WHEN “BETTER” IS BETTER THAN “BEST”
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Abstract. We consider two-player normal form games where each player has the same finite strategy set. The payoffs of each player are assumed to be i.i.d. random variables with a continuous distribution. We show that, with high probability, the better-response dynamics converge to pure Nash equilibrium whenever there is one, whereas best-response dynamics fails to converge, as it is trapped.

1. Introduction

1.1. Background and motivation. Among the various techniques to find a pure Nash equilibrium (PNE) in a normal form game, best-response dynamics (BRD) is one of the simplest techniques to describe. Starting from some strategy profile, one player, picked at random, chooses the strategy which guarantees them the highest payoff, given the other players’ chosen strategies. The procedure is then repeated, starting from the new profile. When no player can choose a strategy that improves their payoff, a PNE is reached. The procedure clearly does not converge in games that do not have a PNE. Existence of PNE does not guarantee convergence however, as the procedure could also fail by cycling indefinitely on a set of profiles.

An alternative procedure, called better-response dynamics (bRD), requires the player who is chosen at random to move to a new strategy that guarantees a higher (but not necessarily maximal) payoff than the present one. At first sight, it seems self-evident that BRD should perform better than bRD. To be a PNE, a profile must maximize the payoff of each player, given the other players’ strategies; therefore, choosing a better response that is not a best response is sub-optimal. In this paper, we prove that this intuition is in general false. We consider two-player normal form games where each player has the same finite strategy set. The payoffs of each player are assumed to be i.i.d. random variables with a continuous distribution. We show that, with high probability, bRD converges to a PNE whenever one exists, whereas BRD will cycle indefinitely on a subset of strategy profiles.

1.2. Related work. The literature about the number of PNE in games with random payoffs is quite extensive. We refer the reader to Amiet et al. (2020) for a list of the main papers on the topic. In particular Powers (1990) proved that, in a normal form game where payoffs are i.i.d. with a continuous distribution, when the number of strategies of at least two players goes to infinity, the distribution of the number of PNE converges to Poisson(1). See also Rinott and Scarsini (2000).

The use of BRD to find PNE has been studied, among others, by Blume (1993), Young (1993), Friedman and Mezzetti (2001), Takahashi and Yamamori (2002) and Fabrikant et al. (2013). In general, BRD does not converge to a PNE. It is known to converge, for instance, in potential games, as defined by Monderer and Shapley (1996). The performance of BRD in potential games with a random potential function has been studied in Coucheney et al. (2014), Durand and Gaujal (2016) and Durand et al. (2019).

Goemans et al. (2005) defined the concept of sink equilibria (which in this paper are called traps), i.e., sets of strategy profiles where a BRD may end up cycling. Christodoulou et al. (2012) studied the rate of convergence of a BRD to approximate solutions of a game; Dütting and Kesselheim (2017) considered BRD in the context of combinatorial auctions.
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The bRD process is a less extensively studied concept: Reny (1999, 2011), Kukushkin (2018) studied its behavior in infinite games with discontinuous payoffs; Cabrales and Serrano (2011) studied the dynamics in the framework of implementation; Fabrikant et al. (2013) studied it in the context of weakly acyclic games and show the relation between weak acyclicity and existence of PNE.

2. Notation and Main results

Given integers $k \leq K$, we set $[k, K] := \{k, \ldots, K\}$ and $[K] := [1, K]$. We consider a two-player game where both players can choose a strategy in $[K]$; let $S := [K]^2$. For a strategy profile $s := (s_1, s_2) \in S$, the payoff of player $i$ is $Z_s^i = Z_{s_1, s_2}^i$. We will assume that the payoffs $Z_s^i$ are i.i.d. and follow a continuous distribution.

Two strategy profiles $s = (s_1, s_2)$ and $t = (t_1, t_2)$ are neighbors, denoted by $s \sim t$, if $s \neq t$ and $s_i = t_i$ for exactly one $i \in \{1, 2\}$. We use $s \sim_i t$ to denote that $s \sim t$ and that these strategy profiles have different strategies for player $i$. A strategy profile $s$ is a pure Nash equilibrium (PNE) if $Z_s^i \geq Z_t^i$ for any $s \sim_i t$, for $i \in \{1, 2\}$. For $i \in \{1, 2\}$ define the sets

$$P_s^{(i)} := \{t \in S : t \sim_i s, Z_t^i \geq Z_s^i\}$$

and $M_s^{(i)} := \{t \in P_s^{(i)} : Z_t^i \geq Z_s^n\}$ for all $u \sim_i s$.

**Definition 2.1.** The better-response dynamics (BRD), denoted $bRD = \{bRD(n)\}_{n=0}^{\infty}$ with $bRD(0) = (1, 1)$, is a discrete-time process on $S$ that evolves as follows. At time $n+1$, pick a player at random, independently of the current value of the process and its past. Call this random variable $I \in \{1, 2\}$, and choose $bRD(n+1)$ uniformly at random from the set $P_{bRD(n)}^{(I)}$. If the latter set is empty, repeat the procedure with the other player. If $P_{bRD(n)}^{(1)} = P_{bRD(n)}^{(2)} = \emptyset$ then set $bRD(n+1) = bRD(n)$; at this point, $bRD$ has reached a PNE, and we say that the process has converged.

The best-response dynamics (BRD), denoted $BRD = \{BRD(n)\}_{n=0}^{\infty}$ with $BRD(0) = (1, 1)$, is defined similarly, except it chooses its strategy profile at time $n+1$ from the set $M_{BRD(n)}^{(I)}$. Its convergence criterion follows mutatis mutandis.

Note that because $bRD$ always moves to a best response for its current strategy profile and because the payoff distribution is continuous, $bRD$ will always alternate between changing the action of player 1 and 2 until it reaches a PNE (if it does at all). Both $bRD$ and $bRD$ clearly fail to converge in games that do not admit PNE, but they could also keep cycling in games that do have PNE. Below we define the structures upon which these processes indefinitely cycle.

**Definition 2.2.** Let $X$ denote either of the two processes $BRD$ or $bRD$. A nonempty subset of strategy profiles $\tau \subset S$ such that $\text{card}(\tau) \geq 2$ is called an $X$-trap if $\{X(n) \in \tau \} \subset \{X(n+1) \in \tau \}$ and, for all $s \in \tau$,

$$\{X(n) \in \tau \} \subset \{\inf\{k \in (n, \infty) \cap \mathbb{N}; X(k) = s\} < \infty \text{ a.s.}\}$$

or equivalently if $\tau \subset \lim inf_k \{X(k)\}$ and $X(n+1) \in \tau$ whenever $X(n) \in \tau$.

We note that for either $BRD$ or $bRD$ to not converge, it must enter a trap. Also, by restricting the size of a trap to be at least 2, PNE are excluded from this definition. An easy reasoning will convince the reader that both types of trap must contain at least 4 strategy profiles. The question that we want to address is with what likelihood do both $bRD$ and $bRD$ converge in a game. Denote by $E^K$ the collection of PNE in the random game.

**Theorem 2.3.**

(1) $\lim_{K \to \infty} \mathbb{P}(bRD \text{ does not converge}) = 1$.

(2) $\mathbb{P}(bRD \text{ converges}) = 1 - e^{-1} + O(1/K)$. This implies that $\mathbb{P}(bRD \text{ converges} | E^K \neq \emptyset) = 1 + o(1)$.
3. **Best Response Dynamics: Proof of Theorem 2.3 (1)**

For aesthetic purposes, in what follows, we implicitly condition on the event in which \( \text{BRD}(0) \) is a best response for exactly one player. If it is instead not a best response for either player, after one step it will arrive at a best response for the strategy which remained constant, and the process behaves as if it were under our implied condition from then on. Finally, the probability that the starting vertex is a best response for both players – i.e., a PNE – is \( 1/K^2 \), and does not influence our final result.

First we note that, because the payoffs follow a continuous distribution, there exists exactly one best response for each action either player chooses. It follows that \( \text{BRD} \) is trapped if and only if it visits a row or column it has visited previously. Moreover, \( \text{BRD} \) can only visit at most two strategy profiles along any given row or column: the strategy profile from which it enters a row or column; and the corresponding best response. As such, the maximum number of steps \( \text{BRD} \) can make before revisiting a row or column is at most \( 2K - 2 \). Hence, \( \text{BRD} \) is trapped if and only if it has not reached a PNE by this time.

Due to the fact that there is exactly one best response for each action, \( \text{BRD} \) must alternate moving along rows or columns at each step (see Fig. 1 for an example of this behaviour). It follows that, at time \( t \), \( \text{BRD} \) must avoid \( \lfloor t/2 \rfloor \) rows or columns. As each step is to a best response, each new strategy profile that \( \text{BRD} \) reaches is a PNE with probability \( 1/K \). Letting \( \mathcal{R}(t) \) be the set of all strategy profiles in the rows and columns that \( \text{BRD} \) has visited by time \( t \), we have

\[
P(\text{BRD}(t + 1) \in \mathcal{E}_K) = P(\text{BRD}(t) \in \mathcal{E}_K) + P(\text{BRD}(t) \notin \mathcal{E}_K \cup \mathcal{R}(t - 1)) \frac{K - 1 - \lfloor t/2 \rfloor}{K - 1} \frac{1}{K}. \tag{3.1}
\]

In order for \( \text{BRD} \) to not be in a trap or a PNE by time \( t + 1 \), it must: not be in a trap or PNE at time \( t \); avoid all previously visited rows and columns; and not step to a PNE. It follows that

\[
P(\text{BRD}(t + 1) \notin \mathcal{E}_K \cup \mathcal{R}(t)) = P(\text{BRD}(t) \notin \mathcal{E}_K \cup \mathcal{R}(t - 1)) \frac{K - 1 - \lfloor t/2 \rfloor}{K - 1} \frac{K - 1}{K}. \tag{3.2}
\]

Applying Eqs. (3.1) and (3.2) repeatedly, we obtain

\[
P(\text{BRD converges}) = P(\text{BRD}(2K - 2) \in \mathcal{E}_K)
= P(\text{BRD}(1) \in \mathcal{E}_K) + P(\text{BRD}(1) \notin \mathcal{E}_K \cup \mathcal{R}(0)) \left( \frac{1}{K - 1} \sum_{t=1}^{2K-3} \prod_{j=1}^{t} \frac{K - 1 - \lfloor t/2 \rfloor}{K} \right)
= \frac{1}{K} + \frac{1}{K} \sum_{t=1}^{2K-3} \prod_{j=1}^{t} \frac{K - 1 - \lfloor t/2 \rfloor}{K}. \tag{3.3}
\]

To bound the sum in Eq. (3.3), we make use of the inequality \( e^x \geq 1 + x \), giving

\[
\sum_{t=1}^{2K-3} \prod_{j=1}^{t} \frac{K - 1 - \lfloor j/2 \rfloor}{K} \leq \sum_{t=1}^{2K-3} \exp \left( -\frac{1}{K} \sum_{j=3}^{t+2} \lfloor j/2 \rfloor \right) \leq 2 \sum_{t=1}^{2K-2} \exp \left( -\frac{t^2}{K} \right).
\]
Finally, we can bound this quantity above by making use of a Riemann sum:

\[
\sqrt{K} \sum_{i=1}^{K-2} \frac{1}{\sqrt{K}} \exp \left(-\frac{t^2}{K}\right) \leq \int_0^\infty e^{-x^2} dx = \sqrt{\frac{\pi}{2}}. \tag{3.4}
\]

This in turn yields \( P(\text{BRD converges}) \leq \frac{1}{K} + \sqrt{\frac{\pi}{K}}. \)

4. Combinatorial bounds

The proof of Theorem 2.3 (2) relies on a few combinatorial results which we include in this preliminary section. For the vector \( c = (c_1, \ldots, c_K) \), we set \( \ell(c) = \sum_{s=1}^{K} c_s \). For intuitive purposes, consider \( c \) to be the vector describing the number of strategy profiles in each column belonging to a given trap.

**Proposition 4.1.** Let \( m \in [K] \). For fixed \( c \in [0, m]^K \),

\[
\prod_{i=1}^{K} c_i!(K - c_i)! \leq (m!)^{\ell(c)/m} (K - m)!^{\ell(c)/m} K^{1 - \ell(c)/m}. \tag{4.1}
\]

**Proof.** Fix indices \( j, k \) such that \( c_j \geq c_k \geq 1 \) and define \( \tilde{c} \in [0, m]^K \) by \( \tilde{c}_j = c_j + 1 \), \( \tilde{c}_k = c_k - 1 \), and \( \tilde{c}_i = c_i \) for all \( i \notin \{j, k\} \). We have that

\[
\prod_{i=1}^{K} \tilde{c}_i!(K - \tilde{c}_i)! = \frac{(c_j + 1)(K - (c_k - 1))}{c_k(K - c_j)} > 1. \tag{4.2}
\]

Hence, moving weight from a column to one with equal or larger weight increases the desired value. If each column has an upper bound of \( m \) and a lower bound of 0, then this weight-shifting device leads to an optimized \( \tilde{c} \) made up of 0’s, \( [\ell(c)/m] \)’s and possibly one column in \((0, m)\). Since \((K-c)! \leq K! \) for all \( c \in [K] \), the “remainder” column can be bounded by \( K! \). The result follows.

**Proposition 4.2.** Let \( j \in [K] \). For fixed \( c \in [0, K]^K \) with \( \ell(c) < K \) and exactly \( j \) nonzero elements,

\[
\prod_{i=1}^{K} c_i!(K - c_i)! \leq (\ell(c) - j + 1)!(K - \ell(c) + j - 1)(K - 1)^{j-1} K^{\ell(c) - j}. \tag{4.3}
\]

**Proof.** As with Proposition 4.1, we know that the maximal value for this product is obtained when we can no longer shift weight from a smaller column to a larger column. If \( \ell(c) < K \) and \( j \) elements of \( c \) are nonzero, then this arrangement is obtained when \( j - 1 \) elements of \( c \) are 1 and there is a unique element equal to \( \ell(c) - (j - 1) \).

**Proposition 4.3.** Fix \( m \in [K] \). For any \( c \in [0, m]^K \) with \( \ell(c) < K \),

\[
\prod_{i=1}^{K} \frac{m!}{c_i!} \leq \left(\frac{m}{K} \right)^{\ell(c)}. \tag{4.4}
\]

**Proof.** Fix indices \( j, k \) such that \( c_j \geq c_k \geq 1 \), and define \( \tilde{c} \in [0, m]^K \) as in the proof of Proposition 4.1. We have that

\[
\prod_{i=1}^{K} \frac{m!}{c_i!} = \frac{(K-c_j)!(K-\tilde{c}_j)!(m-c_j)!(m-c_k)!}{(m-c_j)!(m-\tilde{c}_k)!(K-c_j)!(K-c_k)!} = \frac{(m-c_j)(K-c_k+1)}{(m-c_k+1)(K-c_j)}. \tag{4.5}
\]

As the function \( x/(x+n) \) increases in \( x \) for any \( n > 0 \), the ratio above is less than 1. Hence, moving weight from one column to another with equal or larger weight decreases the product in question, and the maximum value is obtained when all columns have equal weighting. As \( \ell(c) < K \), this means that \( \ell(c) \) elements of \( c \) have a value of 1, and all other elements are 0.
5. Better response dynamics: proof of Theorem 2.3 (2)

While there are clear-cut conditions that indicate when a BRD process has entered a trap, that luxury unfortunately does not extend to the domain of bRD processes. For bRD to determine that it has entered a trap based solely on its past, it must exhaust all movement options from every strategy profile in the suspected trap. This definition of a trap is unwieldy at best, so we require a different approach to address the question of convergence for bRD.

For a bRD-trap \( \tau \), denote by \( R(\tau) \) (resp. \( C(\tau) \)) the \( K \)-dimensional vector whose \( j \)-th entry is the number of strategy profiles in \( \tau \) for which the first player (resp. second player) chooses strategy \( j \). The length of a trap is the number of strategy profiles that it contains. We denote by \( T_n \) the collection of bRD-traps of length \( n \); further, let \( T = \bigcup_{n=4}^{K^2} T_n \). For strategy \( i \in [K] \), let

\[
M_{i,u} := \{ k : Z_{i,k}^u \text{ is among the largest } u \text{ payoffs in row } i \},
\]

and define \( \Delta_i^u := \bigcup_{i,j} \bigcap_{k \in M_{i,K^u}} \{ Z_{i,k}^j > Z_{j,k}^i \} \).

**Lemma 5.1.** Fix a parameter \( \sigma \in (0, 1) \). We have \( \mathbb{P}(\Delta_i^u) \leq K^2 \left( \frac{1}{2} \right)^{K^u} \).

**Proof.** Using a union bound it is enough to compare two fixed distinct rows, say \( i \) and \( j \), and this gives rise to the \( K^2 \) factor. For the remaining part of the upper bound, notice that for fixed \( k \in [K] \), the events \( \{ Z_{i,k}^j > Z_{j,k}^i \} \), for \( k \in M_{i,K^u} \), are independent and share the same probability of 1/2. \( \square \)

The nonexistence of traps implies that bRD will converge. Letting \( J_K := \{ E_K \neq \emptyset \} \),

\[
\mathbb{P}(\text{bRD does not converge}) \leq \mathbb{P}(\{ T \neq \emptyset \} \cap J_K) + \mathbb{P}(J_K^c).
\]

Owing to the previously mentioned Poisson result from Powers (1990), to prove Theorem 2.3 (2), it suffices to prove the following theorem.

**Theorem 5.2.** For any \( \alpha \in (0, 1) \), we have that there exists a positive constant, denoted by \( \text{cnst} \), such that for all large enough \( K \),

\[
\mathbb{P}(\{ T \neq \emptyset \} \cap J_K) \leq \text{cnst} K^{-3+2\alpha} + K^2 \left( \frac{1}{2} \right)^{K^u/2} + K^{-K^\alpha}.
\]  

(5.1)

**Proof.** In what follows, \( \text{cnst} \) denotes a generic constant that may change from line to line. We have that

\[
\mathbb{P}\left( \left\{ \bigcup_{n=4}^{K^2} T_n \neq \emptyset \right\} \cap J_K \right) \leq \mathbb{P}\left( \bigcup_{n=4}^{K^u} T_n \neq \emptyset \right) + \mathbb{P}\left( \bigcup_{n=\lfloor K^u \rfloor + 1}^{K^2} T_n \neq \emptyset \right) \cap J_K.
\]  

(5.2)

For a given subset of strategy profiles \( V \), let \( \Gamma(V) \) be the projection of \( V \) on the second coordinate. Observe that for \( V \) to be a trap, in every row and column intersecting with \( V \), there must not exist strategy profiles that are better responses than those in \( V \). If there are \( v \) vertices of \( V \) in a given row or column, the probability that these \( v \) vertices attain the highest \( v \) payoffs is \( \binom{K}{v} \). Moreover, this event is independent from the payoffs in every other row and column. Hence, if \( V \) has length \( n \), then

\[
\mathbb{P}(V \in T_n) \leq \left( \prod_{i=1}^{\lfloor K^u \rfloor} \left( \frac{K}{R_i(V)} \right) \left( \frac{K}{C_i(V)} \right) \right)^{-1}.
\]

The inequality arises from the fact that certain orderings may not produce a trap, e.g., a row and column may have their best responses on the same strategy profile, resulting in a PNE.
To bound the first term in Eq. (5.2), we apply a union bound:

\[
P \left( \bigcup_{n=1}^{\lceil K^\alpha \rceil} \mathcal{T}_n \neq \emptyset \right) \leq \sum_{n=4}^{\lceil K^\alpha \rceil} \sum_{j=2}^{n-2} \mathbb{P} \left( \exists \mathcal{V} \subset [K]^2 : \mathcal{V} \in \mathcal{T}_n, |\Gamma(\mathcal{V})| = j \right)
\]

\[
\leq \sum_{n=4}^{\lceil K^\alpha \rceil} \sum_{j=2}^{n-2} \left( \begin{array}{c} K \\ j \end{array} \right) \sum_{\ell(r) = n, \max(r_i) \leq j} \prod_{i=1}^{K} \left( \begin{array}{c} K \\ R_i(\mathcal{V}) \end{array} \right) \prod_{r_i \in [0,K]^K} \frac{1}{|C_i(\mathcal{V})|}.
\]

We use Proposition 4.2 to obtain the upper bound

\[
\prod_{i=1}^{j}(K - C_i(\mathcal{V}))! |C_i(\mathcal{V})|! \leq (\ell(C(\mathcal{V})) - j + 1)! (K - \ell(C(\mathcal{V})) + j - 1)! (K - 1)!^{j - 1}.
\]

Moreover, for a given vector \( r \) with each element being at most \( j \), there are \( \prod_{i=1}^{K} \left( \begin{array}{c} j \\ r_i \end{array} \right) \) sets of strategy profiles \( \mathcal{V} \) satisfying \( R(\mathcal{V}) = r \). This gives

\[
P \left( \bigcup_{n=1}^{\lceil K^\alpha \rceil} \mathcal{T}_n \neq \emptyset \right) \leq \sum_{n=4}^{\lceil K^\alpha \rceil} \sum_{j=2}^{n-2} \frac{(K - n + j - 1)! (n - j + 1)!}{K^{j-1} j! (K - j)!} \sum_{r \in [0,K]^K} \prod_{i=1}^{K} \left( \begin{array}{c} j \\ r_i \end{array} \right).
\]

Proposition 4.3 allows us to bound the product above, and a loose bound for the number of vectors \( r \) with \( \ell(r) = n \) is \( \left( \begin{array}{c} n + K - 1 \\ K \end{array} \right) \). Hence,

\[
P \left( \bigcup_{n=1}^{\lceil K^\alpha \rceil} \mathcal{T}_n \neq \emptyset \right) \leq \sum_{n=4}^{\lceil K^\alpha \rceil} \sum_{j=2}^{n-2} \frac{(K - n + j - 1)! (n - j + 1)!}{K^{j-1} j! (K - j)!} \left( \begin{array}{c} n + K - 1 \\ K \end{array} \right) \left( \frac{j}{K} \right)^n \leq \text{cnst} \ K^{-3 + 2\alpha},
\]

where the last inequality is proved in Proposition 6.1 in the Appendix.

To bound the remaining term in Eq. (5.2), we make use of the fact that for a trap \( \tau \) to be larger than \( K^\alpha \), either: there must exist a row \( r \) or a column \( c \) containing at least \( K^{\alpha/2} \) strategy profiles of \( \tau \); or no such row/column exists and the trap spans more than \( K^{\alpha/2} \) rows and columns. These events will be denoted as \( A_1 \) and \( A_2 \) respectively. Note that any strategy profile neighbouring a PNE cannot be part of a trap; hence, if \( s \) and \( t \) are such that \( s \sim_\tau t \), \( s \) neighbours a PNE, and \( t \) is in a trap, then \( Z^n_r < Z^n_t \). Under event \( A_1 \), we can find at least \( K^{\alpha/2} \) such pairs of strategy profiles: \( t \) chosen from row \( r \) and \( s \) chosen from any row containing a PNE. Hence, we are in the framework of Lemma 5.1, and by a union bound on rows and columns we have

\[
P \left( \bigcup_{n=\lceil K^\alpha \rceil + 1}^{K^2} \mathcal{T}_n \neq \emptyset \cap J_K \cap A_1 \right) \leq 2K^2 \left( \frac{1}{2} \right)^{K^\alpha/2}.
\]
We turn our attention to event $A_2$. By taking a union bound over all trap sizes larger than $K^\alpha$, and applying Proposition 4.1, we get

\[
\mathbb{P}\left(\bigcup_{n=\lceil K^\alpha \rceil+1}^{K^2} \mathcal{T}_n \neq \emptyset \right) \cap J_K \cap A_2 \right) \leq \sum_{n=\lceil K^\alpha \rceil}^{K^2} \sum_{\mathcal{V}: \text{card}(\mathcal{V})=n} \frac{1}{(K!)^K \prod_{i=1}^K \left(R_i(\mathcal{V})\right)} \prod_{i=1}^K c_i !(K-c_i)!
\]

\[
\leq \sum_{n=\lceil K^\alpha \rceil}^{K^2} \frac{(K^\alpha)!(K-\lceil K^\alpha \rceil)!}[n/\lceil K^\alpha \rceil!] K!-[n/\lceil K^\alpha \rceil!]K^\alpha
\]

For any $r \in [0, K]^K$ with $\ell(r) = n$, there are $\prod_{i=1}^K (\binom{K}{r_i})$ strategy profile sets $\mathcal{V}$ of size $n$ which satisfy $R(\mathcal{V}) = r$; moreover, there are $\binom{n+K-1}{K}$ such vectors. Hence the right hand side of Eq. (5.8) becomes

\[
\sum_{n=\lceil K^\alpha \rceil}^{K^2} \binom{n+K-1}{K} K^{-\lceil n/\lceil K^\alpha \rceil \rceil} \leq \text{const} K^{-3+2\alpha}
\]

where the last inequality is proved in Proposition 6.2 in the Appendix.

6. Appendix

Here we prove the estimates for Equations (5.6) and (5.9). We use the following approximations

\[
e^{1/(12n+1)} < \frac{n! e^n}{\sqrt{2\pi n}^{n+1/2}} < e^{1/(12n)} \quad \text{and} \quad e^{a^2/(2x)-a^3/(2x^2)} < (1+a/x)^{x+a} < e^{a^2/x}
\]

We let $\phi(x) = x^x = e^{x \ln x}$ ($\phi(0) = 1$), $A(a, x) = e^{a^2/(2x)-a^3/(2x^2)}$ and $B(a, x) = e^{a^2/(2x)-a^3/(2x^2)}$.

**Proposition 6.1.** For any $\alpha \in (0, 1)$ there exists a const that satisfies

\[
\sum_{n=1}^{n-2} \frac{(K-n+j-1)! (n-j+1)!}{K^{j-1} j! (K-j)!} \binom{n+K-1}{K} \left(\frac{j}{K}\right)^n \leq \text{const} K^{-3+2\alpha},
\]

for all $K \in \mathbb{N}$.

**Proof.** Let $G(K, n, j) = \frac{\phi(K-n+1+j) \phi(n+1-j) \phi(K+n-1)}{\phi(j) \phi(K-j) K^{j-1} \phi(k) \phi(n-1)} \left(\frac{j}{K}\right)^n$. An examination of the behaviour of the function $G$ leads to $G(K, n, j) \leq G(K, j+2, j) \leq \text{const} K^{-3}$, for $K$ large enough. For the second inequality, it is necessary to distinguish the cases $j = 2, j = 3$ and $j \geq 4$.

A bound for the square root term (that which arises from Stirling’s approximation) can be obtained in a similar fashion, from which we immediately get the desired result.

**Proposition 6.2.** For any $\alpha \in (0, 1)$ and for any $\beta < \alpha/2$, we have that for any $K$ large enough (depending on the choice of $\alpha$ and $\beta$),

\[
\sum_{n=\lceil K^\alpha \rceil}^{K^2} \binom{n+K-1}{K} K^{-\lceil n/\lceil K^\alpha \rceil \rceil} \leq K^{-\beta K^\alpha}
\]

**Proof.** For $K$ large, $\psi(K) = \left(\frac{K!}{N!(K-N)!}\right)^{1/N} > (K-N)/(2N)$, where for ease of presentation, we write $N$ for $\lceil K^\alpha/2 \rceil$. Then,

\[
G(K, n) = \frac{\phi(K+n-1)}{\phi(K) \phi(n-1)} \psi(K)^{-n}
\]
is a decreasing function of \( n \) and \( G(K, n) \leq G(K, K^\alpha - 1) < \text{cnst} \, e^{3K\alpha^2/2 + K^{-1+2\alpha} - 1/2} K^{-(\alpha/2)K^\alpha - 1 + 3\alpha/2} \).

Similarly,

\[
\sqrt{\frac{K}{N(K-N)}} \leq \text{cnst} \, K^{-\alpha/4} \quad \text{and} \quad \frac{\phi(K)}{\phi(N)\phi(K-N)} < \text{cnst} \, K^{(1-\alpha/2)K^\alpha/2} e^{3/2 K^{-1+\alpha} - 1/2 K^{-2+3\alpha/2}}.
\]

The result immediately follows. \( \square \)
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