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Abstract. We define a notion called leftmost separator of size at most $k$. A leftmost separator of size $k$ is a minimal separator $S$ that separates two given sets of vertices $X$ and $Y$ such that we “cannot move $S$ more towards $X$” such that $|S|$ remains smaller than the threshold. One of the incentives is that by using leftmost separators we can improve the time complexity of treewidth approximation. Treewidth approximation is a problem which is known to have a linear time FPT algorithm in terms of input size, and only single exponential in terms of the parameter, treewidth. It is not known whether this result can be improved theoretically. However, the coefficient of the parameter $k$ (the treewidth) in the exponent is large. Hence, our goal is to decrease the coefficient of $k$ in the exponent, in order to achieve a more practical algorithm. Hereby, we trade a linear-time algorithm for an $O(n \log n)$-time algorithm. The previous known $O(f(k)n \log n)$-time algorithms have dependences of $2^{24k}k!$, $2^{8.766k}k^2$ (a better analysis shows that it is $2^{7.671k}k^2$), and higher. In this paper, we present an algorithm for treewidth approximation which runs in time $O(2^{6.755k} n \log n)$.

Furthermore, we count the number of leftmost separators and give a tight upper bound for them. We show that the number of leftmost separators of size $\leq k$ is at most $C_{k-1}$ (Catalan number). Then, we present an algorithm which outputs all leftmost separators in time $O(\frac{4^k}{\tau} n)$.

1 Introduction

Finding vertex separators that partition a graph in a “balanced” way is a crucial problem in computer science, both in theory and applications. For instance, in a divide and conquer algorithm, most of the time it is vital to have balanced subproblems. If we want to separate two subsets of vertices in a graph, we prefer the separator to be closer to the bigger side. In this work, we place the bigger set on the left side and the smaller one on the right. Before going into depth, we review and introduce some notations.

1.1 Notation

W.l.o.g., assume that $G$ is a connected graph. $S \subseteq V$ is a separator that separates two subsets of vertices $X, Y \subseteq V$ in $G$, if there is no $X - Y$ path in $G[V \setminus S]$.
where $G[V \setminus S]$ is the induced graph on $V \setminus S$. In the following, we use $G - S$ instead of $G[V \setminus S]$ for the sake of simplicity. We call $S$ an $(X,Y)^G$-separator. Later on, we drop the superscripts if it is obvious from the context.

**Definition 1.** $S^G_{X,Y}$ is the set of all $(X,Y)^G$-separators.

**Definition 2.** The separator $S \in S^G_{X,Y}$ partitions $G - S$ into three sets $V_{X,S}$, $V_{S,Y}$, and $V_Z$, where $V_{X,S}$ is the set of vertices with a path from $X \setminus S$, $V_{S,Y}$ is the set of vertices with a path from $Y \setminus S$, and $V_Z$ is the set of all vertices reachable from neither $X \setminus S$ nor $Y \setminus S$ in $G - S$.

Having a non-empty $V_Z$ set is only to our advantage. We think of $X$ being on the left side and $Y$ on the right side of $S$. Any of the three sets $(X, Y, S)$ might intersect.

**Definition 3.** Partial Ordering. We say separator $S \in S^G_{X,Y}$ is at least as much to the left as separator $S' \in S^G_{X,Y}$ if $V_{X,S} \subseteq V_{X,S'}$. In this case, we use the notation $S \preceq S'$.

**Definition 4.** Separator $S \in S^G_{X,Y}$ is called an $(X,Y, \leq k)^G$-separator if $|S| \leq k$.

**Definition 5.** Separator $S \in S^G_{X,Y}$ is called a leftmost $(X,Y, \leq k)^G$-separator if it is minimal and there exists no other minimal $(X,Y, \leq k)^G$-separator $S'$ such that $S' \preceq S$.

Notice that the minimality is important here, otherwise according to the partial ordering definition, one can keep adding extra vertices to the left of $S'$ (towards $X$) and artificially make it more to the left. In order to avoid this, we require all separators we work with to be minimal unless specified otherwise.

The notion of leftmost separator is closely related to the notion of important separator. Important separator has been defined in [12], and then used in [5] and [11].

The difference between a leftmost separator and an important separator comes from their corresponding partial orders. The partial order defined for important separators is as follows:

**Definition 6.** Partial Ordering used for Important Separators. Separator $S \in S^G_{X,Y}$ dominates (or “is more important than”) separator $S' \in S^G_{X,Y}$ if $|S| \leq |S'|$ and $V_{S,Y} \subset V_{S',Y}$.

**Definition 7.** Separator $S \in S^G_{X,Y}$ is an important $(X,Y, \leq k)^G$-separator if there exists no other minimal $(X,Y, \leq k)^G$-separator $S'$ dominating $S$.

As you see, when ordering important separators we also look at the relation between the sizes but in a leftmost separator, its size just has to be $\leq k$.

**Lemma 1.** Every leftmost $(X,Y, \leq k)^G$-separator is an important $(X,Y, \leq k)^G$-separator, but the converse does not hold.
Proof. Let $S$ be a leftmost $(X, Y, \leq k)$-separator. Assume for the sake of contradiction that $S$ is not important. Hence, there exists important $(X, Y, \leq k)$-separator $S'$ that dominates $S$. Therefore $V_{S',Y} \supset V_{S,Y}$. Notice that $S \setminus S'$ is nonempty. Let $v \in S \setminus S'$. Then, $v \in V_{S',Y}$. Therefore, $V_{X,S'} \subset V_{X,S}$. This implies that $S' \preceq S$, which is a contradiction.

To show that the converse of the proposition does not hold, consider the following counter-example.

As shown in Figure 1, not all the important separators are leftmost. Our purpose is to find a separator more towards the bigger side in order to have more balanced separators. For that reason, not all the important separators are good. For instance we do not need to consider $S_1$ because that is the most unbalanced separator one can find. This is the main reason that we defined the new notion of leftmost separators. The reason that $S_1$ in Figure 1 is important is that $|S_1| \leq |S_2|$ (even though $V_{S_2,Y}$ contains $V_{S_1,Y}$). As argued, leftmost separators are better candidates for our application. However, as the reader can see, there is a strong similarity between these two notions. We give tight upper
Lemma 2. Let $\mathcal{A}_{X,Y \leq k}$ and $\mathcal{B}_{X,Y \leq k}$ be the set of all leftmost $(X,Y \leq k)$-separators and the set of all important $(X,Y \leq k)$-separators, respectively. Then,

$$\mathcal{B}_{X,Y \leq k} = \bigcup_{i=1}^{k} \mathcal{A}_{X,Y \leq i}$$

Proof. Based on Lemma 1, for every $1 \leq i \leq k$, every leftmost $(X,Y \leq i)$-separator is an important $(X,Y \leq i)$-separator. Furthermore, every important $(X,Y \leq i)$-separator is an important $(X,Y \leq k)$-separator. Hence,

$$\mathcal{B}_{X,Y \leq k} \supseteq \bigcup_{i=1}^{k} \mathcal{A}_{X,Y \leq i}$$

For the other side, we show that every important $(X,Y \leq k)$-separator $S$ is a leftmost $(X,Y \leq |S|)$-separator. For the sake of contradiction, assume that there exist important $(X,Y \leq k)$-separator $S$ that is not a leftmost $(X,Y \leq |S|)$-separator (Notice that $\mathcal{A}_{X,Y \leq |S|}$ is nonempty since there is at least one separator of $\leq |S|$ between $X$ and $Y$). This means there exist leftmost $(X,Y \leq |S|)$-separator $S'$ that $S' \preceq S$. Notice that $|S'| \leq |S|$ and also $V_{S',Y} \supset V_{S,Y}$. This means $S'$ dominates $S$ and hence $S$ is not important, which is a contradiction.

In this paper, we show that the number of leftmost $(X,Y \leq k)$-separators is $\leq C_{k-1}$, where $C_n$ is the $n$-th Catalan number. Furthermore, we close the gap and show that this upper bound is tight. Then, we give an $O(4^k kn)$-time algorithm finding all minimal leftmost $(X,Y \leq k)$-separators. Notice that $C_{k-1} \sim \frac{4^k}{\sqrt{\pi (k-1)^2}}$.

Based on Lemma 2, this implies that the number of important $(X,Y \leq k)$-separators is $\leq \sum_{i=1}^{k-1} C_i$ and the bound is tight.

One of the important applications of the algorithm that finds all the leftmost separators is treewidth approximation. Treewidth approximation is a crucial problem in computer science. Courcelle’s methatheorem [6] states that every problem which can be described in monadic second order logic has an FPT algorithm with the treewidth $k$ as its parameter. An FPT algorithm is an algorithm that runs in time $O(f(k) \text{poly}(n))$, where $n$ is the input size, $k$ is the parameter (here, treewidth), and $f(\cdot)$ is a computable function.

So, based on Courcelle’s methatheorem, many NP-complete graph problems obtain polynomial algorithms (in terms of the input size), and hence they can be solved fast if the treewidth is small. These algorithms require access to tree decompositions of small width. However, finding the exact treewidth itself is
another NP-complete problem [2]. Here, we look for an approximation algorithm to solve the treewidth problem.

**Problem 0.** Given a graph $G = (V, E)$, and an integer $k \in \mathbb{N}$, is the treewidth of $G$ at most $k$? If yes, output a tree decomposition with width $\leq \alpha k$, where $\alpha \geq 1$ is a constant. Otherwise, output a subgraph which is the bottleneck.

There are various algorithms solving this problem for different $\alpha$’s (the approximation ratio). As mentioned above, we are interested in constant-factor approximation FPT algorithms. Table 1.1 shows a brief history of the previous work.

| Reference          | Approximation Ratio $\alpha$ | Dependence on $k$ | Dependence on $n$ | Comments                        |
|--------------------|-----------------------------|-------------------|-------------------|---------------------------------|
| Robertson & Seymour [16] | 4                           | $3^k n$           | $n^\omega$        |                                 |
| Lagergren [10]     | 8                           | $2^{(c_1 k)^{O(1)}}$ | $n \log^2 n$     |                                 |
| Reed [13]          | 1 or 5                      | $2^{(c_2 k)^{O(1)}}$ | $n \log n$       | Large coefficient of $k$ in the exponent |
| Amir [1]           | 4.5                         | $2^{(c_3 k)^{O(1)}}$ | $n^\omega$       |                                 |
| Amir [1]           |                              | $2^{(c_4 k)^{O(1)}}$ | $n^\omega$       |                                 |
| Bodlaender et al. [4] | 3                           | $2^{(c_5 k)^{O(1)}}$ | $n \log n$       | The coefficient of $k$ is not stated |
| Bodlaender et al. [4] | 5                           | $2^{(c_6 k)^{O(1)}}$ | $n$               | The coefficient of $k$ is not stated |
| Belbasi & Furer [3] | 5                           | $2^{(c_7 k)^{O(1)}}$ | $n \log n$       | Small coefficient of $k$        |
| Korhonen [9]       | 2                           | $2^{(c_8 k)^{O(1)}}$ | $n$               | better coefficient of $k$ compared to [4] but still not very applicable. |
| This paper         | 5                           | $2^{(c_9 k)^{O(1)}}$ | $n \log n$       | Practical for small $k$         |

Algorithms [4] and [9] both run in $2^{(c_{10}) n}$ time, which is linear in $n$. However, the coefficients of $k$ in the exponent are large. The former one does not mention the exact coefficient and seems to have a very large coefficient. The latter one, which is a very recent paper, mentions that the coefficient of $k$ in the exponent is some number between 10 and 11. Our goal is to make treewidth approximation more applicable by decreasing the coefficient of $k$ in the exponent. We can afford an extra $\log n$ factor in the running time in order to reduce the huge dependence on $k$. We sacrifice the linear dependence on $n$, and give an algorithm which runs way faster in various cases. So, let us look at $n \log n$-time algorithms. Reed [15]
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gave the first $n \log n$-time algorithm. He did not mention the dependence on $k$ precisely but a detailed analysis in [3] shows that it is $O(2^{24k}k!)$. Here, even though $2^{24k} = o(k!)$, actually $k!$ is reasonable for small $k$’s while $2^{24k}$ is not. Later on, the authors of this paper introduced an $O(2^{8.766k}n \log n)$-algorithm [3].

The algorithm presented in this paper is based on [15] and [3]. In these papers, when it is known that a good separator $S$ exists between $X$ and $Y$, an efficient algorithm finds an arbitrary separator between $X$ and $Y$. The ability to find leftmost separators allows for an improvement. If $S$ is a good separator between $X$ and $Y$, and $V_{X,S}$ is estimated to be at least as big as $V_{S,Y}$, then the best leftmost separator between $X$ and $Y$ has a definite advantage.

Instead of a balanced separator with minimum size, we consider all leftmost separators (closest possible to the bigger side). This helps us to obtain an $O(2^{6.755k}n \log n)$-time algorithm with the same approximation ratio of 5 as in [15] and [3].

Before moving onto the next section, we have to mention that the algorithm to find all leftmost separators works for both directed and undirected graphs.

Below, we summarize our contributions.

1.2 Our Contributions

First, we give a tight upper bound on the number of the leftmost separators.

**Theorem 1.** Let $G = (V, E)$ be a graph, $X, Y \subseteq V$, and $k \in \mathbb{N}$. The number of leftmost $(X, Y, \leq k)^G$-separators\(^1\) is at most $C_{k-1} = \frac{1}{k} \binom{2(k-1)}{k-1} \sim \frac{1}{k} \sqrt{\frac{\pi}{2(k-1)}}$.

Furthermore, the number of important $(X, Y, \leq k)^G$-separators is at most $\sum_{i=0}^{k-1} C_i$. Both bounds are tight.

Then, we give an algorithm finding all leftmost separators.

**Theorem 2.** Let $G = (V, E)$ be a graph, $X, Y \subseteq V$, and $k \in \mathbb{N}$. There is an $O(2^{k \sqrt{\log n}})$-time algorithm which outputs all the leftmost $(X, Y, \leq k)^G$-separators.

Now, we use the algorithm finding all the leftmost separators to solve treewidth approximation much faster.

**Theorem 3.** Let $G = (V, E)$ be a graph, and $k \in \mathbb{N}$. There is an algorithm that either outputs a tree decomposition of $G$ with width $\leq 5(k-1)$, or determines that $tw(G) > k-1$ in time $O(26.755k n \log n)$.

\(^1\) Notice that all leftmost separators are minimal per definition.

\(^2\) $C_n$ is the $n$th Catalan number
2 Finding the Leftmost Minimum Size (X, Y, \leq k)^G-Separator

In this section, we review an algorithm for the following problem which has been fully described in [7] in details. It is based on [14], [16], and [15].

**Problem 1.** Given a graph \(G = (V, E)\), sets \(X, Y \subseteq V\), and \(k \in \mathbb{N}\), is there an \((X, Y, \leq k)\)-separator?

**Lemma 3.** (Lemma 11.20 of [7]) There is an algorithm which solves Problem 1 in time \(O(k|V|)\).

The proof has been given in [7]. Here, we just briefly mention the crux of the idea and apply a tiny modification. Later on, we write the pseudocode of Algorithm 1 since we use it in Algorithm 3. The main idea is based on the following theorem of Menger [14].

**Theorem 4.** (A version of Menger’s theorem [14]) Let \(G = (V, E)\) be a graph, and \(X, Y \subseteq V\). Then, the size of the minimum \((X, Y)^G\)-separator is equal to the maximal number of disjoint paths from vertices of \(X\) to vertices of \(Y\).

So, the problem reduces to finding the number of disjoint paths from \(X\) to \(Y\), and this itself reduces to a network flow problem (with the capacities on the vertices and not the edges).

**Definition 8.** Let \(P\) be a family of disjoint paths from a set \(X \subseteq V\) to a set \(Y \subseteq V\) in a graph \(G = (V, E)\). We call \(Q\) a \(P\)-augmenting walk if \(Q = q_1 \cdots q_s\) such that \(q_i \in V\) for all \(i\) with \(1 \leq i \leq s\), and \(\{q_i, q_{i+1}\} \in E\) for all \(i\) with \(1 \leq i \leq s - 1\), and also

1. No edge shows up twice on \(Q\).
2. If \(Q\) intersects \(P = p_1 \cdots p_l \in P\) at \(q_i = p_j\), then \(i \neq s\) and \(q_{i+1} = p_{j-1}\) (i.e., if \(Q\) intersects a path \(P \in P\), they share at least one edge and that edge appears in opposite directions on \(P\) and \(Q\)).

**Claim.** (Claim 1 of Lemma 11.20 in [7]) Let \(P\) be a family of pairwise disjoint paths from \(X\) to \(Y\) and let \(Q\) be a \(P\)-augmenting walk from \(X\) to \(Y\). Then, there exists a family of pairwise disjoint paths from \(X\) to \(Y\) of size \(|P| + 1\).

The idea is to think of paths in \(P\) and also \(Q\) as sending a unit flow from \(X\) to \(Y^3\) (the flows in opposite directions cancel each other when \(Q\) intersects with a path in \(P\)). This gives a new family of pairwise disjoint paths with one more disjoint path. Then, we keep trying to find another \(P\)-augmenting walk and update \(P\) until it is impossible to proceed (no \(P\)-augmenting walk is found). Check Figure 2: initially, \(P = \{P_1, P_2, P_3, P_4\}\). We find an \(P\)-augmenting path.
Q. After sending a unit flow through all the paths, we get a new set of paths $P' = \{P'_0, P'_1, P'_2, P'_3, P'_4\}$ of size one more.

Now that we have the maximum size family of pairwise disjoint paths from $X$ to $Y$ (namely $P$), we show how to find the leftmost minimum sized $(X, Y, \leq k)$-separator.

Let $R(P)$ be the set of all vertices $v \in V$ such that there is a $P$-augmenting path from $X$ to $v$. For every path $P \in P$, let $c_P$ be the first vertex on $P$ not contained in $R(P)$. Also, let $C(P) = \bigcup_{P \in P} \{c_P\}$.

Note that if $c_P \notin X$, then $c_P$ lies on an augmenting path that continues to the predecessor of $c_P$ on $P$.

Claim. (Claim 2 of Lemma 11.20 in [7]) $C(P)$ separates $X$ from $Y$.

So, $C(P)$ is an $(X, Y, \leq k)$-separator and also based on Menger’s result, this is a separator of the minimum size. In fact, $C(P)$ is the leftmost minimum size separator due to the construction of the $c_P$’s (check $C_P$ in Figure 2 and $S$ in Figure 3).

Now, we present pseudocode for the algorithm described above with a tiny modification. The modification is that we do not start from scratch necessarily and we pass a subset $P$ of disjoint paths to the algorithm in the beginning. Then, the algorithm tries to find a $P$-augmenting walk $Q$, updates $P$, and recurses

---

3 Again, notice that the capacities are on the vertices and not the edges.
4 Again, for more details refer to [7].
5 We have borrowed the notation for this part from [7].
until no augmenting walk is found. The original algorithm can be implemented by initializing \( \mathcal{P} = \emptyset \). The reason why we need this modification is described in Section 3.

The following are the global variables used in Algorithms 1, 2, and 3.

- \( X \subseteq V(G) \): the left set
- \( \mathcal{A} \subseteq 2^{V(G)} \): the set of all minimal leftmost \((X, Y, \leq k)^G\)-separators
- \( k \in \mathbb{N} \): a given upper bound on the treewidth

**Observation.** Note that the output of Algorithm 1 is unique and well-defined.

![Diagram of leftmost separators vs leftmost minimum size separator](image)

**Fig. 3.** Leftmost separators vs leftmost minimum size separator

### 3 Finding All Minimal Leftmost \((X, Y, \leq k)\)-Separators

In this section, we present our main algorithm. In the introduction, we mentioned why it is important to find the leftmost\(^6\) separators. Also, in Section 2 we reviewed an algorithm (Algorithm 1) to find the leftmost minimum separator. We use this algorithm in ours.

In our problem, we have two subsets of vertices \( X \) and \( Y \) such that \(|X| \geq |Y|\). W.l.o.g., assume \( X \) is the set on the left and \( Y \) is the set on the right.

**Problem 2.** Given a graph \( G = (V, E) \), sets \( X, Y \subseteq V \), and \( k \in \mathbb{N} \), what are the minimal leftmost \((X, Y, \leq k)^G\)-separators?

\(^6\) We drop the term “minimal” because it is the default for the separators throughout this paper unless mentioned otherwise.
Algorithm 1: \texttt{Left\_Minimum\_Sep}(G, Y, P): FIND THE LEFTMOST MINIMUM SEPARATOR

\textbf{Input:} Graph $G = (V, E)$, a subset of vertices $Y$, and a set $P$ of pairwise disjoint paths from $X$ to $Y$
\textbf{Output:} The leftmost minimum $(X, Y, \leq k)^G$-separator, and an updated set of pairwise disjoint paths $P$

1. \textbf{while} $\exists$ a $P$-augmenting walk $Q$ \textbf{do}
   2. Update $P$.
      \hspace{1em} // by sending a unit flow through the edges of $P$ and $Q$. Also, $|P|$ is increased by 1
   3. Construct $R(P) = \{v \in V \mid \exists$ a $P$-augmenting walk from $X$ to $v\}$ using DFS.
   4. Initialize $C(P) \leftarrow \emptyset$
   5. for $P \in P$ do
      6. $c_P \leftarrow$ the first vertex $\in P$ and $\notin R(P)$.
      7. $C(P) \leftarrow C(P) \cup \{c_P\}$.
   8. return $(C(P), P)$.

Algorithm 2: \texttt{Init}(G, Y): INITIALIZATION

\textbf{Input:} Graph $G$
1. $(S, P) \leftarrow \text{Left\_Minimum\_Sep}(G, Y, \emptyset)$
   \hspace{1em} // $S$ is the minimum size leftmost $(X, Y, \leq k)$-separator and $P$ is a set of pairwise disjoint paths
2. push all the vertices in $S$ onto empty stack $R$.
3. Branch($G[V_{X,S}]$, S, $\emptyset$, P, R, True)

Algorithm 3: Branch($G, S, Y, I, P, R, \text{leftmost}$): THE MAIN PROCEDURE FOR FINDING ALL LEFTMOST $(X, Y, \leq k)$-SEPARATORS

\textbf{Input:} Graph $G$, a separator $S \in S_{X,Y}$, a subset of vertices $Y$, $I$: the included vertices, $P$: a set of pairwise disjoint paths between $X$ and $Y$, $R$: the stack to hold the order of handling vertices, and $\text{leftmost}$: a boolean indicating whether we have a leftmost separator.

1. if $I = \emptyset$ then
   2. $A \leftarrow A \cup \{S\}$
3. else
   4. pop $v$ from $R$
   5. $Y' \leftarrow (S \setminus \{v\}) \cup (N(v) \cap V_{X,S})$
   6. $(S', P') \leftarrow \text{Left\_Minimum\_Sep}(G, Y', P)$
   7. if $|S'| \leq k$ \& $I \subseteq S'$ then
      8. $\text{leftmost} \leftarrow \text{False}$
      9. if $|S'| < k$ then
         10. let $R'$ be a copy of $R$. Push all vertices of $(N(v) \cap V_{X,S})$ onto $R'$
         11. Branch($G[V_{X,S'}], S', Y', I, P', R', \text{True}$)
      12. if $(|S| \setminus I) \geq 2 \lor \text{leftmost}) \land (|S| \leq k)$ then
         13. Branch($G[V_{X,S}], S, Y, I \cup \{v\}, P, R, \text{leftmost}$)
Theorem 5. Given a graph $G = (V, E)$, sets $X, Y \subseteq V$, and $k \in \mathbb{N}$, there exists an algorithm which solves Problem 2 in time $O(2^{2k\sqrt{n}})$.

Proof. We present a recursive branching algorithm (Algorithm 3). Initially, it calls Algorithm 1 to find the leftmost minimum size $(X, Y, \leq k)$-separator (using a simple flow algorithm), namely $S$ by feeding $X$ as the left set, $Y$ as the right set, and an empty set of pairwise disjoint paths (namely $\mathcal{P}$) from $X$ to $Y$ (inherited from the parent branch). Notice that the leftmost minimum size separator is unique. This is the root (namely $r$) of the computation tree (namely $T$). Let us refer to the computation subtree rooted at node $x$, as $T(x)$.

In each node $x$ of $T$ with the corresponding graph $G_x$, let $Y_x$, $I_x$, and $\mathcal{P}_x$ be the right set, the set of vertices that we require to be in the separator, and the set of disjoint paths inherited from the parent’s node, respectively. Notice that we do not pass $X_x$ (the left set) as an argument since it does not change throughout the algorithm and hence we have defined it as a global variable $(\forall x, X_x = X)$.

Claim. Let $S$ be a minimal leftmost $(X, Y, \leq k)G$-separator, and $S'$ be the separator generated by Algorithm 1. Then, $S \subseteq V_{X,S'} \cup S'$.

Proof. For the sake of contradiction, assume that $\exists v \in S$ such that $v \not\in V_{X,S'} \cup S'$. This means that $v \in V_{S',Y} \cup V_Z$.

If $v \in V_Z$, then $S \setminus \{v\}$ is still a leftmost $(X, Y, \leq k)G$-separator which contradicts the minimality of $S$.

The other possibility is that $v \in V_{S',Y}$. Let $S_{\text{out}}$ be the set of all such vertices; i.e., $S_{\text{out}} = \{v \in S \mid v \in V_{S',Y}\}$. Any $X - S_{\text{out}}$-path in $S'$, otherwise $S'$ would not be a separator. Let $S_{\text{in}}'$ be the set of all vertices of $S'$ that are on a path from vertex of $X$ to a vertex of $S_{\text{out}}$. Now, let $S'' = (S \setminus S_{\text{out}}) \cup S_{\text{in}}'$. Hence, $S''$ is an $(X, Y, \leq k)G$-separator\(^7\) such that $S'' \leq S$ with $|S''| \leq S \leq k$, which is a contradiction that $S$ is a leftmost $(X, Y, \leq k)$-separator. \(\square\)

Claim 3 allows us to ignore the subgraph $G[V_{S',Y} \cup V_Z]$ and focus only on the graph to the left of the current separator and keep moving towards left until it is impossible.

Let $S_x$ be the separator found by Algorithm 1 while processing node $x$ from the computation tree. If $S_x$ is a leftmost $(X, Y, \leq k)$-separator\(^8\), this branch terminates and we add $S_x$ to the set of all the leftmost $(X, Y, \leq k)G$-separators, namely $\mathcal{A}$ ($\mathcal{A}$ is a global variable). Otherwise, we keep pushing the separator to the left by branching 2-fold. Let us call the children of $x$ by $c_1$ and $c_2$. If $S_x$ was not a leftmost $(X, Y, \leq k)G_r$-separator\(10\), this means that there exists at least one leftmost $(X, Y, \leq k)G_r$-separator, namely $S'$ such that $S' \neq S$ and $S' \leq S$. Also, as a result of Claim 3, $S'$ is a leftmost $(X, Y, \leq k)$-separator, too.

In each node $x$, we call Algorithm 1 to find the minimum separator $S_x$ of size $\leq k$ between $X$ and $Y_x$. Now, we push all the vertices of $S_x$ onto stack $R$.\(7\) any path from a vertex in $X$ to a vertex in $S_{\text{out}}$\(8\) TODO, why is at most $\leq k$\(9\) Later, we explain how this is done\(10\) note that by Claim 3 $G_x = G[V_{X,S} \cup S]$
Then, we pop vertex \( v \) which is on top of the stack \( R \) and consider the following two scenarios (corresponding to \( c_1 \) and \( c_2 \)).

1. If we want \( v \) to belong to the leftmost separators. In this case, we add \( v \) to set \( I^{\pm} \), which is the set of vertices that we require to be in all the leftmost separators in \( T_{c_1} \).
2. If \( v \) does not belong to the leftmost separators. Here, we pop \( v \) and push the left neighbors of \( v \) (i.e., \( N(v) \cap V_{X,S} \)) onto \( R \) (we just move to the left due to Claim 3).

Notice that the order of handling vertices is not important but we use stack because it simplifies the proof later on.

Every produced separator is a leftmost \((X,Y,\leq k)\)-separator because the only time that one branch terminates is when it finds a leftmost separator. Now, we show that all the leftmost \((X,Y,\leq k)\)-separators are generated by the algorithm given.

Let \( S_0 \) be an arbitrary leftmost \((X,Y,\leq k)\)-separator, and as before let \( S \) be the separator generated by Algorithm \( 1 \). At this point \( R \) is filled with the vertices of \( S \). Pop \( v \) from \( R \).

- If \( v \in S_0 \), then put \( v \) in \( I \), and recurs.
- If \( v \notin S_0 \), push \( N(v) \cap V_{X,S} \) into \( R \), recurs.

This determines an exact computation branch. All branches halt with a minimal leftmost separator since each time we go at least one more to the left. So, this branch terminates with minimal leftmost separator \( S_0' \) as well. All the vertices of \( S_0 \) are pushed into \( R \) at some point because otherwise this branch terminates with a separator which is not leftmost and we can push it more to the left. At the end of this branch, \( I \subseteq S_0' \). On the other hand, \( I = S_0 \subseteq S_0' \), which implies that \( S_0 = S_0' \) because both of them should be minimal. \( \Box \)

In [13], the authors mention that the number of important \((X,Y,\leq k)\)-separators is \( \leq 4^k \), and they even mention that this upper bound can be tight by a polynomial factor. Here, we give a precise upper bound for the number of leftmost \((X,Y,\leq k)\)-separators and the number of important \((X,Y,\leq k)\)-separators and we show that both bounds are tight.

Before that, let us review the definition of the Catalan numbers.

**Definition 9.** Catalan numbers is a sequence of numbers where the \( n \)-th Catalan number is:

\[
C_n = \binom{2n}{n} - \binom{2n}{n+1} = \frac{1}{n+1} \binom{2n}{n} \sim \frac{4^n}{n^{3/2} \sqrt{\pi}}.
\]

**Theorem 6.** Let \( G = (V,E) \) be a graph and let \( X,Y \subseteq V \) and let \( k \in \mathbb{N} \). The number of leftmost \((X,Y,\leq k)\)-separators is at most \( C_{k-1} \) and the number of important \((X,Y,\leq k)\)-separators is at most \( \sum_{i=0}^{k-1} C_i \). Furthermore, both upper bounds are tight.

\( \text{Include} \)
Before giving a proof, we mention some definitions.

**Definition 10.** A full $k$-parenthesization is a string over the alphabet $\{[\],\}$ consisting of $k$ “[” and $k$ “]” having more “[” than “]” in every non-trivial prefix. This forms a language slightly different from the Dyck language (a well-known language). We call this language restricted Dyck language and any string in this language is called a restricted Dyck word.

Notice that $[x]$ is a restricted Dyck word iff $x$ is a Dyck word\(^{12}\).

Full paranthesizations (the restricted Dyck language over the alphabet $\{[\],\}$) are generated by the following context-free grammar $G = (\{S,A\},\{[\],\},R,S)$, where the set of the rules $R$ is:

\[
\begin{align*}
S & \to [A] | \epsilon \\
A & \to AA | [A] | \epsilon
\end{align*}
\]

**Definition 11.** The $k$-parentheses tree is the binary tree $(V,E)$ with the following properties.

- $V$ is the set of prefixes of full $k'$-parenthesizations for $0 < k' \leq k$.
- If “x” is in $V$, then “[x]” is the left child of x, and if “x]” is in $V$, then “x]” is the right child of x.
- If “[x]” or “[x]” are not in $V$, then x has no left or right child respectively.

**Definition 12.** The compact $\leq k$-parentheses tree is obtained from the $\leq k$-parentheses tree by removing all nodes containing $k$ “[” and ending in “]”.

Note that the nodes with $k$ “[” ending in “]” have been removed, because no branching happens at their parents, as there are no left children.

The compact $\leq k$-parentheses tree is a full binary tree, every node has 0 or 2 children. The number of leaves in this tree is equal to the number of full $\leq k$-parenthesizations, which is equal to $\sum_{k'=1}^{k-1} C_{k'} = O(C_k)$ where $C_k$ is the $k$-th Catalan number. An immediate consequence is that the number of nodes in the compact $\leq k$-parentheses tree is $2 \sum_{k'=1}^{k-1} C_{k'} - 1 = O(C_k)$.

For the algorithm to find all leftmost $(X,Y,\leq k)$-separators, the worst case computation tree is the compact $\leq k$-parentheses tree with the nodes representing full $k'$-parenthesizations for $1 \leq k' \leq k - 1$ removed.

An arbitrary computation tree for the algorithm to find all leftmost $\leq k$-separators is obtained from the worst case computation tree by the following two operations.

(a) For any node $x$, the subtree rooted at the left child $c_1(x)$ may be just removed or replaced by the subtree rooted at $c_1(c_1(x))$. This splicing operation can be repeated to jump down arbitrarily far.

\(^{12}\) Notice the difference between the restricted Dyck Language and the Dyck language itself. In every non-trivial prefix of a Dyck word, the number of “[” is $\geq$ the number of “]”, whereas for the restricted version it should be strictly greater.
(b) For any node $x$ with less than or equal to $k$ “$[$”s, let $x_i$ be $x$ concatenated with $i$ “$]$”s. If $x_{i'}$ is a full $k'$-parenthesization for some $k'$ with $0 < k' < k$, and the nodes $x_{i'}$ for $0 \leq i' < i^*$ have no left children, then the leaf $x_{i^*}$ is added. (In the added node $x_{i^*}$, a minimal separator $S$ of size $< k$ is picked, because there is no larger minimal $\leq k$-separator to the left of $S$.)

Note that the number of leaves in an arbitrary computation tree for the algorithm to find all $(X, Y, \leq k)$-separators is $\leq C_k - 1$, because for every leaf “$x$” added in (b), at least one leaf, namely “$x[\cdots]\cdots]$” (full parenthesization of length $k$) has been removed in (a).

For the recursive procedure, we introduce a boolean parameter leftmost. The parameter is originally true in the root and in every node that is a left child. If a node has a left child, i.e., excluding $v$, a new larger separator $S'$ with $|S'| \leq k$ has been found, then leftmost is set to false. The current truth value of leftmost is passed to the right child (include $v$ call). If $x$ contains $k' < k$ “$[$” and $k' - 1$ “$]$”, then a right call (including $v$) is only made if leftmost is true, i.e., there is no larger $(X, Y, \leq k)$-separator to the left of the current small (size $< k$) separator.

In every node, $S$ is the minimum leftmost separator between and including $X$ and the current $Y$.

- In the root, $Y$ is the original $Y$. $I = \emptyset$, and $\text{leftmost} = true$. The node is represented by a sequence of “$[$”s of length $|S|$.
- A node $x$ with $|S| = k' < k$, is represented by a prefix $x$ of a full parenthesisization with $k'$ “$[$” and $|I|$ “$]$”.

[Alternatively, one could include a root in the computation tree corresponding to the empty 0-parenthesization. In such a root, no $S$ is defined. The minimum leftmost separator $S'$ is computed. A left call is made if $|S'| \leq k$. No right call is made. In this view, the root node has only one child. Not including such a root node means that this node is not handled by the recursive procedure, but by a different calling procedure.]

Now, here is the proof of Theorem 6.

**Proof.** First, we prove the result corresponding to the leftmost separators. As explained above, we show excluding a vertex by a “$[$”, which corresponds to a left branch. Analogously, “$]$” denotes including a vertex in $I$ (requiring the leftmost separator to have $v$ in it), which corresponds to the right branch.

Now, we see why we used a stack to handle branching on the vertices. Even though the order does not matter but we need a stack to have a nice correspondence between the algorithm behavior and the restricted Dyck words. It is well known that the number of the Dyck words of length $2k$ is $C_k$. So, the upper bound on the number of leftmost $(X, Y, \leq k)$-separators is $C_{k-1} = \frac{2k}{k} \sim \frac{4^{k-1}}{(k-1)!\sqrt{\pi}}$. We also close the gap and show that this bound is tight.

Let $\hat{G}$ be a complete binary tree with depth at least $k + 1$. Let $X$ be the set of all the leaves of $\hat{G}$, and $Y$ be the root. (see Figure 4). The number of full subtrees with exactly $k$ leaves is $C_{k-1}$. On the other hand in $\hat{G}$, no $(X, Y,$
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\[ \leq k - 1 \]

\[ \hat{G} \text{-separator is a leftmost } (X, Y, \leq k) \hat{G} \text{-separator since we can replace a node with its both children and move more to the left. So, the number of minimal leftmost } (X, Y, \leq k) \hat{G} \text{-separators is exactly } C_{k-1}. \]

For the upper bound on the number of important separators, we use Lemma 2 and this immediately implies that the number of important \( (X, Y, \leq k) \hat{G} \)-separators is exactly \( C_{k-1} \).

For the tightness part, assume the same \( \hat{G} \) with the same \( X \) and \( Y \). The number of important \( (X, Y, \leq k) \hat{G} \)-separators is \( \sum_{i=1}^{k-1} C_i \) since based on Lemma 2, the number of important \( (X, Y, \leq k) \hat{G} \)-separators is \( \leq \sum_{i=1}^{k-1} (\text{the number of leftmost } (X, Y, \leq k) \hat{G} \text{-separators}). \)

On the other hand, as we mentioned earlier, in \( \hat{G} \), no leftmost \( (X, Y, \leq k - 1) \hat{G} \)-separator is a leftmost \( (X, Y, \leq k) \hat{G} \)-separator. Hence, the number of important \( (X, Y, \leq k) \hat{G} \)-separators is exactly \( \sum_{i=1}^{k-1} (\text{the number of leftmost } (X, Y, \leq k) \hat{G} \text{-separators}), \)

which is equal to \( \sum_{i=1}^{k-1} C_i \).

Fig. 4. Here, \( k = 6 \). We illustrate two out of 42 minimal leftmost \( (X, Y, \leq 6) \hat{G} \)-separators. Also, there are \( 1 + 2 + 5 + 14 + 42 = 64 \) important \( (X, Y, \leq 6) \hat{G} \)-separators.

Notice that \( \sum_{i=1}^{k-1} C_i = \Theta(4^{k-1}). \)

**Remark 1.** Let \( A^{\hat{G}}_{X, Y, \leq k} \) and \( B^{\hat{G}}_{X, Y, \leq k} \) be the set of all leftmost \( (X, Y, \leq k) \hat{G} \)-separators and the set of Based on Lemma 2, the set of all important \( (X, Y, \leq k) \hat{G} \)-separators that are not leftmost \( (X, Y, \leq k) \hat{G} \)-separator is the union of the set of all leftmost \( (X, Y, \leq i) \hat{G} \)-separator, for \( i = 1, \ldots, k - 1 \).

**Remark 2.** Let \( \hat{G} \) be a complete binary tree with depth at least \( k + 1 \), \( \hat{X} \) be the set of all leaves of \( \hat{G} \), and \( \hat{Y} \) be the root. For a fixed \( k \in \mathbb{N} \),
1. \( \hat{G} \) has the highest number of leftmost \((X, Y, \leq k)\)-separators among all graphs like \( G \) and for all \( X, Y \subseteq V(G) \) and it happens by setting \( X = \hat{X} \) and \( Y = \hat{Y} \).

2. \( \hat{G} \) has the highest number of important \((X, Y, \leq k)\)-separators among all graphs like \( G \) and for all \( X, Y \subseteq V(G) \) and it happens by setting \( X = \hat{X} \) and \( Y = \hat{Y} \).

3. \( \hat{G} \) has the highest number of important but not leftmost \((X, Y, \leq k)\)-separators among all graphs like \( G \) and for all \( X, Y \subseteq V(G) \) and it happens by setting \( X = \hat{X} \) and \( Y = \hat{Y} \).

**Theorem 7.** Let \( G = (V, E) \) be a graph, \( X, Y \subseteq V \), and \( k \in \mathbb{N} \). There is an algorithm which finds all minimal leftmost \((X, Y, \leq k)\)-separators in time \( O\left(\frac{4^k}{\sqrt{k}} n\right) \).

**Proof.** Our algorithm searches all the possibilities and enumerates all the possible leftmost separators. We showed that the number of leaves, which is the number of leftmost separators is \( O\left(\binom{k}{k-1}\right) \). So, we have \( O\left(\binom{k}{k-1}\right) \) nodes in our computation tree and work done in every node is \( O(k \log n) \) (the running time of a simple flow algorithm). Hence, the total running time is \( O\left(\frac{2^k}{\sqrt{k}} n\right) \). \( \square \)

### 4 Application to Treewidth Approximation

As mentioned in the introduction, Reed’s 5-approximation algorithm [15] for treewidth runs in time \( O(2^{24k}(k+1)! n \log n) \). This was improved to a 5-approximation algorithm running in \( O(k^2 28.76k n \log n) \) [3]. Here, we further improve the treewidth approximation algorithm. In order to do so, we briefly describe the algorithms given in [15], and [3]. Hence, we review some notations and for the others we give references.

For a graph \( G = (V, E) \) and a subset \( W \) of the vertices, \( G[W] \) is the subgraph induced by \( W \). For the sake of simplicity throughout this paper, let \( G - W \) be \( G[V \setminus W] \) and \( G - v \) be \( G - \{v\} \) for any \( W \subseteq V(G) \) and any \( v \in V(G) \).

Also, in a weighted graph, a non-negative integer weight \( w(v) \) is defined for each vertex \( v \). For a subset \( W \) of the vertices, the weight \( w(W) \) is simply the sum of the weights of all vertices in \( W \). Furthermore, the total weight or the weight of \( G \) is the weight of \( V \).

**Definition 13.** A tree decomposition of a graph \( G = (V, E) \) is a tree \( T = (V_T, E_T) \) such that each node \( x \in V_T \) is associated with a set \( B_x \) (called the bag of \( x \)) of vertices in \( G \), and \( T \) has the following properties:

- \( \bigcup_{x \in V_T} B_x = V(G) \)
- \( \forall\{u, v\} \in E, \exists x \in V_T : u, v \in B_x \)
- \( \forall x, y \in V_T, \forall z \in V_T \) on the path connecting \( x, y \in V_T : B_x \cap B_y \subseteq B_z \).
Even though historically the width of a tree decomposition is defined to be the size of its largest bag minus one, in this paper we follow Reed’s definition [15] and define the width of a tree decomposition to be the size of its largest bag\textsuperscript{13}.

The treewidth of a graph $G$ is the minimum width over all tree decompositions of $G$ called $tw(G)$. In the following, we use the letter $k$ for the treewidth.

**Definition 14.** A nice tree decomposition is a tree decomposition which is rooted and its every node has at most two children. Any node $x$ in a nice tree decomposition $T$ is of one of the following types (let $c$ be the only child of $x$ or let $c_1$ and $c_2$ be the two children of $x$):

- Leaf node, a leaf of $T$ without any children.
- Forget node (forgetting vertex $v$), where $v \in B_c$ and $B_x = B_c \setminus \{v\}$.
- Introduce vertex node (introducing vertex $v$), where $v \notin B_c$ and $B_x = B_c \cup \{v\}$.
- Join node, where $x$ has two children with the same bag as $x$, i.e. $B_x = B_{c_1} = B_{c_2}$.

It has been shown that any given tree decomposition can be converted to a nice tree decomposition with the same width in polynomial time [8].

**Definition 15.** A centroid of a weighted tree $T$ is a node $x$ such that none of the trees in the forest $T - x$ has more than half the total weight.

For nice tree decompositions\textsuperscript{14}, we choose a stronger version of centroid for this paper.

**Definition 16.** A strong centroid of a nice tree decomposition $T$ of a graph $G = (V, E)$ with respect to $W \subseteq V$ is a node $x$ of $T$ such that none of the connected components of $G - B_x$ contains more than $\frac{1}{2}|W \setminus B_x|$ vertices of $W$.

The following lemma shows there existence of a strong centroid for any given $W \subseteq V$.

**Lemma 4.** For every nice tree decomposition $(T, \{B_x : x \in V_T\})$ of a graph $G = (V, E)$ and every subset $W \subseteq V$, there exist a strong centroid with respect to $W$.

The proof of Lemma 4 can be found in [3].

**Definition 17.** Let $G = (V, E)$ be a graph and $W \subseteq V$. A balanced $W$-separator is a set $S \subseteq V$ such that every connected component of $G - S$ has at most $\frac{1}{2} |W|$ vertices.

**Lemma 5.** [7, Lemma 11.16] Let $G = (V, E)$ be a graph of treewidth at most $k - 1$ and $W \subseteq V$. Then there exists a balanced $W$-separator of $G$ of size at most $k$.

\textsuperscript{13} For the sake of simplicity in the computation

\textsuperscript{14} The property that we use is that the bags of the adjacent nodes in a nice tree decomposition differ by at most one vertex. In fact, any tree decomposition with adjacent bags differing in at most one vertex works just fine.
**Definition 18.** Let $G = (V, E)$ be a graph and $W \subseteq V$. A weakly balanced separation of $W$ is a triple $(X, S, Y)$, where $X, Y \subseteq W$, $S \subseteq V$ are pairwise disjoint sets such that:

- $W = X \cup (S \cap W) \cup Y$.
- $S$ separates $X$ from $Y$.
- $0 < |X|, |Y| \leq \frac{2}{3}|W|$.

**Lemma 6.** [7, Lemma 11.19] For $k \geq 3$, let $G = (V, E)$ be a graph of treewidth at most $k-1$ and $W \subseteq V$ with $|W| \geq 2k+1$. Then there exists a weakly balanced separation of $W$ of size at most $k$.

**Theorem 8.** [7, Corollary 11.22] For a graph of treewidth at most $k-1$ with a given set $W \subseteq V$ of size $|W| = 3k - 2$, a weakly balanced separation of $W$ can be found in time $O(2^{\frac{3}{2}k}k^2n)$.

### 4.1 Summary of Reed’s algorithm

Reed finds a weakly balanced separator for the set of “representatives” as follows (it has been described in [15] and the details have been filled in [3]):

- Do a DFS on $G$ and find the deepest vertex $v \in V(G)$ whose subtree has at least $\frac{n}{24k}$ vertices. Let us call $v$ a representative. Also, define the weight of $v$ to be the size of this subtree, denoted as $w(v)$.
- Let $W$ be the set of all representatives.
- Form a balanced separator $S$ of size $\leq k$, partitioning $G - S$ into $X$ and $Y$ as follows:
  - Decide if any representative is going to go into $S$. Branch 2-fold and consider both scenarios.
    * Scenario I: At least a representative like $v$ is going into $S$. Place $v$ into $S$, decrease $k$ by one, do a DFS from scratch and form a new set of representatives and recurs.
    * Scenario II: Branch on every representative like $v$ going into $X$ or $Y$. The crux of the idea is that if a representative goes into one side, most probably its corresponding subtree will also go into the same side. It is because if $v$ goes into let us say $X$ and one of the proper descendants of one of its children in its corresponding subtree like $u$ goes into $Y$, then the path from $v$ to $u$ should go through $S$, which means it requires a vertex from its subtree to be in $S$. However, the size of $S$ is bounded by $k$. So, not more than $k$ such incidents can happen. This means at most $k \cdot \frac{n}{24k}$ vertices might go to the opposite side of their corresponding representative (notice that no children of $v$ has $\geq \frac{n}{24k}$ vertices in its subtree). This means the error is $\leq \frac{1}{24n}$. This property allows Reed to work with the representatives (there are $\leq 24k$ of them), rather than all the vertices. Branching on every vertex results in an exponential-time algorithm in term of $n$ but it does not happen when we work with the representatives.
Notice that we separated the branching on $X$ and $Y$ from the branching on $S$. It is because if a representative goes into $S$, we have no control over its corresponding subtree.

Because of the error mentioned above, \( \frac{1}{3}n - \frac{1}{24}n \leq w(X), w(Y) \leq \frac{2n + \frac{1}{24}n}{3} \).

These bounds are in terms of weight while we want a balanced separator in terms of the exact size. So, in order to go from a separator in terms of weight to a separator in terms of the volume (actual size), we might have to pay up to the error, once more. So, the separator that we find for $W$, separates the entire graph into $L$, and $R$ such that \( \frac{1}{3}n - \frac{1}{24}n - \frac{1}{24}n \leq |L|, |R| \leq \frac{2n + \frac{1}{24}n + \frac{1}{24}n}{3} \), which means \( \frac{1}{4}n \leq |L|, |R| \leq \frac{3}{4}n \).

Once Reed obtains $X$ and $Y$, uses the flow algorithm to find the leftmost minimum size ($X, Y, \leq k$)-separator, which is unique.

Now, $G - S$ is separated into two sides $L$ and $R$, such that \( \frac{1}{3}n \leq |L|, |R| \leq \frac{2n}{3} \).

We recur on subproblems with the inputs $G[X \cup S]$ and $G[Y \cup S]$. Then, the algorithm finds a tree decomposition for each subproblem and finally merges them together to obtain a tree decomposition for $G$.

Based on Lemma 4 there exists a strong centroid with respect to $W$. We do not necessarily know what it is but we sure know that it exists. Reed’s algorithm checks all the partitions and one of them is in fact the centroid. So, this is why the algorithm definitely finds a balanced separator if it exists.

### 4.2 Further Previous Improvement

Recently, the authors of this paper, improved Reed’s algorithm so that it runs in time $O(k^{28.76 k} n log n)$. Here, we briefly describe how this improvement has been achieved.

As mentioned earlier, Reed picks 24 but any constant $C_\epsilon > 6$ gives us two subproblems with sizes $\epsilon n$ and $(1 - \epsilon)n$ (or better), for any small and nonzero $\epsilon$. In Reed’s algorithm, $\epsilon = \frac{1}{7}$, and $C_\epsilon = 24$. We can fix $\epsilon$ and $C_\epsilon$, later.

There are two major improvements in [3].

- First improvement is that we do not separate scenarios I and II as in Reed’s algorithm. We consider one representative at a time and once we are working on representative $v$, we branch on $v$ going into the separator or not. If it goes into the separator, we put $v$ there but this time we do not do the DFS from scratch to form a new group of representatives (which is costly). We undo the DFS for the subtree rooted at $v$ (the subtree that $v$ represents) and continue the DFS.

- Second, we do not construct a bipartition at the very beginning after removing $S$. Reed starts with looking for a weakly balanced separator ($\frac{4}{7}n$ to $\frac{2}{7}n$), which is known to exist. However, he works with the weights and as argued before, he makes a bipartition based on the weights but the volumes can be $\frac{1}{7}n$ to $\frac{2}{7}n$ (or better). In [3], our argument starts with a restricted
balanced separator by volume. We allow more than two partitions (multi
partition by volume for the analysis). Each part has volume of at most $\frac{1}{2}$. This means each part has weight up to $3/4 - \epsilon/2$. Only now, we form a two-partition (after applying the weights) by weight. Each part has weight $\leq \max\{3/4 - \epsilon/2, 2/3\}$ (for $\epsilon \leq 1/6$). Then, we find a separator for this weight partition. The larger part has volume between $1/4 + \epsilon$ and $1 - \epsilon$. So, in worst-case scenario, we end up with an $\epsilon$ to $1 - \epsilon$ partition, which is still good. Hence, we set $C_\epsilon = \frac{(1 - \epsilon)}{(1 - \epsilon)} - \frac{1}{2} = \frac{1}{1 - \epsilon} \leq 4 + 12\epsilon$, for $\epsilon \leq 1/6$.

Our time analysis in [3] shows that the running time complexity to split based on $W$ is as given below, where $t$ is the number of subtrees (or representatives), and $k$ is the upper bound on treewidth.

$$T_W(t, k) \leq T_W(t, k - 1) + 2T_W(t - 1, k) + Qkn + O(1),$$

(1)

where $Q$ is the constant which shows up in the time complexity of the flow algorithm. We have shown that finally,

$$T_W(t, k) \leq Qk^2ne^k(C_\epsilon + 1)^k(2^{(C_\epsilon + 1)}k(C_\epsilon + 1) + 2).$$

(2)

The following theorem can be found in [3].

**Theorem 9.** Let $C_0 = \log_2 e + \log_2 5 + 5 < 8.765$. For every $C > C_0$, a 5-approximation algorithm of the treewidth can be computed in time $O(2^{Ck}n \log n)$.

### 4.3 Our Improvement

In this subsection, our goal is to use the algorithm for finding the leftmost separators to further improve the coefficient of $k$ in the exponent of the tree decomposition algorithm to make it more applicable.

- For the analysis, we consider a centroid by volume, namely $C$. It has size $k' \leq k$.
- Each connected component of $G - C$ has volume at most $\frac{1}{2}(n - k')$.
- These connected components can be grouped into 3 parts, each with volume at most $\frac{1}{2}(n - k')$. (Just place the components by decreasing volume into the part with currently smallest volume.)
- Let the proper volume be the part of the volume that has its corresponding weight in the same part. In other words, the proper volume is the number of vertices whose representative is in the same part.
- Let $t$ be the threshold for the size of the small trees. At most $k'(t - 2) = k'((\frac{1}{2} - \epsilon)n/k - 2) \leq (\frac{1}{2} - \epsilon)n - 2k'$ vertices can be in a different part than their representative. Therefore, the total proper volume is at least $n - k' - (\frac{1}{2} - \epsilon)n + 2k' \geq (\frac{1}{2} + \epsilon)n + k'$.
- Of the proper volume, at least $(\frac{1}{2} + \epsilon)n + k' - \frac{1}{2}(n - k') > \epsilon n$ is not in the part with largest proper volume.
- Therefore, there are at least 2 parts with proper volume at least $\frac{\epsilon n}{2}$. 

– Of these 2 parts, we put the part with larger weight on the left side, the other one on the right side.
– We also put the third part on the left side.
– The left part has weight at least half the total weight, which is $\frac{\epsilon}{4} (n-k')$.
– The right part has weight at most $\frac{\epsilon}{2} (n-k')$ and (proper) volume at least $\frac{\epsilon}{n} k$.

The algorithm tries all possible 2-partitions of the representatives. This includes the left-right partition that we are currently investigating. While searching for a leftmost separator, the centroid is a competitor. Thus the algorithm finds a separator that is equal to the centroid or is located strictly to the left of it. From now on, left (call it $X$) and right (namely $Y$) are defined by the leftmost $(X, Y, \leq k')$-separator found by Algorithm 2. This separator has size $k''$ with $k' \leq k'' \leq k$. It produces the same weight partition as the centroid, but part of the volume might shift to the right.

– Thus the left part has still weight at least $\frac{\epsilon}{4} (n-k')$ and therefore volume at least $\frac{1}{2} (n-k') - \left(\frac{1}{2} - \epsilon\right) n + 2k \geq \epsilon n + \frac{\epsilon}{2} k$.
– The right part has still volume at least $\frac{\epsilon}{4} k$.
– The recursive calls are done with the subgraphs induced by the union of the vertices of a connected component with the vertices of the separator. Their number of vertices is upper bounded by $n$ minus the volume of the smaller side. It is less than $(1-\frac{\epsilon}{2}) n$.
– After $\frac{2k}{\epsilon} (\log n - \log b) = O(\log \log n)$ rounds for $b \geq k$, the largest volume of a recursive call is at most $b$.

In the worst case, the algorithm alternates between a split by volume and log $k$ splits of $W$ steps. Let the time spent between two splits by volume be at most $f(k)n$. Note that $f(k) \leq g(k) + 3^{k} k \log k = O(g(k))$, where $g(k)$ is the time of one split by volume step. Then we get the following recurrence for an upper bound on the running time of the whole algorithm.

$$T(n) = \begin{cases} O(k) & \text{if } n \leq 3k \\ \max_{p,n_1,\ldots,n_p} \left\{ \sum_{i \in [p]} T(n_i) \right\} + f(k)n & \text{otherwise}, \end{cases}$$

where the maximum is taken over $p \geq 2$ and $n_1,\ldots,n_p \in [n-1]$ such that $\sum_{i \in [p]} (n_i - k) = n - k$. Note that $\sum_{i \in [p]} (n_i - k'') = n - k''$ reflects that every recursive call includes a connected component of $G - S$ together with the separator $S$ of size $k''$. We can round up $k''$ to $k$, because $T(n)$ is an increasing function. Because, the sum of the $n_i$'s is more than $n$, it is beneficial to consider the following modified function $T'(n') = T(n+k)$. Then we get the simpler recursion

$$T'(n') = \begin{cases} O(k) & \text{if } n' \leq 2k \\ \max_{p,n'_1,\ldots,n'_p} \left\{ \sum_{i \in [p]} T'(n'_i) \right\} + f(k)(n' + k) & \text{otherwise}, \end{cases}$$

where the maximum is taken over $p \geq 2$ and $n'_1,\ldots,n'_p \in [n' - 1]$ such that $\sum_{i \in [p]} (n'_i) = n'$.
Now we prove
\[ T'(n') \leq \frac{c}{\epsilon} f(k) n' \log n' \]
by induction, where \( c \) is minimal such that \( c \geq 3 \) and the base case \((n' \leq 2k)\) is satisfied. Assume that the \( i \)th component of size \( n_i \) is on the side of the separator with smaller volume if and only if \( 1 \leq i \leq p' \). Let \( n_S = \sum_{i \in [p']} n_i' \), and let \( n_L = n' - n_S \). Furthermore, let
\[ h_S = \sum_{i \in [p']} n_i' \log n_i' \leq \sum_{i \in [p']} n_i' \log \frac{n'}{2} = n_S (\log n' - 1), \]
and
\[ h_L = \sum_{i \in \{p'+1, \ldots, p\}} n_i' \log n_i' \leq \sum_{i \in \{p'+1, \ldots, p\}} n_i' \log n' = n_L \log n'. \]
Recall that \( \epsilon n' / 2 \leq n_S \leq n'/2 \). By the inductive hypothesis, for \( n' > 2k \) we have
\[ T'(n') \leq \frac{c}{\epsilon} f(k)(h_S + h_L) + f(k)(n' + k) \]
This implies
\[ T'(n') \leq \frac{c}{\epsilon} f(k)(n' \log n' - n_S) + f(k)(n' + k) \]
Thus \( T'(n') \leq \frac{c}{\epsilon} f(k)n' \log n' \) if \( \frac{c}{\epsilon} n_S \geq n' + k \). As \( n_S \geq \epsilon n'/2 \) and \( n' > 2k \), this is the case when \( c \geq 3 \).

Each split by volume can be done by finding at most \( C_{k-1} = \Theta(4^k/k^{3/2}) \) separators in time \( O(C_{k-1}k n) = O(4^k/\sqrt{k}) \) for each placement of at most \( n/t = k/(1/2 - \epsilon) \) representatives to the left or right side and the placement of at most \( k \) vertices into the centroid. These are at most \( 2 + 8\epsilon \) representatives for \( \epsilon \leq 1/4 \). Choosing \( \epsilon = \Theta(1/k) \) this results in a running time of \( f(k)n = O((k^{3+8\epsilon})^{24k^{-1/2}}n) = O(2^{4k})^{24k}n \) for one split by volume in a graph of size \( n \). Together with the solution of the previous recurrence, we obtain.

**Theorem 10.** If a graph has treewidth at most \( k \), then a tree decomposition of width at most \( 4k - 1 \) can be found in time \( O(2^{k.755k} n \log n) \).

**Proof.** Here, we analyze the running time of the treewidth algorithm that we just described.

First, we check the running time of split by \( W \), denoted by \( T_W(k, n) \). Since \( |W| \leq 3k \), and \( |S| \leq k \), then we have at most \( k \) placements into the centroid and
2k outside the centroid. Thus,

\[ T_W(k, n) \approx \left( \frac{3k}{k} \right)^{2k} 4^k \frac{4k}{\sqrt{k} n} \approx \frac{3^{2k}}{2^k} 4^k \frac{4k}{\sqrt{k} n} = 3^{3k} 4^k \frac{1}{\sqrt{k} n} = 2^{6.755k} \frac{3^{3k}}{\sqrt{k} n} < 2^{6.755k} \frac{1}{\sqrt{k} n} \]

Therefore, \( T_W(k, n) = O(2^{6.755k} k^{-1/2} n) \).

Now, we do a split by \( V \) every \( \log_2 k \) step. So, the total running time of our algorithm is:

\[ O\left( 2^{6.755k} k \log k n \log n \right) = O\left( 2^{6.755k} (\log k) \sqrt{n} k n \log n \right) \]

Notice that we rounded the exponent up, hence the polynomial part is dominated by this roundup and the total running time is \( O(2^{6.755k} k n \log n) \). □
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