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Abstract We show that the K-moduli spaces of log Fano pairs \((\mathbb{P}^3, cS)\) where \(S\) is a quartic surface interpolate between the GIT moduli space of quartic surfaces and the Baily–Borel compactification of moduli of quartic K3 surfaces as \(c\) varies in the interval \((0, 1)\). We completely describe the wall crossings of these K-moduli spaces. As the main application, we verify Laza–O’Grady’s prediction on the Hassett–Keel–Looijenga program for quartic K3 surfaces. We also obtain the K-moduli compactification of quartic double solids, and classify all Gorenstein canonical Fano degenerations of \(\mathbb{P}^3\).
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1 Introduction

An important question in algebraic geometry is to construct geometrically meaningful compact moduli spaces for polarized K3 surfaces. The global Torelli theorem indicates that the coarse moduli space $\mathcal{M}_{2d}$ of primitively polarized K3 surfaces with du Val singularities of degree $2d$ is isomorphic, under the period map, to the arithmetic quotient $\mathcal{F}_{2d} = \mathcal{D}_{2d} / \Gamma_{2d}$ of a Type IV Hermitian symmetric domain $\mathcal{D}_{2d}$ as the period domain. The space $\mathcal{F}_{2d}$ has a natural Baily–Borel compactification $\mathcal{F}_{2d}^*$, but it is well-known that $\mathcal{F}_{2d}^*$ does not carry a nicely behaved universal family. Thus it is a natural problem to compare $\mathcal{F}_{2d}^*$ with other geometric compactifications, e.g. those coming from geometric invariant theory (GIT), via the period map.

In particular, it is natural to ask if there exists a modular way to resolve the (birational) period map. When the degree $2d = 2$, there is a birational...
period map between the GIT quotient of sextic plane curves and $\mathcal{F}_2^*$, since a generic such $\text{K3}$ is the double cover of $\mathbb{P}^2$ ramified along a sextic. By work of Looijenga and Shah, this map can be resolved by considering either a partial Kirwan desingularization of the GIT quotient, or via a small partial resolution of $\mathcal{F}_2^*$ [64, 89]. A realization of Laza–O’Grady (based on work of Looijenga), is that an alternate systematic approach to this problem is via interpolating the Proj of $R(\mathcal{F}_2, \lambda + \beta \Delta)$, where $\lambda$ is the Hodge line bundle on $\mathcal{F}_2$, the divisor $\Delta$ is some geometrically meaningful Heegner divisor, and $\beta$ varies between 0 and 1 (see e.g. [61]).

When the degree $2d = 4$ (for simplicity, denoted by $\mathcal{M} = \mathcal{M}_4$ and $\mathcal{F} = \mathcal{F}_4$), a distinguished geometric compactification is given by the GIT moduli space $\overline{\mathcal{M}}_{\text{GIT}}$ of quartic surfaces in $\mathbb{P}^3$. There is a birational period map $p : \overline{\mathcal{M}}_{\text{GIT}} \rightarrow \mathcal{F}^*$ with much more complicated exceptional loci as compared to the degree two case. In a series of papers [61–63], Laza and O’Grady proposed a systematic way to resolve such period maps (when $\mathcal{F}$ is an arithmetic quotient of a Type IV Hermitian symmetric domain) via a sequence of explicit birational transformations governed by the Heegner divisors in $\mathcal{F}^*$, and predict that they satisfy a natural interpolation. Motivated by the Hassett–Keel program—running the log minimal model program on $\overline{\mathcal{M}}_g$ to interpolate between different birational models of the moduli space of curves (see e.g. [39]), they named this program the Hassett–Keel–Looijenga program. In [63], Laza and O’Grady verified their proposal for the the moduli of hyperelliptic quartic K3 surfaces, which is an 18-dimensional divisor in $\mathcal{F}^*$, but their prediction for the 19-dimensional space $\mathcal{F}$ has remained open. One of the main purposes of this paper is to completely verify their prediction for $\mathcal{F}$ using the recently constructed moduli spaces of log Fano pairs from the theory of K-stability. We note that the analogous question in the case of EPW sextics remains open, and it would be interesting to try to use K-moduli to study their compactifications.

For a rational number $c \in (0, 1)$, the pair $(\mathbb{P}^3, cS)$ is a log Fano pair, where $S \subset \mathbb{P}^3$ is a smooth quartic surface. Thus, K-stability provides a natural framework to construct geometrically meaningful compactifications of moduli of quartic K3 surfaces. In recent years, the algebro-geometric theory of constructing projective K-moduli spaces of log Fano pairs has been completed as a combination of the important works [2, 14, 18, 19, 23, 42, 68, 72, 98, 100, 101]. Meanwhile, when we vary the coefficient $c$, the K-moduli spaces of $\mathbb{Q}$-Gorenstein smoothable log Fano pairs display wall-crossing phenomena as established in [3] (see also [104]).

In this paper, we show that the K-moduli compactifications of log Fano pairs $(\mathbb{P}^3, cS)$ where $S$ is a smooth quartic surface interpolate naturally between the GIT moduli space $\overline{\mathcal{M}}_{\text{GIT}}$ and the Baily–Borel compactification $\mathcal{F}^*$ as $c$ varies
in the interval \((0, 1)\). As a result, we resolve the period map \(p: \mathcal{M}_{\text{GIT}} \to \mathcal{F}^*\) where all intermediate birational models have a modular meaning as they parametrize certain K-polystable log Fano pairs. Furthermore, using the positivity of the log CM line bundle \([23, 84, 100]\), we confirm the prediction by Laza and O’Grady on the Hassett–Keel–Looijenga program for moduli space of quartic K3 surfaces \([61, 62]\).

We first fix some notation. Let \(\mathcal{M}^0\) and \(\mathcal{M}^0\) be the Deligne–Mumford stack and coarse moduli space of quartic surfaces \(S \subset \mathbb{P}^3\) with du Val singularities, respectively. Let \(\mathcal{F}\) be the locally symmetric variety parametrizing periods of all polarized K3 surfaces of degree 4 with du Val singularities. The global Torelli theorem implies that the period map \(p: \mathcal{M}^0 \hookrightarrow \mathcal{F}\) is an open immersion of quasi-projective varieties. Let \(\mathcal{F}^*\) be the Baily–Borel compactification of \(\mathcal{F}\). By \([62]\), there are two Heegner divisors \(H_h\) and \(H_u\) of \(\mathcal{F}\), which parametrize hyperelliptic and unigonal quartic K3 surfaces respectively, such that \(p(\mathcal{M}^0) = \mathcal{F} \setminus (H_h \cup H_u)\). Let \(\mathcal{M}^\text{GIT}\) and \(\mathcal{M}^\text{GIT}\) be the GIT moduli stack and space of quartic surfaces in \(\mathbb{P}^3\), respectively.

**Theorem 1.1** For \(c \in (0, 1) \cap \mathbb{Q}\), let \(\mathcal{M}^K_c\) (resp. \(\mathcal{M}^K_c\)) be the K-moduli stack (resp. K-moduli space) parametrizing K-semistable (resp. K-polystable) log Fano pairs \((X, cD)\) admitting a \(\mathbb{Q}\)-Gorenstein smoothing to \((\mathbb{P}^3, cS)\) where \(S\) is a quartic surface.

1. For any \(c \in (0, \frac{1}{3}) \cap \mathbb{Q}\), there are isomorphisms \(\mathcal{M}^K_c \cong \mathcal{M}^\text{GIT}\) and \(\mathcal{M}^K_c \cong \mathcal{M}^\text{GIT}\).
2. For any \(c \in (0, 1) \cap \mathbb{Q}\), the section ring \(R(\mathcal{F}, c\lambda + (1 - c)\Delta^K)\) is finitely generated where \(\Delta^K := \frac{1}{4}H_h + \frac{9}{8}H_u\). Moreover, there is an isomorphism \(\mathcal{M}^K_c \cong \text{Proj} R(\mathcal{F}, c\lambda + (1 - c)\Delta^K)\) where the log CM line bundle on \(\mathcal{M}^K_c\) is proportional to \(\mathcal{O}(1)\) on the Proj up to a positive constant.
3. For \(0 < \epsilon \ll 1\), the K-moduli space \(\mathcal{M}^K_{1-\epsilon}\) is isomorphic to Looijenga’s \(\mathbb{Q}\)-Cartierization \(\hat{\mathcal{F}}\) of \(\mathcal{F}^*\) associated to \(H_h\) and \(H_u\). Moreover, the Hodge line bundle on \(\mathcal{M}^K_{1-\epsilon}\) is semiaample and its ample model is isomorphic to \(\mathcal{F}^*\).
4. There are 9 K-moduli walls for \(c \in (0, 1)\). Among them, 2 walls are divisorial contractions: contracting a strict transform of \(H_h\) to the double quadric surface \([2Q]\) when \(c = \frac{1}{3}\), and contracting a strict transform of \(H_u\) to the tangent developable surface \([T]\) of a twisted cubic curve when \(c = \frac{9}{13}\), respectively. The remaining 7 walls are flips.

For a detailed description of the K-moduli wall crossings, see Theorem 5.16.

That is, by varying the coefficient \(c\), the K-moduli spaces \(\mathcal{M}^K_c\) provide a natural interpolation between the GIT quotient for quartic surfaces and the...
Baily–Borel compactification, and explicitly resolve the period map. We note that a special case of Theorem 1.1(1) was proved earlier in [36, Theorem 1.2] and [3, Theorem 1.4] (see also [103]). We also note that the two walls which are divisorial contractions are actually weighted blowups of Kirwan type (see Remarks 5.17 and 6.10).

Since these K-moduli spaces $\overline{M}_c^K$ provide birational models of $\mathcal{F}$, we are able to confirm Laza–O’Grady’s prediction on the Hassett–Keel–Looijenga program for $\mathcal{F}$ [61,62] by modifying $\overline{M}_c^K$ and checking ampleness of Laza–O’Grady’s line bundle. Indeed, we prove a more general finite generation result and describe a wall-chamber structure for the full-dimensional subcone of $N^1_\mathbb{R}(\mathcal{F})$ generated by $\lambda$, $H_h$, and $H_u$.

**Theorem 1.2** For any $a$, $b \in \mathbb{Q}_{>0}$, the section ring $R(\mathcal{F}, \lambda + \frac{1}{2}(aH_h + bH_u))$ is finitely generated, which yields a projective birational model $\mathcal{F}(a,b) := \text{Proj} R(\mathcal{F}, \lambda + \frac{1}{2}(aH_h + bH_u))$ of $\mathcal{F}$. These $\mathcal{F}(a,b)$’s have a wall-chamber structure where the walls are $a = a_i$ or $b = 1$ with

$$(a_1, a_2, \ldots, a_8) = \left( \frac{1}{9}, \frac{1}{7}, \frac{1}{6}, \frac{1}{5}, \frac{1}{4}, \frac{1}{3}, \frac{1}{2}, 1 \right).$$

Moreover, we have the following description of $\mathcal{F}(a,b)$. Here we assume $0 < \epsilon \ll 1$.

1. If $a \in (0, \frac{1}{9})$ and $b \in (0, 1)$, then $\mathcal{F}(a,b) \cong \widehat{\mathcal{F}}$.
2. If $a, b \in [1, +\infty)$, then $\mathcal{F}(a,b) \cong \overline{M}_{\text{GIT}}$.
3. The birational map $\mathcal{F}(1 - \epsilon, b) \rightarrow \mathcal{F}(1, b)$ is a divisorial contraction of the strict transform of $H_h$ to a point, and $\mathcal{F}(1, 1) \cong \mathcal{F}(a, b)$ for any $a > 1$.
4. The birational map $\mathcal{F}(a, 1 - \epsilon) \rightarrow \mathcal{F}(a, 1)$ is a divisorial contraction of the strict transform of $H_u$ to a point, and $\mathcal{F}(a, 1) \cong \mathcal{F}(a, b)$ for any $b > 1$.
5. If $1 \leq i \leq 7$, then birational maps $\mathcal{F}(a_i - \epsilon, b) \rightarrow \mathcal{F}(a_i, b) \leftarrow \mathcal{F}(a_i + \epsilon, b)$ form a flip whose flipping locus (resp. flipped locus) is the strict transform of $Z_j$ (resp. of $W_{j-1}$) where $j = \begin{cases} 9 - i & \text{if } i \geq 4; \\ 10 - i & \text{if } i \leq 3. \end{cases}$ Here $Z_j \subset \mathcal{F}$ is a tower of Shimura subvarieties of codimension $j$ (see (3.2)), and $W_i \subset \overline{M}_{\text{GIT}}$ is a tower of $i$-dimensional subvarieties (see (3.1)).

**Corollary 1.3** Laza–O’Grady’s prediction for the 19-dimensional locally symmetric variety $\mathcal{F}$ [62, Prediction 5.1.1] holds.

We note that partial results toward Laza–O’Grady’s prediction were obtained in [61,62]. In [63] the 18-dimensional case of their prediction was confirmed (see also [4] for a different approach). In [63] the authors used an
intricate and subtle variation of GIT argument, motivated by their previous
arithmetic and hodge theoretic computations in [62].

As a consequence of Theorem 1.1, we give an explicit description of the K-
moduli space of quartic double solids, i.e. del Pezzo threefolds of degree 2. The
smooth quartic double solids are previously known to be K-stable [24]. Note
that this K-moduli space displays similar behavior to the K-moduli space of del
Pezzo surfaces of degree 1 [81] as both are two-step birational modifications
(a blow-up followed by a small contraction) of GIT moduli spaces, while K-
moduli spaces of del Pezzo threefolds/fourfolds of degree 3 or 4 are identical
to GIT moduli spaces [57,70,92].

Theorem 1.4 Let \( \overline{\mathcal{M}} \) be the K-moduli space of quartic double solids. Then
the seminormalization of \( \overline{\mathcal{M}} \) is isomorphic to \( \overline{\mathcal{M}}^{K}_{1/2} \). Moreover, it fits into the
following diagram

\[
\begin{array}{ccc}
\overline{\mathcal{M}}^{\text{GIT}} & \xleftarrow{\rho} & \overline{\mathcal{M}}^{\text{GIT}} \\
\downarrow{\psi} & & \downarrow{\iota} \\
\overline{\mathcal{M}}^{K}_{1/2} & \rightarrow & \overline{\mathcal{M}}
\end{array}
\]

where \( \rho \) is a divisorial contraction of a birational transform of \( H_{h} \) to the
point parametrizing the double quadric surface [2Q], \( \psi \) is a small contraction
of a rational curve (the strict transform of \( W_{1} \)) to a point \( p \), and \( \iota \) is the
seminormalization obtained by taking fiberwise double covers, where \( \iota(p) \)
represents the toric \( \mathbb{Q} \)-Fano threefold \( (x_{2}^{4} = x_{3}x_{4}) \subset \mathbb{P}(1, 1, 2, 4, 4) \) \([x_{0}, \ldots, x_{4}]\).

Another interesting consequence is a classification of all Gorenstein canoni-
cal Fano degenerations of \( \mathbb{P}^{3} \). Here \( X_{h} \) is the projective anti-canonical cone
over \( \mathbb{P}^{1} \times \mathbb{P}^{1} \), and \( X_{u} \) is a Gorenstein \( \mathbb{Q} \)-Fano threefold constructed in Sect. 4.2.
Their notation is chosen so that \( X_{h} \) (resp. \( X_{u} \)) contains a general hyperelliptic
(resp. unigonal) quartic K3 surface as its anti-canonical divisor.

Theorem 1.5 Let \( X \) be a Gorenstein canonical Fano variety that admits a
\( \mathbb{Q} \)-Gorenstein smoothing to \( \mathbb{P}^{3} \). Then \( X \) is isomorphic to \( \mathbb{P}^{3}, X_{h}, \mathbb{P}(1, 1, 2, 4), \) or \( X_{u} \).

Sketch of proofs

We sketch the proofs of Theorems 1.1 and 1.2. First of all, by [3,36] we know
that \( \overline{\mathcal{M}}^{K}_{c} \cong \overline{\mathcal{M}}^{\text{GIT}} \). If \( S \) is a quartic surface in \( \mathbb{P}^{3} \) with semi-log canonical (slc)
singularities (also called insignificant limit singularities), then \((\mathbb{P}^{3}, S)\) is a K-
semistable log Calabi–Yau pair, and \( \mathbb{P}^{3} \) is K-polystable. Hence by interpolation
of K-stability, the log Fano pair \((\mathbb{P}^{3}, cS)\) is K-semistable for any \( 0 < c < 1 \).
Therefore, the birational map \( \overline{\mathcal{M}}^{K}_{c} \rightarrow \overline{\mathcal{M}}^{\text{GIT}} \) is isomorphic over the open
subset \( \mathcal{M}^{\text{slc}} \) parametrizing quartic surfaces with slc singularities. Thus in order
to describe wall-crossings of $\overline{M}_c^K$, we only need to understand the K-polystable replacements of $\overline{M}^{\text{GIT}} \setminus \overline{M}_{\text{slc}}$ parametrizing quartic surfaces with significant limit singularities. From the GIT of quartic surfaces [61,90], we know that $\overline{M}^{\text{GIT}} \setminus \overline{M}_{\text{slc}} = W_8 \sqcup \{ [T] \}$ where $T$ is the tangent developable surface of a twisted cubic curve, and $W_8$ is the largest subvariety of $\overline{M}^{\text{GIT}}$ in the tower $W_i$ (see (3.1)). Indeed, the K-polystable replacements of $[T]$ (resp. $W_i$) precisely correspond to unigonal (resp. hyperelliptic) quartic K3 surfaces.

In Sect. 4, we study the K-stability of $(\mathbb{P}^3, cT)$ and its K-polystable replacements. Using equivariant K-stability from [105], we show that the K-semistable threshold of $(\mathbb{P}^3, cT)$, i.e. the largest $c$ where $(\mathbb{P}^3, cT)$ is K-semistable, is equal to $\frac{9}{13}$. Then we construct the K-polystable replacement $(X_u, \frac{9}{13}T_0)$ of $(\mathbb{P}^3, cT)$ by explicit birational geometry. Here $X_u$ is constructed as a particular Gorenstein Q-Fano threefold that contains all unigonal quartic K3 surfaces as anti-canonical divisors (see Sect. 4.2). Then using Paul-Tian criterion type arguments and the deformation theory of Gorenstein toric threefold singularities [11], we show that the K-moduli wall crossing at $c = \frac{9}{13}$ near $[T]$ is a divisorial contraction whose exceptional divisor, birational to $H_u$, is the GIT moduli space of $(X_u, S)$ where $S$ is a Weierstrass elliptic surface.

In Sect. 5, we study the K-polystable replacements of the tower $W_i$ in $\overline{M}^{\text{GIT}}$. This is the trickiest part of the proof. Our motivation comes from [4] where we show that the K-moduli compactification $\overline{K}_c$ of $(\mathbb{P}^1 \times \mathbb{P}^1, cC)$ where $C \in |\mathcal{O}(4,4)|$ is identical to the VGIT moduli space of slope $t = \frac{3c}{2c+2}$. By taking fiberwise double covers, we obtain a family of K-moduli spaces birational to $H_h$. However, these K-moduli spaces parametrize surface pairs rather than threefold pairs. Nevertheless, we notice that a hyperelliptic quartic K3 surface $S$ as a double cover of $\mathbb{P}^1 \times \mathbb{P}^1$ (resp. of $\mathbb{P}(1, 1, 2)$) naturally embeds into the cone $X_h$ (resp. $\mathbb{P}(1, 1, 2, 4)$) as an anti-canonical divisor. Then using a cone construction, a covering trick, and interpolation (see Sect. 5.1 for more details), we show that $\overline{K}_{\frac{3c-1}{4}}$ admits a closed embedding into $\overline{M}_c^K$ for $c > \frac{1}{3}$ whose image $H_{h,c}$ is a birational transform of $H_h$ (see Theorem 5.9). Then we construct K-polystable replacements of $W_i$ by first embedding all of $\mathbb{P}^3$, $X_h$, $\mathbb{P}(1, 1, 2, 4)$ into $\mathbb{P}(1^4, 2)$ as weighted hypersurfaces of degree two, and then finding a particular 1-PS (coming from VGIT in [63]) that degenerates $(\mathbb{P}^3, cS)$ to a K-polystable pair in $H_{h,c}$ (see Theorem 5.12). Then we use deformation theory to classify exceptional loci after the walls. In particular, all K-moduli spaces $\overline{M}_c^K$ are isomorphic outside of the loci $H_{h,c}$ and $H_{u,c}$. We give a complete description of all wall-crossings of $\overline{M}_c^K$ in Theorem 5.16.

Finally, in Sect. 6 we prove the main theorems. We observe that $\mathcal{F} \dashrightarrow \overline{M}_c^K$ is a birational contraction by Theorem 5.16. The upshot to show $\overline{M}_c^K \cong \text{Proj } R(\mathcal{F}, c\lambda + (1 - c)\Delta^K)$ is to use ampleness of log CM line bundles [100],
and to compute the variation of log CM line bundles which interpolate between
the Hodge line bundle and the absolute CM line bundle (see (6.1)). Then we
perform necessary gluing operations and birational modifications on \(\mathcal{M}_c^K\) to
obtain \(\mathcal{F}(a, b)\) (see Definition 6.4 and Proposition 6.5), and show that the
pushforward of \(\lambda + \frac{a}{2} H_h + \frac{b}{2} H_u\) is ample.

**Prior and related works**

Compactifying the moduli space \(\mathcal{F}_2\) of degree 2 K3 surfaces is a well stud-
ied problem. Recall that a general K3 surface of degree two can be realized
as a double cover of \(\mathbb{P}^2\) branched along a sextic curve. As such, there is
a natural birational period map between the GIT quotient of plane sextics
and the Baily–Borel compactification. Shah [89] constructed a partial Kirwan
desingularization of the GIT quotient which provides a compactification of
\(\mathcal{F}_2\) with a set-theoretic map to \(\mathcal{F}^*\). Work of Looijenga [64,66] shows that
Shah’s compactification is a \(\mathbb{Q}\)-factorialization of \(\mathcal{F}^*_2\) and additionally resolves
the birational period map. In fact, this case serves as a major motivation for
the Hassett–Keel–Looijenga (HKL) program. The case of degree 2 was revis-
ited, in terms of Kollár–Shepherd–Barron (KSB) stable pairs, by Laza [55],
and more recently studied from the viewpoint of toroidal compactifications in
work of Alexeev–Engel–Thompson [6] (see also the more recent [5]).

As mentioned above, the Hassett–Keel–Looijenga program was proposed by
Laza–O’Grady [62] for Type IV locally symmetric varieties associated to the
lattice \(U^2 \oplus D_{N-2}\). It has been verified in the case of \(N = 18\) for hyperelliptic
quartic K3 surfaces by Laza–O’Grady using variation of GIT [63], and partial
results for \(N = 19\), i.e. moduli of quartic K3 surfaces were obtained in [61,62].

The wall-crossing phenomenon for K-moduli spaces of log Fano pairs with
varying coefficients was systematically investigated in [3]. One novelty of
this strategy is to naturally connect well-studied moduli spaces, such as GIT,
moduli of curves, and K3 surfaces, through birational maps between a sequence
of K-moduli spaces. In our previous works [3,4], we carried out this strategy
for the Hassett–Keel–Looijenga program for \(\mathcal{F}_2\) and the hyperelliptic Heegner
divisor \(H_h\) of \(\mathcal{F}_4\). In this paper, we use this novel approach of wall-crossing
for K-moduli to solve the problem of Laza–O’Grady (HKL program for \(\mathcal{F}_4\)).
One of the key benefits of this approach is that it gives a direct solution to
a problem which was posed from an entirely different point of view, namely
considering the Proj of a ring of automorphic forms and interpolating based
on some arithmetic predictions.

Finally, we mention that moduli of pairs \((\mathbb{P}^3, cH)\) have been studied from
the point of view of KSB stable pairs by DeVleming [25] where \(H\) is a surface
in \(\mathbb{P}^3\) of degree \(d \geq 5\).
2 Preliminaries on K-stability and K-moduli

Throughout this paper, we work over the field of complex numbers \( \mathbb{C} \). We refer the background of singularities of pairs, such as Kawamata log terminal (klt), purely log terminal (plt), log canonical (lc), and semi-log canonical (slc), to the standard references [47,51]. All schemes are assumed to be of finite type over \( \mathbb{C} \).

2.1 K-stability

2.1.1 Fujita-Li’s valuative criteria

**Definition 2.1** Let \( X \) be a normal variety. Let \( D \) be an effective \( \mathbb{Q} \)-divisor on \( X \). We say \((X, D)\) is a log pair if \( K_X + D \) is \( \mathbb{Q} \)-Cartier. A log pair \((X, D)\) is called log Fano if \( X \) is projective and \(-K_X - D\) is ample. A log pair \((X, D)\) is called log Calabi–Yau if \( X \) is projective and \( K_X + D \sim_{\mathbb{Q}} 0 \). If \((X, 0)\) is a klt log Fano pair, then we call \( X \) a \( \mathbb{Q} \)-Fano variety.

We refer the definitions of test configurations and K-(poly/semi)stability of log Fano pairs to [3, Section 2.1]. Here we use Fujita-Li’s valuative criteria as alternative definitions.

**Definition 2.2** Let \((X, D)\) be a log pair. We call \( E \) a prime divisor over \( X \) if there is a proper birational morphism \( \mu : Y \to X \) from a normal variety \( Y \) such that \( E \) is a prime divisor on \( Y \). We define the log discrepancy of \( E \) with respect to \((X, D)\) as

\[
A_{(X,D)}(E) := 1 + \text{coeff}_E(K_Y - \mu^*(K_X + D)).
\]

If, in addition, \((X, D)\) is a log Fano pair, then we define the pseudo-effective threshold, the expected vanishing order (also known as the \( S \)-functional), and the \( \beta \)-invariant of \( E \) with respect to \((X, D)\) as

\[
T_{(X,D)}(E) := \sup\{ t \in \mathbb{R}_{\geq 0} \mid \mu^*(-K_X - D) - tE \text{ is big} \},
\]

\[
S_{(X,D)}(E) := \frac{1}{\text{vol}_X(-K_X - D)} \int_0^{T_{(X,D)}(E)} \text{vol}_X(-K_X - D - tE)dt,
\]

\[
\beta_{(X,D)}(E) := A_{(X,D)}(E) - S_{(X,D)}(E).
\]

Here \( \text{vol}_X(-K_X - D - tE) := \text{vol}_Y(\mu^*(-K_X - D) - tE) \). The \( \alpha \)-invariant and the stability threshold (also known as the \( \delta \)-invariant) of a klt log Fano
pair \((X, D)\) are defined as
\[
\alpha(X, D) := \inf_E \frac{A_{(X,D)}(E)}{T_{(X,D)}(E)} \quad \text{and} \quad \delta(X, D) := \inf_E \frac{A_{(X,D)}(E)}{S_{(X,D)}(E)},
\]
where the infima run over all prime divisors \(E\) over \(X\).

Next, we recall Fujita-Li’s valuative criteria for \(K\)-(semi)stability and uniform \(K\)-stability.

**Theorem 2.3** ([19, 34, 56], see also [16, 29]) A klt log Fano pair \((X, D)\) is

1. \(K\)-semistable if and only if \(\beta(X,D)(E) \geq 0\) for any prime divisor \(E\) over \(X\), or equivalently, \(\delta(X, D) \geq 1\);
2. \(K\)-stable if and only if \(\beta(X,D)(E) > 0\) for any prime divisor \(E\) over \(X\);
3. uniformly \(K\)-stable if and only if \(\delta(X, D) > 1\).

Note that a \(K\)-semistable log Fano pair is always klt by [78]. By a recent result of Liu–Xu–Zhuang [72], \(K\)-stability is equivalent to uniform \(K\)-stability for any klt log Fano pair.

If \(X\) is a \(\mathbb{Q}\)-Fano variety, \(D\) is an effective \(\mathbb{Q}\)-Cartier \(\mathbb{Q}\)-divisor on \(X\), and \(c \in \mathbb{Q}_{>0}\), then we say \((X, D)\) is \(c\)-\(K\)-(poly/semi)stable if \((X, cD)\) is a \(K\)-(poly/semi)stable log Fano pair.

### 2.1.2 Special degenerations and plt blow-ups

Recall that a test configuration \((\mathcal{X}, \mathcal{D}; \mathcal{L})\) of a klt log Fano pair \((X, D)\) is called special if \((\mathcal{X}, \mathcal{X}_0 + \mathcal{D})\) is plt and \(\mathcal{L} \sim_{\mathbb{Q}} -l(K_{\mathcal{X}/\mathbb{A}^1} + \mathcal{D})\) for some \(l \in \mathbb{Z}_{>0}\). In this case, we call \((\mathcal{X}_0, \mathcal{D}_0)\) a special degeneration of \((X, D)\) and denote by \((X, D) \rightsquigarrow (\mathcal{X}_0, \mathcal{D}_0)\). By adjunction we know that \((\mathcal{X}_0, \mathcal{D}_0)\) is also a klt log Fano pair.

Next, we recall a result of Li-Wang-Xu which gives a characterization for \(K\)-polystability in terms of special degenerations.

**Theorem 2.4** ([68]) A \(K\)-semistable log Fano pair \((X, D)\) is \(K\)-polystable if and only if any \(K\)-semistable special degeneration of \((X, D)\) is isomorphic to itself.

**Definition 2.5** Let \((X, D)\) be a klt log pair. Let \(E\) be a prime divisor over \(X\).

1. \((33)\) We say \(E\) is of plt type over \((X, D)\) if there exists a birational morphism \(\mu : Y \to X\) from a normal projective variety \(Y\) such that
   - \(E\) is a \(\mathbb{Q}\)-Cartier prime divisor on \(Y\), and \(-E\) is \(\mu\)-ample;
   - \(\mu|_{Y \setminus E} : Y \setminus E \to X \setminus \mu(E)\) is an isomorphism;
   - \((Y, E + \mu^{-1}_E D)\) is plt.

Such a morphism \(\mu\) is called a plt blow-up.
(2) [85, 97] A plt type divisor $E$ over $(X, D)$ with center $\mu(E) = x$ being a closed point is called a Kollár component over the singularity $x \in (X, D)$.

(3) We say $E$ is a special divisor over $(X, D)$ if there exists a special test configuration $(X', D; L)$ of $(X, D)$ and a positive integer $d$ such that $\text{ord}_{x_0} C(X) = d \cdot \text{ord}_E$.

**Lemma 2.6 (Zhuang)** Any special divisor over a klt log Fano pair $(X, D)$ is of plt type.

**Proof** By Zhuang’s Theorem [99, Theorem 4.12], if $E$ is a special divisor over $(X, D)$, then there exists a $\mathbb{Q}$-complement $D^+$ of $(X, D)$ such that $E$ is the only lc place of $(X, D^+)$. Thus for $0 < \epsilon \ll 1$, the log pair $(X, (1 - \epsilon)D + \epsilon D^+)$ is klt where $E$ has log discrepancy less than 1. Thus by [13] there exists a birational morphism $\mu : Y \to X$ from a normal projective variety $Y$ such that the first two conditions in Definition 2.5(2) hold. Moreover, since $E$ is the only lc place of $(X, D^+)$, we know that $(Y, E + \mu_*^{-1}D^+)$ is plt. Thus $(Y, E + \mu_*^{-1}D)$ is also plt. $\square$

### 2.1.3 Equivariant K-stability

The following theorem is essentially due to Zhuang [105]. The equivalence between (i) and (iii) was also proved by Fujita [33] when $G$ is trivial.

**Theorem 2.7 (Zhuang)** Let $(X, D)$ be a klt log Fano pair. Let $G$ be an algebraic group acting on $(X, D)$. Then the following are equivalent.

(i) $(X, D)$ is K-semistable;
(ii) $\beta(X, D)(E) \geq 0$ for any $G$-invariant special divisor $E$ over $(X, D)$;
(iii) $\beta(X, D)(E) \geq 0$ for any $G$-invariant prime divisor $E$ of plt type over $(X, D)$.

**Proof** The (i)$\Rightarrow$(iii) part is a consequence of Theorem 2.3. The (iii)$\Rightarrow$(ii) part follows from Lemma 2.6. So we focus on the (ii)$\Rightarrow$(i) part. Assume to the contrary that $(X, D)$ is K-unstable. By [72, Theorem 1.2] and [14, Theorem 1.2(2)], there exists a non-trivial special test configuration $(X', D)$ of $(X, D)$ that minimizes the bi-valued invariant $\left( \frac{\text{Fut}(X', D)}{\|X', D\|_m}, \frac{\text{Fut}(X', D)}{\|X', D\|_2} \right)$ under the lexicographic order among all special test configurations, where $\|\cdot\|_m$ and $\|\cdot\|_2$ represents the minimum norm and the $L^2$-norm respectively (see [14, Section 2.3] for definitions). Moreover, such a minimizing special test configuration $(X', D)$ is unique up to rescaling. The minimizing property implies $\text{Fut}(X', D) < 0$ as $(X, D)$ is K-unstable. Every $g \in G$ induces a pull-back $(X'_g, D'_g)$ of the test configuration $(X', D)$ with the same $\text{Fut}(\cdot), \|\cdot\|_m$, and $\|\cdot\|_2$. Since a non-trivial rescaling must change the norms, the uniqueness of $(X', D)$ implies that $(X'_g, D'_g) \cong (X, D)$ for every $g \in G$. Thus
Consider the pair $(X, D)$ is $G$-equivariant. Let $E$ be a special divisor over $(X, D)$ such that $\text{ord}_{X_0}|_{\mathbb{C}(X)} = d \cdot \text{ord}_E$ for some $d \in \mathbb{Z}_{> 0}$. Then $\text{Fut}(X, D) = d \cdot \beta_{(X, D)}(E) \geq 0$ by [34], a contradiction to $\text{Fut}(X, D) < 0$. Thus $(X, D)$ is $K$-semistable. □

**Proposition 2.8** Let $(X, D)$ be a $K$-semistable, but not $K$-polystable, log Fano pair. Let $G$ be a reductive group acting on $(X, D)$. Then there exists a $G$-invariant special divisor $E$ over $(X, D)$ with $\beta_{(X, D)}(E) = 0$ which induces a $K$-polystable special degeneration of $(X, D)$.

**Proof** By [68, Theorem 1.3] let $(X_0, \Delta_0)$ be the unique $K$-polystable special degeneration of $(X, D)$. Then the second paragraph of [105, Proof of Corollary 4.11] implies that there exists a non-trivial $G$-equivariant special test configuration $(X', D')$ of $(X, D)$ such that $(X_0, D_0) \cong (X_0, D_0)$. Since $(X_0, D_0)$ is $K$-polystable, we have $\text{Fut}(X, D) = 0$. From [34] we know that there exists a special divisor $E$ over $(X, D)$ and $d \in \mathbb{Z}_{> 0}$ such that $\text{ord}_{X_0}|_{\mathbb{C}(X)} = d \cdot \text{ord}_E$, and $0 = \text{Fut}(X, D) = d \cdot \beta_{(X, D)}(E)$. Since $(X, D)$ is $G$-equivariant, we know that $E$ is $G$-invariant. Thus the proof is finished. □

2.1.4 Almost log Calabi–Yau pairs

The following definition is equivalent to the original definition by [78].

**Definition 2.9** A log Calabi–Yau pair $(X, D)$ is called $K$-semistable if $(X, D)$ is log canonical.

The following theorem can be viewed as an algebraic analogue of [43, Corollary 1]. A different proof can be obtained by applying [104, Lemma 5.3].

**Theorem 2.10** Let $X$ be a $\mathbb{Q}$-Fano variety of dimension $n \geq 2$. Let $D \sim_{\mathbb{Q}} -K_X$ be an effective $\mathbb{Q}$-Cartier Weil divisor. Assume that $(X, D)$ is plt. Then there exists $\epsilon_1 \in (0, 1)$ depending only on $n$, such that for any rational number $c \in (1 - \epsilon_1, 1)$, the log Fano pair $(X, cD)$ is uniformly $K$-stable. In particular, $\text{Aut}(X, D)$ is a finite group.

**Proof** Consider the pair $(X, \frac{m-1}{m}D)$ where $m \in \mathbb{Z}_{>0}$. By [18, Corollary 3.5] based on Birkar’s boundedness of complements [15, Theorem 1.8], there exists $N \in \mathbb{Z}_{>0}$ depending only on $n$, such that either $(X, \frac{m-1}{m}D)$ is uniformly $K$-stable, or

$$
\delta(X, \frac{m-1}{m}D) = \inf_E \frac{A_{(X, \frac{m-1}{m}D)}(E)}{S_{(X, \frac{m-1}{m}D)}(E)},
$$

(2.1)

where $E$ runs over lc places of $N$-complements $\Delta_m^+$ of $(X, \frac{m-1}{m}D)$ satisfying $\Delta_m^+ \geq \frac{m-1}{m}D$. Since $N \Delta_m^+$ is a Weil divisor, we know that $\Delta_m^+ \geq D$ as long as $m > N$. Since $\Delta_m^+ \sim_{\mathbb{Q}} -K_X \sim_{\mathbb{Q}} D$, we have that $\Delta_m^+ = D$ for $m > N$. □
We claim that \((X, \frac{N}{N+1} D)\) is uniformly K-stable. If not, from \(n \geq 2\) and ampleness of \(D\) we know that \(D\) is connected. Since \(\Delta_{N+1}^+ = D\) and \((X, D)\) is plt, the prime divisor \(D\) is the only lc place of \(N\)-complements \(\Delta_{N+1}^+\). Hence (2.1) implies that \(\delta(X, \frac{N}{N+1} D)\) is computed by \(E = D\), and simple computation shows that

\[
A(X, \frac{N}{N+1} D)(D) = \frac{1}{N+1} \quad \text{and} \quad S(X, \frac{N}{N+1} D)(D) = \frac{1}{(n+1)(N+1)}.
\]

This contradicts the assumption that \(\delta(X, \frac{N}{N+1} D) \leq 1\). Thus we prove the claim which implies the uniform K-stability of \((X, cD)\) for any \(c \in [\frac{N}{N+1}, 1)\) by [3, Proposition 2.13]. The finiteness of \(\text{Aut}(X, D)\) follows from [19, Corollary 1.3]. \(\square\)

### 2.2 CM line bundles

The CM line bundle of a flat family of polarized projective varieties is a functorial line bundle over the base which was introduced algebraically by Tian [96]. The following definition of CM line bundles is due to Paul and Tian [86,87] using the Knudsen–Mumford expansion (see also [30]). We use the concept of relative Mumford divisors from [52,53]; see also [4, Definition 2.7].

**Definition 2.11** (log CM line bundle) Let \(f : \mathcal{X} \to B\) be a proper flat morphism of connected schemes. Assume that \(f\) has \(S_2\) fibers of pure dimension \(n\). Let \(L\) be an \(f\)-ample line bundle on \(\mathcal{X}\). Let \(D := \sum_{i=1}^{k} c_i D_i\) be a relative Mumford \(\mathbb{Q}\)-divisor on \(\mathcal{X}\) over \(B\) where each \(D_i\) is a relative Mumford divisor and \(c_i \in [0, 1] \cap \mathbb{Q}\). We also assume that each \(D_i\) is flat over \(B\) (see Remark 2.12).

A result of Knudsen–Mumford [46] says that there exist line bundles \(\lambda_j = \lambda_j(\mathcal{X}, L)\) on \(B\) such that for all \(k\),

\[
\det f_!(L^k) = \lambda_{n+1}^{(n+1)_k} \otimes \lambda_n^{(n)_k} \otimes \cdots \otimes \lambda_0.
\]

By flatness, the Hilbert polynomial \(\chi(\mathcal{X}_b, L_b^k) = a_0 k^n + a_1 k^{n-1} + O(k^{n-2})\) for any \(b \in B\). Then the **CM line bundle** and the **Chow line bundle** of the data \((f : \mathcal{X} \to B, L)\) are defined as

\[
\lambda_{\text{CM}, f, \mathcal{L}} := \lambda_{n+1}^{\mu+n(n+1)} \otimes \lambda_n^{-2(n+1)}, \quad \lambda_{\text{Chow}, f, \mathcal{L}} := \lambda_{n+1}.
\]
where \( \mu := \frac{2a_1}{a_0} \). The log CM \( \mathbb{Q} \)-line bundle of the data \((f: \mathcal{X} \to B, \mathcal{L}, \mathcal{D})\) is defined as

\[
\lambda_{\text{CM},f,\mathcal{D},\mathcal{L}} := \lambda_{\text{CM},f,\mathcal{L}} - \frac{n(L_b^{n-1} \cdot \mathcal{D}_b)}{(L_b^n)} \lambda_{\text{Chow},f,\mathcal{L}} + (n + 1)\lambda_{\text{Chow},f|\mathcal{D},\mathcal{L}|\mathcal{D}},
\]

where \((L_b^{n-1} \cdot \mathcal{D}_b) := \sum_{i=1}^{k} c_i (L_b^{n-1} \cdot \mathcal{D}_{i,b})\) and \(\lambda_{\text{Chow},f|\mathcal{D},\mathcal{L}|\mathcal{D}} := \otimes_{i=1}^{k} \lambda_{\text{Chow},f|\mathcal{D}_i,\mathcal{L}|\mathcal{D}_i}\).

**Remark 2.12** In Definition 2.11 we assumed that each \(D_i\) are flat over \(B\). This is guaranteed in our setting—\(\mathbb{Q}\)-Gorenstein smoothable log Fano families over reduced base schemes—by [4, Proposition 2.12].

### 2.3 K-moduli of \(\mathbb{Q}\)-Fano varieties

We first recall the moduli stack of \(\mathbb{Q}\)-Fano varieties.

**Definition 2.13** A \(\mathbb{Q}\)-Fano family is a morphism \(f: \mathcal{X} \to B\) between schemes such that

1. \(f\) is projective and flat of pure relative dimension \(n\) for some positive integer \(n\);
2. the geometric fibers of \(f\) are \(\mathbb{Q}\)-Fano varieties;
3. \(-K_{\mathcal{X}/B}\) is \(\mathbb{Q}\)-Cartier and \(f\)-ample;
4. \(f\) satisfies Kollár’s condition.

We recall the following definition from [14].

**Definition 2.14** [14, Section 4.1] Let \(n\) be a positive integer and \(V\) a positive rational number. We define the moduli pseudo-functor \(\mathcal{M}_{n,V}^{\text{Fano}}\) that sends a scheme \(B\) to

\[
\mathcal{M}_{n,V}^{\text{Fano}}(B) := \left\{ \text{\(\mathbb{Q}\)-Fano families } f: \mathcal{X} \to B \mid \dim(\mathcal{X}_b) = n \text{ and } (-K_{\mathcal{X}_b})^n = V \text{ for all } b \in S \right\}.
\]

Fix an \(0 < \epsilon \leq 1\), and let \(\mathcal{M}_{n,V}^{\delta \geq \epsilon} \subseteq \mathcal{M}_{n,V}^{\text{Fano}}\) denote the subfunctor defined by

\[
\mathcal{M}_{n,V}^{\delta \geq \epsilon}(B) := \{ [\mathcal{X} \to B] \in \mathcal{M}_{n,V}^{\text{Fano}}(B) \mid \delta(\mathcal{X}_b) \geq \epsilon \text{ for all } b \in B \}.
\]

We also define

\[
\mathcal{M}_{n,V}^{\text{Kss}}(B) := \{ [\mathcal{X} \to B] \in \mathcal{M}_{n,V}^{\text{Fano}}(B) \mid \mathcal{X}_b \text{ is K-semistable for all } b \in B \}.
\]
Then by Theorem 2.3 we know that $\mathcal{M}^{K_{ss}}_{n,V} = \mathcal{M}^{\delta \geq 1}_{n,V}$.

By [14, Section 4.1], the pseudo-functor $\mathcal{M}^{\delta \geq \epsilon}_{n,V}$ is represented by an Artin stack of finite type with affine diagonal (indeed, a quotient stack $[Z/PGL_{m+1}]$ where $Z$ is a quasi-projective scheme). The CM $\mathbb{Q}$-line bundle on $\mathcal{M}^{\delta \geq \epsilon}_{n,V}$ is defined as the CM $\mathbb{Q}$-line bundle of its universal family.

By [17,18], we know that for a $\mathbb{Q}$-Fano family $X \to B$, the function $b \mapsto \min\{1, \delta(X_{\bar{b}})\}$ is constructible and lower semi-continuous. Thus for any $0 < \epsilon < \epsilon' \leq 1$ there are canonical open immersions $\mathcal{M}^{\delta \geq \epsilon'}_{n,V} \hookrightarrow \mathcal{M}^{\delta \geq \epsilon}_{n,V}$.

The following result, known as the K-moduli theorem, is a combination of many recent important algebraic works [2,14,18,19,23,42,68,72,98,100,101].

**Theorem 2.15 (K-moduli theorem)** Let $n$ be a positive integer and $V$ a positive rational number. Then there exists an Artin stack $\mathcal{M}^{K_{ss}}_{n,V}$ of finite type with affine diagonal parametrizing $K$-semistable $\mathbb{Q}$-Fano varieties of dimension $n$ and volume $V$. Moreover, $\mathcal{M}^{K_{ss}}_{n,V}$ admits a projective good moduli space $\mathcal{M}^{K_{ps}}_{n,V}$ parametrizing $K$-polystable $\mathbb{Q}$-Fano varieties, and the CM $\mathbb{Q}$-line bundle on $\mathcal{M}^{K_{ss}}_{n,V}$ descends to an ample $\mathbb{Q}$-line bundle on $\mathcal{M}^{K_{ps}}_{n,V}$.

We call $\mathcal{M}^{K_{ss}}_{n,V}$ and $\mathcal{M}^{K_{ps}}_{n,V}$ a K-moduli stack and a K-moduli space, respectively.

In this paper, we are mainly interested in the $\mathbb{Q}$-Gorenstein smoothable case.

**Definition 2.16** Let $n$ and $V$ be positive integers, and fix any $0 < \epsilon \leq 1$. Let $\mathcal{M}^{\text{sm},\delta \geq \epsilon}_{n,V}$ be the open substack of $\mathcal{M}^{\delta \geq \epsilon}_{n,V}$ parametrizing smooth Fano varieties $X$ of dimension $n$ and volume $V$ with $\delta(X) \geq \epsilon$. Let $\overline{\mathcal{M}}^{\text{sm},\delta \geq \epsilon}_{n,V}$ be the Zariski closure of $\mathcal{M}^{\text{sm},\delta \geq \epsilon}_{n,V}$ in $\mathcal{M}^{\delta \geq \epsilon}_{n,V}$ with reduced structure. We call $\overline{\mathcal{M}}^{\text{sm},\delta \geq \epsilon}_{n,V}$ a moduli stack of $\mathbb{Q}$-Gorenstein smoothable $\mathbb{Q}$-Fano varieties. A $\mathbb{Q}$-Fano variety $X$ is called $\mathbb{Q}$-Gorenstein smoothable if $[X] \in \overline{\mathcal{M}}^{\text{sm},\delta \geq \epsilon}_{n,V}$ for some $n, V, \epsilon$.

Let $\overline{\mathcal{M}}^{\text{sm},K_{ss}}_{n,V} := \overline{\mathcal{M}}^{\text{sm},\delta \geq 1}_{n,V}$ be a reduced closed substack of $\mathcal{M}^{K_{ss}}_{n,V}$. According to Theorem 2.15, the stack $\overline{\mathcal{M}}^{\text{sm},K_{ss}}_{n,V}$ admits a projective good moduli space $\overline{\mathcal{M}}^{\text{sm},K_{ps}}_{n,V}$ as a reduced closed subscheme of $\mathcal{M}^{K_{ps}}_{n,V}$. Note that prior to the algebraic approach in Theorem 2.15, it was shown using analytic methods that there exists a proper good moduli space $\overline{\mathcal{M}}^{\text{sm},K_{ps}}_{n,V}$ of $\overline{\mathcal{M}}^{\text{sm},K_{ss}}_{n,V}$ by [67] (see also [79]).

2.3.1 $\mathbb{Q}$-Gorenstein smoothable log Fano pairs

We will consider the following class of pairs.
Definition 2.17 Let $c, r$ be positive rational numbers such that $c < \min\{1, r^{-1}\}$. A log Fano pair $(X, cD)$ is $\mathbb{Q}$-Gorenstein smoothable if there exists a $\mathbb{Q}$-Fano family $\pi : \mathcal{X} \to C$ over a pointed smooth curve $(0 \in C)$ and a relative Mumford divisor $\mathcal{D}$ on $\mathcal{X}$ over $C$ such that the following holds:

- $\mathcal{D}$ is $\mathbb{Q}$-Cartier, $\pi$-ample, and $\mathcal{D} \sim_{\mathbb{Q}, \mathcal{D}} -rK_{\mathcal{X}}/C$;
- Both $\pi$ and $\pi|_\mathcal{D}$ are smooth morphisms over $C\setminus\{0\}$;
- $(\mathcal{X}_0, cD_0) \cong (X, cD)$, in particular $X$ has klt singularities.

A $\mathbb{Q}$-Gorenstein smoothable log Fano family $f : (\mathcal{X}, cD) \to B$ over a reduced scheme $B$ consists of a $\mathbb{Q}$-Fano family $f : \mathcal{X} \to B$ and a $\mathbb{Q}$-Cartier relative Mumford divisor $\mathcal{D}$ on $\mathcal{X}$ over $B$, such that all fibers $(\mathcal{X}_b, cD_b)$ are $\mathbb{Q}$-Gorenstein smoothable log Fano pairs, and $\mathcal{D} \sim_{\mathbb{Q}, f} -rK_{\mathcal{X}}$.

For a $\mathbb{Q}$-Gorenstein smoothable log Fano family, we define its Hodge line bundle as follows.

Definition 2.18 For $c, r \in \mathbb{Q}_{>0}$ with $cr < 1$, let $f : (\mathcal{X}, cD) \to B$ be a $\mathbb{Q}$-Gorenstein smoothable log Fano family over a reduced scheme $B$ where $\mathcal{D} \sim_{\mathbb{Q}, f} -rK_{\mathcal{X}}/B$. The Hodge $\mathbb{Q}$-line bundle $\lambda_{\text{Hodge}, f, r^{-1}D}$ is defined as the $\mathbb{Q}$-linear equivalence class of $\mathbb{Q}$-Cartier $\mathbb{Q}$-divisors on $T$ such that

$$K_{\mathcal{X}/B} + r^{-1}D \sim_{\mathbb{Q}} f^*\lambda_{\text{Hodge}, f, r^{-1}D}.$$

In [3] we define the Artin stacks $\mathcal{K}\mathcal{M}_{\chi_0,r,c}$ and prove that they admit proper good moduli spaces $KM_{\chi_0,r,c}$, where the projectivity of such K-moduli spaces is proven by Xu and Zhuang [100]. Note that the K-moduli theorem also holds for all log Fano pairs without the $\mathbb{Q}$-Gorenstein smoothable assumption as a generalization of Theorem 2.15 (see e.g. [72, Theorem 1.3]), though we restrict to the $\mathbb{Q}$-Gorenstein smoothable case in this article.

Theorem 2.19 ([3, Theorem 3.1 and Remark 3.25] and [100]) Let $\chi_0$ be the Hilbert polynomial of an anti-canonically polarized Fano manifold. Fix $r \in \mathbb{Q}_{>0}$ and a rational number $c \in (0, \min\{1, r^{-1}\})$. Consider the following moduli pseudo-functor over reduced schemes $B$:

$$\mathcal{K}\mathcal{M}_{\chi_0,r,c}(B) = \left\{ (\mathcal{X}, D)/B \mid (\mathcal{X}, cD)/B \text{ is a } \mathbb{Q}\text{-Gorenstein smoothable log Fano family,} \
\text{\quad } D \sim_{B, \mathcal{Q}} -rK_{\mathcal{X}}/B, \text{ each fiber } (\mathcal{X}_b, cD_b) \text{ is K-semistable,} \
\text{\quad } \text{and } \chi(\mathcal{X}_b, \mathcal{O}_{\mathcal{X}_b}(-kK_{\mathcal{X}_b})) = \chi_0(k) \text{ for } k \text{ sufficiently divisible.} \right\}.$$

Then there exists a reduced Artin stack $\mathcal{K}\mathcal{M}_{\chi_0,r,c}$ (called a K-moduli stack) of finite type over $\mathbb{C}$ representing the above moduli pseudo-functor. In particular, the $\mathbb{C}$-points of $\mathcal{K}\mathcal{M}_{\chi_0,r,c}$ parametrize K-semistable $\mathbb{Q}$-Gorenstein smoothable log Fano pairs $(X, cD)$ with Hilbert polynomial $\chi(X, \mathcal{O}_X(-mK_X)) = \chi_0(m)$ for sufficiently divisible $m$ and $D \sim_{\mathbb{Q}} -rK_X$. 

Springer
Moreover, the Artin stack $\mathcal{K}M_{\chi_0, r, c}$ admits a good moduli space $KM_{\chi_0, r, c}$ (called a K-moduli space) as a projective reduced scheme of finite type over $\mathbb{C}$, whose closed points parametrize K-polystable log Fano pairs, and the CM $\mathbb{Q}$-line bundle on $\mathcal{K}M_{\chi_0, r, c}$ descends to an ample $\mathbb{Q}$-line bundle on $KM_{\chi_0, r, c}$.

**Lemma 2.20** Let $n$ and $V$ be positive integers. Let $r$ be a positive rational number. Let $\chi_0$ be the Hilbert polynomial of an anti-canonically polarized Fano manifold of dimension $n$ and volume $V$. Then there exists $\epsilon_0 \in (0, 1]$ depending only on $n$ and $r$ such that the forgetful map $\mathcal{K}M_{\chi_0, r, c} \to \overline{M}_{\text{sm}, \delta \geq \epsilon_0}$ assigns $[(X, D)] \mapsto [X]$ is well-defined for every $c \in (0, \min\{1, r^{-1}\})$. Moreover, if $r$ is an integer, then this forgetful map is a smooth morphism with connected or empty fibers.

**Proof** We fix a positive integer $n$ and a positive rational number $r$. Since smooth Fano manifolds of dimension $n$ are bounded [20,48], there are finitely many choices of $V$ and $\chi_0$. By [3, Theorem 1.2] we know that the collection of $n$-dimensional $\mathbb{Q}$-Fano varieties $X$ such that $[(X, D)] \in \mathcal{K}M_{\chi_0, r, c}$ for some $D$, $\chi_0$, $V$, and $c \in (0, \min\{1, r^{-1}\})$ is bounded. Thus by [16, Theorem A] and [17, Proposition 5.3], there exists $\epsilon_0 \in (0, 1]$ depending only on $n$ and $r$ such that $\delta(X) \geq \epsilon_0$ for every $X$ in this collection. This shows that the forgetful map $\mathcal{K}M_{\chi_0, r, c} \to \overline{M}_{\text{sm}, \delta \geq \epsilon_0}$ is well-defined.

Next, we assume $r \in \mathbb{Z}_{>0}$. For the last statement, following the last paragraph of the proof of [4, Theorem 2.21], it suffices to show that for any $\mathbb{Q}$-Gorenstein smoothable $\mathbb{Q}$-Fano variety $X$ and any effective Weil divisor $D$ on $X$ satisfying $D \sim_{\mathbb{Q}} -rK_X$, we have $D \sim -rK_X$. Let $\pi : (X, D) \to B$ be a $\mathbb{Q}$-Gorenstein smoothing over a pointed curve $0 \in B$ with $(X_0, D_0) \cong (X, D)$ and $D \sim_{B, \mathbb{Q}} -rK_{X/B}$. Since $\pi$ is smooth over $B \setminus \{0\}$, the class group of $X_0$ is torsion free for $b \in B \setminus \{0\}$. Thus we have $D|_{X \setminus X_0} \sim_B -rK_{X/B}|_{X \setminus X_0}$ as $r$ is an integer. Since $X_0$ is integral and $X_0 \sim_B 0$, we know that $D \sim_B -rK_{X/B}$. This implies that $D_0 \sim -rK_{X_0}$. The proof is finished. $\square$

### 3 Geometry and moduli of quartic K3 surfaces

#### 3.1 Geometry of quartic K3 surfaces

Our goal in this section is to review the Hassett–Keel–Looijenga program (Sect. 3.4). Before doing so, we introduce some terminology from the geometry of quartic K3 surfaces as studied by Mayer in [75]. A **K3 surface** $S$ is a connected projective surface with du Val singularities such that $\omega_S \cong \mathcal{O}_S$ and $H^1(S, \mathcal{O}_S) = 0$. A **polarized K3 surface** $(S, L_S)$ consists of a K3 surface $S$ and an ample line bundle $L_S$ which is primitive. A **quartic K3 surface** is a polarized K3 surface $(S, L_S)$ of degree 4, i.e. $(L_S^2) = 4$. Consider the map $S \to |L_S|^\vee \cong \mathbb{P}^3$ induced by the linear system $|L_S|$. \(
\text{\copyright}\ Springer
Definition 3.1 Generically, the linear system $|L_S|$ defines an isomorphism onto a quartic surface in $\mathbb{P}^3$ with du Val singularities.

1. We say that $S$ is hyperelliptic if $|L_S|$ induces a 2 : 1 map onto a quadric surface in $\mathbb{P}^3$. In this case $S$ is isomorphic to a double cover of $\mathbb{P}^1 \times \mathbb{P}^1$ or $\mathbb{P}(1, 1, 2)$ ramified along a (4, 4) curve or a degree 8 curve, respectively.

2. We say that $S$ is unigonal if $|L_S|$ defines a rational map from $S$ onto a twisted cubic curve in $\mathbb{P}^3$ with general fiber a smooth elliptic curve.

By [75], we know that any quartic K3 surface belongs to one of the three classes above.

3.2 K-moduli of quartic surfaces

We define the K-moduli stacks $\overline{M}_c^K$ and spaces $\overline{M}_c^K$.

Definition 3.2 Let $\chi_0$ be the Hilbert polynomial of $\mathbb{P}^3, O_{\mathbb{P}^3}(4)$. Let $c \in (0, 1) \cap \mathbb{Q}$ be a rational number. We define the K-moduli stacks $\overline{M}_c^K$ and spaces $\overline{M}_c^K$ as

$$\overline{M}_c^K := K M_{\chi_0, 1, c} \quad \text{and} \quad \overline{M}_c^K := K M_{\chi_0, 1, c}.$$ 

By Theorem 2.19 we know that $\overline{M}_c^K$ is a reduced Artin stack of finite type, and $\overline{M}_c^K$ is a reduced projective scheme.

Lemma 3.3 Let $X$ be a $\mathbb{Q}$-Fano variety in $\overline{M}_{3, 64}^{\text{sm}, \delta \geq \epsilon}$ for some $\epsilon \in (0, 1]$. Then $X$ admits a $\mathbb{Q}$-Gorenstein smoothing to $\mathbb{P}^3$. Moreover, there exists an ample $\mathbb{Q}$-Cartier Weil divisorial sheaf $L$ on $X$ such that the following conditions hold.

1. $L^m$ is Cohen–Macaulay for any $m \in \mathbb{Z}$;
2. $\omega_X \cong L^{[-4]}$ and $(L^3) = 1$;
3. $h^i(X, L^m) = h^i(\mathbb{P}^3, O_{\mathbb{P}^3}(m))$ for any $m \in \mathbb{Z}$ and $i \geq 0$;

Proof From the Iskovskikh–Mori–Mukai classification of smooth Fano threefolds [41], we know that $\mathbb{P}^3$ is the only smooth Fano threefold with anticanonical volume 64. Hence $X$ admits a $\mathbb{Q}$-Gorenstein smoothing $\pi : \mathcal{X} \to B$ over a smooth pointed curve $0 \in B$ such that $\mathcal{X}_b \cong X$ and $\mathcal{X}_b \cong \mathbb{P}^3$ for $b \in B \setminus \{0\}$. Denote by $\mathcal{X}^0 := \mathcal{X} \setminus \mathcal{X}_0$ and $B^0 := B \setminus \{0\}$. After a quasi-finite base change of $\pi$, we may assume that $\mathcal{X}^0 \cong \mathbb{P}^3 \times B^0$. Let $\mathcal{L}^0$ be a Weil divisor on $\mathcal{X}^0$ in $|O_{\mathbb{P}^3}(1)|$. Let $\mathcal{L}$ be the Zariski closure of $\mathcal{L}^0$ in $\mathcal{X}$. Since $4\mathcal{L}^0 \sim B - K_{\mathcal{X}^0/B^0}$ and $\mathcal{X}_0$ is a Cartier prime divisor, we know that $4\mathcal{L} \sim B - K_{\mathcal{X}/B}$, in particular $\mathcal{L}$ is $\mathbb{Q}$-Cartier. Since $\mathcal{X}$ is klt and $\mathcal{L}$ is $\mathbb{Q}$-Cartier, the sheaf $O_{\mathcal{X}}(m\mathcal{L})$ is
Cohen–Macaulay for any \( m \in \mathbb{Z} \) by [47, Corollary 5.25]. Let \( L := L|_{X_0} \), then \( L \) is a \( \mathbb{Q} \)-Cartier Weil divisor on \( X \). Moreover, we have \( O_X(mL) \otimes O_{X_0} \) and \( O_X(mL) \) are isomorphic on a big open subset of \( X_0 \), hence they are isomorphic everywhere since \( O_X(mL) \otimes O_{X_0} \) is Cohen–Macaulay. Thus part (1) is proved.

For part (2), notice that \( 4L \sim_B -K_{X/B} \) implies \( 4L \sim -K_X \). We have \( (L^3) = 1 \) since \( (-K_X)^3 = 64 \). Part (3) follows from Kawamata–Viehweg vanishing similar to [57, Proof of Theorem 3.1].

From now on, we fix a number \( \epsilon_0 \in (0, 1] \) from Lemma 2.20 with \( n = 3 \) and \( r = 1 \).

Next we recall a result connecting K-stability and GIT stability as a special case of [36, Theorem 1.2] and [3, Theorem 1.4] (see also [103]).

**Theorem 3.4** ([3,36]) There exists \( \epsilon_2 \in (0, 1) \) such that for any rational number \( c \in (0, \epsilon_2) \), a quartic surface \( S \subset \mathbb{P}^3 \) is GIT (poly/semi)stable if and only if \( (\mathbb{P}^3, cS) \) is K-(poly/semi)stable.

**Lemma 3.5** Let \( S \subset \mathbb{P}^3 \) be a quartic surface.

1. If \( S \) has only ADE singularities, then \( (\mathbb{P}^3, cS) \) is K-stable for any \( c \in [0, 1) \cap \mathbb{Q} \).
2. If \( S \) is semi-log canonical, then \( (\mathbb{P}^3, cS) \) is K-semistable for any \( c \in [0, 1) \cap \mathbb{Q} \).

**Proof** We first prove part (1). Since \( S \) has ADE singularities, it is GIT stable by [90, Theorem 2.4]. Hence Theorem 3.4 implies that \( (\mathbb{P}^3, \epsilon S) \) is K-stable for \( 0 < \epsilon \ll 1 \). Moreover, by adjunction we have that \( (\mathbb{P}^3, S) \) is plt. Hence part (1) follows from [3, Proposition 2.13].

Next we prove (2). In fact, inversion of adjunction implies that \( (\mathbb{P}^3, S) \) is log canonical since \( S \) is slc. Then the result follows from [3, Proposition 2.13] since \( \mathbb{P}^3 \) is K-polystable.

Recall that \( \overline{\mathcal{M}}^\circ \) and \( \overline{\mathcal{M}}^\circ \) denote the moduli stack and coarse moduli space of ADE quartic surfaces in \( \mathbb{P}^3 \), respectively. Denote by \( \overline{\mathcal{M}}^{\text{slc}} \) the open substack of the GIT moduli stack \( \overline{\mathcal{M}}^\text{GIT} \) parametrizing quartic surfaces \( S \) that are semi-log canonical (i.e. \( (\mathbb{P}^3, S) \) is log canonical).

**Proposition 3.6** For any rational number \( c \in (0, 1) \), both \( \overline{\mathcal{M}}^\text{K}_c \) and \( \overline{\mathcal{M}}^\text{K}_c \) are irreducible. Moreover, there are open immersions \( \overline{\mathcal{M}}^\circ \hookrightarrow \overline{\mathcal{M}}^{\text{slc}} \hookrightarrow \overline{\mathcal{M}}^\text{K}_c \) whose images in \( \overline{\mathcal{M}}^\text{K}_c \) are saturated open substacks. Taking good moduli spaces yields open immersions \( \overline{\mathcal{M}}^\circ \hookrightarrow \overline{\mathcal{M}}^{\text{slc}} \hookrightarrow \overline{\mathcal{M}}^\text{K}_c \) where \( \overline{\mathcal{M}}^{\text{slc}} \) parametrizes GIT polystable slc quartic surfaces \( S \subset \mathbb{P}^3 \). In particular, both \( \overline{\mathcal{M}}^\circ \) and \( \overline{\mathcal{M}}^{\text{slc}} \) are saturated open substacks of \( \overline{\mathcal{M}}^\text{GIT} \).
Proof By Lemma 3.3 we know that $\overline{\mathcal{M}}^{\text{sm}, \delta \geq \varepsilon_0}_{3,64}$ is irreducible. Thus $\overline{\mathcal{M}}^{K}_c$ is irreducible since the forgetful map $\overline{\mathcal{M}}^{K}_c \to \overline{\mathcal{M}}^{\text{sm}, \delta \geq \varepsilon_0}_{3,64}$ is smooth with connected fibers by Lemma 2.20. By Lemma 3.5 (2), we know that any $[S] \in \mathcal{M}^{\text{slc}}$ satisfies that $(\mathbb{P}^3, cS)$ is $K$-semistable for any $c \in (0, 1)$. Thus by openness of klt and lc (see [50, Corollary 7.6]), we know that both $\mathcal{M}^c$ and $\mathcal{M}^{\text{slc}}$ are dense open substacks of $\overline{\mathcal{M}}^{K}_c$.

Next, we show saturatedness of $\mathcal{M}^c$ in $\overline{\mathcal{M}}^{K}_c$. If $S$ is an ADE quartic surface, then Lemma 3.5 implies that $(\mathbb{P}^3, cS)$ is $K$-stable for any $c \in (0, 1)$. Thus all $C$-points in $\mathcal{M}^c$ are closed with finite stabilizers, which implies that $\mathcal{M}^c$ is saturated in $\overline{\mathcal{M}}^{K}_c$.

Finally, we show saturatedness of $\mathcal{M}^{\text{slc}}$ in $\overline{\mathcal{M}}^{K}_c$. Let $S$ be a slc quartic surface. Since $(\mathbb{P}^3, cS)$ is $K$-stable for any $c \in (0, 1)$ from the above discussion, by Theorem 3.4 we know that $S$ is GIT semistable. Let $S_0$ be the unique GIT polystable quartic surface in the orbit closure of $S$. Then by Theorem 3.4 we know that $(\mathbb{P}^3, cS_0)$ is $K$-polystable for $0 < \varepsilon \ll 1$. Denote by $(\mathbb{P}^3 \times \mathbb{A}^1, cS)$ the test configuration of $(\mathbb{P}^3, S)$ degenerating to $(\mathbb{P}^3, S_0)$. Hence we have $\text{Fut}(\mathbb{P}^3 \times \mathbb{A}^1, cS) = 0$. Since $\text{Fut}$ is linear in coefficients, we know that $\text{Fut}(\mathbb{P}^3 \times \mathbb{A}^1, cS) = 0$ for any $c \in (0, 1)$. Hence $(\mathbb{P}^3, cS_0)$ is K-semistable for any $c \in (0, 1)$ by [68, Lemma 3.1] which implies that $S_0$ is slc. Thus interpolation of K-stability [3, Proposition 2.13] implies that $(\mathbb{P}^3, cS_0)$ is the unique $K$-polystable degeneration of $(\mathbb{P}^3, cS)$ for any $c \in (0, 1)$. Since $S_0 \in \mathcal{M}^{\text{slc}}$, we have that $\mathcal{M}^{\text{slc}}$ is saturated in $\overline{\mathcal{M}}^{K}_c$. The last statement follows from $\overline{\mathcal{M}}^{K}_c \cong \overline{\mathcal{M}}^{\text{GIT}}_c$ by Theorem 3.4. 

Definition 3.7 The $K$-semistable threshold of a quartic surface $S \subset \mathbb{P}^3$ is defined as

$$\text{kst}(\mathbb{P}^3, S) := \sup\{c \in [0, 1] \mid (\mathbb{P}^3, cS) \text{ is } K\text{-semistable}\}.$$ 

If $S$ is GIT semistable, then by Theorem 3.4 and [3, Theorem 3.15] we know that $\text{kst}(\mathbb{P}^3, S) \in (0, 1]$ is a rational number, and the supremum is a maximum.

By Lemma 3.5, we know that $\text{kst}(\mathbb{P}^3, S) = 1$ if and only if $S$ is slc. If, in addition, $S$ is GIT polystable, then by interpolation of K-stability [3, Proposition 2.13] and Theorem 3.4, we know that for any $c \in [0, \text{kst}(\mathbb{P}^3, S))$, the log pair $(\mathbb{P}^3, cS)$ is $K$-polystable. If a GIT polystable quartic surface $S$ is not slc, i.e. $\text{kst}(\mathbb{P}^3, S) < 1$, then $(\mathbb{P}^3, \text{kst}(\mathbb{P}^3, S)S)$ is $K$-semistable but not $K$-polystable by [3, Proposition 3.18].

The following theorem follows directly from [3, Theorem 1.2] and Proposition 3.6.
There exist rational numbers $0 = c_0 < c_1 < c_2 < \cdots < c_k = 1$ such that for each $0 \leq i \leq k - 1$, both the $K$-moduli stack $\overline{M}_{c_i}^K$ and the $K$-moduli space $\overline{M}_{c_i}$ are independent of the choice of the rational number $c \in (c_i, c_{i+1})$. Moreover, for each $1 \leq i \leq k - 1$ and $0 < \epsilon \ll 1$ we have open immersions

$$\overline{M}_{c_i}^K - \epsilon \hookrightarrow \overline{M}_{c_i}^K \hookleftarrow \overline{M}_{c_i}^K + \epsilon,$$

which induce projective birational morphisms

$$\overline{M}_{c_i}^K - \epsilon \xrightarrow{\phi_i^-} \overline{M}_{c_i}^K \xleftarrow{\phi_i^+} \overline{M}_{c_i}^K + \epsilon.$$

In addition, all the above morphisms have local VGIT presentations in terms of [7, (1.2)].

### 3.3 GIT stratification of quartic surfaces

By Proposition 3.6, the GIT moduli space $\overline{M}_{\text{GIT}}$ has an open subset $\mathcal{M}^{\text{slc}}$ parametrizing GIT polystable quartic surfaces with slc singularities. From [61,90], we know that the complement $\overline{M}_{\text{GIT}} \setminus \mathcal{M}^{\text{slc}}$ (denoted by $\mathcal{M}^{IV}$ therein) has two connected components, where one of them is an isolated point $\{[T]\}$ representing the tangent developable surface $T$ (see Definition 4.1), and the other component has the following stratification

$$(\overline{M}_{\text{GIT}} \setminus \mathcal{M}^{\text{slc}}) \setminus \{[T]\} = W_8 \supset W_7 \supset W_6 \supset W_4 \supset W_3 \supset W_2 \supset W_1 \supset W_0.$$

(3.1)

Here $W_i$ is an $i$-dimensional closed integral subvariety of $\overline{M}_{\text{GIT}}$, and $W_0 = \{[2Q]\}$ is the single point representing the double quadric surface. For each $i \in \{0, 1, 2, 3, 4, 6, 7, 8\}$, we denote by $W_i^0 := W_i \setminus W_{i-1}$ when $i \notin \{0, 6\}$, $W_6^0 := W_6 \setminus W_4$, and $W_0^0 = W_0$.

The following result follows from the classification of Shah [90, S-4.3 on p. 282] (see also [61, Section 4.3]).

**Theorem 3.9** ([90]) Let $[S] \in W_i^0$ for $i \in \{0, 1, 2, 3, 4, 6, 7, 8\}$. Then in suitable projective coordinates $[x_0, x_1, x_2, x_3]$ of $\mathbb{P}^3$, the equation of $S$ has the
form $q^2 + g = 0$ where $q$ and $g$ are given as follows.

$$q = x_0 x_2 + x_1^2 + a x_3^2,$$

$$g = \begin{cases} x_3^3 (x_0 + \beta_1 (x_1, x_2, x_3)) + x_2 (x_3^2 f_1 (x_1, x_2)) & \text{if } i \geq 3; \\ x_3^3 l_1 (x_1, x_3) & \text{if } i \leq 2. \end{cases}$$

Here $\beta_1, f_1, g_1, h_1,$ and $l_1$ are homogeneous linear polynomials in corresponding variables. More precisely, we have the following classification.

1. $[S] \in W_8^\circ$ if and only if $x_2 \nmid h_1$;
2. $[S] \in W_7^\circ$ if and only if $x_2 \mid h_1$ and $x_2 \nmid g_1$;
3. $[S] \in W_6^\circ$ if and only if $x_2 \mid h_1 \neq 0$ and $x_2 \mid g_1$;
4. $[S] \in W_4^\circ$ if and only if $h_1 = 0$, and either $x_2 \mid g_1 \neq 0$ or $x_2 \nmid f_1$;
5. $[S] \in W_3^\circ$ if and only if $h_1 = g_1 = 0$ and $x_2 \mid f_1 \neq 0$;
6. $[S] \in W_2^\circ$ if and only if $x_3 \nmid l_1$;
7. $[S] \in W_1^\circ$ if and only if $x_3 \mid l_1 \neq 0$;
8. $[S] \in W_0^\circ$ if and only if $g = 0$ and $a \neq 0$.

### 3.4 Laza–O’Grady and the Hassett–Keel–Looijenga Program

The moduli space of quartic K3 surfaces can be constructed as a Type IV locally symmetric variety $\mathcal{F}$, and comes with a natural Baily–Borel compactification $\mathcal{F}^\ast$. The global Torelli theorem for K3 surfaces implies that the period map $p : \mathcal{M}_{\text{GIT}} \rightarrow \mathcal{F}^\ast$ is birational. Building off of previous work of Shah [89] and Looijenga [65, 66], in a series of papers [61–63] Laza and O’Grady propose a conjectural method to resolve the period map $p$ whenever $\mathcal{F}$ is a Type IV locally symmetric variety associated to a lattice of the form $U^2 \oplus D_{N-2}$. When $N = 18$ this is the case of hyperelliptic quartic K3 surfaces, and when $N = 19$ this is the case of quartic K3 surfaces.

Recall that Baily–Borel showed that (for any $N$) one has $\mathcal{F}^\ast \cong \text{Proj} \ R(\mathcal{F}, \lambda)$, where $\lambda$ denotes the hodge line bundle. Based on observations of Looijenga, Laza–O’Grady predict that in many cases there is an isomorphism $\mathcal{M}_{\text{GIT}} \cong \text{Proj} \ R(\mathcal{F}, \lambda + \Delta)$, for some geometrically meaningful boundary divisor $\Delta$ depending on $\mathcal{F}$. Moreover, they predict that more generally the rings $R(\mathcal{F}, \lambda + \beta \Delta)$ are finite generated and so the schemes $\mathcal{F}(\beta) = \text{Proj} \ R(\mathcal{F}, \lambda + \beta \Delta)$ interpolate between $\mathcal{M}_{\text{GIT}}$ and $\mathcal{F}^\ast$. Their work also predicts the location of the walls, i.e. the values $\beta$ where the moduli spaces change.
3.4.1 Hyperelliptic quartic K3 surfaces

When \( N = 18 \), i.e. the hyperelliptic case, Laza and O’Grady confirm their conjecture in [62]. By Definition 3.1, this case occurs when the K3 surface is a double cover of \( \mathbb{P}^1 \times \mathbb{P}^1 \) ramified along a \((4, 4)\) curve. If we let \( \overline{M}^{\text{GIT}}_{(4,4)} \) denote the GIT quotient of \((4, 4)\) curves on \( \mathbb{P}^1 \times \mathbb{P}^1 \), then Laza and O’Grady show that the period map \( p : \overline{M}^{\text{GIT}}_{(4,4)} \rightarrow \mathcal{F}^* \) can be resolved via a series of explicit wall crossings arising from variation of GIT. Let \( H_{h,18} \subset \mathcal{F}(18) \) denote the divisor which parametrizes periods of hyperelliptic K3s which are the double cover of a quadric cone.

If \( \text{Reg}(p) \subset \overline{M}^{\text{GIT}}_{(4,4)} \) denotes the regular locus of \( p \), then \( p(\text{Reg}(p)) \cap \mathcal{F}(18) \cong \mathcal{F}(18) \setminus H_{h,18} \). Laza and O’Grady prove that \( R(\beta) := R(\mathcal{F}(18), \lambda + \beta \cdot \frac{H_{h,18}}{2}) \) is a finitely generated \( \mathbb{C} \)-algebra, and that \( \mathcal{F}_{18}(\beta) := \text{Proj } R(\beta) \) is a projective variety which interpolates between \( \mathcal{F}_{18}(0) \cong \mathcal{F}(18)^* \), the Baily–Borel compactification, and \( \mathcal{F}_{18}(1) \cong \overline{M}^{\text{GIT}}_{(4,4)} \), the GIT quotient. Moreover, the period map can be explicitly described as a composition of elementary birational maps. The first step \( \mathcal{F}_{18}(\epsilon) \rightarrow \mathcal{F}_{18}(0) \) can be realized as the \( \mathbb{Q} \)-factorialization of \( \mathcal{F}(18)^* \), which fails to be \( \mathbb{Q} \)-factorial along \( H_{h,18} \). The remainder of the birational transformations are flips, finally followed by a divisorial contraction \( \mathcal{F}_{18}(1 - \epsilon) \rightarrow \overline{M}^{\text{GIT}}_{(4,4)} \).

In [4], we show that the wall crossings resolving the period map \( p \) can be interpreted as wall-crossings in a suitable K-moduli space of log Fano pairs. Let \( \overline{K}_c \) denote the connected component of the moduli stack parametrizing K-semistable log Fano pairs admitting \( \mathbb{Q} \)-Gorenstein smoothings to \( (\mathbb{P}^1 \times \mathbb{P}^1, cC) \) where \( C \) is a \((4, 4)\) curve. Denote the good moduli space of \( \overline{K}_c \) by \( K_c \). Then, varying the weight \( \epsilon \), the K-moduli spaces \( \overline{K}_c \) interpolate between \( \overline{M}^{\text{GIT}}_{(4,4)} \) and \( \mathcal{F}(18)^* \). Moreover, the explicit intermediate spaces constructed in [62] using variation of GIT are all isomorphic to K-moduli spaces, and the walls coincide.

3.4.2 General conjecture

In fact, Laza and O’Grady conjecture that a similar behavior that is shown in [62] is true for many classes of varieties whose moduli space can be constructed as a Type IV locally symmetric variety. They expect that, as in the hyperelliptic case, if \( p : \overline{M}^{\text{GIT}} \rightarrow \mathcal{F}^* \) represents the relevant birational period map from a GIT compactification to Baily–Borel, then \( p(\text{Reg}(p)) \cap \mathcal{F} \cong \mathcal{F} \setminus \Delta \), for some geometrically meaningful divisor \( \Delta \). Moreover, \( R(\beta) := R(\mathcal{F}, \lambda + \beta \cdot \Delta) \) should be finitely generated and so \( \mathcal{F}(\beta) := \text{Proj } R(\beta) \) should interpolate between \( \overline{M}^{\text{GIT}} \) and \( \mathcal{F}^* \). Moreover, they conjecture that interpolating from \( \mathcal{F}^* \) to \( \overline{M}^{\text{GIT}} \) should consist of birational transformations related to \( \Delta \). More precisely,
let \( \mathcal{H} := \pi^{-1}\text{Supp}\Delta \), where \( \pi : \mathcal{D} \rightarrow \mathcal{F} \). Then \( \mathcal{H} \) is a union of hyperplane sections of \( \mathcal{D} \), and has a stratification by closed subsets, where the stratification is given by the number of independent sheets of \( \mathcal{H} \) containing the general point. Then, the stratification of \( \mathcal{H} \) induces a stratification of \( \text{Supp}\Delta \).

With this in mind, the prediction for resolving \( \mathfrak{p} \) is as follows: \( \mathfrak{Q} \)-factorialize \( \Delta \), followed by a series of explicit flips of strata inside \( \Delta \), followed by a divisorial contraction of the strict transform of \( \Delta \) to obtain \( \overline{\mathfrak{M}}^{\text{GIT}} \).

### 3.4.3 Quartic K3 surfaces

Now let \( \overline{\mathfrak{M}}^{\text{GIT}} \) denote the GIT moduli space of quartic surfaces. We recall some notation from [62]. For quartic K3 surfaces, we have that the K3 lattice \( \Lambda \cong U^2 \oplus D_{17} \). Consider

\[
\mathcal{D} = \{ [\sigma] \in \mathbb{P}(\Lambda \otimes \mathbb{C}) \mid \sigma^2 = 0, (\sigma + \overline{\sigma})^2 > 0 \}^+,
\]

where the superscript \( + \) indicates that we have taken one of the two connected components. Let \( O^+(\Lambda) \) denote the subgroup of isometries \( O(\Lambda) \) of \( \Lambda \) which fixes \( \mathcal{D} \). Then \( \mathcal{F} \cong \mathcal{D}/O^+(\Lambda) \) is the period space for quartic K3 surfaces (see [62, Section 1.2]).

**Definition 3.10** The hyperelliptic divisor \( H_h \subset \mathcal{F} \) is the image of \( v^\perp \cap \mathcal{D} \) for \( v \in \Lambda \) such that \( q(v) = -4 \) and \( \text{div}(v) = 2 \). The unigonal divisor \( H_u \subset \mathcal{F} \) is the image of \( v^\perp \cap \mathcal{D} \) for \( v \in \Lambda \) such that \( q(v) = -4 \) and \( \text{div}(v) = 4 \).

**Remark 3.11** Note that \( \mathfrak{p}(S, L_S) \in H_h \) (resp. \( H_u \)) if and only if \( (S, L_S) \) is hyperelliptic (resp. unigonal) in the sense of Definition 3.1.

For quartic K3 surfaces, Laza–O’Grady predict that the regular locus of \( \mathfrak{p} \) is the complement of \( H_u \) and \( H_h \). If \( \Delta = (H_u + H_h)/2 \), they predict that the predicted critical \( \beta \) values are \( \beta \in \{1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \frac{1}{6}, \frac{1}{7}, \frac{1}{9} \} \) (see [62, Prediction 5.1.1]). Recall, in (3.1), we discussed a stratification of \( \overline{\mathfrak{M}}^{\text{GIT}} \). They predict that, under \( \mathfrak{p} \), this stratification is related to a stratification of \( \mathcal{F}^* \). This is made more precise as follows. Let \( \Delta^{(k)} \subset \text{Supp}\Delta \) be the \( k \)-th stratum of the stratification defined above, and consider

\[
Z^9 \subset Z^8 \subset Z^7 \subset Z^5 \subset Z^4 \subset Z^3 \subset Z^2 \subset Z^1 = H_u \cup H_h \subset \mathcal{F}, \quad (3.2)
\]

where \( Z^k = \Delta^{(k)} \) for \( k \leq 5 \), and then

- \( Z^7 = \text{Im}\mathcal{F}(I_{2,10} \oplus A_2) \hookrightarrow \mathcal{F} \),
- \( Z^8 = \text{Im}\mathcal{F}(I_{2,10} \oplus A_1) \hookrightarrow \mathcal{F} \), and
- \( Z^9 = \text{Im}\mathcal{F}(I_{2,10}) \hookrightarrow \mathcal{F} \).
Then, they predict that each birational map occurring at one of the critical values above corresponds to a flip with center $Z^k$, and that each $Z^k$ is replaced by $W_{k-1} \subset \overline{\mathcal{M}}_{G}^{\text{GIT}}$.

4 Tangent developable surface and unigonal K3 surfaces

In this section, we show that if $T$ denotes the tangent developable surface (see Definition 4.1), then the pair $(\mathbb{P}^3, cT)$ is $K$-polystable if and only if $c < \frac{9}{13}$. Moreover, the $c$-K-polystable replacements of $(\mathbb{P}^3, T)$ for $c > \frac{9}{13}$ are log pairs $(X_u, S)$ where $X_u$ is a Gorenstein canonical Fano threefold (see Proposition 4.5 for the construction), and $S$ is a GIT polystable unigonal K3 surface.

4.1 Destabilizing divisor

**Definition 4.1** ([27, pp. 30–31]) The tangent developable to the twisted cubic curve $C_0$ in $\mathbb{P}^3$ is the surface $T \subset \mathbb{P}^3$ defined to be the union of all the embedded projective tangent lines to $C_0$. The surface $T$ is a quartic surface that has cuspidal singularities along $C_0$, and whose normalization is $\mathbb{P}^1 \times \mathbb{P}^1$ such that the diagonal $\Delta_{\mathbb{P}^1} \subset \mathbb{P}^1 \times \mathbb{P}^1$ is the preimage of $C_0$.

Consider the group $G := \text{PGL}(2, \mathbb{C})$ acting linearly on $\mathbb{P}^3$ where $C_0$ is $G$-invariant, since clearly $\text{Aut}(\mathbb{P}^3, C_0) \cong \text{Aut}(C_0) \cong G$. A simple analysis shows that there are precisely three $G$-orbits in $\mathbb{P}^3$, which are $C_0, T \setminus C_0$, and $\mathbb{P}^3 \setminus T$.

**Proposition 4.2** Let $\iota : \mathbb{P}^1 \xrightarrow{\cong} C_0$ be a parametrization. Then $\iota^* \mathcal{N}_{C_0/\mathbb{P}^3} \cong \mathcal{O}_{\mathbb{P}^1}(5) \oplus \mathcal{O}_{\mathbb{P}^1}(5)$. Moreover, there exists a $G$-equivariant sub-line bundle $\mathcal{N}_1$ of $\mathcal{N}_{C_0/\mathbb{P}^3}$ such that $\iota^* \mathcal{N}_1 \cong \mathcal{O}_{\mathbb{P}^1}(4)$. We denote by $\mathcal{N}_2 := \mathcal{N}_{C_0/\mathbb{P}^3}/\mathcal{N}_1$ the quotient line bundle. Then locally analytically along $C_0$ we may split $\mathcal{N}_{C_0/\mathbb{P}^3}$ as $\mathcal{N}_1 \oplus \mathcal{N}_2$ such that the surface $T$ has analytic equation $(y^2 = x^3)$ where $\mathcal{N}_1 = \langle \partial/\partial x \rangle$ and $\mathcal{N}_2 = \langle \partial/\partial y \rangle$.

**Proof** By [28], $\iota^* \mathcal{N}_{C_0/\mathbb{P}^3} \cong \mathcal{O}_{\mathbb{P}^1}(5) \oplus \mathcal{O}_{\mathbb{P}^1}(5)$. Denote by $\mathcal{O}_{C_0}(m) := \mathcal{O}_{\mathbb{P}^3}(m) \otimes \mathcal{O}_{C_0}$, then we have $\iota^* \mathcal{O}_{C_0}(m) \cong \mathcal{O}_{\mathbb{P}^1}(3m)$. Denote by $\mathcal{I}_{C_0}$ the ideal sheaf of $C_0$ in $\mathbb{P}^3$. Since $C_0$ is projectively normal, we have a short exact sequence

$$0 \to H^0(\mathbb{P}^3, \mathcal{I}_{C_0}(2)) \to H^0(\mathbb{P}^3, \mathcal{O}_{\mathbb{P}^3}(2)) \to H^0(C_0, \mathcal{O}_{C_0}(2)) \to 0.$$ 

Hence a dimension computation shows that $h^0(\mathbb{P}^3, \mathcal{I}_{C_0}(2)) = 3$. Since $G = \text{PGL}(2, \mathbb{C})$ has fundamental group $\mathbb{Z}/2\mathbb{Z}$, the line bundle $\mathcal{O}_{\mathbb{P}^3}(2)$ has a natural $G$-linearization. Thus $G$ acts on $H^0(\mathbb{P}^3, \mathcal{I}_{C_0}(2))$. From the classification of
$G$-orbits, we know that there does not exist any $G$-invariant quadric surface in $\mathbb{P}^3$. Thus $H^0(\mathbb{P}^3, \mathcal{I}_{C_0}(2))$ is a 3-dimensional irreducible representation of $G$. Next we consider the restriction map

$$r : H^0(\mathbb{P}^3, \mathcal{I}_{C_0}(2)) \to H^0(C_0, (\mathcal{I}_{C_0}/\mathcal{I}_{C_0}^2)(2)).$$

It is clear that $r$ is non-zero and $G$-equivariant. Since $\mathcal{I}_{C_0}/\mathcal{I}_{C_0}^2$ is the conormal bundle $\mathcal{N}_{C_0/\mathbb{P}^3}$, we have that $r^*(\mathcal{I}_{C_0}/\mathcal{I}_{C_0}^2)(2) \cong \mathcal{O}(1)^{\oplus 2}$ which implies that $h^0(C_0, (\mathcal{I}_{C_0}/\mathcal{I}_{C_0}^2)(2)) = 4$. Since $G$ is reductive, the cokernel of $r$ provides a non-zero $G$-invariant section $s \in H^0(C_0, (\mathcal{I}_{C_0}/\mathcal{I}_{C_0}^2)(2))$. Since $(\mathcal{I}_{C_0}/\mathcal{I}_{C_0}^2)(2) \cong \mathcal{H}om(\mathcal{N}_{C_0/\mathbb{P}^3}, \mathcal{O}(2))$, the section $s$ induces a non-zero $G$-equivariant morphism $\mathcal{N}_{C_0/\mathbb{P}^3} \to \mathcal{O}(2)$ which has to be surjective since $G$ acts transitively on $C_0$. Thus we define $\mathcal{N}_2 := \mathcal{O}(2)$ and $\mathcal{N}_1$ as the kernel of the surjection $\mathcal{N}_{C_0/\mathbb{P}^3} \to \mathcal{N}_2$. Computations on degrees show that $r^*\mathcal{N}_1 \cong \mathcal{O}(4)$ and $r^*\mathcal{N}_2 \cong \mathcal{O}(6)$.

It is clear that $T$ has equation $(y^2 = x^3)$ in some analytic coordinate $(x, y, z)$ of $\mathbb{P}^3$. Moreover, the tangent vector $\partial/\partial x$ spans a $G$-invariant sub-line bundle $\mathcal{N}_1'$ of $\mathcal{N}_{C_0/\mathbb{P}^3}$. Since the $G$-action on $C_0 \cong \mathbb{P}^1$ is transitive, we know that either $\mathcal{N}_1' = \mathcal{N}_1$ or $\mathcal{N}_1' \oplus \mathcal{N}_1 \cong \mathcal{N}_{C_0/\mathbb{P}^3}$. The latter case is not possible since $\mathcal{O}(4) \cong \mathcal{N}_1 \hookrightarrow \mathcal{N}_{C_0/\mathbb{P}^3} \cong \mathcal{O}(5)^{\oplus 2}$ does not split. Thus we have $(\partial/\partial x) = \mathcal{N}_1' = \mathcal{N}_1$.

**Theorem 4.3** Let $T$ be the tangent developable surface of twisted cubic curve $C_0$ in $\mathbb{P}^3$. Let $c \in (0, 1)$ be a rational number. Then $(\mathbb{P}^3, cT)$ is K-semistable (resp. K-polystable) if and only if $c \leq \frac{9}{13}$ (resp. $c < \frac{9}{13}$).

**Proof** We first show the statement for K-semistability. For the “only if” part, we use Fujita-Li’s valuative criteria Theorem 2.3. Denote by $\mu : Y_0 \to \mathbb{P}^3$ the $(2, 3)$-weighted blow up of $\mathbb{P}^3$ along the twisted cubic curve $C_0$ in the local coordinates $(x, y)$ defined by $\mathcal{N}_1$ and $\mathcal{N}_2$ from Proposition 4.2. Let $E_0$ be the exceptional divisor of $\mu$. Then we know that $E_0 \cong \text{Proj}_{\mathbb{P}^1} \text{Sym}(\mathcal{E}_2 \oplus \mathcal{E}_3)$ where $\mathcal{E}_2 := \mathcal{O}(4) \cong t^*\mathcal{N}_1'$, $\mathcal{E}_3 := \mathcal{O}(6) \cong t^*\mathcal{N}_2'$, $\text{Sym}(\mathcal{E}_2 \oplus \mathcal{E}_3)$ is a $\mathbb{Z}_{\geq 0}$-graded $\mathcal{O}_{\mathbb{P}^1}$-algebra, and each $\mathcal{E}_i$ has degree $i$. Denote by $\tilde{T}$ the strict transform of $T$ in $Y_0$. From the local computation that the $(2, 3)$ blow-up normalizes the cusp, we see that $\tilde{T}$ is the normalization of $T$, so by [27, p. 31], $\tilde{T} \cong \mathbb{P}^1 \times \mathbb{P}^1$. Denote the two pencil of rulings on $\tilde{T}$ by $R$ and $C$ respectively, such that $\mu_*R$ is a tangent line of $C_0$ and $\mu_*C$ is a conic curve. Denote by $H := \mu^*\mathcal{O}(1)$.

Then we have the following relations:

$$(H \cdot R) = 1, \quad (H \cdot C) = 2, \quad (E_0 \cdot R) = 1, \quad (E_0 \cdot C) = 1. \quad (4.1)$$

Moreover, we have $\tilde{T} = 4H - 6E_0$ and $-KY_0 = 4(H - E_0)$. 

\({\bigstar}\)
**Claim.** $H - E_0$ (and hence $-K_{Y_0}$) is nef and big on $Y_0$.

**Proof of claim.** We first show that $H - E_0$ is nef. Indeed, since $4H - 4E_0 \sim \tilde{T} + 2E_0$, it suffices to show that $(H - E_0)|_{\tilde{T}}$ and $(H - E_0)|_{E_0}$ are both nef. Since $\tilde{T} \cong \mathbb{P}^1 \times \mathbb{P}^1$ with $R$ and $C$ as two rulings, (4.1) implies that $((H - E_0) \cdot R) = 0$, $((H - E_0) \cdot C) = 1$. Hence $(H - E_0)|_{\tilde{T}}$ is nef. Denote by $F$ the fiber of the $\mathbb{P}^1$-bundle $E_0 \to C_0$. Let $\Delta_\tilde{T} := \tilde{T} \cap E_0$. It is clear that $E_0 \cong \mathbb{P}^1 \times \mathbb{P}^1$ with $F$ and $\Delta_\tilde{T}$ as the two rulings. Since $\Delta_\tilde{T} \sim R + C$ in $\tilde{T}$, (4.1) implies that $((H - E_0) \cdot \Delta_\tilde{T}) = 1$. Moreover, we know that $(H \cdot F) = (\mathcal{O}_{\mathbb{P}^3}(1) : \mu_* F) = 0$ and $-E_0|_{E_0} \sim \mathcal{O}_{E_0}(1)$, hence $(-E_0 \cdot F) = 1$. Thus $((-H - E_0) \cdot F) = 1$. This implies that $(H - E_0)|_{E_0}$ is also nef.

Next we show that $H - E_0$ is big. This is done by computing the self-intersection number of $H - tE_0$ for $t \in [0, 1]$ and observing that the computation in the previous paragraph also shows that $H - tE_0$ is nef for $t \in [0, 1]$. It is clear that

$$H|_{\tilde{T}} \sim 2R + C, \quad E_0|_{\tilde{T}} \sim R + C, \quad \tilde{T}|_{\tilde{T}} \sim 2R - 2C.$$ 

Hence

$$(H^3) = 1, \quad (H^2 \cdot \tilde{T}) = 4, \quad (H \cdot \tilde{T}^2) = -2, \quad (\tilde{T}^3) = -8.$$ 

Using the fact that $E_0 = \frac{1}{6}(4H - \tilde{T})$, we see

$$(H - tE_0)^3 = ((1 - \frac{2}{3}t)H + \frac{t}{6}\tilde{T})^3 = 1 - \frac{3}{2}t^2 + \frac{2}{3}t^3.$$ 

When $0 \leq t \leq 1$ this is also the volume of $H - tE_0$ since it is nef. Thus

$$\text{vol}_{Y_0}(H - E_0) = \frac{1}{6} > 0$$

which implies that $H - E_0$ is big. The claim is proved.

Next we compute the $S$-invariant of $E_0$. Since $-K_{Y_0}$ is nef and big, and $Y_0$ has only quotient singularities which are klt, we know that $-K_{Y_0}$ (and hence $H - E_0$) is semi-ample. The ample model of $H - E_0$ gives a divisorial contraction $g : Y_0 \to Y'_0$ which contracts $\tilde{T}$ to a smooth rational curve by contracting $R$ to a point. By computation (using the intersection theory above), we have

$$g^*g_*(H - tE_0) = H - tE_0 + \left(\frac{1 - t}{2}\right)\tilde{T} = H - tE_0$$

$$+ \left(\frac{1 - t}{2}\right)(4H - 6E_0) = (3 - 2t)(H - E_0).$$
Therefore, if \(1 < t < \frac{3}{2}\), the divisor \(H - tE_0\) is big and by Zariski decomposition we know that

\[
\text{vol}(H - tE_0) = \text{vol}(g^*(g_*(H - tE_0))) = \text{vol}((3 - 2t)(H - E_0)) = \frac{(3 - 2t)^3}{6}.
\]

Therefore,

\[
\int_0^\infty \text{vol}(H - tE_0)dt = \int_0^1 \left(1 - \frac{3}{2}t^2 + \frac{2}{3}t^3\right)dt + \int_{1}^{3/2} \frac{(3 - 2t)^3}{6}dt = \frac{11}{16}.
\]

Thus we know that

\[
A_{(\mathbb{P}^3, cT)}(E_0) = 5 - 6c, \quad S_{(\mathbb{P}^3, cT)}(E_0) = \frac{11}{16}(4 - 4c).
\]

So if \((\mathbb{P}^3, cT)\) is K-semistable, then Theorem 2.3 implies that \(5 - 6c \geq \frac{11}{16}(4 - 4c)\) which is equivalent to \(c \leq \frac{9}{13}\). Thus we have shown the “only if” part for K-semistability.

Next, we show the “if” part for K-semistability. By interpolation of K-stability [3, Proposition 2.13], it suffices to show that \((\mathbb{P}^3, \frac{9}{13}T)\) is K-semistable. Consider the \(G = \text{PGL}(2, \mathbb{C})\)-action on \(\mathbb{P}^3\) which preserves the twisted cubic curve \(C_0\). By Theorem 2.7, it suffices to show that \(\beta_{(\mathbb{P}^3, \frac{9}{13}T)}(F) \geq 0\) for any \(G\)-invariant prime divisor \(F\) of plt type over \((\mathbb{P}^3, \frac{9}{13}T)\). Since there are only three \(G\)-orbits in \(\mathbb{P}^3\): \(C_0, T \setminus C_0,\) and \(\mathbb{P}^3 \setminus T\), we know that either \(F = T\) or \(F\) is centered at \(C_0\). The first case is easy. For the second case, notice that localizing \((\mathbb{P}^3, \frac{9}{13}T)\) at the generic point of \(C_0\) produces a singularity analytically isomorphic to \((\mathbb{A}^2, \frac{9}{13}(y^2 = x^3))\). Hence the \(2, 3\)-weighted blow up in \((x, y)\) produces the only \(G\)-invariant divisor \(E_0\) of plt type centered at \(C_0\) by Lemma 4.4. Therefore, the above computations show that \(\beta_{(\mathbb{P}^3, \frac{9}{13}T)}(E_0) = 0\).

Thus \((\mathbb{P}^3, \frac{9}{13}T)\) is K-semistable. This finishes the proof for K-semistability.

Finally, we show the statement for K-polystability. Since \(T\) is GIT polystable by [61,90], Theorem 3.4 implies that \((\mathbb{P}^3, \epsilon T)\) is GIT polystable for \(0 < \epsilon \ll 1\). Thus [3, Proposition 2.13] implies that \((\mathbb{P}^3, cT)\) is K-polystable when \(0 \leq c < \frac{9}{13}\). Moreover, since \((\mathbb{P}^3, cT)\) is K-unstable for any \(c > \frac{9}{13}\) from the “only if” part for K-semistability, [3, Proposition 3.18] implies that \((\mathbb{P}^3, \frac{9}{13}T)\) is not K-polystable. Thus the proof is finished.

**Lemma 4.4** The klt singularity \(0 \in (\mathbb{A}^2, \frac{9}{13}(y^2 = x^3))\) admits a unique plt blow-up given by the \((2, 3)\)-weighted blow-up in \((x, y)\).
Proof Let $E \subset Y \xrightarrow{\pi} \mathbb{A}^2$ be the $(2, 3)$-weighted blow-up in $(x, y)$. Let $\Gamma$ be the different divisor on $E$, i.e. $K_E + \Gamma = (K_Y + E + \pi^{-1}_* D)|_E$ where $D = \frac{9}{13}(y^2 = x^3)$. Then it is not hard to see that $(E, \Gamma) \cong (\mathbb{P}^1, \frac{1}{2}[0] + \frac{9}{13}[1] + \frac{2}{3}[\infty])$. Hence $\alpha(E, \Gamma) = (1 - \max\{\frac{1}{2}, \frac{9}{13}, \frac{2}{3}\})(2 - \deg(\Gamma)) = \frac{24}{11} > 1$, which means that $(E, \Gamma)$ is an exceptional log Fano pair, i.e. there is at most exceptional divisor over it with log discrepancy one (see [85, Definition 4.1]). Thus [85, Section 4] implies that $E$ is the unique Kollár component over $0 \in (\mathbb{A}^2, D)$.

\[\square\]

4.2 Construction of $X_u$

Let $\mathcal{E} := \mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(-4) \oplus \mathcal{O}_{\mathbb{P}^1}(-6)$ be a rank 3 vector bundle over $\mathbb{P}^1$. Denote by $\mathcal{E}_i$ the $i$-th direct summand line bundle of $\mathcal{E}$ for $i = 1, 2, 3$. Denote by $\mathbb{P}\mathcal{E} := \text{Proj}_{\mathbb{P}^1} \text{Sym} \mathcal{E}$ where $\text{Sym} \mathcal{E}$ is a $\mathbb{Z}_{\geq 0}$-graded $\mathcal{O}_{\mathbb{P}^1}$-algebra such that each line bundle $\mathcal{E}_i$ has degree $i$. Thus $p : \mathbb{P}\mathcal{E} \rightarrow \mathbb{P}^1$ is a $\mathbb{P}(1, 2, 3)$-bundle. It is clear that

\[p_* \mathcal{O}_{\mathbb{P}\mathcal{E}}(1) \cong \mathcal{O}_{\mathbb{P}^1},\]
\[p_* (\mathcal{O}_{\mathbb{P}\mathcal{E}}(2) \otimes p^* \mathcal{O}_{\mathbb{P}^1}(4)) \cong \mathcal{O}_{\mathbb{P}^1}(4) \oplus \mathcal{O}_{\mathbb{P}^1},\]
\[p_* (\mathcal{O}_{\mathbb{P}\mathcal{E}}(3) \otimes p^* \mathcal{O}_{\mathbb{P}^1}(6)) \cong \mathcal{O}_{\mathbb{P}^1}(6) \oplus \mathcal{O}_{\mathbb{P}^1}(2) \oplus \mathcal{O}_{\mathbb{P}^1}.

Let $x \in H^0(\mathbb{P}\mathcal{E}, \mathcal{O}_{\mathbb{P}\mathcal{E}}(1))$, $y \in H^0(\mathbb{P}\mathcal{E}, \mathcal{O}_{\mathbb{P}\mathcal{E}}(2) \otimes p^* \mathcal{O}_{\mathbb{P}^1}(4))$, and $z \in H^0(\mathbb{P}\mathcal{E}, \mathcal{O}_{\mathbb{P}\mathcal{E}}(3) \otimes p^* \mathcal{O}_{\mathbb{P}^1}(6))$ be non-zero sections in the last direct summand of the right-hand-side in each isomorphism above.

By the Euler sequence for weighted projective bundles (see [38, Ex. III.8.4] and [26]), we have

\[\mathcal{O}(-K_{\mathbb{P}\mathcal{E}}) \sim \pi^* (\mathcal{E}_1^\vee \otimes \mathcal{E}_2^\vee \otimes \mathcal{E}_3^\vee) \otimes \pi^* \mathcal{O}_{\mathbb{P}^1}(-K_{\mathbb{P}^1}) \otimes \mathcal{O}_{\mathbb{P}\mathcal{E}}(1 + 2 + 3) \cong p^* \mathcal{O}_{\mathbb{P}^1}(12) \otimes \mathcal{O}_{\mathbb{P}\mathcal{E}}(6).\]

(4.2)

It is clear that

\[p_* \mathcal{O}_{\mathbb{P}\mathcal{E}}(6) \cong \mathcal{E}_3^\otimes 2 \oplus (\mathcal{E}_1 \otimes \mathcal{E}_2 \otimes \mathcal{E}_3) \oplus (\mathcal{E}_1^\otimes 3 \otimes \mathcal{E}_3) \oplus \mathcal{E}_2^\otimes 3 \oplus (\mathcal{E}_1^\otimes 2 \otimes \mathcal{E}_2^\otimes 2) \oplus (\mathcal{E}_1^\otimes 3 \otimes \mathcal{E}_2) \oplus \mathcal{E}_1^\otimes 6.\]

Thus any section $s \in H^0(\mathbb{P}\mathcal{E}, \mathcal{O}_{\mathbb{P}\mathcal{E}}(-K_{\mathbb{P}\mathcal{E}}))$ can be uniquely expressed as

\[s = az^2 + f_2 xyz + f_6 x^3 z + by^3 + f_4 x^2 y^2 + f_8 x^4 y + f_1 x^6,\]

where $f_j \in H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(j))$.

Let $H_\mathcal{E} \subset |\mathcal{O}_{\mathbb{P}\mathcal{E}}(1)|$ be the Weil divisor defined by $(x = 0)$. Let $T_\mathcal{E}$ be the anti-canonical divisor on $\mathbb{P}\mathcal{E}$ defined by $(z^2 - y^3 = 0)$. Then $T_\mathcal{E}$ and $H_\mathcal{E}$
intersect transversally along a smooth curve \( C = V(x, z^2 - y^3) \) which is a section of \( \mathbb{P}^E \to \mathbb{P}^1 \). Let \( h : \mathbb{P}^E \to \mathbb{P}^E \) be the \((2,1)\)-weighted blow up along the divisors \((T, H)\). Let \( \widetilde{E} \) be the exceptional divisor of \( h \). Denote by \( \widetilde{H} \) and \( \widetilde{T} \) the strict transforms of \( H \) and \( T \) in \( \mathbb{P}^E \) respectively. It is clear that \( \widetilde{H} \cong H \cong \mathbb{P}^1 \times \mathbb{P}^1 \).

**Proposition 4.5** With the above notation, \( \mathbb{P}^E \) is a Gorenstein canonical weak Fano threefold, i.e. \(-K_{\mathbb{P}^E}\) is nef and big. We call its anti-canonical model \( X_u \). Then \( X_u \) is a Gorenstein canonical Fano threefold. Moreover, the birational morphism \( \psi : \mathbb{P}^E \to X_u \) contracts \( \widetilde{H} \) to an isolated singularity \( o \in X_u \), and is isomorphic elsewhere.

**Proof** From the geometry of the weighted blow-up \( h \) we know that \( \mathbb{P}^E \) has quotient singularities along three disjoint smooth rational curves in \( \widetilde{H} \), where two curves are of type \( \frac{1}{2} (1, 1, 0) \), and the rest is of type \( \frac{1}{3} (1, 2, 0) \). Thus \( \mathbb{P}^E \) is Gorenstein canonical.

Let \( S \) be an anti-canonical divisor on \( \mathbb{P}^E \) defined by \((z^2 = y^3 + f_8 x^4 y + f_{12} x^6)\) where \( f_8 \) and \( f_{12} \) are general degree 8 and 12 binary forms respectively. By [40, Chapter 11 §2] we have that \( S \to \mathbb{P}^1 \) is a smooth elliptic K3 surface with a section \( C \), i.e. a smooth unigonal K3 surface, as the discriminant does not vanish for general binary forms \( f_8 \) and \( f_{12} \). Denote by \( F \) a general elliptic fiber on \( S \). Then since \((C^2) = -2\) we know that \( mF + C \) is ample on \( S \) whenever \( m \geq 3 \). It is easy to see that \( S \) and \( T \) are tangent along \( C \) which implies that \( \text{ord}_{\widetilde{E}}(S) = 2 \). Denote by \( \widetilde{S} \) the strict transform of \( S \) in \( \mathbb{P}^E \). Thus \( \widetilde{S} = h^*S - 2\widetilde{E} \sim h^*(-K_{\mathbb{P}^E}) - 2\widetilde{E} \sim -K_{\mathbb{P}^E} \) because \( A_{\mathbb{P}^E}(\widetilde{E}) = 3 \). By (4.2), we know that \(-K_{\mathbb{P}^E}|S \sim 12F + 6C \). Thus

\[-K_{\mathbb{P}^E}|\widetilde{S} \sim h^*(12F + 6C) - 2\widetilde{E}|\widetilde{S} \sim 4h^*(3F + C \).

Since \( h : \widetilde{S} \sim S \), we know that \(-K_{\mathbb{P}^E}|\widetilde{S} \) is ample. Because \(-K_{\mathbb{P}^E} \sim \widetilde{S} \), it has non-negative intersection with any curve not contained in \( \widetilde{S} \), so this implies that \(-K_{\mathbb{P}^E} \) is nef. Furthermore, this implies \((-K_{\mathbb{P}^E})^2 = (-K_{\mathbb{P}^E}) \cdot \widetilde{S} \geq 0 \), so by [54, Theorem 2.2.16], \(-K_{\mathbb{P}^E} \) is big. By the Kawamata–Shokurov basepoint free theorem [47, Theorem 3.3], \(-K_{\mathbb{P}^E} \) is semiample with ample model \( X_u \).

Moreover, \( \widetilde{S} \) is disjoint from \( \widetilde{H} \) which implies that \(-K_{\mathbb{P}^E}|\widetilde{H} \sim 0 \). Thus \( \widetilde{H} \) is contracted under \( \psi \) to a single point. Since \( h \circ p \) realizes \( \widetilde{H} \) as a \( \mathbb{P}^1 \)-bundle over \( \mathbb{P}^1 \), we know that the curve classes \( O(1, 0) \) and \( O(0, 1) \) on \( \widetilde{H} \) are not proportional in \( N_1(\mathbb{P}^E) \). Since \( \mathbb{P}^E \) has Picard rank 3, if we only contract \( \widetilde{H} \) from \( \mathbb{P}^E \) then the resulting variety has Picard rank 1 which has to be \( X_u \). This implies that \( \psi \) is isomorphic away from \( \widetilde{H} \).

Denote by \( o = \psi(\widetilde{H}) \) the unique singular point of \( X_u \). Since \( \widetilde{S} \sim -K_{\mathbb{P}^E} \) is disjoint from \( \widetilde{H} = \text{Exc}(\psi) \), we know that \( \psi_*\widetilde{S} \sim -K_{X_u} \) does not
pass through \( o \). Thus \(-K_{X_u}\) is Cartier. Moreover, we have \( \psi^*(-K_{X_u}) = \psi^*(-K_{\widetilde{E}}) = -K_{\widetilde{E}}|_{\widetilde{H}_E} \sim 0 \). Thus \(-K_{X_u}\) is ample on \( X_u \), and \( \psi \) is crepant birational. Thus \( X_u \) is canonical as \( \widetilde{P}E \) is canonical. Therefore, \( X_u \) is a Gorenstein canonical Fano threefold.

** Proposition 4.6** With the above notation, \( E_0 \) induces a \( K \)-polystable degeneration \((X_u, \frac{9}{13} T_0)\) of \((\mathbb{P}^3, \frac{9}{13} T)\).

**Proof** We perform the following birational transformations,

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{f} & \mathcal{X}^+ \\
\mathbb{P}^3 \times \mathbb{A}^1 & \xrightarrow{\mu} & \mathcal{Y} & \xrightarrow{\psi} & \mathcal{Z} \\
Y_0 \cup \mathbb{P}E & \xrightarrow{g} & Y_0' \cup \widetilde{\mathbb{P}E} & \xrightarrow{h} & X_u
\end{array}
\]

where in the central fiber we have

\[
\begin{array}{ccc}
\mathbb{P}^3 & \xrightarrow{\mu} & Y_0 \cup \mathbb{P}E & \xrightarrow{g} & Y_0' \cup \widetilde{\mathbb{P}E} & \xrightarrow{h} & X_u \cup \mathbb{P}E
\end{array}
\]

Recall that \( C_0 \subset T \) denotes the twisted cubic curve. Using notation from Theorem 4.3 and Proposition 4.5, the maps are as follows:

1. \( \mu : \mathcal{X} \to \mathbb{P}^3 \times \mathbb{A}^1 \) is the \((2, 3, 1)\)-weighted blow up along \( C_0 \) in the central fiber, where \( Y_0 \) is the strict transform of \( \mathbb{P}^3 \times \{0\} \) and \( \mathbb{P}E \) is the exceptional divisor.
2. \( f : \mathcal{X} \dashrightarrow \mathcal{X}^+ \) is the flip of \( \widetilde{T} \) induced by the contraction \( g \) of the rulings \( R \) of \( \widetilde{T} \) in the central fiber. The strict transform of \( Y_0 \) is \( Y_0' \) and the strict transform of \( \mathbb{P}E \) is \( \widetilde{\mathbb{P}E} \).
3. \( \psi : \mathcal{X}^+ \to \mathcal{Z} \) is the divisorial contraction of \( Y_0' \).

We elaborate on these maps below.

The first morphism \( \mu : \mathcal{X} \to \mathbb{P}^3 \times \mathbb{A}^1 \) is the \((2, 3, 1)\)-weighted blow up of \( \mathbb{P}^3 \times \mathbb{A}^1 \) along \( C_0 \), in local coordinates \((x, y, t)\), where \( x, y \) are as in Theorem 4.3, whose exceptional divisor \( \mathbb{P}E \) is a \( \mathbb{P}(1, 2, 3) \) bundle over \( C_0 \). In the central fiber, this is the \((2, 3)\)-weighted blow up of \( \mathbb{P}^3 \) along \( C_0 \subset T \).

Let \( R \) and \( C \) denote the two pencils of rulings (\( \mu_* R \) is a tangent line of \( C_0 \), and \( \mu_* C \) is a conic curve). With this notation, \( g \) is the flipping contraction obtained by contracting the rulings \( R \) of \( \widetilde{T} \), the strict transform of \( T \) in the central fiber, and the flip \( f \) flips \( \widetilde{T} \subset \mathcal{X} \). Indeed, the rulings \( R \) are contractible, and the computations in Theorem 4.3 imply that they generate a \( K_X + T \)-negative extremal ray in \( \mathcal{X} \), where \( T \) is the family of surfaces. Using the local

\[\square\] Springer
structure of $\mathcal{X}$ as a fibration over $C_0$, we can obtain an explicit description of the flip. Along $C_0$, using the local coordinates $(x, y)$ in the central fiber, $T$ has equation $y^2 = x^3$ and $\mu$ normalizes the cusp. Consider $\mathcal{X}$ as a fibration of surfaces in a neighborhood of $p \in C_0$. In each fiber $\mathcal{X}_p = Y_0 \cup \mathbb{P}(1, 2, 3)$, the normal bundle of $R$ is $N_{R/\mathcal{X}_p} = \mathcal{O}_R(-2) \oplus \mathcal{O}_R(-1)$ by computation, so the contraction $g$ creates a $\frac{1}{3}(1, 1)$ singularity at $q \in Y'_0$ and the map $h$ is the $(2, 1)$ weighted blow up of $q$ in $\mathbb{P}(1, 2, 3)$. The structure of the central fiber of $\mathcal{X}^+$ is therefore exactly as described in Proposition 4.5, so in the central fiber, the strict transform of $T$ is $\tilde{T}_E$ in $\tilde{\mathcal{P}}E$. Recall from Proposition 4.5 that $T_E$ is the anti-canonical divisor on $\tilde{\mathcal{P}}E$ defined by $(z^2 - y^3 = 0)$, and by construction, the strict transform of $T$ under the first morphism $\mu$ in $\tilde{\mathcal{P}}E$ is an anti-canonical divisor with this equation.

The last morphism $\psi$ is the divisorial contraction of $Y'_0$, and $X_u$ is the image of $\tilde{\mathcal{P}}E$ under $\psi$. Indeed, an easy computation shows that curves in $Y'_0$ are $K_{\mathcal{X}^+}$-negative, and Proposition 4.5 shows that $Y'_0 \cap \tilde{\mathcal{P}}E$ is contractible in $\tilde{\mathcal{P}}E$, but $Y'_0$ has Picard rank one, hence is contractible in $\mathcal{X}^+$ to $Z$. Let $T_0$ be the central fiber of the strict transform of $T$ in $Z$, which is the image of $\tilde{T}_E \subset \tilde{\mathcal{P}}E$ under $\psi$.

Finally, we show that $(X_u, \frac{9}{13} T_0)$ is K-polystable. By Proposition 4.3, the log Fano pair $(\mathbb{P}^3, \frac{9}{13} T)$ is K-semistable but not K-polystable. Let $G := \text{PGL}(2, \mathbb{C})$ as in the proof of Theorem 4.3. Then Proposition 2.8 implies that there exists a $G$-invariant special divisor $F$ over $(\mathbb{P}^3, \frac{9}{13} T)$ which induces a K-polystable degeneration and $\beta(\mathbb{P}^3, \frac{9}{13} T)(F) = 0$. Since $F$ is $G$-invariant of plt type by Lemma 2.6, from the proof of Theorem 4.3 there are only two such divisors: $T$ or $E_0$, and the $\beta$-invariant of $E_0$ (resp. of $T$) is zero (resp. non-zero). Hence $F = E_0$ and the proof is finished. \qed

In particular, a consequence of Proposition 4.6 is that $X_u$ admits a $\mathbb{Q}$-Gorenstein smoothing to $\mathbb{P}^3$. Let $L$ be the $\mathbb{Q}$-Cartier Weil divisor on $X_u$ obtained as the limit of $\mathcal{O}_{\mathbb{P}^3}(1)$ according to Lemma 3.3. The next result determines the Cartier index of $L$.

**Lemma 4.7** With the above notation, the Cartier index of $L$ on $X_u$ is 4.

**Proof** By Lemma 3.3 and Proposition 4.5, we know that $L$ is a $\mathbb{Q}$-Cartier Weil divisor on $X_u$ such that $4L \sim -K_{X_u}$ is Cartier. Thus the Cartier index of $L$ divides 4. Recall that $h : \tilde{\mathcal{P}}E \to \mathbb{P}^1$ is a $(2, 1)$-weighted blow up along $(T_E, H_E)$ where the center $C_E$ is a section of $\mathbb{P}E \to \mathbb{P}^1$. Hence on $\tilde{\mathcal{P}}E$ the divisor $\tilde{T}_E := h^{-1}_* T_E$ and the $h$-exceptional divisor $\tilde{E}_E$ have transverse intersection along a section of $\tilde{\mathcal{P}}E \to \mathbb{P}^1$. Denote by $R_E$ a fiber of $E_E \to \mathbb{P}^1$. Then the above argument implies that $(\tilde{T}_E \cdot R_E) = 1$. By the proof of Proposition 4.5, we know that $\tilde{T}_E \sim -K_{\tilde{\mathcal{P}}E} = \psi^*(-K_{X_u}) \sim 4\psi^* L$. Thus we have $(L \cdot \psi^* R_E) = \frac{1}{4} (\tilde{T}_E \cdot R_E) = \frac{1}{4}$ which implies that $L$ has Cartier index 4. \qed
4.3 GIT for Weierstrass models of unigonal K3 surfaces

By construction of $X_0$, the surface $T_0$ has the structure of a Weierstrass elliptic fibration over the twisted cubic curve. Repeating these birational transforms for any family $(\mathbb{P}^3 \times \mathbb{A}^1, \mathcal{T})$ whose central fiber $T_0$ is the tangent developable surface, the new central fiber also has this structure. These elliptic surfaces naturally live inside (birational models of) $\mathbb{P}\mathcal{E}$, a $\mathbb{P}(1, 2, 3)$ bundle over $C_0$.

Next, we relate this construction to GIT for Weierstrass elliptic surfaces. Clearly we have $\mathbb{A}^2 \cong \mathbb{P}(1, 2, 3)$-bundle over $\mathbb{P}(1, 2, 3)$. As above, let $\mathcal{E} = O_{\mathbb{P}^1} \oplus O_{\mathbb{P}^1}(-4) \oplus O_{\mathbb{P}^1}(-6)$ and let $\mathcal{E}_i$ denote the $i$th direct summand line bundle where $\mathcal{E}_i$ has degree $i$. Then we obtain the $\mathbb{P}(1, 2, 3)$ bundle $p: \mathbb{P}\mathcal{E} \to \mathbb{P}^1$, where $\mathbb{P}\mathcal{E} := \text{Proj}_{\mathbb{P}^1} \text{Sym} \mathcal{E}$. Consider the affine space $\mathbb{A} := H^0(\mathbb{P}^1, O_{\mathbb{P}^1}(8)) \oplus H^0(\mathbb{P}^1, O_{\mathbb{P}^1}(12))$ of dimension 22 parametrizing pairs $(A, B)$ of degree 8 and 12 binary forms respectively. In this way, for each pair $(A, B) \in \mathbb{A}$ one can associate a Weierstrass elliptic surface $S_{(A,B)} \in |-K_{\mathbb{P}\mathcal{E}}|$ whose equation is given by

$$S_{(A,B)} = (z^2 = y^3 + Ax^4y + Bx^6),$$

where $x, y, z$ have degrees one, two, and three respectively. Note that $S_{(0,0)} = T_0$ by definition.

The discriminant divisor $4A^3 + 27B^2$ vanishes at the singular fibers, and for every point $p \in \mathbb{P}^1$, one has $\text{ord}_p(A) \leq 3$ or $\text{ord}_p(B) \leq 5$. The latter condition is equivalent to the surface having only ADE singularities. Furthermore, one can show that a pair $(A, B)$ satisfying these conditions yields a unigonal K3 surface with ADE singularities, and vice versa.

Next, we introduce the GIT set-up for Weierstrass elliptic surfaces. Clearly the affine space $\mathbb{A}$ admits an $(\text{SL}(2, \mathbb{C}) \times \mathbb{G}_m)$-action given by

$$(g, t) \cdot (A, B) := (i^4A \circ g, t^6B \circ g).$$

Let $\mathcal{P} := [(\mathbb{A}\backslash\{0\})/\mathbb{G}_m]$ be the weighted projective stack where $\mathbb{G}_m$ acts as above. Let $\mathcal{P}$ be the weighted projective space as the coarse moduli space of $\mathcal{P}$. Then we have $\mathcal{P} \cong \mathbb{P}(2^9, 3^{13})$. The $\text{SL}(2, \mathbb{C})$-action on $\mathbb{A}$ descends to an $\text{SL}(2, \mathbb{C})$-action on $(\mathcal{P}, O_{\mathcal{P}}(1))$. We say that a non-zero pair $(A, B) \in \mathbb{A}\backslash\{0\}$ is GIT (poly/semi)stable if $[A, B] \in \mathcal{P}$ is GIT (poly/semi)stable with respect to the $\text{SL}(2, \mathbb{C})$-action on $(\mathcal{P}, O_{\mathcal{P}}(1))$. Denote by $\mathbb{A}^{ss} \subset \mathbb{A}\backslash\{0\}$ the GIT semistable open locus.

In [76], Miranda constructs a compact moduli space parametrizing Weierstrass fibrations over $\mathbb{P}^1$ using GIT following the above discussion. In particular, Miranda gives (see [76, Proposition 5.1]) a criterion for when a pair $(A, B)$ is GIT (semi)stable based on the valuations.
Remark 4.8 Before stating the following theorem, we point out that Miranda’s setup (and the discussion that follows in [1,80]) considers Weierstrass elliptic surfaces embedded in a $\mathbb{P}^2$ bundle, instead of a $\mathbb{P}(1, 2, 3)$ bundle, which is more convenient for our work. The same results hold in our setup, as the underlying surfaces are the same.

**Theorem 4.9** If $(A, B) \in A \setminus \{0\}$ is GIT semistable, then the surface $S_{(A,B)}$ is slc.

**Proof** See [80, Proposition 7.4] for an explicit description of the GIT compactification of Weierstrass elliptic surfaces (see also [1, Section 10]). $\square$

**Lemma 4.10** Let $S \in | - K_{X_u}|$ be an anti-canonical divisor. If $S$ does not pass through the singular point $o \in X_u$, then there exists an automorphism $\varphi \in \text{Aut}(X_u)$ such that $(X_u, \varphi^* S)$ is the birational transform of $(\mathbb{P}E, S_{(A,B)})$ for some $(A, B) \in A$. Moreover, $S$ is isomorphic to the Weierstrass elliptic surface $S_{(A,B)}$.

**Proof** Recall from Proposition 4.5 that there is a diagram $\mathbb{P}E \xrightarrow{h} \widetilde{\mathbb{P}E} \xrightarrow{\psi} X_u$ where $h$ is a weighted blow-up and $\psi$ is taking the anti-canonical model. Let $S_E := h_\ast \psi^* S$. Then we know that $\text{ord} \tilde{E}_E(S_E) = 2$ which implies that $S_E$ is tangent to $T_E$ along the curve $C_E$. Thus by (4.3) we know that $S_E$ has the equation $(a(z^2 - y^3) + f_6 x^3 z + f_4 x^2 y^2 + f_8 x^4 y + f_{12} x^6 = 0)$. Since $o \notin S$, we know that $S_E$ does not contain $H_E = (x = 0)$ which implies $a \neq 0$. Hence we may assume that $a = 1$. Let $\varphi_E \in \text{Aut}(\mathbb{P}E)$ be $\varphi_E(x, y, z) := (x, y + \frac{f_4}{2} x^2, z - \frac{f_6}{2} x^3)$. Then clearly $\varphi_E^* S_E$ is defined by the equation $(z^2 = y^3 + A x^4 y + B x^6)$ which is a Weierstrass elliptic surface, i.e. $\varphi_E^* S_E = S_{(A,B)}$. Hence $\varphi_E$ induces the desired $\varphi \in \text{Aut}(X_u)$. Since $S_E$ is tangent to $T_E$ along $C_E$, we know that $h_{\ast} S_E$ is isomorphic to $S_E$ and disjoint with $\widetilde{H}_E$, which implies $S = \psi_\ast (h_{\ast}^{-1} S_E) \cong h_{\ast}^{-1} S_E \cong S_E$. $\square$

By Lemma 4.10, every unigonal K3 surface $S_{(A,B)}$ with ADE singularities is isomorphic to an anti-canonical divisor $S \in | - K_{X_u}|$ not passing through $o$. Since the ample $\mathbb{Q}$-Cartier divisor $L$ on $X_u$ is Cartier away from $o$, and $(L^2 \cdot S) = \frac{1}{16} (-K_{X_u})^3 = 4$, we know that every polarized unigonal K3 surface of degree 4 is isomorphic to some $(S, L|_S)$.

**Theorem 4.11** Let $S, S' \in | - K_{X_u}|$ be two divisors where $o \notin S$ and $o \in S'$. Let $(A, B) \in A$ be a pair such that $\varphi^* S$ is the birational transform of $S_{(A,B)}$ for some $\varphi \in \text{Aut}(X_u)$.

(1) $(X_u, \frac{9}{13} S)$ is always K-semistable, and it is K-polystable if and only if $\varphi^* S = T_0$;

(2) if $c \in (\frac{9}{13}, 1) \cap \mathbb{Q}$, then $(X_u, cS)$ is K-(poly/semi)stable if and only if $(A, B) \in A \setminus \{0\}$ is GIT (poly/semi)stable;
(3) if \( c \in (0, \frac{9}{13}) \cap \mathbb{Q} \), then \((X_u, cS)\) is K-unstable;
(4) \((X_u, cS')\) is K-unstable for any rational \( c \in (0, 1) \).

Proof For simplicity, we always assume that \( \varphi \) is the identity as guaranteed by Lemma 4.10, i.e. \( S = \psi^*_s(h^{-1}_{s_1}(A,B)) \) for some \((A, B) \in \mathbb{A} \).

(1) Since \( \lim_{t \to 0}(t^4A, t^6B) = (0, 0) \), the \( \mathbb{G}_m \)-action on \( \mathbb{A} \) induces a special degeneration of \((X_u, \frac{9}{13}S)\) to \((X_u, \frac{9}{13}T_0)\) which is K-polystable by Proposition 4.6. Hence it follows from openness of K-semistability [18,98] and the fact that \((X_u, S) \not\cong (X_u, T_0)\) whenever \((A, B) \neq (0, 0)\).

(2) To start with, notice that \((\mathbb{P}^3, cT)\) admits a special degeneration to \((X_u, cT_0)\) for \( c \leq \frac{9}{13} \). Since \((\mathbb{P}^3, cT)\) is K-polystable for \( c < \frac{9}{13} \) by Theorem 4.3, we know that \((X_u, cT_0)\) is K-unstable for \( c < \frac{9}{13} \). Since \((X_u, \frac{9}{13}T_0)\) is K-polystable by Proposition 4.6, we know that \((X_u, cT_0)\) is K-unstable for any \( c \neq \frac{9}{13} \) by [3, Proposition 3.18]. Thus we may assume \((A, B) \neq 0\).

We first show the “only if” part, that is, K implying GIT. This follows from the Paul-Tian criterion [3, Theorem 2.22]. There is a universal family of Weierstrass elliptic surfaces \((\mathbb{P}E \times \mathbb{A}, S_E, A) \to \mathbb{A} \) where the fiber over \((A, B) \in \mathbb{A} \) is \((\mathbb{P}E, (z^2 = y^3 + Ax^4y + Bx^6))\). By performing the weighted blow-up \( h \) and anti-canonical morphism \( \psi \) in families, we obtain a universal family \((X_u \times \mathbb{A}, S_A) \to \mathbb{A} \). Clearly the \( \mathbb{G}_m \)-action on \( \mathbb{A} \) lifts naturally to \( \mathbb{P}E \times \mathbb{A} \) (where \( t \cdot ([x, y, z], (A, B)) := ([tx, y, z], (t^4A, t^6B)) \)) and \( X_u \times \mathbb{A} \) such that both \( S_{E, A} \) and \( S_A \) are \( \mathbb{G}_m \)-invariant. Hence taking the stacky quotient of \( \mathbb{G}_m \) over \( \mathbb{A} \), we obtain a \( \mathbb{Q} \)-Gorenstein log Fano family \( \pi_P : (\mathcal{X}_P, S_P) \to \mathcal{P} \). We show that the assumptions of [3, Theorem 2.22] are satisfied for \( \pi_P : (\mathcal{X}_P, cS_P) \to \mathcal{P} \) when \( c \in (\frac{9}{13}, 1) \). Assumptions (a) and (b) are straightforward. For assumption (c), it suffices to show that the CM line bundle \( \lambda_{CM, \pi_P, cS_P} \) descends to an ample \( \mathcal{Q} \)-line bundle \( \lambda_{\mathcal{P}, c} \) on \( \mathcal{P} \) for \( c \in (\frac{9}{13}, 1) \). For a general choice of \((A, B)\), the surface \( S \) is klt which implies that \((X_u, S)\) is plt. Hence Theorem 2.10 implies that \((X, (1 - \epsilon)S)\) uniformly K-stable for \( 0 < \epsilon \ll 1 \). Thus interpolation [3, Proposition 2.13] implies that \((X_u, cS)\) is uniformly K-stable for any \( c \in (\frac{9}{13}, 1) \). Thus [23,84,100] implies that \( \Lambda_{\mathcal{P}, c} \) is big, hence it is ample since \( \mathcal{P} \) has Picard rank 1. Thus the proof of the “only if” part is finished by [3, Theorem 2.22].

For the “if” part, notice that by Theorem 4.9 any GIT semistable \( S \) is slc. Thus \((X_u, cS)\) is K-semistable for any \( c \in (\frac{9}{13}, 1) \) by part (1) and interpolation for K-stability [3, Proposition 2.13]. For a general choice of \((A, B)\), the above discussion shows that \((X_u, cS)\) is K-stable for any \( c \in (\frac{9}{13}, 1) \). If \( S \) is GIT polystable, then it suffices to show that \((X_u, (\frac{9}{13} + \epsilon)S)\) is K-polystable, since then \((X_u, cS)\) is K-polystable by interpolation [3, Proposition 2.13]. Let \((X_0, (\frac{9}{13} + \epsilon)S_0)\) be the K-polystable degeneration of \((X_u, (\frac{9}{13} + \epsilon)S)\). Then we know that \((X_0, \frac{9}{13}S_0)\) is K-semistable. Since \((X_u, \frac{9}{13}T_0)\) is the K-polystable degeneration of \((X_u, \frac{9}{13}S)\), by [68] we have a sequence of special degener-
actions \((X_u, \frac{9}{13} S) \rightsquigarrow (X, \frac{9}{13} S_0) \rightsquigarrow (X_u, \frac{9}{13} T_0)\). This implies that \(X \cong X_u\) and \(S_0\) does not pass through the singular point on \(X\). We may assume that \(X = X_u\) for simplicity. By Lemma 4.10, we can find a 1-parameter family of automorphisms \((\varphi_t) \in \Aut(X_u)\) over a pointed curve \((B, 0)\) such that 
\[ \varphi_t^* S(t \neq 0) \text{ and } \varphi_0^* S_0 \text{ are all in Weierstrass form, and } \lim_{t \to 0} \varphi_t^* S = \varphi_0^* S_0. \]
Since \((X_u, (\frac{9}{13} + \epsilon) \varphi_0^* S_0)\) is K-polystable, we know that \(\varphi_0^* S_0 \neq T_0\), i.e. \(\varphi_0^* S_0\) corresponds to a non-zero pair \((A_0, B_0) \in \A\). By the “only if” part, \((A_0, B_0)\) is GIT polystable. Hence the separatedness of GIT quotient implies that \([A, B]\) and \([A_0, B_0]\) belong to the same \(\SL(2, \mathbb{C})\)-orbit in \(\P\). In particular, 
\[ (X_u, (\frac{9}{13} + \epsilon) S) \cong (X_u, (\frac{9}{13} + \epsilon) S_0) \text{ are K-polystable. The proof is finished.} \]

(3) Assume to the contrary that \((X_u, c S)\) is K-semistable for some \(c < \frac{9}{13}\). By openness of K-semistability [18, 98], we may choose \(S\) such that \((A, B)\) is a general pair of binary forms. Thus \((A, B)\) is GIT stable which implies that \((X, (\frac{9}{13} + \epsilon) S)\) is K-stable by part (2). By interpolation [3, Proposition 2.13] we know that \((X, \frac{9}{13} S)\) is K-stable, contradicting part (1). Thus part (3) is proved.

(4) By Proposition 4.5, the divisor \(S'\) is Cartier as \(X_u\) is Gorenstein. Besides, the birational morphism \(\psi : \mathbb{P}^1 \to X_u\) contracts the prime divisor \(\widetilde{H}_{c}\) \(\in X_u\), where \(\widetilde{H}_{c} \cong \mathbb{P}^1 \times \mathbb{P}^1\) and \(K_{\mathbb{P}^1} \mid \widetilde{H}_{c} \sim 0\). Hence by adjunction we have 
\[ \widetilde{H}_{c} \mid \widetilde{H}_{c} = K_{\widetilde{H}_{c}} + \Gamma \text{ where } \Gamma \text{ is the different divisor. Denote the two families of fibers of } \mathbb{P}^1 \times \mathbb{P}^1 \text{ by } F_a \text{ and } F'_b \text{ for } a, b \in \mathbb{P}^1. \]
Then by construction we have that \(\Gamma = \frac{1}{2} F_0 + \frac{1}{2} F_1 + \frac{2}{3} F_\infty\) under a suitable choice of coordinates. Thus \(A_{X_u}(\widetilde{H}_{c}) = 1\) and 
\[ \text{vol}_{X_u, o}(\widetilde{H}_{c}) = (-K_{\widetilde{H}_{c}} - \Gamma)^2 = \frac{4}{3}. \]
Here we refer to the survey article [59] for the background of normalized volumes. Since \(S\) is Cartier and passes through \(o = \psi(\widetilde{H}_{c})\), we have \(\text{ord}_{\widetilde{H}_{c}}(S) \geq 1\). Hence we have 
\[ \rhom_{(X_u, c S), o}(\widetilde{H}_{c}) = (A_{X_u}(\widetilde{H}_{c}) - \text{cord}_{\widetilde{H}_{c}}(S))^2 \text{vol}_{X_u, o}(\widetilde{H}_{c}) \leq \frac{4}{3}(1 - c)^3. \]
On the other hand, we have 
\[ \frac{27}{64}(\frac{9}{13} - c) S^3 = 27(1 - c)^3 > \rhom_{(X_u, c S), o}(\widetilde{H}_{c}), \]
which implies that \((X_u, c S)\) is K-unstable by [58].

### 4.4 Deformation theory of \(X_u\)

In this subsection, we show that the allowed deformations of \(X_u\) are unobstructed, and any such small deformation of \(X_u\) is isomorphic to itself or \(\mathbb{P}^3\).

In the moduli stack \(\overline{\mathcal{M}}_{3,64}^{\text{sm}, \delta \geq \epsilon_0}\), we only consider deformations induced by the index one cover of the \(\Q\)-Cartier Weil divisor \(L\) that is the limit of \(O_{\mathbb{P}^3}(1)\), see Lemma 3.3. In the case of \(X_u\), the divisor \(L\) is 4-Cartier by Lemma 4.7. Springer
Lemma 4.12 The unique singular point $o \in X_u$ admits a special degeneration to an orbifold cone singularity $x_0 \in X_{u,0}$. Under this special degeneration, the divisor $L$ degenerates to a $\mathbb{Q}$-Cartier Weil divisor $L_0$ on $X_{u,0}$, whose Cartier index is 4. Moreover, the index one cover $Y \to X_{u,0}$ of $L_0$ is a toric Gorenstein canonical singularity of the form $(xy - zw = 0) \subset \mathbb{A}^4/\mu_3$, where the action of $\mu_3$ is given by $\zeta_3 \cdot (x, y, z, w) = (\zeta_3 x, \zeta_3^2 y, \zeta_3^2 z, \zeta_3 w)$ with $\zeta_3 = e^{2\pi i/3}$.

Proof By construction from Sect. 4.2 and the proof of Theorem 4.11(4), we know that $(\tilde{H}_\mathcal{E}, \Gamma) \cong (\mathbb{P}^1 \times \mathbb{P}^1, \frac{1}{2}F_0 + \frac{1}{2}F_1 + \frac{3}{2}F_\infty)$ and $\tilde{H}_\mathcal{E}|_{\tilde{H}_\mathcal{E}} = K_{\tilde{H}_\mathcal{E}} + \Gamma$ where $\Gamma$ is the different divisor. Thus $\tilde{H}_\mathcal{E}$ induces a special degeneration of $(o \in X_u)$ to the orbifold cone $X_{u,0} := C_\mathcal{O}(\mathbb{P}^1 \times \mathbb{P}^1, -K_{\mathbb{P}^1 \times \mathbb{P}^1} - \Gamma)$ (as defined in [71, Section 2.4] and [74, Section 2.4]). The notion of special degeneration in the local setting comes from Kollár components over the singular point (c.f. [99, Definition 4.24]). Since $X_{u,0}$ is an anti-canonical cone over a klt log Fano pair with standard coefficients, it is Gorenstein canonical ([51, Lemma 3.1, Proposition 3.14]).

Let $L_0$ be the degeneration of $L$ to $X_{u,0}$. Then clearly $4L_0 \sim -K_{X_{u,0}}$ is Cartier, and $2L_0$ is not Cartier because $2L$ is not Cartier. Thus we can take an index 1 cover $Y \to X_{u,0}$ of $L_0$ which has degree 4. In fact, there is a local universal cover of $o \in X_{u,0}$ as follows:

$$C_\mathcal{O}(\mathbb{P}^1 \times \mathbb{P}^1, \mathcal{O}(1, 1)) \to C_\mathcal{O}(\mathbb{P}^1 \times \mathbb{P}^1, \mathcal{O}(2, 2)) \to C_\mathcal{O}(\mathbb{P}^1 \times \mathbb{P}^1, -K_{\mathbb{P}^1 \times \mathbb{P}^1} - \Gamma).$$

Here the first map is raising the polarization to the second tensor power, and the second map comes from the quotient map $\mathbb{P}^1 \to (\mathbb{P}^1, \frac{1}{2}[0] + \frac{1}{2}[1] + \frac{2}{3}[\infty])$ of degree 6, induced by the $\mathbb{G}_3$-action on $\mathbb{P}^1$ generated by $[u_0, u_1] \mapsto [u_0, \zeta_3 u_1]$ and $[u_0, u_1] \mapsto [u_1, u_0]$. Thus we have a group of order 12 (isomorphic to a binary dihedral group) acting on the singularity $C_\mathcal{O}(\mathbb{P}^1 \times \mathbb{P}^1, \mathcal{O}(1, 1))$ whose quasi-étale quotient is precisely $x_0 \in X_{u,0}$.

Since $L_0$ has Cartier index 4, the index 1 cover of $L_0$ on $X_{u,0}$ is a $\mu_3$-quotient of the singularity $C_\mathcal{O}(\mathbb{P}^1 \times \mathbb{P}^1, \mathcal{O}(1, 1))$. Let $\tilde{Y} := (xy - zw = 0) \subset \mathbb{A}^3$, where

$$(x, y, z, w) = (u_0v_0, u_1v_1, u_1v_0, u_0v_1).$$

The group $\mu_3$ acts on $\mathbb{P}^1$ as generated by $[u_0, u_1] \mapsto [u_0, \zeta_3 u_1]$. After lifting to the anti-canonical cone $C_\mathcal{O}(\mathbb{P}^1 \times \mathbb{P}^1, \mathcal{O}(2, 2))$, the $\mu_3$-action becomes $(u_0^2, u_0u_1, u_1^2) \mapsto (\zeta_3^2 u_0^2, u_0u_1, \zeta_3 u_1^2)$ where $v_0^2$, $v_0v_1$, and $v_1^2$ are $\mu_3$-invariant. Thus the only lifting of $\mu_3$-action on $\tilde{Y}$ is given by $(x, y, z, w) \mapsto (\zeta_3 x, \zeta_3^2 y, \zeta_3^2 z, \zeta_3 w)$. \qed
Therefore, we must understand the deformation theory of these singularities. Because they are toric Gorenstein threefold singularities, Altmann’s method described in [11] applies to compute the miniversal deformation space.

**Lemma 4.13** The singularity \( 0 \in Y = (xy = zw) \subset \mathbb{A}^4 / \mu_3 \) with above action of \( \mu_3 \) is isomorphic to the affine toric Gorenstein threefold singularity \( V \) defined by the cone in \( \mathbb{R}^3 \) with two dimensional polytope \( Q \) as the hyperplane section \( t = 1 \) pictured below.
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**Proof** Let \( M' = \mathbb{Z}^3 \) be the standard lattice. Let \( \omega \subset M'_R = \mathbb{R}^3 \) be the cone generated by \((0, 0, 1), (1, 1, 1), (1, 0, 1), \) and \((0, 1, 1)\) corresponding to the variables \( x, y, z, \) and \( w \). Then the toric variety \( \tilde{Y} := \mathbb{C}[x, y, z, w]/(xy - zw) \) is isomorphic to \( \text{Spec} \mathbb{C}[\omega \cap M'] \). Let \( N' := \text{Hom}(M', \mathbb{Z}) = \mathbb{Z}^3 \) and \( \sigma = \omega^\vee \subset N'_R = \mathbb{R}^3 \), then computations shows that \( \sigma \) is generated by \((1, 0, 0), (0, 1, 0), (0, -1, 1), \) and \((-1, 0, 1)\). The \( \mu_3 \)-action on \( \tilde{Y} \) induces an index 3 sublattice \( M \subset M' \) corresponding to \( \mu_3 \)-invariant monomials. It is clear that \( xz, \frac{w}{x}, \) and \( x^3 \) are \( \mu_3 \)-invariant. Thus \( M \) is generated by \((1, 0, 2), (0, 1, 0), (0, 0, 3)\) which correspond to the above three \( \mu_3 \)-invariant monomials. Let \( N = \text{Hom}(M, \mathbb{Z}) \) be the dual lattice. Then computing dual basis shows that \( N \) is generated by \((1, 0, 0), (0, 1, 0), \) and \((-\frac{2}{3}, 0, \frac{1}{3})\). We pick a new basis \( \tilde{v}_1 = (1, -1, 0), \tilde{v}_2 = (-\frac{2}{3}, 0, \frac{1}{3}), \) and \( \tilde{v}_3 = (0, 1, 0) \) of \( N \). Then under the basis \( \tilde{v}_i \), the cone \( \sigma \) is generated by

\[
\tilde{v}_1 + \tilde{v}_3 = (1, 0, 0), \quad \tilde{v}_3 = (0, 1, 0), \quad 2\tilde{v}_1 + 3\tilde{v}_2 + \tilde{v}_3 = (0, -1, 1), \quad \text{and} \quad \tilde{v}_1 + 3\tilde{v}_2 + \tilde{v}_3 = (-1, 0, 1).
\]

This shows that \( Y = \tilde{Y}/\mu_3 \) corresponds to the polytope \( Q \) from the picture as

\[
Q = \{(a, b) \in \mathbb{R}^2 \mid a\tilde{v}_1 + b\tilde{v}_2 + \tilde{v}_3 \in \sigma\}.
\]

The proof is finished. \( \square \)

**Proposition 4.14** The base of the miniversal deformation space for the singularity \( 0 \in Y \) is a smooth curve. In particular, the singularity \( 0 \in Y \) has unobstructed deformations.

Springer
Proof A more general result is proved in [82, Proposition 4.4 (ii)]. We provide a proof here for readers’ convenience. The miniversal base space of a toric Gorenstein threefold singularity is determined by the corresponding two-dimensional polytope. Indeed, in [11, Theorem 5.1], Altmann constructs a flat deformation over a base space $\tilde{M}$ from the polytope, and proves it is the miniversal deformation space in [11, Corollary 7.2]. For more information on the construction of $\tilde{M}$, see [11, Definition 2.2, Theorem 2.4].

To obtain equations for the space $\tilde{M}$, label the edges of the polytope $Q$ in a counterclockwise fashion starting at the origin: $d_1 = (1, 0)$, $d_2 = (1, 3)$, $d_3 = (-1, 0)$, $d_4 = (-1, -3)$. Define the vector valued polynomial $g_k(t) = \sum_{i=1}^{d_i} t^i$. The inner products $\langle g_k(t), (1, 0) \rangle$ and $\langle g_k(t), (0, 1) \rangle$ define two polynomials $g_k, x(t)$ and $g_k, y(t)$. We define the ideal $J = \{ g_k, x(t), g_k, y(t) \mid k \geq 1 \} \subset \mathbb{C}[t_1, t_2, t_3, t_4]$. Let $M = \text{Spec } \mathbb{C}[t_1, t_2, t_3, t_4]/J \subset \mathbb{A}^4$. By [11, Theorem 7.4], $M$ is defined by equations in $\mathbb{C}[t_i - t_j]$, and the miniversal base space $\tilde{M}$ is defined by $J \cap \mathbb{C}[t_i - t_j]$, or the pre-image of $M$ under the canonical projection $\mathbb{C}^4 \to \mathbb{C}^4/\mathbb{C} \cdot (1, 1, 1, 1)$.

Plugging in the values of $d^i$, we see that $J$ is defined by the equations $t_1^k + t_2^k - t_3^k - t_4^k$ and $3t_2^k - 3t_4^k$, for $k \geq 1$ which reduces to $t_1 - t_3$ and $t_2 - t_4$. Hence, $M = \text{Spec } \mathbb{C}[t_1, t_2]$, and $\tilde{M} = \text{Spec } \mathbb{C}[t_1 - t_2] \cong \mathbb{A}^1$. Therefore, the miniversal base space of the singularity $Y$ is a smooth curve, so $Y$ has unobstructed deformations.

The miniversal base space of the singular point of $X_{u,0}$ where $L_0$ deforms in a $\mathbb{Q}$-Gorenstein family is given by the $\mathbb{Z}/(4)$-invariant part of the miniversal base space of $Y$, which is a proper subspace of $\tilde{M}$. However, by construction $x_0 \in X_{u,0}$ deforms to $o \in X_u$ which admits a smoothing to $\mathbb{P}^3$, so the miniversal base space must be at least one-dimensional. Therefore, it must be all of $\tilde{M}$ and we obtain the following corollary.

**Corollary 4.15** The singularities $x_0 \in X_{u,0}$ and $o \in X_u$ are formally isomorphic. As a result, the singular point $o \in X_u$ has unobstructed deformations where $L$ deforms in a $\mathbb{Q}$-Gorenstein family.

To finish the study of the deformation theory of $X_u$, we must show that there are no local-to-global obstructions in extending the local deformation to a global deformation of $X_u$, which is done by the following lemma.

**Lemma 4.16** There are no local-to-global obstructions for deformations of $X_u$.

Proof By [83, Proposition 2.3], it suffices to show that $H^2(X_u, T_{X_u}) = 0$. 

$\Box$ Springer
For simplicity, write $X = X_u$. By construction of $X$, there is a small $\mathbb{Q}$-factorialization $\pi : Z \to X$ such that $Z$ has $D_5$ singularities along an irreducible curve, contracted to the singular point $o \in X$. The map $\psi : \widetilde{\mathbb{P}E} \to X$ factors through $\pi$ and the fibration structure of $\widetilde{\mathbb{P}E} \to \mathbb{P}^1$ descends to a fibration $f : Z \to \mathbb{P}^1$. Furthermore, $f : Z \to \mathbb{P}^1$ is an isotrivial fibration of $\mathbb{Q}$-Fano surfaces $S$ each with an isolated $D_5$ singularity. In a neighborhood of any point $p$ in the singular locus of $Z$, the threefold looks like $S \times T$, where $T$ is a smooth curve.

From the five-term exact sequence from the Leray spectral sequence

$$H^p(X, R^q\pi_*T_Z) \Rightarrow H^{p+q}(Z, T_Z)$$

and the fact that $\pi_*T_Z = T_X$, there is a sequence

$$0 \to H^1(X, T_X) \to H^1(Z, T_Z) \to H^0(X, R^1\pi_*T_Z) \to H^2(X, T_X) \to H^2(Z, T_Z).$$

In fact, this can be extended to

$$0 \to H^1(X, T_X) \to H^1(Z, T_Z) \to H^0(X, R^1\pi_*T_Z) \to H^2(X, T_X) \to H^2(Z, T_Z).$$

as in general the second-to-last term is $\ker H^2(Z, T_Z) \to H^0(X, R^2\pi_*T_Z)$, but the latter is 0 as the fibers of $\pi$ have dimension at most 1. In the following Lemma, we will show that $R^1\pi_*T_Z = 0$, so we find that $H^1(X, T_X) = H^1(Z, T_Z)$ and $H^2(X, T_X) = H^2(Z, T_Z)$.

Finally, we show that $H^2(Z, T_Z) = 0$. First note that $T_Z$ and its dual $\Omega_Z^{[1]}$ are Cohen–Macaulay: their restriction to any (Cartier) fiber $S$ of $f : Z \to \mathbb{P}^1$ is $S_2$ and $\dim S = 2$, so the restriction to the Cartier fiber is Cohen Macaulay. (To see that the restriction is $S_2$, one may use the sequence $0 \to \mathcal{O}_S(-S) \to \Omega^{[1]}_Z|_S \to \Omega^{[1]}_S \to 0$; shown to be exact using the description of $Z$ as a fibration over $\mathbb{P}^1$.) By Serre Duality, then $H^2(Z, T_Z) = H^1(Z, \Omega^{[1]}_Z|K_Z)^\vee$.

The proof that $H^1(Z, \Omega^{[1]}_Z|K_Z) = 0$ then follows by the same logic used in [77, Proposition 4]. The input [77, Proposition 2] holds (and the proof holds verbatim), replacing $Z$ by $X$ and $Y$ by $X_u$ in the author’s notation, i.e. if $D$ is an anticanonical section of $X_u$ and $D'$ its strict transform on $Z$, we have $\text{Pic}(Z) \to \text{Pic}(D')$ is injective. Therefore, from the standard exact sequence

$$0 \to \mathbb{Z} \to \mathcal{O} \to \mathcal{O}^\times \to 0$$

and vanishing of $H^i(Z, \mathcal{O}_Z)$ for $i > 0$, we have an injection $H^2(Z, \mathbb{Z}) \to H^2(D', \mathbb{Z})$. Because $Z$ has only quotient singularities, it is a $V$-manifold as in
[95, Theorem pg. 4], and the Hodge structure is pure and \( H^{1,1}(Z) \) is identified with \( H^1(Z, \Omega^1_Z) \). By Hodge theory, the injection on cohomology then induces an injection on the parts of the Hodge decomposition \( H^{p,q}(Z) \to H^{p,q}(D') \) with \( p+q = 2 \). Therefore, we have an injection \( H^1(Z, \Omega^1_Z) \to H^1(D', \Omega^1_{D'}) \).

Noting that the exact sequences in the proof of [77, Proposition 4] are exact replacing \( \Omega^1_Z \) with \( \Omega^1_{\Sigma} \) because \( D' \) does not intersect \( Z \), the argument shows that \( H^2(Z, T_Z) = 0 \).

**Lemma 4.17** In the notation as in the proof of Lemma 4.16, we have \( R^1\pi_* T_Z = 0 \).

**Proof** Recall that \( \psi : \tilde{\mathcal{E}} \to X_u \) is taking the anti-canonical model. From the construction of \( Z \), we know that \( \psi \) factors as \( \tilde{\mathcal{E}} \xrightarrow{\theta} Z \xrightarrow{\pi} X_u \) where both \( \theta \) and \( \pi \) are crepant birational. Since \( \tilde{\mathcal{E}} \) and \( Z \) are both Gorenstein canonical with quotient singularities, applying [94, Lemma 1.11] (see also [35, Theorem 1.4]) to a common log resolution of them yields that \( \theta_* \Omega^2_{\tilde{\mathcal{E}}} \cong \Omega^2_Z \). Thus we have

\[
\theta_* T_{\tilde{\mathcal{E}}} = \theta_* (\Omega^2_{\tilde{\mathcal{E}}} \otimes \omega^\vee_Z) = \theta_* (\Omega^2_{\tilde{\mathcal{E}}} \otimes \theta^* \omega^\vee_Z) \\
\cong (\theta_* \Omega^2_{\tilde{\mathcal{E}}} \otimes \omega^\vee_Z \cong \Omega^2_Z \otimes \omega^\vee_Z = T_Z.
\]

From the first two terms of Leray spectral sequence, we have that \( R^1\pi_* T_Z \) injects into \( R^1\psi_* T_{\tilde{\mathcal{E}}} \). Thus it suffices to show \( R^1\psi_* T_{\tilde{\mathcal{E}}} = 0 \).

Recall that \( X_{u,0} = C_d(\mathbb{P}^1 \times \mathbb{P}^1, -K_{\mathbb{P}^1 \times \mathbb{P}^1} - \Gamma) \) is the orbifold cone where \( \Gamma = \frac{1}{2} F_0 + \frac{1}{2} F_1 + \frac{2}{3} F_\infty \). Let \( W \) be the total space of the orbifold line bundle \( K_{\mathbb{P}^1 \times \mathbb{P}^1} + \Gamma \), i.e.

\[
W := \text{Spec} \bigoplus_{m=0}^{\infty} \mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1} ([m(-K_{\mathbb{P}^1 \times \mathbb{P}^1} - \Gamma)]).
\]

Let \( \Sigma \) be the zero section of \( W \). Denote by \( \Delta_{\Sigma} \) the different of \((W, \Sigma)\) on \( \Sigma \). Thus we know that \( \psi_0 : W \to X_{u,0} \) provides the Kollár component \((\Sigma, \Delta_{\Sigma}) \cong (\mathbb{P}^1 \times \mathbb{P}^1, \Gamma) \). From the proof of Lemma 4.12 and Corollary 4.15 we know that the formal isomorphism between \( X_u \) and \( X_{u,0} \) lifts to a formal isomorphism between \( \tilde{\mathcal{E}} \) and \( Z \) along \( \tilde{H}_0 \) and \( \Sigma \). Thus it suffices to prove \( R^1\psi_0_* T_W = 0 \) which is equivalent to \( H^1(W, T_W) = 0 \) as \( X_{u,0} \) is affine.

Recall from the proof of Lemma 4.12 that there is a finite Galois morphism \( \tau_{\tilde{X}} : \tilde{X} \to X_{u,0} \) where \( \tilde{X} := C_d(\mathbb{P}^1 \times \mathbb{P}^1, \mathcal{O}(2, 2)) \) and the Galois group is \( \mathfrak{S}_3 \). Let \( \tilde{W} \) be the total space of the line bundle \( \mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1}(-2, -2) \) with zero section \( \tilde{\Sigma} \). Then \( \tilde{\psi} : \tilde{W} \to \tilde{X} \) is the blow-up of the cone vertex providing the Kollár component \( \tilde{\Sigma} \cong \mathbb{P}^1 \times \mathbb{P}^1 \). Then the quotient map \( \tau_{\tilde{X}} \) lifts to a quotient
map \( \tau : \tilde{W} \to W \) by the action of \( \mathcal{G}_3 \) which gives the following commutative diagram:

\[
\begin{array}{ccc}
\tilde{W} & \xrightarrow{\tau} & W \\
\downarrow{\psi} & & \downarrow{\psi_0} \\
\tilde{X} & \xrightarrow{\tau_{\tilde{X}}} & X_{\mu,0}
\end{array}
\]

From the proof of Lemma 4.12, we know that \( \tau \) is quasi-étale, and \( \tau |_{\tilde{X}} : \tilde{X} \to \Sigma \) is the quotient map of the effective \( \mathcal{G}_3 \)-action on \( \tilde{X} \cong \mathbb{P}^1 \times \mathbb{P}^1 \). Thus \( \tau \) is also quasi-étale. By [49, Theorem 3], we know that \( \Omega_{W}^{[1]} \cong (\tau_* \Omega_{W}^{[1]})^{\mathcal{G}_3} \). Since \( \tau \) is quasi-étale and \( \Omega_{W}^{[1]} \) is reflexive, we know that \( \tau_* \Omega_{W}^{[1] \vee} \) is also reflexive. This implies that \( ((\tau_* \Omega_{W}^{[1]})^{\mathcal{G}_3})^{\vee} \cong ((\tau_* \Omega_{W}^{[1] \vee})^{\vee})^{\mathcal{G}_3} \). Since \( \psi : \tilde{\mathbb{P}^2} \to X_{\mu,0} \) is crepant between Gorenstein normal varieties, so is \( \psi_0 : W \to X_{\mu,0} \). In particular, \( W \) is normal and Gorenstein. By construction, \( \tilde{W} \) is smooth hence also normal and Gorenstein. Applying Lemma 4.18 to the morphism \( \tau \) and sheaf \( \Omega_{W}^{[1]} \), we have that

\[
T_{W} = (\Omega_{W}^{[1] \vee})^{\vee} = (\tau_* \Omega_{W}^{[1] \vee})^{\vee} = (\tau_* (\Omega_{W}^{[1] \vee})^{\mathcal{G}_3} = (\tau_* T_{\tilde{W}})^{\mathcal{G}_3}.
\]

Since \( T_{W} = (\tau_* T_{\tilde{W}})^{\mathcal{G}_3} \) is a direct summand of \( \tau_* T_{\tilde{W}} \), we have that \( H^1(W, T_{W}) \) is a direct summand of \( H^1(W, \tau_* T_{\tilde{W}}) \cong H^1(\tilde{W}, T_{\tilde{W}}) \). Thus it suffices to show \( H^1(\tilde{W}, T_{\tilde{W}}) = 0 \).

Denote by \( f_{\tilde{W}} : \tilde{W} \to \mathbb{P}^1 \times \mathbb{P}^1 \) the \( \mathbb{A}^1 \)-bundle structure. Then we have a short exact sequence

\[
0 \to T_{\tilde{W} / \mathbb{P}^1 \times \mathbb{P}^1} \to T_{\tilde{W}} \to f_{\tilde{W}}^* T_{\mathbb{P}^1 \times \mathbb{P}^1} \to 0.
\]

By the long exact sequence of cohomology, it suffices to show the vanishing of both \( H^1(\tilde{W}, T_{\tilde{W} / \mathbb{P}^1 \times \mathbb{P}^1}) \) and \( H^1(\tilde{W}, f_{\tilde{W}}^* T_{\mathbb{P}^1 \times \mathbb{P}^1}) \).

Denote by \( L_{\tilde{W}} := O_{\mathbb{P}^1 \times \mathbb{P}^1}(2, 2) \). Since \( \tilde{W} \) is the total space of the line bundle \( L_{\tilde{W}}^{\vee} \), we know that \( f_{\tilde{W},*} O_{\tilde{W}} \cong \bigoplus_{m=0}^{\infty} L_{\tilde{W}}^{\otimes m} \), and \( T_{\tilde{W} / \mathbb{P}^1 \times \mathbb{P}^1} = f_{\tilde{W}}^* L_{\tilde{W}}^{\vee} \). Thus we have

\[
H^1(\tilde{W}, T_{\tilde{W} / \mathbb{P}^1 \times \mathbb{P}^1}) = H^1(\tilde{W}, f_{\tilde{W}}^* L_{\tilde{W}}^{\vee}) \cong H^1(\mathbb{P}^1 \times \mathbb{P}^1, f_{\tilde{W},*} f_{\tilde{W}}^* L_{\tilde{W}}^{\vee})
\]

\[
\cong H^1(\mathbb{P}^1 \times \mathbb{P}^1, \bigoplus_{m=-1}^{\infty} L_{\tilde{W}}^{\otimes m}).
\]

By Kodaira vanishing we know that \( H^1(\mathbb{P}^1 \times \mathbb{P}^1, L_{\tilde{W}}^{\otimes m}) = H^1(\mathbb{P}^1 \times \mathbb{P}^1, O(2m, 2m)) = 0 \) for every \( m \in \mathbb{Z} \). Thus we get the vanishing of
\(H^1(\tilde{W}, T_{\tilde{W}/\mathbb{P}^1 \times \mathbb{P}^1}).\) On the other hand, we have

\[
H^1(\tilde{W}, f_{\tilde{W}^*}^* T_{\mathbb{P}^1 \times \mathbb{P}^1}) \cong H^1(\mathbb{P}^1 \times \mathbb{P}^1, f_{\tilde{W},*} f_{\tilde{W}^*}^* T_{\mathbb{P}^1 \times \mathbb{P}^1})
\]

\[
\cong H^1(\mathbb{P}^1 \times \mathbb{P}^1, \bigoplus_{m=0}^{\infty} L^{\otimes m}_{\tilde{W}} \otimes T_{\mathbb{P}^1 \times \mathbb{P}^1}).
\]

Since \(T_{\mathbb{P}^1 \times \mathbb{P}^1} \cong T_{\mathbb{P}^1} \boxtimes T_{\mathbb{P}^1} \cong \mathcal{O}(2, 0) \oplus \mathcal{O}(0, 2),\) by Kodaira vanishing we have

\[
H^1(\mathbb{P}^1 \times \mathbb{P}^1, L^{\otimes m}_{\tilde{W}} \otimes T_{\mathbb{P}^1 \times \mathbb{P}^1}) \cong H^1(\mathbb{P}^1 \times \mathbb{P}^1, \mathcal{O}(2m + 2, 2m) \oplus \mathcal{O}(2m, 2m + 2)) = 0
\]

for every \(m \geq 0.\) Thus the vanishing of \(H^1(\tilde{W}, f_{\tilde{W}^*}^* T_{\mathbb{P}^1 \times \mathbb{P}^1})\) is proved. The proof is finished. \(\square\)

**Lemma 4.18** Let \(f : X \to Y\) be a quasi-étale finite morphism between normal Gorenstein varieties. Let \(G\) be a coherent sheaf on \(X.\) Then we have \((f_* G)^\vee = f_*(G^\vee).\)

**Proof** Since \(f\) is quasi-étale and both \(X\) and \(Y\) are Gorenstein, we know that \(\omega_X = f^* \omega_Y = f^! \omega_Y.\) By Grothendieck duality for finite morphisms (see e.g. [93, Tag 0AU3]), we have

\[
f_* \mathcal{H}om_{\mathcal{O}_X}(G \otimes \omega_X, \omega_X) = \mathcal{H}om_{\mathcal{O}_Y}(f_* (G \otimes \omega_X), \omega_Y). \quad (4.4)
\]

Since \(\omega_X\) is invertible, the left-hand side of \((4.4)\) is

\[
f_* \mathcal{H}om_{\mathcal{O}_X}(G \otimes \omega_X, \omega_X) = f_* \mathcal{H}om_{\mathcal{O}_X}(G, \mathcal{O}_X) = f_*(G^\vee).
\]

For the right-hand side of \((4.4),\) we get

\[
\mathcal{H}om_{\mathcal{O}_Y}(f_* (G \otimes \omega_X), \omega_Y) = \mathcal{H}om_{\mathcal{O}_Y}(f_* (G \otimes f^* \omega_Y), \omega_Y)
\]

\[
= \mathcal{H}om_{\mathcal{O}_Y}((f_* G) \otimes \omega_Y, \omega_Y)
\]

\[
= \mathcal{H}om_{\mathcal{O}_Y}(f_* G, \mathcal{O}_Y)
\]

\[
= (f_* G)^\vee.
\]

Here we use projection formula and the fact that \(\omega_Y\) is invertible. The proof is finished by combining the above equalities. \(\square\)

**Corollary 4.19** The \(\mathbb{Q}\)-Fano threefold \(X_u\) has unobstructed deformations where \(L\) deforms in a \(\mathbb{Q}\)-Gorenstein family, and the miniversal base space is a smooth curve. Moreover, any small deformation of \(X_u\) in \(\overline{\mathcal{M}}_{3,64}^{\text{sm}, \delta \geq \epsilon_0}\) is isomorphic to \(\mathbb{P}^3\) or \(X_u.\)
Definition-Proposition 4.20 Let $c \in (\frac{9}{13}, 1)$ be a rational number. Let $\mathcal{H}_{u,c}$ be the locally closed substack of $\overline{\mathcal{M}}^K_c$ with reduced structure parametrizing $K$-semistable pairs $(X, cS)$ where $X \cong X_u$. Then $\mathcal{H}_{u,c}$ is a closed substack of $\overline{\mathcal{M}}^K_c$.

Denote by $H_{u,c}$ the good moduli space of $\mathcal{H}_{u,c}$. Then $H_{u,c}$ is a closed subscheme of $\overline{\mathcal{M}}^K_c$ that is isomorphic to the GIT quotient $\mathbf{P} \sslash \text{SL}(2, \mathbb{C})$.

Proof We first show that $\mathcal{H}_{u,c}$ is closed which follows from the existence part of valuative criterion for properness of the map $\mathcal{H}_{u,c} \hookrightarrow \overline{\mathcal{M}}^K_c$. Let $(\mathcal{X}, cS) \rightarrow C$ be a $\mathbb{Q}$-Gorenstein family of $K$-semistable log Fano pairs over a smooth pointed curve $0 \in C$ such that $K_{\mathcal{X}/C} + S \sim_C 0$ and $\mathcal{X}_t \cong X_u$ for any $t \in C \setminus \{0\}$. It suffices to show that $x_0 \cong X_u$ as well.

Denote by $C^0 := C \setminus \{0\}$, $\mathcal{X}^0 := \mathcal{X} \times_C C^0$, and $S^0 := S|_{\mathcal{X}^0}$. After replacing $(0 \in C)$ by a quasi-finite cover if necessary, we may assume that $\mathcal{X}^0 \cong X_u \times C^0$. Recall from the proof of Theorem 4.11(2) that there is a universal family $(X_u \times \mathbf{A}, S_{\mathbf{A}}) \rightarrow \mathbf{A}$ parametrizing $(X_u, S_{(A,B)})$ for $(A, B) \in \mathbf{A}$. Hence by a family version of Lemma 4.10, we can find a map $\gamma^0 : C^0 \rightarrow \mathbf{A}$ such that $(\mathcal{X}^0, S^0) \cong (X_u \times \mathbf{A}, S_{\mathbf{A}}) \times_{\gamma^0} C^0$. Since $(\mathcal{X}_t, cS_t)$ is K-semistable for $t \in C^0$, Theorem 4.11(2) implies that $S_t$ is the birational transform of $S_{(A,B)}$ where $(A, B) \in \mathbf{A} \setminus \{0\}$ is GIT semistable. Hence $\gamma^0$ factors as $\gamma^0 : C^0 \rightarrow \mathbf{A}^{ss} \hookrightarrow \mathbf{A}$. Since $\mathbf{A}^{ss} \sslash (\text{SL}(2, \mathbb{C}) \times \mathbb{G}_m) \cong \mathbf{P} \sslash \mathbb{G}_m$ is proper, after replacing $(0 \in C)$ by a further quasi-finite base change we can find $g : C^0 \rightarrow \text{SL}(2, \mathbb{C}) \times \mathbb{G}_m$ and $\gamma' : C \rightarrow \mathbf{A}^{ss}$ such that $\gamma'|_{C^0} = g \cdot \gamma^0$. In particular, we have a K-semistable log Fano family $(X_u \times C, cS') := (X_u \times \mathbf{A}, cS_{\mathbf{A}}) \times_{\gamma'} C$ over $C$ such that $(X_u \times C, cS') \times_C C^0 \cong (\mathcal{X}^0, cS^0)$. Thus $(X_u, cS_0')$ and $(X_0, cS_0)$ are S-equivalent K-semistable log Fano pairs, and by [19] they admit a common K-polystable degeneration $(X'', cS'')$. By Theorem 4.11(2), we have that $X'' \cong X_u$ and $S''$ is the GIT polystable degeneration of $S_0'$. Hence $X_0$ is isomorphic to $X_u$ as it not only specially degenerates to $X_u$ but also comes from an isotrivial degeneration of $X_u$. Thus $\mathcal{H}_{u,c}$ is a closed substack of $\overline{\mathcal{M}}^K_c$.

Finally, we show that $H_{u,c}$ is isomorphic to $\mathbf{P} \sslash \text{SL}(2, \mathbb{C})$. In fact, the universal family $(X_u \times \mathbf{A}, S_{\mathbf{A}}) \times_{\mathbf{A}} \mathbf{A}^{ss}$ parameterizes $c$-K-semistable log Fano pairs by Theorem 4.11(2). After taking quotient of $\text{SL}(2, \mathbb{C}) \times \mathbb{G}_m$, we get a stack morphism $[\mathbf{A}^{ss} / (\text{SL}(2, \mathbb{C}) \times \mathbb{G}_m)] \rightarrow \mathcal{H}_{u,c}$. Thus taking good moduli spaces yields a morphism $\mathbf{P} \sslash \text{SL}(2, \mathbb{C}) \rightarrow H_{u,c}$ which is bijective by Theorem 4.11. By Corollary 4.19 we know that $\mathcal{H}_{u,c}$ is smooth, so $H_{u,c}$ is normal. Therefore, $\mathbf{P} \sslash \text{SL}(2, \mathbb{C}) \rightarrow H_{u,c}$ is an isomorphism. ∎

Theorem 4.21 The K-moduli spaces $\overline{\mathcal{M}}^K_c$ has a wall at $c = \frac{9}{13}$. Moreover, we have
(1) The wall crossing morphism $\phi^- : \overline{M}_{\frac{9}{13}}^{K} - \epsilon \to \overline{M}_{\frac{9}{13}}^{K}$ replaces $\{[\mathbb{P}^3, T]\}$ by $\{(X_u, T_0)\}$, and is isomorphic near $\{(X_u, T_0)\}$.

(2) The wall crossing morphism $\phi^+ : \overline{M}_{\frac{9}{13}}^{K} + \epsilon \to \overline{M}_{\frac{9}{13}}^{K}$ replaces $\{(X_u, T_0)\}$ by the divisor $H_{u, \frac{9}{13}} + \epsilon$.

(3) For any $c \in \frac{9}{13}$, the birational map $\overline{M}_c \to \overline{M}_{\frac{9}{13}}^{K} + \epsilon$ is an isomorphism over a neighborhood of $H_{u, \frac{9}{13}} + \epsilon$.

Proof (1) Let $U_T := \overline{M}^{\text{GIT}}_{64} \setminus W_8$ be an open neighborhood of $[T]$. By (3.1), we know that any $[S] \in U_T \setminus \{[T]\}$ is slc, thus $(\mathbb{P}^3, cS)$ is K-stable for any $c \in (0, 1)$. Since $\text{kst}(\mathbb{P}^3, T) = \frac{9}{13}$ by Theorem 4.3, there are open immersions $U_T \hookrightarrow \overline{M}_c^{K}$ when $c \in (0, \frac{9}{13})$ and $U_T \setminus \{[T]\} \hookrightarrow \overline{M}_c^{K}$ when $c \in [\frac{9}{13}, 1)$. Thus the map $\phi^- : \overline{M}_{\frac{9}{13}}^{K} - \epsilon \to \overline{M}_{\frac{9}{13}}^{K}$ is isomorphic on $U_T \setminus \{[T]\}$. On the other hand, we know that $\phi^-([\mathbb{P}^3, T]) = \{(X_u, T_0)\}$ by Proposition 4.6. By Corollary 4.19, we know that $\overline{M}_{3,64}^{\text{sm}, \delta \geq \epsilon_0}$ is smooth in a neighborhood of $[X_u]$. Thus $\overline{M}_{\frac{9}{13}}^{K}$ is normal near $\{(X_u, T_0)\}$ by Lemma 2.20. By Zariski’s main theorem, we know that $(\phi^-)^{-1}(\{(X_u, T_0)\})$ is connected, thus it has to be the singleton $\{([\mathbb{P}^3, T])\}$. Hence $\phi^-$ is an isomorphism near $\{(X_u, T_0)\}$.

(2) By Theorem 4.11(1) we know that $\phi^+$ contracts $H_{u, \frac{9}{13}} + \epsilon$ to the point $\{(X_u, T_0)\}$. It suffices to show that any $([X, S]) \in \overline{M}_{\frac{9}{13}}^{K} + \epsilon$ whose $\frac{9}{13}$-K-polystable replacement is $\{(X_u, T_0)\}$ satisfies $X \cong X_u$. By Corollary 4.19, we know that $X$ is isomorphic to $\mathbb{P}^3$ or $X_u$. If $X \cong \mathbb{P}^3$, then by interpolation [3, Proposition 2.13] we know that $(X, \frac{9}{13}S)$ is also K-polystable, a contradiction to the uniqueness of K-polystable degenerations [68]. Hence we have $X \cong X_u$.

(3) Let $U_u := (\phi^+)^{-1}(\phi^-(U_T))$. By parts (1) and (2), we have $U_u = (U_T \setminus \{[T]\}) \cup H_{u, \frac{9}{13}} + \epsilon$ as sets. Since every $[S] \in U_T \setminus \{[T]\}$ is slc and GIT polystable, Proposition 3.6 implies that $(\mathbb{P}^3, cS)$ is always K-polystable for $c \in (0, 1)$. Moreover, Theorem 4.11(2) implies that any pair $(X_u, S)$ in $H_{u, \frac{9}{13}} + \epsilon$ is $c$-K-polystable for any $c \in (\frac{9}{13}, 1)$. Thus there are open immersions $U_u \hookrightarrow \overline{M}_c^{K}$ for any $c \in (\frac{9}{13}, 1)$, which implies that the birational map $\overline{M}_c^{K} \to \overline{M}_{\frac{9}{13}}^{K} + \epsilon$ is an isomorphism over $U_u$. The proof is finished.

5 Hyperelliptic K3 surfaces

In this section, we will use the results from [4] to study K-polystable replacements of the locus $W_i$ in $\overline{M}^{\text{GIT}}$ for $i \in \{0, 1, 2, 3, 4, 6, 7, 8\}$ (see Sect. 3.3 for the definition). We will show that the first K-moduli wall crossing extracts the
divisor $H_h$ birationally over the point $W_0 = \{ [2Q] \}$, and subsequential wall crossings precisely replace $W_i$ ($i \geq 1$) by $Z^{i+1} \subset \mathcal{F}$ inside the hyperelliptic divisor $H_h$ as introduced in Sect. 3.4.

5.1 A cone construction for hyperelliptic K3 surfaces

In this subsection, we provide a cone construction to produce K-polystable threefold pairs from K-polystable surface pairs. This is very useful in constructing the K-polystable replacements of the locus $W_i$ in the GIT moduli space based on the replacements from [4].

**Definition 5.1** Let $V$ be a Gorenstein log Del Pezzo surface, that is, a $\mathbb{Q}$-Fano variety of dimension 2 with $K_V$ Cartier.\(^1\) Let $C \in | -2K_V |$ be an effective Cartier divisor defined by a section $s_C \in H^0(V, -2K_V)$ on $V$. Let $X := C_p(V, -K_V) = \operatorname{Proj} \left( \bigoplus_{m \geq 0} \bigoplus_{r=0}^m H^0(V, -rK_V)t^{m-r} \right)$ be the projective cone. Let $S$ be the double cover of $V$ branched along $C$; i.e. $S = (t^2 = s_C)$. Then $S$ is naturally embedded into $X$ as an anti-canonical divisor. We denote this construction by $\mathcal{C}(V, cC) := (X, \frac{4c+1}{3}S)$ where $c \in [0, \frac{1}{2}]$ is a rational number.

**Theorem 5.2** With the above notation, let $c \in [0, \frac{1}{2}]$ be a rational number. Then $(V, cC)$ is K-semistable (resp. K-polystable) if and only if $(X, \frac{4c+1}{3}S) = \mathcal{C}(V, cC)$ is K-semistable (resp. K-polystable).

**Proof** We first treat the “only if” part. Assume that $(V, cC)$ is K-semistable. Let $V_X \subset X$ be the section at infinity. Let $Y := C_p(V, -2K_V)$ be a new projective cone with $V_Y$ the section at infinity. Then there exists a finite morphism $\pi : X \to Y$ as a double cover branched along $V_Y$ and $\pi^*V_Y = 2V_X$. Denote by $\tau : X \to X$ the involution induced by $\pi$. Then it is clear that $S$ is $\tau$-invariant. Denote by $D := S/\tau$ as a divisor in $Y$. Clearly $D$ corresponds to a section of $Y$ such that $D|_{V_Y} = C$. The finite morphism $\pi$ is crepant between $(X, \frac{4c+1}{3})$ and $(Y, \frac{1}{2}V_Y + \frac{4c+1}{3}D)$. Hence by [73, 105] it suffices to show that $(Y, \frac{1}{2}V_Y + \frac{4c+1}{3}D)$ is K-semistable. The natural $\mathbb{G}_m$-action on $Y$ degenerates $D$ to $D_0$ as the cone over $C$. Let $r := \frac{1}{2} - c$ be a positive rational number, hence $-2K_V \sim_{\mathbb{Q}} r^{-1}(-K_V - cC)$. By [71, Proposition 5.3], we know that $(Y, (1 - \frac{r}{2})V_Y + cD_0)$ is K-semistable. Since $1 - \frac{r}{2} = \frac{5}{6} + \frac{c}{3}$, we know that $(Y, (\frac{5}{6} + \frac{c}{3})V_Y + cD)$ is K-semistable since it admits a K-semistable special degeneration. Similarly, since $D$ is also section of $Y$, the roles of $V_Y$ and $D$ are interchangeable and we could alternatively degenerate $V_Y$ to $V_{Y(0)}$, we know that $(Y, cV_Y + (\frac{c}{6} + \frac{c}{3})D)$ is also K-semistable. We know that $(\frac{1}{2}, \frac{4c+1}{3})$ is a

\(^1\) In later discussions, we will very often assume that $V$ is isomorphic to either $\mathbb{P}^1 \times \mathbb{P}^1$ or $\mathbb{P}(1, 1, 2)$.
convex linear combination of \( ((\frac{5}{6} + \frac{\xi}{3}), c) \) and \( (c, (\frac{5}{6} + \frac{\xi}{3})) \) since the sum of two components are the same and \( c < \frac{1}{2} < \frac{5}{6} + \frac{\xi}{3} \). Hence by interpolation ([3, e.g. Proposition 2.13]), we conclude that \((Y, \frac{1}{2}V_Y + 4c+1\frac{1}{3}D)\) is K-semistable. Hence \((X, 4c+1\frac{1}{3}S)\) is K-semistable.

Next we assume that \((V, cC)\) is K-polystable. Since \(\pi\) is a Galois morphism, by [73, 105] it suffices to show that \((Y, \frac{1}{2}V_Y + 4c+1\frac{1}{3}D)\) is K-polystable. By [68] we can choose a special test configuration \((\mathcal{Y}', \frac{1}{2}\mathcal{V}' + 4c+1\frac{1}{3}\mathcal{D}')\) of \((Y, \frac{1}{2}V_Y + 4c+1\frac{1}{3}D)\) whose central fiber \((Y', \frac{1}{2}V' + 4c+1\frac{1}{3}D')\) is K-polystable. In particular, \(\text{Fut}(\mathcal{Y}', \frac{1}{2}\mathcal{V}' + 4c+1\frac{1}{3}\mathcal{D}') = 0\). Denote by \(b := \frac{5}{6} + \frac{c}{3}\). By linearity of the generalized Futaki invariant in coefficients and K-semistability of \((Y, bV_Y + cD)\) and \((Y, cV_Y + bD)\), we know that

\[
\text{Fut}(\mathcal{Y}', b\mathcal{V} + cD) = \text{Fut}(\mathcal{Y}', c\mathcal{V} + bD) = 0. \tag{5.1}
\]

By [68, Theorem 1.4], we know that the analogous statement of [71, Proposition 5.3] for K-polystability is true (see also [74, Proposition 2.11]). Hence \((Y, bV_Y + cD_0)\) is the K-polystable since \((V, cC)\) is K-polystable. In particular, \((Y, bV_Y + cD_0)\) is the K-polystable special degeneration of \((Y, bV_Y + cD)\). By [69] and [68, Lemma 3.1], (5.1) implies that \((Y', bV' + cD')\) is a K-semistable special degeneration of \((Y, bV_Y + cD)\). Thus [68, Theorem 1.3] implies that \((Y, bV_Y + cD_0)\) is isomorphic to the K-polystable special degeneration of \((Y', bV' + cD')\). Thus we have a sequence of special degenerations

\[
(Y, bV_Y + cD) \rightsquigarrow (Y', bV' + cD') \rightsquigarrow (Y, bV_Y + cD_0). \tag{5.2}
\]

By forgetting \(D, D'\), and \(D_0\), we obtain \((Y, bV_Y) \rightsquigarrow (Y', bV') \rightsquigarrow (Y, bV_Y)\).

This implies that \((Y', V') \cong (Y, V_Y)\). Similarly, since \(V_Y\) and \(D\) are symmetric, using the second equality in (5.1) we have that \((Y', D') \cong (Y, V_Y)\). Thus \(Y' \cong Y = C_p(V, -2K_Y)\) where both \(V'\) and \(D'\) are sections in \(V'\). Moreover, since \(D|_{V_Y} = D_0|_{V_Y}\), after restricting (5.2) to \(V_Y\) and \(V'\) we see that \((V, C) \cong (V_Y, D|_{V_Y}) \cong (V', D'|_{V'})\). Hence \((Y', V' + D') \cong (Y, V_Y + D)\) which implies that \((Y, \frac{1}{2}V_Y + 4c+1\frac{1}{3}D)\) is K-polystable.

Next we treat the “if” part for K-semistability. Assume that \((X, 4c+1\frac{1}{3}S)\) is K-semistable, which implies the K-semistability of \((Y, \frac{1}{2}V_Y + 4c+1\frac{1}{3}D)\) from the above discussion. It suffices to show that \((V, cC)\) is K-semistable. Assume to the contrary that \((V, cC)\) is K-unstable. By Theorem 2.3, there exists a prime divisor \(E\) over \(V\) such that \(\beta_{(V,C)}(E) < 0\). Let \(v_t\) be the quasi-monomial valuation on \(Y\) obtained by taking the \((1, t)\)-linear combination of \(\text{ord}_{V_Y}\) and \(\text{ord}_{E_{\infty}}\) where \(E_{\infty}\) is a prime divisor over \(Y\) by taking cone over \(E\). For simplicity, denote by \(\Delta := \frac{1}{2}V_Y + 4c+1\frac{1}{3}D\). Then a simple computation shows that \(A_Y(v_t) = 1 + tA_Y(E), v_t(V_Y) = 1\), and \(v_t(D) = \min\{1, t\text{ord}_E(C)\}\). Hence
we have

\[ A_{(Y, \Delta)}(v_t) = \frac{1}{2} + t A_{(V, cC)}(E) + c \text{ord}_E(C) - \frac{4c + 1}{3} \min\{1, t \text{ord}_E(C)\}. \]  

(5.3)

Next we compute \( S_{(Y, \Delta)}(v_t) \). Let \( L_Y := \mathcal{O}_Y(V_Y) \). Then for \( m \in \mathbb{Z}_{>0} \) it is clear that

\[ H^0(Y, mL_Y) \cong \bigoplus_{i=0}^{m} H^0(V, -2iK_V) \cdot s_0^{m-i}, \]

where \( (s_0 = 0) \) represents the divisor \( V_Y \), and \( s \in H^0(V, -2iK_V) \) corresponds a section in \( H^0(Y, iL_Y) \) by taking the cone. We have that \( v_t(s \cdot s_0^{m-i}) = t \text{ord}_E(s) + (m - i) \) for each non-zero section \( s \in H^0(V, -2iK_V) \). Hence we have

\[ S_{L_Y, m}(v_t) = \frac{1}{m h^0(Y, mL_Y)} \sum_{i=0}^{m} h^0(V, -2iK_V)(2iS_{-K_Y, m}(\text{ord}_E) + (m - i)). \]

(5.4)

Here we refer to [16] for the definition and properties of \( S_m \)-invariants. It is clear that \( h^0(Y, mL_Y) \sim \frac{1}{5} \text{vol}_V(-2K_V)m^3 \) and \( h^0(V, -2iK_V) \sim \frac{1}{2} \text{vol}_V(-2K_V)i^2 \) as \( m, i \to \infty \). By taking limit of (5.4) as \( m \to \infty \), we have that

\[ S_{L_Y}(v_t) = \frac{3}{2} t S_{-K_Y}(E) + \frac{1}{4}. \]

(5.5)

Since \(-K_Y - \Delta \sim_{\mathbb{Q}} 2 \frac{4c}{3}L_Y \) and \(-K_V - cC \sim_{\mathbb{Q}} (1 - 2c)(-K_V) \), (5.5) implies that

\[ S_{(Y, \Delta)}(v_t) = t S_{(V, cC)}(E) + \frac{1 - 2c}{6}. \]

(5.6)

Combining (5.3) and (5.6), we have that

\[ \beta_{(Y, \Delta)}(v_t) = t \beta_{(V, cC)}(\text{ord}_E) + c \text{ord}_E(C) \]

\[ + \frac{c + 1}{3} - \frac{4c + 1}{3} \min\{1, t \text{ord}_E(C)\}. \]

(5.7)

Recall that \( \beta_{(V, cC)}(\text{ord}_E) < 0 \) by our assumption. If \( \text{ord}_E(C) = 0 \), then we see that \( \beta_{(Y, \Delta)}(v_t) < 0 \) for \( t \gg 0 \) which implies that \( (Y, \Delta) \) is K-unstable by Theorem 2.3, a contradiction. If \( \text{ord}_E(C) \neq 0 \), we choose \( t = \frac{1}{\text{ord}_E(C)} \). Then
(5.7) implies that β_{(Y,Δ)}(v_τ) = tβ_{(V,cC)}(ord_E) < 0, again a contradiction. Thus the “if” part for K-semistability is proven.

Finally, we treat the “if” part for K-polystability. Assume that (X, \frac{4c+3}{3} S) is K-polystable, which implies the K-polystability of (Y, \frac{1}{2} V_Y + \frac{4c+1}{3} D) from the above discussion. Assume to the contrary that (V, cC) is not K-polystable. By the “if” part for K-semistability, we know that (V, cC) is K-semistable. Let (V', cC') be a K-polystable degeneration of (V, cC). By the “only if” part, we may use the cone construction over (V', cC') to obtain a K-polystable log Fano pair (Y', \frac{1}{2} V_Y' + \frac{4c+1}{3} D'). Then we may take the cone of (V, cC) \rightsquigarrow (V', cC') as in [74, Proof of Proposition 2.11] to produce a K-polystable degeneration (Y, \frac{1}{2} V_Y + \frac{4c+1}{3} D) \rightsquigarrow (Y', \frac{1}{2} V_Y' + \frac{4c+1}{3} D') which has to be a product test configuration since (Y, \frac{1}{2} V_Y + \frac{4c+1}{3} D) is K-polystable. By restricting to V_Y \rightsquigarrow V_Y', we have that (V, cC) \cong (V', cC') is K-polystable. The proof is finished.

We will apply the cone construction to hyperelliptic degree 4 K3 surfaces, when V is either \mathbb{P}^1 \times \mathbb{P}^1 or \mathbb{P}(1, 1, 2). In this case, the cone constructed in Definition 5.1 is either the cone over the anticanonical embedding of the smooth quadric, which we denote by X_h = C_p(\mathbb{P}^1 \times \mathbb{P}^1, O(2, 2)), or the cone over the anticanonical embedding of the singular quadric, which is the weighted projective space \mathbb{P}(1, 1, 2, 4) = C_p(\mathbb{P}(1, 1, 2), O(4)).

**Proposition 5.3** Let X be a \mathcal{Q}-Fano threefold that is isomorphic to either X_h or \mathbb{P}(1, 1, 2, 4). Let S \sim -K_X be an effective Cartier divisor on X. If S passes through the cone vertex o of X, then (X, cS) is K-unstable for any c \in [0, 1).

**Proof** Let \tilde{X} \rightarrow X be the partial resolution by blowing up the cone vertex. Denote by E \subset \tilde{X} the exceptional divisor. Since X \cong C_p(V, -K_V) where V is \mathbb{P}^1 \times \mathbb{P}^1 or \mathbb{P}(1, 1, 2), we know that A_X(E) = 1 and vol_{X,o}(E) = (-K_V)^2 = 8. Since S is Cartier and passes through o = cX(E), we know that ord_E(S) \geq 1. Hence we have

\[ \widehat{vol}_{(X,cS),o}(E) = (A_X(E) - \text{ord}_E(S))^3 \text{vol}_{X,o}(E) \leq 8(1-c)^3. \]

On the other hand, we have \[ \frac{27}{64}(-K_X - cS)^3 = 27(1-c)^3 > \widehat{vol}_{(X,cS),o}(E), \]
which implies that (X, cS) is K-unstable by [58].

### 5.2 Deformation theory of cones

In this subsection, we show that the allowed deformations of X_h or \mathbb{P}(1, 1, 2, 4) are unobstructed, and any such small deformation of X_h (resp. \mathbb{P}(1, 1, 2, 4)) is isomorphic to itself or \mathbb{P}^3 (resp. itself, X_h, or \mathbb{P}^3). Recall that X_h is the projective anti-canonical cone over \mathbb{P}^1 \times \mathbb{P}^1.
Lemma 5.4 The $\mathbb{Q}$-Gorenstein deformations of $X_h$ or $\mathbb{P}(1, 1, 2, 4)$ in the moduli stack $\mathcal{M}_{3,64}^{\text{sm}, \delta \geq 0}$ of $\mathbb{Q}$-Gorenstein smoothable $\mathbb{Q}$-Fano varieties are unobstructed.

Proof We consider the deformations only in the smoothable locus, in particular, we only consider deformations induced by the index 1 cover of $L$, the limit of $\mathcal{O}_{\mathbb{P}^2}(1)$. In this setting, the deformation theory in [37, Section 3] applies and the obstructions are contained in $T^2_{QG,X}$, defined as follows. Let $\pi : Z \to X$ be local index 1 cover of $L$ near $x \in X$, with group $G$, and let $p : Z \to X$ be the index 1 cover stack. Then, define $T^i_Z = \mathsf{Ext}^i(\Omega^1_Z, \mathcal{O}_Z)$ and $T^i_Z = \mathsf{Ext}^i(\Omega^1_Z, \mathcal{O}_Z)$. The $\mathbb{Q}$-Gorenstein smoothable deformations of $X$ are controlled by $T^i_{QG,X} = \pi_*((T^i_Z)^G)$ (locally) and $T^i_{QG,X} = \mathsf{Ext}^i(\mathbb{L}_Z, \mathcal{O}_X)$, where $\mathbb{L}_Z$ is the cotangent complex of the stack.

By definition, $T^0_{QG,X} = T_X$, the sheaf $T^1_Z$ is supported on the singular locus of $Z$ and, by [88, Corollary 3.1.13(ii)] the sheaf $T^2_Z$ is supported on the non-$\text{lci}$ locus of $Z$. Furthermore, there is a local-to-global spectral sequence $H^p(T^q_{QG,X}) \Rightarrow H^{p+q}(T^q_{QG,X})$, so it suffices to show that $H^p(T^q_{QG,X}) = 0$ for $p + q = 2$.

First, consider $X = X_h$. The divisor $L$ is 2-Cartier and passes through the vertex of the cone. A computation shows $H^2(T^0_{QG,X_h}) = H^2(T_{X_h}) = 0$, and $T^1_{QG,X_h}$ is supported on the singular locus of $X_h$, a single point, hence $H^1(T^1_{X_h}) = 0$. Finally, the index 1 cover of $L$ on $X_h$ has only hypersurface singularities, hence $T^2_Z = 0$, so $H^0(T^2_{QG,X_h}) = 0$. Therefore, $T^1_{QG,X_h} = 0$ and the deformations are unobstructed.

Now, let $X = \mathbb{P}(1, 1, 2, 4)$. The divisor $L = \mathcal{O}_X(2)$ is 2-Cartier. From the Euler sequence and cohomology of weighted projective space, we also obtain $H^2(T^0_{QG,X}) = H^2(T_X) = 0$. Let $o \in X$ be the $\frac{1}{4}(1, 1, 2)$ singularity. Away from $o$, $L$ is Cartier, and near $o$, we may compute the index one covering of $L$: if the coordinates on $X$ are $[x : y : z : w]$, near $o$, the section $(w = 0)$ is a non-vanishing section of $L^2$. So, one can compute the index one cover is given by the map $p : \mathbb{P}(1, 1, 2, 2) \to X$, where, if the coordinates on $Z = \mathbb{P}(1, 1, 2, 2)$ are $[x : y : u : v]$, the map is $[x : y : u : v] \mapsto [x : y : u : u^2]$. Noting that $Z$ is a (singular) quadric threefold in $\mathbb{P}^4$, we have an exact sequence

$$0 \to \mathcal{O}_{\mathbb{P}^4}(-2)|_Z \to \Omega^1_{\mathbb{P}^4}|_Z \to \Omega^1_Z \to 0.$$ Dualizing, we obtain

$$0 \to T_Z \to T_{\mathbb{P}^4}|_Z \to \mathcal{O}_{\mathbb{P}^4}(2)|_Z \to T^1_Z \to 0.$$ Because $T^1_Z$ is mapped onto by the line bundle $\mathcal{O}_{\mathbb{P}^4}(2)|_Z = \mathcal{O}_Z(4)$ in the weighted coordinates on $Z$, and is supported on the singular locus $x = y = 0$.
of $Z$, $\mathbb{P}^1_{[u:v]}$, we obtain that $T^1_Z = \mathcal{O}_{\mathbb{P}^1}(2)$. Let us assume the branch locus of $p$ is given by $w = 0$. By definition and because the canonical covering stack is uniquely determined in the étale topology, away from the branch locus of $p : Z \to X$, we have $T^1_{QG,X} = p_*(T^1_Z)^G$, where $G$ is the action $v \mapsto -v$ on the singular locus $\mathbb{P}^1_{[u:v]}$. As $T^1_{QG,X}$ is supported on the singular locus $x = y = 0$ of $X$, which is $\mathbb{P}(2, 4)_{[z:w]} \cong \mathbb{P}^1_{[z^2:w]}$, we can explicitly compute $p_*(T^1_Z)^G$, where $p := p|_{\mathbb{P}^1_{[u:v]}} : \mathbb{P}^1_{[u:v]} \to \mathbb{P}^1_{[z^2:w]}$. By computation, since $T^1_Z = \mathcal{O}_{\mathbb{P}^1}(2)$, $p_*(T^1_Z) = \mathcal{O}(1) \oplus \mathcal{O}$. As $p$ is given by the map $[u : v] \mapsto [u : v^2]$, we can compute the local charts and transition functions for $p_*(T^1_Z)$. On the local chart where $u \neq 0$, computation shows that the module $\mathcal{O}_{\mathbb{P}^1}(2) = \mathbb{C}[v/u]$ can be viewed as the $\mathcal{O}_{\mathbb{P}^1_{[z^2:w]}}$-module $\mathbb{C}[z^2/w] \oplus v/u \mathbb{C}[z^2/w]$, where $z^2/w = v^2/u^2$. Similarly, on the local chart where $v \neq 0$, computation shows that the module $\mathcal{O}_{\mathbb{P}^1}(2) = \mathbb{C}[u/v]$ can be viewed as the $\mathcal{O}_{\mathbb{P}^1_{[z^2:w]}}$-module $u/v \mathbb{C}[w/z^2]$, where $w/z^2 = u^2/v^2$. Furthermore, the transition function on $\mathcal{O}_{\mathbb{P}^1}(2)_{u \neq 0} = \mathbb{C}[v/u]$ to $\mathcal{O}_{\mathbb{P}^1}(2)_{v \neq 0} = \mathbb{C}[u/v]$ is given by multiplication by $u^2/v^2$ (and $v^2/u^2$ in the other direction), gluing together to give three global sections, $u^2$, $uv$, and $v^2$. With the $\mathcal{O}_{\mathbb{P}^1_{[z^2:w]}}$-module structure, we see that the transition functions (from the $w \neq 0$ chart to the $z^2 \neq 0$ chart, and vice versa) become multiplication by $z^2/w = v^2/u^2$ and multiplication by $w/z^2 = u^2/v^2$, so we see that first summand of $p_*(T^1_Z)$ is $G$-invariant and the second is not. Therefore, $p_*(T^1_Z)^G = \mathcal{O}(1)$.

However, this only computes $T^1_{QG,X}$ on the chart $w \neq 0$. In order to compute $T^1_{QG,X}$ on the entire singular locus, we can compute the canonical covering with a different section (branched over a different point), and use the explicitly computed transition functions to glue them together.

Indeed, consider index-one covering using the section $w - z^2$, giving a map $p' : Z \to X$ such that the branch locus is $w = z^2$. This computes $T^1_{QG,X}$ on the chart $w \neq z^2$. By the same computation as above, $p'_*(T^1_{Z})^G = \mathcal{O}(1)$, given on charts $w - z^2 \neq 0$ by $\mathbb{C}[z^2/(w - z^2)]$ and $z^2 \neq 0$ by $\mathbb{C}[(w - z^2)/z^2]$ with transition function multiplication by $(w - z^2)/z^2$ from $w - z^2 \neq 0$ to $z^2 \neq 0$ and $z^2/(w - z^2)$ in the opposite direction.

From the computation of $T^1_{QG,X}$ on both charts, now it is a matter of gluing the charts together. Note that the singular locus is covered completely by the charts $w \neq 0$ (accurately computing $T^1_{QG,X}$ at all points) and $w - z^2 \neq 0$ (accurately computing $T^1_{QG,X}$ at all points). Noting that these coincide on their common intersection, we use the previous descriptions to determine the gluing and transition functions. We then see that $T^1_{QG,X}$ is given by $\mathbb{C}[z^2/w]$ on the $w \neq 0$ chart and $\mathbb{C}[z^2/(w - z^2)]$ on the $w - z^2 \neq 0$ chart, and the
transition function is given by multiplication by $w/z^2 \cdot z^2/w - z^2 = w/w - z^2$ from $w \neq 0$ to $w - z^2 \neq 0$, and by $w - z^2/w$ in the other direction. Then, it is easy to see that there are two global sections $w$ and $z^2$, so in particular, $T_{QG,X}^1 = \mathcal{O}(1)$ and $H^1(T^1_{QG,X}) = 0$.

Finally, the index 1 cover of $L$ on $\mathbb{P}(1, 1, 2, 4)$ has only hypersurface singularities, so $T^2_Z = 0$ and $H^0(T^2_{QG,X}) = 0$. Hence, $T^2_{QG,X} = 0$ and the deformations are unobstructed. \hfill \Box

**Lemma 5.5** Let $\pi : \mathcal{X} \to B$ be a $\mathbb{Q}$-Gorenstein smoothable $\mathbb{Q}$-Fano family over a smooth pointed curve $0 \in B$.

1. If $X_0 \cong X_h$, then a general fiber $X_b$ is isomorphic to $\mathbb{P}^3$ or $X_h$.
2. If $X_0 \cong \mathbb{P}(1, 1, 2, 4)$, then a general fiber $X_b$ is isomorphic to $\mathbb{P}^3$, $X_h$, or $\mathbb{P}(1, 1, 2, 4)$.

**Proof** Since both $X_h$ and $\mathbb{P}(1, 1, 2, 4)$ belong to $\overline{\mathcal{M}}^{\text{sm}, \delta \geq \epsilon_0}_{3, 64}$, we know that $\pi$ is obtained by pulling back the universal family over $\overline{\mathcal{M}}^{\text{sm}, \delta \geq \epsilon_0}_{3, 64}$ under some morphism $B \to \overline{\mathcal{M}}^{\text{sm}, \delta \geq \epsilon_0}_{3, 64}$. Let $\eta$ be the generic point of $B$. Since the geometric geometric fiber $[X_{\eta}] \in \overline{\mathcal{M}}^{\text{sm}, \delta \geq \epsilon_0}_{3, 64}$, by Lemma 3.3 it admits a $\mathbb{Q}$-Cartier Weil divisor $\mathcal{L}\eta$ such that $4\mathcal{L}\eta \sim -K_{X_{\eta}}$. After replacing $0 \in B$ by a quasi-finite cover, we may assume that $\mathcal{L}\eta$ is the base change of a $\mathbb{Q}$-Cartier Weil divisor $\mathcal{L}_B$ on the generic fiber $X_\eta$. Then we can take the Zariski closure $\mathcal{L}$ of $\mathcal{L}_B$ as a Weil divisor on $\mathcal{X}$. By similar arguments to the proof of Lemma 3.3, we have $\mathcal{L}^{(-4)} \cong_B \omega_{\mathcal{X}/B}$, and the sheaves $\pi_* \mathcal{L}$ and $\pi_* \mathcal{L}^{[2]}$ are locally free over $B$ of rank 4 and 10 respectively.

Consider the sheaf $\mathcal{F} := \ker(\text{Sym}^2 \pi_* \mathcal{L} \to \pi_* \mathcal{L}^{[2]})$. Denote by $\mathcal{F}_b := \mathcal{F} \otimes \mathcal{O}_B/m_b$. If $(\mathcal{X}_0, \mathcal{L}_0)$ is isomorphic to $(\mathbb{P}(1, 1, 2, 4), \mathcal{O}_{\mathbb{P}(1, 1, 2, 4)}(2))$, we know that $\dim \mathcal{F}_0 = 1$. Since $b \mapsto \dim \mathcal{F}_b$ is upper semi-continuous, we know that there exists an open neighborhood $0 \in B' \subset B$ such that $\dim \mathcal{F}_b \leq 1$ for any $b \in B'$. In particular, because $\mathbb{P}(1, 1, 2, 4)$ can be partially smoothed to $X_h$ in a $\mathbb{Q}$-Gorenstein smoothable family, we may assume that $\dim \mathcal{F}_0 \leq 1$ if either $(\mathcal{X}_0, \mathcal{L}_0)$ is isomorphic to $(\mathbb{P}(1, 1, 2, 4), \mathcal{O}_{\mathbb{P}(1, 1, 2, 4)}(2))$ or isomorphic to $(X_h, \mathcal{O}_{X_h}(2))$. Moreover, since $\mathcal{L}^{[2]}_0$ is base point free and $\pi_* \mathcal{L}^{[2]}$ is locally free, we may assume that $\mathcal{L}^{[2]}_b$ is base point free (in particular Cartier) for any $b \in B'$. If $\dim \mathcal{F}_b = 0$, then $\mathcal{L}_b$ is base point free hence Cartier, which implies that $X_b \cong \mathbb{P}^3$ because $X_b$ is a canonical Gorenstein threefold with Fano index 4 [91, Theorem 3.9]. If $\dim \mathcal{F}_b = 1$, then we may pick a basis $s_0, \ldots, s_3$ of $H^0(X_b, \mathcal{L}_b)$ and $s_4 \in H^0(X_b, \mathcal{L}^{[2]}_b)$ whose image in $\mathcal{F}_b$ is non-zero. Since $\mathcal{L}^{[2]}_b$ is base point free, we know that $[s_0, \ldots, s_3, s_4]$ defines a finite morphism $X_b \to \mathbb{P}(1^4, 2)$. Since this map is a closed embedding when $b = 0$, it is of degree 1 for general $b$. Thus its image is a weighted hypersurface of degree 2 that is not isomorphic to projective space. Then a simple analysis shows
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that \( \mathcal{X}_b \cong X_h \) or \( \mathbb{P}(1, 1, 2, 4) \): a degree 2 weighted hypersurface \((g = 0)\) in \( \mathbb{P}(1^4, 2) \) with coordinates \([x_0 : \ldots : x_3 : y]\) is not isomorphic to \( \mathbb{P}^3 \) if and only if \( g(0, 0, 0, 0, y) = 0 \), so has equation \( g(x_0, \ldots, x_3) \) consisting of monomials of degree 2 in the \( x_i \)'s. As \( \mathbb{P}(1^4, 2) = C_\rho(\mathbb{P}^3, \mathcal{O}(2)) \), such an equation defines the anticanonical cone over a (possibly singular) quadric in \( \mathbb{P}^3 \), so \( \mathcal{X}_b \) is either \( X_h \) or \( \mathbb{P}(1, 1, 2, 4) \). The proof is complete by observing that, if \( \mathcal{X}_0 \cong X_h \), then \( \mathcal{X}_b \) cannot be \( \mathbb{P}(1, 1, 2, 4) \) as the singular locus cannot have larger dimension on the generic fiber. \( \square \)

The next result shows that there is a smooth open substack of \( \overline{M}_c^K \) parametrizing \( \mathbb{P}^3 \), \( X_h \), \( \mathbb{P}(1, 1, 2, 4) \), or \( X_u \). Later on we will see that this open substack is indeed the entire stack \( \overline{M}_c^K \) (see Proposition 5.15).

**Corollary 5.6** The subset of \( \overline{M}^{\text{sm}, \delta \geq \epsilon_0}_{3, 64} \) that parametrizes \( \mathbb{P}^3 \), \( X_h \), \( \mathbb{P}(1, 1, 2, 4) \), and \( X_u \) is a smooth open substack. In particular, there exists a smooth open substack of \( \overline{M}_c^K \) parametrizing \((X, S)\) where \( X \) is isomorphic to \( \mathbb{P}^3 \), \( X_h \), \( \mathbb{P}(1, 1, 2, 4) \), or \( X_u \).

**Proof** This follows from Corollary 4.19, Lemma 5.4, and Lemma 5.5. \( \square \)

**Definition 5.7** Consider the reduced locally closed substack \( \mathcal{T} \) of \( \overline{M}^{\text{sm}, \delta \geq \epsilon_0}_{3, 64} \) parametrizing \( X_h \) or \( \mathbb{P}(1, 1, 2, 4) \). Let \( \mathcal{H} \) be the locally closed subscheme of \( \text{Hilb}(\mathcal{P}^9) \) parametrizing \( X_h \) and \( \mathbb{P}(1, 1, 2, 4) \) embedded by \( 2L \). Then \( \mathcal{T} \cong [\mathcal{H}/\text{PGL}(10, \mathbb{C})] \) (see e.g. [3, Section 3.6] or [4, Proof of Proposition 5.9]). Let \( \pi_c : \overline{M}_c^K \rightarrow \overline{M}^{\text{sm}, \delta \geq \epsilon_0}_{3, 64} \) be the forgetful map where \( \pi_c([((X, S))]) = [X] \). We define \( \mathcal{H}_{h,c} \) to be the locally closed substack \( \mathcal{H}_{h,c} := \pi_c^{-1}(\mathcal{T}) \) of \( \overline{M}_c^K \).

**Lemma 5.8** Notation as in Definition 5.7. The stack \( \mathcal{H}_{h,c} \) is smooth.

**Proof** The strategy of showing smoothness of \( \mathcal{T} \) is similar to [3, Section 3.6] and [4, Proof of Proposition 5.9]. Let \( \mathcal{X}_H \rightarrow \mathcal{H} \) be the universal family. Since the embedded \( X_h \) and \( \mathbb{P}(1, 1, 2, 4) \) are projective cones, there exists a section \( \sigma : \mathcal{H} \rightarrow \mathcal{X}_H \) taking fiberwise cone vertices. Therefore we have a morphism \( g : \mathcal{H} \rightarrow \mathcal{P}^9 \) as the composition \( \mathcal{H} \xrightarrow{\pi} \mathcal{X}_H \hookrightarrow \mathcal{P}^9 \times \mathcal{H} \rightarrow \mathcal{P}^9 \). It is clear that \( g \) is an isotrivial fibration with fiber isomorphic to the Hilbert scheme \( \mathcal{H}' \) of anti-canonically embedded \( \mathcal{P}^1 \times \mathcal{P}^1 \) and \( \mathbb{P}(1, 1, 2) \) in \( \mathcal{P}^8 \). By [4, Proof of Proposition 5.9] we know that \( \mathcal{H}' \) is smooth, hence \( \mathcal{H} \) is also smooth. Thus we obtain the smoothness of \( \mathcal{T} \), thereby obtaining the smoothness of \( \mathcal{H}_{h,c} \). \( \square \)

**Theorem 5.9** Let \( \overline{K}_c \) be the K-moduli stack constructed from [4]. Let \( \overline{K}_c \rightarrow \overline{K}_c \) be the \( \mu_2 \)-gerbe obtained by taking fiberwise double covers. Then \( \overline{K}_{3, c^{-1}} \cong \mathcal{H}_{h,c} \) for any \( c \in (\frac{1}{3}, 1) \).
Proof Let $f_c : \mathcal{H}_{h,c} \rightarrow \tilde{K}_{\frac{3c-1}{4}}$ be the forgetful functor $f_c([X, D]) = [D]$. We will show that $f_c$ is separated, stabilizer preserving on $\mathbb{C}$-points, and an isomorphism on $\mathbb{C}$-points. Using this, by Lemma 5.8 and [9, Theorem A.5] (a version of Zariski’s main theorem for Artin stacks), we will conclude that $f_c$ is an isomorphism of stacks.

By the valuative criterion (see e.g. [60, Chapter 7]), we consider a diagram

$$
\begin{array}{ccc}
U & \longrightarrow & \mathcal{H}_{h,c} \\
\downarrow & & \downarrow f_c \\
T & \longrightarrow & \tilde{K}_{\frac{3c-1}{4}}
\end{array}
$$

where $T = \text{Spec} \ R$ is a DVR and $U$ is the complement of the closed point $0 \in T$. We must show there is at most one dashed arrow completing the diagram. Suppose for contradiction there are two, i.e. there exist two families $(\mathcal{X}, D) \rightarrow T$ and $(\mathcal{X}', D') \rightarrow T$. Because the diagram commutes, the maps agree on $D$, so we may assume $D = D'$, and $\mathcal{X}$ and $\mathcal{X}'$ are isomorphic away from the central fiber. If they are not isomorphic in the central fiber, then by considering the graph of the rational map $\mathcal{X} \dashrightarrow \mathcal{X}'$, the image of $\mathcal{X}_0$ in $\mathcal{X}'$ is a proper subvariety of $\mathcal{X}'_0$ containing $D_0$, as the map is an isomorphism on $D$. Consider a generic ruling $R$ of the cone $\mathcal{X}_0$, and let $\mathbb{A}^1$ be the ruling $R$ minus the cone point. Because the image of $\mathbb{A}^1$ in $\mathcal{X}_0'$ must be 0-dimensional and the map was an isomorphism on $D_0$, the image must be the two points of intersection of $\mathbb{A}^1$ and $D_0$. However, this means the image of the connected variety $\mathbb{A}^1$ is disconnected, a contradiction. Therefore, $\mathcal{X} \cong \mathcal{X}'$ and the map is separated.

Next, we show the forgetful functor is stabilizer preserving on $\mathbb{C}$-points. Suppose $\sigma \in \text{Aut}(X, D)$ is an automorphism that is the identity on $D$. Then, we claim that $\sigma$ is the identity. Note that $\sigma$ must take rulings of the cone $X$ to rulings of $X$: in the universal family of the threefolds in $\mathbb{P}^3$, the rulings are lines and hence curves of lowest degree, and intersection numbers are preserved in the automorphism. Furthermore, any line on $X$ must be a ruling. Fix any ruling $R \cong \mathbb{P}^1$ of $X$. By definition, $\sigma$ fixes the cone point and the two points of intersection with $D$, and $\sigma$ takes rulings to rulings, so $\sigma|_{\mathbb{P}^1}$ fixes three points on $\mathbb{P}^1$, and hence must be the identity. Therefore, $\sigma$ is the identity.

Now we show that $f_c$ is an isomorphism on $\mathbb{C}$-points. By [4, Theorem 4.8], we know that for any point $[(V, C)] \in \tilde{K}_{\frac{3c-1}{4}}$, the underlying surface $V$ is isomorphic to either $\mathbb{P}^1 \times \mathbb{P}^1$ or $\mathbb{P}(1, 1, 2)$. Hence by taking the cone construction $\mathcal{C}(V, \frac{3c-1}{4}C) = (X, cD)$ (c.f. Definition 5.1), we know that $X$ is isomorphic to either $X_h$ or $\mathbb{P}(1, 1, 2, 4)$. On the other hand, if $(X, D) \in \mathcal{H}_{h,c}$, then Proposition 5.3 implies that $D$ does not pass through the cone vertex of $X$. 
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Hence after an automorphism of $X$ we have $(X, cD) \cong \mathcal{C}(V, \frac{3c-1}{4}C)$ where $V \cong \mathbb{P}^1 \times \mathbb{P}^1$ or $\mathbb{P}(1, 1, 2)$. Since $(X, cD)$ is K-semistable, Theorem 5.2 implies that $(V, \frac{3c-1}{4}C)$ is also K-semistable hence belongs to $\tilde{\mathcal{K}}_{\frac{3c-1}{4}}$. As a result, the forgetful map $f_c : \mathcal{H}_{h,c}(\mathbb{C}) \to \tilde{\mathcal{K}}_{\frac{3c-1}{4}}(\mathbb{C})$ sending $[(X, D)]$ to $D$ has inverse given by the cone construction $\tilde{\mathcal{K}}_{\frac{3c-1}{4}}(\mathbb{C}) \to \mathcal{H}_{h,c}(\mathbb{C})$.

By Lemma 5.8, the stack $\mathcal{H}_{h,c}$ is smooth, and by [4, Theorem 2.21], the stack $\tilde{\mathcal{K}}_{\frac{3c-1}{4}}$ is smooth. Therefore, we conclude that $f_c$ is actually an isomorphism by [9, Theorem A.5], noting that being isomorphic and stabilizer preserving on $\mathbb{C}$-points implies fully faithful and essentially surjective. □

**Definition 5.10** Let $c \in (\frac{1}{3}, 1)$ be a rational number. By Theorem 5.9, there exists a closed immersion $\tilde{\mathcal{K}}_{\frac{3c-1}{4}} \hookrightarrow \mathcal{M}_c^K$ of Artin stacks. By taking good moduli spaces, we obtain a closed immersion $\mathcal{K}_{\frac{3c-1}{4}} \hookrightarrow \mathcal{M}_c^K$. Let $H_{h,c}$ (resp. $\mathcal{H}_{h,c}$) be the image of the closed embedding in the K-moduli space (resp. K-moduli stack). Equivalently, by Theorem 5.9 $H_{h,c}$ (resp. $\mathcal{H}_{h,c}$) is the locus parametrizing K-polystable (resp. K-semistable) pairs $(X, cD)$ where $X \cong X_h$ or $\mathbb{P}(1, 1, 2, 4)$.

**5.3 K-polystable replacements**

In this section, we describe all K-polystable replacements of the locus $W_8$ inside $\mathcal{M}_c^{\text{GIT}}$. In particular, we show that the replacements of $(\mathbb{P}^3, S)$ where $[S] \in W_8$ is either $(X_h, S')$ or $(\mathbb{P}(1, 1, 2, 4), S')$. Here $S'$ is a double cover of $\mathbb{P}^1 \times \mathbb{P}^1$ or $\mathbb{P}(1, 1, 2)$.

By Theorem 3.9, every $[S] \in W_8$ is defined by $S = (q^2 + g = 0)$ where $q$ is a degree 2 polynomial and $g$ is a degree 4 polynomial. There is a natural closed embedding of such a log pair $(\mathbb{P}^3, S)$ with into the weighted projective space $\mathbb{P}(1^4, 2)$ with coordinates $[x_0, x_1, x_2, x_3, z]$ such that the image is given by $(V(z - q), V(z - q, z^2 + g))$.

We start with the K-polystable replacement of $[2Q]$.

**Proposition 5.11** Let $S = 2Q$ where $Q \subset \mathbb{P}^3$ is a smooth quadric surface. Let $c \in (0, 1)$ be a rational number. Then $(\mathbb{P}^3, cS)$ is K-semistable (resp. K-polystable) if and only if $c \leq \frac{1}{3}$ (resp. $< \frac{1}{3}$). Moreover, the K-polystable degeneration of $(\mathbb{P}^3, \frac{1}{3}S)$ is isomorphic to $(X_h, \frac{1}{3}S_0)$ where $S_0 = 2Q_\infty$ and $Q_\infty$ is the section of $X_h = C_p(Q, -K_Q)$ at infinity.
Proof We first show that if \((\mathbb{P}^3, cS)\) is K-semistable, then \(c \leq \frac{1}{3}\). Computation shows that

\[
A_{(\mathbb{P}^3, cS)}(\text{ord}_Q) = 1 - 2c, \quad S_{(\mathbb{P}^3, cS)}(\text{ord}_Q) = (4 - 4c) \int_0^{1/2} (1 - 2t)^3 dt
\]

\[
= \frac{1 - c}{2}.
\]

By Theorem 2.3, we have \(A_{(\mathbb{P}^3, cS)}(\text{ord}_Q) \geq S_{(\mathbb{P}^3, cS)}(\text{ord}_Q)\) which implies that \(c \leq \frac{1}{3}\).

Next, we show that \((\mathbb{P}^3, \frac{1}{3}S)\) special degenerates to \((X_h, \frac{1}{3}S_0)\). We may embed \((\mathbb{P}^3, S)\) into \(\mathbb{P}(1^4, 2)\) with image \((V(z - q), V(z - q, z^2))\) where \(q = x_0x_1 + x_2^2 + x_3^2\). Consider a 1-PS \(\tilde{\sigma}\) in \(SL(4, \mathbb{C}) \times \mathbb{G}_m\) of weight \((0, 0, 0, 0, -1)\) acting diagonally on \(\mathbb{P}(1^4, 2)\). Then \(\tilde{\sigma}\) specially degenerates \((\mathbb{P}^3, \frac{1}{3}S)\) to \((V(q), \frac{1}{3}V(q, z^2))\) which is isomorphic to \((X_h, \frac{1}{3}S_0)\). Since \(Q \cong \mathbb{P}^1 \times \mathbb{P}^1\) is K-polystable and \(X_h \cong C_p(Q, -K_Q)\), by [74, Proposition 2.11(2)] we know that \((X_h, \frac{1}{3}S_0)\) is K-polystable. This implies that \((\mathbb{P}^3, \frac{1}{3}S)\) is K-semistable by openness of K-semistability [18,98]. Since \(S = 2Q\) is GIT polystable, Theorem 3.4 implies that \((\mathbb{P}^3, \epsilon S)\) is K-polystable for \(0 < \epsilon \ll 1\). Hence interpolation for K-stability [3, Proposition 2.13] implies that \((\mathbb{P}^3, cS)\) is K-polystable for any \(c \in (0, \frac{1}{3})\). The proof is finished. \(\Box\)

Theorem 5.12 Let \([S] \in W_8 \setminus \{[2Q]\}\) be a GIT polystable point with \(S = (q^2 + g = 0)\) as in Theorem 3.9. Let \(V = (q = 0)\) and \(C = V(q, g)\) be a quadric surface and a \((2, 4)\)-complete intersection curve in \(\mathbb{P}^3\), respectively. Denote by \(c := \text{kst}(\mathbb{P}^3, S)\). Then we have the following.

1. The log Fano pair \((V, \frac{3c-1}{4}C)\) is K-semistable but not K-polystable.
2. There exists a 1-PS \(\sigma\) in \(SL(4, \mathbb{C})\) that induces a K-polystable degeneration \((V_0, \frac{3c-1}{4}C_0)\) of \((V, \frac{3c-1}{4}C)\) in \(\mathbb{P}^3\).
3. There exists a 1-PS \(\tilde{\sigma}\) in \(SL(4, \mathbb{C}) \times \mathbb{G}_m\) acting diagonally on \(\mathbb{P}(1^4, 2)\) such that the \(SL(4, \mathbb{C})\)-component of \(\tilde{\sigma}\) is a positive rescaling of \(\sigma\), and \(\tilde{\sigma}\) induces a K-polystable degeneration \(\mathcal{C}(V_0, \frac{3c-1}{4}C_0)\) of \((\mathbb{P}^3, cS)\) in \(\mathbb{P}(1^4, 2)\).

Moreover, the K-semistable thresholds and the destabilizing 1-PS’ in \(SL(4, \mathbb{C}) \times \mathbb{G}_m\) are given in Table 1, where \(0 < \alpha \ll 1\) and \(\text{kst}(W^\circ_i) := \text{kst}(\mathbb{P}^3, S)\) for any \([S] \in W^\circ_i\).

Proof Let \(S = (q^2 + 2g = 0)\) be a GIT polystable quartic surface in \(W^\circ_i\) for \(i \in \{1, 2, 3, 4, 6, 7, 8\}\). As mentioned earlier, the pair \((\mathbb{P}^3, S)\) admits an embedding into \(\mathbb{P}(1^4, 2)\) given by the equations \((V(z - q), V(z - q, z^2 + g))\). The pair \((V, C) = (V(q), V(q, g)) \subset \mathbb{P}^3\) provides a threefold pair \((X, S') := \ldots\)
Table 1 K-polystable replacements of $W_i^\circ$

| $i$ | $\text{kst}(W_i^\circ)$ | Sing. of $S$ in $W_i^\circ$ | Destabilizing 1-PS |
|-----|---------------------|-------------------------------|-------------------|
| 0   | $\frac{1}{3}$      | Double quadric               | (0, 0, 0, 0, -1)  |
| 1   | $\frac{1}{7}$      | Two quadrics tangent along a conic | (1, $\alpha$, 2$\alpha$ - 1, -3$\alpha$, -6$\alpha$) |
| 2   | $\frac{3}{5}$      | Cuspidal along a conic       | (1, $\alpha$, 2$\alpha$ - 1, -3$\alpha$, -4$\alpha$) |
| 3   | $\frac{2}{5}$      | $J_{4,\infty}$               | (7, 3, -1, -9, -10) |
| 4   | $\frac{5}{7}$      | $J_{3,0}$, $J_{3,r}$, or $J_{3,\infty}$ | (3, 1, -1, -3, -3) |
| 6   | $\frac{3}{4}$      | $E_{14}$                     | (17, 5, -7, -15, -14) |
| 7   | $\frac{7}{9}$      | $E_{13}$                     | (11, 3, -5, -9, -8) |
| 8   | $\frac{9}{11}$     | $E_{12}$                     | (8, 2, -4, -6, -5) |

Table 2 VGIT slopes and K-semistable thresholds

| $i$ | VGIT slope: $t_{i-1}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|-----|----------------------|---|---|---|---|---|---|---|---|
|     | $\text{kst}(W_i^\circ): \frac{1+2t_{i-1}}{3-2t_{i-1}}$ | $\frac{1}{6}$ | $\frac{1}{4}$ | $\frac{1}{10}$ | $\frac{1}{3}$ | $\frac{1}{5}$ | $\frac{1}{4}$ | $\frac{3}{8}$ | $\frac{3}{5}$ |

$C(V, C)$. It is clear that $(X, S')$ admits an embedding into $\mathbb{P}(1^4, 2)$ given by the equations $(V(q), V(q, z^2 + g))$. According to [63, Theorem 6.2, Proposition 6.6, and Table 2], for each $i \in \{1, 2, 3, 4, 6, 7, 8\}$ and $[S] \in W_i^\circ$, there exists a 1-PS $\sigma$ of $\text{SL}(4, \mathbb{C})$ acting diagonally on $\mathbb{P}^3$ and a rational number $t_{i-1}$ depending on $i$ such that the following properties hold in the context of VGIT from [63, Section 6].

- $(V, C)$ is GIT polystable at slope $(t_{i-1} - \varepsilon)$ for $0 < \varepsilon \ll 1$, and is GIT semistable but not polystable at slope $t_{i-1}$;
- $\sigma$ degenerates $(V, C)$ to a GIT polystable pair $(V_0, C_0)$ at slope $t_{i-1}$.

Here the correspondence between $i$ and $t_{i-1}$ are given in the following table. Indeed, the $\sigma$ from [63, Table 2] matches the $\text{SL}(4, \mathbb{C})$-component of $\tilde{\sigma}$ from Table 1 up to positive rescaling.

By [4, Theorem 1.1(2)], we know that $(V, \frac{2t_{i-1}}{3-2t_{i-1}} C)$ is K-semistable but not K-polystable, whose K-polystable degeneration is $(V_0, \frac{2t_{i-1}}{3-2t_{i-1}} C_0)$. Let $c := \frac{1+2t_{i-1}}{3-2t_{i-1}}$ which depends on the choice of $i$. Hence Theorem 5.2 implies that $(X_0, cS_0) := C(V_0, \frac{2t_{i-1}}{3-2t_{i-1}} C_0)$ is K-polystable. Suppose $(V_0, C_0) = (V(q_0), V(q_0, z^2 + g_0)) \subset \mathbb{P}^3$. Then clearly $(X_0, S_0) = (V(q_0), V(q_0, z^2 + g_0)) \subset \mathbb{P}(1^4, 2)$. We choose the $\mathbb{G}_m$-component of $\tilde{\sigma}$ so that the weight of $z^2$ is the same as the weight of $g_0$, while the weight of $z$ is smaller than the weight of $g_0$. 
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q_0. It is straightforward to check that the column of \( \tilde{\sigma} \) from Table 1 satisfies this property. Thus we know that \( \tilde{\sigma} \) degenerates both \((\mathbb{P}^3, cS)\) and \((X, cS')\) to the K-polystable pair \((X_0, cS_0)\). By openness of K-semistability [18,98], this implies that \((\mathbb{P}^3, cS)\) is K-semistable but not K-polystable, as \(X_0\) is either \(X_h\) or \(\mathbb{P}(1, 1, 2, 4)\) so \(\mathbb{P}^3 \not\cong X_0\). Thus \(c = \text{kst}(\mathbb{P}^3, S) = \frac{1+2l-1}{3-2l-1}\) is listed in the last row of Table 2 for every quartic surface \([S] \in W_i^0\). The proof is finished. 

5.4 K-moduli wall crossings

Recall from Theorem 3.8 that K-moduli spaces \(\overline{\mathcal{M}}^K_c\) display wall crossing phenomena as we vary \(c\). The goal of this subsection is to completely describe all K-moduli walls \(\{c_i\}_{1 \leq i \leq k-1}\) and all wall crossing birational morphisms \(\phi_{i}^{\pm} : \overline{\mathcal{M}}^{K}_{c_i \pm \epsilon} \to \overline{\mathcal{M}}^{K}_{c_i}\). We first give a definition of the exceptional loci of \(\phi_{i}^{\pm}\).

**Definition 5.13** For each K-moduli wall \(c_i \in (0, 1)\), the exceptional locus \(E_{i}^{\pm}\) is defined as

\[
E_{i}^{\pm} := \{(X, S) \in \overline{\mathcal{M}}^{K}_{c_i \pm \epsilon} | (X, S) \text{ is } (c_i \pm \epsilon) - K\text{-polystable but not } c_i \text{-K-polystable}\}.
\]

By [3, Theorem 1.2], we know that \(E_{i}^{\pm}\) is a Zariski closed subset of \(\overline{\mathcal{M}}^{K}_{c_i \pm \epsilon}\).

We start from describing the first wall crossing.

**Theorem 5.14** (First wall crossing) The first wall of K-moduli stacks \(\overline{\mathcal{M}}^{K}_c\) is \(c_1 = \frac{1}{3}\). The first wall crossing has the following description.

1. For any \(0 < c < \frac{1}{3}\), we have \(\overline{\mathcal{M}}^{K}_c \cong \overline{\mathcal{M}}^{\text{GIT}}\) and \(\overline{\mathcal{M}}^{K}_c \cong \overline{\mathcal{M}}^{\text{GIT}}\).
2. The wall crossing morphism \(\phi_{1}^{+} : \overline{\mathcal{M}}^{K}_{\frac{1}{3}+\epsilon} \to \overline{\mathcal{M}}^{K}_{\frac{1}{3}}\) is an isomorphism which only replaces \((\mathbb{P}^3, 2Q)\) by \((X_h, 2Q_{\infty})\).
3. The wall crossing morphism \(\rho : \overline{\mathcal{M}}^{K}_{\frac{1}{3}+\epsilon} \to \overline{\mathcal{M}}^{K}_{\frac{1}{3}-\epsilon} = \overline{\mathcal{M}}^{\text{GIT}}\) is a divisorial contraction with image \([2Q]\) such that \(\phi_{1}^{+} = \phi_{1}^{-} \circ \rho : \overline{\mathcal{M}}^{K}_{\frac{1}{3}+\epsilon} \to \overline{\mathcal{M}}^{K}_{\frac{1}{3}}\). The exceptional locus \(E_{1}^{+}\) of \(\rho\) parametrizes \([(X_h, S)]\) where \(S\) is a double cover of \(\mathbb{P}^1 \times \mathbb{P}^1\) branched along a GIT polystable \((4, 4)\)-curve \(D\).

**Proof** We first prove part (1). It follows from Theorem 3.4 that we have \(\overline{\mathcal{M}}^{K}_c \cong \overline{\mathcal{M}}^{\text{GIT}}\) for \(0 < \epsilon \ll 1\). By Proposition 3.6, the K-moduli stack \(\overline{\mathcal{M}}^{K}_c\) is irreducible. Hence it suffices to show that any GIT semistable quartic surface \(S \subset \mathbb{P}^3\) satisfies \(\text{kst}(\mathbb{P}^3, S) \geq \frac{1}{3}\). Let \(S_0\) be the GIT polystable degeneration of \(S\). Then by openness of K-semistability [18,98], we know
that \( \text{kst}(\mathbb{P}^3, S_0) \leq \text{kst}(\mathbb{P}^3, S) \). If \( S_0 \) is slc, then Lemma 3.5 implies that \( \text{kst}(\mathbb{P}^3, S_0) = 1 \). If \( S_0 \) is not slc, then either \( [S_0] = [T] \) or \( [S_0] \in \mathcal{W}_8 \) in \( \overline{\mathcal{M}}_{\text{GIT}}^K \). Thus we have \( \text{kst}(\mathbb{P}^3, S_0) \geq \frac{1}{3} \) by Theorems 4.3 and 5.12. This finishes the proof of part (1).

For part (2), Theorem 3.8 implies that \( \phi_1^\pm \) are projective and birational, hence surjective. By Theorems 4.3 and 5.12, we know that the only GIT polystable quartic surface \( S \) with \( \text{kst}(\mathbb{P}^3, S) = \frac{1}{3} \) is the double quadric \( [S] = [2Q] \). Hence \( \phi_1^- \) only replaces \( (\mathbb{P}^3, 2Q) \) by \( (X_h, 2Q_\infty) \) by Proposition 5.11. Since \( \overline{\mathcal{M}}_{c, K}^K \) is irreducible, by [3, Theorem 1.2] the morphism \( \phi_1^- \) is projective and bijective. Since any closed point \( [(X, S)] \) of \( \overline{\mathcal{M}}_{1, K}^K \) satisfies that \( X \cong \mathbb{P}^3 \) or \( X_h \), Corollary 5.6 implies that \( \overline{\mathcal{M}}_{1, K}^K \) is smooth. Hence \( \overline{\mathcal{M}}_{1, K}^K \) is normal, and \( \phi_1^- \) is an isomorphism by Zariski’s main theorem.

For part (3), we use the deformation theory of \( X_h \). By Theorem 5.9 and Definition 5.10, there is a closed embedding \( \overline{K}_{c, 4} \leftarrow \overline{\mathcal{M}}_{1, K}^K \) whose image we denote by \( H_{h, \frac{1}{3} + \epsilon} \). Note that \( H_{h, \frac{1}{3} + \epsilon} \) is a divisor since the locus of hyperelliptic K3s forms a divisor (see e.g. [63]). By [4, Theorem 1.1(1)], we know that \( H_{h, \frac{1}{3} + \epsilon} \) parametrizes \( (X_h, S) \) where \( S \) is a double cover of \( \mathbb{P}^1 \times \mathbb{P}^1 \) branched along a GIT polystable \((4,4)\)-curve \( D \). Since \( (X_h, S) \) admits a special degeneration to \( (X_h, 2Q_\infty) \), we know that \( \phi_1^+(H_{h, \frac{1}{3} + \epsilon}) = [(X_h, 2Q_\infty)] \). Thus \( H_{h, \frac{1}{3} + \epsilon} \) is contained in \( E_1^+ = (\phi_1^+)^{-1}([(X_h, 2Q_\infty)]) \). On the other hand, if \( (X, S) \in E_1^+ \) i.e. \( \phi_1^+([(X, S)]) = [(X_h, 2Q_\infty)] \), then \( X \) admits a special degeneration to \( X_h \). Thus Lemma 5.5 implies that \( X \cong \mathbb{P}^3 \) or \( X_h \). If \( X \cong \mathbb{P}^3 \), then \( (X, \frac{1}{3} S) \) is K-polystable by interpolation, a contradiction. Thus we have \( X \cong X_h \) and hence \( [(X, S)] \in H_{h, \frac{1}{3} + \epsilon} \). By Theorem 5.9. Thus we have \( H_{h, \frac{1}{3} + \epsilon} = E_1^+ \).

The following result shows that all but one K-moduli wall crossings of \( \overline{\mathcal{M}}_{c, K}^K \) for \( c \in (\frac{1}{3}, 1) \) are directly induced by those of \( H_{h, c} \), i.e. the divisor parametrizing hyperelliptic K3 surfaces.

**Proposition 5.15** Let \( c \in (\frac{1}{3}, 1) \) be a rational number. Then any point in \( \overline{\mathcal{M}}_{c, K}^K \setminus H_{h, c} \) is either \([\mathbb{P}^3, S]\) where \( S \) is a GIT polystable quartic surface, or \([ (X_u, S') \) where \( S' \) is an anti-canonical divisor on \( X_u \).

**Proof** We do induction on the K-moduli walls. When \( c = \frac{1}{3} + \epsilon \), by Theorem 5.14 we know that \( \overline{\mathcal{M}}_{c, K}^K = (\overline{\mathcal{M}}_{\text{GIT}} \setminus \{2Q\}) \cup H_{h, c} \). Assume that we hit a K-moduli wall \( c_i \) such that the statement is true for any \( \frac{1}{3} < c < c_i \). Then we
analyze the wall crossing morphisms

\[\overline{\mathcal{M}}_{c_i}^K \overset{\phi_i^-}{\longrightarrow} \overline{\mathcal{M}}_{c_i}^K \overset{\phi_i^+}{\longleftarrow} \overline{\mathcal{M}}_{c_i}^K + \epsilon.\]

We first show that the statement is true for \(c = c_i\). Indeed, all \(c_i\)-K-polystable replacements of \(H_{h,c_i} - \epsilon\) belong to \(H_{h,c_i}\) by Theorem 5.9. For \([([\mathbb{P}^3, S]) \in \overline{\mathcal{M}}_{c_i}^K \setminus H_{h,c_i} - \epsilon\) and \([S] \in W_8\), its K-polystable replacement belongs to \(H_{h,c_i}\) by Theorem 5.12. For \(([\mathbb{P}^3, T]) \in \overline{\mathcal{M}}_{c_i}^K\), its K-polystable replacement at \(c_i = \frac{9}{13}\) is \((X_u, T_0)\). Since any Fano threefold appearing in \(H_{h,c_i}\) is either \(X_h\) or \(\mathbb{P}(1, 1, 2, 4)\), Lemma 5.4 implies that \(\overline{\mathcal{M}}_{c_i}^K\) is a smooth stack. Thus the statement holds for \(c = c_i\).

Next, we show that the statement is true for \(c = c_i + \epsilon\). Since \(\overline{\mathcal{M}}_{c_i}^K + \epsilon\) is an open substack of \(\overline{\mathcal{M}}_{c_i}^K\), it is also a smooth stack. Assume that \([((X, S)] \in \overline{\mathcal{M}}_{c_i}^K + \epsilon \setminus H_{h,c_i} + \epsilon\). If \((X, S)\) is \(c_i\)-K-polystable, then it is also \((c_i - \epsilon)\)-K-polystable by [3, Proposition 3.18]. Thus \(X \cong \mathbb{P}^3\) or \(X_u\). If \((X, S)\) is not \(c_i\)-K-polystable, then let \((X_0, S_0)\) be its \(c_i\)-K-polystable replacement. Then either \((X_0, S_0) \in H_{h,c_i}\) or \((X_0, S_0) \cong (X_u, T_0)\). In the first case, we know that \(X_0 \cong X_h\) or \(\mathbb{P}(1, 1, 2, 4)\) which implies that \(X \cong \mathbb{P}^3\), \(X_h\), or \(\mathbb{P}(1, 1, 2, 4)\) by Lemma 5.5. In fact, \(X\) cannot be isomorphic to \(\mathbb{P}^3\) since otherwise \((X, c_i S)\) is K-polystable by interpolation, a contradiction. Thus \(X \cong X_h\) or \(\mathbb{P}(1, 1, 2, 4)\) which implies that \([((X, S)] \in H_{h,c_i} + \epsilon\) by Theorem 5.9, again a contradiction. In the second case, by Corollary 4.19 we have that \(X \cong \mathbb{P}^3\) or \(X_u\). Hence the proof is finished.

The following theorem summarizes the results we have obtained, which provides a detailed description of wall crossings for K-moduli spaces \(\overline{\mathcal{M}}_{c}^K\).

**Theorem 5.16** The K-moduli space \(\overline{\mathcal{M}}_{c}^K\) (resp. K-moduli stack \(\overline{\mathcal{M}}_{c}^K\)) is irreducible and normal (resp. smooth) for any \(c \in (0, 1)\). Moreover, the list of K-moduli walls of \(\overline{\mathcal{M}}_{c}^K\) is given as follows.

\[\{c_1, c_2, \ldots, c_9\} = \begin{pmatrix} 1 & 1 & 3 & 2 & 9 & 5 & 3 & 7 & 9 \\ \frac{2}{3} & \frac{2}{5} & \frac{2}{3} & \frac{13}{7} & \frac{4}{9} & \frac{9}{11} \end{pmatrix}.\]  

(5.8)

In the below, we give precise description of the wall crossing morphisms.

1. When \(c = c_1 = \frac{1}{3}\), the K-moduli wall crossing map decreasing from \(c = \frac{1}{3} + \epsilon\) to \(c = \frac{1}{3} - \epsilon\) is a divisorial contraction of the exceptional divisor \(E_1^+\), which is the birational transform of \(H_h\), to the point \([([\mathbb{P}^3, 2Q])]\).
(2) When \( c = c_5 = \frac{9}{13} \), the K-moduli wall crossing map decreasing from \( c = \frac{9}{13} + \epsilon \) to \( \frac{9}{13} - \epsilon \) is a divisorial contraction of the exceptional divisor \( E_5^+ \), which is the birational transform of \( H_\epsilon \), to the point \( (\mathbb{P}^3, T) \).

(3) When \( c = c_i \in \{ \frac{1}{2}, \frac{3}{5}, \frac{2}{3}, \frac{5}{7}, \frac{3}{4}, \frac{7}{9}, \frac{9}{11} \} \), i.e. \( 2 \leq i \leq 9 \) and \( i \neq 5 \), K-moduli wall crossings are flips. Moreover, if \( i \in \{2, 3, 4, 7, 8, 9\} \) (resp. if \( i = 6 \)) then the exceptional locus \( E_i^- \) is the birational transform of \( W_{i-1} \) (resp. \( W_{i-2} \)), while \( E_i^+ \) is the birational transform of \( Z_i \) (resp. \( Z_{i-1} \)).

**Remark 5.17** Using techniques similar to [3, Section 5.2], one should be able to show that the wall crossing morphisms in Theorem 5.16 (1) and (2) are weighted blow-ups of Kirwan type. Since this is not necessary for our main results, we omit the calculation. By Remark 6.10 (a combination of [61, Sections 5.1 and 5.2] and the results of Sect. 6, where we identify our K-moduli spaces with the spaces defined in Laza–O’Grady), we will see that the wall crossing morphisms in Theorem 5.16 (1) and (2) are indeed weighted blowups of Kirwan type at the point \([2Q]\) and \([T]\) respectively.

**Proof** By Theorem 5.14 and Proposition 5.15, we know that the only possible Fano threefolds appearing in \( \overline{\mathcal{M}}^K_c \) are \( \mathbb{P}^3 \), \( X_h, \mathbb{P}(1, 1, 2, 4) \), or \( X_n \) for any \( c \in (0, 1) \). Thus the smoothness of \( \overline{\mathcal{M}}^K_c \) and normality of \( \overline{\mathcal{M}}^K_c \) follow from Corollary 5.6, while irreducibility is proven in Proposition 3.6.

Next, we turn to the list of K-moduli walls. By Proposition 5.15, a K-moduli wall \( c_i \) of \( \overline{\mathcal{M}}^K_c \) either satisfies \( c_i = \text{kst}(\mathbb{P}^3, S) \) for some \( S \in W_8 \cup \{ [T]\} \), or it is a wall of the K-moduli spaces \( \overline{\mathcal{K}}_{3c-1} \cong H_{h,c} \) from [4], as there are no wall crossings on \( H_{h,c} \) when \( c \in (\frac{9}{13}, 1) \) by Theorem 4.21. In the former case, we precisely obtain the right-hand-side of (5.8). In the latter case, by [4, Remark 5.13] the collection of walls is \( \{ c \mid \frac{3c-1}{4} \in \{ \frac{1}{2}, \frac{3}{5}, \frac{3}{4}, \frac{7}{9}, \frac{9}{11}\} \} \), which equals \( \{ \frac{1}{2}, \frac{3}{5}, \frac{2}{3}, \frac{5}{7}, \frac{3}{4}, \frac{7}{9}, \frac{9}{11}\} \) as a subset of the right-hand-side of (5.8). Thus we have verified the list of all K-moduli walls (5.8).

Next, we characterize the K-moduli wall crossing morphisms. Part (1) follows from Theorem 5.14. Part (2) follows from Theorems 4.11 and 4.21. We focus on part (3). Let \( j := i - 1 \) (resp. \( j := i - 2 \)) when \( i \in \{2, 3, 4, 7, 8, 9\} \) (resp. when \( i = 6 \)). By Theorem 5.12 and Proposition 5.15, we know that \( E_i^- = W_j^\circ \cup (E_i^- \cap H_{h,c_i-\epsilon}) \) as sets, and \( E_i^+ \subset H_{h,c_i+\epsilon} \). Since \( H_{h,c} \cong \overline{\mathcal{K}}_{3c-1} \) by Theorem 5.9, we know that \( E_i^\pm \cup H_{h,c_i,\pm\epsilon} \) is isomorphic (via the operation \( \mathcal{O}(\cdot, \cdot) \)) to the exceptional locus \( E_i^{c_i'} \) of \( K_{c_i'} \rightarrow K_{c_i} \) where \( c_i' := \frac{3c_i-1}{4} \). By [4, Theorem 1.1], the locus \( E_i^{c_i'} \) is the same as the VGIT exceptional locus of slope \( t_i := \frac{3c_i'+1}{2c_i'+2} \) for \( 2, 4 \) complete intersections in \( \mathbb{P}^3 \). By [63, Theorem 1.1], we know that \( E_i^- \) is the strict transform of \( \rho_{-1}W_j \cap H_{h,\frac{1}{2}+\epsilon} \), while \( E_i^+ \) is the strict transform of \( Z^{j+1} \). Thus we see that \( E_i^- \) (resp. \( E_i^+ \)) is the strict
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transform of $W_j$ (resp. $Z^{j+1}$). The fact that these morphisms are flips will follow from the calculations in Theorem 6.2, as the morphisms are shown to be MMP with scaling with respect to the CM line bundle.

6 Proof of main theorems

In this section we present proofs of main theorems.

6.1 CM line bundles on K-moduli spaces

In this subsection, we compute the log CM $\mathbb{Q}$-line bundles on the K-moduli spaces $\overline{M}_c^K$, and prove Theorem 1.1.

The following result describes the locus of K3 surfaces with Du Val singularities inside K-moduli stacks and spaces.

**Proposition 6.1** Let $c \in (0, 1)$ be a rational number. There exists a saturated open substack $\mathcal{M}_c^{K, o}$ of $\overline{M}_c^K$ consisting of $c$-K-stable log pairs $[(X, S)]$ where $S$ has Du Val singularities. Moreover, $\mathcal{M}_c^{K, o}$ is a smooth Deligne–Mumford stack with coarse moduli space $\mathcal{M}_c^{K, o}$. The birational period map $p_c : \overline{M}_c^K \to \mathcal{F}$ for boundary divisors induces an open immersion $p_c^o : \mathcal{M}_c^{K, o} \hookrightarrow \mathcal{F}$ satisfying the following properties.

1. $\mathcal{M}_c^{K, o}$ is a big open subset of $\overline{M}_c^K$ for any $c \in (0, 1)$.

2. The divisorial components of $\mathcal{F} \setminus p_c^o(\mathcal{M}_c^{K, o})$ are:
   \[
   \begin{cases}
   \text{none} & \text{if } c \in (\frac{9}{13}, 1); \\
   H_u & \text{if } c \in (\frac{1}{3}, \frac{9}{13}]; \\
   H_h \cup H_u & \text{if } c \in (0, \frac{1}{3}].
   \end{cases}
   \]

3. $p_c^o$ is an isomorphism if and only if $c \in (\frac{9}{13}, 1)$.

**Proof** We first show that $\mathcal{M}_c^{K, o}$ is a saturated open substack of $\overline{M}_c^K$. By the openness of K-stability [18] and lower semi-continuity of lct, there exists an open substack $\mathcal{M}_c^{lc}$ of $\overline{M}_c^K$ parametrizing $c$-K-stable log pairs $(X, S)$ that are log canonical. By applying adjunction, we obtain a $\mathbb{Q}$-Gorenstein universal family $S \to \mathcal{M}_c^{lc}$ with fibers being semi-log-canonical surfaces with trivial canonical divisor. Since klt is an open condition in $\mathbb{Q}$-Gorenstein families, and Gorenstein klt is the same as having ADE singularities for surfaces, we know that $\mathcal{M}_c^{K, o}$ is an open substack of $\mathcal{M}_c^{lc}$ and hence an open substack of $\overline{M}_c^K$. Since $\mathcal{M}_c^{K, o}$ consists of K-stable log pairs, every point is closed with finite stabilizers. Hence we know that $\mathcal{M}_c^{K, o}$ is a saturated open Deligne–Mumford substack of $\overline{M}_c^K$. By taking period map for boundary divisors, we obtain a morphism $\mathcal{M}_c^{K, o} \to \mathcal{F}$ which descends to a morphism $p_c^o : \mathcal{M}_c^{K, o} \to \mathcal{F}$. 
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Since $p_c$ is birational, so is $p_c^\circ$. Next we show that $p_c^\circ$ is injective on closed points. By global Torelli theorem it suffices to show that if $(X, S)$ and $(X', S')$ both belong to $\mathcal{M}_c^{K, \circ}$ and $S \cong S'$ as polarized K3 surfaces, then $(X, S) \cong (X', S')$. This clearly holds when $S$ and $S'$ are quartic surfaces in $\mathbb{P}^3$. If $S$ and $S'$ are hyperelliptic, then their quotients $(V, C)$ and $(V', C')$ by the hyperelliptic involutions are isomorphic. By Theorem 5.9 and Proposition 5.15, we know that $(X, cS) \cong c(V, \frac{3c-1}{4}C) \cong c(V', \frac{3c-1}{4}C') \cong (X', cS')$. If $S$ and $S'$ are unigonal, then Proposition 5.15 implies that $X \cong X' \cong X_u$, and hence $(X, S) \cong (X', S')$ by Lemma 4.10. Thus $p_c^\circ$ is injective on closed points. By Zariski’s main theorem and normality of K-moduli spaces (Theorem 5.16), we conclude that $p_c^\circ$ is an open immersion.

Next we turn to parts (1)–(3). For part (1), if $c \in (0, \frac{1}{13}]$, then by Lemma 3.5 and Theorem 5.14 we know that $\mathcal{M}_c^{K, \circ} \cong \mathcal{M}_c^\circ$ under the isomorphism $\overline{\mathcal{M}}_c^K \cong \mathfrak{M}_c^{\mathrm{GIT}}$, which implies that $\mathcal{M}_c^{K, \circ}$ is a big open subset of $\mathcal{M}_c^K$. If $c > \frac{1}{13}$, then a general hyperelliptic K3 surface $S \subset X_h$ satisfies that $(X_h, cS)$ is K-stable by Theorem 5.9 and [4, Theorem 1.1]. If $c > \frac{9}{13}$, then a general unigonal K3 surface $S' \subset X_u$ satisfies that $(X_u, cS')$ is K-stable by Theorem 4.21. Thus we know that $\mathcal{M}_c^{K, \circ}$ has non-empty intersection with $H_{h,c}$ (resp. $H_{u,c}$) if $c > \frac{1}{3}$ (resp. if $c > \frac{9}{13}$). Since there is an open immersion $\mathcal{M}_c^\circ \hookrightarrow \mathcal{M}_c^{K, \circ}$ for any $c$ by Lemma 3.5, and all but two wall crossings are flips by Theorem 5.16, we know that $\mathcal{M}_c^{K, \circ}$ is a big open subset of $\mathcal{M}_c^K$ for any $c \in (0, 1)$. Part (2) follows for similar reasons to part (1) as $\mathcal{M}_c^\circ \cong \mathcal{F}(H_h \cup H_u)$ under $p$. For part (3), since $p_c^\circ$ is an open immersion, it suffices to show that it is surjective if and only if $c \in (\frac{9}{13}, 1)$. We know that $\mathcal{F}(H_h \cup H_u) \cong \mathcal{M}_c^\circ \hookrightarrow \mathcal{M}_c^{K, \circ}$ for any $c$, and $H_u \subset \mathcal{M}_c^{K, \circ}$ if and only if $c > \frac{9}{13}$ by Theorem 4.21. Thus the surjectivity of $p_c^\circ$ is equivalent to the containment $H_h \subset H_{h,c}$. Since $H_{h,c} \cong \overline{K}_{3c-1}$ by Theorem 5.9, from the explicit wall crossings for K-moduli of hyperelliptic quartic K3 surfaces (see [4, Remarks 5.13 and 5.14] and [63, Section 6]) we know that $H_h \subset H_{h,c}$ if and only if $\frac{3c-1}{4} > \frac{4}{11}$, i.e. $c > \frac{9}{13}$. Thus the proof is finished.

Next, we recall the definition of log CM line bundles on K-moduli stacks and spaces from [3, Definition 3.34]. By the construction of K-moduli stacks from [3, Section 3], we may write $\overline{\mathcal{M}}_c^K = [Z_c^\text{red}/\text{PGL}(N+1)]$ where $Z_c^\text{red}$ is a reduced locally closed subscheme of certain relative Hilbert scheme in $\mathbb{P}^N$ parametrizing $c$-K-semistable pairs in $\overline{\mathcal{M}}_c^K$. Let $\pi_c : (\mathcal{X}_c, \mathcal{D}_c) \to Z_c^\text{red}$ be the universal family. Let $c' \in (0, 1)$ be a rational number. Then the log CM $\mathbb{Q}$-line bundle $\lambda_{\text{CM}, c, c'}\mathcal{D}_c$ (resp. the Hodge $\mathbb{Q}$-line bundle $\lambda_{\text{Hodge}, c, c'}\mathcal{D}_c$) on $Z_c^\text{red}$ descends to a $\mathbb{Q}$-line bundle $\lambda_{c, c'}$ (resp. $\lambda_{c, \text{Hodge}}$) on $\overline{\mathcal{M}}_c^K$. We simply denote $\lambda_c := \lambda_{c, c'}$. By [3, Proposition 3.35], we know that $\lambda_c$ descends to a $\mathbb{Q}$-line
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bundle $\Lambda_c$ on $\overline{\mathcal{M}}_c^K$ for any $c \in (0, 1)$. Moreover, if $c \in (0, 1)$ is not a $K$-moduli wall listed in Theorem 5.16, then both $\lambda_{c,c'}$ and $\lambda_{c,Hodge}$ descend to $\mathbb{Q}$-line bundles $\Lambda_{c,c'}$ and $\Lambda_{c,Hodge}$ on $\overline{\mathcal{M}}_c^K$. By [100], we know that the CM $\mathbb{Q}$-line bundle $\Lambda_c$ is ample on $\overline{\mathcal{M}}_c^K$ for any $c \in (0, 1)$. Moreover, the Hodge $\mathbb{Q}$-line bundle $\Lambda_{c,Hodge}$ is nef on $\overline{\mathcal{M}}_c^K$ for any $c \in (\frac{9}{11}, 1)$ by Theorem 5.16 and [3, Proposition 3.35].

**Theorem 6.2** Let $\lambda$ be the Hodge line bundle on $\mathcal{F}$. Let $\Delta^K := \frac{1}{4}H_h + \frac{9}{8}H_u$. Then for any $c \in (0, 1) \cap \mathbb{Q}$ we have

$$\overline{\mathcal{M}}_c^K \cong \text{Proj } R(\mathcal{F}, c\lambda + (1 - c)\Delta^K).$$

Moreover, the CM $\mathbb{Q}$-line bundle $\Lambda_c$ on $\overline{\mathcal{M}}_c^K$ is proportional to $(p_{c^{-1}})_*(c\lambda + (1 - c)\Delta^K)$ up to a positive constant.

**Proof** From Theorem 5.16, we know that the birational map $\overline{\mathcal{M}}_c^K \dashrightarrow \overline{\mathcal{M}}_c^K$ is a birational contraction for any $0 < c < c' < 1$. Moreover, by [100] we know that $\Lambda_c$ is ample on $\overline{\mathcal{M}}_c^K$. Thus similar arguments to [3, Theorem 9.4] imply that for any $c \in (0, 1) \cap \mathbb{Q}$ and $0 < \epsilon \ll 1$ we have

$$\overline{\mathcal{M}}_c^K \cong \text{Proj } R(\mathcal{M}_{1-\epsilon}^K, \Lambda_{1-\epsilon, c}),$$

and $\Lambda_c$ is the same as the pushforward of $\Lambda_{1-\epsilon,c}$ under $\overline{\mathcal{M}}_{1-\epsilon}^K \dashrightarrow \overline{\mathcal{M}}_c^K$.

By Proposition 6.1(3), we know that $p_{1-\epsilon}^{-1} : \mathcal{F} \leftarrow \overline{\mathcal{M}}_{1-\epsilon}^K$ is a regular open immersion whose image $\mathcal{M}_{1-\epsilon}^K \circ p_{1-\epsilon}$ is a big open subset of $\overline{\mathcal{M}}_{1-\epsilon}^K$. Since $\overline{\mathcal{M}}_{1-\epsilon}^K$ is normal by Theorem 5.16, to prove the theorem it suffices to show that $(p_{1-\epsilon}^{-1})_*\Lambda_{1-\epsilon,c}$ is proportional to $c\lambda + (1 - c)\Delta^K$ up to a positive constant.

By [3, Proposition 3.35] we know that

$$(1 - c)^{-3}\Lambda_{1-\epsilon,c} = (1 - c)\Lambda_{1-\epsilon,0} + 4^4c\Lambda_{1-\epsilon,Hodge}. \quad (6.1)$$

By adjunction, we have $(p_{1-\epsilon}^{-1})_*\Lambda_{1-\epsilon,Hodge} = \lambda$. Since $p_{1-\epsilon}^{-1}(\mathcal{F}\setminus (H_h \cup H_u))$ parametrizes pairs $(\mathbb{P}^3, S)$, we know that the pullback of $\Lambda_{1-\epsilon,0}$ to $\mathcal{F}\setminus (H_h \cup H_u)$ is trivial as the underlying family of Fano threefolds is an isotrivial $\mathbb{P}^3$-fibration. Thus the support of $4^{-4}(p_{1-\epsilon}^{-1})_*\Lambda_{1-\epsilon,0}$ is contained in $H_h \cup H_u$, and we may write

$$4^{-4}(p_{1-\epsilon}^{-1})_*\Lambda_{1-\epsilon,0} = b_h H_h + b_u H_u$$

for some $b_h, b_u \in \mathbb{Q}$. Hence we have

$$4^{-4}(1 - c)^{-3}(p_{1-\epsilon}^{-1})_*\Lambda_{1-\epsilon,c} = c\lambda + (1 - c)(b_h H_h + b_u H_u). \quad (6.2)$$
Therefore, the theorem reduces to showing $4^{-4}(p_{1-\epsilon})^{-1}\Lambda_{1-\epsilon,0} = \Delta^K$, i.e. $b_h = \frac{1}{4}$ and $b_u = \frac{9}{8}$.

Let $\Lambda^{\text{GIT}}$ be the ample $\mathbb{Q}$-line bundle on $\overline{\mathcal{M}}^{\text{GIT}}$ induced by the hyperplane line bundle on $|\mathcal{O}_{\mathbb{P}^3}(4)|$. Then by [62, (4.1.2)] we have

$$p^*\Lambda^{\text{GIT}} = \lambda + \frac{H_h}{2} + \frac{H_u}{2},$$

(6.3)

where $p : \overline{\mathcal{M}}^{\text{GIT}} \dashrightarrow \mathcal{F}$ is the birational period map.

Next we compute $b_u$. By Theorem 4.21, for every $c \in (\frac{9}{13}, 1)$ we have that $H_u \subset H_{u,c}$, and $\overline{\mathcal{M}}^K_c \dashrightarrow \overline{\mathcal{M}}^{\text{GIT}}$ is regular near $H_{u,c}$ which contracts $H_{u,c}$ to the point $[T]$. Thus $(p^*\Lambda^{\text{GIT}})|_{H_u}$ is $\mathbb{Q}$-trivial. Since $H_h \cap H_u = \emptyset$ by [62, Lemma 1.7.3], (6.3) implies that

$$\left(\lambda + \frac{H_u}{2}\right)|_{H_u} = 0.$$

(6.4)

On the other hand, by [3, Theorem 3.36] we know that $\Lambda_{\frac{9}{13} + \epsilon, \frac{9}{13}} = (\phi_3^+)^*\Lambda_{\frac{9}{13}}$ which is trivial along $H_u \subset H_{u,\frac{9}{13} + \epsilon}$. Since $\overline{\mathcal{M}}^{\text{K}}_{1-\epsilon} \dashrightarrow \overline{\mathcal{M}}^K_{\frac{9}{13} + \epsilon}$ is isomorphic near $H_u$, we have that $0 = \Lambda_{\frac{9}{13} + \epsilon, \frac{9}{13}}|_{H_u} = \Lambda_{1-\epsilon, \frac{9}{13}}|_{H_u}$. By (6.2) we get

$$0 = \left(\frac{9}{13} \lambda + \frac{4}{13}(b_h H_h + b_u H_u)\right)|_{H_u} = \frac{9}{13} \left(\lambda + \frac{4}{9} b_u H_u\right)|_{H_u}$$

(6.5)

Since $\lambda|_{H_u}$ is ample but not $\mathbb{Q}$-trivial, equations (6.4) and (6.5) imply that $b_u = \frac{9}{8}$.

Finally, we compute $b_h$. Denote by $H_h^\circ := H_h \setminus Z^2$ parametrizing hyperelliptic K3 surfaces $S$ with ADE singularities that are double covers of $\mathbb{P}^1 \times \mathbb{P}^1$. By Theorem 5.14, we know that $(X_h, (\frac{1}{3} + \epsilon)S)$ is $K$-stable. Thus interpolation [3, Proposition 2.13] implies that $(X_h, cS)$ is $K$-stable for any $c \in (\frac{1}{3}, 1)$, i.e. $H_h^\circ \subset H_{h,c}$. Similar to the $H_u$ case, we have $\Lambda_{\frac{1}{3} + \epsilon, \frac{1}{3}} = (\phi_1^+)^*\Lambda_{\frac{1}{3}}$ which is trivial along $H_h^\circ$, and $\overline{\mathcal{M}}^K_{1-\epsilon} \dashrightarrow \overline{\mathcal{M}}^K_{\frac{1}{3} + \epsilon}$ is isomorphic near $H_h^\circ$. Thus (6.2) implies

$$0 = \left(\frac{1}{3} \lambda + \frac{2}{3}(b_h H_h + b_u H_u)\right)|_{H_h^\circ} = \frac{1}{3} (\lambda + 2 b_h H_h)|_{H_h^\circ}.$$

(6.6)
Meanwhile, (6.3) implies that

\[(\lambda + \frac{1}{2}H_h)|_{H_h^2} = 0.\]  

(6.7)

It is clear that \(H_h^2\) is a big open subset of \(H_{h,\frac{1}{2}+\epsilon}\) which is isomorphic to the GIT moduli space of \((4,4)\)-curves on \(\mathbb{P}^1 \times \mathbb{P}^1\). Thus \(\lambda|_{H_h^2}\) is ample and not \(\mathbb{Q}\)-trivial. This combining with (6.6) and (6.7) implies that \(b_h = \frac{1}{4}\). □

**Lemma 6.3** For any \(\epsilon \in (0, \frac{2}{11}) \cap \mathbb{Q}, a \in (0, \frac{1}{9}) \cap \mathbb{Q},\) and \(b \in (0, \frac{1}{2}) \cap \mathbb{Q},\) we have

\[\overline{\mathcal{M}}_{1-\epsilon}^{K} \cong \text{Proj } R(\mathcal{F}, \lambda + \frac{a}{2}H_h + \frac{b}{2}H_u) \cong \hat{\mathcal{F}}.\]

**Proof** We focus on the first isomorphism, as the second isomorphism is an easy consequence of [61, Proposition 17] where it is shown that \(\hat{\mathcal{F}} \cong \text{Proj } R(\mathcal{F}, \lambda + \epsilon \Delta)\) for \(0 < \epsilon \ll 1\). By Theorem 5.16, we know that \(\overline{\mathcal{M}}_{1-\epsilon}^{K}\) is independent of the choice of \(\epsilon \in (0, \frac{2}{11}) \cap \mathbb{Q}\). Since \(\overline{\mathcal{M}}_{1-\epsilon}^{K}\) and \(\mathcal{F}\) are isomorphic in codimension 1, it suffices to show that \((p_{1-\epsilon}^{-1})_*(\lambda + \frac{1}{2}(aH_h + bH_u))\) is ample on \(\overline{\mathcal{M}}_{1-\epsilon}^{K}\) for \(\epsilon \in (0, \frac{2}{11}) \cap \mathbb{Q}, a \in (0, \frac{1}{9}) \cap \mathbb{Q},\) and \(b \in (0, \frac{1}{2}) \cap \mathbb{Q}\). We split into two cases.

**Case 1.** \(b \leq \frac{9}{2}a\). Since \(a < \frac{1}{9}\), we may choose \(\epsilon := \frac{2a}{1+2a} < \frac{2}{11}\). As \(\Delta^K = \frac{1}{4}H_h + \frac{9}{8}H_u\), we have

\[\lambda + \frac{1}{2}(aH_h + bH_u) = \frac{2b}{9a}(\lambda + 2a\Delta^K) + (1 - \frac{2b}{9a})(\lambda + \frac{a}{2}H).\]  

(6.8)

By Theorems 5.16 and 6.2, \((p_{1-\epsilon}^{-1})_*(\lambda + 2a\Delta^K) = (1 + 2a)(p_{1-\epsilon}^{-1})_*(1 - \epsilon)\lambda + \epsilon \Delta^K)\) is a positive multiple of the CM \(\mathbb{Q}\)-line bundle \(\Lambda_{1-\epsilon}\) on \(\overline{\mathcal{M}}_{1-\epsilon}^{K}\) hence is ample by [100]. As we mentioned earlier, \((p_{1-\epsilon}^{-1})_*(\lambda = \Lambda_{1-\epsilon},\text{Hodge})\) is nef on \(\overline{\mathcal{M}}_{1-\epsilon}^{K}\). Thus by (6.8) it suffices to show that \((p_{1-\epsilon}^{-1})_*(\lambda + \frac{a}{2}H) = \Lambda_{1-\epsilon},\text{Hodge} + \frac{a}{2}H_{h,1-\epsilon}\) is nef on \(\overline{\mathcal{M}}_{1-\epsilon}^{K}\). Since \(\Lambda_{1-\epsilon},\text{Hodge}\) is nef and \(H_{h,1-\epsilon}\) is effective \(\mathbb{Q}\)-Cartier, it suffices to show that \((\Lambda_{1-\epsilon},\text{Hodge} + \frac{a}{2}H_{h,1-\epsilon})|_{H_{h,1-\epsilon}}\) is nef. By Theorem 5.16, we know that \(H_{h,1-\epsilon}\) and \(H_{u,1-\epsilon}\) are disjoint. Thus

\[(\Lambda_{1-\epsilon},\text{Hodge} + \frac{a}{2}H_{h,1-\epsilon})|_{H_{h,1-\epsilon}} = (\Lambda_{1-\epsilon},\text{Hodge} + \frac{a}{2}H_{h,1-\epsilon} + \frac{9a}{4}H_{u,1-\epsilon})|_{H_{h,1-\epsilon}}\]

is a positive multiple of \(\Lambda_{1-\epsilon}|_{H_{h,1-\epsilon}}\) which is ample. Thus Case 1 is proved.
Case 2. $b > \frac{9}{2}a$. Since $b < \frac{1}{2}$, we may choose $\epsilon := \frac{4b}{9 + 4b} < \frac{2}{11}$. Then we have
\[
\lambda + \frac{1}{2}(aH_h + bH_u) = \frac{9a}{2b}(\lambda + \frac{4b}{9}K) + (1 - \frac{9a}{2b})(\lambda + \frac{b}{2}H_u).
\]
Similarly to Case 1, $(p_{1-\epsilon}^{-1})_*(\lambda + \frac{4b}{9}K) = (1 + \frac{4b}{9})(p_{1-\epsilon}^{-1})_*((1-\epsilon)\lambda + \epsilon K)$ is ample as a positive multiple of the CM $\mathbb{Q}$-line bundle $\Lambda_{1-\epsilon}$. Thus it suffices to show the nefness of $(\Lambda_{1-\epsilon,Hodge} + \frac{b}{2}H_{u,1-\epsilon})|_{H_{u,1-\epsilon}}$ as $H_{u,1-\epsilon}$ is also effective $\mathbb{Q}$-Cartier. This again follows from the disjointness of $H_{h,1-\epsilon}$ and $H_{u,1-\epsilon}$ and the ampleness of $\Lambda_{1-\epsilon}|_{H_{u,1-\epsilon}}$. Thus Case 2 is proved.

Proof of Theorem 1.1 Part (1) is a consequence of Theorem 5.14. Part (2) is exactly Theorem 6.2. Part (4) follows from Theorem 5.16. Hence we only need to prove part (3). By construction, $\mathcal{F}$, $\hat{\mathcal{F}}$, and $\mathcal{F}^*$ are all isomorphic in codimension 1. Hence Lemma 6.3 implies $(\hat{\mathcal{F}}, \hat{\lambda}) \cong (\mathfrak{M}_{1-\epsilon}^K, \Lambda_{1-\epsilon,Hodge})$ where $\hat{\lambda}$ is the unique extension of $\lambda$ on $\hat{\mathcal{F}}$. Clearly, $\lambda$ uniquely extends to an ample $\mathbb{Q}$-line bundle $\hat{\lambda}^*$ on $\mathcal{F}^*$ whose pullback under the morphism $\hat{\mathcal{F}} \to \mathcal{F}^*$ is exactly $\hat{\lambda}$. Thus (3) is proved.

6.2 Proof of Laza–O’Grady’s prediction

In this section, we prove Theorem 1.2 which implies Laza–O’Grady’s prediction. The key idea is to construct $\mathcal{F}(a, b)$ from modifications of K-moduli spaces $\mathfrak{M}_c^K$, use positivity of the log CM line bundle [23, 84, 100], and follow the MMP with scaling from [45].

We recall some notation and consequences from the proof of Theorem 4.21. We define $U_T = \mathfrak{M}_{c,T}^{GIT} \setminus W_8$ and $U_u = (\phi_5^+)^{-1}(\phi_5^-(U_T)) \subset \mathfrak{M}_{c,T}^K + \epsilon$ where $\phi_5^\pm : \mathfrak{M}_{c,T}^K + \epsilon \to \mathfrak{M}_{c,T}^K$ are the K-moduli wall crossing morphisms. Moreover, there are canonical open immersions $U_T \hookrightarrow \mathfrak{M}_c^K$ and $U_u \hookrightarrow \mathfrak{M}_c^K$ for any $0 < c < \frac{9}{13} < c' < 1$. Let $\rho_{u,T} : U_u \to U_T$ be the composition $\rho_{u,T} := ((\phi_5^-)^{-1} \circ \phi_5^+)|_{U_u}$. Then $\rho_{u,T}$ is a projective birational morphism that contracts the divisor $H_{u,1-\epsilon} + \epsilon$ to the point $[T] \in U_T$. In addition, the restriction of $\rho_{u,T}$ to $U_u \setminus H_{u,1-\epsilon} + \epsilon$, denoted by $\rho_{u,T}^*$, is an isomorphism onto $U_T \setminus \{[T]\}$.

Definition 6.4 Let $a, b \in \mathbb{Q}_{>0}$. Denote by $c = c(a) := \frac{1}{1+2a}$. We define the schemes $\mathcal{F}(a, b)$ as follows.

1. For $a \in (0, \frac{2}{5})$ and $b \in (0, 1)$, we define $\mathcal{F}(a, b) := \mathfrak{M}_c^K$;
2. For $a \in (\frac{2}{5}, +\infty)$ and $b \in (0, 1)$, we define $\mathcal{F}(a, b)$ as the gluing of $\mathfrak{M}_c^K \setminus \{([\mathbb{P}^3, T])\}$ and $U_u$ through the isomorphism of open subschemes.
\[ U_T \setminus \{ [T] \} \xrightarrow{(\rho_u^T)^{-1}} U_u \setminus H_u, \frac{9}{13} + \epsilon, \quad \text{and} \quad \mathcal{F}(\frac{2}{9}, b) := \mathcal{F}(\frac{2}{9} + \epsilon, b) \text{ for } 0 < \epsilon \ll 1; \]

(3) For \( a \in \left( 0, \frac{2}{9} \right) \) and \( b \in [1, +\infty) \), we define \( \mathcal{F}(a, b) \) as the gluing of \( \overline{\mathcal{M}}_c^K \setminus H_{u,c} \) and \( U_T \) through the isomorphism of open subschemes

\[ U_u \setminus H_u, \frac{9}{13} + \epsilon \xrightarrow{\rho_u^T} U_T \setminus \{ [T] \}; \]

(4) For \( a \in \left[ \frac{2}{9}, +\infty \right) \) and \( b \in [1, +\infty) \) we define \( \mathcal{F}(a, b) := \overline{\mathcal{M}}_c^K \).

**Proposition 6.5** For every \( a, b \in \mathbb{Q}_{>0} \), the scheme \( \mathcal{F}(a, b) \) is an irreducible normal proper scheme. Denote by \( c = c(a) := \frac{1}{1+2a} \). Moreover, if \( a \in \left( \frac{2}{9}, +\infty \right) \) and \( b \in (0, 1) \), then there is a birational morphism \( \sigma_{a,b} : \mathcal{F}(a, b) \to \overline{\mathcal{M}}_c^K \) which contracts \( H_u, \frac{9}{13} + \epsilon \) to the point \( [(\mathbb{P}^3, T)] \), and is isomorphic elsewhere; if \( a \in \left( 0, \frac{2}{9} \right) \) and \( b \in [1, +\infty) \), then there is a birational morphism \( \sigma'_{a,b} : \overline{\mathcal{M}}_c^K \to \mathcal{F}(a, b) \) which contracts \( H_{u,c} \) to the point \([T]\), and is isomorphic elsewhere.

**Proof** We first construct the birational morphisms.

Suppose \( a \in \left( \frac{2}{9}, +\infty \right) \) and \( b \in (0, 1) \) which implies \( c \in \left( 0, \frac{9}{13} \right) \). Hence by Theorem 4.21 we know that \( \overline{\mathcal{M}}_c^K \) is the gluing of \( \overline{\mathcal{M}}_c^K \setminus \{ [(\mathbb{P}^3, T)] \} \) and \( U_T \) through the common open subschemes \( U_T \setminus \{ [T] \} \). By Definition 6.4(2) we know that there is a birational morphism \( \sigma_{a,b} : \mathcal{F}(a, b) \to \overline{\mathcal{M}}_c^K \) obtained by gluing the identity map on \( \overline{\mathcal{M}}_c^K \setminus \{ [(\mathbb{P}^3, T)] \} \) and \( \rho_u : U_u \to U_T \). Since \( \rho_u \) is a projective morphism, so is \( \sigma_{a,b} \). Thus \( \mathcal{F}(a, b) \) is a projective scheme.

Suppose \( a \in \left( 0, \frac{2}{9} \right) \) and \( b \in [1, +\infty) \) which implies \( c \in \left( \frac{9}{13}, 1 \right) \). Hence by Theorem 4.21 we know that \( \overline{\mathcal{M}}_c^K \) is the gluing of two \( \overline{\mathcal{M}}_c^K \setminus H_{u,c} \) and \( U_u \) through the common open subschemes \( U_u \setminus H_u, \frac{9}{13} + \epsilon \). By Definition 6.4(3) we know that there is a birational morphism \( \sigma'_{a,b} : \overline{\mathcal{M}}_c^K \to \mathcal{F}(a, b) \) obtained by gluing the identity map on \( \overline{\mathcal{M}}_c^K \setminus H_{u,c} \) and \( \rho_u : U_u \to U_T \). Then it is clear that \( \sigma_{a,b} \) is a surjective proper morphism, which implies that \( \mathcal{F}(a, b) \) is a proper scheme by [93, Tag 03GN and Tag 09MQ].

Finally, the irreducibility and normality of \( \mathcal{F}(a, b) \) come from the corresponding properties of \( \overline{\mathcal{M}}_c^K \) by Theorem 5.16.

Denote by \( \psi_{a,b} : \mathcal{F} \dashrightarrow \mathcal{F}(a, b) \) the inverse of the birational period map. Let \( \lambda(a, b), H_h(a, b), \) and \( H_u(a, b) \) be the pushforward of \( \lambda, H_h, \) and \( H_u \) under \( \psi_{a,b} \), respectively. By Theorem 5.16, Definition 6.4 and Proposition 6.5, we
know that such $\mathcal{F}(a, b)$’s undergo wall crossings at $a = a_i$ or $b = 1$ where
\[
(a_1, \ldots, a_8) = \left( \frac{1}{9}, \frac{1}{7}, \frac{1}{6}, \frac{1}{5}, \frac{1}{4}, \frac{1}{3}, \frac{1}{2}, 1 \right)
\]

We denote the wall crossing morphisms for a fixed $b \in (0, 1)$ by $\mathcal{F}(a_i - \epsilon, b) \rightarrow \mathcal{F}(a_i, b) \leftarrow \mathcal{F}(a_i + \epsilon, b)$.

**Lemma 6.6** Recall the birational morphisms $\rho : \overline{\mathcal{M}}_K^{\text{GIT}} \rightarrow \overline{\mathcal{M}}_c$ from Theorem 5.14 and $\rho_u : U_u \rightarrow U_T$ from Definition 6.4. Then $H_{h, \frac{3}{4} + \epsilon}$ is $\rho$-anti-ample, and $H_u, \frac{9}{13} + \epsilon$ is $\rho_u$-anti-ample.

**Proof** Since $\rho$ and $\rho_u$ come from wall-crossing morphisms of $\overline{\mathcal{M}}_c^K$ at $c = \frac{1}{3}$ and $c = \frac{9}{13}$ respectively, by Theorem 6.2 we know that $(p^{-1}_{c+\epsilon})_* \Delta^K$ on $\overline{\mathcal{M}}_c^K$ is relatively anti-ample over $\overline{\mathcal{M}}_c$ for $c \in \{\frac{1}{3}, \frac{9}{13}\}$. For $c = \frac{1}{3}$, we know that $(p^{-1}_{\frac{1}{3}+\epsilon})_* \Delta^K = \frac{1}{4} H_{h, \frac{3}{4} + \epsilon}$ which implies the first statement as $\overline{\mathcal{M}}^{\text{GIT}}_{\frac{1}{3}} = \overline{\mathcal{M}}^{\text{GIT}}$. For $c = \frac{9}{13}$, we know that $(p^{-1}_{\frac{9}{13}+\epsilon})_* \Delta^K = \frac{1}{4} H_{h, \frac{9}{13} + \epsilon} + \frac{9}{8} H_u, \frac{9}{13} + \epsilon$. From the definition we know that $H_{h, \frac{9}{13} + \epsilon}$ is disjoint from $U_u$, hence $\frac{9}{8} H_u, \frac{9}{13} + \epsilon$ is relatively anti-ample over $U_T$ which implies the second statement. \qed

**Lemma 6.7** Let $a, b \in (0, 1) \cap \mathbb{Q}$. Then the birational map $\psi_{a,b} : \mathcal{F} \rightarrow \mathcal{F}(a, b)$ is an isomorphism in codimension 1. Moreover, we have the following.

1. If $a \in (0, \frac{2}{5})$, then $\lambda(a, b) + \frac{a}{2} H_h(a, b) + \frac{9a}{4} H_u(a, b)$ is ample on $\mathcal{F}(a, b)$;
2. If $a \in [\frac{2}{5}, 1)$, then $\lambda(a, b) + \frac{a}{2} H_h(a, b) + \frac{1-c}{2} H_u(a, b)$ is ample on $\mathcal{F}(a, b)$ for $0 < c < 1$.
3. $\lambda(a, b) + \frac{a}{2} H_h(a, b)$ is nef for any $a, b \in (0, 1) \cap \mathbb{Q}$.

**Proof** By Theorem 6.2 we know that $(p^{-1}_c)_* (\lambda + \frac{1-c}{c} \Delta^K)$ is ample on $\overline{\mathcal{M}}_c^K$.

1. If $a \in (0, \frac{2}{5})$, we know that $p^{-1}_c = \psi_{a,b}$, hence $(\psi_{a,b})_*(\lambda + \frac{1-c}{c} \Delta^K)$ is ample on $\mathcal{F}(a, b)$ for $c = \frac{1}{1+2a}$. It is clear that
\[
\lambda + \frac{1-c}{c} \Delta^K = \lambda + 2a(\frac{1}{4} H_h + \frac{9}{8} H_u) = \lambda + \frac{a}{2} H_h + \frac{9a}{4} H_u.
\]
Hence $\lambda(a, b) + \frac{a}{2} H_h(a, b) + \frac{9a}{4} H_u(a, b)$ is ample.

2. If $a \in [\frac{2}{5}, 1)$, by Theorem 5.16 we know that $p^{-1}_c$ is a birational contraction which only contracts the divisor $H_u$ since $c = \frac{1}{1+2a} \in (\frac{1}{3}, \frac{9}{13})$. Hence we know
\[
(p^{-1}_c)_*(\lambda + \frac{a}{2} H_h) = (p^{-1}_c)_*(\lambda + \frac{1-c}{c} \Delta^K)
\]
\[\square\] Springer
is ample on \( \mathfrak{M}_c^K \). By Proposition 6.5 and Lemma 6.6, there is a birational morphism \( \sigma_{a,b} : \mathcal{F}(a,b) \to \mathfrak{M}_c^K \) with exceptional divisor \( H_u(a,b) \) which is anti-ample over \( \mathfrak{M}_c^K \). Since \( (\lambda + \frac{1}{2} H_u)|_{H_u} \sim_{\mathbb{Q}} 0 \) and \( H_h \cap H_u = \emptyset \) by (6.4), we know that

\[
(\sigma_{a,b})^*(p_c^{-1})_*(\lambda + \frac{a}{2} H_h) = (\psi_{a,b})_*(\lambda + \frac{a}{2} H_h + \frac{1}{2} H_u).
\]

Hence \( (\psi_{a,b})_*(\lambda + \frac{a}{2} H_h + \frac{1-\epsilon}{2} H_u) \) is ample as it is the pull back of an ample \( \mathbb{Q} \)-divisor on \( \mathfrak{M}_c^K \) twisted by a small multiple of a \( \sigma_{a,b} \)-ample divisor.

(3) Since the statement is independent of the choice of \( b \in (0,1) \), we may assume \( b \in (0,\frac{1}{2}) \). We prove nefness by induction on the walls of \( a \). To start with, we assume \( a \in (0,a_1) \) where \( a_1 = \frac{1}{2} \). Then we have \( \mathfrak{F}(a,b) \cong \mathfrak{M}_c^K \cong \mathcal{F} \) by Lemma 6.3 as \( c = \frac{1}{1+2d} \in (\frac{9}{11},1) \). By Lemma 6.3, we know that \( \lambda(a,b) + \frac{a}{2} H_h(a,b) + \frac{b}{2} H_u(a,b) \) is ample. Hence we get nefness of \( \lambda(a,b) + \frac{a}{2} H_h(a,b) \) for \( a \in (0,a_1) \) by letting \( b \to 0 \). Next, we divide the induction into two parts. Note that we always assume \( 0 < \epsilon \ll 1 \) in this proof.

Assume that \( \lambda(a_i, -\epsilon, b) + \frac{a_i-\epsilon}{2} H_h(a_i, -\epsilon, b) \) is nef. Since \( \mathcal{F}(a_i, -\epsilon, b) \) is independent of the choice of \( \epsilon \), by letting \( \epsilon \to 0 \) we have that \( \lambda(a_i, -\epsilon, b) + \frac{a_i}{2} H_h(a_i, -\epsilon, b) \) is nef. As all \( \mathcal{F}(a,b) \)’s with \( a, b \in (0,1) \cap \mathbb{Q} \) are isomorphic in codimension 1, we have that

\[
\lambda(a_i \pm \epsilon, b) + \frac{a_i}{2} H_h(a_i \pm \epsilon, b) = (\varphi_i^\pm)_*(\lambda(a_i, b) + \frac{a_i}{2} H_h(a_i, b)).
\]

Hence we obtain that \( \lambda(a_i, b) + \frac{a_i}{2} H_h(a_i, b) \) is also nef.

Assume that \( \lambda(a_i, b) + \frac{a_i}{2} H_h(a_i, b) \) is nef and \( a \in (a_i, a_{i+1}) \). By (6.9) and \( \mathcal{F}(a,b) \cong \mathcal{F}(a_i+\epsilon, b) \), we know that \( \lambda(a,b) + \frac{a_i}{2} H_h(a,b) \) is the \( \varphi_i^+ \)-pull-back of \( \lambda(a_i, b) + \frac{a_i}{2} H_h(a_i, b) \) hence is nef. Since \( a > a_i \), in order to show nefness of \( \lambda(a,b) + \frac{a_i}{2} H_h(a,b) \) it suffices to show that \( (\lambda(a,b) + \frac{a_i}{2} H_h(a,b))|_{H_h(a,b)} \) is nef. By parts (1) and (2), there exists \( b' = b'(a) \in (0,1) \) such that \( \lambda(a,b) + \frac{a_i}{2} H_h(a,b) + \frac{b'}{2} H_u(a,b) \) is ample. Since \( H_h(a,b) \cap H_u(a,b) = \emptyset \),

\[
(\lambda(a,b) + \frac{a_i}{2} H_h(a,b))|_{H_h(a,b)} = (\lambda(a,b) + \frac{a_i}{2} H_h(a,b) + \frac{b'}{2} H_u(a,b))|_{H_h(a,b)}
\]

is ample. Thus \( \lambda(a,b) + \frac{a_i}{2} H_h(a,b) \) is nef for any \( a \in (a_i, a_{i+1}) \). As a result, the induction steps are validated which yield the nefness of \( \lambda(a,b) + \frac{a_i}{2} H_h(a,b) \) for any \( a,b \in (0,1) \cap \mathbb{Q} \).

**Definition 6.8** Let \( \mathfrak{N}^\text{GIT} := \mathcal{F}(1-\epsilon, 1-\epsilon) \) for \( 0 < \epsilon \ll 1 \). Then the birational map \( \mathcal{F} \dashrightarrow \mathfrak{N}^\text{GIT} \) is isomorphic in codimension 1. Denote the pushforwards of
\[ \lambda, H_h, \text{ and } H_u \text{ under this map by } \lambda, \tilde{H}_h, \text{ and } \tilde{H}_u, \text{ respectively. By Definition 6.4 and Proposition 6.5, there is a birational morphism } \tilde{\rho} : \overline{M}_{\text{GIT}} \to \overline{M}_{\text{GIT}} \text{ induced by } \sigma_{1-\epsilon, 1-\epsilon} \text{ that contracts } \tilde{H}_h \text{ and } \tilde{H}_u \text{ to } [2Q] \text{ and } [T] \text{ respectively and is isomorphic elsewhere.} \]

From Definition 6.4 and Theorem 5.16, we see that \( \mathcal{F}(a, b) \cong \overline{M}_{\text{GIT}} \) if \( a, b \in [1, +\infty) \), and \( \mathcal{F}(1-\epsilon, b_1) \cong \overline{M}_{\text{GIT}} \) if \( 0 < \epsilon \ll 1 \) and \( b_1 \in (0, 1) \).

**Theorem 6.9** For any \( a, b \in \mathbb{Q}_{>0} \), the section ring \( R(\mathcal{F}, \lambda + \frac{a}{2} H_h + \frac{b}{2} H_u) \) is finitely generated, and \( \mathcal{F}(a, b) \cong \text{Proj } R(\mathcal{F}, \lambda + \frac{a}{2} H_h + \frac{b}{2} H_u) \). In particular, every \( \mathcal{F}(a, b) \) is projective.

**Proof** We split into four cases based on values of \( a \) and \( b \).

**Case 1.** \( a, b \in (0, 1) \). By Lemma 6.7, \( \psi_{a,b} : \mathcal{F} \to \mathcal{F}(a, b) \) is an isomorphism in codimension 1. Thus it suffices to show that the \( \mathbb{Q} \)-divisor \( \lambda(a, b) + \frac{a}{2} H_h(a, b) + \frac{b}{2} H_u(a, b) \) is ample on \( \mathcal{F}(a, b) \) for \( a, b \in (0, 1) \cap \mathbb{Q} \).

By Lemma 6.7(1)(2), there exists \( b' = b'(a) \in (0, 1) \) such that \( \lambda(a, b) + \frac{a}{2} H_h(a, b) + \frac{b'}{2} H_u(a, b) \) is ample. By Lemma 6.7(3), we know that \( \lambda(a, b) + \frac{a}{2} H_h(a, b) + \frac{b'}{2} H_u(a, b) \) is nef. Since a strict convex combination of a nef \( \mathbb{Q} \)-divisor and an ample \( \mathbb{Q} \)-divisor is ample, it suffices to show the nefness of \( \lambda(a, b) + \frac{a}{2} H_h(a, b) + \frac{b'}{2} H_u(a, b) \). Moreover, since \( b' < \frac{1}{2} \) and \( H_h(a, b) \cap H_u(a, b) = \emptyset \), it suffices to show that

\[
(\lambda(a, b) + \frac{a}{2} H_h(a, b) + \frac{1}{2} H_u(a, b))|_{H_u(a, b)} = (\lambda(a, b) + \frac{1}{2} H_u(a, b))|_{H_u(a, b)}
\]

is nef. Indeed, by Definition 6.4, Theorem 4.21(3), and Lemma 6.3, the birational map \( \mathcal{F} \to \mathcal{F}(a, b) \) is isomorphic near \( \tilde{H}_u \) and \( H_u(a, b) \). Since \( H_u \) is a big open subset of \( \tilde{H}_u \) and \( (\lambda + \frac{H_u}{2})|_{H_u} = 0 \) by (6.4), we know that \( (\lambda + \frac{H_u}{2})|_{\tilde{H}_u} = 0 \). This implies \( (\lambda(a, b) + \frac{1}{2} H_u(a, b))|_{H_u(a, b)} \) is \( \mathbb{Q} \)-linearly trivial and hence nef. Thus Case 1 is proved.

**Case 2.** \( a \in (0, 1) \) and \( b \in [1, +\infty) \). We have the diagram \( \mathcal{F}(a, 1-\epsilon) \xrightarrow{\rho_a} \mathcal{F}(a, 1) \xleftarrow{\cong} \mathcal{F}(a, b) \) from Definition 6.4, where \( \rho_a \) is the birational morphism that contracts the divisor \( H_u(a, 1-\epsilon) \) to a point. We first show that \( \lambda(a, 1) + \frac{a}{2} H_h(a, 1) \) is ample on \( \mathcal{F}(a, 1) \). Indeed, from Case 1 we have the ampieness of \( \lambda(a, 1-\epsilon) + \frac{a}{2} H_h(a, 1-\epsilon) + \frac{1-\epsilon}{2} H_u(a, 1-\epsilon) \) on \( \mathcal{F}(a, 1-\epsilon) \).

By letting \( \epsilon \to 0 \), we know that \( \lambda(a, 1-\epsilon) + \frac{a}{2} H_h(a, 1-\epsilon) + \frac{1}{2} H_u(a, 1-\epsilon) \) is big and nef, whose restrict to \( H_u(a, 1-\epsilon) \) is \( \mathbb{Q} \)-linearly trivial. Thus

\[
\lambda(a, 1-\epsilon) + \frac{a}{2} H_h(a, 1-\epsilon) + \frac{1}{2} H_u(a, 1-\epsilon) = \rho_a^*(\lambda(a, 1) + \frac{a}{2} H_h(a, 1)).
\]

This shows that \( \lambda(a, 1) + \frac{a}{2} H_h(a, 1) \) is big and nef. By the Nakai-Moishezon criterion, to show the ampieness of \( \lambda(a, 1) + \frac{a}{2} H_h(a, 1) \), it suffices to show that

\[
\mathcal{F}(a, 1) \cong \text{Proj } R(\mathcal{F}, \lambda(a, 1) + \frac{a}{2} H_h(a, 1)) \text{ is projective.}
\]
(λ(a, 1) + \frac{a}{2} H_h(a, 1))|_V is big for any positive dimensional closed subvariety 
V \subset \mathcal{F}(a, 1). Let \tilde{V} \subset \mathcal{F}(a, 1 - \epsilon) be the birational transform of V. Then 
clearly \tilde{V} \not\subset H_u(a, 1 - \epsilon) as \rho_a contracts H_u(a, 1 - \epsilon) to a point. Since 
(λ(a, 1 - \epsilon) + \frac{a}{2} H_h(a, 1 - \epsilon) + \frac{1}{2} H_u(a, 1 - \epsilon))|_{\tilde{V}} is ample, we know that 

\[
(\lambda(a, 1 - \epsilon) + \frac{a}{2} H_h(a, 1 - \epsilon) + \frac{1}{2} H_u(a, 1 - \epsilon))|_{\tilde{V}} = \rho_a^*(\lambda(a, 1) + \frac{a}{2} H_h(a, 1))|_V
\]
is big. Thus (\lambda(a, 1) + \frac{a}{2} H_h(a, 1))|_V is big which implies the ampleness of 
\lambda(a, 1) + \frac{a}{2} H_h(a, 1).

Since \mathcal{F}(a, 1 - \epsilon) and \mathcal{F} are isomorphic in codimension 1, Case 2 reduces to showing 

\[
\text{Proj } R(\mathcal{F}(a, 1 - \epsilon), \lambda(a, 1 - \epsilon) + \frac{a}{2} H_h(a, 1 - \epsilon) + \frac{b}{2} H_u(a, 1 - \epsilon)) \cong \mathcal{F}(a, 1).
\]

This is true because \lambda(a, 1) + \frac{a}{2} H_h(a, 1) is ample, \text{H}_u(a, 1 - \epsilon) is \rho_a-

exceptional, and 

\[
\lambda(a, 1 - \epsilon) + \frac{a}{2} H_h(a, 1 - \epsilon) + \frac{b}{2} H_u(a, 1 - \epsilon) = \rho_a^*(\lambda(a, 1) + \frac{a}{2} H_h(a, 1)) \\
+ \frac{b - 1}{2} H_u(a, 1 - \epsilon).
\]

Thus Case 2 is proved.

Case 3. \(a \in [1, +\infty)\) and \(b \in (0, 1)\). Since \mathcal{F} and \mathcal{M}^{\text{GIT}} are isomorphic in 
codimension 1, it suffices to show that 

\[
\text{Proj } R(\mathcal{M}^{\text{GIT}}, \tilde{\lambda} + \frac{a}{2} \tilde{H}_h + \frac{b}{2} \tilde{H}_u) \cong \mathcal{F}(a, b).
\] (6.10)

By Definition 6.4, we know that \mathcal{M}^{\text{GIT}} is the gluing of \text{U}_u and \mathcal{M}^{\text{K}}_{\mathcal{F}[a]} \setminus \{(P^3, \text{T})\}, while \mathcal{F}(a, b) is the gluing of \text{U}_u and \mathcal{M}^{\text{K}} \setminus \{(P^3, \text{T})\} with \(c = \frac{1}{1 + 2a} \leq \frac{1}{3}\). 
Thus we have \(\mathcal{M}^{\text{K}}_c \cong \mathcal{M}^{\text{GIT}}\) by Theorem 5.14. Thus the birational morphism 
\(\tilde{\rho} : \mathcal{M}^{\text{GIT}} \to \mathcal{M}^{\text{GIT}}\) can be decomposed into 

\[
\mathcal{M}^{\text{GIT}} \xrightarrow{\rho_1} \mathcal{F}(a, b) \xrightarrow{\rho_2} \mathcal{M}^{\text{GIT}},
\]

where \(\rho_1\) and \(\rho_2\) contracts \(\tilde{H}_h\) and \((\rho_1)_* \tilde{H}_u\) respectively. Note that \(\rho_2\) is also 
induced by \(\sigma_{a,b}\).
We first show ampleness of \((\rho_1)_*(\tilde{\lambda} + \frac{1}{2} \tilde{H}_u)\). Indeed, by (6.3) we know that \((\rho_1)_*(\tilde{\lambda} + \frac{1}{2} \tilde{H}_u)\) is the pull-back of the ample \(\mathcal{Q}\)-line bundle \(\Lambda^{\text{GIT}}\) on \(\overline{\mathcal{M}}^{\text{GIT}}\) under \(\rho_2\). Since \((\rho_1)_*(\tilde{H}_u)\) is \(\rho_2\)-anti-ample by Lemma 6.6, we have that \((\rho_1)_*(\tilde{\lambda} + \frac{1}{2} \epsilon \tilde{H}_u)\) is ample for \(0 < \epsilon < 1\). On the other hand, we know that \((\lambda + \frac{1}{2} \tilde{H}_h)|_{\tilde{\mathcal{M}}}\) is \(\mathcal{Q}\)-linearly trivial by (6.7). Thus \((\rho_1)^*(\rho_1)_*\tilde{\lambda} = \tilde{\lambda} + \frac{1}{2} \tilde{H}_h\). By Definition 6.8 and Lemma 6.7(3), we know that \(\overline{\mathcal{M}}^{\text{GIT}} = \mathcal{F}(1 - \epsilon, 1 - \epsilon)\) and \(\tilde{\lambda} + \frac{1}{2} \epsilon \tilde{H}_h\) is nef. By letting \(\epsilon \to 0\) we obtain nefness of \(\lambda + \frac{1}{2} \tilde{H}_h\) which implies the nefness of \((\rho_1)_*\tilde{\lambda}\). This together with ampleness of \((\rho_1)_*(\tilde{\lambda} + \frac{1}{2} \epsilon \tilde{H}_u)\) implies that \((\rho_1)_*(\tilde{\lambda} + \frac{1}{2} \tilde{H}_u)\) is ample.

Now we prove (6.10). From the above arguments, we have that \((\rho_1)_*(\tilde{\lambda} + \frac{1}{2} \tilde{H}_u)\) is ample on \(\mathcal{F}(a, b)\), and

\[
\tilde{\lambda} + \frac{a}{2} \tilde{H}_h + \frac{b}{2} \tilde{H}_u = (\rho_1)^*(\rho_1)_*(\tilde{\lambda} + \frac{b}{2} \tilde{H}_u) + \frac{a - 1}{2} \tilde{H}_h.
\]

Since \(a \geq 1\) and \(\tilde{H}_h\) is \(\rho_1\)-exceptional, (6.10) follows. Thus Case 3 is proved.

**Case 4.** \(a, b \in [1, +\infty)\). By Definition 6.8 we know that \(\mathcal{F}(a, b) \cong \overline{\mathcal{M}}^{\text{GIT}}\). Similarly to Case 3, it suffices to show that

\[
\text{Proj } R(\overline{\mathcal{M}}^{\text{GIT}}, \tilde{\lambda} + \frac{a}{2} \tilde{H}_h + \frac{b}{2} \tilde{H}_u) \cong \overline{\mathcal{M}}^{\text{GIT}}.
\]  

By (6.3), we know that \(\tilde{\rho}^* \Lambda^{\text{GIT}} = \tilde{\lambda} + \frac{1}{2} \tilde{H}_h + \frac{1}{2} \tilde{H}_u\). Since \(\Lambda^{\text{GIT}}\) is ample on \(\overline{\mathcal{M}}^{\text{GIT}}\), both \(\tilde{H}_h\) and \(\tilde{H}_u\) are \(\tilde{\rho}\)-exceptional, and \(a, b \geq 1\), we conclude that (6.11) holds. Thus Case 4 is proved. 

**Remark 6.10** From the identification of the K-moduli spaces with \(\mathcal{F}(a, b)\), and the results of [61, Sections 5.1 and 5.2], where Laza–O’Grady prove that \(\tilde{\rho} : \overline{\mathcal{M}}^{\text{GIT}} = \mathcal{F}(1 - \epsilon, 1 - \epsilon) \to \overline{\mathcal{M}}^{\text{GIT}}\) (denoted by \(\tilde{\mathcal{M}} \to \mathcal{M}\) in their notation) is a composition of weighted blowups of Kirwan type at \([2Q]\) and \([T]\), we can conclude that the morphisms \(\rho\) in Theorem 5.14(3) and \(\rho_u\) in Definition 6.4 are weighted blowups at \([2Q]\) and \([T]\) respectively.

**Proof of Theorem 1.2** This follows from Definition 6.4, Theorems 5.16, and 6.9.

**Proof of Corollary 1.3** This is a direct consequence of Theorem 1.2 by letting \(a = b\).

**Remark 6.11** It is reasonable to expect that \(R(\mathcal{F}, \lambda + \frac{a}{2} H_h + \frac{b}{2} H_u)\) is finitely generated if one of \(a\) or \(b\) is zero and the other is positive. Taking Proj of these rings should extend the wall-crossing picture as described in Theorem 1.2 to \(a, b \in \mathbb{Q}_{\geq 0}\) where \(\mathcal{F}(0, 0) = \mathcal{F}^*\).
6.3 Quartic double solids

Recall that a smooth quartic double solid $Y$ is a double cover of $\mathbb{P}^3$ branched along a smooth quartic surface $S$. Denote the double cover map by $\pi : Y \rightarrow \mathbb{P}^3$. A quartic double solid is the same as a del Pezzo threefold of degree 2 (see e.g. [31]). By [24, Example 4.2], we know that $Y$ is Kähler–Einstein and hence $K$-stable as $\text{Aut}(Y)$ is finite. Since any smooth deformation of a del Pezzo threefold is still del Pezzo of the same degree, there exists an open substack $\mathcal{Y}$ of $\mathcal{M}_{K}^{\text{Kss}}$ parametrizing all smooth quartic double solids. Let $\overline{\mathcal{Y}}$ be the Zariski closure of $\mathcal{Y}$ in $\mathcal{M}_{K}^{\text{Kss}}$ with reduced structure. By definition, we know that $\overline{\mathcal{Y}}$ is also a closed substack of $\mathcal{M}_{3,16}^{\text{sm,Kss}}$. Let $\overline{\mathcal{Y}}$ be the good moduli space of $\overline{\mathcal{Y}}$, then $\overline{\mathcal{Y}}$ is a closed subscheme of $\mathcal{M}_{3,16}^{\text{sm,Kps}}$ and $\mathcal{M}_{3,16}^{\text{Kps}}$. Since $\mathcal{Y}$ parametrizes $K$-stable pairs, it is a saturated Deligne–Mumford open substack of $\overline{\mathcal{Y}}$. Hence $\mathcal{Y}$ admits a coarse moduli space $\mathcal{Y}$ as an open subscheme of $\overline{\mathcal{Y}}$. We call $\overline{\mathcal{Y}}$ the $K$-moduli space of quartic double solids. We know that $\overline{\mathcal{Y}}$ is an irreducible component of $\mathcal{M}_{3,16}^{\text{Kps}}$ since $\overline{\mathcal{Y}}$ is open in $\mathcal{M}_{3,16}^{\text{Kps}}$.

**Proposition 6.12** There exists a bijective morphism $\iota : \mathcal{M}_{\frac{1}{2}}^{K} \rightarrow \overline{\mathcal{Y}}$.

**Proof** Consider the Hilbert scheme $\mathcal{H}$ of pairs $(X, D) \subset \mathbb{P}^9$ with Hilbert polynomial $\chi(\mathbb{P}^3, O(4))$ and $D \sim -K_X$. Let $\mathcal{H}$ denote the locally closed subscheme of $\mathcal{H}$ parameterizing $K$-semistable pairs $(X, \frac{1}{2}D) \subset \mathbb{P}^9$ (see [3, Definition 3.7] or [4, Theorem 2.21]). Because $c = \frac{1}{2}$, the wall crossing results in Sect. 5.4 prove that, if $[(X, \frac{1}{2}D)] \in \mathcal{H}$, then $X \cong \mathbb{P}^3, X_h$, or $\mathbb{P}(1, 1, 2, 4)$.

By Lemma 5.4, the $\mathbb{Q}$-Gorenstein deformations of $X = \mathbb{P}^3, X_h$, or $\mathbb{P}(1, 1, 2, 4)$ are unobstructed in $\mathcal{M}_{3,64}^{\text{sm},\delta \geq 0}$, and there is no torsion in the class group for $X_h' = \mathbb{P}^3, X_h$, or $\mathbb{P}(1, 1, 2, 4)$ (see e.g. [51, Proposition 3.14]). Hence $O_{\mathbb{P}^9}(1)|_X$ is the unique Weil divisor class that is $\mathbb{Q}$-linearly equivalent to $-\frac{1}{2}K_X$. Therefore, $\mathcal{H}$ is smooth, so the quotient stack $[\mathcal{H}/\text{PGL}(10, \mathbb{C})]$ is smooth.

By construction of $\mathcal{H}$ which parameterizes K-semistable pairs, universality of K-moduli gives a map $[\mathcal{H}/\text{PGL}(10, \mathbb{C})] \rightarrow \mathcal{M}_{\frac{1}{2}}^{K}$. This map is separated, stabilizer preserving, and bijective on $\mathbb{C}$-points. Therefore, by [9, Theorem A.5], we have that $[\mathcal{H}/\text{PGL}(10, \mathbb{C})] \cong \mathcal{M}_{\frac{1}{2}}^{K}$.

We now construct a morphism $\iota : \mathcal{M}_{\frac{1}{2}}^{K} \rightarrow \overline{\mathcal{Y}}$. Consider the universal family $(X, D) \rightarrow \mathcal{M}_{\frac{1}{2}}^{K}$. By the isomorphism of $[\mathcal{H}/\text{PGL}(10, \mathbb{C})]$ and $\mathcal{M}_{\frac{1}{2}}^{K}$, there is a line bundle $O_X(1)$ on $X$ obtained as the pull-back of the line bundle $O_{\mathbb{P}^9}(1)$ from the universal family on the Hilbert scheme. Since $O_X(2) \sim -K_X \sim D_t$ on each fiber $X_t$ for any $t \in [\mathcal{M}_{\frac{1}{2}}^{K}]$, we know that $O_X(D) \otimes O_X(-2)$ is trivial.
on every fiber $\mathcal{X}_t$, which implies that it is the pull-back of a line bundle $\mathcal{F}$ on $\overline{\mathcal{M}}_2^K$. Let $\phi_Z : Z \to \overline{\mathcal{M}}_2^K$ be the $\mu_2$-gerbe obtained as the second root stack of $\mathcal{F}$ (see e.g. [8, Appendix B.1]), i.e. $Z := \overline{\mathcal{M}}_2^K \times_{B\mathbb{G}_m} B\mathbb{G}_m$ where $\overline{\mathcal{M}}_2^K \to B\mathbb{G}_m$ is the classifying morphism of $\mathcal{F}$, and $B\mathbb{G}_m \to B\mathbb{G}_m$ is the second power map. Hence there is a line bundle $G$ on $Z$ such that $G^\otimes 2$ is the pull-back of $\mathcal{F}$ on $Z$. Denote by $\pi_Z : (\mathcal{X}_Z, D_Z) \to Z$ the base change of the family $(\mathcal{X}, D)$ to $Z$. Then there is a line bundle $N_Z := O_{\mathcal{X}_Z}(1) \otimes \pi_Z^*G$ on $Z$ satisfying $N_Z^\otimes 2 \cong O_{\mathcal{X}_Z}(D_Z)$.

Consider the double cover $\mathcal{Y}_Z$ of $\mathcal{X}_Z$ branched along $D_Z$, i.e.

$$\mathcal{Y}_Z := \text{Spec}_{\mathcal{X}_Z} O_{\mathcal{X}_Z} \oplus N_Z^{-1},$$

where the $O_{\mathcal{X}_Z}$-algebra structure is induced by the sheaf homomorphism $N_Z^{-2} \twoheadrightarrow O_{\mathcal{X}_Z}$ such that $s$ is the unique point lying over $t$. Thus, by [73, 105] we know that $\mathcal{Y}_Z \to Z$ is a $\mathbb{Q}$-Fano family with K-semistable fibers, where a general fiber is a smooth quartic double solid. Therefore, this gives $Z \to \overline{\mathcal{Y}}$ by the universality of the K-moduli stack.

Next we prove that the composition $Z \xrightarrow{\phi_Z} \overline{\mathcal{M}}_2^K \to \overline{\mathcal{M}}_2^K$ provides a good moduli space of $Z$. By [10] it suffices to show that $(\phi_Z)_*O_Z = O_{\overline{\mathcal{M}}_2^K}$ and $\phi_Z$ is cohomologically affine. The first statement follows from the fact that $\phi_Z$ is a $\mu_2$-gerbe. For the second statement, applying [10, Proposition 3.10(vii)] to the Cartesian diagram in the fiber product construction of $Z$, it suffices to show that the second power map $f : B\mathbb{G}_m \to B\mathbb{G}_m$ is cohomologically affine. A quasi-coherent sheaf $V$ over $B\mathbb{G}_m$ corresponds via the weight decomposition to a family $(V_i)_{i \in \mathbb{Z}}$ of $\mathbb{C}$-vector spaces. It is clear that $W := f_* V$ corresponds to $(W_j)_{j \in \mathbb{Z}}$ where $W_j = V_{2j}$. Since $V \mapsto V_i$ is exact for every $i \in \mathbb{Z}$, we know that $f_*$ is exact. Hence $\phi_Z$ is cohomologically affine, which implies that $Z \to \overline{\mathcal{M}}_2^K$ is a good moduli space morphism. Descending the map $Z \to \overline{\mathcal{Y}}$ to level of good moduli spaces gives the desired morphism $\iota : \overline{\mathcal{M}}_2^K \to \overline{\mathcal{Y}}$.

Next, we will show that $\iota : \overline{\mathcal{M}}_2^K \to \overline{\mathcal{Y}}$ is bijective. Clearly, $\overline{\mathcal{Y}}$ is contained in the image of $\iota$, so properness of $\overline{\mathcal{M}}_2^K$ implies the surjectivity of $\iota$. It suffices to show injectivity of $\iota$, i.e. for any two points $[(X, D)]$, $[(X', D')] \in \overline{\mathcal{M}}_2^K$, if their double covers $Y$ and $Y'$ are isomorphic, then $(X, D) \cong (X', D')$. First of all, we know that $X$ (resp. $X'$) is isomorphic to $\mathbb{P}^3$, $X_h$, or $\mathbb{P}(1, 1, 2, 4)$ by Theorem 5.16, where in the latter two cases $D$ (resp. $D'$) does not pass through.
the cone vertex. By Lemma 3.3, we know that there exist ample \( \mathbb{Q} \)-Cartier Weil divisorial sheaves \( L \) and \( L' \) on \( X \) and \( X' \) respectively, such that \( -K_X = 4L \) and \( -K_{X'} = 4L' \). In addition, if \( X \) (resp. \( X' \)) is a cone, then \( L \) (resp. \( L' \)) is Cartier away from the cone vertex, and it has Cartier index 2 at the cone vertex. Let \( \widetilde{L} \) and \( \widetilde{L'} \) be the pull-back of \( L \) and \( L' \) to \( Y \) and \( Y' \) respectively. If \( X \) (resp. \( X' \)) is smooth, then clearly \( Y \) (resp. \( Y' \)) has local complete intersection singularities. If \( X \) (resp. \( X' \)) is singular, then \( Y \) (resp. \( Y' \)) has precisely two singularities, the preimage of the cone vertex, that are not local complete intersections, since \( D \) (resp. \( D' \)) is away from the cone vertex by Theorem 5.16. Since \( Y \cong Y' \), we know that \( X \) is smooth if and only if \( X' \) is smooth. We split into two cases. For simplicity we assume \( Y = Y' \), and denote the double cover maps by \( \pi : Y \to X \) and \( \pi' : Y \to X' \).

**Case 1.** \( X \cong X' \cong \mathbb{P}^3 \). In this case, both \( \widetilde{L} \) and \( \widetilde{L'} \) are Cartier on \( Y \), and \( -K_Y = 2\widetilde{L} = 2\widetilde{L'} \) which implies that \( \widetilde{L} - \widetilde{L'} \) is a torsion Cartier divisor on \( Y \). Since \( Y \) is \( \mathbb{Q} \)-Fano, it is rationally connected by [102] and hence simply connected. Thus any torsion line bundle on \( Y \) is trivial which implies \( \widetilde{L} = \widetilde{L'} \).

By [47, Definition 2.50] we know that \( \pi_*\mathcal{O}_Y(\widetilde{L}) \cong \mathcal{O}_X(L) \oplus \mathcal{O}_X(-L) \) and \( \pi'_*\mathcal{O}_Y(\widetilde{L'}) \cong \mathcal{O}_{X'}(L') \oplus \mathcal{O}_{X'}(-L'). \) Thus

\[
H^0(X, \mathcal{O}_X(L)) \cong H^0(Y, \widetilde{L}) = H^0(Y, \widetilde{L'}) \cong H^0(X', \mathcal{O}_{X'}(L')). \quad (6.12)
\]

Hence the linear system \( |\widetilde{L}| \) induces a map \( Y \to \mathbb{P}^3 \) isomorphic to both \( \pi \) and \( \pi' \). By taking ramification divisors, we obtain \( (X, D) \cong (X', D'). \)

**Case 2.** Both \( X \) and \( X' \) are cones. In this case, denote the unique non-\( lci \) singularity in \( X \) and \( X' \) by \( x \) and \( x' \), respectively. Then \( \pi^{-1}(x) = \pi'^{-1}(x') =: \{y_1, y_2\} \). From the geometry of \( X_h \) and \( \mathbb{P}(1, 1, 2, 4) \), we know that \( \text{Pic}(x \in X) \cong \text{Pic}(x' \in X') \cong \mathbb{Z}/2\mathbb{Z} \) where \( L \) and \( L' \) are generators respectively. Since \( \pi \) (resp. \( \pi' \)) is étale over a neighborhood of \( x \) (resp. \( x' \)), we know that \( \widetilde{L} - \widetilde{L'} \) is a torsion Cartier divisor on \( Y \), and as above we conclude that \( \widetilde{L} = \widetilde{L'} \).

We have (6.12), and also \( \pi_*\mathcal{O}_Y(\widetilde{2L}) = \mathcal{O}_X(2L) \oplus \mathcal{O}_X \) and \( \pi'_*\mathcal{O}_Y(\widetilde{2L'}) \cong \mathcal{O}_{X'}(2L') \oplus \mathcal{O}_{X'} \) which implies

\[
H^0(X, \mathcal{O}_X(2L)) \oplus \mathbb{C} \cong H^0(Y, \widetilde{2L}) = H^0(Y, \widetilde{2L'}) \cong H^0(X', \mathcal{O}_{X'}(2L')) \oplus \mathbb{C}.
\]

By choosing a basis \((s_0, s_1, s_2, s_3)\) of \( H^0(X, L) \) and an element \( s_4 \in H^0(Y, \widetilde{2L}) \setminus H^0(X, \mathcal{O}_X(2L)) \), we obtain a morphism \([s_0, \ldots, s_4] : Y \to \mathbb{P}(1, 4, 2)\) which is isomorphic to \( \pi \) after taking the image. Similarly, we have \([s'_0, \ldots, s'_4] : Y \to \mathbb{P}(1, 4, 2)\) isomorphic to \( \pi' \) after taking the image. From the construction, (6.12), and (6.13), we know that \( \pi \) and \( \pi' \) only differ by an automorphism of \( \mathbb{P}(1, 4, 2) \), so they are isomorphic to each other. Thus \( (X, D) \cong (X', D') \).
Proof of Theorem 1.4} The first statement follows from Proposition 6.12. The diagram follows from Theorem 5.16 where $p = ([\mathbb{P}(1, 1, 2, 4), (x_3^2 = x_2^4)]).$ Then $\tau(p)$ represents the weighted hypersurface $(x_4^2 = x_3^2 - x_2^4) \subset \mathbb{P}(1, 1, 2, 4, 4)$ which is isomorphic to $(x_2^4 = x_3x_4) \subset \mathbb{P}(1, 1, 2, 4, 4)$ after an automorphism of $\mathbb{P}(1, 1, 2, 4, 4).$ \hfill \qed

**Remark 6.13** If we take quadruple cyclic covers instead of double covers, then similar arguments show that there is a finite birational morphism $\overline{\mathcal{M}}_{3,4}^{K} \to M_{3,4}^{Kps}$ whose image is the Zariski closure of the moduli space of smooth quartic threefolds that are cyclic covers of $\mathbb{P}^3$ under linear projections. Note that smooth quartic threefolds are known to be K-stable by [21, 22, 32], while their K-moduli compactification is currently unknown.

### 6.4 Gorenstein $\mathbb{Q}$-Fano degenerations of $\mathbb{P}^3$

In this subsection, we prove Theorem 1.5.

**Proof of Theorem 1.5** Let $X$ be a Gorenstein $\mathbb{Q}$-Fano degeneration of $\mathbb{P}^3.$ By the effective non-vanishing theorem of Ambro [12, Main Theorem] and Kawamata [44, Theorem 5.1], there exists an effective Cartier divisor $S \in | - K_X|$ such that $(X, S)$ is plt. Hence Theorem 2.10 implies that $(X, (1 - \epsilon)S)$ is uniformly K-stable for $0 < \epsilon \ll 1.$ Let $\pi : X' \to B$ be a $\mathbb{Q}$-Fano family over a smooth pointed curve $0 \in B$ such that $X_0 \cong X$ and $X_b \cong \mathbb{P}^3$ for any $b \in B \setminus \{0\}.$ By Lemma 3.3 we know that $\pi^*\omega_{X'/B}$ is a vector bundle over $B$ whose fiber over $b \in B$ is precisely $H^0(X_b, \omega_{X_b}^\vee).$ In particular, we know that $(X, S)$ admits a $\mathbb{Q}$-Gorenstein smoothing to $(\mathbb{P}^3, S_b)$ where $S_b$ is a smooth quartic surface. Hence $[(X, S)] \in \overline{\mathcal{M}}_{1-\epsilon}^{K}$, and the statement follows from Proposition 5.15. \hfill \qed
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