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ABSTRACT

Deep learning image reconstruction algorithms often suffer from model mismatches when the acquisition scheme differs significantly from the forward model used during training. We introduce a Generalized Stein’s Unbiased Risk Estimate (GSURE) loss metric to adapt the network to the measured k-space data and minimize model misfit impact. Unlike current methods that rely on the mean square error in k-space, the proposed metric accounts for noise in the measurements. This makes the approach less vulnerable to overfitting, thus offering improved reconstruction quality compared to schemes that rely on mean-square error. This approach may be useful to rapidly adapt pre-trained models to new acquisition settings (e.g., multi-site) and different contrasts than training data.

Index Terms— Model adaptation, MRI, SURE, Image Reconstruction

1. INTRODUCTION

The reconstruction of images from a few noisy measurements is a central problem in several modalities, including MRI, computer vision, and microscopy. Classical methods, including compressed sensing (CS), pose the recovery as an optimization scheme. The cost function in CS is the sum of a data consistency term involving a numerical forward model of the acquisition scheme and a regularization term that exploits image priors [12].

Recently, deep learning algorithms are emerging as powerful alternatives offering improved performance over CS-based methods that often rely on carefully handcrafted regularization priors. Most deep learning methods for image reconstruction rely on learning of trainable convolutional neural network (CNN) modules within the network using fully sampled training images [3-5]. In addition to computational efficiency, these deep learning based methods provide improved image quality than classical CS-based approaches.

Unlike CS priors that only depend on the image, the learned CNN modules often depend on the specific forward model used in training. In many cases, the actual acquisition model can differ significantly from those used to train the network. In those cases, deep learning methods may offer sub-optimal image quality. In the MR imaging context, several factors can contribute to the above model mismatches, including differences in acceleration factors, sampling patterns, the amount of measurement noise, specific parallel MRI coils, inter-site variability, inter-scanner variability, as well as differences in image content and contrast.

Practitioners rely on training the network with several forward models to minimize model mismatch related dependence [3,4,6-8]. However, even these models have some sensitivity to model mismatch. It is often not practical to train the network to each setting because of the lack of fully-sampled training data corresponding to every case. To minimize this challenge, several authors have proposed to fine-tune the pre-trained networks using the error between the actual measurements and the ones made on the recovered images [9]. A challenge with this scheme is the need for careful early stopping. Specifically, CNNs often have sufficient capacity to learn measurement noise. Therefore, without early stopping, the algorithm can overfit the few measurements, resulting in degraded performance. Some authors have proposed to add additional priors to restrict the network parameters to not deviate significantly from the original ones [6]. Loss functions that only use part of the data were introduced [10].

We introduce a loss function based on Stein’s unbiased risk estimator (SURE) [11] to adapt a pre-trained deep image reconstruction network to a new acquisition scheme and image content. Unlike prior approaches [6,9,10] that do not account for measurement noise, the proposed approach accounts for the noise statistics and is less vulnerable to overfitting. The proposed model adaptation scheme will work with both model-based algorithms [3,12] as well as direct-inversion methods [13,14].

Stein’s unbiased risk estimator (SURE) [11] is an unbiased estimator for mean-square-error (MSE). LAMP-SURE [15] utilizes this SURE estimate to train CNN denoisers in an unsupervised fashion. LDAM-SURE also proposes to train denoisers within an unrolled network in a layer-by-layer manner for image recovery from undersampled measurements [15]. The GSURE approach [16] extends SURE to inverse problems and considers an unbiased estimate of
the MSE in the range space of the measurement operator. A challenge in using GSURE [16] to train deep networks for inverse problems is the poor approximation of the actual MSE by the projected MSE, especially when the range space is small [15]. We recently developed an ENsembled SURE (ENSURE) [17] approach for unsupervised learning to overcome this problem. We showed that an ensemble of sampling patterns can well approximate the projected MSE as weighted MSE.

In this work, we use the GSURE [16] approach to adapt a pre-trained network to a new acquisition setting, only using the undersampled measurements. Unlike [17], where a network is trained from scratch, we consider adopting a pre-trained network only using the undersampled measurements of a single image. Our results show that the GSURE-based model adaptation (GSURE-MA) offers improved performance even in highly undersampled settings compared to existing approaches [9],[10].

2. PROPOSED METHOD

The image acquisition model to acquire the noisy and undersampled measurements \( y \in \mathbb{C}^m \) of an image \( x \in \mathbb{C}^m \) using the forward operator \( A \) can be represented as

\[
y = Ax + n
\]  

Here, we assume that noise \( n \) is Gaussian distributed with mean zero and standard deviation \( \sigma \). Define regridding reconstruction as \( u = A^H y \) that lives in a subspace of \( \mathbb{C}^n \), specified by \( V \). The recovery using a deep neural network \( f_{\Phi} \) with trainable parameters \( \Phi \) can be represented as

\[
\hat{x} = f_{\Phi}(u).
\]  

Here \( f_{\Phi} \) can be a direct-inversion or a model-based deep neural network. Supervised deep learning methods compare the recovered image \( \hat{x} \) with fully sampled ground truth image \( x \) using

\[
\text{MSE} = \mathbb{E}_{x \sim \mathcal{M}} \| \hat{x} - x \|_2^2
\]  

(3)

to train the reconstruct network.

The deep network \( f_{\Phi} \) is often sensitive to the specific forward model \( A \) in [1] and the class of images \( \mathcal{M} \). As discussed before, the above trained networks are vulnerable to model mismatches, when the acquisition scheme or the type of images are different. We hence consider the adaptation of the trained network \( f_{\Phi} \) to the specific images based on the available measurements, assuming that fully sampled ground truth to perform training using MSE, as in [3], is not available.

A simple approach is to perform model adaptation using the available noisy measurements only with the loss function:

\[
\text{DIP-MA} = \mathbb{E} \| A f_{\Phi}(u) - y \|_2^2,
\]  

(4)

where \( \Phi \) is initialized with the parameters of the trained model. Due to the similarity of this approach to [3], we term this approach as model adaptation using deep image prior (DIP-MA). Because the measurements \( y \) are noisy, DIP-MA is vulnerable to overfitting. Early termination and the use of additional regularization priors to restrict the deviation of \( \Phi \) from the pretrained ones are used [6].

We propose to use GSURE [16] loss function that explicitly accounts for the noise in the measurements to minimize overfitting issues. We denote the projection to this subspace as \( P = (A^H A)^+ A^H A \), where \( \dagger \) denotes the pseudo-inverse. The GSURE approach is an unbiased estimate for the projected MSE, denoted by \( \| P(\hat{x} - x) \|_2^2 \):

\[
\mathcal{L} = \mathbb{E}_u \left[ \| P(\hat{x} - x_{LS}) \|_2^2 \right] + 2\mathbb{E}_u \left[ \nabla_u \cdot f_{\Phi}(u) \right].
\]  

(5)

Here \( x_{LS} = (A^H A)^+ u \) is a least-square estimate. The second term is a measure of the divergence of the network and is computed using the Monte-Carlo approach [18]. This term acts as a network regularization term, this minimizing the risk of overfitting. Fig. [1] shows the implementation details of data-term and the divergence term.

Fig. 1. The implementation details of the GSURE based loss function for model adaptation. (a) shows the calculation of data-term. (b) shows the calculation of the divergence term. Here we pass the regridding reconstruction and its noisy version through the network and find the error between the two terms. Then we take the inner product between this error term and the noise to get an estimate of the network divergence divergence.

Fig. 2. The 1D Cartesian sampling masks used for training and testing for the first experiment.
3. EXPERIMENTS AND RESULTS

We consider a publicly available [3] parallel MRI brain data obtained using 3T GE MR750w scanner at the University of Iowa. The matrix dimensions were $256 \times 256 \times 208$ with a 1 mm isotropic resolution. Fully sampled multi-channel brain images of nine volunteers were collected, out of which data from five subjects were used for training. The data from two subjects were used for testing and the remaining two for validation.

We evaluate the performance of the proposed model-adaption technique in both the direct-inversion-based networks and unrolled model-based networks. Specifically, we use ResNet18 as the direct-inversion network and the MoDL architecture as the unrolled network. The ResNet18 has $3 \times 3$ convolution filters and 64 feature maps at each layer. The real and imaginary components of complex data were used as channels in all the experiments. For the MoDL architecture, we use three unrolling steps, each having a ResNet18 followed by a data-consistency step. The network weights are shared over the three unrolls.

We compare the proposed GSURE-MA approach with DIP-MA and self-supervised learning via deep undersampling (SSDU) [10]. For model-adaption using SSDU (SSDU-MA), we utilized 60% of the measured k-space data for the data-consistency and the remaining 40% for the loss-function, as suggested in SSDU-MA [10]. The first experiment demonstrates the benefits of model-adaptation for 1D multichannel Cartesian sampling. Fig. 2 shows the training mask $M_0$ and testing mask $M_1$, corresponding to training and testing forward models $A_0$ and $A_1$ respectively. We first performed a supervised training of the MoDL architecture assuming $A_0$ on 360 training slices. After training, we tested the performance of the learned model on 100 test slices from a different subject using forward models $A_0$ as well as $A_1$.

Fig. 3 shows both qualitative and quantitative results on models $A_0$ and $A_1$. Fig. 3(h) shows that the MoDL architecture is relatively robust to the change in the forward model. The DIP-MA scheme offers relatively modest improvement, which are outperformed by SSDU-MA. It is evident from PSNR values as well as from visual comparisons that the proposed GSURE-MA leads to the best quality as compared to existing approaches. Specifically, accounting for the noise during the model adaptation phase results in improved performance. We note that the GSURE-MA scheme offers improved performance even when $A_0$ is used. We attribute this to the differences in image content, compared to the ones used for training.

The graphs in Fig. 4 shows a comparison of the DIP based and GSURE based model adaption techniques. The DIP based approach is dependent on the number of epochs. The performance starts dropping after a few iterations and thus DIP-MA requires to manually find the optimal number of iterations. We also observe that GSURE-MA is more stable than DIP-MA and does not require early termination. This behavior is primarily due to the network divergence term that acts as a regularization term in the loss function. Further, we observe from Fig. 4(b), that in the case of unrolled architecture, the maximum PSNR value achieved with GSURE-MA is higher than DIP-MA. Additionally, we note that model-adaptation in unrolled architecture leads to higher PSNR values than the direct-inversion-based approach.

The next experiment demonstrates the model adaptation capabilities of the proposed GSURE-MA method for different acceleration factors. In particular, we train a model for the six-fold (6x) acceleration factor with different 2D random variable density sampling masks. During testing, we evaluate this trained model at 2x, 4x, 6x, and 8x acceleration factor for both direct-inversion and model-based unrolled networks. Table 1 summarizes the experimental results of this experiment. SSDU-MA strategy is developed only for unrolled architecture, therefore, its results are calculated for that setting only. Table 1 shows that the performance of a model trained for 6x acceleration does not work well for 2x acceleration. The rows corresponding to before model adaptation (Before-MA) shows the PSNR values of the reconstructed images from the 6x trained model. The proposed GSURE-MA strategy improves the PSNR from 23.37 dB to 35.16 dB in the direct-inversion network and 28.37 dB to 39.96 dB for the unrolled network. Similarly, we see that model adaption improves the reconstruction results for all the accelerations.

| Acc. | 2x | 4x | 6x | 8x |
|------|----|----|----|----|
| Input, $A^Tb$ | 30.23 | 24.80 | **22.96** | 22.27 |
| Dir. Inv. ResNet | Before-MA | 23.37 | 29.37 | **32.10** | 30.34 |
| SSDU-MA | 33.17 | 34.06 | **33.21** | 32.28 |
| GSURE-MA | 35.16 | 35.79 | **34.86** | 33.66 |
| Unrolled | Before-MA | 28.37 | 35.10 | **35.35** | 33.99 |
| SSDU-MA | 37.72 | 33.50 | **31.94** | 31.15 |
| GSURE-MA | 34.46 | 33.31 | **30.92** | 29.69 |

4. CONCLUSIONS

This work proposed a model adaptation strategy to fine-tune a previously trained, deep learned model to the new acquisition operator. We use the GSURE loss function to rapidly adapt a pre-trained model to new acquisition models without the risk of overfitting. We show the preliminary utility of the proposed GSURE-MA scheme for MR image reconstruction.
Fig. 3. Experimental results for the 1D Cartesian sampling mask on a testing slice. The training and testing forward model $A_0$ and $A_1$ when applied on a ground truth image (a) from the testing data lead to the re-gridding reconstruction $A^H_0 y$ (b) and $A^H_1 y$ (g), respectively. (b-f) shows testing results on the forward model $A_0$ that was used during training. (g-k) shows results with a different forward model $A_1$, not seen during training. Red box shows a zoomed portion of the images.

Fig. 4. These plots show the variation in PSNR values with the model adaptation epochs on a single test image using DIP-MA and proposed GSURE-MA strategies. The ResNet and MoDL architectures were fine-tuned for 5000 and 2000 epochs, respectively.
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