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Measurements of the fine-structure constant $\alpha$ require methods from across subfields and are thus powerful tests of the consistency of theory and experiment in physics. Using the recoil frequency of cesium-133 atoms in a matter-wave interferometer, we recorded the most accurate measurement of the fine-structure constant to date: $\alpha = 1/137.035999046(27)$ at $2.0 \times 10^{-10}$ accuracy. Using multiphoton interactions (Bragg diffraction and Bloch oscillations), we demonstrate the largest phase difference of the electron gyromagnetic anomaly $g_e - 2$ via the Standard Model of particle physics is now limited by the uncertainty in $g_e - 2$; a 2.5σ tension rejects dark photons as the reason for the unexplained part of the muon’s magnetic moment at a 99% confidence level. Implications for dark-sector candidates and electron substructure may be a sign of physics beyond the Standard Model that warrants further investigation.

The fine-structure constant $\alpha$ characterizes the strength of the electromagnetic interaction between elementary charged particles. It has been measured by various methods from diverse fields of physics (Fig. 1), and the agreement of these results confirms the consistency of theory and experiment across fields. In particular, $\alpha$ can be obtained from measurements of the electron’s gyromagnetic anomaly $g_e - 2$ by using the Standard Model of particle physics, including quantum electrodynamics to the fifth order (involving >10,000 Feynman diagrams) and muonic as well as hadronic physics (1–3). This path leads to an accuracy of 0.24 part per billion (ppb) (4–6) and was until now the most accurate measurement of $\alpha$.

An independent measurement of $\alpha$ at comparable accuracy creates an opportunity to test the Standard Model. The most accurate of previous such measurements have been based on the kinetic energy $\hbar^2 k^2 / (2m_M)$ of an atom of mass $m_M$ that recoils from scattering a photon of momentum $hk$ (3), where $\hbar$ is Planck’s constant $\hbar$ divided by $2\pi$, and $k = 2\pi/\lambda$ is the laser wave number (where $\lambda$ is the laser wavelength). Experiments of this type yield $h/m_M$ and have measured $\alpha$ to 0.62 ppb (7) via the relation

$$\alpha^2 = \frac{2 R_e m_M}{c m_e m_M} \frac{h}{\alpha}$$

The Rydberg constant $R_e$ is known to 0.006-ppb accuracy (8), and the atom-to-electron mass ratio ($m_e/m_M$) is known to better than 0.1 ppb for many species. Here, $c$ represents the speed of light in vacuum.

The fundamental tool of our experiment is a matter-wave interferometer (8, 9). Similar to an optical interferometer, this apparatus splits waves from a coherent source along different paths, recombines them, and measures the resulting interference to extract the phase difference accumulated between the waves on the paths. Sequences of laser pulses are used to direct and recombine the atomic matter waves along different trajectories, to form a closed interferometer (10). The phase evolution is governed by the Compton frequency of the atoms. The probability of detecting each atom at the output of the interferometers is a function of the phase accumulated between the different paths; measurement of the total atom population in each output enables an estimate of this phase. For the Ramsey-Bordé interferometer geometry used in this experiment, the phase is proportional to the photon recoil energy and can therefore be used to measure the ratio $h/m_M$ ($m_{Cs}$ mass of a cesium atom) and, from that, the fine-structure constant $\alpha$.

In our experiment, we used a number of methods to increase the signal and suppress systematic errors. We used 10-photon processes as beam...
splits for the matter waves; these processes increase the recoil energy by a factor of 25 relative to standard two-photon Raman processes (17). To accelerate the atoms by up to another 800\( \hbar k \) (400\( \hbar k \) up, 400\( \hbar k \) down), we applied a matter-wave accelerator: Atoms were loaded into an optical lattice, a standing wave generated by two laser beams, which was accelerated by ramping the frequency of the lasers (Bloch oscillations) (7, 12). Coriolis force compensation suppressed the effect of Earth’s rotation. In addition, we applied ac Stark shift compensation (13, 14) and demonstrated a spatial-filtering technique to reduce sources of decoherence, further enhance the sensitivity, and suppress systematic phase shifts. An end-to-end simulation of the experiment was run (12) to help us identify and reduce systematic errors and confirm the error budget. To avoid possible bias, we adopted a blind measurement protocol, which was unblinded only at the end. Combining with precise measurements of the cesium (15) and electron (16) mass, we found with a statistical uncertainty of 0.16 ppb and a systematic uncertainty of 0.12 ppb (0.20 ppb total). Our result is a more than threefold improvement over previous direct measurements of \( \alpha \) (7). The measurement of \( h/m_{\text{Cs}} = 3.0023694721 \times 10^{-8} \) m\(^2\)/s also provides an absolute mass standard in the context of the proposed new definition of the kilogram (10). This proposed definition will assign a fixed numerical value to Planck’s constant, to which mass measurements could then be linked through measurements of \( h/m_{\text{Cs}} \) such as this one, via Avogadro spheres. Our result agrees with previous recoil measurements (7) within 1\( \sigma \) uncertainty and has a 2.5\( \sigma \) tension with measurements (4–6) based on the gyromagnetic moment.

Our matter-wave interferometer is based on the one described in (12), in which cesium atoms are loaded in a magneto-optical trap, launched upward in an atomic fountain, and detected as they fall back down—the interferometer sequence occurs during the parabolic flight. Figure 2 shows the trajectories of an atom wave packet in our experiment, formed by impulses from pairs of vertical, counterpropagating laser pulses on the atoms. Each pulse transfers the momentum of 2\( n \times 10 \) photons (where \( n \) is the order of Bragg diffraction) with near 50% probability by multiphoton Bragg diffraction, acting as a beam splitter for matter waves. Bragg diffraction allows for large momentum transfer at each beam splitter, creating a pair of atom wave packets that separate with a velocity of \( \sim 35 \) mm/s. After a time interval \( T \), a similar pulse splits the wave packets again, creating one pair that moves upward and one that moves down.

The third and fourth pulses recombine the respective paths to form two interferometers. Between the second and the third pulses, we accelerated the atom groups further from one another, using Bloch oscillations in accelerated optical lattices, to increase the sensitivity and suppress systematic effects. This transfers \( -2N\hbar k \) of momentum to the upper interferometer and \( 2N\hbar k \) to the lower interferometer (\( N \); number of Bloch oscillations) (13).

The phase difference between the interferometer arms arises as a result of the kinetic energy \((\hbar k)^2/2m_{\text{Cs}}\) that the atoms gain from the recoil momentum of the photon-atom interactions and from the phase transferred during the atoms’ interaction with the laser beams. Taking the phase difference between the two interferometers cancels effects due to gravity and vibrations. In the absence of systematic effects, the overall phase \( \Phi \) of the interferometer geometry shown in Fig. 2 is given by (12, 17)

\[
\Phi = \Delta \phi_1 - \Delta \phi_2 = 16n(n + N)\omega_o T - 2n\omega_o T
\]

where \( \Delta \phi_{1,2} \) are the measured phases of the two interferometers individually, \( \omega_o = \hbar k^2/(2m_{\text{Cs}}) \) is the photon recoil frequency, \( T \) is the time between the laser pulses, and \( \omega_o \) is the laser frequency difference we choose to apply between

### Table 1. Error budget.

For each systematic effect, more discussion can be found in the listed section of the supplementary materials. N/A, not applicable.

| Effect                                      | Section | \( \delta \alpha/\alpha \) (ppb) |
|---------------------------------------------|---------|---------------------------------|
| Laser frequency                            | 1       | \(-0.24 \pm 0.03\)              |
| Acceleration gradient                      | 4A      | \(-1.79 \pm 0.02\)              |
| Gouy phase                                 | 3       | \(-2.60 \pm 0.03\)              |
| Beam alignment                              | 5       | \(+0.05 \pm 0.03\)              |
| Bloch oscillation light shift               | 6       | \(+0.00 \pm 0.002\)             |
| Density shift                               | 7       | \(+0.00 \pm 0.003\)             |
| Index of refraction                         | 8       | \(+0.00 \pm 0.03\)              |
| Speckle phase shift                         | 4B      | \(+0.00 \pm 0.04\)              |
| Sagnac effect                               | 9       | \(+0.00 \pm 0.001\)             |
| Modulation frequency wave number            | 10      | \(+0.00 \pm 0.001\)             |
| Thermal motion of atoms                    | 11      | \(+0.00 \pm 0.08\)              |
| Non-Gaussian waveform                       | 13      | \(+0.00 \pm 0.03\)              |
| Parasitic interferometers                   | 14      | \(+0.00 \pm 0.03\)              |
| Total systematic error                     | All previous | \(-4.58 \pm 0.12\)             |
| Statistical error                           | N/A     | \(\pm 0.16\)                    |

**Other studies**

| Effect                                      | Section | \( \delta \alpha/\alpha \) (ppb) |
|---------------------------------------------|---------|---------------------------------|
| Electron mass (16)                          | N/A     | \(\pm 0.02\)                    |
| Cesium mass (6, 15)                         | N/A     | \(\pm 0.03\)                    |
| Rydberg constant (6)                        | N/A     | \(\pm 0.003\)                   |

**Combined result**

| Effect | Section | \( \delta \alpha/\alpha \) (ppb) |
|--------|---------|---------------------------------|
| N/A    |         | \(\pm 0.20\)                    |

Fig. 2. Simultaneous conjugate atom interferometers. Solid lines denote the atoms’ trajectories; dashed lines represent laser pulses with their frequencies indicated. \( n \) denotes a momentum eigenstate with momentum \( 2n\hbar k \). BO, Bloch oscillations. In this figure, gravity is neglected. A to D represent interferometer outputs.
the first and second pairs of pulses (Fig. 2). A measurement proceeds by adjusting \( w_m \) to find the point where \( F = 0 \). This yields \( n + N \)

\[
\delta_m = \frac{c}{m_C s}
\]

because the wave number \( k \) of the laser is related to the laser frequency, this yields \( h/mCs \) and, thus, \( \alpha \). In our measurement, \( n = 5, N = 125 \) to 200, and \( T = 5 \) to 80 ms, so that \( \Phi \) is \( 10^5 \) to \( 10^7 \) rad and \( \delta_m \) is 2 to 3 MHz.

Our error budget (Table 1) includes the systematic effects considered in the previous rubidium \( h/mCs \) measurement (7). These systematic effects are dominant, and several methods are used to reduce them (18). Our laser frequency is monitored using a frequency comb generator. Effects caused by the finite radius of the laser beam are controlled by a retro-reflection geometry: delivering all components of the beam via the same single-mode optical fiber, using an apodizing filter to improve the Gaussian beam shape, selecting only atoms that stay close to the beam axis, and correcting for drift of the beam alignment in real time to further suppress such effects. The gravity gradient has been measured in situ for subtraction by configuring the atom interferometer as a gravity gradiometer (19–21). Keeping atoms in the same internal state while in all interferometer arms reduces the influence of the Zeeman effect to the one of an acceleration gradient, taken out by the gravity gradient measurement. The index of refraction and atom-atom interactions are reduced by the low density of our atomic sample (18).

New systematic effects arise from Bragg diffraction but can be suppressed to levels much smaller than the well-known systematics just mentioned. The potentially largest systematic is the diffraction phase \( F_0 \), which we have studied in previous work (12, 13). It is caused primarily by off-resonant Bragg scattering in the third and fourth laser pulse,
Fig. 4. Limits on dark bosons. (A) Excluded parameter space for dark photons (vector bosons), as a function of the dark-photon mass $m_{\gamma}$ and coupling suppressed by the factor $\epsilon$. The shaded orange and blue regions are ruled out at the indicated CLs by comparing the measured $a_\mu$ (4–6) with that predicted by our $a$ measurement and the LKB-11 result, respectively (significance levels have been calculated for a one-tailed test). The red band denotes a 95% CL in which the muon $g_\mu - 2$ is explained by a dark photon. Because our measured $a_\mu$ is negative, our measurement disfavors dark photons. Accelerator limits are adapted from (29). (B) Excluded parameter space for dark axial vector bosons, as a function of mass $m_V$ and axial-vector coupling constant $c_V$, whose existence would produce an negative $a_\mu$ and is thus favored. Our work results in a two-sided bound. The region suggested by anomalous pion decay is shown in green (24) at 95% CL. Accelerator limits are adapted from (29).

where multiple frequencies for the Bragg beams are used to simultaneously address both interferometers (Fig. 2). We can therefore suppress it by using a large number $N$ of Bloch oscillations; this increases the velocity of the atoms and thus the Doppler effect, moving the off-resonant component further off resonance. It also increases the total phase, further reducing the relative size of the systematic. The diffraction phase is nearly independent of the pulse-separation time $T$, so we alternate between two or more (usually six) pulse-separation times and extrapolate $T \to \infty$.

To determine the residual $T$-dependent diffraction phase, we employed a Monte Carlo simulation and numerically propagated atoms through the interferometer (13, 18). We ran the experiment at several different pulse-separation times, ensuring that there was no statistically significant signal for any unaccounted systematic variation. Overall, systematic errors contribute an uncertainty of 0.12 ppb to the measurement of $a$. As described in the supplementary materials, we corrected for systematic effects due to spatial intensity noise that have recently been pointed out (22) and for systematic effects due to deviations of the beam shape from a perfect Gaussian (18).

Figure 3C shows our data, which were collected over the course of 7 months. Each point represents roughly 1 day of data. The signal-to-noise ratio of our experiment would allow reaching a 0.2-ppb precision in less than 1 day, but extensive data were collected to suppress and control systematic effects. The measurement campaigns were interspersed with additional checks for systematic errors. Data sets typically include six different pulse-separation times, but nine data sets include four different pulse-separation times, repeated in ~15-min bins; the fit algorithm allows each bin of data to have a different diffraction phase (as the various experimental parameters may drift slowly over time) but assumes one value of $h/m_c$ for the entire data set.

By combining our measurement with theory (5, 6), we calculated the Standard Model prediction for the anomalous magnetic moment of the electron as

$$a = \frac{g_e}{2} - 1 = 0.001159565218161(23)$$

Comparison with the value obtained through direct measurement ($a_{\text{meas}}$) (4) yielded a negative $\delta a = a_{\text{meas}} - a(\alpha) = -0.88(0.36) \times 10^{-12}$. Comparison of our result to previous measurements of $\alpha$ (Fig. 1) produced an error bar below the magnitude of the fifth-order quantum electrodynamics calculations used in the extraction of $\alpha$ from the electron $g_\mu - 2$ measurement and thus allows us to confront these calculations with experiment.

In addition, our measurement can be used to probe a possible substructure within the electron. An electron whose constituents have mass $m_e$ would result in a modification of the electron magnetic momentum by $\delta a \approx m_e/m_e$. In a chirally invariant model, the modification scales as $\delta a \sim (m_e/m_e)^2$. Following the treatment in (23), the comparison $|\delta a|$ of this measurement of $\alpha$ with the electron $g_\mu - 2$ result places a limit on a substructure at a scale of $m_e > 441.000$ TeV/$c^2$ for the simple model and $m_e > 460$ GeV/$c^2$ for the chirally invariant model (improvements over the previous limits of $m_e > 240.000$ TeV/$c^2$ and $m_e > 350$ GeV/$c^2$, respectively).

Precision measurements, such as ours, of $\alpha$ can also aid in the search for new dark-sector (or hidden-sector) particles (18). A hypothetical dark photon, which is parameterized by a mixing strength $\epsilon$ and a nonzero mass $m_{\gamma}$, for example, would lead to a nonzero $\delta a$ that is a function of $\epsilon$ and $m_{\gamma}$ (24). We can test the existence of dark photons by comparing our data with the electron $g_\mu - 2$ measurement (4). The blue area in Fig. 4A shows the parameter space that is inconsistent with our data. We note that dark photons cause $\delta a > 0$, opposite to the sign measured in both our experiment and the rubidium measurement (7). With the improved error of our measurement, this tension has grown. A model consisting of the Standard Model and dark photons of any $m_{\gamma}$ or $\epsilon$ is now incompatible with the data at up to a 99% confidence level (CL). Constraints on the theory obtained in this fashion (Fig. 4A) include regions not previously bounded by accelerator experiments and do not depend on the assumed decay branching ratios of the dark photon.

By contrast, a dark axial vector boson characterized by an axial vector coupling $c_V$ and mass $m_A$ is favored by the data because it would lead to a negative $\delta a$, but we emphasize that the 2.5σ tension in the data is insufficient to conclude the existence of a new particle (Fig. 4B). The discrepancy between the two methods of measuring $\alpha$ could be a hint of possible physics beyond the Standard Model that warrants further investigation. The calculated $\delta a$ places limits on the axial vector parameter space from two sides. The allowed region is partially ruled out by other experiments. However, the region of parameter space consistent with our result and anomalous pion decay is also consistent with current accelerator limits, and thus the remaining region of parameter space warrants further study (24).

In particular, dark photons are one proposed explanation for the 3.4σ discrepancy in the muon...
$g_a - 2$ with respect to the Standard Model prediction (25). As shown in Fig. 4, we rule out this explanation for nearly all values of $m_a$ and $\epsilon$, rejecting dark photons as an explanation for the discrepancy at the 99% CL for any dark-photon mass. The comparison of precision measurements of $\alpha$ and $g_a - 2$ embodies a broad probe for new physics and enables us to search for (or exclude) a plethora of other previously unidentified particles that have been proposed, such as $B'$-vector bosons, axial vector coupled bosons, and scalar and pseudoscalar bosons including those that mix with the Higgs field, such as the relaxion.
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Refining the fine-structure constant
The fine-structure constant, \( \alpha \), is a dimensionless constant that characterizes the strength of the electromagnetic interaction between charged elementary particles. Related by four fundamental constants, a precise determination of \( \alpha \) allows for a test of the Standard Model of particle physics. Parker \textit{et al.} used matter-wave interferometry with a cloud of cesium atoms to make the most accurate measurement of \( \alpha \) to date. Determining the value of \( \alpha \) to an accuracy of better than 1 part per billion provides an independent method for testing the accuracy of quantum electrodynamics and the Standard Model. It may also enable searches of the so-called "dark sector" for explanations of dark matter.
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