Effects of modal incompleteness on quantification of mode shapes complexity in vibrating structures
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Abstract. In experimental modal analysis, the mode shapes turn out to be complex due to the non-proportionality of damping in actual structures. For identification purposes, several indices have been proposed to quantify this complexity. Unfortunately, the effectiveness of the above indices is affected by the problem of data incompleteness that arises when a limited set of modal data is available, as in the case of reduced eigenvector components or in the case of band limited eigenvalues range. In contexts such as model updating, this problem makes it difficult to pair experimental versus numerical data and methods to compare the two sets of data are based on the reduction of numerical models or, conversely, on the expansion of the experimental one. However none of them reveals completely satisfactory. The present work aims to analyze the effectiveness of the above modal complexity indices. To this end, the most sensitive index found from previous studies is used in order to detect the mode shapes complexity compared to the damping non-proportionality in vibrating structures for different levels of modal incompleteness.

1. Introduction

The viscous damping in vibrating structures can be proportional or non-proportional, depending whether the damping matrix is a combination of the mass and stiffness matrices or not [1]. In the first case, the mode shapes are real and the degrees of freedom (dofs) of the system oscillate in phase whereas, in the second case, the mode shapes are complex and the dofs oscillate out of phase [2].

Therefore, the imaginary content of the mode shapes can be used for the quantification of the non-proportional damping. Several indices exist on purpose to provide estimates of the modal complexity and then of the damping non-proportionality [3]–[4]. These indices are zero for real mode shapes and increase along with the imaginary content of the mode shapes. As shown in [3]–[4], the indices can be divided in two groups depending on their identifiability: unmeasurable indices and measurable indices. The unmeasurable indices require the knowledge of the damping matrix of the system, which is not identifiable directly from experimental tests; therefore, they have essentially theoretical value since they cannot be experimentally derived. On the contrary, the measurable indices require the knowledge of the modes shapes of the system, which can be identified directly from experimental tests. Consequently, from a practical point of view, only the measurable indices are experimentally useful, even if their identification and effectiveness suffer for two problems: modal density and data incompleteness. The first problems is typical of the case in which the structures vibrate with close spaced frequencies and this circumstance affects the experimental identification of the mode shapes regardless the accuracy of the method used for the identification; as consequence, depending on the modal density, a fictitious
The over-content of the imaginary part of the mode shapes is detected, as demonstrated in [4]–[6]. The second problem arises in the case of availability of a limited set of modal data or when the band of the eigenvalues range is limited because of, respectively, the structural response is estimated only in limited numbers of measured points (or dofs) and on a limited range of frequencies of the vibrating structure.

In contexts such as model updating, this problem makes it difficult to pair experimental versus numerical data and methods to compare the two sets of data are based on the reduction of numerical models or, conversely, on the expansion of the experimental results.

The present work aims to analyze the effectiveness of the above modal complexity indices. To this end, the most sensitive index found from previous studies [7]–[10] is used in order to detect the mode shapes complexity in vibrating structures for different levels of modal incompleteness. The method based on the reduction of the mass, stiffness and damping matrices of the numerical model dofs of the structure [11] is followed.

2. Matrices reduction procedure

In the literature there are several different procedures for the reduction of the mass, stiffness and damping matrices via the reduction of the dofs of a numerical model [12] necessary for the comparison between the experimental and numerical modal parameters of a structure in vibration. Among these, the most common is the Guyan reduction procedure [13] that applies in problems of modal analysis of undamped structures, and so endowed with real mode shapes. The relevant dynamics is described by the equation of motion:

$$\mathbf{M}\ddot{\mathbf{x}} + \mathbf{K}\mathbf{x} = \mathbf{P}(t)$$  \hspace{1cm} (1)

in which $t$ is the time variable; $\mathbf{x}$ and $\dot{\mathbf{x}}$ are, respectively, the displacement and acceleration vectors; $\mathbf{M}$ and $\mathbf{K}$ are the mass and stiffness matrices, respectively; $\mathbf{P}$ is the external forces vector.

For the purpose of the present work, the Guyan reduction is extended to damped structures governed by the following equation of motion:

$$\mathbf{M}\ddot{\mathbf{x}} + \mathbf{C}\dot{\mathbf{x}} + \mathbf{K}\mathbf{x} = \mathbf{P}(t)$$  \hspace{1cm} (2)

where $\mathbf{x}$ is the velocity vector and $\mathbf{C}$ is the damping matrix. This matrix $\mathbf{C}$ can be proportional or not to $\mathbf{M}$ and $\mathbf{K}$ and so the mode shapes result real or complex, respectively.

For the case of the equation (2), the $\mathbf{x}$, $\dot{\mathbf{x}}$, $\ddot{\mathbf{x}}$ vectors are partitioned in two sub-vectors depending on the measured and unmeasured dofs. The matrices $\mathbf{M}$, $\mathbf{C}$ and $\mathbf{K}$ and the vector $\mathbf{P}$ are partitioned accordingly. If the external forces are not in correspondence of the unmeasured dofs, the equation (2) becomes:

$$\begin{bmatrix} \mathbf{M}_{mm} & \mathbf{M}_{mn} \\ \mathbf{M}_{nm} & \mathbf{M}_{nn} \end{bmatrix} \begin{bmatrix} \ddot{\mathbf{x}}_m \\ \dot{\mathbf{x}}_n \end{bmatrix} + \begin{bmatrix} \mathbf{C}_{mm} & \mathbf{C}_{mn} \\ \mathbf{C}_{nm} & \mathbf{C}_{nn} \end{bmatrix} \begin{bmatrix} \mathbf{x}_m \\ \mathbf{x}_n \end{bmatrix} + \begin{bmatrix} \mathbf{K}_{mm} & \mathbf{K}_{mn} \\ \mathbf{K}_{nm} & \mathbf{K}_{nn} \end{bmatrix} \begin{bmatrix} \ddot{\mathbf{x}}_m \\ \dot{\mathbf{x}}_n \end{bmatrix} = \begin{bmatrix} \mathbf{P}_m \\ \mathbf{0} \end{bmatrix}$$  \hspace{1cm} (3)

in which the subscript $m$ and $n$ are referred, respectively, to the measured and unmeasured dofs. In the case of static reduction, the inertial and dissipative components are neglected and the equation (3) takes the form:

$$\mathbf{K}_{nm}\mathbf{x}_m + \mathbf{K}_{nn}\mathbf{x}_n = \mathbf{0}$$  \hspace{1cm} (4)

that can be used to get the results of the unmeasured dofs as a function of the measured ones, in the following way:

$$\begin{bmatrix} \mathbf{x}_m \\ \mathbf{x}_n \end{bmatrix} = \begin{bmatrix} \mathbf{I} \\ -\mathbf{K}_{nn}^{-1}\mathbf{K}_{nm} \end{bmatrix} \mathbf{x}_m = \mathbf{T}\mathbf{x}_m$$  \hspace{1cm} (5)

where $\mathbf{I}$ is the identity matrix and $\mathbf{T}$ corresponds to the static transformation between the complete displacements vector $[\mathbf{x}_m; \mathbf{x}_n]^T$ (i.e. formed by the measured and unmeasured dofs) and the incomplete one $[\mathbf{x}_m]^T$ (i.e. formed by only the measured dofs).

The reduced mass, damping and stiffness matrices are given by:
\[ M_R = T^T M T; \quad C_R = T^T C T; \quad K_R = T^T K T \] (6)

in which \( M_R, C_R \) and \( K_R \) are, respectively, the reduced \( M, C \) and \( K \).

It is important to note that the Guyan reduction provides exact solutions only in the case of null frequencies (static field). In fact, with the increase of the frequencies of the structure (dynamic field), the neglected contributions of the inertial and dissipative components in equation (2) increases and so the accuracy of the modal identification decreases.

### 3. Case study and methodology

The effects of the modal data incompleteness on the modal complexity quantification in vibrating structures are analyzed using as data generator a basic model of a framed structure with the scheme of “weak column - strong beam”.

The reference structure is a plane frame with a single span and ten levels (figure 1). The inter-storey height is 3 m and a mass of 10 t is condensed at each level. The columns have a constant cross-section 0.30 by 0.30 m and a Young modulus equal to 3 \(10^7\) kN/m², so the inter-storey stiffness \( k \) is 1.8 \(10^4\) kN/m. The dynamics of this structures is described by the equation (2).

For simplicity, the matrix \( C \) is taken equal to \( C = \beta K \) for proportional damping and to \( C \neq \beta K \) for non-proportional damping.

In case of damping proportionality, the three conditions \( K M^{-1} C = C M^{-1} K, M K^{-1} C = C M^{-1} K, M C^{-1} K = K C^{-1} M \) posed in [14] to ensure the proportional damping existence are in fact satisfied and, consequently, the mode shapes are real and the modal complexity indices must be zero. On the contrary, in case of non-proportional damping the above three conditions for the proportional damping existence are not satisfied, therefore the mode shapes are complex and the modal complexity indices must be different than zero.

More in detail, in the present reference structure, the non-proportional damping is generated using a non-proportionality factor \( f_c \geq 1 \) that multiplies the damping coefficient \( c \) of the first inter-storey. For \( f_c = 1 \), \( C \) is proportional (real mode shapes) whereas for \( f_c > 1 \), \( C \) is non-proportional (complex mode shapes).

In order to detect the mode shapes complexity for different levels of modal incompleteness, among all the measurable indices, the most sensitive index is used [3]. This index \( I \) is the modal imaginary ratio; it weighs the imaginary part with respect to the overall length of the mode shape and its explicit expression is reported below:

\[ I = \frac{\| \text{Im}(\Psi_r) \|}{\| \Psi_r \|} \] (7)

where \( \Psi_r \) is the \( r \)-th mode shape; \( \text{Im}(\Psi_r) \) stands for the imaginary part of \( \Psi_r \), whereas \( \| \cdot \| \) is the Euclidean 2-norm operator and \( \| \| \) is intended as the componentwise absolute value.

In order to work in a controlled environment, the index \( I \) is tested on theoretical data. The theoretical mode shapes are derived using the standard modal analysis according to the state space method to deal with the non-proportional damping [15]:

\[ (B - \lambda A)Z = 0; \quad [A] = \begin{bmatrix} C & M \\ M & 0 \end{bmatrix}; \quad [B] = \begin{bmatrix} K & 0 \\ 0 & -M \end{bmatrix}; \quad [Z] = \begin{bmatrix} X \\ X \end{bmatrix} \] (8)

in which \( \lambda \) is the generic eigenvalue and \( Z \) the state space vector.

The mode shapes used to compute the index \( I \) are then treated according to the procedure in [16] to ensure the minimization of the errors in the identification of the imaginary part of the mode shapes; geometrically, this procedure corresponds to a rigid rotation of the complex mode shape in the complex plane such that it optimally aligns with the real axis.

Finally, the index \( I \), scaled in the interval \([0; 1]\) and expressed in percentage, is analyzed to infer the effects of the modal incompleteness on the complexity of the mode shapes.
To discuss the influence of the modal data incompleteness on the index $I$, the mode shapes endowed with the greater energy contribution on the overall motion of the structure are analyzed, these are the first, second and third mode shape. In particular, for each mode shape, the index $I$ is estimated for the simultaneous increase of incompleteness and damping non-proportionality. To do that the coefficient $c$ of the first inter-storey is gradually scaled by the multiplicative factor $f_c \geq 1$, in the range $f_c = [1; 2]$ in order to have a maximum damping ratio equal to 30% in the third mode shape. Then the modal incompleteness is increased by progressively reducing the measured dofs number, to pass from an initial condition of 10 dofs to a final condition of 5 dofs measured (figure 1). The considered cases are: 10 dofs measured (case 0; all the dofs are measured); 9 dofs measured (case 1: the dof 3 is unmeasured); 8 dofs measured (case 2: the dofs 3 and 8 are unmeasured); 7 dofs measured (case 3: the dofs 2, 5 and 8 are unmeasured); 6 dofs measured (case 4: the dofs 2, 4, 6 and 8 are unmeasured); 5 dofs measured (case 5: the dofs 2, 4, 6, 8 and 9 are unmeasured).

**Figure 1.** (a) Reference structure case 0; (b) case 1; (c) case 2; (d) case 3; (e) case 4; (f) case 5: measured (black) and unmeasured (red) dofs. Structure parameters: $m = 10 \text{ t}$; $k = 1.8 \times 10^4 \text{ kN/m}$; $c = 401.4 \text{ kNs/m}$; $f_c = [1; 2]$.

### 4. Results

In the figures below, the values attained by the index $I$ as function of the factor $f_c$ are reported respectively for the first (figure 2), second (figure 3) and third (figure 4) mode shape of the reference structure with respect to the variation of the number of the measured dofs.

**Figure 2.** Mode shape 1: modal complexity index $I$ (vertical axis) versus non-proportionality damping factor $f_c$ (horizontal axis) with respect to the measured dofs number (from 10 to 5).
By means of the figures from 2 to 4 it is clear that for each mode shapes the trend of the index \( I \) deviates progressively along with the reduction of the measured dofs. For each mode shape, in general, the index \( I \) is a monotonic function increasing with \( f_c \) independently from the measured dofs number. This condition is coherent with the increase of the imaginary part of the mode shapes because of the increase of the damping non-proportionality in the vibrating structure.

In the case of the first mode shape (figure 2) the index \( I \) deviates in a relatively limited way with respect to the corresponding index \( I \) estimated using all the measured dofs. More in detail, with the decrease of the measured dofs number, the index \( I \) augments regardless of the \( f_c \) value. The index \( I \) trends are quasi-linear functions respect to \( f_c \); therefore the index \( I \) is endowed of constant and not high sensitivity to the damping non-proportionality.

The results found for the first mode shape (figure 2) extend qualitatively also to the second mode shape (figure 3). In the case of the second mode shape, however, the curve relative to the index \( I \) with 5 measured dofs results as peculiar case. This curve, in fact, shows an important deviation and notably larger values respect to all the other curves; furthermore, it loses the quasi-linear growth showing a variable sensitivity: limited for \( f_c = [1; 1.3) \cup (1.6; 2] \) and high for \( f_c = [1.3; 1.6] \).

In the case of the third mode shape (figure 4), a reverse behavior of the index \( I \) is observed with respect to the results involving the first and second mode shape. In particular, the index \( I \) decreases along with the reduction of the unmeasured dofs number. Nonetheless, it is important to note that the modal complexity quantity (i.e. the index \( I \)) preserves the fundamental feature to increase along with the increase of the damping non-proportionality (i.e. of the factor \( f_c \)).

The results shown in the figures from 2 to 4 can also be explained via the correlation analysis between the complete and the incomplete mode shapes for a given damping level \( f_c \). The use of the MAC index (Modal Assurance Criterion) is one of the most common technique to assess the correlation degree between mode shapes [17]. The comparison between the \( r \)-th complete mode shape \( \{Z_c\}_r \) (identified using a number of measured dofs equal to 10) and the \( s \)-th incomplete mode shape \( \{Z_l\}_s \) (identified using a number of measured dofs less than 10) is given by:

\[
\text{MAC}_{CI} = \frac{\langle (Z_{CR})(Z_{LS}) \rangle^2}{\langle (Z_{CR})^2 \rangle \langle (Z_{LS})^2 \rangle} \tag{9}
\]

where, in order to get a meaningful operation, \( \{Z_c\}_r \) is preliminary mapped into the \( \{Z_l\}_s \) subspace.
It is worth recalling that the MAC\textsubscript{CI} index takes values in the interval \([0; 1]\): a value close to 0 indicates a low correlation, whereas a value equal to 1 represents a perfect correlation between two mode shapes. Generally, the correlation can be considered satisfactory for MAC\textsubscript{CI} values higher than 0.8.

In order to get a synthetic and simultaneous view of the comparison among various mode shapes, the MAC\textsubscript{CI} values are collected into a specific matrix that, in the ideal case, should be a diagonal matrix composed by 1 in the main diagonal and 0 elsewhere. In the present context, due to the complexity of the mode shapes, the MAC\textsubscript{CI} indices are characterized by complex numbers too.

Aiming at analyzing the correlation between the complete \(\{Z_c\}\), and the incomplete \(\{Z_i\}\), mode shapes \((r, s = 1\text{st}, 2\text{nd}, 3\text{rd mode shape})\), the 3D bar graph representation of the MAC\textsubscript{CI} matrix entries is adopted on purpose. This representation is shown separately for the real and imaginary parts of the MAC\textsubscript{CI} matrix where the \(x, y, z\), axis stand, respectively, for the three complete mode shapes, the three incomplete mode shapes and the real or imaginary part of the MAC\textsubscript{CI} indices.

To highlight the results of the correlations, only the results relative to the limit cases of \(f_c\) \((f_c = 1 \text{ and } f_c = 2)\) and of measured dofs number are reported and discussed below. The detail of the considered cases is as follows: correlation between the mode shapes identified using 10 dofs (complete mode shapes) and 9 (incomplete mode shapes) measured, for \(f_c = 1\) (figures 5, 6) and \(f_c = 2\) (figures 7, 8), using 10 dofs (complete mode shapes) and 5 (incomplete mode shapes) measured, for \(f_c = 1\) (figures 9, 10) and \(f_c = 2\) (figures 11, 12).

**Figure 5.** Real part of the MAC\textsubscript{CI} index between the 1st, 2nd and 3rd complete \(Z_c\) (identified with 10 dofs) and incomplete \(Z_i\) (identified with 9 dofs) mode shapes for \(f_c = 1\).

**Figure 6.** Imaginary part of the MAC\textsubscript{CI} index between the 1st, 2nd and 3rd complete \(Z_c\) (identified with 10 dofs) and incomplete (identified with 9 dofs) mode shapes \(Z_i\) for \(f_c = 1\).

**Figure 7.** Real part of the MAC\textsubscript{CI} index between the 1st, 2nd and 3rd complete \(Z_c\) (identified with 10 dofs) and incomplete \(Z_i\) (identified with 9 dofs) mode shapes for \(f_c = 2\).

**Figure 8.** Imaginary part of the MAC\textsubscript{CI} index between the 1st, 2nd and 3rd complete \(Z_c\) (identified with 10 dofs) and incomplete \(Z_i\) (identified with 9 dofs) mode shapes for \(f_c = 2\).
Figure 9. Real part of the MAC<sub>CI</sub> index between the 1st, 2nd and 3rd complete \(Z_c\) (identified with 10 dofs) and incomplete \(Z_l\) (identified with 5 dofs) mode shapes for \(f_c = 1\).

Figure 10. Imaginary part of the MAC<sub>CI</sub> index between the 1st, 2nd and 3rd complete \(Z_c\) (identified with 10 dofs) and incomplete \(Z_l\) (identified with 5 dofs) mode shapes for \(f_c = 1\).

Figure 11. Real part of the MAC<sub>CI</sub> index between the 1st, 2nd and 3rd complete \(Z_c\) (identified with 10 dofs) and incomplete \(Z_l\) (identified with 5 dofs) mode shapes for \(f_c = 2\).

Figure 12. Imaginary part of the MAC<sub>CI</sub> index between the 1st, 2nd and 3rd complete \(Z_c\) (identified with 10 dofs) and incomplete \(Z_l\) (identified with 5 dofs) mode shapes for \(f_c = 2\).

The comparison among the figures 5 to 12 allows to trace the following considerations. As long as the damping is proportional \((f_c = 1)\) the \(\text{Im(MAC}_{CI})\) is equal to 0 (figures 6 and 10), regardless the modal completeness; whereas the \(\text{Re(MAC}_{CI})\) is close to 1 along the main diagonal and practically 0 elsewhere (figures 5 and 9) witnessing the correlation between \(\{Z_c\}\) and \(\{Z_l\}\). When the damping becomes non-proportional \((f_c = 2)\) the imaginary part of the MAC<sub>CI</sub> matrix presents entries sensibly different than 0 (figures 8 and 12). Therefore, the only responsible for the appearance of complexity is the level of damping non-proportionality. Conversely, it is hence possible to distinguish the presence of non-proportionality by the level of mode shape complexity regardless the modal shape completeness.

5. Conclusions
In the experimental modal identification of actual vibrating structures, the mode shapes complexity is related to the entity of damping non-proportionality. This complexity increases along with the non-proportionality increase of the damping. In the literature several indices exist to estimate the modal complexity and hence the level of non-proportional damping. These indices are formulated using the mode shapes as basic data and present different sensitivity in detecting the modal complexity. For definiteness, in the present work, the most effective index found by previous studies (the modal
imaginary ratio) is employed. Such index weighs the importance of the imaginary part with respect to the overall length of the complex mode shape.

Identification problems can arise due to the modal data incompleteness since this latter can artificially affect the complexity level of the mode shapes. These kind of problems should be taken into account not only in the present context, but in all cases in which two quantities should be paired as, for instance, in the case of modal updating procedures. In the present work, the above concepts are discussed according to an appropriate case study consisting in a framed structure model.

The analysis of the index trend shows that, even if the modal data incompleteness affects the complexity of a mode shape, the fundamental behavior of the index preserves the monotonic features displayed in the case of modal completeness. In fact, the index presents a one to one correspondence with the damping non-proportionality regardless of the modal data incompleteness.
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