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ABSTRACT. This article concerns the random dynamics and asymptotic analysis of the well
known mathematical model,
\[
\frac{\partial v}{\partial t} - \nu \Delta v + (v \cdot \nabla)v + \nabla p = f, \quad \nabla \cdot v = 0,
\]
the Navier-Stokes equations. We consider the two-dimensional stochastic Navier-Stokes
equations (SNSE) driven by a linear multiplicative white noise of Itô type on the whole space \( \mathbb{R}^2 \). Firstly, we prove that non-autonomous 2D SNSE generates a bi-spatial (\( L^2(\mathbb{R}^2), H^1(\mathbb{R}^2) \))-continuous random cocycle. Due to the bi-spatial continuity property of the random cocycle
associated with SNSE, we show that if the initial data is in \( L^2(\mathbb{R}^2) \), then there exists a unique
bi-spatial (\( L^2(\mathbb{R}^2), H^1(\mathbb{R}^2) \))-pullback random attractor for non-autonomous SNSE which is
compact and attracting not only in \( L^2 \)-norm but also in \( H^1 \)-norm. Next, we discuss the
existence of an invariant measure for the random cocycle associated with autonomous SNSE
which is a consequence of the existence of random attractors. We prove the uniqueness of
invariant measures for \( f = 0 \) and for any \( \nu > 0 \) by using the linear multiplicative structure
of the noise coefficient and exponential stability of solutions. Finally, we prove the existence
of a family of invariant sample measures for 2D autonomous SNSE which satisfies a random
Liouville type theorem. The above results for SNSE defined on \( \mathbb{R}^2 \) are totally new and we
observe that in contrast to Stratonovich noise, which is used widely in the literature to study
the random dynamics of SNSE, Itô noise is more adequate in the case of whole space. This
work settles down several open problems regarding random attractors, invariant measures
and ergodicity for 2D SNSE on whole space.

1. Introduction

1.1. Literature survey and motivations. It is well known that the explicit solutions of or-
dinary/partial differential equations (ODE/PDE) are very difficult to find (cf. [32, 54] and
references therein). Therefore, one requires a qualitative theory to understand the asym-
ptotic behavior of their solutions. The theory of attractors plays an important role to capture
the long time behavior of the solutions of ODE/PDE. The theory of global attractors for
the deterministic infinite-dimensional dynamical systems (DS) is well-investigated in [50, 55],
etc. The theory of global attractors (for deterministic DS) had been extended to random
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attractors (for compact random DS, cf. [1]) in the works [8, 9] etc., and it has been used for several physically relevant stochastic models (cf. [15, 33, 36, 66] etc. and references therein). The author in [58] introduced a sufficient and necessary criteria for the existence of a unique pullback random attractor for non-compact non-autonomous random DS and applied it to stochastic reaction-diffusion equations driven by additive noise. Later, it has been applied to several stochastic models, cf. [25, 35, 59, 60, 62], etc., and references therein.

The current work is mainly focused on the random dynamics of autonomous and non-autonomous 2D stochastic Navier-Stokes equations (SNSE) driven by a linear multiplicative white noise defined on the whole space. Given \( \tau \in \mathbb{R} \), we consider the following 2D SNSE on \( \mathbb{R}^2 \):

\[
\begin{align*}
\frac{\partial \mathbf{v}}{\partial t} - \nu \Delta \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} + \nabla p &= \mathbf{f} + \sigma \mathbf{v} \frac{dW}{dt}, & \text{in } \mathbb{R}^2 \times (\tau, \infty), \\
\nabla \cdot \mathbf{v} &= 0, & \text{in } \mathbb{R}^2 \times (\tau, \infty), \\
\mathbf{v}|_{t=\tau} &= \mathbf{v}_\tau, & x \in \mathbb{R}^2 \text{ and } \tau \in \mathbb{R}, \\
\mathbf{v}(x) &\to 0 & \text{as } |x| \to \infty,
\end{align*}
\]

where \( \mathbf{v}(x,t) \in \mathbb{R}^2 \) stands for the velocity field and \( p(x,t) \in \mathbb{R} \) denotes the pressure field, for all \( (x, t) \in \mathbb{R}^2 \times (\tau, +\infty) \). The external forcing \( \mathbf{f} \) is either autonomous (\( \mathbf{f}(x) \in \mathbb{R}^2 \), for \( x \in \mathbb{R}^2 \)) or non-autonomous (\( \mathbf{f}(x,t) \in \mathbb{R}^2 \), for \( (x, t) \in \mathbb{R}^2 \times (\tau, +\infty) \)). The coefficient \( \nu \) is positive and it represents the kinematic viscosity of the fluid and \( \sigma > 0 \) is known as the noise intensity. Here, the stochastic integral should be understood in the sense of Itô and \( W = W(t, \omega) \) is a one-dimensional two-sided Wiener process defined on some filtered probability space \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{R}}, \mathbb{P}) \) (see Section 2).

The solvability of 2D deterministic/stochastic Navier-Stokes equations (NSE) on bounded or unbounded domains is well studied in the literature (existence as well as uniqueness), cf. [18, 21, 23, 45, 53, 55] etc., and references therein. In three-dimensions, the existence of at least one weak solution of 3D NSE is known due to Leary and Hopf (cf. [41, 29]). But the uniqueness is still a mathematically challenging open problem. Recently, in [4], it has been shown by a convex integration technique that the weak solutions of 3D Navier-Stokes equations are not unique in the class of weak solutions with finite kinetic energy. Therefore, in this work, our focus is on two-dimensions only.

The dynamics of 2D deterministic/stochastic NSE including the existence of unique global/pullback/random attractors also have a plenty of literature, cf. [2, 5, 22, 25, 51, 52, 55, 60] etc., and references therein. It has been observed that the existence of global/pullback/random attractors for 2D deterministic/stochastic NSE is well-studied either on periodic (cf. [10, 51, 55] etc.), bounded ([8, 25, 36] etc.), and unbounded Poincaré ([2, 5, 26, 52] etc.) domains, and not on the whole space. The existence of random attractors is based on a transformation which converts a stochastic system into an equivalent pathwise deterministic system. Such types of transformations are available in the literature when the noise is either additive or linear multiplicative. Moreover, it has been noticed in the literature that the SNSE driven by a linear multiplicative noise has been considered in the sense of Stratonovich. We consider the SNSE driven by a linear multiplicative noise in the Itô sense which is one of the motivations to do this work on the whole space \( \mathbb{R}^2 \). The existence of global/pullback attractors for deterministic NSE and random/pullback random attractors for SNSE driven by additive noise on the whole space is still an open problem.
The first aim of this work is to show the existence of a unique bi-spatial pullback random attractor for the non-autonomous SNSE (1.1) on the whole space $\mathbb{R}^2$. Stochastic PDE such as 2D SNSE (cf. [45]), stochastic convective Brinkman-Forchheimer equations (cf. [47]), stochastic fractional power dissipative equation (cf. [67]), stochastic semilinear Laplacian equations (cf. [42]) etc., have regularizing solutions. In other words, when initial data is in a Banach space (an initial space), the corresponding solution may belong to a more regular Banach space (a terminate space). To represent the better dynamics for such equations, the authors in [42] introduced the concept of bi-spatial random attractor which is an invariant and compact random set attracting the subsets of the initial space in the topology of the terminate space. Later, the authors in [11] generalized the work of [42] for non-autonomous random DS also, which has been applied to several physically relevant models, cf. [61, 63], etc., and references therein. Recently, the author in [67] introduced an abstract theory of bi-spacial pullback attractors for the bi-spacial continuous cocycle and successfully applied it to the stochastic fractional power dissipative equation. To the best of our knowledge, there is no result available in the literature on the existence of a unique bi-spatial pullback random attractor for 2D SNSE either on unbounded Poincaré domains or on the whole space $\mathbb{R}^2$.

The second goal of this article is to demonstrate the ergodic properties (via proving the existence of a unique invariant measure) for the 2D autonomous SNSE (1.1) which is one of the most considerable qualitative properties of a dynamical system. The ergodic properties of the randomly forced NSE on torus or bounded domains have been extensively studied by several researchers during the past two decades. The first work on the ergodicity for 2D SNSE on bounded domains (for any $\nu > 0$) driven by additive noise (see [19], for the existence of invariant measures) was done in [20], where the uniqueness of invariant measures was proved under some extra assumptions on the noise (cf. [20] for more details). But, in [16], the author proved the same results as in [20] under weaker assumptions on the noise. Later, instead of taking extra assumptions on the noise, the author in [43] proved the ergodicity for 2D SNSE driven by additive noise for sufficiently large $\nu$. The papers [17, 27, 28, 37, 39, 64, 65] etc., discussed various results on the ergodic behavior of different types of partial differential equations covering 2D SNSE and the works [13, 44], etc. are good expository articles on this subject, and references therein. The authors in [24, 39], etc. demonstrated the ergodicity property for 2D SNSE using the asymptotic coupling method, where the proof of uniqueness of invariant measures does not require any restriction on $\nu > 0$. In the literature, most of the works regarding the existence and uniqueness of invariant measures as well as ergodic behavior of 2D SNSE have been considered either on a torus or on bounded domains. In some of the works such as [2, 3] etc., the authors established the existence of invariant measures on unbounded Poincaré domains but they have not discussed the uniqueness. Recently, in [49], the author proved the ergodicity results for 2D SNSE on unbounded Poincaré domains, where the author used a random force of additive type having a special structure. It appears to us that the current work is the first one in which the existence and uniqueness of ergodic and strongly mixing invariant measures for 2D autonomous SNSE driven by a linear multiplicative noise in the whole space $\mathbb{R}^2$ is discussed for any $\nu > 0$ and the results are new in the context of multiplicative noise as well as for 2D SNSE on the whole space $\mathbb{R}^2$.

The final objective of this paper is to prove the existence of a family of invariant sample measures (see Definition 5.1 below) which satisfies a random Liouville type theorem (cf. [69]) for the 2D autonomous SNSE (1.1) on the whole space $\mathbb{R}^2$. This result is obtained with the aid of the existence of random attractors and an abstract theory available in [69, Theorem...
2.1. The authors in [69] established a sufficient criteria which guarantees the existence of a family of invariant sample measures satisfying a random Liouville type theorem. If the random statistical equilibrium has been reached by the 2D SNSE (1.1), then the statistical informations do not change with time, which is the random version of the Liouville Theorem in Statistical Mechanics (see [69]). If the shape of the random attractor \(A\) changes randomly with respect to time along with the sample points \(\omega \in \Omega\) but the measures of \(A\) on each time is the same, then the random Liouville theorem is satisfied by the family of measures. Since we are not proving the same as discussed above (see Theorem 5.7 below), therefore we call it as a random Liouville type theorem.

1.2. Difficulties and approaches. If one considers a damped 2D deterministic/stochastic NSE with linear damping, that is,

\[
\frac{\partial v}{\partial t} - \nu \Delta v + (v \cdot \nabla)v + \alpha v + \nabla p = f + \sigma v \frac{dW}{dt}, \quad \nabla \cdot v = 0,
\]

where \(\alpha > 0\) and \(\sigma \geq 0\), then the existence of global/pullback/random attractors can be proved on the whole space (cf. [30, 31] etc.). Even though we do not have any linear damping term in (1.1), we obtain an equivalent pathwise deterministic system which contains a linear term (it is the advantage of considering the stochastic system (1.1) in the sense of Itô), see the system (2.8) below. This linear term helps us to prove the results on the whole space.

In order to prove the bi-spatial \((L^2(\mathbb{R}^2), H^1(\mathbb{R}^2))\)-pullback random attractors for the system (1.1), we need to estimate the nonlinear term \(\int_{\mathbb{R}^2} (u(x) \cdot \nabla) u(x) \cdot \Delta u(x) dx\) (see (3.9) below) in an appropriate way. We observe that one cannot use the estimates obtained in [56, Chapter 2, section 2.3] to estimate the above nonlinear term. In view of Hölder’s, Ladyzhenskaya’s ([40, Lemma 1, Chapter I]), Sobolev’s ([46, Theorem 7, pp. 190]) and interpolation ([46, Theorem 6, pp. 200]) inequalities, we estimate the above mentioned nonlinear term (see Remark 2.1 below). Note that for the periodic case, this integral is zero [56, Lemma 3.1], and for the bounded or unbounded Poincaré domains case, one can use the estimates form [56, Chapter 2, section 2.3] to obtain the results similar to this work. As the existence of global attractors for 2D deterministic NSE ((1.1) with \(\sigma = 0\)) is still an open problem, the upper semicontinuity of the obtained random attractors is also an open problem (Remark 3.13).

The existence of random attractors helps us to obtain the existence of invariant measures (see [9, Corollary 4.6] and Definition 4.3 below), and a family of invariant sample measures ([69, Theorem 2.1] and Definition 5.1 below) which satisfies the random Liouville type theorem for the system (1.1) (cf. [9, 69] etc.). The main difficulties arise in the uniqueness of invariant measures part. We consider the deterministic forcing term \(f = 0\) and obtain the uniqueness of invariant measure for any \(\nu > 0\), where the linear multiplicative structure of the white noise coefficient and exponential stability of solutions (cf. [7]) play a crucial role. The uniqueness of invariant measure for \(f \neq 0\) is still an open problem for 2D SNSE in \(\mathbb{R}^2\).

1.3. Novelties. Most of the results regarding the random dynamics and asymptotic analysis of 2D SNSE available in the literature are either on bounded domains (cf. [16, 24, 27, 36, 60], etc.) or on unbounded Poincaré domains (cf. [2, 3, 49], etc.). This work settles down several open problems concerning random dynamics of 2D SNSE defined on the whole space and this work appears to be the first one in this direction. Moreover, we emphasize here that all the results obtained in this paper hold true even in bounded as well as unbounded Poincaré domains. The major aims and novelties of this work are:
(i) For the 2D non-autonomous SNSE (1.1), we prove the existence of unique bi-spatial \((L^2(R^2), H^1(R^2))\)-pullback random attractors (Theorem 3.12).

(ii) For the 2D autonomous SNSE (1.1), for any \(f \in L^2(R^2)\), we establish the existence of an invariant measure in \(L^2(R^2)\) as well as in \(H^1(R^2)\) (Theorem 4.8 and Remark 4.9) and its uniqueness for \(f = 0\) (Theorem 4.11).

(iii) For the 2D autonomous SNSE (1.1), we show the existence of a family of invariant sample measures on \(L^2(R^2)\) which satisfies a random Liouville type theorem (Theorems 5.5 and 5.7).

The linear multiplicative structure of the Itô type noise coefficient helps us to resolve the above mentioned problems in \(R^2\). Moreover, we provide some remarks on the existence of \((L^2(R^2), L^2(R^2))\)-pullback random attractors, the upper semicontinuity of the random attractors with respect to domains, and the asymptotic autonomy of the obtained random attractors as well (Remarks 3.5, 3.14 and 3.15).

1.4. Outline. In the next section, we provide the necessary function spaces needed for the further analysis, and linear and bilinear operators to obtain an abstract formulation of the system (1.1). Furthermore, we have furnished an abstract formulation of the system (1.1), a pathwise deterministic system (2.8) which is equivalent to the system (1.1), random cocycle (2.9), and the universe of tempered sets, in the same section. In section 3, we first provide an abstract result for the existence of a unique bi-spatial pullback random attractor which is adapted from the work [67, Theorem 2.10] (Theorem 3.1). In order to apply the abstract result of Theorem 3.1, we prove that the random cocycle generated by the system (1.1) is a bi-spatial \((L^2(R^2), H^1(R^2))\)-continuous cocycle (Lemma 3.7). Next, we prove that the random cocycle has a random absorbing set (Lemma 3.9), the random cocycle is \((L^2(R^2), L^2(R^2))\)-pullback asymptotically compact (Lemma 3.10) and continuous with respect to the sample points (Lemma 3.11). Finally, using an abstract theory (Theorem 3.1), we establish the main result of this section (Theorem 3.12). We start with some basic definitions for invariant measures (adapted from [1]) in section 4. Next, we show that there exists an invariant measure for the system (1.1) in \(L^2(R^2)\) as well as in \(H^1(R^2)\) (Theorem 4.8 and Remark 4.9) for any \(f \in L^2(R^2)\) and the uniqueness of invariant measure for \(f = 0\) (Theorem 4.11). In the final section, we prove the existence of a family of invariant sample measures which satisfies the random Liouville type theorem for the system (1.1) (Theorems 5.5 and 5.7).

2. Mathematical Formulation

This section is devoted for providing the necessary function spaces and operators needed to obtain the main results of this work. Further, we provide an abstract formulation of the system (1.1), a pathwise deterministic system equivalent to the system (1.1) (which helps us to define the non-autonomous random dynamical system) and the universe of tempered sets.

2.1. Function spaces. We define the space \(V := \{v \in C^\infty_0(R^2; R^2) : \nabla \cdot v = 0\}\), where \(C^\infty_0(R^2; R^2)\) denotes the space of all \(R^2\)-valued infinite times differentiable functions with compact support in \(R^2\). Let \(H\) and \(V\) denote the completion of \(V\) in \(L^2(R^2) := L^2(R^2; R^2)\) and \(H^1(R^2) := H^1(R^2; R^2)\) norms, respectively. The spaces \(H\) and \(V\) are endowed with the norms \(\|v\|_H := \int_{R^2} |v(x)|^2 dx\) and \(\|v\|_V^2 := \int_{R^2} |v(x)|^2 dx + \int_{R^2} |\nabla v(x)|^2 dx\), respectively. The inner product in the Hilbert space \(H\) is represented by \(\langle \cdot, \cdot \rangle\). The duality pairing between the spaces \(V\) and \(V^*\) is denoted by \(\langle \cdot, \cdot \rangle\). The \(m\)-th order Sobolev spaces are denoted by
\[ \mathbb{H}^m(\mathbb{R}^2) := H^m(\mathbb{R}^2; \mathbb{R}^2) \] with the norm \[ \|v\|_{\mathbb{H}^m(\mathbb{R}^2)}^2 := \sum_{|\alpha| \leq m} \int_{\mathbb{R}^2} |D^\alpha v|^2 \, dx, \] where \( k = (k_1, k_2) \) is the multiindex.

2.2. **Linear operator.** Let \( P : L^2(\mathbb{R}^2) \to \mathbb{H} \) denote the Helmholtz-Hodge orthogonal projection (cf. [40]). The projection operator \( P : L^2(\mathbb{R}^2) \to \mathbb{H} \) can be expressed in terms of the Riesz transform (cf. [48]), and the operators \( P \) and \( \Delta \) commute, that is, \( P\Delta = \Delta P \). Let us define the Stokes operator

\[ Av := -P\Delta v = -\Delta v, \quad v \in D(A) := \mathcal{V} \cap \mathbb{H}^2(\mathbb{R}^2). \]

The operator \( A : \mathcal{V} \to \mathcal{V}^* \) is linear and continuous. Moreover, the usual norm of \( \mathbb{H}^m(\mathbb{R}^2) \) is equivalent to (cf. [46, Proposition 1, pp. 169])

\[ \|v\|_{\mathbb{H}^m(\mathbb{R}^2)} = \left( \int_{\mathbb{R}^2} (1 + |\xi|^2)^m |\hat{\varphi}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}} = \| (I - \Delta)^{\frac{m}{2}} v \|_{\mathbb{H}} = \| (I + A)^{\frac{m}{2}} v \|_{L^2(\mathbb{R}^2)}, \quad (2.1) \]

where \( \hat{\varphi}(\cdot) \) is the Fourier transform of \( \varphi(\cdot) \).

2.3. **Bilinear operator.** Let us define the trilinear form \( b(\cdot, \cdot, \cdot) : \mathcal{V} \times \mathcal{V} \times \mathcal{V} \to \mathbb{R} \) by

\[ b(u, v, w) = \int_{\mathbb{R}^2} (u(x) \cdot \nabla) v(x) \cdot w(x) \, dx = \sum_{i,j=1}^2 \int_{\mathbb{R}^2} u_i(x) \frac{\partial v_i(x)}{\partial x_i} w_j(x) \, dx. \]

An integration by parts gives

\[ \begin{cases} b(u, v, u) = 0, & \text{for all } u, v \in \mathcal{V}, \\ b(u, v, w) = -b(u, w, v), & \text{for all } u, v, w \in \mathcal{V}. \end{cases} \quad (2.2) \]

If \( u, v \) are such that the linear map \( b(u, v, \cdot) \) is continuous on \( \mathcal{V} \), the corresponding element of \( \mathcal{V}^* \) is denoted by \( B(u, v) \). We also denote \( B(v) = B(v, v) = P[(v \cdot \nabla)v] \).

**Remark 2.1.** The following estimate on \( b(\cdot, \cdot, \cdot) \) plays a crucial role in the sequel. Applying Hölder’s, Ladyzhenskaya’s ([40, Lemma 1, Chapter I]), Sobolev’s ([46, Theorem 7, pp. 190]) and interpolation ([46, Theorem 6, pp. 200]) inequalities, and (2.1), respectively, we get

\[ \begin{align*}
|b(u, v, w)| & \leq \|u\|_{L^1(\mathbb{R}^2)} \|\nabla v\|_{L^1(\mathbb{R}^2)} \|w\|_{\mathbb{H}} \\
& \leq C \|u\|_{\mathbb{H}}^{1/2} \|\nabla u\|_{\mathbb{H}}^{1/2} \|v\|_{\mathbb{H}} \|w\|_{\mathbb{H}} \\
& \leq C \|u\|_{\mathbb{H}}^{1/2} \|\nabla u\|_{\mathbb{H}}^{1/2} \|v\|_{\mathbb{H}} \|v\|_{L^2(\mathbb{R}^2)} \|w\|_{\mathbb{H}} \\
& \leq C \|u\|_{\mathbb{H}}^{1/2} \|\nabla u\|_{\mathbb{H}}^{1/2} \left( \left\|v\right\|_{\mathbb{H}}^{1/2} + \|\nabla v\|_{\mathbb{H}} \right) \|v\|_{\mathbb{H}} \|v\|_{\mathbb{H}}^{1/2} \|w\|_{\mathbb{H}} \\
& \leq C \|u\|_{\mathbb{H}}^{1/2} \|\nabla u\|_{\mathbb{H}}^{1/2} \|v\|_{\mathbb{H}}^{1/2} \left( \left\|v\right\|_{\mathbb{H}}^{1/2} + \|A v\|_{\mathbb{H}} \right) \|w\|_{\mathbb{H}} \\
& \quad + C \|u\|_{\mathbb{H}}^{1/2} \|\nabla u\|_{\mathbb{H}}^{1/2} \|v\|_{\mathbb{H}}^{1/2} \left( \left\|v\right\|_{\mathbb{H}}^{1/2} + \|A v\|_{\mathbb{H}} \right) \|w\|_{\mathbb{H}}. 
\end{align*} \quad (2.3) \]

**Remark 2.2.** Note that \( \langle B(u, u - v), u - v \rangle = 0 \), which implies that

\[ \langle B(u) - B(v), u - v \rangle = \langle B(u - v, v), u - v \rangle = -\langle B(u, v - u), v \rangle. \quad (2.4) \]
2.4. Abstract formulation. Taking the projection $\mathcal{P}$ on SNSE (1.1), we obtain for $t \geq \tau$, $\tau \in \mathbb{R}$

$$\begin{align*}
\begin{cases}
\frac{dv}{dt} + \nu Au + B(v) = f + \sigma v \frac{dW}{dt}, & \text{in } \mathbb{R}^2 \times (\tau, \infty), \\
v|_{t=\tau} = v_\tau, & x \in \mathbb{R}^2,
\end{cases}
\end{align*}$$

(2.5)

where $\sigma > 0$ and the stochastic integral is understood in the Itô sense. Here, $W(t, \omega)$ is the standard scalar Wiener process on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, where

$$\Omega = \{\omega \in C(\mathbb{R}; \mathbb{R}) : \omega(0) = 0\},$$

endowed with the compact-open topology given by the complete metric

$$d_\Omega(\omega, \omega') := \sum_{m=1}^{\infty} \frac{1}{2^m} \frac{\|\omega - \omega'\|_m}{1 + \|\omega - \omega'\|_m},$$

where $\|\omega - \omega'\|_m := \sup_{-m \leq t \leq m} |\omega(t) - \omega'(t)|$,

and $\mathcal{F}$ is the Borel sigma-algebra induced by the compact-open topology of $(\Omega, d_\Omega)$. $\mathbb{P}$ is the two-sided Wiener measure on $(\Omega, \mathcal{F})$. Also, define $\{\theta_t\}_{t \in \mathbb{R}}$ by

$$\theta_t \omega(\cdot) = \omega(\cdot + t) - \omega(t), \quad t \in \mathbb{R} \text{ and } \omega \in \Omega.$$

Hence, $(\Omega, \mathcal{F}, \mathbb{P}, \{\theta_t\}_{t \in \mathbb{R}})$ is a metric dynamical system (MDS). Moreover, there exists a $\theta_\tau$-invariant set $\tilde{\Omega} \subseteq \Omega$ with $\mathbb{P}(\tilde{\Omega}) = 1$ such that for each $\omega \in \tilde{\Omega}$,

$$\frac{|\omega(t)|}{t} \to 0 \text{ as } |t| \to +\infty. \quad (2.6)$$

Throughout this work, we will not distinguish between $\tilde{\Omega}$ and $\Omega$.

Next, for a given $t \in \mathbb{R}$ and $\omega \in \tilde{\Omega}$, let $z(t, \omega) = e^{-\sigma \omega(t)}$. Then, $z$ satisfies the equation

$$dz = \frac{\sigma^2}{2} zdt - \sigma z dW. \quad (2.7)$$

Let $u$ be a new variable given by

$$u(t; \tau, \omega, u_\tau) = z(t, \omega)v(t; \tau, \omega, v_\tau) \quad \text{with} \quad u_\tau = z(\tau, \omega)v_\tau,$$

where $v(t; \tau, \omega, v_\tau)$ and $z(t, \omega)$ are the solutions of (2.5) and (2.7), respectively. Then $u(\cdot; \tau, \omega, u_\tau)$ satisfies the following:

$$\begin{align*}
\begin{cases}
\frac{du}{dt} + \nu Au + \alpha u + \frac{1}{z(t, \omega)} B(u) = z(t, \omega)f, & t > \tau, \\
|u|_{t=\tau} = u_\tau, & x \in \mathbb{R}^2,
\end{cases}
\end{align*}$$

(2.8)

in $V^*$, where $\alpha = \frac{\sigma^2}{2} > 0$. An application of the standard Faedo-Galerkin approximation method ensures that for all $t > \tau$, $\tau \in \mathbb{R}$, for every $u_\tau \in H$ and $f \in L^2_{\text{loc}}(\mathbb{R}; V^*)$, (2.8) has a unique weak solution $u \in C([\tau, +\infty); H) \cap L^2_{\text{loc}}(\tau, +\infty; V)$ (cf. [55]). Furthermore, if $f \in L^2_{\text{loc}}(\mathbb{R}; H)$, then one can show that $u \in C((\tau, +\infty); V)$ (cf. [51, Corollary 4], see Lemma 3.6 below). For $t \in \mathbb{R}^+, \tau \in \mathbb{R}, \omega \in \Omega$ and $v_\tau \in H$, define a map $\Phi : \mathbb{R}^+ \times \mathbb{R} \times \Omega \times H \to H$ given by

$$\Phi(t, \tau, \omega, v_\tau) = v(t + \tau; \tau, \theta_{-\tau} \omega, v_\tau) = \frac{u(t + \tau; \tau, \theta_{-\tau} \omega, u_\tau)}{z(t + \tau, \theta_{-\tau} \omega)}, \quad (2.9)$$
with \( \mathbf{u}_\tau = z(\tau, \theta_{-\tau}\omega)\mathbf{v}_\tau \). Note that \( \Phi \) is a random cocycle (cf. [59]). Assume that \( D = \{ D(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega \} \) is a family of non-empty subsets of \( \mathbb{H} \) satisfying, for every \( c > 0, \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
\lim_{t \to -\infty} e^{ct} \| D(\tau + t, \theta_t\omega) \|_{\mathbb{H}}^2 = 0.
\] (2.10)

Let us define the \textit{universe} of tempered subsets of \( \mathbb{H} \) as

\[
\mathcal{D} := \{ D = \{ D(\tau, \omega) : \tau \in \mathbb{R} \text{ and } \omega \in \Omega \} : D \text{ satisfying (2.10)} \}.
\]

3. Bi-spatial Pullback Random Attractor for SNSE

This section is devoted to establish the existence of unique (\( \mathbb{H}, \mathcal{V} \))-pullback random attractors (belongs to class \( \mathcal{D} \)) for non-autonomous SNSE on the whole space \( \mathbb{R}^2 \). In order to prove the existence of unique bi-spatial pullback random attractors, we use an abstract result established in the work [67]. The following theorem is adapted from the work [67]. For the basic definition of the terms that are used in the following theorem, the readers are referred to see [67, Section 2].

**Theorem 3.1** (Theorem 2.10, [67]). Let \( (X, d_X) \) and \( (Y, d_Y) \) be two complete metric spaces. Let \( \Phi \) be a random cocycle on \( X \) (over MDS \( (\Omega, \mathcal{F}, \mathcal{P}, \{ \theta_t \}_{t \in \mathbb{R}}) \)) which is \( (X, Y) \)-continuous and \( \mathcal{D} \) be inclusion closed universe in \( X \). Suppose that

(i) \( \Phi \) has a closed pullback \( \mathcal{D} \)-random absorbing set \( K = \{ K(\tau, \omega) : \tau \in \mathbb{R} \text{ and } \omega \in \Omega \} \in \mathcal{D} \) in \( X \);

(ii) \( \Phi \) is \( (X, X) \)-pullback asymptotically compact in \( X \);

(iii) For every fixed \( t > 0, \tau \in \mathbb{R} \) and \( x \in X \), the mapping \( \Phi(t, \tau, \cdot, x) : \Omega \to Y \) is \( (\mathcal{F}, \mathcal{B}(Y)) \)-measurable.

Then the random cocycle \( \Phi \) possesses a unique \( (X, Y) \)-pullback random attractor

\[
\mathcal{A} = \{ A(\tau, \omega) : \tau \in \mathbb{R} \text{ and } \omega \in \Omega \} \in \mathcal{D},
\]

where

\[
\mathcal{A}(\tau, \omega) = \bigcap_{s > 0} \bigcup_{t \geq s} \Phi(t, \tau - t, \theta_{-t}\omega, K(\tau - t, \theta_{-t}\omega)) \chi_X.
\] (3.1)

Moreover, it can also be structured by the \( Y \)-metric, that is,

\[
\mathcal{A}(\tau, \omega) = \bigcap_{s > 0} \bigcup_{t \geq s} \Phi(t, \tau - t, \theta_{-t}\omega, K(\tau - t, \theta_{-t}\omega)) \chi_Y.
\] (3.2)

The following assumption on the external forcing term \( f \) is needed to prove the results of this section.

**Hypothesis 3.2.** For the external forcing term \( f \in L^2_{\text{loc}}(\mathbb{R}; \mathbb{H}) \), there exists a number \( \delta \in [0, \alpha) \) such that for every \( c > 0 \),

\[
\lim_{s \to -\infty} e^{cs} \int_{-\infty}^{0} e^{\delta \zeta} \| f(\cdot, \zeta + s) \|_{\mathbb{H}}^2 d\zeta = 0.
\] (3.3)

A direct consequence of the above Hypothesis 3.2 is as follows.
Proposition 3.3 (Proposition 4.2, [35]). Assume that Hypothesis 3.2 holds. Then
\[ \int_{-\infty}^{\tau} e^{\delta \zeta} \| f(\cdot, \zeta) \|_{H^2}^2 d\zeta < \infty, \quad \text{for all } \tau \in \mathbb{R}, \] (3.4)
where \( \delta \) is the same as in (3.3).

Example 3.4. Take \( f(\cdot, t) = t^p f_1 \), for any \( p \geq 0 \) and \( f_1 \in \mathbb{H} \). Note that the conditions (3.4)-(3.3) do not need \( f \) to be bounded in \( \mathbb{H} \) at \( \pm \infty \).

Remark 3.5. One can prove the existence of unique pullback random attractors in \( \mathbb{H} \) by replacing \( \mathbb{H} \) with \( V^* \) in Hypothesis 3.2 (cf. [59]). But, in order to prove the existence of pullback random attractor in a more regular space \( V \), one has to consider Hypothesis 3.2.

The following Lemma helps us to prove the \((\mathbb{H}, V)\)-continuity of random cocycle \( \Phi \) as well as the \((\mathcal{F}, \mathcal{B}(V))\)-measurability of \( \Phi(t, \tau, \cdot, x) : \Omega \to V \), for every fixed \( t > 0 \), \( \tau \in \mathbb{R} \) and \( x \in \mathbb{H} \).

Lemma 3.6. For \( u_\tau \in \mathbb{H} \) and \( f \in L^p_{loc}(\mathbb{R}; \mathbb{H}) \), there exists random variables \( \rho(t, \tau, \omega, u_\tau, f) \), \( \tilde{\rho}(t, \tau, \omega, u_\tau, f) \) and \( \tilde{\rho}(t, \tau, \omega, u_\tau, f) \) such that
\[ \| u(t) \|_{\mathbb{H}}^2 + \| u(\zeta) \|_{\mathbb{H}}^2 d\zeta + 2\nu \int_\tau^t \| \nabla u(\zeta) \|_{\mathbb{H}}^2 d\zeta \leq \rho(t, \tau, \omega, u_\tau, f), \quad \text{for all } t \geq \tau, \] (3.5)
and
\[ \begin{aligned}
&\int t \| \nabla u(\zeta) \|_{\mathbb{H}}^2 d\zeta \leq \tilde{\rho}(t, \tau, \omega, u_\tau, f) \quad \text{and} \\
&\int t \| \nabla u(\zeta) \|_{\mathbb{H}}^2 d\zeta \leq \tilde{\rho}(t, \tau, \omega, u_\tau, f), \quad \text{for all } t > \tau.
\end{aligned} \] (3.6)

Proof. From the first equation of the system (2.8), (2.2) and Young’s inequality, we obtain
\[ \frac{d}{dt} \| u(t) \|_{\mathbb{H}}^2 + \alpha \| u(t) \|_{\mathbb{H}}^2 + 2\nu \| \nabla u(t) \|_{\mathbb{H}}^2 \leq \frac{z^2(t, \omega)}{\alpha} \| f(t) \|_{\mathbb{H}}^2, \] (3.7)
for a.e. \( t \geq \tau \), which gives
\[ \| u(t) \|_{\mathbb{H}}^2 + \alpha \int_\tau^t \| u(\zeta) \|_{\mathbb{H}}^2 d\zeta + 2\nu \int_\tau^t \| \nabla u(\zeta) \|_{\mathbb{H}}^2 d\zeta \leq \| u_\tau \|_{\mathbb{H}}^2 + \frac{1}{\alpha} \int_\tau^t z^2(\zeta, \omega) \| f(\zeta) \|_{\mathbb{H}}^2 d\zeta \\
\quad := \rho(t, \tau, \omega, u_\tau, f), \] (3.8)
for all \( t \geq \tau \). Taking the inner product of the first equation in (2.8) with \( \nabla u(\cdot) \), using (2.3) and Young’s inequality, we find
\[ \begin{aligned}
\frac{1}{2} \frac{d}{dt} \| \nabla u(t) \|_{\mathbb{H}}^2 + \nu \| \nabla u(t) \|_{\mathbb{H}}^2 + & \frac{\alpha}{2} \| u(t) \|_{\mathbb{H}}^2 + \frac{C}{z^4(t, \omega)} \| u(t) \|_{\mathbb{H}}^2 \| \nabla u(t) \|_{\mathbb{H}}^2 + \frac{C}{z^4(t, \omega)} \| u(t) \|_{\mathbb{H}}^2 \| \nabla u(t) \|_{\mathbb{H}}^2 \\
\leq & \frac{\nu}{2} \| \nabla u(t) \|_{\mathbb{H}}^2 + \frac{\alpha}{2} \| u(t) \|_{\mathbb{H}}^2 + \frac{C}{z^4(t, \omega)} \| u(t) \|_{\mathbb{H}}^2 \| \nabla u(t) \|_{\mathbb{H}}^2 \\
&+ \frac{C}{z^4(t, \omega)} \| u(t) \|_{\mathbb{H}}^2 \| \nabla u(t) \|_{\mathbb{H}}^2 + C z^2(t, \omega) \| f(t) \|_{\mathbb{H}}^2, \quad \text{(3.9)}
\end{aligned} \]
for a.e. $t \geq \tau$. From (3.9), we get
\[
\frac{d}{dt} \| \nabla u(t) \|_{H}^{2} \leq \frac{C}{z^{4}(t, \omega)} \| u(t) \|_{H}^{2} \| \nabla u(t) \|_{H}^{4} + \frac{C}{z^{4}(t, \omega)} \| u(t) \|_{H}^{6} + \frac{C}{z^{4}(t, \omega)} \| u(t) \|_{H}^{4} \| \nabla u(t) \|_{H}^{2} + \frac{C}{z^{2}(t, \omega)} \| u(t) \|_{H}^{3} \| \nabla u(t) \|_{H}^{2} + Cz^{2}(t, \omega) \| f(t) \|_{H}^{2},
\]
(3.10)
for a.e. $t \geq \tau$. For $t > \tau$, using (3.8), we have
\[
\int_{\tau}^{t} \| \nabla u(\zeta) \|_{H}^{2} d\zeta \leq \rho(t, \tau, \omega, u_{\tau}, f),
\]
(3.11)
\[
C \int_{\tau}^{t} \frac{\| u(\zeta) \|_{H}^{2} \| \nabla u(\zeta) \|_{H}^{2}}{z^{4}(\zeta, \omega)} d\zeta \leq C \sup_{\zeta \in [\tau, t]} \left\{ \frac{\| u(\zeta) \|_{H}^{2}}{z^{4}(\zeta, \omega)} \right\} \int_{\tau}^{t} \| \nabla u(\zeta) \|_{H}^{2} d\zeta
\]
\[
\leq C \sup_{\zeta \in [\tau, t]} \left\{ \frac{1}{z^{4}(\zeta, \omega)} \right\} \left[ \rho(t, \tau, \omega, u_{\tau}, f) \right]^{2},
\]
(3.12)
\[
:= \rho_{1}(t, \tau, \omega, u_{\tau}, f),
\]
\[
C \int_{\tau}^{t} \frac{\| u(\zeta) \|_{H}^{6}}{z^{4}(\zeta, \omega)} d\zeta + C \int_{\tau}^{t} \frac{\| u(\zeta) \|_{H}^{4} \| \nabla u(\zeta) \|_{H}^{2}}{z^{4}(\zeta, \omega)} d\zeta + C \int_{\tau}^{t} \frac{\| u(\zeta) \|_{H}^{2} \| \nabla u(\zeta) \|_{H}^{2}}{z^{2}(\zeta, \omega)} d\zeta + C \int_{\tau}^{t} \frac{\| u(\zeta) \|_{H}^{2}}{z^{2}(\zeta, \omega)} d\zeta \leq C \sup_{\zeta \in [\tau, t]} \left[ \rho(t, \tau, \omega, u_{\tau}, f) \right]^{2} + C \sup_{\zeta \in [\tau, t]} \left[ \rho(t, \tau, \omega, u_{\tau}, f) \right]^{2} + C \sup_{\zeta \in [\tau, t]} \left[ \rho(t, \tau, \omega, u_{\tau}, f) \right]^{2}
\]
(3.13)
\[
:= \rho_{2}(t, \tau, \omega, u_{\tau}, f).
\]
In view of uniform Gronwall’s lemma (cf. [55, Lemma 1.1, pp. 91]) along with (3.11)-(3.13), we get
\[
\| \nabla u(t) \|_{H}^{2} \leq \left[ \frac{\rho(t, \tau, \omega, u_{\tau}, f)}{t - \tau} + \rho_{2}(t, \tau, \omega, u_{\tau}, f) \right] \exp \{ \rho_{1}(t, \tau, \omega, u_{\tau}, f) \}
\]
(3.14)
\[
:= \tilde{\rho}(t, \tau, \omega, u_{\tau}, f), \text{ for all } t > \tau.
\]
Moreover, (3.9) gives
\[
\int_{\tau}^{t} \| A u(\zeta) \|_{H}^{2} d\zeta \leq \tilde{\rho} \left( \frac{t + \tau}{2}, \tau, \omega, u_{\tau}, f \right) + C \{ \rho(t, \tau, \omega, u_{\tau}, f) \}^{2} \sup_{\zeta \in \left( \frac{t - \tau}{2}, \frac{t + \tau}{2} \right]} \left[ \tilde{\rho}(\zeta, \tau, \omega, u_{\tau}, f) \right] \frac{z^{4}(\zeta, \omega)}{z^{4}(\zeta, \omega)}
\]
\[
+ \rho_{2}(t, \tau, \omega, u_{\tau}, f)
\]
(3.15)
\[
:= \tilde{\rho}(t, \tau, \omega, u_{\tau}, f), \text{ for all } t > \tau,
\]
which completes the proof. \(\square\)

In order to apply the abstract result stated in Theorem 3.1, \(\Phi\) should be \((H, V)\)-continuous. The following Lemma shows that our random cocycle is \((H, V)\)-continuous.

**Lemma 3.7.** Assume that \(f \in L^{2}_{\text{loc}}(\mathbb{R}; H)\). Then, the solution of (2.8) is continuous in \(V\) with respect to the initial data in \(H\).
Proof. Let $u_1(t) := u_1(t; \tau, \omega, u_{1,\tau})$ and $u_2(t) := u_2(t; \tau, \omega, u_{2,\tau})$ be two solutions of the system (2.8). Then $\mathcal{W}(\cdot) = u_1(\cdot) - u_2(\cdot)$ with $\mathcal{W}(\tau) = u_{1,\tau} - u_{2,\tau}$ satisfies
\[
\frac{d\mathcal{W}(t)}{dt} + \nu A\mathcal{W}(t) + \alpha \mathcal{W}(t) = -\frac{1}{z(t, \omega)} \{ B(u_1(t)) - B(u_2(t)) \},
\] (3.14)
for a.e. $t \geq \tau$ in $\mathbb{V}^*$. Multiplying (3.14) with $\mathcal{W}(\cdot)$ and then integrating over $\mathbb{R}^2$, we get
\[
\frac{1}{2} \frac{d}{dt} \| \mathcal{W}(t) \|^2_H + \nu \| \nabla \mathcal{W}(t) \|^2_H + \alpha \| \mathcal{W}(t) \|^2_H = -\frac{1}{z(t, \omega)} \langle B(u_1(t)) - B(u_2(t)), \mathcal{W}(t) \rangle,
\] (3.15)
for a.e. $t \geq \tau$. Using (2.4), Hölder’s, Ladyzhenskaya’s and Young’s inequalities, we obtain
\[
\left| \frac{1}{z(t, \omega)} \langle B(u_1) - B(u_2), \mathcal{W} \rangle \right| = \left| \frac{1}{z(t, \omega)} \langle B(\mathcal{W}), u_2 \rangle \right| \leq \frac{\nu}{2} \| \nabla \mathcal{W} \|^2_H + \frac{C}{z^4(t, \omega)} \| u_2 \|^2_H \| \nabla u_2 \|^2_H \| \mathcal{W} \|^2_H.
\] (3.16)
Making use of (3.16) in (3.15), we get
\[
\frac{d}{dt} \| \mathcal{W}(t) \|^2_H + \nu \| \nabla \mathcal{W}(t) \|^2_H \leq \frac{C}{z^4(t, \omega)} \| u_2(t) \|^2_H \| \nabla u_2(t) \|^2_H \| \mathcal{W}(t) \|^2_H,
\] (3.17)
for a.e. $t \geq \tau$ and an application of Gronwall’s inequality implies
\[
\| \mathcal{W}(t) \|^2_H \leq \exp \left\{ C \int_\tau^t \frac{1}{z^4(\zeta, \omega)} \| u_2(\zeta) \|^2_H \| \nabla u_2(\zeta) \|^2_H d\zeta \right\} \| \mathcal{W}(\tau) \|^2_H
\leq \exp \left\{ C \sup_{\zeta \in [\tau, t]} \left[ \frac{1}{z^4(\zeta, \omega)} \| u_2(\zeta) \|^2_H \right] \int_\tau^t \| \nabla u_2(\zeta) \|^2_H d\zeta \right\} \| \mathcal{W}(\tau) \|^2_H
\leq \exp \left\{ \frac{C[\rho(t, \tau, \omega, u_{2,\tau}, f)]^2}{\sup_{\zeta \in [\tau, t]} z^4(\zeta, \omega)} \right\} \| \mathcal{W}(\tau) \|^2_H := \rho_5(t, \tau, \omega, u_{2,\tau}, f) \| \mathcal{W}(\tau) \|^2_H,
\] (3.18)
for all $t \geq \tau$. Furthermore, integrating (3.17) over $[\tau, t]$ with $t > \tau$, we get
\[
\int_\tau^t \| \nabla \mathcal{W}(\zeta) \|^2_H d\zeta \leq \| \mathcal{W}(\tau) \|^2_H + C \int_\tau^t \frac{1}{z^4(\zeta, \omega)} \| u_2(\zeta) \|^2_H \| \nabla u_2(\zeta) \|^2_H \| \mathcal{W}(\zeta) \|^2_H d\zeta
\leq \left[ 1 + \frac{C[\rho(t, \tau, \omega, u_{2,\tau}, f)]^2}{\sup_{\zeta \in [\tau, t]} z^4(\zeta, \omega)} \right] \| \mathcal{W}(\tau) \|^2_H
\] := \rho_6(t, \tau, \omega, u_{2,\tau}, f) \| \mathcal{W}(\tau) \|^2_H,
(3.19)
for all $t > \tau$. Taking the inner product of (3.14) with $A\mathcal{W}(\cdot)$, and using (2.3) and Young’s inequality, we find
\[
\frac{1}{2} \frac{d}{dt} \| \nabla \mathcal{W}(t) \|^2_H + \nu \| A\mathcal{W}(t) \|^2_H + \alpha \| \nabla \mathcal{W}(t) \|^2_H
\leq -\frac{1}{z(t, \omega)} \langle B(u_1(t)) - B(u_2(t)), A\mathcal{W}(t) \rangle
\].
\[
\frac{1}{z(t, \omega)} \left[ b(b(t, u_1(t), A \mathcal{U}(t)) + b(u_2(t), \mathcal{U}(t), A \mathcal{U}(t)) \right] \\
\leq \frac{\nu}{2} \| A \mathcal{U}(t) \|_{H}^2 + C \left[ \| u_1(t) \|_{H}^2 + \| A u_1(t) \|_{H}^2 + \| \nabla u_1(t) \|_{H}^2 + \frac{\| u_2(t) \|_{H}^2}{z^2(t, \omega)} + \frac{\| \nabla u_2(t) \|_{H}^2}{z^2(t, \omega)} \right] \| \mathcal{U}(t) \|_{H}^2 + C \frac{z^4(t, \omega)}{z^4(t, \omega)} \| \mathcal{U}(t) \|_{H}^2 + C \left[ \| u_1(t) \|_{H}^2 + \| \nabla u_1(t) \|_{H}^2 \right] \| \mathcal{U}(t) \|_{H}^2 \frac{z^4(t, \omega)}{z^4(t, \omega)} \| \mathcal{U}(t) \|_{\tilde{H}}^2, \tag{3.20}
\]

for a.e. \( t \geq \tau \). Replacing \( t \) by \( \zeta \) in (3.20) and multiplying by \( (\zeta - \frac{\tau + t}{2}) \) with \( \zeta \in [\frac{\tau + t}{2}, t] \), we obtain

\[
\left[ \zeta - \frac{\tau + t}{2} \right] \frac{d}{d\zeta} \| \nabla \mathcal{U}(\zeta) \|_{H}^2 \\
\leq C \frac{z^4(\zeta, \omega)}{z^4(\zeta, \omega)} \left[ \| u_1(\zeta) \|_{H}^2 + \| \nabla u_1(\zeta) \|_{H}^2 + \| u_2(\zeta) \|_{H}^2 + \| \nabla u_2(\zeta) \|_{H}^2 \right] \| \nabla \mathcal{U}(\zeta) \|_{H}^2 \\
+ C \left[ \| u_1(\zeta) \|_{H}^2 + \| \nabla u_1(\zeta) \|_{H}^2 \right] \| \mathcal{U}(\zeta) \|_{H}^2 \\
+ C \left[ \| u_2(\zeta) \|_{H}^2 + \| \nabla u_2(\zeta) \|_{H}^2 \right] \| \mathcal{U}(\zeta) \|_{\tilde{H}}^2. \tag{3.21}
\]

An integration by parts leads to

\[
\int_{\frac{\tau + t}{2}}^{t} \left[ \zeta - \frac{\tau + t}{2} \right] \frac{d}{d\zeta} \| \nabla \mathcal{U}(\zeta) \|_{H}^2 d\zeta = \frac{t - \tau}{2} \| \nabla \mathcal{U}(t) \|_{H}^2 - \int_{\frac{\tau + t}{2}}^{t} \| \nabla \mathcal{U}(\zeta) \|_{H}^2 d\zeta. \tag{3.22}
\]

Integrating (3.21) over \( [\frac{\tau + t}{2}, t] \) and using (3.22), we arrive at

\[
\frac{t - \tau}{2} \| \nabla \mathcal{U}(t) \|_{H}^2 \\
\leq \int_{\frac{\tau + t}{2}}^{t} \| \nabla \mathcal{U}(\zeta) \|_{H}^2 d\zeta + C \left( t - \tau \right) \sup_{\zeta \in [\frac{\tau + t}{2}, t]} \left[ \frac{1}{z^4(\zeta, \omega)} \left( \| u_1(\zeta) \|_{H}^2 + \| \nabla u_1(\zeta) \|_{H}^2 \right) \\
+ \| u_2(\zeta) \|_{H}^2 \right] d\zeta + C \left( t - \tau \right) \sup_{\zeta \in [\frac{\tau + t}{2}, t]} \| \mathcal{U}(\zeta) \|_{H}^2 \\
\times \int_{\frac{\tau + t}{2}}^{t} \| \nabla \mathcal{U}(\zeta) \|_{H}^2 d\zeta + C \left( t - \tau \right) \sup_{\zeta \in [\frac{\tau + t}{2}, t]} \| \nabla u_1(\zeta) \|_{H}^2 \\
+ \| u_2(\zeta) \|_{H}^2 \right] \frac{z^4(\zeta, \omega)}{z^4(\zeta, \omega)} \| \mathcal{U}(\zeta) \|_{\tilde{H}}^2 d\zeta \\
\leq \rho_0(t, \tau, \omega, u_{2, \tau}, f) \| \mathcal{U}(t) \|_{H}^2 + C \left( t - \tau \right) \sup_{\zeta \in [\frac{\tau + t}{2}, t]} \left[ \frac{1}{z^4(\zeta, \omega)} \left( \rho(\zeta, \tau, \omega, u_{1, \tau}, f) \\
+ \rho(\zeta, \tau, \omega, u_{1, \tau}, f) + \rho(t, \tau, \omega, u_{2, \tau}, f) \tilde{\rho}(\zeta, \tau, \omega, u_{2, \tau}, f) \right) \right] \rho_0(t, \tau, \omega, u_{2, \tau}, f) \| \mathcal{U}(t) \|_{H}^2
\]
3.6 holds. Then, for every 
exists \delta > 0 such that there exists 
R < \parallel u_{\tau,\omega} \parallel_{\Omega} \} \}
\rho_5(t, \tau, \omega, u_{\tau,\omega}) \parallel \mathcal{W}(\tau) \parallel_{\Omega}^2 + \frac{C}{2} (t - \tau)^2 \left[ \rho(t, \tau, \omega, u_{1,\tau}, f) + \right.
\frac{\{ \rho(t, \tau, \omega, u_{2,\tau}, f) \}^2}{\sup_{z \in [\tau,\omega]} \{ z(\zeta, \omega) \}^2} \right] \rho_5(t, \tau, \omega, u_{2,\tau}, f) \parallel \mathcal{W}(\tau) \parallel_{\Omega}^2,
(3.23)
for all t > \tau, where we have used (3.8), (3.6) and (3.19)-(3.20). It implies from (3.23) that there exist a positive random variable \rho_7(t, \tau, \omega, u_{\tau,\omega}, f) such that for all t > \tau,
\parallel \nabla \mathcal{W}(t) \parallel_{\Omega}^2 \leq \rho_7(t, \tau, \omega, u_{1,\tau}, u_{2,\tau}, f) \parallel \mathcal{W}(\tau) \parallel_{\Omega}^2,
(3.24)
which completes the proof.

The following Lemma helps us to prove the existence of pullback \Omega\text{-}random absorbing set.

Lemma 3.8. Assume that Hypothesis 3.2 holds. Then, for every \((\tau, \omega, D) \in \mathbb{R} \times \Omega \times \Omega\), there exists \(\mathcal{F} = \mathcal{F}(\tau, \omega, D) > 0\) such that for all \(t \geq \mathcal{F}\) and \(s \geq \tau - t\), the solution \(u(\cdot)\) of the system (2.8) satisfies (with \(\omega\) replaced by \(\theta_{-\tau}\omega\))
\[\parallel u(s; \tau - t, \theta_{-\tau}\omega, u_{\tau-t}) \parallel_{\Omega}^2 + 2\nu \int_{\tau-t}^{s} e^{\alpha(\zeta-s)} \parallel \nabla u(\zeta; \tau - t, \theta_{-\tau}\omega, u_{\tau-t}) \parallel_{\Omega}^2 \, d\zeta \leq e^{\alpha(t-s)} \frac{e^{-\alpha t}}{\alpha} \int_{-\infty}^{s} e^{\alpha \zeta [z(\zeta, \theta_{-\tau}\omega)]^2} \parallel f(\cdot, \zeta) \parallel_{\Omega}^2 \, d\zeta.\]
(3.25)
where \(u_{\tau-t} \in D(\tau - t, \theta_{-\tau}\omega)\).

Proof. Applying the variation of constant formula to (3.7) and replacing \(\omega\) by \(\theta_{-\tau}\omega\) in the above inequality, we obtain
\[\parallel u(s; \tau - t, \theta_{-\tau}\omega, u_{\tau-t}) \parallel_{\Omega}^2 + 2\nu \int_{\tau-t}^{s} e^{\alpha(\zeta-s)} \parallel \nabla u(\zeta; \tau - t, \theta_{-\tau}\omega, u_{\tau-t}) \parallel_{\Omega}^2 \, d\zeta \leq e^{\alpha(t-s)} e^{-\alpha t} \parallel u_{\tau-t} \parallel_{\Omega}^2 + \frac{e^{-\alpha s}}{\alpha} \int_{\tau-t}^{s} e^{\alpha \zeta [z(\zeta, \theta_{-\tau}\omega)]^2} \parallel f(\cdot, \zeta) \parallel_{\Omega}^2 \, d\zeta.\]
(3.26)
Since \(u_{\tau-t} \in D(\tau - t, \theta_{-\tau}\omega)\), we have
\[e^{-\alpha t} \parallel u_{\tau-t} \parallel_{\Omega}^2 \leq e^{-\alpha t} \parallel D(\tau - t, \theta_{-\tau}\omega) \parallel_{\Omega}^2 \to 0 \text{ as } t \to \infty.\]
(3.27)
Therefore, there exists \(\mathcal{F} = \mathcal{F}(\tau, \omega, D) > 0\) such that \(e^{-\alpha t} \parallel u_{\tau-t} \parallel_{\Omega}^2 \leq 1\) for all \(t \geq \mathcal{F}\). Thus
\[e^{\alpha(t-s)} e^{-\alpha t} \parallel u_{\tau-t} \parallel_{\Omega}^2 \leq e^{\alpha(t-s)}, \text{ for all } t \geq \mathcal{F}.\]
(3.28)
Now, it is only left to estimate the final term of (3.26). Let \(\tilde{\omega} = \theta_{-\tau}\omega\). Then by (2.6), we have that there exists \(R < 0\) such that for all \(\zeta \leq R\),
\[-2\sigma \tilde{\omega}(\zeta) \leq -((\alpha - \delta)\zeta),\]
where \(\delta\) is the positive constant appearing in (3.4). Therefore,
\[\parallel z(\zeta, \tilde{\omega}) \parallel_{\Omega}^2 = e^{-2\sigma \tilde{\omega}(\zeta)} \leq e^{-(\alpha - \delta)\zeta}\]
and we have for all \(\zeta \leq R\),
\[e^{\alpha \zeta [z(\zeta, \theta_{-\tau}\omega)]^2} \parallel f(\cdot, \zeta) \parallel_{\Omega}^2 \leq e^{(\alpha - \delta)\zeta} e^{\alpha \zeta [z(\zeta, \theta_{-\tau}\omega)]^2} \parallel f(\cdot, \zeta) \parallel_{\Omega}^2 \leq e^{\alpha \zeta} \parallel f(\cdot, \zeta) \parallel_{\Omega}^2.\]
Therefore, it follows from Hypothesis 3.2 that for every $s \in \tau - t, \tau \in \mathbb{R}$ and $\omega \in \Omega$,
\[
\int_{-\infty}^{s} e^{\alpha \zeta} [z(\zeta, \theta_{-r} \omega)]^2 \|f(\cdot, \zeta)\|^2_{H^2} d\zeta < \infty. \tag{3.29}
\]
Hence, from (3.26), (3.28) and (3.29), (3.25) follows. \hfill \Box

Next Lemma shows the existence of a pullback $\mathcal{D}$-random absorbing set. The proofs of following two Lemmas are analogous to the proofs of [59, Lemmas 5.2 and 5.3] with some minor modifications, hence we are omitting it here.

**Lemma 3.9.** Assume that Hypothesis 3.2 holds. Then the continuous cocycle $\Phi$ associated with the system (2.5) possesses a closed measurable pullback $\mathcal{D}$-random absorbing set $\mathcal{K} = \{ \mathcal{K}(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega \} \in \mathcal{D}$, where $\mathcal{K}(\tau, \omega)$ is defined by
\[
\mathcal{K}(\tau, \omega) = \{ v \in \mathbb{H} : \|v\|^2_{H} \leq \mathcal{M}(\tau, \omega) \}, \tag{3.30}
\]
and $\mathcal{M}(\tau, \omega)$ is given by
\[
\mathcal{M}(\tau, \omega) = [z(\tau, \theta_{-r} \omega)]^{-2} + \frac{[z(\tau, \theta_{-r} \omega)]^{-2}}{\alpha} \int_{-\infty}^{\tau} e^{\alpha (\zeta - \tau)} [z(\zeta, \theta_{-r} \omega)]^2 \|f(\cdot, \zeta)\|^2_{H^2} d\zeta.
\]

Next Lemma demonstrates the pullback $\mathcal{D}$-asymptotic compactness of non-autonomous random DS $\Phi$.

**Lemma 3.10.** Assume that Hypothesis 3.2 holds. Then the continuous cocycle $\Phi$ associated with system (2.5) is $(\mathbb{H}, \mathbb{H})$-pullback $\mathcal{D}$-asymptotically compact.

Since, $\omega(\cdot)$ has sub-exponential growth (cf. [6, Lemma 11]), $\Omega$ can be written as $\Omega = \bigcup_{N \in \mathbb{N}} \Omega_N$, where
\[
\Omega_N := \{ \omega \in \Omega : |\omega(t)| \leq Ne^{|t|}, \text{ for all } t \in \mathbb{R} \}, \text{ for every } N \in \mathbb{N}.
\]
The following lemma plays a crucial role in proving the $(\mathcal{F}, \mathcal{B}(\mathcal{V}))$-measurability of $\Phi(t, \tau, .., x) : \Omega \rightarrow \mathcal{V}$, for every fixed $t > 0$, $\tau \in \mathbb{R}$ and $x \in \mathcal{H}$.

**Proposition 3.11.** Suppose that $\tau \in \mathbb{R}$, $t > \tau$, $f \in L^{2}_{\text{loc}}(\mathbb{R}; \mathbb{H})$ and $u_{\tau} \in \mathbb{H}$. For each $N \in \mathbb{N}$, the mapping $\omega \mapsto u(t; \tau, \omega, u_{\tau})$ (solution of (2.8)) is continuous from $(\Omega_N, d_{\Omega_N})$ to $\mathcal{V}$.

**Proof.** Assume that $\omega_k, \omega_0 \in \Omega_N$, $N \in \mathbb{N}$ such that $d_{\Omega_N}(\omega_k, \omega_0) \rightarrow 0$ as $k \rightarrow +\infty$. Let $\mathcal{U}^k := u^k - u^0$, where $u^k = u(t; \tau, \omega_k, u_\tau)$ and $u^0 = u(t; \tau, \omega_0, u_\tau)$ for $t \geq \tau$. Then, $\mathcal{U}^k$ satisfies:
\[
\frac{d\mathcal{U}^k}{dt} = -\nu A \mathcal{U}^k + \alpha \mathcal{U}^k - \frac{1}{z(t, \omega_k)} B(u^k) + \frac{1}{z(t, \omega_0)} B(u^0) + [z(t, \omega_k) - z(t, \omega_0)] f, \tag{3.31}
\]
in $\mathcal{V}^*$ (in the weak sense). Taking the inner product with $\mathcal{U}^k(\cdot)$ in (3.31), and using (2.2) and (2.4), we obtain
\[
\frac{1}{2} \frac{d}{dt} \|\mathcal{U}^k\|_{H}^2 = -\nu \|\nabla \mathcal{U}^k\|_{H}^2 - \alpha \|\mathcal{U}^k\|_{H}^2 - \frac{1}{z(t, \omega_k)} b(\mathcal{U}^k, u^0, \mathcal{U}^k) + \frac{1}{z(t, \omega_0)} b(u^0, \mathcal{U}^k, u^0) + \left[ z(t, \omega_k) - z(t, \omega_0) \right] (f, \mathcal{U}^k). \tag{3.32}
\]
Using Hölder’s and Young’s inequalities, we obtain
\[
|z(t, \omega_k) - z(t, \omega_0)| (f, \mathcal{U}^k) \leq C |z(t, \omega_k) - z(t, \omega_0)|^2 \|f\|^2_{H} + \frac{\alpha}{2} \|\mathcal{U}^k\|_{H}^2. \tag{3.33}
\]
Applying Hölder’s, Ladyzhenskaya’s and Young’s inequalities, we estimate
\[ \left| \frac{1}{z(t, \omega_k)} b(\mathcal{U}^k, u^0, \mathcal{U}^k) \right| \leq \frac{C}{z^2(t, \omega_k)} \| \nabla u^0 \|_{\mathbb{H}}^2 \| \mathcal{U}^k \|_{\mathbb{H}}^2 + \frac{\nu}{4} \| \nabla \mathcal{U}^k \|_{\mathbb{H}}^2 \]  
(3.34)
and
\[ \left| \left[ \frac{1}{z(t, \omega_k)} - \frac{1}{z(t, \omega_0)} \right] b(u^0, \mathcal{U}^k, u^0) \right| \leq C \left[ \frac{1}{z(t, \omega_k)} - \frac{1}{z(t, \omega_0)} \right] ^2 \| u^0 \|_{\mathbb{H}}^2 \| \nabla u^0 \|_{\mathbb{H}}^2 + \frac{\nu}{4} \| \nabla \mathcal{U}^k \|_{\mathbb{H}}^2 . \]
(3.35)

Combining (3.32)-(3.35), we arrive at (replacing \( t \) by \( \zeta \))
\[ \frac{d}{d\zeta} \| \mathcal{U}^k(\zeta) \|_{\mathbb{H}}^2 + \alpha \| \mathcal{U}^k(\zeta) \|_{\mathbb{H}}^2 + \nu \| \nabla \mathcal{U}^k(\zeta) \|_{\mathbb{H}}^2 \leq P_1(\zeta) \| \mathcal{U}^k(\zeta) \|_{\mathbb{H}}^2 + Q_1(\zeta), \]
for a.e. \( t \geq \tau \), where
\[ P_1^k = \frac{C}{z^2(\zeta, \omega_k)} \| \nabla u^0 \|_{\mathbb{H}}^2 , \]
\[ Q_1^k = C |z(\zeta, \omega_k) - z(\zeta, \omega_0)|^2 \| f \|_{\mathbb{H}}^2 + C \frac{1}{z(\zeta, \omega_k)} \frac{1}{z(\zeta, \omega_0)} ^2 \| u^0 \|_{\mathbb{H}}^2 \| \nabla u^0 \|_{\mathbb{H}}^2 . \]

Now, from the fact that \( f \in L^2_{\text{loc}}(\mathbb{R}; \mathbb{H}) \) and \( u^0 \in C([\tau, +\infty); \mathbb{H}) \cap L^2_{\text{loc}}(\tau, +\infty; \mathbb{V}) \), we conclude that for all \( t \geq \tau \)
\[ \lim_{k \to +\infty} \int_{\tau}^{t} P_1^k(\zeta) d\zeta \leq C(t, \tau, \omega_0) \quad \text{and} \quad \lim_{k \to +\infty} \int_{\tau}^{t} Q_1^k(\zeta) d\zeta = 0. \]
(3.37)

Making use of Gronwall’s inequality in (3.36), we get for all \( t \geq \tau \)
\[ \| \mathcal{U}^k(t) \|_{\mathbb{H}}^2 \leq e^{\int_{\tau}^{t} P_1^k(\zeta) d\zeta} \left[ \int_{\tau}^{t} Q_1^k(\zeta) d\zeta \right] . \]
(3.38)

In view of (3.37)-(3.38), we find for all \( t \geq \tau \)
\[ \| \mathcal{U}^k(t) \|_{\mathbb{H}}^2 \to 0 \quad \text{as} \quad k \to +\infty. \]
(3.39)

Moreover, (3.36) along with (3.37)-(3.38) imply
\[ \int_{\tau}^{t} \| \mathcal{U}^k(\zeta) \|_{\mathbb{H}}^2 d\zeta \to 0 \quad \text{as} \quad k \to +\infty, \quad \text{for all} \quad t \geq \tau. \]
(3.40)

Taking the inner product with \( A \mathcal{U}^k(\cdot) \) in (3.31), we get
\[ \frac{1}{2} \frac{d}{dt} \| \nabla \mathcal{U}^k \|_{\mathbb{H}}^2 = -\nu \| A \mathcal{U}^k \|_{\mathbb{H}}^2 - \alpha \| \nabla \mathcal{U}^k \|_{\mathbb{H}}^2 - \frac{1}{z(t, \omega_k)} b(\mathcal{U}^k, \mathcal{U}^k, A \mathcal{U}^k) \]
\[ - \frac{1}{z(t, \omega_k)} b(u^0, \mathcal{U}^k, A \mathcal{U}^k) - \frac{1}{z(t, \omega_k)} b(\mathcal{U}^k, u^0, A \mathcal{U}^k) \]
\[ - \left( \frac{1}{z(t, \omega_k)} - \frac{1}{z(t, \omega_0)} \right) b(u^0, u^0, A \mathcal{U}^k) + [z(t, \omega_k) - z(t, \omega_0)](f, A \mathcal{U}^k) . \]
(3.41)

Using Hölder’s and Young’s inequalities, we obtain
\[ \| [z(t, \omega_k) - z(t, \omega_0)](f, A \mathcal{U}^k) \| \leq C \| z(t, \omega_k) - z(t, \omega_0) \| \| f \|_{\mathbb{H}}^2 + \frac{\nu}{8} \| A \mathcal{U}^k \|_{\mathbb{H}}^2 . \]
(3.42)
Using (2.3) and Young’s inequality, we estimate
\[
\left| \frac{1}{z(t, \omega_k)} b(\mathcal{U}^k, \mathcal{U}^k, A\mathcal{U}^k) \right| \leq \frac{\nu}{8} \|A\mathcal{U}^k\|_H^2 + C \|\mathcal{U}^k\|_H^2 + \frac{C}{z^4(t, \omega_k)} \|\mathcal{U}^k\|_H^4 \|\nabla \mathcal{U}^k\|_H^2
\]
\[
+ \frac{C}{z^2(t, \omega_k)} \|\mathcal{U}^k\|_H^2 \|\nabla \mathcal{U}^k\|_H^2 + \frac{C}{z^4(t, \omega_k)} \|\mathcal{U}^k\|_H^2 \|\nabla \mathcal{U}^k\|_H^4.
\]
(3.43)

\[
\left| \frac{1}{z(t, \omega_k)} b(u^0, \mathcal{U}^k, A\mathcal{U}^k) + \frac{1}{z(t, \omega_k)} b(\mathcal{U}^k, u^0, A\mathcal{U}^k) \right|
\]
\[
\leq \frac{\nu}{8} \|A\mathcal{U}^k\|_H^2 + C \left[ \|u^0\|_H^2 + \|Au^0\|_H^2 + \|\nabla u^0\|_H^2 + \frac{\|u^0\|_H^2}{z^2(t, \omega_k)} + \frac{\|\nabla u^0\|_H^2}{z^2(t, \omega_k)} + \frac{\|\nabla u^0\|_H^2}{z^4(t, \omega_k)} \right]
\]
\[
\times \|\mathcal{U}^k\|_H^2 + \frac{C}{z^4(t, \omega_k)} \left[ \|u^0\|_H^2 + \|\nabla u^0\|_H^2 + \|u^0\|_H^2 \|\nabla u^0\|_H^2 \right] \|\nabla \mathcal{U}^k\|_H^2,
\]
(3.44)
\[
\text{and}
\]
\[
\left| \left[ \frac{1}{z(t, \omega_k)} - \frac{1}{z(t, \omega_0)} \right] b(u^0, u^0, A\mathcal{U}^k) \right|
\]
\[
\leq C \left[ \frac{1}{z(t, \omega_k)} - \frac{1}{z(t, \omega_0)} \right]^2 \left[ \|\nabla u^0\|_H^4 + \|u^0\|_H^2 \|\nabla u^0\|_H^2 + \|u^0\|_H^2 \|Au^0\|_H^2 + \|\nabla u^0\|_H^2 \|Au^0\|_H^2 \right]
\]
\[
+ \frac{\nu}{8} \|A\mathcal{U}^k\|_H^2.
\]
(3.45)

Combining (3.41)-(3.45), we reach at (replacing t by \(\zeta\))
\[
\frac{d}{d\zeta} \|\nabla \mathcal{U}^k(\zeta)\|_H^2 \leq \hat{P}_1^k(\zeta) \|\nabla \mathcal{U}^k(\zeta)\|_H^2 + \hat{Q}_1^k(\zeta),
\]
(3.46)

for a.e. \(t \geq \tau\), where
\[
\hat{P}_1^k = \frac{C}{z^2(\zeta, \omega_k)} \|\mathcal{U}^k\|_H^2 + \frac{C}{z^4(\zeta, \omega_k)} \left[ \|\mathcal{U}^k\|_H^4 + \|\mathcal{U}^k\|_H^2 \|\nabla \mathcal{U}^k\|_H^2 + \|u^0\|_H^2 + \|\nabla u^0\|_H^2 \right]
\]
\[
+ \|u^0\|_H^2 \|\nabla u^0\|_H^2,
\]
\[
\hat{Q}_1^k = C \left[ 1 + \|u^0\|_H^2 + \|Au^0\|_H^2 + \|\nabla u^0\|_H^2 + \frac{\|u^0\|_H^2}{z^2(\zeta, \omega_k)} + \frac{\|\nabla u^0\|_H^2}{z^2(\zeta, \omega_k)} + \frac{\|u^0\|_H^2}{z^4(\zeta, \omega_k)} \right] \|\mathcal{U}^k\|_H^2
\]
\[
+ C \left[ \frac{1}{z(\zeta, \omega_k)} - \frac{1}{z(\zeta, \omega_0)} \right]^2 \left[ \|\nabla u^0\|_H^4 + \|u^0\|_H^2 \|\nabla u^0\|_H^2 + \|u^0\|_H^2 \|Au^0\|_H^2 \right]
\]
\[
+ \|\nabla u^0\|_H^2 \|Au^0\|_H^2 \right] + C |z(\zeta, \omega_k) - z(\zeta, \omega_0)|^2 \|f\|_H^2.
\]

Multiplying (3.46) by \((\zeta - \frac{\tau}{2})\) with \(\zeta \in [\frac{\tau}{2}, t]\) and making use of integration by parts as same as in (3.22), we obtain
\[
\frac{t - \tau}{2} \|\nabla \mathcal{U}^k(t)\|_H^2 \leq \left[ 1 + \sup_{\zeta \in [\frac{\tau}{2}, t]} \hat{P}_1^k(\zeta) \right] \int_{\frac{\tau}{2}}^t \|\nabla \mathcal{U}^k(\zeta)\|_H^2 d\zeta + \int_{\frac{\tau}{2}}^t \hat{Q}_1^k(\zeta) d\zeta.
\]
(3.47)
Using the fact $f \in L^2_{\text{loc}}(\mathbb{R}; H)$ and $d_{\Omega_N}(\omega_k, \omega_0) \to 0$, the estimates established in (3.8) and (3.6), and convergences obtained in (3.39)-(3.40), we conclude from (3.47) that $\|\nabla U^k(t)\|^2_H \to 0$ as $k \to +\infty$, for all $t > \tau$, which completes the proof along with (3.39).

Now, we are in a position to state and prove our main result of this work.

**Theorem 3.12.** Suppose that Hypothesis 3.2 holds. Then the non-autonomous random DS $\Phi$ has a unique $(H, V)$-pullback $D$-random attractor $A = \{A(\tau, \omega) : \tau \in \mathbb{R} \text{ and } \omega \in \Omega\} \in D$ given by

$$A(\tau, \omega) = \bigcap_{s > 0} \bigcup_{t \geq s} \Phi(t, \tau - t, \theta_\tau \omega, K(\tau - t, \theta_\tau \omega)),$$

where $K(\tau, \omega)$ is the absorbing set obtained in Lemma 3.9.

**Proof.** Since $\Phi$ is $(H, V)$-continuous random cocycle (see Lemma 3.7) and $D$ is an inclusion closed universe, we apply the abstract result from the work \cite{67} (see Theorem 3.1 above) to prove this theorem. Lemma 3.9 shows that $\Phi$ has closed pullback $D$-random absorbing set, Lemma 3.10 reveals that $\Phi$ is $(H, H)$-pullback asymptotically compact and Lemma 3.11 proves that $\Phi(t, \tau, \cdot, v_\tau) : \Omega \to V$ is $(\mathcal{F}, \mathcal{B}(V))$-measurable for every fixed $t > 0$, $\tau \in \mathbb{R}$ and $v_\tau \in H$. We conclude that all the three conditions stated in Theorem 3.1 for $(H, V)$-continuous random cocycle $\Phi$ are satisfied. Hence, an application of Theorem 3.1 completes the proof. \qed

**Remark 3.13.** We observe that the method introduced in \cite{57} for the upper semicontinuity is not suitable for proving the upper semicontinuity of random attractors obtained in Theorem 3.12 as $\sigma \to 0$. Because the right hand side of (3.25) will tend to $\infty$ as $\frac{\sigma^2}{2} = \alpha \to 0$ and we will not able to find a random set which contains $\bigcup_{0 < \sigma \leq 1} K_\sigma(\tau, \omega)$, where $K_\sigma(\tau, \omega)$ represents the absorbing set corresponding to each $\sigma$. Therefore the existence of pullback attractors for 2D deterministic NSE as well as the upper semicontinuity of random attractors for 2D SNSE on the whole space are still challenging open problems.

**Remark 3.14.** In \cite{34}, the upper semicontinuity of the random attractors with respect to domains, that is, when domain changes from bounded to unbounded (Poincaré) domain is proved for stochastic convective Brinkman-Forchheimer equations (cf. \cite{34}, Theorem 6.10). The authors have also discussed the upper semicontinuity of the random attractors with respect to domains for SNSE driven by additive noise as a remark (cf. \cite{34}, Remark 6.11). Using the similar arguments as in the work \cite{34}, one can establish the upper semicontinuity of the random attractors with respect to domains for the 2D non-autonomous SNSE (2.5) on the whole space.

**Remark 3.15.** The authors in \cite{60} prove the asymptotic autonomy of pullback random attractors for 2D SNSE on unbounded Poincaré domains. They consider the additive as well as linear multiplicative white noise where the stochastic integration has been taken in the sense of Stratonovich. Using the similar ideas as in the work \cite{60}, one can obtain the asymptotic autonomy robustness of random attractors for the 2D non-autonomous SNSE (2.5). It means
that if $A_{\infty}(\omega)$ is the unique random attractor for the 2D autonomous SNSE (2.5), then one can prove that
\[ \lim_{\tau \to -\infty} \text{dist}_H(A(\tau, \omega), A_{\infty}(\omega)) = 0, \ P\text{-a.s.} \ \omega \in \Omega, \] (3.48)
where $\text{dist}_H(\cdot, \cdot)$ denotes the Hausdorff semi-distance between two non-empty subsets of $\mathbb{H}$ (cf. [60] for the detailed proof).

**Remark 3.16.** One can use another transformation also to change the system (2.5) into an equivalent pathwise deterministic system. Let $y(\cdot)$ be a solution of the one-dimensional Ornstein-Uhlenbeck equation:
\[ dy(t, \omega) + y(t, \omega)dt = dW(t). \] (3.49)
Let us define
\[ u(t; \tau, \omega, u_{\tau}) = e^{-\sigma y(t, \omega)} v(t; \tau, \omega, v_{\tau}), \text{ with } u_{\tau} = e^{-\sigma y(\theta_{\tau}, \omega)} v_{\tau}, \]
where $y$ satisfies (3.49), and $v(\cdot)$ is the solution of (2.5). Then $u(\cdot)$ satisfies the following system:
\[ \frac{du}{dt} + \nu Au + \frac{\sigma^2}{2} u + e^{\sigma y(\theta_{\tau}, \omega)} B(u) = f e^{-\sigma y(\theta_{\tau}, \omega)} + \sigma y(\theta_{\tau}, \omega) u, \ t \geq \tau, \] (3.50)
which is a pathwise deterministic system and is equivalent to the system (2.5). It can be easily seen that the system (3.50) is similar to the system (2.8), and one can use the same ideas for the above system to get the results of this work.

4. Invariant Measures and Ergodicity

This section is devoted for the existence and uniqueness of invariant measures and ergodicity for random DS $\Phi$ associated with the system (2.5). Since, in this section and the next section, we are applying the abstract theory established in the works [9] and [69], respectively, we restrict our deterministic forcing term to be independent of $t$ in both the sections. From now onward, $f$ is time-independent and $f \in \mathbb{H}$ (autonomous case).

The authors in the work [9] proved that if a random DS $\Phi$ has a compact invariant random set, then there exists an invariant measure for $\Phi$ (cf. [9, Corollaries 4.4 and 4.6]). Hence, the existence of invariant measures for the 2D autonomous SNSE (2.5) is a direct consequence of [9, Corollaries 4.4 and 4.6] and Theorem 3.12, because the random attractor itself is a compact invariant random set. Let us recall some definitions and results from [1] and [9]. Let $\mathbb{X}$ be a Polish space and $\Phi$ be a random DS over $\theta$.

**Definition 4.1 (Skew-product, [1]).** Given a random DS $\Phi$, the mapping
\[ \Theta_t : \Omega \times \mathbb{X} \ni (\omega, x) \mapsto (\theta_t(\omega, \Phi(t, \omega, x))) = \Theta_t(\omega, x) \in \Omega \times \mathbb{X}, \ t \in \mathbb{R}^+, \] (4.1)
is a measurable DS on $(\Omega \times \mathbb{X}, \mathcal{F} \otimes \mathcal{B}(\mathbb{X}))$ which is called the skew product of metric DS $(\Omega, \mathcal{F}, \mathbb{P}, \{\theta_t\}_{t \in \mathbb{R}})$ and random DS $\Phi(t, \omega)$ on $\mathbb{X}$.

**Definition 4.2 (Invariant measure for $\Theta$, [1]).** A probability measure $\rho$ on $(\Omega \times \mathbb{X}, \mathcal{F} \otimes \mathcal{B}(\mathbb{X}))$ is called invariant for $\Theta$ corresponding to $\Phi$, if $\Theta_t \rho = \rho$ for all $t \in \mathbb{R}^+$.

**Definition 4.3 (Invariant measure for $\Phi$, [1]).** A probability measure $\rho$ on $(\Omega \times \mathbb{X}, \mathcal{F} \otimes \mathcal{B}(\mathbb{X}))$ is called invariant for $\Phi$ ($\Phi$-invariant), if
(i) $\Theta_t \rho = \rho$ for all $t \in \mathbb{R}^+$,
(ii) $\pi_t \rho = \mathbb{P}$, that is, the first marginal of $\rho$ is $\mathbb{P}$, where $\pi_t : \Omega \times \mathbb{X} \ni (\omega, x) \mapsto \omega \in \Omega$.

Define

$$\mathcal{P}_\mathbb{P}(\Omega \times \mathbb{X}) := \{ \rho : \rho \text{ is probability measure on } (\Omega \times \mathbb{X}, \mathcal{F} \otimes \mathcal{B}(\mathbb{X})) \text{ with marginal } \mathbb{P} \text{ on } (\Omega, \mathcal{F}) \}.$$  

**Definition 4.4** (Sample measure, [1]). Let $\rho \in \mathcal{P}_\mathbb{P}(\Omega \times \mathbb{X})$. A mapping $\rho(\cdot) : \Omega \times \mathcal{B}(\mathbb{X}) \to [0, 1]$ is called a sample measure (or disintegration) of $\rho$ with respect to $\mathbb{P}$ if

(i) for all $E \in \mathcal{B}(\mathbb{X})$, $\omega \mapsto \rho_\omega(E)$ is $\mathcal{F}$-measurable,
(ii) for $\mathbb{P}$-a.s. $\omega \in \Omega$, $E \mapsto \rho_\omega(E)$ is a probability measure on $(\mathbb{X}, \mathcal{B}(\mathbb{X}))$,
(iii) for all $G \in \mathcal{F} \times \mathcal{B}(\mathbb{X})$,

$$\rho(G) = \int_{\Omega} \int_{\mathbb{X}} 1_G(\omega, x) \rho_\omega(dx) \mathbb{P}(d\omega). \quad (4.2)$$

Define two $\sigma$-algebras corresponding to the past and future, respectively, by

$$\mathcal{F}^- = \sigma\{ \omega \mapsto \Phi(t, \theta_{-t}\omega) : 0 \leq t \leq \tau \} \quad \text{and} \quad \mathcal{F}^+ = \sigma\{ \omega \mapsto \Phi(t, \theta_{+t}\omega) : t, \tau \geq 0 \}.$$  

**Theorem 4.5** (Corollary 4.6, [9]). Let $\omega \mapsto \mathcal{A}(\omega)$ be a $\Phi$-invariant compact set which is measurable with respect to the past $\mathcal{F}^-$ for a random DS $\Phi$ and $\Phi$ is a random DS whose one-point motions form a Markov family, and such that $\mathcal{F}^+$ and $\mathcal{F}^-$ are independent. Then there exists an invariant measure $\mu$ for the associated Markov semigroup. Furthermore, the limit

$$\rho_\omega = \lim_{t \to \infty} \Phi(t, \theta_{-t}\omega)\mu$$

exists $\mathbb{P}$-a.s., $\mu = \int_{\Omega} \rho_\omega d\mathbb{P}(\omega) = \mathbb{E}[\rho]$, and $\rho$ is a Markov measure.

4.1. **Existence.** Since the deterministic forcing term in the system (2.5) is time independent, the non-autonomous random DS will reduce to autonomous random DS. Therefore, the random DS $\Phi : \mathbb{R}^+ \times \Omega \times \mathbb{H} \to \mathbb{H}$, for $t \geq \tau$, $\omega \in \Omega$ and $\mathbf{v}_0 \in \mathbb{H}$, is defined by

$$\Phi(t - \tau, \theta_{\tau}\omega, \mathbf{v}_\tau) = \mathbf{v}(t; \tau, \omega, \mathbf{v}_\tau) = \frac{\mathbf{u}(t; \tau, \omega, \mathbf{u}_\tau)}{z(t, \omega)} \text{ with } \mathbf{u}_\tau = z(t, \omega)\mathbf{v}_\tau. \quad (4.3)$$

For a Banach space $\mathbb{X}$, let $\mathcal{B}_b(\mathbb{X})$ be the space of all bounded and Borel measurable functions on $\mathbb{X}$, and $C_b(\mathbb{X})$ be the space of all bounded and continuous functions on $\mathbb{X}$. Let us define the transition operator $\{T_t\}_{t \geq 0}$ by

$$T_t g(\mathbf{x}) = \int_{\Omega} g(\Phi(\omega, t, \mathbf{x})) d\mathbb{P}(\omega) = \mathbb{E}[g(\Phi(t, \mathbf{x}))], \quad (4.4)$$

for all $g \in \mathcal{B}_b(\mathbb{H})$, where $\Phi$ is the random DS corresponding to the 2D SNSE (2.5) defined by (4.3). Since $\Phi$ is continuous (Lemma 3.7), the following result holds due to [2, Proposition 3.8].

**Lemma 4.6.** The family $\{T_t\}_{t \geq 0}$ is Feller, that is, $T_t g \in C_b(\mathbb{H})$ if $g \in C_b(\mathbb{H})$. Moreover, for any $g \in C_b(\mathbb{H})$, $T_t g(\mathbf{x}) \to g(\mathbf{x})$ as $t \downarrow 0$.

**Definition 4.7.** A Borel probability measure $\mu$ on $\mathbb{H}$ is called an invariant measure for a Markov semigroup $\{T_t\}_{t \geq 0}$ of Feller operators on $C_b(\mathbb{H})$ if and only if

$$T_t^* \mu = \mu, \quad t \geq 0,$$
where \( \left( T^*_t \mu \right)(\Gamma) = \int_{\Omega} P_t(y, \Gamma) \mu(dy) \), for \( \Gamma \in \mathcal{B}(\mathbb{H}) \) and \( T^*_t(y, \cdot) \) is the transition probability, \( T^*_t(y, \Gamma) = T^*_t(\chi_t(y)), \ y \in \mathbb{H} \).

One can establish that \( \Phi \) is a Markov random DS (cf. [9, Theorem 5.6]), that is, \( T_{s_1+s_2} = T_{s_1}T_{s_2} \), for all \( s_1, s_2 \geq 0 \). It is known by Theorem 4.5 that there exists a Feller invariant probability measure \( \mu \) for a Markov random DS \( \Phi \) which has an invariant compact random set on a Polish space. Hence we have the following result due to Theorems 3.12 and 4.5.

**Theorem 4.8.** Assume that \( f \in \mathbb{H} \). Then, the Markov semigroup \( \{T_t\}_{t \geq 0} \) induced by the flow \( \Phi \) on \( \mathbb{H} \) has an invariant measure \( \mu \). The associated flow-invariant Markov measure \( \rho \) on \( \Omega \times \mathbb{H} \) has the property that its disintegration \( \omega \mapsto \rho_\omega \) is supported by the attractor \( \mathcal{A}(\omega) \).

**Remark 4.9.** Theorem 4.8 establishes the existence of invariant measures in \( \mathbb{H} \). Since we have proved the existence of a unique \( (\mathbb{H}, \mathcal{V}) \)-pullback \( \mathfrak{D} \)-random attractor, it can be shown in a similar way (same as in the case of \( \mathbb{H} \)) that there exists an invariant measure for the 2D SNSE (2.5) in \( \mathcal{V} \) also.

### 4.2. Uniqueness

In this section, we prove the uniqueness of invariant measures for the system (2.5) by using the linear structure of multiplicative noise and the exponential stability of solutions (cf. [7]). For this purpose, we consider the external forcing \( f = 0 \) in the system (2.5).

**Lemma 4.10.** Assume that \( f = 0 \). Then, there exists \( T(\omega) > 0 \) such that the solution of the system (2.5) satisfies the following exponential estimate:

\[
\|v(t)\|_\mathbb{H}^2 \leq e^{-\sigma^2 t}\|v(0)\|_\mathbb{H}^2, \quad \text{for all} \quad t \geq T(\omega). \tag{4.5}
\]

**Proof.** Applying Itô’s formula to the process \( \|v(\cdot)\|_\mathbb{H}^2 \), we get

\[
\|v(t)\|_\mathbb{H}^2 = \|v(0)\|_\mathbb{H}^2 - 2\nu \int_0^t \|\nabla v(\zeta)\|_\mathbb{H}^2 d\zeta + \sigma^2 \int_0^t \|v(\zeta)\|_\mathbb{H}^2 d\zeta + 2\sigma \int_0^t \|v(\zeta)\|_\mathbb{H}^2 dW(\zeta).
\]

Again applying the Itô formula to the process \( \log \|v(\cdot)\|_\mathbb{H}^2 \), we deduce

\[
\log \|v(t)\|_\mathbb{H}^2 = \log \|v(0)\|_\mathbb{H}^2 - 2\nu \int_0^t \frac{\|\nabla v(\zeta)\|_\mathbb{H}^2}{\|v(\zeta)\|_\mathbb{H}^2} d\zeta + \sigma^2 \int_0^t \frac{\|v(\zeta)\|_\mathbb{H}^2}{\|v(\zeta)\|_\mathbb{H}^2} d\zeta \\
+ 2\sigma \int_0^t \frac{\|v(\zeta)\|_\mathbb{H}^2}{\|v(\zeta)\|_\mathbb{H}^2} dW(\zeta) - \frac{4\sigma^2}{2} \int_0^t \frac{\|v(\zeta)\|_\mathbb{H}^2}{\|v(\zeta)\|_\mathbb{H}^2} d\zeta
\leq \log \|v(0)\|_\mathbb{H}^2 - \sigma^2 t + 2\sigma W(t). \tag{4.6}
\]

Since \( \lim_{t \to \infty} \frac{W(t)}{t} = 0 \), \( \mathbb{P} \)-a.s., we can find a set \( \Omega_0 \subset \Omega \) with \( \mathbb{P}(\Omega_0) = 0 \), such that for every \( \omega \in \Omega \setminus \Omega_0 \), there exists \( T(\omega) > 0 \) such that for all \( t \geq T(\omega) \), we have

\[
\frac{2\sigma W(t)}{t} \leq \frac{\sigma^2}{2},
\]

which completes the proof along with (4.6).

**Theorem 4.11.** Assume that \( f = 0 \) and \( v_0 \in \mathbb{H} \) be given. Then, there is a unique invariant measure to the system (2.5) which is ergodic and strongly mixing.
Proof. For \( \psi \in \text{Lip}(\mathbb{H}) \) (Lipschitz \( \psi \)) and an invariant measure \( \mu \), we have for all \( t \geq T(\omega) \),
\[
\left| T_t \psi(v_0) - \int_{\mathbb{H}} \psi(u_0) \mu(du_0) \right| \\
= \left| \mathbb{E}[\psi(v(t, v_0))] - \int_{\mathbb{H}} T_t \psi(u_0) \mu(du_0) \right| \\
= \left| \int_{\mathbb{H}} \mathbb{E}[\psi(v(t, v_0)) - \psi(v(t, u_0))] \mu(du_0) \right| \\
\leq L_\psi \int_{\mathbb{H}} \mathbb{E}[\|v(t, v_0) - v(t, u_0)\|_H] \mu(du_0) \\
\leq L_\psi \int_{\mathbb{H}} \mathbb{E}[\|v(t, v_0)\|_H] \mu(du_0) + L_\psi \int_{\mathbb{H}} \mathbb{E}[\|v(t, u_0)\|_H] \mu(du_0) \\
\leq L_\psi \mathbb{E}\left[e^{-\frac{\omega^2}{2}t}\left(\|v_0\|_H + \int_{\mathbb{H}} \|u_0\|_H \mu(du_0)\right)\right] \to 0 \text{ as } t \to \infty,
\]
since \( \int_{\mathbb{H}} \|u_0\|_H \mu(du_0) < +\infty \). Hence, we conclude
\[
\lim_{t \to \infty} T_t \psi(v_0) = \int_{\mathbb{H}} \psi(u_0) d\mu(u_0), \text{ } \mu\text{-a.s., for all } v_0 \in \mathbb{H} \text{ and } \psi \in \text{C}_b(\mathbb{H}), \tag{4.7}
\]
by the density of \( \text{Lip}(\mathbb{H}) \) in \( \text{C}_b(\mathbb{H}) \). Since we have a stronger result that \( T_t \psi(v_0) \) converges exponentially fast to the equilibrium, this property is known as the exponential mixing property. Now suppose that \( \tilde{\mu} \) is another invariant measure, then we have for all \( t \geq T(\omega) \),
\[
\left| \int_{\mathbb{H}} \psi(v_0) \mu(dv_0) - \int_{\mathbb{H}} \psi(u_0) \tilde{\mu}(du_0) \right| \\
= \left| \int_{\mathbb{H}} T_t \psi(v_0) \mu(dv_0) - \int_{\mathbb{H}} T_t \psi(u_0) \tilde{\mu}(du_0) \right| \\
= \left| \int_{\mathbb{H}} \int_{\mathbb{H}} [T_t \psi(v_0) - T_t \psi(u_0)] \mu(dv_0) \tilde{\mu}(du_0) \right| \\
\leq L_\psi \int_{\mathbb{H}} \int_{\mathbb{H}} \mathbb{E}[\|v(t, v_0) - v(t, u_0)\|_H] \mu(dv_0) \tilde{\mu}(du_0) \\
\leq L_\psi \int_{\mathbb{H}} \mathbb{E}[\|v(t, v_0)\|_H] \mu(dv_0) + L_\psi \int_{\mathbb{H}} \mathbb{E}[\|v(t, u_0)\|_H] \tilde{\mu}(du_0) \\
\leq L_\psi \mathbb{E}\left[e^{-\frac{\omega^2}{2}t}\left(\|v_0\|_H \mu(dv_0) + \int_{\mathbb{H}} \|u_0\|_H \tilde{\mu}(du_0)\right)\right] \to 0 \text{ as } t \to \infty, \tag{4.8}
\]
since \( \int_{\mathbb{H}} \|v_0\|_H \mu(dv_0) < +\infty \) and \( \int_{\mathbb{H}} \|v_0\|_H \mu(dv_0) < +\infty \). Since \( \mu \) is the unique invariant measure for \( (T_t)_{t \geq 0} \), it follows from \cite[Theorem 3.2.6]{12} that \( \mu \) is ergodic also. \[ \square \]

**Remark 4.12.** Since, for \( f = 0 \), Theorem 4.11 demonstrates the unique invariant measure in \( \mathbb{H} \). As \( \mathbb{V} \subset \mathbb{H} \) is a closed subspace, the uniqueness of invariant measure in \( \mathbb{V} \) also follows from Theorem 4.11.
5. Invariant Sample Measures and Random Liouville Type Theorem

In this section, we demonstrate the existence of a family of invariant sample measures which satisfies a random Liouville type theorem (cf. [69]) for the 2D autonomous SNSE (2.5) on the whole space $\mathbb{R}^2$. As discussed in the previous section, the deterministic forcing term $f$ is time-independent and $f \in H$.

5.1. Invariant sample measures. First of all, let us recall some basic definitions from the work [69].

**Definition 5.1** (Invariant sample measure, [69]). For $t \geq \xi$ and $\omega \in \Omega$, suppose that $\Phi(t - \xi, \theta_t \omega, \cdot)$ be a random DS over the measurable DS $(\Omega, \mathcal{F}, \mathbb{P}, \{\theta_t\}_{t \in \mathbb{R}})$ with state space $X$. A family of Borel probability measures $\{\rho_{\theta_t \omega}\}_{t \in \mathbb{R}}$ on $X$ is called the invariant sample measure for $\Phi(t - \xi, \theta_t \omega, \cdot)$, if for $\mathbb{P}$-a.s. $\omega \in \Omega$ and for all $E \in \mathcal{B}(X)$,

$$
\rho_{\theta_t \omega}(E) = \rho_{\theta_t \omega}(\Phi(t - \xi, \theta_t \omega, E)), \ t, \xi \in \mathbb{R}, \ t \geq \xi.
$$

**Definition 5.2** (Generalized Banach limit, [69]). A generalized Banach limit is any linear functional, denoted by $\lim \limits_{t \to +\infty}$, defined on the space of all bounded real-valued functions on $[0, +\infty)$ and satisfying

(i) $\lim \limits_{t \to +\infty} \zeta(t) \geq 0$ for non-negative functions $\zeta(\cdot)$ on $[0, +\infty)$,

(ii) $\lim \limits_{t \to +\infty} \zeta(t) = \lim \limits_{t \to +\infty} \zeta(t)$ if the usual limit $\lim \limits_{t \to +\infty} \zeta(t)$ exists.

In order to apply the abstract results from the work [69], we require that $\Phi$ has a random attractor, and for given $v^* \in H$, $t \in \mathbb{R}$ and $\omega \in \Omega$, the $H$-valued mapping $\xi \mapsto \Phi(t - \xi, \theta_t \omega, v^*)$ is continuous and bounded on $(-\infty, t]$. The existence of random attractors is shown in Theorem 3.12. The following lemma is helpful to obtain the continuity and boundedness (discussed above) of the mapping $\Phi$.

**Lemma 5.3.** For given $v^* \in H$, $t \in \mathbb{R}$ and $\omega \in \Omega$, the $H$-valued mapping $\xi \mapsto \Phi(t - \xi, \theta_t \omega, v^*)$ is right continuous on $(-\infty, t]$.

**Proof.** Since $\Phi(t - \xi, \theta_t \omega, v^*) = v(t; \xi, \omega, v^*) = u(t; \xi, \omega, u^*)z^{-1}(t, \omega)$, it is enough to prove that $u(t; \xi, \omega, u^*)$ with $u^* = v^*z(\cdot, \omega)$ is right continuous on $(-\infty, t]$. Let us fix $\xi^* \in \mathbb{R}$ and $u^* \in H$, $\omega \in \Omega$. Now, we only need to prove that for any given $\varepsilon > 0$, we can find a positive real number $\varepsilon^* = \varepsilon^*(\varepsilon, \xi^*, \omega, u^*)$ such that

$$
\|u(\tau; \xi, \omega, u^*) - u^*\|_H < \varepsilon, \ \text{whenever} \ \xi \in (\xi^*, \xi^* + \varepsilon^*), \ \tau \in (\xi, \xi^* + \varepsilon^*),
$$

(5.1)

where $u(\tau; \xi, \omega, u^*)$ is the solution of the system (2.8) with the initial data $u^*$ and initial time $\xi$.

We have

$$
\|u(\tau; \xi, \omega, u^*) - u^*\|_H^2 = \|u(\tau; \xi, \omega, u^*)\|_H^2 - \|u^*\|_H^2 - 2(u(\tau; \xi, \omega, u^*) - u^*, u^*)
$$

$$
= \int_{\xi}^{\tau} \frac{d}{d\zeta}\|u(\xi, \omega, u^*)\|_H^2 d\zeta - 2(u(\tau; \xi, \omega, u^*) - u^*, u^*). \quad (5.2)
$$

From (3.7), we have

$$
\int_{\xi}^{\tau} \frac{d}{d\zeta}\|u(\xi, \omega, u^*)\|_H^2 d\zeta \leq \frac{\|f\|_H^2}{\alpha} \int_{\xi}^{\tau} z^2(\zeta, \omega) d\zeta < +\infty. \quad (5.3)
$$
From (3.8), we find
\[
\sup_{\xi \in [\xi^*-1,\xi^*+1]} \|u(\zeta; \xi, \omega, u^*)\|_{H^1}^2 \leq \sup_{\xi \in [\xi^*-1,\xi^*+1]} \left[ \|u^*\|_{H^1}^2 + \|f\|_{H^\alpha}^2 \int_\xi^\zeta z^2(r, \omega)dr \right]
\leq \|u^*\|_{H^1}^2 + \|f\|_{H^\alpha}^2 \int_{\xi^*-1}^{\xi^*} z^2(r, \omega)dr,
\]
which is finite and the right hand side is independent of \(\xi\). It implies from (5.3) that we can find a positive real number \(\varepsilon_1^* = \varepsilon_1^*(\varepsilon, \xi^*, \omega, u^*)\) such that
\[
\int_\xi^\tau \frac{d}{d\zeta} \|u(\zeta; \xi, \omega, u^*)\|_{H^1}^2 d\zeta \leq \frac{\varepsilon_1^*}{2}, \text{ whenever } \zeta \in (\xi, \xi^* + \varepsilon_1^*), \tau \in (\xi, \xi^* + \varepsilon_1^*). \tag{5.5}
\]
Now we estimate the final term on the right hand side of (5.2). From the fact that
\[
u(\cdot; \xi, \omega, u^*) \in C((\xi, +\infty); \mathbb{H}) \cap L^2_{loc}(\xi, +\infty; V),
\]
and (5.4), we can find a positive number \(K(\omega, \xi^*, u^*)\) which is independent of \(\xi\) such that
\[
\max_{\zeta \in [\xi^*-1,\xi^*+1]} \|u(\zeta; \xi, \omega, u^*)\|_{H^1}^2 \leq K(\omega, \xi^*, u^*), \text{ for all } \xi \in [\xi^*-1, \xi]. \tag{5.6}
\]
Since \(V\) is dense in \(\mathbb{H}\), for \(\varepsilon > 0\) same as in (5.1), we can find an element \(\tilde{u} \in V\) such that
\[
\|\tilde{u} - u^*\|_{H^1} \leq \frac{\varepsilon_1^*}{8(K(\omega, \xi^*, u^*) + \|u^*\|_{H^1}). \tag{5.7}
\]
Thus, for \(\xi \in (\xi^*, \xi^* + \varepsilon_1^*)\) and \(\tau \in (\xi, \xi^* + \varepsilon_1^*)\), in view of (5.6) and (5.7), we obtain
\[
|(u(\tau; \xi, \omega, u^*) - u^*, \tilde{u})| \leq |(u(\tau; \xi, \omega, u^*) - u^*, u^*)| + |(u(\tau; \xi, \omega, u^*) - u^*, \tilde{u} - u^*)|
\]
\[
\leq |(u(\tau; \xi, \omega, u^*) - u^*, \tilde{u})| + \frac{\varepsilon_1^*}{8}. \tag{5.8}
\]
Now, we consider
\[
|(u(\tau; \xi, \omega, u^*) - u^*, \tilde{u})| = \left| \int_\xi^\tau \frac{d}{d\zeta} u(\zeta; \xi, \omega, u^*)d\zeta, \tilde{u} \right|
\]
\[
\leq \|\tilde{u}\|_{V} \left( \int_\xi^\tau \left| \frac{d}{d\zeta} u(\zeta; \xi, \omega, u^*) \right|^2 d\zeta \right)^{1/2} (\tau - \xi)^{1/2}. \tag{5.9}
\]
From the first equation of the system (2.8), for any \(\tilde{u} \in V\), we have
\[
\left| \int \frac{d}{d\zeta} u(\zeta; \xi, \omega, u^*) \right| \leq \nu \|\nabla u(\zeta; \xi, \omega, u^*)\|_{H} \|\nabla \tilde{u}\|_{H} + \alpha \|u(\zeta; \xi, \omega, u^*)\|_{H} \|\tilde{u}\|_{H}
\]
\[
+ \frac{\sqrt{2}}{z(t, \omega)} \|u(\zeta; \xi, \omega, u^*)\|_{H} \|\nabla u(\zeta; \xi, \omega, u^*)\|_{H} \|\nabla \tilde{u}\|_{H} + z(t, \omega) \|f\|_{H} \|\tilde{u}\|_{H},
\]
\[
\leq C \left[ \|u(\zeta; \xi, \omega, u^*)\|_{H} + \|u(\zeta; \xi, \omega, u^*)\|_{H} \right]
\]
\[
+ \frac{1}{z(t, \omega)} \|u(\zeta; \xi, \omega, u^*)\|_{H} \|\nabla u(\zeta; \xi, \omega, u^*)\|_{H} + z(t, \omega) \|f\|_{H} \|\tilde{u}\|_{V},
\]
which gives

\[
\left\| \frac{d}{d\zeta} u(\zeta; \xi, \omega, u^*) \right\|_{V^*}^2 \leq C \left[ \| u(\zeta; \xi, \omega, u^*) \|_{V}^2 + \frac{1}{\varepsilon^2(t, \omega)} \| u(\zeta; \xi, \omega, u^*) \|_{H}^2 \right] + \varepsilon^2(t, \omega) \| f \|_{H}^2. 
\] (5.10)

Combining (5.9) and (5.10), we get

\[
\left\| [u(\tau; \xi, \omega, u^*) - u^*, \tilde{u}] \right\| \leq \left( \int_\xi^\tau \left[ \| u(\zeta; \xi, \omega, u^*) \|_{V}^2 + \frac{1}{\varepsilon^2(t, \omega)} \| u(\zeta; \xi, \omega, u^*) \|_{H}^2 \right] \, d\zeta \right)^{1/2} \| \tilde{u} \|_V (\tau - \xi)^{1/2}. 
\] (5.11)

From the fact that \( u(\cdot; \xi, \omega, u^*) \in C([\xi, +\infty); \mathbb{H}) \cap L^2_{\text{loc}}(\xi, +\infty; V) \), continuity of \( \varepsilon(\cdot, \omega) \), (5.4) and (5.11), it follows that for \( \varepsilon > 0 \) same as in (5.1), we can find a positive real number \( \varepsilon^*_2 = \varepsilon^*_2(\varepsilon, \xi^*, \omega, u^*) \) such that

\[
\left\| [u(\tau; \xi, \omega, u^*) - u^*, \tilde{u}] \right\| \leq \frac{\varepsilon^2}{8}, \quad \text{whenever} \quad \xi \in (\xi^* - \varepsilon^*_2), \quad \varepsilon \in (\xi^* - \varepsilon^*_2). 
\] (5.12)

Taking \( \varepsilon^* = \min\{\varepsilon^*_1, \varepsilon^*_2\} \), we obtain (5.1) by combining (5.2), (5.5), (5.8) and (5.12).

One can prove that, for given \( \nu^* \in \mathbb{H} \), \( t \in \mathbb{R} \) and \( \omega \in \Omega \), the \( \mathbb{H} \)-valued mapping \( \xi \mapsto \Phi(t - \xi, \theta_{\xi}\omega, \nu^*) \) is left continuous on \(( -\infty, t] \) following the analogous steps as in the proof of Lemma 5.3. In addition, in view of the attracting property of the random attractor, we have that the \( \mathbb{H} \)-valued map \( \xi \mapsto \Phi(t - \xi, \theta_{\xi}\omega, \nu^*) \) is bounded also on \(( -\infty, t] \). We provide the following result on the continuity and boundedness of the \( \mathbb{H} \)-valued mapping \( \xi \mapsto \Phi(t - \xi, \theta_{\xi}\omega, \nu^*) \) on \(( -\infty, t] \).

**Lemma 5.4.** For given \( \nu^* \in \mathbb{H} \), \( t \in \mathbb{R} \) and \( \omega \in \Omega \), the \( \mathbb{H} \)-valued mapping \( \xi \mapsto \Phi(t - \xi, \theta_{\xi}\omega, \nu^*) \) is continuous and bounded on \(( -\infty, t] \).

Now, in light of the abstract result on invariant sample measures which was established in [69, Theorem 2.1], we can say (using Theorem 3.12 and Lemma 5.4) that the 2D SNSE (2.5) has a family of invariant sample measures on the phase space \( \mathbb{H} \) which satisfies a random Liouville type theorem. Therefore we have the following result:

**Theorem 5.5.** Let \( f \in \mathbb{H} \) and \( \Phi \) be the random DS generated by the 2D SNSE (2.5) over the metric DS \(( \Omega, \mathcal{F}, \mathbb{P}, \{\theta_t\}_{t \in \mathbb{R}}) \) with the state space \( \mathbb{H} \). Then for a given generalized Banach limit \( \text{LIM} \) and a given continuous function \( \varphi(\cdot) : \mathbb{R} \mapsto \mathbb{H} \), there exists a family of Borel probability measures \( \{\rho_{\theta_{\xi}\omega}\}_{t \in \mathbb{R}} \) on \( \mathbb{H} \) such that the support of \( \rho(\theta_{\xi}\omega) \) is contained in \( \mathcal{A}(\theta_{\xi}\omega) \) and

\[
\int_{\mathbb{H}} \varphi(\nu) \, d\rho_{\theta_{\xi}\omega}(\nu) = \int_{\mathcal{A}(\theta_{\xi}\omega)} \varphi(\nu) \, d\rho_{\theta_{\xi}\omega}(\nu)
= \text{LIM}_{t \to -\infty} \frac{1}{t - \tau} \int_{\tau}^{t} \varphi(\Phi(t - \xi, \theta_{\xi}\omega, \nu(\xi))) \, d\xi
= \text{LIM}_{t \to -\infty} \frac{1}{t - \tau} \int_{\tau}^{t} \varphi(\Phi(t - \xi, \theta_{\xi}\omega, \nu(\xi))) \, d\rho_{\theta_{\xi}\omega}(\nu) \, d\xi, 
\] (5.13)
for any non-negative, real valued continuous functional \( \varphi \) on \( \mathbb{H} \). In addition, for all \( \omega \in \Omega \), \( \rho_{\theta, \omega} \) is invariant with respect to the random DS \( \Phi \) in the sense that
\[
\int_{\mathcal{A}(\theta, \omega)} \varphi(v) \, d\rho_{\theta, \omega}(v) = \int_{\mathcal{A}(\theta, \omega)} \varphi(\Phi(t - \tau, \theta, \omega, v)) \, d\rho_{\theta, \omega}(v), \quad \text{for all } t \geq \tau. \tag{5.14}
\]

5.2. Random Liouville type theorem. Our next aim is to study a random Liouville type theorem for the 2D autonomous SNSE (2.5). For this purpose, we require the definition of the class of test functions. Let us rewrite the first equation of the system (2.5) as
\[
dv = L(v, t, \omega) = [-\nu \Lambda v - B(v) + f] \, dt + \sigma v dW. \tag{5.15}
\]

**Definition 5.6.** Let us define the class \( \mathcal{D} \) of test functions as the set of non-negative, real valued continuous functionals \( \Lambda = \Lambda(\omega) \) on \( \mathbb{H} \) which are bounded on bounded subset of \( \mathbb{H} \) and the following conditions hold:

(i) for any \( y \in \mathbb{V} \), the Fréchet derivative \( \Lambda'(y) \) exists: for each \( y \in \mathbb{V} \), there exists an element \( \Lambda'(y) \) such that
\[
\frac{|\Lambda(y + u) - \Lambda(y) - (\Lambda'(y), u)|}{\|u\|_V} \to 0 \quad \text{as } \|u\|_V \to 0, \quad u \in \mathbb{V};
\]

(ii) \( \Lambda'(y) \in \mathbb{V} \) for all \( y \in \mathbb{V} \), and the mapping \( y \mapsto \Lambda'(y) \) is continuous and bounded as a functional from \( \mathbb{V} \) to \( \mathbb{V} \);

(iii) for every global solution \( v(t; \cdot, \cdot, \cdot) \) of the system (2.5), for each \( \omega \in \Omega \),
\[
\frac{d}{dt} \Lambda(v) = \langle L(v, t, \omega), \Lambda'(v) \rangle, \tag{5.16}
\]

holds.

We refer readers to [68, p. 477] for such functions satisfying the conditions of Definition 5.6. Next, we provide a random Liouville type theorem for the 2D autonomous SNSE (2.5).

**Theorem 5.7.** Under the conditions of Theorem 5.5, for each \( \omega \in \Omega \), the following random Liouville type equation
\[
\int_{\mathcal{A}(\theta, \omega)} \Lambda(v) \, d\rho_{\theta, \omega}(v) - \int_{\mathcal{A}(\theta, \omega)} \Lambda(v) \, d\rho_{\theta, \omega}(v) = \int_{\tau}^{t} \int_{\mathbb{H}} \langle L(v, r, \omega), \Lambda'(v) \rangle \, d\rho_{\theta, \omega}(v) \, dr, \quad \text{for all } t \geq \tau, \tag{5.17}
\]
holds for all test functions \( \Lambda \in \mathcal{D} \).

**Proof.** Using Theorem 5.5 and the properties of test function (see Definition 5.6), one can obtain the proof by using similar arguments as in the proof of [69, Theorem 3.2], hence we omit it here. \( \square \)

**Remark 5.8.** The result of above Theorem 5.7 can be seen as a random Liouville theorem. If the random statistical equilibrium has been attained by 2D SNSE, then the statistical informations do not change with respect to time, that is, \( \Lambda'(v(\cdot, \cdot, \cdot, \omega, \cdot)) = 0 \). Therefore, it implies from (5.14) and (5.17) that for each \( \omega \in \Omega \),
\[
\int_{\mathcal{A}(\theta, \omega)} \varphi(v) \, d\rho_{\theta, \omega}(v) = \int_{\mathcal{A}(\theta, \omega)} \varphi(\Phi(t - \tau, \theta, \omega, v)) \, d\rho_{\theta, \omega}(v) = \int_{\mathcal{A}(\theta, \omega)} \varphi(v) \, d\rho_{\theta, \omega}(v), \tau \in \mathbb{R}. \tag{5.18}
\]
The above equality (5.18) says that the sample measures \( \{\rho_{\theta^i \omega}\}_{t \in \mathbb{R}} \) are invariant under the action of the RDS \( \Phi \). It declares that, for each \( \omega \in \Omega \), the shape of the random attractor \( \mathcal{A}(\theta^i \omega) \) could change randomly with the evolution of time from \( \tau \) to \( t \), along with the sample points \( \omega \in \Omega \), but the measures of \( \mathcal{A}(\theta^\tau \omega) \) and \( \mathcal{A}(\theta^t \omega) \) would be the same. This is the random version of the Liouville Theorem in Statistical Mechanics. Therefore, we say that the invariant sample measures \( \{\rho_{\theta^i \omega}\}_{t \in \mathbb{R}} \) of the 2D SNSE (2.5) satisfy a random Liouville type theorem.
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