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Abstract: In Current internet world, the customers prefer to buy the products through online rather than spending their time on show rooms. The online customers of wine increases day by day due to the availability of high brands in online sellers. So the customers buy the wine products based on the product description and the satisfaction of other customers those who have bought before. This makes the industries to focus on machine learning that concentrates on target transformation of the dependent variable. This paper endeavor to forecast the customer segmentation for the wine data set extracted from UCI Machine learning repository. The raw wine data set is subjected to target transformation for various classifiers like Huber Regressor, SGD Regressor, RidgeCV Regression, Logistic RegressionCV and Passive Aggressive Regressor. The performance of the various classifiers is analyzed with and without target transformation using the metrics like Mean Absolute Error and R2 Score. The implementation is done in Anaconda Navigator with Python. Experimental results shows that after applying target transformation RidgeCV Regression is found to be effective with the R2 Score of 82% and Mean Absolute Error of 0.0 compared to other classifiers.

Index Terms: Machine Learning, Target Transformation, Classifier, Mean Absolute Error and R2 Score.

I. INTRODUCTION

Customer behavior must be predicted in advance for the growth of the profit and the total income of the organization. The profit of any company has to be increased year by year by projecting the model of target transformation. The machine learning models are also applied to concentrate only on the target transformation of the dependent variable so as to forecast the current needs and the future needs of the customer buying the product. The paper is organized in such a way that Section 2 deals with the related works. Section 3 discuss about the proposed work followed by the implementation and Performance Analysis in Section 4. The paper is concluded with Section 5.

II. RELATED WORK

A. Literature Review

The customer relationship management is greatly needed for any business to survive in the current market world. The utilization charge of wine was evaluated using various factors like such as manufactured goods involvement, biased awareness, delicate qualities and socio demography [1].

Due to the growth in the online shopping, the customers wish to buy the high quality wine through online web portal shopping. In this scenario, the customers just view the quality of the wine only through the ingredients present in the wine [2]. The various wine brands have worth in their improvement and the current market is highly competitive [3].

The survey is attempted to design by analyzing the various wine data set attributes and the behavior patterns of the wine data set. This survey is used in predicting the customer’s behavior so as to increase the profit of the organization. This is attempted with the motive of finding and analyzing the customer’s intentions in buying the product. [4]

The ingredients in the wine product also greatly influence the people to buy the product and they attempted to find the essential ingredients by analyzing the feedback and the past history of product sales [5]. The composition of the mixing of the product also greatly influences the people in buying the product. They attempt to find the combination of the ingredients in forming the wine product and shown that the sales of the wine product got increased due to exact combination [6].

The model was created to develop each wine product and the standardization of the product is done based on the benchmark survey level of the wine consumers and the prediction is done with the benchmark data [7]. The application of Feature Selection and Feature Extraction on wine data set is done to predict the target [8]-[12].

III. PROPOSED WORK

In our proposed work, the wine data set is applied to foresee the customer segmentation based on the target transformation. Our implementation in this paper is folded in six ways.

(i) Firstly, the correlation matrix is created that depicts the relativity of each of the attributes present in the wine data set.
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(ii) Secondly, the analysis of Customer segment based on the target distribution.

(iii) Thirdly, the wine dataset is applied to target transformation for various classifiers like Huber Regressor, SGD Regressor, RidgeCV Regression, Logistic RegressionCV and Passive Aggressive Regressor

(iv) Fourth, the performance of the various classifiers is analyzed with and without target transformation using the metrics like Mean Absolute Error and R2 Score.

A. System Architecture

The propose architecture of our work is shown in Fig. 1

![Fig. 1 System Architecture](image)

IV. IMPLEMENTATION AND PERFORMANCE ANALYSIS

A. Customer Segmentation Prediction

The Wine dataset from UCL ML Repository is used for implementation with 13 independent attribute and 1 Customer Segment dependent attribute. The attribute are shown below:

1. Alcohol
2. Malic acid
3. Ash
4. Alcalinity of ash
5. Magnesium
6. Total phenols
7. Flavanoids
8. Nonflavanoid phenols
9. Proanthocyanins
10. Color intensity
11. Hue
12. OD280/OD315 of diluted wines
13. Proline Churn
14. Customer Segment - Dependent Attribute

The relativity between the attributes of the wine data set is depicted as a correlation matrix and is shown in Fig. 2.

![Fig. 2 Correlation Matrix of Wine data set](image)

The raw wine data set is projected with the distribution of the customer segment target variable and is shown in Fig. 3.

![Fig. 3 Customer Group Segmentation with Target Distribution](image)
The distribution of customer segment target variable of the wine data set is done for the Huber Regressor with and without target transformation and is shown in Fig. 4 and the performance metric is also analyzed for Mean Absolute Error and R2 Score.

![Fig. 4. Huber Regressor with and without Target Transformation](image)

The distribution of customer segment target variable of the wine data set is done for the SGD Regressor with and without target transformation and is shown in Fig. 5 and the performance metric is also analyzed for Mean Absolute Error and R2 Score.

![Fig. 5. SGD Regressor with and without Target Transformation](image)

The distribution of customer segment target variable of the wine data set is done for the RidgeCV Regressor with and without target transformation and is shown in Fig. 6 and the performance metric is also analyzed for Mean Absolute Error and R2 Score.

![Fig. 6. Ridge Regressor with and without Target Transformation](image)

The distribution of customer segment target variable of the wine data set is done for the Logistic RegressionCV classifier with and without target transformation and is shown in Fig. 7 and the performance metric is also analyzed for Mean Absolute Error and R2 Score.

![Fig. 7. Logistic Regressor CV with and without Target Transformation](image)

The distribution of customer segment target variable of the wine data set is done for the Passive Aggressive Regressor classifier with and without target transformation and is shown in Fig. 8 and the performance metric is also analyzed for Mean Absolute Error and R2 Score.

![Fig. 8. Passive Aggressive Regressor with and without Target Transformation](image)

The wine dataset is applied to target transformation for various classifiers like Huber Regressor, SGD Regressor, RidgeCV Regression, Logistic RegressionCV and Passive Aggressive Regressor. The performance of the various classifiers is analyzed with and without target transformation using the metrics like Mean Absolute Error and R2 Score and is shown in the Table.1 and Table. 2.

**Table. 1 Performance Comparison of MAE and R2 Score without target transformation**

| Classifier          | MAE    | R2 Score |
|---------------------|--------|----------|
| Huber Regressor     | 0.05   | 0.85     |
| Huber Regressor     | 0.05   | 0.85     |
| SGD Regressor       | 0.10   | 0.79     |
| SGD Regressor       | 0.10   | 0.79     |
| RidgeCV Regressor   | 0.02   | 0.82     |
| RidgeCV Regressor   | 0.02   | 0.82     |
| Logistic RegressionCV| 0.49   | 0.50     |
| Logistic RegressionCV| 0.49   | 0.50     |
| Passive Aggressive| 0.60   | 0.20     |
| Passive Aggressive| 0.60   | 0.20     |
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| Regressor Models        | Without fitting Transformed Target Regressor | Fitting with Transformed Target Regressor |
|-------------------------|---------------------------------------------|------------------------------------------|
|                         | MAE  | R2 Score | MAE  | R2 Score |
| Huber Regressor         | 0.05 | -257.01  | 0.05 | -257.01  |
| SGD Regressor           | 0.05 | -257.01  | 0.05 | -257.01  |
| RidgeCV Regressor       | 0.00 | 0.82     | 0.00 | 0.82     |
| Logistic Regressor      | 0.49 | 2.80     | 0.61 | 1.19     |
| Passive Aggressive Regressor | 0.60 | 4.08     | 0.49 | 2.80     |

Table. 2 Performance Comparison of Comparison of MAE and R2 Score after target transformation

The Performance analysis of the metrics like Absolute Error and R2 Score without target transformation for various classifiers is shown in Fig. 9-Fig. 10.

The Performance analysis of the metrics like Absolute Error and R2 Score without target transformation for various classifiers is shown in Fig. 11-Fig. 12.

![Fig. 9 Mean Absolute Error of Regressor models without Target Transformation](image)

![Fig. 10 R2 Score of Regressor models without Target Transformation](image)

![Fig. 11 Mean Absolute Error of Regressor models with Target Transformation](image)

![Fig. 12 R2 Score of Regressor models with Target Transformation](image)

V. CONCLUSION

This paper attempts to predict the customer segmentation of the wine data set. The raw wine data set is subjected to target transformation for various classifiers like Huber Regressor, SGD Regressor, RidgeCV Regression, Logistic RegressionCV and Passive Aggressive Regressor. The performance of the various classifiers is analyzed with and without target transformation using the metrics like Mean Absolute Error and R2 Score. Experimental results shows that after applying target transformation RidgeCV Regression is found to be effective with the R2 Score of 82% and Mean Absolute Error of 0.0 compared to other classifiers.
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