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Abstract

Deep learning approaches have attracted a lot of attention in the automatic detection of Covid-19 and transfer learning is the most common approach. However, majority of the pre-trained models are trained on color images, which can cause inefficiencies when fine-tuning the models on Covid-19 images which are often grayscale. To address this issue, we propose a deep learning architecture called CovidNet which requires a relatively smaller number of parameters. CovidNet accepts grayscale images as inputs and is suitable for training with limited training dataset. Experimental results show that CovidNet outperforms other state-of-the-art deep learning models for Covid-19 detection.
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1. Introduction

Since its first discovery in Wuhan, Hubei province of China in December 2019, the coronavirus disease 2019 (Covid-19) has now spread to around 219 countries and territories, resulting in 1,204,028 deaths as of November 4th, 2020\textsuperscript{1}. Early screening of high risk and critically ill patients are prominent in reducing the rate of mortality in Covid-19 patients [1].

Reverse Transcription Polymerase Chain Reaction (RT-PCR) has widely been used for Covid-19 diagnosis. However, a major problem encountered when using the RT-PCR testing is the possibility of obtaining false positive and false negative results [2]. RT-PCR test for Covid-19 may be falsely negative due to low viral load, presence of substance that hinder chemical action in the sample and laboratory errors [2, 3]. Thus, RT-PCR result should not be considered as the only principle in patient management decision. In a study conducted by Li et al. [4] on 610 hospitalized
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patients in Wuhan, clinically diagnosed with Covid-19. They found a potentially high false negative rate of RT-PCR testing for Covid-19 in the hospitalized patients. Their findings also indicate the need for clinical indicators such as chest X-ray and computed tomography (CT) images for Covid-19 diagnosis. Most recently, Herpe et al. [5] published a study in which they compare the results of chest CT and RT-PCR. The authors found out that a lot of Covid-19 patients might not be diagnose due to the low sensitivity of RT-PCR, which can lead to further spread of the disease. However, using the chest CT scan, several features of Covid-19 are detected in almost all the patients diagnosed with Covid-19. Patients with clinical symptoms who have negative RT-PCR results were found to have Covid-19 features as captured by the chest CT. Due to the large number of individuals at high risk of Covid-19, and with the limited number of radiologist, regular screening of Covid-19 from chest CT and X-ray could cause significant workload challenges. Artificial intelligence techniques have the potential to aid radiologists in Covid-19 screening by eradicating various uncertainties and reducing reading time.

Artificial intelligence techniques have attracted a lot of attention in the fight against Covid-19 [6–9]. Various artificial intelligence techniques, especially deep learning approaches have been successfully applied in Covid-19 diagnosis [10–13]. Since Covid-19 samples are often very limited, transfer learning becomes the most widely used approach for Covid-19 diagnosis [14–17]. However, majority of the pre-trained models are trained on the ImageNet database [18], which contains color images. But Covid-19 chest X-ray and CT scan images are often grayscale which necessitates the pre-processing of these images to conform with the size and structure of the original color images used to initially train the model. It also remains unclear whether the filters learned by the model on the original color images are fully exploited in the transfer learning.

In this paper, we present a solution to make Covid-19 detection using deep learning feasible in situations where training images are limited and grayscale. We propose a new deep learning architecture called Covid-19 detection neural network (CovidNet), for Covid-19 diagnosis. CovidNet uses grayscale images and is suitable for training with limited training dataset. We use $L^2$ regularization and global average pooling layer to control the model complexity.

The following points highlight the main contributions of this paper:

1. A new deep learning architecture based on convolutional neural network is proposed to detect Covid-19. The proposed architecture has relatively small number of parameters and is suitable for training with limited training data. We used the $L^2$ regularization approach and global average pooling layer to tackle the problem of model complexity (overfitting) caused by limited training data.

2. Another important contribution of this paper is the used of occlusion sensitivity maps to visualize the image features CovidNet uses to make classification decisions. Gradient-weighted class activation map (Grad-CAM) has widely been used to depict decisions made by deep learning models for Covid-19 diagnosis using chest X-ray images [10, 19, 20]. However, a major issue with the Grad-CAM method is that it only focuses on broad main lesion, the method
cannot identify multifocal lesions in the image [13]. With the occlusion sensitivity maps, multifocal ground glass opacities (GGO) and consolidations were visualized effectively.

3. We investigate the effectiveness of CovidNet for deep feature extraction. Features extracted using CovidNet are fed to several classifiers including KNN, SVM and RF for classification. The features extracted at the different convolutional layers of the proposed CovidNet are also analyzed and visualized.

4. In order to obtain good performances of the different classifiers, we used Bayesian optimization approach to select the optimal parameters for the different classifiers. The Bayesian optimization approach proves effective in selecting the optimal parameters, which leads to better classification performances.

5. Extensive experiments are carried out on both chest X-ray and CT scan images to demonstrate the effectiveness of the proposed CovidNet. In this context, we compared CovidNet with other state-of-the-art architectures from the perspective of deep feature extraction and classification of Covid-19 chest X-ray and CT scan images.

The remainder of the paper is organized as follows: In section 2, we provide a brief review of some methods proposed for Covid-19 detection. Section 3 introduces our proposed CovidNet. The extensive experimental results are presented in section 4. Finally, we provide some discussions and concluding remarks in section 5.

2. Related work

Deep learning have recently received a lot of attention in fighting the Covid-19 pandemic. A lot of deep learning approaches have recently been proposed as Covid-19 diagnostic aids to help physicians for better medical decision making. In this section, we present some studies that are closely related to this paper.

2.1. Signal processing for Covid-19

Shortness of breath and coughing are two of the most widely seen symptoms in patients with Covid-19. Several studies have used cough and breathing pattern to detect Covid-19. This requires the collection of Covid-19 and non Covid-19 cough and breathing sounds so as to train an artificial intelligence model that can detect if a patient has Covid-19 using the trained model. Moreover, relevant data needs to be collected in order to train such a model. A lot of effort has been put forward by many researchers to collect cough and breathing audio samples using simple smartphone microphones such as done by the Cambridge University. The university provides a web based platform for participants to record their speech and cough sounds, which will be used to build an App that can detect if a person is suffering

2https://www.covid-19-sounds.org/en/
from Covid-19. A similar App called CoughVid\(^3\) has been proposed by researchers from Ecole Polytechnique Fédrale de Lausanne (EPFL) to detect Covid-19 cough from other coughs such as ones related to the normal and seasonal allergies. Imran et al. [21] develop a mobile app called AI4COVID-19 for the diagnosis of Covid-19 from cough sounds. Their app record cough sounds when prompted and then send it to an artificial intelligence engine running in the cloud. The artificial intelligence engine analyzes the cough sound and return a result indicating whether the cough sound is Covid-19 likely, Covid-19 not likely or Test inconclusive. Halgurd et al. [22] proposed using built-in smart phone sensors to detect Covid-19. They develop an artificial intelligence enabled framework that reads smartphone sensor signal measurements to detect Covid-19.

2.2. Machine learning for Covid-19

Many machine learning techniques has been utilized recently for the prediction and detection of Covid-19. Rustam et al. [23] uses machine learning models to forecast the number of upcoming patients affected by Covid-19. In particular, the authors used four forecasting models including support vector machines (SVM), least absolute shrinkage and selection operator (LASSO), exponential smoothing (ES) and linear regression to forecast the threatening factors of Covid-19. In [24], the authors used support vector regression (SVR) to predict the number of Covid-19 cases for several affected countries. They also analyze the effect of different hyperparameter settings on the performance of the SVR model. Pinter et al. [25] used a hybrid machine learning model of multi-layered perceptron-imperialist competitive algorithm (MLP-ICA) and adaptive network-based fuzzy inference system (ANFIS) to predict covid-19 infection and mortality rate in Hungary. Burdick et al. [26] considers the problem of identifying patient decompensation. They use machine learning techniques to predict respiratory decompensation in Covid-19 patients. Specifically, a machine learning algorithm was used for the prediction of invasive mechanical ventilation for Covid-19 patients within 24 hours of an initial encounter. The algorithm was able to demonstrate accurate prediction of the need for mechanical ventilation within the next 24 hours. In addition, Elaziz et al. [27] extracted features from chest X-ray images using new fractional multichannel exponent moments (FrMEMs). A modified manta-ray foraging optimization (MRFO) based on differential evolution is used to select the most relevant features from the extracted ones. Finally, the nearest neighbor (KNN) classifier is used to classify a given chest X-ray image as Covid-19 or normal case. Sara et al. [28] compared several deep learning based feature extraction techniques for covid-19 classification. The authors used several deep learning based feature extraction frameworks to extract the most relevant features which are then fed into several machine learning classifiers such as decision tree (DT) and random forest (RF) to classify samples as either Covid-19 or a control case.

\(^3\)https://coughvid.epfl.ch/
2.3. Deep learning for Covid-19

Deep learning has also been widely adopted as a powerful tool for the detection of Covid-19. Deep learning has demonstrated great success in the detection of Covid-19 due to its high capability of significant feature extraction. Li et al. [10] develop a three-dimensional deep learning model called Covid-19 detection neural network (COVNet) that extract visual features from chest CT images to detect Covid-19. Their model was able to detect Covid-19 and differentiate it from community acquired pneumonia (CAP) and other lung diseases. Brunese et al. [20] transferred the VGG-16 deep learning model pre-trained from ImageNet for Covid-19 detection. Ozturk et al. [6] proposed a deep learning model called DarkCovidNet for automatic Covid-19 detection from chest X-ray images. The DarkCovidNet architecture was designed based on the DarkNet-19 [29] architecture which has proven successful in deep learning. DarkCovidNet was developed for binary classification (Covid vs No-Findings) and multi-class classification (Covid vs Pneumonia vs No-Findings). The model has also proven efficient with 98.08% accuracy for the binary cases and 87.02% accuracy for the multi-class cases. Khan, Shah and Bhat [7] proposed a deep convolutional neural network model called CoroNet to automatically detect Covid-19 from chest X-ray images. CoroNet was designed based on the Xception CNN architecture [30] pre-trained on the ImageNet dataset. CoroNet perform significantly well in detecting Covid-19 from chest X-ray images and in distinguishing Covid-19 from other types of Pneumonia such as bacterial pneumonia and viral pneumonia. Apostolopoulos and Mpesiana [31] conduct a study to evaluate the effectiveness of the state-of-the-art pre-trained convolutional neural networks for the automatic detection of Covid-19 from thoracic X-ray images. In their study, they compared five state-of-the-art convolutional neural networks, including VGG19 [32], MobileNet v2 [33], Inception [34], Xception [30], and Inception ResNet v2 [34]. Based on their experimental study, they found that VGG19 achieves better accuracy. However, the MobileNet v2 outperform VGG19 in terms of specificity. Thus, MobileNet v2 turns out to be the most effective model for their study. Mahmud, Rahman and Fattah [19] also proposed a deep convolutional neural network called CovXNet for automatic detection of Covid-19 and other traditional pneumonia from chest X-ray images. CovXNet uses depthwise convolution with varying dilation rates to efficiently extract significant features from chest X-ray images. The authors also used a gradient-based discriminative localization to identify the abnormal regions of the chest X-ray images. More studies on the application of deep learning approaches for Covid-19 diagnosis can be found in [8, 35, 36].

3. Proposed method

3.1. Problem formulation

Given chest X-ray images as training datasets, our aim is to build a deep learning model that returns a three dimensional vector for multi-class case (Covid-19 vs Pneumonia vs normal) or a two dimensional vector for the binary case (Covid-19 vs normal), each element of which represents the probability of the input chest X-ray image belonging to a particular class. We aim at developing an efficient and effective deep learning model that can provide accurate predictions.
Figure 1: CovidNet architecture
| Layer (type) | Output shape | # Filters | Filter size | Stride | Padding | Padding type | Pool size | # Parameters |
|-------------|--------------|-----------|-------------|--------|---------|--------------|-----------|--------------|
| Conv(7 × 7) | [448, 448, 8]| 8         | [7 7]       | [1 1]  | 0 0 0 0 | same         | -         | 400          |
| BN          | [448, 448, 8]| -         | -           | -      | -       | -            | -         | 16           |
| ReLU        | [448, 448, 8]| -         | -           | -      | -       | -            | -         | 0            |
| Max Pooling | [224, 224, 8]| -         | [2 2]       | [0 0 0 0] | manual   | [2 2]        | 0         |
| Conv(3 × 3) | [224, 224, 16]| 16       | [3 3]       | [1 1]  | 0 0 0 0 | same         | -         | 1168         |
| BN          | [224, 224, 16]| -         | -           | -      | -       | -            | -         | 16           |
| ReLU        | [224, 224, 16]| -         | -           | -      | -       | -            | -         | 0            |
| Max Pooling | [112, 112, 16]| -         | [2 2]       | [0 0 0 0] | manual   | [2 2]        | 0         |
| Conv(3 × 3) | [112, 112, 32]| 32       | [3 3]       | [1 1]  | 0 0 0 0 | same         | -         | 4640         |
| BN          | [112, 112, 32]| -         | -           | -      | -       | -            | -         | 64           |
| ReLU        | [112, 112, 32]| -         | -           | -      | -       | -            | -         | 0            |
| Max Pooling | [56, 56, 32]| -         | [2 2]       | [0 0 0 0] | manual   | [2 2]        | 0         |
| Conv(3 × 3) | [56, 56, 64]| 64       | [3 3]       | [1 1]  | 0 0 0 0 | same         | -         | 18496        |
| BN          | [56, 56, 64]| -         | -           | -      | -       | -            | -         | 128          |
| ReLU        | [56, 56, 64]| -         | -           | -      | -       | -            | -         | 0            |
| Max Pooling | [28, 28, 64]| -         | [2 2]       | [0 0 0 0] | manual   | [2 2]        | 0         |
| Conv(3 × 3) | [28, 28, 128]| 128      | [3 3]       | [1 1]  | 0 0 0 0 | same         | -         | 73856        |
| BN          | [28, 28, 128]| -         | -           | -      | -       | -            | -         | 256          |
| ReLU        | [28, 28, 128]| -         | -           | -      | -       | -            | -         | 0            |
| Max Pooling | [14, 14, 128]| -         | [2 2]       | [0 0 0 0] | manual   | [2 2]        | 0         |
| Conv(3 × 3) | [14, 14, 256]| 256      | [3 3]       | [1 1]  | 0 0 0 0 | same         | -         | 295168       |
| BN          | [14, 14, 256]| -         | -           | -      | -       | -            | -         | 512          |
| ReLU        | [14, 14, 256]| -         | -           | -      | -       | -            | -         | 0            |
| Max Pooling | [7, 7, 256]| -         | [2 2]       | [0 0 0 0] | manual   | [2 2]        | 0         |
| Layer (type) | Output shape | # Filters | Filter size | Stride | Padding | Padding type | Pool size | # Parameters |
|--------------|--------------|-----------|-------------|--------|----------|--------------|-----------|--------------|
| Conv(3 × 3)  | [7, 7, 512]  | 512       | [3 3]       | [1 1]  | [0 0 0 0] same | -          | 1180160    |
| BN           | [7, 7, 512]  | -         | -           | -      | -        | -            | -         | 1024         |
| ReLU         | [7, 7, 512]  | -         | -           | -      | -        | -            | -         | 0            |
| Max Pooling  | [3, 3, 512]  | -         | -           | [2 2]  | [0 0 0 0] manual | [2 2]     | 0           |
| Conv(3 × 3)  | [3, 3, 1024] | 1024      | [3 3]       | [1 1]  | [0 0 0 0] same | -          | 4719616    |
| BN           | [3, 3, 1024] | -         | -           | -      | -        | -            | -         | 2048         |
| ReLU         | [3, 3, 1024] | -         | -           | -      | -        | -            | -         | 0            |
| Gap          | [1, 1, 1024] | -         | -           | -      | -        | -            | -         | 0            |
| FC           | [1, 1, 512]  | -         | -           | -      | -        | -            | -         | 524800       |
| BN           | [1, 1, 512]  | -         | -           | -      | -        | -            | -         | 1024         |
| ReLU         | [1, 1, 512]  | -         | -           | -      | -        | -            | -         | 0            |
| FC           | [1, 1, 3]    | -         | -           | -      | -        | -            | -         | 1539         |
| SM           | [1, 1, 3]    | -         | -           | -      | -        | -            | -         | 0            |
3.2. CovidNet structure

CovidNet is a convolutional neural network designed for the detection of Covid-19 from chest X-ray images. It finds and learn patterns in chest X-ray images to classify the images. To reflect the original images better as well as to capture as many patterns in the images as possible, we design the input layer in CovidNet to consider grayscale images of size $448 \times 448$. Specifically, we resize all the chest X-ray images to $448 \times 448$ and also transformed them to grayscale. The architecture of CovidNet is illustrated in Fig. 1. Architecture details of CovidNet model are also shown in Table 1. We can observe from Fig. 1 that the CovidNet consist of seven consecutive blocks.

**4-layer blocks.** As the name implies, a 4-layer block consist of 4 layers. Specifically, it is composed of a $3 \times 3$ convolutional layer (Conv($3 \times 3$)) followed by a BN, ReLU and a max pooling layer. Here, BN denotes a batch normalization layer. There are seven 4-layer blocks used in the CovidNet architecture. The seventh block uses a global average pooling layer to minimize overfitting by reducing the total number of parameters in the network. Thus, the seventh block consists of a Conv($3 \times 3$)-BN-ReLU sequence followed by a global average pooling layer.

**First layers.** As illustrated in Fig. 1, the early layers of the CovidNet consist of $7 \times 7$ convolutional layer (Conv($7 \times 7$)) followed by a BN, ReLU and a max pooling layer.

**Last layers.** For the last layers, constituting the final stage of the CovidNet, we used a sequence of FC-BN-ReLU-FC-SM to produce the probabilities, $p^T$ for the predicted classes. Here, FC and SM denotes a fully connected layer and a softmax layer, respectively.

3.3. CovidNet implementation and training

Two different settings of the CovidNet were implemented to detect and classify Covid-19 images. First, we trained CovidNet to classify chest X-ray images into three categories: Covid-19, Pneumonia and normal, and into two categories: Covid-19 and normal. Secondly, the CovidNet is used to extract deep features from CT images, which are then fed into several classifiers for classification.

The CovidNet model was implemented in MATLAB R2020a. All of our experiments are carried out on an Intel core i7 3.20GHz windows 10 machine with Nvidia GeForce GTX 1050 graphics card (and 8GB memory). The proposed CovidNet was trained on the datasets using Adam optimizer [37] with a learning rate of 0.0001, batch size of 128 and an epoch value of 5. The training data is shuffled before each training epoch. Note that, in our preliminary experiments, we also train CovidNet using a larger epoch value (20), but we did not see any significant performance improvement compared to the epoch value of 5. So we used an epoch value of 5 throughout our experiments. We evaluate the performance of CovidNet using the holdout validation approach for both the multi-class and binary classification tasks. The datasets are randomly split into training and validation set. We used 80% of the datasets for training and the remaining 20% are considered as validation sets. We repeat the experiments five times and report the results obtained by CovidNet for the five different splits.
4. Experimental results

We empirically demonstrate the effectiveness of CovidNet using both chest X-ray and CT image datasets and compare with state-of-the-art models. For the purpose of reproducibility, we provide the MATLAB codes used in our experiments at: https://github.com/muhammadaminu47/CovidNet.
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### 4.1. Datasets

One major challenge encountered in the detection of Covid-19 using deep learning approaches is the scarcity of Covid-19 patients chest X-ray and CT images. The publicly available Covid-19 chest X-ray and CT images are limited which hinders the performance of the deep learning models. In our experiments, we used both chest X-ray and CT scan images to study the performance of CovidNet. For the experimental study on chest X-ray images, we consider two datasets used in two different studies. The first one is the dataset used in [6], while the second one is the dataset considered by authors in [7]. All datasets are freely available for research purposes. Combining the chest X-ray images of patients with Covid-19 in the two datasets and using images belonging to the normal class in [7] and Pneumonia class in [6], we form a dataset with three different classes. Overall, a total of 1266 chest X-ray images were collected in this study. Among them, 321 chest X-ray images were from patients with Covid-19, 500 chest X-ray images were from patients with Pneumonia, and 445 chest X-ray
images were from healthy (normal) people. Figure 2 shows some sample images in the prepared dataset.

For the experimental study on CT images, we used the dataset from [38]. To the best of our knowledge, this is the largest publicly available Covid-19 CT image dataset. The dataset contains 2482 CT scan images from 120 patients, in which 1252 CT scan images belongs to 60 patients with Covid-19 and 1230 CT scan images belongs to 60 non Covid-19 patients. Some samples images from the datasets are shown in Fig. 4.

4.2. Performance metrics

The performance of the proposed CovidNet is evaluated using confusion matrix. We obtained the number of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) from the confusion matrix, and five performance metrics are computed as follows:

1. Accuracy = \[
\frac{(TP+TN)}{(TP+TN+FP+FN)}
\]

2. Precision = \[
\frac{(TP)}{(TP+FP)}
\]

3. Sensitivity/Recall = \[
\frac{(TP)}{(TP+FN)}
\]

4. Specificity = \[
\frac{(TN)}{(TN+FP)}
\]
5. F1-score = \( \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \)

4.3. Experiments on CovidNet using end-to-end learning

In this experiments, we used our prepared chest X-ray dataset to examine the effectiveness of our proposed CovidNet in an end-to-end fashion. The classification performance of CovidNet for the multi-class and binary classification problems on the chest X-ray images are provided in Table 2 and 3, respectively. The confusion matrices for the multi-class and binary classification problems are shown in Fig. 6 and 7, respectively. Fig. 4 and 5 shows the accuracy and loss plots obtained on split 1 for the multi-class and binary classification problems, respectively. We also present a performance comparison of our proposed CovidNet with other existing deep learning models in Table 4.
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Figure 4: Training and validation accuracy and loss plots for split 1. These results are for the multi-class case.
Figure 5: Training and validation accuracy and loss plots for split 1. These results are for the binary case.

Table 2: Performance of CovidNet for each split of the dataset. The results presented here are for the multi-class case.

| Splits   | Sensitivity | Specificity | Precision | F1-score | Accuracy |
|----------|-------------|-------------|-----------|----------|----------|
| Split 1  | 92.19       | 98.41       | 96.16     | 93.65    | 96.84    |
| Split 2  | 93.75       | 97.88       | 93.75     | 93.75    | 96.44    |
| Split 3  | 87.50       | 97.88       | 93.33     | 90.32    | 95.26    |
| Split 4  | 84.38       | 98.94       | 96.43     | 90.00    | 95.26    |
| Split 5  | 87.50       | 98.94       | 96.55     | 91.80    | 95.26    |
| Average  | 89.06       | 98.41       | 95.24     | 91.90    | 95.81    |

Table 3: Performance of CovidNet for each split of the dataset. The results presented here are for the binary case.

| Splits   | Sensitivity | Specificity | Precision | F1-score | Accuracy |
|----------|-------------|-------------|-----------|----------|----------|
| Split 1  | 100         | 100         | 100       | 100      | 100      |
| Split 2  | 100         | 98.88       | 98.46     | 99.22    | 99.35    |
| Split 3  | 100         | 100         | 100       | 100      | 100      |
| Split 4  | 100         | 100         | 100       | 100      | 100      |
| Split 5  | 100         | 100         | 100       | 100      | 100      |
| Average  | 100         | 99.78       | 99.69     | 99.84    | 99.87    |
Figure 6: The aggregate and 5 splits confusion matrices for the multi-class classification problem.
Figure 7: The aggregate and 5 splits confusion matrices for the binary classification problem.
Table 4: Performance comparison of CovidNet with other architectures.

| Study                  | Modality | Subjects                                      | Architecture       | Accuracy (%) | Parameters ($10^6$) |
|------------------------|----------|-----------------------------------------------|--------------------|--------------|---------------------|
| Hemdan et al. [39]     | X-ray    | 25 Covid-19 + 25 normal                       | COVIDX-Net         | 90           | 143                 |
| Sethy and Behera [40]  | X-ray    | 25 Covid-19 + 25 Non-Covid-19                 | ResNet-50          | 95.38        | 25.6                |
| Narin et al. [41]      | X-ray    | 50 Covid-19 + 50 Non-Covid-19                 | ResNet-50          | 98           | 25.6                |
| Ozturk et al. [6]      | X-ray    | 125 Covid-19 + 500 No-Findings               | DarkCovidNet       | 98.08        | 1.1                 |
| Ozturk et al. [6]      | X-ray    | 125 Covid-19 + 500 Pneumonia + 500 No-Findings| DarkCovidNet       | 87.02        | 1.1                 |
| Butt et al. [42]       | CT       | 219 Covid-19 + 500 Influenza-A viral Pneumonia + 175 Healthy | ResNet-18         | 86.7         | 11                  |
| Apostolopoulos and Mpesiana [31] | X-ray | 224 Covid-19 + 700 Pneumonia + 504 Healthy | VGG19              | 93.48        | 143                 |
| Oh et al. [13]         | X-ray    | 284 Covid-19 + 310 normal + 657 Pneumonia    | FC-DenseNet/ResNet-18 | 88.9         | 11.6                |
| Khan et al. [7]        | X-ray    | 284 Covid-19 + 310 normal                     | CoroNet            | 99           | 33                  |
| Khan et al. [7]        | X-ray    | 284 Covid-19 + 310 normal + 657 Pneumonia    | CoroNet            | 94.59        | 33                  |
| Ardakani et al. [36]   | CT       | 510 Covid-19 + 510 Non-Covid-19              | ResNet-101         | 99.51        | 44.6                |
| Ardakani et al. [36]   | CT       | 510 Covid-19 + 510 Non-Covid-19              | Xception           | 99.02        | 22.9                |
| Our proposed method    | X-ray    | 321 Covid-19 + 445 normal                     | CovidNet           | 99.87        | 6.8                 |
| Our proposed method    | X-ray    | 321 Covid-19 + 500 Pneumonia + 445 normal    | CovidNet           | 95.81        | 6.8                 |
The main observations from the experimental results includes:

1. Our proposed CovidNet is very effective in Covid-19 diagnosis. CovidNet performs significantly well for both the multi-class and binary classification problems. In particular, CovidNet achieved a classification accuracy of 96.84% and 100% for the multi-class and binary classification problems, respectively. Moreover, CovidNet achieved a sensitivity of 92.19% and 100% for the multi-class and binary classification problems, respectively. These results were obtained on the first split (split 1) of the dataset. Since the sensitivity of Covid-19 diagnosis from chest X-ray images for clinicians is 69% and that of RT-PCR is 91% [43] and 71% as reported in [44], we can deduce that CovidNet performed significantly well for Covid-19 diagnosis.

2. The proposed CovidNet consider the possibility of overfitting which is especially important, given that the training data is limited due to difficulty in the collection of Covid-19 chest X-ray images. The global average pooling layer is used to control the model complexity by reducing the total number of parameters in the model. We also add a regularization term to the loss function ($L_2$ regularization technique) to control the complexity of the model. It can be seen from Fig. 4 and 5 that, the proposed CovidNet does not overfit the data. This clearly indicates the efficacy of the proposed CovidNet.

3. Considering both accuracy and efficiency, CovidNet is the best choice among all the compared models. CovidNet obtained overall accuracies of 96.84% and 100% for the 3-class and 2-class classification problems, which are better than the classification accuracies obtained by all the compared models (see Table 4). Furthermore, CovidNet uses less number of parameters (6,824,947) compared to the other models except the DarkCovidNet which has a total of 1,164,434 parameters. This is a significant advantage which makes the CovidNet gain significant computational saving on time. It also help improve the performance and stability of CovidNet with the limited data.

4.4. Visualizations using occlusion sensitivity

In this experiment, we used occlusion sensitivity maps [45] to find out which parts of the X-ray image are most important for CovidNet classification decision. Occlusion sensitivity is a simple technique used to gain an understanding of what image features a deep neural network uses to make a classification decision. Specifically, occlusion sensitivity systematically occludes different portions of the input image with an occluding mask (usually a gray square), and measure the change in probability score for a given class as a function of the mask position. Figure 8 shows some Covid-19 input chest X-ray images and the occlusion sensitivity maps overlaid on the input images. The occlusion sensitivity maps show parts of the chest X-ray image that provides a higher contribution to the score for the Covid-19 class, and which parts have less or no contributions. By carefully examining the occlusion maps, it can be seen that CovidNet was able to localize regions with ground glass opacities (GGO),
consolidative opacities and peripheral and diffuse distribution of such opacities. Moreover, vascular thickening along with other traditional viral features were localized by CovidNet. These localized features are also commonly seen features in chest X-ray images of patients with Covid-19 [46–49]. The visualization results also support our claim that the occlusion sensitivity maps are more intuitive and interpretable compared to the Grad-CAM method. Using the occlusion sensitivity maps, multifocal GGO’s and consolidations were visualized effectively as shown in Fig. 8(d).

4.5. Experiments on deep feature extraction using CovidNet

In this experiment, we investigate the effectiveness of our proposed architecture in deep feature extraction. It is important for the proposed architecture to extract rich discriminative features that carries as much discriminative information in the images as possible. Using the CT scan images [38], we present the features extracted by the different convolutional layers of CovidNet in Fig. 9. The different convolutional layers extract features from different perspective. For example, the first convolutional layer extract basic image features such as spots and edges. The deeper layers extract much higher level features by combining the earlier features. It can be seen from Fig. 9 that the features becomes more abstract after the second convolutional layer. Features extracted using the deeper layers are better suited for classification as they contain information from all the preceding layers [50]. As a result, we used features extracted from the first fully connected layer of CovidNet for our experimental study.

First, we randomly split the dataset into training set consisting of 80% of the data and a test set consisting of the remaining 20% of the data. Feature vectors are then extracted from the first fully connected layer of CovidNet. The extracted training features are then used to train several classifiers including KNN, SVM and RF. There are parameters in the different classifiers that needs to be tuned prior to training. Although these parameters can be tuned manually, this approach is time consuming and can reduce the performance of the different classifiers. To overcome the challenges associated with hyperparameter tuning in the different classifiers, we used the Bayesian optimization approach [51] to determine the optimal parameters. Bayesian optimization is an efficient and automated approach for parameter selection. The method uses a guided sampling strategy to determine the best parameter from a list of possible candidates (parameter space) and testing the chosen parameter on different subsets of the dataset. Figures 14 to 18 shows the Bayesian optimization results for the different classifiers. The objective function is the five fold cross-validated loss of the different classifiers.

After training the different classifiers using the optimal parameters as determined by the Bayesian optimization. We then evaluate the performance of the classifiers on the test set. Several performance metrics including sensitivity, specificity, precision, F1-score, area under curve (AUC) and classification accuracy are utilized to evaluate the performance of the classifiers. We also compare the effectiveness of features extracted using CovidNet to those extracted using other state-of-the-art architectures. Specifically, we extracted features from the fully connected layers of AlexNet, ResNet50, GoogleNet, MobileNetv2 and Inceptionv3, which are then fed to the different classifiers for classification. Performance comparison of the different classifiers
with features extracted using the different architectures are presented in tables 5 to 7. As can be seen from these tables, we repeat the random splitting of the dataset five

Figure 8: Examples of occlusion sensitivity maps on the Covid-19 class
times and report the classification results obtained on each split together with the average classification results over the five random splits. The misclassification rates of the different methods on split 1 are also reported in form of confusion matrices in Figs. 11 to 13. Figure 10 shows the ROC curves for the different methods on split 1.

The main observations from the experimental results includes:

1. Our proposed CovidNet provides an effective approach for discriminant feature extraction. Features extracted using CovidNet are very effective for classification. The different classifiers produces the best classification results when fed in features extracted using CovidNet (see tables 5 to 7). On split 1, the KNN classifier was able to classify all the test samples correctly i.e., with 100% accuracy. Only one test sample is misclassified using the SVM and RF classifiers (see Fig. 12 and 13). On the other hand, the different classifiers misclassifies a lot of samples when fed in features extracted using the other architectures. For example, utilizing features extracted using AlexNet, GoogleNet, MobileNetv2, Inceptionv3 and ResNet50, the RF classifier misclassified 30, 38, 20, 45 and 27 samples, respectively. The excellent performance of the different classifiers when fed in features extracted using CovidNet can also be reflected from the ROC curves in Fig. 10. Features extracted using CovidNet results in significantly higher AUC values as compared to the other architectures. For all the different splits, the KNN, SVM and RF classifiers achieves significantly better performances with features extracted using CovidNet than with features extracted using the other architectures. This suggest the effectiveness of the features extracted using our proposed CovidNet.

2. Utilizing features extracted using CovidNet, the KNN classifier produces better results compared to the SVM and RF classifiers. For example, with features extracted using CovidNet on split 1, the KNN classifier was able to obtain a sensitivity, specificity, precision, F1-score, AUC and accuracy rates of 100%, respectively. The average sensitivity, specificity, precision, F1-score, AUC and accuracy rates for the KNN classifier when fed in features extracted using CovidNet are 100%, 99.92%, 99.92%, 99.96%, 99.96% and 99.96%, respectively. The results obtained using the KNN classifier are slightly better than the results produce by the SVM and RF classifiers.

3. The Bayesian optimization significantly improves the performances of the different classifiers. For example, using the optimal parameters determined by the Bayesian optimization algorithm on split 1, the classification accuracy rates of the optimized KNN, SVM and the RF classifiers when fed in features extracted using CovidNet are 100%, 99.80% and 99.80%, respectively. However, on the same split of the dataset with unoptimized parameters (MATLAB default parameters), the KNN, SVM and the RF classifiers produces classification accuracy rates of 99.40%, 86.29% and 99.19%, respectively. The performance of the Bayesian optimized classification models are significantly better than the unoptimized ones.
4. Apart from optimizing classifier performance, the Bayesian optimization approach can be used to compare the influence of the different parameters on the the classifier performance. It can be observed from Fig. 15 that distance metric had greater impact on the performance of KNN than did the number of neighbors. As for the SVM classifier, it is observed from Fig. 17 that varying the kernel scale had more influence on the classifier performance than did box-constraint. This was seen in all methods, which indicate great emphasis need to be placed on this important parameters. In our experiments with features extracted using CovidNet, the best KNN performance on split 1 is achieved when the distance metric is spearman and the number of neighbors is 3. As for the SVM classifier, the best performance on split 1 is achieved when the kernel scale is 12.96 and the box-constraint is 73.64. The minimum leaf size that gives the best performance of the the RF classifier on split 1 is 58. The excellent performances of the different classifiers using these optimal parameters can also be reflected from Figs. 14, 16 and 18.

5. Discussion and conclusion

Proper design of deep learning architecture is a crucial issue that needs to be taking into consideration while using deep learning approaches for Covid-19 diagnosis. Several complex deep learning architectures with large number of parameters have been proposed to detect Covid-19 using chest X-ray or CT scan images [7, 36, 39]. However, it is well known that large number of parameters affect classification accuracy and also increases computational complexity [52]. In this paper, we have developed a deep learning architecture based on convolutional neural network for Covid-19 detection. In the design of our proposed architecture, we used only eight convolutional layers with $3 \times 3$ convolution kernel except for the first convolutional layer that has a $7 \times 7$ convolution kernel. After each convolutional layer, we add a pooling layer with $2 \times 2$ pooling kernel to reduce the dimensionality of the convolutional layer output and to preserve relevant features while getting rid of redundant ones. To tackle the issue of overfitting which is usually common in situations where there is limited data, we adopt $L$-2 regularization and the global average pooling layer. This strategy proves effective for accurate Covid-19 diagnosis. The proper design of our proposed architecture leads to an excellent performance even with the limited training data.

To further exploit the effectiveness of the proposed CovidNet, we used features extracted using CovidNet as inputs to several classifiers. Specifically, we extract deep features using CovidNet and fed them to several classifiers including KNN, SVM and RF for classification. We used the Bayesian optimization approach to select optimal parameters for the different classifiers. The effectiveness of features extract using our proposed CovidNet is compared to that of several state-of-the-art architectures including ResNet50, Inceptionv3, MobileNetv2, GoogleNet and AlexNet. CovidNet outperforms the other state-of-the-art architectures considering both effectiveness and efficiency.
Figure 9: The Visual representations of features extracted at the different convolutional layers of CovidNet.
Figure 10: ROC curves of the different methods using the KNN, SVM and RF classifiers.
Figure 11: Misclassification rates of the KNN classifier when fed in features extracted using the different architectures. These results are obtained on split 1.
Figure 12: Misclassification rates of the SVM classifier when fed in features extracted using the different architectures. These results are obtained on split 1.
Figure 13: Misclassification rates of the RF classifier when fed in features extracted using the different architectures. These results are obtained on split 1.
Figure 14: Plots of cross-validated loss against function evaluations on split 1. (a) KNN fed with features extracted using AlexNet. (b) KNN fed with features extracted using CovidNet. (c) KNN fed with features extracted using GoogleNet. (d) KNN fed with features extracted using MobileNetv2. (e) KNN fed with features extracted using Inceptionv2. (f) KNN fed with features extracted using ResNet50.
Figure 15: Objective function model showing the space of number of neighbors and distance metric in terms of KNN performance on split 1.
Figure 16: Plots of cross-validated loss against function evaluations on split 1. (a) SVM fed with features extracted using AlexNet. (b) SVM fed with features extracted using CovidNet. (c) SVM fed with features extracted using GoogleNet. (d) SVM fed with features extracted using MobileNetv2. (e) SVM fed with features extracted using Inceptionv2. (f) SVM fed with features extracted using ResNet50.
Figure 17: Objective function model showing the space of kernel scale and boxconstraint in terms of SVM performance on split 1.
Figure 18: Plots of cross-validated loss against function evaluations on split 1. (a) RF fed with features extracted using AlexNet. (b) RF fed with features extracted using CovidNet. (c) RF fed with features extracted using GoogleNet. (d) RF fed with features extracted using MobileNetv2. (e) RF fed with features extracted using Inceptionv2. (f) RF fed with features extracted using ResNet50.
Table 5: Performance comparison on CT images. Here we used KNN to classify features extracted using the different architectures.

| Architecture | Splits | Performance metrics (%) |       |       |       |       |
|--------------|--------|--------------------------|-------|-------|-------|-------|
|              |        | Sensitivity | Specificity | Precision | F1-score | AUC | Accuracy |
| AlexNet      | Split 1 | 97.20       | 94.31       | 94.55      | 95.86    | 95.75 | 95.77    |
|              | Split 2 | 97.60       | 95.53       | 95.69      | 96.63    | 96.56 | 96.57    |
|              | Split 3 | 96.80       | 95.53       | 95.65      | 96.22    | 96.16 | 96.17    |
|              | Split 4 | 96.40       | 93.90       | 94.14      | 95.26    | 95.15 | 95.16    |
|              | Split 5 | 99.20       | 93.09       | 93.58      | 96.31    | 96.14 | 96.17    |
|              | Average | 97.44       | 94.47       | 94.72      | 96.06    | 95.95 | 95.96    |
| CovidNet     | Split 1 | 100         | 100         | 100        | 100      | 100   | 100      |
|              | Split 2 | 100         | 100         | 100        | 100      | 100   | 100      |
|              | Split 3 | 100         | 99.59       | 99.60      | 99.80    | 99.80 | 99.80    |
|              | Split 4 | 100         | 100         | 100        | 100      | 100   | 100      |
|              | Split 5 | 100         | 100         | 100        | 100      | 100   | 100      |
|              | Average | 100         | 99.92       | 99.92      | 99.96    | 99.96 | 99.96    |
| GoogleNet    | Split 1 | 94.00       | 91.06       | 91.44      | 92.70    | 92.53 | 92.54    |
|              | Split 2 | 95.60       | 91.46       | 91.92      | 93.73    | 93.53 | 93.55    |
|              | Split 3 | 96.00       | 92.28       | 92.66      | 94.30    | 94.14 | 94.15    |
|              | Split 4 | 93.20       | 90.65       | 91.02      | 92.09    | 91.93 | 91.94    |
|              | Split 5 | 94.80       | 90.65       | 91.15      | 92.94    | 92.73 | 92.74    |
|              | Average | 94.72       | 91.22       | 91.64      | 93.15    | 92.97 | 92.98    |
| Inceptionv3  | Split 1 | 97.20       | 94.72       | 94.92      | 96.05    | 95.96 | 95.97    |
|              | Split 2 | 92.80       | 94.31       | 94.31      | 93.55    | 93.55 | 93.55    |
|              | Split 3 | 94.40       | 93.90       | 94.02      | 94.21    | 94.15 | 94.15    |
|              | Split 4 | 94.40       | 95.12       | 95.16      | 94.78    | 94.76 | 94.76    |
|              | Split 5 | 94.40       | 90.65       | 91.12      | 92.73    | 92.53 | 92.54    |
|              | Average | 94.64       | 93.74       | 93.91      | 94.26    | 94.19 | 94.19    |
| MobileNetv2  | Split 1 | 98.00       | 96.75       | 96.84      | 97.42    | 97.37 | 97.38    |
|              | Split 2 | 98.00       | 95.93       | 96.08      | 97.03    | 96.97 | 96.98    |
|              | Split 3 | 99.20       | 96.34       | 96.50      | 97.83    | 97.77 | 97.78    |
|              | Split 4 | 98.40       | 97.15       | 97.23      | 97.81    | 97.78 | 97.78    |
|              | Split 5 | 99.20       | 93.50       | 93.94      | 96.50    | 96.35 | 96.37    |
|              | Average | 98.56       | 95.93       | 96.12      | 97.32    | 97.25 | 97.26    |
| ResNet50     | Split 1 | 96.80       | 95.93       | 96.03      | 96.41    | 96.37 | 96.37    |
|              | Split 2 | 98.40       | 97.15       | 97.23      | 97.81    | 97.78 | 97.78    |
|              | Split 3 | 97.60       | 95.12       | 95.31      | 96.44    | 96.36 | 96.37    |
|              | Split 4 | 97.20       | 97.97       | 97.98      | 97.59    | 97.58 | 97.58    |
|              | Split 5 | 98.40       | 96.34       | 96.47      | 97.43    | 97.37 | 97.38    |
|              | Average | 97.68       | 96.50       | 96.60      | 97.14    | 97.09 | 97.10    |
Table 6: Performance comparison on CT images. Here we used SVM to classify features extracted using the different architectures.

| Architecture | Splits    | Performance metrics (%) |
|--------------|-----------|-------------------------|
|              |           | Sensitivity | Specificity | Precision | F1-score | AUC  | Accuracy |
| AlexNet      | Split 1   | 95.60       | 98.78       | 97.76     | 97.15     | 97.19 | 97.18    |
|              | Split 2   | 97.20       | 95.53       | 95.67     | 96.43     | 96.36 | 96.37    |
|              | Split 3   | 93.60       | 95.93       | 95.90     | 94.74     | 94.77 | 94.76    |
|              | Split 4   | 98.00       | 95.93       | 96.08     | 97.03     | 96.97 | 96.98    |
|              | Split 5   | 96.80       | 96.34       | 96.41     | 96.61     | 96.57 | 96.57    |
|              | Average   | 96.24       | 96.50       | 96.56     | 96.39     | 96.37 | 96.37    |
| CovidNet     | Split 1   | 99.60       | 100         | 100       | 99.80     | 99.80 | 99.80    |
|              | Split 2   | 99.20       | 100         | 100       | 99.60     | 99.60 | 99.60    |
|              | Split 3   | 99.20       | 100         | 100       | 99.60     | 99.60 | 99.60    |
|              | Split 4   | 99.60       | 100         | 100       | 99.80     | 99.80 | 99.80    |
|              | Split 5   | 99.60       | 99.59       | 99.60     | 99.60     | 99.60 | 99.60    |
|              | Average   | 99.44       | 99.92       | 99.92     | 99.68     | 99.68 | 99.68    |
| GoogleNet    | Split 1   | 94.00       | 96.34       | 96.31     | 95.14     | 95.17 | 95.16    |
|              | Split 2   | 96.00       | 93.50       | 93.75     | 94.86     | 94.75 | 94.76    |
|              | Split 3   | 95.20       | 94.31       | 94.44     | 94.82     | 94.75 | 94.76    |
|              | Split 4   | 96.00       | 94.31       | 94.49     | 95.24     | 95.15 | 95.16    |
|              | Split 5   | 96.40       | 94.31       | 94.51     | 95.45     | 95.35 | 95.36    |
|              | Average   | 95.52       | 94.55       | 94.70     | 95.10     | 95.03 | 95.04    |
| Inceptionv3  | Split 1   | 92.80       | 94.31       | 94.31     | 93.55     | 93.55 | 93.55    |
|              | Split 2   | 96.80       | 94.72       | 94.90     | 95.84     | 95.76 | 95.77    |
|              | Split 3   | 96.80       | 93.90       | 94.16     | 95.46     | 95.35 | 95.36    |
|              | Split 4   | 93.20       | 94.31       | 94.33     | 93.76     | 93.75 | 93.75    |
|              | Split 5   | 96.00       | 95.12       | 95.24     | 95.62     | 95.56 | 95.56    |
|              | Average   | 95.12       | 94.47       | 94.59     | 94.85     | 94.79 | 94.80    |
| MobileNetv2  | Split 1   | 97.20       | 95.53       | 95.67     | 96.43     | 96.36 | 96.37    |
|              | Split 2   | 96.40       | 97.56       | 97.57     | 96.98     | 96.98 | 96.98    |
|              | Split 3   | 97.60       | 97.15       | 97.21     | 97.41     | 97.38 | 97.38    |
|              | Split 4   | 98.80       | 96.75       | 96.86     | 97.82     | 97.77 | 97.78    |
|              | Split 5   | 97.60       | 98.78       | 98.79     | 98.19     | 98.19 | 98.19    |
|              | Average   | 97.52       | 97.15       | 97.22     | 97.37     | 97.34 | 97.34    |
| ResNet50     | Split 1   | 97.20       | 95.53       | 95.67     | 96.43     | 96.36 | 96.37    |
|              | Split 2   | 98.40       | 97.15       | 97.23     | 97.81     | 97.78 | 97.78    |
|              | Split 3   | 95.20       | 97.56       | 97.54     | 96.36     | 96.38 | 96.37    |
|              | Split 4   | 98.40       | 97.56       | 97.62     | 98.01     | 97.98 | 97.98    |
|              | Split 5   | 92.00       | 95.93       | 95.83     | 93.88     | 93.97 | 93.95    |
|              | Average   | 96.24       | 96.75       | 96.78     | 96.50     | 96.49 | 96.49    |
Table 7: Performance comparison on CT images. Here we used RF to classify features extracted using the different architectures.

| Architecture | Splits | Performance metrics (%) |  |
|--------------|--------|--------------------------|---|
|              |        | Sensitivity | Specificity | Precision | F1-score | AUC | Accuracy |
| AlexNet      | Split 1 | 92.40       | 95.53       | 95.45     | 93.90     | 93.96| 93.95    |
|              | Split 2 | 93.60       | 93.50       | 93.60     | 93.60     | 93.55| 93.55    |
|              | Split 3 | 94.00       | 93.50       | 93.63     | 93.81     | 93.75| 93.75    |
|              | Split 4 | 91.20       | 95.93       | 95.80     | 93.44     | 93.57| 93.55    |
|              | Split 5 | 94.00       | 93.50       | 93.63     | 93.81     | 93.75| 93.75    |
|              | Average | 93.04       | 94.39       | 94.42     | 93.71     | 93.72| 93.71    |
| CovidNet     | Split 1 | 100         | 99.59       | 99.60     | 99.80     | 99.80| 99.80    |
|              | Split 2 | 99.60       | 99.59       | 99.60     | 99.60     | 99.60| 99.60    |
|              | Split 3 | 100         | 99.19       | 99.21     | 99.60     | 99.59| 99.60    |
|              | Split 4 | 99.20       | 100         | 100       | 99.60     | 99.60| 99.60    |
|              | Split 5 | 99.60       | 99.59       | 99.60     | 99.60     | 99.60| 99.60    |
|              | Average | 99.68       | 99.59       | 99.60     | 99.64     | 99.64| 99.64    |
| GoogleNet    | Split 1 | 90.80       | 93.90       | 93.80     | 92.28     | 92.35| 92.34    |
|              | Split 2 | 92.00       | 93.09       | 93.12     | 92.56     | 92.54| 92.54    |
|              | Split 3 | 91.20       | 91.87       | 91.94     | 91.57     | 91.53| 91.53    |
|              | Split 4 | 90.80       | 91.46       | 91.53     | 91.16     | 91.13| 91.13    |
|              | Split 5 | 92.80       | 93.50       | 93.55     | 93.17     | 93.15| 93.15    |
|              | Average | 91.52       | 92.76       | 92.79     | 92.15     | 92.14| 92.14    |
| Inceptionv3  | Split 1 | 92.00       | 89.84       | 90.20     | 91.09     | 90.92| 90.93    |
|              | Split 2 | 89.20       | 91.06       | 91.02     | 90.10     | 90.13| 90.12    |
|              | Split 3 | 88.40       | 86.59       | 87.01     | 87.70     | 87.49| 87.50    |
|              | Split 4 | 87.60       | 89.84       | 89.75     | 88.66     | 88.72| 88.71    |
|              | Split 5 | 92.80       | 92.28       | 92.43     | 92.61     | 92.54| 92.54    |
|              | Average | 90.00       | 89.92       | 90.08     | 90.03     | 89.96| 89.96    |
| MobileNetv2  | Split 1 | 95.60       | 96.34       | 96.37     | 95.98     | 95.97| 95.97    |
|              | Split 2 | 92.00       | 90.24       | 90.55     | 91.27     | 91.12| 91.13    |
|              | Split 3 | 92.40       | 94.31       | 94.29     | 93.33     | 93.35| 93.35    |
|              | Split 4 | 95.20       | 95.93       | 95.97     | 95.58     | 95.57| 95.56    |
|              | Split 5 | 92.80       | 95.93       | 95.87     | 94.31     | 94.37| 94.35    |
|              | Average | 93.60       | 94.55       | 94.61     | 94.09     | 94.08| 94.07    |
| ResNet50     | Split 1 | 94.80       | 94.31       | 94.42     | 94.61     | 94.55| 94.56    |
|              | Split 2 | 94.40       | 96.34       | 96.33     | 95.35     | 95.37| 95.36    |
|              | Split 3 | 96.00       | 96.75       | 96.77     | 96.39     | 96.37| 96.37    |
|              | Split 4 | 95.60       | 94.31       | 94.47     | 95.03     | 94.95| 94.96    |
|              | Split 5 | 92.80       | 96.75       | 96.67     | 94.69     | 94.77| 94.76    |
|              | Average | 94.72       | 95.69       | 95.73     | 95.21     | 95.20| 95.20    |
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