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Performance evaluation of counselors plays a vital role for education industry (schools, colleges, universities, and vocational colleges). The problem can be stated with the phrases; how to design reasonable and appropriate performance indicators? The objective of this research is to design an effective performance evaluation. The purpose of this study is to explore a new method of performance evaluation that combines strategic goals with personal development goals. The purpose of performance evaluation is to better motivate the enthusiasm of counselors. With the methodology, a new issue faced at modern colleges and universities is being resolved. Therefore, for explaining methodology, this study has carried out the application analysis of the fusion particle swarm algorithm (FPSSA) in the performance evaluation of instructors. First, on the basis of comprehensive analysis of performance evaluation, it discusses the advantages and disadvantages of university performance evaluation. Secondly, particle swarm and fuzzy comprehensive evaluation methods are used in the research of instructor performance evaluation. Pass the superiority of this assessment system. Index parameter evaluation is from 2.5 to 3.0. The range indicates an excellent value. In result this improved particle swarm can be compared with the state of the art (Liu et al., 2019). In conclusive remarks, this study is to provide state-of-the-art study for the current research on the topic of instructor performance appraisal in colleges and universities.

1. Introduction

The performance evaluation theory in human resource management is widely used, and companies inspect, measure, and evaluate employees through performance evaluation to improve the economic efficiency and organizational management level of the company [1, 2]. Government public departments and universities have gradually begun to explore the performance evaluation model, in order to develop a scientific and effective evaluation system to improve work efficiency [3]. Therefore, the introduction of performance evaluation theory into the work evaluation of counselors and the scientific and comprehensive evaluation of the work of counselors are important measures to motivate the work of college counselors [4, 5].

2. Literature Review

At present, many colleges and universities have generally adopted a combination of qualitative and quantitative performance evaluations for the group of instructors, with a quantitative approach, and the work attitude, work ability, and work performance have been included in the evaluation content [6–9]. However, subjective selection methods are mostly used in the selection of evaluation indicators. In terms of finalizing the evaluation content index system and the weight of each content index, the subjectivity is too obvious. The coach performance evaluation system constructed in this way is ineffective. The expected evaluation effect cannot motivate the team of counselors to actively tap their own potential and create higher performance [10]. And because the counselor’s own work has not received a comprehensive and accurate response, it will dampen their enthusiasm for work to a certain extent [11, 12].

Looking at the current literature on the performance appraisal of counselors’ daily work, most of the research focuses on the analysis of the current status of the performance appraisal system for counselors in colleges and universities. Reasonable and effective performance appraisal
system puts forward its own countermeasures and suggestions [13–15]. Landy et al. believe that performance evaluation is the central function of human resource management because it is a test of the content and early input effects of many human resource management activities [16]. Cleveland et al. pointed out that performance evaluation provides relevant information for many personnel decision-making, including salary increase, job recommendation, transfer, training plan, and employee development and performance feedback [17]. Studies by Maye and Davis have shown that effective use of performance evaluation is conducive to the functioning of other human resource management activities [19]. However, the previous research on the performance appraisal system of counselors’ daily work has not carried out in-depth construction of the performance appraisal index system for counselors in higher vocational colleges and lacks strong operability [20, 21].

Many colleges and universities have realized the importance of appraisal and have invested a lot of energy in the work of performance appraisal [22, 23]. However, there are still many problems in the performance appraisal work of counselors. How to evaluate the performance of the instructor groups in colleges and universities is a problem faced by the construction of the teaching staff of colleges and universities. Based on the analysis and research on the status quo of the performance appraisal of university counselors, the idea of constructing the performance appraisal system is put forward. The establishment of the human resource performance appraisal system in universities is a complex and important task. Most universities are still in the initial and exploratory stage, and similar problems exist in the implementation of performance appraisal. Therefore, this article attempts to explore scientific and reasonable methods and approaches for human resource performance evaluation in colleges and universities through the analysis and research of the current situation of human resource performance evaluation of counselors and the construction of human resource performance evaluation system.

3. Methodology

Methodology consists of two sections, counselor performance evaluation and performance evaluation, based on particle swarm intelligence.

3.1. Counselor Performance Evaluation. The performance appraisal system for instructors has always been a more complicated system project embodied in the construction of college appraisal [23–25]. Regarding the various indicators and factors in the assessment system, such as how to formulate specific indicators for the instructor’s assessment, how to make the indicators more scientific and objective, and how to stimulate the enthusiasm of the instructor to better participate in the assessment influence in the system [26, 27]. Many factors outside the appraisal system will also have an impact on the performance of the counselor, thereby affecting the effectiveness of the counselor’s performance appraisal [28, 29]. Therefore, in the college system, how to manage the performance of counselors more effectively is not only a problem that the student work department should think about but also a problem that the management of other departments of the university should think about together. Figure 1 describes the technical roadmap for performance evaluation.

In the performance appraisal stage, it is necessary to realize the unification of competency description and performance appraisal indicators [30, 31]. Performance results are quantified, focusing on past short-term goals. Generally speaking, the performance results of counselors are mainly evaluated by indicators such as student class attendance rate, recognition status, make-up exam rate, retake rate, dropout rate, disciplinary violations, and safety accident occurrences [32, 33]. Competency assessment has a wide range and focuses on the future. It mainly examines the current strengths and weaknesses of employees and the gap between the existing competence and the current and future job competence requirements. The results are used as the basis for employee development and career planning index. The combination of the two is mainly achieved through the weight between performance and competence. Figure 2 describes the competency-based performance management model of college counselors.

3.2. Performance Evaluation Based on Particle Swarm. This study first adopts the literature analysis method, uses the function analysis method, the performance method, and the situation method to analyze the competencies that the college counselors should have, summarizes these competencies to obtain multiple competencies of the counselors, then uses the Delphi method to define each competency, and finally designs a questionnaire on the competence of college counselors, test college counselors, uses SPSS13.0 to analyze the survey results by exploratory factors, and obtains the four competency models [34]. Dimensions: in order to verify the results of exploratory factor analysis, the new samples were investigated with the college counselor competency questionnaire, and the structural equation modeling software AMOS4.0 was used for confirmatory analysis, and finally, the competency model of college counselors was obtained:

$$\begin{align*}
\{ y = \beta_0 + \beta_1 x_1 + \cdots + \beta_m x_m + \varepsilon, \\
\{ \varepsilon \sim N(0, \sigma^2),
\end{align*}$$

which is an unknown parameter that has nothing to do with $x$. Now, we get $n$ independent observation data, where $a$ is the observation value of $x_1, x_2, \ldots, x_m$. $b$ is the observed value of $y$.

$$\begin{align*}
\{ b_1 = \beta_0 + \beta_1 a_1 + \cdots + \beta_m a_m + \varepsilon_i, \\
\{ \varepsilon_i \sim N(0, \sigma^2), i = 1, \ldots, n.
\end{align*}$$

Among them, the parameter $\beta_0, \beta_1, \ldots, \beta_m$ is estimated by the least square method, that is, the estimated value should be selected. The fitting error $e = Y - \bar{Y}$ is called the
residual and can be used as an estimate of the random error $\varepsilon$:

$$Q = \sum_{i=1}^{n} e_i^2 = \sum_{i=1}^{n} (b_i - \bar{b}_i)^2.$$  \hspace{1cm} (3)

According to niche thinking, similar particles will gradually gather as they evolve to form several niche subgroups. In this paper, the Euclidean distance is used to represent the particle distance, and a strategy is designed to divide the niche subgroups [35]. The distance $x_a, x_b \in \Omega$ between any two particles in the particle space $\Omega$ is expressed by the Euclidean distance $D(x_a, x_b)$ as

$$D(x_a, x_b) = \sqrt{\sum_{i=1}^{3} (x_a^i - x_b^i)^2},$$  \hspace{1cm} (4)

where $x_a^i$ and $x_b^i$ are the parameter values of 2 particle codes, respectively, $X$ is the particle space, and $\Omega$ is the set of small and medium habitat subgroups:

$$D(x_a, x) = \sqrt{\sum (x_a^i - (\bar{o}(X))^i)^2}.$$  \hspace{1cm} (5)

The center point of the niche subgroup is defined as the center position of all particles, and the center point changes when the particles join the niche subgroup:

$$\bar{o}(X)^i = \frac{x_a^i + (\bar{o}(X))^i}{2}.$$  \hspace{1cm} (6)

If particle $x_a \in \Omega$ satisfies $\min\{D(x_a, X_k) | X_k \subset X\} = D(x_a, X)$, the particles belong to the same niche subgroup. If only part of it is satisfied, the particle alone serves as a niche subgroup, where $\varepsilon$ is the average distance between all particles.
Based on the above analysis, all particles are divided into several niche subgroups, and the global optimal particle selection is performed. According to the multiobjective function, the optimal particle is selected from each niche subgroup as the optimal particle set, and the scale of each niche subgroup is calculated, that is, the number of particles in each niche subgroup. The particle with the smallest size of the niche subgroup belonging to the optimal particle set is selected as the global optimal particle. The method of combining multiobjective functions and niche subgroups to obtain optimal particles can not only select the optimized particles but also retain the diversity of particles.

According to the selected global optimal update particles, the speed and position of the particles are updated as follows:

\[
v_{i}^{t+1} = w v_{i}^{t} + c_{1} r_{1} (p_{i}^{t} - x_{i}^{t}) + c_{2} r_{2} (g^{t} - x_{i}^{t}),
\]

\[
s_{i}^{t+1} = s_{i}^{t} + v_{i}^{t+1},
\]

where \( w \) is the inertia weight, \( r_{1} \) is a random number uniformly distributed between (0,1), \( c_{1} \) and \( c_{2} \) are the learning factors, \( v_{i}^{t} \) and \( s_{i}^{t} \) are the velocity and position of the particle in the first generation, respectively, \( p_{i}^{t} \) is the local optimal position of the particle, and \( g^{t} \) is the global optimal position of the particle swarm.

According to the relevant factors of the task completion, the task completion efficiency, task completion rate, and other indicators are selected to evaluate the task completion. The evaluation of task completion has a certain degree of uncertainty. Because certain factors of task pricing are fuzzy, the fuzzy comprehensive evaluation method has been widely used, but the determination of the fuzzy membership degree has a certain degree of arbitrariness, which is in line with objective reality. The membership function can be obtained in long-term "learning." Therefore, based on the theory of set pair analysis, this study takes uncertainty and certainty as a system to study, with the help of the law of mutual connection between certainty and uncertainty in this system and mutual transformation under certain conditions. For high and low indicators, we use different data standardization methods.

For positive indicators,

\[ z_{ij} = \frac{x_{ij} - \min(x_{ij})}{\max(x_{ij}) - \min(x_{ij})} \]  (8)

For negative indicators,

\[ z_{ij} = \frac{\max(x_{ij} - x_{ij})}{\max(x_{ij}) - \min(x_{ij})} \]  (9)

Finally, we get the normalized matrix:

\[ z = (z_{ij})_{n \times m} = \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{14} \\ x_{21} & x_{22} & \cdots & x_{24} \\ \vdots & \vdots & \cdots & \vdots \\ x_{20661} & x_{20662} & \cdots & x_{20664} \end{bmatrix} \]  (10)

Calculate the proportion of the \( i \)th program index under the \( j \)th index \( p_{ij} \):

\[ p_{ij} = \frac{z_{ij}}{\sum_{i=1}^{n} z_{ij}} \]  (11)

Calculate the entropy value of the \( j \)th index:

\[ e_{j} = -k \sum_{i=1}^{n} p_{ij} \ln(p_{ij}) \]  (12)

Normalize the difference coefficient to calculate the weight:

\[ w_{j} = \frac{g_{j}}{\sum_{k=1}^{m} g_{k}} \]  (13)

Using the previously determined weight vector \( W \) and the identity matrix \( Q \), the weighted identity matrix \( R \) of each evaluation object and the ideal plan can be determined:

\[ R = W \cdot Q = (w_{1}, w_{2}, \ldots, w_{n}) : \begin{bmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ a_{21} & a_{22} & \cdots & a_{2n} \\ \vdots & \vdots & \cdots & \vdots \\ a_{m1} & a_{m2} & \cdots & a_{mn} \end{bmatrix} = (a_{1}, a_{2}, \ldots, a_{n}). \]  (14)

4. Results and Discussion

Results and discussion are mentioned and are much helpful to show the variance of results.

According to the value of the same degree matrix \( R \), the pros and cons of the \( m \) evaluated objects are determined. The larger the value of \( a_{ij} \), the better the evaluation. The abovementioned evaluation model process standard is shown in Table 1.

It can be seen from Table 1 that when the index parameter is 2.5–3, the evaluation result is excellent. When the index parameter is 2–2.5, the evaluation result is better. When the index parameter is 1.5–2, the evaluation result is good. When the index parameter is 1–1.5, the evaluation result is poor. When the index parameter is 0–1, the evaluation result is poor. Figure 3 describes the results of the comparison of the performance optimization of the instructors.
The content of the counselor group evaluation is a summary of the work content of each individual, so the individual counselor evaluation indicators are consistent with the group evaluation indicators except for the "Counselor Team Building." Figure 4 shows the comparison among FPSI and state-of-the-art technique. The current evaluation method is a single evaluation of the individual work of the counselor. Because the performance of a counselor group is also a comprehensive manifestation of the work performance of each counselor, only the performance of the entire group can be improved, and the performance of each counselor can be better reflected. This can help every counselor establish a sense of teamwork and a sense of collective honor, consciously combine their own work goals with the goals of the group in their work, and ultimately achieve the goal of mutual promotion and mutual development. Therefore, in the new individual evaluation plan, we should include the group evaluation situation in the individual evaluation index.

5. Recaptulation
The results of the proposed study consist of the index parameter. The maximum range of the proposed method is from 2.5 to 3.0. The proposed method name is fusion particle swarm intelligence (FPSI), whereas the index parameter value of the state-of-the-art method is 1 so the FPSI is $s$.

6. Conclusion
The competency model of college counselors is a multidimensional model composed of four dimensions: work attitude, values, work ability, and personal charm. These four dimensions reflect the same factor at a higher level. The development method of the competency model of college counselors needs further research. It is necessary to explore in future practice how to better improve and enrich the development methods suitable for the competency characteristics of the counselor’s position and improve its accuracy. Whether these methods are suitable for counselors, we need to continue to explore, improve, and enrich them in future practice. The empirical research on human resource management of college counselors based on the competency model boldly introduces the competency characteristics into the human resource management system of college counselors. The program helps to establish a sound counselor human resource management system and improve the overall quality of college counselors.
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