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ABSTRACT

Knowledge distillation is an effective machine learning technique to transfer knowledge from a teacher model to a smaller student model, especially with unlabeled data. In this paper, we focus on knowledge distillation for the RNN-T model, which is widely used in state-of-the-art (SoTA) automatic speech recognition (ASR). Specifically, we compare using soft and hard target distillation to train large-scale RNN-T models on the LibriSpeech/LibriLight public dataset (60k hours) and our in-house data (600k hours). We found that hard targets are more effective when the teacher and student have different architecture, such as large teacher and small streaming student. On the other hand, soft target distillation works better in self-training scenario like iterative large teacher training. For a large model with 0.6B weights, we achieve a new SoTA word error rate (WER) on LibriSpeech (8% relative improvement on dev-other) using Noisy Student Training with soft target distillation. It also allows our production teacher to adapt new data domain continuously.

Index Terms— RNN Transducer, Knowledge Distillation, Noisy Student Training, Semi-supervised learning

1. INTRODUCTION

The success of end-to-end (E2E) speech recognition models [1, 2, 3] are highly dependent on having a large amount of high-quality transcribed speech data. However, it is expensive and difficult to get the high-quality human transcriptions, which restricts the development of automatic speech recognition (ASR).

Knowledge distillation [4] is an effective technique to transfer knowledge from a teacher model to a student model. Noisy Student Training (NST) [5, 6] is a well established method that applies knowledge distillation in an iterative training fashion to progressively improve the model. For each iteration, NST transcribes a large amounts of unlabeled data from teacher model and use it to train the student model with data augmentation. NST has been shown to be effectiveness for ImageNet and the LibriSpeech automatic speech recognition task [6].

In this paper, we explored knowledge distillation for the RNN-T [7] model. RNN-T is widely used in large-scale ASR systems [8, 9] and achieves state-of-the-art results on the LibriSpeech dataset [10, 11, 12]. NST training of RNN-T models was first studied in [6] using hard target distillation [4, 13], where the student model is trained using pseudo labels generated by a teacher model. Hard target distillation was also used in the follow-up works [10, 12] that further improved the SoTA results on LibriSpeech by combining with pre-training. More recently, soft target distillation for RNN-T was explored in [14, 15], where the KL divergence between the teacher and student output label distribution is used as the loss function, similar to those used in [4]. However, it was only used for model compression [14] and streaming ASR models [15].

Motivated by the success of using soft target distillation in image domain [5] and a recent theoretical analysis [16] claiming that soft target distillation is better than hard target, this paper investigates the optimal knowledge distillation method for the large-scale RNN-T architecture.

We demonstrate that soft target distillation brings better word error rate (WER) in self-training whose teacher and student have the same architecture. Otherwise, hard target distillation brings better WER. Teacher self-training with soft target distillation makes new LibriSpeech SoTA WER on a similar setup to W2v-BERT paper [12]; WERs (dev/dev-other/test/test-other) of Conformer 600M model without external language model from 1.3/2.6/1.4/2.7 to 1.3/2.4/1.4/2.6. In addition, we succeeded to train new production teacher without performance degradation by soft distillation, in the case that training data distribution is shifted.

The contributions of this work include the following: (1) A systematic study of soft and hard target distillation on large-scale SoTA RNN-T. (2) A practical solution of soft/hard target distillation given different situation. (3) A more efficient way to do soft distillation and achieve new SoTA on LibriSpeech.

2. RELATED WORK

2.1. RNN-T model

In this section, we briefly summarize RNN Transducer [7] (RNN-T). The RNN-T loss is given by the sum of the negative log posterior probability for all possible sequences through the $U \times T$ lattice, as shown in Fig 1, where $U$ is the length of target token sequence $y$ and $T$ is the number of audio input features. Each node at $(u, t)$ in the lattice represents a log probability made of a pair of acoustic $(a_{mt})$ and label $(l_{nt})$ states. The RNN-T joint network combines these states to output the probabilities of the next label (such as characters or word pieces) token (vertical transition) or a special blank token (horizontal transition). The RNN-T loss can be computed efficiently using the forward-backward algorithm.

2.2. RNN-T distillation

The first knowledge distillation [4] paper introduces both soft target and hard target distillation in classification task. Soft target is a categorical distribution over all classes while hard target is a one-hot vector.

In RNN-T distillation, hard target is a transcript label, which is represented by a sequence of one-hot vectors. The first RNN-T NST [6] utilizes hard target distillation and then hard target distilla
3.1. Multi-stage training using self/semi-supervised learning

We combine W2v-BERT and NST as follows:
1. Prepare the existing strong teacher.
2. Pretrain RNN-T encoder of the student by W2v-BERT.
3. Distillation from the teacher to the pre-trained student.

The existing strong teacher is bi-directional model trained by W2v-BERT and multi generation NST. We call the distillation target as student. In the paper, the student model is both large bi-directional model and small streaming model.

3.2. Distillation methods

We use a linear combination of the RNN-T loss ($L_{RNNT}$) and the KL-divergence loss ($L_{KL}$) as the overall training loss:

$$L = \alpha L_{RNNT} + (1 - \alpha) L_{KL}$$

It can express different training methods by adjusting $\alpha$. With $\alpha = 1$ and human labeled data, it is a conventional RNN-T training. When pseudo-labeled data are used, we can achieve hard target distillation with $\alpha = 1$ and soft target distillation with $\alpha = 0$. Furthermore, we can mix both the hard and soft target distillation by setting $\alpha$ to be between 0 and 1. We can also mix soft target distillation with supervised training by using $L_{RNNT}$ on labeled data and $L_{KL}$ on unlabeled data, which is used in existing distillation work in other domains [4, 20, 21]. In this paper, most of the experiments use $\alpha = 0$ because we found that using $L_{KL}$ alone achieves better WERs, as shown in Section 4.3.

We implement RNN-T soft target distillation efficiently. In Eq 1, the KL divergence for each $(u,t)$ can be computed independently, so it is free to compute all at once or break them into smaller groups to balance time and space trade-off. We found that computing 8 time frames each iteration works best. With this implementation, vanilla soft target distillation and efficient RNN-T distillation [14] consume similar memory.

3.3. Enhanced Conformer

The Conformer [20] is widely used for state-of-the-art ASR systems. On the other hand, Primer [23] is the SoTA Transformer architecture for autoregressive language modeling, as discovered by AutoML. It was found to reduce the training costs by 4x and achieved better performance [23].

Motivated by the use of the Squared ReLU activation function in Primer, we change the activation function for feed forward modules in Conformer from SWISH to Squared ReLU and found it to be beneficial, as shown in the experiment results in Section 4.2.

Primer also introduces depth separable convolution for $Q, K, V$. However, we did not find it useful for our setup. In this paper, we use Conformer with Squared ReLU in all the experiments.

4. EXPERIMENT

4.1. Experiment Setup

4.1.1. Model Architecture

In this study, we evaluate three different types of models: the bi-directional large model, and the streaming large and small model. The bi-directional large model is utilized as the teacher model throughout the paper. In Sec 4.3.1 to 4.3.3, we present the results of our experiments when the student model is either the bi-directional large model, or the streaming large/small model, respectively.

The architecture of the bi-directional large model is similar to Conformer XL model (0.6B) in [10]. The audio encoder has 24 Conformer blocks [22] with model dimension 1024. The convolution kernel size is 5 and the self-attention layer consists of 8 heads with 128 left and right context length. The decoder consists of a 2-layer LSTM label encoder with 2048 units projected down to 640 output units, and a joint network with a single feed-forward layer with 640 units. The total number of weights is 0.6B. The model is trained by minimizing the RNN-T loss [7].

The streaming large model architecture is same to the bi-directional model, but self-attention and convolution layer use a
causal mask. The streaming small model is a smaller by depth and width reduction. The Conformer encoder has 17 blocks with 512 dimension. This model has a total of number 150M weights.

4.1.2. Data

We conduct our experiments on both the public data and in-house data. First, public data consists of LibriSpeech and LibriLight dataset as shown in Tab 1. LL is the main target of RNN-T distillation experiments as LL does not have labels. The teacher model produces pseudo labels for hard target distillation. The teacher model produces RNN-T $U \times T$ log probability lattice for soft distillation.

Table 1. Overview of LibriSpeech datasets.

| Data set       | Label | Hours |
|----------------|-------|-------|
| LibriSpeech (LS) | human | 960   |
| LibriLight (LL)  | unlabel | 60k   |

Second, we use a large multi-domain (MD) English dataset [24] as in-house dataset. The data consists of utterances from multiple domains, such as voice search (VS), medium-form (MF) and YouTube (YT). All the data are anonymized and hand-transcribed following Google AI principles [25]. VS is mostly voice command. MF is mostly natural conversation. The YT labels are generated from YouTube video transcription with confidence filter.

Table 2. Overview of in-house datasets. MD denotes all the supervised data (VS + MF + YT, 575k hrs). MDnew denotes the new data (VSunsup + MFunsup + YT, 615k hrs).

| Data set       | Label | Hours |
|----------------|-------|-------|
| Voice search (VS) | human | 27k   |
| Medium-form (MF)  | human | 26k   |
| Youtube (YT)     | semi  | 440k  |
| Voice search (VSunsup) | unlabel | 150k |
| Medium-form (MFunsup) | unlabel | 25k  |

4.2. Prepare the baseline teacher

We enhance RNN-T conformer model using Squared ReLU activation as proposed in 3.3. It makes clear improvement compared to Conformer XL model of W2v-BERT paper [12]. As shown in Tab 3, Squared ReLU experiment has better WERs than W2v-BERT XL (600M parameters) model [12], which uses SWISH activation. B0 is trained with the same methodology as W2v-BERT XL model [12], such as W2v-BERT pre-train and then NST with hard target pseudo labels. B0 goes through multiple NST generations until WERs are converged, which is 4 generations. The rest of experiments use Conformer with Squared ReLU activation, and B0 as the teacher.

Table 3. LibriSpeech WERs comparison for the enhanced baseline.

| Model                  | dev  | dev-other | test | test-other |
|------------------------|------|-----------|------|------------|
| W2v-BERT XL [12]      | 1.3  | 2.6       | 1.4  | 2.7        |
| B0 (Squared ReLU)      | 1.3  | 2.5       | 1.4  | 2.6        |

4.3. LibriSpeech results

4.3.1. Large bi-directional self-training

We distil the baseline teacher (B0) to the same architecture student model. As shown in Tab 4, soft target distillation (E1) makes better WERs in self-training scenario. Hard target distillation (E0) has slightly worse WERs than the teacher (B0).

All LibriSpeech near-SoTA papers in Tab 4 use hard target distillation. W2v-BERT [12] has LibriSpeech SoTA WERs before. WERs of soft target distillation (E1) is better, especially dev-other and test-other. We have new SoTA WERs for 600M parameters models.

Table 4. LibriSpeech WERs comparison for teacher models, without language model (LM). XL denotes 600M model and XXL denotes 1B model.

| Model                  | dev  | dev-other | test | test-other |
|------------------------|------|-----------|------|------------|
| B0 (teacher XL)        | 1.3  | 2.5       | 1.4  | 2.6        |
| E0 (hard target, XL)   | 1.3  | 2.5       | 1.4  | 2.7        |
| E1 (soft target, XL)   | 1.3  | 2.4       | 1.4  | 2.6        |
| BEST-RQ XL [17]        | 1.5  | 2.8       | 1.6  | 2.9        |
| W2v-BERT XL [12]      | 1.3  | 2.6       | 1.4  | 2.7        |
| wav2vec2 XXL [10]      | 1.3  | 2.7       | 1.5  | 2.7        |
| W2v-BERT XXL [12]     | 1.4  | 2.4       | 1.4  | 2.5        |

4.3.2. Small bi-directional student model

As shown in Tab 5, hard target distillation makes better WERs than others, for 150M parameters student model. Soft target distillation still makes better WERs than RNN-T baseline (B1). Soft target distillation does not work well when the architecture of teacher and student is different. On the other hand, hard target is architecture agnostic as hard target is just pseudo label.

E4 combines hard target and soft target distillation by setting $\alpha = 0.5$ in Eq 2. The results are as bad as soft target distillation (E3). Soft target distillation loss (i.e. the KL term in Eq 2) with mismatching teacher and student logits affects the training badly, although the loss includes RNN-T loss. We assume there is an alignment mismatch between RNN-T loss and KL divergence loss, which affects the training badly.

Table 5. LibriSpeech WERs comparison for 150M student models.

| Model                  | dev  | dev-other | test | test-other |
|------------------------|------|-----------|------|------------|
| B0 (teacher XL)        | 1.3  | 2.5       | 1.4  | 2.6        |
| B1 (student)           | 1.9  | 4.4       | 2.1  | 4.6        |
| E2 (hard target)       | 1.5  | 3.6       | 1.7  | 3.6        |
| E3 (soft target)       | 1.7  | 3.7       | 1.8  | 3.8        |
| E4 (hard+soft target)  | 1.7  | 3.7       | 1.8  | 3.8        |

4.3.3. Small streaming student model

Soft target distillation is even worse with a streaming student because the architecture is more different. As shown in Tab 6, hard
target distillation (E5) makes the best WERs for 150M parameters streaming student model. Soft target distillation (E6) makes even worse WERs than RNN-T baseline (B2). E7 combines hard target and soft target distillation, which has the worse WERs among all the streaming experiments. Soft target distillation loss (i.e. KL divergence in Eq 2) with mismatching teacher and student logits fights against hard target distillation loss (i.e. RNN-T loss in Eq 2), which results in bad WERs.

Table 6. LibriSpeech WERs comparison for streaming 150M student models.

| Model          | Data     | WER | dev | dev-other | test | test-other |
|----------------|----------|-----|-----|-----------|------|------------|
| B0 (teacher XL)| dev      | 1.3 | 2.5 | 1.4       | 2.6  |            |
| B2 (student)  |          | 4.2 | 10.4| 4.8       | 9.5  |            |
| E5 (hard target)|         | 4.0 | 9.4 | 4.4       | 8.6  |            |
| E6 (soft target)|        | 4.4 | 11.1| 4.6       | 11.1 |            |
| E7 (hard+soft target)| | 4.6 | 11.8| 4.7       | 11.7 |            |

4.4. Production data experiments

We compare hard target and soft target distillation with our in-house data as mentioned in Sec 4.1.2. We conduct distillation experiments with the existing strong teacher from the previous work [9]. The existing teacher is B3 in Tab 7 which is trained by W2v-BERT and multi generations NST with MD data as shown in Tab 2. The model architecture is very similar to LibriSpeech Conformer XL teacher. The biggest difference is that the model input feature is 4 contiguous frames of 128-dimension log-mel features [3] sub-sampled by a factor of 3 and a one-hot domain-id vector of size 16.

First, we conduct both hard and soft target distillation on the same architecture student model with the same MD data. As shown in the second group of Tab 7, soft target distillation (E9) maintains the WERs of the teacher (B3), but hard target distillation (E8) degrades the performance. B3 from the previous work [9] uses hard target distillation but has better WERs than E8, because it mixes pseudo labels with 1k hours human labels. Soft target distillation successfully maintains teacher WERs without any human labels.

Second, we conduct the distillation experiments with newer and bigger data (MD_{new}). As shown in the third group of Tab 7, soft target distillation (E11) improves WERs, while hard target distillation (E10) degrades WERs. Soft target distillation is more robust in data domain shift scenario. It enables the teacher to adapt new data without human label. It allows our production teacher to adapt new data domain in continual learning.

5. DISCUSSION

5.1. Soft target vs hard target

As shown in Sec 4.3 and Sec 4.4, soft target distillation works better in self-training, but hard target distillation works better when the teacher and student have different architecture. Hard targets allow the student model to learn the alignment by itself using RNN-T loss and therefore works well when the teacher and student have different architecture such as bi-directional teacher and streaming student. On the other hand, soft distillation computes node-wise KL divergence over the $U \times T$ lattice, so it assumes that both the teacher and student models have similar optimal alignment. This is true when the teacher and student have the same architecture. When the alignment is not an issue, soft targets can transfer more information. We leave alignment aware soft target distillation for a future study.

5.2. Self-sup pretrain for student

So far, we pretrain the student using W2v-BERT before distillation. When the student is randomly initialized, soft target distillation (E13) could not make the optimal WERs, as shown in Tab 8. Self-supervised learning and soft target distillation are complementary methods. We recommend to pretrain audio encoder of the student model by the latest self-supervised learning before teacher student distillation.

Table 7. In-house data WERs comparison for production 600M teacher models. E8 and E9 are trained with the same data to the teacher B3. E10 and E11 are trained with out of domain data. Soft distillation (E11) recovers in-domain VS and MF WERs without in-domain training.

| Model          | Data     | WER (%) | VS | MF | YT |
|----------------|----------|---------|----|----|----|
| B3 (old teacher)| MD       | 4.1     | 4.3| 8.0|
| E8 (hard target)| MD       | 4.2     | 4.4| 8.1|
| E9 (soft target)| MD       | 4.1     | 4.3| 8.0|
| E10 (hard target)| MD_{new}| 4.3     | 4.4| 7.9|
| E11 (soft target)| MD_{new} | 4.1     | 4.3| 7.8|

5.3. Limitation

In this work, we explore optimal distillation method given the existing strong teacher. In the case that we do not have strong teacher, the suggested method may not work without modification. Self-Adaptive Distillation paper [15] reports that RNN-T loss and soft target distillation loss together works well with weak teacher. We leave making weak teacher to strong teacher by knowledge distillation for future study. As the teacher is stronger, the distillation method should converge to the suggested method in this paper.

6. CONCLUSION

In this paper, we conducted extensive empirical studies for RNN-T distillation. Our results show that soft target distillation works better when both the teacher and student models have the same architecture. Otherwise, hard target distillation works better. We further demonstrate that soft target distillation achieved better results for self-training NST, where iterative distillation is applied to the same model. This enhances a 600M Conformer RNN-T model to achieve a new SoTA WERs for LibriSpeech.
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