Evidence for Crystalline Structure in Dynamically-Compressed Polyethylene up to 200 GPa
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We investigated the high-pressure behavior of polyethylene (\(\text{CH}_2\)) by probing dynamically-compressed samples with X-ray diffraction. At pressures up to 200 GPa, comparable to those present inside icy giant planets (Uranus, Neptune), shock-compressed polyethylene retains a polymer crystal structure, from which we infer the presence of significant covalent bonding. The \(\text{A}_2\text{m}\) structure which we observe has previously been seen at significantly lower pressures, and the equation of state measured agrees with our findings. This result appears to contrast with recent data from shock-compressed polystyrene (\(\text{CH}\)) at higher temperatures, which demonstrated demixing and recrystallization into a diamond lattice, implying the breaking of the original chemical bonds. As such chemical processes have significant implications for the structure and energy transfer within ice giants, our results highlight the need for a deeper understanding of the chemistry of high pressure hydrocarbons, and the importance of better constraining planetary temperature profiles.

Carbon and hydrogen are among the most abundant elements throughout the universe and are major constituents of large planets\(^1\)–\(^3\). The bodies in which carbon is found in significant quantities are known as the ‘ice giants’, as opposed to the gas giants - which are dominated by hydrogen and helium\(^4\) - or rocky planets, with minimal light element atmospheres\(^5\). In the mantles of the ice giants, mixtures of ammonia, water and hydrocarbons are found in complex warm dense states\(^6\)–\(^7\): methane, a major constituent of such planets\(^8\), dissociates and polymerises at high pressures\(^9\), with the liberated hydrogen becoming metallic\(^10\), while water and ammonia form superionic states\(^7,11\). Because these conductive states give rise to the planetary dynamo, their structure might explain the unusual magnetic fields of Uranus and Neptune\(^12,13\). Understanding the properties of high pressure polymers is therefore directly relevant to the behaviour of planetary interiors within our own solar system, and throughout the galaxy\(^14\).

On Earth, the extreme conditions found in planetary deep interiors can only be reached transiently, by shock compression\(^15\) or, for lower pressure states, static compression and heating\(^16,17\). The samples for these experiments can be light, fluid hydrocarbons such as methane or ethanol, but to avoid the complications of containing such samples, plastics are generally preferred. As well as being used as surrogates for planetary interiors, plastics are
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also commonly used as ablator materials for laser-driven shock compression experiments\(^1\), and in inertial confinement fusion targets\(^2\).

Recent work at the Linac Coherent Light Source (LCLS)\(^2\) observed the formation of diamond in shock-compressed polystyrene (CH\(_2\)) at 150 GPa and 5000 K, validating the theoretical prediction of ‘diamonds in the sky’ within ice giants\(^3\). These results are evidence of carbon-hydrogen demixing and subsequent crystalization; such processes are only possible if the chemical bonds within the original CH have been broken due to the shock-induced temperature rise. Here, we show data for polyethylene (CH\(_2\)) driven to similar pressure conditions, with the diffraction signal showing no evidence of diamond formation. Instead, the lower shock temperature allows a polymer structure to remain, resolving a disagreement between first-principles simulations\(^4,5\).

**Experiment**

A schematic of the experimental setup is shown in Fig. 1. The drive laser, containing up to 30 J of energy, drove shocks into the CH foil. The sample was coated with aluminium (~100 nm) on each side, preventing sample disturbance from low intensity at early times and providing a reflective rear surface for the VISAR (Velocity Interferometer System for Any Reflector) probe\(^6\). As shown in the inset, the pulse shape was either square or stepped, in order to drive single or double shocks, respectively; the latter allowed high pressure conditions to be reached but with a much smaller rise in temperature than from a single shock with the same total pressure. At a given delay after the shock drive began, the sample was probed by the X-ray Free Electron Laser (XFEL) beam at an energy of 8.1 or 8.2 keV, and the diffraction from the sample observed on the Cornell-SLAC Pixel Array Detector (CS-PAD), covering an angular range of around 20°–90°. In general, the VISAR detector was not able to observe fringe shifts, as the sample was not reflective after shock breakout, but was able to monitor the breakout time and therefore the average shock speed; more details are given in the Methods sections of Ref.\(^2\).

The conditions in the sample were estimated from one-dimensional radiation hydrodynamics simulations, using the MULTI code\(^6\), using the SESAME equation of state (EOS) table 7171, and including radiation transport. The results of such a simulation are presented in Fig. 2; in this simulation, the laser drive had an initial intensity of 2.7 TW/cm\(^2\), rising to 7.1 TW/cm\(^2\) after 4.5 ns. This particular pulse shape had been calculated from a combination of the measured laser parameters and fitted to the observed sample response in CH\(_2\), in order for the two shocks to break out of the sample simultaneously (see Methods of Ref.\(^2\)). Due to the different EOS of CH\(_2\), the same laser driver does not give simultaneous breakout in this sample, and instead the sample has already begun to release pressure before the second shock reaches the rear surface.

In order to bring the breakout times in CH\(_2\) closer together, and to reach a wider variety of pressure-temperature states, the intensity of the first pulse was varied between 1.56 to 2.91 TW/cm\(^2\). Lower intensities were favoured as these gave a slower first shock, and therefore a smaller delay between the breakouts at the rear surface of the CH\(_2\). Since the majority of the temperature rise occurs during the first shock, changing the intensity of the first pulse significantly changes the temperature in the final state. Shots were also taken using only a single shock, both for calibration and to reach conditions along the shock Hugoniot. Although there was also significant random shot-to-shot variation in the drive laser energies, on the order of 10%, the energy on each individual shot was monitored, allowing shot-by-shot comparison of experiment and simulation. The primary sources of uncertainty in the conditions reached were the choice of EOS used and the effect of radiation in the simulation.
Results and Discussion

The diffraction data was collected on the area detector and then azimuthally integrated for each shot to give an angle-resolved lineout, using the Dioptas software package\(^\text{27}\). The effects of XFEL polarization, as well as absorption in the targets and filters, were calculated and accounted for in the analysis. Examples of data from CH\(_2\) shots are shown in Fig. 3, as a function of diffraction angle \(\theta\) and scattering k-vector \(k = (4\pi\lambda) \sin(\theta/2)\), with \(\lambda\) being the X-ray wavelength. The ambient data shows a complex crystal structure, primarily due to the Pnam space group crystal structure. Features of this phase, particularly the two strong peaks at 21.5° and 23.5°, are present in all of the laser-driven shots. This is due to a halo around the central X-ray spot, comprising around 5% of the total signal, which diffracts from ambient material. The signal from the shocked material is dominated by an amorphous liquid-like structure\(^\text{25}\), with no long-range order between the particles in the sample. However, many shots also clearly display new peaks, which were not present in the initial sample.

In the single shock case shown in Fig. 3, we can identify new peaks at scattering angles of 25°, 29° and 47°. Comparing these to diffraction signals seen in previous work on statically compressed CH\(_2\) samples\(^\text{28-30}\), they appear to correspond to the (010), (200) and (111) diffraction lines from a monoclinic A\(_2/m\) structure. This structure had previously been reported up to pressures of 40 GPa in CH, and was estimated to be the most stable configuration for P > 33 GPa\(^\text{30}\).
samples was observed, as previously reported. For demixing to have occurred in CH, the bonds between the decreasing the separation. We therefore assume a purely orthorhombic structure for this analysis. In both this in our experiment, comparable to the observed angular resolution, and at higher pressures $\beta$ of shots without crystalline peaks close to 150 GPa and 3000 K suggests that we are near the edge of the stability region of the $A_2/m$ structure. The melt line moves to higher temperatures with increasing pressure, although the uncertainties in our conditions mean that it cannot be characterised precisely.

With the variety of conditions reached, we are able to observe the behaviour at a wide range of parameter combinations on the phase diagram, in order to see where plastic structure persists, as shown in Fig. 4. The triangles indicate shots where the $A_2/m$ structure was at least partially observed i.e. the $(111)$ diffraction peak at around 50° was seen, with the colours corresponding to the single shock (blue) or low temperature double shock (green) cases in Fig. 3; similarly, the red points indicate conditions where no new Bragg peaks were seen. The presence of shots without crystalline peaks close to 150 GPa and 3000 K suggests that we are near the edge of the stability region of the $A_2/m$ structure. The melt line moves to higher temperatures with increasing pressure, although the uncertainties in our conditions mean that it cannot be characterised precisely.

The black crosses in Fig. 4 show the pressure-temperature conditions at which diamond formation from CH samples was observed, as previously reported. For demixing to have occurred in CH, the bonds between the carbon and hydrogen must have been broken, or at least sufficiently weakened that order between carbon and hydrogen has been lost and the carbon atoms could rearrange into the diamond lattice. Due to the lower temperature, inferred from the radiation hydrodynamics simulations shown in Fig. 2, this bond breaking is not happening as quickly, or completely, in the CH$_2$ sample. Instead, lattice structures of polymers, rather than from diamond, are seen.

The conditions reached here, as well as their associated uncertainties, are estimated using the SESAME EOS. However, other EOS models may suggest rather different conditions. At pressures along the shock Hugoniot, Mattsson et al. estimated the densities and temperatures in CH using density functional theory molecular dynamics (DFT-MD), finding much lower temperatures than given by SESAME, as shown by the grey Hugoniot lines in Fig. 4. This is in contrast to CH in which, at the pressures considered here, there is much better agreement between first-principle simulations, the SESAME EOS and experimental results. The simulations of Mattsson also predict that, along the Hugoniot, C-H dissociation in CH$_2$ becomes significant for pressures of between 70–100 GPa; our results show the disappearance of lattice, and therefore polymer, structure at similar pressures (72 $\pm$ 7 GPa), although we have only a limited number of single-shock shots. How this different EOS would affect the temperatures reached in our double-shocked experiments is not clear, as the conditions only remain on the Hugoniot to low pressures (up to 50 GPa), where the temperature difference is small. Since direct measurement of the temperature is very difficult in experiments, it was not attempted.

Turning to a more detailed analysis of the $A_2/m$ phase behaviour, we now consider only the shots where three diffraction lines are observed; these together allow us to determine the lattice parameters, while the single $(111)$ peak is insufficient. We first note that, unlike what would be predicted for a monoclinic structure, the separation of the $(111)$ and $(-111)$ lines was never observed. This fact implies that the angle $\beta$ in the structure is approximately 90°, such that the structure reduces to orthorhombic, rather than monoclinic. The lattice parameters measured by Fontana et al. at 44 GPa, with $\beta = 88^\circ$, would imply a separation of 0.5° between the two peaks in our experiment, comparable to the observed angular resolution, and at higher pressures $\beta$ tends towards 90°, decreasing the separation. We therefore assume a purely orthorhombic structure for this analysis. In both this
work, and the static compression experiments of Fontana, other allowed peaks of the high pressure \( A_2/m \) structure - (101), (210) and (020) - are not observed, the reason for which is unknown.

From the diffraction peak positions, we can calculate the lattice parameters and therefore the unit cell volumes at each condition reached. The cell volumes are fitted with a Rose-Vinet EOS of the form:

\[
P(T, V) = P(T_0, V) + \alpha_0 B_0 (T - T_0)
\]

where \( \alpha_0 \) describes the change in bulk modulus with pressure i.e. \( \alpha_0 = \left( \frac{\partial B}{\partial P} \right)_T \), and \( B_0 \) is the isothermal bulk modulus, which is constrained to literature values. \( C_0 \) describes the volumetric thermal expansion coefficient. The fitting parameters are estimated from a least-squares fit, with one-sigma errors quoted.

Unlike experiments using static compression, the effect of temperature is significant here, giving an increase in pressure of up to \( \alpha_0 B_0 (T - T_0) \). This was included in the fitting to the Rose-Vinet EOS, but has been subtracted on a shot-by-shot basis for plotting the pressures in Fig. 5, using the temperatures estimated from simulation. The figure therefore shows the cell volumes as a function of the pressures expected at ambient temperature, as this allows direct comparison with prior work. A decrease in the assumed temperature, such as might be indicated by the Hugoniot of Mattsson in Fig. 4, would have the effect of increasing the calculated pressures at \( T_0 \), and therefore slightly increasing both \( C_0 \) and \( V_0 \), although not outside the quoted uncertainties.

It is clear from Fig. 5 that the variation in our dynamical compression data is significantly larger than that from previous work using static compression; the larger uncertainties can be seen in the pressure and particularly the temperature conditions, as well as in the EOS fit. Our results are slightly better fitted by the parameters of Miyaji, who took data at pressures of up to 1 GPa, but extrapolating both fits to the pressures considered, which are much higher than in the original experiments, gives similarly good agreement. The model used for the effect of the temperature, taken from Vinet et al., is a relatively simple one, but the residual of the fit is weakly correlated with temperature. A more complex model is thus not expected to improve the agreement. The deviations may rather reflect the uncertainty in the conditions reached by the laser shock compression, as neither the pressure nor temperature is extracted directly, but estimated from simulations.

For the \( A_2/m \) lattice to be observed, there must still be significant numbers of covalently bonded polymer chains. Although the stability of chemical bonding at these conditions seems surprising, structural predictions have previously suggested that molecular and polymeric structures may have favourably low enthalpies, even above 200 GPa. We see in Fig. 4 that the conditions at which this structure occurs are also close to those of a recent model for planetary interiors. Our results therefore imply that, deep in the interior of ‘ice giant’ planets there exists not just carbon–carbon bonding, which has previously been inferred, but also carbon–hydrogen bonding. Such chemical processes would have a huge impact on the evolution and behaviour of the mantles of these bodies, since most models assume free hydrogen, in either a metallic or superionic state. The strong temperature dependence of the chemical structures highlights the importance of better constraining the temperature present inside the planets.

Summary

In conclusion, we have observed structural order remaining in shock-compressed polyethylene samples at pressures above 200 GPa, verifying \textit{ab initio} predictions. The lattice structure is consistent with the \( A_2/m \) phase, which had previously been observed at pressures up to only 40 GPa under static compression. The lattice parameters extracted from the data agree with extrapolations from the lower pressure data, increasing confidence in our

![Figure 5. Pressure-volume relations for the CH2 monoclinic structure. Red points and dotted line show data and fit from Fontana; green dotted line shows values from Miyaji; blue triangles show data from this work, with effect of temperature subtracted from the pressure; black dashed line shows best fitting EOS, and shaded region the uncertainty. The inset table shows the values used for generating the three lines with the Rose-Vinet EOS and, for our fit, associated uncertainties.](https://doi.org/10.1038/s41598-019-40782-5)
identification of the structure. Precise characterization of the melt line was not possible, but for pressures of ~170 GPa, our results suggest that it occurs near 3000 K and increases with pressure, as expected. The conditions at which the structure are potentially relevant to planetary interiors, highlighting the importance of covalent bonding even at high pressure and temperature conditions.

References

1. Madhusudhan, N., Agúndez, M., Moses, J. I. & Hu, Y. Exoplanetary Atmospheres, Chemistry, Formation Conditions, and Habitability. Space Sci. Rev. 205, 285–348 (2016).
2. Heng, K. & Lyons, J. R. Carbon Dioxide in Exoplanetary Atmospheres: Rarely Dominant Compared To Carbon Monoxide and Water in Hot, Hydrogen-Dominated Atmospheres. Astrophys. J. 817, 149 (2016).
3. Hubbard, W. B. et al. Interior structure of Neptune - Comparison with Uranus. Science 253, 648–651 (1991).
4. Nettelmann, N., Becker, A., Holst, B. & Redmer, R. Jupiter Models With Improved Ab Initio Hydrogen Equation of State (H-Reos.2). Astrophys. J. 750, 52 (2012).
5. Wolfgang, A. & Lopez, E. How Rocky Are They? The Composition Distribution of Kepler's Sub-Neptune Planet Candidates Within 0.15 AU. Astrophys. J. 806, 183 (2015).
6. Nellig, W. J. et al. The Nature of the Interior of Uranus Based on Studies of Planetary Ices at High Dynamic Pressure. Science 240, 779–781 (1988).
7. Redmer, R., Mattsson, T. R., Nettelmann, N. & French, M. The phase diagram of water and the magnetic fields of Uranus and Neptune. Icarus 211, 798–803 (2011).
8. Helled, R., Podolak, M. & Vos, E. Methane Planets and their Mass-Radius Relation. Astrophys. J. Lett. 805, L11 (2015).
9. Gao, G. et al. Dissociation of methane under high pressure. J. Chem. Phys. 133, 144508 (2010).
10. Nellig, W. J. Magnetic fields of uranus and neptune: Metallic fluid hydrogen. AIP Conf. Proc. 1793, 090002 (2017).
11. Cavazzoni, C. et al. Superionic and Metallic States of Water and Ammonia at Giant Planet Conditions. Science 283, 44–46 (1999).
12. Stanley, S. & Bloxham, J. Convective-region geometry as the cause of Uranus' and Neptun's unusual magnetic fields. Nature 428, 151–153 (2004).
13. Stanley, S. & Bloxham, J. Numerical dynamo models of Uranus' and Neptune's magnetic fields. Icarus 184, 556–572 (2006).
14. Batalha, N. M. Exploring exoplanet populations with NASA's Kepler Mission. Proc. Natl. Acad. Sci. USA 111, 12647–12654 (2014).
15. Zel'dovich, Y. B. & Raizer, Y. P. Physics of shock waves and high-temperature hydrodynamic phenomena. (Academic Press, 1968).
16. Dubrovinsky, L., Dubrovinskaia, N., Prakapenka, V. B. & Abakumov, A. M. Implementation of micro-ball nanodiamond anvils for high-pressure studies above 6 Mbar. Nat. Commun. 3, 1163–1167 (2012).
17. Eremets, M. High Pressure Experimental Method. (Oxford University Press, 1996).
18. Précifor, I. et al. Targets for high repetition rate laser facilities: Needs, challenges and perspectives. High Power Laser Science and Engineering 5, 1–31 (2017).
19. Kritcher, A. et al. Comparison of the Three NIF Ablators, Lawrence Livermore National Lab. (LLNL), Livermore, CA (2017).
20. Kraus, D. et al. Formation of diamonds in laser-pressed hydrocarbons at planetary interior conditions. Nat. Astron. 1, 606–611 (2017).
21. Kraus, D. et al. High-pressure chemistry of hydrocarbons relevant to planetary interiors and inertial confinement fusion. Phys. Plasmas 25, 056313 (2018).
22. Ross, M. The ice layer in Uranus and Neptune - diamonds in the sky? Nature 292, 435–436 (1981).
23. Mattsson, T. R. et al. First-principles and classical molecular dynamics simulation of shocked polymers. Phys. Rev. B 81, 054103 (2010).
24. Celliers, P. M. et al. VISAR for measuring equation of state and shock propagation in liquid deuterium. Rev. Sci. Instrum. 72, 1038 (2001).
25. Hartley, N. I. et al. Liquid Structure of Shock-Compressed Hydrocarbons at Megabar Pressures. Phys. Rev. Lett. 121, 245501 (2018).
26. Ramis, R., Schmalz, R. & Meyer-Ter-Vehn, J. Multi - A computer code for one-dimensional multigroup radiation hydrodynamics. Comput. Phys. Commun. 49, 475–505 (1988).
27. Precher, C. & Prakapenka, V. B. DIOPTAS: a program for reduction of two-dimensional X-ray diffraction data and data exploration. High Pressure Research 35, 223–230 (2015).
28. Seto, T., Hara, T. & Tanaka, K. Phase Transformation and Deformation Processes in Oriented Polyethylene. Jap. J. Appl. Phys. 7, 31–42 (1968).
29. Miyaji, H., Asahi, T., Miyamoto, Y. & Asai, K. Hydrostatic compression of the monoclinic form of polyethylene. Icarus 779–781 (1988).
30. Fontana, L. et al. High-pressure crystalline polyethylene studied by x-ray diffraction and ab initio simulations. Phys. Rev. B 75, 174112 (2007).
31. Hu, S. X. et al. First-principles equation of state of polystyrene and its effect on inertial confinement fusion implosions. Phys. Rev. E 92, 043104 (2011).
32. Wang, C., He, X.-T. & Zhang, P. Thermophysical properties for shock compressed polyethylene. Phys. Plasmas 18, 082707 (2011).
33. Vinet, P., Ferrante, I., Smith, J. R. & Rose, J. H. A universal equation of state for solids. J. Phys. G 19, L467–L473 (1986).
34. Vinet, P., Smith, J. R., Ferrante, J. & Rose, J. H. Temperature effects on the universal equation of state. Phys. Rev. B 35, 1945 (1987).
35. Bethkenhagen, M. et al. Planetary Ices and the Linear Mixing Approximation. Astrophys. J. 848, 67 (2017).
36. Kraus, D. et al. Nanosecond formation of diamond and lonsdaleite by shock compression of graphite. Nat. Commun. 7, 10970 (2016).
37. Nettelmann, N. et al. Uranus evolution models with simple thermal boundary layers. Icarus 275, 107–116 (2016).

Acknowledgements

This work was performed at the Matter at Extreme Conditions (MEC) endstation of the Linac Coherent Light Source (LCLS), SLAC National Accelerator Laboratory, supported by the U.S. Department of Energy (DOE), Office of Science, Office of Basic Energy Sciences under Contract No. DE-AC02-76SF00515. The MEC instrument has additional support from the DOE, Office of Science, Office of Fusion Energy Sciences under contract No. SF00515. N.J.H., K.R., A.K.S. and D.K. were supported by the Helmholtz Association under VH-NG-1141. N.J.H. was supported in part by JSPS KAKENHI Grant No. 16K17846. The work of T.D., A.P. and S.F. was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344. T.D. was supported by Laboratory Directed Research and Development (LDRD) Grant No. 18-ERD-033. S.F. was supported by Bundesministerium für Bildung und Forschung (BMBF) with Project No. 05P15RDA1. R.W.F., M.J.M., and A.M.S. were supported by DOE, Office of Science, Office of Fusion Energy Sciences under Contract No. DE-SC0018298, and through the University of California, Center for High Energy Density Science at UC Berkeley. We acknowledge support by DOE FES through FWP 1001182.
Author Contributions
D.O.G. and J.V. performed simulations in support of this project; all other authors participated in one or both experimental runs. D.K., S.H.G., R.W.F. and T.C. supervised the project. N.J.H. analyzed the data and wrote the manuscript. All authors discussed results and commented on the manuscript.

Additional Information
Competing Interests: The authors declare no competing interests.

Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2019