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Abstract Multi-label classification faces with several critical challenges, such as modeling label correlations, mitigating label imbalance, removing irrelevant and redundant features, and reducing the complexity for large-scale problems. To address these problems, in this paper, we propose a novel method, polytree-augmented classifier chains with label-dependent features, which models label correlations through flexible polytree structures based on low-dimensional label-dependent feature spaces learned by a two-stage feature selection approach. First a feature weighting approach is applied to efficiently remove irrelevant features for each label and mitigate the effect of label imbalance. Second, a polytree structure is built in the label space using estimated conditional mutual information. Third, an appropriate label-dependent feature subset is found by taking account of label correlations in the polytree. Extensive empirical studies on six synthetic datasets and twelve real-world datasets demonstrate the superior performance of the proposed method. In addition, by incorporating the proposed two-stage feature selection approach, the multi-label classifiers with label-dependent features achieve 9.4% performance improvement in Exact-Match on average compared with the original classifiers.
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1 Introduction

In recent years we have witnessed the increasing demand of multi-label classification (MLC) in a wide range of applications, such as text categorization, semantic image annotation, bioinformatics analysis and audio emotion detection, for which numerous machine learning techniques have been specifically designed and successfully utilized. Unlike traditional multi-class single-label classification, where each instance is associated with only a single label, the task of MLC is to assign a label subset to an unseen instance. The existing MLC methods fall into two broad categories: problem transformation and algorithm adaptation [35]. Problem transformation strategy typically transforms an MLC problem into a set of single-label classification problems, and learns a family of classifiers for modeling the single-label memberships. Algorithm adaptation strategy induces conventional machine learning algorithms in the multi-label settings. A number of MLC methods adopting one of the above two strategies have been developed and succeeded in dealing with various multi-label problems.

The previous efforts on MLC focus mainly on two aspects: label correlation modeling and dimensionality reduction. Many researches [28, 11] have shown that capturing label correlations is crucial for a MLC method to achieve competitive classification performance. On the other hand, a variety of dimension reduction approaches [22, 48, 44] have been proposed for the multi-label problems in order to reduce the resource consumption and improve performance. However, most of these methods build their models on the basis of an identical feature space for all labels. Such a universal hypothesis possibly introduces irrelevant and redundant features, resulting in two problems: decreasing the model’s generalization ability and increasing its computational complexity for both learning and prediction. Rather, it is natural to think that each label holds its own specific set of features to distinguish from other labels. For example, in image annotation, an object typically relates to only a few regions in the high-dimensional feature space, and in text categorization, one specific topic is probably relevant to a fraction of words from the massive amounts of vocabulary.
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Hence, in this study we presume that modeling label correlations and mining label-dependent features would benefit the generalization ability and prediction accuracy of a MLC method. As in our previous work [32], the basic idea of Polytree-Augmented Classifier Chains (PACC) has already been proposed, which is more flexible on modeling label correlations than conventional MLC methods. In this paper, we improve the PACC by selecting Label-Dependent Features to produce the PACC-LDF method. We employ a hybrid two-stage feature selection algorithm for the polytree structure. Specifically, a information gain-based feature weighting algorithm is employed in the first stage to efficiently remove irrelevant features in each label, and alleviate the label imbalance problem; After construction of a polytree, in the second stage, a correlation-based feature subset selection algorithm is carried out to select label-dependent feature subset by incorporating label correlations modeled by the polytree. In this way, label-dependent features chosen for the polytree structure will be used to learn the classifier chain and to make prediction on a test instance. The proposed two-stage feature selection algorithm is also applicable to the other MLC methods, such as Classifier Chains (CC) based methods [28, 7, 43]. Extensive experiments conducted on both synthetic and real-world datasets demonstrate the performance superiority of the proposed PACC-LDF method compared with several state-of-the-art MLC methods in terms of classification performance and time complexity.

The contributions of this work are cast into three-folds.

- The polytree structure is introduced to model label dependency, according to which, we propose PACC for MLC and present more technical details in this paper than our previous work in [32].
- A two-stage feature selection framework is specifically developed for PACC to select Label-Dependent Features (LDF), which enables to mitigate the label imbalance problem and save label correlations modeled in the built polytree structure.
- Empirical studies show that on average MLC methods can be improved 9.4% in Exact-Match by incorporating LDF. In addition, extensive experimental results demonstrate the efficiency of the proposed PACC-LDF compared with popular MLC methods.

The remainder of this paper is organized as follows. Section 2 gives the mathematical definition of MLC. Section 3 discusses the related works. Section 4 states the challenges confronted with MLC. Section 5 illustrates an overview of the system framework, and presents technical details in two parts: Polytree-Augmented Classifier Chains (PACC) and Label-Dependent Feature (LDF) selection. Section 6 presents the statistical properties of benchmark multi-label datasets, and defines four metrics for evaluating multi-label classifiers. The experimental results are reported and discussed in Section 7. Finally, Section 8 concludes this paper and discusses future work.

2 Multi-label classification

In the scenario of MLC, given a finite set of labels $\mathcal{L} = \{\lambda_1, ..., \lambda_L\}$, an instance is typically represented by a pair $(\mathbf{x}, \mathbf{y})$, which contains a feature vector $\mathbf{x} = (x_1, ..., x_M)$ as a realization of the random vector $\mathbf{X} = (X_1, ..., X_M)$ drawn from the input feature space $\mathcal{X} = \mathbb{R}^M$, and the corresponding label vector $\mathbf{y} = (y_1, ..., y_L)$ drawn from the output label space $\mathcal{Y} = \{0, 1\}^L$. In other words, $\mathbf{y} = (y_1, ..., y_L)$ can be viewed as a realization of corresponding random vector $\mathbf{Y} = (Y_1, ..., Y_L)$, $\mathbf{Y} \in \mathcal{Y}$, where $y_j = 1$ if label $\lambda_j$ is associated with the corresponding instance $\mathbf{x}$, and $y_j = 0$ otherwise.

Suppose that we are given a dataset of $N$ instances $\mathcal{D} = \{(\mathbf{x}^{(i)}, \mathbf{y}^{(i)})\}_{i=1}^N$, where $\mathbf{y}^{(i)}$ is the label assignment of the $i$th instance. The task of MLC is to find an optimal classifier $h : \mathcal{X} \rightarrow \mathcal{Y}$ which assigns an appropriate label vector $\mathbf{y}$ to each instance $\mathbf{x}$ such that $h$ minimizes a loss function. Given a loss function $\text{loss}(\mathbf{Y}, h(\mathbf{X}))$, the optimal $h^*$ is

$$h^* = \arg \min_h \mathbb{E}_{P(\mathbf{x}, \mathbf{y})} \text{loss}(\mathbf{Y}, h(\mathbf{X})), \quad (1)$$

where $P(\mathbf{x}, \mathbf{y})$ is the joint probability distribution over the feature vector $\mathbf{x}$ and label vector $\mathbf{y}$. The optimal classifier (1) can be rewritten in a pointwise way,

$$\hat{y} = h^*(\mathbf{x}) = \arg \min_h \sum_{\mathbf{y} \in \mathcal{Y}} P(\mathbf{y}|\mathbf{x}) \text{loss}(\mathbf{y}, h(\mathbf{x})). \quad (2)$$

For the subset 0-1 loss $\text{loss}_S(\mathbf{y}, \hat{y}) = 1_{\mathbf{y} \neq \hat{y}}$, where $1_{\cdot}$ is the indicator function, (2) becomes

$$\hat{y} = h^*(\mathbf{x}) = \arg \max_{\mathbf{y} \in \mathcal{Y}} P(\mathbf{y}|\mathbf{x}). \quad (3)$$

Similarly, for the hamming loss $\text{loss}_H(\mathbf{y}, \hat{y}) = \frac{1}{L} \sum_{j=1}^L 1_{y_j \neq \hat{y}_j}$, we have

$$\hat{y}_j = h^*_j(\mathbf{x}) = \arg \max_{y_j \in \{0, 1\}} P(y_j|\mathbf{x}), \quad j = 1, ..., L. \quad (4)$$
As proved in [8], (4) coincides with (3) in case of conditional independence of labels. In Section 3, we will show that binary relevance method [3] and several classifier chain based methods [7, 28, 43, 29] are actually indirect approximations of (3).

3 Related works

In recent years, many efforts in MLC have been paid on two aspects: label correlation modeling and dimensionality reduction. It has been shown in a number of researches [28, 11] that modeling label correlations is very crucial to perform accurate classification. On the other hand, various dimension reduction algorithms, including feature selection [22, 13] and feature extraction [48, 44], have been employed in MLC, in order to simplify the learning phase and overcome the curse of dimensionality.

In terms of label correlation modeling, Classifier chains (CC) based methods have been proposed at a tractable time complexity, originating from the simple Binary Relevance (BR) method. In the BR context, a classifier \( h \) is comprised of \( L \) binary classifiers \( h_1, \ldots, h_L \), where each member classifier \( h_j \) predicts \( y_j \in \{0,1\} \), forming a vector \( \hat{y} \in \{0,1\}^L \). In the prediction phase, BR collects the result of the member classifiers, i.e., \( \hat{y}_j \leftarrow h_j(x) \), which is identical with (4). In this sense, BR can be seen as a hamming loss risk minimizer [8]. In CC [28], the label correlation is expressed in an ordered chain. In the learning phase, according to a predefined chain order, like \( Y_1 \rightarrow Y_2 \rightarrow \cdots \rightarrow Y_L \), it builds \( L \) binary classifiers \( h_1, h_2, \ldots, h_L \) such that each classifier predicts the correct value of \( y_j \) by referring to the correct values of \( \text{pa}(y_j) = \{y_1, y_2, \ldots, y_{j-1}\} \) in addition to \( x \). In the prediction phase, it predicts in turn the value of \( y_j \), using the previously estimated values \( \hat{y}_1, \ldots, \hat{y}_{j-1} \) with \( x \) according to:

\[
\hat{y}_j = \arg \max_{y_j \in \{0,1\}} P(y_j | \text{pa}(y_j), x), \quad j = 1, \ldots, L.
\]

Finally we have \( \hat{y} = (\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_L) \). Note that CC predicts the presence/absence of a label depending on previously predicted label set and its prediction is made in only one path. Probabilistic Classifier Chains (PCC) [7] provides better estimates than CC at the expense of a higher time complexity in the prediction phase. Although PCC shares the learning model (8) with CC, it chooses the best predictor by examining all the \( 2^L \) paths in an exhaustive manner according to the following:

\[
\hat{y} = \arg \max_{y \in \mathcal{Y}} \prod_{j=1}^{L} P(y_j | \text{pa}(y_j), x).
\]

The exponential cost of PCC in prediction limits its application. To make the prediction tractable for PCC, several methods [21, 9, 30] have been proposed to to find the approximate MAP maximum a posterior (MAP) assignment of labels to a test instance. Bayesian Classifier Chains (BCC) [43] introduces a directed tree as the probabilistic structure over labels. The directed tree is established by randomly choosing a label as its root and by assigning directions to the remaining edges. It shares the same model (8) and (5) with CC, but \( |\text{pa}(y_j)| \leq 1 \) limits its expression ability on label correlations. Fig. 1 shows an example of the graphical models of BR, CC, PCC and BCC with four labels. In terms of time complexity, all these methods hold linear complexity \( O(LMN) \) for training if a linear baseline classifier is utilized. In the prediction phase, BR, CC and BCC have linear complexity \( O(LM) \) for testing a single instance, while PCC needs a time complexity of \( O(2^L LM) \).

On the other hand, a variety of MLC methods have been proposed to reduce the dimensionality of multi-label problems. The Multi-Label Naive Bayes (MLNB) method [47] incorporates feature selection mechanism into a new-designed naive Bayes classifier. Principal component analysis is employed to
remove unnecessary features, and then a wrapper approach with genetic algorithm is performed. However, MLNB is applicable to regular-scale datasets with continuous features due to its feature selection mechanism. Label specific FeaTures (LIFT) [44] extracts label-specific features by conducting $k$-means clustering analysis on the positive and negative instances according to a specific label. It obtained competitive results on a broad range of benchmark multi-label datasets, but spent more prediction time than the MLC methods with linear time complexity. By learning a Hierarchy Of Multi-label classifieER (HOMER) based on a balanced $k$-means clustering approach, HOMER [36] partitioned the whole label set into a series of smaller and more balanced sets following the layers of the label hierarchy. Label Partition for Sublinear Ranking (LPSR) [39] consists of two-stages: feature space partition and label assignment. It reduces the prediction complexity by learning a hierarchy over base classifiers, but it has a higher training cost than the linear complexity in $L$. To cope with large-scale problems, a tree-based multi-label method, FastXML, is proposed in [27]. Based on a novel ranking loss function, nDCG, it developed an efficient alternating minimization algorithm to optimize the objective function. In this way, it achieved competitive classification accuracy compared with other scalable MLC methods, and could scale to large-scale datasets even with a million of labels.

For the efficiency, in this paper, we incorporate a two-stage label-dependent feature selection mechanism into the learning phase of a novel polytree-augmented classifier chains method [32] in order to improve its performance on the basis of label-dependent features.

### 4 Challenges for MLC

#### 4.1 Label correlations

There are two types of label correlations for MLC, marginal and conditional dependency. According to the structure of a Bayesian network for $P(\mathbf{X}, \mathbf{Y})$, we have the marginal distribution and the conditional distribution given as,

\[
P(\mathbf{Y}) = \prod_{j=1}^{L} P(Y_j|\text{pa}(Y_j)),
\]

\[
P(\mathbf{Y}|\mathbf{X}) = \prod_{j=1}^{L} P(Y_j|\text{pa}(Y_j), \mathbf{X}),
\]

where $\text{pa}(Y_j)$ denotes the parent label set of $Y_j$. Then the definition on label dependence can be induced:

**Definition 1** Label random vector $\mathbf{Y}$ is called marginally or conditionally independent if $\forall Y_j: \text{pa}(Y_j) = \emptyset$ in (7) or (8).

We can see that label-pair correlation is prevalent in many datasets from the values of mutual information $I(Y_j; Y_k)$ for any pair of $Y_j$ and $Y_k$. Fig. 2(a) shows the label correlations in the Enron dataset, which is measured by mutual information.
4.2 Label-dependent irrelevant and redundant features

The existence of irrelevant and redundant features for classification increases the computational complexity in both learning and prediction, and moreover often reduces the generalization ability of the classifiers designed from instances due to the curse of dimensionality. Irrelevant and redundant features are two distinct concepts, an irrelevant feature has no discriminative information, while a redundant feature shares the same discriminative information with other features. Removal of these features, therefore, does not lose the discriminative information. Rather, elimination of irrelevant and redundant features simplifies the learning phase and prevents from overfitting.

An MLC example with irrelevant and redundant features is shown in Fig. 3. For label $Y_3$, features $X_1$ and $X_2$ are redundant as $Y_3$ could be readily classified by either $X_1$ or $X_2$. If we have prior information of the presence of $Y_3$, $X_2$ is irrelevant since $Y_1$ can be discriminated from $Y_2$ based only on $X_1$. This example shows how irrelevant and redundant features can exist in MLC, and how label-dependent features can be exploited to facilitate the process of classification. Moreover, it shows that the predicted label value can provide some useful information for the unpredicted labels, which could further compact label-dependent feature subsets and promote classification. For example, given the absence of $Y_3$, only $X_2$ is the discriminative feature for labels $Y_1$ and $Y_2$.

4.3 Label imbalance

Multi-label datasets are typically imbalanced, i.e., the number of instances associated with each label is often unequal. In other words, the ratio of positive instances against the negative ones may be quite low for some labels. The imbalance problem usually harms the performance of the learned classifier from two points of view. On one hand, if we aim to minimize hamming loss or ranking loss, we tend to ignore minority labels. On the other hand, classifiers for minority labels are difficult to design. Such label imbalance problem becomes more serious in multi-label datasets than in single-label datasets, since a label comprising of more classes typically has less samples. To depict the imbalance level of a dataset $D$, the mean of the Imbalance Ratio (IR) and the Coefficient of Variation of IR (CVIR) [5] are introduced as follows,

$$
\text{IR} = \frac{1}{L} \sum_{j=1}^{L} \text{IR}(Y_j), \quad \text{CVIR} = \frac{1}{\text{IR}} \sqrt{\frac{1}{L} \sum_{j=1}^{L} \left(\text{IR}(Y_j) - \text{IR}\right)^2},
$$

where $\text{IR}(Y_j) = \max_l \frac{\sum_{i=1}^{N} f_{Y_j(i)=1} f_{Y_l(i)=1}}{\sum_{i=1}^{N} f_{Y_l(i)=1}}$. We can see that multi-label datasets are highly imbalanced from the values of these two measures (Table 2 of Section 6.1). Fig. 2(b) shows the label imbalance problem in the Enron dataset ($L = 53$), where only 15 most frequent labels are reported. A simple way to mitigate the imbalance level in correlation measurement is to use the normalized mutual information (defined in (25) of Sec. 7.1), instead of the original mutual information, $I(Y_j; Y_k)$. Another way is to perform undersampling for majority labels and oversampling for minority labels. For more information on the imbalance problems of MLC, see [5].
Table 1: Summary of popular MLC methods from four viewpoints (◦: good, △: moderate, ×: bad).

| Author | Method | Label Correlation | Dimension Reduction | Label Imbalance | Time Complexity |
|--------|--------|-------------------|---------------------|----------------|-----------------|
| J. Read et al. [28] | CC | o | × | × | x |
| K. Dembczynski et al. [7] | PCC | o | × | × | x |
| M. Zhang et al. [46] | MLkNN | o | × | × | △ |
| G. Tsoumakas et al. [37] | RAkEL | o | o* | △ | △ |
| G. Tsoumakas et al. [36] | HOMER | o | o* | △ | △ |
| M. Zhang et al. [47] | MLNB | △ | o† | × | x |
| J. Weston et al. [39] | LPSR | o | o† | △ | △ |
| M. Zhang et al. [44] | LIFT | × | o† | △ | △ |
| Y. Prabhu et al. [27] | FastXML | o | o† | △ | o |
| This paper | PACC-LDF | o | o† | △ | △ |

* in the label space
† in the feature space
‡ in both the feature and label spaces

4.4 High complexity for large-scale data

The real applications of MLC often confront with large-scale problems, where either of the number of labels $L$, attributes $M$ and instances $N$ might be very large. In such a case, the time complexity will become an important aspect for evaluating an MLC algorithm, sometimes more important than classification accuracy for real-world applications.

Up to now, one of the simplest MLC methods is to transform the MLC problem into a series of single-label classification problems, namely Binary Relevance (BR), which has a linear time complexity $O(LMN)$ in terms of the complexity of the baseline classifier. However, even such a linear complexity can be intractable for large-scale MLC problems. To overcome the limitation, as mentioned in Sec. 3, several dimension reduction approaches are applied in MLC methods so as to attain a sublinear complexity. For instance, embedding based methods [38, 41, 2] project the label vectors onto a low-dimensional linear or nonlinear label subspace, leading to a time complexity of $O(\hat{L}MN)$ with $\hat{L} \ll L$. In this paper, we focus on reducing the dimensionality of the feature space, to attain a complexity of $O(\hat{L}\hat{M}N)$ with $\hat{M} \ll M$.

Table 1 summarizes several MLC methods evaluated from the four viewpoints discussed in this section. It shows that most of popular MLC methods enable to cope with only some of the four issues confronted with MLC. In this paper, we try to deal with all the four aspects with the proposed method.

5 Polytree-augmented classifier chains with label-dependent features

5.1 Polytree-augmented classifier chains

We propose a novel polytree-augmented classifier chains (PACC) as a compromise between the expression ability and the efficiency. A polytree (Fig. 4) is a directed acyclic graph whose underlying undirected graph is a tree but a node can have multiple parents [31]. That is, it is more flexible than trees. A causal basin, as shown in Fig. 4(b), is a subgraph which starts with a multi-parent node and continues following a causal flow to include all the descendants and their direct parents.

5.1.1 Structure learning

In PACC, the conditional label dependence is obtained by approximating the true distribution $P(Y|X)$ by another distribution. According to Chou-liu’s proof [6] and our previous work [32], we can have its feature-conditioned version.

**Theorem 1** To approximate a conditional distribution $P(Y|X)$, the optimal Bayesian network $B^*$ in K-L divergence is obtained if the sum of conditional mutual information between each variable of $Y$ and its parent variables given the observation $X$ is maximized.

**Proof** Here we use Kullback-Leibler (KL) divergence [20], $D_{KL}(P||Q)$, a quasi distance between two distributions, to evaluate how close an alternative distribution $P_B(Y|X)$ is to $P(Y|X)$, where $B$ denotes
a Bayesian network:

\[
B^* = \arg\min_B D_{KL}(P(Y|X)||P_B(Y|X)) \\
= \arg\min_B \mathbb{E}_{P(x,y)} \log \frac{P(Y|X)}{P_B(Y|X)} \\
= \arg\max_B \mathbb{E}_{P(x,y)} \log P_B(Y|X) \quad (10)
\]

According to the parents-children relationship in \( B \):

\[
B^* = \arg\max_B \mathbb{E}_{P(x,y)} \log \prod_{j=1}^L P_B(Y_j|\text{pa}(Y_j), X) \\
= \arg\max_B \sum_{j=1}^L \mathbb{E}_{P(x,y), \text{pa}(y_j)} \log P_B(Y_j|\text{pa}(Y_j), X),
\]

which is maximized if \( P_B(\cdot) = P(\cdot) \). Then, since \( P(Y_j|X) \) is independent of the parents of \( Y_j \),

\[
B^* = \arg\max_{B=(\text{pa}(Y_j))} \sum_{j=1}^L \mathbb{E}_{P(x,y), \text{pa}(y_j)} \log \frac{P(Y_j, \text{pa}(Y_j)|X)}{P(Y_j|X)P(\text{pa}(Y_j)|X)} \\
= \arg\max_{B=(\text{pa}(Y_j))} \sum_{j=1}^L I_P(Y_j; \text{pa}(Y_j)|X), \quad (11)
\]

where \( I_P(Y_j; \text{pa}(Y_j)|X) \) represents the conditional mutual information between \( Y_j \) and its parents \( \text{pa}(Y_j) \) given \( X \) in \( B \). As a result, the optimal \( B^* \) is obtained by maximizing \( \sum_{j=1}^L I_P(Y_j; \text{pa}(Y_j)|X) \).

Theorem 1 shows

\[
\min_B D_{KL}(P(Y|X)||P_B(Y|X)) = \max_B \sum_{j=1}^L I_P(Y_j; \text{pa}(Y_j)|X). \quad (12)
\]

That is, we should construct \( B \) so as to maximize the mutual information between a child and its parents. However, in practice, we do not know the true \( P(Y|X) \). Therefore we use the empirical distribution \( \hat{P}(Y|X) \) instead. Unfortunately, learning of the optimal \( B^* \) is NP-hard in general, we limit our hypothesis \( B \) to the ones satisfying \( |\text{pa}(Y_j)| \leq 1 \) so as to \( \text{pa}(Y_j) = Y_k \) for some \( k \in \{1, 2, ..., L\} \) or null, indicating the tree skeleton is to be built. In practice, we carry out Chou-liu’s algorithm [6] to obtain the maximum-cost spanning tree (Fig. 4(a)), maximizing the weight sum, with edge weights \( I_P(Y_j; \text{pa}(Y_j)|X) \).

5.1.2 Mutual information estimation

It is quite difficult to estimate conditional probability \( P(Y|X) \), when \( X \) is continuous. Recently some methods [8, 43, 45] have been proposed to solve this problem. In BCC [43], as an approximation of conditional probability, marginal probability of labels \( Y \) is obtained by simply counting the frequency...
of occurrence. Similar with [8], LEAD [45] directly obtains conditional dependency by estimating the degree of dependency of errors in multivariate regression models.

In [32], we used a more general approach to estimate the conditional probability. The data set \( D \) is split into two sets: a training set \( D_1 \) and a hold-out set \( D_h \). Probabilistic classifiers, outputting the probability of each label, are learned from \( D_1 \) to represent conditional probability of labels, and the probability is calculated based on the output of the learned classifiers over \( D_h \). First, three probabilistic classifiers \( f_j, f_k \) and \( f_{jk} \) are learned on \( D_1 \) to approximate conditional probabilities \( \hat{P}(y_j = 1|x) \), \( \hat{P}(y_k = 1|x) \) and \( \hat{P}(y_j = 1|y_k, x) \), respectively. Then corresponding probabilities are computed by conducting \( f_j \), \( f_k \) and \( f_{jk} \) on \( D_h \). Last, \( I_P(Y_j; Y_k|X) \) is estimated by

\[
I_P(Y_j; Y_k|X) = \frac{1}{|D_h|} \sum_{(x,y) \in D_h} \mathbb{E}_{\hat{P}(y_j|y_k, x)} \mathbb{E}_{\hat{P}(y_k|x)} \log \frac{\hat{P}(y_j|y_k, x)}{\hat{P}(y_j|x)}. \tag{13}
\]

5.1.3 Construction of PACC

After obtaining the skeleton of the polytree, our next task is to assign directions to its edges, that is, an ordering of the nodes to complete the polytree. First we assign some or all directions to the skeleton by finding causal basins. This is implemented by finding multi-parent nodes and the corresponding directionality. The detailed procedure is as follows. Fig. 5 shows three possible graphical models over triplets A, B and C. Here Types 1 and 2 are indistinguishable because they share the same joint distribution, while Type 3 is different from Types 1 and 2. In Type 3, A and C are marginally independent, so that we have

\[
I(A; C) = \sum_{a,c} P(a, c) \log \frac{P(a, c)}{P(a)P(c)} = 0. \tag{14}
\]

In this case, B is a multi-parent node. More generally, we can do Zero-Mutual Information (Zero-MI) testing for a triplet, \( Y_j \) with its two neighbors \( Y_a \) and \( Y_b \): if \( I(Y_a; Y_b) = 0 \), then \( Y_a \) and \( Y_b \) are parents of \( Y_j \), and \( Y_j \) becomes a multi-parent node. The other non-parent neighbors will be treated as \( Y_j \)'s child nodes. By performing the Zero-MI testing for every pair of \( Y_j \)'s direct neighbors, \( pa(Y_j) \) and a causal flow outside \( Y_j \) is determined, by which a causal basin will be found. In PACC, \( pa(Y_j) \) can be more than one node, so that the model is more flexible than that of BCC using a tree.

In order to build a classifier chain by the learned directions, we rank the labels to form a chain and then train a classifier for every label following the chain. The ranking strategy is simple: the parents should be ranked higher than their descendants, and the parents sharing the same child should be ranked in the same level. Hence, learning of a label is not performed until the labels with higher ranks, should be ranked higher than their descendants, and the parents sharing the same child should be ranked in the same level. Therefore, a set of \( L \) logistic regressions \( f = \{f_j\}_{j=1}^L \) is learned, each of which is trained by treating the union of \( x \) and \( pa(y_j) \) as new augmented attributes \( \tilde{x}_j = (x, pa(y_j))^T \), shown as follows:

\[
f_j(\tilde{x}_j; \theta_j) = P(y_j = 1|\tilde{x}_j, \theta_j) = \frac{1}{1 + e^{-\theta_j^T \tilde{x}_j}}, \quad j = 1, ..., L, \tag{15}
\]

where \( \theta_j \) is the model parameters for \( Y_j \), which could be learned by maximizing the regularized log-likelihood given the training set:

\[
\max_{\theta_j} \sum_{i=1}^N \log P(y_{j(i)}^{(i)} | \tilde{x}_j^{(i)}, \theta_j) - \lambda \| \theta_j \|_2^2, \tag{16}
\]

where \( \lambda \) is a trade-off coefficient to avoid overfitting by generating sparse parameters \( \theta_j \). Then traditional convex optimization techniques, such as Quasi-Newton method with BFGS iteration [23], can be used to learn the parameters.

**Fig. 5:** Three basic types of adjacent triplets A, B, C.
5.1.4 Classification

Exact inference in the prediction phase, as shown in (3), is NP-hard in directed acyclic graphs. However, in polytrees, using the max-sum algorithm [26], we can make exact/exhaustive inference in a reasonable time by bounding the indegree of nodes.

Two phases are performed in order. The first phase, we begin at the root(s) and propagates testing downward to the leaves. The conditional probability table for each node is calculated on the basis of its local graphical structure. In the second phase, message propagation starts upward from the leaves to the root(s). In each node $Y_j$, we collect all the incoming messages and finding the local maximum with its value $\hat{y}_j$. In this way, we have the Maximum a Posteriori (MAP) estimate $\hat{y} = (\hat{y}_1, \ldots, \hat{y}_L)$ such as

$$\hat{y} = \arg \max_{y \in Y} \prod_{j=1}^{L} f_j(x, \hat{p}(y_j)) = \arg \max_{y_1, \ldots, y_r, y_l, \ldots, y_L} [f_r(x) [\cdots f_l(\hat{p}(y_l), x)]]],$$

where $Y_l$ represents a leaf and $Y_r$ a root, respectively.

An example of learning and prediction in PACC is shown in Fig. 6. The algorithm of PACC is depicted in Algorithm 1.

5.2 Label-dependent feature selection

A two-stage feature selection approach consisting of classifier-independent filter and classifier-dependent wrapper, has been recommended to gain a good trade-off between classification performance and computation time in [19]. Motivated by this study, we develop a two-stage feature selection approach for CC-based methods based on the simple filter algorithm, in order to find label-dependent, equivalently class-dependent, features [1] and save label correlations during feature selection. In this way, we expect that the proposed approach enable to improve classification performance and reduce the computational complexity in both learning and prediction phases.

According to whether features are evaluated individually or not, the existing filter algorithms can be categorized into two groups: feature weighing algorithms and subset search algorithms [42]. Feature
weighting algorithms evaluate the weights of features individually, and rank them by the relevance to the target class. It is quite efficient to remove irrelevant features, but totally ignores the correlations among features. On the other hand, redundant features that are strongly correlated to others also harm the performance of learning algorithm [17]. Subset search algorithms aim to overcome such limitation, and still maintain a reasonable time complexity compared with the wrapper algorithm. It searches through candidate feature subsets guided by a certain evaluation measure which captures the goodness of each subsets [24]. In this study, we propose a two-stage approach by using both feature weighting and subset search in order to select label-dependent features.

5.2.1 Label-dependent feature weighting

In the first stage, we develop a novel Multi-Label Information Gain (MLIG) algorithm based on feature weighting to efficiently remove irrelevant features for each label. IG has been frequently used as an evaluation criterion for feature weighting in various machine learning tasks [40]. Given a label variable \( Y_j \) and a feature variable \( X_k \), IG measures the amount of the entropy of \( Y_j \) reduced by knowing \( X_k \),

\[
I(Y_j; X_K) = H(Y_j) - H(Y_j|X_k) = -\sum_{y_j \in \{0,1\}} P(y_j) \log P(y_j) + \sum_{x_k \in V_k} \sum_{y_j \in \{0,1\}} P(y_j|x_k) \log P(y_j|x_k),
\]

(18)

where \( V_k \) denotes the value space of the feature variable \( X_k \). In practice, the numeric features should be discretized beforehand for the computational efficiency. For the multi-label datasets, a straightforward way to apply IG is to rank all the features for each label according to (18), and then select the top-ranked features to feed the post-process.

However, it is a non-trivial thing to choose an appropriate threshold for filtering out irrelevant features. In addition, in the MLC setting, it is unreasonable to set the same threshold for all labels due to the label imbalance problem as stated in Sec. 4.3. For the labels with higher imbalance ratio, the number of positive instance may be insufficient for building an accurate classifier, in which case a smaller number of features is selected for the majority labels in well balanced datasets, and vice versa.

In this way, MLIG first calculates a feature-label information gain matrix according to (18), then ranks the features for each label and selects most relevant label-dependent features up to \( m_j = \alpha_j M \), \( j = 1, ..., L \). Finally, we transform the original data \( D_j = \{(x^{(i),y_j^{(i)}})\}_{i=1}^N \) into \( Z_j = \{(z_j^{(i)},y_j^{(i)})\}_{i=1}^N \), \( z_j \in \mathbb{R}^{m_j} \) by eliminating irrelevant features.

5.2.2 Label-dependent feature subset selection

Although the MLIG approach works for feature selection to some extend, it is unable to eliminate the redundant features. Thus we consider to develop a feature subset selection algorithm in order to find a more compact feature subset by incorporating the label dependency modeled by the polytree structure.
In this stage, we extend the Correlation-based Feature Selection (CFS) [12], one of the subset search algorithms, to remove redundant features. CFS is conducted once the polytree \( B = \{ \text{pa}(Y_j) \}_{j=1}^{L} \) has been constructed. In the proposed Multi-Label CFS (MLCFS) approach, we apply CFS on the label-specific feature subspace, taking label correlations modeled by \( B \) into account. More specifically, given a label variable \( Y_j \) with its dataset \( Z_j^+ = \{ z_j^{(i)}, y_j^{(i)} \}_{i=1}^{N} \), where \( z_j = z_j \cup \text{pa}(y_j) \), the merit of a feature subset \( S_j' \) of \( \tilde{n}_j \) \( (\tilde{n}_j = n_j + |\text{pa}(Y_j)|) \) features is evaluated by

\[
\text{Merit}(S_j') = \frac{\tilde{n}_j \rho_{Y_j \tilde{Z}}}{\sqrt{\tilde{n}_j + n_j(\tilde{n}_j - 1)}} \rho_{\tilde{Z} \tilde{Z}},
\]

where the mean correlations \( \rho_{Y_j \tilde{Z}} \) and \( \rho_{\tilde{Z} \tilde{Z}} \) are calculated according to

\[
\rho_{Y_j \tilde{Z}} = \frac{2}{\tilde{n}_j} \sum_{k=1}^{\tilde{n}_j} \frac{I(\tilde{Y}_j; \tilde{Z}_k)}{H(\tilde{Y}_j)} + \frac{I(\tilde{Z}_k; \tilde{Z}_k)}{H(\tilde{Z}_k)}, \quad \rho_{\tilde{Z} \tilde{Z}} = \frac{4}{\tilde{n}_j(\tilde{n}_j - 1)} \sum_{k,l=1}^{\tilde{n}_j} \frac{I(\tilde{Z}_k; \tilde{Z}_l)}{H(\tilde{Z}_k) + H(\tilde{Z}_l)}.
\]

MLCFS first calculates the feature-label correlation matrices, and then employs a heuristic search algorithm, such as Best First [17], with the start set \( \text{pa}(Y_j) \) to search the feature subset of space \( Y_j \) by maximizing (20). In this way, the dimensionality of the feature space is reduced from \( m_j \) to \( n_j \), typically \( n_j \ll m_j \). We transform the data \( Z_j^+ = \{ z_j^{(i)}, y_j^{(i)} \}_{i=1}^{N} \) into \( Y_j^+ = \{ \tilde{v}_j^{(i)}, y_j^{(i)} \}_{i=1}^{N} \), where \( \tilde{v}_j = v_j \cup \text{pa}(y_j) \), \( v_j \in \mathbb{R}^{n_j} \). Finally, \( Y_j^+ \) is used to learn the probabilistic classifier \( f_j \).

Algorithm 2 gives the algorithm of PACC with Label-Dependent Features, named PACC-LDF. In the training phase, PACC-LDF first performs problem transformation in Step 1, applies MLIG to remove irrelevant features and transforms the training set \( \{ D_j \} \) into \( \{ Z_j \} \) from Steps 2 to 4. Then a polytree \( B \) is built on \( \{ Z_j \} \) from Steps 5 to 6, and \( \{ Z_j \} \) is transformed into \( \{ Z_j^+ \} \) based on \( B \) in Step 7. After that, MLCFS is performed on \( \{ Z_j^+ \} \), which is further transformed into \( \{ Y_j^+ \} \) in Steps 8 to 10. Finally, based on the dataset \( \{ Y_j^+ \} \) with label-dependent features, a multi-label probabilistic classifier \( \{ f_j \} \) is learned at Step 11. In the testing phase, a test dataset \( T \) is first projected into the lower-dimensional feature subspaces, and then feed to the learned classifier for prediction in Steps 12 to 15. Fig. 7 shows the framework of PACC-LDF in terms of training and testing phases.

### Algorithm 2 Algorithm of PACC-LDF

**Input:** \( D \): training set, \( T \): test set, \( f = \{ f_j \}_{j=1}^{L} \): multi-label probabilistic classifier  
**Output:** \( \hat{y} \): prediction on a test instance \( \hat{x}, \hat{x} \in T \)

**Training:**
1. Transform \( D \) into \( \{ D_j \}_{j=1}^{L} \), where \( D_j = \{ x^{(i)}, y_j^{(i)} \}_{i=1}^{N} \);
2. for \( j = 1 \) to \( L \) do
3. Perform MLIG on \( D_j \) according to (18), i.e., \( g_j^* : x|_{X \times 1} \mapsto z_j|_{m_j \times 1} \);
4. Transform \( D_j \) into \( Z_j = \{ (z_j^{(i)}, y_j^{(i)}) \}_{i=1}^{N} \), where \( z_j = g_j^*(x) \);
5. Calculate the mutual information matrix \( I = \{ I_{lk} \}_{L \times L} \), where \( I_{lk} \) is computed according to (13) based on \( Z_j \) and \( Z_k \);
6. Construct a polytree \( B = \{ \text{pa}(Y_j) \}_{j=1}^{L} \) on \( I \), and form the chain;
7. Transform \( \{ Z_j \}_{j=1}^{L} \) into \( \{ Z_j^+ \}_{j=1}^{L} \) based on \( B \), where \( Z_j^+ = \{ z_j^{(i)} \cup \text{pa}(y_j)^{(i)} \}_{i=1}^{N} \);
8. for \( j \in \text{chain} \) do
9. Conduct MLCFS on \( Z_j^+ \) by Best First search with the start set \( \text{pa}(Y_j) \) according to (20), i.e., \( g_j'' : z_j|_{m_j \times 1} \mapsto v_j|_{n_j \times 1} \);
10. Transform \( Z_j^+ \) into \( Y_j^+ = \{ (v_j^{(i)} \cup \text{pa}(y_j)^{(i)} \}_{i=1}^{N} \), where \( v_j = g_j''(z_j) \);
11. Learn a probabilistic classifier \( f_j \) on \( Y_j^+ \) according to (15) and (16);

**Testing:**
12. for \( \hat{x} \in T \) do
13. for \( j \in \text{chain} \) do
14. Transform \( \hat{x} \) into \( \hat{z}_j \), i.e., \( \hat{v}_j = (g_j'' \circ g_j^*)'(\hat{x}) \);
15. Return \( \hat{y} = \arg \max_{y \in \tilde{Y}} \prod_{j=1}^{L} f_j(\hat{v}_j, \text{pa}(y_j)) \) according to (17);

5.3 Discussion

PACC-LDF can be considered as a general version of PACC, since PACC-LDF selects label-dependent features during the model building of PACC, in order to improve its performance and reduce time complexity. By applying only one stage of the proposed feature selection approach, we can have two
variants of PACC-LDF: PACC with MLIG (PACC-MLIG) (with Steps 2-4 only) and PACC with MLCFS (PACC-MLCFS) (with Steps 8-10 only). Note that the two-stage feature selection can also be applied to the other MLC methods. For instance, it could be directly incorporated with binary relevance (BR) by removing Steps 5 to 7 from Algorithm 2, leading to BR-LDF. For classifier chains (CC) based methods, we can do this by changing the content of \( \text{pa}(Y_j) \), producing CC-LDF and BCC-LDF.

6 Multi-label data sets with evaluation metrics

6.1 Multi-label data sets

Given a multi-label dataset \( D = \{(x^{(i)}, y^{(i)})\}_{i=1}^{N} \) with \( L \) labels and \( M \) features, we introduce the label cardinality \( \frac{1}{N} \sum_{i=1}^{N} |y^{(i)}| \), the label density \( \frac{1}{NL} \sum_{i=1}^{N} |y^{(i)}| \) and the number of distinct label sets \( |\{y | (x, y) \in D\}| \) in order to depict its statistical properties. In addition, we also report the imbalance level of \( D \) by \( IR \) and CVIR defined in (9). As a rule of thumb [5], a dataset \( D \) is considered as an imbalanced dataset if \( IR \) is higher than 1.5 and CVIR exceeds 0.2. In this sense, all the datasets except the Scene and Emotions datasets are imbalanced, indicating the necessity of alleviating this problem in MLC methods. Table 2 reports the statistics of twelve benchmark multi-label datasets from a variety of domains used in the experiments. According to the size of \( N, M \) and \( L \), we treat the first eight datasets as regular-scale datasets and the last four as large-scale datasets.

6.2 Evaluation metrics

The existing multi-label evaluation metrics can be separated into two groups: instance-based metrics and label-based metrics [35]. To evaluate the performance of a MLC method on a test data set \( T = \{(x^{(i)}, y^{(i)})\}_{i=1}^{N_t} \), we use two instance-based metrics:

\[
\text{Exact-Match} := \frac{1}{N_t} \sum_{i=1}^{N_t} \text{1}_{y^{(i)}=y^{(i)}}, \quad \text{Accuracy} := \frac{1}{N_t} \sum_{i=1}^{N_t} \frac{\sum_{j=1}^{L} y_j^{(i)} \cdot y_j}{\sum_{j=1}^{L} y_j^{(i)} + \sum_{j=1}^{L} y_j - \sum_{j=1}^{L} y_j^{(i)} y_j},
\]

(22)

and two label-based metrics:

\[
\text{Macro-F1} := \frac{1}{L} \sum_{j=1}^{L} \frac{2 \sum_{i=1}^{N_t} y_j^{(i)} \cdot y_j^{(i)}}{\sum_{i=1}^{N_t} y_j^{(i)} + \sum_{i=1}^{N_t} y_j}, \quad \text{Micro-F1} := \frac{2 \sum_{j=1}^{L} \sum_{i=1}^{N_t} y_j^{(i)} \cdot y_j^{(i)}}{\sum_{j=1}^{L} \sum_{i=1}^{N_t} y_j^{(i)} + \sum_{j=1}^{L} \sum_{i=1}^{N_t} y_j^{(i)}}.
\]

(23)

Among the metrics, Exact-Match is the most stringent measure, especially for the MLC problems with a large number of labels, since it does not evaluate the partial match of a label set. In spite of that,
according to the definition, it is a good measure to measure how well label correlations are modeled. Accuracy is useful to measure the performance of a classifier in terms of both positive and negative prediction ability. Unlike Exact-Match, both Macro-F1 and Micro-F1 are able to take the partial match of labels into account. In addition, as stated in [33], Macro-F1 is more sensitive to the performance of rare categories (the labels in minority), while Micro-F1 is affected more by the major categories (the labels in majority). Hence, joint use of Macro-F1 and Micro-F1 should be a good supplement for the instance-based evaluation metrics to evaluate the performances of MLC methods.

7 Experiments

7.1 Implementation issues

In both feature weighting (18) and feature subset selection (20), calculation of mutual information is extensively performed. For the discrete and categorical feature variable \( X \), since it is typically impossible to obtain \( P(x) \), one of solutions is to use kernel density estimation [14], but it is computationally expensive and typically difficult to select good value of its bandwidth. To circumvent this difficulty, in practice, we perform feature selection.

\[
I(X; Y) = \frac{1}{n} \sum_{i=1}^{n} \log \frac{P(x^{(i)}, y^{(i)})}{P(x^{(i)}) P(y^{(i)})}. 
\]

Table 2: Statistics of twelve benchmark multi-label datasets. In below, \( N, M \) and \( L \) are the data size in instances, features and labels, respectively. Cardinality, Density and Distinct denotes the label cardinality, the label density and the number of distinct label combinations, respectively. IR and CVIR together depict the degree of label imbalance, which are defined in (9).

| Dataset   | \( N \) | \( M \) | \( L \) | Type | Cardinality | Density | Distinct | IR     | CVIR   | Dom |
|-----------|--------|--------|--------|------|-------------|---------|----------|--------|--------|-----|
| Emotions  | 593    | 72     | 6      | a    | 1.869       | 0.311   | 27       | 1.478  | 0.180  | music |
| Scene     | 2407   | 294    | 6      | a    | 1.074       | 0.179   | 15       | 1.254  | 0.122  | image |
| Yeast     | 2417   | 103    | 14     | a    | 4.237       | 0.303   | 198      | 6.623  | 1.763  | biology |
| Birds     | 645    | 260    | 19     | c    | 1.014       | 0.053   | 133      | 5.407  | 0.817  | audio |
| Genbase   | 662    | 1186   | 27     | b    | 1.252       | 0.046   | 32       | 37.315 | 1.449  | biology |
| Medical   | 978    | 1449   | 45     | b    | 1.245       | 0.028   | 94       | 89.501 | 1.148  | text |
| Enron     | 1702   | 1001   | 53     | b    | 3.378       | 0.064   | 753      | 73.953 | 1.960  | text |
| Language  | 1460   | 1004   | 75     | b    | 1.180       | 0.016   | 286      | 39.267 | 1.311  | text |
| Rcv1s1    | 6000   | 944    | 101    | a    | 2.880       | 0.029   | 837      | 59.333 | 2.380  | text |
| Corel16k1 | 13766  | 500    | 153    | b    | 2.859       | 0.019   | 1791     | 34.890 | 0.815  | image |
| Bibtext   | 7395   | 1836   | 159    | b    | 2.402       | 0.015   | 2856     | 12.498 | 0.405  | text |
| Corel5k   | 5000   | 499    | 374    | b    | 3.522       | 0.009   | 3175     | 189.568| 1.527  | music |

† The source of datasets: http://mulan.sourceforge.net/datasets-mlc.html
‡ Type of features. a: numeric, b: nominal, c: both numeric and nominal

\[
N I(X; Y) = \frac{I(X; Y)}{\min\{H(X), H(Y)\}}. 
\]

Compared with \( I(X; Y) \), the advantage of \( N I(X; Y) \) is that \( N I(X; Y) \) enables to alleviate the negative effect resulting from the label imbalance problem, as we have discussed in Sec. 4.3.
In this section, we conduct experiments on six synthetic multi-label datasets to evaluate the performances of PACC with its three variants, PACC-MLIG, PACC-MLCFS and PACC-LDF. In total, six synthetic datasets and twelve benchmark datasets were generated according to the method in [34]. In each data set, instances were produced by randomly sampling from datasets, including four regular-scale sets and two large-scale sets, were generated according to the PACC with its three variants, PACC-MLIG, PACC-MLCFS and PACC-LDF. In total, six synthetic datasets and twelve benchmark datasets were generated according to the methods used in the experiments were implemented based on Mulan and Meka\(^2\), and performed on six synthetic datasets and twelve benchmark datasets. To evaluate the classification performance, 5-fold cross validation was used for the eight regular-scale and four large-scale datasets, respectively. The methods used in the experiments were implemented based on Mulan and Meka\(^1\), and performed on six synthetic datasets and twelve benchmark datasets. To evaluate the classification performance, 5-fold cross validation was used for the eight regular-scale and four large-scale datasets, respectively. The methods used in the experiments were implemented based on Mulan and Meka\(^2\), and performed on six synthetic datasets and twelve benchmark datasets. To evaluate the classification performance, 5-fold cross validation was used for the eight regular-scale and four large-scale datasets, respectively.

### Table 3: Statistics of six synthetic multi-label datasets.

| Dataset | N   | M   | L     | Distinct | Cardinality | Density | PM1 | PM2 |
|---------|-----|-----|-------|----------|-------------|--------|-----|-----|
| Data40-10 | 500 | 40  | 10    | 1.768    | 0.056       | 63.9   | 1.15 | 0.21 |
| Data80-10 | 500 | 80  | 10    | 1.836    | 0.076       | 71.2   | 1.69 | 0.25 |
| Data120-20 | 500 | 80  | 20    | 1.914    | 0.088       | 78.0   | 2.14 | 0.30 |
| Data160-20 | 500 | 80  | 20    | 1.992    | 0.098       | 84.8   | 2.59 | 0.35 |
| Data400-60 | 1000| 400 | 60    | 2.170    | 0.116       | 132.8  | 3.14 | 0.40 |
| Data800-60 | 1000| 800 | 60    | 2.248    | 0.126       | 140.0  | 3.69 | 0.45 |

- \(^1\) http://mulan.sourceforge.net/
- \(^2\) http://meka.sourceforge.net/
the performance of PACC. Specifically, PACC-LDF works best among the four methods, and achieves at least 10% of performance improvement compared with the original PACC, indicating the effectiveness of the proposed two-stage feature selection approach. In terms of learning time, PACC-LDF consumed the least time on the last five datasets. In testing time, all the methods consumed similar time on regular-scale datasets, but PACC-LDF cost the least time on two large-scale datasets. Therefore, the two-stage feature selection approach, LDF, rather than MLIG and MLCFS, is employed in the following experiments.

7.4 Experiments on real-world datasets

Next we evaluate the performances of popular MLC methods on the twelve real-world benchmark multi-label datasets in Table 2. This part of experiment is composed of three major parts. In the first part, we compared PACC with three CC-based methods, including BR, CC and BCC, to demonstrate the effectiveness of the polytree structure on capturing label correlations. In the second part, PACC-LDF is compared with three state-of-the-art MLC methods in terms of classification accuracy and execution time. In the last part, CC-based methods are compared with their LDF variants in a pairwise way to evaluate the performance of the two-stage feature selection approach. In addition, the comparing results of LDF with traditional feature selection algorithms are presented. The MLC methods used in this section are summarized as follows:

- CC-based methods have been introduced in Section 3. In CC, the chain is established in a randomly determined order. In BCC, the normalized mutual information is used for marginal dependency estimation on each label pair, since the performance could be slightly improved without consuming extra processing time.
- Multi-Label $k$-Nearest Neighbors (ML$k$NN) [46] originates from the traditional $k$-nearest neighbors algorithm. For each test instance, according to the label assignments of its $k$ nearest neighbors in the training set, the prediction is made on the basis of MAP principal. In the experiments, we set $k = 10$, by following the suggestion in the literature [46].
- RAndom $k$ LabELsets (RA$k$EL) [37] is an ensemble variant of the Label Combination (LC) method. RA$k$EL transforms an MLC problem into a set of smaller MLC problems, by training $m$ LC models using random $k$-subsets of the original label set. To make it executable in a limited time cost (24h), RA$k$EL employed the C4.5 decision tree as its baseline single-label classifier for large-scale datasets. We set $k = 3$ and $m = 2L$ as recommended in [37].
- By building a Hierarchy Of Multi-label classifiers (HOMER) on the basis of balanced $k$-means clustering, HOMER [36] reduces the complexity of prediction and addresses the label imbalance problem. According to the experimental results in [36], the number $k$ of clusters for building the hierarchical structure was set to 4. In addition, Binary Relevance with $\ell_2$ regularized logistic regression was used as its baseline multi-label classifier.

7.4.1 Comparison of PACC with CC-based methods

The results of CC-based methods are summarized in Table 4. In terms of instance-based evaluation metrics, Exact-Match and Accuracy, PACC was the best or competitive with the best methods, except for the Yeast dataset. It is understandable because PACC is a subset 0-1 risk minimizer benefiting from its ability on the polytree structure as well as exact inference. In these metrics, CC is the second best, while BCC is the third in most cases. This is probably because BCC models only label pairwise
Table 4: Experimental results (mean±std) of four CC-based methods on twelve multi-label datasets in terms of four evaluation metrics.

| Method   | Emotions | Scene | Yeast | Birds | Genbase | Medical | Enron | LanguageLog | Rcv1s1 | Corel16k1 | Bibtex | Corel5k |
|----------|----------|-------|-------|-------|---------|---------|-------|-------------|--------|-----------|--------|--------|
| BR       | 0.620    | 0.610 | 0.605 | 0.600 | 0.595   | 0.590   | 0.580 | 0.575       | 0.570  | 0.565     | 0.560  | 0.555  |
| RAEL     | 0.615    | 0.605 | 0.600 | 0.595 | 0.590   | 0.585   | 0.580 | 0.575       | 0.570  | 0.565     | 0.560  | 0.555  |
| MLkNN    | 0.615    | 0.605 | 0.600 | 0.595 | 0.590   | 0.585   | 0.580 | 0.575       | 0.570  | 0.565     | 0.560  | 0.555  |
| PAC-LDF  | 0.616    | 0.606 | 0.601 | 0.596 | 0.591   | 0.586   | 0.581 | 0.576       | 0.571  | 0.566     | 0.561  | 0.556  |

Table 5: Experimental results (mean±std) of PACC-LDF with three state-of-the-art methods on twelve multi-label datasets in terms of four evaluation metrics.

| Method   | Emotions | Scene | Yeast | Birds | Genbase | Medical | Enron | LanguageLog | Rcv1s1 | Corel16k1 | Bibtex | Corel5k |
|----------|----------|-------|-------|-------|---------|---------|-------|-------------|--------|-----------|--------|--------|
| BR       | 0.620    | 0.610 | 0.605 | 0.600 | 0.595   | 0.590   | 0.580 | 0.575       | 0.570  | 0.565     | 0.560  | 0.555  |
| RAEL     | 0.615    | 0.605 | 0.600 | 0.595 | 0.590   | 0.585   | 0.580 | 0.575       | 0.570  | 0.565     | 0.560  | 0.555  |
| MLkNN    | 0.615    | 0.605 | 0.600 | 0.595 | 0.590   | 0.585   | 0.580 | 0.575       | 0.570  | 0.565     | 0.560  | 0.555  |
| PAC-LDF  | 0.616    | 0.606 | 0.601 | 0.596 | 0.591   | 0.586   | 0.581 | 0.576       | 0.571  | 0.566     | 0.561  | 0.556  |

Table 6: Test results of PACC-LDF with the state-of-the-art methods on twelve multi-label datasets in terms of four evaluation metrics.

| Method   | Emotions | Scene | Yeast | Birds | Genbase | Medical | Enron | LanguageLog | Rcv1s1 | Corel16k1 | Bibtex | Corel5k |
|----------|----------|-------|-------|-------|---------|---------|-------|-------------|--------|-----------|--------|--------|
| BR       | 0.620    | 0.610 | 0.605 | 0.600 | 0.595   | 0.590   | 0.580 | 0.575       | 0.570  | 0.565     | 0.560  | 0.555  |
| RAEL     | 0.615    | 0.605 | 0.600 | 0.595 | 0.590   | 0.585   | 0.580 | 0.575       | 0.570  | 0.565     | 0.560  | 0.555  |
| MLkNN    | 0.615    | 0.605 | 0.600 | 0.595 | 0.590   | 0.585   | 0.580 | 0.575       | 0.570  | 0.565     | 0.560  | 0.555  |
| PAC-LDF  | 0.616    | 0.606 | 0.601 | 0.596 | 0.591   | 0.586   | 0.581 | 0.576       | 0.571  | 0.566     | 0.561  | 0.556  |

correlations. In consistent with our theoretical analysis, BR obtains the worst result in Exact-Match due to ignoring label correlations. It is also worth noting that BR works better than CC-related methods only on the Birds set, indicating weak label correlations in that set. In Macro/Micro-F1, BR is actually the hamming-loss only on the Birds set, indicating weak label correlations in that set. In Macro/Micro-F1, BR and BCC obtain competitive results with CC and PAC-LDF. This is probably because the label-based evaluation metrics emphasize more on the performance on individual label. Indeed BR is actually the hamming-loss risk minimizer and BCC only models the most important label pairwise dependency.

7.4.2 Results on PACC-LDF with the state-of-the-art

Next, PACC-LDF was compared with three popular MLM methods. The experimental results are shown in Table 5. From Table 5, we can see that PACC-LDF is the best in Exact-Match, and competitive with RAEL and MLkNN in Accuracy and Macro-F1. In Accuracy and Micro-F1, RAEL works the best, while MLkNN and PAC-LDF follow. To compare the performance of multiple methods on multiple datasets, we conducted the Friedman test [10] aiming to reject the null-hypothesis as equal performance among the comparing methods. Furthermore, since the null-hypothesis is rejected by the Friedman test in terms of all the metrics (Statistic $F_F$ of Exact-Match, Accuracy, Macro-F1 and Macro-F1 are 8.8995, 3.2960, 2.9237 and 8.5074, respectively, higher than the critical value 2.8805 with significance level $\alpha = 0.05$), Nemenyi test [25] was conducted for pairwise comparison in classification performance. According to [10], the performance of two methods is regarded as significantly different if their average ranks differ by at least the critical difference (CD). Figure 10 shows the CD diagrams for four evaluation metrics at 0.05 significance level. In each subfigure, the CD is given above the axis, where the averaged rank is marked. In Figure 10, algorithms which are not significantly different are connected by a thick line. The test said that PACC-LDF is significantly better than both MLkNN and HOMER in Exact-Match
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Fig. 10: CD diagrams (0.05 significance level) of four comparing methods in four evaluation metrics. The performance of two methods is regarded as significantly different if their average ranks differ by at least the Critical Difference.

Table 6: Learning and prediction time (in seconds) of eight comparing methods on twelve datasets.

| Method  | Learning time | Prediction time |
|---------|---------------|----------------|
| MLkNN   | 0.680         | 0.050          |
| RAkEL   | 3.541         | 0.007          |
| HOMER   | 0.758         | 0.003          |
| BR      | 0.264         | 0.006          |
| CC      | 0.260         | 0.007          |
| BCC     | 0.339         | 0.007          |
| PACC    | 0.406         | 0.009          |
| PACC-LDF| 0.430         | 0.007          |
| MLkNN   | 2.833         | 1.9167         |
| RAkEL   | 6.251         | 2.4583         |
| HOMER   | 3.529         | 1.819          |
| BR      | 2.623         | 1.963          |
| CC      | 2.580         | 3.742          |
| BCC     | 2.843         | 2.935          |
| PACC    | 2.043         | 4.074          |
| PACC-LDF| 2.043         | 4.074          |

and Macro-F1. However, there was no significant difference between PACC-LDF and other methods in Accuracy and Micro-F1.

Table 6 summarizes the Learning and Prediction time of eight comparing methods on twelve datasets. Over all the methods, MLkNN needed the least training time due to its lazy strategy, while HOMER cost the least time in the prediction phase as it has sublinear time complexity with respect to the number of labels. RAkEL consumed the largest training time in all datasets except for the Medical dataset in spite that it employs the simple decision tree as its baseline classifier. The high complexity of RAkEL probably arises from its ensemble strategy and the LC models for modeling label correlations. For the CC-based methods, significant reduction of both learning and prediction time can be observed by employing LDF. Indeed, on average 60% of features were removed in two balanced datasets, Scene and Emotions, while at least 80% of features were eliminated in the other datasets, leading to a remarkable reduction in time complexity. However, PACC-LDF consumed more time in Corel16k1 and Corel5k than CC-based method. It is probably because feature selection dominates the time complexity in these two datasets. In total, PACC-LDF is one of good choices for MLC when the exact matching is expected and less executing time is demanding.

7.4.3 Results of feature selection

From Fig. 11, we can confirm the effectiveness of the proposed Label-Dependent Feature (LDF) selection approach. In terms of Exact-Match, the performances of CC-based methods have been significantly improved in most of datasets, especially in the large-scale datasets. For example, in the Corel5k dataset,
Fig. 11: Comparison of CC-based methods with their LDF variants in Exact-Match. For each dataset, the values in Exact-Match have been normalized by dividing the lowest value in the dataset.

Table 7: Wilcoxon signed-ranks test with significance level $\alpha = 0.05$ for CC-based methods against their LDF variants in terms of four evaluation metrics ($p_\alpha$-values are shown in brackets). A “win” denotes the existence of a significant difference.

| Comparing methods | Exact-Match | Accuracy | Macro-F1 | Micro-F1 |
|-------------------|-------------|----------|----------|----------|
| BR-LDF vs. BR     | win0.007713e-2 | tie0.00239e-1 | tie0.00479e-2 | tie0.00749e-2 |
| CC-LDF vs. CC     | win0.00779e-3 | win0.00779e-3 | tie0.00479e-2 | tie0.00979e-2 |
| BCC-LDF vs. BCC   | win0.00779e-3 | tie0.00439e-2 | tie0.00269e-2 | tie0.00179e-1 |
| PACC-LDF vs. PACC | win0.00779e-3 | win0.00779e-3 | tie0.00979e-2 | tie0.00159e-2 |

PACC-LDF works more than 40% better than PACC, and even 4 times better than BR, demonstrating the performance superiority of selecting label-dependent features for such a large-scale dataset. According to Fig. 11, CC-based methods with LDF achieve 9.4% performance improvement on average in Exact-Match, compared with the original methods. The effectiveness of LDF is also confirmed by Table 7, where the results of Wilcoxon signed-ranks test [10] are shown. The Wilcoxon signed-ranks test was conducted sixteen times, each time on one CC-based method with its LDF counterpart. According the results of Wilcoxon test, all the LDF variants outperform the original methods in Exact-Match, and obtain comparable results in other evaluation metrics.

In addition, to demonstrate the effectiveness of the proposed LDF, also meaning the feature selection algorithm for LDF, we compared LDF with three feature selection approaches, Gain Ratio (GR) [15], ReliefF [16] and Wrapper [18], on the Emotions and Medical datasets. As a classifier, PACC with $\ell_2$ regularized logistic regression was chosen. In these feature selection algorithms, backward greedy stepwise search is applied to find the relevant features for each label individually. In order to reduce the time cost of Wrapper, top 50% (emotions) and 10% (medical) relevant features were selected by a filter algorithm [40], before applying the wrapper algorithm [18]. The percentage of features is increased from 0.05 to 0.5 by step 0.05. Fig. 12 shows the experimental results on the two datasets in terms of four evaluation metrics. As shown in Fig. 12, LDF consistently works better than the other algorithms. Wrapper is the second best algorithm, and is competitive with LDF in Macro-F1. ReliefF performs better than Gain Ratio (GR) in most of cases, and can even be comparable with LDF and Wrapper in some cases, but it is sensitive to the number of selected features. In terms of time complexity, ReliefF, GR and LDF have the similar time cost, while Wrapper needs more than hundreds of execution time than the other algorithms.

8 Conclusion and future work

In this paper we have proposed polytree-augmented classifier chains with label-dependent features in order to achieve a better classification accuracy and lower computational cost compared with other popular MLC methods. As verified by the experimental results, the proposed PACC method outperformed other CC-based methods in Exact-Match. In addition, the two-stage label-dependent feature selection approach, LDF, contributed to the improvement of performance and reduction of executing time for PACC and other CC-based methods. In the future work, we consider to conduct dimension reduction in the label space, in order to further decrease the computational complexity of MLC methods and improve their scalability for large-scale datasets.
Fig. 12: Comparison of LDF with three conventional feature selection algorithms on the Emotions (the top row) and Medical (the bottom row) datasets. The percentage of selected features is increased from 0.05 to 0.5 by step 0.05. Note that Wrapper and LDF are independent of the percentage of features because Wrapper selects the feature subset which leads to the best performance, and LDF determines the number of label-specific features (on average, 27.3% for Emotions, 10.4% for Medical) by (19).

References

1. Aoki K, Kudo M (2002) Decision tree using class-dependent feature subsets. Structural, Syntactic, and Statistical Pattern Recognition 2396:761–769
2. Bhatia K, Jain H, Kar P, Varma M, Jain P (2015) Sparse local embeddings for extreme multi-label classification. In: Advances in Neural Information Processing Systems 28, pp 730–738
3. Boutell MR, Luo J, Shen X, Brown CM (2004) Learning multi-label scene classification. Pattern Recognition 37(9):1757–1771
4. Brown G, Pocock A, Zhao MJ, Luján M (2012) Conditional likelihood maximisation: a unifying framework for information theoretic feature selection. Journal of Machine Learning Research 13(Jan):27–66
5. Charte F, Rivera A, del Jesus M, Herrera F (2015) Addressing imbalance in multilabel classification: Measures and random resampling algorithms. Neurocomputing 163:3–16
6. Chow C, Liu C (1968) Approximating discrete probability distributions with dependence trees. IEEE Transactions on Information Theory 14(3):462–467
7. Dembczyński K, Cheng W, Hüllermeier E (2010) Bayes optimal multilabel classification via probabilistic classifier chains. In: Proceedings of the 27th International Conference on Machine Learning, pp 279–286
8. Dembczyński K, Waegeman W, Cheng W, Hüllermeier E (2012) On label dependence and loss minimization in multi-label classification. Machine Learning 88(1-2):5–45
9. Dembczyński K, Waegeman W, Hüllermeier E (2012) An analysis of chaining in multi-label classification. In: Proceedings of the 2012 European Conference on Artificial Intelligence, IOS Press, vol 242, pp 294–299
10. Demšar J (2006) Statistical comparisons of classifiers over multiple data sets. The Journal of Machine Learning Research 7:1–30
11. Fürnkranz J, Hüllermeier E, Mencia E, Brinker K (2008) Multilabel classification via calibrated label ranking. Machine Learning 73(2):133–153
12. Hall M (2000) Correlation-based feature selection for discrete and numeric class machine learning. In: Proceedings of the 17th International Conference on Machine Learning, pp 359–366
13. Huang J, Li G, Huang Q, Wu X (2016) Learning label-specific features and class-dependent labels for multi-label classification. IEEE Transactions on Knowledge and Data Engineering 28(12):3309–3323
14. John GH, Langley P (1995) Estimating continuous distributions in bayesian classifiers. In: Proceedings of the Eleventh conference on Uncertainty in artificial intelligence, Morgan Kaufmann Publishers Inc., pp 338–345
15. Karegowda AG, Manjunath A, Jayaram M (2010) Comparative study of attribute selection using gain ratio and correlation based feature selection. International Journal of Information Technology and Knowledge Management 2(2):271–277
16. Kira K, Rendell LA (1992) The feature selection problem: Traditional methods and a new algorithm. In: AAAI, vol 2, pp 129–134
17. Kohavi R, John GH (1997) Wrappers for feature subset selection. Artificial Intelligence 97(12):273–324
18. Kohavi R, John GH (1997) Wrappers for feature subset selection. Artificial intelligence 97(1–2):273–324
19. Kudo M, Sklansky J (1998) Classifier-independent feature selection for two-stage feature selection. Advances in Pattern Recognition 1451:548–554
20. Kullback S, Leibler R (1951) On information and sufficiency. The Annals of Mathematical Statistics 22(1):79–86
21. Kumar A, Vembu S, Menon AK, Elkan C (2012) Learning and inference in probabilistic classifier chains with beam search. In: Proceedings of the 2012 European Conference on Machine Learning and Knowledge Discovery in Databases - Volume Part I, Springer-Verlag, Berlin, Heidelberg, ECML PKDD’12, pp 665–680
22. Lee J, Kim DW (2015) Fast multi-label feature selection based on information-theoretic feature ranking. Pattern Recognition 48(9):2761–2771
23. Liu D, Nocedal J (1989) On the limited memory bfgs method for large scale optimization. Mathematical Programming 45(1–3):503–528
24. Liu H, Motoda H (1998) Feature selection for knowledge discovery and data mining. Kluwer Academic Publishers, Norwell, MA, USA
25. Nemenyi P (1963) Distribution-free multiple comparisons. PhD thesis, Princeton University, New Jersey, USA
26. Pearl J (1988) Probabilistic reasoning in intelligent systems: networks of plausible inference. Morgan Kaufmann Publishers Inc., San Francisco, CA, USA
27. Prabhu Y, Varma M (2014) Fastxml: a fast, accurate and stable tree-classifier for extreme multi-label learning. In: Proceedings of the 20th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pp 263–272
28. Read J, Pfahringer B, Holmes G, Frank E (2011) Classifier chains for multi-label classification. Machine Learning 85(3):333–359
29. Read J, Martino L, Luengo D (2014) Efficient monte carlo methods for multi-dimensional learning with classifier chains. Pattern Recognition 47(3):1535–1546
30. Read J, Martino L, Luengo D (2014) Efficient monte carlo methods for multi-dimensional learning with classifier chains. Pattern Recognition 47(3):1535–1546, handwriting Recognition and other (PR) Applications
31. Rebane G, Pearl J (1987) The recovery of causal polytrees from statistical data. In: Proceedings of the 3rd Conference on Uncertainty in Artificial Intelligence, pp 222–228
32. Sun L, Kudo M (2015) Polytree-augmented classifier chains for multi-label classification. In: Proceedings of the 24th International Joint Conference on Artificial Intelligence, pp 3834–3840
33. Tang L, Rajan S, Narayanan V (2009) Large scale multi-label classification via metalabeler. In: Proceedings of the 18th International Conference on World Wide Web, pp 211–220
34. Toms J, Spolar N, Cherman E, Monard M (2014) A framework to generate synthetic multi-label datasets. Electronic Notes in Theoretical Computer Science 302:155–176
35. Tsoumakas G, Katakis I (2007) Multi-label classification: An overview. International Journal of Data Warehousing and Mining 3:1–13
36. Tsoumakas G, Katakis I, Vlahavas I (2008) Effective and efficient multi-label classification in domains with large number of labels. In: Proceedings of ECML/PKDD 2008 Workshop on Mining Multidimensional Data
37. Tsoumakas G, Katakis I, Vlahavas I (2011) Random k-labelsets for multilabel classification. IEEE Transactions on Knowledge and Data Engineering 23(7):1079–1089
38. Weston J, Bengio S, Usunier N (2011) Wsabie: Scaling up to large vocabulary image annotation. In: Proceedings of the 22nd International Joint Conference on Artificial Intelligence, pp 2764–2770
39. Weston J, Makadia A, Yee H (2013) Label partitioning for sublinear ranking. In: Proceedings of the 30th International Conference on Machine Learning, pp 181–189
40. Yang Y, Pedersen J (1997) A comparative study on feature selection in text categorization. In: Proceedings of the 14th International Conference on Machine Learning, pp 412–420
41. Yu H, Jain P, Kar P, Dhillon IS (2014) Large-scale multi-label learning with missing labels. In: Proceedings of the 31st International Conference on Machine Learning, pp 593–601
42. Yu L, Liu H (2003) Feature selection for high-dimensional data: a fast correlation-based filter solution. In: Proceedings of the 20th International Conference on Machine Learning, pp 856–863
43. Zaragoza J, Sucar L, Morales E, Bielza C, naga PL (2011) Bayesian chain classifiers for multidimensional classification. In: Proceedings of the 22nd International Joint Conference on Artificial Intelligence, pp 2192–2197
44. Zhang M, Wu L (2015) Lift: multi-label learning with label-specific features. IEEE Transactions on Pattern Analysis and Machine Intelligence 37(1):107–120
45. Zhang M, Zhang K (2010) Multi-label learning by exploiting label dependency. In: Proceedings of the 16th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pp 999–1008
46. Zhang M, Zhou Z (2007) Mi-knn: A lazy learning approach to multi-label learning. Pattern Recognition 40:2038–2048
47. Zhang M, Pea J, Robles V (2009) Feature selection for multi-label naive bayes classification. Information Sciences 179(19):3218–3229
48. Zhang Y, Zhou ZH (2010) Multilabel dimensionality reduction via dependence maximization. ACM Transactions on Knowledge Discovery from Data 4(3):14:1–14:21