In this paper we introduce a discrete fractional resolvent family \( \{S_n^{\alpha,\beta}\}_{n \in \mathbb{N}_0} \) generated by a closed linear operator in a Banach space \( X \) for a given \( \alpha, \beta > 0 \). Moreover, we study its main properties and, as a consequence, we obtain a method to study the existence and uniqueness of the solutions to discrete fractional difference equations in a Banach space.
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1. **Introduction**

During the last six decades, the theory of \( C_0 \)-semigroups of operators on Banach spaces has been used by many authors as a powerful tool to study linear and nonlinear partial differential equations, as well as, to study concrete equations arising in mathematical physics, probability theory, engineering, biological processes, among others. See for instance [16]. Typically, in these situations, the problems are modeled by using partial differential equations of first order with unbounded linear operators. However, there are many problems in applied sciences, including, problems in transport dynamics, anomalous diffusion, non-Brownian motion, and many others, where the model of a partial differential equation of first order is not completely satisfactory.
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In recent decades, some investigations have demonstrated that some of these phenomena can be described more appropriately by means of time-fractional differential equations, see for instance, [6, 12, 18, 34, 38, 39, 46, 51]. As the one-parameter semigroups represent the natural framework to study differential equations of first order, in the case of time-fractional differential equations, the theory of continuous fractional resolvent families of one-parameter (that extends the theory of semigroups) gives one of the main tool to study such equations, see for instance [25, 37, 38, 47]. For example, if we consider the time-fractional differential equation

$$\partial_t^\alpha u(t) = Au(t) + f(t), \quad t > 0,$$

(1.1)

under the initial condition $u(0) = x_0$, where for $0 < \alpha < 1$, $\partial_t^\alpha$ corresponds to the Caputo fractional derivative, $f$ is a suitable function and $A$ generates an exponentially bounded fractional resolvent family $\{S_{\alpha,\alpha}(t)\}_{t \geq 0}$ (see for instance [11, 13, 25, 37, 38, 47]). Then, the solution to (1.1) is given by

$$u(t) = S_{\alpha,1}(t)x_0 + \int_0^t S_{\alpha,\alpha}(t-s)f(s)ds,$$

where $S_{\alpha,1}(t) := \int_0^t \frac{(t-s)^{-\alpha}}{\Gamma(1-\alpha)}S_{\alpha,\alpha}(s)ds$. This theory of continuous fractional resolvent families has been widely studied in the last recent years. See for instance [43, 50, 52] and the references therein. However, these continuous-time problems sometimes need to be studied, for practical purposes, as discrete problems.

Although the first investigations on difference of fractional order date back to the work of Kuttner [35], in the last decade, the study of existence and qualitative properties of discrete fractional difference equations has been a topic of great interest and there is an extensive recent literature in this subject, see for instance [4, 9, 17, 19, 22] and the references therein. However, these articles focus mainly on scalar fractional difference equations. Very recently, C. Lizama in [40] introduced, to the best of our knowledge, the first study on fractional difference equations with unbounded linear operators. Here, the author finds an interesting relation between the existence of solutions to an abstract fractional difference and a discrete family of linear operators that corresponds to a discretization of a continuous fractional resolvent family. More concretely, if $0 < \alpha < 1$, $A$ is a closed linear operator defined on a Banach space $X$ and $C\Delta^\alpha u^n$ is the approximation of the Caputo fractional derivative $\partial_t^\alpha u(t)$ (at time $t = n$) defined by

$$C\Delta^\alpha u^n := \sum_{j=0}^n \frac{\Gamma(1-\alpha+n-j)}{\Gamma(1-\alpha)\Gamma(n-j+1)}(u^{j+1} - u^j),$$
where \( u^j := \int_0^\infty p_j(t)u(t)dt \) and \( p_j(t) := t^j/j!e^{-t} \) is the Poisson distribution for \( j \in \mathbb{N}_0 \), then solution to the fractional difference equation

\[
C^{\Delta^\alpha} u^n = Au^{n+1}, \quad n \in \mathbb{N},
\]

is given by \( u^n = S_{\alpha,1}^n(I - A)u_0 \), where \( u_0 \in D(A) \), \( \{S_{\alpha,1}(t)\}_{t \geq 0} \) is the continuous resolvent family generated by \( A \), whose Laplace transform satisfies \( \hat{S}_{\alpha,1}(\lambda) = \lambda^{\alpha-1}(\lambda^\alpha - A)^{-1} \) and \( S_{\alpha,1}^n := \int_0^\infty p_n(t)S_{\alpha,1}(t)dt \), for all \( n \in \mathbb{N}_0 \). From [37] it follows that the resolvent family \( \{S_{\alpha,1}(t)\}_{t \geq 0} \) satisfies the resolvent equation

\[
S_{\alpha,1}(t)x = x + A \int_0^t g_\alpha(t - s)S_{\alpha,1}(s)xds, \quad x \in X, \, t \geq 0,
\]

where \( g_\alpha(t) := t^{\alpha-1}/\Gamma(\alpha) \). Moreover, from [40], it is easy to see that the sequence of operators \( \{S_{\alpha,1}^n\}_{n \in \mathbb{N}_0} \) verifies a similar relation:

\[
S_{\alpha,1}^n x = x + A \sum_{j=0}^n k^{\alpha}(n - j)S_{\alpha,1}^j x, \quad x \in X, \, n \in \mathbb{N}_0,
\]

where \( k^{\alpha}(j) := \frac{\Gamma(\alpha + j)}{\Gamma(\alpha)\Gamma(j + 1)} \). According to the Poisson distribution, we notice that for each \( n \in \mathbb{N}_0 \), \( S_{\alpha,1}^n \) corresponds to an approximation of \( S_{\alpha,1}(t) \) at time \( t = n \). Similarly, in [1, 2, 3, 7, 41, 53] the authors have introduced several discrete resolvent families to study fractional difference equations in Banach spaces. See [20, 21, 36, 44] for related results. We notice also that, fractional difference equations are closely related with discretization of fractional differential equations in Banach spaces, see for instance [26, 27, 28, 29, 30, 31, 32, 45, 49].

Although the continuous fractional resolvent families are an important tool in the study of fractional differential equations in Banach spaces and, there are many published papers on these families, their properties and applications, there are only a few articles on discrete fractional resolvent families generated by unbounded operators, and therefore, the study of the solutions of discrete fractional difference equations in Banach space has been limited by the lack of this tool.

In this paper, for a given \( \alpha, \beta > 0 \) and a step-size \( \tau > 0 \), we introduce the general discrete resolvent family \( \{S_{\alpha,\beta}^n\}_{n \in \mathbb{N}_0} \) generated by a closed linear operator \( A \) in a Banach space \( X \), and we study its main properties. Moreover, we give a method to study the existence and uniqueness of solutions to discrete fractional difference equations in Banach spaces.

The paper is organized as follows. In Section 2 we give the preliminaries. In Section 3 we introduce the discrete fractional resolvent family \( \{S_{\alpha,\beta}^n\}_{n \in \mathbb{N}_0} \). Moreover, we study its main properties, conditions on the operator \( A \) in order to be the generator of \( \{S_{\alpha,\beta}^n\}_{n \in \mathbb{N}_0} \) and we show that \( \{S_{\alpha,\beta}^n\}_{n \in \mathbb{N}_0} \) can be written as
\[ S^n_{\alpha,\beta} x = \sum_{j=1}^{n+1} a_{n,j} \tau^{-\alpha j} (\tau^{-\alpha} - A)^{-j} x, \quad n \in \mathbb{N}_0, \]

for all \( x \in X \), where \( a_{n,j} \) are constants depending on \( \alpha, \beta \) and \( \tau \). Finally, as an application of the results given previously, in Section 4 we study the existence and uniqueness of solutions to a fractional difference equation in a Banach space.

2. Preliminaries

The set of non-negative integer numbers will be denoted by \( \mathbb{N}_0 \) and the non-negative real numbers by \( \mathbb{R}_0^+ \). Take \( \tau > 0 \) fixed and \( n \in \mathbb{N}_0 \). We define the positive functions \( \rho^\tau_n \) by

\[ \rho^\tau_n(t) := e^{-t/\tau} \left( \frac{t}{\tau} \right)^n \frac{1}{\tau^n!}, \]

for all \( t \geq 0, n \in \mathbb{N}_0 \). An easy computation shows that

\[ \int_0^\infty \rho^\tau_n(t) dt = 1, \quad \text{for all} \quad n \in \mathbb{N}_0. \]

For a given Banach space \( X \), \( s(\mathbb{N}_0, X) \) denotes the vectorial space consisting of all vector-valued sequences \( v : \mathbb{N}_0 \to X \). The *backward Euler operator* \( \nabla^\tau : s(\mathbb{N}_0, X) \to s(\mathbb{N}_0, X) \) is defined by

\[ \nabla^\tau v^n := v^n - v^{n-1}/\tau, \quad n \in \mathbb{N}. \]

For \( m \geq 2 \), we define \( \nabla^m_{\tau} : s(\mathbb{N}_0, X) \to s(\mathbb{N}_0, X) \) recursively by

\[ (\nabla^m_{\tau} v)^n := \nabla^{m-1}_{\tau}(\nabla^1_{\tau} v)^n, \quad n \geq m. \]

Here \( \nabla^1_{\tau} \) is defined as \( \nabla^1_{\tau} := \nabla^\tau \) and \( \nabla^{0}_{\tau} \) as the identity operator. As in [22, Chapter 1, Section 1.5] we define by convention,

\[ \sum_{j=0}^{-k} v^j = 0 \quad \text{(2.1)} \]

for all \( k \in \mathbb{N} \).

The operator \( \nabla^m_{\tau} \) is called the *backward difference operator of order* \( m \). It is easy to show that if \( v \in s(\mathbb{N}_0, X) \), then

\[ (\nabla^m_{\tau} v)^n = \frac{1}{\tau^m} \sum_{j=0}^{m} \binom{m}{j} (-1)^j v^{n-j}, \quad n \in \mathbb{N}. \]

For a given \( \alpha > 0 \), define the function \( g_\alpha \) as \( g_\alpha(t) := \frac{t^{\alpha-1}}{\Gamma(\alpha)} \). Now, we introduce the following sequence

\[ k^n_{\alpha}(n) := \int_0^\infty \rho^\tau_n(t) g_\alpha(t) dt, \quad n \in \mathbb{N}_0, \alpha > 0. \]

It is easy to see that
\[ k_\tau^\alpha(n) = \frac{\tau^{\alpha-1} \Gamma(\alpha + n)}{\Gamma(\alpha) \Gamma(n + 1)} \frac{\Gamma(\alpha + n)}{\Gamma(n + 1)} g_\alpha(\tau), \quad n \in \mathbb{N}_0, \alpha > 0. \] (2.2)

In particular, we notice that \( k_\tau^1(n) = 1 \) for all \( n \in \mathbb{N}_0 \).

**Definition 2.1.** ([49]) Let \( \alpha > 0 \). The \( \alpha \)th fractional sum of \( v \in \mathcal{F}(\mathbb{R}; X) \) is defined by
\[
(\nabla_\tau^{-\alpha} v)^n := \tau^n \sum_{j=0}^{n} k_\tau^\alpha(n - j)v^j, \quad n \in \mathbb{N}_0.
\]

**Definition 2.2.** ([49]) Let \( \alpha \in \mathbb{R}_+ \setminus \mathbb{N}_0 \). The Caputo fractional backward difference operator of order \( \alpha \), \( C\nabla_\tau^{\alpha} : \mathcal{F}(\mathbb{R}_+; X) \to \mathcal{F}(\mathbb{R}_+; X) \), is defined by
\[
(C\nabla_\tau^{\alpha} v)^n := \nabla_\tau^{(m-\alpha)}(\nabla_\tau^m v)^n, \quad n \in \mathbb{N},
\]
where \( m - 1 < \alpha < m \).

For a given \( \alpha \in \mathbb{N}_0 \), the fractional backward difference operators \( C\nabla_\tau^{\alpha} \) is defined as the backward difference operator \( \nabla_\tau^\alpha \). Moreover, if \( 0 < \alpha < 1 \) and \( n \in \mathbb{N} \), then \( C\nabla_\tau^{\alpha+1} v^n = C\nabla_\tau^{\alpha} (\nabla_\tau^1 v)^n \). However, \( C\nabla_\tau^{\alpha+1} v^n \neq C\nabla_\tau^{1} (C\nabla_\tau^{\alpha} v)^n \), (see [49, Section 2]).

For a given discrete sequence of operators \( \{S^n\}_{n=0}^{\infty} \subset \mathcal{B}(X) \) and a scalar sequence \( c = (c^n)_{n=0}^{\infty} \), we define the discrete convolution \( c \ast S \) as
\[
(c \ast S)^n := \sum_{k=0}^{n} c^{n-k} S^k, \quad n \in \mathbb{N}_0.
\]

Moreover, for scalar valued sequences \( b = (b^n)_{n=0}^{\infty} \) and \( c = (c^n)_{n=0}^{\infty} \), we define \( (b \ast c \ast S)^n := (b \ast (c \ast S))^n \) for all \( n \in \mathbb{N}_0 \).

As in [49, Corollary 2.9] we can prove the following convolution property. If \( \alpha, \beta > 0 \), then
\[
k_\tau^{\alpha+\beta}(n) = \tau^n \sum_{j=0}^{n} k_\tau^\alpha(n - j)k_\tau^\beta(j),
\] (2.3)
for all \( n \in \mathbb{N}_0 \). Given \( s \in s(\mathbb{N}_0, X) \), its \( Z \)-transform, \( \tilde{s} \), is defined by
\[
\tilde{s}(z) := \sum_{j=0}^{\infty} z^{-j} s^j,
\]
where \( s^j := s(j) \) and \( z \in \mathbb{C} \). We notice that the convergence of this series holds for \( |z| > R \), where \( R \) is large enough. It is a well known fact that if \( s_1, s_2 \in s(\mathbb{N}_0, X) \) and \( \tilde{s}_1(z) = \tilde{s}_2(z) \) for all \( |z| > R \) for some \( R > 0 \), then \( s_1^j = s_2^j \) for all \( j = 0, 1, \ldots \). Moreover, the \( Z \)-transform is a linear operator on \( s(\mathbb{N}_0, X) \) and satisfies the finite discrete convolution property (see for instance [5]):
\[ s_1 * s_2(z) = \hat{s}_1(z)\hat{s}_2(z), \quad s_1, s_2 \in s(\mathbb{N}_0, X). \quad (2.4) \]

The operator \( A : D(A) \subset X \to X \) is called \( \omega \)-sectorial of angle \( \theta \), if there exist \( \theta \in [0, \pi/2) \) and \( \omega \in \mathbb{R} \) such that its resolvent exists in the sector \( \omega + \Sigma_\theta := \{ \omega + \lambda : \lambda \in \mathbb{C}, |\arg(\lambda)| < \frac{\pi}{2} + \theta \} \setminus \{ \omega \} \) and

\[ \|(\lambda - A)^{-1}\| \leq \frac{M}{|\lambda - \omega|}, \]

for all \( \lambda \in \omega + \Sigma_\theta \). In case \( \omega = 0 \) we say that \( A \) is sectorial of angle \( \phi + \pi/2 \).

**Definition 2.3.** A family of linear operators \( \{S(t)\}_{t \geq 0} \subset \mathcal{B}(X) \) is said to be **exponentially bounded**, if there exist constants \( M, \omega \in \mathbb{R} \) such that \( \|S(t)\| \leq Me^{\omega t} \), for all \( t \geq 0 \).

**Proposition 2.1.** Let \( \{S(t)\}_{t \geq 0} \subset \mathcal{B}(X) \) be a family of exponentially bounded linear operators with \( \|S(t)\| \leq Me^{\omega t} \), where \( M > 0 \) and \( \omega < \frac{1}{\tau} \). Let \( x \in X \). If we define the sequence \( S^n x \) for each \( n \in \mathbb{N} \) by

\[ S^n x := \int_0^\infty \rho_n^*(t)S(t)x dt. \]

Then

\[ \tilde{S}(z)x = \frac{1}{\tau} \tilde{S} \left( \frac{1}{\tau} \left( 1 - \frac{1}{z} \right) \right) x, \]

for all \( |z| > 1 \).

**Proof.** The hypothesis implies that

\[ \|S^n x\| \leq M \int_0^\infty \rho_n^*(t)e^{\omega t}\|x\|dt = \frac{M}{(1 - \omega \tau)^{n+1}}\|x\|, \]

for all \( n \in \mathbb{N}_0 \). Therefore, the Z-transform of \( S \) exists for all \( |z| > 1 \). On the other hand, the hypothesis implies that the Laplace transform of \( S \) exists for all \( \text{Re}(\lambda) > 0 \). Thus,

\[ \tilde{S}(z)x = \sum_{n=0}^\infty z^{-n}S^n x \]

\[ = \sum_{n=0}^\infty z^{-n} \int_0^\infty \rho_n^*(t)S(t)x dt \]

\[ = \int_0^\infty e^{-\frac{t}{\tau}} \sum_{n=0}^\infty z^{-n} \left( \frac{\tau}{t} \right)^n \frac{1}{\tau n!}S(t)x dt \]
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\[
= \frac{1}{\tau} \int_0^\infty e^{-\frac{t}{\tau}} \sum_{n=0}^\infty \frac{1}{n!} \left( \frac{t}{\tau z} \right)^n S(t) x dt
\]

\[
= \frac{1}{\tau} \int_0^\infty e^{-\frac{t}{\tau}} \left(1 - \frac{1}{z} \right) S(t) x dt
\]

\[
= \frac{1}{\tau} \hat{S} \left( \frac{1}{\tau} \left(1 - \frac{1}{z} \right) \right) x.
\]

We notice that a similar result holds for vector-valued functions. Thus, if \((f^n)_{n \in \mathbb{N}_0}\) denotes the sequence defined by \(f^n := \int_0^\infty \rho_\tau^n(t) f(t) dt\) for a given function \(f : \mathbb{R}_+ \to X\), then

\[
\hat{F}(z) = \frac{1}{\tau} \hat{f} \left( \frac{1}{\tau} \left(1 - \frac{1}{z} \right) \right),
\]

where \(F\) denotes the sequence associated to \((f^n)_{n \in \mathbb{N}_0}\).

3. Discrete fractional resolvent families

In this section we introduce the notion of discrete fractional resolvent family generated by a closed linear operator \(A\) in a Banach space and we study its main properties.

**Definition 3.1.** Let \(1 \leq \alpha \leq 2\) and \(0 < \beta \leq 2\) be given. Let \(A\) be a closed linear operator defined on a Banach space \(X\). An operator-valued sequence \(\{S^n_{\alpha,\beta}\}_{n \in \mathbb{N}_0} \subset B(X)\) is called a discrete \((\alpha,\beta)\)-resolvent family generated by \(A\) if it satisfies the following conditions

1. \(S^n_{\alpha,\beta} \in D(A)\) for all \(x \in X\) and \(A S^n_{\alpha,\beta} x = S^n_{\alpha,\beta} A x\) for all \(x \in D(A)\), and \(n \in \mathbb{N}_0\).
2. For each \(x \in X\) and \(n \in \mathbb{N}_0\),

\[
S^n_{\alpha,\beta} x = k^n_\tau(n)x + \tau A(k^n_\tau \circ S^n_{\alpha,\beta})^n x = k^n_\tau(n)x + \tau A \sum_{j=0}^n k^n_\tau(n-j) S^j_{\alpha,\beta} x. \tag{3.1}
\]

**Proposition 3.1.** Let \(\{S^n_{\alpha,\beta}\}_{n \in \mathbb{N}_0} \subset B(X)\) be a discrete \((\alpha,\beta)\)-resolvent family generated by \(A\). Then,

1. \(\tau^{-\alpha} \in \rho(A)\), and
2. For \(n = 0\), we have

\[
S^0_{\alpha,\beta} = k^0_\tau(0) \tau^{-\alpha} (\tau^{-\alpha} - A)^{-1} = \tau^{\beta-1-\alpha} (\tau^{-\alpha} - A)^{-1}.
\]

**Proof.** We notice that, by (3.1), we have

\[
S^n_{\alpha,\beta} x = k^n_\tau(n)x + k^n_\tau(0) \tau A S^n_{\alpha,\beta} x + \tau A \sum_{j=0}^{n-1} k^n_\tau(n-j) S^j_{\alpha,\beta} x, \text{ for all } x \in X.
\]
As \( k_r^\alpha(0) = \tau^\alpha \), for all \( \alpha > 0 \), we get (for \( n = 0 \))
\[
S^0_{\alpha,\beta} x = k_r^\beta(0)x + \tau^\alpha AS^0_{\alpha,\beta} x,
\]
and hence
\[
(\tau^{-\alpha} - A) S^0_{\alpha,\beta} x = k_r^\beta(0)\tau^{-\alpha} x,
\]
for all \( x \in X \). Now, from Definition 3.1 we obtain
\[
S^0_{\alpha,\beta}(\tau^{-\alpha} - A)x = \tau^{-\alpha} S^0_{\alpha,\beta} x - S^0_{\alpha,\beta} Ax = (\tau^{-\alpha} - A) S^0_{\alpha,\beta} x = k_r^\beta(0)\tau^{-\alpha} x,
\]
for all \( x \in X \). Since \( A \) is a closed linear operator, we conclude that \( \tau^{-\alpha} \in \rho(A) \) and
\[
S^0_{\alpha,\beta} x = k_r^\beta(0)\tau^{-\alpha}(\tau^{-\alpha} - A)^{-1} x,
\]
for all \( x \in X \).

An easy computation (see Proposition 2.1) shows that, for a given \( \alpha > 0 \), the \( Z \)-transform of the sequence \( \{k_r^\alpha(n)\}_{n \in \mathbb{N}_0} \) is given by
\[
\tilde{k}_r^\alpha(z) = \tau^{\alpha-1}\frac{z^\alpha}{(z-1)^{\alpha}}.
\]

**Proposition 3.2.** Let \( \{S^m_{\alpha,\beta}\}_{n \in \mathbb{N}_0} \subseteq B(X) \) be a discrete \((\alpha,\beta)\)-resolvent family generated by \( A \). Then, its \( Z \)-transform satisfies
\[
\tilde{S}_{\alpha,\beta}(z)x = \frac{1}{\tau} \left( \frac{z-1}{\tau z} \right)^{\alpha-\beta} \left( \frac{z-1}{\tau z} \right)^{\alpha} A^{-1} x,
\]
for all \( x \in X \).

**Proof.** Using the definition (3.1) and the identity (2.4) we have
\[
\tilde{S}_{\alpha,\beta}(z)x = \tilde{k}_r^\alpha(z)x + \tau(k_r^\alpha * \tilde{A}S_{\alpha,\beta})(z)x = \tilde{k}_r^\alpha(z)x + \tau\tilde{k}_r^\alpha(z)A\tilde{S}_{\alpha,\beta}(z)x.
\]
A straightforward computation and using (3.2) yield
\[
\tilde{S}_{\alpha,\beta}(z)x = \frac{1}{\tau} \left( \frac{z-1}{\tau z} \right)^{\alpha-\beta} \left( \frac{z-1}{\tau z} \right)^{\alpha} A^{-1} x,
\]
and the proof is finished.

The next result gives a functional equation to the discrete fractional resolvent families \( \{S^m_{\alpha,\beta}\}_{n \in \mathbb{N}_0} \subseteq B(X) \). Its continuous counterpart can be found in [43].

**Theorem 3.1.** Let \( \{S^m_{\alpha,\beta}\}_{n \in \mathbb{N}_0} \subseteq B(X) \) be a discrete \((\alpha,\beta)\)-resolvent family generated by \( A \). Then, the following functional equation holds
\[
S^m_{\alpha,\beta}(k_r^\alpha * S_{\alpha,\beta})^n - (k_r^\alpha * S_{\alpha,\beta})^m S^m_{\alpha,\beta} = k_r^\beta(m)(k_r^\alpha * S_{\alpha,\beta})^n - k_r^\beta(n)(k_r^\alpha * S_{\alpha,\beta})^m,
\]
for all \( m, n \in \mathbb{N}_0 \).
Proof. For each \( x \in X \) and \( n \in \mathbb{N}_0 \) we recall that
\[
S^n_{\alpha,\beta} x = k^\beta_{\tau} (n) x + \tau A \sum_{j=0}^{n} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x.
\]
Let \( n, m \in \mathbb{N}_0 \). Then, from Definition 3.1 part (1) we have:
\[
\left( \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} \right) S^m_{\alpha,\beta} x
= \left( \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} \right) \left[ k^\beta_{\tau} (n) x + \tau A \sum_{j=0}^{n} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x \right]
= k^\beta_{\tau} (n) \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} x + \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} \left[ \tau A \sum_{j=0}^{n} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x \right]
= k^\beta_{\tau} (n) \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} x + \tau A \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta}
\sum_{j=0}^{n} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x
= k^\beta_{\tau} (n) \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} x + \tau A \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta}
\sum_{j=0}^{n} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x
= k^\beta_{\tau} (n) \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} x + \left( S^m_{\alpha,\beta} - k^\beta_{\tau} (m) \right) \sum_{j=0}^{n} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x
= k^\beta_{\tau} (n) \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} x + S^m_{\alpha,\beta} \sum_{j=0}^{m} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x
- k^\beta_{\tau} (m) \sum_{j=0}^{n} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x.
\]

Therefore, we obtain
\[
\left( \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} \right) S^m_{\alpha,\beta} x = k^\beta_{\tau} (n) \sum_{j=0}^{m} k^\beta_{\tau} (m - j) S^j_{\alpha,\beta} x
+ S^m_{\alpha,\beta} \sum_{j=0}^{m} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x - k^\beta_{\tau} (m) \sum_{j=0}^{n} k^\alpha_{\tau} (n - j) S^j_{\alpha,\beta} x.
\]

Reorganizing the last equality we get the desired result and the proof is finished. \( \square \)
THEOREM 3.2. Let $1 < \alpha < 2$ and $\beta \geq 1$ such that $\alpha - \beta + 1 > 0$. Assume that $A$ is $\omega$-sectorial of angle $\frac{(\alpha-1)\pi}{2}$, where $\omega < 0$. Then $A$ generates an $(\alpha, \beta)$-resolvent sequence $\{S_{\alpha, \beta}^n\}_{n \in \mathbb{N}_0} \subset \mathcal{B}(X)$.

Proof. By [47, Theorem 2.5], $A$ generates an exponentially bounded $(\alpha, \beta)$-resolvent family $\{S_{\alpha, \beta}(t)\}_{t \geq 0}$ such that $S_{\alpha, \beta}(t)Ax = AS_{\alpha, \beta}(t)x$ for all $x \in D(A)$ and $t \geq 0$, and

$$S_{\alpha, \beta}(t)x = g_\beta(t)x + A \int_0^t g_\alpha(t-s)S_{\alpha, \beta}(s)xds,$$  \hspace{1cm} (3.4)

for all $x \in X$ and $t \geq 0$, where for $\mu > 0$, $g_\mu(t) := t^{\mu-1}/\Gamma(\mu)$. For each $x \in X$, define $S_{\alpha, \beta}^n x$ by

$$S_{\alpha, \beta}^n x := \int_0^\infty \rho^n_\tau(t)S_{\alpha, \beta}(t)xdt, \hspace{1cm} n \in \mathbb{N}_0.$$

Multiplying (3.4) by $\rho^n_\tau(t)$ and integrating over $[0, \infty)$ we conclude by [3, Theorem 5.2] or [49, Theorem 2.8] that

$$S_{\alpha, \beta}^n x = k^\beta_\alpha(n)x + A \int_0^\infty \rho^n_\tau(t)(g_\alpha * S_{\alpha, \beta})(t)dt$$

$$= k^\beta_\alpha(n)x + \tau A \sum_{j=0}^n k^\alpha_\tau(n-j)S_{\alpha, \beta}^j x.$$ 

Finally, multiplying the identity $S_{\alpha, \beta}(t)Ax = AS_{\alpha, \beta}(t)x$ by $\rho^n_\tau(t)$ and integrating over $[0, \infty)$, we get $S_{\alpha, \beta}^n Ax = AS_{\alpha, \beta}^n x$ for all $n \in \mathbb{N}_0$ and $x \in D(A)$.

THEOREM 3.3. Let $0 < \alpha < 1$. Assume that $A$ is the generator of a $C_0$-semigroup $\{T(t)\}_{t \geq 0}$. Then, $A$ generates the $(\alpha, 1)$-resolvent sequence $\{S_{\alpha, 1}^n\}_{n \in \mathbb{N}_0}$ given by

$$S_{\alpha, 1}^n x = \int_0^\infty \int_0^\infty \rho^n_\tau(t)\psi_{\alpha, 1-\alpha}(t, s)T(s)xdsdt, \hspace{1cm} x \in X,$$

where $\psi_{\alpha, 1-\alpha}$ is the Wright type function given by

$$\psi_{\alpha, 1-\alpha}(t, s) = \frac{1}{\pi} \int_0^\infty \rho^{\alpha-1}e^{-s\rho^\alpha \cos(\pi-\theta) - t\rho \cos \theta}$$

$$\times \sin(t\rho \sin \theta - s\rho^\alpha \sin(\pi-\theta) + \alpha(\pi-\theta)) d\rho, \hspace{1cm} (3.5)$$

for $\theta \in (\pi - \frac{\pi}{2\alpha}, \pi/2)$.

Proof. By [10] or [48, Corollary 2], $A$ generates the fractional resolvent family $\{S_{\alpha, 1}(t)\}_{t \geq 0}$ defined by

$$S_{\alpha, 1}(t)x = \int_0^\infty \psi_{\alpha, 1-\alpha}(t, s)T(s)xds, \hspace{1cm} x \in X, \hspace{1cm} (3.6)$$
where $\psi_{\alpha,1-\alpha}(t,s)$ is defined in (3.5). For each $n \in \mathbb{N}_0$, define $S^n_{\alpha,1}$ by

$$S^n_{\alpha,1} := \int_0^\infty \rho_n^\tau(t)S_{\alpha,1}(t)dt.$$ 

Multiplying both sides in equation (3.6) by $\rho_n^\tau(t)$ and integrating over $[0, \infty)$ we obtain the desired result. \hfill \Box

**Theorem 3.4.** Let $0 < \alpha < 1$. Assume that $A$ is the generator of a $C_0$-semigroup $\{T(t)\}_{t \geq 0}$. Then, $A$ generates the $(\alpha, \alpha)$-resolvent sequence $\{S^n_{\alpha,\alpha}\}_{n \in \mathbb{N}_0}$ given by

$$S^n_{\alpha,\alpha}x = \int_0^\infty \int_0^\infty \rho_n^\tau(t)\psi_{\alpha,0}(t,s)T(s)xdsdt, \quad x \in X,$$

where $\psi_{\alpha,0}$ is the Wright type function given by

$$\psi_{\alpha,0}(t,s) = \frac{1}{\pi} \int_0^\infty e^{t\rho\cos \theta - s\rho\cos \alpha \theta} \cdot \sin(t\rho \sin \theta - s\rho \sin \alpha \theta + \theta) d\rho,$$ (3.7)

for $\pi/2 < \theta < \pi$.

**Proof.** By [33, Theorem 3.1] or [48, Corollary 3], $A$ generates the fractional resolvent family $\{S^n_{\alpha,\alpha}(t)\}_{t \geq 0}$ which is defined by

$$S^n_{\alpha,\alpha}(t)x = \int_0^\infty \psi_{\alpha,0}(t,s)T(s)xds, \quad x \in X,$$

where $\psi_{\alpha,0}(t,s)$ is given in (3.7). Multiplying both sides in the last equation by $\rho_n^\tau(t)$ and integrating over $[0, \infty)$ the result follows as in the proof of Theorem 3.3. \hfill \Box

**Theorem 3.5.** Let $1 < \alpha < 2$. Assume that $A$ is the generator of a cosine family $\{C(t)\}_{t \in \mathbb{R}}$. Then, $A$ generates the $(\alpha, 1)$-resolvent sequence $\{S^n_{\alpha,1}\}_{n \in \mathbb{N}_0}$ given by

$$S^n_{\alpha,1}x = \int_0^\infty \int_0^\infty \rho_n^\tau(t)\psi_{\frac{\alpha}{2},1-\frac{\alpha}{2}}(t,s)C(s)xdsdt, \quad x \in X,$$

where $\psi_{\frac{\alpha}{2},1-\frac{\alpha}{2}}$ is the Wright type function given by

$$\psi_{\frac{\alpha}{2},1-\frac{\alpha}{2}}(t,s) = \frac{1}{\pi} \int_0^\infty \rho\frac{\alpha}{2}-1e^{-s\rho\frac{\alpha}{2}} \cos \frac{\alpha}{2}(\pi-\theta)-t\rho \cos \theta$$

$$\times \sin \left( t\rho \sin \theta - s\rho \sin \frac{\alpha}{2}(\pi-\theta) + \frac{\alpha}{2}(\pi-\theta) \right) d\rho,$$ (3.8)

for $\theta \in (\pi - \frac{\alpha}{2}, \pi/2)$.

**Proof.** By [48, Corollary 4], $A$ generates the fractional resolvent family $\{S_{\alpha,1}(t)\}_{t \geq 0}$ given by
\[ S_{\alpha,1}(t)x = \int_0^\infty \psi_{\alpha,1-\frac{\alpha}{2}}(t,s)C(s)xds, \quad x \in X, \]

where \( \psi_{\alpha,1-\frac{\alpha}{2}}(t,s) \) is defined in (3.8). The result follows as in the proof of Theorem 3.4. \( \square \)

**Theorem 3.6.** Let \( 1 < \alpha < 2 \). Assume that \( A \) is the generator of a cosine family \( \{C(t)\}_{t \in \mathbb{R}} \). Then, \( A \) generates the \((\alpha,\alpha)\)-resolvent sequence \( \{S^n_{\alpha,\alpha}\}_{n \in \mathbb{N}_0} \) given by

\[ S^n_{\alpha,\alpha}(t)x = \int_0^\infty \int_0^\infty \rho_n(t)\psi_{\alpha,0}(t,s)C(s)xdsdt, \quad x \in X, \]

where \( \psi_{\alpha,0}(t,s) \) is the Wright type function given by

\[ \psi_{\alpha,0}(t,s) = (g_{\alpha} * \psi_{\alpha,0}(\cdot,s))(t), \quad (3.9) \]

where \( \psi_{\alpha,0}(\cdot,s) \) is given in (3.7).

**Proof.** By [48, Corollary 5], \( A \) generates the fractional resolvent family \( \{S_{\alpha,1}(t)\}_{t \geq 0} \) given by

\[ S_{\alpha,1}(t)x = \int_0^\infty \psi_{\alpha,1-\frac{\alpha}{2}}(t,s)C(s)xds, \quad x \in X, \]

where \( \psi_{\alpha,1-\frac{\alpha}{2}}(t,s) \) is defined in (3.9). The rest of the proof follows as in Theorem 3.3. \( \square \)

**Proposition 3.3.** If \( \{S^n_{\alpha,\beta}\}_{n \in \mathbb{N}_0} \) and \( \{T^n_{\alpha,\beta}\}_{n \in \mathbb{N}_0} \) are \((\alpha,\beta)\)-resolvent sequences generated by \( A \), then \( S^n_{\alpha,\beta} = T^n_{\alpha,\beta} \) for all \( n \in \mathbb{N}_0 \).

**Proof.** For \( x \in X \), we define \( h(n) := S^n_{\alpha,\beta}x - T^n_{\alpha,\beta}x \). By Proposition 3.1, we obtain

\[ S^n_{\alpha,\beta}x = T^n_{\alpha,\beta}x = k^n_{\alpha}(0)\tau^{-\alpha}(\tau^{-\alpha} - A)^{-1}, \]

which implies that \( h(0) = 0 \). On the other hand, by Definition 3.1,

\[ h(n) = \tau A \sum_{j=0}^n k^n_{\alpha}(n-j)h(j) \]

and thus

\[ (I - \tau^\alpha A)h(n) = \tau A \sum_{j=0}^{n-1} k^n_{\alpha}(n-j)h(j). \]

By Proposition 3.1, \( \tau^{-\alpha} \in \rho(A) \), and therefore \( (I - \tau^\alpha A) = \tau^\alpha(\tau^{-\alpha} - A) \) is an invertible operator. Hence,

\[ h(n) = 0 \]

for all \( n \in \mathbb{N} \). This implies that \( S^n_{\alpha,\beta}x = T^n_{\alpha,\beta}x \) for all \( n \in \mathbb{N}_0 \) and \( x \in X \). \( \square \)
Now, we define the following sequence \((a_{n,l})\) as:

\[
a_{0,1} := k_\tau^\alpha(0), \quad a_{1,1} := (k_\tau^\alpha(1)k_\tau^\alpha(1) - k_\tau^\alpha(0)k_\tau^\alpha(1))k_\tau^\alpha(0)^{-1},
\]

and for \(n \geq 2\), we define \((a_{n,l})\) as follows:

\[
a_{n,n+1} := k_\tau^\alpha(1)a_{n-1,n}k_\tau^\alpha(0)^{-1}.
\]

Moreover, we denote the resolvent operator \(R_\tau : X \rightarrow D(A)\) as

\[
R_\tau := \tau^{-\alpha}(\tau^{-\alpha} - A)^{-1}.
\]

Theorem 3.7. Let \(\{S_{\alpha,\beta}^n\}_{n \in \mathbb{N}_0} \subset B(X)\) be a discrete \((\alpha, \beta)\)-resolvent family generated by \(A\). Then, for each \(x \in X\),

\[
S_{\alpha,\beta}^0 x = a_{0,1}R_\tau x, \quad \text{and} \quad S_{\alpha,\beta}^1 = a_{1,1}R_\tau x + a_{1,2}R_\tau^2 x,
\]

and for \(n \geq 2\)

\[
S_{\alpha,\beta}^n x = \sum_{j=1}^{n+1} a_{n,j}R_\tau^j x.
\]

Proof. The first identity in (3.12) follows from (3.1). In order to prove the second one, we take \(m = 1, n = 0\) in (3.3) and we get

\[
S_{\alpha,\beta}^1 k_\tau^\alpha(0)S_{\alpha,\beta}^0 x - \left( \sum_{j=0}^{\infty} k_\tau^\alpha(1-j)S_{\alpha,\beta}^j \right) S_{\alpha,\beta}^0 x
\]

\[
k_\tau^\alpha(1)k_\tau^\alpha(0)S_{\alpha,\beta}^0 x - k_\tau^\alpha(0) \left( \sum_{j=0}^{\infty} k_\tau^\alpha(1-j)S_{\alpha,\beta}^j \right)
\]

which is equivalent to

\[-k_\tau^\alpha(1)S_{\alpha,\beta}^0 a_{\alpha,\beta}^0 = k_\tau^\alpha(1)k_\tau^\alpha(0)S_{\alpha,\beta}^0 x - k_\tau^\alpha(0)k_\tau^\alpha(1)S_{\alpha,\beta}^0 x - k_\tau^\alpha(0)k_\tau^\alpha(0)S_{\alpha,\beta}^1 x.\]
As $S_{\alpha,\beta}^0 x = k_{\tau}^\beta (0) R_\tau x$ this last identity implies that
\[ k_{\tau}^\beta (0) k_{\tau}^\alpha (0) S_{\alpha,\beta}^1 x = k_{\tau}^\beta (1) k_{\tau}^\alpha (0) k_{\tau}^\alpha (0) R_\tau x - k_{\tau}^\beta (0) k_{\tau}^\alpha (1) k_{\tau}^\beta (0) R_\tau x \\
+ k_{\tau}^\beta (0) k_{\tau}^\alpha (1) k_{\tau}^\beta (0) R_\tau^2 x. \]

Since $k_{\tau}^\alpha (0) = r^{\alpha - 1} \neq 0$, we conclude that
\[ S_{\alpha,\beta}^1 x = (k_{\tau}^\beta (1) k_{\tau}^\alpha (0) - k_{\tau}^\beta (0) k_{\tau}^\alpha (1)) k_{\tau}^\alpha (0)^{-1} R_\tau + k_{\tau}^\beta (0) k_{\tau}^\alpha (1) k_{\tau}^\alpha (0)^{-1} R_\tau^2 x \\
= a_{1,1} R_\tau x + a_{1,2} R_\tau^2 x. \]

In order to prove (3.13) we proceed by induction on $n \geq 2$. For $n = 2$, we take $m = 2$ and $n = 0$ in (3.3) to obtain
\[ S_{\alpha,\beta}^2 x = k_{\tau}^\beta (2) k_{\tau}^\alpha (0) S_{\alpha,\beta}^0 x - k_{\tau}^\beta (0) \left( \sum_{j=0}^2 k_{\tau}^\alpha (2 - j) S_{\alpha,\beta}^j x \right), \]
which can be written as
\[ -k_{\tau}^\alpha (2) S_{\alpha,\beta}^0 S_{\alpha,\beta}^0 - k_{\tau}^\alpha (1) S_{\alpha,\beta}^1 S_{\alpha,\beta}^0 x = k_{\tau}^\beta (2) k_{\tau}^\alpha (0) S_{\alpha,\beta}^0 x \\
- k_{\tau}^\beta (0) k_{\tau}^\alpha (2) S_{\alpha,\beta}^0 x \\
- k_{\tau}^\beta (0) k_{\tau}^\alpha (1) S_{\alpha,\beta}^1 x \\
- k_{\tau}^\beta (0) k_{\tau}^\alpha (0) S_{\alpha,\beta}^2 x. \]

Since $S_{\alpha,\beta}^0 x = k_{\tau}^\beta (0) R_\tau x$ and $S_{\alpha,\beta}^1 = a_{1,1} R_\tau x + a_{1,2} R_\tau^2 x$, we have
\[ k_{\tau}^\beta (0) k_{\tau}^\alpha (0) S_{\alpha,\beta}^2 x = k_{\tau}^\beta (2) k_{\tau}^\alpha (0) k_{\tau}^\alpha (0) R_\tau x - k_{\tau}^\beta (0) k_{\tau}^\alpha (2) k_{\tau}^\beta (0) R_\tau x \\
- k_{\tau}^\beta (0) k_{\tau}^\alpha (1) a_{1,1} R_\tau x - k_{\tau}^\beta (0) k_{\tau}^\alpha (1) a_{1,2} R_\tau^2 x \\
+ k_{\tau}^\beta (2) k_{\tau}^\alpha (0) k_{\tau}^\beta (0) R_\tau^2 x + k_{\tau}^\alpha (1) k_{\tau}^\beta (0) a_{1,1} R_\tau x \\
+ k_{\tau}^\beta (1) k_{\tau}^\beta (0) a_{1,2} R_\tau^3 x. \]

Hence,
\[ k_{\tau}^\alpha (0) S_{\alpha,\beta}^2 x = (k_{\tau}^\beta (2) k_{\tau}^\alpha (0) - k_{\tau}^\beta (0) k_{\tau}^\alpha (2) - k_{\tau}^\alpha (1) a_{1,1} R_\tau x \\
+ (k_{\tau}^\alpha (2) k_{\tau}^\alpha (0) + k_{\tau}^\alpha (1) a_{1,1} - k_{\tau}^\alpha (1) a_{1,2}) R_\tau^2 x \\
+ k_{\tau}^\alpha (1) a_{1,2} R_\tau^3 x. \]

On the other hand, if we expand the sum (for $n = 2$) in (3.13) and we obtain
\[ \sum_{j=1}^3 a_{n,j} R_\tau^j x = a_{2,1} R_\tau x + a_{2,2} R_\tau^2 x + a_{2,3} R_\tau^3 x, \]
and by definition of the sequence $(a_{n,l})$ we get
Hence, by induction hypothesis we have

\begin{align*}
a_{2,1} &= (k^\beta(2)k^\alpha(0) - k^\alpha(2)a_{0,1} - k^\alpha(1)a_{1,1})k^\alpha(0)^{-1} \\
a_{2,2} &= (k^\alpha(2)a_{0,1} + k^\alpha(1)a_{1,1} - k^\alpha(1)a_{1,2})k^\alpha(0)^{-1} \\
a_{2,3} &= k^\alpha(1)a_{1,2}k^\alpha(0)^{-1}.
\end{align*}

From (3.14) we conclude that

\[ S^2_{\alpha,\beta}x = \sum_{j=1}^{3} a_{n,j}R^j_x. \]

Now, we assume that (3.13) holds for all \( l \leq n \). In order to prove the identity for \( n + 1 \), we first take \( m = n + 1 \) and \( n = 0 \) in (3.3) to obtain

\[ S^{n+1}_{\alpha,\beta}\tau^\alpha(0)S^0_{\alpha,\beta}x - \left( \sum_{j=0}^{n+1} k^\alpha(1 + n - j)S^j_{\alpha,\beta} \right) S^0_{\alpha,\beta}x \]

\[ = k^\alpha(1 + n)k^\alpha(0)S^0_{\alpha,\beta}x - k^\alpha(0) \left( \sum_{j=0}^{n+1} k^\alpha(n + 1 - j)S^j_{\alpha,\beta}x \right). \]

Hence,

\begin{align*}
S^{n+1}_{\alpha,\beta}\tau^\alpha(0)S^0_{\alpha,\beta}x - k^\alpha(1 + n)S^0_{\alpha,\beta}S^0_{\alpha,\beta}x - k^\alpha(n)S^1_{\alpha,\beta}S^0_{\alpha,\beta}x - \ldots \\
&\ldots - k^\alpha(0)S^n_{\alpha,\beta}S^0_{\alpha,\beta}x = \\
&= k^\alpha(1 + n)k^\alpha(0)S^0_{\alpha,\beta}x - k^\alpha(0)k^\alpha(1 + n)S^1_{\alpha,\beta}x - k^\alpha(0)k^\alpha(n)S^1_{\alpha,\beta}x - \ldots \\
&\ldots - k^\alpha(0)k^\alpha(0)S^n_{\alpha,\beta}x.
\end{align*}

That is,

\begin{align*}
k^\beta(0)k^\alpha(0)S^{n+1}_{\alpha,\beta}x &= k^\beta(n + 1)k^\alpha(0)S^0_{\alpha,\beta}x - k^\beta(0)k^\alpha(n + 1)S^0_{\alpha,\beta}x - \ldots \\
&\ldots - k^\beta(0)k^\alpha(1)S^n_{\alpha,\beta}x \\
&+ k^\alpha(1)S_{\alpha,\beta}S^0_{\alpha,\beta}x + k^\alpha(n)S^1_{\alpha,\beta}S^0_{\alpha,\beta}x + \ldots \\
&\ldots + k^\alpha(1)S^n_{\alpha,\beta}S^0_{\alpha,\beta}x.
\end{align*}

Since \( S^0_{\alpha,\beta}x = k^\beta(0)R_\tau x \), we can write this last identity as

\begin{align*}
k^\alpha(0)S^{n+1}_{\alpha,\beta}x &= k^\beta(n + 1)k^\alpha(0)R_\tau x - k^\alpha(n + 1)S^0_{\alpha,\beta}x - k^\alpha(n)S^1_{\alpha,\beta}x - \ldots \\
&\ldots - k^\alpha(1)S^n_{\alpha,\beta}x \\
&+ k^\alpha(1)R_\tau S^0_{\alpha,\beta}x + \ldots + k^\alpha(1)S^n_{\alpha,\beta}R_\tau x.
\end{align*}

By induction hypothesis we have
\[ k_{\tau}^\alpha(0)S^{n+1}_{\alpha,\beta} x = k_{\tau}^\beta(n + 1)k_{\tau}^\alpha(0)R_{\tau}x - k_{\tau}^\alpha(n + 1)k_{\tau}^\beta(0)R_{\tau}x \]
\[ \quad - k_{\tau}^\alpha(n)a_{1,1}R_{\tau}x - k_{\tau}^\alpha(n)a_{1,2}R_{\tau}^2x - ... \]
\[ \quad - k_{\tau}^\alpha(1)[a_{n,1}R_{\tau} + ... + a_{n,n}R_{\tau}^n + a_{n,n+1}R_{\tau}^{n+1}]x \]
\[ \quad + k_{\tau}^\alpha(n + 1)k_{\tau}^\beta(0)R_{\tau}^2x + k_{\tau}^\alpha(n)R_{\tau}[a_{1,1}R_{\tau} + a_{1,2}R_{\tau}^2]x \]
\[ \quad + k_{\tau}^\alpha(1)R_{\tau}[a_{n,1}R_{\tau} + ... + a_{n,n}R_{\tau}^n + a_{n,n+1}R_{\tau}^{n+1}]x \]
\[ = (k_{\tau}^\beta(n + 1)k_{\tau}^\alpha(0) - k_{\tau}^\alpha(n + 1)k_{\tau}^\beta(0) - k_{\tau}^\alpha(n)a_{1,1} - ... \]
\[ \quad - k_{\tau}^\alpha(1)a_{n,1})R_{\tau}x \]
\[ \quad + (k_{\tau}^\alpha(n + 1)k_{\tau}^\beta(0) + k_{\tau}^\alpha(n)a_{1,1} + ... + k_{\tau}^\alpha(1)a_{n,1} \]
\[ \quad - k_{\tau}^\alpha(n)a_{1,2} - ... - k_{\tau}^\alpha(1)a_{n,2})R_{\tau}^2x \]
\[ \vdots \]
\[ \quad + (k_{\tau}^\alpha(2)a_{n-1,n} + k_{\tau}^\alpha(1)a_{n,n} - k_{\tau}^\alpha(1)a_{n,n+1})R_{\tau}^{n+1}x \]
\[ + k_{\tau}^\alpha(1)a_{n,n+1}R_{\tau}^{n+2}x, \]

and therefore
\[ S^{n+1}_{\alpha,\beta} x = a_{n+1,1}R_{\tau}x + a_{n+1,2}R_{\tau}^2x + ... + a_{n+1,n+2}R_{\tau}^{n+2}x. \]

This finishes the proof. \( \square \)

If \( A \) is a bounded operator, we have the following result.

**Proposition 3.4.** Let \( \alpha, \beta > 0 \) such that \( \tau^\alpha < 1 \). If \( A \) is a bounded operator with \( \|A\| < 1 \), then \( A \) generates the \((\alpha, \beta)\)-resolvent sequence \( \{S^n_{\alpha,\beta}\}_{n \in \mathbb{N}_0} \) defined by
\[ S^n_{\alpha,\beta} = \sum_{j=0}^{\infty} k_{\tau}^{\alpha j + \beta}(n)A^j. \]  

(3.15)

**Proof.** Let \( x \in X \) and \( n \in \mathbb{N}_0 \). From [23, Formula 8.328] the serie in (3.15) converges for \( \tau^\alpha < 1 \) and \( \|A\| < 1 \). Then, by (2.3) we get
\[
\tau A \sum_{j=0}^{n} k_{\tau}^\alpha(n - j)S^j_{\alpha,\beta}x = \sum_{l=0}^{\infty} A^{l+1} \sum_{j=0}^{n} k_{\tau}^\alpha(n - j)k_{\tau}^{\alpha l + \beta}(j)x
\]
\[ = \sum_{l=0}^{\infty} A^{l+1}k_{\tau}^{\alpha (l+1) + \beta}(n)x = \sum_{j=0}^{\infty} A^j k_{\tau}^{\alpha j + \beta}(n)x - k_{\tau}^\beta(n)x. \]

Hence,
\[ k_{\tau}^\beta(n)x + \tau A \sum_{j=0}^{n} k_{\tau}^\alpha(n - j)S^j_{\alpha,\beta}x = \sum_{j=0}^{\infty} A^j k_{\tau}^{\alpha j + \beta}(n)x, \]

that is,
The next corollary is a direct consequence of Proposition 3.4.

**Corollary 3.1.** Let $\tau < 1$. If $A$ is a bounded operator with $\|A\| < 1$, then $A$ generates the $(1,1)$-resolvent sequence $\{S^n_{1,1}\}_{n \in \mathbb{N}_0}$ defined by

$$S^n_{1,1} = \sum_{j=0}^{\infty} k_{\tau}^{j+1}(n)A^j.$$

(3.16)

Now, since for any $\beta > 0$

$$k_{1}^{\beta}(n) = \frac{n^{\beta-1}}{\Gamma(\beta)} \left(1 + O\left(\frac{1}{n}\right)\right), \quad n \in \mathbb{N}, \beta > 0$$

(see [23, Formula 8.328]) we get

$$\frac{\Gamma(j + n + 1)}{\Gamma(j + 1)\Gamma(n + 1)} = \frac{k_{\tau}^{j+1}(n) = \frac{n^{j}}{j!} \left(1 + O\left(\frac{1}{n}\right)\right)}$$

and therefore, the identity (3.16) gives an approximation of the semigroup

$$e^{tA} := \sum_{j=0}^{\infty} \frac{(tA)^j}{j!}$$

at $t_n := n\tau$, that is, $S^n_{1,1}$ approximates $e^{t_nA}$ for each $n \in \mathbb{N}_0$.

**Remark 3.1.** For $n \in \mathbb{N}$ given, we define the matrix $A \in M_{n+1}(\mathbb{R})$ and the vector $R \in \mathbb{R}^{n+1}$ as follows:

$$A(i,j) := \begin{cases} a_{i-1,j}, & i \geq j, \\ 0, & j > i. \end{cases} \quad R(i) := R^{i}, \quad i = 1, \ldots, n + 1.$$

Then, $S \in M_{(n+1)\times 1}(\mathbb{R})$ defined by

$$S(i) = S_{n+1}^{i-1}, \quad i = 1, \ldots, n + 1.$$

satisfies $S = AR^T$. Furthermore, it is not difficult to see that for the case $\alpha = \beta = 1$, the matrix $A$ corresponds to unity $I_{n+1}$.

We notice that if $e_{\alpha,\beta}(t) := t^{\beta-1}E_{\alpha,\beta}(-\varrho t^\alpha)$, where $\varrho > 0$, then the family $\{S^n_{\alpha,\beta}\}_{n \in \mathbb{N}_0}$ corresponds to a discretization of $e_{\alpha,\beta}(t)$ on the interval $[0,T]$. In Figure 1, we illustrate the function $e_{\alpha,\beta}(t) := t^{\beta-1}E_{\alpha,\beta}(-\varrho t^\alpha)$ and the sequence $S^n_{\alpha,\beta}$ (generated by $A = \varrho I$) on the interval $[0,1]$, where
\[ \tau = 1/N, \ 0 \leq n \leq N \text{ and } N = 100, \text{ respectively. For } \varrho = 1, \text{ we choose, respectively, } \alpha = 1.1, \beta = 0.1, \text{ and } \alpha = 0.1, \beta = 0.9. \]

![Figure 1. \( e_{\alpha,\beta}(t) \) (line) and \( S^n_{\alpha,\beta} \) (circles) for \( N = 100 \).](image)

4. Solution to a fractional difference equations

In this section, we study the existence and uniqueness of solutions to a fractional difference equation. The results in this section shows that the discrete resolvent families play a crucial role in the representation of solutions.

To illustrate the previous results, we consider the initial value problem

\[
\begin{aligned}
C \nabla^\alpha u^n &= A u^n + C \nabla^{\alpha-1} f^n, \quad n \geq 2, \\
u^0 &= x_0, \\
u^1 &= 0,
\end{aligned}
\]  

(4.17)

where \( 1 < \alpha < 2 \), \( A \) is a closed linear operator in a Banach space \( X \) and \( x_0 \in X \). We notice that (4.17) can be see as a discretization of the problem

\[
\partial_t^\alpha u(t) = A u(t) + \partial_t^{\alpha-1} f(t), \quad t > 0,
\]  

(4.18)

under the initial conditions \( u(0) = x_0 \) and \( u'(0) = 0 \), where \( \partial_t^\alpha \) denotes the Caputo fractional derivative. This equation has been widely studied in the last years, see for instance [8, 14, 15, 42] and references therein. By [13] or [47], if \( A \) generates an exponentially bounded \((\alpha, 1)\)-resolvent family \( \{S_{\alpha, 1}(t)\}_{t \geq 0} \) in the sense of (3.4), then the solution to (4.18) is given by

\[
u(t) = S_{\alpha, 1}(t)x_0 + \int_0^t S_{\alpha, 1}(t-s)f(s)ds.
\]

The next result shows that the solution to (4.17) can be written as a discrete variation of parameter formula, similarly to the continuous case.

**Theorem 4.1.** Let \( \tau > 0 \) and \( 1 < \alpha < 2 \). Let \( A \) be the generator of an \((\alpha, 1)\)-discrete resolvent sequence \( \{S^n_{\alpha, 1}\}_{n \in \mathbb{N}_0} \). If \( x_0 \in X \), then the Caputo fractional difference equation (4.17) has a unique solution given by

\[
u^n = S^n_{\alpha, 1}x_0 + \tau (S_{\alpha, 1} \ast f)^n,
\]
for all \( n \geq 2 \) and \( u^0 = x_0, u^1 = 0 \).

**Proof.** Since \( A \) generates an \((\alpha, 1)\)-discrete resolvent \( \{S_{\alpha, 1}^n\}_{n \in \mathbb{N}_0} \) and \( k^1_\tau(n) = 1 \) for all \( n \in \mathbb{N}_0 \), we have, by definition, that
\[
S_{\alpha, 1}^j x = x + \tau A \sum_{l=0}^{j} k^\alpha_\tau(j - l)S_{\alpha, 1}^l x, \tag{4.19}
\]
for all \( j \geq 0 \) and \( x \in X \).

By definition of the Caputo fractional backward difference operator for \( 1 < \alpha < 2 \), we have for all \( n \geq 2 \) that
\[
C_\tau S_{\alpha, 1}^n x = \nabla_\tau^{(2-\alpha)} \nabla_\tau^2 (S_{\alpha, 1}^n x) = \tau \sum_{j=0}^{n} k^{2-\alpha}_\tau(n - j) (\nabla_\tau^2 S_{\alpha, 1} x)^j.
\tag{4.20}
\]
The equality (4.19) implies that
\[
(\nabla_\tau^2 S_{\alpha, 1} x)^j = \frac{1}{\tau^2} (S_{\alpha, 1}^j x - 2S_{\alpha, 1}^{j-1} x + S_{\alpha, 1}^{j-2} x)
= A \frac{2}{\tau^2} \left[ \tau \sum_{l=0}^{j} k^\alpha_\tau(j - l)S_{\alpha, 1}^l x - 2\tau \sum_{l=0}^{j-1} k^\alpha_\tau(j - l - 1)S_{\alpha, 1}^l x
+ \tau \sum_{l=0}^{j-2} k^\alpha_\tau(j - 2 - l)S_{\alpha, 1}^l x \right],
\]
for all \( j \geq 2 \) and \( x \in X \). Since \( k^1_\tau(n) = 1 \) for all \( n \in \mathbb{N}_0 \), the convolution property (2.3) implies that
\[
\tau \sum_{j=0}^{n} k^{2-\alpha}_\tau(n - j) \tau \sum_{l=0}^{j} k^\alpha_\tau(j - l)S_{\alpha, 1}^l x = \tau^2 \sum_{j=0}^{n} k^{2-\alpha}_\tau(n - j) (k^\alpha_\tau \ast S_{\alpha, 1})^j x
= \tau^2 (k^{2-\alpha}_\tau \ast (k^\alpha_\tau \ast S_{\alpha, 1}))^n x
= \tau (k^{2}_\tau \ast S_{\alpha, 1})^n x
= \tau^2 (k^1_\tau \ast (k^1_\tau \ast S_{\alpha, 1}))^n x
= \tau^2 \sum_{j=0}^{n} (k^1_\tau \ast S_{\alpha, 1})^j x
= \tau^2 \sum_{j=0}^{n} \sum_{l=0}^{j} S_{\alpha, 1}^l x,
\]
for all \( n \geq 2 \). Since \( \sum_{j=0}^{k} v^j = 0 \) for all \( k \in \mathbb{N} \), we get similarly that
\[
\tau \sum_{j=0}^{n} k^{2-\alpha}_\tau(n - j) \tau \sum_{l=0}^{j-1} k^\alpha_\tau(j - 1 - l) S_{\alpha, 1}^l x = \tau^2 \sum_{j=0}^{n-1} \sum_{l=0}^{j} S_{\alpha, 1}^l x,
\]
and
\[ \tau \sum_{j=0}^{n} k_{2-\alpha}^j (n - j) \tau \sum_{l=0}^{j-2} k_{2-\alpha}^l (j - 2 - l) S_{\alpha,1}^l x = \tau^2 \sum_{j=0}^{n-2} \sum_{l=0}^{j} S_{\alpha,1}^l x, \]  
(4.21)
for all \( n \geq 2 \). By (4.20)–(4.21) we obtain
\[ c \nabla^\alpha (S_{\alpha,1}^n x) = A \left[ \sum_{j=0}^{n} \sum_{l=0}^{j} S_{\alpha}^l x - 2 \sum_{j=0}^{n-1} \sum_{l=0}^{j} S_{\alpha,1}^l x + \sum_{j=0}^{n-2} \sum_{l=0}^{j} S_{\alpha,1}^l x \right] \]
= \( A S_{\alpha}^n x \),
for all \( n \geq 2 \) and \( x \in X \), and therefore
\[ c \nabla^\alpha S_{\alpha,1}^n x_0 = A S_{\alpha,1}^n x_0. \]

On the other hand, by definition we have
\[ c \nabla^\alpha ((S_{\alpha,1} \star f)^n) = \tau \sum_{j=0}^{n} k_{2-\alpha}^j (n - j) \nabla^2_\tau (\tau (S_{\alpha,1} \star f)^j), \]
for all \( n \geq 2 \). Since
\[ \nabla^2_\tau (S_{\alpha,1} \star f)^j = \frac{1}{\tau^2} \left[ (S_{\alpha,1} \star f)^j - 2(S_{\alpha,1} \star f)^{j-1} + (S_{\alpha,1} \star f)^{j-2} \right], \]
for all \( j \geq 2 \), and by definition
\[ S_{\alpha,1}^n x = k_{\tau}^1 (n) x + \tau A \sum_{j=0}^{n} k_{\tau}^j (n - j) S_{\alpha,1}^j x = x + \tau A (k_{\tau}^n \star S_{\alpha,1}) x, \]
for all \( x \in X \), and \( n \in \mathbb{N}_0 \), we get that
\[ (S_{\alpha,1} \star f)^n = \sum_{j=0}^{n} f^j + \tau A (k_{\tau}^n \star S_{\alpha,1} \star f)^n, \]
for all \( n \in \mathbb{N}_0 \). Hence
\[ c \nabla^\alpha ((S_{\alpha,1} \star f)^n) = \tau \sum_{j=0}^{n} k_{2-\alpha}^j (n - j) \nabla^2_\tau (S_{\alpha,1} \star f)^j \]
= \[ \frac{1}{\tau^2} \sum_{j=0}^{n} k_{2-\alpha}^j (n - j) \left[ \tau \sum_{l=0}^{j} f^l - 2 \tau \sum_{l=0}^{j-1} f^l + \tau \sum_{l=0}^{j-2} f^l \right] \]
+ \[ \frac{A}{\tau^2} \sum_{j=0}^{n} k_{2-\alpha}^j (n - j) \left[ \tau (k_{\tau}^n \star S_{\alpha,1} \star f)^j \right. \]
- \[ 2 \tau (k_{\tau}^n \star S_{\alpha,1} \star f)^{j-1} + \tau (k_{\tau}^n \star S_{\alpha,1} \star f)^{j-2} \right], \]
for all \( n \geq 2 \).

An easy computation shows that
\[
\tau \sum_{l=0}^{j-1} f_{l} - 2\tau \sum_{l=0}^{j} f_{l} + \tau \sum_{l=0}^{j-2} f_{l} = \frac{\tau^2 (f_{j} - f_{j-1})}{\tau} = \tau^2 \nabla_{\tau}^1(f)^j. 
\] 
(4.22)

Moreover, by (2.3), we obtain
\[
\tau \sum_{j=0}^{n} k_{\tau}^{2-\alpha} (n-j)(k_{\tau}^{\alpha} \ast S_{\alpha,1} \ast f)^j = \tau(k_{\tau}^{2-\alpha} \ast k_{\tau}^{\alpha} \ast S_{\alpha,\beta} \ast f)^n 
= \tau^2(k_{\tau}^{1} \ast k_{\tau}^{\alpha} \ast S_{\alpha,\beta} \ast f)^n 
= \tau^2 \sum_{j=0}^{n} k_{\tau}^{1}(n-j)(k_{\tau}^{1} \ast S_{\alpha,\beta} \ast f)^j 
= \tau^2 \sum_{j=0}^{n} \sum_{l=0}^{j} (S_{\alpha,\beta} \ast f)^l.
\]

Similarly, by (2.1), it is easy to prove that
\[
\tau \sum_{j=0}^{n} k_{\tau}^{2-\alpha} (n-j)(k_{\tau}^{\alpha} \ast S_{\alpha,1} \ast f)^j - 1 = \tau^2 \sum_{j=0}^{n-1} \sum_{l=0}^{j} (S_{\alpha,\beta} \ast f)^l,
\]
and
\[
\tau \sum_{j=0}^{n} k_{\tau}^{2-\alpha} (n-j)(k_{\tau}^{\alpha} \ast S_{\alpha,1} \ast f)^j - 2 = \tau^2 \sum_{j=0}^{n-2} \sum_{l=0}^{j} (S_{\alpha,\beta} \ast f)^l,
\]
for all \( n \geq 2 \).

On the other hand,
\[
c \nabla^{\alpha - 1} f_n = \nabla^{\alpha - 1}\left( (\nabla_{\tau}^1 f)^n \right) = \nabla_{\tau}^{2-\alpha}(\nabla_{\tau}^1 f)^n = \tau \sum_{j=0}^{n} k_{\tau}^{2-\alpha} (n-j)(\nabla_{\tau}^1 f)^j
\]
and, by (4.22)–(4.23), we conclude that
\[
c \nabla^{\alpha}(\tau (S_{\alpha,1} \ast f)^n) = \tau \sum_{j=0}^{n} k_{\tau}^{2-\alpha} (n-j)\nabla_{\tau}^1(f)^j 
+ \frac{A}{\tau^2} \tau \sum_{j=0}^{n} k_{\tau}^{2-\alpha} (n-j) \left[ \tau^2 \sum_{j=0}^{n} \sum_{l=0}^{j} (S_{\alpha,\beta} \ast f)^l 
- 2\tau^2 \sum_{j=0}^{n-1} \sum_{l=0}^{j} (S_{\alpha,\beta} \ast f)^l 
+ \tau^2 \sum_{j=0}^{n-2} \sum_{l=0}^{j} (S_{\alpha,\beta} \ast f)^l \right]
= c \nabla^{\alpha - 1} f_n + A(\tau (S_{\alpha,1} \ast f)^n),
\]
and
for all $n \geq 2$. We conclude that if $u^n := S_{\alpha,1}^{n}x_0 + \tau(S_{\alpha,1} \ast f)^n$ for $n \geq 2$, then
\[
C\nabla^\alpha(u^n) = C\nabla^\alpha(S_{\alpha,1}^{n}x_0 + \tau(S_{\alpha,1} \ast f)^n) = AS_{\alpha,1}^{n}x_0 + A(\tau(S_{\alpha,1} \ast f)^n) + C\nabla^{\alpha-1}f^n = Au^n + C\nabla^{\alpha-1}f^n,
\]
for all $n \geq 2$, that is, $u^n$ solves the equation
\[
C\nabla^\alpha u^n = Au^n + C\nabla^{\alpha-1}f^n, \quad n \geq 2.
\]
We conclude that the sequence $(u^n)_{n \in \mathbb{N}_0}$ defined by
\[
u^n := \begin{cases} S_{\alpha,1}^{n}x_0 + \tau(S_{\alpha,1} \ast f)^n, & n \geq 2, \\ x_0, & n = 1, \\ 0, & n = 0, \end{cases}
\]
solves the problem (4.17). The uniqueness, follows from Proposition 3.3. □
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