Abstract. — By providing instances of approximation of linear diffusions by birth-death processes, Feller [Fel50] has offered an original path from the discrete world to the continuous one. In this paper, by identifying an intertwining relationship between squared Bessel processes and some linear birth-death processes, we show that this connection is in fact more intimate and goes in the two directions. As by-products, we identify some properties enjoyed by the
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birth-death family that are inherited from squared Bessel processes. For instance, these include a discrete self-similarity property and a discrete analogue of the beta-gamma algebra. We proceed by explaining that the same gateway identity also holds for the corresponding ergodic Laguerre semi-groups. It follows again that the continuous and discrete versions are more closely related than thought before, and this enables to pass information from one semi-group to the other one.

Résumé. — En donnant des exemples d’approximation de diffusions linéaires par des processus de vie et de mort, Feller [Fel50] a mis en évidence un lien entre les mondes discrets et continus. En identifiant une relation d’entrelacement entre les processus de carrés de Bessel et certains processus de vie et de mort linéaires, nous montrons que ces liens sont encore plus profonds et vont également dans les deux sens. Cela nous permet d’exhiber des propriétés originales pour cette famille de processus de vie et de mort directement héritées des processus de carrés de Bessel. En particulier, nous obtenons une propriété d’auto-similarité discrète et un analogue discret à l’algèbre bêta-gamma. Nous expliquons ensuite comment ces propriétés s’étendent aux semi-groupes de Laguerre correspondants. Il apparaît à nouveau que les versions continues et discrètes sont plus proches qu’imaginé précédemment et qu’il est possible de transférer des informations d’un semi-groupe à l’autre.

1. Introduction

In a celebrated paper [Fel50], Feller provides a connection between continuous and discrete state space Markov processes by showing rigorously some diffusion approximations by birth-death Markov chains. Lamperti’s work [Lam67] can be seen as a direct continuation and extension of Feller’s ideas, introducing and analysing the continuum mass limits of Galton–Watson processes also for heavy-tailed offspring distributions. From these works emerge the following approximation result which relate two central objects of our work. The semi-group $Q(β) = (Q_t^{(β)})_{t≥0}$, $β > 0$, of the linear birth-death process $X^{(β)} = (X_t^{(β)})_{t≥0}$ on $\mathbb{Z}_+$, whose generator is the following difference operator

$$G_β = (n + β)\partial_+ + n\partial_-, \quad n ∈ \mathbb{Z}_+,$$

where $\partial_±g(n) = g(n ± 1) − g(n)$, is an approximation of the diffusion semi-group $Q^{(β)} = (Q_t^{(β)})_{t≥0}$ of the (scaled by 2)-squared Bessel process $X^{(β)} = (X_t^{(β)})_{t≥0}$ of index $β − 1$ on $[0, ∞)$, whose generator on $\mathbb{R}_+$ is given by

$$G_β = x\partial^2 + β\partial, \quad x > 0.$$

More specifically, one has, with $\lim_{ε→0^+} ε [n/ε] = x$, that

$$\lim_{ε→0^+} Q_t^{(β)}d_εf([n/ε]) = Q_t^{(β)}f(x)$$

where $d_εf(x) = f(εx)$ is the dilation operator. One can show, by a classical tightness argument, that the convergence holds in the sense of weak convergence of probability measures on $D([0, ∞))$, the Skorokhod space of càdlàg paths.

The aim of this paper is to reveal that, in fact, the connection between these two processes (or their semi-groups) is even more intimate. Indeed, we shall provide
a direct connection inducing an immediate limiting procedure. To describe it, we define, for a bounded function \( g \) on \( \mathbb{Z}_+ \), the Markov kernel \( \Lambda \) by

\[
\Lambda g(x) = \mathbb{E}[g(\text{Pois}(x))], \quad x \geq 0,
\]

where \( \text{Pois}(x) \) is a Poisson random variable of parameter \( x \), and, for \( f \) a bounded and measurable function on \( \mathbb{R}_+ \), the Markov kernel \( \Lambda^* \) by

\[
\Lambda^* f(n) = \mathbb{E}[f(\Gamma(n + \beta))], \quad n \in \mathbb{Z}_+,
\]

where \( \Gamma(n + \beta) \) is a standard gamma random variable with shape parameter \( n + \beta \). Throughout, for two linear operators, \( A \) and \( B \), the notation \( A \overset{\Lambda}{\sz\rightsquigarrow} B \) stands for the intertwining relationship \( A\Lambda = \Lambda B \) which holds on the specified domain. We also denote by \( \mathcal{C}_0(\mathbb{Z}_+) \) (resp. \( \mathcal{C}_0(\mathbb{R}_+) \)) the space of measurable (resp. continuous) functions on \( \mathbb{Z}_+ \) (resp. \( \mathbb{R}_+ \)) vanishing at infinity. For a measure \( \mu \), we define the Hilbert space \( L^2(\mu) = \{ f : \mathbb{R}_+ \mapsto \mathbb{R} \text{ measurable with } \int_0^\infty f^2(x)\mu(dx) < \infty \} \) and when \( \mu \) is a discrete measure we write \( \ell^2(\mu) \).

**Theorem 1.1.** — For any \( \beta \geq 0 \), we have

\[
(1.3) \quad Q_t^{(\beta)} \overset{\Lambda}{\sz\rightsquigarrow} Q_t^{(\beta)} \text{ in } \mathcal{C}_0(\mathbb{Z}_+), \quad \text{and} \quad Q_t^{(\beta)} \overset{\Lambda^*}{\sz\rightsquigarrow} Q_t^{(\beta)} \text{ in } \mathcal{C}_0(\mathbb{R}_+).
\]

These relationships also hold in \( \ell^2(\mu_\beta) \), with \( \mu_\beta(n) := \frac{(n+\beta-1)(n+\beta-2)\cdots}{n!}, n \in \mathbb{Z}_+ \) and on \( L^2(\mu_\beta) \), where \( \mu_\beta(dx) := \frac{\sigma^{\beta-1}}{\Gamma(\beta)} dx, \quad x > 0 \), respectively.

Each of the relationships in (1.3) is a Markov intertwining as it was introduced by Pitman and Rogers [PR81]. We call it a gateway as it relates directly continuous and discrete Markov processes as an alternative of usual approximation procedures. Note that it can also be seen as a lattice quantization. In fact, we shall show that \( \Lambda : \ell^2(\mu_\beta) \mapsto L^2(\mu_\beta) \) is a quasi-affinity, i.e. a one-to-one, bounded with dense range linear operator. This combined with a result of Douglas [Dou69], see also [Kub12, Proposition 3.H], yields that the first intertwining identity in (1.3) can be lifted to a unitary equivalence between these semi-groups, implying in particular that both semi-groups are isospectral.

As a by-product, this gateway enables to identify some new invariance properties for the birth-death chain that are inherited from the well-known symmetries of the squared Bessel semi-groups, see e.g. [PY80] and [GJY03]. For instance, the following \( d \)-self-similarity property, valid for any \( \sigma, t > 0 \),

\[
(1.4) \quad Q_t^{(\beta)} \overset{d}{\sz\rightsquigarrow} Q_{\sigma t}^{(\beta)}
\]

has the following discrete analogue. For any \( \sigma > 0 \), define \( D_\sigma \) the signed kernel from \( \mathbb{Z}_+ \) to \( \mathbb{Z}_+ \) given by the following binomial formula

\[
\forall \ n, m \in \mathbb{Z}_+, \quad D_\sigma(n, m) := \binom{n}{m} \sigma^m (1 - \sigma)^{n-m}.
\]

This kernel is Markovian only for \( \sigma \in [0, 1] \). We also use the notation for any bounded function \( g \) on \( \mathbb{Z}_+ \) and \( n \in \mathbb{Z}_+, \ D_\sigma g(n) = \sum_{m=0}^n g(m) D_\sigma(n, m). \)
Proposition 1.2. — For any $\sigma > 0$, we have

$$d_\sigma \overset{\Lambda}{\sim} D_\sigma$$

and, for any $t > 0$,

$$Q_t^{(\beta)} \overset{D}{\sim} Q_{\sigma t}^{(\beta)}.$$

We say that $Q^{(\beta)}$ is $D$-self-similar.

We point out that there is an interesting literature devoted to the study of the discrete self-similarity property, see e.g. [SK15] for a recent survey. For instance, Steutel and van Harn [SvH79] introduced the binomial thinning operator to define discrete stable variable. It boils down to the operator $D_c$ when $0 < c < 1$. We proceed by recalling that Carmona et al. [CPY98], showed the following interesting intertwining relationship between squared Bessel semi-groups of different indexes

$$Q_t^{(\alpha+\beta)} B_{\beta,\alpha} \overset{\Lambda}{\sim} Q_t^{(\beta)}$$

where

$$B_{\beta,\alpha} f(x) = \mathbb{E} [f(x B(\beta, \alpha))] = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} \int_0^1 f(xr)r^{\beta-1}(1-r)^{\alpha-1}dr$$

that is $B(\beta, \alpha)$ is a beta variable of parameter $\beta, \alpha > 0$. Considering the intertwining identity at time $t = 1$ and $x = 0$, they recover the following identity from the so-called beta-gamma algebra

$$B(\beta, \alpha) \times \text{Gam}(\beta + \alpha) \overset{(d)}{=} \text{Gam}(\beta)$$

where here and below, in such a distributional identity, the random variables are assumed to be independent. By considering a beta mixture of the gateway relationship (1.5), i.e. $c = B(\alpha, \beta)$, we obtain the following discrete analogue of Carmona et al. [CPY98] analysis.

Proposition 1.3. — For any $\alpha, \beta, t > 0$, we have on $c_0(\mathbb{Z}_+)$

$$Q_t^{(\alpha+\beta)} B_{\beta,\alpha} \overset{\Lambda}{\sim} Q_t^{(\beta)}$$

and, in particular, we have the discrete analogue of the beta-gamma algebra

$$B(\beta, \alpha) \odot \text{Pois}(\text{Gam}(\alpha + \beta)) \overset{(d)}{=} \text{Pois}(\text{Gam}(\beta))$$

where the variables are all considered independent and the binomial thinning operation is defined by $\alpha \odot X = \sum_{i=1}^{\alpha} b_i(\alpha)$ where $X$ is a $\mathbb{Z}_+$-valued variable, $\alpha \in (0, 1)$, and $(b_i)$ is a sequence of independent identically distributed (iid) Bernoulli variables of parameter $\alpha$ and independent of $X$.

In Section 3, we shall provide additional by-products of the gateway identity, in relation to the spectral decomposition of these semi-groups we will offer an original proof of the construction of the Laguerre polynomials as the Jensen polynomials of the Bessel functions. Moreover, it also provides an exact simulation of squared Bessel processes.
We now proceed by recalling that the $d$-self-similarity of the squared Bessel semi-group entails that the family of linear operators $K^{(\beta)} := (K^{(\beta)}_t)_{t \geq 0}$ defined, for any $t,x \geq 0$, by
\[ K^{(\beta)}_t f(x) = Q^{(\beta)}_{e^{-t}} d_{e^{-t}} f(x) \]
is a Feller semi-group on $[0, \infty)$. It is thus natural to wonder whether the family of linear operators $K^{(\beta)} := (K^{(\beta)}_t)_{t \geq 0}$ defined, for any $t \geq 0$, by
\[ K^{(\beta)}_t g(n) = Q^{(\beta)}_{e^{-t}} D_{e^{-t}} g(n), \]
is a discrete Markov semi-group. We have the following.

**Theorem 1.4.** — For any $\beta \geq 0$, $K^{(\beta)}$ is the Feller semi-group on $\mathbb{N}$ of a birth-death chain. Moreover, we have on $c_0(\mathbb{Z}_+)$
\[ K^{(\beta)}_t \wedge K^{(\beta)}_t. \] (1.8)

It turns out that the diffusive semi-group $(K^{(\beta)}_t)_{t \geq 0}$ is ergodic and its invariant (even reversible) probability measure $\nu_\beta$ is the gamma distribution of shape parameter $\beta > 0$:
\[ \forall x > 0, \quad \nu_\beta(dx) := x^{\beta-1} e^{-x} dx / \Gamma(\beta). \]

The birth-death semi-group $(K^{(\beta)}_t)_{t \geq 0}$ is also ergodic and its invariant (even reversible) probability measure $n_\beta$ is the negative Bernoulli distribution of parameters $1/2$ and $\beta > 0$:
\[ \forall n \in \mathbb{Z}_+, \quad n_\beta(n) := 2^{-n/2} \frac{\Gamma(\beta + n)}{n! \Gamma(\beta)}. \]

It follows that (1.8) can be interpreted in the $L^2$-sense, namely from $L^2(\nu_\beta)$ to $\ell^2(n_\beta)$. By means of the gateway relationship, we will also present what could be seen as an isospectral approximation of the Laguerre diffusions by birth-death Laguerre processes. The intertwinings of Theorems 1.1 and 1.4 can be strengthened into a graph of intertwining relations, which will be investigated in a general Markovian framework, as well as its applications on speeds of convergence to equilibrium, in a forthcoming paper [MP]. However as an avant-goût, we state at the end of Subsection 4.3 some accurate estimates on the convergence in the entropy sense of the semi-group $K^{(\beta)}$ toward its equilibrium measure $n_\beta$, for $\beta \geq 1/2$, deduced from a corresponding result for $K^{(\beta)}$. We also mention that in a recent paper [RS18], Redig and Sau identified some interesting duality relationships between interacting particle models and, in particular, they found an intertwining relationship through the Poisson kernel between interacting diffusion processes and particle systems.

The plan of the paper is as follows. The next section is devoted to the proof of Theorem 1.1 that is to the main gateway relationships. In Section 3, we state and proof some by-products of these relationships which include the proof of Propositions 1.2 and 1.3, the relationship between Laguerre polynomials and Bessel functions. It also contains the characterization of the product of the intertwining kernel with its adjoint as the squared Bessel semi-group itself considered at time 1. This interesting observation is then used to provide an exact simulation of the squared Bessel processes. Section 4 focusses on the study of the continuous and discrete ergodic Laguerre
semi-groups. It contains the proof of Theorem 1.4, the spectral decomposition of the discrete Laguerre semi-group. The appendix contains the study of the discrete scaling operator as a contractive semi-group in the Hilbert space.

2. Gateway between continuous and discrete Bessel processes

The aim of this Section is to prove Theorem 1.1. We shall in fact provide two different proofs which all rely on specific properties of the involved processes. We find worth detailing each of them as they may be used in a different context. The first one hinges on a gateway relationship between the generators of the Bessel and linear birth-death processes for which the linearity of their coefficient plays an important role. The second one, which offers an alternative proof in the Banach space $c_0(Z_+)$ setting, is based on a connection that we establish between the Laplace transform of the two semi-groups which seems to find its root in the branching property of the two processes. Let now $\mu_\beta, \beta > 0$, be the measure on $(0, \infty)$ given by

$$\mu_\beta(dx) := x^{\beta-1} \frac{dx}{\Gamma(\beta)}, \quad x > 0,$$

where $\Gamma$ is the gamma function. Moreover, let $m_\beta$ be the measure on $Z_+$ given by

$$m_\beta(n) := \frac{(n+\beta-1)(n+\beta-2)\cdots}{n!}, \quad n \in Z_+,$$

which is an extension of the usual binomial coefficient defined for $\beta \in \mathbb{N}$.

The first proof is split into several intermediate results that we state below and postpone their proofs to the forthcoming subsections. To describe the strategy of the proof we need to introduce a few notation. For $\beta \in \mathbb{R}$, consider the $(2\beta)$-squared Bessel diffusion generator on $\mathbb{R}_+$ given, $\forall x \in \mathbb{R}_+$, by

$$G_\beta = x\partial^2 + \beta \partial.$$

Next, define the tri-diagonal operator $G_{\beta, \alpha}$ acting on $F(Z_+) = \mathbb{R}^{Z_+}$, the set of all real mappings defined on $\mathbb{R}_+$, via, for $g \in F(Z_+)$, and $n \in Z_+$,

$$G_{\beta, \alpha}g(n) := (n+\beta)g(n+1) - (2\alpha n + \beta \alpha)g(n) + \alpha^2 ng(n-1)$$

(for $n = 0$, it is not necessary to define $g(-1)$, since it is multiplied by 0).

For $\alpha \in \mathbb{R}$, introduce the mapping

$$\epsilon_\alpha : \mathbb{R}_+ \ni x \mapsto e^{\alpha x} \in \mathbb{R}_+$$

and consider the operator $\nabla_\alpha$ defined by

$$\nabla_\alpha : C^\infty(\mathbb{R}_+) \ni f \mapsto ((\partial^n \epsilon_\alpha f(0))_{n \in Z_+} \in F(Z_+).$$

We are ready to state our first result which relies on formal computations on the linear operators $G_\beta$ and $G_{\beta, \alpha}$ where the domain of the generators does not play an important role, for instance we can let $G_\beta$ act on $C^\infty(\mathbb{R}_+)$, the space of infinitely continuously differentiable functions on $\mathbb{R}_+$. 
Lemma 2.1. — We have on $C^\infty(\mathbb{R}_+)$

\begin{equation}
G_{\beta,\alpha} \nabla^{\alpha} G_{\beta}.
\end{equation}

The operator $G_{\beta,\alpha}$ is a Markov generator if and only if $\alpha = 1$ and $\beta \geq 0$. We write simply $\epsilon := \epsilon_1$, $G_\beta := G_{\beta,1}$ and $\nabla := \nabla_1$.

We would like to replace $\nabla$ by a Markov kernel from $\mathbb{Z}_+$ to $\mathbb{R}_+$. Let us first describe heuristically the procedure we will follow. We start by finding an operator $\Lambda$ from $\mathbb{R}_+$ to $\mathbb{Z}_+$ which is in some sense an inverse of $\nabla$. Multiplying both sides of (2.3) by $\Lambda$, on the left and on the right, we get

\begin{equation}
\Lambda \nabla G_{\beta} \Lambda \overset{A}{\sim} G_{\beta} \Lambda \nabla
\end{equation}

namely the new intertwining relation

\begin{equation}
G_{\beta} \Lambda \overset{A}{\sim} G_{\beta}.
\end{equation}

Since $\nabla$ corresponds to differentiations, $\Lambda$ is obtained through integrations and more precisely it will turn out to be a Markov kernel from $\mathbb{R}_+$ to $\mathbb{Z}_+$. To develop this program in a more rigorous way, we introduce further notation. First, let us denote by $\Lambda$ the Markov kernel defined, for a bounded function $g$ on $\mathbb{Z}_+$, by

\begin{equation}
\Lambda g(x) = E[g(\text{Pois}(x))] = \frac{1}{e(x)} \sum_{n \geq 0} \frac{g(n)}{n!} x^n,
\end{equation}

where we recognize $\text{Pois}(x)$ as a Poisson variable of parameter $x$. Next, consider $P_\epsilon$, the vector space of functions on $\mathbb{R}_+$ which can be written under the form $P/\epsilon$, where $P$ is a polynomial function and $F_\epsilon(\mathbb{Z}_+)$ is the subspace of functions from $F(\mathbb{Z}_+)$ which vanish except on a finite number of points from $\mathbb{Z}_+$. Finally, we say that a linear operator between two Banach spaces is a quasi-affinity if it is bounded, one-to-one with a dense range. We are ready to state the following which also contains some results on the operator $\Lambda$ that will be used later.

Lemma 2.2

1. $\Lambda : P_\epsilon \mapsto F_\epsilon(\mathbb{Z}_+)$ is bijective with inverse $\nabla$.
2. Moreover, the Markov kernel $\Lambda$ transports the measure $\mu_\beta$ into $\mathbf{m}_\beta$ and it can be extended into a quasi-affinity, still denoted by $\Lambda$, from $\ell^2(\mathbf{m}_\beta)$ to $L^2(\mu_\beta)$ with an operator norm bounded by 1.
3. Similarly, $\Lambda$ transports any probability measure $\nu$ on $\mathbb{R}_+$ into a probability measure $\mathbf{n}$ on $\mathbb{Z}_+$ and, as above, it can extended to bounded operator with dense range from $\ell^2(\mathbf{n})$ to $L^2(\nu)$. It is a quasi-affinity if $\mathbf{n}(\mathbf{n}) \sim C e^{-2n^\beta}$, $\beta > 0$ and $\mathbf{g}(\mathbf{n}) = o(\ln n)$.
4. Finally, $\Lambda : c_0(\mathbb{Z}_+) \mapsto c_0(\mathbb{R}_+)$ is a quasi-affinity.

We proceed by extending the validity of (2.5) outside $F_\epsilon(\mathbb{Z}_+)$, which requires to consider appropriate closures. For this purpose, we assume, from now on, that $\beta > 0$. Then, since the vector space $P_\epsilon$ (resp. $F_\epsilon(\mathbb{Z}_+)$) is dense in $L^2(\mu_\beta)$ (resp. $\ell^2(\mathbf{m}_\beta)$), we shall show that $G_{\beta}$ is self-adjoint and positive in $L^2(\mu_\beta)$ (resp. $\ell^2(\mathbf{m}_\beta)$) and by invoking Friedrich's theorem, we obtain the following.
Lemma 2.3. — $G_\beta$ (resp. $G_\beta$) can be extended into a densely defined, closed and self-adjoint operator on $L^2(\mu_\beta)$ (resp. $\ell^2(m_\beta)$) with domain $D(G_\beta)$ (resp. $D(G_\beta)$).

This yields to the following.

Lemma 2.4. — We have $\Lambda(D(G_\beta)) \subset D(G_\beta)$ and formula (2.5) is valid on $D(G_\beta)$.

The intertwining relation (2.5) can be extended at the level of the semi-groups $Q^{(\beta)}$ and $Q^{(\beta)}$. Heuristically the result is clear; it is sufficient to exponentiate (2.5). However, one must be a little more careful and the details are provided in Section 2.2.

We proceed with the following result which gives a representation of the adjoint operator of $\Lambda$ in the Hilbert spaces $L^2(\mu_\beta)$, which allows to obtain the second gateway relationship.

Lemma 2.5. — For any $f \in L^2(\mu_\beta)$, we have

$$\forall \ n \in \mathbb{Z}_+, \ \Lambda^*f(n) = \mathbb{E}[f(\text{Gam}(n + \beta))] = \int_0^\infty f(x) \frac{x^{n+\beta-1}}{\Gamma(n+\beta)} e^{-x} dx$$

where $\text{Gam}(n + \beta)$ is a standard gamma random variable of parameter $n + \beta$.

2.1. Proof of the lemmas

2.1.1. Proof of Lemma 2.1

First, note that for $\alpha \in \mathbb{R}$, the mapping $e^{\alpha x} : \mathbb{R}_+ \ni x \mapsto e^{\alpha x} \in \mathbb{R}_+$ can also be seen as a multiplication operator on $C^\infty(\mathbb{R}_+)$ (similarly, $x$ will stand for the identity mapping $\mathbb{R}_+ \ni x \mapsto x \in \mathbb{R}_+$, as well as for the associated multiplication operator). With this interpretation, we have the non-commutation relation

$$e^{\alpha \partial} = \partial e^{\alpha} - \alpha e^{\alpha} = (\partial - \alpha) e^{\alpha}.$$ 

We deduce that

$$e^{\alpha} G_\beta = e^{\alpha} (x \partial^2 + \beta \partial) = x(\partial - \alpha) e^{\alpha} \partial + \beta(\partial - \alpha) e^{\alpha}$$

$$= [x(\partial - \alpha)^2 + \beta(\partial - \alpha)]e^{\alpha}$$

$$= [x\partial^2 - 2\alpha x \partial + \alpha^2 x + \beta \partial - \beta \alpha] e^{\alpha}.$$ 

On the other hand, for $n \in \mathbb{Z}_+$, the Leibniz rule yields

$$\partial^n x = \sum_{m=0}^n \binom{n}{m} (\partial^m x) \partial^{n-m} = \sum_{m=0}^n \binom{n}{m} (\partial^m x) \partial^{n-m} = x \partial^n + n \partial^{n-1}.$$ 

It follows that

$$\partial^n [x \partial^2 - 2\alpha x \partial + x \partial^2 + \beta(\partial - \alpha)] = x \partial^{n+2} + n \partial^{n+1} - 2\alpha x \partial^{n+1} - 2\alpha n \partial^n$$

$$+ \alpha^2 x \partial^n + \alpha^2 n \partial^{n-1} + \beta \partial^{n+1} - \beta \alpha \partial^n.$$
Next, for any differential operator $\partial^n$, denote $\partial^n_0$ the value taken by this operator at the point $0 \in \mathbb{R}_+$, so that $\partial^n_0 \epsilon$ can be seen as a linear form $C^\infty(\mathbb{R}_+) \to \mathbb{R}$. In particular, we have from the previous computations,

$$\partial^n_0 \epsilon, G_{\beta|0} = \left((x\partial^{n+2} + n\partial^{n+1} - 2\alpha x\partial^{n+1} - 2\alpha n\partial^n + \alpha^2 x\partial^n)\epsilon, G_{\beta|0} = \right. \left(\partial^n_0 + \beta\partial^n_0 - \beta\alpha\partial^n_0\right)\epsilon, G_{\beta|0} \right.$$ (2.7)

Its interest is that the identity (2.7) can be written under the form of an intertwining relation:

$$\nabla_\alpha G_{\beta} = G_{\beta,\alpha} \nabla_\alpha. \quad (2.8)$$

We proceed by remarking that the off-diagonal entries of $G_{\beta,\alpha}$ are non-negative as soon as $\alpha, \beta \geq 0$. As a consequence, for $\alpha, \beta \geq 0$, the operator $G_{\beta,\alpha}$ is a Markov generator if and only if $G_{\beta,\alpha} \mathbb{1}_{\mathbb{Z}_+} = 0$, where $\mathbb{1}_{\mathbb{Z}_+}$ is the mapping always taking the value 1 on $\mathbb{Z}_+$. We obtain that

$$\forall n \in \mathbb{Z}_+, \quad G_{\beta,\alpha} \mathbb{1}_{\mathbb{Z}_+}(n) = (\alpha - 1)^2 n + \beta(1 - \alpha).$$

It leads us to the choice $\alpha = 1$ and $\beta \geq 0$ and from now on, the Markov generator $G_{b,1}$ (respectively $\nabla_1$ and $\epsilon_1$) will be denoted $G_{\beta}$ (resp. $\nabla$ and $\epsilon$), so that the intertwining relation (2.8) can be written, for any $\beta \geq 0$, as

$$G_{\beta} \nabla \rightarrow G_{\beta}. \quad (2.9)$$

From now on, the Markov generator $G_{\beta}$ will be represented by the infinite tri-diagonal matrix $(G_{\beta}(m,n))_{m,n \in \mathbb{Z}_+} := (G_{\beta}(\mathbb{1}_{\{n\}})(m))_{m,n \in \mathbb{Z}_+}$, given explicitly by

$$\forall m, n \in \mathbb{Z}_+, \quad G_{\beta}(m,n) = \begin{cases} m & \text{if } n = m - 1 \\ -2m - \beta & \text{if } n = m \\ m + \beta & \text{if } n = m + 1 \\ 0 & \text{otherwise.} \end{cases} \quad (2.10)$$

The operators $G_{\beta}$ and $G_{\beta}$ can be extended into self-adjoint operators, with respect to some natural $L^2$ structures on their respective state spaces, say $L^2(\mu_{\beta})$ and $\ell^2(m_{\beta})$, with $\mu_{\beta} \Lambda = m_{\beta}$, see Lemma 2.3. Passing to the adjoints in (2.5) with respect to the corresponding Hilbert structures, we get

$$G_{\beta}^* \nabla^* \rightarrow G_{\beta}^*. \quad (2.11)$$

i.e.

$$G_{\beta} \nabla \rightarrow G_{\beta}. \quad (2.12)$$

If the measures $\mu_{\beta}$ and $m_{\beta}$ had finite weight, the Markovianity of $\Lambda$ would imply that of $\Lambda^*$. In our situation their weight is infinite, nevertheless it will turn out that $\Lambda^*$ is a Markovian kernel and our goal will be fulfilled.
2.1.2. Proof of Lemma 2.2

It is clear that $\nabla : \mathcal{P}_\ell \to \mathbf{F}_t(\mathbb{Z}_+)$ is bijective, since for any polynomial $P(x) := \sum_{n=0}^N a_n x^n$, we have $\nabla(P(x)) = (n! a_n \mathbb{1}_{n \in \mathbb{N}})_{n \in \mathbb{Z}_+}$. Denote $\Lambda : \mathbf{F}_t(\mathbb{Z}_+) \to \mathcal{P}_\ell$ the inverse mapping of $\nabla$, so that $\nabla \Lambda = \text{Id}$ and $\Lambda \nabla = \text{Id}$, where the identity operators in the right-hand side are on $\mathbf{F}_t(\mathbb{Z}_+)$ and $\mathcal{P}_\ell$, respectively. It follows that (2.4) and (2.5) are satisfied, when they are applied to functions from $\mathbf{F}_t(\mathbb{Z}_+)$. Note that for any polynomial function $P$, we have the exact (finite) expansion, for any $x \in \mathbb{R}_+$,

$$P(x) = \sum_{n \in \mathbb{Z}_+} \partial^n P(0) \frac{x^n}{n!},$$

so that the action of $\Lambda$ is given, for any $g := (g(n))_{n \in \mathbb{Z}_+} \in \mathbf{F}_t(\mathbb{Z}_+)$ and $x \in \mathbb{R}_+$, by

$$\Lambda g(x) = \frac{1}{e(x)} \sum_{n \geq 0} \frac{g(n)}{n!} x^n = \mathbb{E}[g(\text{Pois}(x))]$$

where we recall that $\text{Pois}(x)$ is a Poisson variable of parameter $x$. In particular, $\Lambda$ can be seen as a Markov kernel from $\mathbb{R}_+$ to $\mathbb{Z}_+$, by extending the above formula to any bounded $g \in \mathbf{F}(\mathbb{Z}_+)$. For the next assertion, let $n \in \mathbb{Z}_+$ be given, and writing $\mathbb{I}_n(p) = \delta_{np}, n, p \in \mathbb{Z}_+$, we observe that

$$\mu_\beta \Lambda \mathbb{I}_n = \int_0^\infty \mathbb{P}(\text{Pois}(x) = n) \mu_\beta(dx) = \frac{1}{\Gamma(\beta)} \int_0^\infty \frac{x^n}{n!} e^{-x} x^{\beta-1} dx$$

$$= \frac{1}{\Gamma(\beta) n!} \int_0^\infty x^{n+\beta-1} e^{-x} x^{\beta-1} dx = \frac{\Gamma(n+\beta)}{\Gamma(\beta) n!} = \binom{n+\beta-1}{n}$$

$$= m_\beta(n).$$

Note that this computation justifies the normalization by $\Gamma(\beta)$ imposed on $\mu_\beta$. Next, fix a bounded function $g \in \mathbf{F}(\mathbb{Z}_+)$ (or just an element $g \in \mathbf{F}_t(\mathbb{Z}_+)$). Since $\Lambda$ is Markovian, we can use the Cauchy–Schwarz inequality to get

$$(2.13) \quad \forall x \in \mathbb{R}_+, \quad (\Lambda g(x))^2 \leq \Lambda g^2(x),$$

and, hence, using the previous identity,

$$\mu_\beta(\Lambda g)^2 \leq \mu_\beta \Lambda g^2 = m_\beta g^2.$$

Thus, by density of $\mathbf{F}_t(\mathbb{Z}_+)$ in $\ell^2(m_\beta)$, $\Lambda$ can be uniquely extended as an operator from $\ell^2(m_\beta)$ to $L^2(\mu_\beta)$ whose operator norm is bounded by 1. Next, since plainly $\mathbf{F}_t(\mathbb{Z}_+) \subset \ell^2(m_\beta)$, and, from the discussion above, we have that $\Lambda(\mathbf{F}_t(\mathbb{Z}_+)) = \mathcal{P}_\ell$, we deduce that $\Lambda$ has a dense range since the vector space $\mathcal{P}_\ell$ is dense in $L^2(\mu_\beta)$. It remains to show that $\Lambda : \ell^2(m_\beta) \mapsto L^2(\mu_\beta)$ is one-to-one. To this end, since for any $n \in \mathbb{Z}_+$,

$$(2.14) \quad m_\beta(n) = \frac{(n+\beta-1)(n+\beta-2) \cdots \beta}{n!} = \frac{1 + \beta - 1}{n} \cdots \frac{1 + \beta - 1}{1}$$

so there exists a constant $c_\beta > 0$ depending on $\beta > 0$ such that for $n$ large, we have

$$m_\beta(n) \sim c_\beta n^{\beta-1}.$$
As a consequence, for any \( g \in \ell^2(\mathbb{m}_\beta) \), we can then find a constant \( C_g > 0 \) depending on \( g \) such that
\[
\forall \ n \in \mathbb{Z}_+, \quad |g(n)| \leq C_g n^{(1-\beta)/2}
\]
and it follows that the mapping \( F \) defined by
\[
(2.15) \quad \forall \ z \in \mathbb{C}, \quad F(z) := \sum_{n \in \mathbb{Z}_+} \frac{g(n)}{n!} z^n
\]
defines an entire function. If \( g \) is furthermore in the kernel of \( \Lambda \), then we must have a.e. in \( x \in \mathbb{R}_+ \),
\[
0 = \Lambda g(x) = e^{-x} F(x)
\]
and thus \( F = 0 \) on \( \mathbb{R}_+ \). By Cauchy Theorem, we deduce that \( \forall \ n \in \mathbb{Z}_+, g(n) = 0 \) i.e. \( g = 0 \), which completes the proof of the second claim of the Lemma. For the next one, let \( \nu \) be a probability measure on \( \mathbb{R}_+ \), then as \( \Lambda \) is a Markov kernel, the identity \( \nu g = \nu \Lambda g \) plainly defines a probability measure on \( \mathbb{Z}_+ \). Moreover, proceeding as above, we easily show that \( \Lambda \) extends to a bounded linear operator from \( \ell^2(\mathbb{n}) \) into \( L^2(\nu) \) and, since \( F(\mathbb{Z}_+) \subset \ell^2(\mathbb{n}) \) and the vector space \( \mathbb{P}_c \) is dense in \( L^2(\nu) \), \( \Lambda \) has also a dense range. Finally, recalling the condition \( \mathbb{n}(\mathbb{n}) \sim C e^{-\mathbb{n}(\mathbb{n})}, \ C > 0, \ g(\mathbb{n}) = o(\ln \mathbb{n}) \) and the Stirling formula \( n! \sim \sqrt{2\pi n} e^{\mathbb{n}(\mathbb{n})}, \) and observing that for \( g \in \mathbb{c}_0(\mathbb{Z}_+) \), i.e. \( |g(n)| < C \), for some \( C > 0 \), \( F \), in (2.15), defines an entire function with \( F(x) \leq C e^x \) for large positive \( x \), similar arguments than the one developed above prove the quasi-affinity property of \( \Lambda \) on \( \mathbb{c}_0(\mathbb{Z}_+) \).

2.1.3. Proof of Lemma 2.3

First, note that the vector space \( \mathbb{P}_c \) is included into \( L^2(\mu_\beta) \), as well as its image by \( G_\beta \). Note furthermore that \( \mathbb{P}_c \) is dense in \( L^2(\mu_\beta) \). Another important observation is that \( G_\beta \) is symmetric in \( L^2(\mu_\beta) \). Indeed, we can factorize \( G_\beta \) under the form \( x^{1-\beta} \partial x^\beta \partial \), so that, for all \( f, h \in \mathbb{P}_c \),
\[
\langle h, G_\beta f \rangle_{\mu_\beta} = \frac{1}{\Gamma(\beta)} \int_0^\infty h(x) x^{1-\beta} (\partial x^\beta \partial) f(x) x^\beta \ dx
\]
\[
= \frac{1}{\Gamma(\beta)} \int_0^\infty h(x) (\partial x^\beta \partial) f(x) \ dx
\]
\[
= \frac{1}{\Gamma(\beta)} \left[ x^\beta h(x) \partial f(x) \right]^\infty_0 - \frac{1}{\Gamma(\beta)} \int_0^\infty \partial h(x) \partial f(x) x^\beta \ dx
\]
\[
= -\frac{1}{\Gamma(\beta)} \int_0^\infty \partial h(x) \partial f(x) x^\beta \ dx
\]
where in the last-but-one equality, we used integration by parts, and in the last equality, the limit
\[
\lim_{x \to \infty} x^\beta h(x) \partial f(x) = 0
\]
valid for any \( f, h \in \mathbb{P}_c \). Since the expression \( \int_0^\infty \partial h(x) \partial f(x) x^\beta \ dx \) is symmetric with respect to \( f \) and \( h \), we get the announced symmetry property. It also appears that \( G_\beta \) is non-positive, in the sense that, for all \( f \in \mathbb{P}_c \),
\[
\langle f, G_\beta f \rangle_{\mu_\beta} = -\frac{1}{\Gamma(\beta)} \int_0^\infty (\partial f(x))^2 x^\beta \ dx \leq 0.
\]
These properties imply that $G_\beta$ can be closed into a self-adjoint operator on $L^2(\mu_\beta)$, called its Friedrich’s extension, see e.g. the book of Akhiezer and Glazman [AG81]. A similar closure can be considered for $G_\beta$. Indeed, recalling that $\forall n \in \mathbb{Z}_+, m_\beta(n) = \left(\frac{n+\beta-1}{n}\right)$, it is immediate to check that $F_f(\mathbb{Z}_+)$ is a dense subspace of $\ell^2(m_\beta)$, that the image of $F_f(\mathbb{Z}_+)$ by $G_\beta$ is included into $\ell^2(m_\beta)$, and that $G_\beta$ is symmetric. Again, we keep denoting $G_\beta$ its Friedrich’s extension and let $D(G_\beta)$ stand for its domain.

2.1.4. Proof of Lemma 2.4

Consider $g \in D(G_\beta)$. By definition, we can find a sequence $(g_n)_{n \in \mathbb{Z}_+}$ of elements from the core $F_f(\mathbb{Z}_+)$ such that we have in $\ell^2(m_\beta)$,

$$\lim_{n \to \infty} g_n = g, \quad \lim_{n \to \infty} G_\beta g_n = G_\beta g.$$ 

Since $\Lambda$ is a bounded operator from $\ell^2(m_\beta)$ to $L^2(\mu_\beta)$, the sequences $(\Lambda g_n)_{n \in \mathbb{Z}_+}$ and $(\Lambda G_\beta g_n)_{n \in \mathbb{Z}_+}$ converge respectively toward $\Lambda g$ and $\Lambda G_\beta g$. Taking into account that for any $n \in \mathbb{Z}_+$, we have $\Lambda g_n \in P_f$, we deduce that $\Lambda g \in D(G_\beta)$ and that $G_\beta \Lambda g = \Lambda G_\beta g$. This observation amounts to the announced results.

2.1.5. Proof of Lemma 2.5

Let $\Lambda^* : \ell^2(\mathbb{Z}_+) \to L^2(\mathbb{R}_+)$ be the adjoint operator of $\Lambda : L^2(\mathbb{R}_+) \to \ell^2(\mathbb{Z}_+)$. Relation (2.11) is obtained by passing to the adjoints in (2.5), with respect to the Hilbert structures of $L^2(\mu_\beta)$ and $\ell^2(m_\beta)$. By self-adjointness of $G_\beta$ and $G$, we deduce (2.12). By considering the equality (2.16)

$$\langle f, \Lambda g \rangle_{\mu_\beta} = \langle \Lambda^* f, g \rangle_{m_\beta}$$

for any non-negative compactly supported functions $f \in L^2(\mu_\beta)$ and $g \in \ell^2(m_\beta)$, we get that $\Lambda^*$ preserves the non-negativity. To see that $\Lambda^*$ is an abstract Markov kernel, it would remain to check that

$$\Lambda^* 1_{\mathbb{R}_+} = 1_{\mathbb{Z}_+}$$

but this equality can not be deduced from (2.16) applied with $f = 1_{\mathbb{R}_+}$ and $g = 1_{\mathbb{Z}_+}$, because the constant mappings $1_{\mathbb{R}_+}$ and $1_{\mathbb{Z}_+}$ do not belong to $L^2(\mu_\beta)$ and $\ell^2(m_\beta)$ respectively. Instead, we resort to a direct computation, showing that $\Lambda^*$ is a Markov kernel from $\mathbb{Z}_+$ to $\mathbb{R}_+$; let $f \in L^2(\mu_\beta)$ and $g \in F_f(\mathbb{Z}_+)$ be two bounded and compactly supported functions.
supported functions. We have
\[
\langle \Lambda^* f, g \rangle_{\mu_\beta} = (f, \Lambda g)_{m_\beta}
\]
\[
= \int_0^\infty f(x) \Lambda g(x) \mu_\beta(dx)
\]
\[
= \int_0^\infty f(x) \sum_{n \in \mathbb{Z}_+} g(n) \frac{x^n}{n!} e^{-x} \mu_\beta(dx)
\]
\[
= \sum_{n \in \mathbb{Z}_+} g(n) \left( \frac{\Gamma(\beta)}{\Gamma(n + \beta)} \int_0^\infty f(x) x^n e^{-x} \mu_\beta(dx) \right) m_\beta(n)
\]
(the sums are in fact finite, so there is no problem of exchange of integral and sum). Since this is true for any \( g \in F_{f}(\mathbb{Z}_+) \), we deduce that
\[
\forall n \in \mathbb{Z}_+, \quad \Lambda^* f(n) = \frac{\Gamma(\beta)}{\Gamma(n + \beta)} \int_0^\infty f(x) x^n e^{-x} \mu_\beta(dx)
\]
\[
= \int_0^\infty f(x) \frac{x^{n+\beta-1}}{\Gamma(n + \beta)} e^{-x} dx.
\]

To get the validity of this formula for all \( f \in L^2(\mu_\beta) \), we recall that \( F_{f}(\mathbb{Z}_+) \) is dense in \( L^2(\mu_\beta) \) and \( \Lambda^* \) is a bounded operator.

### 2.2. End of proof of Theorem 1.1

We have now all the ingredients to complete the proof of Theorem 1.1 both in the Hilbert and Banach space settings. We point out that although the proof of the gateway relation in \( c_0(\mathbb{Z}_+) \) could be obtained by following a similar line of reasoning, we present, in this case, another proof in the next subsection which is based on the expression of the Laplace transform of the involved semi-groups.

#### 2.2.1. The Hilbert space case

First, since, from Lemma 2.3, the operator \( G_\beta \) is self-adjoint in the Hilbert space \( L^2(\mu_\beta) \), the functional calculus can be used to define for any \( t \geq 0 \), \( Q_t^{(\beta)} := \exp(t G_\beta) \). The fact that \( G_\beta \) is non-positive implies that the spectrum of \( G_\beta \) is non-positive, so that for any \( t \geq 0 \), the spectrum of \( Q_t^{(\beta)} \) is included into \((0, 1]\) and in particular \( Q_t^{(\beta)} : L^2(\mu_\beta) \rightarrow L^2(\mu_\beta) \) is a bounded operator. It is well-known that the semigroup \( Q^{(\beta)} := (Q_t^{(\beta)})_{t \geq 0} \) is continuous in time (with respect to the operator norm) and Markovian. Note that the associated diffusion process, denoted (simply) by \( X = X^{(\beta)} := (X_t)_{t \geq 0} \) is called the squared Bessel process of dimension \( 2\beta > 0 \) (up to a time scaling by a factor 2). It is the solution to the stochastic differential equation

\[
(2.17) \quad \forall t \geq 0, \quad dX_t = \sqrt{2X_t} dB_t + \beta dt
\]
where $B := (B_t)_{t \geq 0}$ is a standard real Brownian motion. The link between $Q^{(\beta)}$ and $X$ can be characterized, $\forall \ t \geq 0, \ \forall \ f \in C_0(\mathbb{R}_+)$, by
\begin{equation}
\forall \ x \in \mathbb{R}_+ \quad Q^{(\beta)}_t f(x) = \mathbb{E}_x[f(X_t)]
\end{equation}
where we recall that $C_0(\mathbb{R}_+)$ is the space of continuous functions on $\mathbb{R}_+$ vanishing at infinity and where the $x$ in index of the expectation indicates that $X$ started with $X_0 = x$. For all these assertions, see for instance Chapter XI of the book of Revuz and Yor [RY99].

Next, consider $f \in D(G_\beta)$. Then, the mapping $\mathbb{R}_+ \ni t \mapsto Q^{(\beta)}_t \in L^2(\mu_\beta)$ is continuously differentiable and we have
\[
\forall \ t \geq 0, \quad \partial_t Q^{(\beta)}_t f = (G_\beta Q^{(\beta)}_t) f = (Q^{(\beta)}_t G_\beta) f
\]
(for any $f \in L^2(\mu_\beta)$, this is true for positive $t > 0$). We equally have, for any $f \in D(G_\beta)$,
\[
\forall \ t \geq 0, \quad \partial_t Q^{(\beta)}_t f = (G_\beta Q^{(\beta)}_t) f = (Q^{(\beta)}_t G_\beta) f.
\]
Fix $t \geq 0$, $f \in D(G_\beta)$ and consider the mapping $[0, t] \ni s \mapsto Q^{(\beta)}_s \Lambda Q^{(\beta)}_{t-s} f \in L^2(\mu_\beta)$. Taking into account that the three operators in this expression are bounded by 1 in norm, we get
\[
\forall \ s \in [0, t], \quad \partial_s Q^{(\beta)}_s \Lambda Q^{(\beta)}_{t-s} f = Q^{(\beta)}_s (G_\beta \Lambda Q^{(\beta)}_{t-s}) f - Q^{(\beta)}_s (\Lambda G_\beta Q^{(\beta)}_{t-s}) f = Q^{(\beta)}_s (G_\beta \Lambda - \Lambda G_\beta) Q^{(\beta)}_{t-s} f = 0
\]
due to (2.5). The gateway relationship (1.3) follows by integration in $s \in [0, t]$, at least on $D(G_\beta)$. By density of $D(G_\beta)$ in $\ell^2(\mu_\beta)$ and continuity of the operators $Q^{(\beta)}_t \Lambda$ and $\Lambda Q^{(\beta)}_t$, see Lemma 2.2, the formula is extended, by a density argument, to $\ell^2(\mu_\beta)$. The second formula is obtained by similar considerations, via the mapping $[0, t] \ni s \mapsto Q^{(\beta)}_s \Lambda^* Q^{(\beta)}_{t-s} f$ for $f \in D(G_\beta)$, or by taking the adjoint relation in the first formula. Finally, since $\Lambda$ is a quasi-affinity between Hilbert spaces and the operators are self-adjoint, the fact that the gateway relationship can be lifted to an unitary equivalence is justified in [Dou69, Lemma 4.1].

2.2.2. The Feller case

We now prove the gateway identity of Theorem 1.1 in the Banach space $c_0(\mathbb{Z}_+)$. On the one hand, from [RY99, Chapter XI], we have, recalling that $e_{-\lambda}(x) = e^{-\lambda x}$, for any $\lambda, x, t \geq 0$,
\[
Q^{(\beta)}_t e_{-\lambda}(x) = \mathbb{E}_x\left[e^{-\lambda X_t}\right] = (1 + \lambda t)^{-\beta} e^{-x \lambda t}.
\]
and, since for any $|s| < 1$, $p_x(n) = \frac{\Gamma(n+1)}{\Gamma(n+1-s)} \in c_0(\mathbb{Z}_+)$ and for any $x \in \mathbb{R}_+$,
\[
\Lambda p_x(n) = \sum_{n \in \mathbb{Z}_+} \frac{(sx)^n}{n!} e^{-x} = e^{-(1-s)x} = e_{s-1}(x),
\]
we get
\[ Q_t^{(\beta)} \lambda p_s(x) = (1 + (1 - s)t)^{-\beta} \exp \left( -x \frac{1 - s}{1 + (1 - s)t} \right). \]

On the other hand, using the Feynman–Kac formula, combined with the method of characteristic curves for solving the corresponding PDE, see e.g. [Daw17, Chapter 4] for the case \( \beta = 0 \) but the general case follows in a similar way, one gets, for any \( t \geq 0 \) and \( |s| < 1 \),
\[ Q_t^{(\beta)} p_s(n) = \mathbb{E} \left[ s^X_t \right] = (1 + (1 - s)t)^{-\beta} \left( \frac{1 + (t - 1)(1 - s)}{1 + (1 - s)t} \right)^n, \]
yielding
\[ \lambda Q_t^{(\beta)} p_s(x) = (1 + (1 - s)t)^{-\beta} \exp \left( -x \left( 1 - \frac{1 + (t - 1)(1 - s)}{1 + (1 - s)t} \right) \right) \]
\[ = (1 + (1 - s)t)^{-\beta} \exp \left( -x \frac{1 - s}{1 + (1 - s)t} \right). \]

Hence for any \( |s| < 1 \),
\[ \lambda Q_t^{(\beta)} p_s(x) = Q_t^{(\beta)} \lambda p_s(x). \]

We complete the proof by recalling that the linear span of \( \{ p_s, |s| < 1 \} \) is dense in \( c_0(\mathbb{Z}_+) \) and by invoking the continuity of the involved linear operators, see Lemma 2.2.

3. Some consequences of the gateway relation (1.4)

In this section, we provide the proof of Propositions 1.2 and 1.3 and also present some additional applications of the gateway relationship between the squared Bessel semi-groups and the linear birth-death ones.

3.1. Proof of Proposition 1.2

Let us recall the \( d \)-self-similarity property enjoyed by the Bessel semi-group, for any \( \sigma, x, t > 0 \),
\[ Q_t^{(\beta)} d \sigma f(x) = \mathbb{E} \left[ f(\sigma X_t) \right] = \mathbb{E}_{\sigma x} [f(X_{\sigma t})] = d_\sigma Q_{\sigma t}^{(\beta)} f(x). \]

We also recall that the family of linear operators \( (d_{e^{-t}})_{t \geq 0} \), where we recall that \( d_{e^{-t}} f(x) = f(e^{-t} x) \), form a group and corresponds to the (Markovian) dynamical system \( \frac{d}{dt} x(t) = -x(t) \). By means of the gateway relation (1.4), we can also get a discrete scaling property for the birth-and-death process \( X \). To this end, we introduce the binomial kernel \( D_\sigma \) on \( \mathbb{Z}_+ \) given by
\[ \forall n, m \in \mathbb{Z}_+, \quad D_\sigma(n, m) := \left( \begin{array}{c} n \\ m \end{array} \right) \sigma^m (1 - \sigma)^{n-m} \]
and recall the notation \( D_\sigma f(n) = \sum_{m=0}^n f(m) D_\sigma(n, m) \) which will play a role analogous to \( d_\sigma \). Note that it is Markovian only for \( \sigma \in [0, 1] \). The first interest of \( D_\sigma \) comes from the following intertwining relation, that specifies the gateway relation (1.5).
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Lemma 3.1. — We have, for any $\sigma > 0$, on $c_0(\mathbb{Z}_+)$,

$$d_\sigma \Lambda = \Lambda D_\sigma.$$ 

Moreover $(D_{e^{-t}})_{t \geq 0}$ is the semi-group of the dual Yule process, a pure-death process.

Remark 3.2. — Note that in [Bia95], Biane, resorting to a group theoretic approach, derives the following intertwining relation, for any $t \geq 0$,

$$D_{e^{-t}} H \overset{H}{\sim} U_t$$

where $U = (U_t)_{t \geq 0}$ is the semi-group of the classical Ornstein–Uhlenbeck on $\mathbb{R}$ and $Hf(n) = \sqrt{\frac{1}{n!}} \int_{\mathbb{R}} f(x) h_n^2(x) e^{-2x^2} dx$ is, with $h_n$ the Hermite polynomial, a Markov kernel.

Remark 3.3. — Observe that, despite the fact that $D_\sigma$ is not Markovian for $\sigma > 1$, the operator $\Lambda D_\sigma = d_\sigma \Lambda$ is always Markovian.

Proof. — Let $g \in c_0(\mathbb{Z}_+)$ be a test function. Then, for any $\sigma > 0$, we have

$$d_\sigma \Lambda g(x) = e^{-\sigma x} \sum_{m \in \mathbb{Z}_+} g(m) \frac{(\sigma x)^m}{m!}$$

$$= e^{-x} \sum_{m \in \mathbb{Z}_+} g(m) \frac{(\sigma x)^m}{m!} \exp((1 - \sigma)x)$$

$$= e^{-x} \sum_{m \in \mathbb{Z}_+} g(m) \frac{(\sigma x)^m}{m!} \sum_{n \geq m} \frac{1}{(n-m)!} (1 - \sigma)^{n-m} x^n$$

$$= e^{-x} \sum_{n \in \mathbb{Z}_+} \sum_{m=0}^{n} \binom{n}{m} \sigma^m (1 - \sigma)^{n-m} g(m) \frac{x^n}{n!}$$

$$= e^{-x} \sum_{n \in \mathbb{Z}_+} D_\sigma g(n) \frac{x^n}{n!}$$

$$= \Lambda D_\sigma g(x).$$

The fact that $(D_{e^{-t}})_{t \geq 0}$ is the semi-group of a pure-death process is well-known and can be found in [Bia95, Proposition 3.3].

We proceed with the proof of the discrete scaling property, stated in (1.6), for the semi-group $Q^{(\beta)}$ of the birth-and-death process, which is analogous to (3.1). First, multiply (3.1), the intertwining of the squared-Bessel semi-groups with $d_\sigma$, on the right by $\Lambda$, to get, on $c_0(\mathbb{Z}_+)$,

$$d_\sigma Q^{(\beta)}_{t \sigma} \Lambda = Q^{(\beta)}_{t \sigma} d_\sigma \Lambda.$$ 

(3.2)

By means of the gateway relation (1.3) and the commutation relation of Lemma 3.1, the left-hand side can be written as

$$d_\sigma Q^{(\beta)}_{t \sigma} \Lambda = d_\sigma \Lambda Q^{(\beta)}_{t \sigma} = \Lambda D_\sigma Q^{(\beta)}_{t \sigma}$$

whereas the right-hand side of (3.2) is equal, using the same relations in a reverse order, to

$$Q^{(\beta)}_{t \sigma} d_\sigma \Lambda = Q^{(\beta)}_{t \sigma} \Lambda D_\sigma = \Lambda Q^{(\beta)}_{t \sigma} D_\sigma.$$
The announced result is now a consequence of the equality $\Lambda(D_\sigma Q^{(\beta)}_t - Q^{(\beta)}_t D_\sigma) = 0$ and of the injectivity property of $\Lambda$ obtained in Lemma 2.2.

### 3.2. Proof of Proposition 1.3

We start with the following lemma.

**Lemma 3.4.** — For any $\alpha, \beta > 0$, we have on $c_0(\mathbb{Z}_+)$,

$$B_{\beta,\alpha} \overset{\Lambda}{\longmapsto} B_{\beta,\alpha},$$

where $B_{\beta,\alpha} : c_0(\mathbb{Z}_+) \mapsto c_0(\mathbb{Z}_+)$ is the Markov kernel defined, for any $n \in \mathbb{Z}_+$, by

$$B_{\beta,\alpha} g(n) = (B_{\beta,\alpha} \odot n) g = \sum_{m=0}^{n} g(m) \binom{n}{m} \mathbb{E}[B^m_{\beta,\alpha} (1 - B_{\beta,\alpha})^{n-m}].$$

**Proof.** — Let $g$ be a test function in $c_0(\mathbb{Z}_+)$ that we choose, without lose of generality, to be non-negative. Then, one has, for any $x > 0$, that

$$\int_0^1 D_\sigma g(n) \mathbb{P}(B(\alpha, \beta)) \in d\sigma = \Lambda \int_0^1 D_\sigma g(n) \mathbb{P}(B(\alpha, \beta)) \in d\sigma = \Lambda \int_0^1 D_\sigma g(\cdot) \mathbb{P}(B(\alpha, \beta)) \in d\sigma(x)$$

where we used for the third identity Lemma 3.1. We complete the proof of the lemma by observing that for any $n \in \mathbb{Z}_+$,

$$\int_0^1 D_\sigma g(n) \mathbb{P}(B(\alpha, \beta)) \in d\sigma = \sum_{m=0}^{n} g(m) \binom{n}{m} \mathbb{E}[B^m_{\beta,\alpha} (1 - B_{\beta,\alpha})^{n-m}]. \quad \square$$

Next, recalling from Carmona et al. [CPY98] that for any $\alpha, \beta > 0$, on $C_0(\mathbb{R}_+)$,

$$Q^{(\alpha+\beta)}_t B_{\beta,\alpha} \overset{\Lambda}{\longmapsto} Q^{(\beta)}_t.$$

Multiplying both sides by $\Lambda : c_0(\mathbb{Z}_+) \mapsto c_0(\mathbb{R}_+)$ to the right, we obtain, on $c_0(\mathbb{Z}_+)$,

$$Q^{(\alpha+\beta)}_t B_{\beta,\alpha} \Lambda = B_{\beta,\alpha} Q^{(\beta)}_t \Lambda.$$

Then, Lemma 3.4 and the gateway relation (1.4) yield

$$\Lambda Q^{(\alpha+\beta)}_t B_{\beta,\alpha} = \Lambda B_{\beta,\alpha} Q^{(\beta)}_t$$

which completes the proof of the intertwining relation (1.7) by invoking the injectivity of $\Lambda$ on $c_0(\mathbb{Z}_+)$, see Lemma 2.2. Then, since $B_{\beta,\alpha} g(0) = g(0)$ and

$$Q^{(\alpha+\beta)}_t B_{\beta,\alpha} g(0) = B_{\beta,\alpha} Q^{(\beta)}_t g(0),$$

we get that

$$B_{\beta,\alpha} \odot \text{Pois}(\text{Gam}(\alpha + \beta)) \overset{d}{=} \text{Pois}(\text{Gam}(\beta))$$

which is the sought identity.
3.3. The time-inversion property

Another interesting symmetry of the Bessel semi-group is the time-inversion property which says that, for any $t > 0$,

$$Q_t^{(\beta)} d_t f(0) = Q_t^{(\beta)} f(0),$$

which has the following discrete counterpart.

**Proposition 3.5.** — For any $t > 0$, we have for any bounded or non-negative function $g$ on $\mathbb{Z}_+$,

$$Q_t^{(\beta)} D_t g(0) = Q_t^{(\beta)} g(0) = \mathbb{E}[g(\text{Pois}(t \text{Gam}^{(\beta)}))].$$

**Proof.** — Using successively the gateway relation (1.3) and the time-inversion property of the Bessel (3.4), we obtain that, for any $t > 0$,

$$\Lambda Q_t g(0) = Q_t^{(\beta)} \Lambda g(0) = Q_t^{(\beta)} d_t \Lambda g(0) = Q_t^{(\beta)} \Lambda D_t g(0) = \Lambda Q_t^{(\beta)} D_t g(0)$$

where for the third identity we used Proposition 1.2. To complete the proof of the first identity, we observe that $\Lambda g(0) = g(0)$. Finally, using this last identity, the gateway relation (1.3) and the $d$-self-similarity of $Q_t^{(\beta)}$, one deduces that

$$Q_t^{(\beta)} g(0) = Q_t^{(\beta)} \Lambda g(0) = d_t Q_t^{(\beta)} \Lambda g(0) = Q_t^{(\beta)} d_t \Lambda g(0) = \mathbb{E}[g(\text{Pois}(t \text{Gam}^{(\beta)}))].$$

□

3.4. The Laguerre polynomials as Jensen’s polynomial of the Bessel functions

Since, for any $\beta > 0$, its infinitesimal generator is self-adjoint in the Hilbert space $L^2(\mu_\beta)$, see the proof of Lemma 2.1, $(Q_t^{(\beta)})_{t \geq 0}$ is, a self-adjoint contraction semi-group in $L^2(\mu_\beta)$, where $\mu_\beta$ is its speed measure which, we recall, is $\mu_\beta(dx) = \frac{x^{\beta-1}}{\Gamma(\beta+1)} dx$, $x > 0$. Next, we write, for $z \in \mathbb{C}$,

$$J_\beta(z) = \Gamma(1 + \beta) \sum_{n=0}^{\infty} \frac{(e^{i\pi} z)^n}{n! \Gamma(n + 1 + \beta)} = \Gamma(1 + \beta) z^{-\beta/2} J_\beta(2\sqrt{z})$$

where $J_\beta$ denotes the usual Bessel function of order $\beta$ and we named $J_\beta$ the normalized Bessel function as $J_\beta(0) = 1$. Then, we define the Hankel transform of order $\beta$ of a function $f \in L^2(\mu_\beta)$ by

$$H_\beta f(q) = \int_0^\infty J_\beta(qx) f(x) \mu_\beta(dx), \quad q > 0,$$

where the integral is understood in the $L^2$-sense as $J_\beta \notin L^2(\mu_\beta)$. Then, $\frac{1}{\Gamma(1+\beta)} H_\beta$ is a self-reciprocal isometry of $L^2(\mu_\beta)$. Moreover, we have for any $t > 0$, the following diagonalization in $L^2(\mu_\beta)$ of the transition densities of $Q_t^{(\beta)}$ with respect to the reference measure $\mu_\beta$,

$$Q_t^{(\beta)}(x,y) = H_\beta e_t d_y J_\beta(x) = \int_0^\infty e^{-qt} J_\beta(qy) J_\beta(qx) \mu_\beta(dq).$$
For more details, see for example [MS65]. Note that for any \( x \geq 0, q > 0 \), \( d_q J_\beta(x) = J_\beta(qx) \) is solution to

\[
G_\beta \; d_q J_\beta(x) = q \; d_q J_\beta(x)
\]

where \( G_\beta \) is here the differential operator not the generator of \( Q_t^{(\beta)} \) as \( J_\beta \notin L^2(\mu_\beta) \). It means that \( Q_t^{(\beta)} \) has a continuous spectrum given by \( (e^{-q t})_{q \in \mathbb{R}^+} \). Similarly, from Karlin and McGregor [KM58] we have that for any \( t > 0 \), the following diagonalization of the transition kernel of \( Q_t^{(\beta)} \) in \( \ell^2(m_\beta) \)

\[
Q_t^{(\beta)}(n, m) = \int_0^\infty e^{-qt} F^{(\beta)}_q(m) F^{(\beta)}_q(n) \mu_\beta(dq)
\]

where \( \mathcal{L}^{(\beta)}_n(q) = F^{(\beta)}_q(n) \) \( n \geq 0 \) stands for the Laguerre polynomials that are defined as

\[
\mathcal{L}^{(\beta)}_k(q) = \sum_{r=0}^k (-1)^r \binom{k + \beta}{k - r} \frac{q^r}{r!}
\]

Note that this expansion could also be derived from the diagonalization of the Bessel semi-group and the gateway relationship (1.3). However, we postpone to Section 4.5 for the application of intertwining relationship for the spectral decomposition of Markov semi-group. In this vein, we refer the interested readers to the papers [PS18], [CP17] and [CP19] where a methodology based on this concept is established to study the spectral theory of non-reversible Markov semi-groups. We are ready to state the following.

**Proposition 3.6.** — Let \( q > 0 \). Then, we have, for all \( n \in \mathbb{Z}_+ \),

\[
\Lambda^* d_q J_\beta(n) = e^{-qF^{(\beta)}_q(n)}
\]

and, for all \( x \geq 0 \),

\[
\Lambda F^{(\beta)}_q(x) = d_q J_\beta(x)
\]

Thus \( F^{(\beta)}_q(x) = D_q F^{(\beta)}_1(x) \).

**Remark 3.7.** — The non-Markovian transform \( f \mapsto e^x \Lambda D_q f(x) \) is known as the Jensen’s transform in the special function literature and it associates polynomials (the Jensen polynomials) to entire functions. It has the interesting feature to preserve the reality of zeros, see [Jen13]. In our context, it is well-known that the Laguerre polynomials are the Jensen polynomials of the Bessel function and both have only positive and simple real zeros.
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Proof. — First, we have for any \( n \in \mathbb{N} \) and \( q > 0 \),
\[
\Lambda^* d_q J_\beta(n) = \mathbb{E}[J_\beta(qG(n + \beta + 1))]
\]
\[
= \sum_{k=0}^{\infty} \int_0^{\infty} \frac{\Gamma(1 + \beta)}{k! \Gamma(k + 1 + \beta)} \frac{(e^{i\pi q} x)^k}{\Gamma(n + \beta + 1)} e^{-x(n+\beta)} \ dx
\]
\[
= \frac{\Gamma(1 + \beta)}{\Gamma(n + \beta + 1)} \sum_{k=0}^{\infty} \frac{\Gamma(k + n + 1 + \beta)}{k! \Gamma(k + 1 + \beta)} (e^{i\pi q})^k
\]
\[
= _1F_1(n + 1 + \beta, 1 + \beta, -q)
\]
\[
= e^{-q} _1F_1(-n, 1 + \beta, q)
\]
\[
= \mathbb{F}^{(\beta)}_{q}(n)
\]
where the interchange of the sum signs is justified by a classical Fubini argument, see [Tit39], \(_1F_1\) stands for the Kummer function and the last sequence of identities follow from classical properties of the hypergeometric function, see e.g. [KLS10]. Though the identity (3.6) is well-known, see [CC89, Proposition 2.1(ii)], the last relation can be easily deduce from this latter as, for any \( q, x > 0 \),
\[
\Lambda^* \mathbb{F}^{(\beta)}_{q}(x) = d_q J_\beta(x) = d_q \mathbb{F}^{(\beta)}_{q}(x) = \Lambda^* \mathbb{D}_q \mathbb{F}^{(\beta)}_{q}(x)
\]
where for the last equality we used Lemma 3.1.

\[\square\]

3.5. Products of the intertwining kernels

First, note that the identities (2.5) and (2.12) yield on \( \mathcal{C}_0(\mathbb{R}_+) \)
\[
G_\beta \Lambda^* = \Lambda G_\beta \Lambda^* = \Lambda^* G_\beta
\]
and similarly
\[
\forall \ t \geq 0, \quad Q_t^{(\beta)} \Lambda^* = \Lambda^* Q_t^{(\beta)}
\]
(more generally, we can expect that \( F(G_\beta) \Lambda^* = \Lambda^* F(G_\beta) \) for any measurable function \( F : (-\infty, 0] \to \mathbb{R} \), via functional calculus and the appropriate inclusion of the domains). Thus it appears that the operator \( \Lambda^* : \mathbb{L}^2(\mu_{\beta}) \to \mathbb{L}^2(\mu_{\beta}) \) commutes with the whole semi-group \( Q^{(\beta)} \). One can go further and compute \( \Lambda \Lambda^* \) as follows.

**Proposition 3.8.** — We have
\[
\Lambda \Lambda^* = Q_1^{(\beta)}.
\]

This formula may look strange at first view since \( \beta \) does not appear explicitly in the left-hand side, but \( \beta \) is hidden in the definition of \( \Lambda^* \), which depends on the spaces \( \mathbb{L}^2(\mu_{\beta}) \) and \( \ell^2(m_{\beta}) \). Moreover, as pointed to us by a referee, the identity between linear operators in Proposition 3.8 has also a probabilistic interpretation as it is the known identity between the law of the squared Bessel processes of index \( \beta - 1 \) at time 1 and the one of a Poisson mixture of gamma variables of parameter \( \beta \). This latter relation could also be proved by means of Laplace transform techniques. A similar remark holds for the identity in Proposition 3.9 below.
Proof. — Consider a non-negative and measurable mapping $f : \mathbb{R}_+ \to \mathbb{R}_+$. By definition, we have for any $x > 0$,

\[
\Lambda\Lambda^* f(x) = \sum_{n \in \mathbb{Z}_+} \Lambda^* f(n) \frac{x^n}{n!} e^{-x} = \sum_{n \in \mathbb{Z}_+} \int_0^\infty f(y) \frac{y^{n+\beta-1}}{\Gamma(n+\beta)} e^{-y} \frac{x^n}{n!} e^{-x} \, dy = \int_0^\infty f(y) \left( \frac{y}{x} \right)^{(\beta-1)/2} e^{-y-x} \sum_{n \in \mathbb{Z}_+} \frac{(xy)^{n+(\beta-1)/2}}{\Gamma(n+\beta)n!} dy.
\]

We recognize that

\[
\sum_{n \in \mathbb{Z}_+} \frac{(xy)^{n+(\beta-1)/2}}{\Gamma(n+\beta)n!} = I_{\beta-1}(2\sqrt{xy})
\]

where $I_{\beta-1}$ is the modified Bessel function of the first kind of index $\beta - 1$. From Dufresne [Duf05] (take $t = 1/2$ there due to our time scaling, see also Corollary 1.4 of Chapter XI of Revuz and Yor [RY99], but a factor $1/t$ is missing in their formula), we get that the measure, on $\mathbb{R}_+$, $(\frac{y}{x})^{(\beta-1)/2} e^{-y-x} I_{\beta-1}(2\sqrt{xy}) 1_{\mathbb{R}_+}(y) \, dy$ is the law of $X_{1}^{(\beta)}$ under $\mathbb{P}_x$, namely we have, for any $x > 0$,

\[
\Lambda\Lambda^* f(x) = Q_1^{(\beta)} f(x).
\]

This relation is also true for $x = 0$. Indeed the Poisson law of parameter 0 is just the Dirac mass in 0, so that

\[
\Lambda\Lambda^* f(0) = \Lambda^* f(0) = \int_0^\infty f(y) \frac{y^{\beta-1}}{\Gamma(\beta)} e^{-y} \, dy
\]

and according to Corollary 1.4 of Chapter XI of Revuz and Yor [RY99], the measure $\frac{y^{\beta-1}}{\Gamma(\beta)} e^{-y} \, dy$ is the entrance law at time 1 of the Bessel process of dimension $2\beta$ starting from 0.

In summary, we have proven the commutative diagram displayed in Figure 3.1 and valid for any $\beta > 0$ and $t > 0$.

\[
\begin{array}{cccc}
\mathbb{L}^2(\mu_\beta) & Q_1^{(\beta)} & \mathbb{L}^2(\mu_\beta) \\
\Lambda & \downarrow & \Lambda^* \\
\mathbb{L}^2(\mu_\beta) & Q_1^{(\beta)} & \mathbb{L}^2(\mu_\beta) \\
\Lambda & \downarrow & \Lambda^* \\
\mathbb{L}^2(\mu_\beta) & Q_1^{(\beta)} & \mathbb{L}^2(\mu_\beta)
\end{array}
\]

Figure 3.1. Intertwining relations with $\Lambda\Lambda^* = Q_1^{(\beta)}$

In view of Proposition 3.8, it is natural to wonder what is $\Lambda^* \Lambda$. 
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Proposition 3.9. — We have \( \Lambda^* \Lambda = Q_1^{(\beta)} \)
and it follows that, \( \forall m, n \in \mathbb{Z}_+ \),
\[
Q_1^{(\beta)}(n, m) = 2^{-(m+n+\beta)} \frac{(m+n+\beta-1)(m+n+\beta-2) \cdots (n+\beta)}{m!}.
\]

Proof. — Denote \( R := \Lambda^* \Lambda \). From Proposition 3.8, we get that \( \Lambda R = \Lambda \Lambda^* \Lambda = Q_1^{(\beta)} \Lambda = \Lambda Q_1^{(\beta)} \), namely
\[
\Lambda(R - Q_1^{(\beta)}) = 0.
\]
Lemma 2.2 implies that \( R = Q_1^{(\beta)} \). As a consequence, for any non-negative measurable function \( g \) and \( n \in \mathbb{Z}_+ \), we have
\[
Q_1^{(\beta)} g(n) = \Lambda^* \Lambda g(n)
= \frac{1}{\Gamma(n+\beta)} \int_0^\infty \Lambda g(x) x^{n+\beta-1} e^{-x} dx
= \frac{1}{\Gamma(n+\beta)} \int_0^\infty \sum_{l \in \mathbb{Z}_+} g(l) \frac{l^k}{l!} x^{n+\beta-1} e^{-x} dx
= \sum_{k \in \mathbb{Z}_+} \frac{g(k)}{k!\Gamma(n+\beta)} \int_0^\infty x^{k+n+\beta-1} e^{-2x} dx
= \sum_{k \in \mathbb{Z}_+} \frac{g(k)}{k!\Gamma(n+\beta)} \frac{\Gamma(k+n+\beta)}{2^{k+n+\beta}}
= \sum_{k \in \mathbb{Z}_+} g(k) 2^{-k+n+\beta} (k+n+\beta-1)(k+n+\beta-2) \cdots (n+\beta)
\]
and we end up with the announced result by replacing \( g \) by the indicator function of \( m \in \mathbb{Z}_+ \). \( \square \)

We deduce the commutative diagram displayed in Figure 3.2 which is valid for any \( \beta > 0 \) and \( t > 0 \) and is analogous to Figure 3.1.

\[
\begin{array}{ccc}
\ell^2(m_\beta) & \xrightarrow{Q_1^{(\beta)}} & \ell^2(m_\beta) \\
\Lambda^* & \downarrow & \Lambda^* \\
Q_1^{(\beta)} L^2(\mu_\beta) & \xrightarrow{Q_1^{(\beta)}} & L^2(\mu_\beta) \\
\Lambda & \downarrow & \Lambda \\
\ell^2(m_\beta) & \xrightarrow{Q_1^{(\beta)}} & \ell^2(m_\beta)
\end{array}
\]

Figure 3.2. Intertwining relations with \( \Lambda^* \Lambda = Q_1^{(\beta)} \)

In view of the Propositions 3.8 and 3.9, one can be left wondering about the role of the time 1 in \( Q_1^{(\beta)} \) and \( Q_1^{(\beta)} \). Let us show how it is possible to replace 1 by any time \( t > 0 \), by taking into account the scaling property of the Bessel processes.
$X^{(\beta)} := (X_t^{(\beta)})_{t \geq 0}$. More precisely, for any $\sigma > 0$ and $x \geq 0$, the law of $(X_{\sigma t}^{(\beta)})_{t \geq 0}$ starting from $\sigma x$ is equal to the law of $(\sigma X_t^{(\beta)})_{t \geq 0}$, where $X^{(\beta)}$ is starting from $x$. At the level of the semi-group $Q^{(\beta)}$, we recall via (2.18) that

\begin{equation}
(3.7) \quad \forall \sigma > 0, \ t \geq 0, \quad d_{\sigma} Q_{\sigma t}^{(\beta)} = Q_t^{(\beta)} d_{\sigma}
\end{equation}

where $d_{\sigma}$ is the dilation operator acting on $L^2(\mu_{\beta})$ via

$$d_{\sigma} f(x) = f(\sigma x).$$

Formula (3.7) holds on $L^2(\mu_{\beta})$, since the operator $\sigma^{b/2} d_{\sigma}$ is an isometry of $L^2(\mu_{\beta})$. Indeed performing a change of variables formula, it appears that for $f \in L^2(\mu_{\beta})$,

\begin{align*}
\int_0^\infty (d_{\sigma} f(x))^2 \mu_{\beta}(dx) &= \int_0^\infty f^2(\sigma x) \frac{x^{\beta-1}}{\Gamma(\beta)} \, dx = \frac{1}{\sigma^\beta} \int_0^\infty f^2(x) \frac{x^{\beta-1}}{\Gamma(\beta)} \, dx \\
&= \sigma^{-\beta} \int_0^\infty f^2(x) \mu_{\beta}(dx).
\end{align*}

From this isometry property, we deduce that $(\sigma^{\beta/2} d_{\sigma})^* = (\sigma^{\beta/2} d_{\sigma})^{-1}$, i.e.

\begin{equation}
(3.8) \quad d_{\sigma}^* = \sigma^{-\beta/2}(\sigma^{\beta/2} d_{\sigma})^{-1} = \sigma^{-\beta} d_{1/\sigma}.
\end{equation}

Formula (3.7) can also be interpreted as a composition of Markov kernels, by seeing $d_{\sigma}$ as the transition kernel

$$\forall x, x' \in \mathbb{R}_+, \quad d_{\sigma}(x, dx') = \delta_{\sigma x}(dx').$$

This is an instance where the dual of a Markov process is not Markovian since according to (3.8) the weight of $d_{\sigma}^*$ is $\sigma^{-\beta}$. Next, define

$$\Lambda_{\sigma} := d_{\sigma} \Lambda$$

which is a Markov kernel from $\mathbb{R}_+$ to $\mathbb{Z}_+$. Due to the above observation, $\Lambda_{\sigma}^* = \Lambda^* d_{\sigma}^*$ is not a Markov kernel, so consider instead the Markov kernel given by

$$\tilde{\Lambda}_{\sigma} := \sigma^\beta \Lambda_{\sigma}^* = \Lambda^* d_{1/\sigma}.$$

Here is the analogue for the first column of Figure 3.1.

**Lemma 3.10.** — For any $\sigma > 0$, we have $\Lambda_{\sigma} \tilde{\Lambda}_{\sigma} = Q_{1/\sigma}^{(\beta)}$.

**Proof.** — We observe that

$$\Lambda_{\sigma} \tilde{\Lambda}_{\sigma} = d_{\sigma} \Lambda \Lambda^* d_{1/\sigma} = d_{\sigma} Q_1^{(\beta)} d_{1/\sigma} = d_{\sigma} d_{1/\sigma} Q_{1/\sigma}^{(\beta)} = Q_{1/\sigma}^{(\beta)}$$

where we have taken into account (3.7) with $t = 1/\sigma$. \hfill $\Box$

The following result completes the analogue of Figure 3.1.

**Lemma 3.11.** — We have for any $\beta, \sigma > 0$ and $t \geq 0$,

$$Q_t^{(\beta)} \Lambda_{\sigma} = \Lambda_{\sigma} Q_{\sigma t}^{(\beta)} \text{ on } C_0(\mathbb{Z}_+) \cup L^2(\mu_{\beta})$$

$$Q_{\sigma t}^{(\beta)} \tilde{\Lambda}_{\sigma} = \tilde{\Lambda}_{\sigma} Q_t^{(\beta)} \text{ on } C_0(\mathbb{R}_+) \cup L^2(\mu_{\beta}).$$
Proof. — First, we observe that

\[ Q_t^{(\beta)} \Lambda_\sigma = Q_t^{(\beta)} d_\sigma \Lambda = d_\sigma Q_{\sigma t}^{(\beta)} \Lambda = d_\sigma \Lambda Q_{\sigma t}^{(\beta)} = \Lambda_\sigma Q_{\sigma t}^{(\beta)} \]

where we used the scaling property (3.1) and the main gateway relationship (1.3) which both hold on \( c_0(\mathbb{Z}_+) \). The extension to \( \ell^2(m_\beta) \) is obtained by a standard density argument. On the other hand, on \( C_0(\mathbb{R}_+) \),

\[ Q_{\sigma t}^{(\beta)} \tilde{\Lambda}_\sigma = \sigma^b Q_{\sigma t}^{(\beta)} \Lambda^{*} d_{1/\sigma} = \sigma^b \Lambda^{*} Q_{\sigma t}^{(\beta)} d_{1/\sigma} = \sigma^b \Lambda^{*} d_{1/\sigma} Q_t^{(\beta)} = \tilde{\Lambda}_\sigma Q_t^{(\beta)} \]

where we used (3.7) in the third equality, which by resorting, again, to a density argument completes the proof. □

To get the analogue of Figure 3.2, it is sufficient to adapt the first relation of Proposition 3.9.

Lemma 3.12. — For any \( \beta, \sigma > 0 \), we have

\[ \tilde{\Lambda}_\sigma \Lambda_\sigma = Q_t^{(\beta)}. \]

Proof. — Set \( R_\sigma := \tilde{\Lambda}_\sigma \Lambda_\sigma \), then we have \( \Lambda_\sigma R_\sigma = \Lambda_\sigma \tilde{\Lambda}_\sigma \Lambda_\sigma = Q_{1/\sigma}^{(\beta)} \Lambda_\sigma = \Lambda_\sigma Q_{1}^{(\beta)} \), namely

\[ d_\sigma \Lambda(R_\sigma - Q_{1}^{(\beta)}) = 0. \]

We get the announced result, since \( \sigma^{b/2} d_\sigma \) is an isometry and \( \Lambda \) is injective, see Lemma 2.2. □

To sum up, we have proven the commutative diagram of Figure 3.3 valid for any \( \beta, t, s > 0 \) (by taking \( \sigma = 1/s \) in the above considerations).

\[ \begin{array}{ccc}
\ell^2(m_\beta) & \xrightarrow{Q_{1}^{(\beta)}} & \ell^2(m_\beta) \\
\Lambda_{1/s} & \downarrow & \Lambda_{1/s} \\
\lambda_{1/s} & \downarrow & \lambda_{1/s} \\
\ell^2(m_\beta) & \xrightarrow{Q_{1}^{(\beta)}} & \ell^2(m_\beta) \\
\Lambda_{1/s} & \downarrow & \Lambda_{1/s} \\
\ell^2(m_\beta) & \xrightarrow{Q_{1}^{(\beta)}} & \ell^2(m_\beta) \\
\end{array} \]

Figure 3.3. Intertwining relations with \( \Lambda_{1/s} \tilde{\Lambda}_{1/s} = Q_s^{(\beta)} \)

3.6. Exact simulation of Bessel processes

For given \( x \in \mathbb{R}_+ \) and \( t > 0 \), assume that we want to sample \( X_t^{(\beta)} \) under \( \mathbb{P}_x \).

There were two traditional ways to do it, as recalled below, before Makarov and Glew [MG10] proposed their procedure. It is similar to the sampling presented below, but without resorting to the birth-and-death process \( X^{(\beta)} \) (which does not provide a meaningful improvement, we must confess).
- Solve the stochastic differential equation (2.17). In practice it can be done via Euler schemes, preferentially implicit ones, due to the fact that the diffusion term $\sqrt{2X_t^{(\beta)}}$ can be quite big and to avoid that the approximation crosses 0.
- Use the formula giving the density of law of $X_t^{(\beta)}$ under $\mathbb{P}_x$, see Corollary 1.4 of Chapter XI of Revuz and Yor [RY99]. Note that the Bessel function of index $\beta - 1$ enters in this formula.

So both these solutions require some approximations and do not provide an exact sampling.

Let us show how the intertwining relations (2.5) and (2.12) can be used to provide a simple exact sampling of $X_t^{(\beta)}$ under $\mathbb{P}_x$. We will first do it for $t \geq 1$, but due to the scaling property of $X^{(\beta)}$, the construction will next be extended to any $t > 0$.

Let $Q^{(\beta)} := (Q_t^{(\beta)})_{t \geq 0}$ be the Markov semi-group generated by $G_\beta$. It is very simple to simulate an associated birth-and-death process $X^{(\beta)} := (X_t^{(\beta)})_{t \geq 0}$. First choose $X_0^{(\beta)}$ according to a given initial distribution. Then sample an independent exponential time $\tau_1$ of parameter $|G_\beta(X_0^{(\beta)}, X_0^{(\beta)})|$. For $t \in [0, \tau_1)$, we take $X_t^{(\beta)} := X_0^{(\beta)}$. Choose $X_{\tau_1}^{(\beta)}$ according to the probability $G_\beta(X_0^{(\beta)}, \cdot)/G_\beta(X_0^{(\beta)}, X_0^{(\beta)})$ on $\{X_0^{(\beta)} - 1, X_0^{(\beta)} + 1\}$. Next the same procedure starts again: sample an independent exponential time $\tau_2$ of parameter $|G_\beta(X_{\tau_1}^{(\beta)}, X_{\tau_1}^{(\beta)})|$ and take $X_t^{(\beta)} := X_{\tau_1}^{(\beta)}$ for $t \in [\tau_1, \tau_1 + \tau_2)$. Choose $X_{\tau_1 + \tau_2}^{(\beta)}$ according to the probability $G_\beta(X_{\tau_1}^{(\beta)}, \cdot)/|G_\beta(X_{\tau_1}^{(\beta)}, X_{\tau_1}^{(\beta)})|$ on $\{X_{\tau_1}^{(\beta)} - 1, X_{\tau_1}^{(\beta)} + 1\}$, etc.

In particular, we have

$$Q_{1+t}^{(\beta)} = Q_1^{(\beta)}Q_t^{(\beta)} = \Lambda Q_t^{(\beta)}\Lambda^\ast.$$

As a consequence, for any given $x \geq 0$, to simulate $X_{1+t}^{(\beta)}$ under $\mathbb{P}_x$, i.e. to sample according to $Q_{1+t}^{(\beta)}(x, \cdot)$ (it corresponds to following the path in blue in Figure 3.3, with $s = 1$), it is sufficient to sample $X_0^{(\beta)}$ according to $\Lambda(x, \cdot)$, which is just the Poisson distribution on $\mathbb{Z}_+$ of parameter $x$, to construct the evolution $(X_u^{(\beta)})_{u \in [0,t]}$, as explained before Proposition 1.1 and finally to sample a point $Z$ according to $\Lambda^\ast(X_{t}^{(\beta)}, \cdot)$, which is the gamma distribution of shape $X_{t}^{(\beta)}$ and of scale 1 (this procedure is colored in red in Figure 3.3). The distribution of $Z$ is exactly $Q_{1+t}^{(\beta)}(x, \cdot)$ and the complexity of this procedure is very simple.

Remark 3.13. — In a finite state space setting, Diaconis and Fill [DF90] have shown that an intertwining relation, at the levels of the initial distributions and of the generators, leads to an interesting coupling of the corresponding Markov processes. This property is believed to hold in a more general framework. Unfortunately, the construction of such couplings is not sufficiently well-understood to help us to simulate one process using the other one. It would be interesting to investigate this situation in our setting, in particular how to deduce a Bessel trajectory from a discrete Bessel trajectory, with the help of some extra-randomness.
3.7. A limit theorem by intertwining

Another interesting aspect of the Lemmas 3.10 and 3.11 is to produce discrete approximations of the Bessel processes $X^{(β)}$ by birth-and-death processes. Traditionally, such an approximation can be constructed in the following way. Fix some $ε > 0$.

To any function $f ∈ C_0(\mathbb{R}_+)$, associate $\tilde{T}_{t}f ∈ c_0(\mathbb{Z}_+)$ via

$$\forall n ∈ \mathbb{Z}_+, \quad \tilde{T}_{t}f(n) := f(εn)$$

and conversely, to any $g ∈ c_0(\mathbb{Z}_+)$, associate $T_{t}g ∈ C_0(\mathbb{R}_+)$ via

$$\forall x ∈ \mathbb{R}_+, \quad T_{t}g(x) := g(\lfloor x/ε \rfloor).$$

When $X^{(β)}_0 = εn$ with $n ∈ \mathbb{Z}_+$, consider

$$τ_{ε} := \inf\{t ≥ 0 : X^{(β)}_t \in \{ε(n - 1), ε(n + 1)\}\}$$

and the birth-and-death generator $G_{ε}^{(β)}$ defined by

$$\forall n \neq m ∈ \mathbb{Z}_+, \quad G_{ε}^{(β)}(n, m) = \begin{cases} \mathbb{P}_{εn}[X^{(β)}_{τ_{ε}} = εm]/\mathbb{E}_{εn}[τ_{ε}] & \text{if } m ∈ \{n - 1, n + 1\} \\ 0 & \text{otherwise.} \end{cases}$$

Let $(\exp(tG_{ε}^{(β)}))_{t ≥ 0}$ be the semi-group generated by $G_{ε}^{(β)}$ in $c_0(\mathbb{Z}_+)$. It can be expected that for any time $t ≥ 0$ and any function $f ∈ C_0(\mathbb{R}_+)$, we have in the supremum norm of $C_0(\mathbb{R}_+)$,

$$\lim_{ε → 0_+} T_{t} \exp(tG_{ε}^{(β)}) \tilde{T}_{t}f = Q_{t}^{(β)}f.$$ 

Nevertheless the rigorous proof of this approximation result is quite technical. Up to replacing $\tilde{T}_{t}, T_{t}$ and $G_{ε}^{(β)}$ respectively by $\tilde{Λ}_{1/ε}$, $Λ_{1/ε}$ and $ε^{-1}G^{(β)}$, the Lemmas 3.10 and 3.11 enable to simplify considerably such approximations. Indeed, we have, in the supremum norm of $C_0(\mathbb{R}_+)$, for any time $t ≥ 0$ and any function $f ∈ C_0(\mathbb{R}_+)$,

$$\lim_{ε → 0_+} Λ_{1/ε}Q_{ε^{-1}t}^{(β)}\tilde{Λ}_{1/ε}f = \lim_{ε → 0_+} Q_{t}^{(β)}Λ_{1/ε}\tilde{Λ}_{1/ε}f = \lim_{ε → 0_+} Q_{t+ε}^{(β)}f = Q_{t}^{(β)}f.$$ 

4. Classical and birth-and-death Laguerre processes

4.1. Classical Laguerre semi-groups

Recall that, up to an isomorphism, the affine group acting on $\mathbb{R}$ is the set $\mathbb{R} \times (\mathbb{R} \setminus \{0\})$ endowed with the operation $\ltimes$ defined by

$$\forall (u, v), (u', v') ∈ \mathbb{R} × (\mathbb{R} \setminus \{0\}), \quad (u, v) \ltimes (u', v') := (u + v^{-1}u', vv').$$

Consider $S := \mathbb{R}_+ × (0, ∞)$, which is stable by $\ltimes$ and so $(S, \ltimes)$ is a semi-group. For any $σ > 0$, define

$$S_{σ} := \{(σ(e^t - 1), e^{-t}) : t ∈ \mathbb{R}_+\} ⊂ S.$$ 

It is immediate to check that $(S_{σ}, \ltimes)$ is a one-dimensional sub-semi-group of the two dimensional semi-group $(S, \ltimes)$.
Fix $\beta > 0$, and recall that for any $(u,v) \in S$, $Q_u^{(\beta)}$ and $d_v$ belong to $B(L^2(\mu_\beta))$, the space of operators bounded in $L^2(\mu_\beta)$. Denote
\[
\forall (u,v) \in S, \quad S_u^{(\beta)} := Q_u^{(\beta)}d_v \in B(L^2(\mu_\beta)).
\]
Endowing $B(L^2(\mu_\beta))$ with the usual composition operation, we see that the above mapping is a semi-group morphism, as a consequence of the scaling intertwining relation
\[
(4.1) \quad \forall (u,v) \in S, \quad Q_u^{(\beta)}d_v = d_vQ_u^{(\beta)}.
\]
It follows that $(S_u^{(\beta)})_{(u,v) \in S}$ is a semi-group, indexed by a two-dimensional parameter set. Restricting the index set to $S_\sigma$, for some given $\sigma > 0$, we write $(K_t^{(\beta,\sigma)})_{t \in \mathbb{R}_+}$ for the semi-group given by
\[
\forall t \geq 0, \quad K_t^{(\beta,\sigma)} := S_{\sigma(e^t-1),e^{-t}}.
\]
Let us proceed by computing the generator of this continuous semi-group (still in $L^2(\mu_\beta)$). First remark that $(d_{e^{-t}})_{t \geq 0}$ is also a continuous semi-group in $L^2(\mu_\beta)$ and that its generator is given by $D$, the closure of the operator defined, $\forall f \in P_e$ and $\forall x \in \mathbb{R}_+$, by
\[
Df(x) := -x\partial f(x)
\]
(we hope the notation $D$ for the generator of $(d_{e^{-t}})_{t \geq 0}$ is not confusing). By differentiating $K_t^{(\beta,\sigma)}$ at $t = 0_+$ in $L^2(\mu_\beta)$, we get that the generator $L_{\beta,\sigma}$ of $K_t^{(\beta,\sigma)}$ is the closure of the operator $\sigma G_\beta + D$ acting on $P_e$, where we recall that $G_\beta$ is the generator of the semi-group $(Q_t^{(\beta)})_{t \in \mathbb{R}_+}$. In particular, $L_{\beta,\sigma}$ acts on functions $f \in P_e$ via
\[
(4.3) \quad \forall x \in \mathbb{R}_+, \quad L_{\beta,\sigma}f(x) = \sigma x \partial^2 f(x) + (\sigma \beta - x)\partial f(x)
\]
and is the Laguerre differential operator. This operator is a one-dimensional diffusion generator and to get a corresponding reversible measure it is sufficient to compute the associated speed measure. Up to a positive multiplicative factor, its density with respect to the Lebesgue measure on $\mathbb{R}_+$ is given by
\[
\mathbb{R}_+ \ni x \mapsto \frac{1}{\sigma x} \exp \left( \int_1^x \frac{\sigma \beta - y}{\sigma y} \, dy \right) = \frac{1}{\sigma x} \exp \left( \beta \ln(x) - \frac{x-1}{\sigma} \right)
\]
(see for instance Chapter 15 of the book of Karlin and Taylor [KT81]). It appears that this speed measure has a finite mass and that it can be normalized into the probability measure $\nu_\sigma$, which is the gamma distribution of shape parameter $\beta$ and scale parameter $\sigma$, i.e.
\[
\forall x \in (0,\infty), \quad \nu_\sigma(dx) = \frac{1}{\sigma^\beta \Gamma(\beta)} x^{\beta-1} \exp(-x/\sigma) \, dx.
\]
It follows (e.g. via Friedrich’s theory) that the restriction of \(L_{\beta,\sigma}\) to \(P_t\) can be extended into a self-adjoint operator on \(L^2(\nu_\sigma)\) and that the corresponding Markov semi-group, still denoted \(K^{(\beta,\sigma)}\), is continuous on \(L^2(\nu_\sigma)\).

**Remark 4.1.** — The probability measure \(\nu_\sigma\) coincides with \(Q_\sigma^{(\beta)}(0, \cdot)\), seen as the regular Markov kernel associated to the \(C_0(\mathbb{R}_+)\)-semi-group \((Q_t^{(\beta)})_{t \in \mathbb{R}_+}\) (note that this point of view also leads to an interpretation of the semi-group \((K_t^{(\beta,\sigma)})_{t \in \mathbb{R}_+}\) in \(C_0(\mathbb{R}_+)\)). Indeed, for any \(f \in C_0(\mathbb{R}_+)\), we have for any \(t \geq 0\),

\[
Q_\sigma^{(\beta)} K_t^{(\beta,\sigma)} f(0) = Q_\sigma^{(\beta)} Q_\sigma^{(\beta)}(e^{(1-t)} d_{e^{-t}} f(0) = Q_\sigma^{(\beta)} d_{e^{-t}} f(0) = d_{e^{-t}} Q_\sigma^{(\beta)} f(0) = Q_\sigma^{(\beta)} f(e^{-t} 0) = Q_\sigma^{(\beta)} f(0).
\]

Since \(C_0(\mathbb{R}_+)\) is a core for \(L^1(\nu_\sigma)\), we get that \(Q_\sigma^{(\beta)}(0, \cdot)\) is invariant for the Markov semi-group \(K^{(\beta,\sigma)}\). By irreducibility of the generator \(L_{\beta,\sigma}\), there exists at most one such invariant probability, leading to \(\nu_\sigma = Q_\sigma^{(\beta)}(0, \cdot)\).

Another way to obtain this equality, is to see \(Q_\sigma^{(\beta)}(0, \cdot)\) as the limiting distribution for large times of the semi-group \(K^{(\beta,\sigma)}\). Indeed, or any \(f \in C_0(\mathbb{R}_+)\) and any \(x \in \mathbb{R}_+\), we have

\[
\lim_{t \to \infty} \delta_x K_t^{(\beta,\sigma)} f = \lim_{t \to \infty} K_t^{(\beta,\sigma)} f(x) = \lim_{t \to \infty} Q_\sigma^{(\beta)} d_{e^{-t}} f(x) = \lim_{t \to \infty} Q_\sigma^{(\beta)} d_{e^{-t}} f(x) = \lim_{t \to \infty} Q_\sigma^{(\beta)}(e^{-t} x) = Q_\sigma^{(\beta)} f(0)
\]

(for the penultimate equality, we used that with respect to the operator supremum norm in \(C_0(\mathbb{R}_+)\), the difference \(Q_\sigma^{(\beta)}(e^{-t} x) - Q_\sigma^{(\beta)} x\) converges to zero for large \(t \geq 0\)). By dominated convergence, it follows that for any probability measure \(p\) on \(\mathbb{R}_+\), we have the weak convergence of \(pK_t\) toward \(Q_\sigma^{(\beta)}(0, \cdot)\) for large \(t \geq 0\). In particular, with \(p = \nu_\sigma\), we recover that \(\nu_\sigma = Q_\sigma^{(\beta)}(0, \cdot)\). We deduce that

\[
\forall x \in (0, \infty), \quad Q_\sigma^{(\beta)}(0, dx) = \frac{1}{\sigma^\beta \Gamma(\beta)} x^{\beta-1} \exp(-x/\sigma) \, dx
\]

namely \(Q_\sigma^{(\beta)}(0, \cdot)\) admits the density \((0, \infty) \ni x \mapsto \exp(-x/\sigma)/\sigma^\beta\) with respect to \(\mu_\beta\).

### 4.2. Discrete Laguerre semi-groups

The starting points of the considerations of the previous subsection were the multiplicative semi-group property of \((d_v)_{v \in (0, \infty)}\) and the scaling intertwining (4.1), both in \(L^2(\mu_\beta)\) (where the parameter \(\beta > 0\) keeps being omitted). Here we will replace these relations by their discrete analogues in order to deduce similar constructions.

As seen in Appendix A, to get nice properties of the discrete dilation operators, we cautiously restrict our attention to the family \((D_v)_{v \in (0,1]}\) and introduce the sub-semi-group \(\tilde{\mathcal{S}}\) of \(\mathcal{S}\) defined by

\[
\tilde{\mathcal{S}} := \{(u, v) \in \mathcal{S} : v \in (0, 1]\}.
\]
Indeed, in addition of the multiplicative semi-group property of \((D_v)_{v \in (0,1]}\), we have
\begin{equation}
\forall (u, v) \in \tilde{S}, \quad Q_u^{(\beta)} D_v = D_v Q_u^{(\beta)}.
\end{equation}
Consider the semi-group \((S_{u,v}^{(\beta)})_{(u,v) \in \tilde{S}}\) of operators in \(B(L^2(m))\) given by
\begin{equation*}
\forall (u,v) \in \tilde{S}, \quad S_{u,v}^{(\beta)} := Q_u^{(\beta)} D_v \in B(L^2(m))
\end{equation*}
as well as, for \(\sigma > 0\), the sub-semi-group \(K^{(\beta,\sigma)} := (K^{(\beta,\sigma)}_t)_{t \geq 0}\) defined by
\begin{equation*}
\forall t \geq 0, \quad K^{(\beta,\sigma)}_t := S^{(\beta)}_{(\sigma(e^t-1),e^{-t})}.
\end{equation*}

We compute the generator \(L^{\beta,\sigma}_{\beta,\sigma}\) of \(K^{(\beta,\sigma)}\) in \(L^2(m)\) exactly as in Subsection 4.1, taking into account Lemma A.2 of Appendix A. We get that \(L^{\beta,\sigma}_{\beta,\sigma}\) acts on functions \(g\) belonging to the core \(F\) via
\begin{equation}
\forall n \in \mathbb{Z}_+, \quad L^{\beta,\sigma}_{\beta,\sigma}(m,n) = \sigma G_{\beta} g(n) + D g(n)
\end{equation}
where the operator \(D\) is defined in Lemma A.2. Thus the generator \(L^{\beta,\sigma}_{\beta,\sigma}\) can be represented by the infinite tri-diagonal matrix \((L^{\beta,\sigma}_{\beta,\sigma}(m,n))_{m,n \in \mathbb{Z}_+}\), given explicitly by
\begin{equation}
\forall m,n \in \mathbb{Z}_+, \quad L^{\beta,\sigma}_{\beta,\sigma}(m,n) = \begin{cases} 
(s + 1)m & \text{if } n = m - 1 \\
-s(2m + \beta) - m & \text{if } n = m \\
\sigma(m + \beta) & \text{if } n = m + 1 \\
0 & \text{otherwise.} 
\end{cases}
\end{equation}

A corresponding invariant measure \(\tilde{n}\) is given by
\begin{equation*}
\forall n \in \mathbb{Z}_+, \quad \tilde{n}_\sigma(n) := \prod_{m=0}^{n-1} \frac{L^{\beta,\sigma}_{\beta,\sigma}(m,m+1)}{L^{\beta,\sigma}_{\beta,\sigma}(m+1,m)}
= \left(\frac{\sigma}{\sigma + 1}\right)^n \frac{(n + \beta - 1)(n + \beta - 1) \cdots \beta}{n!}
= \left(\frac{\sigma}{\sigma + 1}\right)^n m_\beta(n).
\end{equation*}

Recognizing \(\tilde{n}\) to be proportional to the negative binomial distribution of parameters \(\beta\) and \(\sigma/(1 + \sigma)\), we get
\begin{equation*}
\sum_{n \in \mathbb{Z}_+} \tilde{n}_\sigma(n) = \left(1 - \frac{\sigma}{1 + \sigma}\right)^{-\beta} = (1 + \sigma)^{-\beta}.
\end{equation*}

From now on, we will rather consider the invariant probability \(n_\sigma\) which is a normalization of \(\tilde{n}_\sigma\), by dividing it by \((1 + \sigma)^{-\beta}\).

It follows (e.g. via Friedrich’s theory) that the restriction of \(L^{\beta,\sigma}_{\beta,\sigma}\) to \(F\) can be extended into a self-adjoint operator on \(L^2(n_\sigma)\) and that the corresponding Markov semi-group, still denoted \(K^{(\beta,\sigma)}\), is continuous on \(L^2(n_\sigma)\).

**Remark 4.2.** — The arguments of Remark 4.1 are still valid in the present setting and we deduce that for any \(\sigma > 0\),
\begin{equation*}
Q^{(\beta)}_\sigma(0, \cdot) = n_\sigma
\end{equation*}

i.e. $Q^{(\beta)}(0, \cdot)$ admits the density $\mathbb{Z}_+ \ni n \mapsto (1 + \sigma)^{-\beta}(\sigma/(1 + \sigma))^n$ with respect to $m_\beta$.

Remark 4.3. — In the previous two subsections, only the case $\beta, \sigma > 0$ was considered. Indeed, for $\beta = 0$ or $\sigma = 0$, we have $n_{\beta, \sigma} = \delta_0$, whose $L^2$-theory is not really satisfactory! Furthermore, when $\beta = 0$, $P_t$ is not even included into $L^2(\mu_\beta)$. Thus for $\beta = 0$, it is more relevant to work with $C_0$ spaces, from an analytical point of view, or with Markov kernels, from a probabilistic point of view.

4.3. Proof of Theorem 1.4: Gateway between Laguerre semi-groups

Recall that the Markov kernel $\Lambda$ from $\mathbb{R}_+$ to $\mathbb{Z}_+$ was defined in (1.1) and that more generally for any $\sigma \geq 0$, we consider the Markov kernel $\Lambda_\sigma = d_\sigma \Lambda$, meaning that for each $x \in \mathbb{R}_+$, $\Lambda_\sigma(x, \cdot)$ is the Poisson distribution of parameter $\sigma x$. The following result is an extension of Theorem 1.4, in the spirit of Lemma 3.11.

Proposition 4.4. — Let $\beta, \sigma \geq 0$ be given, as well as $(u, v) \in S$. We have on $c_0(\mathbb{Z}_+)$

$$S^{(\beta)}_{(u,v)} \Lambda_\sigma \sim S^{(\beta)}_{(\sigma u,v)}.$$  

In particular, for any $\beta, \gamma, \sigma, t \geq 0$, we deduce that on $c_0(\mathbb{Z}_+) \cup \ell^2(n_{\sigma})$

$$K_t^{(\beta,\gamma)} \Lambda_\sigma \sim K_t^{(\beta,\gamma \sigma)}.$$  

This gateway relationship can be lifted to a unitary equivalence.

Proof. — From the Lemmas 3.1 and 3.11, we know, that for any $\beta, \sigma \geq 0$, on $c_0(\mathbb{Z}_+)$,

$$\forall u \geq 0, \quad Q^{(\beta)}_u \Lambda_\sigma = \Lambda_\sigma Q^{(\beta)}_{\sigma u}$$

$$\forall v \geq 0, \quad d_\sigma \Lambda_\sigma = d_\sigma d_\sigma \Lambda = D\sigma D\sigma = \Lambda_\sigma D\sigma.$$  

It follows that for any $(u, v) \in S$,

$$S^{(\beta)}_{(u,v)} \Lambda_\sigma = Q^{(\beta)}_u \Lambda_\sigma = Q^{(\beta)}_u \Lambda_\sigma D_v = \Lambda_\sigma D_\sigma = \Lambda_\sigma S^{(\beta)}_{(\sigma u,v)}.$$  

The second announced intertwining relationship is obtained by taking $(u, v) = (\zeta(e^t - 1), e^{-t})$, for $\zeta > 0$ and $t \geq 0$ and its extension to $\ell^2(n_{\sigma})$ follows by a density argument. Finally, since by Lemma 2.2, $\Lambda_\sigma : \ell^2(n_{\sigma}) \mapsto L^2(\nu_{\beta,\gamma})$ is a quasi-affinity, we obtain from a result of Douglas [Dou69] that there exists a unitary operator that intertwines $K_t^{(\beta,\gamma)}$ and $K_t^{(\beta,\gamma \sigma)}$. \hfill $\square$

We also provide an alternative proof which is in the spirit of the one developed in Section 2. It stems on the following gateway relationship between the generators of the discrete and continuous Laguerre semi-groups. Note that the lifting of this identity on $c_0(\mathbb{Z}_+) \cup \ell^2(n_{\sigma})$ between the corresponding semi-groups could also be obtained from this result by following a line of reasoning similar to the one developed in Section 2.2.
LEMMA 4.5. — We have, on $\mathbf{P}_{\epsilon,-}$,
\[ D \nabla D \]
where we have set $D g(n) = n \partial_- g(n)$. Consequently, for any $\beta, \sigma > 0$,
\[ L_{\beta,\sigma} \nabla L_{\beta,\sigma}. \]

Proof. — Since plainly $D(\mathbf{P}_{\epsilon,-}) \subseteq \mathbf{P}_{\epsilon,-}$, one has, on $\mathbf{P}_{\epsilon,-}$, that
\[ -\nabla D f(n) = \partial^n (x \partial f)(0) = n \partial^{n-1} x \partial f(0) = n \sum_{k=0}^{n-1} \binom{n-1}{k} \partial^{k+1} f(0) \]
and
\[ -\partial_- \nabla f(n) = (\partial^n x f)(0) - (\partial^{n-1} x f)(0) \]
\[ = \sum_{k=1}^{n} \binom{n}{k} \partial^k f(0) - \sum_{k=1}^{n-1} \binom{n-1}{k} \partial^k f(0) \]
\[ = \partial^n f(0) + \sum_{k=1}^{n-1} \binom{n-1}{k-1} \partial^k f(0) \]
\[ = \sum_{k=0}^{n-1} \binom{n-1}{k} \partial^{k+1} f(0) \]
which by linearity completes the proof of the first identity. Next, invoking the relation (4.3) and Lemmas 2.4 and 4.5, we get that, on $\mathbf{P}_{\epsilon,-}$,
\[ \nabla L_{\beta,\sigma} = \sigma \nabla G_{\beta} + \nabla D = \sigma G_{\beta} \nabla + D \nabla = L_{\beta,\sigma} \nabla \]
where we also used (4.5), which completes the proof of the Lemma. □

4.4. Dual gateway relationship and product of intertwining kernels

In this part, we focus on the $L^2$ interpretation of the above result, that is by viewing the Markov kernels $S_{(u,v)}^{(\beta)}$ and $K_t^{(\beta,\varsigma)}$ (respectively $S_{(u,v)}^{(\beta)}$ and $K_t^{(\beta,\varsigma,\sigma)}$) as bounded operators on $L^2(\mu_{\beta})$ and $L^2(\nu_{\beta,\varsigma})$ (resp. $L^2(\mathbf{m}_\beta)$ and $L^2(\mathbf{n}_{\beta,\varsigma,\sigma})$), where we must restrict our attention to $\beta, \varsigma, \sigma > 0$ and $(u, v) \in \tilde{S}$. Similarly, $\Lambda_\sigma$ should be seen as bounded operators from $\ell^2(\mathbf{n}_{\beta,\varsigma,\sigma})$ to $L^2(\nu_{\beta,\varsigma})$. Note that due to the Markov property, all the previous operators have their operator norms equal to 1. The interest of this point of view is that it is immediate to consider the adjoint operators. For any $\beta, \varsigma, \sigma > 0$ and $t \geq 0$, the operator $K_t^{(\beta,\varsigma)}$ (respectively $K_t^{(\beta,\varsigma,\sigma)}$) is self-adjoint in $L^2(\nu_{\beta,\varsigma})$ (resp. $\ell^2(\mathbf{n}_{\beta,\varsigma,\sigma})$). Denote $\tilde{\Lambda}_{\beta,\varsigma,\sigma} : L^2(\nu_{\beta,\varsigma}) \to \ell^2(\mathbf{n}_{\beta,\varsigma,\sigma})$ the adjoint operator of $\Lambda_\sigma$. It should not be confounded with $\Lambda_{\beta,\varsigma}^* : L^2(\mu_{\beta}) \to \ell^2(\mathbf{m}_\beta)$, the adjoint operator of $\Lambda_\sigma$ when the latter is acting from $\ell^2(\mathbf{m}_\beta)$ to $L^2(\mu_{\beta})$. These operators are nevertheless linked.

LEMMA 4.6. — We have for any $\beta, \sigma > 0$,
\[ \tilde{\Lambda}_{\beta,\varsigma,\sigma} = (\varsigma^{-1} + \sigma) \Lambda_{\beta,\varsigma}^* \Lambda_{\beta,\varsigma}^{1+\sigma} = \tilde{\Lambda}_{\beta,\varsigma} \varsigma^{1+\sigma} \Lambda_{\beta,\varsigma} \]
at least on $\mathbf{F}_t$. 
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Proof. — Let $H_{\beta, \varsigma}$ be the density of $\nu_{\beta, \varsigma}$ with respect to $\mu_{\beta}$ and $H_{\beta, \varsigma\sigma}$ be the density of $n_{\beta, \varsigma\sigma}$ with respect to $m_{\beta}$. The notations $H_{\beta, \varsigma}$ and $H_{\beta, \varsigma\sigma}$ will also stand for the multiplication operators by these functions. We have seen in the Subsections 4.1 and 4.2 that these functions are exponential:

$$
H_{\beta, \varsigma} : \mathbb{R}_+ \ni x \mapsto \varsigma^{-\beta} \exp(-x/\varsigma)
$$

$$
H_{\beta, \varsigma\sigma} : \mathbb{Z}_+ \ni n \mapsto (1 + \varsigma\sigma)^{-\beta} \left( \frac{\varsigma\sigma}{1 + \varsigma\sigma} \right)^n.
$$

Consider two test functions, say $f \in \mathcal{F}_f$ and $g \in \mathcal{P}_e / H_{\beta, \varsigma}$, we observe that

$$
\nu_{\beta, \varsigma} g \Lambda_\sigma f = \mu_{\beta} H_{\beta, \varsigma} g \Lambda_\sigma f = m_{\beta} \Lambda_{\beta, \sigma}^* H_{\beta, \varsigma} g f = n_{\beta, \varsigma\sigma} \Lambda_{\beta, \sigma}^* H_{\beta, \varsigma} g f / H_{\beta, \varsigma\sigma}
$$

so that we get

$$
\hat{\Lambda}_{\beta, \varsigma, \sigma} = (H_{\beta, \varsigma\sigma})^{-1} \Lambda_{\beta, \sigma}^* H_{\beta, \varsigma}.
$$

Recalling that $\Lambda_{\beta, \sigma}^*$ and $\tilde{\Lambda}_{\beta, \sigma}$ are described by the kernels

$$
\Lambda_{\beta, \sigma}^*(n, dx) = \sigma^n x^{n + \beta - 1} \frac{\Gamma(n + \beta)}{\Gamma(n + 1 + \varsigma\sigma)} \exp(-\sigma x) dx
$$

$$
\tilde{\Lambda}_{\beta, \sigma}(n, dx) = \sigma^\beta \Lambda_{\beta, \sigma}^*(n, dx),
$$

we get for any $n \in \mathbb{Z}_+$ and $x \in (0, \infty)$,

$$
\tilde{\Lambda}_{\beta, \varsigma, \sigma}(n, dx) = (1 + \varsigma\sigma)^\beta \left( \frac{\varsigma\sigma}{1 + \varsigma\sigma} \right)^n \sigma^n x^{n + \beta - 1} \frac{\Gamma(n + \beta)}{\Gamma(n + 1 + \varsigma\sigma)} \exp(-\sigma x)\varsigma^{-\beta} \exp(-x/\varsigma) dx
$$

$$
= \tilde{\Lambda}_{\beta, \varsigma, \sigma}^{-1} + (n, dx).
$$

The last equality of the above lemma is a consequence of the general relation

$$
\forall \beta, \sigma, \gamma > 0, \quad \tilde{\Lambda}_{\beta, \sigma} d_\gamma = \tilde{\Lambda}_{\beta, \sigma} \gamma^{-1}
$$

which amounts to the change of variable $(0, \infty) \ni x \mapsto \gamma^{-1} x$ in the gamma integrals defining the kernel $\tilde{\Lambda}_{\beta, \sigma}$ (or formally $\tilde{\Lambda}_{\beta, \sigma} d_\gamma = \Lambda^* d_{1/\sigma} d_\gamma = \Lambda^* d_{\gamma/\sigma} = \tilde{\Lambda}_{\beta, \sigma} \gamma^{-1}$).

We deduce the following supplementary relations.

**Proposition 4.7.** — For any $\beta, \varsigma, \sigma > 0$ and $t \geq 0$, we have, on $L^2(\nu_{\beta, \varsigma})$, the gateway relation

$$
K_t^{(\beta, \varsigma)} \tilde{\Lambda}_{\beta, \varsigma, \sigma} \Lambda_{\sigma} \sim K_t^{(\beta, \varsigma)}
$$

and

$$
\Lambda_{\sigma} \tilde{\Lambda}_{\beta, \varsigma, \sigma} = K_t^{(\beta, \varsigma)}_{\ln(1 + 1/(\varsigma\sigma))}
$$

$$
\tilde{\Lambda}_{\beta, \varsigma, \sigma} \Lambda_{\sigma} = K_t^{(\beta, \varsigma)}_{\ln(1 + 1/(\varsigma\sigma))}.
$$

Remark that the time $\ln(1 + 1/(\varsigma\sigma))$ is the same in the right-hand side of the two last identities. However, by comparing with the Lemmas 3.10 and 3.12, we observe that this time differs from the Bessel case.

Proof. — Passing to the adjoint operators in the second intertwining relation of Proposition 4.4, we get, on $L^2(\nu_{\beta, \varsigma})$,

$$
K_t^{(\beta, \varsigma)} \tilde{\Lambda}_{\beta, \varsigma, \sigma} \Lambda_{\sigma} \sim K_t^{(\beta, \varsigma)}
$$

$$
K_t^{(\beta, \varsigma)}_{\ln(1 + 1/(\varsigma\sigma))} \tilde{\Lambda}_{\beta, \varsigma, \sigma} \Lambda_{\sigma} = K_t^{(\beta, \varsigma)}.
$$
which is the first announced result, by self-adjointness of $K_{t}^{(β,ς)}$ and $K_{t}^{(β,ς)}$. Taking into account Lemmas 4.6 and 3.10, we obtain

$$Λ_{σ}Λ_{β,ς,σ} = Λ_{σ}Λ_{β,ς,σ}d_{ςσ/(1+ςσ)} = Q_{1/σ}^{(β)}d_{ςσ/(1+ςσ)}.$$  

Defining $t := \ln(1 + 1/(ςσ))$ so that $(ς(e^{t} - 1), e^{-t}) = (1/σ, ςσ/(1 + ςσ))$, it follows that

$$Q_{1/σ}^{(β)}d_{ςσ/(1+ςσ)} = K_{ln(1+1/(ςσ))}^{(β,ς)}.$$  

Similarly, rather than taking into account Lemma 3.12, we compute

$$Λ_{σ}Λ_{β,ς,σ} = Λ_{σ}Λ_{β,ς,σ}d_{ςσ/(1+ςσ)} = Q_{1}^{(β)}d_{ςσ/(1+ςσ)} = K_{ln(1+1/(ςσ))}^{(β,ς)}.$$  

The above relations are summarized in the Figure 4.1, valid for any $β, ς, σ > 0$ and $t \geq 0$, which is the Laguerre analogue of Figure 3.3 in the Bessel setting.

The intertwining relations displayed in Figure 4.1 admit three probabilistic consequences. To state them, for any $β, σ > 0$, let $X^{(β,ς)} := (X_{t}^{(β,ς)})_{t \geq 0}$ (respectively $X^{(β,ς)} := (X_{t}^{(β,ς)})_{t \geq 0}$) be a Markov process associated to the generator $L_{β,σ}$ (resp. $L_{β,σ}$).

**Simulation**

For any $β, σ, ς > 0$, $t \geq 0$, and $x \in \mathbb{R}_{+}$ (resp. $n \in \mathbb{Z}_{+}$), the random variable $X_{ln(1+1/(ςσ))}^{(β,ς)}$ (resp. $X_{ln(1+1/(ςσ))}^{(β,ς)}$) can be simulated in the following way, when $X_{n}^{(β,ς)}$ (resp. $X_{n}^{(β,ς)}$) is starting from $x$ (resp. $n$). First sample $n$ (resp. $x$) under the probability $Λ_{σ}(x, ·)$ (resp. $Λ_{β,ς,σ}(n, ·)$), next simulate $X_{n}^{(β,ς)}$ (resp. $X_{n}^{(β,ς)}$) starting from $n$ (resp. $x$), and finally get $X_{ln(1+1/(ςσ))}^{(β,ς)}$ (resp. $X_{ln(1+1/(ςσ))}^{(β,ς)}$) by sampling...
with respect to \( \tilde{\Lambda}_{\beta,\varsigma,\sigma}(X_{t}^{(\beta,\varsigma,\sigma)}, \cdot) \) (resp. \( \Lambda_{\sigma}(X_{t}^{(\beta,\varsigma)}, \cdot) \)). This assertion is an immediate generalization of the observations made in Subsection 3.6 and corresponds to the commutation of the paths in blue and red in Figure 4.1.

**Approximation**

For large \( \sigma > 0 \), the birth and death process \((X_{t}^{(\beta,\varsigma,\sigma)})_{t \geq 0}\) provides a convenient approximation of \((X_{t}^{(\beta,\varsigma)})_{t \geq 0}\), up to natural scalings, as in Subsection 3.7. Indeed, we have for any bounded and continuous function \( f : \mathbb{R}_{+} \to \mathbb{R} \), \( x \in \mathbb{R}_{+} \) and \( t \geq 0 \),

\[
\Lambda_{\sigma}K_{t}\tilde{\Lambda}_{\beta,\varsigma,\sigma}f(x) = K_{t}^{(\beta,\varsigma)}\Lambda_{\sigma}\tilde{\Lambda}_{\beta,\varsigma,\sigma}f(x)
\]

\[
= K_{t}^{(\beta,\varsigma)}K_{\ln(1+1/(\varsigma \sigma))}f(x)
\]

\[
= K_{t}^{(\beta,\varsigma)}K_{t+\ln(1+1/(\varsigma \sigma))}f(x)
\]

\[
\sigma \to +\infty K_{t}^{(\beta,\varsigma)}f(x)
\]

where the last convergence is a consequence of the continuity of the trajectories of the diffusions associated to the semi-group \( K^{(\beta,\varsigma)} \). The convergence

\[
\lim_{\sigma \to +\infty} \Lambda_{\sigma}K_{t}\tilde{\Lambda}_{\beta,\varsigma,\sigma}f = K_{t}^{(\beta,\varsigma)}f
\]

can also be understood in \( C_{0}(\mathbb{R}_{+}) \) or in \( L^{2}(\nu^{(\beta,\varsigma)}) \) for \( f \) in these spaces, by continuity of the corresponding semi-group \( K^{(\beta,\varsigma)} \). The advantage of this approach to the convergence of discrete approximation (say for a finite number of time-marginal distributions) is that it is very simple in comparison with other methods, see for instance the original proof of Feller [Fel50].

**Speed of convergence**

Here we just sketch this application, since it will be investigated in a general Markovian framework in [MP], to which we refer for the proof of Corollary 4.8 below as a particular case.

Recall that the entropy of two probability measures \( \pi' \) and \( \pi \) defined on the same state space is given by

\[
\text{Ent}(\pi' | \pi) := \int f \ln \left( \frac{d\pi'}{d\pi} \right) d\pi' \quad \text{if } \pi' \ll \pi
\]

\[
+ \infty \quad \text{otherwise}
\]

where \( d\pi' / d\pi \) stands for the Radon–Nikodym density of \( \pi' \) with respect to \( \pi \).

For any \( \beta, \sigma, \varsigma > 0 \), the speed of convergence of \( X^{(\beta,\varsigma)} \) (resp. \( X^{(\beta,\varsigma,\sigma)} \)) toward the equilibrium \( \nu^{(\beta,\varsigma)} \) (resp. \( \nu^{(\beta,\varsigma,\sigma)} \)) in the entropy sense can be deduced from the corresponding speed for \( X^{(\beta,\varsigma,\sigma)} \) (resp. \( X^{(\beta,\varsigma)} \)).

For instance, taking into account that Bakry [Bak96] has shown that the logarithmic Sobolev constant of the Laguerre generator \( L_{\beta,\sigma} \) is equal to 1 for all \( \sigma > 0 \) and \( \beta \geq 1/2 \), it is possible to deduce from the three last lines of Figure 4.1 the following result. A detailed proof will be provided in [MP].
Corollary 4.8. — For any initial probability $m_0$ on $\mathbb{Z}_+$ and for any $\beta \geq 1/2$, $\sigma > 0$ and $t \geq 0$, we have

$$\text{Ent}(m_0K_t^{(\beta,\sigma)}|n_{\beta,\sigma}) \leq \exp(-(t - \ln(1 + 1/\sigma)) + \text{Ent}(m_0|n_{\beta,\sigma}).$$

Thus, after the warm-up time $\ln(1 + 1/\sigma)$, we get an exponential rate of convergence equal to 1. The accuracy of Corollary 4.8 seems out-of-reach by directly working with the birth-and-death semi-group $(K_t^{(\beta,\sigma)})_{t \geq 0}$. Furthermore, the fact that the warm-up time $\ln(1 + 1/\sigma)$ vanishes as $\sigma$ goes to $+\infty$ is related to the approximation, mentioned above, of $X^{(\beta,1)}$ by $X^{(\beta,\sigma)}$ for $\sigma$ large.

4.5. Spectral decomposition of the discrete Laguerre semi-group

In this part, we show how the gateway relationship of Theorem 1.4 can be used to recover the spectral decomposition in a weighted Hilbert space of the discrete Laguerre semi-group from the semi-group of the continuous one. For sake of simplicity we assume that $\sigma^2 = 1$ and we denote simply $K^{(\beta)} = K^{(\beta,1)}$. Next, it is well-known, see e.g. [BGL14], that, for any $t > 0$, $K_t^{(\beta)}$ is a Hilbert–Schmidt operator in $L^2(\nu_\beta)$ that admits, for any $f \in L^2(\nu_\beta)$, the diagonalization

$$K_t^{(\beta)} f = \sum_{k=0}^{\infty} e^{-kt} c_k(\beta) (f, L_k^{(\beta)}|\nu_\beta) L_k^{(\beta)}$$

where the sequence of Laguerre polynomials $(\sqrt{c_k(\beta)} L_k^{(\beta)})_{k \geq 0}$ forms an orthonormal basis in $L^2(\nu_\beta)$ and we recall that

$$L_k^{(\beta)}(x) = \sum_{r=0}^{k} (-1)^r \binom{k + \beta}{k - r} \frac{x^r}{r!}$$

and $c_k(\beta) = \frac{\Gamma(k+1+\beta)\Gamma(\beta+1)}{\Gamma(k+\beta+1)}$. Moreover, the spectral theory of reversible Markov semi-groups yields, for any $t \geq 0$ and $f \in L^2(\nu_\beta)$, the spectral gap estimate

$$\text{var}_{\nu_\beta}(K_t^{(\beta)} f) \leq e^{-t} \text{var}_{\nu_\beta}(f)$$

where for a measure $\nu$, we have set $\text{var}_{\nu}(f) = \|f - \nu f\|_{L^2(\nu)}$. We have the following analogue for the spectral theoretical results of the discrete semi-group.

Proposition 4.9. — For all $g \in \ell^2(n_\beta)$ and $t > 0$, we have in $\ell^2(n_\beta)$,

$$K_t^{(\beta)} g = \sum_{k=0}^{\infty} e^{-kt} 2^k c_k(\beta) (g, L_k^{(\beta)}|n_\beta) L_k^{(\beta)}$$

where $L_k^{(\beta)}(n) = \sum_{r=0}^{k} (-1)^r \binom{k}{r} \frac{\Gamma(n+\beta+r)}{\Gamma(n+\beta)}$. Finally, for any $g \in \ell^2(n_\beta)$ and $t > 0$, we have

$$\text{var}_{n_\beta}(K_t^{(\beta)} g) \leq e^{-t} \text{var}_{n_\beta}(g).$$
This entails that for all $k, n \in \mathbb{N}$,

$$
\tilde{\Lambda}_\beta L_k^{(\beta)}(n) = \int_0^\infty L_k^{(\beta)}(x) \frac{x^{n+\beta-1}}{\Gamma(n+\beta)} \exp(-x) \, dx
= \sum_{r=0}^k (-1)^r \binom{k+\beta}{k-r} \frac{\Gamma(n+\beta+r)}{r!\Gamma(n+\beta)}
= L_k^{(\beta)}(n).
$$

(4.10)

Next, using the gateway relationship stated in Proposition 4.7 with $\zeta = \sigma = 1$, that is $K_t^{(\beta)} \overset{\sim}{\rightarrow} K_t^{(\beta)}$, we get, that for all $k \in \mathbb{N}$,

$$
K_t^{(\beta)} L_k^{(\beta)} = L_k^{(\beta)} \tilde{\Lambda}_\beta L_k^{(\beta)} = \tilde{\Lambda}_\beta K_t^{(\beta)} L_k^{(\beta)} = e^{-kt} \tilde{\Lambda}_\beta L_k^{(\beta)} = e^{-kt} L_k^{(\beta)}
$$

where we used that the Laguerre polynomials $L_k^{(\beta)}$ are eigenfunctions of $K_t^{(\beta)}$ associated to the eigenvalues $e^{-kt}$. Next, since from Proposition 4.7, we have that $K_{\ln 2}^{(\beta)} = \tilde{\Lambda}_\beta \Lambda$, the semi-group property of $K_t^{(\beta)}$ entails that for any $g \in L^2(\nu_\beta)$ and $t > \ln 2$,

$$
K_t^{(\beta)} g = K_{t-\ln 2}^{(\beta)} \Lambda g.
$$

Thus, by means again of the gateway relationship stated in Proposition 4.7, the spectral expansion of $K_t^{(\beta)}$ in (4.8) and the identity (4.10) combined with the fact that $\tilde{\Lambda}_\beta$ is bounded in $L^2(\nu_\beta)$, as the adjoint of a bounded linear operator, we get that, for any $g \in L^2(\nu_\beta)$ and $t > \ln 2$,

$$
K_t^{(\beta)} g = \tilde{\Lambda}_\beta K_{t-\ln 2}^{(\beta)} \Lambda g
= \sum_{k=0}^\infty e^{-kt} \int_0^\infty \mathcal{L}^{(\beta)}(x) \left( \Lambda g, L_k^{(\beta)} \right) \nu_\beta L_k^{(\beta)}
= \sum_{k=0}^\infty e^{-kt} \int_0^\infty \mathcal{L}^{(\beta)}(x) \left( g, L_k^{(\beta)} \right) \nu_\beta L_k^{(\beta)}
$$

where for the last line we used another time the identity (4.10). To get the eigenvalues expansion for all $t > 0$, we first note that the Stirling formula yields that for $n$ large,

$$
n_\beta(n) = 2^{-n-\beta} \frac{\Gamma(n+\beta)}{n! \pi^{1/2}} \sim C n^{\beta} e^{-n \ln 2}, C > 0,
$$

and thus we deduce from Lemma 2.2 that $\Lambda : L^2(\nu_\beta) \mapsto L^2(\nu_\beta)$ is a quasi-affinity. Hence, according to Douglas [Dou69], the gateway relationship (1.8) between the two self-adjoint Laguerre operators can be lifted to a unitary equivalence between these semi-groups, that is there exists an unitary operator $U : L^2(\nu_\beta) \mapsto L^2(\nu_\beta)$ such that

$$
(4.11)
K_t^{(\beta)} \overset{\sim}{\rightarrow} K_t^{(\beta)}.
$$

This entails that for all $t > 0$, $K_t^{(\beta)}$ and $K_t^{(\beta)}$ are isospectral and the former is also a Hilbert–Schmidt operator in $L^2(\nu_\beta)$. The semi-group property of $K_t^{(\beta)}$ provides the spectral expansion for all $t > 0$. To conclude the proof, we note, from (4.11), that...
for all \( g \in \ell^2(n_\beta) \), \( n_\beta g = \nu_\beta U g \) and hence for all \( t > 0 \)
\[
\|K_t^{(\beta)} g - n_\beta g\|_{\ell^2(n_\beta)} = \|U^{-1} K_t^{(\beta)} U g - \nu_\beta U g\|_{\ell^2(n_\beta)} = \|K_t^{(\beta)} U g - \nu_\beta U g\|_{L^2(\nu_\beta)} \\
\leq e^{-t}\|U g - n_\beta g\|_{L^2(\nu_\beta)} = e^{-t}\|g - n_\beta g\|_{\ell^2(n_\beta)}. \]
\[\square\]

**Appendix A. On the discrete contraction operators in \( L^2 \)**

In analogy with the usual family \((d_\sigma)_{\sigma \in [0,1]}\), the natural properties of the discrete contraction operators \((D_\sigma)_{\sigma \in [0,1]}\) are presented here in \(\ell^2(m_\beta)\). In this appendix the parameter \( \beta > 0 \) is fixed and is consequently dropped from the notation, except when it is explicitly required by some expressions. Follow some preliminary informations about these discrete contraction operators.

**Lemma A.1.** — For any \( \sigma \in [0,1] \), the operator \( D_\sigma \) is continuous on \( L^2(m) \) and its operator norm is bounded above by \( \sigma^{-\beta} \). Let \( D_\sigma^* \) be the dual operator of \( D_\sigma \) in \( L^2(m) \), its kernel is given by

\[
\forall m, n \in \mathbb{Z}_+, \quad D_\sigma^*(m, n) = \sigma^{-\beta} \binom{m + \beta - 1}{m} \text{NB}_{m+\beta,1-\sigma}(n-m),
\]

where \( \text{NB}_{m+\beta,1-\sigma} \) is the negative binomial distribution of parameters \( m + \beta > 0 \) and \( 1 - \sigma \in [0,1] \) (in particular \( D_\sigma^*(m, n) = 0 \) when \( n < m \)) and where by convention \( \binom{m + \beta - 1}{m} := \Gamma(m + \beta)/\Gamma(m + 1)\Gamma(\beta) \), even when \( \beta > 0 \) is not an integer number.

Furthermore, we have the following multiplicative semi-group property

\[
\forall \sigma, \sigma' \in [0,1], \quad D_\sigma D_{\sigma'} = D_{\sigma\sigma'}.
\]

**Proof.** — For the first assertion, fix \( f \in L^2(m) \). Taking into account that \( D_\sigma \) is a Markov kernel, we have

\[
m(D_\sigma f)^2 \leq mD_\sigma f^2 = (\mu \Lambda) D_\sigma f^2 = \mu \sigma^\beta f^2 \leq \sigma^\beta \mu f^2 \leq \sigma^\beta \mu f^2.
\]

where we used Lemma 2.2 and 3.1 and the fact that \( \sigma^\beta d_\sigma \) is an isometry of \( L^1(\mu) = \{f \in \mathbb{R}_+ \mapsto \mathbb{R} \text{ measurable with } f_0^\infty |f(x)|\mu(dx) < \infty\} \).

Concerning the second assertion, fix two functions \( f, g \in L^2(m) \). By definition of the dual operator \( D_\sigma^* \), we have

\[
m g D_\sigma^* f = m f D_\sigma^* g \\
= \sum_{n \in \mathbb{Z}_+} m(n)f(n) \sum_{m=0}^n \binom{n}{m} \sigma^m(1-\sigma)^{n-m} g(m) \\
= \sum_{m \in \mathbb{Z}_+} g(m) \sum_{n \geq m} m(n) \binom{n}{m} \sigma^m(1-\sigma)^{n-m} f(n).
\]
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Since this holds for any $f, g \in L^2(m)$, we deduce that the kernel corresponding to $D^*_\sigma$ is given by

$$\forall m, n \in \mathbb{Z}_+, \quad D^*_\sigma(m, n) = m(n) \binom{n}{m} \sigma^m (1 - \sigma)^{n-m}$$

$$= \frac{\Gamma(n + \beta)}{n! \Gamma(\beta)} \frac{n!}{(n - m)! m!} \sigma^m (1 - \sigma)^{n-m}$$

$$= \frac{\Gamma(m + \beta) \sigma^m \Gamma(m + \beta + n - m)}{m! \Gamma(\beta) \sigma^{m+\beta} (n - m)! \Gamma(m + \beta)} (1 - \sigma)^{n-m} \sigma^{m+\beta}$$

$$= \sigma^{-\beta} \binom{m + \beta - 1}{m} \mathrm{NB}_{m+\beta, 1-\sigma}(n - m)$$

recalling that for any parameters $r > 0$ and $p \in (0, 1)$, the negative binomial distribution $\mathrm{NB}_{r, p}$ is defined by

$$\forall n \in \mathbb{Z}_+, \quad \mathrm{NB}_{r, p}(n) := \binom{r + n - 1}{n} p^n (1 - p)^r.$$

Concerning the third assertion, let be given $\sigma, \sigma' \in [0, 1]$ and consider the product $D_\sigma D_{\sigma'}$, which has a meaning in $B(L^2(m))$ according to the first point of this proof. Taking into account Lemma 3.1, we have

$$\Lambda D_\sigma D_{\sigma'} = d_\sigma \Lambda D_{\sigma'}$$

$$= d_\sigma d_{\sigma'} \Lambda$$

$$= d_{\sigma \sigma'} \Lambda$$

$$= \Lambda D_{\sigma \sigma'}$$

and the injectivity property proved in Lemma 2.2 enables us to conclude that $D_\sigma D_{\sigma'} = D_{\sigma \sigma'}$. \hfill \Box

To get an additive semi-group, we rather consider $(D_{e^{-t}})_{t \geq 0}$. The next claim contains the expression of its generator in $L^2(m)$. Its detailed proof is rather long and can be found in the first arXiv version of the current paper [MP18].

**Lemma A.2.** — The semi-group $(D_{e^{-t}})_{t \geq 0}$ is continuous in $L^2(m)$ and its generator $D$ acts on the core $F_t$ via, for $n \in \mathbb{Z}_+$,

$$Df(n) = n \partial_+ f(n) := n(f(n - 1) - f(n))$$

(this term being 0 when $n = 0$).
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