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ABSTRACT. We establish the existence (and in an appropriate sense uniqueness) of Markovian solutions for ergodic BSDEs under a novel monotonicity condition. Our monotonicity condition allows us to prove existence even when the driver $f$ has arbitrary (in particular super-quadratic) growth in $z$, which reveals an interesting trade-off between monotonicity and growth for ergodic BSDEs. The technique of proof is to establish a probabilistic representation of the derivative of the Markovian solution, and then use this representation to obtain a-priori estimates. Our study is motivated by applications to ergodic control, and we use our existence result to prove the existence of optimal controls for a class of ergodic control problems with potentially super-quadratic Hamiltonians. We also treat a class of drivers coming from the construction of forward performance processes, and interpret our monotonicity condition in this setting.

1. INTRODUCTION

1.1. Ergodic BSDEs. In this paper, we study the ergodic backward stochastic differential equation (EBSDE)

\[
\begin{align*}
    dX_t &= b(X_t)dt + dW_t, \\
    dY_t &= -f(X_t, Z_t)dt + \lambda dt + Z_t \cdot dW_t.
\end{align*}
\]

Here $W$ is a $d$-dimensional Brownian motion, and the data consists of a vector field $b : \mathbb{R}^d \to \mathbb{R}^d$ and a function $f : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ called the driver. We are interested in Markovian solutions, i.e. triples $(u, v, \lambda)$ where $u : \mathbb{R}^d \to \mathbb{R}$, $v : \mathbb{R}^d \to \mathbb{R}^d$, and $\lambda \in \mathbb{R}$, such that for each $x \in \mathbb{R}^d$ and $0 \leq t \leq T < \infty$, we have

\[Y^x_t = Y^x_T + \int_t^T f(X^x_s, Z^x_s)ds - \lambda(T - t) - \int_t^T Z^x_s \cdot dW_s,
\]

where $X^x_t$ solves $X^x_t = x + \int_0^t b(X^x_s)ds + W_t$ and $(Y^x, Z^x) = (u(X^x), v(X^x))$. We recall that there is a natural connection between the EBSDE (1) and the partial differential
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equation (PDE)
\[
\frac{1}{2} \Delta u + b \cdot \nabla u + f(x, \nabla u) = \lambda \text{ in } \mathbb{R}^d,
\]
(2)
in the sense that if there is a pair \((u, \lambda)\) with \(u : \mathbb{R}^d \to \mathbb{R}\) and \(\lambda \in \mathbb{R}\) satisfying (2), then Itô’s formula reveals that \((u, \nabla u, \lambda)\) is a Markovian solution to the EBSDE (1).

1.2. Related literature.

1.2.1. Probabilistic approaches. Ergodic BSDEs were first introduced in [11] in an infinite dimensional setting. Applied to the somewhat simpler equation (1), the results of [11] show existence and uniqueness of a Markovian solution when the drift \(b\) is dissipative, i.e.
\[
(b(x) - b(\bar{x})) \cdot (x - \bar{x}) \leq -\delta |x - \bar{x}|^2
\]
(3)
for some \(\delta > 0\), and the driver \(f\) is Lipschitz. In [7], well-posedness is established under weaker conditions on \(b\), but still with the Lipschitz condition on \(f\). In [14], ergodic BSDEs are used to study the long-time behavior of parabolic PDEs, still in an infinite-dimensional framework. In the finite-dimensional setting, [18] and [6] consider generalizations of the ergodic BSDE (1) involving reflection and jumps, respectively. In [17], [5], and [13] a connection is developed between EBSDEs and forward performance processes. In [17], the state space is finite-dimensional, and the driver \(f\) is of quadratic growth in \(z\) and satisfies the regularity condition
\[
|f(x, z) - f(\bar{x}, z)| \leq C_x (1 + |z|)|x - \bar{x}|
\]
(4)
In [17], existence of a Markovian solution is established for (1) under the condition \(\delta > C_x\). Similar “sufficiently dissipative” conditions appear in [13] and [5]. Finally, we mention that super-quadratic BSDEs have been studied on a finite horizon, most notable in [8] where a number of results, both positive and negative were obtained.

1.2.2. Analytical approaches. The works listed above study the EBSDE (1) through probabilistic methods. There is also a large literature dealing directly with the associated PDE (2) through both probabilistic and analytical techniques. Here the focus is not only on well-posedness of the equation (2), but also on its connection to the behavior of the parabolic problem
\[
\begin{aligned}
\frac{\partial u}{\partial t} + \frac{1}{2} \Delta u + b \cdot \nabla u + f(x, \nabla u) &= 0 \text{ in } (0, T) \times \mathbb{R}^d, \\
 u(T, x) &= g(x), \quad x \in \mathbb{R}^d
\end{aligned}
\]
(5)
as \(T \to \infty\). The works [1], [15], [16], and [19] all contain well-posedness results for the PDE (2) when the driver \(f\) has quadratic growth in \(z\). But typically the PDE approach requires strict convexity\(^1\) of \(f\) in \(z\), see e.g. [15]. The recent work [4] contains some remarkable

\(^1\)More precisely, it is typical in the PDE literature to consider the equation \(-\frac{1}{2} \Delta v - b \cdot \nabla v + H(x, Dv) = \gamma\) with \(H = H(x, z)\) strictly convex in \(z\). Make the transformation \(u = -v, \lambda = -\gamma, f(x, z) = -H(x, -z)\) to see that this is equivalent to (2) with \(f\) strictly convex in \(z\).
results on the qualitative behavior of the discounted analogue of (2) with super-quadratic Hamiltonian $\frac{1}{m}|\nabla u|^m$ for $m > 2$, but the focus there is on qualitative behavior rather than general well-posedness results.

1.3. Our results.

1.3.1. The main existence result. The purpose of the present paper is to study the well-posedness of the ergodic BSDE (1) when $f$ is just locally Lipschitz, and in particular can have arbitrary growth in $z$. Our main result is Theorem 2.3, which gives the existence (and in an appropriate sense uniqueness) of a Markovian solution to (1) when $f$ splits as $f = g + h$, and the data $(b, g, h)$ is such that

- $b$ is Lipschitz and dissipative,
- $g = g(x, z)$ satisfies
  - $\sup_{x \in \mathbb{R}^d} |g(x, 0)| < \infty$,
  - $g$ is Lipschitz (in both arguments) on $\mathbb{R}^d \times B_R$ for each $R > 0$
  - the map $z \mapsto \partial_x g(x, z)$ is monotone, in the sense that $(\partial_x g(x, z) - \partial_x g(x, \bar{z})) \cdot (z - \bar{z}) \leq 0$.
- $h = h(x, z)$ satisfies
  - $\sup_{x \in \mathbb{R}^d} |h(x, 0)| < \infty$
  - $x \mapsto h(x, z)$ is Lipschitz, uniformly in $z$
  - $h$ is Lipschitz (in both arguments) on $\mathbb{R}^d \times B_R$, for each $R > 0$

To the best of our knowledge, Theorem 2.3 is the first existence result for ergodic BSDEs which allows the driver to grow arbitrarily fast in $z$. Moreover, we emphasize that there is no requirement on the dissipativity constant $\delta$ verifying $(b(x) - b(\bar{x})) \cdot (x - \bar{x}) \leq -\delta|x - \bar{x}|^2$ beyond positivity. Thus, while we do not handle the “weak dissipative” case treated in [7], neither do we require that $\delta$ be “large enough” as in [17]. We also note that we have established in the Appendix a rigorous connection between the EBSDE (1) and the PDE (2), which allows us to assert that if $(u, v, \lambda)$ is the unique Markovian solution to (1), then in fact $u$ is a classical solution of the PDE (2) and $v = \nabla u$ a.e.

We remark that Theorem 2.3 can be extended to the case where $dX_t = b(X_t)dt + \kappa dW_t$ for an appropriate $\kappa \in \mathbb{R}^{d \times d}$ in a relatively straightforward manner. In this case, the relevant monotonicity condition becomes $(\partial_x g(x, \kappa z) - \partial_x g(x, \kappa \bar{z})) \cdot (z - \bar{z}) \leq 0$, i.e. we need monotonicity of the map $z \mapsto \partial_x g(x, \kappa z)$ rather than $z \mapsto \partial_x g(x, z)$. We do not include this slight generalization here for the sake of notational simplicity.

1.3.2. Discussion of the monotonicity condition. The monotonicity condition

$$ (\partial_x g(x, z) - \partial_x g(x, \bar{z})) \cdot (z - \bar{z}) \leq 0 \quad (6) $$

is the main novelty of the paper, and it is worth discussing it in detail. First, recall that when studying the corresponding PDE (2), it is common to assume strict convexity of $f$
in $z$, which amounts to the requirement that
\[
(\partial_z f(x,z) - \partial_z f(x,\bar{z})) \cdot (z - \bar{z}) > C\|z - \bar{z}\|^2
\]  
for some $C > 0$. Thus the existing PDE approaches require a strict monotonicity condition on $z \mapsto \partial_z f(x,z)$, while our main condition is instead the monotonicity of $z \mapsto \partial_x g(x,z)$.

As for the probabilistic perspective, we note that monotonicity conditions are fairly common in the BSDE literature. For example, for infinite horizon BSDEs of the form
\[
dY_t = -f(Y_t, Z_t) dt + Z_t \cdot dW_t,
\]  
the requirement that $(f(y,z) - f(\bar{y},z)) \cdot (y - \bar{y}) \leq -\delta\|y - \bar{y}\|^2$ is standard, see [2]. For FBSDEs of the type
\[
\begin{cases}
  dX_t = b(X_t, Y_t, Z_t) dt + \sigma(X_t, Y_t, Z_t) dW_t, \\
  dY_t = -f(X_t, Y_t, Z_t) dt + Z_t \cdot dW_t, \quad Y_T = g(X_T),
\end{cases}
\]  
a joint monotonicity property of the maps $b, \sigma, f$ is often imposed, see Section 8.4 of [20] and the references therein. But the monotonicity condition considered here is unique from probabilistic perspective in that it really involves monotonicity of a certain derivative of $f$, rather than of $f$ itself.

Here are some examples of drivers $f$ which satisfy the hypotheses of our main existence result:

- If $f$ is globally Lipschitz and $f(x,0)$ is bounded, as in [11] and [7], then it satisfies our condition (take $g = 0$).
- $f(x,z) = g(z) + h(x)$, where $g$ is locally Lipschitz and $h$ is Lipschitz and bounded.
- $f(x,z) = g(x,z) = g_1(x)g_2(z)$, where $d = 1$ and $g_1 : \mathbb{R} \to \mathbb{R}$ is bounded, Lipschitz, and non-increasing (non-decreasing), $g_2 : \mathbb{R} \to \mathbb{R}$ is locally Lipschitz and non-decreasing (non-increasing).

1.3.3. Strategy of the proof. The main step in proving Theorem 2.3 is to establish an a-priori estimate of the Lipschitz constant of $u$, where $(u,v,\lambda)$ is the Markovian solution of $(1)$. This is done with a mix of probabilistic and analytical techniques. More specifically, we first differentiate the PDE $(2)$ which we expect $u$ to solve in order to find a PDE system for $\nabla u$. Then, we represent $\nabla u$ in terms of a certain system of infinite-horizon BSDEs, and finally we prove $L^\infty$ estimates for this BSDE system to obtain the desired estimate on the Lipschitz constant of $u$. While studying the equations for the derivatives of $u$ is a natural approach to obtain Lipschitz estimates, we point out the following interesting features of our approach:

- From the perspective of PDEs, it might seem more natural to view the equation for each partial derivative $\partial_{x_i} u$ in isolation, rather than viewing the equations together as a system of PDEs for $\nabla u$. In our case, it is essential that we view the equations for $\nabla u$ as a system - if not, we cannot take advantage of the dissipativity condition $(3)$ for $b$. 
• Differentiating the PDE for $u$ first and then representing $\nabla u$ in terms of a system of infinite-horizon BSDEs (as we do in the present paper) does not lead to the same system of infinite-horizon BSDEs that we (formally) get from directly differentiating the BSDE in the initial condition of $X$, in the sense of Proposition 4.1 in [9]. In fact, it is not clear that this latter, more probabilistic, approach can be used to obtain the desired estimates. Thus it seems essential that we use a mix of probabilistic and analytical approaches to obtain our main estimate.

• The $L^\infty$ estimate we obtain for the system of BSDEs representing $\nabla u$ does not follow directly from existing results for infinite horizon BSDEs as in e.g. [2], except for in the special case $d = 1$. Instead, we must combine existing techniques with a judicious application of Girsanov’s Theorem, which in turn is only possible because of the special structure of the PDE system for $\nabla u$.

A formal derivation of the estimate is presented in sub-section 3.1, and a rigorous proof (which requires verifying that $u$ is sufficiently smooth via elliptic regularity theory) is given in sub-section 3.2.

1.3.4. Application to ergodic control. In Section 4, we apply our results to a control problem in which a controller chooses a process $\alpha$ taking values in $\mathbb{R}^d$ in order to minimize the cost

$$J(\alpha) = \limsup_{T \to \infty} \frac{1}{T} \mathbb{E}[\int_0^T r(X_s, \alpha_s) ds],$$

subject to $dX_t = (b(X_t) + \alpha_t) dt + dW_t$. The inputs to the model are the vector field $b : \mathbb{R}^d \to \mathbb{R}^d$ and the running cost $r : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$. We focus on the case that the drift is linear in $\alpha$ and the data is sufficiently smooth because this makes it easier to interpret our monotonicity condition. As shown in [11], an optimal control (in the weak formulation) can be characterized by a BSDE with driver $f(x, z) = H(x, z)$, where $H$ is the Hamiltonian given by

$$H(x, z) := \inf_a h(x, z, a),$$

where

$$h(x, z, a) := a \cdot z + r(x, a). \quad (8)$$

In this setting, we obtain new results on the existence of optimal controls when the Hamiltonian $H$ has potentially superquadratic growth in $z$.

In Proposition 4.5, we show that the driver $H$ satisfies our conditions when $\partial_a^2 r > 0$ and $\partial_a \partial_x r (\partial^2_a r(x, z))^{-1} \geq 0$, in the sense that $z^T \partial_a \partial_x r(x, a) (\partial^2_a r(x, a))^{-1} z \geq 0$ for all $x, a, z \in \mathbb{R}^d$. This is an interesting condition which to the best of the authors’ knowledge is new. We first note that this condition is automatically satisfied when $\partial_a \partial_x r = 0$, i.e. when the running cost $r(x, a) = r_0(x) + r_1(a)$ is separable. In this case, we have

$$H(x, z) = \bar{H}(z) + r_0(x),$$

where $\bar{H}(z) = \inf_{a \in \mathbb{R}^d} (a \cdot z + r_1(a))$. 
Thus Theorem 2.3 applies when $\tilde{H}$ is just locally Lipschitz (and in particular can have arbitrary growth) and $r_0$ is bounded and Lipschitz. Thanks to Proposition 4.2, this implies the existence of optimal controls for this class of ergodic control problems with super-quadratic Hamiltonians. Our result also covers running costs of the form $r(x, a) = \frac{1}{m}|a|^m + r_0(x)$ for $r_0$ Lipschitz and bounded and $1 < m \leq 2$, which is similar to the case considered in [4] - indeed, this class of examples does not necessarily satisfy $\partial^2_a r > 0$, but the Hamiltonian is given explicitly by $H(x, z) = \frac{1}{q}|z|^q + r_0(x)$ with $q > 2$ the conjugate of $m$, which clearly satisfies the hypotheses of our main result.

To interpret the conditions $\partial^2_a r > 0$ and $\partial_a \partial_x r(x, z) \partial^2_a g(x, z)^{-1} \geq 0$ when $r$ is not separable, we recall that it is common in studying standard control problems through the stochastic maximum principle to require that the running cost is convex in $a$ and that the Hamiltonian is jointly convex in $x$ and $a$ (see Theorem 4.14 of [3]). In this setting, the requirement that $(x, a) \mapsto h(x, p, a)$ is convex is equivalent to the requirement that the $2d \times 2d$ matrix written in blocks as

$$
\begin{pmatrix}
\partial^2_x r & \partial_x \partial_a r \\
\partial_a \partial_x r & \partial^2_a r
\end{pmatrix}
$$

is positive definite, and of course the convexity of $r$ in $a$ means that $\partial^2_a r > 0$. To summarize,

- when approaching a standard control problem with linear drift through the maximum principle, it is typical to assume $\partial^2_a r > 0$, $\begin{pmatrix}
\partial^2_x r & \partial_x \partial_a r \\
\partial_a \partial_x r & \partial^2_a r
\end{pmatrix} \geq 0$,
- for ergodic control problems, our main monotonicity condition reduces to the requirement that $\partial^2_a r > 0$, $\partial_a \partial_x r(\partial^2_a r)^{-1} \geq 0$.

Thus while the conditions $\partial^2_a r > 0$, $\partial_a \partial_x r(\partial^2_a r)^{-1} \geq 0$ are somewhat difficult to interpret, they are reminiscent of similar conditions which appear naturally in the control literature. For a concrete class of control problems to which this structural condition applies outside the separated case $r(x, a) = r_0(x) + r_1(a)$, consider the running cost

$$
r(x, a) = \frac{1}{2}|a|^2 + c_1(x)a + c_0(x).
$$

Then

$$
\partial^2_a r(x, a) = I_{d \times d}, \quad \partial_a \partial_x r = Dc_1(x),
$$

with $Dc_1$ the Jacobian matrix of $c_1 : \mathbb{R}^d \to \mathbb{R}^d$, so our results apply when $c_0$ is Lipschitz, $c_1$ is locally Lipschitz, and $Dc_1(x) \geq 0$.

We show in sub-section 4.2 that Theorem 2.3 yields existence of optimal controls for a risk-sensitive version of the ergodic control problem as well. Indeed, in this case the cost functional is of the form

$$
J^\delta(\alpha) = \limsup_{T \to \infty} \frac{1}{T} \left( \frac{1}{\delta} \ln \mathbb{E}[\exp(\delta \int_0^T r(X_t^\alpha, \alpha_t)|dt)] \right)
$$

(9)
for some $\delta > 0$, and the relevant driver is
\[ f(x, z) = H(x, z) + \frac{\delta}{2} |z|^2, \tag{10} \]
with $H$ as above. It is easy to see that the driver in (10) satisfies the monotonicity condition (6) if and only if the driver $H(x, z)$ does, so we can obtain very similar results in this setting as in the non-risk-sensitive case. Finally, we show in sub-section (4.3) that because of the Markovian structure of the ergodic control problem, the weak formulation we consider is actually equivalent to an (arguably) more natural strong formulation.

1.3.5. Application to forward performance processes. In [17], EBSDEs are used to construct forward performance processes in factor form. In their setting, the diffusion $X$ is the stochastic factor process, and there is a vector $S$ of stock prices satisfying
\[ dS_t^i = S_t^i (\eta^i(X_t)dt + \sum_{j=1}^{d} \sigma_{ij}(X_t)dW_t^j). \]
Thus the dynamics of the stock prices $S^i$ are impacted by the position of the diffusion $X$. We refer to [17] for the definition of forward performance processes and their applications. For our purposes, it is enough to note that Proposition 13 of [17] reduces the construction of a forward performance process in factor form to solving the EBSDE (1) with driver
\[ f(x, z) = \frac{1}{2} \delta^2 \text{dist}^2(\Pi, \frac{\theta(x)+z}{\delta}) - z^T \theta(x) + \frac{1}{2} |\theta(x)|^2, \tag{11} \]
where $\delta > 0$, $\Pi \subset \mathbb{R}^d$ is closed and convex and $\theta$ is the market price of risk vector given by $\theta(x) = \sigma(x)^T [\sigma(x)\sigma(x)^T]^{-1} \eta(x)$. In the present work, we simply take the market price of risk vector $\theta : \mathbb{R}^d \to \mathbb{R}^d$ as a given, and ask - what conditions on $\theta$ and $\Pi$ guarantee that the driver $f$ appearing in (11) satisfies our conditions? By explicitly computing $\partial_x f$ for $f$ given by (51), we are able to state in Proposition 5.1 a general existence criterion which can be checked on a case-by-case basis.

1.4. Organization of the paper. In the remainder of the introduction, we fix notations and conventions. In Section 2 we discuss some preliminaries. In Section 3 we state our main existence result, Theorem 2.3. In sub-section 3.1, we provide a formal derivation of the main a-priori estimate, and sub-section 3.2 is devoted to a rigorous proof of Theorem 2.3. In Sections 4 and 5 we present applications to ergodic control and forward performance processes, respectively. Finally, the Appendix collects some auxiliary results concerning the relevant PDEs and their connection to BSDEs.

1.5. Notation and conventions.
Probabilistic setup. We work on a fixed probability space $(\Omega, \mathcal{F}, \mathbb{P})$, which hosts a $d$-dimensional Brownian motion $W$. We denote by $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ the augmented filtration of the Brownian motion $W$. We denote by $\mathbb{E}[\cdot]$ expectation with respect to the probability measure $\mathbb{P}$. 
Spaces of processes. We denote by $\mathcal{P}$ the space of progressively measurable processes taking values in some Euclidean space. When necessary, we specify the target in a natural way, e.g. $\mathcal{P}(\mathbb{R}^n)$ denotes the space of progressively measurable processes taking values in $\mathbb{R}^n$. $\mathcal{P}^2$ is the space of $Z \in \mathcal{P}$ such that
\[
\|Z\|_{\mathcal{P}^2} := \mathbb{E}\left[\int_0^\infty |Z_t|^2 dt\right] < \infty.
\]
For $1 \leq p \leq \infty$, we denote by $L^p$ the usual space of $p$-integrable random variables, and by $\mathcal{S}^p$ the space of continuous, adapted processes $X$ such that
\[
\|X\|_{\mathcal{S}^p} := \|\sup_{0 \leq t \leq \infty} |X_t|\|_{L^p} < \infty.
\]
We also define and notate localized versions of these spaces in the usual way, e.g. $\mathcal{P}^2_{\text{loc}}$ is the space of locally square integrable processes. Finally, we note that we use the standard notation $\mathcal{E}(\cdot)$ for the stochastic exponential, i.e. if $M$ is a martingale then $\mathcal{E}(M)_t = \exp(M_t - \frac{1}{2} \langle M \rangle_t)$, $\langle M \rangle$ being the quadratic variation of $M$.

Spaces of functions. We say that a function $u$ defined on some open set in $\mathbb{R}^d$ is $C^k$ if it is $k$-times continuously differentiable. Given an open set $\Omega \subset \mathbb{R}^d$, we define
\[
[u]^\alpha_{C^k}(\Omega) = \sup_{x,y \in \Omega, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^\alpha}.
\]
We denote by $C^\alpha(\Omega)$ the space of all functions $u$ defined on $\Omega$ and taking values in some Euclidean space such that
\[
\|u\|_{C^\alpha(\Omega)} := \|u\|_{L^\infty(\Omega)} + [u]^\alpha_{C^0(\Omega)} < \infty.
\]
We denote by $C^{k,\alpha}(\Omega)$ the space of all functions $u$ taking values in some Euclidean space such that
\[
\|u\|_{C^{k,\alpha}(\Omega)} := \sup_{|\beta| < k} \|D^\beta u\|_{L^\infty(\Omega)} + \sum_{|\beta| = k} \|D^\beta u\|_{C^\alpha(\Omega)} < \infty.
\]
Here $|\beta|$ denotes the order of a multi-index $\beta$. We use the shorthand $C^{k,\alpha} = C^{k,\alpha}(\mathbb{R}^d)$.

Finally, we define and notate localized versions of these spaces, e.g. $u \in C^\alpha_{\text{loc}}(\Omega)$ means that for all open sets $U$ compactly contained in $\Omega$, $u \in C^\alpha(U)$. On one occasion, we will have need of the Sobolev spaces $H^1_0(\Omega), W^{2,p}(\Omega)$, etc., and we refer to [12] for the relevant definitions. Finally, we note that throughout the paper we will use $B_R$ to denote the unit ball in $\mathbb{R}^d$.

Notation for stochastic integrals. When $Z \in \mathcal{P}^2_{\text{loc}}(\mathbb{R}^d)$, we will write $\int Z \cdot dW$ for the local martingale $\sum_{j=1}^d \int Z^j dW^j$, where $Z^j$ is the $j^{\text{th}}$ component of $Z$. At times, we will also deal with integrands $Z \in \mathcal{P}^2_{\text{loc}}(\mathbb{R}^{d \times d})$. In this case, we will write $Z^i$ for the $i^{\text{th}}$ row of $Z$, and then $\int Z dW$ will denote the $\mathbb{R}^{d \times d}$-valued local martingale whose $i^{\text{th}}$ component is given by $(\int Z dW)^i = \int Z^i dW = \sum_{ij} \int Z^{ij} dW^j$, where now $Z^{ij}$ denotes the element of $Z$ in row $i$ and column $j$ (this is just the usual way of interpreting $Z dW$ though
The data of the problem consists of a vector field $b$ for some $u : \mathbb{R}^d \to \mathbb{R}$ (in which case the first convention is natural) or $z = Dv(X)$ for some $v : \mathbb{R}^d \to \mathbb{R}^d$ (in which case the second convention is more natural).

Notation for derivatives. We use the variables $x = (x_1, ..., x_d)$ and $z = (z_1, ..., z_d)$ for elements of $\mathbb{R}^d$. The notation $\partial_{x_i}$ means differentiation in the variable $x_i$, and similarly for $\partial_{z_j}$. For $b = b(x) : \mathbb{R}^d \to \mathbb{R}^d$, we use $Db$ to denote the matrix $(Db)_{ij} = \partial_j b^i$. For a map $f = f(x, z) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$, we write $\partial_i \partial_j f$ for the Hessian of $f$ in the variable $x$, i.e. $(\partial_i \partial_j f(x, z))_{ij} = \partial_{x_i} \partial_{x_j} f(x, z)$. Likewise, $\partial_i \partial_j f(x, z)$ is the Hessian in the variable $z$, while $\partial_{z_i} \partial_{z_j} f$ denotes the matrix $(\partial_{z_i} \partial_{z_j} f(x, z))_{ij} = \partial_{z_i} \partial_{z_j} f(x, z)$. The notation $\partial_{z_i} \partial_{z_j} f$ is similar.

Thus $\partial_{z_i} \partial_{x_j} f$ is the derivative of the map $z \mapsto \partial_{z_i} f(x, z)$, and of course $\partial_{z_i} \partial_{x_j} f = (\partial_{x_i} \partial_{x_j} f)^T$.

2. The Main Result

We recall the ergodic BSDE

$$
\begin{align*}
    dX_t &= b(X_t)dt + dW_t, \\
    dY_t &= -f(X_t, Z_t)dt + \lambda dt + Z_t \cdot dW_t.
\end{align*}
$$

(12)

The data of the problem consists of a vector field $b = b(x) : \mathbb{R}^d \to \mathbb{R}^d$ and a driver $f = f(x, z) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$. The diffusion $X$ takes values in $\mathbb{R}^d$, and the unknowns $Y$ and $Z$ take values in $\mathbb{R}$ and $\mathbb{R}^d$, respectively. We are looking for a Markovian solution to (12), i.e. a triple $(u, v, \lambda)$ with $\lambda \in \mathbb{R}$ and $(u, v) : \mathbb{R}^d \to \mathbb{R} \times \mathbb{R}^d$ such that for any $x \in \mathbb{R}^d$, the processes $Y^x = u(\cdot, X^x)$, $Z^x = v(\cdot, X^x)$ satisfy

$$
Y^x_t = Y^x_T + \int_t^T f(X^x_s, Z^x_s)ds - \lambda(T - t) - \int_t^T Z^x_s \cdot dW_s
$$

for all $0 \leq t \leq T < \infty$. Here $X^x$ denotes the solution of the SDE

$$
X^x_t = x + \int_0^t b(X^x_s)ds + W_t.
$$

We recall also the corresponding PDE

$$
\frac{1}{2} \Delta u + b \cdot \nabla u + f(x, \nabla u) = \lambda \text{ in } \mathbb{R}^d.
$$

(13)

We will make the following assumptions regarding the data $b$ and $f$.

**Assumption 2.1.** The vector field $b : \mathbb{R}^d \to \mathbb{R}^d$ and the driver $f = g + h : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ satisfy

1. (dissipativity and Lipschitz property for $b$) The vector field $b$ is Lipschitz, and there is a constant $\delta > 0$ such that

$$
(b(x) - b(\bar{x})) \cdot (x - \bar{x}) \leq -\delta |x - \bar{x}|^2
$$

(14)
holds for all \( x, \bar{x} \in \mathbb{R}^d \).

(2) (growth and regularity for \( g \)) The function \( g = g(x, z) \) is Lipschitz on \( \mathbb{R}^d \times B_R \) for each \( R > 0 \). Moreover \( \sup_{x \in \mathbb{R}^d} |g(x, 0)| < \infty \).

(3) (monotonicity of \( \partial_x g \)) The estimate
\[
\left( \partial_x g(x, z) - \partial_x g(x, \bar{z}) \right) \cdot (z - \bar{z}) \leq 0
\] holds for almost every \((x, z, \bar{z}) \in (\mathbb{R}^d)^3\), where \( \partial_x g \) is the weak derivative of \( g \) in the variable \( x \).

(4) (growth and regularity for \( h \)) The function \( h = h(x, z) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) is globally Lipschitz in \( x \), i.e.
\[
|h(x, z) - h(\bar{x}, z)| \leq L|x - \bar{x}|
\] for all \( x, \bar{x}, z \in \mathbb{R}^d \) and some \( L > 0 \). Moreover, \( h \) is Lipschitz (in both arguments) on \( \mathbb{R}^d \times B_R \) for each \( R > 0 \), and \( \sup_{x \in \mathbb{R}^d} |h(x, 0)| < \infty \).

**Remark 2.2.** The first condition (14) is standard in the ergodic BSDE literature, and guarantees that the diffusion \( X \) is exponentially ergodic, in the sense that
\[
|X_t^x - X_t^\bar{x}| \leq \exp(-2\delta t)|x - \bar{x}|^2
\] a.s. for each \( t \geq 0 \).

The growth and regularity conditions on \( g \) and \( h \) ensure that if \( \pi \) is an appropriate truncation function, then \( f(x, z) = f(x, \pi(z)) \) satisfies standard Lipschitz conditions for ergodic BSDEs, which will be important for the truncation technique we use to prove Theorem 2.3. Setting \( g = 0 \), we see that we easily cover the case that \( f \) is globally Lipschitz and \( f(\cdot, 0) \) is bounded, which is the condition used in [11] and [7], albeit in a more general setting.

The third condition concerns the monotonicity of the map \( z \mapsto \partial_x g(x, z) \), and is our main qualitative assumption. We note that when \( d = 1 \) and \( g \) is \( C^2 \), the condition (15) is equivalent to the simpler condition \( \partial_{xx} g \leq 0 \).

We are now ready to state the main result. We define the quantity \( M \) by
\[
M := \|\partial_x g\|_{L^\infty(\mathbb{R}^d \times B_1)} + \|\partial_x h\|_{L^\infty(\mathbb{R}^d \times \mathbb{R}^d)}
\] (16)

The main result is the following:

**Theorem 2.3.** Suppose that Assumption 2.1 holds. Then, there exists a Markovian solution \((u, v, \lambda)\) to (12). The function \( u \) has linear growth, and \( v \) satisfies
\[
\|v\|_{L^\infty} \leq \frac{M}{\delta}.
\]

Moreover, the solution is unique in the class of Markovian solutions with \( v \) bounded and \( u \) of linear growth, in the sense that if \((\bar{u}, \bar{v}, \bar{\lambda})\) is another solution with the same properties then \( v = \bar{v}, \lambda = \bar{\lambda}, \) while \( u \) and \( \bar{u} \) differ by a constant. Finally, \( u \) is in fact a classical solution of the PDE (13), and \( v = \nabla u \) a.e.
Remark 2.4. The uniqueness part of Theorem 2.3 follows easily from uniqueness for standard Lipschitz ergodic BSDEs, which can be obtained by adapting the proof of Theorem 3.11 in [7]. More precisely, if \((u, v, \lambda)\) and \((\tilde{u}, \tilde{v}, \tilde{\lambda})\) are Markovian solutions to (12), then they are also both solutions to the ergodic BSDE

\[
dY_t = \lambda dt - \tilde{f}(X_t, Z_t)dt + Z_t \cdot dW_t,
\]

where \(\tilde{f}(X_t, Z_t) = \tilde{f}(X_t, \pi(Z_t))\) and \(\pi: \mathbb{R}^d \to \mathbb{R}^d\) is the orthogonal projection onto the ball of radius \(\max\{\|v\|_{L^\infty}, \|\tilde{v}\|_{L^\infty}\}\). Furthermore \(\tilde{f}\) is globally Lipschitz thanks to Assumption 2.1. We can thus conclude from uniqueness for the equation (17) that \(v = \tilde{v}\), \(\lambda = \tilde{\lambda}\), and \(u\) and \(\tilde{u}\) differ by a constant, as required. Thus, in what follows we focus on the question of existence.

3. Existence for EBSDEs under monotonicity

The goal of this section is to present a proof of Theorem 2.3.

For later use, we recall the following elementary fact, which gives a differential characterization of the dissipativity condition (14).

Proposition 3.1. Suppose that \(\phi: \mathbb{R}^d \to \mathbb{R}^d\) is \(C^1\). Then \(\phi\) satisfies the dissipativity condition

\[
(\phi(x) - \phi(\bar{x})) \cdot (x - \bar{x}) \leq -\epsilon|x - \bar{x}|^2
\]

holds for \(\epsilon \geq 0\) if and only if the condition

\[
z^T D\phi(x)z \leq -\epsilon|z|^2
\]

holds for all \(x, z \in \mathbb{R}^d\).

Our approach to proving Theorem 2.3 will be by truncation. More precisely, first choose a smooth increasing function \(\rho: [0, \infty) \to [0, \frac{M}{\alpha} + 1]\) such that

- \(\rho(x) = x\) for \(x \leq \frac{M}{\alpha}\),
- \(\rho(x) = \frac{M}{\alpha} + 1\) for all \(x > \frac{M}{\alpha} + 2\).

Then we set

\[
\pi(z) = \frac{\rho(|z|)}{|z|}z,
\]

and note that \(\pi\) is smooth, radial, bounded, and \(\pi(z) = z\) when \(|z| \leq \frac{M}{\alpha}\). Next, we set

\[
\tilde{f}(x, z) = f(x, \pi(z)),
\]

and note that \(\tilde{f}\) is Lipschitz, so the ergodic BSDE

\[
dY_t = \lambda dt - \tilde{f}(X_t, Z_t)dt + Z_t \cdot dW_t
\]

(21)
has a Markovian solution \((u, v, \lambda)\) with \(v\) bounded. If we can show that \(\|v\|_{L^\infty} \leq \frac{M}{\delta}\), then \((u, v, \lambda)\) is in fact a Markovian solution (12). Actually, the proof only works as outlined here when \(b\) and \(f\) are sufficiently smooth. The general case is more subtle, but the basic strategy is the same.

3.1. **Formal derivation of the a-priori estimate.** As explained above, proving Theorem 2.3 boils down to establishing the estimate
\[
\|v\|_{L^\infty} \leq \frac{M}{\delta}
\] (22)
whenever \((u, v, \lambda)\) is a Markovian solution to (12) with \(f\) globally Lipschitz and satisfying Assumption 2.1. For the reader’s convenience, we give in this sub-section a formal derivation of (22) which provides intuition while avoiding the technical details.

We suppose in our formal argument that \(d = 1\) (this simplifies a key step in the derivation), and we also suppose that \(u\) is in fact a smooth solution of the PDE
\[
\frac{1}{2} \partial_x^2 u + b \partial_x u + f(x, \partial_x u) = \lambda,
\] (23)
and that \(v = \partial_x u\). Then we differentiate (23) to find that
\[
\frac{1}{2} \partial_x^2 v + b' v + \partial_x f(x, v) + (\partial_z f(x, v) + b) \partial_x v = 0.
\]
We see that in fact \((\tilde{Y}, \tilde{Z}) = (v(X), \partial_x v(X))\) solves the infinite horizon BSDE
\[
d\tilde{Y}_t = -\psi(X_t, \tilde{Y}_t, \tilde{Z}_t) dt + \tilde{Z}_t \cdot dW_t,
\]
with
\[
\psi(x, y, z) = b'(x)y + \partial_x g(x, y) + \partial_x h(x, v(x)) + \partial_z f(x, v(x))z
\]
The dissipativity condition (14) and the monotonicity condition (15) combine to show that \(\psi\) is monotone in \(y\), and \((\psi(x, y, z) - \psi(x, \bar{y}, z))(y - \bar{y}) \leq -\delta|y - \bar{y}|^2\), so that estimates for infinite horizon BSDEs (see the proof of Lemma 3.1 in [2]) show that
\[
\|v\|_{L^\infty} = \|\tilde{Y}\|_{S^\infty} \leq \frac{1}{\delta} \sup_{x \in \mathbb{R}^d} |\psi(x, 0, 0)| \leq \frac{M}{\delta},
\]
as desired.

3.2. **Proof of Theorem 2.3.** This sub-section is devoted to a proof of Theorem 2.3. We use heavily the connection between the ergodic BSDE (12) and the PDE (13) established in the appendix.
Lemma 3.2 (a-priori estimate). Suppose Assumption 2.1 holds, and in addition \( f = g + h \) is globally Lipschitz and \( b, g, h \) are \( C^{1, \alpha}_{\text{loc}} \). Let \((u, v)\) be the unique Markovian solution to the ergodic BSDE (12) with \( u \) of linear growth and \( v \) bounded. Then we have

\[
\|v\|_{L^\infty} \leq \frac{M'}{\delta},
\]

where \( M' = \sup_{x \in \mathbb{R}^d} |\partial_x g(x, 0)| + \|\partial_x h\|_{L^\infty(\mathbb{R}^d \times \mathbb{R}^d)} \).

Proof. By Lemma A.4, we find that \( u \) is a \( C^3 \) solution to (13), and that we may assume \( v = \nabla u \) is \( C^2 \). Thus, we can differentiate (13) to find an equation for \( v \). Namely, writing \( v^i = \partial_i u \), we obtain the PDE system

\[
\frac{1}{2} \Delta v^i + \partial_i b \cdot v + b \cdot \nabla v^i + \partial_x f(x, v) + \partial_z f(x, v) \nabla v^i = 0.
\] (24)

We notice that if we set \( X^x \) to be the unique solution of the SDE

\[
X^x_t = x + \int_0^t b(X^x_s) ds + W_t,
\]

then since \( v \) is \( C^2 \), we may apply Itô’s formula and (24) to verify that the \( \mathbb{R}^d \times \mathbb{R}^{d \times d} \)-valued pair of processes \((Y^x, Z^x)\) given by \((Y^x, Z^x) = (v(X^x), Dv(X^x))\) solves the discounted BSDE

\[
Y^x_T = Y^x_T \hat{\partial}_i f(X^x_T, Y^x_T) ds + \int_0^T \partial_x f(X^x_s, Y^x_s) \cdot Z^x_s ds - \int_0^T Z^x_s \cdot d\tilde{W}_s.
\]

We rewrite the above as

\[
Y^x_T = Y^x_T + \int_0^T \partial_i b(X^x_s) \cdot Y^x_s + \partial_x f(X^x_s, Y^x_s) ds - \int_0^T Z^x_s \cdot d\tilde{W}_s
\]

\[
= Y^x_T + \int_0^T \partial_i b(X^x_s) \cdot Y^x_s + \partial_x g(X^x_s, Y^x_s) + \partial_z h(X^x_s, Y^x_s) ds - \int_0^T Z^x_s \cdot d\tilde{W}_s
\] (25)

where

\[
\tilde{W} := W - \int \partial_x f(X^x, Y^x) dt
\]

is by Girsanov’s Theorem a Brownian motion on \([0, T]\) under the equivalent probability measure \( \mathbb{Q}_T \) given by

\[
d\mathbb{Q}_T = \mathcal{E} \left( \int \partial_x f(X^x, Y^x) \cdot dW \right) d\mathbb{P}.
\]
Now we apply Itô’s formula together with (25) to compute
\[
d|Y_t^x|^2 = \left( -2(Y_t^x)^T Db(X_t^x)Y_t - 2(Y_t^x)^T \partial_x g(X_t^x, Y_t^x) \right.
\]
\[
-2(Y_t^x)^T \partial_x h(X_t^x, Y_t^x) + |Z_t^x|^2 \right) dt + (Y_t^x)^T Z_t^x d\tilde{W}_t
\]
\[
= \left( -2(Y_t^x)^T Db(X_t^x)Y_t - 2(Y_t^x)^T (\partial_x g(X_t^x, Y_t^x) - \partial_x g(X_t^x, 0)) \right.
\]
\[
-2(Y_t^x)^T \partial_x g(X_t^x, 0) - 2(Y_t^x)^T \partial_x h(X_t^x, Y_t^x) + |Z_t^x|^2 \right) dt + (Y_t^x)^T Z_t^x d\tilde{W}_t. \tag{26}
\]

The monotonicity condition gives
\[
\beta_t := -2(Y_t^x)^T Db(X_t^x)Y_t - 2(Y_t^x)^T (\partial_x g(X_t^x, Y_t^x) - \partial_x g(X_t^x, 0)) + |Z_t^x|^2 \geq 2\delta|Y_t^x|^2, \tag{27}
\]
and Young’s inequality together with the growth conditions on \( \partial_x g \) and \( \partial_x h \) gives
\[
|\gamma_t| := |2(Y_t^x)^T \partial_x g(X_t^x, 0) + 2(Y_t^x)^T \partial_x h(X_t^x, Y_t^x)|
\leq 2|Y_t^x|(|\partial_x g(X_t^x, 0)| + |\partial_x h(X_t^x, Y_t^x)|)
\leq \frac{1}{\delta} \left( |\partial_x g(X_t^x, 0)| + |\partial_x h(X_t^x, Y_t^x)| \right)^2 + \delta|Y_t^x|^2 \leq \frac{(M')^2}{\delta} + \delta|Y_t^x|^2. \tag{28}
\]
Combining (26), (27), and (28), we see that we have
\[
d|Y_t^x|^2 = (\delta|Y_t^x|^2 + \alpha_t) dt + (Y_t^x)^T Z_t^x d\tilde{W}_t, \tag{29}
\]
where
\[
\alpha_t = \beta_t + \gamma_t - \delta|Y_t^x|^2 \geq -\frac{(M')^2}{\delta}.
\]
Now from (29) it is easy to check that
\[
|Y_0^x|^2 = \exp(-\delta T)|Y_T^x|^2 - \int_0^T \exp(-\delta s)\alpha_s ds - \int_0^T \exp(-\delta s)(Y_s^x)^T Z_s^x d\tilde{W}_s. \tag{30}
\]
We already known that \( Y^x \) is bounded, so from equation (25) we see that the \( \mathbb{Q}_T \)-local martingale \( \int Z^x \tilde{W} \) is bounded. It follows that the stochastic integral in (30) is a true martingale on \([0, T]\) under \( \mathbb{Q}_T \), and so
\[
|Y_0^x|^2 = \exp(-\delta T)\mathbb{E}^{\mathbb{Q}_T}[|Y_T^x|^2] + \mathbb{E}^{\mathbb{Q}_T} \left[ \int_0^T - \exp(-\delta s)\alpha_s ds \right]
\leq \exp(-\delta T)||Y||_S^2 + \int_0^T \exp(-\delta s) \left( M' \right)^2 \frac{1}{\delta^2} dt
\leq \exp(-\delta T)||Y||_S^2 + \frac{(M')^2}{\delta^2} (1 - \exp(-\delta T)),
\]
where \( \mathbb{E}^{\mathbb{Q}_T} \) denotes expectation under \( \mathbb{Q}_T \). Finally, sending \( T \to \infty \) gives the estimate
\[
|v(x)|^2 = |Y_0^x|^2 \leq \frac{(M')^2}{\delta^2},
\]
i.e. \( \|v\|_{L^\infty} \leq \frac{M'}{3}. \)

**Remark 3.3.** A careful reading of the proof of Lemma 3.2 shows that we do not in fact need the full monotonicity condition (15) for the conclusion of the lemma to hold, but only the weaker condition

\[ (\partial_x g(x, z) - \partial_x g(x, 0)) \cdot z \leq 0 \]  

for all \( x, z \in \mathbb{R}^d \).

Finally, we can complete the proof of Theorem 2.3.

**Proof of Theorem 2.3.** We split the argument into several steps.

**Step 1 (checking that mollification preserves structural properties):** Let \( (\rho_\epsilon)_{0 < \epsilon < 1} \) be a standard approximation to the identity on \( \mathbb{R}^d \) (in particular satisfying supp(\( \rho_\epsilon \)) \( \subset B_1 \) for all \( \epsilon \)), and define

- \( b_\epsilon(x) = b \ast \rho_\epsilon(x) = \int_{\mathbb{R}^d} b(x - y) \rho_\epsilon(y) dy \)
- \( g_\epsilon(x, z) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} g(x - y_1, z - y_2) \rho_\epsilon(y_1) \rho_\epsilon(y_2) dy_1 dy_2 \)
- \( h_\epsilon(x, z) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h(x - y_1, z - y_2) \rho_\epsilon(y_1) \rho_\epsilon(y_2) dy_1 dy_2 \)
- \( f_\epsilon = g_\epsilon + h_\epsilon \)

Then \( b_\epsilon \) and \( f_\epsilon \) are smooth and, moreover we have

\[
(b_\epsilon(x) - b_\epsilon(\bar{x})) \cdot (x - \bar{x}) = \left( \int_{\mathbb{R}^d} [b(x - y) - b(\bar{x} - y)] \rho_\epsilon(y) dy \right) \cdot (x - \bar{x})
\]

\[
= \int_{\mathbb{R}^d} \left( [b(x - y) - b(\bar{x} - y)] \rho_\epsilon(y) \right) \cdot (x - y - \bar{x} + y) dy \leq -\delta |x - \bar{x}|^2,
\]

i.e. \( b_\epsilon \) satisfies the dissipativity condition (14) uniformly in \( \epsilon \). Similar computations show that

\[
(\partial_x g_\epsilon(x, z) - \partial_x g_\epsilon(x, \bar{z})) \cdot (z - \bar{z}) \leq 0,
\]

and also

\[
\sup_{x \in \mathbb{R}^d} |\partial_x g_\epsilon(x, 0)| \leq \|\partial_x g\|_{L^\infty(\mathbb{R}^d \times B_1)},
\]

\[
\|\partial_x h_\epsilon\|_{L^\infty(\mathbb{R}^d \times \mathbb{R}^d)} \leq \|\partial_x h\|_{L^\infty(\mathbb{R}^d \times \mathbb{R}^d)},
\]

so that in particular

\[
\sup_{x \in \mathbb{R}^d} |\partial_x g_\epsilon(x, 0)| + \|\partial_x h_\epsilon\|_{L^\infty(\mathbb{R}^d \times \mathbb{R}^d)} \leq M.
\]

**Step 2 (estimates for mollified and truncated equation):** We set \( \tilde{g}_\epsilon(x, z) = g_\epsilon(x, \pi(z)) \), \( \tilde{h}_\epsilon(x, z) = h_\epsilon(x, \pi(z)) \), and \( f_\epsilon = \tilde{g}_\epsilon + \tilde{h}_\epsilon \), where \( \pi \) is as introduced in (19) and notice that thanks to (34)

\[
(\partial_x \tilde{g}_\epsilon(x, z) - \partial_x \tilde{g}_\epsilon(x, 0)) \cdot z = \rho(|z|)(\partial_x \rho(|z|)g_\epsilon(x, \pi(z)) - \partial_x \tilde{g}_\epsilon(x, 0)) \cdot \pi(z) \leq 0.
\]
That is, \( \tilde{g}_\epsilon \) satisfies the weak monotonicity condition (31). Since \( g_\epsilon \) and \( h_\epsilon \) are smooth, so are \( \tilde{g}_\epsilon \) and \( \tilde{h}_\epsilon \), and from (34) we see that
\[
\sup_{x \in \mathbb{R}^d} |\partial_x \tilde{g}_\epsilon(x,0)| + \|\partial_x \tilde{h}_\epsilon\|_{L^\infty(\mathbb{R}^d \times \mathbb{R}^d)} \leq M. \tag{36}
\]
Using (32), (35), and (36), we may apply Lemma 3.2 (actually a slight extension, see Remark 3.3) to conclude that
\[
\|v^\epsilon\|_{L^\infty} \leq \frac{M}{\delta}, \tag{37}
\]
where \((u^\epsilon, v^\epsilon, \lambda^\epsilon)\) is the unique Markovian solution to
\[
dY^\epsilon_t = \lambda^\epsilon dt - \tilde{f}_\epsilon(X_t, Z^\epsilon_t) dt + Z^\epsilon_t \cdot dW_t. \tag{38}
\]

Step 3 (Passing the a-priori estimate through the limit): Recalling that \( u^\epsilon \) is unique only up to an additive constant, let us normalize \( u^\epsilon \) so that \( u^\epsilon(0) = 0 \). By Proposition A.4, \( u^\epsilon \) actually is a \( C^2 \) solution of the the corresponding PDE and \( v^\epsilon = \nabla u^\epsilon \) a.e., thus elliptic regularity arguments (very similar to those presented in the proof of Proposition A.4 in the appendix) show that for some \( 0 < \gamma < 1 \) and for each \( R > 0 \), \( u^\epsilon \) is uniformly bounded in \( C^{2,\gamma}(B_R) \), and that moreover for some \( \epsilon_n \downarrow 0 \), we have
\[
\|u^{\epsilon_n} - u\|_{C^{2,\gamma}(B_R)} \to 0 \text{ as } n \to \infty,
\]
for each \( R > 0 \), where \((u, v, \lambda)\) is the unique Markovian solution of the truncated EBSDE (21) (also normalized so that \( u(0) = 0 \)). In particular, \( v^\epsilon = \nabla u^{\epsilon_n} \to \nabla u = v \) almost everywhere, and so we get \( \|v\|_{L^\infty} \leq \frac{M}{\delta} \). Thus, the unique Markovian solution \((u, v, \lambda)\) of (21) is also a Markovian solution of (12), as desired. As explained in Remark 2.4, uniqueness follows from uniqueness for Lipschitz drivers, and the fact that \( u \) is a regular solution of (13) is established in Proposition A.4.

4. Applications to control

In this section, we apply Theorem 2.3 to an ergodic control problem. We do not pursue the greatest possible generality, because we are primarily interested in answering the question - what does the monotonicity condition (15) mean in terms of ergodic control? In particular, we focus in both cases on the case of linear drift, convex costs, and sufficiently smooth data, since this is the setting where the monotonicity condition (15) can most easily be understood.

4.1. Ergodic control. In this sub-section, we recall the basic connection between ergodic control and the EBSDE (12), and then we check which conditions on the data of the ergodic control problem guarantee that the corresponding EBSDE satisfies Assumption 2.1.
4.1.1. Set-up and connection to ergodic BSDE. The data will be a cost function $r = r(x, a): \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ and a vector field $b: \mathbb{R}^d \to \mathbb{R}^d$.

**Assumption 4.1** (basic assumptions for control problem). The functions $b: \mathbb{R}^d \to \mathbb{R}^d$ and $r: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ satisfy

1. (dissipativity and regularity for the drift) $b$ satisfies the first condition in Assumption 2.1, i.e. $b$ is Lipschitz and satisfies the dissipativity condition (14).
2. (local boundedness of the cost) $r: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ satisfies the estimate
   \[ |r(x, a)| \leq \kappa(|a|) \]  
   for some increasing function $\kappa: \mathbb{R}_+ \to \mathbb{R}_+$ and all $x, a \in \mathbb{R}^d$.
3. (convexity of the cost) $r$ is uniformly convex in $a$.

For each $x \in \mathbb{R}^d$, we denote by $X^x$ the solution of the SDE
\[ X^x_t = x + \int_0^t b(X^x_s) ds + W_t. \]

We define $\mathcal{A}$ to be the set of bounded and progressively measurable processes taking values in $\mathbb{R}^d$. For any $\alpha \in \mathcal{A}$, we can write
\[ X^x_t = (b(X^x_t) + \alpha_t) dt + dW^\alpha_t, \]
where $W^\alpha = W - \int \alpha dt$ is a Brownian motion on the interval $[0, T]$ under the probability measure $\mathbb{P}^{\alpha,T}$, given by
\[ d\mathbb{P}^{\alpha,T} = \mathcal{E} \left( \int \alpha \cdot dW \right) d\mathbb{P}. \]

Now we define for each $x \in \mathbb{R}^d$ the cost functional $J_x: \mathcal{A} \to \mathbb{R}$, given by
\[ J_x(\alpha) = \limsup_{T \to \infty} \frac{1}{T} \mathbb{E}^{\mathbb{P}^{\alpha,T}} \left[ \int_0^T r(X^x_t, \alpha_t) dt \right], \]  
which is well-defined under Assumption 4.1. We recall the relevant Hamiltonian
\[ H(x, z) = \inf_{a \in \mathbb{R}^d} h(x, z, a), \]
\[ h(x, z, a) := a \cdot z + r(x, a). \]  
Since $r$ is uniformly convex, there is an optimizer $\hat{a}$ of $h$, i.e. a measurable map $\hat{a}(x, z): \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ such that
\[ h(x, z, \hat{a}(x, z)) = H(x, z). \]

We pose the ergodic BSDE
\[ dY_t = \lambda dt - H(X_t, Z_t) dt + Z_t \cdot dW_t. \]  
We now state without proof the connection between the control problem and an ergodic BSDE, which is just a slight adaptation of Theorem 7.1 in [11] to our setting.
Proposition 4.2. Suppose that the ergodic BSDE (42) has a Markovian solution \((u, v, \lambda)\) such that \(u\) is of linear growth and \(v\) is bounded, and that \(x \mapsto \hat{a}(x, v(x))\) is bounded. Then, for each \(x \in \mathbb{R}^d\), we have
\[
\inf_{\alpha \in A} J_x(\alpha) = \lambda = J_x(\alpha^*),
\]
where \(\alpha^* = \hat{a}(X^x, v(X^x)) \in A\).

4.1.2. Conditions for existence of an optimal control. Now we establish conditions on the running cost \(r\) under which the ergodic BSDE (42) is covered by Theorem 2.3. The main difficulty is to check what conditions on \(r\) will force the driver \(H(x, z) = h(x, z, \hat{a}(x, z))\) to satisfy the monotonicity condition
\[
(\partial_x H(x, z) - \partial_x H(x, \bar{z})) \cdot (z - \bar{z}) \leq 0.
\] (43)

We start with a Lemma, which is proved by differentiating the optimality condition
\[
z^i + \partial_x r^i(x, \hat{a}(x, z)) = 0.
\] (44)
implicitly in \(z\).

Lemma 4.3. If \(r\) is \(C^2\), then
\[
\partial_z \partial_x H(x, z) = -\partial_a \partial_z r(x, \hat{a}(x, z)) (\partial_a^2 r(x, \hat{a}(x, z))^{-1}.
\]
In particular, by Proposition 3.1, \(H\) satisfies the monotonicity condition (15) whenever \(\partial_a \partial_x r(x, a) \partial_a^2 r(x, a))^{-1}\) is non-negative, i.e.
\[
z^T \partial_a \partial_x r(x, a) \partial_a^2 r(x, z)^{-1} z \geq 0
\] (45)
holds for all \(x, z, a \in \mathbb{R}^d\).

Remark 4.4. Notice that in the case \(d = 1\), the condition that \(\partial_a \partial_x r(\partial_a^2 r)^{-1}\) is non-negative is equivalent to the condition that \(\partial_a \partial_x r \geq 0\), since we have already assumed that \(\partial_a^2 r > 0\). Notice also that in any dimension, the condition is satisfied as soon as \(\partial_a \partial_x r = 0\), i.e. if \(r\) has a separated structure
\[
r(x, a) = r_1(x) + r_2(a).
\]

Proposition 4.5. Suppose that in addition to Assumption 4.1, \(r\) is \(C^2\). Suppose further \(\partial_a \partial_x r(\partial_a^2 r)^{-1}\) is non-negative. Finally, assume that \(H\) is bounded and Lipschitz on \(\mathbb{R}^d \times B_R\) for each \(R > 0\). Then the drift \(b\) and the driver \(H\) satisfy Assumption 2.1, and so by Theorem 2.3 the ergodic BSDE (42) has a unique Markovian solution \((u, v, \lambda)\) with \(u\) of linear growth and \(v\) bounded.
4.2. Risk-sensitive ergodic control. Now we apply the reasoning from the previous sub-section to a risk-sensitive ergodic control problem, as introduced in [10]. As in the previous sub-section, the data of the control problem consists of a vector field $b : \mathbb{R}^d \to \mathbb{R}^d$ and a cost function $r : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$. We will again enforce Assumption 4.1, and define $\mathcal{A}, \mathbb{P}^{\alpha, T}, H, \hat{a}$, etc. in the same way. But this time we fix $\delta > 0$, and define the cost functionals $J^\delta_x : \mathcal{A} \to \mathbb{R}$ by

$$J^\delta_x(\alpha) = \limsup_{T \to \infty} \frac{1}{T} \left( \frac{1}{\delta} \ln \mathbb{E}^{\mathbb{P}^{\alpha, T}} \left[ \exp(\delta \int_0^T r(X^x_t, \alpha_t)]dt \right) \right).$$

(46)

It turns out that this control problem is related to the ergodic BSDE

$$dY_t = \lambda dt - f(X_t, Z_t)dt + Z_t \cdot dW_t,$$

(47)

with $f(x, z) = H(x, z) + \delta \frac{1}{2} |z|^2$, where the Hamiltonian $H$ is as defined in the previous sub-section. We now state the connection between the risk-sensitive control problem and the ergodic BSDE (47).

**Proposition 4.6.** Suppose that the ergodic BSDE (47) has a Markovian solution $(u, v, \lambda)$ such that $u$ is of linear growth and $v$ is bounded, and that $x \mapsto \hat{a}(x, v(x))$ is bounded. Then, for each $x \in \mathbb{R}^d$, we have

$$\inf_{\alpha \in \mathcal{A}} J^\delta_x(\alpha) = \lambda = J^\delta_x(\alpha^*),$$

where $\alpha^* = \hat{a}(X^x, v(X^x)) \in \mathcal{A}$.

This result is a fairly standard generalization of Proposition 4.2, and the proof of Proposition 4 in [17] applies directly to this slightly more general setting. Thus we omit the proof. Because the driver $f$ in (47) differs from the driver $H$ appearing in the previous sub-section only by the term $\frac{\delta}{2} |z|^2$, it is clear that $f$ satisfies Assumption 2.1 if and only if $H$ does. Thus we get the following analogue of Proposition 4.5.

**Proposition 4.7.** Suppose that in addition to Assumption 4.1, $r$ is $C^2$. Suppose further that $\partial_a \partial_x r(\partial^2_a r)^{-1}$ is non-negative. Finally, assume that $H$ is bounded and Lipschitz on $\mathbb{R}^d \times B_R$ for each $R > 0$. Then the drift $b$ and the driver $f$ satisfy Assumption 2.1, and so by Theorem 2.3 the EBSDE (47) has a unique Markovian solution $(u, v, \lambda)$ with $u$ of linear growth and $v$ bounded.

4.3. Weak vs. strong formulation. The control problems discussed in the previous two subsections are in weak formulation, in the sense that the underlying diffusion $X^x$ is fixed and the controller affects the dynamics of $X^x$ by changing the probability measure. This formulation is often easier to work with than the strong formulation, but it is interesting to note that because we are in the Markovian setting and the controls produced are bounded, we can treat the strong formulation by the same techniques.
As in the weak formulation, we fix a vector field \( b : \mathbb{R}^d \rightarrow \mathbb{R}^d \) and a cost function \( r : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) satisfying Assumption 4.1. Then we define \( \mathcal{A}^S \) to be the set of all bounded and measurable maps \( \alpha = \alpha(t, x) : \mathbb{R}_+ \times \mathbb{R}^d \rightarrow \mathbb{R}^d \), and note that by a classical result which can be traced to Veretennikov (see the introduction of [21] for a modern account of existence of strong solutions for SDEs with irregular drift), for each \( x \in \mathbb{R}^d \) and \( \alpha \in \mathcal{A}^S \), there is a unique solution \( X^{x, \alpha} \) to the SDE

\[
\begin{aligned}
\frac{dX^{x, \alpha}_t}{dt} &= (b(X^{x, \alpha}_t) + \alpha(t, X^{x, \alpha}_t)) dt + dW_t, \\
X^{x, \alpha}_0 &= x.
\end{aligned}
\]

For each \( x \in \mathbb{R}^d \), we define \( J^S_x : \mathcal{A}^S \rightarrow \mathbb{R} \) by

\[
J^S_x(\alpha) = \limsup_{T \to \infty} \frac{1}{T} \mathbb{E}\left[ \int_0^T r(X^{x, \alpha}_t, \alpha(t, X^{x, \alpha}_t)) dt \right].
\]

This formulation will be equivalent to the weak formulation in the following sense.

**Proposition 4.8.** Suppose that the ergodic BSDE (42) has a Markovian solution \((u, v, \lambda)\) such that \( u \) has linear growth, \( v \) is bounded and \( \alpha^*(t, x) = \alpha^*(x) := \hat{a}(x, v(x)) \) is bounded. Then

\[
\inf_{\alpha \in \mathcal{A}^S} J^S_x(\alpha) = J^S_x(\alpha^*) = \lambda.
\]

In particular, \( \inf_{\alpha \in \mathcal{A}^S} J^S_x(\alpha) = \inf_{\alpha \in \mathcal{A}_X} J^S_x(\alpha) \).

**Proof.** Let \((u, v)\) be the Markovian solution to (42) which is supposed to exist, and for fixed \( x \in \mathbb{R}^d \) set \((Y^x, Z^x) = (u(X^x), v(X^x))\), where \( X^x = X^{x, \alpha^*} \). We claim that

\[
Y^x_t = Y^x_T - \lambda(T - t) + \int_t^T b(X^x, Z^x, \hat{a}(X^x, Z^x)) ds - \int_t^T Z^x_s \cdot dW_s.
\]

Indeed, the fact that \((u, v)\) is a Markovian solution for (42) implies that if \( X = X^0 \), and \((Y, Z) = (u(X), v(X))\) then we have

\[
Y_t = Y_T - \lambda(T - t) + \int_t^T b(X, Z, \hat{a}(X, Z)) ds - \int_t^T Z_s \cdot dW_s
\]

\[
= Y_T - \lambda(T - t) + \int_t^T \left( b(X, Z, \hat{a}(X, Z)) + v(X) \right) ds - \int_t^T Z_s \cdot dX_s,
\]

i.e.

\[
u(X_t) = u(X_T) - \lambda(T - t) + \int_t^T \left( b(X, v(X), \hat{a}(X, v(X))), b(X) \cdot v(X) \right) ds
\]

\[
- \int_t^T v(X_s) \cdot dX_s.
\]
But for each $T > 0$ there is an equivalent probability measure $Q_T$ under which the law of $X^x$ on $[0, T]$ is equal to the law of $X$ under $\mathbb{P}$, and so the equation

$$u(X^x_t) = u(X^x_T) - \lambda(T - t) + \int_t^T \left( h(X^x_t, v(X^x_s)), \dot{a}(X^x_s, v(X^x_s)) \right) ds - \int_t^T v(X^x_s) \cdot dW^x_s$$

holds under $Q_T$, hence also under $\mathbb{P}$. Combining (49) with the identities

$$dX^x_s = (b(X^x_s) + \dot{a}(X^x_s, v(X^x_s))) + dW_s,$$

$$h(X^x_s, v(X^x_s), \dot{a}(X^x_s, v(X^x_s))) = \dot{a}(X^x_s, v(X^x_s)) \cdot v(X^x_s) + r(X^x_s, \dot{a}(X^x_s, v(X^x_s))),$$

we arrive at

$$u(X^x_t) = u(X^x_T) - \lambda(T - t) + \int_t^T r(X^x_s, \dot{a}(X^x_s, v(X^x_s))) ds - \int_t^T v(X^x_s) \cdot dW_s.$$

Recalling that $(Y^x, Z^x) = (u(X^x), v(X^x))$, we get (48). From (48), we in turn get

$$\lambda = \frac{1}{T} \left( Y^x_T - Y^x_0 + \int_0^T r(X^x_s, \dot{a}(X^x_s, Z^x_s)) dt - \int_0^T Z^x_s \cdot dW_s \right)$$

For any fixed $\alpha \in A^S$, we can further manipulate the expression for $\lambda$ to read

$$\lambda = \frac{1}{T} \left( Y^x_T - Y^x_0 + \int_0^T \left( h(X^x_s, Z^x_s, \dot{a}(X^x_s, Z^x_s)) - h(X^x_s, Z^x_s, \alpha(s, X^x_s)) \right) ds 
+ \int_0^T r(X^x_s, \alpha(s, X^x_s)) ds - \int_0^T Z^x_s \cdot dW^\alpha_s \right),$$

(50)

where $W^\alpha = W - \int \alpha(\cdot, X^x) dt + \int \alpha^*(X^x) dt$ is a Brownian motion on $[0, T]$ under $\mathbb{P}^{\alpha, T}$, where $d\mathbb{P}^{\alpha, T} = \mathcal{E}(\int [\alpha(\cdot, X^x) - \alpha^*(X^x)] \cdot dW)T$. We note that we have

$$dX^x_t = (b(X_t) + \alpha(t, X_t)) dt + dW^\alpha_t$$

under $\mathbb{P}^{\alpha, T}$, i.e. $X^x$ is a weak solution of the same SDE which defines $X^{x, \alpha}$. By uniqueness in law for this equation, we deduce that the law of $X^x$ under $\mathbb{P}^{\alpha, T}$ is the same as that of $X^{x, \alpha}$ under $\mathbb{P}$, and in particular from (50) we get

$$\lambda = \frac{1}{T} \mathbb{E}^{\mathbb{P}^{\alpha, T}} \left[ Y^x_T - Y^x_0 + \int_0^T \left( h(X^x_s, Z^x_s, \dot{a}(X^x_s, Z^x_s)) - h(X^x_s, Z^x_s, \alpha(s, X^x_s)) \right) ds 
+ \frac{1}{T} \mathbb{E} \left[ \int_0^T r(X^x_s, \alpha(s, X^x_s)) ds \right].$$

Since $(h(X^x_s, Z^x_s, \dot{a}(X^x_s, Z^x_s)) - h(X^x_s, Z^x_s, \alpha(s, X^x_s))) \leq 0$, we can take $T \to \infty$ to get

$$\lambda \leq J^S_x(\alpha).$$

Similar arguments show that $\lambda = J^S_x(\alpha^*)$, and this completes the proof. \qed
5. Equation from forward performance processes

In this section, we consider the driver

\[ f(x, z) = \frac{1}{2} \delta^2 \text{dist}^2(\Pi, \frac{\theta(x) + z}{\delta}) - z^T \theta(x) + \frac{1}{2} |\theta(x)|^2, \]  

(51)

where \( \Pi \) is a convex and closed subset of \( \mathbb{R}^d \), and \( \theta : \mathbb{R}^d \to \mathbb{R}^d \). This driver is used in Section 4 of [17] to construct forward performance processes in factor form. In their context, the diffusion \( X \) is a stochastic factor process, and \( \theta = \theta(x) \) is the market price of risk corresponding to the vector of stock prices \( S \), which solves

\[ dS^i_t = S^i_t (\eta^i_t(X_t)dt + \sum_{j=1}^d \sigma^{ij}(X_t)dW^j_t) \]

for \( \eta \) and \( \sigma \) satisfying appropriate conditions. That is, \( \theta = \sigma^T [\sigma \sigma^T]^{-1} \eta \).

Because we are primarily interested in interpreting our monotonicity condition (15) in this setting, we refer to [17] for more details on forward performance processes and their connection to the driver (51). Here, we simply take the market price of risk \( \theta : \mathbb{R}^d \to \mathbb{R}^d \) and the convex closed set \( \Pi \subset \mathbb{R}^d \) as given, and we focus on checking what conditions on \( \theta \) and \( \Pi \) will guarantee that \( f \) satisfies the hypotheses of Theorem 2.3. We will see that in a few simple cases the monotonicity condition (15) boils down to a monotonicity condition on \( \theta \). As usual, we fix a vector field \( b : \mathbb{R}^d \to \mathbb{R}^d \) which satisfies the first condition in Assumption 2.1.

Let us suppose that \( h = 0 \) in the decomposition \( f = g + h \). Then we need to check under what conditions on \( \Pi \) and \( \theta \) we have the monotonicity condition

\[ (\partial_x f(x, z) - \partial_x f(x, \bar{z})) \cdot (z - \bar{z}) \leq 0. \]  

(52)

First, we recall that since \( \Pi \) is closed and convex, there is a well-defined projection \( P_\Pi : \mathbb{R}^d \to \Pi \), which maps \( x \in \Pi^c \) to the unique element of \( \arg\min_{p \in \Pi} |x - p| \). Moreover, \( x \mapsto \text{dist}(\Pi, x) \) is Lipchitz, and its weak gradient \( \nabla \text{dist}(\Pi, \cdot) \) is given by

\[ \nabla \text{dist}(\Pi, \cdot)(x) = \begin{cases} \frac{x - P_\Pi(x)}{|x - P_\Pi(x)|} & x \in \Pi^c, \\ 0 & x \in \Pi. \end{cases} \]

Using this, we find that

\[ \nabla \text{dist}^2(\Pi, \cdot)(x) = \begin{cases} 2(x - P_\Pi(x)) & x \in \Pi^c, \\ 0 & x \in \Pi. \end{cases} \]
Now we can compute $\partial_x f$ where $f$ is the driver (51). We find that
\[
[\partial_x f(x, z)]^T = \delta \left( \frac{\theta(x) + z}{\delta} - P\Pi(\frac{\theta(x) + z}{\delta}) \right) D\theta(x) - z^T D\theta(x) + \theta(x)^T D\theta(x) \\
= -\delta P\Pi(\frac{\theta(x) + z}{\delta}) D\theta(x) + 2\theta(x)^T D\theta(x).
\]

Using this we check that the condition (52) is equivalent to the condition
\[
\left( P\Pi(\frac{\theta(x) + z}{\delta}) - P\Pi(\frac{\theta(x) + \bar{z}}{\delta}) \right) D\theta(x)(z - \bar{z}) \geq 0. \tag{53}
\]

From this, we easily deduce the following Proposition:

**Proposition 5.1.** Suppose that $\theta$ is Lipschitz and bounded, and that the condition (53) holds. Then $b$ and $f$ satisfy Assumption 2.1, and so the ergodic BSDE (12) admits a unique Markovian solution by Theorem 2.3.

**Remark 5.2.** Some computations reveal that the condition (53) holds (and hence Proposition 5.1 applies) if
- $d = 1$ and $\theta' \geq 0$, or
- $\Pi = \mathbb{R}^d$ and $D\theta \geq 0$, in the sense that $z^T D\theta(x)z \geq 0$ for all $x, z \in \mathbb{R}^d$.

Thus in these two simple cases, the monotonicity condition (15) on the driver $f$ reduces to a certain monotonicity condition on the market price of risk vector $\theta$. Unfortunately, this does not hold in general, i.e. it is possible to choose $\Pi$ and $\theta$ such that $D\theta$ is non-negative, but (53) is not satisfied.

**Appendix A. Some results from elliptic regularity theory**

In this appendix, we establish rigorously the connection between the discounted BSDE
\[
\begin{aligned}
    dX_t &= b(X_t)dt + dW_t, \\
    dY_t &= \rho Y_t dt - f(X_t, Z_t)dt + Z_t \cdot dW_t
\end{aligned} \tag{54}
\]
and the PDE (55)
\[
\frac{1}{2} \Delta u^\rho + b \cdot \nabla u^\rho + f(x, \nabla u^\rho) = \rho u^\rho, \tag{55}
\]
and also the connection between the ergodic BSDE (12) and the PDE (13). We start with a preliminary Lemma which is standard in the ergodic BSDE literature.

**Lemma A.1.** Suppose that in addition to Assumption 2.1, $f$ is Lipschitz, and let $(u, v, \lambda)$ be the unique solution to the ergodic BSDE (12). Then we have
- $v = \nabla u$ a.s.
- there exists $x_0 \in \mathbb{R}^d$ and a sequence $\rho_n \downarrow 0$ such that $u$ is locally uniform limit of the sequence $u^{\rho_n} - u^{\rho_0}(x_0)$, and $\lambda$ is limit of $\rho_n u^{\rho_n}(x_0)$, where $(u^{\rho_k}, v^{\rho_k})$ is the Markovian solution of the discounted BSDE (54) with $\rho = \rho_k$. 

The first assertion of Lemma A.1 is a special case of Theorem 5.3 in [11], while the second assertion is clear from e.g. the appendix of [17].

The next lemma establishes existence and regularity for a certain semi-linear elliptic equation.

**Lemma A.2 (Semi-linear Dirichlet problem).** Suppose that in addition to Assumption 2.1, f is Lipschitz and bounded. For each $R > 0$ and $\phi : \partial B_R \to \mathbb{R}$ Lipschitz, there exists a unique Lipschitz classical solution $u$ to the Dirichlet problem

\[
\begin{cases}
\frac{1}{2} \Delta u + b \cdot \nabla u + f(x, \nabla u) = \rho u \text{ in } B_R \\
u = \phi \text{ on } \partial B_R.
\end{cases}
\]  

(56)

Moreover, if $b$ and $f$ are $C^{k,\alpha}_{\text{loc}}$, then $u$ is in $C^{k+2}$ in $B_R$.

**Proof.** We proceed in three steps.

**Step 1 (reduction to zero boundary condition):** We begin by posing the linear problem

\[
\begin{cases}
\frac{1}{2} \Delta \tilde{u} + b \cdot \nabla \tilde{u} = \rho \tilde{u} \text{ in } B_R \\
\tilde{u} = \phi \text{ on } \partial B_R.
\end{cases}
\]

Since $\phi$ and $b$ are Lipschitz, existence and regularity results for linear elliptic equations give a unique classical solution $\tilde{u}$ which is Lipschitz on $B_R$. Moreover, if $b \in C^{k,\alpha}_{\text{loc}}$, then $\tilde{u}$ lies is $C^{k,\alpha}_{\text{loc}}(B_R)$, thanks to the interior Schauder estimates. Subtracting the equations for $u$ and $\tilde{u}$ gives an equation for $w := u - \tilde{u}$, namely

\[
\begin{cases}
\frac{1}{2} \Delta w + b \cdot \nabla w + g(x, \nabla \tilde{u}) = \rho w \text{ in } B_R \\
w = 0 \text{ on } \partial B_R,
\end{cases}
\]  

(57)

where $g(x, z) = f(x, z + \nabla \tilde{u}(x)) : B_R \times \mathbb{R}^d \to \mathbb{R}$. We note that $g$ is uniformly Lipschitz in $z$, and locally Lipschitz in $x$.

**Step 2 (Existence of a weak solution):** Now we focus on producing a solution in $H^1_0$ to the equation (57). We define a map $\Phi : H^1_0(B_R) \to H^1_0(B_R)$ by $\Phi(\tilde{w}) = w$, where $w$ is the unique solution (which exists by Theorem 8.3 of [12]) to the linear problem

\[
\begin{cases}
\frac{1}{2} \Delta w + b \cdot \nabla w + g(x, \nabla \tilde{u}) = \rho w \text{ in } B_R \\
w = \phi \text{ on } \partial B_R.
\end{cases}
\]  

(58)

Notice $g$ is uniformly Lipschitz in $z$, so that for $\tilde{w}, \tilde{w}' \in H^1_0(B_R)$, we have

\[
\|g(\cdot, \nabla \tilde{w}) - g(\cdot, \nabla \tilde{w}')\|_{L^2(B_R)} \leq C \|\nabla \tilde{w} - \nabla \tilde{w}'\|_{L^2(B_R)} \leq C \|\tilde{w} - \tilde{w}'\|_{H^1_0(B_R)}
\]

for some constant $C$, and thus by Corollary 8.7 of [12]

\[
\|\Phi(\tilde{w}) - \Phi(\tilde{w}')\|_{H^1_0(B_R)} \leq C \|\tilde{w} - \tilde{w}'\|_{H^1_0(B_R)}.
\]
That is, \( \Phi : H^1_0(B_R) \to H^1_0(B_R) \) is continuous. Furthermore, by Calderon-Zygmund estimates (see e.g. Theorem 8.10 of [12]), the image of \( \Phi \) is contained in a bounded subset of \( H^2(\Omega) \), and in particular is compact in \( H^1_0 \). Thus by the Schauder fixed point theorem, there exists a fixed point of \( \Phi \), i.e. a solution of (57).

Step 3 (bootstrapping to higher regularity): Now that we have a solution \( w \) to (57), we note that (again by Calderon-Zygmund estimates) we have that \( w \in W^{2,p}(B_1) \) for all \( p > 1 \), hence in \( C^{1,\beta} \) for some \( \beta \) by Sobolev embedding. Since \( g \) is locally Lipschitz, it follows that \( x \mapsto g(x, \nabla w(x)) \) is actually \( C^\beta_{\text{loc}} \); so in fact by local Schauder estimates for linear elliptic equations (see Theorem 6.6 and Corollary 6.9 of [12]) we have \( w \in C^{2,\beta}(B_R) \). If \( b, f \in C^{1,\alpha}_{\text{loc}} \), then we see that \( g \in C^{1,\alpha}_{\text{loc}}(B_R) \). Since \( w \in C^{2,\beta}(B_R) \), we deduce that \( x \mapsto g(x, \nabla w(x)) \) is in \( C^{1,\gamma}_{\text{loc}}(B_R) \) for some \( \gamma \). Thus applying again the interior Schauder estimates (see Theorem 6.17 of [12]) we have \( w \in C^{3,\gamma}_{\text{loc}}(B_R) \). If \( b, f \) are \( C^{k,\alpha}_{\text{loc}} \), we just continue this bootstrapping argument to find that in fact \( u \in C^{k+2,\gamma}_{\text{loc}}(B_R) \) for some \( \gamma \), which completes the proof of existence.

Step 4 (uniqueness): For uniqueness, one checks that if \( u \) is a Lipschitz classical solution to (56), then for each \( x \in \mathbb{R}^d \), \( (Y^x, Z^x) = (u(X^x), \nabla u(X^x)) \) solves the BSDE

\[
\begin{aligned}
   dY_t &= \rho Y_t dt - f(X_t, Z_t) dt + Z_t \cdot dW_t, \\
   Y_\tau &= g(X_\tau^x)
\end{aligned}
\]

on \([0, \tau]\), where \( \tau \) is the stopping time \( \tau = \inf\{ t \geq 0 : |X_t^x| = R \} \). Thus uniqueness for the PDE (56) follows from uniqueness for such BSDEs, see e.g. Theorem 3.3 of [2]. \( \square \)

Lemma A.3 (Regularity of Markovian solutions to discounted BSDE). Suppose that in addition to Assumption 2.1, \( f \) is globally Lipschitz, and let \((u^\rho, v^\rho)\) be the unique Markovian solution to the discounted BSDE (54). Then in fact \( u^\rho \) is a classical solution to the PDE (55), and \( v^\rho = \nabla u^\rho \) almost surely. Moreover, if \( b \) and \( f \) are \( C^{k,\alpha}_{\text{loc}} \), then \( u^\rho \) is \( C^{k+2} \).

Proof. For \( R > 0 \), consider the Dirichlet problem

\[
\begin{aligned}
   \frac{1}{2} \Delta \tilde{u} + b \cdot \nabla \tilde{u} + f(x, \nabla \tilde{u}) &= \rho \tilde{u} \text{ in } B_R, \\
   \tilde{u} &= u^\rho \text{ on } \partial B_R.
\end{aligned}
\]

First, assume also that \( f \) is bounded. By Lemma A.2, we have a unique Lipschitz classical solution \( \tilde{u} \). Now we fix \( x \in B_R \), and we define

\[
\begin{aligned}
   (Y^x, Z^x) &= (u^\delta(X^x, \tau), \nabla u^\delta(X^x, \tau)), \\
   (\tilde{Y}^x, \tilde{Z}^x) &= (\tilde{u}^\delta(X^x, \tau), \nabla \tilde{u}^\delta(X^x, \tau))
\end{aligned}
\]

where \( \delta \) is a small positive number.
where $X^{x,\tau}$ denotes the process $X^x$ stopped at $\tau := \inf\{t \geq 0 : |X^x_t| = R\}$. One can check that $(\tilde{Y}^x, \tilde{Z}^x)$ solves the BSDE

\[
\begin{cases}
    dY_t = [\rho Y_t - f(X_t, Z_t)dt + Z_t \cdot dW_t]_{1_{t \leq \tau}}, \\
    Y_{\tau} = u^\delta(X^x_\tau)
\end{cases}
\]  

(60)
on the stochastic interval $[0, \tau]$. Of course, $(Y, Z)$ also satisfies (60), so by uniqueness for (see [2] Theorem 3.3) we must have $u^\delta(x) = Y^x_0 = \tilde{Y}^x_0 = \tilde{u}^\delta(x)$, and $v^\delta = \nabla \tilde{u}$ almost surely. Lemma A.2 also shows that $u$ is $C^{k+1}$ as soon as $b$ and $f$ are $C_{loc}^{k, \alpha}$. Finally, to remove the hypothesis that $f$ is bounded, we consider the drivers $f^j(x, z) = f(x, \pi^j(z))$, where $\pi^j$ is a sequence of maps $\mathbb{R}^d \to \mathbb{R}^d$ which each smooth, have Lipschitz constant 1, are bounded, and satisfy $\pi^j(z) = z$ for $|z| \leq j$. Then let $(u^j, v^j)$ be the Markovian solution to the discounted BSDE

\[
dY_t = \rho Y_t - f^j(X_t, Z_t)dt + Z_t \cdot dW_t,
\]

and note that we have already shown that $u^j$ is a $C^{k+2}$ solution of

\[
\frac{1}{2} \Delta u^j + b \cdot \nabla u^j + f^j(x, \nabla u^j) = \rho u^j
\]

and that $v^j = \nabla u^j$. Finally, we apply a-priori estimates for Lipschitz discounted BSDEs to get that $\sup_j \|v^j\|_{L^\infty} < \infty$, and so in fact for large enough $j$ $(u^j, v^j) = (u, v)$, where $(u, v)$ is the unique Markovian solution to (54). This completes the proof. 

\[\Box\]

**Proposition A.4 (Regularity for Markovian solutions of ergodic BSDE).** Suppose that in addition to Assumption 2.1, $f$ is globally Lipschitz, and let $(u, v)$ be the unique Markovian solution to the ergodic BSDE (12). Then $u$ is in fact a classical solution to the PDE (13), and $v = \nabla u$ a.e. Moreover, if $b$ and $f$ are $C_{loc}^{k, \alpha}$, then $u$ is $C^{k+2}$.

**Proof.** We know that $u$ is the locally uniform limit of $\tilde{u}^{\rho_n} := u^{\rho_n} - u^{\rho_n}(0)$, where for $\rho > 0$, $(u^\rho, v^\rho)$ is the unique Markovian solution of the discounted BSDE (54). By Lemma A.3, $\tilde{u}^{\rho_n}$ is in fact a smooth solution of the PDE

\[
\frac{1}{2} \Delta \tilde{u}^{\rho_n} + b \cdot \nabla \tilde{u}^{\rho_n} + f(x, \nabla \tilde{u}^{\rho_n}) = \rho_n \tilde{u}^{\rho_n} + \rho_n u^{\rho_n}(0) \text{ in } \mathbb{R}^d.
\]

Let us rewrite this equation as

\[
\mathcal{L} \tilde{u}^{\rho_n} = F^n(x) \text{ in } \mathbb{R}^d,
\]

(61)

where

\[
F^n(x) = \rho_n \tilde{u}^{\rho_n} + \rho_n u^{\rho_n}(0) - f(x, \nabla \tilde{u}^{\rho_n}), \quad \mathcal{L} \tilde{u}^{\rho_n} = \frac{1}{2} \Delta \tilde{u}^{\rho_n} + b \cdot \nabla \tilde{u}^{\rho_n}.
\]
By Lemma 3.1 of [2] (see also the Appendix of [17]), we have
\[ \|u^\rho_n\|_{L^\infty} \leq \sup_{x \in \mathbb{R}^d} f(x, 0), \]
and in particular the sequence of real number $\rho_n u^\rho_n(0)$ is bounded. Moreover, since we know that $u^\rho_n$ is Lipschitz uniformly in $n$ (again see the Appendix of [17]), we observe that for each $R > 0$,
- \( |f(\cdot, \nabla \tilde{u}^\rho_n)|_{L^\infty(\mathbb{R}^d)} \) is bounded uniformly in $n$,
- \( \|\rho_n \tilde{u}^\rho_n\|_{L^\infty(B_{2R})} \) converges to zero,
- $\rho_n u^\rho_n(0)$ is bounded uniformly in $n$.

Putting these observations together, we see that for each $R > 0$, $\|F^n\|_{L^\infty(B_{2R})}$ is bounded uniformly in $n$. By the interior Calderon-Zygmund estimates, we have for each $R > 0$ and any $1 < p < \infty$ the estimate
\[ \|\tilde{u}^\rho_n\|_{W^{2,p}(B_R)} \leq C \left( \|\tilde{u}^\rho_n\|_{L^p(B_{2R})} + \|F^n\|_{L^p(B_{2R})} \right), \]
for some $C$ independent of $n$, and in particular we see that for each $1 < p < \infty$ and each $R > 0$, $\|\tilde{u}^\rho_n\|_{W^{2,p}(B_R)}$ is bounded uniformly in $n$. By choosing $p$ large enough and applying Sobolev embedding, we find that in fact $\|\tilde{u}^\rho_n\|_{C^{1,\alpha}(B_R)}$ is bounded uniformly in $n$ for some $0 < \beta < 1$. But now similar reasoning as above shows that $\|F^n\|_{C^{1,\alpha}(B_{2R})}$ is bounded uniformly in $n$. Now from the interior Schauder estimates we get
\[ \|\tilde{u}^\rho_n\|_{C^{2,\beta}(B_R)} \leq C \left( \|\tilde{u}^\rho_n\|_{C^{1,\alpha}(B_{2R})} + \|F^n\|_{C^{1,\alpha}(B_{2R})} \right), \]
for some $C$ independent of $n$, and in particular we find that $\|\tilde{u}^\rho_n\|_{C^{2,\beta}(B_R)}$ is bounded uniformly in $n$. Since $C^{2,\beta}(B_R)$ compactly embeds in $C^{2,\gamma}$ when $0 < \gamma < \beta < 1$, we find that (passing to a further subsequence if necessary), we in fact have
\[ \|u - \tilde{u}^\rho_n\|_{C^{2,\gamma}(B_R)} \to 0 \text{ as } n \to \infty \]
for some $0 < \gamma < \beta$ and all $R > 0$. From Lemma A.1, it is now easy to see that $u$ is a classical solution of (13). To show that $u$ is $C^{k+2,\alpha}$ when $b$ and $f$ are $C^{k,\alpha}_{loc}$, we continue the above bootstrapping argument to show that if $b$ and $f$ are $C^{k,\alpha}_{loc}$, then in fact $\|\tilde{u}^\rho_n\|_{C^{k+2,\gamma}}$ is bounded uniformly in $n$ for some $\gamma$, and then by the same reasoning as above
\[ \|u - \tilde{u}^\rho_n\|_{C^{k+2,\gamma}(B_R)} \to 0 \text{ as } n \to \infty, \]
for each $R > 0$, and so in particular $u \in C^{k+2,\gamma}_{loc}(\mathbb{R}^d)$. Finally, by Lemma A.1, we have $v = \nabla u$ a.e. \( \square \)
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