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ABSTRACT: The development of interactive computer graphics to support applied geochemistry over the last 40 years at the Geological Survey of Canada (GSC) is briefly discussed. The loss of an interactive computing environment, IDEAS, in 1995 based on a DEC VAX computer largely negated nine years of work, though the experience gained was invaluable. The availability of the commercial S-PLUS package in a Windows PC environment led to the redevelopment of most of the functionality of IDEAS in the R language for statistical analysis and graphics. In 2006 a request from a sister federal government department for the S-PLUS software led to the decision to translate the S functions into R, an Open-Source implementation of the R language, and therefore free to the user. Since that time all development has been in R, resulting in the 2007 release to the public of a package of tools, ‘rgr’, to assist applied geochemists in interpreting their data. Subsequently, ‘rgr’ has been updated and extended. The move to Open Source R and the release of the ‘rgr’ package on the Comprehensive R Archival Network (CRAN) has made these tools, and their documentation, available for Windows, Unix and Mac computing environments. The paper outlines the features of ‘rgr’ and illustrates key graphic and tabular displays. Its functionality is reviewed in the context of earlier GSC interactive graphics packages.
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To be able to use the power of computers to undertake the analysis of geochemical survey data, and display the results in graphic form as diagrams and maps, was a dream of applied geochemists when computers first became available in the 1960s. Early attempts were constrained by the availability of output devices, i.e. line printers and static plotters, and batch processing. With the advent of interactive computing and personal computers in the 1970s and 1980s the dream was achievable.

At the Geological Survey of Canada (GSC) the first attempts were made in 1972 (Crain 1974; Garrett 1974), but the project failed for the lack of appropriate institutional computing power. A review of the Applied Geochemistry Subdivision’s computer requirements was undertaken in 1979, during which the concept of an interactive graphics package to meet geochemists’ needs was revived. Between 1980 and 1981 a functional specification of a system to meet the defined needs was prepared; the platform would have been a mini-computer. But, again, due to a lack of funds the project was set aside. In 1984 the GSC, together with the Department of Energy Mines and Resources’ Earth Physics Branch and Computer Science Centre, acquired a DEC VAX 11/780 running the VMS operating system to meet the needs, amongst others, for interactive graphics. This enabled the development of IDEAS, the Interactive Data Exploration and Analysis System, with the assistance of summer and co-op programme students from the University of Waterloo, and Ottawa and Carleton Universities (Garrett 1988).

Notably, IDEAS included many of the graphics displays that were being promoted for use in Exploratory Data Analysis (EDA) (Tukey 1977; Velleman & Hoaglin 1981).

IDEAS met many production needs, while SPSS and locally written Fortran programs met others, and served as a development platform for work on multivariate probability plots for outlier recognition and for allocation/classification procedures (Garrett 1989, 1990). However, in 1995, as part of a federal government programme review, the lease on the Department’s two VAX 8700s was terminated. By that time some of the original Tektronix graphics terminals used with IDEAS had been replaced by PCs running emulation software, as well as Access, dBASE III and Rbase System V, all of which were being widely used on PCs to manage and compile data prior to processing them in IDEAS.

Thus in 1995 the interactive graphics facility was lost. Work at Bell Labs, Murray Hill, New Jersey, which commenced in 1976, had led to the development of the S language (Chambers 1977; Becker & Chambers 1984). S ran under Unix and was an
internal tool for statistical analysis and data display used by Bell Labs staff. In 1981 AT&T, Bell Labs’ parent company, introduced a generous licensing policy for the university community, and as a result S was rapidly adopted in many statistics departments as a working and development tool. A commercial version of S, S-PLUS, was developed by Doug (R.M.) Martin at the University of Washington, Seattle, and marketed by his wholly owned company Statistical Sciences, Inc. In 1993, Statistical Sciences became AT&T’s exclusive licence holder and was then bought out by MathSoft and became its Data Analysis Products Division. This was followed by an aggressive marketing and cost-attractive campaign targeting government agencies and universities. Thus in 1994, knowing of the demise of the VAX computers at financial year’s end, March 1995, a DOS version of S-PLUS was acquired. Then, in 1995, when S-PLUS 3.3 for Windows 95/NT was released, the annual upgrade and maintenance agreement provided a tool that could be used as a foundation for redeveloping IDEAS.

Between 1995 and 2007 some 100 ‘rg’ functions were written at the GSC for the S-PLUS proprietary statistical software to support exploration and applied geochemical survey and research activities. The functions supported tasks, such as data QA/QC (Garrett & Grunsky 2001), data sub-setting, provision of EDA tools and graphical displays, graphics for geochemical map preparation, threshold selection, weighted sum (Garrett et al. 1980; Garrett & Grunsky 2001), and a variety of multivariate statistical analysis procedures. Most of these function scripts were written from ‘scratch’. However, others were based on scripts shared within the S-user community on S-News (http://www.biostat.wustl.edu/s-news/). One of the uses of S-PLUS scripts was to prepare GSC Open File 5084 (Rencz et al. 2006) as part of a contract with Health Canada in support of risk assessments for their Federal Contaminated Sites Program. Following delivery of the Open File, Health Canada requested copies of the software that had been used to generate the report figures and tables. It was decided that it would be preferable to convert the S-PLUS functions into an R package in order to minimize computer software costs to Health Canada and their contractors, and to make the scripts more generally available.

THE R PROJECT

Development of R commenced in 1995 as an alternate implementation of the S language (Ihaka & Gentleman 1996). The initiative has been led by a five-person Board with international representation, supported by a 19-person international core development team (R-Project 2013). The R project is an official part of the Free Software Foundation’s GNU project, and thus all products and packages held in the Comprehensive R Archival Network (CRAN) are Open Source and in the public domain. As a result, R has been widely adopted in the university community and has been, and continues to be, one of the statistics and graphics systems of choice for research and method development among statistical researchers. As new tools become available they can be prepared as packages (libraries) for distribution through CRAN (http://cran.r-project.org) and be shared among the science and engineering communities. Currently (27/08/2013) 4744 packages are available on CRAN to run on Windows, Mac and Unix platforms, and it is estimated that there are over 100 000 R users worldwide.

R is an object-oriented language. An object may be a script (processing instructions in a function, cf. a program), data, or output from a function (known as a ‘saved object’) that in turn may be a list containing numeric and other information generated by the function. The availability of ‘saved objects’ permits results to be passed from function to function for further processing or display.

For geochemical data the most useful construct is the data frame, essentially a table with row and column information. A data frame may contain numeric and text string data. In the latter case, the data are stored as ‘factors’ by which the data may be subdivided. Data, including ‘factors’, may also be stored as vectors and matrices, the latter like a data frame but lacking the row information. The advantage of a data frame is that its contents can be made easily accessible in an R session and the variables in the data frame accessed through their names in the column headings. R functions are available to move from one data construct to another.

Package ‘rgr’

For the most part the conversion of S scripts to R scripts is straightforward. However, some ‘rg’ functions were encountered where, due to a few fundamental differences in the operations of S and R, some re-scripting was necessary. A total of 40 ‘rg’ functions, along with six test data sets to support the examples embedded in the package, were made available on CRAN as ‘rgr’ version 1.0.1 in March 2007 (Garrett & Chen 2007). Over the next four years additional functions were moved from S-PLUS, or developed in R, for inclusion in ‘rgr’. Additionally, a number of changes were made to the R scripts to keep up with evolving language and help-file requirements. Wherever possible existing functions in R libraries and packages were employed by writing ‘wrappers’ consistent with the ‘rg’ style around them. The ‘wrappers’ executed these functions which, with appropriate defaults for applied geochemical data, were easy to use by geochemists. In October 2012 version 1.1.8 was placed on CRAN and included a range of multivariate tools that had not been in previous 1.0 versions. In March 2013 version 1.1.9 (Garrett 2013) contains 103 functions, selectively described in greater detail below, 15 test data sets, 118 hyper-text help files accessible during ‘rgr’ use, and 3 other documents providing additional information for R and ‘rg’ users and those wishing to work directly with the ‘rg’ functions. Within the ‘rg’ package there is also a printed manual that, together with Reimann et al. (2008) and the statistical functions in ‘rg’ and R itself, provide a wide range of statistical and graphical tools to support applied geochemical data interpretation. The R scripts that generated the examples in Reimann et al. (2008) are available at http://www.statistik.tuwein.ac.at/StatDA/R-scripts. Furthermore, the ‘StatDA’ package that developed from those scripts is available on CRAN (Filzmoser & Steiger 2012).

In many ‘rg’ functions the use of robust procedures is encouraged, for instance by the display or use of the median and Median Absolute Deviation (MAD) rather than the mean and standard deviation (SD). For multivariate data analysis two functions are present specifically to undertake robust estimation, and a third is present to facilitate the Graphical Adaptive Interactive Trimming (GAIT) of data sets (Garrett 1989). The reason for employing robust procedures is that most applied geochemical survey data are characterized by the presence of outliers; in fact, in mineral exploration the search is for the outliers. Robust estimators lead to improved estimations of the statistical descriptors for the core background data, i.e. mean and SD (variance) or means and correlations (covariances), and by viewing all the data in the context of these background estimators, the outliers become even more pronounced and easier to recognize.
The compositional nature of applied geochemical data

The analytical data that are the subject of mapping and interpretation in applied geochemistry are in the form of compositions (measurements that sum to a constant), whether 1, 100 % or 1 million ppm (mg/kg). This is true whether or not all members of the composition are determined, or expressed as metals, or metalloids ignoring elements such as O, S, carbonate C, the halogens, etc. As some concentrations increase others must decrease to maintain the constant sum. Thus, measures of correlation and covariance are constrained, and displays such as ternary and Harker diagrams do not display the true relationships, particularly for major elements. However, these diagrams are widely used in lithogeochemical studies for classifying individual analyses into particular fields characteristic of known rock types. What must be remembered is that these diagrams are unsuitable for interpreting petrogenic processes. Similarly, in studies of processes with other sample media, for example, soils and sediments, such plots will not lead to correct interpretations. In the lithogeochemical field this was recognized by Pearce (1968) who promoted the use of ratios for process interpretation. Subsequently, the work of Aitchison (1984, 1986) provided tools for handling the closure issue characteristic of compositional data. The investigation of compositional data and the development of methods for working with them has been a topic of extensive research in the last decade: see, for example, the papers in Buccianti et al. (2006), Egozcue et al. (2003), Filzmoser et al. (2009a, 2010), and tools to investigate compositional data sets, for example, Boogaart & Tolosana-Delgado (2008), van den Boogaart et al. (2011) and Templ et al. (2011a, b).

For univariate compositional data the logistic transformation is appropriate (Filzmoser 2009a). In practice at trace element levels, in fact up to as high as 10%, there is little practical difference between calculations undertaken with a logarithmic or logistic transform once the results have been back-transformed to the original measurement units. The Pearson correlation coefficient between the log and logit transformations of 800 values simulated at even intervals between 1 ppb and 10% is 0.9999968 (despite recommendations that estimates be quoted to only 3 or 4 significant figures), see Figure S1 in the Supplementary material.

For bivariate compositional data the use of ratios is recommended if the data are to be investigated for the purpose of understanding the processes affecting the data. The choice of element for the divisor needs to be undertaken with care. In some studies it makes sense to use a ‘conservative’ element if alteration and soil forming processes are the focus, for example, Zr or Hf. Titanium is often used, but minerals such as rutile are susceptible to alteration, and Ti may also be present in ilmenite. If a ‘conservative’ element is not required, Al often serves the purpose. Whatever element is chosen it should not be close to its detection or quantification limit and should not be rounded down to less than two non-zero digits if it is less than one. The plotting of such ratios with logarithmic scaling is equivalent to the additive log-ratio of Aitchison (1986). For truly multivariate data, centred log-ratio and isometric log-ratio transformations are available (Aitchison 1984, 1986; Egozcue et al. 2003; Filzmoser et al. 2010). However, it must be remembered that the centred log-ratio transformation yields different estimates for different subsets of elements (subcompositions).

Package ‘rgR’ contains functions for undertaking logistic, and additive, centred and isometric log-ratio transformations, and the multivariate data analysis functions identified as ‘closed’ are written to carry out the necessary transformations and back-transformations. Bivariate data inspections are supported by functions `gx.vm`, `gx.sm`, `gx.plotparts` and `gx.pairs4parts`. When the purpose of a geochemical interpretation is to identify outliers, i.e. pure Exploratory Data Analysis (EDA), the most useful graphics may arise from using no transformations, not even a traditional logarithmic transformation. That EDA techniques have been used successfully in mineral exploration without addressing the closure issue is confirmation that data closure may not be an essential consideration. Lastly, our mineralogical training has imbued us with the principles of stoichiometry, an inherently closed compositional concept. The conflict between this reality and the mathematical concepts of closure is a topic of continuing research (Grunsky et al. 2008; Grunsky & Bacon-Shone 2011). Users are encouraged to investigate the effects of closure on their data using ‘rgR’, ‘compositions’ (van den Boogaart et al. 2011) and ‘robCompositions’ (Templ et al. 2011b) to try alternate approaches to their data, particularly if their objectives are to identify and understand geochemical processes.

Contents of package ‘rgR’

The contents of ‘rgR’ may be broken down by functionality into eight groups containing functions for:

1. Univariate statistical graphics;
2. Mapping;
3. Plotting;
4. Summary statistics;
5. Bivariate and multivariate statistics;
6. QA/QC support;
7. Data conditioning and
8. Utility operations.

In the sections below, the various functions are demonstrated with data from:

- The 2000 and 2001 National Geochemical Reconnaissance (NGR) stream sediment (<177-µm fraction) surveys undertaken in New Brunswick, Canada, covering four 1:50 000 scale map sheets, for details see Friske et al. (2002, 2003); or
- The Canadian Maritimes segment of North American Soil Geochemical Landscapes Project (Friske et al. 2011; Rencz & Kettles 2011), specifically the US-EPA 3050B aqua regia variant (US-EPA 1996) analyses of the <2 mm fraction of the 0–5 cm soils.

Univariate statistical graphics

The basic tools of statistical graphics for univariate, one-variable-at-a-time, data analysis are histograms, empirical cumulative distribution functions (ECDFs), boxplots of various kinds, and cumulative probability plots (CPPs) – the physical scientist’s and engineer’s version of the statistician’s Q-Q or Q-normal plot. The function `shape` presents these four plot types in a single display (Fig. 1) with the Tukey boxplot (Tukey 1977) as the default rather than a box-and-whisker plot (Garrett 1988). Figures 1 to 3 are plots of untransformed As data; as these clearly illustrates the presence of high concentration outliers, which a plot of the data with logarithmic scaling does not (see Fig. S2). Each of the component displays of `shape` may be plotted individually if required. Commonly, data interpretation benefits if the data can be subdivided on the basis of some categorical variable, such as some field data-related property, and displayed as Tukey boxplots, `tbplots` (Fig. 2), or box-and-whisker plots, `bwplots`. These displays are extremely effective and both ‘rgR’ functions allow extensive cosmetic enhancements in order to generate document-ready graphics which may be saved in a variety of graphical formats for
inclusion in reports, etc. One of the most insightful displays for studying univariate data in detail is the cumulative probability plot (cf. Q-Q plot), and ‘rgr’ has a function, *gx.cnpplts*, for plotting the data for up to nine data subsets (Fig. 3). The selection of colours and symbols with which to display the subsets may be changed if the defaults are unsuitable with function *gx.cnpplts*.

**Setup**

A natural extension of comparing probability plots is the Kolmogorov–Smirnov test for the comparison of any two data subsets (see, for example, Reimann et al. 2008). Function *gx.ks.test* undertakes this test and the results are displayed as an ECDF where no assumptions are made as to the underlying data distributions and the test is for the two data sets being drawn from the same underlying distribution (Fig. S3).

On some occasions the data sets for comparison may be determinations of different elements, or the same element by different methods of analysis. For such tasks there are functions *tbplots.by.var* (Fig. S4), *bwplots.by.var* and *gx.cnpplts*.

It is common practice to place an inset diagram on a map displaying a histogram and a cumulative probability plot together with some summary statistics, or to use a similar display as a report figure. Function *inset* prepares such a graphic (Fig. 4), and function *inset.exporter* automates the production of these displays for use on a series of geochemical maps. In both instances the graphics file may be saved in any of the graphics formats supported by R.

**Mapping**

A statistical graphics package like ‘rgr’ cannot replace a Geographic Information System (GIS). GISs permit complex operations in geographic space, such as searching for patterns of spatial coincidence, and the preparation of cartographic-quality map displays. For those interested in integrating R with GIS capabilities, attention is drawn to GRASS. GRASS is Open Source GIS software based on the Geographic Resources Analysis Support System developed by the U.S. Army Construction Engineering Research Laboratories (CERL) between 1982 and 1995. Subsequently, GRASS development and maintenance was taken over by its user community (GRASS 2011). The R packages GRASS and *spgrass6* are available on CRAN and provide interfaces between R and GRASS 5.0 and GRASS 6.0 (and greater), respectively (Bivand et al. 2008; Hengl 2009). Alternatively, GRASS functionality and an R interface are available in the Open Source Quantum GIS desktop software (QGIS 2011).

However, despite not having the functionality of a GIS, a series of functions is available in ‘rgr’ to take a ‘quick-look’ at data distributions in geographic space. This requires the user to provide spatial coordinates for the data sites; ‘rgr’ contains no spatial coordinate transformation functions, and any arbitrary rectangular coordinate system may be used. For small and medium sized areas it is convenient to use UTM coordinates expressed for a single UTM Zone; for larger areas Lambert Conformal or Albers Equal Area coordinates may be used.

Four spatial display functions are available, *map.eda7*, *map.eda8*, *map.tags* and *map.z*. The first two functions subdivide the data into Tukey boxplot-based groups and percentiles respectively, and may be displayed in colour or grey-scale. Thus for the Tukey boxplot display, the data are divided into seven groups, the central 50% of the data (the
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... box), the high and low ‘background’ data (the data represented by the whiskers in a boxplot) and the upper and lower near and far outliers (Fig. S5). The percentile-based display divides the data into eight groups with boundaries at the 5th, 10th, 25th, 50th, 75th, 90th and 95th percentiles (Fig. S6). In both displays, squares of various sizes are used to display the groups above the median, and circles the groups below it, with symbol size increasing away from the median, or a ‘+’ for the central 50% group. Function `map.z` displays the data as a set of increasing sized circles, whose absolute size is controlled by a user-set parameter, `sfact`, with a default value of 2.5. The rate at which the circles increase in diameter is controlled by a user-set parameter, `p`, varying about 1, usually in the range of 0.2 to 5, with a default value of 0.5 (Fig. 5), a value of 1.0 results in a linear rate of increasing diameter across the data range. For values of `p` less than 1.0 the symbol size initially rises rapidly above the minimum value, and conversely for values above 1.0, function `syms.pfunc` provides a display of the effects of changing `p`. The specific calculations are in function `syms` and described in the online hypertext help and printable manual. Legends may be optionally added to all these maps indicating the range of values that each symbol represents, or the size of the proportional symbol for the minimum and maximum values and the three quartiles. For the percentile-based map the legend can optionally display the percentiles, or the values of those percentiles (Fig. 5). If required the data may be transformed prior to diameter calculation, for example, to logarithms or square roots, additionally an upper and/or lower limit may be set beyond which all plotted values result in the same sized symbol. This latter feature is provided to enable a useful display range for the majority of the data – once observations are anomalously high or low it may not matter for the required display, and they may be displayed similarly sized. Lastly, function `map.tags` simply posts a value at the geographic location of the sample site, and can be used to plot sample identification numbers (IDs). This latter function is not suitable for spatially dense data because the size of the display would result in overplotting.

Fractal geometry has proven to be a useful tool for investigating possible threshold and other data-grouping boundaries (Cheng et al. 1994; Cheng & Agterberg 1995). The Concentration-Area (C-A) procedure is available as function `caplot`, and in addition to the C-A plot a coloured or grey-scale interpolated map is displayed (legend-less) by the procedure. Optionally the C-A plot may be displayed accumulating from the highest to the lowest values (i.e. the traditional display), or vice versa. The latter is useful when the different fractal patterns extend over large portions of the study area as in some environmental contamination studies (see Reimann et al. 2008). Figure S7 displays the C-A plot for the As data in the Maritime Provinces. The data set is not ideal, as in creating the limiting boundary (a convex hull that includes all data points) large areas of ‘no data’ are included in the Bay of Fundy and between northern Nova Scotia and New Brunswick. In fact, in this particular instance a C-A plot provides no additional information than can be gained from traditional cumulative probability plot inspections (see Figs 1 & 3).
Bivariate data plotting

In spatial mapping a variable is displayed at its location in geographic space. Four plotting functions, xyplot.eda7, xyplot.eda8, xyplot.tags and xyplot.z, that are similar in style to the four mapping functions described in the previous section, are provided for use in the geochemical space. These are particularly useful in displaying trace element data in the context of major element data, for example, As in the context of Fe, and organic carbon for soils; in the examples below, results from the proportional symbol version, xyplot.z, are displayed. These plots are essentially enhanced Harker diagrams as used by petrologists, and are simply useful data displays that present data in a familiar context (Fig. 6). However, they are burdened with all the problems of Harker diagrams with respect to data closure (Aitchison 1984, 1986; Filzmoser et al. 2010) and their inability to support insightful process-related data interpretation. The closure issue can be overcome by plotting the ratios of major components to another element in the composition with log scaling, essentially an Aitchison additive log-ratio transformation (Fig. 7). A comparison of the two displays is informative, and indicates that: (1) the inverse relationship between Fe and organic carbon in Figure 6 is only part of the story; (2) in reality the Fe content remains essentially constant in the minerogenic fraction of the soil, as measured by Al, as organic C increases, increasing only slightly with respect to decreasing organic carbon; and (3) high As levels are associated with higher Fe in the soils. In Figures 6 and 7 the As data are plotted without transformation; Figures S8 and S9 in

Fig. 3. Example of function `gx.cnpplt` for plotting cumulative probability plots for up to nine data subsets - As (mg/kg) in <2 mm 0–5 cm soil, Maritime Provinces, subdivided by Ecoprovince. See Figure 2 for identification of Ecoprovinces.

Fig. 4. Example of function `inset` – As (mg/kg) in <2 mm 0–5 cm soil, Maritime Provinces.
Fig. 5. Example of function `map.z` – As (mg/kg) in <2 mm 0–5 cm soil, Maritime Provinces.

Fig. 6. Example of function `xyplot.z` – As (mg/kg) in <2 mm 0–5 cm soil, Maritime Provinces, plotted as a traditional Harker diagram in the Fe – organic C framework.
Supplementary material display the As plotted on a logarithmic scale, and as the As/Al ratio, respectively. Plotting As on a logarithmic scale (Fig. S8) confirms that As is preferentially located in the minerogenic component of the soil, because of the equivalence of scaling after 10%. However, plotting the log of the As/Al ratio, the full additive log-ratio treatment (Fig. S9), indicates higher As/Al levels across the whole range of the data. Another insightful way to study the relationship between Fe, Al, organic carbon and As is with function gx.pairs4parts (Fig. 8). The displays in the upper triangle are log-log plots, those in the lower triangle are Tukey boxplots of the isometric log-ratio (ilr) for each plotted pair, and the number above each boxplot is the robust ilr stability (Filzmoser et al. 2010). The ilr stability measure quantifies the constancy of the log-ratio of the pairs, referred to as ‘parts’ in compositional data analysis. If two-element ‘parts’ have a systematic linear relationship, despite the effects of dilution by other members of the composition, the log-ratio will have a small range and the stability measure approaches 1. It can be thought of as a measure of linear correlation; however, it only has positive values, and hence in ‘rgr’ is referred to as a stability. A more detailed display for any pair is available with function gx.plot2parts (Fig. S10), which displays the Fe–organic carbon relationship. The ilr stability measure is low (0.2), indicating the log-ratios vary widely and that there is an inconsistent relationship between the two ‘parts’, however, that inconsistency is a key feature of the soil geochemistry. These examples provide a demonstration of the complexities that arise between geochemists’ knowledge of stoichiometry and surficial geochemistry, the sequestration of As with Fe-oxyhydroxides, and the mathematical approach to compositional data sets. Functions to display ternary diagrams are not present in ‘rgr’, though they were in the previous S-PLUS library. Those interested in using and investigating ternary diagrams for compositional data sets in the R environment should use ‘compositions’ (van den Boogaart & Tolosana-Delgado 2008; van den Boogaart et al. 2011) and robCompositions (Templ et al. 2011a, b). Similarly, those wishing to use petrochemical displays in the context of established petrological classifications should investigate the Geochemical Data Toolkit (GCDkit) package (Janoušek et al. 2006, 2011). Note, however, that GCDkit is not available on CRAN and therefore is not available for Mac and Unix operating systems, though it may be run via a Windows emulator (Janoušek et al. 2011).

Attention is drawn to the base R function pairs that plots a matrix of x-y scatterplots for a data matrix. Depending on the data displayed there may, or may not, be a closure issue when it comes to interpretation of the plots (Filzmoser et al. 2010). However, pairs is a useful EDA graphical display, and gx.pairs4parts has been written for use with compositional data.

**Summary statistics**

All summary statistics are computed with a single function, stats, and the required estimates are then extracted from the saved object and displayed as required, for example, by inset (Fig. 4). Tabular displays are generated by functions gx.summary1 and gx.summary2 for single specified numeric variables.
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(see Tables 1(A) and 1(B), respectively). The former displays a one-line summary consisting of the data set size, minimum, maximum, quartiles, MAD and an Interquartile Range-based estimate of the SD, mean, SD, coefficient of variation (CV%), standard error of the mean (SE), and the 95% confidence bounds on the mean. The function \texttt{gx.summary.2} displays a more extensive eight-line summary, with the addition of the geometric mean and its 95% confidence bounds, the mean and SD for the log10 transformed data, the 95% confidence bounds on the median, and the 2nd, 5th, 10th, 90th, 95th and 98th percentiles.

The estimates in \texttt{gx.summary1} may be displayed for selected variables from a data matrix with function \texttt{gx.summary.mat} by specifying the name of the matrix and the columns for which estimates are required (Table 1(C)). Similarly, in function \texttt{gx.summary.groups} specifying the name of a variable and a factor (the grouping variable, for example, a character string for soil or rock type), results in a table being displayed of statistical estimates subdivided by the unique character strings present in the factor variable (Table 1(D)).

Function \texttt{framework.summary} performs in a similar way to \texttt{gx.summary.groups} but outputs the resulting table to a

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig8}
\caption{Example of function \texttt{gx.pairs4parts} for the study of Fe, Al, organic C and As relationships; plots in the lower triangle are Tukey boxplots of the ilr transforms of the pairs in the upper triangle. The boxplot titles are the respective robust ilr stability measures.}
\end{figure}
The statistical estimation of thresholds is supported by function `fences` which displays all the estimators discussed in Reimann et al. (2005) for a single specified variable. Function `fences.summary` operates in a manner similar to `gx.summary.groups` and generates ‘fences’ for all the groups (data subsets), which are uniquely identified by the grouping variable (factor) (Table 2). The ‘fences’ are estimated as the 2nd and 98th percentiles, mean ± 2SD, median ± 2MAD, and the inner fence estimated as for a Tukey boxplot, i.e. all computations without transformation and with log and logit transformations of the data. This leads to ten estimates for the upper limit of normal background variation (Table 2), and, needless to say, few are identical; at trace element levels log and logit transformations yield very similar, if not identical, estimates. Therefore, the selection of thresholds has to be based on careful graphical inspections of the data in both geochemical (see Fig. 3) and geographical spaces (Reimann et al. 2005) before geochemically defensible estimates can be made. The output from `fences` summary may be optionally saved to a tab-delimited text file, in which case there is no screen display. By virtue of the tab delimitation, the saved text file can be opened with a spreadsheet program for display in tabular form and quickly edited into a publication-ready table.

### Bivariate and multivariate statistics

Three functions support traditional bivariate statistical operations, `gx.pearson`, `gx.spearman` and `gx.rma`, and two functions, `gx.vm` and `gx.sm`, support compositional data analysis. The first two simply repackage the Pearson product moment, Spearman rank correlation matrix functions in R, placing the correlation coefficients in the upper right triangle of the displayed matrix, and placing the significance of the coefficients not being due to chance (H₀: coefficient = 0) in the lower left triangle. Both functions permit the data to be log or centre-log-ratio (Aitchison 1986) transformed prior to computation. However, the application of a centre log-ratio transformation does not completely solve the problem of closure. Different subcompositions, i.e. sets of different measured variables, will yield different correlation matrices between the same pairs of variables. For this reason traditional correlation analysis needs to be undertaken with great caution; some would argue that it should not be undertaken at all. For compositional data analysis, function `gx.vm` displays the Aitchison Variation Matrix (Aitchison 1984, 1986), and function `gx.sm` provides a robust equivalent employing the Filzmoser et al. (2010) stability measure. However, it should be remembered...
that function \texttt{gx.sm} is still based on linear relationships, and, although robust, is not an equivalent to Spearman rank correlations, which are good measures of non-linear but monotonic relationships. Functions \texttt{gx.pearson} and \texttt{gx.spearman} are provided in 'rgr' as there are instances where compositional values may be studied in relation to some non-compositional value, for example, sample depth or distance from a point source; or relationships within the same subcomposition may be compared between different studies.

Function \texttt{gx.rma} estimates the coefficients, and their 95\% confidence bounds, for the Reduced Major Axis (RMA), a.k.a. Orthogonal Regression, for the situation when both the variables are independent and drawn from different compositions (Miller & Kahn 1962). For other regression tasks, the base R functions perform both Ordinary and Non-Linear Least-Squares and Robust Regression modelling. The RMA is appropriate for studying situations where the same variable has been measured by two independent methods on the same physical samples, and the Reduced Major Axis may be added to a plot of the two data sets. Table 3 and Figure S12 provide an example of Ni determined in the same samples of <2 mm 0–5 cm soil by aqua regia and 4-acid digestions. As the confidence limits on the slope and intercept estimates include 1 and 0, respectively, it can be inferred that the two sets of analyses are indistinguishable from one another at the 95\% confidence level.

Weighted sums (Garrett et al. 1980; Garrett & Grunsky 2001) generate a single number that represents the combination of a number of variables, either a sum of the variables or a ratio if the data are logarithmically transformed. Weighted sums quantify a knowledge-based relationship known to the geochemist. Techniques such as Principal Components Analysis (PCA) are data-based and if a particular multivariate relationship is rare, reflecting a very small amount of the total variability, it will most likely be buried in the 'noise' of the components that reflect only small amounts of the total variability. In weighted sums, the geochemist specifies the relative importance of the variables or informative ratios, and whether high or low values of the variable are favourable or unfavourable to the outcome, using positive or negative signs, respectively. Weights are then computed such that when the data for the variables are transformed to mean zero and SD one and multiplied by the weights, the resulting weighted sums are also mean = 0 and SD = 1 distributed. Thus the resulting weights may be interpreted probabilistically as standard normal deviates. The procedure benefits from using the median and MAD, rather than the mean and SD, for the estimates of background for each variable; this has the effect of accentuating the differences from background. The function \texttt{wtd.sums} carries out all the necessary computations with the user, providing the variables and their relative importance with a default use of the medians and MADs. The results are saved in an object and may be inspected and plotted as required in either the geochemical or geographical space.

There are numerous multivariate data analysis tools in R. The 'rgr' package contains procedures for undertaking four
Table 1: Examples of summary statistics output using trace element data for 0–5 cm <2 mm soil, Maritime Provinces – (A) function gx.summary1; (B) function gx.summary2; (C) gx.summary.mat; and (D) gx.summary.groups subdivided by Ecoprovince

(A)

> gx.summary1(As,"As (mg/kg) in <2 mm 0-5 cm soil")
Summary Stats for As: (mg/kg) in <2 mm 0-5 cm soil
N NA - Min Q1 M Q3 Max - MAD IQR SD - mean SD cV% - Se
183 0 - 0.6 2.1 3.3 5.1 23.4 - 1.927 2.261 - 4.528 3.903 86.2% - 0.2885 3.959

(B)

> gx.summary2(As,"As (mg/kg) in <2 mm 0-5 cm soil")
Extended Summary Stats for As: (mg/kg) in <2 mm 0-5 cm soil
N and number of NAs: 183 & 0
Arithmetic Mean and 95% CLs: 4.528 & 3.959 <-.5.097
SD and CV%: 3.903 & 86.2%
Geometric Mean and 95% CLs: 3.403 & 3.053 <-.3.793
Log10 Mean and SD: 0.5319 & 0.3232
Median and 95% CLs: 3.3 & 2.9 <-.3.9
MAD and IQR estimates of SD: 1.927 & 2.261
Percentiles: Min 2.5 10 25 - 50 - 75 90 95 98 Max
0.6 0.764 0.91 1.42 2.3 - 3.3 - 5.15 10.56 13.34 14.84 23.4

(C)

> gx.summary.mat(PH.Majors,TEs=EcoPc(10,12,15,14),"As, Cu, Zn & Fe in (mg/kg) in <2 mm 0-5 cm soil")
Summary Stats for As, Cu, Zn & Fe in (mg/kg) in <2 mm 0-5 cm soil
N NA - Min Q1 M Q3 Max - MAD IQR SD - mean SD cV% - Se
183 0 - 0.6 2.1 3.3 5.1 23.4 - 1.927 2.261 - 4.528 3.903 86.2% - 0.2885 3.959

(D)

> gx.summary.groups(EcoPcAs,"As (mg/kg) in <2 mm 0-5 cm soil grouped by Ecoprovince")
Summary Stats for As (mg/kg) in <2 mm 0-5 cm soil grouped by Ecoprovince
N NA - Min Q1 M Q3 Max - MAD IQR SD - mean SD CV% - SE
95% CI on Mean
As: 183 0 - 0.6 2.1 3.3 5.1 23.4 - 1.927 2.261 - 4.528 3.903 86.2% - 0.2885 3.959
Cu: 183 0 - 1.31 4.995 7.58 10.56 13.34 14.84 23.4
Zn: 183 0 - 6.3 25.3 40.9 66.1 245.2 - 28.76 30.25 - 51.43 37.55 73.02% - 0.6117 3.959
Fe: 183 0 - 900 4350 8300 17900 23000 - 8154 10040 - 12520 10980 87.69% - 2.776 45.95

The functions to undertake these operations are available through packages ‘MASS’ and ‘fastICA’ available on CRAN; ‘rgr’ function gx.2dproj is a ‘wrapper’ that simplifies investigation of the various project pursuit procedures and their display. Function gx.2dproj.plot is provided to give additional display options. Unfortunately the function that undertakes the Friedman & Rafsky (1981) Minimum Spanning Tree procedure (Garrett 1983; Reimann et al. 2008) is available in the S-PLUS version of ‘MASS’ but not in the R implementation. Additional tools for cluster analysis within R and for geochemical data are available in the clustTool package (Templ et al. 2008; Templ 2010).

As an example of projection pursuit, the results of the Sammon’s Non-Linear Mapping procedure, following an isometric log-ratio transformation for recognition of the compositional other transformation, for example, logarithmic, may be adequate or preferable.
Table 2. Example of function fences.summary - As (mg/kg) in 0–5 cm <2 mm soils, Maritime Provinces, subdivided by Ecoprovince
> fences.summary(EcoPAs$As,"M2007_PH")
Variable As subset by EcoP - output will be in M2007_PH_EcoP_As_fences.txt

| As [ 7.1 ] : N = 44 NAs = 0 | 2%ile = 0.872 | 98%ile = 15 |
|-----------------------------|----------------|----------------|
| Mean | SD | Median | MAD | Mean±2SD | Med±2MAD | Tukey Fences (actual) |
| 4.12 | 4.05 | 3.05 | 1.85 | + | 12.2 | 6.76 | 7.85 (6.9) |
| Log10 0.489 | 0.318 | 0.484 | 0.268 | + | 13.3 | 10.5 | 14.0 (13.7) |
| Logit −12.7 | 0.731 | −12.7 | 0.617 | + | 13.3 | 10.5 | 14.0 (13.7) |

| As [ 7.2 ] : N = 55 NAs = 0 | 2%ile = 0.716 | 98%ile = 6.93 |
|-----------------------------|----------------|----------------|
| Mean | SD | Median | MAD | Mean±2SD | Med±2MAD | Tukey Fences (actual) |
| 2.81 | 1.75 | 2.4 | 1.19 | + | 6.31 | 4.77 | 6.1 (5.2) |
| Log10 0.379 | 0.247 | 0.38 | 0.243 | + | 7.47 | 7.35 | 10.5 (7) |
| Logit −12.9 | 0.569 | −12.9 | 0.559 | + | 7.47 | 7.35 | 10.5 (7) |

| As [ 7.3 ] : N = 84 NAs = 0 | 2%ile = 1.13 | 98%ile = 15.2 |
|-----------------------------|----------------|----------------|
| Mean | SD | Median | MAD | Mean±2SD | Med±2MAD | Tukey Fences (actual) |
| 5.87 | 4.36 | 4.3 | 3.11 | + | 14.6 | 10.5 | 17.0 (15.7) |
| Log10 0.655 | 0.324 | 0.633 | 0.393 | + | −2.86 | −1.93 | −6.26 (0.6) |
| Logit −12.3 | 0.747 | −12.4 | 0.905 | + | 20.1 | 26.3 | 51.0 (23.4) |

Note: The numbers quoted as (actual) for the Tukey Fences are the actual data values immediately within the calculated fences

Table 3. Example of function gx.rma – The relationship between Ni determined after aqua regia and 4-acid digestions
> gx.rma(log10(Ni.2mm.3050b),log10(Ni.2mm.4acid))
Reduced Major Axis for log10(Ni.2mm.3050b) and log10(Ni.2mm.4acid)

| log10 | log10 |
|-------|-------|
| (Ni.2mm.3050B) | (Ni.2mm.4acid) |

| Means | 1.464 | 1.489 |
| SDs | 0.2833 | 0.277 |
| Core | 0.8816 | |
| N | 79 | |
| Slope | SE | 95% CI |
| 0.9779 | 0.05192 | 0.8745<->1.081 |
| Intercept | 0.05781 | 0.0774156 | −0.09631<->0.2119 |

The ‘rgr’ Package For R

form of the data, are presented in Figure 9 where the plotted numbers are the data row identifiers. This display does not lead to the identification of any extreme outliers. In this respect the log-ratio transform, while being appropriate on statistical grounds, fails as an EDA tool. It is common practice in cluster analyses to transform the variables so that each has similar proportions of the loadings in the first two components, but a greater proportion of the variability is contained in fewer components.
following a logarithmic transformation. Function `gx.rqpca.screeplot` displays the traditional screeplot (Fig. S17), showing that the first four components contain 76% of the data that have been log-ratio transformed (also shown in Fig. 11).

Function `gx.rqpca.plot` provides a biplot display of both the element loadings and the scores of the observations in the Principal Component space (Fig. 12), in this case with the observations identified by their data row numbers, which per-
mits the identification of any outliers. The inverted ‘U’ shape of the central cluster reflects a continuum of 0–5 cm soil samples from organic C-rich (positive PC-1) to mineral-rich (negative PC-1). Function \texttt{gx.rqpca.plot} permits the observations to be displayed in the context of any component pair that may be of interest in the search for outliers.

The search for outliers is more effective if the principal components are computed robustly with function \texttt{gx.robmva.closed} for compositional data. Robust estimation eliminates the effects of the outliers in the generation of the PC model, with the result that it better reflects the interrelationships in the majority background data (Filzmoser et al. 2009b). The Rousseeuw & Van Driessen (1999) minimum covariance determinant (mcd) is the default for robust covariance estimation; the minimum volume ellipsoid (mve) (Rousseeuw 1986) or user-provided weights may also be employed. Figure 13 displays the resulting loadings, where it can be seen that the first two include 63% of the core, background, variability. When the robust scores on the PCs are estimated it is in the context of the variability in the background model; therefore, any outliers become more distant and easier to recognize, Figure 14. The scores on these two components make up 91% of the total variability in the scores. This does not mean that there is no additional interesting variability to be sought, just that it has less range. Figure S18 is a plot of the scores on robust components 3 and 4, where outliers, candidates for further evaluation, are clearly evident.

Two additional functions are available for displaying and operating on PCA results. Function \texttt{gx.rqpca.print} permits loadings and scores matrices to be displayed and optionally saved as csv files; and function \texttt{gx.rotate} undertakes a Kaiser Varimax rotation (Kaiser 1958) on the PCs, after which any of the display functions may be used to display the results of rotation.

The three \texttt{mva} (multivariate analysis) functions described above for PCA also undertake the computations for displaying Chi-square plots of Mahalanobis distances (Gnanadesikan 1977) and store the results in the saved objects for display. These plots are the multivariate equivalent to the univariate cumulative probability plots used extensively by applied geochemists in data interpretation and outlier detection (Tennant & White 1959; Sinclair 1974, 1976; Stanley 1986).

The computations for Mahalanobis distances are only undertaken if the data are non-singular; if the data are singular an appropriate message is displayed and Mahalanobis distances are not estimated. Singularity arises with compositional data sets and when certain robust estimators are used. When compositional data are being investigated using robust estimation procedures, function \texttt{gx.robmva.closed} must be used. This procedure employs an isometric log-ratio transformation (ilr) (Egozcue et al. 2003; Filzmoser et al. 2009b), and involves additional internal computation hidden from the user. Chi-square plots are displayed with function \texttt{gx.md.plot} from the saved objects from the three \texttt{mva} functions.

Figure 15 displays the Chi-square plot for the same major and trace elements used to demonstrate the projection pursuit and PCA procedures following the application of an ilr transformation with function \texttt{gx.mva}. The use of the ilr transformation reduces the number of variables by one, explaining the y-axis title indicating 13 degrees of freedom. The data are clearly drawn from more than one multivariate normal distribution, as indicated by the flexure, and there are 8 outliers, possibly as many as 20. The identity of the potential outliers and their probabilities of membership in the data set can be displayed with function \texttt{gx.md.print}, and saved as a csv file for subsequent use if required.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig13}
\caption{Graphical display by function \texttt{gx.rqpca.loadplot} of robust PC loadings estimated with function \texttt{gx.robmva.closed} for the Maritime Provinces major and trace element suite employing an isometric log-ratio transformation.}
\end{figure}
When seeking to identify outliers it is recommended that robust estimators are used to better define the statistical parameters of the core background data. Figure 16 displays the results of applying function `gx.robmva.closed` to the data. By employing robust estimation with the default mcd procedure (Rousseeuw & Van Driessen 1999), two Chi-square plots are generated; the plot for the robustly estimated core data set of 98 individuals is displayed on the left, and the plot for all the data using the core data estimators is displayed on the right. An inspection of Figure 16 (right) indicates that there are ten clear outliers, and evidence of two populations in the data. The core data (Fig. 16 left), with a population size of 98, most likely represents a single multivariate normal population. Again, the identity of the potential outliers and their probabilities of membership in the data set can be displayed with function `gx.md.plot`, and saved as a csv file for subsequent use if required.

A comparison of the outliers recognizable in the plots of robust PCs 1 versus 2 and 3 versus 4 (Figs 14 and S18) and the most extreme outliers identified by the robust Mahalanobis distance procedure (Fig. 16 right) was made. Of the 10 extreme robust Mahalanobis distance outliers, 8 occur as outliers in the PC plots; of the next 14 greatest Mahalanobis distances, 11 occur as outliers in the PC space.

A Graphical Adaptive Interactive Trimming (GAIT) procedure for sequentially trimming outliers from a Chi-square plot was proposed by Garrett (1989). The GAIT procedure is implemented through functions `gx.md.gait` for open, and `gx.md.gait.closed` for compositional, data sets, respectively. Again, the iIr transform (Egozcue et al. 2003; Filzmoser et al. 2009b) has to be used to permit estimating Mahalanobis distances robustly. The GAIT procedure progresses iteratively, with information (0 or 1 weights indicating trimmed outlier or member of the core, respectively) being passed to the subsequent step through the saved object from the prior step. As each step proceeds, two Chi-square plots are displayed by `gx.md.plot`, the plot for the trimmed data set (left side), and the plot of all the observations with respect to the remaining core subset at that point in the GAIT procedure (right side). The procedure continues until the Chi-square plot of the remaining core subset is reasonably linear, indicating the likelihood of a single multivariate normal distribution. The results in the final saved object from the GAIT procedure can be displayed and saved as required by functions `gx.md.plot` and `gx.md.print`. It is essential to start the GAIT procedure off robustly. Therefore, two options are available: firstly, to use the Minimum Covariance Procedure of Rousseeuw & Van Driessen (1999) as the default procedure in the mva functions; or secondly, to employ a multivariate trim (mvt) and remove a percentage of the most extreme Mahalanobis distances of the initial data set, often in the range of 10 to 25%. The actual percentage is determined by trial and error through repeated executions of the GAIT functions before actually starting to sequentially trim.

Figures 17 and 18 display the results of applying `gx.md.gait.closed` to the 14-element major and trace element data set. Figure 17 presents the Chi-square plots resulting from a 15% mvt of the extreme individuals identified by classical non-robust estimation. The left panel of Figure 17 indicates that a further three individuals could be trimmed; the result of
doing so is presented in Figure 18. The result of this exercise is the removal of 30 multivariate outliers, and the creation of a core background data set of 153 individuals. The core data set is not a single population, as indicated by the flexure and lower density of points at the upper end of the Chi-square plot. However, it serves to separate the most extreme multivariate observations from the remaining data. If desired the GAIT procedure can be continued, or the previous step returned to and a greater number of observations trimmed. The group into which an individual observation falls is indicated by a weight (a list of the weights is in the saved object from the procedure). Weights of 0 and 1 indicate an outlier or a member of the core background data, respectively.

A comparison of the 30 outliers from the GAIT procedure with an mvt start and those from the mcd-based gx.robmva. closed procedure reveals gross differences. Of the top ten

Fig. 15. Chi-square plot displayed with gx.md.plot from the output saved from gx.mva applied to the element major and trace element data for the 0–5 cm <2 mm soils, Maritime Provinces, following an isometric log-ratio transformation.

Fig. 16. Chi-square plots displayed with gx.md.plot from the output saved from gx.robmva.closed applied to the major and trace element data for the 0–5 cm <2 mm soils, Maritime Provinces.
mcd identified outliers (Fig. 16 right) only three are identified by the GAIT procedure. From this it is deduced that it would have been important to continue the GAIT procedure to the point where the core data subset more clearly represented a single background population.

The function \texttt{gx.summary1} may then be used to generate summary statistics for As in the background data subset identified by \texttt{gx.robmva.closed} (see Table 4). Alternately, the weights can be bound to an existing data frame or matrix using the \texttt{cbind} R 'primitive' and the new object saved for further processing. It can immediately be seen in Figure 19 that the core background data still contain at least 12 As outliers. This particular example demonstrates an instance of a simple univariate procedure providing more insight than a more complex multivariate procedure. Figures 16 and 18 indicate that the data are polypopulational, as do the cumulative probability plots for As when they are subdivided by Ecoprovince (see Fig. 3). One of the gross As outliers discernable in Figure 3 is swamped by the data for the additional 13 major and trace elements and is not extreme in the multivariate context. The availability of prior ancillary information, such as Ecoprovinces, permits cumulative probability plots to be prepared supporting the hypothesis that there are three discrete data sets, and that upper limits of background variation (thresholds) can best be selected directly from those plots. Where no ancillary data are available multivariate data analysis tools may provide useful support to data interpretation. However, the simple approaches should always be investigated first, and they may prove to be the most effective.

Where a multivariate data set can be subdivided into a number of background populations and where core groups

Table 4. Summary statistics for As (mg/kg), estimated with \texttt{gx.summary1}, for the core background (N = 98) data subset identified by the \texttt{gx.robmva.closed} procedure

\begin{verbatim}
> gx.summary1(As$[ph.majors.Tes.robmva.closed

| N | NAs | Min | Q1 | M | Q3 | Max | MAD | IQR_SD | Mean | SD | CV% | SE & 95% | CLs on Mean |
|---|-----|-----|----|---|----|-----|-----|-------|------|----|-----|-----------|-------------|
| 98 | 0   | 0.6 | 2.2 | 3.4 | 5.2 | 15.7 | 2.15 | 2.224 | 4.653 | 3.713 | 79.8% | 0.3751 | 3.909<->5.398 |
\end{verbatim}

Fig. 17. Initial 15% Multivariate Trim (MVT) step for a GAIT investigation of the major and trace element data for 0–5 cm <2 mm soil, Maritime Provinces, following an isometric log-ratio transformation.

Fig. 18. Results of an additional GAIT step to remove a further three observations from the core data set.
of observations can be identified that characterize those populations; all of the observations in the original data set can be allocated to one of the background populations, or identified as a multivariate outlier with respect to the background populations (Garrett 1990). Functions `gx.mvalloc` and `gx.malloc.closed` perform the allocation procedure for open and compositional data, respectively. The functions are passed the total data set, the saved objects from the last GAIT or robust Mahalanobis distance investigations for each background population, and a cut-off value for the probability of group membership. Any observation (sample) with a probability of group membership in all background groups of less than the cut-off is allocated to an ‘unknown’ group. It is these individuals that are of the greatest interest as they identify those observations that have been most affected by non-background processes, whether they are unrecognized background populations, reflect the local presence of unusual primary or secondary processes, or are related to the presence of ore minerals. The allocation results and probabilities of group memberships may be displayed with function `gx.mvalloc.print` and saved as a csv file for any subsequent processing. Examples of the allocation procedure using synthetic and lithogeochemical data are provided in the ‘rgr’ manual.

QA/QC support

QA/QC support may be approached three ways:

1. Inspecting analytical data for long-term continuity using control reference materials and estimating analytical precision and accuracy;
2. Inspecting data for analytical duplicates to ensure satisfactory agreement, and displaying the duplicates as Thompson–Howarth plots; and
3. Determining if the data are ‘fit for purpose’ using Analysis of Variance (ANOVA) procedures to estimate if sampling and/or analytical variability is sufficiently small relative to the variability between the observations in the study.

Control reference data should be plotted using the `crn.plot` function, with the data in sequence of analysis, in order to detect any changes in laboratory procedure with time. Where a mean and SD for the reference material are available, the mean and tolerance bounds, expressed in probability terms, may be plotted as horizontal lines (Fig. 20a). If the tolerance bounds are expressed as a percentage of the reference value, horizontal lines can similarly be added to the plot (Fig. 20b). Should any analyses fall outside the chosen tolerance limits, especially if several analyses occur in a continuous run, some follow-up action is required to determine the seriousness of the issue and what action should be taken. In the above example the new data all fall within acceptable limits; however, there is a slight upward shift averaging about 2 mg/kg. Some geochemists may choose to subtract 2 mg/kg from the project Cu values before proceeding further in data analysis or compilation. The function also displays the mean and relative SD (CV%) for the control reference material analyses to estimate precision.

Fig. 19. Function `shape` used to display the As (mg/kg) data for the 0–5 cm <2 mm soil subset identified as background by the `gx.robmva.closed` procedure. Note the use of a data conditioning procedure available in R to rapidly produce a plot for inspection. Only those data for As are plotted where the weights (`wts`) from the `gx.robmva.closed` procedure are equal to 1.
Duplicate analyses can be inspected in a generally similar way using the `ad.plot1` or `ad.plot2` functions, by plotting the differences between the duplicates against their order of analysis. In this instance the difference between the two analyses is expressed as a percentage of their mean, and tolerance levels, expressed as percentage differences, are plotted as horizontal lines on the plot for the ranges they apply to (Fig. 21a). Alternately, the duplicates may be plotted as Thompson–Howarth plots (Thompson & Howarth 1973, 1978; Garrett & Grunsky 2003) with functions `thplot1` or `thplot2`, depending on whether the data are tabulated in columns or rows, respectively, with a line plotted to indicate the limit below which 95% of the duplicates plotted should fall for a given precision (Fig. 21b). For this example a precision (RSD) of ±7% was selected, and the Thompson–Howarth procedure indicated that there was a better than 91% probability that the ±7% target was met. As with control reference samples, any runs or grouping of duplicates that fall out of tolerance should be investigated to determine what remedial action should be taken.

Rather than comparison against external benchmarks, i.e. accuracy and precision, the real test is for whether the data are ‘fit for purpose’. This requires that the measurement errors due to local sampling and analytical variability are significantly smaller than the data variability between the observations (i.e. geochemical samples) across the survey area. Where analytical or sampling duplicates are available, the latter estimating the combined sampling and analytical variability, functions `anova1` or `anova2` may be used to carry out the F-test for fitness of purpose, and estimate the analytical precision in the case of analytical duplicates. Additionally, the ANOVA calculations permit the percentage of the total variability due to ‘between observation’ and ‘within observation’ components to be estimated (Table 5). The ANOVA for analytical duplicate determinations of Cu indicates that in excess of 99% of the variability in the duplicate analyses is between the duplicate pairs and less than 1% is due to analysis – a very favourable outcome. Additionally the precision (RSD) of the analysis is estimated as about 5%. In the case of field sampling duplicates this is particularly useful and informative for helping decide...
which variables merit plotting as maps or along traverses. However, if duplicates are generated appropriately a more informative procedure is available.

Preferably the analytical duplicate should be split from one of the field duplicates and the best practice is to use function `gx.triples.aov` (see Garrett (in press) for details). In such cases F-tests are undertaken for the local sampling variability relative to the analytical variability, and the between-observation, broader-scale, variability and the local sampling variability. The results can be useful for indicating where modifications to the field sampling or analytical protocols would improve data quality. For example, a high proportion of the variability at the analytical level would indicate that benefits would likely accrue from a more precise analytical procedure, perhaps one with a lower detection limit or use of larger sample aliquots. Where a high proportion of the variability is at the local sampling level, composite samples, which would have to be collected at all sites, could prove beneficial to survey quality.

The above ANOVA procedures are sensitive to heteroscedasticity, i.e. lack of homogeneity of variance. Homogeneity of variance is an underlying assumption to least-squares procedures, of which ANOVA is one, and requires that the variance of subsets of the data taken across the range of the data are relatively constant. With geochemical data ranging across more than 1.5 orders of magnitude this is unlikely. A standard procedure in such instances is to log-transform the data (Weisberg 1985). There is also the matter of the compositional nature of geochemical analyses; as has been noted previously, at concentrations less than 10% the scaling changes accomplished with logarithmic and logit transformations are linear, and therefore the partition of the variance between the various sources will be similar whichever transformation is used. Table 6 presents the results of the variance component estimation and F-tests for the Cu analytical duplicate data from Table 5. As can be seen, the logarithm and logit transformed results are identical, as might be expected at tens of mg/kg levels, and no transformation underestimates very slightly the within-ANOVA variance. A similar study for combined field and analytical triplicates is presented in Garrett (in press).

### Data conditioning

In some respects it could be argued that this section should be placed earlier as it contains some of the less glamorous but essential functions. These include tools for dealing with "less than detection level" values, situations where there are no data, and transformations.

By convention, package `rgr` treats negative numbers as indications of measurement levels below the method detection limit, thus -2 indicates <2. This is acceptable for geochemical analyses, but may limit the use of `rgr` by physical scientists who routinely encounter negative values. In such cases, potential `rgr` users would have to pre-process their data sets externally to `rgr` prior to importing them. Two functions handle non-detects recorded as negative numbers, `ltdl.fix` and `ltdl.fix.df`, the former for use with vectors and the latter with data frames. Both these functions contain ‘switches’ permitting the replacement of zeros or coded values such as -9999 with NAs (the standard S and R indication of missing data, indicating Not Available). These features are present because some software packages replace blanks with zeros when exporting data files, and some data providers explicitly code the absence of data with a character string like -9999. A task for the user is to determine the meaning of any zeros in data prior to its importation into R. Some zeros for non-compositional data may be legitimate; a zero for applied geochemical compositional variable should be treated as a non-detect and be replaced appropriately. It has proven good practice to process a newly imported data frame with function `ltdl.fix` after which one does not have to worry about non-detects and zeros. Where data contain a high proportion of non-detects, say greater than 10 to 15%, the procedures in `rgr` may not be appropriate. For non-parametric statistics the limit is far higher and, for example, percentiles displayed as -2 can be replaced by <2 in a publication table. Fortunately, advances in analytical chemistry over the last two decades have led to data sets where non-detects are increasingly infrequent. For parametric statistical methods, i.e. those based on means, variances and covariances, excessive non-detects will lead to inappropriate estimates that can be misleading and worthless. In such cases interested workers are referred to the work of Helsel (2012) for appropriate procedures, and those with compositional data should also consult Palarea-Albaladejo et al. (2007).

To avoid the potential problems caused by the presence of NAs in a data set, two R functions, `na.rm` and `na.omit`, are available to process NAs in vectors and data frames, respectively. The ‘rgr’ functions make explicit calls to ‘rgr’ prior to importing them. Two functions handle non-detects recorded as negative numbers, `ltdl.fix` and `ltdl.fix.df`, the former for use with vectors and the latter with data frames. Both these functions contain ‘switches’ permitting the replacement of zeros or coded values such as -9999 with NAs (the standard S and R indication of missing data, indicating Not Available). These features are present because some software packages replace blanks with zeros when exporting data files, and some data providers explicitly code the absence of data with a character string like -9999. A task for the user is to determine the meaning of any zeros in data prior to its importation into R. Some zeros for non-compositional data may be legitimate; a zero for applied geochemical compositional variable should be treated as a non-detect and be replaced appropriately. It has proven good practice to process a newly imported data frame with function `ltdl.fix`, after which one does not have to worry about non-detects and zeros. Where data contain a high proportion of non-detects, say greater than 10 to 15%, the procedures in `rgr` may not be appropriate. For non-parametric statistics the limit is far higher and, for example, percentiles displayed as -2 can be replaced by <2 in a publication table. Fortunately, advances in analytical chemistry over the last two decades have led to data sets where non-detects are increasingly infrequent. For parametric statistical methods, i.e. those based on means, variances and covariances, excessive non-detects will lead to inappropriate estimates that can be misleading and worthless. In such cases interested workers are referred to the work of Helsel (2012) for appropriate procedures, and those with compositional data should also consult Palarea-Albaladejo et al. (2007).

To avoid the potential problems caused by the presence of NAs in a data set, two R functions, `na.rm` and `na.omit`, are available to process NAs in vectors and data frames, respectively. The ‘rgr’ functions make explicit calls to ‘rgr’ function `remove.na`. This function removes any NAs from a vector, or rows containing NAs, from a matrix, and displays the number of NAs or matrix rows removed, and the size of the resulting...
vector or matrix. Where NAs represent missing data, say for insufficient sample material for an analytical procedure, it may be possible to impute a value from the multivariate information in the data set. Those requiring such imputations should investigate the robCompositions package (Templ et al. 2011a, b).

It is often informative to work on data subsets defined by a single criterion or several criteria in combination. Function `gx.subset` undertakes such tasks on data frames with the saved object being a new data frame which meets the criterion. The criterion can be any combination of factor (character string), and numeric variables. For example, all the stream sediment samples classified as draining a particular rock type, RCK3, and having Cu > value1 and Ni < value2, can readily be placed into a new data frame subset containing only the samples with that unique combination of properties for subsequent inspection or processing.

Three functions are available in ‘rgr’ to undertake data transformations related to matrices of compositional data. Functions `alr`, `clr` and `ilr` undertake additive, centred and isometric log-ratio transformations, respectively (Aitchison 1984, 1986; Egozcue et al. 2003; Filzmoser et al. 2009b). Functions `clr` and `ilr` are used internally by some ‘rgr’ functions, but all are available for use in investigations into closure and compositional data sets. A fourth function, `mg`, undertakes a range transformation on the columns of a matrix such that the values range from 0 to 1, corresponding to the lowest and highest values, with the intermediate values dispersed linearly between the extremes. Simple logarithmic, logit and square-root transformations may be achieved with the R functions `log`, `log10`, `logit` (in ‘rgr’) and `sqr`. Other transformations are available in other packages, such as Box-Cox in package MASS required by ‘rgr’, or may be scripted by the user.

Utility functions

Sometimes it is required to know if a particular data frame is available in a R session. Function `df.test` determines if a data frame is available in the current R session and if it is, the names of the variables are displayed. If `df.test` is queried with both the data frame name and a valid variable name, the number of observations for that variable is displayed.

On occasion one or a few NAs are buried in a long vector or large matrix and it is required to know just where they occur. Function `where.na` identifies the position(s) in a vector, or the row-column locations in a matrix or data frame, containing any NAs. It may also be used in an alternative procedure for removing the NAs from a data set.

Two functions are available for sorting data in a matrix or data frame. Function `gx.sort` operates on both matrices and data frames. By providing the name of the data object, together with the column to sort on, a sorted matrix, optionally in ascending (default) or descending order, is displayed or saved in a new object. Function `gx.sort.df` only operates on data frames, and is capable of complex multi-column sorts into ascending or descending orders, as the user requires. Again, the result of the sort may be displayed or saved as a new object.

Two functions have been implemented to investigate patterns in geochemical data along traverses or transects. The more incisive of these, function `gx.hypergeom`, employs the hypergeometric distribution as described by Stanley (2003). It is effective in determining if a pattern of above- threshold values conforms with a known or hypothesized geochemical model, or could just as easily have occurred by chance. A less powerful technique is the Wald-Wolowitz Runs test, function `gx.runs`, which is useful for testing pattern coherence with a known or hypothesized geological or geochemical model.

Two tools to assist in regression analysis studies are functions `gx.adj2` and `gx.lm.vif`. Function `gx.adj2` calculates adjusted $R^2$ values for multiple regression models taking account of the number of observations and independent (predictor) variables. Computation is based on data retrieved from the saved object of an R regression exercise. This estimator has been in use for many years and is included so that comparisons may be made with earlier studies. However, any current regression studies should employ Akaikes Information Criteria (AIC) which can be computed from a saved R regression model with R function `AIC` to guide optimal model selection. Function `gx.lm.vif` computes the Variance Inflation Factor (VIF), a measure of collinearity in a regression model. Collinearity is an undesirable property in regression models, and models can usually be improved by removing variables with high VIFs.

Considerable flexibility is available to users in preparing graphics for publications. Three functions display options that are available for line styles and colours (`display.lty`), plotting symbols (`display.marks`), and octal codes for including special symbols, such as the Greek µ in plot text (`display.ascii.o`). These may be printed out and provide useful aide memoires during graphics preparation. A fourth function, `display.rainbow`, displays the various options available for the alternate palettes for use in function `capslot`.

The descriptions and examples above are brief and many options are not fully described. The complete details with examples are in the 209-page ‘rgr 1.1.9’ Help Manual that is included in the ‘rgr’ package and is available as hypertext during a ‘rgr’ session.

DISCUSSION

The specific criteria for GIGS (Crain 1974) were for the system to have: (1) simplicity of operation; (2) interactions; (3) convertability; and (4) low-cost operation. The same criteria lay in the specifications for IDEAS, with the additions of: (1) friendliness; (2) the use of the ISO Standard GKS (Graphics Kernel System) and Fortran 77 standards to ensure interoperability; and (3) the generation of publication-quality graphics and tables (Garrett 1988). The ‘rgr’ package generally stacks up well against these objectives, better in some areas and less well in others.

The use of R has achieved all the objectives as far as inter-operability is concerned. R and ‘rgr’ run on Windows, Mac and Unix platforms. Low-cost operation has been achieved: R and ‘rgr’ run on today’s entry level desktop and laptop machines, and the software comes at no cost. The software will even run on notebooks and tablets, but the small screens on some of these devices are not suitable for line graphics. The preparation of publication-quality graphics, with the use of colour if desired, is routine, with R saving graphics files in all common formats. Tables can be exported, or ‘cut-and-pasted’, out of an ‘rgr’ session and edited for direct use in publications or presentations, etc.

It can be argued that R and ‘rgr’ have not met all the requirements for simplicity in that neither has a standard Graphics User Interface (GUI) as is available in many commercial software packages. However, the lack of a GUI and the use of a ‘command-line’ make it easier to exercise the many options available in both R and ‘rgr’, especially those for preparing graphical output. In some respects, the availability of the hypertext help files (those for ‘rgr’ include extensive examples), compensates for the lack of a GUI. R and ‘rgr’ lack some of the interactivity of IDEAS where it was simple to draw a polygon around a group of points on a display and graphically
create a data subset. It is acknowledged that using R and ‘rgr’ requires a commitment from the user to ‘learn a language’. This may be considered a drawback, and a hurdle over which some users may not wish to jump. However, once the ‘jargon’ is learnt it opens the way to publication-quality graphics and interesting investigations of data sets in a zero-cost Open Source environment.

When development of IDEAS ceased, a number of multivariate analysis procedures had not been implemented, for example, PCA. The decision to base future development on and in R immediately made available all the work and documentation that was in base R, in packages in CRAN, and in shared and published R and S scripts that carried our computations appropriate to ‘rgr’. The use of R as a platform facilitated and reduced the time for the development of ‘rgr’ with proven and reliable software.

Lastly, there is debate concerning the importance of addressing the compositional nature of the chemical data of applied geochemistry, and allowing for closure. Some would argue that failure to completely address closure invalidates the results of any data analysis. It is hard to support this view when many of the procedures in ‘rgr’ have been used successfully over the years in mineral exploration and other applied geochemistry studies without allowing for closure. The important question that cannot be answered is: “How many mineral exploration failures have there been because closure was ignored?”

The projection pursuit examples in Figures 9, 10, S13 and S14, illustrate the discussion well; from an EDA perspective it is the instance of ignoring the compositional nature of the data that provides the greatest EDA insight (Fig. 10). Tempel et al. (2008) report similar findings, and state “Informative results are not necessarily obtained by tuning the parameters for cluster analysis in a statistically optimal way”.

The EDA procedures in ‘rgr’ can identify ‘unusual’ observations; it is then the task of the user to explain and interpret them. When closure has not been considered and the EDA procedures have led to mineral discoveries, it would seem that closure is not a major concern. However, when the task is to understand, hypothesize or identify geochemical processes, it is important to consider the compositional nature of geochemical data. In this respect, one has to balance the realities of mineral stoichiometry with the mathematical implications of compositional data; this provides a continuing challenge. Package ‘rgr’ provides tools for both approaches to data, and users are encouraged to try different methodologies and develop the experience to guide data analysis for a variety of applied geochemistry applications.

CONCLUSIONS

Package ‘rgr’ has met many of the graphical and statistical requirements of applied geochemists at the GSC. By basing ‘rgr’ on the R-Project users have also been introduced to R and are able to take advantage of all the benefits that R and CRAN offer. Some with specific needs are using R in routine and innovative ways to support their projects.

As noted previously, there are many statistical procedures not included in ‘rgr’ because they are already present in R and other CRAN packages. For example, extensive regression procedures for classical ordinary least-squares, robust and non-linear modelling and various hypothesis testing tools are all available in R. Where ‘rgr’ has contributed is in generating graphics, tables, and undertaking procedures typically used in applied geochemical data interpretation. Undertaking the work to extensively document ‘rgr’ so that it is acceptable for CRAN has meant that it is available to the applied geochemical community on a wide variety of computing platforms. The fact that it is all Open Source means that others can build on the software as ‘rgr’ has been built on previous work of others.

The author expresses his thanks to Graeme Bonham-Carter, Eric Grunsky and Wendy Spiroto for their comments and suggestions for improvements to an original typescript, and to two anonymous reviewers for their constructive comments on a draft of this paper. It would be remiss not to mention the collaborations with Eric Grunsky and Graeme Bonham-Carter, both R and S-Plus users, at the GSC over the years, and with Dave Lorenz of the U.S. Geological Survey, Minneapolis, who helped solve a particular ‘knotty’ problem in 2005. This paper is published as Natural Resources Canada contribution ESS 20110271.
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