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Abstract: Diagnosis of sickle cell anemia by manual visual inspection through microscope is time consuming and causes human errors. Observational errors occur mostly due to overlapping of cells in blood smear image. Here, an automatic segmentation approach is introduced which isolates sickle cells from all other cells within a blood sample. The proposed system is an approach to find the elliptically shaped sickle cells through geometric feature extraction and contour based segmentation to isolate sickle cells. This technique is a method of isolating sickle cells from other cells within blood sample using cell morphology. A combined approach of extraction of seed points, contour extraction and estimation of contours is used for separation of sickle cells from red blood cells. The methods used for the extraction of seed points are by Ultimate Erosion for Convex Sets and Fast Radial Symmetry transform. The contour evidence is extracted by associating edges of the cells to the seed points. The overlapping and clustered cells in image are identified using ellipse fitting method for contour estimation. Using the seed points and the contour extraction, the edges of the cells are estimated. The lines joining the shape of cells are drawn through estimation of shape of contour. This eliminates cells other than elliptical shaped cells. The proposed system can successfully isolate sickle cells from healthy blood cells within the blood smear image. This automated system has a better accuracy and faster computation speed compared to the existing methods for the detection of sickle cells. This identification methodology helps the health professionals for faster diagnosis.
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I. INTRODUCTION

Sickle cell Anemia (SCA) is a genetic abnormality seen in tribal people not only in India but also many countries in the world. This disease is due to a mutation in β-globin (HBB) gene that informs our body to create the iron abundant compound that creates blood red in color and enables Red blood cells (RBCs) to carry oxygen from lungs throughout our body (hemoglobin). The disease is caused due to deformation within the shape of red blood cells. Sickle cell anemia is inherited in an autosomal recessive manner. When an individual inherits two abnormal hemoglobin genes which means one from each parent causes sickle cell disease. This is often caused due to the mutation in HBB gene in sickle cells that distorts one among the amino acids, in beta chain of hemoglobin. This defect causes the hemoglobin protein to stick each other and form very hard fibers. These fibers distort the shape of RBCs and make them more fragile. It causes considerable body pain, swelling in hand and feet, stroke and bacterial infections [1,2]. During a study conducted on 2015, around 4.4 million people have sickle cell disease, and an additional 4.3 million have sickle cell trait.

The existing method for diagnosis of anemia might not provide a correct result even after an exhaustive testing. Visual assessment of the discoloured RBCs is additionally taken for diagnosis of anemia which is discussed by Bain[3] and Thirusittapalam[4]. There are various types of deformation in RBCs, which is confusing during the assessment of disease diagnosis. Christoph[5] and Maciaszek[6] discussed the drawbacks occurring in microscopic result and manual inspection which are time consuming and any interruption in detection process leads to erroneous diagnostic results. On visual inspection of image, the lab technician is most likely to get confused with the rare anemic conditions of disease. If the counting process is interrupted, the medical laboratory technologist should start from the scratch. After the blood cell slides have been analysed they are washed away. Thus there is no quick and simple method of retrieving the blood cell images for storage or future reference. All blood samples that come for testing are not saved as images. Cases of rare medical condition are stored as images for future references.

Image processing of blood smear image helps in reducing the observational defects in visual inspection of blood image. In this paper, a method was introduced for fast and accurate detection of sickle cells in blood image. However, there have been researches conducted in image processing to classify sickle cells [7-15] by different shape deformations of RBCs. This paper describes a much faster image processing of blood smear images. All unwanted elements within a blood smear image are removed by suitable algorithm. This also involves removing low frequency noise, normalization of intensity of each particle in the image, removing the reflections and masking selective portions of the images. Image filtering includes linear, nonlinear, edge detection and zooming operations. Brightness and contrast of images can be adjusted by enhancement methods.
After comparison of filtered images with various filters, median filter [16] fits the most effective filter suitable for processing of SCA. Enhancement of images is performed through process of contrast improvement, image sharpening, suited for further processing or analysis. This is often used for point processing, filtering and image pseudo colouring. After image enhancement and morphological operations are applied, other components of blood such as WBCs and platelets can be easily removed [17]. The edge detection of the sickle cells determines the presence of edges or lines in blood smear images thus outlining them in an appropriate way. The orientation, amplitude and location of particular interested areas are the important characteristics of possible edges. The detector decides edges based on the above mentioned characteristics. Different edge detector operators [18] are also used for the edge detection according to variations in characteristics of images.

Feature extraction of objects within the blood smear image helps to detect relevant and important attributes for further processing. There are multitudes of features that can be chosen for feature extraction. Feature selection involves choosing the best features by excluding irrelevant or redundant features. This also helps in extracting information from data and takes less number of features [10, 19-22]. This removes irrelevant features thus increasing the efficiency, accuracy and enhancing the resulting images. In this paper, a simple feature extraction method is selected based on less processing time. Geometric features itself can distinguish sickle cells from all other objects in the blood smear image. Wang [23] proposed shape from shading method and multi-scale surface fitting to segment RBCs through shape feature extraction. Sklansky [24] presented a set of features that can be implemented for segmentation of continuous tone images using computer techniques. Kanafiiah [25] proposed radial based cell formation algorithm for overlapping cell separation. Cell detection based on shape signature using neural networks has been introduced by Elsalamony [26] for distinguishing different shapes of RBCs. The distinctly existing cells in the image can be eliminated through these techniques but overlapping and clustered cells cannot be distinguished. Gonzalez [27] introduced ellipse adjustment and an algorithm to separate the clustered RBCs and sickle cells. Elsalamony [28] proposed cell signature, neural networks and SVM to detect different anemic conditions in human red blood cells and gave an idea about numerical values of features of different shapes of RBCs. A discussion on cell splitting at a high degree of overlapping in blood smear images was done by Ngoc [29].

Park in 2013 [30], introduced a segmentation method and classification of overlapping nanoparticles which gave an concept about separating the blood components which are at a nanoparticle dimension. This is an automated morphology analysis of partially overlapping nanoparticles. The methods adopted were particle separation with ultimate erosion process proposed by Loy [31], Cheng [32] and edge-to-marker association for the segmentation of overlapping nanoparticles. Using the identical method Zafari [33] and Kharma [34] attempted to separate elliptical bodies in microscopic image samples. The marking of seed point and edges [35] of every objects and segmentation are discussed by Kothari [36] through fitting the elliptical shaped bodies. Pilu [37] and Fitzgibbon [38] has discussed about fitting the ellipse using direct least square method. In this paper, the blood sample image consists of round, elliptical, concave and elongated shape objects. A segmentation technique has got to be applied on those objects [39-42] was discussed about methods in identifying concave, ellipse, round and sickle shaped objects for segmentation. Error detection during the estimation of contour during contouring with a completely unique method was discussed to reduce errors during the method [43, 44]. A comparison of different existing methods was conducted in [45-49] that discusses about segmentation of objects and sickle cells in blood smear image.

II. METHODOLOGY

The images that were collected from different laboratories and dataset from different authors were saved to 64 bit Core-i5 Windows supported computer. Those images were converted to different color components like red, green and blue. Qualitatively green color encompasses a darker appearance with good contrast between different components in blood and also the background. Thus green component images were selected for further processing of images. The image processing techniques for the segmentation of sickle cells from other cells within the proposed system are mentioned below:

A. Filtering

For the visualization and interpretation of every image for good quality medical images, filtering of images is critical. There are a variety of filtering methods available for different applications. Major part in filtering is that the removal of noise without affecting information that is required for further processing and this also helps within the enhancement of images. Median filters [18] are capable of removing noise by preserving edges. Here, each pixel in image was considered successively and it is the very near neighbors to make a decision whether it is the representative of its surroundings. This filter replaces the pixel values with the median of its neighboring pixel values. The kernel is going to be a 3x3 matrix with all elements 0.1111.

B. Edge Detection

The shape of an object can be determined by the identifying the edges of each object. Edge detection helps in finding the edges and adding those edges on images to get a darkened with sharp edge. This gives more information about the features of the object and preserves the useful data in the image. Canny Edge Detection technique [20] satisfies most edge preservation conditions by giving better localization, minimal response and good detection of objects. The basic equation for Canny edge detector is

\[ H(g) = \int_{-\infty}^{\infty} G(-x) f(x) dx \] (1)
where \( f(x) \) is impulse response of noise, \( G(x) \) is the edge where edge is centered at \( x = 0 \). \( H(g) \) represents the response of filter to center of edge and filter bounded at finite impulse response \( -W \) and \( W \).

C. Feature Extraction

Extraction of features minimizes the quantity of resources that are required to explain an object. The method of feature selection could be a tedious one as some important features which is able to be of high importance but have complicated measurement procedure. The object that has to be extracted from the image was sickle cell and the features can be identified using its shape [21-24]. Selection of the exact feature is a difficult process, so it requires a large study and to seek out the simplest and fast method for extraction of features. Geometric features [12] were suitable for identification of shape of the object.

- **Geometric Features**: Area, centroid, maximum axis length, minimum-axis length, eccentricity, perimeter, form factor, convex- area were some of the main features of geometric feature. Table1 mentions different variables selected for geometric features of objects.

### Table 1: Variables description of geometric features

| Sl. no. | Variables | Description of variables |
|--------|-----------|--------------------------|
| 1      | Area      | the actual number of pixels in the region |
| 2      | Major Axis Length | the length of major axis of ellipse in pixels |
| 3      | Minor Axis Length | the length of minor axis of ellipse in pixels |
| 4      | Eccentricity | the ratio of minor axis length to major axis length |
| 5      | Perimeter  | the distance between each adjoining pair of pixels around the edge of the region |
| 6      | Form factor | the distance between adjoining pair of pixels on the border of the region |
| 7      | Convex Area | the area of convex hull of a region |

D. Extraction of Seed Points

Seed points are identified to find the number of individual elements in an image. The seed points are extracted using an iterative algorithm Ultimate Erosion for Convex Sets(UECS)[29] and Fast Radial symmetry Transform(FRS) [30].

- **Ultimate Erosion for Convex Sets (UECS)**: Let there be \( n \) objects in an binary image \( I \) with a set of pixels in interior or boundary of object \( i \) be \( C_i \) given that \( I = \bigcup_{i=1}^{n} C_i \). A pairwise disjoint markers were applied on the image to obtain a connected subset for \( C_i \). Those markers were obtained by performing Minkowski subtraction [31] to \( I \) for \( B (0,1) \) where \( B (x,r) \) for a closed ball centered at \( x \) with radius \( r \). By repeated erosion operation separates the overlapping junctions. A complete set of erosion operation was carried out to the remaining connected sets, which results in markers hence called as Ultimate Erosion. This process leads to over segmentation of objects and this can be eliminated through Ultimate Erosion of Convex sets.

Ultimate erosion approach uses iterative process starting from \( I \) to update till \( I^{th} \). The process starts with \( I^0=I \). For \( i^{th} \) connected component \( A_i^{(b)} \) in \( I^{(b)} \), to compute \( R_i \) and updating \( I^{(b+1)}=U_i R_i \)

\[
R_i = \begin{cases} 
A_i^{(b)} \Theta B (0,1) & \text{if } A_i^{(b)} \text{ is not convex} \\
A_i^{(b)} & \text{otherwise} 
\end{cases} \tag{2}
\]

And iteration stops at \( I^t = I^{(t-1)} \). To find the concavity of object in image suppose that the image \( I \) be a connected set, if \( O=\text{conv}(I) \) and \( V=O/I \). Then consider \( V \) has \( m \) connected sets. The boundary of \( j^{th} \) connected set of \( V_j \) the size of concavity of \( V \) is

\[
c(V) = \max_{j=1, \ldots, m} \left( \frac{d(V_j \cap \partial O_i, V_j \cap \partial I)}{L} \right) \tag{3}
\]

Where \( L = \max_{j} \min_{i} \| x - y \| \) and \( L(L) = l(V_j \cap \partial O) \), the length of line segment \( L \). The concavity range measurement is \( [0, 0.5] \). The criteria for stopping iteration was comparing the threshold value[37].

- **Fast Radial symmetry Transform (FRS)**: To find the seed points in blood such as RBCs and sickle was done by Bounded Erosion method followed by Fast Radial Symmetry Transform [30,33] is used in work to improve the accuracy of extracting seed points. FRS transform eliminates the duplicate seed points by evaluating the extracted seed points for rotational symmetry. A continuous set of radii can be calculated through this transform and it will point out every edge pixels of the image space.

In this transform, for each radius \( m \) an orientation projection image denoted as \( O_m \) and the magnitude projection image denoted as \( M_m \) were formed. The orientation image and magnitude images are formed taking the gradient \( g \) at each point \( p(i, j) \) from which the corresponding positive affected pixel \( p_{+ve}(i, j) \) and negative affected pixel \( p_{-ve}(i, j) \) are determined. \( p_{+ve}(i, j) \) is the pixel that \( p(i, j) \) is pointing to the distance \( m \) away from \( p \) and \( p_{-ve}(i, j) \) is the pixel distance \( m \) away with the gradient which is pointing directly away from it. The coordinates are given by

\[
div(e_j, S) = \min_{x, y} \left\{ g(e_j)i \cdot \nabla(x, e_j) \right\} \tag{4}
\]

\[
p_{+ve}(i, j) = (i, j) - \text{round} \left( \frac{g(i,j)}{\| g(i,j) \|} \right) \tag{5}
\]

Orientation projections coordinates of images were

\[
O_m (p_{+ve}(i, j)) = O_m (p_{+ve}(i, j)) + 1 \tag{6}
\]

\[
O_m (p_{-ve}(i, j)) = O_m (p_{-ve}(i, j)) - 1 \tag{7}
\]

Magnitude projection coordinates of images were

\[
M_m (p_{+ve}(i, j)) = M_m (p_{+ve}(i, j)) + \| g(i,j) \| \tag{8}
\]

\[
M_m (p_{-ve}(i, j)) = M_m (p_{-ve}(i, j)) - \| g(i,j) \| \tag{9}
\]
A radial symmetry $S_m$ was calculated for above obtained images with radius $r \in [R_{min}, R_{max}]$ using convolution of $F_m$ and a two dimensional Gaussian $A_m$. It is given by

$$S_m = F_m * A_m$$

Where

$$F_m(i, j) = M_m(i, j) \left( \frac{O_m(i, j) - k_m}{k_m} \right)^n$$

$\alpha$ is radial strictness and $k_m$ is scaling factor which normalize $M_m$ and $O_m$ on different radii. Hence $S$ is found to be

$$S = \frac{1}{N_m \in [R_{min}, R_{max}]} \sum S_m$$

$N$ is the set of radii which are radially symmetric features that has to be detected. The output image $S$ obtained will have positive values that correspond to regions with bright radial symmetry and negative values indicate the regions with dark symmetry.

**Contour Evidence Extraction:** The contour extraction is processed by edge to seed point association by taking the parts of overlapping objects and those detected seed points. The contour estimation includes edge to seed point combination method by distance and divergence index to assign edge pixel points to that seed points. When the seed points are marked through seed point extraction method, the next step grows the markers on repeated application of geodesic dilations to those markers [31,33,35]. The growth stops when these markers collide with other grown markers. These markers infer as contour evidence and are the complete contours of the objects. In contour evidence extraction, first step is to extract all the edge pixels from an image and then associate those pixels with each individual marker according to the distance measurement.

The distance measurement was given by

$$g(e_j, S_i) = \min_{x, \alpha \in \Omega} g_j(x)$$

Where $g_j(x)$ is Euclidean distance $|e_j - x|$, the line $e_j$ to $x$ resides entirely within $\Omega$ and $\alpha$ for line outside $\Omega$. This method avoids overemphasizing and irrelevant marking. The divergence index of $e_j$ from $S_i$ compares the direction of intensity gradient at $e_j$ along the direction of line from $x \in S_i$ to $e_j$ [33]. This is expressed in a cosine function given by

$$\text{div}(e_j, S_i) = \min_{x, \alpha \in \Omega} \frac{\vec{g}(e_j, \vec{l}(x, e_j))}{\|\vec{g}(e_j)\|}$$

where $\vec{g}(e_j)$ is the direction of intensity gradient at $e_j$ and $\vec{l}(x, e_j)$ is the line direction from $x \in S_i$ to $e_j$. For these images, the intensity of objects is less than the background intensity. So, if $e_j$ is a part of $C_i$ contour, the gradient at $e_j$ diverges from $S_i, C_i$ is a convex object; the gradient direction is very close to vector direction that is from $S_i$ to $e_j$ is the cosine of angle between those two directions which are close is being maximized. The divergence index is the cosine of angle between two consecutive vectors.

The relevance measure is

$$\text{rel}(e_j, S_i) = \frac{1 - \lambda}{1 + g(e_j, S_i) / niter} + \lambda \frac{\text{div}(e_j, S_i) + 1}{2}$$

The weight constant $\lambda[0,1]$, $niter$ is the number of erosion iterations which are normalised to $[0,1]$. For experimental results $\lambda$ was chosen to be 0.5.

Figure 1(a) shows the original image. Figure 1(b) shows the binary image of the original image after the removal of RBCs, WBCs and platelets. The image consists of sickle cells, overlapped cells and clustered cells. This image also shows the rectangular marking where the image is cropped. Figure 1(c) is the cropped image. Figure 1(d) shows the marking of the seed point of each cell. Figure 1(e) shows the extraction of contour evidence and estimation of contour using edge-to-seed point method and contours drawn for edge of each object.

**Contour Estimation:** Finding the missing parts in image where contour evidence that estimated was performed by contour estimation. Contour evidence could not separate the overlapping and clustered cells during its operation. Ellipse fitting was included in contour estimation to segment sickle cells.

A set of data points $(u, v)$, where an objective cost function that is characterizing the goodness of ellipse is optimized based on algebraic deviation. In ellipse fitting method [36-39], the ellipse is formulated by the zero set of a 2nd order polynomial equation. Then for a given point $(u, v)$, the ellipse with a parameter vector $\alpha$ is defined by

$$a_1 u^2 + a_2 u v + a_3 v^2 + a_4 u + a_5 v + a_6 = 0$$

where

\[
\begin{align*}
\alpha &= \begin{bmatrix} a_1 & a_2 & a_3 & a_4 & a_5 & a_6 \end{bmatrix} \\
\end{align*}
\]
All images are in JPEG format with 24 bit color depth, resolution 2592 x 1944. The images were then converted to PNG format to get a more data clarity which is good for pre-processing. The ground truth images marking sickle cells were provided by Histopathology department in Government Medical College Hospital, Kozhikode, Kerala, India and sample images from pathology lab at Government Medical College Hospital, Thiruvananthapuram, Kerala, India. Another set of data were provided by Gonzalez, Guerrero-Pena, S. Herold-Garcia et.al.[27]. The blood smear images acquired from microscope were filtered to remove unwanted elements and noise in the images. Filtering of image uses median filtering as it gives a smoothed image without losing the vital information. The filtered images were used for edge detection of cells by edge detection operators. This information gives the boundary line of each cell to identify the clustering, overlapping and isolated cells in the image. To analyze or identify cells in the image, it requires an accurate foreground cell extraction method making the image segmentation reliable. Various morphological operations such as erosion and dilation were initiated to remove large size and tiny cells from image foreground. All large size cells within the image are WBCs and tiny cells are platelets. The size of WBC and platelets are compared with size of RBCs. Thus removal of WBCs and platelets were initiated.

The proposed sickle cell diagnostic system uses different stages of image processing techniques to get an accurate disease identification methodology. The objective of this work is to eliminate normal cells within image and isolate sickle cells. The acquired images in the computer were samples of blood smear consisting of all components of blood such as WBCs, RBCs, platelets and other components. These cells are clustered and overlapped with each other. The isolation of sickle cells using segmentation process is difficult on clustered and overlapped cells as they contain normal cells attached to sickle cells. The sickle cells are isolated to measure disease acuity. Therefore the images have to undergo different pre-processing techniques namely image filtering, enhancement, edge detection, feature extraction, extraction of seed points, extraction of contour evidence and contour estimation which is proposed in this disease identification methodology.

The images in dataset were captured with a Canon Power Shot G5 camera USB connected coupled to an optical laboratory microscope. The blood sample which is also called blood smear is the specimen observed under the microscope. This image is digitized from optical image with 40 times objective lenses which is around 400 magnifications for studying cells and cell structure. These captured images were stored in the computer and an USB connected to the camera.

\[
a = \begin{bmatrix} a_0 & a_1 & a_2 & a_3 & a_4 & a_5 \end{bmatrix}
\]  

The ellipse of quadratic condition is given by

\[
\Delta = a_0^2 - 4a_0a_5 < 0
\]  

In ellipse fitting the sum of squared algebraic distances were involved and was given by

\[
d(a, (u, v)) = a_0u^2 + a_1uv + a_2v^2 + a_3u + a_4v + a_5
\]  

And the quadratic condition in matrix was given by

\[
a^T Ca < 0
\]  

With a constraint matrix

\[
C = \begin{bmatrix} 0 & 0 & -2 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
\]  

This minimizes the problem of adopting generic polynomial equations. A specific auxiliary condition has to be considered to get the final solution. The quadratic condition that replaces the direct least square ellipse fitting is given by

\[
\Delta = a_0^2 - 4a_0a_5 = -1
\]  

Then the system of equations become

\[
Sa = \lambda Ca
\]

\[
a^T Ca = -1
\]  

This can be obtained by a rank deficient generalized eigen system using the parameter vector \( a \). The formulation of ellipse fitting makes computationally efficient and was robust to noise.

**III. RESULTS AND DISCUSSION**

The proposed sickle cell diagnostic system uses different stages of image processing techniques to get an accurate disease identification methodology. The objective of this work is to eliminate normal cells within image and isolate sickle cells. The acquired images in the computer were samples of blood smear consisting of all components of blood such as WBCs, RBCs, platelets and other components. These cells are clustered and overlapped with each other. The isolation of sickle cells using segmentation process is difficult on clustered and overlapped cells as they contain normal cells attached to sickle cells. The sickle cells are isolated to measure disease acuity. Therefore the images have to undergo different pre-processing techniques namely image filtering, enhancement, edge detection, feature extraction, extraction of seed points, extraction of contour evidence and contour estimation which is proposed in this disease identification methodology.

The images in dataset were captured with a Canon Power Shot G5 camera USB connected coupled to an optical laboratory microscope. The blood sample which is also called blood smear is the specimen observed under the microscope. This image is digitized from optical image with 40 times objective lenses which is around 400 magnifications for studying cells and cell structure. These captured images were stored in the computer and an USB connected to the camera.
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White blood cells are identified by their size and shape. These cells are identified by their large size than RBCs and platelets. Figure 2(a) shows the original image. Figure 2(b) is the green component image of original image and figure 2(c) is the WBCs marked for reference.

The green component image has higher contrast which distinguishes WBCs, RBCs and platelets.

The green component image is converted to gray-scale image and then converted to binary image. Binary conversion is performed by Otsu [19] process that finds the threshold value of an image that minimizes the weighted sum within class of variance of each cell. The image erosion process removes irrelevant sized cells from binary image. It is used for shrinking, thinning, stripping away extrusions and separating the joined cells in image. Large cells in the images were eliminated during erosion process. Figure 2(d) shows the image in which WBCs were removed during erosion process. Very small particles within the images are referred as platelets in comparison with the size of RBCs. Platelets are removed by the process of image dilation. The dilation process grows and thickens the cells that are small in size. Through morphological operations using MATLAB functions, platelets are removed. The cells on the boundary of the images were also removed because they will give erroneous information about cells while performing image segmentation. Figure 2(e) shows the image where platelets and cells on the boundary of images are removed.

The image obtained consists of RBCs and sickle cells. For further processing of images, it requires more details of cells present in it. An edge detection technique is applied to get clear edges so that sickle cells can be isolated easily within the image. Canny edge detection operator is utilized for this purpose. The Canny edge detector first blurs the edge and then smoothen it. The edge lines are thick and clearly show the overlapped and clustered cells within the image. Figure 2(f) shows the edge detection applied to the image using Canny edge detector.

There are around 42 features [12] that can be extracted from blood cell images for identification of blood cells. These include 10 metric features, optical density features, optical density histogram features, optical density difference histogram features, run length features and co-occurrence features of the image. In this present work, the extraction of geometric features of an image in proposed methodology makes disease identification easier and faster. The main geometric features are area, centroid, major axis length, minor axis length, eccentricity, perimeter, form factor, convex area. Different geometric features were extracted and compare to find the best feature that can be selected to identify sickle cells from normal blood cells.

The minimum value of RBC eccentricity and form factor is approximately zero, which makes the cells round in shape. Table 2 shows the range of variables selected within feature extracted image, from which the values of eccentricity of RBC is found to be 0.13 to 0.8 and 0.9 to 0.99 for sickle cells. Thus with this particular range of values, it is possible to eliminate RBCs from the blood smear image. The images also contain sickle cells with overlapped and clustered cells. The overlapped and clustered cells also contain RBCs which are overlapped with sickle cells. This overlap needs to be segmented using an easy and fast segmentation method.

The isolated erythrocyte cells (RBCs) were eliminated using dilation process by taking the feature extraction values. The resulting output images still have sickle cells, clustered cells and the overlapped cells. An improved faster method was introduced for the segmentation of sickle cells from clustered and overlapped blood cells. The first step for this process involves extraction of seed points in order to differentiate the cells within the images. This result was achieved by Bounded Erosion Fast radial Symmetry transformation and Ultimate Erosion for convex sets method [29-32]. The cells within the images were differentiated by their size and shape like elliptical/elongated and round objects. The clustered and overlapped cells were measured to find the seed points of the objects and then the seed points were marked at the center of each cell. Then the seed points of objects and the seed points were marked on the center of each object.

![Table 2. Range of variables in feature extraction](image)

| Object      | Area in pixel values | Major Axis Length | Minor Axis Length | Eccentricity | Perimeter in pixel values | Form factor | Convex Area |
|-------------|----------------------|-------------------|-------------------|--------------|--------------------------|-------------|-------------|
|             | Max                  | Min               | Max               | Min          | Max                      | Min         | Max         | Min         |
| RBCs        | 76375                | 1159              | 150               | 131.25       | 0.8                      | 0.13        | 1094        | 666.25      | 0.39        | 0.17        | 31107       | 12778       |
| Sickle Cells| 8469                 | 338               | 240               | 190.36       | 0.99                     | 0.90        | 735         | 680         | 0.5         | 0.4         | 20279       | 11098       |

The isolated erythrocyte cells (RBCs) were eliminated using dilation process by taking the feature extraction values. The resulting output images still have sickle cells, clustered cells and the overlapped cells. An improved faster method was introduced for the segmentation of sickle cells from clustered and overlapped blood cells. The first step for this process involves extraction of seed points in order to differentiate the cells within the images. This result was achieved by Bounded Erosion Fast radial Symmetry transformation and Ultimate Erosion for convex sets method [29-32]. The cells within the images were differentiated by their size and shape like elliptical/elongated and round objects. The clustered and overlapped cells were measured to find the seed points of the objects and then the seed points were marked at the center of each cell. Then the seed points of objects and the seed points were marked on the center of each object.
Figure 3(a) shows the seed points marked on the objects in the image. The seed points obtained on each cell should be positioned at the center of cell envelope. This was accomplished by using contour evidence extraction and detection of the edge of the object. The associations of seed point to edge pixels are carried to determine the shape of object. Boundary markers were used to discriminate geodesic dilations to the markers. The markers grow according to the edge pixels of the cells in image and the growth stops when the markers collide with other growing markers. These markers were termed as contour evidence. Figure 3(b) shows the image after contour evidence extraction.

The contour estimation of images was performed to find the missing cell contour within the image, where contour evidence was estimated. The overlapped cells were not separated during the contour evidence extraction method. An ellipse fitting method is employed in which the partially observed cells were modeled forming elliptical shape. The direct least square method for ellipse fitting was adopted for estimation of cells within the image. After the extraction of contour evidence, the ellipse fitting method will completely mark the shapes of the cells and hence be able to separately detect each cell within overlapped and clustered cells. This was observed figure 3(c) shows the image that consists of round and elliptical shaped objects. Hence we are able to visually separate sickle cells within the image. Figure 3(c) shows we have isolated sickle cells by eliminating all other normal cells within that image. Figure 3(d) shows the image of isolated sickle cells. Thus it was able to isolate sickle cells from other normal cells within the image.

Thus the proposed diagnostic methodology isolated sickle cells from other normal cells within the image, hence providing health professionals a better idea about the severity of illness. When number of sickle cells is more, then the illness is severe and when it is less, it concludes that it is the starting stage of illness. This also helps professional for appropriate interpretation and fast decision making during treatment procedures.

A study conducted takes into account an isolated RBC and sickle cell from the image shown in figure 4(a) for further clarification in selection of feature variables. The selected cells are shown in image with red rectangular markings. Figure 4(b) shows the image of a cropped RBC and figure 4(c) shows the cropped image of an isolated sickle cell. Figure 4(d) shows the Major axis length and Minor axis length marking on edge detected image of cropped RBC and figure 4(e) shows the Major axis length and Minor axis length marking on cropped sickle cell image.

The features of cropped RBC and sickle cell were extracted and values that were found are shown in table 3. Value of eccentricity can easily differentiate sickle cells from RBCs. Table 2 shows the ranges of features of all cells and selected minimum value and maximum values of the features. Table 3 shows the range of feature values of single cells for further clarification. If the observed eccentricity value of an ellipse is close to 1 (like 0.8 or 0.9) the ellipse is long and skinny, it is classified as sickle cell. If the observed eccentricity is close to 0 or 0.6, the ellipse is circular and is a normal RBC.
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If the observation shows area of an ellipse is 20000 and below, it is classified as sickle cell. If observed value of area is 20000 and above the ellipse is round, it is classified as RBC.

Table 3. Feature values of single RBC and sickle cell

| Object     | Area in pixel values | Major Axis Length | Minor Axis Length | Eccentricity | Perimeter in pixel values | Form factor | Convex Area |
|------------|----------------------|-------------------|-------------------|--------------|----------------------------|-------------|-------------|
| RBC        | 36677                | 141.22            | 136.54            | 0.61         | 431.39                     | 0.25        | 21103       |
| Sickle cell| 2910                 | 210.87            | 74.43             | 0.93         | 705.21                     | 0.43        | 15070       |

IV. QUANTITATIVE AND COMPARATIVE STUDY

Assessment of the experimental results was conducted to understand quantitatively the measure of accuracy of the proposed system. The measurement was done with 300 images from the dataset, 10 images were taken for performance analysis and four images were compared with other existing methods [45-48] shown in figure 5. The performance measure was conducted using Precision, Recall, F-measure and finding the Accuracy of the system.

TP-True Positive: Sick people are identified sick correctly that is it is correctly identified.
FN-FALSE-Negative: Sick people are identified as healthy that is incorrectly rejected.
FP-FALSE-Positive: Healthy people are identified as sick that is correctly rejected.
TN-True Negative: Healthy people are identified healthy correctly that is correctly rejected.

\[
\text{Precision} = \frac{TP}{TP + FP}; \quad \text{Recall} = \frac{TP}{TP + FN}; \quad \text{F - measures} = 2 \left( \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \right); \quad \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

Table 4. Performance of Sample images

| Sample Image | No. of cells in image | Correctly segmented | Under segmented | Over segmented | Precision | Recall | F-measures | Accuracy |
|--------------|-----------------------|---------------------|-----------------|---------------|-----------|--------|------------|----------|
| 1            | 33                    | 33                  | 0               | 0             | 1         | 1      | 1          | 1        |
| 2            | 59                    | 55                  | 2               | 2             | 1         | 0.98   | 0.99       | 0.97     |
| 3            | 340                   | 317                 | 12              | 11            | 0.97      | 0.96   | 0.96       | 0.97     |
| 4            | 151                   | 143                 | 6               | 2             | 0.99      | 0.96   | 0.96       | 0.99     |
| 5            | 502                   | 491                 | 38              | 3             | 0.99      | 0.94   | 0.96       | 1        |
| 6            | 97                    | 96                  | 1               | 0             | 1         | 0.98   | 0.99       | 1        |
| 7            | 371                   | 344                 | 25              | 3             | 0.99      | 0.93   | 0.96       | 0.99     |
| 8            | 244                   | 232                 | 8               | 4             | 0.98      | 0.97   | 0.97       | 0.98     |
| 9            | 578                   | 532                 | 33              | 3             | 0.99      | 0.94   | 0.96       | 0.98     |
| 10           | 66                    | 63                  | 3               | 0             | 1         | 0.95   | 0.97       | 1        |

The performance evaluation was conducted on the data set available and a sample of 10 images is shown in Table 4. As the size of RBCs and sickle cells varies from a range of maximum value to minimum value demonstrated in Table 2. The proposed methodology will have to vary accordingly to identify the cells based on their area (in pixels) for segmentation. Hence there will be cases of over segmentation, under segmentation and correct segmentation during performance evaluation of sample images.

Fig 5. Comparison of proposed system with other four methods (a) Proposed method (b) M1 (c) M2 (d) M3 (e) M4

For comparative study four existing methods were considered and they are M1 as Circular Hough transform, M2 as Watershed Segmentation, M3 as Concave point extraction and M4 as Elliptical curve fitting method. These results in figure 5 shows the proposed system yields superior results over other methods. Figure 6 demonstrates the plot of computation time of different methods.
The plot shows that proposed method presented in this paper has much less computation time compared to other methods. The computation time for total processing of the Computer Aided Detection (CAD) system was approximately 10 seconds which is good compared to other existing methods. The proposed work has been carried out in an OS Windows 10 with 64 bit having a built-in software of mathworks RMatlab2014b using intel(R)Core(TM) i5-5005U CPU@2.00GHz processor 4.00GB RAM.

V. CONCLUSIONS

A framework for segmentation of sickle cells from blood smear with overlapped and clustered cells is presented. The proposed system consists of different blocks that bring a resulting image with higher accuracy and fast processing. The input original color image was converted to green color component with good contrast between RBCs and background. This image was filtered with median filter as it can preserve the edges and remove noises. This filtered image was converted to gray-scale image and then to binary image using Otsu thresholding. The morphological operations were carried out to remove WBCs and platelets. The cells on the boundary of images were removed to avoid erroneous information. The filtered image has been examined with Canny edge detection technique to find edges of the object. Canny edge detector gives a good result and clearly sketch out where the cells are touching, overlapping and isolated.

Isolated cells were separated and removed from the image easily but it was difficult to separate overlapped and clustered cells. Geometric features were extracted and among them eccentricity was chosen to differentiate red blood cells and sickle cells. All the isolated cells of RBCs were removed through segmentation with feature extraction. RBCs and sickle cells that overlap were not identified through that segmentation process. The segmentation by finding the seed point of each cell, extraction of contour edge points and estimation of contour of cells in image makes segmentation easier and faster. The disease identification methodology proposed in this paper, it is possible to isolate sickle cells from RBCs that were overlapped and clustered. The proposed method is compared with existing methods and obtained a higher accuracy and less computation time.
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