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Featured Application: This article can be applied to the simulations of vehicles with different degrees of automation in different city scenarios.

Abstract: Intelligent vehicles gradually enter the vehicular fleet with advanced driver-assistance technologies. Their impact on traffic should, therefore, be considered by transportation decision-makers. This paper examines the effect of vehicles with different levels of automation on traffic flow, such as non-assisted vehicles, vehicles with driver assistance systems, and fully autonomous vehicles. The accuracy of the examined traffic scenario is also an important factor in microscopic traffic simulation. In this paper, the central part of the city of Duisburg, Duisburg’s inner ring, is chosen for the traffic scenario. Through the cooperation with local government, official data of Origin/Destination matrices, induction loops, and traffic light plans are provided for this work. Thus, traffic demand from Origin/Destination matrices and induction loops are generated and compared, respectively. Finally, vehicles with different levels of automation are simulated in the Duisburg inner ring scenario.
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1. Introduction
As the urban population grows continuously, traffic congestion, traffic accidents, and other negative impacts of the cities are becoming worse. The United Nations predict that, by 2050, the proportion of the global urban population will increase from 55 to 68% in 2018 [1]. The development of urbanization may increase residents’ demand for urban mobility, and emerging technologies including intelligent vehicles may make transportation modes more complicated but have the potential to address some of the problems mentioned. Worldwide, about 1.2 million people die from vehicle-related traffic accidents each year [2]; the resulting medical expenses, legal expenses, property losses, insurance costs, and loss of quality of life exceed 1 trillion US dollars [3]. The majority of traffic accidents can be attributed to human error, such as driving under external influences, drowsiness, or distraction. Automated vehicle systems support or replace human drivers with sensors such as cameras and radars. These devices that cannot be drunk, do not experience burnout, and cannot be distracted, and thus may reduce or even eliminate driver-related errors. Intelligent vehicles may have great significance for the development of public health. In addition to reducing traffic accident deaths, autonomous driving systems can improve people’s quality of life [2,4]. For energy consumption, partially automated vehicles might reduce greenhouse gas emissions and energy use by nearly half [5].

Before the realization of fully autonomous vehicles, the development of autonomous driving still faces many challenges [6]. However, a large number of simulation experiments and field trials are helping to promote the development of autonomous driving technology. As of August 2019, as many as 90 cities around the world have implemented pilot projects for autonomous vehicles [7]. So far, investment in the development of autonomous driving
technology has reached more than 80 billion US dollars and is expected to show an upward trend [8]. Although some people expect the popularizing of fully autonomous vehicles by 2050 [9], the process of realization is still gradual, from few to many, from simple to complex. In the early stages of adopting autonomous vehicles, ordinary people cannot afford autonomous vehicles [4]. Although prices may decline in the foreseeable future, the cost of autonomous vehicles is expected to be higher than that of non-autonomous vehicles [10]. This has been reflected in the addition of existing vehicles and the addition of certain automatic functions, such as adaptive cruise control, night vision, and pedestrian detection, making vehicles equipped with these systems more expensive than ordinary vehicles. In addition to price factors, many drivers have doubts about the safety of autonomous vehicles. Urban residents and car users of different counties, ages, genders educational backgrounds, and income levels have different views on the current and future safety of autonomous vehicles [11]. Due to the considerations of price and safety, road vehicles will gradually shift from low level to high-level degrees of automation. The choice of different types of vehicle owners and the transformation of urban alternative transportation modes (such as car-sharing and self-driving taxis) will result in a long hybrid period of vehicles of various automation levels. From the perspective of travel demand, almost 85% of urban autonomous car-sharing trips can be covered using vehicles with significantly reduced requirements in the simulation scenario of the year 2035 [12]. An increasing number of partly and fully automated vehicles will likely enter into public roads [13].

Previous works regarding the traffic flow effects of different degrees of automation focus on many different aspects. Zohdy et al. [14] pointed out that modeling and simulation is an effective tool in understanding different aspects of interactions between vehicles with different levels of automation in a mixed environment, but no specific models or simulations are implemented. Van Arem et al. [15] introduced a MIXIC (Microscopic Model for Simulation of Intelligent Cruise Control) simulation model for vehicles with CACC (Cooperative Adaptive Cruise Control) and conducted simulations in a highway scenario. They concluded that only a high-CACC-penetration rate (>60%) has benefits on traffic stability while a low penetration rate of CACC (<40%) does not affect traffic flow throughput. Reece et al. [16] introduced a computational driving model called Ulysses for autonomous vehicles and simulated the traffic in a simple intersection scenario. However, no comparisons with vehicles of other degrees of automation were performed. Based on the previous studies, Talebpou et al. [17] introduced a car-following and lane-changing model for autonomous vehicles with limited sensors’ range and accuracy. Subsequently, the model was simulated with regular vehicle models in highway segments, in order to prove the benefits of reserved lanes for autonomous vehicles [18]. In our previous work, a vehicle guidance model with a close-to-reality driver model and different levels of vehicle automation was developed, and three models with different levels of automation were simulated at a simple intersection [19]. Previous work in this field has always used two kinds of models in simulation, the non-automated model and the automated model; the intermediate transition phase is not part of the comparison. Simulation scenarios are limited to highway segments or one simple intersection. As an extension of the previous work, three levels of automation of vehicles, representing the automation level of the present, the near, and the more distant future, are simulated in a real highly meshed urban network scenario in this paper.

2. Methodology

2.1. Simulation Scenario

The city of Duisburg is a medium-sized city with approximately 500,000 inhabitants [20]. As a type of medium–large-scale European city, it constitutes the “most important class of cities in Europe in demographic terms” [21]. Compared to large cities, challenges like fewer resources, funding, and organizing capacity are constantly faced by this kind of medium-sized city [21]. However, cities of this kind have the advantage of various transportation networks [22]. For example, Duisburg has great connectivity
to the national and European transport network in air, rail, and road aspects. In the transformation process to a smart city, smart mobility including road transportation is an indispensable part [23].

Duisburg’s inner ring is located in the heart of Duisburg, as shown in (Figure 1). As the transportation hub of the city, the inner ring is next to Duisburg’s Central Railway Station, and all three subway lines pass by this area. The east-west pedestrian street in the ring is not only the largest shopping and entertainment street in Duisburg city, but government agencies (like city hall), the district court, and tax office are located nearby as well. Regarding the future traffic pattern, many researchers have a positive attitude towards car-sharing and estimate that 90% of car-sharing bookings will occur in city centers [24]. Thus, the simulation scenario of Duisburg’s inner ring might also be interesting for future car-sharing or autonomous car-sharing planning.

![Figure 1. The location of Duisburg inner ring (Source: Here map).](image)

### 2.2. Traffic Demand

With the help of the Duisburg city officials and the WBD (Wirtschaftsbetriebe Duisburg in German), two kinds of data sources are provided: OD (Origin–Destination) matrix data and induction loops data. The OD matrix describes people’s movement in a certain area; it is very valuable for modeling transport demand in rural and urban areas [25]. In principle, an OD matrix divides an area into smaller parts and describes the traffic volume among these parts. From an overall perspective, these small parts can be seen as points; the traffic volumes are described from point to point. Induction loop data are recorded by the induction loops installed below the roads. When a vehicle passes by, the metal vehicle cuts magnetic induction lines, and the current changes. Multiple induction loops on the same section can not only detect the number of vehicles but also their speed. The induction loops data are relatively more accurate in a specific road compared to other data sources, but sufficient induction loops layout and reasonable pre-processing of data are the prerequisites for ensuring this accuracy.

Figure 2a shows the partition of the OD matrix of Duisburg’s inner ring. There are 18 parts with roads in the inner ring and these parts are shown in five colors. Shown in Figure 2b is the induction loops distribution of this area. As the induction loops here are normally located in the intersections, all the intersections with traffic lights are marked with their intersection numbers. The blue numbers stand for fixed traffic light control intersections, and the red numbers represent dynamic traffic light control intersections. Unfortunately, not all the roads around each intersection have installed induction loops; the green arrows in the figure represent the in-city direction roads equipped with induction
loops. In this figure, the bus stations and subway stations are also marked with H and U, respectively. There are, in total, 16 bus lines and 3 subway lines that pass through this area.

![Figure 2](image_url) Two data sources of traffic demand ((a) Origin–Destination (OD) matrix, where the distribution of OD areas is shown in different colors; (b) induction loops, where the numbers are intersections of the inner ring area).

In this work, both traffic demand data sources are used in generating traffic, and the generated traffic volumes are compared with actual induction loops data. Public transportation, such as bus and subway, is neither included in the OD matrix data source nor the induction loops data. Therefore, in our simulation, the emphasis is placed on passenger cars.

2.3. Vehicle Models with Different Levels of Automation

In this work, a driver–vehicle separate model is used for simulation. An obvious benefit of this kind of model is its flexibility. The driver model can be combined with different vehicle models (fuel, electric, hybrid, etc.), and the vehicle model can also combine with different driver models (autonomous driver, human driver, aggressive driver, etc.). As can be seen in Figure 3, driver model and vehicle model are independent of each other and connected by data transmission. The driver model simulates the reaction of a human driver on the road. Depending on the situation of the ego vehicle, leading vehicle, and other road information, the human driver/driver model controls the vehicle with a suitable gas/brake pedal position. In the car-following models of microscopic traffic simulation, the Krauss model has fewer conflicts with the lane-changing model because of its simplicity [26]. The driver model in this work consists of two parts. The modified Krauss car-following model [27] generates the desired speed of the driver, and the fuzzy control model outputs the gas/brake pedal position depending on the desired speed of the driver and the actual speed of the vehicle. The modified Krauss model can be expressed as:

\[
\begin{align*}
    v(t + t) &= \max(0, V_n - \epsilon a \eta) \\
    V_n &= \min[v_s, V_{\text{max}}, v(t) + a(t)] \\
    v_s &= -\tau b + (\tau b)^2 + v_{n-1}(t)^2 + 2b g_n(t) \\
    x(t + 1) &= x(t) + v_n(t) t
\end{align*}
\]

where \(v(t + \Delta t)\) represents the speed of the ego vehicle after time \(\Delta t\), \(V_n\) is the desired speed, \(\epsilon\) is a random perturbation to allow for deviations from optimal driving, \(\eta\) is the imperfection factor of the driver, \(a\) is the acceleration of the ego vehicle, \(\tau\) is a random number between 0 and 1, \(v_s\) is the safe speed, \(V_{\text{max}}\) is the allowed speed of the road, \(v_n(t)\) is the speed of the ego vehicle at time \(t\), \(a_n\) is the maximum acceleration, \(t_l\) is the time step of the simulation, \(\tau\) is the reaction time of the driver, \(v_{n-1}(t)\) is the speed of the leading vehicle, \(b\) is the maximum deceleration of the ego vehicle, \(g_n(t)\) is the gap between the leader and the follower, \(x(t)\) is the position of the ego vehicle at time \(t\), and \(x(t + 1)\) is the position of the ego vehicle at the next time step.
The fuzzy control model is established by a driving experiment with 34 human drivers in a driving simulator [19]. Based on the data transferred from the modified Krauss model, the desired speed of the driver $V_d$, and the actual speed of the vehicle $v_n(t)$, the fuzzy control model outputs gas pedal position $p_g$ or brake pedal position $p_b$ with human-like fuzzy rules. The vehicle model considers the characteristic of the vehicle transmission and the driving resistances and is optimized by the data from the driving experiment.

Different levels of automation are reflected in the parameters of the modified Krauss model and fuzzy control model. Three degrees of automation are selected in representing the random driving behavior of human driver compared to the machine like fuzzy rules. The vehicle model considers the characteristic of the vehicle transmission and the driving resistances and is optimized by the data from the driving experiment.

In order to effectively distinguish the difference between Level 0 and Level 2, it is assumed that, in the simulation, Level 2 vehicles are in the driving assisted mode. According to the different operators (human or machine) of reaction tasks at different levels, the reaction time $\tau$ of the driver is set to 1, 1, 0.5 for Level 0, Level 2, and Level 5, respectively, in the modified Krauss model. The randomness factor $r$ is set to 0.5, 0, 0, respectively, for the three separate levels of automation in the fuzzy control model, in representing the random driving behavior of human driver compared to the machine driver. Under safety considerations, the speed limit of autonomous vehicles is adjusted. High driving speed will lead to a sharp increase in the number and severity of traffic accidents [28]. Therefore, the Level 5 driver models in this work have a lower speed limit compared to the Level 0 and Level 2 vehicles.

3. Establishment of Simulation

In order to simulate the Duisburg inner ring with vehicles of different degrees of automation, an open-source microscopic traffic simulation software SUMO (Simulation of Urban MOBility) [29], developed by the German Aerospace Center (DLR), is used in
this work. Compared to similar simulation software, SUMO has more possibilities of model extension with less complexity. Software with high complexity would have negative impacts with other models (such as the lane changing model, dynamic assignment model, etc.) which are not easy to be resolved [26]. Hence, the SUMO simulation package is selected in this paper for simulation with both data sources mentioned in 2.2.

3.1. OD Matrix Traffic Demand

In the process of generating traffic demand from the OD matrix, the traffic volume from the divided area (with different colors in Figure 2a) is assigned to roads in the area. As the OD matrix data source used in this work describes the total traffic volume in 24 h, there is no more specific data for the traffic volume per hour. Common daily timelines retrieved from cities in West Germany are used [30]. For passenger cars and trucks, timelines named TGw2_PKW and TGw_LKW are used separately for describing the traffic distribution on a workday. The overall process of generating traffic demand from the OD matrix is listed below:

- **Areas described by the OD matrix transfer into polygons in SUMO**: The areas described by the OD matrix data source are saved in shapefiles (a data format for geometric location information); they are also described by geometric information (longitude and latitude). The most similar data format in SUMO is polygons. The boundary lines can be also described by geometric points in order. In this step, polyconvert in SUMO is used to transfer shapefiles into polygons.

- **Polygons to TAZ**: The Traffic Assignment Zone (TAZ) is a district defined in SUMO and the vehicles can be coded to drive from one TAZ to another within a certain period. The TAZ also comprises districts constituted by points; for better visualization, the geometric coordinate format is transferred to the XY coordinate in SUMO. Figure 4 shows the TAZ distribution of the studied area; all the areas in OD matrix are marked with red boxes.

- **TAZ to edges/roads**: To distribute the traffic demand from the whole zone into edges/roads, a python program called edgesInDistricts.py is used. Depending on the length of the roads, the traffic demand is distributed with different weights.

- **OD matrix to trips**: After the scope-related work is done, the traffic volume is processed. A function called od2trips has been used. The timeline has been used here to assign traffic into hours. Trucks and passenger cars are processed separately.

- **Trips to routes**: At last, through the network file and trip files in the last step, duarouter is used to generate the route file. The route file describes when and where each vehicle starts on the map, and through which edges/roads it arrives at the destination.

![Figure 4. Traffic Assignment Zone (TAZ) distribution of Duisburg inner ring; each red box shows the roads in one TAZ.](image-url)
3.2. Induction Loops Traffic Demand

The induction loops data source consists of two parts: position and amount. The position file is in PDF format and the induction loops must be manually added into the network file in SUMO one by one. The amount file is in a machine-readable format. Unlike the method mentioned above, in this section, a fixed route, with the route file and vehicle file, are used. The route file describes the edges/roads a vehicle passes along, and the vehicle file represents the departure time, position, speed, and route of each vehicle. The process of generating traffic demand from induction loop data is listed below:

- **Loop position and type:** There are three types of induction loops in SUMO; “source” loops are the ones where vehicles start, “between” loops are in the middle position, and “sink” loops are the loops where vehicles vanish from the simulation. In this paper, the roads outside the ring in the entering directions are selected to be the source loops. In total, induction loops on 8 roads marked with green arrows in Figure 2b are set as the source loops.

- **Traffic flow:** In order to be recognized by the program, the flow file in SUMO should be in CSV format with fixed form. However, the vehicle amount of each induction loop is saved by intersection names. MATLAB is used here to transform the data into the SUMO-required format.

- **Generate route files and vehicles:** Using the network file and flow file, the route file and vehicle file required in the simulation are generated by a sub-program in SUMO called flowrouter. In this step, the departure lanes are also modified to avoid conflicts by generating routes.

- **Change source loops position:** The positions of induction loops are always close to an intersection. Sometimes the distance between the induction loops is less than the length of a vehicle. This causes unwanted traffic jams upon vehicle insertion, which in turn affects the entire simulation. Therefore, all the positions of source loops are moved to the side, far from the intersection.

The induction loop data of a coherent week in 2019 are provided. However, some intersections have no data in the given period, some intersections have no installed induction loops, and data from one intersection are not usable due to a malfunction. Therefore, the induction loops used as source loops are adjusted according to the data situation. Finally, the induction loops used for source are marked with green arrows in Figure 2b. In total, 24 induction loops on 12 roads are selected to be the source loops. Each road has 1–3 lanes and each lane has one source induction loop. A total of 76 induction loops with valid data are used as traffic volume sources.

3.3. Verification Data

In order to verify the generated traffic volume from the OD matrix data and induction loops data, 4 verification points (V1–V4) on 4 roads are selected. These verification points are also induction loops near intersections. V1 belongs to intersection 727, in the west to east direction; the road with the induction loops has only one lane. V2 and V3 are in intersection 723; V2 records the vehicles from north to south while V3 records the vehicles from south to north. V2 has 3 lanes; only the two lanes with valid data are selected for the verification. V3 has 3 lanes, all of which are recorded. V4 belongs to intersection 742; the direction is from north to south. There are two lanes of this road section, and both are recorded. In total, 4 verification points with 8 induction loops are selected, covering the north, south, west, and east roads of the inner ring area of the scenario. Due to the data source of the OD matrix being 24 h, the simulated time of the two data sources is also set to 24 h. Furthermore, the verification data are also extracted for 24 h.

4. Results and Discussion

First, the accuracies of the traffic demand generated from different data sources (OD matrix and induction loops) are compared in Section 4.1. With the better data source,
simulations of vehicles with different degrees of automation are carried out in Section 4.2. The results and comparison of the simulations are then introduced.

4.1. Comparison of Different Traffic Demand Sources

Figures 5 and 6 show the traffic volume determined with the simulation settings presented in the last section and the average speed at the four verification points. The red lines represent the real data recorded by the induction loops. The blue lines show the simulation results from Section 3.2 and the black lines represent the simulation results from Section 3.1. From left to right, the four figures represent the four verification points from V1 to V4, respectively. In order to reduce the interference of different lane choices, the traffic volume is the sum of different lanes on the same road.

As can be seen in Figure 5, the blue lines are closer to the red lines than the black lines. That means, for the number of vehicles in the simulation, the simulation using induction loops data as the source of traffic demand has better results than the simulation using the OD matrix data. The reason could be that the OD matrix data only contains the trips that start or end in the range of the inner ring, and the trips passing by this area are not included. For V2 and V3, the difference between actual traffic volume and the OD matrix generated traffic volume is more significant than V1 and V4. The reason could be that most vehicles passing intersection 723 do not need to enter the inner ring area. This location of the intersection also proves that it bears more out-of-region traffic.

![Figure 5. Traffic volume of the verification points. (Red lines, real data; blue lines: simulation of intersection loops data; black lines: simulation of OD matrix data).](image)

For the average velocity comparison in Figure 6, the simulation results using OD matrix data as traffic demand are closer to the real data at 24 h for a day. In contrast, the average speeds of simulation using induction loops data and OD matrix data are similar; sometimes lower than the real data, and sometimes higher. The zero average speed represents that there is no vehicle passing the verification point during this hour. The two simulations use the same traffic scenario and the same network file. Hence, the speed limit of the roads is also the same.

![Figure 6. Average velocity of different hours in the verification points. (Red lines, real data; blue lines: simulation of intersection loops data; black lines: simulation of OD matrix data).](image)
The deviation of the detector simulation data and the real data in traffic volume is \(\sigma = 7.44\), which is better than the deviation of the OD matrix simulation data and the real data, which is \(\sigma = 37.43\). Regarding velocity, the deviation of the detector’s data is \(\sigma = 7.44\), and therefore slightly better than the deviation of the OD matrix, which is \(\sigma = 8.72\). According to the comparison of simulation results, the simulation using induction loops data have a more realistic result than the simulation using the OD matrix in the aspect of traffic volume. The reason might be that the induction loops data record every vehicle passing by, but the OD matrix data only generates the vehicles that depart or end their journey at the selected area. In the next section, the induction loops data are also used as the traffic demand source for the simulation of vehicles with different degrees of automation.

4.2. Comparison of Different Degrees of Automation

To verify the effects of vehicles with different degrees of automation, vehicles of automation Level 0 (no automation), Level 2 (partial automation), and Level 5 (fully autonomous) are simulated in the traffic scenario of Duisburg inner ring. In this simulation, the number of vehicles, vehicle routes, departure time, and departure location on the network are the same, and only the degree of automation is varied. The simulation is for 24 h of a day, and the traffic demand is generated from the close-to-reality results of road detectors. To observe more details in the change of traffic volume, the data collection time cycle of verification detectors is changed to 600 s. The simulation results can be seen in Figures 7 and 8; the average speed of vehicles in the simulation are shown separately (Figure 7) and in comparison (Figure 8). For the same traffic volume input, the vehicles with a higher automation level, represented by the red and blue lines in Figure 8, show a higher average speed than the vehicles without automation, represented by the black lines. In this simulation, the traffic status represents the real traffic situation of the Duisburg inner ring for a certain day. For the current traffic volume, vehicles in all three simulations can finish the driving task with average speeds close to the speed limits of the roads.

![Figure 7. Average speeds of vehicles and running vehicle numbers of simulations with vehicles of different automation levels.](image_url)

![Figure 8. Comparison of average speeds of vehicles with different automation levels in real traffic volume (100% traffic volume).](image_url)
To create a heavy traffic demand situation, an extra 50% traffic volume is added to the scenario. If traffic conditions continue to deteriorate, there will be more vehicles on the road in the future, whether automated vehicles can improve the congestion problem or not. Figure 9 shows the average speed of vehicles in three different scenarios with Level 0, Level 2, and Level 5 vehicles. For the same heavy traffic volume input, the average speed of vehicles in the simulation with Level 0 vehicles is greatly affected (black line) and, in the other two simulations with vehicles of higher automation levels, the average speed is only slightly lower as in real traffic volume input. The simulation results show that, whether in the actual traffic volume or the possibly more congested future traffic situation, automated vehicles have a positive impact on the traffic flow. Vehicles with higher automation levels can take on more congested traffic conditions.

Figure 9. Comparison of the average speed of vehicles with different automation levels in heavy traffic volume (150% traffic volume).

5. Conclusions and Discussions

In this work, a traffic scenario of Duisburg city inner ring has been built, and traffic demand of two different data sources has been generated and compared. In the four selected verification points, the traffic volume generated from induction loop data has a better reproduction ($\sigma = 37.43$, compared to real data) than the OD matrix data ($\sigma = 129.20$, compared to real data). Vehicles with different automation levels (Level 0/no automation, Level 2/partial automation, and Level 5/fully autonomous) are simulated continuously in the Duisburg city inner ring scenario for 24 h of a day. Based on the real traffic volume collected in 2019, the vehicles with automation Level 2 and Level 5 have positive effects on traffic. For more congested traffic status, the positive effects of vehicles with higher automation levels are more obvious.

This article uses a real scenario, the inner ring area of the city of Duisburg, as the traffic simulation scenario. Two kinds of data sources are provided for this article, and traffic demand generated from the two kinds of data sources are used separately. In the selected simulation scenario, induction loops data show better accuracy in reproducing the traffic. In this article, vehicles with different degrees of automation are simulated in the scenario. With the same traffic demand, highly automated vehicles can effectively increase average speed. In the case of increased road congestion (150% traffic volume), the increased average speed of automated vehicles is more obvious.
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