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Abstract—Bilinear pooling achieves great success in fine-grained visual recognition (FGVC). Recent methods have shown that the matrix power normalization can stabilize the second-order information in bilinear features, but some problems, e.g., redundant information and over-fitting, remain to be resolved. In this paper, we propose an efficient Multi-Objective Matrix Normalization (MOMN) method that can simultaneously normalize a bilinear representation in terms of square-root, low-rank, and sparsity. These three regularizers can not only stabilize the second-order information, but also compact the bilinear features and promote model generalization. In MOMN, a core challenge is how to jointly optimize three non-smooth regularizers of different convex properties. To this end, MOMN first formulates them into an augmented Lagrange formula with approximated regularizer constraints. Then, auxiliary variables are introduced to relax different constraints, which allow each regularizer to be solved alternately. Finally, several updating strategies based on gradient descent are designed to obtain consistent convergence and efficient implementation. Consequently, MOMN is implemented with only matrix multiplication, which is well-compatible with GPU acceleration, and the normalized bilinear features are stabilized and discriminative. Experiments on five public benchmarks for FGVC demonstrate that the proposed MOMN is superior to existing normalization-based methods in terms of both accuracy and efficiency. The code is available: https://github.com/mboboGO/MOMN.
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I. INTRODUCTION

Fine-grained visual categorization (FGVC) [1], [2], [3], [4], [5], [6] targets to distinguish objects with a subtle difference, which has attracted increasing attention recently. The large inner-class variances and subtle-class distinctions make FGVC a more challenging task than traditional image classification. To tackle this task, many related studies target to generate discriminative visual descriptions by exploring high-order image representations.
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Bilinear pooling is first introduced in [7], which pools the pairwise-correlated local descriptors into a global representation, i.e. bilinear feature, via outer-product operation. A general diagram is shown in Figure 1. Compared with the global average pooling, bilinear pooling can model the second-order information of the input description, which has stronger representation and better discrimination. However, the high-dimensional bilinear features i.e. about 250k in [7], have several defects: a) unstable second-order statistics, e.g., visual burstiness problem [8], [9], [10]; b) redundant features [11]; c) over-fitting [7]; and d) huge computational burden [12].

To address the above issues, compact bilinear pooling [12], as well as its variants [17], [18], approximates the out-product operation with efficient kernelized function. Compared with original bilinear pooling, the kernelized bilinear pooling can significantly reduce the feature dimension without accuracy sacrifice. However, the commonly used $l_2$ normalization, i.e., element-wise square-root scaling, is too weak to suppress those "burstiness" bilinear features [9], [10]. To this end, matrix power and logarithm normalizations [13], [14], [15], [19], [20] recently show great stabilization, by applying exponent or logarithm to the eigenvalues of bilinear features. Despite the impressive performance, this kind of methods, e.g., MPN-COV [13] and Grass. Pooling [20], depends heavily on the eigendecomposition (EIG) and singular value decomposition (SVD), which are not well-compatible with GPU platform. Thus, they are limited to efficient deployment and application. Recently, iSQRT [16] and Impro. BCNN [15] use the Newton-Schulz Iteration (NS Iter) [21], [22] to approximate matrix square-root normalization, which require only matrix multiplication. However, the NS Iter is subject to strict derivative conditions [23]. Thus, both iSQRT and Impro. BCNN cannot accommodate extra regularizers, such as low-rank and...
sparsity, which limits their further improvements in terms of compactness and generalization. In summary, all the above methods cannot adapt to multi-objective normalization with efficient implementation for bilinear representation. Table I gives a detailed comparison between different approaches.

In this paper, we propose a novel Multi-Objective Matrix Normalization (MOMN) algorithm, that can simultaneously normalize a bilinear representation in terms of square-root, low-rank, and sparsity. Besides the square-root regularizer for second-order stabilization, the low-rank regularizer can remove the trivial structure components, and the sparsity regularizer is used to suppress useless elements in the high dimensional features, which can alleviate the over-fitting problem. However, these three regularizers are hard to jointly optimize due to non-smooth and different convex properties.

To resolve the above problem, MOMN first formulates an objective function with three target regularizers on the bilinear representation. Then, two auxiliary variables are introduced to loosen the correlations between different terms, which reformulate the objective function into a Lagrange formula. According to the Alternating Direction Method of Multipliers (ADMM) method, a closed-form solution can be obtained by alternately optimizing each variable in the reformulated function. Further, several updating strategies based on gradient descent are designed to achieve consistent convergence and efficient implementation. For example, a covariance attention mechanism is developed to retain discriminative features during sparsity updating, and a coupled Newton iteration is adapted to MOMN for efficient convergence of square-root term. Consequently, MOMN is implemented with only matrix multiplication, which is compatible with GPU platform and stabilized with back-propagation training.

Experiments show that, compared with previous methods, MOMN has several significant advantages: a) it has better generalization, which obtains the new state-of-the-art performance on five public benchmarks with five different backbones; b) the normalized bilinear representation is low-rank and sparse; c) it has fast training convergence and good compatibility with GPU acceleration; and d) MOMN can be easily extended to other matrix regularizers. The overall contributions are summarized as following:

- Several updating strategies are developed that render MOMN to be optimized with fast and efficient convergence using only matrix multiplication.
- We encapsulate MOMN into a plug-and-play layer, which can be easily extended to other useful regularizers and obtains the state-of-the-art performance on five public FGVC benchmarks.

The rest of this paper is organized as follows. Section II reviews the related works. Section III illustrates the proposed MOMN. Section IV provides the experiments on five benchmarks, and Section V concludes the whole paper.

II. RELATED WORK

The critical problem for fine-grained visual recognition is how to generate a robust and discriminative representation for fine-grained categories. As the artificial annotations, such as bounding boxes, attributes, and part annotations, are laborious to collect, a lot of representation learning methods have been proposed, which require only category labels to achieve accurate recognition. In this section, we first talk about two mainstreams for FGVC, and then give a brief introduction to multi-objective optimization. Finally, a discussion part summarizes the difference between the proposed Multi-Objective Matrix Normalization (MOMN) and related methods.

A. Part-based Methods

The part-based learning usually fuses the global and local representations by localizing discriminative part regions. Besides employing the artificial annotations, many recent works can automatically learn the discriminative local regions with only image-level annotations. For example, Jaderberg et al. introduce a novel Spatial Transformer module to actively transform the feature maps into the localization networks. Simon and Rodner use a co-segmentation and alignment strategy to generate informative parts, and Fu et al. use attention modules to recursively localize interested regions and extract discriminative features in a mutually reinforced way. Recently, part-level and global-level localizations have proved that they can boost each other. To localize discriminative object regions, He and Peng propose to learn a whole-object detector through

| Frameworks | Normalization | Bottleneck | GPU support | Square-root | Low-rank | Sparsity | Scalability |
|------------|---------------|------------|-------------|-------------|----------|----------|-------------|
| CBP [12]   | iSVD          | multiplication | good        | ×           | ×        | ×        | limited     |
| MPN-COV [13]| EIG          | inverse     | limited     | ×           | √        | ×        | limited     |
| G²xDeNet [14]| SVD        | inverse     | limited     | ×           | √        | ×        | limited     |
| Grass.Pool [9] | SVD       | inverse     | limited     | √           | √        | ×        | limited     |
| Impro. BCNN [15] | NS iker    | multiplication | good        | ×           | ×        | ×        | limited     |
| iSQRT [16] | NS iker      | multiplication | good        | √           | ×        | ×        | limited     |
| MOMN (ours) | ADMM        | multiplication | good        | √           | √        | √        | good        |
joint saliency extraction and co-segmentation. Yao et al. [43] design two complementary and elaborate part-level and object-level visual descriptions to capture robust and discriminative visual descriptions. Moreover, MGE-CNN [37] learns several expert networks to extract different region components, and S3N [38] selectively implements the semantic sampling on the informative regions to enhance feature representation. Despite the strong representation by fusing global and local features, these methods require multi-stage training for part-based detectors, which complicates the training and inference processing.

B. Second-order Pooling

To generate discriminative image descriptors, the second-order statistics, i.e., covariance matrices, have been explored in [44], [45], [8], [46], which obtains impressive performance on human detection and texture classification. Compared with original image representation, the second-order statistics show stronger discriminative power and better robustness, which are operated in the Riemannian manifolds. Inspired by the second-order descriptors, the bilinear pooling is first proposed by Lin et al. [7] to capture the second-order information for FGVC. It applies the outer-product operation to local descriptors from two CNNs, followed by $l_2$ normalization, i.e., element-wise square-root scaling. The $l_2$ normalization is used to suppress some common features of high response, i.e., visual burstiness problem [8], [9], thereby enhancing those specific and discriminative features relatively. Compared with part-based methods, bilinear pooling is a plug-and-play layer, which can be simply inserted in any backbone networks. However, the bilinear representation suffers from several defects, such as the high dimension [7] and over-fitting [12].

To reduce the dimension of bilinear features, compact bilinear pooling [12] utilizes the kernel function, e.g. Tensor Sketch [47], [48], to approximate out-product operation. Similarly, Yu et al. [49] use a dimension reduction projection before bilinear pooling to alleviate dimension explosion. Compared with original bilinear pooling, these methods obtain comparable performance with much less computation burden. Besides dimension reduction, many methods believe that kernelized bilinear pooling can capture higher-order information for stronger feature representation. For example, Cui et al. [17] introduce a kernel pooling method, that can capture arbitrarily order and non-linear features via compact feature mapping. Cai et al. [18] propose a polynomial-kernel-based predictor to capture higher-order statistics of convolutional activations for modeling part interaction. However, all the above methods use the $l_2$ normalization, which is too weak to well stabilize high-order information, i.e., suppressing "burstness" features, leading to slow convergence and low accuracy.

To this end, many methods [15], [13], [16], [20] explore the non-linearly scaling based on SVD and EIG to obtain better value stability for second-order representation. Compared with raw elements in bilinear features, the singular vectors are more invariant to complex image contents, such as different object scales and illuminations, thereby having stronger feature representation. For example, MPN-COV [13] applies the power exponent to the eigenvalues of bilinear features, which surpass previous methods by a large margin. Wang et al. [14] further combine complementary first-order and second-order information via Gaussian embedding and matrix power normalization. Recently, matrix square-root normalization, as a particular case of matrix power, has shown better numerically stability than matrix logarithm in [15], [10], [16]. Therefore, Grass.Pool [9] and Gou et al. [10] use a sub-matrix square-root layer before the bilinear pooling to obtain both high-order stabilization and low dimensional representation. Although the above methods achieve the state-of-the-art performance for FGVC, they depend heavily on SVD or EIG with matrix inverse operation, which is not well supported by GPU platform. To this end, iSQRT [16] and Impro. B-CNN [15] propose to use Newton-Schulz iteration to approximate matrix square-root normalization with only matrix multiplication, which obtain both efficient implementation and stabilized representation. However, Newton-Schulz iteration is based on strict derivative conditions [23], e.g., it should be continuously differentiable in a neighborhood of the root [50] and the derivation should have coupled version to substitute the matrix inverse operation [23]. Thus, both iSQRT and Impro. BCNN cannot accommodate extra regularizers, such as low-rank and sparsity, to solve a multi-objective optimization problem with complex gradients.

Based on the above analysis, the proposed MOMN targets to normalize a bilinear representation, in terms of square-root, low-rank, and sparsity, simultaneously. The extra low-rank constraint can eliminate the trivial components in bilinear features, which is beneficial to discriminative image representations. Different from [11] and [14], the low-rank constraints in MOMN is efficient and combined with other regularizations, without SVD or EIG. Furthermore, the traditional image classification [51], [52] shows that imposing sparse constraint can significantly improve the feature generalization. Unfortunately, these three non-smooth regularizers with different convex properties are hard to jointly optimize, which is the main challenge of this paper.

C. Multi-objective Optimization

Multi-objective optimization plays an important role in many tasks [53], [54], [55], [56], which targets to optimize an objective function with several contrasting objectives. A more detailed survey can be found in [57], [58]. In this paper, the most related work is about gradient-based multi-objective optimization [59], [60], [61], [62], which is based on Karush-Kuhn-Tucker (KKT) conditions [63] and finds a descent direction for all objectives. For example, the stochastic gradient [64], [65] uses the properties of a common descent vector defined in the deterministic context to solve the multi-objective optimization. In this paper, the gradient-based multi-objective optimization is extended to bilinear pooling framework under deep learning manner. Different from existing multi-objective problems, additional requirements for MOMN are given that: a) the optimization process should be stabilized with deep model training, and b) the optimization process should be compatible with GPU platform.
D. Discussion

Finally, we discuss the main differences between MOMN and related FGVC methods. First, some early methods, e.g., S-SJE [33] and PS-CNN [66], use the additional annotations, e.g., category attributes, part regions, and key points, as auxiliary supervision to enhance feature representations. However, the auxiliary annotations are usually hard to obtain, thus MOMN is designed that requires only image-level annotations.

Second, recent part-based methods, such as the Jonathan et al. [41] and MGE-CNN [37], leverage the strong attention mechanism to automatically localize the informative regions without part annotations. Different from aggregating multiple part embeddings, MOMN focuses on exploring the second-order visual statistic to enhance the feature representation. Thus, MOMN is precisely complementary to the part-based methods.

Third, MOMN is based on the bilinear pooling method [2]. Specifically, iSQRT [15] and Impro. BCNN [15] replace the original $l_2$ norm with the matrix square-root normalization and develop an iterative version to further stabilize the second-order statistics, efficiently. However, these methods, including other bilinear variants, cannot be extended to accommodate multiple important regularizers, such as the low-rank and sparsity. Thus, our MOMN provides a much more generalized formulation that can simultaneously normalize the bilinear representation in terms of square-root, low-rank, and sparsity regularizers. Besides, the low-rank BCNN [11] utilizes the convolution layers to reduce the backbone channel for a low-rank representation, which is much different from MOMN. Instead, MOMN directly suppresses the trivial eigenvalues in the Riemannian manifold, which is much more effective.

In summary, the proposed MOMN is a new method that can accommodate multi-objective regularizers for bilinear representation.

III. MULTI-OBJECTIVE NORMALIZATION

In this section, we first give the formulation of the Multi-Objective Matrix Normalization (MOMN), and then introduce the optimization details. Finally, an implementation of MOMN is illustrated, of which the flowchart is shown in Figure 2.

A. Problem Formulation

Given an input image, we define $\hat{X} \in R^{h \times w \times d}$ as the feature map of the last convolution layer, where $h$, $w$, and $d$ are the height, width, and channel. To reduce the dimension of bilinear features, a dimension reduction layer, i.e., conv+bn+relu, is employed, which generates $X \in R^{n \times c}$ and $c \ll d$. For simplicity, $X$ is reshaped to $n \times c$, where $n = h \times w$. Based on reshaped $X$, the bilinear feature, i.e., covariance matrix, can be obtained by $A = X^T C X$, where $C = \frac{1}{n} (I_{n \times n} - \frac{1}{n} 1_{n \times n})$, $I_{n \times n}$ is the identity matrix, and $1_{n \times n}$ is the matrix of all ones.

Notably, $A$ is a symmetric positive definite (SPD) matrix, containing second-order information. The target of MOMN is to normalize $A$ in terms of: a) stabilizing second-order information; b) low-rank for redundancy reduction; and c) sparsity for good generalization.

By considering the above constraints, the objective function of MOMN is defined as Eq. (1):

$$\min_Y \|Y^2 - A\|_F^2 + \beta_1 \|Y\|_* + \beta_2 \|Y\|_1,$$

where $Y$ is the target regularized feature and the output of MOMN. $\|\cdot\|_F$ is the Frobenius norm, which constrains $Y$ to be the unique square root of $A$. $\|\cdot\|_*$ is the nuclear norm as the approximated rank function, which calculates the summation of singular values of an input matrix. $\|\cdot\|_1$ is the $l_1$ norm to approximate $l_0$ norm for sparsity. $\beta_1$ and $\beta_2$ are the hyper-parameters to balance the effects of different constraints.

The three terms in Eq. (1) correspond to matrix regularizers of square-root, low-rank, and sparsity, respectively. Compared with related works [13], [16], Eq. (1) is a more general representation, e.g., matrix square-root normalization is a special case of $\beta_1 = \beta_2 = 0$. However, it is non-trivial to optimize Eq. (1), because: a) $\|\cdot\|_*$ and $\|\cdot\|_1$ are non-smooth; b) three constraint terms have different convex properties. Therefore, we propose a Multi-Objective Matrix Normalization to optimize Eq. (1). In the following, we will give the detailed optimization process of MOMN.

B. Optimization

Since the joint optimization for three intractable terms in Eq. (1) is infeasible, two auxiliary variables $J_1$ and $J_2$ are
introduced to process them independently. As a consequence, the original objective function Eq. (1) is reformulated as following equivalent formula:

\[
\min_{J_1, J_2, Y} ||Y^2 - A||_F^2 + \beta_1 ||J_1||_* + \beta_2 ||J_2||_1,
\]
\[\text{s.t.} \quad J_1 = Y, J_2 = Y.\] (2)

Compared with Eq. (1), Eq. (2) is a constrained optimization problem with three relaxed constraint terms. Thus, we further convert Eq. (2) into an unconstrained form of Eq. (3) by introducing augmented Lagrange multipliers.

\[
\min_{J_1, J_2, Y} ||Y^2 - A||_F^2 + \beta_1 ||J_1||_* + \beta_2 ||J_2||_1
\]
\[+ tr(L_1^T(J_1 - Y)) + \frac{\mu_1}{2} ||J_1 - Y||_F^2
\]
\[+ tr(L_2^T(J_2 - Y)) + \frac{\mu_2}{2} ||J_2 - Y||_F^2,
\] (3)

where \(L_1\) and \(L_2\) are the Lagrange multipliers, \(\mu_1\) and \(\mu_2\) are positive penalty parameters, and \(tr(\cdot)\) gets the matrix trace. Instead of simple Lagrange multipliers with only linear penalty, we use the augmented Lagrange multipliers to convert the constrained Eq. (2) into the unconstrained Eq. (3) by introducing additional quadratic penalty terms, which can improve convergence speed and stabilization [60, 57]. The reformulated objective function in Eq. (3) can be solved under the Alternating Direction Method of Multipliers (ADMM) [24] framework. Thus, a closed-form solution of Eq. (3) can be obtained by alternately updating each variable. In the following, we will illustrate how to update each term in Eq. (3), with consistent convergence and efficient implementation. The initialization of variables are: \(J_1^0 = J_2^0 = Y^0 = A\), and \(L_1^0 = L_2^0 = 0\). The integrated algorithm is shown in Algorithm 1.

**Algorithm 1 Multi-Objective Matrix Normalization**

**Input:** Feature \(X\), hyper-parameters \(\beta_1, \beta_2\), and optional covariance attention map \(S\).

1. Calculating covariance matrix by \(A = X^T CX\).
2. Pre-normalization by \(A \leftarrow \frac{1}{tr(AX)}A\).
3. Initialize \(Y^0 = J_1^0 = J_2^0 = A\), \(L_1^0 = L_2^0 = 0\), \(Z^0 = I\), \(\mu_1 > 0, \mu_2 > 0, \rho > 1\).
4. for \(k = 1 : K\) do
5. Update \(J_k^{k+1}\) as \(J_k^{k+1} = Y^k - \frac{1}{\mu_1} L_1^k - \frac{\beta_1}{\mu_1} I\).
6. Update \(J_k^{k+1}\) as \(J_k^{k+1} = Y^k - \frac{1}{\mu_2} L_2^k - \frac{\beta_2}{\mu_2} \frac{(1 - S)}{Z^k} J_k^k\) or \(Y^k = \frac{1}{\mu_1} L_1^k - \frac{\beta_1}{\mu_1} \frac{sgn(J_k^k)}{Z^k}\).
7. Update \(Y^{k+1}, Z^{k+1}\) using Eq. (16).
8. Update \(L_k^{k+1}\) and \(L_k^{k+1}\) as \(L_k^{k+1} = L_k^k + \mu_1 (J_1^k - Y^k)\) and \(L_k^{k+1} = L_k^k + \mu_1 (J_2^k - Y^k)\).
9. \(\mu_1 \leftarrow \rho \mu_1, \mu_2 \leftarrow \rho \mu_2\).
10. end for
11. Post-compensation by \(Y \leftarrow \sqrt{tr(Y^k)Y^k}\).

**Output:** \(Y\).

By setting \(\eta_1 = 1/\mu_1\) for simplifying optimization, we obtain the final update process:

\[
J_k^{k+1} = Y^k - \frac{1}{\mu_1} L_1^k - \frac{\beta_1}{\mu_1} I.\] (7)

**Step 2: Update \(J_2\) while fixing other variables:** Similar to Step 1, the irrelevant terms with \(J_2\) are ignored, and the objective function becomes:

\[
J_2^{k+1} = \arg \min \beta_2 ||J_2^k||_1 + \frac{\mu_2}{2} ||J_2^k - Y^k + \frac{1}{\mu_2} L_2^k||_F^2.\] (8)

Based on gradient descent optimization, \(J_2\) can be updated by:

\[
J_2^{k+1} = J_2^k - \eta_2 \frac{\beta_2 \partial ||J_2^k||_1}{\partial J_2^k} + \mu_2 (J_2^k - Y^k) + L_2^k.\] (9)

In Eq. (9), we define \((\partial ||J_2^k||_1)/\partial J_2^k = sgn(J_2^k)\), where \(sgn(\cdot)\) is the sign function. With \(\eta_2 = 1/\mu_2\), the \(J_2\) is updated by Eq. (10).

\[
J_2^{k+1} = Y^k - \frac{1}{\mu_2} L_2^k - \frac{\beta_2}{\mu_2} \frac{sgn(J_2^k)}{Z^k}.\] (10)

The advantage of Eq. (10) is that no trainable parameters are required. However, the negative updating direction of \(sgn(J_2^k)\) indicates that all the elements in \(Y^k\) will be suppressed towards \(0\) by subtracting a sign function, which is harmful to some critical elements for final recognition. An ideal solution is to only suppress the trivial elements in \(Y^k\) to achieve the sparsity constraint. Thus, we provide an alternative updating strategy, which is indicative of those important features in Sec. III-C.

**Step 3: Update \(Y\) while fixing other variables:** By ignoring the irrelevant terms, \(Y\) is updated by Eq. (11).

\[
Y^{k+1} = \arg \min ||(Y^{k+1})^2 - A||_F^2 + \frac{\mu_2}{2} ||J_2^k - Y^k - \frac{1}{\mu_2} L_2^k||_F^2
\]
\[+ \frac{\mu_1}{2} ||J_1^k - Y^k + \frac{1}{\mu_1} L_1^k||_F^2.\] (11)
By setting $\eta_3 = 1/(\mu_1 + \mu_2)$, the gradient descent updating for $Y$ is:

$$Y^{k+1} = Y^k - \frac{\partial}{\partial Y^k} \frac{f_N(Y^k)}{f_N(Y^k)} + \frac{1}{2} (Y^k - Z^k Y^k),$$

where $G$ is the updating direction in terms of square-root constraint:

$$G = \frac{\partial}{\partial Y^k} \frac{\|Y^k\|^2 - A\|_F^2}{\partial Y^k}.\quad (13)$$

We notice that directly employing $G$ to update $Y$ will lead to unstable convergence for iterative matrix square-root decomposition [22]. Therefore, we employ the efficient Newton Iteration, based on an auxiliary objective function $f_N(Y) = Y^2 - A = 0$, to calculate $G$. Then, we have:

$$Y^{k+1} = Y^k - \frac{1}{2} (Y^k)^{-1} A - Y^k.\quad (14)$$

Since Eq. (14) contains inefficient matrix inverse operation, a coupled updating form is further employed with matrix multiplication:

$$Y^{k+1} = Y^k + \frac{1}{2} Y^k (I - Z^k Y^k),$$

$$Z^{k+1} = Z^k + \frac{1}{2} (I - Z^k Y^k)Z^k,\quad (15)$$

where $Z^k$ is an auxiliary variable. Eq. (15) is also called as Newton-Schulz Iteration [22]. If $\|A - I\|_F < 1$, $Y^k$ and $Z^k$ can respectively converge to $A^{1/2}$ and $A^{-1/2}$, with quadratic speed. Notably, $Z^0 = I$. Then, the $G$ can be calculated efficiently by Eq. (15), and the updating strategy towards square-root of Eq. (12) becomes:

$$\hat{Y}^k = \frac{\mu_1 J_1^k + \mu_2 J_2^k}{\mu_1 + \mu_2} + \frac{L_1^k + L_2^k}{\mu_1 + \mu_2},$$

$$Y^{k+1} = \hat{Y}^k + \frac{1}{2} \hat{Y}^k (I - Z^k \hat{Y}^k),$$

$$Z^{k+1} = Z^k + \frac{1}{2} (I - Z^k \hat{Y}^k)Z^k.\quad (16)$$

Eq. (16) first aggregates the low-rank $J^k$ and sparse $J_2^k$ as $\hat{Y}^k$, and then update $Y^{k+1}$ using efficient Newton Iteration.

**Step 4: Update multipliers:** The multipliers $L_1$ and $L_2$, as well as $\mu_1$ and $\mu_2$, are updated by:

$$L_1^{k+1} = L_1^k + \mu_1 (J^k_1 - Y^k),$$

$$L_2^{k+1} = L_2^k + \mu_2 (J^k_2 - Y^k),\quad (17)$$

$$\mu_1 \leftarrow \rho \mu_1; \mu_2 \leftarrow \rho \mu_2,$$

where $\rho = 1.1$ in this paper.

**C. Covariance Attention Mechanism**

In the updating step of $J_2$ in Sec. III-B, we analyze that using Eq. (10) may damage some discriminative features. Thus, a more comprehensive updating strategy is required, which is indicative of those discriminative features. To this end, we propose a covariance attention mechanism. As shown in Figure 3, the proposed covariance attention mechanism employs the channel attention vector $\nu$ to generate a covariance attention map $S = \nu^T v$, whose size is the same as covariance matrix $J^k_2$. Notably, $S$ can be regarded as a dynamic weight to help $J^{k+1}_2$ refine features from $J^k_2$. With the category label as supervision information [68], the loss gradients can optimize the inferred $S$ so that the discriminative elements of $J^k_2$ can be outputted. In other words, the inferred $S$ can reflect the importance of elements in $J^k_2$. Furthermore, to make $S$ sparse, an inducing $l_1$ norm is used by minimizing $\mathcal{L}_{sr} = \frac{\beta_2}{c^2} \sum_{i,j} S_{i,j}$, of which the sparsity is controlled by $\beta_2$. As the attention value $S_{i,j}$ is non-negative, $\mathcal{L}_{sr}$ becomes:

$$\mathcal{L}_{sr} = \frac{\beta_2}{c^2} \sum_{i,j=1}^{c} S_{i,j}.\quad (18)$$

By using covariance attention mechanism and sparsity loss $\mathcal{L}_{sr}$, $S$ has several advantages: a) sparsity; b) falling into $[0, 1]$; c) indicating those important elements with large attention values. Then, $(1 - S)J^k_2$ is exactly the redundant information in $J^k_2$. Removing $(1 - S)J^k_2$ has both effects of sparsity and redundancy reduction. Finally, by replacing $sgn(J^k_2)$ with $(1 - S)J^k_2$, Eq. (10) becomes:

$$J^{k+1}_2 = Y^k - \frac{1}{\mu_2} L^k_2 - \frac{\beta_2}{\mu_2} (1 - S)J^k_2.\quad (19)$$

**D. Implementation of MOMN layer**

Based on the above algorithm, the implementation of the proposed MOMN is shown in Figure 2. In order to satisfy the condition of Newton-Schulz Iteration used for updating $Y$ in Sec. III-B, the same pre-normalization and post-compensation in [16] are used by:

$$A \leftarrow \frac{1}{tr(A)} A, \quad Y \leftarrow \sqrt{tr(Y)}Y.\quad (20)$$

As $Y$ is a symmetric matrix, we only output the upper triangular elements of $Y$ to form a $c(c + 1)/2$-dimensional vector, which is fed to the classifier.

Finally, the loss function for MOMN is:

$$\mathcal{L} = \mathcal{L}_{cls}(Y, y) + \mathcal{L}_{sr}(S),\quad (21)$$

where $\mathcal{L}_{cls}$ is the cross-entropy classification loss, and $y$ is the image label. The classifier is used for simplifying. $\mathcal{L}_{sr}$ is defined in Eq. (18), and $S$ is the covariance attention map.
It should be noted that the implementation of MOMN layer contains only matrix multiplication, which is friendly to GPU acceleration.

IV. EXPERIMENTS

In this section, we first provide the detailed experimental setting and then conduct several ablation studies to evaluate each component in MOMN. Finally, MOMN is compared with the state-of-the-art methods on five benchmarks with different backbones.

A. Experimental Setting

Datasets We evaluate the proposed MOMN on five benchmarks: Caltech-UCSD birds (CUB) [69], Standford Cars (Cars) [70], FGVC-aircraft (Aircraft) [71], Standford Dogs (Dogs) [72], and MPII Human Pose Dataset (MPII) [73]. The first four datasets are used for image classification, which are commonly used in FGVC. CUB contains 11,788 images of 200 species of birds, which have subtle inter-class differences. The whole images are divided into two parts: 5,994 images for training, and 5,794 images for testing. Similarly, Cars contains 8,144 training images and 8,041 testing images from 196 classes of cars. Aircraft contains 6,667 images for training and 3,333 images for testing from 100 classes, and Dogs contains 12,000 images for training and 8,580 images for testing from 120 classes. The last dataset is about fine-grained action recognition, which contains 15,205 images from 393 action classes, to evaluate the model generalization on different tasks. The dataset is split into train, val and test sets by authors [74], with respectively 8,218, 6,987 and 5,708 samples. Since MPII only provides the pose estimation evaluation on the test set, the comparisons are commonly conducted on the val set [75]. The detail information of the above benchmarks is given in Table II.

Implementation Details Following the evaluation setting in [30], the input images are cropped to $448 \times 448$, and the backbone networks are pre-trained on ImageNet. The horizontal flipping is used for data augmentation during training. Taking ResNet-101 [76] as backbone, the reduction layer in Figure 2 can reduce the channels of the last layer features from $256 \times 256$ to $2,048$ to $256$, thereby producing $256 \times 256$ covariance matrix $A$. A two-step training strategy [30] is applied to train the model. First, the pre-trained backbone network is fixed, and the rest part is trained with a large learning rate ($lr=0.01$). Then, the whole network is fine-tuned with a small learning rate ($lr=0.001$). During training, a mini-batch contains 16 samples, and SGD with the momentum of 0.9 for 180 epochs is used as the optimizer. The hyper-parameter settings are $\beta_1 = 0.5$, $\beta_2 = 1$, and $K = 5$, which will be analysed in ablation studies. The Lagrange parameters are fixed with $\mu_1 = \mu_2 = 10$ for all cases. For testing, the averaged score of an image and its horizontal flip is reported as the final prediction.

B. Ablation Studies

In this section, we give several detailed analyses about the MOMN. The experiments are all performed on GTX1080ti with the backbone network of ResNet-50 and ResNet-101. Except for the classifier, the rest experiment settings are consistent with iSQRT [16], i.e., MOMN uses the softmax classifier rather than SVM used in isQRT.

Evaluation of dimension reduction layer To evaluate the effect of dimension reduction layer, we conduct several evaluations for different settings of the dimension reduction layer, and summarize the related results in Table III. For the proposed MOMN, we use a simple conv+bn+relu as the dimension reduction layer before the bilinear pooling, which is widely used in existing works [13], [16]. As shown in Table III using the Blocks that consist of conv.+bn+relu all achieves higher performance than using a simple Conv layer. Further, using a single Block obtains the best performance. As a consequence, it is enough to use a block of conv.+bn+relu to reduce the dimension of backbone features.

Effect of low-rank constraint To demonstrate the effectiveness of low-rank constraint, we compare the averaged rank of normalized $Y$ between the settings with $\beta_1 = 0$ and $\beta_1 = 0.5$. The related results are shown in Figure 5. As the nuclear norm $\|Y\|_*$ is an approximated rank norm by suppressing singular values of matrix components, we define the approximated rank $r(Y) \approx \text{num}(\{\lambda_i|\lambda_i > \tau\})$ by counting the number of singular values that are higher than $\tau$. $\tau$ is a small value and used to filter out the suppressed matrix components. As shown in Figure 5(a), some matrix components have been exactly suppressed after using the MOMN, leading to a low-

| Datasets  | Class Number | Train  | Test   |
|-----------|--------------|--------|--------|
| Birds [69]| 200          | 5,994  | 5,794  |
| Cars [70] | 196          | 8,144  | 8,041  |
| Aircraft [71]| 100       | 6,667  | 3,333  |
| Dogs [72] | 120          | 12,000 | 8,580  |
| MPII [73] | 393          | 8,218  | 6,987  |

As shown in Table II, the number of respective data split is as follows:

| Architecture | Conv 1 × Block† | 2× Block | 3× Block |
|--------------|-----------------|----------|----------|
| Resnet-50    | 87.91           | 88.32    | 88.30    | 88.25    |
| Resnet-101   | 89.22           | 89.41    | 89.25    | 89.31    |

†: Block: Conv+BN+ReLU.
rank $Y$. For example, when $\tau \geq 0.04$, nearly half of $r(Y)$ is suppressed by MOMN. The above analysis demonstrates that our MOMN can effectively reduce the rank of regularized bilinear features.

$\beta_1$ is a critical parameter to balance the effect of low-rank constraint in the objective function of Eq. (1). A larger $\beta_1$ corresponds to a stronger low-rank constraint. As displayed in Figure 5 (b), the performance increases at the beginning. Thus, it is effective by removing the redundant information in $Y$ to obtain discriminative image representation. Then, the performance drops seriously, when $\beta_1$ is larger than 0.5. This tells that a too large $\beta_1$ is harmful to the principle components in $Y^t$, due to an over-strong low-rank constraint. Therefore, we set $\beta_1=0.5$ in the following experiments.

**Effect of sparse constraint** The effect of sparsity constraint is also explored by evaluating different $\beta_2$. From Figure 6 (a), the sparsity term $||Y||_1$ is effectively reduced, which shows that the normalized $A$ becomes sparse with MOMN. From Figure 6 (b), when $\beta_2$ increases from 0 to 1.0, the accuracy is improved from 89.11% to 89.41%. This proves the positive effect of sparsity in bilinear representation learning. However, the performance will drop seriously when further increasing $\beta_2$. The reason is that a larger $\beta_2$ leads to a stronger sparsity constraint on the bilinear features. In the rest experiments, $\beta_2$ is fixed to 1.0.

**Comparison of three matrix regularizers** In this part, we evaluate the effect of each regularizer in MOMN and summarize the related results in Table IV. Note that the baseline performance is generated by original bilinear pooling with $l_2$ normalization. First, we evaluate the effect of each constraint with Single-Objective Normalization (SON). From Table IV, we can observe that the square-root constraint achieves the highest accuracy among all three constraints, e.g., about 4% higher than the baseline accuracy. The larger improvement testifies the importance and necessity of the square-root constraint for bilinear representation learning. Besides, the low-rank and sparsity constraints achieve about 2% and 1.3% improvement on the baseline performance. Then, we continue to evaluate different combinations of constraints, denoted as Two-Objective Normalization (TON). As shown in Table IV, two-objective settings achieve higher performance than all single-objective settings. Especially, the TON with square-root and low-rank constraints gets the highest accuracy, which obtains about 4.8% improvement over the baseline. Finally, we show the performance by using all three matrix constraints. From Table IV, MOMN outperforms baseline and SON by about 5.3% and 1.3% improvements. It indicates the importance of multi-objective normalization in bilinear features. Therefore, we can conclude that the three matrix constraints and multi-objective normalization are both useful for bilinear representation learning.

**Covariance attention vs. sign function** For the sparsity updating step in Sec. III-B we provide two updating strategies: covariance attention mechanism and sign function. Therefore, we present a comparison between these two updating strategies. From Table IV using covariance attention obtains 0.2% improvement over sign function, with ignorable time sacrifice of 0.01 ms. Further, we provide some visualized results to illustrate the effectiveness of covariance attention. Since the covariance attention is based on the channel attention mechanism by $S = v^T v$, as shown in Figure 5(b), we show those feature maps in $X$ that are indicated by the maximum values in the attention vector $v$. The results are given in Figure 6. From the results, we can see that the covariance attention mechanism focuses on those object regions, i.e., the birds
TABLE VI
Comparison of Forward and Backward Time (s) and Classification Accuracy (%) Used of Different Matrix Normalization Layers. The Accuracy of iSQRT in Parentheses is the Averaged Accuracy with Softmax Classifier.

| Method         | Bottleneck | Constraints | FT | B1 | ACC. |
|----------------|------------|-------------|----|----|------|
| iBCNN[15]      | SVD        | Single      | 12.38 | 1.20 | 85.8 |
| G2* DeNet[14]  | SVD        | Single      | 8.11  | 0.72 | 87.1 |
| MPN-COV[13]    | Eig        | Single      | 4.64  | 0.88 | 88.7 |
| iSQRT[16]      | NS_iter    | Single      | 0.67  | 0.32 | 88.7(88.2) |
| MOMN           | ADMM       | Single      | 0.54  | 0.22 | 88.1 |
|                |            | Two         | 0.82  | 0.33 | 88.9 |
|                |            | Three       | 1.31  | 0.34 | 89.4 |

Fig. 7. Impact of $K$ of MOMN on CUB dataset. Both validation and Test sets are evaluated. The backbone is the Resnet-50.

head and abdomen, where the discriminative information is contained. Thus, using the covariance attention mechanism can make the generated representation compact and discriminative.

Necessity of joint multi-objective normalization Since the three regularizers are important for bilinear representation learning, we then show that the joint optimization is necessary for multi-objective normalization. In Table VI we first minimize the square-root regularizer (SR) of $\|Y^2 - A\|_2$ to make $Y \rightarrow A^{1/2}$, and then optimize $\|Y\|$ (LR) to make $Y$ low rank. Finally, the sparse regularizer $\|Y\|_1$ (SP) is used to make $Y$ sparse. Different from the proposed joint multi-objective normalization in MOMN, such a direct adding strategy is simple, without considering the impact between different constraints, e.g., no alternate updating and no Lagrange multipliers as penalties. Specifically, optimizing the latter regularizer will corrupt the feature structure normalized by the previous one, e.g., adding low-rank to square-root reduces its performance from 88.1% to 87.5%. Therefore, it is crucial to employ a unified framework to optimize all three regularizers jointly.

Effect of Iteration Number To determine the optimal $K$ in the MOMN, we further split the training set of CUB into train/val parts, according to 3 : 2 for each category. Then, we evaluate the effects of different $K$ on the validation set. Finally, different $K$ is also evaluated on the official train/test set to prove the generalization. The results are reported in Figure 7. It can be found that a larger $K$ corresponds to higher performance. However, when $K > 5$, the accuracy drops. The reason may be that too many iterations for gradient descent updating with fixed steps may miss the optimal global solution. Hence, we set $K = 5$ in this work.

Analysis of training convergence Figure 8 shows the loss and accuracy curve during two-stage training. In stage one, the backbone network is fixed, and in stage two, the whole network is fine-tuned. We compare MOMN with two representative methods of CBP[12] and iSQRT[16]. From Figure 8, several conclusions can be obtained. First, both iSQRT and MOMN have faster and better convergence than CPB during both training stages. The better performance proves that the matrix square-root normalization has a stronger stabilization effect than $l_2$ normalization of CBP. Second, MOMN obtains higher accuracy than iSQRT with approximated training error, because MOMN has a better generalization than iSQRT. The reason is that the extra low-rank and sparsity regularizers can effectively remove the trivial components in the bilinear features, thereby making them discriminative and generalized. Third, the accuracy convergence of MOMN in the second stage is faster than iSQRT. This further proves the training stability of multi-objective normalization in FGVC.

Efficiency analysis of MOMN layer We target to propose an efficient multi-objective normalization for bilinear representation. Thus, the time cost of each component during the forward propagation of MOMN is given. From Table VI the matrix square-root decomposition spends the most time in MOMN, followed by sparsity and low-rank constraints. Since MOMN is implemented with only matrix multiplication, the time costs of all three regularizers are small. Notably, the extra time-consuming by updating the Lagrange multiplier is ignorable, which is about 0.14 ms.

Furthermore, we compare the proposed MOMN with existing normalization methods, i.e., G2* DeNet[14], Impro. B-CNN (SVD version) [15], MPN-COV[13], and iSQRT[16]. Both forward propagation (FP) and back propagation (BP) are analyzed, of which the results are summarized in Table VI. Compared with those SVD or EIG based-methods, MOMN and iSQRT give superior implementation efficiency in terms of both FP and BP. Compared with iSQRT, our MOMN obtains comparable efficiency under the single-objective setting. Notably, the reason for higher accuracy of iSQRT under the
single constraint that it utilizes the SVM as the classifier, which is much stronger than the simple Softmax classifier in MOMN. Once replacing the SVM classifier with the softmax classifier, the accuracy for iSORT drops from 88.7% to 88.2%, which is comparable with the proposed MOMN. After using multi-objective setting, MOMN obtains higher performance with little time addition. In summary, the proposed MOMN achieves a good balance between efficient implementation and multi-objective normalization.

**Visualization results** Finally, we visualize the feature distributions obtained from the global average pooling (GAP) and MOMN to show the superiority of normalized bilinear features. From Figure 10, it can be seen that the feature distributions of MOMN have larger inter-class differences than GAP, as well as more compact clusters. Notably, all the evaluated datasets contain fine-grained categories, which are visually similar to each other. Thus, the simple GAP will miss some imperceptible visual clues via spatial summation, leading to blurred decision boundary. With effective normalizations, MOMN can model the second-order information to capture the vital clues about the inter-class difference. Specifically, the low-rank and sparsity regularizers in MOMN play important roles in generating discriminative features in Figure 10 via redundancy reduction and alleviating over-fitting.

Further, we also provide some image examples in Figure 9. These images are correctly recognized by MOMN, but the previous BCNN [7], iBCNN [15], and iSORT [16] cannot handle. Notably, these images are usually with confusing background appearance and inapparent object characteristics, which are visually hard to recognize. Thus, the low-rank and sparsity regularizers are reasonable to be utilized to remove the trivial components in the image representation. Consequently, the bilinear representation from MOMN is much more compact and generalized than previous methods, resulting in better fine-grained recognition performance.

| Methods       | Backbone  | CUB     | Cars      | Aircraft |
|---------------|-----------|---------|-----------|----------|
| CBP[12]       |           | 84.3    | 91.2      | 84.1     |
| LR-BCNN[11]   |           | 84.2    | 90.9      | 87.3     |
| α-pooling[10] |           | 85.3    | -         | 85.5     |
| KP[17]        |           | 86.2    | 92.4      | 86.9     |
| G*DeNet[13]   |           | 87.1    | 92.5      | 89.0     |
| Impr. BCNN[15]|           | 85.8    | 92.0      | 88.5     |
| HHCA[18]      | VGG-D     | 85.3    | 91.7      | 88.3     |
| MoNet[10]     |           | 86.4    | 91.8      | 89.3     |
| FBP[49]       |           | 85.7    | 92.1      | 88.7     |
| Grass. Pool[2] |         | 85.8    | 92.8      | 89.8     |
| iSORT[16]     |           | 87.2    | 92.5      | 90.0     |
| MOMN          |           | 87.3    | 92.8      | 90.4     |

| Methods       | Backbone  | CUB     | Cars      | Aircraft |
|---------------|-----------|---------|-----------|----------|
| CBP[12]       | Densnet-D | 83.1    | 87.9      | 83.2     |
| PC[27]        |           | 86.9    | 92.9      | 89.2     |
| iSORT[16]     |           | 88.5    | 92.1      | 90.9     |
| MOMN          |           | 89.7    | 93.7      | 91.8     |

| Methods       | Backbone  | CUB     | Cars      | Aircraft |
|---------------|-----------|---------|-----------|----------|
| *S3N[38]      |           | 88.5    | 94.7      | 92.8     |
| *MGE-CNN[37]  |           | 89.4    | 39.9      | -        |
| CBP[12]       |           | 81.6    | 88.6      | 81.6     |
| KP[17]        |           | 84.7    | 91.1      | 85.7     |
| PC[27]        | Resnet-D  | 85.6    | 92.5      | 85.8     |
| DCL[78]       |           | 86.2    | 93.4      | 89.9     |
| iSORT[16]     |           | 88.7    | 93.3      | 91.4     |
| MOMN (D=50)   |           | 88.3    | 93.2      | 90.3     |
| MOMN (D=101)  |           | 89.4    | 93.9      | 92.0     |
| MOMN (D=101_32x8d) |         | 89.8    | 94.2      | 92.2     |

**C. Comparison with state-of-the-art methods.**

In this section, we compare our MOMN with the state-of-the-art methods on five public datasets. To evaluate the generalization of MOMN to different backbones, five backbones are employed, which are VGG-16, DenseNet-201, Resnet-50, Resnet-101, and Resnet-101_32x8d [79].
Fig. 10. The feature distributions of the global average pooling and MOMN in four datasets, which are obtained by t-SNE method. In each dataset, random 10 classes are selected for visualization.

| Methods   | Dogs ACC. (%) | MPII mAP (%) |
|-----------|---------------|--------------|
| RAN[80]   | 83.1          | RCNN[74]     |
| FCAN[81]  | 84.2          | α-pooling[30]|
| RACNN[42] | 87.3          | HBP[49]      |
| PC[77]    | 83.8          | Att.Pooling[75]|
| MAMC[82]  | 87.3          | iSQRT[16]    |
| MOMN      | 91.3          | MOMN         |

We first evaluate the MOMN on three widely used benchmarks: CUB, Cars, and Aircraft, which are all widely used by FGVC methods. Notably, since HBP [49] fuses the multi-level features to enhance their representation ability, we report their results of using a single conv5_3 feature map for a fair comparison, denoted as FBP. The results of DCL [78] are reported without additional data augmentation strategies, i.e., 14× augmented data number of ours. From Table VIII, the proposed MOMN achieves the highest classification accuracy on all three datasets. Compared with previous normalization-based methods, MOMN obtains about 1.0% to 4.0% improvements, which shows the superiority of our multi-objective normalization framework. Especially, iSQRT (D=101) uses the strong SVM classifier, while our MOMN employs the weak Softmax classifier.

Then, we further evaluate our MOMN on two additional datasets, which are Dogs and MPII, to demonstrate the excellent generalization of MOMN. The results are reported in Table VIII. Impressively, MOMN outperforms the brand-new part-based method, on Dogs, by a large margin of 4%. Also, in MPII, our MOMN wins the best performance among all existing methods. Especially, MPII is a more challenging task for fine-grained action recognition, because it focuses on the interaction between human and background objects. The above comparisons verify that using MOMN with multi-objective normalization improves the discrimination of fine-grained representation, with superior generalization to different datasets.

Finally, we analyze the generalization ability of MOMN to different backbone architectures. As shown in Table VII, most existing methods are not well compatible with different backbone architectures. For example, KP [17] and α-pooling [30] both obtain worse performance on ResNet-50 than VGG-D backbones, and CBP and iSQRT cannot obtain further improvements after using deeper Densenet-201. The reason may be that, as deep features are hard to train, these methods can not learn stabilized bilinear features. In contrast, our MOMN shows great compatibility to all backbones, i.e., VGG-16, Densenet-201, and different Resnet variants. Especially with Densenet-201, the results by MOMN are impressive. Further, we use the Resnet-101_32x8d as the backbone, and MOMN obtains the state-of-the-art performance. The above comparison demonstrates that our MOMN has a better generalization ability to different backbones.

From the above evaluations, we summarize that: 1) MOMN is robust for fine-grained representation learning, and 2) MOMN has a better generalization ability for different backbones and datasets.

V. CONCLUSION

Bilinear pooling suffers from unstable second-order information, redundant features, and over-fitting problems, which require different regularizers to process. Existing methods cannot be adapted to multi-objective normalization with efficient implementation. Thus, in this paper, we propose a novel
MOMN method that can normalize a bilinear representation, in terms of square-root, low-rank, and sparsity, simultaneously. In contrast to most methods considering only square-root, the extra low-rank and sparsity regularizers can eliminate the trivial components and avoid over-fitting, with negligible time addition. To jointly optimize the above three non-smooth regularizers, an augmented Lagrange formula is designed with specific updating strategies based on gradient descent. This allows different regularizers to be optimized alternately and iteratively. Consequently, MOMN can not only normalize the bilinear representation in terms of various regularizers, but also be efficiently deployed in GPU platform with only matrix multiplication. The evaluations on five benchmarks demonstrate the superior performance of MOMN in FGVC.

In the future, more matrix regularizers, e.g., whitening and orthogonalization, will be explored under the proposed multi-objective normalization framework. Further, MOMN will be extended to other applications, where the feature structures remain to be explored.
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