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Abstract
Human judgments obtained through Mean Opinion Scores (MOS) are the most reliable way to assess the quality of speech signals. However, several recent attempts to automatically estimate MOS using deep learning approaches lack robustness and generalization capabilities, limiting their use in real-world applications. In this work, we present a novel framework, NORESQA-MOS, for estimating the MOS of a speech signal. Unlike prior works, our approach uses non-matching references as a form of conditioning to ground the MOS estimation by neural networks. We show that NORESQA-MOS provides better generalization and more robust MOS estimation than previous state-of-the-art methods such as DNSMOS [1] and NSQA [2], even though we use a smaller training set. Moreover, we also show that our generic framework can be combined with other learning methods such as self-supervised learning and can further supplement the benefits from these methods.

Index Terms: speech quality, non-matching reference, Mean Opinion Score, no-reference metrics, speech enhancement

1. Introduction
Quality assessment of speech signals plays a critical role in many applications. The gold standard for assessment of speech quality is subjective judgments by humans. Often, these subjective judgments are made by conducting different listening tests. Mean Opinion Score (MOS) [3] is the “de-facto” metric to assess speech quality through listening tests. However, such subjective evaluations are time and resource consuming, especially when repeated many times per recording, and are therefore not scalable. Moreover, to obtain MOS reliably, one needs to control listening environments and hardware appropriately, further adding to the constraints of conducting MOS tests. This has led to considerable effort in developing alternatives to MOS tests.

One class of alternatives that have been developed are full-reference objective methods, e.g. PESQ [4], POLQA [5] and VISQOL [6]), to mention a few. While these objective metrics remove the heavy workload of subjective listening tests, they correlate with MOS to a limited degree [7–9]. More importantly, their effectiveness is usually limited to specific speech applications and becomes obsolete with the emergence of new scenarios [10, 11]. Even more inhibiting is the reliance of these objective metrics on a clean, reference speech signal for computing an assessment rating.

A recent class of alternatives is provided by deep-learning-based systems, which offer scalable and rapidly re-trainable solutions that are expandable to many speech and audio-related tasks [12–18]. Several of these methods estimate the aforementioned objective metrics (e.g. PESQ [4]) directly, without using any reference. More significantly, there have also been attempts to learn the mapping between audio signals and MOS directly. The task of developing machine learning methods for MOS estimation is quite challenging. MOS captures the complex and multi-dimensional nature of quality perception in humans [19]. However, several aspects of human auditory perception are not yet fully understood. This makes it tricky to design MOS estimation methods, and often the idea is to rely on labeled MOS datasets for training neural networks in a supervised manner [1, 2, 9, 14, 15, 20–22]. However, collecting large scale MOS datasets to train deep learning models is challenging too. Current MOS datasets are often limited to specific domains, e.g. Text-to-Speech (TTS) and Voice Conversion in BBCC [23], telephony distortions in NSQA [2], and speech enhancement distortions in DNSMOS [1]. Moreover, MOS tests are difficult to conduct and crowd-sourced MOS can have considerable label noise [1]. These limitations make it harder to train models that can generalize well across various test conditions and applications [9, 24, 25], and the real-world uses of these MOS estimation methods remain limited.

A potential solution to above constraints can be self-supervised learning (SSL). SSL methods leverage large unlabelled data for learning models that can be utilized in other tasks with sparse labeled data. Cooper et al. [9] proposed the same for MOS estimation by using large pretrained audio models learned using SSL methods (e.g. wav2vec2.0 [26] and HubERT [27]).

Another recent novel framework for quality assessment is NORESQA [25] (NO-matching REference based Speech Quality Assessment). Motivated by human’s ability to compare and opine on the quality of two speech signals of different content, NORESQA proposed speech quality assessment by learning to predict a relative quality score for a given speech recording with respect to any provided reference, irrespective of the differences in content, speaker’s language or gender. The non-matching references (NMRS) in NORESQA provide better grounding for the neural networks through conditioning by arbitrary speech signals of known quality. However, NORESQA was trained to predict Signal-to-Noise Ratio (SNR) and Scale invariant signal to distortion ratio (SI-SDR) for quality assessment.

In this paper, we propose NORESQA-MOS - a novel MOS estimation method built on the principles of NORESQA. Unlike prior works which are entirely reference-free, NORESQA-MOS relies on random NMRS of known qualities/MOS (either from a labeled dataset, or a clean set). We show that using our approach to compute relative MOS ratings leads to high generalization across in-domain and out-of-domain datasets. Moreover, combining NORESQA-MOS with other useful approaches (e.g. SSL pretraining) provides computational benefits by enabling smaller models to achieve significantly better generalization for MOS prediction. NORESQA-MOS is usable in real-world applications as any other reference-free approach as one can choose any set of speech recordings as NMR inputs to the network.

2. The NORESQA-MOS Framework
Our framework, NORESQA-MOS is designed to assess the MOS of a given speech recording using Non-Matching References (NMRS). The model takes in two recordings as inputs: a test recording $x_{\text{ref}}$ and another randomly chosen recording $x_{\text{ref}}$. Fig 1 is a simple illustration of the model. Overall, given two input signals, our model predicts two outputs: i) a preference output suggesting which input is cleaner than the other, and ii) a relative MOS rating between the two inputs.
2.1. Framework Design and Model Architectures

NORESQA-MOS architecture (Fig 1) comprises three modules: a base model block, a downsampling block, and task specific output heads (preference and relative MOS prediction blocks).

Base model block: We consider two types of base model blocks: one where the base model is trained from scratch and another where the base model block is a pre-trained SSL model from Fairseq [28]. Overall, we train 3 different models with same architectural design (based on wav2vec2.0 [26]) but varying model capacity: (i) Scratch: same model architecture as wav2vec2.0, but less number of blocks, and consists of roughly 120k parameters; (ii) SSL-Small: mid-size pretrained SSL wav2vec2.0 model (“wav2vec base”) consisting of roughly 91M parameters, and (iii) SSL-Big: large pretrained SSL wav2vec2.0 model (“wav2vec big”) consisting of roughly 315M parameters.

Downsampling block: Consists of a fully connected layer that outputs 32 dimensional representations for each time-frame. The learnable parameters across these blocks are shared between the two inputs to our model. Finally, the embeddings for both inputs are concatenated, and passed on to the next blocks.

The next blocks consist of output heads for the training tasks, and are described below along with the training loss functions.

2.2. Training Tasks and Loss Functions

We follow a multi-task learning framework where we train our network on two tasks simultaneously: i) a preference task, and ii) quantification task using a multi-task learning (MTL) [29] framework. Both output heads use attention pooling [2] to aggregate frame-level outputs to recording-level outputs. It mimics the selective auditory attention [30] properties due to which quality cannot be estimated using simple averaging.

Preference Task is designed such that the network learns to model which of the two inputs is “preferred” by humans. It is formulated as a binary classification problem. Let \( x_{ij} = (x_i, x_j) \) be an ordered pair input to the network, with \( x_i \) as first input and \( x_j \) as second input. Let MOS\(_{x_i}\) and MOS\(_{x_j}\) be the MOS ratings of \( x_i \) and \( x_j \) respectively. The goal is to predict the probability, \( p_{ij} \), of \( x_i \) having better rating than \( x_j \). More formally, the label \( y_{ij} \) for \( x_{ij} \) is a 2 dimensional, one-hot vector, with \( y_{ij} = [1, 0] \) if MOS\(_{x_i}\) > MOS\(_{x_j}\), and \( y_{ij} = [0, 1] \) otherwise. The loss function is:

\[
L_p(x_{ij}, y_{ij}) = \sum_{k=1}^{2} -y_{ij}^k \log(p_{ij}^k) \tag{1}
\]

Relative Rating Task is designed to quantify the quality difference (MOS) between \( x_i \) and \( x_j \). The goal of this task is to predict the relative MOS ratings, \( \Delta \text{MOS}_{ij} = s_{ij} = \text{MOS}_{x_i} - \text{MOS}_{x_j} \). Let \( r_{ij} \) be the recording level relative MOS rating predicted by this output head. We then use L1 loss between \( r_{ij} \) and the target relative MOS \( s_{ij} \) to train the network:

\[
L_Q(x_{ij}, s_{ij}) = \| r_{ij} - s_{ij} \|_1 \tag{2}
\]

2.3. Training procedure

We assume the availability of a small labeled dataset of audio recordings, and their MOS ratings \( D_{lab} \). We also assume the availability of a clean speech database \( D_{clean} \).

The training input for the network, \( x_{ij} \), is created by sampling two recordings \( x_i' \) and \( x_j' \) (having MOS ratings \( s_i \) and \( s_j \) respectively) from \( D_{lab} \). Also note that \( x_i' \) and \( x_j' \) can also be sampled from \( D_{clean} \) whose rating is assumed to be the perfect MOS (\( s_i, s_j = 5 \)). Next, given \( x_i' \) and \( x_j' \), we apply data augmentations on the recordings including waveform inversion, audio reversal, and time stretching. Typically, it has been found that data augmentation improves performance, especially in situations that have sparse labeled examples [31]. All these augmentations are chosen such that they have none to minimal effect on MOS ratings, and training with these augmentations improves performance. For each recording, we sample a perturbation from the list above, and apply the perturbation at a randomly selected level to get recordings \( x_i \) and \( x_j \) respectively. Once we have the signals \( (x_i, x_j) \) and their respective MOS ratings \( s_i \) and \( s_j \), we can train the network as described in Sec 2.2.

2.4. Usage: MOS Prediction

Once the network is trained, we can predict the MOS of a test input \( x_{test} \) with respect to any reference \( x_{ref} \). As already mentioned, this reference need not be the matching clean reference. To obtain the “absolute” quality, we select multiple clean NMRs (from \( D_{clean} \)) with the assumption of perfect MOS ratings. We average the relative-rating block outputs over multiple NMRs to obtain a lower variance estimate of MOS.

3. Experimental Setup

3.1. Datasets and training

The clean NMR set \( (D_{clean}) \) comes from the DAPS dataset [32]. The labeled MOS dataset \( (D_{lab}) \) comes from BVCC [33]. It combines audio recordings from past years’ Blizzard Challenge for TTS and the Voice Conversion Challenge, with each recording being rated by 8 independent raters. Overall, it contains roughly 7000 audio recordings, and their corresponding MOS ratings. We use the pre-created training/development/test splits as provided by the VoiceMOS challenge organizers.

The inputs to our model are 3 seconds waveform excerpts. We use the Adam optimizer with a learning rate of \( 10^{-4} \) with a batch size of 64. We train the network for 1000 epochs. We also use \( n=100 \) NMRs for all evaluations.

3.2. Baselines

We compare our approach to state-of-the-art no-reference approaches like DNNMOS [1] and NisQA [2]. Moreover, for a fair comparison and to demonstrate effectiveness of our NMR based approach, we also compare it with a model that is exactly same as ours but predicts the absolute MOS directly (D-MOS, short for Direct-MOS). Also note that all models are evaluated at 16kHz except NisQA which predicts MOS at 48kHz.

4. Results

4.1. Objective evaluations

We conduct two objective evaluations to understand the embedding space learnt by NORESQA-MOS. We first look at how well the model clusters audio recordings of similar MOS ratings. Next, we visualize the embedding space of NORESQA-MOS to see if the model learns local or global structure.
4.2. Subjective evaluations

We evaluate MOS prediction through an exhaustive set of 16 different datasets. These datasets come from a variety of speech applications including speech synthesis (VoCo [35], FFNet [36]), speech enhancement (Dereverberation [38], HiFi-GAN [34], HiFi-GAN2 [45]), audio source separation (SASSEC [42], SiSEC08 [43], SiSEC18 [42], SAOC [44]), telephony degradations (TCD_VOIP [41]), bandwidth extension (BWE [37]), and Voice Conversion and TTS (BVCC [23]). For more information on the datasets, please refer to Manocha et al. [46]. Our goal is to establish the generalization capabilities of all methods by evaluating on these diverse datasets.

Similar to prior works, we measure performance through Mean Square Errors (MSE), Pearson Correlation Coefficient (PC), and Spearman’s Rank Order Correlation (SC) of our predicted MOS with the MOS ratings from each dataset.

The NMRs for NORESQA-MOS are selected randomly from DAPS dataset [32]. For NORESQA-MOS, all experiments are repeated 10 times and averaged results with standard deviations are reported. We report both system level (averaged over ratings per system), as well as the utterance level predictions. Scatter plots Fig 3 shows the performance of various metrics on a common dataset (BVCC) at a system level, and at an utterance level on in-domain and out-of-domain tasks.

We see that NORESQA-MOS correlates better than existing baselines including D-MOS. Looking at system level ratings, our approach has a smaller variance spread as compared to baseline approaches. Next, looking at utterance level ratings, we see that baseline approaches have either higher variance (NISQA and D-MOS) or high bias (DNSMOS). This broadly suggests the usefulness of our approach over existing approaches.

System level MOS predictions Results are displayed in Tables 1, 2 and 3. We note a few key observations from the these Tables. First, we note that NORESQA-MOS performs better than D-MOS across all three model classes. We attribute this

| Type      | Name         | HiFiGAN [34] | VoCo [35] | FFNet [36] | BWE [37] | Dereverb [38] |
|-----------|--------------|--------------|-----------|------------|----------|---------------|
|           |              | MSE⁺ | PC↑ | SC↑ | MSE⁺ | PC↑ | SC↑ | MSE⁺ | PC↑ | SC↑ | MSE⁺ | PC↑ | SC↑ |
| Non-Int.  | DNSMOS       | 0.18 | 0.97 | 0.92 | 0.57 | 0.70 | 0.41 | 0.21 | 0.66 | 0.60 | 1.58 | 0.65 | 0.61 |
|           | NISQA        | 0.40 | 0.94 | 0.90 | 1.44 | 0.63 | 0.29 | 0.53 | 0.53 | 0.48 | 2.44 | 0.69 | 0.67 |
| D-MOS     | SSL-small    | 0.68 | 0.68 | 0.71 | 0.68 | 0.22 | 0.12 | 0.64 | 0.45 | 0.50 | 0.96 | 0.44 | 0.42 |
|           | SSL-big      | 0.17 | 0.85 | 0.76 | 1.08 | 0.27 | 0.37 | 1.81 | 0.21 | 0.11 | 2.27 | 0.03 | 0.11 |
| NORESQA-MOS | SSL-small   | 0.14 | 0.94 | 0.96 | 0.59 | 0.50 | 0.40 | 0.19 | 0.74 | 0.72 | 0.61 | 0.59 | 0.57 |
|           | SSL-big      | 0.10 | 0.90 | 0.83 | 0.73 | 0.83 | 0.60 | 0.18 | 0.74 | 0.78 | 1.64 | 0.81 | 0.81 |

Table 1: System-level-predictions (1): for NORESQA-MOS, D-MOS, DNSMOS, and NISQA. Mean Square Error (MSE), Spearman (SC), Pearson (PC) correlations are shown. NORESQA-MOS is obtained using n = 100 NMRs. ↑ or ↓is better.
to our NMR strategy that encourages learning content agnostic quality features. For example, specifically for Dererverb - D-MOS models fare worse than NORESQA-MOS because they fail to give reliable estimates, esp. under unseen, reverberant environments. In contrast, NORESQA-MOS performs better since it was trained to be content agnostic to learn quality features. Secondly, we also observe that generalization across unseen datasets generally increase with larger pretrained SSL models (e.g. HiFiGAN, SASSEC, SISEC08, SISEC18, SAOC etc.). However, in a few cases, the performance drops as larger pretrained models are used, esp. for D-MOS. However, our NORESQA-MOS approach produces more consistent ratings across model capacities. Third, we note that NORESQA-MOS with the SSL-Small model generalizes better than D-MOS learning with SSL-Big as base modules. This shows the usefulness of our approach in training efficient models (i.e. with 1/4 the number of trainable parameters) that generalize well, and are faster to train and infer. Fourth, NORESQA-MOS approach scores higher than baseline approaches like DMSOS and NSQA in terms of lower errors (MSE) and higher correlations, especially on challenging datasets like BWE which have subtle differences. The standard deviations for all datasets across Tables 1, 2, and 3 are consistently small (∼0.02 rating) suggesting invariance to a particular model capacities. It shows that our approach is a generic way to improve MOS estimation and can be used to improve robustness of any model.

**Utterance level MOS predictions**

We report results on a subset of datasets from the previous section due to space limitations. Results are shown in Table 4. We see that NORESQA-MOS scores consistent correlations, and lowest errors amongst different datasets considered. Moreover, the standard deviations for datasets across Table 4 are small (∼0.15 rating), and should further decrease as more NMRs are introduced. This suggests the usefulness of our approach to reduce variance in the ratings further. Utterance level MOS predictions have been identified as challenging for existing models [9]. Our NORESQA-MOS approach can produce more consistent ratings and improves performances almost across all datasets.

### 5. Conclusions and future work

In this paper, we presented NORESQA-MOS - a novel approach for MOS estimation of speech signals which uses non-matching references. It is motivated by human’s ability to assess quality independently of the speech content. We show that our method generalizes well to out-of-domain datasets and outperforms prior works trained on much larger datasets. Therefore, it provides good generalization with smaller models, making it more suitable for real-world uses. In the future, we would like to include more attributes including noisiness and coloration.
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