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ABSTRACT. We explicitly compute the limiting gap distribution for slopes of saddle connections on the flat surface associated to the regular octagon with opposite sides identified. This is the first such computation where the Veech group of the translation surface has multiple cusps. We also show how to parametrize a Poincaré section for the horocycle flow on \( SL(2, \mathbb{R})/SL(X, \omega) \) associated to an arbitrary Veech surface \( (X, \omega) \). As a corollary, we show that the associated gap distribution is piecewise real analytic.

1. INTRODUCTION

1.1. Gap distribution for the Octagon. Consider the surface \( O \) obtained by identifying parallel sides of the regular octagon by Euclidean translations, as shown in Figure 1. This results in a genus 2 translation surface with a single cone point of cone angle \( 6\pi \). A saddle connection on this surface is a straight line connecting the cone point to itself. To each saddle connection, \( \gamma \), we associate a holonomy vector, \( v_\gamma \in \mathbb{C} \), that records how far it travels in each direction. For example, the saddle connection drawn in Figure 1 would have holonomy vector \( 2(1 + \sqrt{2}) + i \).
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Figure 1. The regular octagon with parallel sides identified to obtain the translation surface \( O \). A saddle connection \( \gamma \) has been drawn connecting the cone point to itself.

We are interested in the slopes of holonomy vectors coming from the saddle connections on the octagon. Following the convention introduced by [1, 2], we refer to them as “slopes of saddle connections”. Since the set of vectors is symmetric with respect to coordinate axes, we restrict our attention to slopes in the first quadrant.

Let

\[
S_O = \left\{ \text{slope}(v_\gamma) = \frac{\text{Im}(v_\gamma)}{\text{Re}(v_\gamma)} \mid \gamma \text{ is a saddle connection on } O \text{ and } 0 < \text{Re}(v_\gamma), 0 \leq \text{Im}(v_\gamma) \right\}
\]
We write $S_O$ as an increasing union of $S_O^R$ for $R \to \infty$, where

$$S_O^R := \{ \text{slope}(v_\gamma) \mid \gamma \text{ is a saddle connection on } O \text{ and } 0 < \text{Re}(v_\gamma) \leq R, 0 \leq \text{Im}(v_\gamma) \leq R \}.$$ 

In other words, $S_O^R$ is the set of (finite) non-negative slopes of saddle connections on $O$ that lie in the first quadrant and in the $\ell_\infty$ ball of radius $R$ around the origin. Let $N(R) = |S_O^R|$ be the cardinality of the set $S_O^R$. Veech showed that $N(R)$ grows quadratically with $R$, moreover the saddle connection directions on any Veech surface $(X, \omega)$, in particular $O$, equidistribute on $S^1$ with respect to Lebesgue measure on the circle, see [12].

Write $S_O^R$ as a set of increasing slopes:

$$S_O^R = \{ 0 \leq s_0^R < s_1^R < s_2^R < \cdots < s_{N(R)-1}^R \}.$$ 

Since $N(R)$ grows quadratically, it is natural to define the set of renormalized slope gaps for $O$ as

$$G_O^R := \{ R^2(s_i^R - s_{i-1}^R) : 1 \leq i \leq N(R) - 1, s_i \in S_O^R \}.$$ 

Our main theorem describes the asymptotic behavior for the distribution of the set of renormalized slope gaps:

**Theorem 1.1.** There is a limiting probability distribution function $f : [0, \infty) \to [0, 1]$ such that

$$\lim_{R \to \infty} \frac{|G_O^R \cap (a,b)|}{N(R)} = \int_a^b f(x)dx.$$ 

The function $f$ is continuous, piecewise differentiable with six points of non-differentiability. Each piece is expressed in terms of elementary functions. The graph of the function $f$ is shown below and an explicit description is given in Section [3.2].
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Theorem [1.1] gives information on finer statistics for the set of slopes of saddle connections. In particular, it reveals an underlying structure because we see that the gap distribution is not exponential and has quadratic tail. Were the slopes of saddle connections “truly random”, one
would expect the gap distribution to be exponential, as is the case with independent identically
distributed uniform random variables on [0, 1].

1.2. Translation Surfaces. In this section we review the necessary background related to transla-
tion surfaces, which we use in Theorem 1.2. We refer reader to [6, 7, 8, 14] for a detailed treatment
of the subject. A translation surface is a pair \((X, \omega)\) where \(X\) is a closed Riemann surface of genus \(g\), and \(\omega\) is a holomorphic 1-form on \(X\). Equivalently, a translation surface is a finite union of polygons \(\{P_1, \ldots, P_k\}\) in the Euclidean plane such that for each edge there exists a parallel edge of
the same length and these pairs are glued together by a Euclidean translation. It follows that
the total angle around each vertex is equal to \(2\pi c_i\) for some integer \(c_i \geq 1\). We note here that
we are considering a fixed embedding of the above polygons into \(\mathbb{R}^2 \cong \mathbb{C}\) up to translations, that
is we are considering polygons in the Euclidean plane with a preferred vertical direction. Since
translations are holomorphic functions that preserve the standard one form \(dz\) on the Euclidean
plane, we get a Riemann surface structure on the glued surface together with a holomorphic 1-form.
The set of vertices where the total angle \(\theta > 2\pi\) is called the set of \textit{cone points}, and each cone point
represents a zero of the holomorphic 1-form. At a zero of order \(n\) the total angle is \(2\pi(n + 1)\).

A saddle connection is a geodesic connecting two of the cone points without any cone points in
the interior. An oriented saddle connection \(\gamma\) in \(X\) determines a holonomy vector

\[
v_\gamma = \int_{\gamma} \omega
\]

which records the direction and the length of the saddle connection \(\gamma\). We will denote the set of
holonomy vectors corresponding to saddle connections in \((X, \omega)\) by \(\Lambda_{sc}(X, \omega)\). Given a translation
surface \((X, \omega)\) the set \(\Lambda_{sc}(X, \omega)\) is a discrete subset of \(\mathbb{R}^2\), with the property that \(g\Lambda_{sc}(X, \omega) = \Lambda_{sc}(X, \omega)\), see [6, 7, 13].

A translation surface \(X\) comes with a set of topological data, the genus, the set of zeros, and the
multiplicities of zeros. By the Gauss-Bonnet theorem the sum of the order of the zeros is equal to
\(2g - 2\) where \(g\) is the genus of the surface \(X\). Therefore, the topological data can be represented
by a vector \(\vec{\alpha} = (\alpha_1, \ldots, \alpha_m)\) where \(\alpha_i\) is the order of the \(i^{th}\) zero. We say that two translation
surfaces are equivalent if there is an orientation preserving isometry between them which preserves
the preferred vertical direction. Given a topological data \(\vec{\alpha}\) the moduli space \(\mathcal{H}(\vec{\alpha})\) of translation
surfaces up to above equivalence relation is called a stratum.

There is a natural \(SL(2, \mathbb{R})\) action on the space of translation surfaces: Given a translation surface
\((X, \omega)\), which is a finite union of polygons \(\{P_1, \ldots, P_k\}\), and a matrix \(A \in SL(2, \mathbb{R})\), \(A \cdot (X, \omega)\) is
the translation surface defined by the union of polygons \(\{AP_1, \ldots, AP_k\}\). It is easy to see that the
\(SL(2, \mathbb{R})\) action preserves the topological data, so it induces an action on each strata \(\mathcal{H}(\vec{\alpha})\).

The stabilizer of \((X, \omega)\) under the \(SL(2, \mathbb{R})\) action on the space of translation surfaces is denoted
by \(SL(X, \omega)\). Equivalently, \(SL(X, \omega)\) is the the group of derivatives of the orientation preserving
affine diffeomorphisms \((X, \omega)\). We will call the stabilizer \(SL(X, \omega)\) the Veech group of \((X, \omega)\). We
note here that some authors call the image of \(SL(X, \omega)\) in \(PSL(2, \mathbb{R})\), denoted by \(\mathbb{P}SL(X, \omega)\), the
Veech group, but we will stick to the notation of Smillie-Ulcigrai in [10]. A translation surface
\((X, \omega)\) is called a Veech surface if \(SL(X, \omega)\) has finite covolume, i.e. \(SL(2, \mathbb{R})/SL(X, \omega)\) has finite
volume.

The image of the Veech group \(\Gamma_O\) of the octagon in \(PSL(2, \mathbb{R})\) is isomorphic to the triangle group
\(\Delta(4, \infty, \infty)\). The presence of multiple cusps gives rise to new computational challenges but also
gives a conjectural idea of how to handle the general case where the Veech group has arbitrarily
many cusps. Hence the computation of the gap distribution on \(O\) gives yet another step towards
formulating and proving a general statement about gap distributions of saddle connections on any
Veech surface. Indeed, in Theorem 1.2 we give an effective way of parametrizing a Poincaré section to the horocycle flow on \( SL(2, \mathbb{R})/SL(X, \omega) \) where the Veech group \( SL(X, \omega) \) has arbitrarily many cusps.

1.3. Poincaré section for a general Veech surface. Let \((X, \omega)\) be a Veech surface, such that \( SL(X, \omega) \) has \( n < \infty \) cusps. We further assume here that the Veech group contains \(-Id\); in Section 3 we remove this assumption and prove a theorem for the general case. It is well known that the set of saddle connections \( \Lambda_{sc}(X, \omega) \) on \((X, \omega)\) can be decomposed into finitely many \( SL(X, \omega) \) orbits of saddle connections, see [6]. Let \( \Lambda_{sc}^{short}(X, \omega) := \sqcup_{i=1}^{n} SL(X, \omega) \cdot w_i \subset \Lambda_{sc}(X, \omega) \) be a set of shortest saddle connections in any given direction, so that any saddle connection on \((X, \omega)\) is parallel to exactly one element of \( \Lambda_{sc}^{short}(X, \omega) \). Let us denote \( \Lambda_{sc}^{w_i}(X, \omega) = SL(X, \omega) \cdot w_i \). Consider the set

\[
\Omega^M = \{ gSL(X, \omega) \mid g(X, \omega) \text{ has a horizontal saddle connection of length } \leq 1 \}.
\]

According to [1], \( \Omega^M \) is a Poincaré section for the action of horocycle flow on the moduli space \( SL(2, \mathbb{R})/SL(X, \omega) \). By definition of \( \sqcup_{i=1}^{n} \Lambda_{sc}^{w_i}(X, \omega) \) we can write

\[
\Omega^M = \Omega_1^M \cup \cdots \cup \Omega_n^M,
\]

where

\[
\Omega_i^M = \{ gSL(X, \omega) \mid g\Lambda_{sc}^{w_i}(X) \cap (0, 1] \neq \emptyset \}.
\]

Let \( \Gamma_1, \ldots, \Gamma_n \) be maximal parabolic subgroups of \( SL(X, \omega) \) representing the conjugacy classes of all maximal parabolic subgroups in \( SL(X, \omega) \). Each \( \Gamma_i \) is isomorphic to \( \mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \). Pick a generator \( P_i \) for the infinite cyclic factor of \( \Gamma_i \) with eigenvalue 1. It follows from [1] that, each \( w_i \) in the above decomposition can be chosen so that \( w_i \) is an eigenvector for \( P_i \).

Conjugate the parabolic elements \( P_i \in \Gamma_i \) with an element \( C_i \) in \( SL(2, \mathbb{R}) \) such that

\[
S_i = C_i P_i C_i^{-1} = \begin{bmatrix} 1 & \alpha_i \\ 0 & 1 \end{bmatrix}.
\]

Moreover, \( C_i \) can be chosen so that \( C_i \cdot w_i = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \). Define \( M_{a,b} \) and sets \( \Omega_i \) as follows

\[
M_{a,b} = \begin{bmatrix} a & b \\ 0 & a^{-1} \end{bmatrix},
\]

where \( a \neq 0, b \) are real numbers, and

\[
\Omega_i := \{ (a, b) \in \mathbb{R}^2 \mid 0 < a \leq 1 \text{ and } 1 - (\alpha_i) a < b \leq 1 \}.
\]

**Theorem 1.2.** Let \((X, \omega)\) be a Veech surface such that the Veech group \( SL(X, \omega) \) has \( n < \infty \) cusps. There are natural coordinates from the section \( \Omega_i^M \) to the set \( \sqcup_{i=1}^{n} \Omega_i \). More precisely, the bijection between \( SL(2, \mathbb{R})/SL(X, \omega) \) and \( SL(2, \mathbb{R}) \cdot (X, \omega) \) sends \( \Omega_i^M \) to \( \{ M_{a,b} C_i(X, \omega) \mid (a, b) \in \Omega_i \} \), and the latter set is bijectively parametrized by \( \Omega_i \). The return time function is piecewise rational in these coordinates and hence the limiting gap distribution for any Veech surface is piecewise real analytic.
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2. Veech Groups and Gaps

2.1. The Octagon and the normalized $L$. Recall that the image of the Veech group $\Gamma_O$ of the octagon in $\mathbb{P}SL(2, \mathbb{R})$ is isomorphic to the triangle group $\Delta(4, \infty, \infty)$. The group $\Gamma_O$, as calculated by Smillie-Ulcigrai in [10], is generated by the following two matrices:

$$\rho = \begin{bmatrix} \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\ 1 & 1 \end{bmatrix} \quad \sigma = \begin{bmatrix} 1 & 2(1 + \sqrt{2}) \\ 0 & 1 \end{bmatrix}$$

The matrix

$$T = \begin{bmatrix} 1 & 0 \\ 0 & \sqrt{2} \end{bmatrix} \begin{bmatrix} 1 & (1 + \sqrt{2}) \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 & (1 + \sqrt{2}) \\ 0 & \sqrt{2} \end{bmatrix} \in GL(2, \mathbb{R})$$

transforms $O$ into $L$, see Figure 3. We carry out the computations for the Veech surface $L$.

![Figure 3. The Veech surface $L$](image)

Note that if the limiting gap distribution of a translation surface $X$ is given by

$$\lim_{R \to 0} \frac{1}{N(R)} |G_R^X \cap (a, b)| = \int_a^b f(x) \, dx$$

then the limiting gap distribution for $cX$, with $c \in \mathbb{R}$ will be given by

$$\lim_{R \to \infty} \frac{1}{N(cR)} |G_{cR}^X \cap (a, b)| = \frac{1}{c^2} \int_a^{b/c^2} f \left( \frac{x}{c^2} \right) \, dx.$$ 

In order to see this, we observe that scaling does not change the slopes, hence we have

$$S_X = S_{cX}^R = \left\{ 0 \leq s_0^R < s_1^R < \cdots < s_{N(R)-1}^R \right\}$$

where we now have to consider slopes in a ball of radius $cR$ about the origin. Thus the set of slope gaps is renormalized by $(cR)^2$ so,

$$G_{cX}^R = \left\{ (cR)^2(s_i^R - s_{i-1}^R) : 1 \leq N(R) - 1, s_i \in S_X^R \right\}.$$ 

Therefore we are interested in computing

$$\lim_{R \to \infty} \frac{1}{N(cR)} |G_{cX}^R \cap (a, b)| = \lim_{R \to \infty} \frac{1}{N(cR)} \cdot \frac{N(R)}{N(R)} \left| \{c^2R^2(s_i^R - s_{i-1}^R) \cap (a, b) \right|$$

$$= \lim_{R \to \infty} \frac{1}{N(cR)} \cdot \frac{N(R)}{N(R)} \left| \{R^2(s_i^R - s_{i-1}^R) \cap (a/c^2, b/c^2) \right|$$

$$= \frac{1}{c^2} \int_{a/c^2}^{b/c^2} f(x) \, dx$$

Applying a change of variables then yields the desired result.
We can write the matrix $T$, which transforms $O$ to $L$, as $cg$, where $g \in SL(2, \mathbb{R})$, since

$$2^{1/4} \begin{bmatrix} 1 & 0 \\ \frac{\sqrt{2}}{2^{1/4}} & \frac{\sqrt{2}}{2^{1/4}} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & \sqrt{2} \end{bmatrix}.$$ 

As we show in Section 3.1, the distribution of gaps is preserved under the $SL(2, \mathbb{R})$ action, hence the limiting gap distribution for $O$ and $L$ is related by the aforementioned formula with $c = \frac{1}{2^{1/4}}$.

Conjugating the Veech group $\Gamma_O$ of the octagon by the transformation $T$, gives the following generators for the Veech group $\Gamma$ of $L$:

$$R = \begin{bmatrix} 1 + \sqrt{2} & -(2 + \sqrt{2}) \\ 1 & -1 \end{bmatrix}, \quad S = \begin{bmatrix} 1 & 2 + \sqrt{2} \\ 0 & 1 \end{bmatrix}$$

where $R$ is a finite order elliptic element and $S$ is an infinite order parabolic element. By building a fundamental domain, we also see that $S$ generates the stabilizer of the infinity in $\mathbb{P}SL(L)$.

### 2.2. Gap Distributions

Let $S^R_L := \left\{ 0 = s_0^R < s_1^R < s_2^R < \cdots < s_{N(R)-1}^R \right\}$ be the set of slopes of saddle connections on the translation surface $L$ that lie in the first quadrant and in the ball of radius $R$ around the origin with respect to $\ell_\infty$ metric. Let

$$G^R_L := \left\{ R^2(s_i^R - s_{i-1}^R) : 1 \leq i \leq N(R) - 1, s_i \in S^R_L \right\}$$

be the set of renormalized slope gaps. Recall that the main goal of this paper is to compute the following limit:

$$\lim_{R \to \infty} \frac{|G^R_L \cap (a, b)|}{N(R)}.$$ 

To evaluate this limit we translate the gap distribution question into one about the return time of the horocycle flow to a Poincaré section. For the purpose of this paper, horocycle flow will be defined by the action of the subgroup

$$\left\{ h_s = \begin{bmatrix} 1 & 0 \\ -s & 1 \end{bmatrix} : s \in \mathbb{R} \right\}.$$

This definition was chosen so that it acts on slopes by translations. That is, if we consider a vector $v$ with slope $\sigma$, then the slope of $h_s \cdot v$ will be $\sigma - s$. The key step in the strategy is the construction of an appropriate Poincaré section for the horocycle flow. That is, a set $\Omega$ such that under the horocycle flow the orbit of almost every point in moduli space intersects $\Omega$ a countable discrete set of times. This turns out to be the set of translation surfaces in the $SL(2, \mathbb{R})$ orbit of the $L$ with a short horizontal saddle connection. If we apply horocycle flow to one of these surfaces, we see that the next saddle connection to become horizontal, is the saddle connection with short horizontal component and smallest slope, and the return time to the Poincaré section is exactly its slope.

### 3. Moduli Space, Poincaré Section, Computations

We now prove Theorem 1.1 generalizing a strategy used by Athreya, Cheung in [3] and Athreya, Chaika, Lelièvre in [2].
3.1. Poincaré Section. It is well-known \textsuperscript{6} that for a Veech surface \((X, \omega)\) the set \(\Lambda_{sc}(X, \omega)\) of saddle connections can be written as a union of finitely many disjoint \(SL(X, \omega)\) orbits of saddle connections. In other words, there are finitely many vectors \(v_1, \ldots, v_n \in \mathbb{R}^2\) such that

\[
\Lambda_{sc}(X, \omega) = \bigcup_{i=1}^{n} SL(X, \omega)v_i.
\]

In our case, where the Veech surface \((X, \omega)\) is \(\mathcal{L}\), we have 4 disjoint orbits:

\[
\Lambda_{sc}(\mathcal{L}) = \Gamma \begin{bmatrix} 1 & 0 \\ \sqrt{2} & 1 \end{bmatrix} \cup \Gamma \begin{bmatrix} \sqrt{2} + 1 & 0 \\ 0 & 1 \end{bmatrix} \cup \Gamma \begin{bmatrix} 0 & 1 \\ 0 & \sqrt{2} \end{bmatrix}
\]

where the first two orbits and the last two orbits are pairwise parallel. Therefore, it suffices to consider only shorter orbits:

\[
\Lambda_{sc}^h(\mathcal{L}) := \Gamma \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \Lambda_{sc}^v(\mathcal{L}) := \Gamma \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.
\]

It follows from the work of Athreya \textsuperscript{1}, that the set \(\Omega^M = \{g \Gamma \mid g \Lambda_{sc}(\mathcal{L}) \cap (0, 1] \neq \emptyset\}\) is a Poincaré section for the action of the horocycle flow \(h_s\) on the space \(M = SL(2, \mathbb{R})/\Gamma\). The observation above allows us to write \(\Omega^M = \Omega^M_h \cup \Omega^M_v\) where

\[
\Omega^M_h = \{g \Gamma \mid g \Lambda_{sc}^h(\mathcal{L}) \cap (0, 1] \neq \emptyset\},
\]

\[
\Omega^M_v = \{g \Gamma \mid g \Lambda_{sc}^v(\mathcal{L}) \cap (0, 1] \neq \emptyset\}.
\]

For a Veech surface \((X, \omega)\) the \(SL(2, \mathbb{R})\) orbit of \((X, \omega)\) can be identified with the moduli space \(SL(2, \mathbb{R})/SL(X, \omega)\). In what follows, and in Section \textsuperscript{3} we will implicitly use this identification. Hence, in this setting, \(\Omega^M = \Omega^M_h \cup \Omega^M_v\) is the set of translation surfaces in the \(SL(2, \mathbb{R})\) orbit of \(\mathcal{L}\) with a horizontal saddle connection of length \(\leq 1\).

Now, we will give a parametrization of the section \(\Omega^M\) in \(\mathbb{R}^2\). We first need the following matrix: Let

\[
M_{a,b} = \begin{bmatrix} a & b \\ 0 & a^{-1} \end{bmatrix},
\]

where \(a \neq 0, b\) are real numbers.

Next define the following subsets of \(\mathbb{R}^2\):

\[
\Omega_1 = \{(a, b) \in \mathbb{R}^2 \mid 0 < a \leq 1 \text{ and } 1 - (\sqrt{2} + 2)a < b \leq 1\}
\]

\[
\Omega_2 = \{(a, b) \in \mathbb{R}^2 \mid 0 < a \leq 1 \text{ and } 1 - a < b \leq 1\}
\]

Let \(\mathcal{L}^R = R_{\pi/2} \mathcal{L} = \left[ \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right] \mathcal{L}\) be the translation surface obtained from \(\mathcal{L}\) by a rotation by \(\pi/2\) in the clockwise direction. The Veech group \(\Gamma_R\) of \(\mathcal{L}^R\) can be obtained by conjugating the Veech group of \(\mathcal{L}\). Hence \(\Gamma_R\) is generated by

\[
R_{\pi/2}(R)R^{-1}_{\pi/2} = \begin{bmatrix} 1 + \frac{\sqrt{2}}{2} & -1 \\ \frac{\sqrt{2}}{2} & -1 \end{bmatrix}, \quad R_{\pi/2}(-RS^{-1})R^{-1}_{\pi/2} = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}.
\]

**Theorem 1.1.** There are natural coordinates from the section \(\Omega^M_h \cup \Omega^M_v\) to the set \(\Omega_1 \cup \Omega_2\). More precisely, the canonical bijection \(\Theta : SL(2, \mathbb{R})/\Gamma \rightarrow SL(2, \mathbb{R}) \cdot \mathcal{L}\) sends \(\Omega^M_h\) to \(\{M_{a,b} \mathcal{L} \mid (a, b) \in \Omega_1\}\) and \(\Omega^M_v\) to \(\{M_{a,b} \mathcal{L}^R \mid (a, b) \in \Omega_2\}\), and the latter sets are bijectively parametrized by \(\Omega_1\) and \(\Omega_2\).

In these coordinates, the return time function \(R : \Omega_1 \cup \Omega_2 \rightarrow \mathbb{R}_{>0}\), defined by

\[
R(a, b) = \begin{cases} 
\min\{s \mid h_s M_{a,b} \mathcal{L} \in \Omega^M_h \cup \Omega^M_v\} & \text{for } (a, b) \in \Omega_1 \\
\min\{s \mid h_s M_{a,b} \mathcal{L}^R \in \Omega^M_h \cup \Omega^M_v\} & \text{for } (a, b) \in \Omega_2
\end{cases}
\]
is a piecewise rational function with five pieces, which is uniformly bounded below by 1. The return map \( T : \Omega_1 \cup \Omega_2 \rightarrow \Omega_1 \cup \Omega_2 \) is a measure preserving bijection and it is piecewise linear with countably many pieces.

Figure 4. Source regions for the return map. Colors represent finer subdivisions corresponding to different values of the constant in each equation. White areas indicate infinitely many subdivisions following the same pattern as the others in the region.

Proof. Suppose that \( g\Gamma \in \Omega^M_\text{sc} \). We need to show that \( g\mathcal{L} = M_{a,b}\mathcal{L} \) for some \((a, b) \in \Omega_1\). By definition \( g\mathcal{L} \) has a horizontal saddle connection \( \begin{bmatrix} a \\ 0 \end{bmatrix} \) such that

\[
\begin{bmatrix} a \\ 0 \end{bmatrix} = g\gamma \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

for some \( \gamma \in \Gamma \), and \( 0 < a \leq 1 \). Since \( \Gamma \) acts on \( \Lambda^\text{sc}_\text{se}(\mathcal{L}) \) transitively and for any element \( \gamma \in \Gamma \) we have \( g\gamma \mathcal{L} = g\mathcal{L} \), we can assume that

\[
\begin{bmatrix} a \\ 0 \end{bmatrix} = g \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\]

The elements in \( SL(2, \mathbb{R}) \) which take \( \begin{bmatrix} 1 \\ 0 \end{bmatrix} \) to \( \begin{bmatrix} a \\ 0 \end{bmatrix} \) are precisely of the form

\[
M_{a,b} = \begin{bmatrix} a & b \\ 0 & a^{-1} \end{bmatrix}.
\]
Thus, every element in $\Omega^M_h$ can be written as $M_{a,b}\mathcal{L}$ for some $(a, b)$ where $0 < a \leq 1$. Since the element $S = \begin{bmatrix} 1 & 2 + \sqrt{2} \\ 0 & 1 \end{bmatrix}$ is in the Veech group $\Gamma$, and

$$M_{a,b}S^{-n} = \begin{bmatrix} a & b - (2 + \sqrt{2})an \\ 0 & a^{-1} \end{bmatrix},$$

we can write every element $g\mathcal{L}$ in $\Omega^M_h$ as $M_{a,b}\mathcal{L}$ where $(a, b) \in \Omega_1$.

For any point $(a, b) \in \Omega_1$, it is clear that $M_{a,b}\mathcal{L}$ has a short horizontal, the image of the saddle connection $\begin{bmatrix} 1 \\ 0 \end{bmatrix}$.

Finally, we prove that $\Omega_1$ bijectively parametrizes $\{M_{a,b}\mathcal{L} \mid (a, b) \in \Omega_1\}$. We suppose that $(a, b), (c, d) \in \Omega_1$ and that $M_{a,b}\mathcal{L} = M_{c,d}\mathcal{L}$, and must prove that $(a, b) = (c, d)$. We have

$$M_{a,b}M_{c,d}^{-1} = \begin{bmatrix} a/c & bc - ad \\ 0 & c/a \end{bmatrix} \in \Gamma,$$

which fixes infinity in the upper half-plane. As we noted in Section 2.1, the stabilizer of infinity in $\text{PSL}(\mathcal{L})$ is the infinite cyclic group generated by the matrix

$$S = \begin{bmatrix} 1 & 2 + \sqrt{2} \\ 0 & 1 \end{bmatrix}.$$

Since $a/c > 0$ it follows that $a = c$. From this we see that $1 - (2 + \sqrt{2})a < b, d \leq 1$, and $(b - d)a = k(2 + \sqrt{2})$, which implies $b = d$, and hence $(a, b) = (c, d)$, as required.
Now suppose that $g\Gamma \in \Omega_2^M$. We need to show that $g\mathcal{L} = M_{a,b}\mathcal{L}^R$ for some $(a,b) \in \Omega_2$. By definition, there is a horizontal saddle connection $\begin{bmatrix} a \\ 0 \end{bmatrix}$ on $g\mathcal{L}$ such that
\[
\begin{bmatrix} a \\ 0 \end{bmatrix} = g\gamma \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]
As in the previous case, we can assume that
\[
\begin{bmatrix} a \\ 0 \end{bmatrix} = g \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]
This implies that
\[
R_{\pi/2}^{-1}g \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 0 \\ a \end{bmatrix}.
\]
The elements in $SL(2,\mathbb{R})$ that take $\begin{bmatrix} 0 \\ 1 \end{bmatrix}$ to $\begin{bmatrix} 0 \\ a \end{bmatrix}$ are precisely of the form $\begin{bmatrix} a^{-1} & 0 \\ b & a \end{bmatrix}$. This means that
\[
g\mathcal{L} = R_{\pi/2} \begin{bmatrix} a^{-1} & 0 \\ b & a \end{bmatrix} \mathcal{L} = R_{\pi/2} \begin{bmatrix} a^{-1} & 0 \\ b & a \end{bmatrix} R_{\pi/2}^{-1} R_{\pi/2} \mathcal{L} = \begin{bmatrix} a & -b \\ 0 & a^{-1} \end{bmatrix} \mathcal{L}^R,
\]
which implies that every element $g\mathcal{L} \in \Omega_2^M$ can be written as $M_{a,b}\mathcal{L}^R$ for $0 < a \leq 1$. Observe that the matrix
\[
R_{\pi/2}(-RS^{-1})R_{\pi/2}^{-1} = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \in \Gamma_R = R_{\pi/2}\Gamma R_{\pi/2}^{-1},
\]
the Veech group of $\mathcal{L}^R$. Thus, arguing as in the first case, we can write every element $g\mathcal{L} \in \Omega_2^M$ as $M_{a,b}\mathcal{L}^R$ for $(a,b) \in \Omega_2$. The bijection between $\Omega_2$ and $\{M_{a',b'}\mathcal{L}^R \mid (a',b') \in \Omega_2\}$ now follows from a similar argument as in the case of $\Omega_1$.

We now compute the return time function $R : \Omega_1 \cup \Omega_2 \rightarrow \mathbb{R}_{>0}$ explicitly. Recall that for a given point $M_{a,b}\mathcal{L}$ the return time to the section under the horocycle flow is given by the smallest positive slope of the saddle connection on $M_{a,b}\mathcal{L}$ with horizontal component $\leq 1$. Therefore we must determine the associated slope for each point $(a,b) \in \Omega$. This requires finding the original saddle connection whose image has the smallest positive slope.

On the original $\mathcal{L}$ there are 4 different saddle connections of interest, shown in Figure 6. We determined the set of points $(a,b)$ such that under the matrix $M_{a,b}$ each of the four saddle connections of interest has horizontal component less than 1 and greater than 0, in other words, that it is a candidate to have the smallest slope. This divides $\Omega_1$ into four subregions, these are shown in Figure 7.

On the overlap of the red and green regions, the saddle connections coming from $AH$ and $BD$ are possible candidates. To check which one dominates, we consider their slopes. The slope of $M_{a,b} \cdot AH$ is $\frac{1}{ab}$ and the slope of $M_{a,b} \cdot BD$ is $\frac{1}{a(a+b)}$. If $a,b > 0$, we have $a+b > b$ so $a(a+b) > ab$ and therefore $\frac{1}{a(a+b)} < \frac{1}{ab}$ which implies that the image of $BD$ dominates the image of $AH$, so $AH$ must end where $BD$ appears, at the line $b = 1 - a$.

On the overlap of the green and yellow regions, we see the saddle connections coming from $BD$ and $HF$. Again comparing slopes, we have the slope of $M_{a,b} \cdot HF$ is $\frac{\sqrt{2}}{a(\sqrt{2}a+b)}$. Since
\[
a > 0, a+b + \frac{a}{\sqrt{2}} > a+b \quad \text{and so} \quad \frac{1}{a(a+b+\frac{a}{\sqrt{2}})} < \frac{1}{a(a+b)},
\]
therefore $HF$ dominates $BD$. 

On the overlap of the green and purple regions, we see the saddle connections coming from $BD$ and $AE$. The slope of $M_{a,b} \cdot AE$ is $\frac{1}{a((1+\sqrt{2})a+b)}$. Since $a > 0$, we have

$$a + \sqrt{2}a + b > a + b$$

so

$$\frac{1}{a((1+\sqrt{2})a+b)} < \frac{1}{a(a+b)},$$

thus $AE$ dominates $BD$.

On the overlap of purple and yellow we see the saddle connections coming from $AE$ and $HF$. Since $a > 0$, we have

$$a + \sqrt{2}a + b > a + b + \frac{a}{\sqrt{2}}$$

so

$$\frac{1}{a + \sqrt{2}a + b} < \frac{1}{a + b + \frac{a}{\sqrt{2}}}.$$
and thus $AE$ dominates $HF$.

One can show, using similar arguments and direct computation, that these four saddle connections are the only ones whose image has the smallest slope.

This analysis results in the 4 subdivisions of $\Omega_1$ shown below in Figure 8. Each subsection is labeled in a way that for each point $(a,b)$ the saddle connection with smallest slope and short horizontal component in $M_{a,b}\mathcal{L}$ comes from the saddle connection with the corresponding label.

A direct computation also shows that for $\Omega_2$ there is no further subdivision, and the image of the short vertical saddle connection on $\mathcal{L}^R$ has the smallest slope in $M_{a,b}\mathcal{L}^R$ for every $(a,b) \in \Omega_2$.

![Figure 8. $\Omega_1$](image)

![Figure 9. $\Omega_2$](image)

Therefore, the return time function in these coordinates is given by:

$$R(a,b) = \begin{cases} 
\frac{1}{ab} & \text{for } (a,b) \in \Omega_{AH} \\
\frac{1}{a(a+b)} & \text{for } (a,b) \in \Omega_{BD} \\
\frac{1}{a(a(1+\sqrt{2})+b\sqrt{2})} & \text{for } (a,b) \in \Omega_{HF} \\
\frac{1}{a(a(1+\sqrt{2})+b)} & \text{for } (a,b) \in \Omega_{AE} \\
\frac{1}{ab} & \text{for } (a,b) \in \Omega_2 
\end{cases}$$

The strategy for finding the return map is as follows: Given a point $(a,b) \in \Omega_1$, the image is $(a',b')$, where either $(a',b') \in \Omega_1$ is such that $h_{R(a,b)}M_{a,b}\mathcal{L} = M_{a',b'}\mathcal{L}$ or $(a',b') \in \Omega_2$ such that $h_{R(a,b)}M_{a,b}\mathcal{L} = M_{a',b'}\mathcal{L}^R$. Similarly, for any point $(a,b) \in \Omega_2$, the image is $(a',b')$ where either $(a',b') \in \Omega_1$ is such that $h_{R(a,b)}M_{a,b}\mathcal{L}^R = M_{a',b'}\mathcal{L}$ or $(a',b') \in \Omega_2$ such that $h_{R(a,b)}M_{a,b}\mathcal{L}^R = M_{a',b'}\mathcal{L}^R$, in both cases $h_{R(a,b)}$ is the horocycle flow at the time $s = R(a,b)$. 


Note that

\[ h_s M_{a,b} = \begin{bmatrix} a & b \\ -s_a & -s_b + a^{-1} \end{bmatrix} . \]

In what follows we apply an element of \( \Gamma = SL(\mathcal{L}) \) to \( \mathcal{L} \) without changing the equality so that we can write our point in the required form.

\( \Omega_{AH} \): In this subregion we have \( R(a, b) = \frac{1}{ab} \), and hence \( h_{R(a,b)} M_{a,b} = \begin{bmatrix} a & b \\ -\frac{1}{b} & 0 \end{bmatrix} . \)

So we have,

\[
\begin{bmatrix}
-a & b \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix}
\mathcal{L} = 
\begin{bmatrix}
b & -a \\
0 & \frac{1}{b}
\end{bmatrix}
\begin{bmatrix}
k_{AH} \\
0
\end{bmatrix}
\mathcal{L} = 
\begin{bmatrix}
b & -a + bk_{AH} \\
0 & \frac{1}{b}
\end{bmatrix}
\mathcal{L}R
\]

where \( k_{AH} = \left[ \frac{1+a}{b} \right] \), and \( \begin{bmatrix} 1 \\ 1 \\ 0 \\ 1 \end{bmatrix} \in \Gamma R. \)

\( \Omega_{BD} \): In this subregion we have \( R(a, b) = \frac{1}{a(a+b)} \), therefore \( h_{R(a,b)} M_{a,b} = \begin{bmatrix} a & b \\ -\frac{1}{a+b} & \frac{1}{a+b} \end{bmatrix} . \)

So we have,

\[
\begin{bmatrix}
a & b \\
0 & \frac{1}{a+b}
\end{bmatrix}
\begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix}
\mathcal{L} = 
\begin{bmatrix}
a + b & b \\
0 & \frac{1}{a+b}
\end{bmatrix}
\begin{bmatrix}
k_{BD} \\
0
\end{bmatrix}
\mathcal{L} = 
\begin{bmatrix}
a + b & b + (2 + \sqrt{2})(a + b)k_{BD} \\
0 & \frac{1}{a+b}
\end{bmatrix}
\mathcal{L}
\]

where \( k_{BD} = \left[ \frac{1-b}{(2+\sqrt{2})(a+b)} \right] \), and \( \begin{bmatrix} 1 \\ 0 \\ 1 \\ 1 \end{bmatrix}, \begin{bmatrix} 1 \\ 2 + \sqrt{2} \\ 0 \\ 1 \end{bmatrix} \in \Gamma. \)

\( \Omega_{HF} \): In this subregion \( R(a, b) = \frac{\sqrt{2}}{a(a(1+\sqrt{2})+b\sqrt{2})} \), and hence \( h_{R(a,b)} M_{a,b} = \begin{bmatrix} \frac{\sqrt{2}}{a(1+\sqrt{2})+b\sqrt{2}} & \frac{b}{a(1+\sqrt{2})+b\sqrt{2}} \\ -\frac{a}{a(1+\sqrt{2})+b\sqrt{2}} & \frac{a}{a(1+\sqrt{2})+b\sqrt{2}} \end{bmatrix} . \)

So we have,

\[
\begin{bmatrix}
a & \frac{\sqrt{2}}{a(1+\sqrt{2})+b\sqrt{2}} \\
0 & \frac{1}{a(1+\sqrt{2})+b\sqrt{2}}
\end{bmatrix}
\begin{bmatrix}
1 + \sqrt{2} & \sqrt{2} + 2 \\
\sqrt{2} & 1 + \sqrt{2}
\end{bmatrix}
\begin{bmatrix}
1 & \sqrt{2} + 2 \\
0 & 1
\end{bmatrix}
\mathcal{L} = 
\begin{bmatrix}
(1 + \sqrt{2})a + \sqrt{2}b & (2 + \sqrt{2})a + (1 + \sqrt{2})b + ((1 + \sqrt{2})a + \sqrt{2}b)(2 + \sqrt{2})k_{HF} \\
0 & \frac{1}{(1+\sqrt{2})a+\sqrt{2}b}
\end{bmatrix}
\mathcal{L}
\]

where \( k_{HF} = \left[ \frac{1-((2+\sqrt{2})a + (1+\sqrt{2})b)}{(2+\sqrt{2})(1+\sqrt{2})a + \sqrt{2}b)} \right] \), and \( \begin{bmatrix} 1 & \sqrt{2} + 2 \\ \sqrt{2} & 1 + \sqrt{2} \end{bmatrix}, \begin{bmatrix} 1 \\ 0 \end{bmatrix} \in \Gamma. \)

\( \Omega_{AE} \): In this subregion \( R(a, b) = \frac{1}{a(a(1+\sqrt{2})+b)} \), and hence \( h_{R(a,b)} M_{a,b} = \begin{bmatrix} -\frac{a}{a(1+\sqrt{2})+b} & \frac{b}{a(1+\sqrt{2})+b} \\ -\frac{1}{a(1+\sqrt{2})+b} & \frac{1+\sqrt{2}}{a(1+\sqrt{2})+b} \end{bmatrix} . \)

So we have,

\[
\begin{bmatrix}
a & \frac{b}{a(1+\sqrt{2})+b} \\
0 & \frac{1}{a(1+\sqrt{2})+b}
\end{bmatrix}
\begin{bmatrix}
1 + \sqrt{2} & 2(1 + \sqrt{2}) \\
1 & 1 + \sqrt{2}
\end{bmatrix}
\begin{bmatrix}
1 & \sqrt{2} + 2 \\
0 & 1
\end{bmatrix}
\mathcal{L} = 
\begin{bmatrix}
(1 + \sqrt{2})a + b & 2(1 + \sqrt{2})a + (1 + \sqrt{2})b + ((1 + \sqrt{2})a + b)(2 + \sqrt{2})k_{AE} \\
0 & \frac{1}{(1+\sqrt{2})a+b}
\end{bmatrix}
\mathcal{L}
\]
where $k_{AE} = \left\lfloor \frac{1-(1+\sqrt{2})a+(1+\sqrt{2})b}{(2+\sqrt{2})(1+\sqrt{2})a+b} \right\rfloor$.

$\Omega_2$: For this region $R(a,b) = \frac{1}{ab}$ and hence $h_{R(a,b)}M_{a,b} = \begin{bmatrix} a & b \\ -\frac{1}{b} & 0 \end{bmatrix}$.

So we have,
\[
\begin{bmatrix} a & b \\ -\frac{1}{b} & 0 \end{bmatrix} L^R = \begin{bmatrix} a & b \\ -\frac{1}{b} & 0 \end{bmatrix} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} L = \begin{bmatrix} -b & a \\ 0 & -\frac{1}{b} \end{bmatrix} \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} 1 & \sqrt{2} + 2 \\ 0 & 1 \end{bmatrix}^{k_2} L,
\]

where $k_2 = \frac{1+a}{(2+\sqrt{2})b}$ and $\begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}, \begin{bmatrix} 1 & \sqrt{2} + 2 \\ 0 & 1 \end{bmatrix} \in \Gamma$.

Thus the return map in these coordinates can be defined on each subregion as follows:

$T_{AH}(a,b) = (b, -a + bk_{AH}) \in \Omega_2$, where $k_{AH} = \left\lfloor \frac{1+a}{b} \right\rfloor$

$T_{BD}(a,b) = (a + b, b + (2 + \sqrt{2})(a + b)k_{BD}) \in \Omega_1$, where $k_{BD} = \left\lfloor \frac{1-b}{(2+\sqrt{2})(a+b)} \right\rfloor$

$T_{HF}(a,b) = ((1+\sqrt{2})a + \sqrt{2}b, (2+\sqrt{2})a + (1+\sqrt{2})b + ((1+\sqrt{2})a + \sqrt{2}b)(2+\sqrt{2})k_{HF}) \in \Omega_1$, where $k_{HF} = \left\lfloor 1 - ((2+\sqrt{2})a + (1+\sqrt{2})b) \right\rfloor \left\lfloor (2+\sqrt{2})(1+\sqrt{2})a + \sqrt{2}b \right\rfloor$

$T_{AE}(a,b) = ((1+\sqrt{2})a + b, 2(1+\sqrt{2})a + (1+\sqrt{2})b + ((1+\sqrt{2})a + b)(2+\sqrt{2})k_{AE}) \in \Omega_1$, where $k_{AE} = \left\lfloor 1 - (2(1+\sqrt{2})a + (1+\sqrt{2})b) \right\rfloor \left\lfloor (2+\sqrt{2})(1+\sqrt{2})a + b \right\rfloor$

$T_{\Omega_2}(a,b) = (b, -a + (2 + \sqrt{2})bk_2) \in \Omega_1$, where $k_2 = \left\lfloor \frac{1+a}{(2+\sqrt{2})b} \right\rfloor$.

\[\square\]

A picture of the return map can be found in Figures 4, 5. Figure 4 depicts the various subregions corresponding to different values of the constants $k_{AH}, k_{BD}, k_{HF}, k_{AE},$ and $k_2$. Based on the return map function these regions map to the region of the same color in Figure 5. As you can see, the blue regions from $\Omega_2$ all map into $\Omega_1$, the red regions from $\Omega_{AH}$ map into $\Omega_2$, and the green, yellow, and purple regions all remain in $\Omega_1$.

3.2. **Slope gaps in the vertical strip.** Let $g\mathcal{L}$ be an element in the $SL(2,\mathbb{R})$ orbit of $\mathcal{L}$. Let

\[\Sigma_{g\mathcal{L}} = \{0 < s_0 < s_1 < \ldots < s_{N+1} < \ldots\}\]

be the set of positive slopes of saddle connections on $g\mathcal{L}$ in the vertical strip $V_1$ where

\[V_1 = \{(0, 1) \times [0, \infty)\} \subset \mathbb{R}^2.\]
Since $s_0$ is the smallest positive slope in the vertical strip, the first time $h_s g \mathcal{L}$ hits the section is when $s = s_0$. Let $(a, b) \in \Omega$ such that $h_{s_0} g \mathcal{L} = M_{a,b} \mathcal{L}$ or $h_{s_0} g \mathcal{L} = M_{a,b} \mathcal{L}^R$. Note that the return time for the $T$ orbit of $M_{a,b} \mathcal{L}$ is given by $R(T^i(a, b)) = s_{i+1} - s_i$ for $i = 0, \ldots, N, \ldots$.

Therefore the corresponding set of first $N$ gaps in the vertical strip for $g \mathcal{L}$ can be written as

$$\mathcal{G}^N_{g \mathcal{L}} = \{s_{i+1} - s_i \mid i = 0, \ldots, N - 1\} = \{R(T^i(a, b)) \mid i = 0, 1, \ldots, N - 1\}.$$ 

Thus, the question of understanding the gaps in the vertical strip has been translated into understanding the return times to the Poincaré section and we can express the proportion of gaps that are bounded below by some positive $t > 0$ as a Birkhoff sum of the indicator function $\chi_{R^{-1}([t, \infty))}$:

$$\frac{1}{N} \left| \mathcal{G}^N_{g \mathcal{L}} \cap [t, \infty) \right| = \frac{1}{N} \sum_{i=0}^{N-1} \chi_{R^{-1}([t, \infty))}(T^i(a, b)).$$

Following the work of Athreya, Chaika, and Lelièvre in [2], we can determine the ergodic invariant measures for the return map $T$ by using its interpretation as the first return map for horocycle flow on the space $M = SL(2, \mathbb{R}) / \Gamma$. Results due to Sarnak [9] and Dani-Smillie [3] on the equidistribution of long periodic orbits of $h_s$ allow us to state similar equidistribution results for $T$. The following two theorems are adaptations of [2] Theorem 4.1, Theorem 4.2.

**Theorem 3.1.** [2] Other than measures supported on periodic orbits, the Lebesgue probability measure $m$ given by $dm = \frac{2}{3 + \sqrt{2}} d\text{dadb}$ is the unique ergodic invariant probability measure for $T$. For every $(a, b)$ which is not $T$-periodic and any function $f \in L^1(\Omega, dm)$, we have that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} f(T^i(a, b)) = \int_{\Omega} f \, dm.$$ 

Moreover, if $\{(a_r, b_r)\}_{r=1}^{\infty}$ is a sequence of periodic points with periods $N(r) \to \infty$ as $r \to \infty$, we have, for any bounded function $f$ on $\Omega$,

$$\lim_{r \to \infty} \frac{1}{N(r)} \sum_{i=0}^{N(r)-1} f(T^i(a_r, b_r)) = \int_{\Omega} f \, dm.$$ 

Define $a_r := \begin{bmatrix} e^{r/2} & 0 \\ 0 & e^{-r/2} \end{bmatrix}$ whose action on the moduli space is known as the *geodesic flow*. Together with the observation in Section 3.2, Theorem 3.1 implies the following more general statement:

**Theorem 3.2.** [2] Consider $\gamma = g\Gamma \in M = SL(2, \mathbb{R}) / \Gamma$, which is not $h_s$-periodic. Then for $t \geq 0$, 

$$\lim_{N \to \infty} \frac{1}{N} \left| \mathcal{G}^N_{\mathcal{L} \gamma_r} \cap [t, \infty) \right| = m(\{(a, b) \in \Omega : R(a, b) \geq t\}).$$ 

If $\gamma$ is $h_s$-periodic, then we define $\gamma_r = a_r g \Gamma = a_{-r} \gamma$. Then there is an $M(r)$ such that for $N \geq M(r)$, we have $\mathcal{G}^N_{\gamma_r} = \mathcal{G}^{M(r)}_{\gamma_r}$ and

$$\lim_{r \to \infty} \frac{1}{M(r)} \left| \mathcal{G}^{M(r)}_{\gamma_r} \cap [t, \infty) \right| = m(\{(a, b) \in \Omega : R(a, b) \geq t\}).$$

In particular this implies that for $\mathcal{L}$ and $g \mathcal{L}$ where $g \in SL(2, \mathbb{R})$, the limiting gap distributions will be the same.
The next lemma establishes a relation between the renormalized slope gaps in \( L \) in the \( \ell_\infty \) ball of radius \( R \) around the origin and the slope gaps in the vertical strip for an appropriate element in the \( SL(2, \mathbb{R}) \) orbit of \( L \).

**Lemma 3.3.** Let \( g_R L = a_{-2 \log R} L = \begin{bmatrix} R^{-1} & 0 \\ 0 & R \end{bmatrix} L \). Then,

\[
\frac{1}{N} |G_L^R \cap \[t, \infty)\| = \frac{1}{N} |G_{g_R L}^{N(R)} \cap \[t, \infty)\|.
\]

**Proof.** If we look at the set of saddle connections on \( L \) that lie in the \( \ell_\infty \) ball of radius \( R \) about the origin, each of them has horizontal component \( \leq R \). Hence, after applying the matrix \( g_R = \begin{bmatrix} R^{-1} & 0 \\ 0 & R \end{bmatrix} \), each of these saddle connections will be mapped to a saddle connection on \( g_R L \) in the vertical strip. The corresponding slopes, hence the gaps, will be scaled by \( R^2 \). Therefore, the gap set of first \( N(R) \) saddle connections on \( g_R L \) in the vertical strip is precisely the set of renormalized gaps for \( L \) in the open ball of radius \( R \). \( \square \)

**Theorem 3.4.** There is a limiting probability distribution function \( f : [0, \infty) \rightarrow [0, 1] \) such that

\[
\lim_{R \to \infty} \frac{|G_L^R \cap (a, b)|}{N(R)} = \int_a^b f(x) dx.
\]

The function \( f \) is continuous, piecewise differentiable with six points of non-differentiability. Each piece is expressed in terms of elementary functions.

![](cumulative_distribution.png)

**Figure 10.** Cumulative distribution function
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**Figure 11.** Limiting gap distribution for \( L \)

**Proof.** The translation surface associated to the normalized \( L \) is \( h_a \) periodic, since the matrix \( h_{-\sqrt{2} - 1} = \begin{bmatrix} 1 & 0 \\ \sqrt{2} + 1 & 1 \end{bmatrix} \) is in the Veech group \( \Gamma \). Now, combining Lemma 3.3 and Theorem 3.2, we get

\[
\lim_{R \to \infty} \frac{1}{N} |G_L^R \cap \[t, \infty)\| = \lim_{R \to \infty} \frac{1}{N} |G_{g_R L}^{N(R)} \cap \[t, \infty)\| = m(\{(a, b) \in \Omega : R(a, b) \geq t\}).
\]
To find the cumulative distribution function (cdf) we compute the area under the return time function. This construction of the cdf depends on the intersection of the return time hyperbolas with the subregions of $\Omega_1 \cup \Omega_2$. On the $\Omega_{AH}$ region, the integral changes shape at two points, when $R(a,b) = 1$, corresponding to when the hyperbola enters the region, and when $R(a,b) = 4$, corresponding to when the hyperbola becomes tangent to the line $b = 1 - a$. On $\Omega_{BD}$, the hyperbola enters the region when $R(a,b) = 1$, becomes tangent to the lines $b = \frac{1 - (1 + \sqrt{2}a)}{\sqrt{2}}$ and $b = 1 - (1 + \sqrt{2}a)$ when $R(a,b) = 4\sqrt{2}$ and when $R(a,b) = \frac{1}{(\sqrt{2} - 1)^2}$ it intersects the point $(\sqrt{2} - 1, 0)$, thus the region of integration changes shape 3 times. For $\Omega_{HF}$, the hyperbola enters the region when $R(a,b) = \sqrt{2}$, becomes tangent to the line $b = 1 - (1 + \sqrt{2}a)$ at $R(a,b) = 2\sqrt{2}$ and exits the region when $R(a,b) = 2 + \sqrt{2}$. On the $\Omega_{AE}$ region, the hyperbola enters the region when $R(a,b) = 1$ and becomes tangent to the line $b = 1 - (\sqrt{2} + 1)a$ when $R(a,b) = 4$. On $\Omega_2$, our function behaves the same as on $\Omega_{AH}$. Thus our cumulative distribution function, see Figure 11, is a piecewise function defined on 7 subintervals from $[1, \infty)$.

Differentiating the cumulative distribution function yields a graph with 6 points of non-differentiability describing the distribution of the gaps between the slopes of saddle connections on the octagon, see Figure 11.

\[
\begin{align*}
f_1(t) &= -\frac{8 \ln \frac{1}{t}}{(3 + \sqrt{2})t^2}, \quad \text{for } t \in [1, \sqrt{2}) \\
f_2(t) &= -\frac{\ln 2 + 10 \ln \frac{1}{t}}{(3 + \sqrt{2})t^2}, \quad \text{for } t \in [\sqrt{2}, 2\sqrt{2}) \\
f_3(t) &= -\frac{4 \tanh^{-1}\left(\frac{\sqrt{t(2\sqrt{2}+t)}}{t}\right) + \ln 2 + 10 \ln \frac{1}{t}}{(3 + \sqrt{2})t^2}, \quad \text{for } t \in [2\sqrt{2}, \sqrt{2} + 2) \\
f_4(t) &= -\frac{8 \ln \frac{1}{t^2}}{(3 + \sqrt{2})t^2}, \quad \text{for } t \in [\sqrt{2} + 2, 4) \\
f_5(t) &= -\frac{12 \tanh^{-1}\left(\sqrt{-\frac{4+t}{t}}\right) + 4 \ln \frac{1}{t}}{(3 + \sqrt{2})t^2}, \quad \text{for } t \in [4, 4\sqrt{2}) \\
f_6(t) &= -\frac{4 \left(3 \tanh^{-1}\left(\sqrt{-\frac{4+t}{t}}\right) + 2 \left(\tanh^{-1}\left(\frac{\sqrt{t(4\sqrt{2}+t)}}{t}\right) + \ln \frac{1}{t}\right)\right)}{(3 + \sqrt{2})t^2}, \quad \text{for } t \in \left[4\sqrt{2}, \frac{1}{(\sqrt{2} - 1)^2}\right) \\
f_7(t) &= -\frac{24 \tanh^{-1}\left(\sqrt{-\frac{4+t}{t}}\right) + \ln 64 + 16 \ln \frac{1}{t} + 4 \ln \frac{t + \sqrt{t(4\sqrt{2}+t)}}{2t} - 4 \ln \left(1 + \frac{\sqrt{t(4\sqrt{2}+t)}}{t}\right)}{2(3 + \sqrt{2})t^2}, \quad \text{for } t \in \left[\frac{1}{(\sqrt{2} - 1)^2}, \infty\right) 
\end{align*}
\]

3.3. **Volume Computations.** Since $\Omega$ is a Poincaré section, the integral of the return time should yield the covolume of the Veech group.
Integral over AH region:
\[
\int_0^1 \int_{1-x}^1 \frac{1}{xy} dydx = \frac{\pi^2}{6}
\]

Integral over BD region:
\[
\int_{\sqrt{2}-1}^1 \int_{\sqrt{2}-(1+\sqrt{2})x}^{\frac{\sqrt{2}}{x(y)}} \frac{1}{x(y)} dydx = \text{Li}_2(1) - \text{Li}_2(\sqrt{2} - 1) - \ln(\sqrt{2}) \ln(\sqrt{2} - 1).
\]
\[
\int_{\sqrt{2}-1}^\frac{1}{x(y)} \frac{1}{x(y)} dydx = \text{Li}_2(2 - \sqrt{2}).
\]

Integral over HF region:
\[
\int_{\sqrt{2}-1}^1 \int_{\sqrt{2}-(1+\sqrt{2})x}^{\frac{\sqrt{2}}{x(y)}} \frac{1}{x(y)} dydx = \text{Li}_2\left(\frac{1}{\sqrt{2}}\right) - \text{Li}_2\left(1 - \frac{1}{\sqrt{2}}\right) + \ln(\sqrt{2}) \ln(\sqrt{2} - 1).
\]

Integral over AE region:
\[
\int_{\sqrt{2}-1}^1 \int_{\sqrt{2}-(1+\sqrt{2})x}^{\frac{1}{x(y)}} \frac{1}{x(y)} dydx = \frac{\pi^2}{6}.
\]

Integrating over \(\Omega\) we get
\[
\int_0^1 \int_{1-x}^1 \frac{1}{xy} dydx = \frac{\pi^2}{6}.
\]

Therefore sum of the integrals:
\[
\int \int_{\Omega} R(x, y) dydx = \frac{4\pi^2}{6} - \text{Li}_2(\sqrt{2} - 1) - \ln(\sqrt{2}) \ln(\sqrt{2} - 1) + \text{Li}_2(2 - \sqrt{2}) + \text{Li}_2\left(\frac{1}{\sqrt{2}}\right) - \text{Li}_2\left(1 - \frac{1}{\sqrt{2}}\right) + \ln(\sqrt{2}) \ln(\sqrt{2} - 1).
\]

By using the following dilogarithm identities, [4]

(1) \[ \text{Li}_2(z) = -\text{Li}_2(1 - z) - \ln(1 - z) \ln(z) + \frac{\pi^2}{6} \]

(2) \[ \text{Li}_2(z) + \text{Li}_2(-z) = \frac{1}{2} \text{Li}_2(z^2) \]

(3) \[ \text{Li}_2(z) = -\text{Li}_2\left(\frac{1}{z}\right) - \frac{1}{2} \ln^2(-z) - \frac{\pi^2}{6} \quad \text{for } z \notin (0, 1) \]

(4) \[ \text{Li}_2(z) = -\text{Li}_2\left(\frac{z}{z - 1}\right) - \frac{1}{2} \ln^2(1 - z) \quad \text{for } z \notin (1, \infty) \]

we can deduce that
\[
\int \int_{\Omega} R(x, y) dydx = \frac{\pi^2}{4} - \frac{1}{4} \ln^2(2 - \sqrt{2}) - \frac{1}{2} \ln^2(\sqrt{2} - 1) + \ln\left(\frac{1}{\sqrt{2}}\right) \ln\left(1 - \frac{1}{\sqrt{2}}\right) + \frac{\pi i \ln^2}{2} - \frac{1}{2} \ln^2(-\sqrt{2})
\]

which can be further reduced to
\[
\int \int_{\Omega} R(x, y) dydx = \frac{3\pi^2}{4}
\]
by using logarithm identities, which is precisely the covolume of the Veech group \( \Gamma \). Therefore \( \Omega \) is indeed a full section for the horocycle flow.

4. Generalization to higher number of cusps

Let \((X, \omega)\) be a Veech surface with \( n < \infty \) cusps. In this section, we describe a parametrization of a Poincaré section for the horocycle flow on \( SL(2, \mathbb{R})/SL(X, \omega) \) generalizing our strategy in Section 3.1. We adhere to the notation introduced in Section 3.1.

Let \( \Gamma_1, \ldots, \Gamma_n \) be maximal parabolic subgroups of \( SL(X, \omega) \) representing the conjugacy classes of all maximal parabolic subgroups. For any (and hence all) \( i = 1, \ldots, n \), the subgroup \( \Gamma_i \) is isomorphic to either \( \mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \) or \( \mathbb{Z} \), depending on whether \(-Id = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}\) belongs to the Veech group \( SL(X, \omega) \) or not. Let \( P_i \in \Gamma_i \) be a generator for the infinite cyclic factor. Note that, in the first case where \( \Gamma_i \cong \mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \), the element \( P_i \) can always be chosen to have eigenvalue 1.

We can decompose the set \( \Lambda_{sc}(X, \omega) \) into a finite union of disjoint \( SL(X, \omega) \) orbits of saddle connections. That is, there exist \( v_1, \ldots, v_m \in \mathbb{R}^2 \) such that

\[
\Lambda_{sc}(X, \omega) = \bigcup_{j=1}^{m} SL(X, \omega)v_j.
\]

In this decomposition, every \( v_j \) is parallel to a direction determined by a parabolic subgroup \( \Gamma_i \), i.e. it is in the unique non-trivial eigenspace of the parabolic element \( P_i \), see [11]. In each direction we can then find the shortest vector, \( \pm w_i \). We denote the Veech group orbits of each of these vectors by \( \Lambda_{\pm w_i}(X, \omega) := SL(X, \omega) \cdot w_i \cup SL(X, \omega) \cdot -w_i \).

First assume that the Veech group \( SL(X, \omega) \) contains the element \(-Id\). Note that, in this case \( \Lambda_{\pm w_i}(X, \omega) = \Lambda_{w_i}(X, \omega) := SL(X, \omega) \cdot w_i \). As we noted above, in this case the parabolic generator \( P_i \) of the infinite cyclic factor of the maximal parabolic subgroup \( \Gamma_i \) can be chosen to have eigenvalue 1. Thus for the parabolic element \( P_i \) associated to \( w_i \) there exists \( C_i \in SL(2, \mathbb{R}) \) such that

\[
S_i = C_i P_i C_i^{-1} = \begin{bmatrix} 1 & \alpha_i \\ 0 & 1 \end{bmatrix}.
\]

After replacing \( P_i \) with its inverse if necessary, we can assume that \( \alpha_i > 0 \). Since \( w_i \) is an eigenvector for the matrix \( P_i \), the vector \( C_i \cdot w_i \) is an eigenvector for

\[
\begin{bmatrix} 1 & \alpha_i \\ 0 & 1 \end{bmatrix},
\]

hence it can be written as

\[
C_i \cdot w_i = \begin{bmatrix} \beta_i \\ 0 \end{bmatrix}
\]

for some \( \beta_i \neq 0 \). Moreover, we can choose \( C_i \) in a way that \( \beta_i = 1 \) for all \( i \). So we will assume that

\[
C_i \cdot w_i = \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\]

Recall that in [11], Athreya proved that the set

\[
\Omega^M = \{ gSL(X, \omega) \mid g(X, \omega) \text{ has a horizontal saddle connection of length } \leq 1 \}
\]

is a Poincaré section for the action of horocycle flow on the moduli space \( SL(2, \mathbb{R})/SL(X, \omega) \). By using the above decomposition of the set of saddle connections on \((X, \omega)\) we will write

\[
\Omega^M = \Omega^M_1 \cup \cdots \cup \Omega^M_n,
\]
where
\[ \Omega_i^M = \{ gSL(X,\omega) \mid g\Lambda_{\pm w_i}^\text{sc}(X,\omega) \cap (0,1] \neq \emptyset \}. \]

For each \( i \in \{1,\ldots,n\} \) we define the following subset of \( \mathbb{R}^2 \):
\[ \Omega_i = \{ (a,b) \in \mathbb{R}^2 \mid 0 < a \leq 1 \text{ and } 1 - (\alpha_i)a < b \leq 1 \}. \]

Now, assume that the Veech group \( SL(X,\omega) \) does not contain \(-\text{Id}\). Hence for each \( i, \Gamma_i \cong \mathbb{Z} \), and for some \( i \), the generator \( P_i \) possibly have eigenvalue \(-1\). Now, possibly after a renaming, assume that for \( i = 1,\ldots,k \), the generator \( P_i \) has eigenvalue \( 1 \), and for \( i = k + 1,\ldots,n \), the generator \( P_i \) has eigenvalue \(-1\), where \( 1 \leq k \leq n \).

Then, by conjugating each \( P_i \) with an element \( C_i \in SL(2,\mathbb{R}) \) we obtain
\[ S_i = C_iP_iC_i^{-1} = \begin{bmatrix} 1 & \alpha_i \\ 0 & 1 \end{bmatrix} \]
for \( i = 1,\ldots,k \), and,
\[ S_i = C_iP_iC_i^{-1} = \begin{bmatrix} -1 & \alpha_i \\ 0 & -1 \end{bmatrix} \]
for \( i = k + 1,\ldots,n \). Again, we will assume that each \( \alpha_i > 0 \). Similar to the first case, we have
\[ C_i \cdot \omega_i = \begin{bmatrix} 1 \\ 0 \end{bmatrix}. \]

Now for each \( i = 1,\ldots,k \) define \( \Omega_i \) as follows:
\[ \Omega_i := \{ (a,b) \in \mathbb{R}^2 \mid 0 < a \leq 1 \text{ and } 1-(\alpha_i)a < b \leq 1 \} \cup \{ (a,b) \in \mathbb{R}^2 \mid -1 \leq a < 0 \text{ and } 1+(\alpha_i)a < b \leq 1 \}. \]

For \( i = k + 1,\ldots,n \), define \( \Omega_i \) as follows:
\[ \Omega_i := \{ (a,b) \in \mathbb{R}^2 \mid 0 < a \leq 1, 1-2(\alpha_i)a < b \leq 1 \} \]

**Theorem 1.2.** There are natural coordinates from the section \( \Omega_i^M \) to the set \( \bigcup_{i=1}^n \Omega_i \). More precisely, the canonical bijection \( \Theta : SL(2,\mathbb{R})/SL(X,\omega) \to SL(2,\mathbb{R})/\{ (a,b) \in \mathbb{R}^2 \mid (a,b) \in \Omega_i \}, \) sends \( \Omega_i^M \) to \( \{ M_{a,b}C_i(X,\omega) \mid (a,b) \in \Omega_i \} \), and the latter set is bijectively parametrized by \( \Omega_i \). The return time function is piecewise rational in these coordinates and hence the limiting gap distribution for any Veech surface is piecewise real analytic.

**Proof.** We divide the proof into two cases.

**Case 1.** \( SL(X,\omega) \) contains \(-\text{Id}\).

Suppose that \( gSL(X,\omega) \in \Omega_i^M \). We will first show that \( g(X,\omega) = M_{a,b}C_i(X,\omega) \) for some \( (a,b) \in \Omega_i \). By definition of the \( \Omega_i^M \), \( g(X,\omega) \) has a horizontal saddle connection
\[ \begin{bmatrix} a \\ 0 \end{bmatrix}, \text{ with } 0 < a \leq 1, \]
such that
\[ \begin{bmatrix} a \\ 0 \end{bmatrix} = g\gamma(\pm \omega_i) \]
for some \( \gamma \in SL(X,\omega) \). Since \(-\text{Id} \in SL(X,\omega)\), the vector \( -\omega_i \) is in \( SL(X,\omega) \) orbit of the vector \( \omega_i \), and \( \Lambda_{\pm \omega_i}^\text{sc}(X,\omega) = \Lambda_{\omega_i}^\text{sc}(X,\omega) \). Hence we can assume that
\[ \begin{bmatrix} a \\ 0 \end{bmatrix} = g\gamma \omega_i. \]
Since $SL(X, \omega)$ acts on $\Lambda_{sc}^{w_0}(X, \omega)$ transitively and for any element $\gamma \in SL(X, \omega)$ we have $g\gamma(X, \omega) = g(X, \omega)$, we can assume that

$$
\begin{bmatrix}
a \\
o
\end{bmatrix} = gw_i = gC_i^{-1} \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
$$

The elements in $SL(2, \mathbb{R})$ which take $\begin{bmatrix} 1 \\ 0 \end{bmatrix}$ to $\begin{bmatrix} a \\ 0 \end{bmatrix}$ are precisely of the form

$$
M_{a,b} = \begin{bmatrix} a & b \\ 0 & 1/a \end{bmatrix},
$$

for some $b$. Therefore, $gC_i^{-1} = M_{a,b}$ and hence $g(X, \omega) = M_{a,b}C_i(X, \omega)$ with $0 < a \leq 1$.

Since the parabolic element $S_i = \begin{bmatrix} 1 & \alpha_i \\ 0 & 1 \end{bmatrix}$ is in the Veech group of $C_i(X, \omega)$, and

$$
M_{a,b}S_i^{-n} = \begin{bmatrix} a & b - (\alpha_i)an \\ 0 & a^{-1} \end{bmatrix},
$$

we can write $g(X, \omega) = M_{a,b}C_i(X, \omega)$, where $(a, b) \in \Omega_i$, as required.

In order to see that for every $(a, b) \in \Omega_i$, the element $M_{a,b}C_i(X, \omega)$ lies in $\Theta(\Omega_i^M)$, we first note that

$$
C_i \cdot w_i = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
$$

is a horizontal saddle connection in $C_i(X, \omega)$ with length at most 1. Since $M_{a,b}$ sends this to a saddle connection of length $a \leq 1$, it follows that $M_{a,b}C_i(X, \omega) \in \Theta(\Omega_i^M)$.

Finally, we prove that $\Omega_i$ bijectively parametrizes $\{M_{a,b}C_i(X, \omega) \mid (a, b) \in \Omega_i\}$. We suppose that $(a, b), (c, d) \in \Omega_i$ and that $M_{a,b}C_i(X, \omega) = M_{c,d}C_i(X, \omega)$, and must prove that $(a, b) = (c, d)$. We have

$$
M_{a,b}M_{c,d}^{-1} = \begin{bmatrix} a & bc - ad \\ 0 & c \end{bmatrix} \in C_i SL(X, \omega) C_i^{-1},
$$

which fixes infinity in the upper half-plane. Since $S_i$ generates the infinite cyclic factor in $C_i \Gamma_i C_i^{-1}$ and $a/c > 0$ it follows that $a = c$. From this we see that $1 - (\alpha_i)a < b, d \leq 1$, and $(b - d)a = k\alpha_i$, which implies $b = d$, and hence $(a, b) = (c, d)$, as required.

**Case 2.** $-Id \notin SL(X, \omega)$.

**Subcase 2.1.** Suppose that $gSL(X, \omega) \in \Omega_i^M$ for some $i = 1, \ldots, k$.

By definition of the set $\Omega_i^M$, $g(X, \omega)$ has a saddle connection

$$
\begin{bmatrix} a \\ 0 \end{bmatrix}, \text{ with } 0 < a \leq 1,
$$

such that either

$$
\begin{bmatrix} a \\ 0 \end{bmatrix} = g\gamma w_i \text{ or } \begin{bmatrix} a \\ 0 \end{bmatrix} = g\gamma(-w_i).
$$

Since $SL(X, \omega)$ acts transitively on both $\Lambda_{sc}^{w_0}(X, \omega)$ and $\Lambda_{sc}^{-w_0}(X, \omega)$, as in the first case we can assume that either

$$
\begin{bmatrix} a \\ 0 \end{bmatrix} = gw_i \text{ or } \begin{bmatrix} a \\ 0 \end{bmatrix} = g(-w_i).
$$

This means that either

$$
\begin{bmatrix} a \\ 0 \end{bmatrix} = gC_i^{-1} \begin{bmatrix} 1 \\ 0 \end{bmatrix} \text{ or } \begin{bmatrix} a \\ 0 \end{bmatrix} = gC_i^{-1} \begin{bmatrix} -1 \\ 0 \end{bmatrix}.
$$
The set of matrices that take \[
\begin{bmatrix}
1 \\
0 
\end{bmatrix}
\] to \[
\begin{bmatrix}
a \\
0 
\end{bmatrix}
\] are of the form

\[
M_{a,b} = \begin{bmatrix}
a & b \\
0 & 1/a 
\end{bmatrix},
\]

for some \(b\). Similarly, the set of matrices that take \[
\begin{bmatrix}
-1 \\
0 
\end{bmatrix}
\] to \[
\begin{bmatrix}
a \\
0 
\end{bmatrix}
\] are of the form

\[
M_{-a,b} = \begin{bmatrix}
-a & b \\
0 & -1/a 
\end{bmatrix},
\]

for some \(b\). Therefore we have either \(gC_i^{-1} = M_{a,b}\) or \(gC_i^{-1} = M_{-a,b}\), and hence either \(g(X, \omega) = M_{a,b}C_i(X, \omega)\) or \(g(X, \omega) = M_{-a,b}C_i(X, \omega)\) with \(0 < a \leq 1\), where the latter can be rewritten as \(g(X, \omega) = M_{a,b}C_i(X, \omega)\) with \(-1 \leq a < 0\).

Since the parabolic element \(S_i = \begin{bmatrix} 1 & \alpha_i \\ 0 & 1 \end{bmatrix}\) is in the Veech group of \(C_i(X, \omega)\), and

\[
M_{a,b}S_i^{\pm n} = \begin{bmatrix} a & b \pm (\alpha_i)an \\ 0 & a^{-1} \end{bmatrix},
\]

we can write \(g(X, \omega) = M_{a,b}C_i(X, \omega)\) where \((a, b) \in \Omega_i\), as required.

In order to see that for every \((a, b) \in \Omega_i\), the element \(M_{a,b}C_i(X, \omega)\) lies in \(\Theta(\Omega_i^M)\), we first note that

\[
C_i(\pm w_i) = \begin{bmatrix} \pm 1 \\ 0 \end{bmatrix}
\]

is a horizontal saddle connection in \(C_i(X, \omega)\) with length at most 1. Since \(M_{a,b}\) sends this to a saddle connection of length \(a \leq 1\), it follows that \(M_{a,b}C_i(X, \omega) \in \Theta(\Omega_i^M)\).

Finally, we prove that \(\Omega_i\) bijectively parametrizes \(\{M_{a,b}C_i(X, \omega) \mid (a, b) \in \Omega_i\}\). We suppose that \((a, b), (c, d) \in \Omega_i\) and that \(M_{a,b}C_i(X, \omega) = M_{c,d}C_i(X, \omega)\), and must prove that \((a, b) = (c, d)\). We have

\[
M_{a,b}M_{c,d}^{-1} = \begin{bmatrix} a & b - ad \\ c & d \end{bmatrix} \in C_iSL(X, \omega)C_i^{-1},
\]

which fixes infinity in the upper half-plane. Since \(S_i\) generates the the maximal parabolic subgroup \(C_i\Gamma_iC_i^{-1}\) it follows that \(a = c\). From this we see that \(1 - (\alpha_i)a < b, d \leq 1\), and \((b - d)a = k\alpha_i\), which implies \(b = d\), and hence \((a, b) = (c, d)\), as required.

**Subcase 2.2.** Suppose that \(gSL(X, \omega) \in \Omega_i^M\) for some \(i = k + 1, \ldots, n\).

An identical argument as above says that we can write \(g(X, \omega) = M_{a,b}C_i(X, \omega)\) where either \(0 < a < 1\) or \(-1 \leq a < 0\).

Observe that

\[
M_{a,b} \begin{bmatrix} -1 & \alpha_i \\ 0 & -1 \end{bmatrix} = \begin{bmatrix} a & b \\ 0 & 1/a \end{bmatrix} \begin{bmatrix} -1 & \alpha_i \\ 0 & -1 \end{bmatrix} = \begin{bmatrix} -a & a\alpha_i - b \\ 0 & -1/a \end{bmatrix} = M_{-a,a\alpha_i-b}.
\]

Hence, for any point \((a, b)\) where \(-1 \leq a < 0\), there is a point \((a', b') = (-a, a\alpha_i - b)\) with \(0 < a' \leq 1\) such that \(M_{a,b}C_i(X, \omega) = M_{a',b'}C_i(X, \omega)\). Moreover, the element

\[
S_i^{-2} = \begin{bmatrix} 1 & 2\alpha_i \\ 0 & 1 \end{bmatrix} \in C_iSL(X, \omega)C_i^{-1},
\]

thus for \(gSL(X, \omega) \in \Omega_i^M\) we have \(g(X, \omega) = M_{a,b}C_i(X, \omega)\) for some \((a, b) \in \Omega_i\).
Finally, we prove that $\Omega_i$ bijectively parametrizes \{ $M_{a,b}C_i(X,\omega)$ | $(a,b) \in \Omega_i$ \}. We suppose that $(a,b), (c,d) \in \Omega_i$ and that $M_{a,b}C_i(X,\omega) = M_{c,d}C_i(X,\omega)$, and must prove that $(a,b) = (c,d)$. We have
\[
M_{a,b} \cdot M_{c,d}^{-1} = \begin{bmatrix}
\frac{a}{c} \\
\frac{b}{d}
\end{bmatrix} \in C_i \text{SL}(X,\omega)C_i^{-1},
\]
which fixes infinity in the upper half-plane. Since $S_i$ generates the the maximal parabolic subgroup $C_i \Gamma_i C_i^{-1}$, and $a/c > 0$ it follows that $a = c$. From this we see that $1 - 2(\alpha_i)a < b, d \leq 1$, and $(b - d)a = 2k\alpha_i$, which implies $b = d$, and hence $(a,b) = (c,d)$, as required.

As we observed in the Proof of Theorem 3.1, in these coordinates, the return time function at a point $M_{a,b}C_i(X,\omega)$ is given by the smallest slope of a saddle connection in the vertical strip. Hence it is of the form
\[
y = \frac{y}{a(ax + by)},
\]
where $\begin{bmatrix} x \\ y \end{bmatrix}$ is a saddle connection on $C_i(X,\omega)$. Note that the return time function is composed of rational pieces defined on convex polygons. Since the cumulative distribution function is given by the total area bounded by the return time hyperbolas and these convex polygons, it is piecewise real analytic. Hence, the limiting gap distribution function for any Veech surface is real analytic, which finishes the proof.

\[
\square
\]
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