Is there slow particle transport in the MBL phase?
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We analyze the saturation value of the bipartite entanglement and number entropy starting from a random product state deep in the MBL phase. By studying the probability distributions of these entropies we find that the growth of the saturation value of the entanglement entropy stems from a significant reshuffling of the weight in the probability distributions from the bulk to the exponential tails. In contrast, the probability distributions of the saturation value of the number entropy are converged with system size, and exhibit a sharp cut-off for values of the number entropy which correspond to one particle fluctuating across the boundary between the two halves of the system. Our results therefore rule out slow particle transport deep in the MBL phase and confirm that the slow entanglement entropy production stems uniquely from configurational entanglement.

Introduction.—Generic interacting quantum many-body systems are expected to thermalize after a quench by virtue of the eigenstate thermalization hypothesis [1–7]. However the addition of sufficiently strong quenched disorder allows such systems to avoid thermalization [8–13], a phenomenon which is called many-body localization (MBL). For one dimensional systems the existence of the MBL phase at strong disorder is now firmly established [14], but the situation for higher dimensional systems is still an open question [15–18]. When all many-body eigenstates are localized, the phenomenology of MBL is understood by the emergence of local conserved quantities called the l-bits [9, 19, 20]. The existence of l-bits predicts the absence of particle transport and thermalization in the MBL phase, but also an unbounded logarithmic growth of the bipartite entanglement entropy [9, 19, 21–25] up to a nonthermal, extensive, saturation value. This behavior is in stark contrast with the thermal phase, where the entanglement entropy grows as a power-law in time [26, 27]. Without disorder, a linear growth of the entanglement entropy is typically observed [28].

Within the l-bit model the production of entanglement deep in the MBL phase does not rely on particle transport, since due to the emergent conservation laws the particle number in any part of the system is essentially constant for all times [29]. This view was challenged very recently in a study of the entropy of the subsystem particle number distribution [30], where a long growth regime of the number entropy was observed, which was argued to continue indefinitely in the thermodynamic limit in the MBL phase, suggesting that there is very slow transport in the MBL phase.

In the present work, we address this question by a detailed statistical analysis of the behavior of the saturation values of the entanglement and the entropy of the subsystem particle number distribution (number entropy). We find that the fluctuations of the particle number are strictly limited at strong disorder and preclude an indefinite growth of the number entropy.

Model and method.—We consider the standard model of many-body localization, an open spin chain with random fields:

$$
\hat{H} = J \sum_{i=1}^{L-1} \hat{S}_i \cdot \hat{S}_{i+1} + L \sum_{i=1}^{L} \hat{h}_i \hat{S}_i^z,
$$

(1)

where $J$ corresponds to the interaction between the spins and the random fields are drawn from a box distribution with $\hat{h}_i \in [-W, W]$. Without loss of generality we set $J = 1$, throughout this work. Using the Jordan-Wigner transformation, this model maps exactly to a model of interacting spinless fermions,

$$
\hat{H} = \frac{J}{2} \left( \hat{c}_i^\dagger \hat{c}_{i+1} + \hat{c}_{i+1}^\dagger \hat{c}_i \right) + J \sum_{i=1}^{L-1} \left( \hat{n}_i - \frac{1}{2} \right) \left( \hat{n}_{i+1} - \frac{1}{2} \right) 
+ \sum_{i=1}^{L} \hat{h}_i \left( \hat{n}_i - \frac{1}{2} \right),
$$

(2)

where $\hat{c}_i^\dagger$ creates a fermion at site $i$ and $\hat{n}_i = \hat{c}_i^\dagger \hat{c}_i$. The model conserves the total magnetization (respectively, the particle number), and throughout this work we fix $\sum_i \hat{S}_i^z = 0$, (respectively, half-filling). While the model (1) has been studied in great detail, the critical disorder is only known with a large margin of error, $W_c = 3.8 \pm 1$ [22, 31–34]. We therefore focus on quite strong disorder strengths to be sufficiently far from the critical regime, which is known to exhibit strong finite size effects [35–37].

We study the behavior of the system at effectively infinite times using full diagonalization of the Hamiltonian (1). We extract eigenstates and eigenvalues to evolve the initial product states $|\sigma_1, \sigma_2, \ldots, \sigma_L\rangle$ in time. Here, $\sigma_i = \pm \frac{1}{2}$ are the eigenvalues of the corresponding local $\hat{S}_i^z$ operators. The initial states have a definite number of up spins (i.e. $\sigma_i = +1/2$) in any subsystem, which corresponds to a definite number of particles in the equivalent spinless fermion model (2).

Results.—We consider a quench from a product state $|\psi_0\rangle = |\sigma_1, \sigma_2, \ldots, \sigma_L\rangle$ in the $\hat{S}_z$ basis, and cut the system into two subsystems of equal size, $A$ and $B$, where
spins \( i = 1, \ldots, L/2 \) are in subsystem \( A \) and spins \( L/2 + 1, \ldots, L \) are in subsystem \( B \). Due to the conservation law \( \sum_{i} S_i = 0 \), the reduced density matrix \( \hat{\rho}_A(t) = Tr_B |\psi(t)\rangle \langle \psi(t)| \) of the subsystem \( A \) is block diagonal with blocks labeled by the number of up spins \( n_A \) in the subsystem. The probability \( p(n_A) \) to find \( n_A \) up spins (corresponding to particles in the spinless system) in subsystem \( A \) is given by the trace of the reduced density matrix \( \hat{\rho}_A \) in this block.

The entanglement entropy is given by,

\[
S_E = -\text{Tr} (\hat{\rho}_A \ln \hat{\rho}_A) \tag{3}
\]

and the number entropy \( S_N \) is the Shannon entropy of the number distribution \( p(n_A) \) \[38\]

\[
S_N = - \sum_{n_A} p(n_A) \ln p(n_A). \tag{4}
\]

In the context of MBL it is useful to split the contributions to entanglement from particle number fluctuations and the configurations of the particles, by introducing the configurational entropy \( S_C \), which is the difference \( S_E - S_N \) \[30, 38\].

The wavefunction \( |\psi(t)\rangle \) of the system evolves according to,

\[
|\psi(t)\rangle = \sum_{n} e^{-iE_n t} \langle n | \psi(0) \rangle |n\rangle, \tag{5}
\]

where \( E_n \) and \( |n\rangle \) are the eigenvalues and eigenstates of the Hamiltonian. At any point in time we can calculate the entanglement entropy and the number entropy \( S_{N/E}(t) \), using (3), (4) and the definition of \( \hat{\rho}_A \). Since in this work we are interested in the saturation values of the entropies, we consider the infinite time-average

\[
S_{N/E}^{\infty} = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ S_{N/E}(t), \tag{6}
\]

which is estimated numerically by averaging the entropies over 40 time points at very late times to represent the saturation value of the entropy for finite systems. Practically, we have checked that the saturation values are robustly reached at times as late as \( t \in [10^{16}, 10^{24}] \) for all sizes and disorder strengths which we consider in this work.

The entropies exhibit significant temporal fluctuations at late times (cf. Appendix), therefore in order to get a more robust insight of the late time behavior, we also consider the infinite time-average of the number distribution

\[
p^{\infty}(n_A) = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ p(n_A, t), \tag{7}
\]

which unlike \( S[p^{\infty}(n_A)] \) is not affected by temporal fluctuations, since it can be calculated numerically exactly. It is easy to show that the entropy \( S[p^{\infty}(n_A)] \) bounds from above the infinite time-averaged number entropy, \( S_N^{\infty} \), noting that the entropy is a concave function of \( p(n) \) and using Jensen’s inequality.

In this work we do not study the temporal dependence, but focus directly on the saturation values of the entropies. If the saturation value grows with system size, then the dynamical growth regime continues indefinitely in the thermodynamic limit, and if is independent of the system size, the temporal growth regime is transient.

In Fig. 1, we show the disorder averaged saturation value of the entanglement entropy \( S_{N/E}^{\infty} \), obtained by time evolution of the wavefunction to very long times \( t \geq 10^{16} \) and averaging over 40 time points for each of the 50 random initial product states in addition to averaging over the disorder realizations. We note that it is important to average over a very large number \( (n = 50000) \) of disorder realizations to obtain converged statistical averages.
It is clearly visible that the saturation value of the entanglement entropy grows with system size. Interestingly, we observe a significant upturn of the curves even for very strong disorder, which is only weakly visible in previous data obtained at weak interaction strengths [23, 39].

The full lines in Fig. 2 show the time averaged number entropy $S_N^\infty$ as a function of system size $L$ and for different disorder strengths $W$, spanning both the critical and MBL regimes. While for $W \leq 6$, $S_N^\infty$ still grows slightly with system size, we observe a saturation and even a weak decrease for strong disorders ($W \geq 8$). This becomes even more apparent if we consider $S[p^\infty(n_A)]$, which satisfies $S_N^\infty \leq S[p^\infty(n_A)]$ and is plotted as the dashed lines in Fig. 2. We see that $S[p^\infty(n_A)]$ is saturated for $W = 6$ and slightly decreases with system size for stronger disorders. Since $S_N^\infty$ can not exceed $S[p^\infty(n_A)]$, we conclude that $S_N^\infty$ is independent of the system size for strong disorder.

As the mean contains only limited information about the probability distribution, we study the full distributions of $S_{E/N}^\infty$. Fig. 3 shows the distribution of $S_{E}^\infty$ over 50 random initial product states and 50 000 disorder realizations. For intermediate disorder strengths, in the critical regime $W = 3, 4, 5$ for our system sizes, the distributions of the entanglement entropy are very broad and the growth of the mean is clearly visible in a reshuffling of the weight from low to high entropy as the system size is increased. It is interesting to see that the low entropy part of the distribution of $S_{E}^\infty$ is significantly different from the distribution of the entanglement entropy of eigenstates (cf. e.g. Fig. 10 c) and d) in Ref. [40]). While the mean entanglement of eigenstates does not depend on the system size [41], $S_{E}^\infty$ grows with size as shown in Fig. 1, due to dephasing between the various eigenstates which are spanning the initial state.

At very strong disorder, the weight around $S_{E} = 0$ is visibly decreasing with increasing systems size, which leads to a corresponding increase in the mean. For high entropies, the distribution exhibits a long, seemingly exponential tail, with a negligible contribution to the mean.

In Fig. 4 we consider the distribution of the time averaged number entropy $S_N^\infty$. While in the critical regime ($W = 3, 4, 5$), there is a significant reshuffling of the weight from low to high number entropies as the...
For a better, quantitative understanding of the high entropy part of the distribution of $S_N^\infty$, we consider next the distributions of $S[p^\infty(n_A)]$, which is cleaner due to the fact that the infinite time-average can be calculated exactly and since it provides an upper bound to $S_N^\infty$. Fig. 5 shows the distribution of $S[p^\infty(n_A)]$, which exhibit a sharp secondary peak at $\ln(2)$, corresponding to an equal probability to have $n_A, n_A + 1$ or $n_A - 1$ particles. Even more interestingly, we observe a steep decrease in the probability density at $\ln(3)$ (red dashed line), which correspond to an equal probability to measure $n_A, n_A + 1$ or $n_A - 1$ where $n_A$ is the particle number in the initial state. This means that in this rare state one particle has crossed the boundary between the two subsystems.

For strong disorder ($W = 8, 10$), we see that the distribution is completely converged with the system size, exhibiting a sharp cut-off at $\ln(3)$. The mean of this distribution does not grow with the system size.

Discussion.—In this work we presented a detailed study of the saturation value of entanglement and number entropies including the probability distributions over the initial product states and disorder realizations. We have shown that at strong disorder the mean of the saturation value of the entanglement entropy grows with system size, which is consistent with previous literature. The distributions of these quantities are quite broad and require a very large number of disorder realizations to be sampled precisely. We identify that the growth of the mean with system size originates from a reshuffling of weight from low to high entropies.

The entanglement entropy can be decomposed into a sum of the number entropy and the configurational entropy. We show that at strong disorder $W = 8, 10$ the mean of the saturation value of the number entropy does not grow with system sizes, moreover, for large systems the entire probability distribution converges to a limiting distribution. We further study the entropy of the infinite-time averaged number distributions, which allows us to show that the number fluctuations are typically bounded by a change of one particle across the two halves of the system. This leads to a sharp cut-off in the probability distribution of the number entropy at $\ln(3)$. Even for the very large number of disorder realizations used in this work, we did not observe realizations with number entropies which exceed this limit, which leads us to conclude that there is no particle transport for sufficiently strong disorder and the observed growth of the number entropy in time in Ref. [30] is pertinent to the critical regime and likely disappears for stronger disorder or larger system sizes.
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Appendix A: Distribution of the configurational entropy

In this appendix, we provide additional data for the distribution of the saturation value of the configurational entropy $S_C^\infty$, which is defined as,

$$S_C^\infty = S_E^\infty - S_N^\infty.$$  \hspace{1cm} (A1)

We show the full probability distribution (with its mean indicated by colored ticks at the top and bottom of each panel) in Fig. 6. The mean of the distribution grows with system size for all disorder strengths with a slower growth at strong disorder. This growth stems from reshuffling of the weight from low to high entropies.

The distribution of the configurational entropy is quite similar to that of the entanglement entropy and exhibits an exponential tail as well as a peak at zero entropy which decreases with system size. The sharp peak located at $S_E^\infty < \ln(2)$ for small systems in the entanglement entropy distribution is strongly suppressed in the number entropy distribution, indicating that it stems from the number entropy.

Appendix B: Temporal fluctuations of the saturation value of the entanglement and number entropies

Besides the time average of the late time entropies, we consider also the temporal fluctuations around the saturation value of the entropies.

While at strong disorder, the fluctuations are generally suppressed, it is interesting to see that the fluctuations of the entanglement entropy are larger and do not decay with system size, while the number entropy fluctuations decrease with systems size for all disorder strengths.