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Abstract

In this paper we analyze the gradient blow-up of the solution to the conductivity problem in two dimensions in the presence of an inclusion with eccentric core-shell geometry. Assuming that the core and shell have circular boundaries that are nearly touching, we derive an asymptotic formula for the solution in terms of the single and double layer potentials with image line charges. We also deduce an integral formula with image line charges for the problem relating to two nearly touching separated conductors.
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1 Introduction

We consider the conductivity problem in the presence of an inclusion with eccentric core-shell geometry which consists of a core and a surrounding shell, where the core and shell have circular boundaries that are nearly touching. Specifically, we let $B_i$ and $B_e$ be two disks such that $B_e$ contains $B_i$, as drawn in Figure 2.1, where the core $B_i$ and shell $B_e \setminus B_i$ have the constant conductivities $k_i$ and $k_e$ satisfying $0 < k_i, k_e \neq 1 < \infty$. The aim of the paper is to derive an asymptotic formula for the solution to the conductivity problem

\[
\begin{cases}
\nabla \cdot \sigma \nabla u = 0 & \text{in } \mathbb{R}^2, \\
u(x) - H(x) = O(|x|^{-1}) & \text{as } |x| \to \infty,
\end{cases}
\]

as the distance between $\partial B_i$ and $\partial B_e$ degenerates to zero. Here, $\sigma$ denotes the conductivity profile $\sigma = k_i \chi(B_i) + k_e \chi(B_e \setminus B_i) + \chi(\mathbb{R}^2 \setminus B_e)$, $H$ is an entire harmonic function, and $\chi(D)$ represents the characteristic function of a set $D$.

The electrostatic interaction problem has been studied for a long time, including [37]. For two separated spheres, the series expression by separation of variables in bispherical coordinates and the method of image charges were developed [19, 20, 45]. The electric field may blow up as the distance tends toward zero [26], and it causes difficulty in the numerical computation. There have been many attempts to overcome this difficulty and to compute the asymptotic behavior of the electric field [11, 26, 38, 39, 40, 41]. For two dimensions, this problem can be also considered in relation to the stress concentration in composite materials. In composite structures, which consist of a matrix and inclusions, it is common for inclusions to be closely located. Having extreme material parameters is a necessary condition for inclusions to induce the electric field or the stress tensor blow-up. Li and Vogelius showed that the electric field is bounded if the inclusions’ conductivities are finite and strictly positive [31], and Li and Nirenberg extended this result to elliptic systems [32].

In recent years, the gradient blow-up feature of the electric field in the small area between the inclusions’ boundaries has attracted much attention due to its application to various imaging modalities, for example [28, 42]. In particular, the electric field concentration in the presence of two nearly touching separated inclusions has been intensively studied. We denote by $\epsilon$ the distance between the inclusions. The generic blow-up rate for conductors is $\epsilon^{-1/2}$ in two dimensions [9, 10, 12, 18, 26, 46, 47], and $|\ln \epsilon|^{-1}$ in three dimensions [13, 14, 36]. In two dimensions, Ammari et al. deduced an optimal bound for two disks with arbitrary constant conductivities [7, 9], and Yun obtained the blow-up rate for perfect conductors of general shapes [46, 47]. The asymptotic behavior of the gradient blow-up solution was studied for perfect conductors of circular shapes by Kang et al. [22], and of arbitrary shapes by Ammari et al. [2] and Kang et al. [21]. For disks with arbitrary constant conductivities, Lim and Yu obtained an asymptotic formula for the electric field [34]. The blow-up feature for perfect conductors of a bow-tie
structure was investigated by Kang and Yun in [25]. In three dimensions, the blow-up rate for perfect conductors of general shapes was obtained by Bao et al. [13, 14]. For perfect conductors of spherical shapes, Ammari et al. showed that the potential difference in the conductors is necessary for the gradient blow-up [3], and an optimal bound for the electric field concentration was obtained by Lim and Yun [36], and the asymptotic feature of the blow-up solution was investigated by Kang et al. [23] and by Lim and Yu [33]. Lekner calculated the field enhancement rate by using the bispherical coordinates [29]. Recently, Ammari and Yu developed a numerical method to compute the blow-up solution [44]. The blow-up rate for insulating inclusions is the same as perfectly conducting ones in two dimensions, but is different in three dimensions. Yun showed that the rate in three dimensions is $1/\epsilon^{2-\sqrt{2}/2}$ [48]. For the elasticity problem, Bao et al. obtained an upper bound in two dimensions [16], and this result was generalized to higher dimensions [17]. Recently, the gradient blow-up term of the solution in two dimensions was verified for convex hard inclusions by Kang and Yu [24] and for circular holes by Lim and Yu [35].

An inclusion with core-shell geometry can also induce the gradient blow-up for the solution to the conductivity problem as the distance between the boundaries of the core and shell degenerates to zero. In two dimensions, Ammari et al. obtained the blow-up rate $\epsilon^{-1/2}$ for core-shell geometry with circular boundaries [7]. Recently, Li et al. obtained an optimal bound for inclusions of general shapes in two dimensions and higher [30], and Bao et al. extended the result to the linear elasticity problem [15]. It is worth mentioning that a plasmonic structure of core-shell geometry induces the shielding effect on a region away from the structure [43].

Our goal in this paper is to characterize the electric field concentration for core-shell geometry with circular boundaries. We first show that only the linear term in $H(x)$ contributes to the gradient blow-up. We then show that the gradient blow-up happens only in the shell area $B_e \setminus B_i$. We finally express $u$ by the single and double layer potentials with image line charges as follows: for $x \in B_e \setminus B_i$,

$$u(x) - H(x) = \frac{C_x r_x^2}{2} \left[ \int_{(((-\infty,0),p)} \ln |x - s| \varphi_1(s) d\sigma(s) - \int_{[p_2,c_i]} \ln |x - s| \varphi_2(s) d\sigma(s) \right] + \frac{C_y r_y^2}{2} \left[ \int_{(((-\infty,0),p)} \frac{\langle x - s, e_2 \rangle}{|x - s|^2} \psi_1(s) d\sigma(s) - \int_{[p_2,c_i]} \frac{\langle x - s, e_2 \rangle}{|x - s|^2} \psi_2(s) d\sigma(s) \right] + r(x),$$

where $C_x, C_y, r_x$ are some constants depending on the background potential function $H$ and the geometry of the inclusion, and $|\nabla r|$ is uniformly bounded independently of $\epsilon, x$. The points $p_1, p_2$ and $c_i$ are defined according to $B_i$ and $B_e$; see Theorem 5.2 for further details. In the derivation, we use the bipolar coordinate system due to its convenience to solve the conductivity problem in the presence of two circular interfaces. We also deduce an integral expression with image line charges for the problem relating to two separated disks.

The paper is organized as follows. In section 2, we explain the core-shell geometry and the associated bipolar coordinate system. We decompose the solution $u$ into a singular term and a regular term in section 3 and derive an asymptotic formula for the solution in terms of bipolar coordinates in section 4. Section 5 is about the image line charge formula, and we conclude with some discussion.
2 The bipolar coordinate system

2.1 Geometry of the core-shell structure

We let \(B_i\) and \(B_e\) be the disks centered at \(c_i\) and \(c_e\) with the radii \(r_i\) and \(r_e\), respectively. As stated before, we assume that \(B_e\) contains \(B_i\) and that the distance between the boundary circles, say \(\epsilon = \text{dist}(\partial B_i, \partial B_e)\), is small. After appropriate shifting and rotation, the disk centers are \(c_i = (c_i, 0)\) and \(c_e = (c_e, 0)\) with

\[
c_i = \frac{r_e^2 - r_i^2 - (r_e - r_i - \epsilon)^2}{2(r_e - r_i - \epsilon)}, \quad c_e = c_i + r_e - r_i - \epsilon.
\]

(2.1)

Note that \(r_e > r_i > 0\) and \(c_e > c_i > 0\) as shown in Figure 2.1. The closest points on \(\partial B_i\) and \(\partial B_e\) between \(\partial B_i\) and \(\partial B_e\) are, respectively, \(x_i = (x_i, 0)\) and \(x_e = (x_e, 0)\), with

\[
x_i = c_i - r_i = \frac{2\epsilon r_e - \epsilon^2}{2(r_e - r_i - \epsilon)}, \quad x_e = c_e - r_e = \frac{2\epsilon r_i + \epsilon^2}{2(r_e - r_i - \epsilon)}.
\]

Note that \(x_i, x_e = O(\epsilon)\).

![Figure 2.1: An inclusion with eccentric core-shell geometry (left) and the coordinate level curves of associated bipolar coordinates (right).](image)

For a disk \(D\) centered at \(c\) with radius \(r\), the reflection of \(x = (x, y) \in \mathbb{R}^2\) across \(\partial D\) is

\[
R_{\partial D}(x) = \frac{r^2(x - c)}{|x - c|^2} + c.
\]

We also define \(R_{\partial D}(z) \in \mathbb{C}\) for \(z = x + iy\) such that \(R_{\partial D}(x) = (\Re\{R_{\partial D}(z)\}, \Im\{R_{\partial D}(z)\})\). Here the symbols \(\Re\{w\}\) and \(\Im\{w\}\) indicate the real and imaginary parts of a complex number \(w\), respectively. We then define the reflection of a function \(f\) across \(\partial D\) as

\[
R_{\partial D}[f](x) = f(R_{\partial D}(x)) \quad \text{for } x \in \mathbb{R}^2,
\]

and the combined reflections as

\[
R_{\partial D_1}R_{\partial D_2} \cdots R_{\partial D_n}[f](x) = f((R_{\partial D_n} \circ R_{\partial D_{n-1}} \cdots \circ R_{\partial D_1})(x))
\]
Let $R_i$ and $R_e$ denote the reflections across the circles $\partial B_i$ and $\partial B_e$, respectively. Then, one can easily show that the combined reflections $R_i \circ R_e$ and $R_e \circ R_i$ have the same fixed points $p_1 = (-\alpha, 0)$ and $p_2 = (\alpha, 0)$ with

$$\alpha = \frac{\sqrt{\epsilon (2r_i + \epsilon)(2r_e - \epsilon)(2r_e - 2r_i - \epsilon)}}{2(r_e - r_i - \epsilon)}. \quad (2.2)$$

One can also easily show that

$$\alpha = r_\ast \sqrt{\epsilon} + O(\sqrt{\epsilon}), \quad \text{where} \quad r_\ast = \sqrt{\frac{2r_i r_e}{r_e - r_i}}. \quad (2.3)$$

The boundaries of $B_i$ and $B_e$ are then the coordinate level curves $\{\xi = \xi_i\}$ and $\{\xi = \xi_e\}$, respectively, in the bipolar coordinate system $(\xi, \theta)$ that will be defined below, with

$$\xi_i = \ln |c_i + \alpha| - \ln(r_i), \quad \xi_e = \ln |c_e + \alpha| - \ln(r_e). \quad (2.4)$$

For later use we set

$$\begin{cases} 
\xi_{i,k} = 2k(\xi_i - \xi_e) + \xi_i, \\
\xi_{e,k} = 2k(\xi_i - \xi_e) + \xi_e
\end{cases} \quad (2.5)$$

for each $k \in \mathbb{N}$. One can show $\xi_i > \xi_e > 0$, so that $\xi_{i,k} \geq \xi_i$ and $\xi_{e,k+1} \geq \xi_e$.

2.2 The bipolar coordinate system associated with the eccentric core-shell structure

We set the bipolar coordinate system $(\xi, \theta) \in \mathbb{R} \times (-\pi, \pi]$ with respect to the two poles located at $p_1 = (-\alpha, 0)$ and $p_2 = (\alpha, 0)$: for any point $x = (x, y)$ in the Cartesian coordinate system, the coordinates $(\xi, \theta)$ are defined such that

$$e^{\xi + i\theta} = \frac{\alpha + z}{\alpha - z} \quad \text{with} \quad z = x + iy. \quad (2.6)$$

In other words

$$z = \frac{\alpha e^{\xi + i\theta} - 1}{\alpha e^{\xi + i\theta} + 1} = \frac{\alpha}{\cosh \xi + \cos \theta} + i\alpha \frac{\sin \theta}{\cosh \xi + \cos \theta}. \quad (2.7)$$

We write either $x = x(\xi, \theta)$ or $z = z(\xi, \theta)$ to specify bipolar coordinates if necessary. For a function $u = u(x)$, we may write $u(\xi, \theta)$ to indicate $u(x(\xi, \theta))$ for notational simplicity. Figure 2.1 illustrates the coordinate level curves of the bipolar coordinate system. Note that the two level curves $\{\theta = \frac{\pi}{2}\}$ and $\{\theta = -\frac{\pi}{2}\}$ form one circle that is centered at the origin with radius $\alpha$. Therefore, we have that

$$\begin{cases} |z(\xi, \theta)| \leq \alpha & \text{if} \ |\theta| \leq \frac{\pi}{2}, \\
|z(\xi, \theta)| > \alpha & \text{if} \ |\theta| > \frac{\pi}{2}. \quad (2.8)\end{cases}$$
One can easily see that the two scale factors coincide, i.e.,

$$\left| \frac{\partial \mathbf{x}}{\partial \xi} \right| = \left| \frac{\partial \mathbf{x}}{\partial \theta} \right| = \frac{1}{h(\xi, \theta)},$$

where

$$h(\xi, \theta) = \cosh \xi + \cos \theta \alpha.$$  

In particular, the components of $\partial \mathbf{x}/\partial \xi$

$$\frac{\partial x}{\partial \xi} = \frac{1 + \cos \theta \cosh \xi}{(\cosh \xi + \cos \theta)^2}, \quad \frac{\partial y}{\partial \xi} = -\frac{\sin \theta \sinh \xi}{(\cosh \xi + \cos \theta)^2}$$

(2.9)
satisfy that $\left| \frac{\partial x}{\partial \xi} \right|, \left| \frac{\partial y}{\partial \xi} \right| \leq \frac{1}{h(\xi, \theta)}$. The gradient for a function $u(x, y)$ can be written as

$$\nabla u = h(\xi, \theta) \frac{\partial u}{\partial \xi} \hat{e}_\xi + h(\xi, \theta) \frac{\partial u}{\partial \theta} \hat{e}_\theta,$$

where $\hat{e}_\xi = \frac{\partial \mathbf{x}/\partial \xi}{\left| \partial \mathbf{x}/\partial \xi \right|}$, $\hat{e}_\theta = \frac{\partial \mathbf{x}/\partial \theta}{\left| \partial \mathbf{x}/\partial \theta \right|}$.

(2.10)

For any $\xi_0 \neq 0$, the level curve $\{\xi = \xi_0\}$ is the circle centered at $c = (c, 0)$ with radius $r$ such that

$$c = e^{2\xi_0} + 1, \quad r = \frac{\alpha}{\sinh \xi_0}.$$  

(2.11)

From (2.7), the center $c$ has the bipolar coordinates $(2\xi_0, \pi)$. On this circle, the normal and tangential derivatives of a function $u$ satisfy that

$$\left. \frac{\partial u}{\partial \nu} \right|_{\xi=\xi_0} = -\text{sgn}(\xi_0) h(\xi_0, \theta) \left. \frac{\partial u}{\partial \xi} \right|_{\xi=\xi_0},$$

$$\left. \frac{\partial u}{\partial T} \right|_{\xi=\xi_0} = -\text{sgn}(\xi_0) h(\xi_0, \theta) \left. \frac{\partial u}{\partial \theta} \right|_{\xi=\xi_0},$$

(2.12)

where $\nu$ is the outward unit normal vector and $T$ is the rotation of $\nu$ by $\frac{\pi}{2}$-radian angle. We may simply write $\frac{\partial u}{\partial \nu}(\xi_0, \theta)$ for $\left. \frac{\partial u}{\partial \nu} \right|_{\xi=\xi_0}(\xi_0, \theta)$. The reflection across the circle $\{\xi = \xi_0\}$ is actually a reflection with respect to $\xi$-variable, as follows.

**Lemma 2.1.** For a disk $D$ whose boundary is the coordinate level curve $\{\xi = \xi_0\}$ with some $\xi_0 \neq 0$, we have

$$R_{\partial D}(x(\xi, \theta)) = x(2\xi_0 - \xi, \theta), \quad \text{for all } (\xi, \theta) \neq (2\xi_0, \pi).$$

**Proof.** Assume that $D$ has the center $c = (c, 0)$ and the radius $r$. From (2.11), we deduce that $c = x(2\xi_0, \pi)$ and

$$(c + \alpha)(c - \alpha) = \alpha^2 \sinh^2 \xi_0 = r^2, \quad e^{2\xi_0} = \frac{c + \alpha}{c - \alpha}.$$  

For $z = x + iy \neq c + i0$, we have

$$\frac{\alpha + R_{\partial D}(z)}{\alpha - R_{\partial D}(z)} = \frac{\alpha + \frac{r^2(z-c)}{|z-c|^2} + c}{\alpha - \frac{r^2(z-c)}{|z-c|^2} - c} = \frac{c + \alpha \frac{(z-c)(c-\alpha)}{|z-c|^2} + 1}{c - \alpha \frac{(z-c)(c+\alpha)}{|z-c|^2} + 1}
= -\frac{c + \alpha (c - \alpha) + (\bar{z} - c)}{c - \alpha (c + \alpha) + (\bar{z} - c)}
= \frac{c + \alpha \alpha - \bar{z}}{c - \alpha \alpha + \bar{z}} = e^{2\xi_0 - \xi + i\theta}.$$  

We prove the lemma by use of (2.6).
3
Decomposition of the solution into singular and regular terms

The gradient blow-up of the solution to (1.1) may or may not blow up depending on the applied field \( H \). In this section, we show that only the linear term of \( H \) contributes to the blow-up feature. This property naturally leads to decomposition of the solution into a singular term (that blows up as \( \epsilon \) tends to zero) and a regular term (that remains bounded independently of \( \epsilon \)); see Theorem 3.7 for further details.

3.1 Layer potential formulation

Let \( D \) be a bounded domain in \( \mathbb{R}^2 \) with a Lipschitz boundary \( \partial D \). We define the single layer potential \( S_{\partial D} \) and the Neumann-Poincaré operator \( K^*_{\partial D} \) as

\[
S_{\partial D}[\varphi](x) = \frac{1}{2\pi} \int_{\partial D} \ln|x - y| \varphi(y) \, d\sigma(y), \quad x \in \mathbb{R}^2,
\]

\[
K^*_{\partial D}[\varphi](x) = \frac{1}{2\pi} \text{p.v.} \int_{\partial D} \frac{(x - y, \nu_y)}{|x - y|^2} \varphi(y) \, d\sigma(y), \quad x \in \partial D,
\]

where \( \varphi \in L^2(\partial D) \). Here \( \text{p.v.} \) means the Cauchy principal value. They satisfy the relation

\[
\frac{\partial}{\partial \nu} S_{\partial D}[\varphi]|_{\pm} = \left( \pm \frac{1}{2} + K^*_{\partial D} \right) \varphi \quad \text{on} \ D,
\]

where \( \nu \) is the outward normal vector on \( \partial D \). For a \( C^{1, \alpha} \)-domain \( D \), the operator \( K^*_{\partial D} \) is compact on \( L^2(\partial D) \) and the eigenvalues of \( K^*_{\partial D} \) on \( L^2(\partial D) \) lie in \((-1/2, 1/2]\); see [27]. The operator \( \lambda I - K^*_{\partial D} \) is invertible on \( L^2_0(\partial \Omega) \) for \( |\lambda| \geq 1/2 \) [5]. For more properties of the Neumann-Poincaré, see [4, 6].

The solution \( u \) to the conductivity equation (1.1) satisfies the transmission conditions

\[
\frac{\partial u}{\partial \nu}|_+ = k_e \frac{\partial u}{\partial \nu}|_- \quad \text{on} \ \partial B_e,
\]

\[
\frac{\partial u}{\partial \nu}|_+ = k_i \frac{\partial u}{\partial \nu}|_- \quad \text{on} \ \partial B_i,
\]

and it can be expressed as

\[
u_i \text{ and } \nu_e \text{ denote the outward unit normal vectors on } \partial B_i \text{ and } \partial B_e, \text{ respectively. Note that } |\lambda_i|, |\lambda_e| > \frac{1}{2} \text{ due to the positive assumption on the conductivities } k_i, k_e. \text{ The problem (3.1) is}
\]

\[
\frac{\partial S_{\partial D}[\varphi_i]}{\partial \nu} \quad \text{and} \quad \frac{\partial S_{\partial D}[\varphi_e]}{\partial \nu}, \quad \frac{\partial H}{\partial \nu} \quad \text{on} \ \partial B_i \text{ and } \partial B_e.
\]

\[
\lambda_i = \frac{k_i + k_e}{2(k_i - k_e)}, \quad \lambda_e = \frac{k_e + 1}{2(k_e - 1)}.
\]

(3.3)
solvable for $|\lambda_i|, |\lambda_e| > \frac{1}{2}$ as shown in [1]. Since $B_i$ and $B_e$ are disks, $\mathcal{K}_{\partial B_i}$ and $\mathcal{K}_{\partial B_e}$ are zero operators on $L^2_0(\partial B_i)$ and $L^2_0(\partial B_e)$, respectively. So, the system of boundary integral equations (3.2) becomes

$$
\begin{pmatrix}
\lambda_i I & -\frac{\partial S_{\partial B_i}}{\partial v_i} \\
-\frac{\partial S_{\partial B_i}}{\partial v_e} & \lambda_e I
\end{pmatrix}
\begin{pmatrix}
\varphi_i \\
\varphi_e
\end{pmatrix}
= 
\begin{pmatrix}
\frac{\partial H}{\partial v} |_{\partial B_i} \\
\frac{\partial H}{\partial v} |_{\partial B_e}
\end{pmatrix}.
$$

(3.4)

We can relate the tangential component and the normal component of the electric field on $\partial B_i$ and $\partial B_e$. The following lemma will be used later. One can prove the lemma by slightly modifying the proof of [9, Theorem 2].

**Lemma 3.1.** Let $u$ be the solution to (1.1) with an entire harmonic function $H$. Let $\tilde{H}$ be the harmonic conjugate of $H$ and $\hat{\sigma} = \frac{1}{2\pi} \chi(B_i) + \frac{1}{k_e} \chi(B_e \setminus B_i) + \chi(\mathbb{R}^2 \setminus B_e)$. Then, the solution $v$ to the problem

$$
\begin{cases}
\nabla \cdot \hat{\sigma} \nabla v = 0 & \text{in } \mathbb{R}^2, \\
v(x) - \tilde{H}(x) = O(|x|^{-1}) & \text{as } |x| \to \infty
\end{cases}
$$

satisfies that

$$
\frac{\partial u}{\partial T} = -\frac{\partial v}{\partial v}^+ \text{ on } \partial B_e, \quad \frac{\partial u}{\partial T} = -\frac{1}{k_e} \frac{\partial v}{\partial v}^+ \text{ on } \partial B_i.
$$

3.2 Series expansions for the density functions in bipolar coordinates

The single layer potential associated with a disk can be written in terms of the reflection with respect to the disk’s boundary.

**Lemma 3.2 ([9]).** Let $D$ be a disk centered at $c$ and $\nu$ be the outward unit normal vector on $\partial D$. If $v$ is harmonic in $D$ and continuous on $\overline{D}$, then we have

$$
S_{\partial D} \left[ \frac{\partial v}{\partial \nu} \right]^{-} (x) = \begin{cases}
-\frac{1}{2} v(x) + \frac{v(c)}{2} & \text{for } x \in D, \\
-\frac{1}{2} \mathcal{R}_{\partial D}[v](x) + \frac{v(c)}{2} & \text{for } x \in \mathbb{R}^2 \setminus \overline{D}.
\end{cases}
$$

If $v$ is harmonic in $\mathbb{R}^2 \setminus \overline{D}$, continuous on $\mathbb{R}^2 \setminus D$ and $v(x) \to 0$ as $|x| \to \infty$, then we have

$$
S_{\partial D} \left[ \frac{\partial v}{\partial \nu} \right]^{+} (x) = \begin{cases}
\frac{1}{2} \mathcal{R}_{\partial D}[v](x) & \text{for } x \in D, \\
\frac{1}{2} v(x) & \text{for } x \in \mathbb{R}^2 \setminus \overline{D}.
\end{cases}
$$

We now express the density functions $\varphi_i$ and $\varphi_e$ in (3.1) in series form by use of Lemma 2.1

**Lemma 3.3.** The density functions in (3.1) can be expressed as

$$
\begin{align*}
\lambda_i \varphi_i(\theta) &= \left(1 - \frac{1}{2\lambda_e}\right) \sum_{m=0}^{\infty} \left(-\frac{1}{4\lambda_i \lambda_e}\right)^m \frac{h(\xi_i, \theta)}{h(\xi_i, m, \theta)} \frac{\partial H}{\partial v}(\xi_i, m, \theta), \\
\lambda_e \varphi_e(\theta) &= \frac{\partial H}{\partial v}(\xi_e, \theta) + \frac{1}{2\lambda_i} \left(1 - \frac{1}{2\lambda_e}\right) \sum_{m=0}^{\infty} \left(-\frac{1}{4\lambda_i \lambda_e}\right)^m \frac{h(\xi_e, \theta)}{h(\xi_e, m, \theta)} \frac{\partial H}{\partial v}(\xi_e, m, \theta).
\end{align*}
$$

(3.5)
Proof. First, we formally expand the solution \((\varphi_i, \varphi_e)\) to (3.4) as follows (uniform and absolute convergence will be proved later):

\[
\begin{align*}
\lambda_i \varphi_i &= \left(1 - \frac{1}{2\lambda_e}\right) \sum_{m=0}^{\infty} \left(-\frac{1}{4\lambda_i \lambda_e}\right)^m \left(\frac{\partial}{\partial \nu_i} (R_e R_i)^m H\right)_{\partial B_i}, \\
\lambda_e \varphi_e &= \left. \frac{\partial H}{\partial \nu_e} \right|_{\partial B_e} - \frac{1}{2\lambda_i} \left(1 - \frac{1}{2\lambda_e}\right) \sum_{m=0}^{\infty} \left(-\frac{1}{4\lambda_i \lambda_e}\right)^m \left(\frac{\partial}{\partial \nu_e} (R_i R_e)^m R_i H\right)_{\partial B_i}.
\end{align*}
\]

(3.6)

Using Lemma 3.2 we compute

\[
\frac{\partial S_{\partial B_i}[\varphi_i]}{\partial \nu_e} = \frac{1}{\lambda_i} \left(1 - \frac{1}{2\lambda_e}\right) \sum_{m=0}^{\infty} \left(-\frac{1}{4\lambda_i \lambda_e}\right)^m \left(\frac{\partial}{\partial \nu_i} (R_e R_i)^m H\right)_{\partial B_i}
\]

\[
= \frac{1}{2\lambda_i} \left(1 - \frac{1}{2\lambda_e}\right) \sum_{m=0}^{\infty} \left(-\frac{1}{4\lambda_i \lambda_e}\right)^m \left(\frac{\partial}{\partial \nu_e} (R_i R_e)^m R_i H\right)_{\partial B_i}
\]

\[
= \lambda_e \varphi_e - \left. \frac{\partial H}{\partial \nu_e} \right|_{\partial B_e},
\]

and

\[
\frac{\partial S_{\partial B_i}[\varphi_e]}{\partial \nu_i} = \frac{1}{\lambda_e} \left(1 - \frac{1}{2\lambda_i}\right) \sum_{m=0}^{\infty} \left(-\frac{1}{4\lambda_i \lambda_e}\right)^m \left(\frac{\partial}{\partial \nu_i} (R_i R_e)^m R_i H\right)_{\partial B_i}
\]

\[
= -\frac{1}{2\lambda_i} \left(1 - \frac{1}{2\lambda_e}\right) \sum_{m=0}^{\infty} \left(-\frac{1}{4\lambda_i \lambda_e}\right)^m \left(\frac{\partial}{\partial \nu_i} ((R_i R_e)^{m+1}) H\right)_{\partial B_i}
\]

\[
= \lambda_i \varphi_i - \left. \frac{\partial H}{\partial \nu_i} \right|_{\partial B_i}.
\]

Therefore the series solutions in (3.6) satisfy (3.4).

For the entire harmonic function \(H\), we have from Lemma 2.1 that

\[
\begin{align*}
R_e R_i H(\xi, \theta) &= H(R_i \circ R_e(\xi, \theta)) = H(2(\xi_i - \xi_e) + \xi_i, \theta), \\
R_i R_e R_i H(\xi, \theta) &= H(R_i \circ R_e \circ R_i(\xi, \theta)) = H(2(\xi_i - \xi_e) + 2\xi_i - \xi_e, \theta).
\end{align*}
\]

Repeating the reflections, it follows that

\[
\begin{align*}
(R_e R_i)^m H(\xi, \theta) &= H(2m(\xi_i - \xi_e) + \xi_i, \theta), \\
(R_i R_e)^m R_i H(\xi, \theta) &= H(2m(\xi_i - \xi_e) + 2\xi_i - \xi_e, \theta).
\end{align*}
\]

Recall that \(\xi_{i,m}\) and \(\xi_{e,m+1}\) are given as (2.5). By use of (2.12) we deduce that

\[
\left. \frac{\partial}{\partial \nu_i} ((R_e R_i)^m H) \right|_{\partial B_i} = -h(\xi_i, \theta) \left. \frac{\partial H}{\partial \xi} \right|_{\xi = \xi_i},
\]

\[
= \frac{h(\xi_i, \theta)}{h(\xi_{i,m}, \theta)} \left. \frac{\partial H}{\partial \nu} \right|_{\xi_{i,m}, \theta},
\]

\[
\left. \frac{\partial}{\partial \nu_e} ((R_i R_e)^m R_i H) \right|_{\partial B_e} = -h(\xi_e, \theta) \left. \frac{\partial H}{\partial \xi} \right|_{\xi = \xi_e},
\]

\[
= -\frac{h(\xi_e, \theta)}{h(\xi_{e,m+1}, \theta)} \left. \frac{\partial H}{\partial \nu} \right|_{\xi_{e,m+1}, \theta}.
\]
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Therefore, the equation (3.6) becomes (3.5).

Now, we show uniform and absolute convergence for the series expansions. Recall that \( \xi_{i,m} \geq \xi_i \) and \( \xi_{e,m+1} \geq \xi_e \). Since \( x(\xi_{i,m}, \theta), x(\xi_{e,m+1}, \theta) \in B_e \) for all \( m \) and

\[
\frac{h(\xi_i, \theta)}{h(\xi_{i,m}, \theta)} \leq 1, \quad \frac{h(\xi_e, \theta)}{h(\xi_{e,m+1}, \theta)} \leq 1,
\]

we have

\[
\frac{h(\xi_i, \theta)}{h(\xi_{i,m}, \theta)} \left| \frac{\partial H}{\partial \nu}(\xi_{i,m}, \theta) \right| \leq \| \nabla H(x) \|_{L^\infty(B_e)},
\]

\[
\frac{h(\xi_e, \theta)}{h(\xi_{e,m+1}, \theta)} \left| \frac{\partial H}{\partial \nu}(\xi_{e,m+1}, \theta) \right| \leq \| \nabla H(x) \|_{L^\infty(B_e)}.
\]

Note that

\[
\left| \frac{1}{4\lambda_i \lambda_e} \right| < 1
\]
due to \( |\lambda_i|, |\lambda_e| > \frac{1}{2} \). Therefore, each term in (3.6) (in other words, each term in (3.5)) is bounded by \( \| \nabla H(x) \|_{L^\infty(B_e)} \left| \frac{1}{4\lambda_i \lambda_e} \right|^m \). This implies convergence and so the proof is completed. \( \square \)

**Corollary 3.4.** If \( k_i \) and \( k_e \) are bounded but not small, then \( |\nabla(u - H)| \) is uniformly bounded in \( \mathbb{R}^2 \) independently of \( \epsilon \).

**Proof.** From Lemma 3.3 and the analysis in its proof, we have

\[
\| \varphi_i \|_{L^\infty(\partial B_i)}, \| \varphi_e \|_{L^\infty(\partial B_e)} \leq 6 \frac{\| \nabla H \|_{L^\infty(B_e)}}{1 - \frac{1}{|4\lambda_i \lambda_e|}}.
\]

The jump formula for the single layer potential and (3.4) implies

\[
\left\| \frac{\partial u}{\partial \nu} \right\|_{L^\infty(\partial B_i)} = \left| \lambda_i \pm \frac{1}{2} \right| \| \varphi_i \|_{L^\infty(\partial B_i)}.
\] (3.7)

Therefore we have uniform boundedness for normal derivatives of \( u \) on \( \partial B_i \) and \( \partial B_e \). We can also prove uniform boundedness for tangential derivatives by using a harmonic conjugate of \( u \), in view of Lemma 3.1.

Since \( (u - H)(x) \) satisfies the decay condition as \( |x| \to \infty \), \( |\nabla(u - H)| \) is uniformly bounded in \( \mathbb{R}^2 \) independently of \( \epsilon \) by the maximum principle. \( \square \)

### 3.3 Blow-up contribution term in \( H \) and decomposition of the solution

We prove the following upper bounds of two series sums related with the scale factor function \( h \), which is essential for showing that only the linear term of \( H \) contributes to the gradient blow-up.
Lemma 3.5. Let \( N_\epsilon = \frac{r_*}{\sqrt{\epsilon}} \), then we have
\[
\begin{align*}
\sum_{m=0}^{N_\epsilon} h(\xi_i, \theta) \leq \frac{C}{|z(\xi_i, \theta)|} & \quad \text{for all } |\theta| > \frac{\pi}{2}, \\
\sum_{m=0}^{N_\epsilon} h(\xi_e, \theta) \leq \frac{C}{|z(\xi_e, \theta)|} & \quad \text{for all } |\theta| > \frac{\pi}{2},
\end{align*}
\]
where \( C \) is a constant independent of \( \epsilon, \theta \).

Proof. We prove the first inequality only. The second one can be shown in the same way.

Note that
\[
h(\xi_i, \theta) = \frac{\cosh \xi_i + \cos \theta}{\cosh \xi_i, m + \cos \theta} = \frac{(\cosh \xi_i + \cos \theta) (\cosh \xi_i, m - \cos \theta) (\cosh \xi_i - \cos \theta)}{\alpha^2 (\cosh \xi_i, m - \cos \theta) (\cosh \xi_i, m + \cos \theta) (\cosh \xi_i, m - \cos \theta)} \leq \frac{(\cosh \xi_i + \cos \theta) (\cosh \xi_i, m - \cos \theta)}{\alpha^2 (\cosh \xi_i, m - \cos \theta) (\cosh \xi_i, m + \cos \theta) (\cosh \xi_i, m - \cos \theta)} \leq \frac{|z(\xi_i, \theta)|^2}{z(\xi_i, \theta)^2}.
\]

We use (2.6) to estimate the last term in the above equation, and obtain
\[
\frac{\alpha + z(\xi, \theta)}{\alpha - z(\xi, \theta)} = e^{\xi, m + \iota \theta} = e^{2m(\xi - \xi_e)} e^{\xi e, i \theta} = \gamma^m = \frac{1 + \alpha}{\alpha - z(\xi, \theta)}.
\]

From (2.3) and (2.11), we deduce \( \xi_i = \frac{r_*}{\sqrt{\epsilon}} + O(\sqrt{\epsilon}) \) and \( \xi_e = \frac{r_*}{\sqrt{\epsilon}} + O(\sqrt{\epsilon}) \) so that
\[
\xi_i - \xi_e = \frac{2}{r_*} \sqrt{\epsilon} + O(\sqrt{\epsilon})
\]
and
\[
1 + \frac{3}{r_*} \sqrt{\epsilon} < \gamma = e^{2(\xi_i - \xi_e)} < 1 + \frac{5}{r_*} \sqrt{\epsilon}.
\]

Hence, by using (2.8) as well, we have for \( 1 \leq m < \frac{r_*}{\sqrt{\epsilon}} \) and \( |\theta| > \frac{\pi}{2} \) that
\[
1 + \frac{2m}{r_*} \sqrt{\epsilon} < \gamma^m < \left(1 + \frac{5}{r_*} \sqrt{\epsilon}\right)^{\frac{r_*}{\sqrt{\epsilon}}} < e^5
\]
and
\[
|z(\xi, \theta)| \leq \frac{1 + \frac{\alpha}{|z(\xi, \theta)|}}{\frac{2m \sqrt{\epsilon}}{\alpha (\epsilon^2 + 1) + \frac{1}{z(\xi, \theta)}}} \leq \frac{C_1}{C_2 m + \frac{1}{|z(\xi, \theta)|}}
\]
with some positive constants \( C_1 \) and \( C_2 \) independent of \( \epsilon, \theta \) and \( m \). Hence, we have
\[
\frac{|z(\xi, \theta)|}{|z(\xi, \theta)|} \leq \frac{C_1}{m |z(\xi, \theta)| + 1} \quad \text{for } 1 \leq m < \frac{r_*}{\sqrt{\epsilon}}, \, |\theta| > \frac{\pi}{2}.
\]

(3.10)
Note that for any \( t > 0 \), the following holds:

\[
\sum_{m=0}^{\infty} \frac{1}{(mt+1)^2} \leq 1 + \int_{0}^{\infty} \frac{1}{(xt+1)^2} \, dx = 1 + \frac{1}{t}.
\]

This completes the proof because of (3.8), (3.10) and the boundedness of \( |z(\xi, \theta)| \). \( \square \)

Now, we show that \( |\nabla(u - H)| \) is bounded regardless of \( \epsilon \) if \( \nabla H(x) = O(|x|) \) near the origin.

**Lemma 3.6.** If \( \nabla H(x) = O(|x|) \) in a bounded region containing \( B_e \), then we have

\[
\|\nabla(u - H)\|_{L^\infty(\mathbb{R}^2)} \leq C
\]

for some constant \( C \) independent of \( k_i, k_e \) and \( \epsilon \).

**Proof.** Let \( \nabla H \) denote the gradient with respect to the Cartesian coordinates, and \( \xi_{i,m}, \xi_{e,m+1} \) are defined as (2.5).

We first show that

\[
\sum_{m=0}^{\infty} \frac{h(\xi, \theta)}{h(\xi_{i,m}, \theta)} |\nabla H(\xi_{i,m}, \theta)| \leq C. \tag{3.11}
\]

Here and after, \( C \) denotes a constant independent of \( \epsilon, \theta \) and \( m \). For notational simplicity we decompose the series in (3.11) as

\[
\sum_{m=0}^{\infty} \frac{h(\xi, \theta)}{h(\xi_{i,m}, \theta)} |\nabla H(\xi_{i,m}, \theta)| = \sum_{m \leq \frac{r_\star}{\sqrt{\epsilon}}} + \sum_{m > \frac{r_\star}{\sqrt{\epsilon}}} := I + II
\]

and separately prove the uniform boundedness. For \( |\theta| \leq \frac{\pi}{2} \), we have from (2.8) and the assumption \( \nabla H(x) = O(|x|) \) in \( B_e \) that

\[
I \leq C \frac{r_\star}{\sqrt{\epsilon}} |z(\xi_{i,m}, \theta)| \leq C \frac{r_\star}{\sqrt{\epsilon}} \alpha = O(1).
\]

For \( |\theta| > \frac{\pi}{2} \), we have from Lemma 3.5 and (3.10)

\[
I \leq \frac{C}{\max \{|z(\xi_{i,m}, \theta)| : m \leq \frac{r_\star}{\sqrt{\epsilon}}\}} = O(1).
\]

We now estimate \( II \). For \( m > \frac{r_\star}{\sqrt{\epsilon}} \), we have \( \xi_{i,m} > 1 \) due to (3.9) so that

\[
|z(\xi_{i,m}, \theta)| \leq C \alpha
\]

and

\[
\frac{h(\xi, \theta)}{h(\xi_{i,m}, \theta)} = \frac{\cosh \xi_i + \cos \theta}{\cosh \xi_{i,m} + \cos \theta} \leq \frac{\cosh \xi_i}{\frac{1}{2} \cosh \xi_{i,m}} \leq 4e^{\xi_i - \xi_{i,m}} = 4e^{-2m(\xi_i - \xi_e)}.
\]

Therefore, it follows that

\[
II \leq \sum_{m > \frac{r_\star}{\sqrt{\epsilon}}} 4e^{-2m(\xi_i - \xi_e)} C|z(\xi_{i,m}, \theta)| \leq \frac{C \alpha}{\xi_i - \xi_e} = O(1).
\]
In the same way, one can easily show that

$$\sum_{m=0}^{\infty} \frac{h(\xi_i, \theta)}{h(\xi_{e,m+1}, \theta)} |\nabla H(\xi_{e,m+1}, \theta)| \leq C.$$  \hspace{1cm} (3.12)

From (3.11), (3.12) and Lemma 3.3 we obtain

$$|\phi_i| < C \frac{1}{\lambda_i} \left(1 - \frac{1}{2\lambda_e}\right), \quad |\phi_e| < C \frac{1}{\lambda_e}$$

and, thus,

$$\left\| \frac{\partial u}{\partial \nu} \right\|_{L^\infty(\partial B_i)}^{\pm} = \left| \lambda_i \pm \frac{1}{2} \right| \left\| \phi_i \right\|_{L^\infty(\partial B_i)} \leq C.$$  \hspace{1cm} (3.13)

The same result holds on $\partial B_e$.

We can also prove uniform boundedness for tangential derivatives by using a harmonic conjugate for the harmonic function; see Lemma 3.1. Following the same argument in the proof of cor 3.4 we have uniform boundedness for $|\nabla(u - H)|$ in $\mathbb{R}^2$ independently of $\epsilon$. \hfill \Box

As a direct consequence of Lemma 3.6, we can decompose the solution into a singular term and a regular term as follows.

**Theorem 3.7.** Let $H$ be an arbitrary entire harmonic function. Set $H_1(x) = \nabla H(0) \cdot x$ and $H_2(x) = H(x) - H_1(x)$. Then, the solution $u$ to the transmission problem (1.1) has the decomposition

$$u(x) = u_1(x) + u_2(x), \quad x \in \mathbb{R}^2,$$  \hspace{1cm} (3.13)

where $u_1$ and $u_2$ are the solutions to (1.1) with $H_1$ and $H_2$ in the place of $H$, respectively, and $\|\nabla(u_2 - H_2)(x)\|_{L^\infty(\mathbb{R}^2)} < C$ for some constant $C$ independent of $\epsilon$.

**Corollary 3.8.** If $\lambda_i \lambda_e > \frac{1}{4}$ (equivalently, either $k_i > k_e > 1$ or $k_i < k_e < 1$), then for any entire function $H$ we have

$$\|\nabla(u - H)\|_{L^\infty(\mathbb{R}^2)} \leq C$$

with some positive constant $C$ independent of $\epsilon$.

**Proof.** Thanks to Theorem 3.7, we may consider only the linear function for $H$, say $H(x,y) = ax + by$. Then, from (2.12) we have

$$\sum_{m=0}^{\infty} \left( - \frac{1}{4\lambda_i \lambda_e} \right)^m h(\xi_i, \theta) \frac{\partial H}{\partial \nu}(\xi_{i,m}, \theta)$$

$$= -\sum_{m=0}^{\infty} \left( - \frac{1}{4\lambda_i \lambda_e} \right)^m h(\xi_i, \theta) \left( a \frac{\partial x}{\partial \xi} + b \frac{\partial y}{\partial \xi} \right) |_{\xi = \xi_{i,m}}.$$

Note that from (2.9), $\frac{\partial x}{\partial \xi}$, $\frac{\partial y}{\partial \xi}$ and their derivatives in $\xi$ have at most a finite number of changes in sign when $\theta$ is fixed. Moreover,

$$h(\xi_i, \theta) \left| \frac{\partial x}{\partial \xi}(\xi_{i,m}, \theta) \right|, h(\xi_i, \theta) \left| \frac{\partial y}{\partial \xi}(\xi_{i,m}, \theta) \right| \leq \frac{h(\xi_i, \theta)}{h(\xi_{i,m}, \theta)} \leq 1.$$
Therefore, from the convergence property of alternating series we derive that
\[
\left| \sum_{m=0}^{\infty} \left( -\frac{1}{4\lambda_i\lambda_e} \right)^m \frac{h(\xi_i, \theta)}{h(\xi_{i,m}, \theta)} \frac{\partial H}{\partial \nu}(\xi_{i,m}, \theta) \right| \leq C |\nabla H(0)| \]
and, in the same way,
\[
\left| \sum_{m=0}^{\infty} \left( -\frac{1}{4\lambda_i\lambda_e} \right)^m \frac{h(\xi_e, \theta)}{h(\xi_{e,m+1}, \theta)} \frac{\partial H}{\partial \nu}(\xi_{e,m+1}, \theta) \right| \leq C |\nabla H(0)| .
\]
Hence, \( \varphi_i, \varphi_e \) are bounded independent of \( \epsilon \). Following the same argument in cor 3.4 we have uniform boundedness for \( |\nabla (u - H)| \). □

For the case of separated disks, a boundedness result comparable to Lemma 3.6 was derived in [8], based on the series expression in the Cartesian coordinates that is similar to (3.6). We emphasize that in this paper, we provide a much simpler proof thanks to Lemma 3.5.

4 Asymptotics of the singular term in bipolar coordinates

From the analysis in the previous section, the gradient blow-up does not occur either when \( \nabla H(x) = O(|x|) \) or when \( \lambda_i\lambda_e > \frac{1}{4} \) (equivalently, either \( k_i > k_e > 1 \) or \( k_i < k_e < 1 \)). In this section, we first derive an asymptotic expansion for the solution to (1.1) assuming that \( H \) is a linear function and \( \lambda_i\lambda_e < -\frac{1}{4} \) (equivalently, either \( k_i > k_e, 1 > k_e \) or \( k_i < k_e, 1 < k_e \)). We then characterize the gradient blow-up. We follow the derivation in [34], where the asymptotic behavior for the electric field was derived in the presence of two separated circular conductors.

The gradient blow-up feature is essentially related to the following quantities:
\[
\tau_i = \frac{k_i - k_e}{k_i + k_e}, \quad \tau_e = \frac{1 - k_e}{1 + k_e}, \quad \tau = \tau_i \tau_e, \quad \beta = \frac{r_*( - \ln \tau )}{4\sqrt{\epsilon}}, \quad (4.1)
\]
and
\[
C_x = (\nabla H(0) \cdot e_1), \quad C_y = (\nabla H(0) \cdot e_2), \quad (4.2)
\]
where \( e_1 = (1, 0) \) and \( e_2 = (0, 1) \). Note that \( \tau_i = \frac{1}{2\lambda_i}, \tau_e = -\frac{1}{2\lambda_e} \) and \( \beta > 0 \).

4.1 Series solution by the separation of variables

In bipolar coordinates, harmonic functions admit the general solution expansion
\[
f(\xi, \theta) = a_0 + b_0 \xi + c_0 \theta + \sum_{n=1}^{\infty} \left[ (a_n e^{n\xi} + b_n e^{-n\xi}) \cos n\theta + (c_n e^{n\xi} + d_n e^{-n\xi}) \sin n\theta \right],
\]
where \( a_n, b_n, c_n \) and \( d_n \) are some constants. The linear functions \( x \) and \( y \) can be expanded as
\[
x = \text{sgn}(\xi) \alpha \left[ 1 + 2 \sum_{n=1}^{\infty} (-1)^n e^{-n|\xi|} \cos n\theta \right],
\]
\[
y = -2\alpha \sum_{n=1}^{\infty} (-1)^n e^{-n|\xi|} \sin n\theta.
\]
14
Lemma 4.1. We define

\[ U(x) := C + \begin{cases} 
\sum_{n=1}^{\infty} \left( A_n e^{n(x - i\theta - 2\xi)} + B_n e^{n(x - i\theta)} \right) & \text{for } \xi < \xi_e, \\
\sum_{n=1}^{\infty} \left( A_n e^{n(x - i\theta - 2\xi)} + B_n e^{n(x - i\theta)} \right) & \text{for } \xi_e < \xi < \xi_i, \\
\sum_{n=1}^{\infty} \left( A_n e^{n(-x - i\theta)} + B_n e^{n(-x - i\theta)} \right) & \text{for } \xi > \xi_i
\end{cases} \]

with

\[ A_n = \frac{2\alpha(-1)^n}{\tau - e^{2n(\xi - \xi_e)}} \left( -1 - \tau^{-1} e^{2n(\xi - \xi_e)} \right), \]
\[ B_n = \frac{2\alpha(-1)^n}{\tau - e^{2n(\xi - \xi_e)}} \left( 1 + \tau^{-1} e^{2n(\xi - \xi_e)} \right), \]

and \( C = -\sum_{n=1}^{\infty} A_n e^{n(-2\xi_e - i\pi)} + B_n e^{-i\pi} \). Then, the functions \( x + R \{ U(x) \} \) and \( y + \Im \{ U(x) \} \) are the solutions to (1.1) for \( H(x) = x \) and \( H(x) = y \), respectively.

Proof. One can easily show that \( x + R \{ U(x) \} \) and \( y + \Im \{ U(x) \} \) satisfy the transmission condition in the equation (1.1) and demonstrate uniform convergence. We can prove the decay property in the same way as in Lemma 3.1 of [34]. \( \square \)

Definition 1. The Lerch transcendent function is defined as

\[ L(z; \beta) = -\int_{0}^{\infty} \frac{ze^{-(\beta+1)t}}{1 + ze^{-t}} dt \quad \text{for } z \in \mathbb{C}, \ |z| < 1. \] (4.3)

We also define

\[ P(z; \beta) = (-z) \frac{\partial}{\partial z} L(z; \beta) = \int_{0}^{\infty} \frac{ze^{-(\beta+1)t}}{(1 + ze^{-t})^2} dt. \]

Let us derive some properties on \( P \) for later use. By the integration by parts it follows that for all \( s > 0 \),

\[ P(e^{-s - i\theta}; \beta) = \int_{0}^{\infty} e^{\beta t} \frac{e^{-s-t-i\theta}}{(1 + e^{-s-t-i\theta})^2} dt = \int_{0}^{\infty} e^{\beta t} \frac{1 + \cosh(s + t) \cos \theta - i \sinh(s + t) \sin \theta}{2(\cosh(s + t) + \cos \theta)^2} dt. \] (4.4)

One can easily show that

\[ \left| P(e^{-s+i\theta}) \right| \leq \int_{0}^{\infty} e^{\beta t} \frac{1}{2(\cosh(s + t) + \cos \theta)} dt \leq \frac{1}{2\beta(\cosh s + \cos \theta)}. \] (4.5)

For any \( s_2 > s_1 > 0, \ \beta > 0 \) and \( |\theta| \leq \pi \), the following holds:

\[ \left| P(e^{-s_2 + i\theta}; \beta) - P(e^{-s_1 + i\theta}; \beta) \right| \leq \frac{s_2 - s_1}{2(\cosh s_1 + \cos \theta)}. \] (4.6)

The following integral approximation for an infinite series sum is crucial to obtaining the gradient blow-up term of \( u \).
Lemma 4.2 (34). Let $0 < a < a_0$ and $0 < \tau < 1$. For arbitrary $\theta \in (-\pi, \pi]$, we have

$$\left| a_0 \sum_{m=1}^{\infty} \left( \tau^{m-1} \frac{e^{-ma_0+a+i\theta}}{(1+e^{-ma_0+a+i\theta})^2} \right) - P(e^{-(a_0-a)+i\theta}; -\ln \tau \frac{a}{a_0}) \right| \leq \frac{4a_0}{\cosh(a_0-a) + \cos \theta}.$$

### 4.2 Integral expression of the singular term in bipolar coordinates

We verify the asymptotic behavior of $u$ in bipolar coordinates as follows. We will later express the gradient blow-up term of $u$ in terms of the Cartesian coordinates in section 5.

**Theorem 4.3.** Let $u$ be the solution to (1.1). Then we have the following:

(a) The solution $u$ admits that

$$u(x) = H(x) + C_2 \tau^2 \Re \{ q(x; \beta, \tau_i, \tau_e) \} + C_4 \tau^2 \Im \{ q(x; \beta, \tau_i, \tau_e) \} + r(x), \quad x \in \mathbb{R}^2, \quad (4.7)$$

where the singular function $q$ is

$$q(x; \beta, \tau_i, \tau_e) = \frac{1}{2} \begin{cases} -(\tau + \tau_i) L(e^{\xi-i\theta-2\xi_e}; \beta) + (\tau + \tau_e) L(e^{\xi-i\theta-2\xi_e}; \beta) & \text{in } \mathbb{R}^2 \setminus B_e, \\ -(\tau + \tau_i) L(e^{\xi-i\theta-2\xi_e}; \beta) + (\tau + \tau_e) L(e^{-\xi-i\theta}; \beta) & \text{in } B_e \setminus B_i, \\ -(\tau + \tau_i) L(e^{-\xi-i\theta}; \beta) + (\tau + \tau_e) L(e^{-\xi-i\theta}; \beta) & \text{in } B_i, \end{cases}$$

and $\| \nabla r(x) \|_{L^\infty(\mathbb{R}^2)} < C$ for some constant $C$ independent of $\epsilon$.

(b) For any $k_i, k_e$, we have that $\| \nabla(u - H) \|_{L^\infty(\mathbb{R}^2 \setminus (B_e \setminus B_i))} \leq C$ for some constant $C$ independent of $\epsilon$. The gradient blow-up occurs only when $\tau_i, \tau_e$ are similar to 1 (equivalently, $0 < k_e \ll 1, k_i$). For such a case, we have that in $B_e \setminus B_i$,

$$\nabla(u - H)(x) = \frac{C_2 \tau^2 (\tau_i + \tau_e + 2\tau)}{2\sqrt{\epsilon}} (\cosh \xi + \cos \theta) \Re \{ P(e^{-\xi-i\theta}; \beta) \} \hat{\xi} + \frac{C_4 \tau^2 (\tau_i + \tau_e + 2\tau)}{2\sqrt{\epsilon}} (\cosh \xi + \cos \theta) \Im \{ P(e^{-\xi-i\theta}; \beta) \} \hat{\xi} + O(1),$$

where $O(1)$ is uniformly bounded independently of $\epsilon$ and $x$.

**Proof.** In view of Theorem 3.7, we may consider only the linear function for $H$. In other words, $H(x) = (\nabla H(0) \cdot (1,0)) x + (\nabla H(0) \cdot (0,1)) y$. Moreover, we can assume $\tau = \tau_i \tau_e > 0$ since the blow-up happens only in such a case.

One can derive a series expansion for $\nabla U(x)$ by differentiating the formula in Lemma 4.1.
From the definition of $P$, we have
\[
\frac{\partial q}{\partial \xi} = \frac{1}{2} \begin{cases} 
(\tau + \tau_i)P(e^{\xi-i\theta-2\xi}; \beta) - (\tau + \tau_e)P(e^{\xi-i\theta-2\xi}; \beta) & \text{in } \mathbb{R}^2 \setminus \overline{B_e}, \\
(\tau + \tau_i)P(e^{\xi-i\theta-2\xi}; \beta) + (\tau + \tau_e)P(e^{\xi-i\theta}; \beta) & \text{in } B_e \setminus \overline{B_i}, \\
-(\tau + \tau_i)P(e^{-\xi-i\theta}; \beta) + (\tau + \tau_e)P(e^{-\xi-i\theta}; \beta) & \text{in } B_i,
\end{cases}
\]
\[
\frac{\partial q}{\partial \theta} = \frac{i}{2} \begin{cases} 
-(\tau + \tau_i)P(e^{\xi-i\theta-2\xi}; \beta) + (\tau + \tau_e)P(e^{\xi-i\theta-2\xi}; \beta) & \text{in } \mathbb{R}^2 \setminus \overline{B_e}, \\
-(\tau + \tau_i)P(e^{\xi-i\theta-2\xi}; \beta) + (\tau + \tau_e)P(e^{-\xi-i\theta}; \beta) & \text{in } B_e \setminus \overline{B_i}, \\
-(\tau + \tau_i)P(e^{-\xi-i\theta}; \beta) + (\tau + \tau_e)P(e^{-\xi-i\theta}; \beta) & \text{in } B_i.
\end{cases}
\]

Thanks to Lemma 4.2, one can show that $x$ so that the blow-up does not happen. For $\tau$ the proof of (a).

**From the definition of $P$** stated in Theorem 4.3(b), only the normal component blows up as $\epsilon$ tends to zero.

|\[
\nabla U(x) = \nu^2 \nabla q(x; \beta, \tau_i, \tau_e) + O(1), \quad x \in \mathbb{R}^2,
\]

in a similar way as in the proof of Lemma 5.1. Since the functions $x + \Re\{U(x)\}$ and $y + \Im\{U(x)\}$ are, respectively, the solutions to with $H(x) = x$ and $H(x) = y$, we complete the proof of (a).

Now we prove (b). From (4.8) it follows that
\[
\nabla(u - H)(x) = C x \tau^2 \{\Re\{\nabla q(x; \beta, \tau_i, \tau_e)\} \cdot \hat{e}_\xi + C x \tau^2 \{\Re\{\nabla q(x; \beta, \tau_i, \tau_e)\} \cdot \hat{e}_\theta\hat{e}_\theta + C y \tau^2 \{\Im\{\nabla q(x; \beta, \tau_i, \tau_e)\} \cdot \hat{e}_\xi + C y \tau^2 \{\Im\{\nabla q(x; \beta, \tau_i, \tau_e)\} \cdot \hat{e}_\theta\hat{e}_\theta + O(1).\n\]

Using (2.10) and (4.6), we can show in a similar way as in section 4.1 that
\[
\nabla q \cdot \hat{e}_\xi = O(1) + \frac{1}{2} h(\xi, \theta) \begin{cases} 
(\tau_i - \tau_e)P(e^{-\xi-i\theta}; \beta) & \text{in } \mathbb{R}^2 \setminus \overline{B_e}, \\
(\tau_i + \tau_e + 2\tau)P(e^{-\xi-i\theta}; \beta) & \text{in } B_e \setminus \overline{B_i}, \\
(\tau_e - \tau_i)P(e^{-\xi-i\theta}; \beta) & \text{in } B_i,
\end{cases}
\]
\[
\nabla q \cdot \hat{e}_\theta = O(1) + \frac{i}{2} h(\xi, \theta)(\tau_e - \tau_i)P(e^{-\xi-i\theta}; \beta) & \text{in } \mathbb{R}^2.
\]

By use of (4.5), we obtain that
\[
\left| h(\xi, \theta)P(e^{-\xi-i\theta}; \beta) \right| \leq \frac{1}{\alpha \beta} \leq \frac{C}{|\ln \tau|}.
\]

Note that we have
\[
|\tau_i| - |\tau_e| \leq |\tau_i| - 1 + |1 - |\tau_e|| \leq - \ln |\tau_i| - \ln |\tau_e| \leq |\ln \tau|
\]

owing to $\tau > 0$ and $|\tau_i|, |\tau_e| < 1$. For $\tau_i, \tau_e < 0$, it follows that
\[
|\nabla q| \leq C \quad \text{in } \mathbb{R}^2,
\]
so that the blow-up does not happen. For $\tau_i, \tau_e > 0$, we have that
\[
|\nabla q \cdot \hat{e}_\xi| \leq C \text{ in } (\mathbb{R}^2 \setminus \overline{B_e}) \cup B_i,
\]
\[
|\nabla q \cdot \hat{e}_\theta| \leq C \text{ in } \mathbb{R}^2.
\]

From (4.9) and the definition of $h$, $\alpha$, we can derive the formula in (b) and complete the proof.

Figure 4.1 shows the graphs of the normal and tangential components of $\nabla u$ on $\partial B_e$. As stated in Theorem 4.3(b), only the normal component blows up as $\epsilon$ tends to zero.
Figure 4.1: Electric field for the core-shell structure with $r_i = 1$, $r_e = 2$, $k_i = 1$, and $k_e = 0.01$, where $\epsilon = 0.1$ or 0.001. The figures are contour plots of $|\nabla (u - H)|$ (the first column) and the graphs of $\nabla (u - H) \cdot \hat{e}_\xi$ and $\nabla (u - H) \cdot \hat{e}_\theta$ on $\partial B_e$ (the second and third column, solid curve). Dashed curves are computed by using the singular term in Theorem 4.3(a). The background potential is $H(x) = x$ (the first row) or $H(x) = y$ (the second row).

4.3 Optimal bounds

Assume that $k_i = 1$ and $k_e \ll 1$. Then, by using (4.4), one can easily deduce the upper and lower bounds for $|\left(\cosh \xi_i + \cos \theta\right) P(e^{-\xi_i - i\theta}; \beta)|$. Specifically, we have that

$$\left|\left(\cosh \xi_i + \cos \theta\right) \Re \left\{ P(e^{-\xi_i - i\theta}; \beta) \right\}\right| \geq \frac{C_1}{\beta + 1}$$

for $\theta = 0$, \hspace{1cm} (4.10)

$$\left|\left(\cosh \xi_i + \cos \theta\right) \Im \left\{ P(e^{-\xi_i - i\theta}; \beta) \right\}\right| \geq \frac{C_1}{(\beta + 1)(\beta + 3)}$$

for $\theta = \frac{\pi}{2}$ \hspace{1cm} (4.11)

with some positive constant $C_1$ independent of $\epsilon, \beta$. Indeed, for $\theta = \frac{\pi}{2}$ we have

$$\left|\Im \left\{ P(e^{-\xi_i - \frac{3\pi}{4}}; \beta) \right\}\right| = \int_0^\infty e^{-\beta t} \frac{\sinh(\xi_i + t)}{2 \cosh^2(\xi_i + t)} dt = e^{\beta \xi_i} \int_{\xi_i}^{\infty} e^{-\beta t} \frac{e^t - e^{-t}}{(e^t + e^{-t})^2} dt$$

$$\geq e^{\beta \xi_i} \int_{\xi_i}^{\infty} e^{-\beta t} \frac{e^t - e^{-t}}{(2e^t)^2} dt$$

$$\geq \frac{1}{4} \left( \frac{e^{-\xi_i}}{\beta + 1} - \frac{e^{-3\xi_i}}{\beta + 3} \right)$$

$$\geq \frac{C_1}{(\beta + 1)(\beta + 3)}.$$
Also, we can show that
\[ \left| (\cosh \xi_i + \cos \theta) P(e^{-\xi_i-i\theta}; \beta) \right| \leq \frac{C_2}{\beta + 1} \]  
for some positive constant \( C_2 \) independent of \( \epsilon, \beta, \theta \). Note that we have
\[ \frac{1}{\sqrt{\epsilon} (\beta + 1)} \approx \frac{1}{r_* k_e + \sqrt{\epsilon}} \]
owing to
\[ \beta = \frac{r_*}{4\sqrt{\epsilon}} (1 - \tau + O((1 - \tau)^2)) \approx \frac{r_*}{\sqrt{\epsilon}} k_e. \]

In total, assuming \( k_i = 1 \) and \( k_e \ll 1 \), the following holds with some positive constant \( C_1, C_2 \) independent of \( k_e, k_i, \epsilon \):

- If \( C_x \neq 0 \) and \( C_y = 0 \), then we have
  \[ C_1 \frac{C_x}{k_e + \frac{\sqrt{\epsilon}}{r_*}} \leq \| \nabla (u - H) \|_{L^\infty(B_e \setminus B_i)} \leq C_2 \frac{C_x}{k_e + \frac{\sqrt{\epsilon}}{r_*}}. \]

- If \( C_x = 0 \), \( C_y \neq 0 \) and \( \frac{r_* k_e}{\sqrt{\epsilon}} < C \) for some constant \( C \) independent of \( \epsilon \) (i.e., \( \beta \) is bounded), then we have
  \[ C_1 \frac{C_y}{k_e + \frac{\sqrt{\epsilon}}{r_*}} \leq \| \nabla (u - H) \|_{L^\infty(B_e \setminus B_i)} \leq C_2 \frac{C_y}{k_e + \frac{\sqrt{\epsilon}}{r_*}}. \]

5 Image line charge formula

We obtained an asymptotic formula for the electric field in bipolar coordinates in the previous section, where the singular term is a linear combination of the Lerch transcendent functions. In this section, we rewrite the formula in terms of the Cartesian coordinates. It turns out that the singular term is actually the single and double layer potentials with line charges on the \( x \)-axis. Also, we derive an asymptotic formula for the case of two separated disks. As well as the core-shell geometry, the singular term for two separated disks can be expressed as the single and double layer potentials with line charges on the \( x \)-axis.

5.1 Line charge formula of the Lerch transcendent function

We first express each component of the singular function \( q \), that is, a linear combination of the Lerch transcendent function, in the Cartesian coordinates. Before stating the formulas, let us define some notations. Here and after, we denote by \([x_1, x_2]\) the line segment connecting the two points \( x_1, x_2 \). We also write \( f(s, 0) = f(s) \) for a function \( f \) defined on \( \mathbb{R} \).

**Lemma 5.1.** Assume \( \xi_0 \geq 0 \). We denote by \( c_0 = (c_0, 0) \) and \( r_0 \) the center and radius of the level curve \( \{ \xi = \xi_0 \} \) for \( \xi_0 \neq 0 \). We denote by \( c_0 = (+\infty, 0) \) and \( r_0 = \infty \) for \( \xi_0 = 0 \). We set the charge distribution functions as
\[
\varphi_+(s) = 2\alpha \beta e^{2\beta \xi_0} \frac{(s - \alpha)^{\beta - 1}}{(s + \alpha)^{\beta + 1}}, \quad \psi_+(s) = e^{2\beta \xi_0} \left( \frac{s - \alpha}{s + \alpha} \right)^\beta \quad \text{for } \alpha < s < c_0, \\
\varphi_-(s) = 2\alpha \beta e^{2\beta \xi_0} \frac{(s + \alpha)^{\beta - 1}}{(s - \alpha)^{\beta + 1}}, \quad \psi_-(s) = -e^{2\beta \xi_0} \left( \frac{s + \alpha}{s - \alpha} \right)^\beta \quad \text{for } -c_0 < s < -\alpha.
\]
Then, the following holds:

(a) For \( \xi < 2\xi_0 \), we have

\[
L(e^{\xi+i\theta-2\xi_0}; \beta) = \int_{[p_2, c_0]} \ln |x-s| \varphi_+(s) \, d\sigma(s) + r_+(x) - i \int_{[p_2, c_0]} \frac{\langle x-s, e_2 \rangle}{|x-s|^2} \psi_+(s) \, d\sigma(s),
\]

where the remainder term satisfies that \(|\nabla r_+(x)| \leq \frac{1}{r_0} \) for all \( x \).

(b) For \( \xi > -2\xi_0 \), we have

\[
L(e^{-\xi-i\theta-2\xi_0}; \beta) = \int_{[-c_0, p_1]} \ln |x-s| \varphi_-(s) \, d\sigma(s) + r_-(x) - i \int_{[-c_0, p_1]} \frac{\langle x-s, e_2 \rangle}{|x-s|^2} \psi_-(s) \, d\sigma(s),
\]

where the remainder term satisfies that \(|\nabla r_-(x)| \leq \frac{1}{r_0} \) for all \( x \).

**Proof.** By integration by parts we have

\[
L(z; \beta) = -\int_0^\infty \frac{ze^{-t}}{1 + ze^{-t}} \, dt
\]

\[
= -\ln(1+z) + \beta \int_0^\infty \ln(1 + ze^{-t}) e^{-\beta t} \, dt
\]

\[
= \beta \int_0^\infty \ln \left( \frac{1 + ze^{-t}}{1 + z} \right) e^{-\beta t} \, dt.
\]

Here, we used the fact that \( \beta > 0 \) to evaluate the integrand at \( t = \infty \). Owing to \( L(z; \beta) = L(\bar{z}; \beta) \), it follows that

\[
\Re \{ L(z; \beta) \} = \frac{1}{2} (L(z; \beta) + L(\bar{z}; \beta)) = \beta \int_0^\infty \ln \left| \frac{1 + ze^{-t}}{1 + z} \right| e^{-\beta t} \, dt.
\]

The imaginary part of \( L(z; \beta) \) becomes

\[
\Im \{ L(z; \beta) \} = \frac{1}{2i} (L(z; \beta) - L(\bar{z}; \beta))
\]

\[
= \frac{1}{2i} \int_0^\infty \frac{ze^{-(\beta+1)t}}{1 + ze^{-t}} - \frac{ze^{-(\beta+1)t}}{1 + ze^{-t}} \, dt
\]

\[
= -\frac{1}{2i} \int_0^\infty \frac{(z - \bar{z}) e^{-(\beta+1)t}}{|1 + ze^{-t}|^2} \, dt = -\int_0^\infty \Im \{ z \} e^{-(\beta+1)t} \, dt.
\]

(5.1)

To prove (a), we now assume \( \xi < 2\xi_0 \) and set \( z = e^{\xi+i\theta-2\xi_0} \). We first consider \( \Re \{ L(z; \beta) \} \).

Note that \(|z| \leq 1\). We compute

\[
1 + ze^{-t} = 1 + e^{\xi+i\theta} e^{-(2\xi_0+t)}
\]

\[
= (1 - e^{-(2\xi_0+t)})(1 + e^{\xi+i\theta}) \left( \frac{1}{1 + e^{\xi+i\theta}} + \frac{e^{-(2\xi_0+t)}}{1 - e^{-(2\xi_0+t)}} \right)
\]

\[
= (1 - e^{-(2\xi_0+t)}) \left( \frac{2\alpha}{\alpha - z(\xi, \theta)} \right) \left( \frac{\alpha - z(\xi, \theta)}{2\alpha} + \frac{e^{-(2\xi_0+t)}}{1 - e^{-(2\xi_0+t)}} \right)
\]

\[
= \frac{1 - e^{-(2\xi_0+t)}}{\alpha - z(\xi, \theta)} \left( -z(\xi, \theta) + \alpha \frac{1 + e^{-(2\xi_0+t)}}{1 - e^{-(2\xi_0+t)}} \right).
\]

(5.2)
For ease of estimation, we set
\[ s(t) = \alpha \frac{1 + e^{-2\xi_0 t}}{1 - e^{-2\xi_0 t}}. \]
In other words,
\[ e^{-t} = e^{2\xi_0} \frac{s(t) - \alpha}{s(t) + \alpha}. \]
From (5.2) it follows that
\[ 1 + ze^{-t} = \frac{1 - e^{-(2\xi_0 + t)}(z(\xi, \theta) + s(t))}{\alpha - z(\xi, \theta)}. \]
It is immediately clear that \( s(t) \) is the center of circle \( \{ \xi = \xi_0 + \frac{1}{2} \} \) owing to (2.11). In particular, \( s(0) = c_0 \). Hence we have for \( \xi_0 > 0 \)
\[ \Re \left\{ L(e^{\xi+i\theta - 2\xi_0}; \beta) \right\} \]
\[ = \beta \int_0^\infty \ln \left| \frac{1 + ze^{-t}}{1 + ze^0} \right| e^{-\beta t} \, dt \]
\[ = \beta \int_0^\infty \ln \left| \frac{1 - e^{-(2\xi_0 + t)}(z(\xi, \theta) - s(t))}{1 - e^{-2\xi_0}(z(\xi, \theta) - s(0))} \right| e^{-\beta t} \, dt \]
\[ = \beta \int_0^\infty \ln |z(\xi, \theta) - s(t)| e^{-\beta t} \, dt - \beta \int_0^\infty \ln |z(\xi, \theta) - s(0)| e^{-\beta t} \, dt + L(-e^{-2\xi_0}; \beta). \]
Due to the fact that
\[ ds = -\frac{2\alpha e^{-2\xi_0 t}}{(1 - e^{-2\xi_0 t})^2} \, dt = -\frac{1}{2\alpha} (s + \alpha)(s - \alpha) \, dt, \]
we have
\[ \Re \left\{ L(e^{\xi+i\theta - 2\xi_0}; \beta) \right\} \]
\[ = \beta \int_0^\infty \ln |z(\xi, \theta) - s(t)| e^{-\beta t} \, dt - \ln |z(\xi, \theta) - c_0| + L(-e^{-2\xi_0}; \beta) \]
\[ = 2\alpha \beta e^{2\xi_0} \int_0^{c_0} \ln |z(\xi, \theta) - s(\xi, \theta)| \left( \frac{(s - \alpha)^{\beta - 1}}{2^{\beta + 1}} \right) ds + r_+(z(\xi, \theta)) \]
with
\[ r_+(z(\xi, \theta)) = -\ln |z(\xi, \theta) - c_0| + L(-e^{-2\xi_0}; \beta). \]
One can easily see that
\[ |\nabla r(z(\xi, \theta))| \leq \frac{1}{r_0} \quad \text{for all } \xi < 2\xi_0. \]
Similar estimates hold for \( \xi_0 = 0 \).
We now consider \( \Im \{ L(z; \beta) \} \). Note that
\[ \Im \{ e^{\xi+i\theta} \} = \Im \left\{ \frac{\alpha + z(\xi, \theta)}{\alpha - z(\xi, \theta)} \right\} = \Im \left\{ \frac{(\alpha + z(\xi, \theta))(\alpha - z(\xi, \theta))}{|\alpha - z(\xi, \theta)|^2} \right\} = \frac{2\alpha}{|\alpha - z(\xi, \theta)|^2} \Im \{ z(\xi, \theta) \}. \]
Using \((5.1)\) and \((5.2)\), we have
\[
\Im \left\{ L(e^{\xi+iy-2\xi_0}; \beta) \right\} = -\int_0^\infty \Im \left\{ \frac{e^{\xi+iy-2\xi_0} e^{-(\beta+1)t}}{1 + e^{\xi+iy-2\xi_0} - 1} \right\} dt
\]
\[
= \int_0^\infty \Im \left\{ \frac{z(\xi, \theta)}{z(\xi, \theta) - s(t)} \right\} \frac{-2\alpha e^{-(2\xi_0 + t)}}{(1 - e^{-(2\xi_0 + t)})^2} dt
\]
\[
= -e^{2\beta\xi_0} \int_0^c \Im \left\{ \frac{z(\xi, \theta)}{z(\xi, \theta) - s} \right\} \left( \frac{s - \alpha}{s + \alpha} \right)^\beta ds.
\]

Note that \(\Im \{ z(\xi, \theta) \} = \langle x - s, e_2 \rangle\). Hence we complete the proof of (a).

We can prove (b) in a similar way, where the remainder term is \(r_-(x) = -\ln|z(\xi, \theta) + c_0| + L(-e^{-2\xi_0}; \beta)\).

### 5.2 Asymptotic formula for the core-shell geometry

We now express the singular part of \(u\) in terms of the single and double layer potential with image line charges on the \(x\)-axis.

**Theorem 5.2.** Let \(u\) be the solution to \((1.1)\) corresponding to an entire harmonic function \(H\). For any \(0 < k_i, k_e \neq 1 < \infty\), we have that \(\|\nabla(u - H)\|_{L^\infty(\mathbb{R}^2 \setminus (B_e \setminus B_1))} \leq C\) for some constant \(C\) independent of \(\varepsilon\). The gradient blow-up for \(u\) may occur only when \(\tau_i, \tau_e\) are similar to 1 (that is, equivalently, \(0 < k_e < 1, k_i\)).

For \(k_i, k_e\) such that \(0 < k_e < 1\) and \(k_e < k_i\), we have that in \(B_e \setminus B_1\),

\[
u(x) = H(x) + \frac{C_2 r_2^2}{2} \left[ \int_{((-\infty,0), p_1)} \ln|x - s| \phi_1(s) d\sigma(s) - \int_{[p_2, c_1]} \ln|x - s| \phi_2(s) d\sigma(s) \right]
\]
\[
+ \frac{C_y r_2^2}{2} \left[ \int_{((-\infty,0), p_1)} \frac{\langle x - s, e_2 \rangle}{|x - s|^2} \psi_1(s) d\sigma(s) - \int_{[p_2, c_1]} \frac{\langle x - s, e_2 \rangle}{|x - s|^2} \psi_2(s) d\sigma(s) \right] + r(x),
\]

where the charge distributions are

\[
\phi_1(s) = (\tau + \tau_e) 2\alpha \beta \frac{(s + \alpha)^{\beta - 1}}{(s - \alpha)^{\beta + 1}} \chi_{(-\infty, -\alpha]}(s),
\]
\[
\psi_1(s) = (\tau + \tau_e) \left( \frac{s + \alpha}{s - \alpha} \right)^\beta \chi_{(-\infty, -\alpha]}(s),
\]
\[
\phi_2(s) = (\tau + \tau_i) 2\alpha \beta e^{2\beta \xi_0} \frac{(s - \alpha)^{\beta - 1}}{(s + \alpha)^{\beta + 1}} \chi_{[\alpha, c_i]}(s),
\]
\[
\psi_2(s) = (\tau + \tau_i) e^{2\beta \xi_0} \left( \frac{s - \alpha}{s + \alpha} \right)^\beta \chi_{[\alpha, c_i]}(s),
\]

and \(|\nabla r(x)|\) is uniformly bounded independently of \(\varepsilon\) and \(x\).

**Proof.** Applying Lemma 5.1 to Theorem 4.3 (a) we prove the theorem. \(\square\)
Figure 5.1: Bold intervals indicate the support of line charges for the core-shell structure.

(a) \( k_i = 1, k_e = 0.03, \epsilon = 0.001 \) (\( \beta = 1.8979, \tau = 0.8869 \))

(b) \( k_i = 1, k_e = 0.0158, \epsilon = 0.001 \) (\( \beta = 1, \tau = 0.9387 \))

(c) \( k_i = 1, k_e = 0.01, \epsilon = 0.001 \) (\( \beta = 0.6325, \tau = 0.9608 \))

Figure 5.2: Image line charges for the core-shell structure with \( r_i = 1, r_e = 2, k_i = 1, \epsilon = 0.001 \) and various \( k_e \)-values. The left column shows \( \frac{1}{2}(\varphi_1 - \varphi_2) \), and the right column shows \( \frac{1}{2}(\psi_1 - \psi_2) \) in Theorem 5.2. As \( k_e \) decreases, \( \beta \) approaches to 0. The density \( \frac{1}{2}(\varphi_1 - \varphi_2) \) is bounded if \( \beta \leq 1 \), but diverges to \( \infty \) near \( p_1 \) and \( p_2 \) if \( \beta < 1 \).
Figure 5.3: Image line charges for the core-shell structure with \( r_i = 1, r_e = 2, k_i = 1, k_e = 0.03 \) and various \( \epsilon \)-values. The left column shows \( \frac{1}{2}(\varphi_1 - \varphi_2) \), and the right column shows \( \frac{1}{2}(\psi_1 - \psi_2) \) in Theorem 5.2. The support of line charges for the core-shell structure is drawn in Figure 5.1. As \( \epsilon \) decreases, \( \beta \) increases so that \( \frac{1}{2}(\varphi_1 - \varphi_2) \) becomes bounded.
Figure 5.1 shows the support of the density functions in Theorem 5.2. One can easily see that \( \frac{\partial \psi_j(s)}{\partial s} = \varphi_j(s) \) for \( j = 1, 2 \) and from (2.11),

\[
\int \varphi_1(s) \, ds = \tau + \tau_e, \quad \int \varphi_2(s) \, ds = \tau + \tau_i.
\]

The density functions show a different feature depending on \( \beta \). The functions \( \varphi_1 \) and \( \varphi_2 \) are bounded if \( \beta \leq 1 \), but they diverge to \( \pm\infty \) near \( p_1 \) or \( p_2 \) if \( \beta < 1 \). See Figure 5.2 and Figure 5.3.

Remark 1. When \( \beta = 0 \) (equivalently \( \tau_i = \tau_e = 1 \)), which is the limiting case of \( |\ln \tau| \ll \sqrt{\epsilon} \), we have that

\[
L(e^{\xi+i\theta-2\epsilon_0}; 0) = \ln|x - p_2| + \bar{\tau}_+(x) - i \int_{[p_2, c_0]} \frac{\langle x - s, e_2 \rangle}{|x - s|^2} \, ds, \quad \xi < 2\epsilon_0,
\]

\[
L(e^{\xi-i\theta-2\epsilon_0}; 0) = \ln|x - p_1| + \bar{\tau}_-(x) + i \int_{[-c_0, p_1]} \frac{\langle x - s, e_2 \rangle}{|x - s|^2} \, ds, \quad \xi > -2\epsilon_0,
\]

where \( |\nabla \bar{\tau}_+(x)| \) and \( |\nabla \bar{\tau}_-(x)| \) are bounded independently of \( \epsilon, x \). Hence, the singular term of \( u \) in (4.7) satisfies

\[
C_x r_x^2 \Re \{q(x; 0, 1, 1)\} + C_y r_y^2 \Im \{q(x; 0, 1, 1)\}
\]

\[
= C_x r_x^2 \ln \left| \frac{x - p_1}{x - p_2} \right| + C_y r_y^2 \int_{[p_2, c_0] \cup [-c_0, p_1]} \frac{\langle x - s, e_2 \rangle}{|x - s|^2} \, ds + \bar{\tau}(x), \quad x \in B_e \setminus B_i,
\]

(5.3)

where \( |\nabla \bar{\tau}(x)| \) are bounded independently of \( \epsilon, x \).

Recall that we denote by \( x_i = (x_i, 0) \) and \( x_e = (x_e, 0) \) the closest points on \( \partial B_i \) and \( \partial B_e \) between \( \partial B_i \) and \( \partial B_e \), respectively. The gradient of the function in (5.3) blows up at \( x_e \) as \( \epsilon \) tends zero, since the distance between \( p_1 \) and \( p_2 \) is \( O(\sqrt{\epsilon}) \). However, the solution to the following problem does not blow up:

\[
\begin{align*}
\Delta u_0 &= 0, & \text{in } \mathbb{R}^2 \setminus B_e, \\
\frac{\partial u_0}{\partial \nu} &= 0, & \text{on } \partial B_e, \\
\nu_0(x) - H(x) &= O(|x|^{-1}) & \text{as } |x| \to \infty.
\end{align*}
\]

(5.4)

These facts imply that \( \nabla u(x_e) \) for the solution \( u \) to (4.1) does not converge to \( \nabla u_0(x_e) \) when \( k_e \to \infty \) and \( \epsilon \to 0 \), satisfying that \( k_i \) is fixed and \( |\ln \tau| \ll \sqrt{\epsilon} \). See [34, section 5.3] for a non-convergence result for \( \nabla u \) in the case of separated disks.

5.3 Asymptotic formula for the case of two separated disks

We now consider the gradient blow-up feature for the solution \( u \) to (1.1) in the presence of two separated disks, say \( B_1 \) and \( B_2 \). In other words, the conductivity profile is given by

\[
\sigma = k_1 \chi(B_1) + k_2 \chi(B_2) + \chi(\mathbb{R}^2 \setminus (B_1 \cup B_2)).
\]

(5.5)

As before we assume that \( 0 < k_i, k_e \neq 1 < \infty \). For two separated disks with arbitrary conductivities, the asymptotic formula for the potential function in bipolar coordinates was derived in
Lemma 5.3. In this section, we express the singular term by the single and double layer potential with line charges.

We set $B_j$ to be the disk centered at $(c_j,0)$ with radius $r_j$, $j = 1, 2$. We denote by $\epsilon$ the distance between $B_1$ and $B_2$; see Figure 5.1 for the geometry of the two separated disks. We set $R_j$ to be the reflection with respect to $\partial B_j$, $j = 1, 2$. We can assume that, by appropriate shifting and rotation, the fixed points of the combined reflection $R_1 \circ R_2$ are $p_1 = (-\alpha, 0)$; $p_2 = (\alpha, 0)$ with

$$\alpha = \frac{\sqrt{\epsilon(2r_1 + \epsilon)(2r_2 + \epsilon)(2r_1 + 2r_2 + \epsilon)}}{2(r_1 + r_2 + \epsilon)}.$$  

As for the core-shell geometry, we denote by $(\xi, \theta)$ the bipolar coordinates defined with respect to the poles $p_1$ and $p_2$.

We now set

$$r_* = \sqrt{2r_1 r_2}$$

and

$$\tau_1 = \frac{k_1 - 1}{k_1 + 1}, \quad \tau_2 = \frac{k_2 - 1}{k_2 + 1}, \quad \tau = \tau_1 \tau_2, \quad \beta = r_* (\ln \tau) - \frac{4\sqrt{\epsilon}}{3}.$$

Lemma 5.3 (34). Let $u$ be the solution to (1.1) with $\sigma$ given by (5.5). Then $u$ satisfies that

$$u(x) = H(x) + C_2 \sum_{s \in \mathbb{Z}} \{ \tilde{q}(x; \beta, \tau_1, \tau_2) \} + \tilde{r}(x), \quad x \in \mathbb{R}^2,$$

where

$$\tilde{q}(x; \beta, \tau_1, \tau_2) = \begin{cases} (\tau + \tau_1) L(e^{-(\xi+\gamma)-2\xi_1}; \beta) - (\tau + \tau_2) L(e^{-(\xi+\gamma)-2\xi_2}; \beta) & \text{in } \mathbb{R}^2 \setminus (B_1 \cup B_2), \\ (\tau + \tau_1) L(e^{\xi+\gamma}; \beta) - (\tau + \tau_2) L(e^{\xi+\gamma}; \beta) & \text{in } B_1, \\ (\tau + \tau_1) L(e^{-\xi+\gamma}; \beta) - (\tau + \tau_2) L(e^{-\xi+\gamma}; \beta) & \text{in } B_2, \end{cases}$$

and $\|\nabla \tilde{r}(x)\|_{L^\infty(\mathbb{R}^2)} < C$ for some constant $C$ independent of $\epsilon$.

Using the line charge formula of the Lerch transcendent function in section 5.1, one can easily show the following.

Theorem 5.4. Let $u$ be the solution to (1.1) with $\sigma$ as given by (5.5). The gradient blow-up for $u$ may occur only when $\tau$ is similar to 1 (equivalently, $k_1, k_2 \gg 1$ or $0 < k_1, k_2 \ll 1$). Moreover, $u$ satisfies the following integral formulas in $\mathbb{R}^2 \setminus (B_1 \cup B_2)$:

(a) For $1 < k_1, k_2 < \infty$, we have

$$u(x) = H(x) + \frac{C_2 r_*^2}{2} \left[ \int_{[c_1,p_1]} \ln |x-s| \varphi_1(s) \, d\sigma(s) - \int_{[p_2,c_2]} \ln |x-s| \varphi_2(s) \, d\sigma(s) \right] + \tilde{r}(x),$$

where the charge distributions are

$$\varphi_1(s) = (\tau + \tau_1) 2\alpha \beta e^{2\gamma \xi_1} \frac{(s + \alpha)^{\beta-1}}{(s - \alpha)^{\beta+1}} \chi_{[c_1,-\alpha]}(s),$$

$$\varphi_2(s) = (\tau + \tau_2) 2\alpha \beta e^{2\gamma \xi_2} \frac{(s - \alpha)^{\beta-1}}{(s + \alpha)^{\beta+1}} \chi_{[\alpha,c_2]}(s),$$

and $\|\nabla \tilde{r}(x)\|_{L^\infty(\mathbb{R}^2)} < C$ for some constant $C$ independent of $\epsilon$.  
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(b) For $0 < k_1, k_2 < 1$, we have

$$u(x) = H(x) + \frac{C_y r^2}{2} \left[ \int_{[c_1, p_1]} \frac{\langle x - s, \hat{e}_y \rangle}{|x - s|^2} \psi_1(s) \, d\sigma(s) + \int_{[p_2, c_2]} \frac{\langle x - s, \hat{e}_y \rangle}{|x - s|^2} \psi_2(s) \, d\sigma(s) \right] + r(x),$$

where the charge distributions are

$$\psi_1(s) = (\tau + \tau_1)e^{2\beta \xi_1} \left( \frac{s + \alpha}{s - \alpha} \right)^\beta \chi_{[c_1, -\alpha]}(s),$$

$$\psi_2(s) = (\tau + \tau_2)e^{2\beta \xi_2} \left( \frac{s - \alpha}{s + \alpha} \right)^\beta \chi_{[\alpha, c_2]}(s),$$

and $\|\nabla r(x)\|_{L^\infty(\mathbb{R}^2)} < C$ for some constant $C$ independent of $\epsilon$.

One can derive a similar line charge formula for $u$ in $B_1 \cup B_2$ by use of the line charge formula of the Lerch transcendent function in section 5.1.

### 6 Conclusion

We have analyzed the gradient blow-up of the solution to the conductivity problem in the presence of an inclusion with core-shell geometry. We showed that the gradient blow-up happens only when the conductivities of the core and shell satisfy the conditions $k_e < 1$ and $k_e < k_i$. We then derived an asymptotic formula for the potential function in terms of the bipolar coordinates. We finally expressed the asymptotic formula in terms of the single and double layer potentials with line charges. It will be of interest to generalize the result to core-shell geometry with arbitrary shapes, or to the elasticity problem.
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