G-flux in F-theory and algebraic cycles

A. P. Braun\textsuperscript{a}, A. Collinucci\textsuperscript{b} and R. Valandro\textsuperscript{c}

\textsuperscript{a} Institute for Theoretical Physics, Vienna University of Technology, Austria
\textsuperscript{b} Arnold Sommerfeld Center for Theoretical Physics, LMU Munich, Germany
\textsuperscript{c} II. Institut fuer Theoretische Physik, Hamburg University, Germany

(abraun@hep.itp.tuwien.ac.at, andres.collinucci@physik.uni-muenchen.de, and roberto.valandro@desy.de)

Abstract

We construct explicit $G_4$ fluxes in F-theory compactifications. Our method relies on identifying algebraic cycles in the Weierstrass equation of elliptic Calabi-Yau fourfolds. We show how to compute the D3-brane tadpole and the induced chirality indices directly in F-theory. Whenever a weak coupling limit is available, we compare and successfully match our findings to the corresponding results in type IIB string theory. Finally, we present some generalizations of our results which hint at a unified description of the elliptic Calabi-Yau fourfold together with the four-form flux $G_4$ as a coherent sheaf. In this description the close link between $G_4$ fluxes and algebraic cycles is manifest.
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1 Introduction

In the recent years there has been increasing interest in model building with 7-branes in type IIB/F-theory [1–9]. The main advantage of such constructions is that it is in principle possible to both realize moduli stabilization [10, 11] and construct particle physics models at the same time.

F-theory [12, 13] is the most suitable setup to describe type IIB backgrounds with 7-branes, as it combines both the internal compactification manifold and the axio-dilaton profile into one geometric entity. For a review on F-theory, see for example [14–17].

However, F-theory does not geometrize all the relevant data of a type IIB model with 7-branes. Besides the construction of an elliptically fibered CY fourfold, an important ingredient is the presence of fluxes: Three-form fluxes are needed to stabilize part of the geometric moduli of $B_3$, while two-form gauge fluxes on the branes are necessary to generate four dimensional chiral matter at the 7-brane intersections. The latter are also important, as they control the presence of chiral zero-modes localized wherever a Euclidean D3-instanton intersects a matter brane. Such modes are discussed in [18–27]. In F-theory, both kinds of fluxes are encoded in a four-form flux $G_4$ on $X_4$ (see also [14, 15]). Both the geometry ($X_4$) and the flux ($G_4$) can be given physical interpretations in M-theory. In the limit of vanishing elliptic fiber, M-theory compactified on $X_4$ is dual to type IIB compactified on $B_3$. This duality can also be used to get information on the low energy effective theory of F-theory compactifications with fluxes: One considers the reduction of the M-theory action [28, 29] and then takes the F-theory limit [11, 30–32].

In the last years, there has been much effort to construct GUT models using F-theory setup. The GUT group is realized by an $ADE$-singularity along a surface $S$ in the base space $B_3$. The matter fields reside on curves of $S$ over which the singularity enhances [33]. Since the gauge dynamics is localized on the surface $S$, most of the properties of the gauge theory are already encoded in the neighborhood of $S$ in the fourfold. Such a local approach has been intensively studied in the last few years. It allowed to achieve many phenomenological requirements, see [1–7, 34–50] for an (incomplete) list of references.

To have 4D chiral fields living on matter curves, one has to introduce a two-form flux $F_2$ for the gauge theory living on $S$. In the fourfold, this kind of flux must of course come from a flux $G_4$, requiring an understanding of the whole fourfold $X_4$ in general. In spite of the success of the local models, it is not always clear whether a local model can be embedded into a globally defined one [39, 51, 52]. In [4, 53, 61] such embeddings have been constructed, leading to interesting global realizations of GUT models in F-theory. Note that aspects like the tadpole cancellation conditions, which are relevant for consistent models, can only be addressed in a global model.

The geometry of the fourfold used to realize such global models is fairly well understood. However, the four-form flux needed to have 4D chiral matter (and for moduli stabilization) is much less under control. Following [62, 63], the powerful technique of the spectral cover was introduced in [3, 4] to describe the gauge flux in F-theory, and to compute the number of chiral modes generated by this flux on the matter curves. This technique is mutated from the dual Heterotic String Theory. Basically, this four-form flux is defined using a line bundle on the
spectral cover of the GUT surface $S$. In spite of several successful results, it is still not completely clear whether this approach captures all the global aspects of the four-form flux. In fact, this construction is local in the sense that the flux is defined near the surface $S$. Only when $X_4$ is a K3 fibration, so that a Heterotic dual exists, the flux is guaranteed to be extendable to the whole $X_4$. In building global models it has been essentially assumed that this can be done also when $X_4$ does not admit an Heterotic dual. Some tests of this assumption have been successful, e.g. a way to compute the $D3$-tadpole has been tested in situations without Heterotic dual in \cite{9}. A proposal to generalize the spectral cover construction of the flux to backgrounds that do not have an Heterotic dual has been given in \cite{64} and refined in \cite{65}. Recently, a global description of $G_4$ fluxes corresponding to the diagonal $U(1)$ within a $U(N)$ GUT group has been given in \cite{66}.

In this paper we present a new way to construct $G_4$ flux in F-theory compactifications related to gauge flux on 7-branes. Our fluxes are globally defined from the start, and do not rely in any way upon the extension of local fluxes. Our technique allows us to explicitly compute the induced $D3$-tadpole, and the induced chirality along the intersection of the $I_1$ locus with some $SU(N)$ enhancement.

We present a geometric characterization of the four-form flux in terms of its Poincaré dual four-cycle. This has several advantages: The four-cycle related to the flux is defined in an algebraic way, so that the flux is automatically of type $(2,2)$. Of course, the introduction of such a flux will fix some complex structure moduli; we will be explicit on such a stabilization. When we require that the flux generates chiral modes, the restriction in the complex structure moduli space is the same as the one found in \cite{67} to have massless $U(1)$s. In addition, the algebraic origin of the flux makes it easy to determine its quantization properties and compute the $D3$-tadpole and the number of chiral modes.

The tadpole $-\frac{1}{2} \int_{X_4} G_4 \wedge G_4$ is directly obtained by computing the self-intersection of the corresponding four-cycle. In case the weak coupling limit is smooth, we are able to map the $G_4$ flux to a two-form flux on the brane and to verify that they induce the same $D3$-charge.

The number of 4D chiral modes on a matter curve is computed by integrating the four-form flux on an appropriate four-cycle. This four-cycle is related to the matter curve in the following way: The matter curve is the locus in $B_3$ over which there is an enhancement of the singularity. This implies that a new two-cycle, which is fibered over the matter curve, appears in the resolution. This fibration gives a new four-cycle called the matter surface. This was already suggested by the duality with Heterotic String Theory in \cite{3, 6} and was related to the spectral cover computations \cite{64, 65}. In this paper we show how to explicitly identify matter surfaces and compute integrals of the fluxes. In situations where the weak coupling limit is smooth, we compare this number with the one obtained by the index theorem in perturbative type IIB.

We will present several examples. In particular, in our final example, we describe a situation with a non-abelian singularity on a surface $S$. We study four-form fluxes related both to type IIB fluxes along the Cartan of the non-abelian gauge group and to fluxes that do not live on the brane $S$. The last ones are important because they do not break the GUT group, and can give chirality both to charged matter and to GUT singlets.
2 Main idea and summary

As the bulk of this paper is somewhat technical, we summarize our main ideas and results here. To motivate the subsequent discussion, let us start by compiling the crucial properties of cycles that can carry supersymmetric $G_4$ fluxes. In a supersymmetric minimum of a compactification of F-theory on an elliptic Calabi-Yau fourfold, $G_4$ flux has to be of type $\langle 2, 2 \rangle$, primitive \cite{28} and have one leg in the fiber \cite{11}. The last condition has to be satisfied in order for the flux not to break Lorentz symmetry in the four-dimensional effective theory. We can rephrase this condition by demanding that the four-form $G_4$ should integrate to zero on any divisor of the base or the elliptic fibration over a curve in the base. Hence the flux cannot be simply the Poincaré dual of a complete intersection of the Weierstrass equation with two divisors of the ambient space.

The condition that the flux should be of type $\langle 2, 2 \rangle$ can be easily satisfied if we describe the four-cycle which is Poincaré dual to $G_4$ by algebraic equations. We are hence interested in situations in which fourfolds described by a Weierstrass equation gain extra algebraic cycles. To investigate under which conditions we can find such extra cycles we rewrite the Weierstrass model in a specific form, as is discussed below.

We start with the Tate form of the elliptic fibration:

\begin{equation}
Y^2 + a_1 XYZ + a_3 YZ^3 = X^3 + a_2 X^2 Z^2 + a_4 XZ^4 + a_6 Z^6.
\end{equation}

One can shift $X$ and $Y$ to bring this into the Weierstrass form

\begin{equation}
y^2 = x^3 + fx + g.
\end{equation}

The shift of coordinates taking us from the Weierstrass to the Tate form yields $f$ and $g$ as functions of the $a_i$, see appendix \cite{A}. We will use this parametrization in the following, as it allows us to use the simpler Weierstrass form while still having all the information contained in (2.1). This parametrization has the further advantage of being equivalent to the parametrization used in Sen’s weak coupling limit \cite{68, 69}.

Our construction of fluxes starts from using the parametrization of $f$ and $g$ in terms of the sections $a_i$ appearing in the Tate form and rewriting the Weierstrass model as

\begin{equation}
Y_+ Y_+ - z^6 a_6 = X Q.
\end{equation}

Here we have defined the quantities

\begin{align*}
Y_+ &= y + \frac{1}{2} z^3 a_3 \\
X &= x - \frac{1}{12} z^2 b_2 \\
Q &= (x - \frac{1}{12} z^2 b_2)(x + \frac{1}{6} z^2 b_2) + \frac{1}{2} z^4 b_4 \\
&= X(X + \frac{1}{4} z^2 b_2) + \frac{1}{2} z^4 b_4.
\end{align*}

We have collected the details of this reformulation in appendix \cite{A}.

For our cases of interest, (2.3) defines an elliptic Calabi-Yau fourfold as a hypersurface in a 5-dimensional ambient space. When $a_6$ factorizes in a non-trivial way, $a_6 \equiv \rho \tau$, we find that the fourfold gains extra algebraic $\langle 2, 2 \rangle$ cycles. These cannot be written as complete intersections of the Weierstrass equation with divisors of the ambient space, but take for instance the form

\begin{equation}
\sigma_\rho : \{ Y_+ = 0 \} \cap \{ X = 0 \} \cap \{ \rho = 0 \}
\end{equation}
in the ambient space. We may then construct a four-cycle which has one leg in the fiber, i.e. is orthogonal to horizontal and vertical divisors, by defining

$$\gamma_\rho \equiv \sigma_\rho - [\rho] \cdot F.$$  \hfill (2.6)

Here, $F$ is the hyperplane section of the $\mathbb{P}^2_{123}$, the elliptic fiber is embedded in. It is chosen such that $x$ and $y$ are sections of $F^2$ and $F^3$, respectively. Constructions of this type can also be performed in many situations in which the polynomials $a_i$ already factorize such that we have non-abelian gauge groups. Due to the form (2.6), the flux we have constructed cannot be represented as the wedge product of two two-forms inside $X_4$.

We claim that putting a flux $G_4 = \gamma_\rho$ corresponds to having a supersymmetric flux $F_2$ in the gauge theory on the 7-branes. Note that $\gamma_\rho$ is defined using a divisor class $[\rho]$ of the base, which intersects the 7-branes in curves. The 7-brane divisors have the form

$$\eta^2 - \xi^2 (\psi^2 - \rho \tau) = 0$$ \hfill (2.7)

where $\eta$ is a polynomial, and $\xi \to -\xi$ and the orientifold involution. Then, these curves are given by $\rho = 0 \cap \eta = \pm \xi \psi$. They are Poincaré dual to two-forms of type $(1,1)$, so that it seems natural to identify

$$G_4 = \sigma_\rho - [\rho] \cdot F \quad \leftrightarrow \quad F_2 = PD(\{\rho = 0 \cap \eta = \pm \xi \psi\}).$$ \hfill (2.8)

Using our explicit realization of $G_4$, we can compute the $D3$ tadpole by integrating

$$-\frac{1}{2} \int_{CY_4} G_4 \wedge G_4.$$

Using our proposed relation to the gauge flux on the $D7$-branes, we compute its tadpole also from the type IIB perspective. We compare the results whenever the weak coupling limit is available, finding complete agreement.

A gauge flux $F_2$ can also lead to chirality for charged matter. In F-theory, charged matter can reside at the intersections of branes. Over such matter curves, there are extra vanishing spheres which encode the representations of the matter multiplets. Via small resolutions of these singularities to make those spheres finite, one naturally produces a four-cycle $\hat{C}$ which is a collection of spheres fibered over the matter curve. The conservation of induced D3-charge implies that, upon resolving the singularity, our $G_4$ flux in (2.8) will itself undergo a transition to a new flux $\tilde{G}_4$. It seems natural [3, 6] that the chirality induced by this new flux can be computed by integrating

$$\int_{\hat{C}} \tilde{G}_4.$$

Again, we use the identification (2.8) and find agreement between the results obtained in F-theory in the weak coupling limit and type IIB for all configurations we consider.

In models with non-abelian gauge groups, one can get four-cycles of type $(2,2)$ by appropriately resolving the singularities. These four-cycles are obtained by fibering the exceptional curves of the resolution over a divisor of the non-abelian brane stack. Fluxes constructed in this way correspond to $F_2$ in the Cartan of the non-abelian gauge group. Even though they can generate a chiral spectrum, they also necessarily break the gauge group to the commutant subgroup.
Our construction is fundamentally different in this regard: The flux \(2.6\) induces chirality but does not break the non-abelian gauge group. Moreover, because we can build a global flux over the \(I_1\) locus of the discriminant, it can generate chiral modes for singlets of the non-abelian (GUT) group.

On the type IIB side, we make extensive use of the technique of \(D7\)-brane ‘deconstruction’, introduced in \[70\]. Besides allowing us to treat situations with a singular \(D7\)-brane locus in an elegant way, the main conceptual advantage of this description is the unification of the \(D7\)-branes and their gauge bundles into a single object. From a mathematical point of view, this means that we are describing the \(D7\)-brane as a coherent sheaf \(E\) defined by the short exact sequence

\[
0 \to E \xrightarrow{T} F \to E \to 0.
\]

Here, \(E\) (\(F\)) is a vector bundle on a stack of \(D9\) (\(\overline{D9}\))-branes and \(T\) is the tachyon that makes this unstable configuration collapse into a \(D7\)-brane. Consequently, the locus of the \(D7\)-brane is given as the determinant of the tachyon matrix. The flux, which is determined by the bundles \(E\) and \(F\), has a natural algebraic description in this setting.

This work indicates that a similar structure exists in F-theory compactifications on elliptic Calabi-Yau fourfolds. We can write down an exact sequence which gives the Calabi-Yau fourfold together with the \(G_4\) flux as a coherent sheaf. The role of the determinant of the tachyon matrix is played by the Weierstrass equation. It turns out that the latter can be written as the Pfaffian of an anti-symmetric matrix. Hence its rank goes down by multiples of two (instead of one in the IIB case) so that we end up with a vector bundle on the elliptic Calabi-Yau fourfold. The desired \(G_4\) flux can then be constructed from the second Chern class of this vector bundle.

This paper is organized as follows. In section 3 we explain our ideas in the case of elliptic K3 surfaces, which already captures some of the salient ingredients of our construction. In this case, we aim for non-singular Weierstrass models for which further integral cycles of type \((1, 1)\) are present.

In section 4 we come to elliptic fourfolds, which are our main object of interest. After explaining the construction of fluxes in this case, we compute the \(D3\) tadpole and the number of chiral modes in various models. In particular, we consider the following configurations: We start with a single 7-brane, so that the elliptic fourfold is smooth. We then describe a fourfold for which \(a_6 \equiv 0\). In this case, which has been dubbed \(U(1)\) restricted Tate model in \[67\], there is an intersection of the 7-brane with itself. This leads to matter localized at the intersection which becomes chiral for non-zero fluxes. After this, we turn to models with non-abelian gauge symmetries. As toy models for F-theory GUTs, we consider configurations with ‘non-split’ \(SU(2)\) (\(Sp(1)\)) and ‘split’ \(SU(2)\) singularities. In these cases, flux of the type \(2.6\) induces chirality in the case of \(U(1)\) restricted Tate models.

In section 5 we study the weak coupling limits of the configurations considered in section 4. We compute the \(D3\) tadpoles and the chiral indices from the type IIB perspective using the methods developed in \[70\] and find complete agreement with the results obtained in F-theory.

Finally, in section 6 we comment on a description of elliptic fourfolds together with \(G_4\) fluxes in terms of coherent sheaves, and find an interesting link to the techniques of matrix factorizations. To show the power of this description, we reproduce the \(D3\)-tadpole computation in a very quick way, via a simple application of the Grothendieck-Riemann-Roch formula for the push-forward of a rank two vector bundle.
3 Algebraic cycles in the K3 surface

In this section we develop our ideas in the simplified setting of K3. For compactifications of F-theory on $\text{K3} \times \text{K3}$, one of the two K3 surfaces has to be elliptic. In this model, all branes are points in the elliptic K3 and wrap the other K3 completely. We are interested in a $G_4$ flux of the form

$$G_4 = F_2 \wedge \gamma , \quad (3.1)$$

where $F_2$ is a two-form flux on a brane.

As supersymmetry demands that $G_4$ is of type $(2,2)$ and $F_2$ is of type $(1,1), \gamma$ must be an element of the Picard group of the elliptic K3:

$$\text{Pic}(X) \equiv H^{1,1}(X) \cap H^2(X,\mathbb{Z}) . \quad (3.2)$$

It is well-known that the rank of the Picard group, which is called the Picard number, is zero for generic K3 surfaces. Even though there are 20 independent harmonic $(1,1)$ forms for any K3, none of them is in the integral cohomology generically. This is not the case if the K3 surface in question is embedded in a projective space or toric variety: intersections with divisors of the ambient space will descend to non-trivial elements of the Picard group. For a given hypersurface or complete intersection, the rank of the Picard group can be further enhanced by appropriately choosing a non-generic form for its defining equations. This will be the crucial ingredient in our construction.

For an elliptic K3 surface described by a Weierstrass model, the two independent toric divisors of the ambient space give rise to a two-dimensional Picard group. Its generators can be chosen to be the base and the fiber of the elliptic fibration. Hence the dual two-forms will either have two or no legs along the fiber directions. Hence we break Lorentz symmetry after taking the F-theory limit if we use one of those forms for $\gamma$. Thus, we are interested in finding K3 surfaces which have further integral $(1,1)$ cycles. We now discuss those enhancements of the Picard group as well as their physical interpretation.

Generically, the elliptic fiber degenerates over 24 points in the base $\mathbb{P}^1$ of the elliptically fibered K3. If some of these points come together, this worsens the singularity of the elliptic fiber and leads to ADE singularities of the K3 surface. From the physical point of view, these singularities signal the appearance of non-abelian gauge symmetries due to coincident branes. The vanishing cycles of these singularities precisely correspond to the Cartan generators of the gauge groups. One can then enhance the Picard group by blowing up these singularities. Physically, this means moving onto the Coulomb branch of the gauge theory. The exceptional cycles are obviously integral and of type $(1,1)$. Furthermore, their intersection numbers with the base and the fiber of the elliptic fibration are vanishing. Hence these cycles can be used to construct $G_4$ flux corresponding to $F_2$ along the elements of the Cartan subalgebra.

The process of blowing up does not physically separate the branes in F-theory: Taking the F-theory limit (i.e. vanishing fiber size), the exceptional curves are blown down again. From the perspective of type IIB, it is clear that we can have a supersymmetric two-form flux $F_2$ also along the $U(1)$s of separate $D7$-branes, without having any non-abelian gauge symmetries, however. Hence this situation is fundamentally different from the one considered above.

We now discuss how can gain extra algebraic cycles without gauge enhancement and
blow-ups. The crucial observation is that the Weierstrass model is the sum of two factors,

\[ Y_1 Y_2 = X Q. \quad (3.3) \]

if \( a_6 \equiv 0 \), i.e. when \( b_6 \) becomes a square. This means we restrict the complex structure moduli of K3 in a certain way. One can check that the locus where \( a_6 \equiv 0 \) is at codimension one in moduli space.

The curves \( \sigma_{\pm} \) defined by taking the two equations

\[ Y_{\pm} = 0 \quad \text{and} \quad X = 0, \quad (3.4) \]

in the ambient space are automatically inside K3 for the configuration we consider. As we can explicitly represent these curves by algebraic equations, it follows that the corresponding cycles are of type (1, 1) and integral. Note that these curves cannot be written as complete intersections of some divisor with the K3 surface, so that they are not equivalent to some linear combinations of the base and the fiber of the elliptic fibration. The K3 hypersurface generically remains smooth for \( a_6 \equiv 0 \) because a singularity only occurs if all four factors in the ambient threefold vanish simultaneously.

If we move away from the locus in moduli space where \( a_6 \equiv 0 \), the integral cycle we have constructed ceases to be of type (1, 1). Consequently, we loose the description (3.4), as these curves are not inside K3 for \( a_6 \neq 0 \).

Let us now study some of the properties of these curves. First note that they do not intersect the standard section which sits at \( z = 0, y^2 = x^3 \): Setting \( z = 0 \) forces \( y = x = 0 \) which is part of the exceptional set of the ambient toric variety. Second, (3.4) determines a single point in the fiber for every point on the base, so that it intersects the fiber cycle exactly once. Hence the cycles \( \sigma_{\pm} \) have all the properties one expects from a section of the elliptic fibration. As they are holomorphic sections of the elliptic fibrations, \( \sigma_+ \) and \( \sigma_- \) both have the same topology as the base, i.e. each is a \( \mathbb{P}^1 \). Furthermore, as \( \sigma_{\pm} \) are curves in K3, their self-intersection numbers must be equal to \(-2\).

Elliptic fibrations of the form (3.3), which allow for a second section, have been studied in [72–77]. In particular, they are related to fibrations of \( E_7 \) type, for which the elliptic fibre is embedded in \( \mathbb{P}_2^{1,1,2} \) instead of \( \mathbb{P}_2^{2,3,1} \). This has been discussed in the context of elliptic fourfolds in [67] recently.

We can now easily construct integral cycles of type (1, 1) which are orthogonal to base \( \beta \) and fiber \( \phi \) by defining

\[ \gamma_{\pm} = \sigma_{\pm} - \beta - 2\phi, \quad (3.5) \]

so that

\[ \gamma_{\pm} \cdot \phi = 0, \quad \gamma_{\pm} \cdot \beta = 0. \quad (3.6) \]

Using (3.5), one can also compute that \( \gamma_{\pm} \cdot \gamma_{\pm} = -4 \). As there cannot be any connected algebraic curves inside K3 which have a self-intersection number smaller than \(-2\), the last equation shows that the cycles \( \gamma_{\pm} \) can only be represented by the disjoint union of at least two curves.

\[ ^{1}\text{Remember that base and fiber have the following intersection numbers:} \beta^2 = -2, \phi^2 = 0, \beta \cdot \phi = 1. \]
The observation of the last paragraph is connected with a physical interpretation of the constraint \( a_6 \equiv 0 \). By going to the weak coupling limit, such configurations are realized when two pairs of \( D7 \)-branes align such that their displacements in \( \mathbb{P}^1 \) are pairwise equal. As these displacements are measured by periods (see e.g. [78, 79]) of the holomorphic two-form of K3, we can find two pairs of integral cycles \( \gamma_1, \gamma'_1 \) and \( \gamma_2, \gamma'_2 \) for which

\[
\int_{\gamma_1} \Omega^{2,0} = \int_{\gamma'_1} \Omega^{2,0}, \quad \int_{\gamma_2} \Omega^{2,0} = \int_{\gamma'_2} \Omega^{2,0}.
\] (3.7)

The cycles \( \gamma_1 - \gamma'_1 \) and \( \gamma_2 - \gamma'_2 \) are hence orthogonal to \( \Omega \), so that they are integral cycles of type \((1,1)\). We can identify these cycles with the curves \( \gamma_{\pm} \) we have found from the Weierstrass model. Indeed one can check that also their intersection numbers agree. Furthermore, we only have to adjust the position of a single \( D7 \)-brane to get to the desired configuration. Hence the extra integral cycles of type \((1,1)\) also appear at codimension one in complex structure moduli space from this point of view.

4 Algebraic cycles and fluxes for fourfolds

Before describing the analogue of the algebraic cycles we have constructed for K3 in the last section, let us make some definitions to fix our notation. Let \( B_3 \) be the base of \( X_4 \), \( K \) its canonical and \( \bar{K} \) its anti-canonical bundle. The first Chern class of the base is \( c_1(B_3) = \bar{K} \). We are using the same symbol for a line bundle, its first Chern class, and its associated divisor. We consider the Weierstrass model (2.3) as a hypersurface in an ambient space \( X_5 \) which is the total space of the weighted projective bundle:

\[
X_5 \equiv \mathbb{P}_{2,3,1}(\mathcal{O}_{B_3} \oplus \mathcal{O}_{B_3} \otimes K).
\] (4.1)

In other words, we define the three coordinates \((x,y,z)\) to be sections of \( \mathcal{O}_{B_3}, \mathcal{O}_{B_3}, K \), respectively, and then quotient the space by a \( \mathbb{C}^* \) action with the weights \((2,3,1)\). Let \( F \) denote the divisor class corresponding to the projective action in the fiber directions, so that \( x, y, z \) are sections of \( F^{\otimes 2}, F^{\otimes 3}, F \otimes K \), respectively. This is summarized in table 1.

| \( x \) | \( y \) | \( z \) |
|---|---|---|
| 0 | 0 | \( K \) |
| 2 | 3 | 1 |

Table 1: The rows indicate the projective weights of the coordinates under the toric \( \mathbb{C}^* \) action on the fiber coordinates of the \( X_5 \) space, and their transformation properties w.r.t. transitions along the base. \( K \) denotes the canonical bundle of \( B_3 \).

The Stanley-Reisner ideal of \( X_5 \) is simply given by the element \( xyz \). From it, we deduce the relation \( F^3 = F^2 \bar{K} \).

Furthermore, we have that

\[
6 F^2 = PD(B_3 \subset X_5).
\] (4.2)

This corresponds to the fact that fixing the values of \( x \) and \( y \) gives us a copy of \( B_3 \) in \( X_5 \).

As before, we write the Weierstrass equation in the form

\[
Y_+ Y_+ - z^6 a_6 - XQ = 0.
\] (4.3)
4.1 Construction of the flux

We now generalize the construction of the last section to the case of elliptically fibered Calabi-Yau fourfolds. In this case, the form \( \text{3.3} \) for the Weierstrass model would lead to a conifold singularity fibered over a curve in the base. We can, however, extend the structure used in the last section by demanding \( a_6 \) to factorize in a non-trivial way: \( a_6 = \rho \tau \). In this case, the Weierstrass equation for the elliptic fourfold \( X_4 \) can be written as

\[
Y_- Y_+ - z^6 \rho \tau - XQ = 0. \tag{4.4}
\]

As before, this equation generically describes a smooth fourfold: In order for the equation and its gradients to vanish one would have to solve 6 equations in the ambient fivefold, which generically is not possible for dimensional reasons.

We can now find an algebraic four-cycle which is automatically inside \( X_4 \) by imposing three equations in the ambient fivefold. Let us consider the following:\footnote{We can also pick the inequivalent branch with \( Y_+ = 0 \). The sum of the two branches \( Y_- \) and \( Y_+ \) is a complete intersection of the Weierstrass model with \( X = 0 \) and \( \rho = 0 \).}

\[
\sigma_\rho : \{ Y_- = 0 \} \cap \{ X = 0 \} \cap \{ \rho = 0 \} \subset X_5. \tag{4.5}
\]

The first two equations eliminate the coordinates \( y \) and \( x \). In addition, they forbid \( z \) from vanishing, since \( xyz \) is in the SR-ideal. Hence, the first two equations define a threefold that is isomorphic to \( B_3 \) (but not contained in \( X_4 \)). Therefore, \( \sigma_\rho \) is a ‘horizontal’ surface that is isomorphic to the hypersurface \( \rho = 0 \subset B_3 \). Note that \( \sigma_\rho \) does not intersect the ‘old’ section of the fibration given by \( z = 0 \), and hence none of the ‘horizontal’ surfaces. As \( \sigma_\rho \) is a section of the elliptic fibration over \( \rho = 0 \subset B_3 \), it intersects each fiber and hence also four-cycles given by the intersection of two equations in \( B_3 \).

We now construct the fourfold analogue of \( \text{3.5} \). Our goal is to create a cycle \( \gamma \) which satisfies

\[
\begin{align*}
\gamma \cdot D_i \cdot D_j &= 0, \quad \forall i, j \quad \text{and} \quad \gamma \cdot D_i \cdot (F + K) = 0, \tag{4.6}
\end{align*}
\]

for any divisor \( D_i \) of the base. Note that \( F + K \) is the class corresponding to the section at \( z = 0 \) of the Weierstrass model. As \( K \) is also a divisor of the base, these equations imply that \( \gamma \cdot D_i \cdot F = 0 \).

As \( \sigma \) does not meet the section at \( z = 0 \), we find that \( \sigma_\rho \cdot D_i \cdot (F + K) = 0 \). However, using the fact that \( \sigma \) meets every fiber over \( B_3 \cap [\rho] \) in a single point, one can deduce that

\[
\int_{X_4} \sigma_\rho \cdot D_i \cdot D_j = \int_{B_3} [\rho] \cdot D_i \cdot D_j, \tag{4.7}
\]

where \([\rho]\) is the Poincaré dual to \( \rho = 0 \). In order to eliminate this intersection, one immediate remedy is to define the cycle \( \sigma_\rho - [\rho] \cdot F \), since

\[
\int_{X_4} F \cdot [\rho] \cdot D_i \cdot D_j, = \int_{X_4} (F + K) \cdot [\rho] \cdot D_i \cdot D_j,
\]

\[
= \int_{B_3} [\rho] \cdot D_i \cdot D_j. \tag{4.8}
\]
The first equality follows from the fact that \( K, \rho, D_i, D_j \) are all elliptic fibrations over divisors in the base, so that the intersection between all four of them vanishes.

Since the relation \( F \cdot (F + K) = 0 \) holds on \( X_4 \), this new term will not generate any unwanted intersections with ‘horizontal’ four-cycles. Therefore, our coveted four-cycle is given by

\[
\gamma_\rho \equiv \sigma_\rho - [\rho] \cdot F.
\]  

If we evaluate this expressions in the ambient space \( X_5 \), we find that

\[
\gamma_\rho = 3F \cdot 2F \cdot [\rho] - [\rho] \cdot F \cdot PD(X_4 \subset X_5)
= 6[\rho] \cdot F \cdot F - [\rho] \cdot F \cdot 6F = 0.
\]  

Hence \( \gamma_\rho \) is a trivial cycle in \( X_5 \). This does, however, not imply that it is also trivial inside \( X_4 \). The cycle \( \sigma_\rho \) cannot be written as the intersection of two divisors inside \( X_4 \), whereas the part we substract has this form. Hence the two terms can never cancel inside \( X_4 \). In particular, \( \gamma_\rho \) cannot be written as the wedge product of two two-forms of \( X_4 \). As explained in appendix \[B\] triviality in the ambient space \( X_5 \) ensures that our flux is orthogonal to all divisors in \( X_4 \) which descend from \( X_5 \).

Note that choosing \( \tau \) to be a constant, which corresponds to going back to choosing a completely generic \( a_6 \), means that \( \sigma_\rho \) is an intersection of divisors in \( X_4 \):

\[
\sigma_\rho = \{ Y_+ = 0 \} \cap \{ X = 0 \} \cap \{ W = 0 \} = 3F \cdot 2F \subset X_4.
\]  

Furthermore, \([\rho] = 6\bar{K}\) in this case. Hence we find \( \gamma_\rho = 6F \cdot F - 6\bar{K} \cdot F \). As we have seen before, \( F^2 - \bar{K}F \) vanishes, as it corresponds to an element of the Stanley-Reisner ideal of \( X_4 \), so that \( \gamma_\rho \) is trivial in homology.

Following the same steps as for \( \gamma_\rho \), we can define another flux

\[
\gamma_\tau \equiv \sigma_\tau - [\tau] \cdot F.
\]  

As \( a_6 = \rho \tau = 0 \) is a complete intersection of the Weierstrass equation with \( Y_+ = 0, X = 0 \), we find that

\[
G_\rho + G_\tau = 0,
\]  

so that the four-cycle \( \gamma_\tau \) related to \( \tau \) is equal to minus the four-cycle \( \gamma_\rho \).

The main difference between divisors in K3 and in Calabi-Yau threefolds is that, in the former, it depends on the complex structure whether an integral two-cycle is of type \((1,1)\). A similar situation arises in \( H^4(X_4, \mathbb{Z}) \). For Calabi-Yau fourfolds, the space \( H^{2,2} \) splits into the primary horizontal and the primary vertical subspace, \( H^{2,2} = H^{2,2}_H \oplus H^{2,2}_V \) \[80\]. Similar to the case of Calabi-Yau threefolds, derivatives of \( \Omega^{4,0} \) span the whole of \( H^{3,1} \). Second derivatives of \( \Omega^{4,0} \), however, fail to reach all of \( H^{2,2} \) \[81\], but only map to the primary horizontal subspace \( H^{2,2}_H \subset H^{2,2} \). Furthermore, the primary vertical subspace \( H_V \) is spanned by products of elements of \( H^{1,1} \) \[80\].

\[3\]Performing the same construction with a cycle that is given by a divisor \( D \) in the base intersected with the section \( z = 0 \) yields the four-cycle \( (F + K) \cdot D - D \cdot F = K \cdot D \). This four-cycle clearly is again an elliptic fibration over a curve in the base, so that it has two legs along the fiber. Such a state of affairs can be expected from the fact that \( L \) does not hold in this case.
The cycle we have constructed, \((4.5)\), cannot be written as the wedge of two two-forms, so that it must belong to \(H_H\). This also clarifies why we have to fix some of the complex structure moduli: the lattice
\[
H^{2,2}_H(X_4) \cap H^4(X_4, \mathbb{Z}) ,
\]
which plays a similar role as the Picard lattice of K3, does not contain any elements generically.\(^4\)

When we fix some of the complex structure moduli, some integral four-forms can become of type \((2,2)\). This is precisely what happens for the integral cycle \((4.10)\), which becomes of type \((2,2)\) when \(a_6\) factorizes as \(a_6 = \rho \tau\).

### 4.1.1 The D3-brane tadpole

Turning on a flux \(G_4 = \gamma \rho\) will induce some D3-charge equal to \(-\frac{1}{2} \int G_4 \wedge G_4\). Using our explicit description of \(G_4\), we will now show how to compute the tadpole in terms of intersections of divisors in the base. In the weak coupling limit, these expressions are reproduced in the corresponding type IIB computation. For the sake of brevity, we shall drop the index \(\rho\) from the cycles \(\gamma\) and \(\sigma\) in this section.

Let us therefore proceed to compute the self-intersection number of \(\gamma\). As \(\gamma \cdot D_i \cdot F = 0\), we have
\[
\int_{X_4} \gamma^2 = \int_{X_4} \gamma \cdot \sigma = \int_{X_4} \sigma^2 - \sigma \cdot F \cdot [\rho] .
\]
We may now use that \(\sigma\) defines a section of the elliptic fibration over the locus \(\rho = 0\) to pull the second term down to the base. Hence we find
\[
\int_{X_4} \gamma^2 = \int_{X_4} \sigma^2 + \int_{B_3} K \cdot [\rho]^2 .
\]

Since \(\sigma\) is not a complete intersection of two divisors within \(X_4\), we must use rather indirect techniques in order to calculate \(\sigma^2\). We first note that \(\sigma\) can be thought of as the zero locus of a section of some rank-two vector bundle \(E\) over \(X_4\) which restricts to the normal bundle of \(\sigma\) as follows:
\[
E|_{\sigma} = N_{\sigma \subset X_4} .
\]

Then, we can express the self-intersection of \(\sigma\) in terms of the second Chern class of the normal bundle as follows:
\[
\sigma \cdot \sigma = \int_{\sigma} \sigma = \int_{\sigma} c_2(N_{\sigma}) .
\]

Since the surface is not given by two equations in \(X_4\), some work is required to compute this Chern class. The shortest route is to use the following exact sequence of normal bundles:
\[
0 \to N_{\sigma \subset X_4} \to N_{\sigma \subset X_5} \to N_{X_4 \subset X_5} \to 0 .
\]

We know that \(\sigma\) is given by three equations in \(X_5\), as defined in \((4.10)\). Hence, we can express the middle bundle as follows:
\[
N_{\sigma \subset X_5} = F^{\otimes 2} \oplus F^{\otimes 3} \oplus [\rho] .
\]

\(^4\)In contrast, \(H^{2,2}_V(X_4)\) does not depend on the complex structure moduli and one can find a basis of integral cycles.
Similarly, we can express the right-most bundle as

\[ N_{X_4 \subset X_5} = F^{\otimes 6}. \]  

(4.22)

The exact sequence tells us that

\[
\begin{align*}
  c(N_{\sigma \subset X_4}) &= c(N_{\sigma \subset X_5}) / c(N_{X_4 \subset X_5}) \\
  &= 1 + ([\rho] - F) + F \cdot (12 F - [\rho]).
\end{align*}
\]

(4.23)

hence,

\[ c_2(N_{\sigma \subset X_4}) = F \cdot (12 F - [\rho]). \]  

(4.24)

Integrating this over \( \sigma \) gives us

\[
\int_{X_4} \sigma \cdot \sigma = \int_{X_5} 6 F^2 \cdot [\rho] \cdot F \cdot (12 F - [\rho]) = \int_{B_3} K \cdot [\rho] \cdot (12 \bar{K} - [\rho]).
\]

(4.25)

Therefore, the self-intersection of \( \gamma \) is

\[ \gamma \cdot \gamma = 2 \int_{B_3} \bar{K} \cdot [\rho] \cdot (6 \bar{K} - [\rho]). \]  

(4.26)

If we turn on a flux \( G_4 \) that is Poincaré dual to \( \gamma \), this will hence induce a D3-charge given by:

\[
Q_{D3}^F = -\frac{1}{2} \int_{X_4} G_4 \wedge G_4 = - \int_{B_3} c_1(B_3) \cdot [\rho] \cdot (6 c_1(B_3) - [\rho]) = - \int_{B_3} c_1(B_3) \cdot [\rho] \cdot [\tau],
\]

(4.27)

where we used \( \bar{K} = c_1(B_3) \). We will confirm this result from the corresponding type IIB computation in the weak coupling limit in section 5.1.

4.2 Recombination and flux change

When a smooth brane supporting two-form flux splits into two (or more) intersecting pieces, the flux quanta change [70]. This is to be expected from the perspective of F-theory: As the Euler numbers of the (resolved) corresponding fourfolds change, the geometric part of the D3-brane tadpole must also change in this process. This change is compensated by a change in the four-form flux \( G_4 \), which is connected to the flux on the brane world-volume.

Let us discuss this in the present context. We start with a smooth fourfold \( \{14\} \), so that there is one smooth recombined 7-brane, and a four-form flux \( G_\rho \). If we set \( a_6 \equiv 0 \) in \( \{14\} \), the CY fourfold becomes:

\[ Y_- Y_+ = X Q. \]  

(4.28)

This fourfold is clearly singular over the curve given by \( Y_+ = Y_- = X = Q = 0 \). As the singularity occurs at codimension two in the base, it must be due to intersections between branes. The discriminant locus, however, is given by one connect surface. The intersection of this brane with itself leads to matter charged under its \( U(1) \). The connection of configurations with \( a_6 \equiv 0 \) and an extra \( U(1) \) was discussed in [67], (see also [72–77]) where the corresponding elliptic fibration was called a ‘\( U(1) \) restricted Tate model’. We will also use this terminology in
the following. In the weak coupling limit this configuration corresponds to splitting the otherwise connected $D7$-brane into a brane and its orientifold image in the $CY_3$ double cover.

One can compute the geometric tadpole of $X_4$ by appropriately resolving its singularities, which we will do in section 4.2.1. The result differs from the geometric tadpole of the smooth fourfold we have started with. In the present situation, the difference is given by (see also [67]):

$$9 \int_{B_3} \bar{K}^3.$$  \hspace{1cm} (4.29)

As the tadpole has to be canceled both before and after the transition, the flux must also change such that the total tadpole remains invariant. If we denote the flux in the situation with intersecting branes by $\tilde{G}_\rho$, we have that

$$\frac{\chi(X_4)}{24} - \frac{1}{2} \int_{X_4} G_\rho \wedge G_\rho = \frac{\chi(\tilde{X}_4)}{24} - \frac{1}{2} \int_{\tilde{X}_4} \tilde{G}_\rho \wedge \tilde{G}_\rho.$$  \hspace{1cm} (4.30)

As

$$\frac{\chi(X_4)}{24} - \frac{\chi(\tilde{X}_4)}{24} = 9 \int_{B_3} \bar{K}^3,$$  \hspace{1cm} (4.31)

it must be that

$$-\frac{1}{2} \int_{\tilde{X}_4} \tilde{G}_\rho \wedge \tilde{G}_\rho + \int_{B_3} K \cdot [\rho] \cdot (6\bar{K} - [\rho]) = +9 \int_{B_3} \bar{K}^3.$$  \hspace{1cm} (4.32)

Hence the tadpole contribution of the remaining flux on the resolved fourfold $\tilde{X}_4$ can be written as

$$\tilde{Q}_\rho = \int_{B_3} K \cdot ([\rho] - 3\bar{K}) \cdot ([\rho] - 3\bar{K}).$$  \hspace{1cm} (4.33)

### 4.2.1 A small resolution

Let us now explicitly resolve the singularity discussed in the previous segment. The singularity of the hypersurface (4.28) has the structure of a conifold singularity fibered over the curve

$$C : \{Y_- = 0\} \cap \{Y_+ = 0\} \cap \{X = 0\} \cap \{Q = 0\} \subset X_5.$$  \hspace{1cm} (4.34)

Going back to the definitions of these quantities in (2.4), one sees that this curve can be equivalently described by

$$C : \{y = 0\} \cap \{a_3 = 0\} \cap \{X = 0\} \cap \{b_4 = 0\} \subset X_5.$$  \hspace{1cm} (4.35)

In order to define the flux and perform a computation of the induced $D3$-tadpole, we need to appropriately resolve this singularity. We could do this via a blow-up, however, it is more natural to perform a small resolution by tagging a $\mathbb{P}^1$ with homogeneous coordinates $[\lambda_1 : \lambda_2]$ to the ambient fivefold, resulting in an ambient sixfold $X_6$ described in (2) and imposing

$$\tilde{X}_4 : \ Y_- \lambda_2 = Q \lambda_1 \cap \ Y_+ \lambda_1 = X \lambda_2 \subset X_6.$$  \hspace{1cm} (4.36)
In \cite{82}, the necessity for small resolutions in F-theory was stressed. Hence our resolved fourfold \( \tilde{X}_4 \) is given by two equations in an ambient sixfold \( X_6 \). The divisor classes of the different homogeneous coordinate used in the construction of \( X_6 \) are

\[
\begin{align*}
[Y_\pm] &= 3F \\
[X] &= 2F \\
[z] &= F + K \\
[\lambda_1] &= H \\
[\lambda_2] &= F + H .
\end{align*}
\]

We have collected this information in table 2.

| \( x \) | \( y \) | \( z \) | \( \lambda_1 \) | \( \lambda_2 \) |
|---|---|---|---|---|
| 0 | 0 | 0 | 0 | 0 |
| 2 | 3 | 1 | 1 | 0 |
| 0 | 0 | 1 | 1 |

Table 2: The rows indicate the projective weights of the coordinates under the two toric \( \mathbb{C}^* \) actions for the \( X_6 \) space, and the transitions functions w.r.t. patches on the base. \( K \) denotes the canonical bundle of \( B_3 \).

The exceptional sets and the SR-ideal are given by

\[
\begin{align*}
\{ y = x = z = 0 \} &\leftrightarrow F^2 \cdot (F + K) = 0 \\
\{ \lambda_1 = \lambda_2 = 0 \} &\leftrightarrow H \cdot (F + H) = 0 .
\end{align*}
\]

The fourfold \( \tilde{X}_4 \) inside \( X_6 \) is given as \((4F + H)(3F + H) = 6F(2F + H)\). On \( \tilde{X}_4 \), the first relation becomes

\[
F(F + K) = 0 .
\]

The standard section of the Weierstrass model at \( z = 0 \) is still present and sits at \( y = X = \lambda_1 = \lambda_2 = 1 \). Furthermore, there is now a second section at \( \lambda_1 = X = Y_\pm = 0 \). Such models should be related to elliptic fibrations of \( E_7 \) type, which generically have a second section \cite{72,77}. In \cite{67}, the appearance of a fibration of \( E_7 \) type was shown by blowing up the singular fourfold. It would be interesting to establish a similar result also for the small resolution considered here.

### 4.2.2 The flux after the transition

We now want to see how to construct a four-form flux with one leg in the fiber in the case of \( \tilde{X}_4 \). We can consider cycles given by

\[
\sigma_\alpha = \{ \lambda_1 = 0 \} \cap \{ Y_\pm = 0 \} \cap \{ X = 0 \} \cap \{ \alpha = 0 \} \subset X_6 .
\]

This is the intersection of the new section of the elliptic fibration with the locus \( \alpha = 0 \).

First, we demand that the corresponding flux have a vanishing intersection with any two divisors of the base. As before we have

\[
\int_{\tilde{X}_4} D_i \cdot D_j \cdot \sigma_\alpha = \int_{B_3} D_i \cdot D_j \cdot [\alpha] .
\]

Furthermore, we want the flux to be orthogonal to the \( z = 0 \) section. We still have

\[
\sigma_\alpha \cdot (F + K) = 0 ,
\]
as \( x = y = z = 0 \) is part of the exceptional set.

As before, we can cancel the term arising in (4.41) by subtracting \([\alpha]\) times \( F \):
\[
\gamma_\alpha = \sigma_\alpha - F \cdot [\alpha],
\]
(4.43)
because
\[
\int_{\tilde{X}_4} F \cdot [\alpha] \cdot D_i \cdot D_j = (F + K) \cdot [\alpha] \cdot D_i \cdot D_j = \int_{B_3} [\alpha] \cdot D_i \cdot D_j,
\]
(4.44)
where we have used the section of the elliptic fibration to restrict the integral to the base.

Furthermore,
\[
F \cdot [\alpha] \cdot (F + K) = 0
\]
(4.45)
holds inside \( \tilde{X}_4 \), so that \( \gamma_\alpha \) fulfills both requirements (4.41), (4.42). Note that even though \( \gamma_\rho \) was trivial in the ambient space \( X_5 \), \( \gamma_\alpha \) is non-trivial in the ambient space \( X_6 \).

Let us now compute the tadpole of a flux \( G_\alpha = \gamma_\alpha \) on \( \tilde{X}_4 \). First note that
\[
\sigma_\alpha \cdot (F + K) = 0.
\]
(4.46)
This equation is obtained as before: \( F + K \) forces \( z = 0 \), whereas \( \sigma_\alpha \) is along \( z = 1 \). As we also have \( G_\alpha \cdot D_i \cdot D_j = 0 \), it again follows that
\[
G_\alpha \cdot F = 0.
\]
Proceeding as before, we find
\[
Q_\alpha = -\frac{1}{2} \int_{\tilde{X}_4} G_\alpha \wedge G_\alpha = -\frac{1}{2} \int_{\tilde{X}_4} G_\alpha \wedge \sigma_\alpha
\]
\[
= -\frac{1}{2} \int_{\tilde{X}_4} (\sigma_\alpha \wedge \sigma_\alpha - \sigma_\alpha \cdot F \cdot [\alpha])
\]
\[
= -\frac{1}{2} \int_{\tilde{X}_4} \sigma_\alpha \wedge \sigma_\alpha + \frac{1}{2} \int_{B_3} K \cdot [\alpha]^2.
\]
(4.47)

To compute the self-intersection of \( \sigma_\alpha \) inside \( \tilde{X}_4 \), we note (as before) that
\[
\int_{\tilde{X}_4} \sigma_\alpha \wedge \sigma_\alpha = \int_{\sigma_\alpha} c_2(N_{\sigma_\alpha \subset \tilde{X}_4}).
\]
(4.48)
We can compute the second Chern class of the normal bundle of \( \sigma_\alpha \) by using \( N_{\tilde{X}_4 \subset X_6} = (4F + H) \oplus (3F + H) \), \( N_{\sigma_\alpha \subset X_6} = 2F \oplus 3F \oplus [\alpha] \oplus H \) and
\[
c(N_{\sigma_\alpha \subset \tilde{X}_4}) = c(N_{\sigma_\alpha \subset X_6})/c(N_{\tilde{X}_4 \subset X_6})
\]
(4.49)
which yields
\[
\frac{c(N_{\sigma_\alpha \subset \tilde{X}_4})^2}{c(N_{\sigma_\alpha \subset\tilde{X}_4})} = 8F^2 + 9F \cdot H + H^2 - 2F \cdot \alpha - H \cdot \alpha
\]
(4.50)
Hence
\[
\int_{\sigma_\alpha} c_2(N_{\sigma_\alpha \subset \tilde{X}_4}) = \int_{X_6} 6F^2 \cdot H \cdot [\alpha] \cdot c_2(N_{\sigma_\alpha \subset \tilde{X}_4})
\]
\[
= -\int_{X_6} 6F^2 \cdot H \cdot [\alpha] \cdot K \cdot [\alpha]
\]
\[
= -\int_{B_3} [\alpha]^2 K,
\]
(4.51)
where we have repeatedly used Poincaré duality and the relations coming from the SR-ideal.

Putting everything together, and using $\tilde{K} = c_1(B_3)$,

$$Q_\alpha = -\frac{1}{2} \int_{X_4} \sigma_\alpha \wedge \sigma_\alpha + \frac{1}{2} \int_{B_3} \tilde{K} \cdot [\alpha]^2 = \int_{B_3} c_1(B_3) \cdot [\alpha]^2. \quad (4.52)$$

Looking back at (4.33), we conclude that after the transition to intersection branes, (4.28), a flux $G_\rho$ on $X_4$ is replaced by a flux $G_\alpha$ on $\tilde{X}_4$ as in (4.43), with $[\alpha] = [\rho] - 3\tilde{K}$. We will confirm this result from the perspective of type IIB string theory in section 5.2.

4.3 Chirality

As two-form fluxes on branes can induce chirality, and the flux $G_4$ that we have constructed is related to such fluxes, we expect it to also induce chirality. In F-theory, matter resides at the intersections of branes, the so-called matter curves. Over these curves, the ADE singularity sitting over a 7-brane is enhanced. This enhancement is related to extra vanishing $\mathbb{P}^1$s over the matter curve. They extend the Dynkin diagram of the ADE gauge group on the 7-brane, which allows to determine the representation of matter that sits on the matter curve.

If we fiber the vanishing $\mathbb{P}^1$s responsible for charged matter over their matter curves $C_i$, we obtain four-cycles $\hat{C}_i$ of $X_4$. It hence seems natural that the chirality can be obtained as the integral of $G_4$ over these curves [3, 6]. In this section, we will test this idea by explicitly computing the integral of our proposed fluxes,

$$I = \int_{\hat{C}_i} G_4, \quad (4.53)$$

after appropriately resolving the matter curves.

4.3.1 A simple example

The simplest situation in which a matter curve arises is the configuration considered in section 4.2. In the base, the matter curve is simply given by $a_3 = b_4 = 0$. The corresponding four-cycle $\hat{C}$ is the fibration of the $\mathbb{P}^1$ introduced in (4.36) over this curve. It is given by $a_3 = b_4 = X = y = 0$ in the ambient sixfold $X_6$ introduced in section 4.2.1.

Let us hence consider a flux $G_4 = \gamma_\alpha$ as before and compute the intersection number

$$\int_{\hat{C}} \gamma_\alpha = \int_{\hat{C}} (\sigma_\alpha - F \cdot [\alpha]). \quad (4.54)$$

We first consider the second term. Since $xyz$ is in the SR-ideal of $X_5$, the intersection of $\hat{C}$ with $z = 0$ is empty. Hence, $\hat{C} \cdot (F + K) = 0$, so that the second term is equal to $\int_{X_4} \hat{C} \cdot [\alpha] \cdot K$. Since this involves intersecting four polynomials that depend on $B_3$ only, this intersection must be empty. As both the cycle $\sigma_\alpha$, (4.40), and the curve $\hat{C}$, lie within the section over $Y_- = X = 0$, we find

$$\int_{\hat{C}} G_\alpha = \sigma_\alpha \cdot \hat{C} = 12 \int_{B_3} c_1(B_3)^2 \cdot [\alpha]. \quad (4.55)$$

In the presence of such $G_4$ flux, we claim that this is the chirality index that counts the massless M2-brane states wrapped on the $\mathbb{P}^1$ hovering over $C$. We will validate this result in the weak coupling limit by performing the corresponding computation in the IIB picture in section 5.2.
4.4 Non-abelian singularities, fluxes and chirality

4.4.1 \( Sp(1) \) singularity

As a further example, we consider the Weierstrass equation in the case of an \( Sp(1) \) singularity along the locus \( P = 0 \) in the base. Hence, the discriminant factorizes into an \( Sp(1) \)-brane locus, and a remaining \( I_1 \)-locus. This means that the polynomials \( a_3, a_4, a_6, \) and correspondingly \( b_4 \) and \( b_6, \) factorize in the following way:

\[
a_3 = a_{3,1} \cdot P \quad a_4 = a_{4,1} \cdot P \quad a_6 = a_{6,2} \cdot P^2 \quad b_4 = b_{4,1} \cdot P \quad b_6 = b_{6,2} \cdot P^2. \tag{4.56}
\]

We will put the further constraint \( a_{6,2} = \rho \tau \) on the complex structure in order to define a four-form flux as in the previous sections.

To resolve the singularity over \( P = 0, \) we follow \[83\] and introduce a new coordinate \( s \) and a new equation \( s = P. \) Then the singular fourfold \( X_4 \) is given by the two equations:

\[
\begin{align*}
Y_+ Y_- - X Q - s^2 \rho \tau z^6 &= 0 \\
\text{s = P}
\end{align*}
\tag{4.57}
\]

with

\[
Y_\pm = y \pm \frac{1}{2} z^3 a_{3,1} s
\]

\[
X = x - \frac{1}{12} z^2 b_2
\]

\[
Q = \frac{1}{4} z^2 b_2 + \frac{1}{2} z^4 b_{4,1} s.
\tag{4.58}
\]

The resolved fourfold \( \hat{X}_4 \) is then given by the two equation

\[
\begin{align*}
Y_+ Y_- - X Q_v - s^2 \rho \tau z^6 &= 0 \\
\text{s v = P}
\end{align*}
\tag{4.59}
\]

in an ambient sixfold \( X_6. \) Note that homogeneity of the equations enforces that the definition of \( Q \) is now changed to \( Q_v = X(v X + \frac{1}{4} z^2 b_2) + \frac{1}{2} b_{4,1} s z^4. \) The new exceptional divisor is \( E : v = 0. \) The coordinates \( x, y, z, s, v \) belong to \( F^2 \otimes [E]^{-1}, F^3 \otimes [E]^{-1}, F \otimes K, [P] \otimes [E]^{-1}, [E], \) which is summarized in the table below.

| x | y | z | s | v |
|---|---|---|---|---|
| 0 | 0 | K | | |
| 2 | 3 | 1 | 0 | 0 |
| -1 | -1 | 0 | -1 | 1 |

The SR-ideal of the resolved ambient six-fold is

\[
\{xyz, Xys, vz\}. \tag{4.60}
\]

\[5 \text{ Though } Sp(1) \cong SU(2), \text{ we will distinguish between an } Sp(1) \text{ and an } SU(2) \text{ singularity, meaning with the first a non-split } SU(2) \text{ and with the second a split one.} \]
From the SR-ideal we see that the following relations hold:

\[ F^2(F + \bar{K}) = 0, \quad (E - [P])(3F - E)(2F - E), \quad E(F + K) = 0. \tag{4.61} \]

In particular, we note that on \( B_3 \) we have \( F = \bar{K} \) and \( E = [P] \).

Let us now see what are the possible holomorphic four-cycles that we can have on the resolved fourfold. First, we have a cycle like in the smooth case:

\[ \gamma_\rho = \sigma_\rho - |\rho| \left( F - \frac{E}{2} \right) [\hat{X}_4] \tag{4.62} \]

where

\[ \sigma_\rho = \{ \rho = 0, Y_+ = 0, X = 0, vs = P \} |_{X_6} \subset \hat{X}_4. \tag{4.63} \]

We have chosen the subtraction such that the flux is trivial in the ambient space, while it is non-trivial on the fourfold. This choice is motivated by the observation that this naturally happens for the corresponding configuration without an \( Sp(1) \) stack. One can check that \( \gamma_\rho \) is zero when \( \rho \) has maximal degree or is a constant.

Let us compute the tadpole of a flux \( G^{(I_1)}_4 = \gamma_\rho \):

\[ -\frac{1}{2} \int_{\hat{X}_4} G_4^{(I_1)} \wedge G_4^{(I_1)} = -\frac{1}{2} \int_{\hat{X}_4} \sigma_\rho \cdot \sigma_\rho - \frac{1}{2} \int_{\hat{X}_4} \sigma_\rho \cdot |\rho| \left( F - \frac{E}{2} \right) [\hat{X}_4]. \tag{4.64} \]

We compute the second piece first:

\[ -\frac{1}{2} \int_{\hat{X}_4} \sigma_\rho \cdot |\rho| \left( F - \frac{E}{2} \right) [\hat{X}_4] = -\frac{1}{2} \int_{B_3} |\rho|^2 \left( \bar{K} - \frac{P}{2} \right). \tag{4.65} \]

The first piece in (4.61) is computed with the trick of normal bundles, i.e.

\[ -\frac{1}{2} \int_{\hat{X}_4} \sigma_\rho \cdot \sigma_\rho = -\frac{1}{2} \int_{\sigma_\rho} c_2(N_{\sigma_\rho \subset \hat{X}_4}), \tag{4.66} \]

where the normal bundle is determined by the following exact sequence

\[ 0 \rightarrow N_{\sigma_\rho \subset \hat{X}_4} \rightarrow N_{\sigma_\rho \subset X_6} \rightarrow N_{\hat{X}_4 \subset X_6} \rightarrow 0. \tag{4.67} \]

We find that:

\[ c(N_{\sigma_\rho \subset \hat{X}_4}) = \frac{c(N_{\sigma_\rho \subset X_6})}{c(N_{\hat{X}_4 \subset X_6})} = 1 + \{|[\rho] - F\} + \{12F^2 - 7EF + E^2 - |\rho|F\}, \tag{4.68} \]

consequently

\[ -\frac{1}{2} \int_{\hat{X}_4} \sigma_\rho \cdot \sigma_\rho = -\frac{1}{2} \int_{B_3} |\rho| \left( 12\bar{K}^2 - 7[P]K + [P]^2 - |\rho|\bar{K} \right). \tag{4.69} \]

Putting everything together:

\[ -\frac{1}{2} \int_{\hat{X}_4} G_4^{(I_1)} \wedge G_4^{(I_1)} = \int_{B_3} ([\rho]K - \frac{1}{4}[\rho][P] - \frac{1}{2}[P]^2 + \frac{7}{2}[P]K - 6\bar{K}^2) \]

\[ = -\int_{B_3} (c_1(B_3) - \frac{1}{4}[P]) \cdot |\rho| \cdot (6c_1(B_3) - 2[P] - |\rho|), \tag{4.70} \]
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where we have substituted $\bar{K} = c_1(B_3)$. Note that for $[P] = 0$ we get the result of the previous section.

As we have resolved the $Sp(1)$ singularity over $P = 0$, we should be able to construct a four-form flux which corresponds to a flux in the Cartan. This flux has the form:

$$G_4^{(Sp)} = \frac{1}{2} E \wedge [q] \quad (4.71)$$

where $[q]$ is the divisor $q = 0$ for some polynomial $q$ of the base. This flux is integral if $[q]$ is even and half-integral otherwise. The cancellation of the Witten anomaly,

$$G_4 + \frac{c_2(X_4)}{2} \in H^4(\hat{X}_4, \mathbb{Z}), \quad (4.72)$$

can enforce the introduction of this flux, i.e. it determines if $q$ is odd or even. In [83], it was shown that any smooth elliptically fibered CY fourfold with a Weierstrass representation has an even $c_2$. It was also argued there that this implies that any odd contribution to $c_2$ must come from holomorphic submanifolds that do not survive the blow down map of the resolution of a singularity.

The flux $G_4^{(Sp)}$ is Poincaré invariant: Its orthogonality to the section $z = 0$ is implied by the SR-ideal, i.e. $E(F + K) = 0$. The intersection of $G_4^{(Sp)}$ with $D_i \cdot D_j$ is zero for the following reason: The divisor $E$ is a $\mathbb{P}^1$ fibration over a four-cycle on the base; the wedge product $[q] \wedge D_i \wedge D_j$ is Poincaré dual to the fiber on some point on the base that in general will not belong to the base of $E$. Hence the generic intersection is empty.

Let us compute the $D3$-charge of this flux:

$$-\frac{1}{2} \int_{X_4} G_4^{(Sp)} \wedge G_4^{(Sp)} = -\frac{1}{2} \int_{X_4} \frac{1}{2} E^2 [q]^2 = \int_{B_3} [P] \left( \frac{[q]}{2} \right)^2. \quad (4.73)$$

The flux $G_4^{(Sp)}$ is orthogonal to $G_4^{(I_1)}$, i.e. $\int_{X_4} G_4^{(Sp)} \wedge G_4^{(I_1)} = 0$. Hence the total tadpole is the sum of the two.

The resolution we made creates a new four-cycle which is a fibration over the curve where the $Sp(1)$-brane intersects the remaining component of the discriminant locus. This four-cycle is given by two equations in $\hat{X}_4$ (see appendix C for details):

$$\hat{C} : \quad \{ v = 0 \} \cap \{ b_{4,1}^2 - b_2(a_{3,1}^2 + 4\rho \tau) = 0 \}. \quad (4.74)$$

The second equation is a section of $\bar{K}^8[P]^{-2}$.

We claim that the number of 4D chiral states coming from the intersection of the $Sp(1)$ surface with the remaining brane is the integral of the four-form flux over the four-cycle $\hat{C}$. Indeed, this four-cycle arises, after resolution, at the locus where the singularity enhances.
If we integrate the flux $G_4^{(I_1)}$ on $\hat{C}$, we will get zero, as $\hat{C}$ coincides with its pushforward to the ambient space $X_6$. Hence the integral of $G_4 = G_4^{(I_1)} + G_4^{(Sp)}$ on $\hat{C}$ is equal to the integral of $G_4^{(Sp)}$: 

$$
\int_{\hat{C}} G_4 = \int_{\hat{C}} G_4^{(Sp)} = \frac{1}{2} \int_{X_4} E^2[q] \left[ b_{4,1}^2 + b_2(4\rho \tau - a_{3,1}^2) \right]
$$

$$
= - \int_{B_3} [P] \cdot [q] \cdot (8c_1(B_3) - 2[P]) ,
$$

where we have used that $[\hat{X}_4] \cdot E^2 = -2[P] \cdot [B_3]$.  

Let us finally propose a formula for computing the bulk chiral matter, which is the matter living on the $Sp(1)$-brane at $P = 0$: 

$$
\int_E G_4 \wedge (c_1(E) - 2\bar{K})
$$

in analogy with the type IIB formula 

$$
\frac{1}{2} \left( \langle \Gamma', \Gamma \rangle + \frac{1}{2} \langle \Gamma_{O7}, \Gamma \rangle \right) = - \int_{[D7]} F \cdot (c_1([D7]) + \bar{K}) .
$$

$E$ is the exceptional divisor that is a $\mathbb{P}^1$ fibration over the surface wrapped by the $Sp(1)$ brane. In our case: 

$$
\int_E G_4 \wedge (c_1(E) - 2\bar{K}) = - \int_{X_4} G_4^{(Sp)}(E^2 + 2\bar{K}) = \int_{B_3} [P][P]([P] - \bar{K}) .
$$

In the weak coupling limit, the results of this section are confirmed from the type IIB perspective in section 5.3.  

4.4.2 $Sp(1)$ in a $U(1)$ restricted model

Let us consider the same situation as in the last section and make a deformation such that $\rho \equiv 0 \equiv \tau$. This fourfold has an $Sp(1)$ singularity along the surface $S$: $X = y = P = 0$ and an additional $SU(2)$ singularity along the curve $C$: $X = y = a_{3,1} = b_{4,1} = 0$.  

Let us resolve the fourfold along the $Sp(1)$ singularity like in Section 4.4.1. It is then described by the equations: 

$$
\begin{cases}
Y_+ Y_- - X Q_v = 0 \\
s v = P
\end{cases}
$$

(4.78)

with $X, Y_\pm$ like in (4.58) and $Q_v = X(\nu X + \frac{1}{2}b_2 z^2) + \frac{1}{2}b_{4,1} z^4 s$. The new exceptional divisor is $E : v = 0$. The coordinates $x, y, z, s, v$ belong to $F^2 \otimes [E]^{-1}, F^3 \otimes [E]^{-1}, F \otimes K, [P] \otimes [E]^{-1}$, $[E]$. 

6If we try to make a small resolution to cure the singularity on the curve $C$ (in the same way we did in section 4.2.1) we also resolve the singularity along the surface $S$. One can look for remaining singularities on this resolved fourfold. Indeed, there is a singularity along the curve $X = y = P = b_{4,1} \lambda_1 - a_{3,1} \lambda_2 = \lambda_2^2 - b_2 \lambda_1^2 = 0$. 
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One can see that the resolved fourfold still has a singularity along the curve \( X = y = a_{3,1} = b_{4,1} = 0 \), which we cure with a small resolution. The resulting fourfold \( \tilde{X}_4 \) is given by

\[
\begin{cases}
Q_2 \lambda_1 = Y_- \lambda_2 \\
X \lambda_2 = Y_+ \lambda_1 \\
v s = P
\end{cases}
\]

where \( \lambda_1, \lambda_2 \) are coordinates on a \( \mathbb{P}^1 \). Their divisor classes are \([\lambda_1] = H\) and \([\lambda_2] = H + F\). These satisfy \( H(H + K) = 0 \).

We have summarized the divisor classes of the toric coordinates in the table below.

| \( x \) | \( y \) | \( z \) | \( s \) | \( v \) | \( \lambda_1 \) | \( \lambda_2 \) |
|---|---|---|---|---|---|---|
| 0 | 0 | 0 | \( K \) | \( [P] \) | 0 | 0 |
| 2 | 3 | 1 | 0 | 0 | 0 | 1 |
| -1 | -1 | 0 | -1 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 |

Let us see what are the possible holomorphic four-form fluxes that we can have on this resolved fourfold. First, we can have an algebraic four-cycle as before

\[
\gamma_\alpha = \sigma_\alpha - [\alpha](F - \frac{1}{2}E)[\tilde{X}_4]
\]

where

\[
\sigma_\alpha = \{ \alpha = 0, Y_- = 0, X = 0, \lambda_1 = 0, vs = P \} .
\]

The four-form substraction is chosen such that the corresponding flux \( G_{4}^{(I_1)} \) is Poincaré invariant and orthogonal to all fluxes of the type \( G_{4}^{(Sp)} \) (see below).

The form \( \gamma_\alpha \) is not trivial in \( X_7 \), although it is Poincaré invariant. Its homology class in \( X_7 \) is:

\[
\gamma_\alpha = [\alpha] (H - (F - \frac{1}{2}E)) [\tilde{X}_4] .
\]

Moreover, when we compute the tadpole of this flux (using again the normal bundle trick), we find that

\[
-\frac{1}{2} \int G_{4}^{(I_1)} \wedge G_{4}^{(I_1)} = \int_{B_3} [\alpha]^2 \cdot \left( K - \frac{[P]}{4} \right) = \int_{B_3} [\alpha]^2 \cdot \left( c_1(B_3) - \frac{[P]}{4} \right) .
\]

Again, we can have a flux in the Cartan of \( Sp(1) \):

\[
G_{4}^{(Sp)} = \frac{1}{2}E \wedge [q] .
\]

This flux induces the same tadpole as before, \((4.73)\).

In this setup we have several intersections between brane-loci: There is the intersection between the \( Sp(1) \) locus and the remaining 7-brane, as well as the intersection of the remaining 7-brane with itself. This last curve produces a four-cycle as before:

\[
\tilde{C}_1 : \{ X = 0, y = 0, b_{4,1} = 0, a_{3,1} = 0, vs = P \} \text{ in } X_7 .
\]
On the other hand, the four-cycle coming from the resolution of the singularity over the curve $C_2 : \{ P = b_{4,1}^2 - b_2 a_{3,1}^2 = 0 \}$ is the sum of two four-cycles, as explained in appendix C. This sum is given by

$$\hat{C}_2 : \{ v = 0, b_{4,1}^2 - b_2 a_{3,1}^2 = 0 \} \text{ in } \tilde{X}_4 . \quad (4.86)$$

It appears as two $\mathbb{P}^1$s on top of the curve $C_2$. Thinking in terms of the weak coupling limit, we can gain some intuition about the meaning of the different $\mathbb{P}^1$s of the resolution. Let us denote the two 7-branes of the $Sp(1)$ stack by $S$ and $S'$ and the remaining ‘$U(1)$-restricted’ 7-branes by $D_1$. One $\mathbb{P}^1$ gives M2-branes associated with strings $D_1 \rightarrow S$, while the other $\mathbb{P}^1$ is the one wrapped by M2-branes associated with strings $S' \rightarrow D_1$. There exist two different four-cycles that are the fibration of only one of these $\mathbb{P}^1$s over the curve $C_2$. The four-cycle $\hat{C}_2$ is the sum of them.

Even though we can describe the sum of those two $\mathbb{P}^1$s as an algebraic cycle, we cannot see them independently in an algebraic way. We can achieve this, however, by constructing an auxiliary fourfold: We introduce a new coordinate $\xi$ living in $\bar{K}$, and a new equation $\xi^2 = b_2$.

The auxiliary fourfold (which is no longer a CY), is a double cover of the CY fourfold given by the equations:

$$\tilde{Y}_4 : \begin{cases} \left( X(v + \frac{1}{2} \xi^2 z^2) + \frac{1}{2} b_{4,1} s z^4 - Y_m \right) \left( \begin{array}{c} \lambda_1 \\ \lambda_2 \end{array} \right) = \left( \begin{array}{c} 0 \\ 0 \end{array} \right) \\ v s = P \\ \xi^2 = b_2 \end{cases} \quad (4.87)$$

embedded in an ambient eightfold $X_8$. In $X_8$, the equation defining the curve $C_2$ factorizes:

$$C_2 \rightarrow C_{2,+} \cup C_{2,-} \quad \text{where} \quad C_{2,\pm} : \{ P = 0, b_{4,1} = \pm \xi a_{3,1} \} . \quad (4.88)$$

In this double cover $\tilde{Y}_4$, the ‘$U(1)$-restricted’ $I_1$ brane on $D_1$ lifts to two branches:

$$D \cup D' \rightarrow D_1 . \quad (4.89)$$

From the IIB perspective, these can be thought of as the brane and its orientifold image. The situation is summarized in figure

Consider the locus $\{ v = 0, b_{4,1} = \xi a_{3,1} \}$: The determinant of the $2 \times 2$ matrix in (4.87) factorizes:

$$\det \left( \begin{array}{cc} 1 & \xi^2 z^2 X + \xi b_{4,1} s z^4 - y + \frac{1}{2} a_{3,1} s z^3 \\ -y - \frac{1}{2} a_{3,1} s z^3 \end{array} \right) = (y - Y_{2,+}) (y + Y_{2,+}) \quad (4.90)$$

where $Y_{2,+} = \frac{1}{2} a_{3,1} s z^3 + \frac{1}{2} \xi z X$. On each of the two branches, the two lines of the matrix become dependent and only give one more relation. Hence we get the following two four-cycles in $X_8$ (that belong to $\tilde{Y}_4$):

$$\hat{C}^{(D \rightarrow S)}_{2,+} = \{ v = 0, b_{4,1} = \xi a_{3,1}, y = Y_{2,+}, X \lambda_2 = (\frac{1}{2} \xi z X + 2 \xi \psi s) \lambda_1, vs = P, \xi^2 = b_2 \} \quad (4.91)$$

$$\hat{C}^{(S' \rightarrow D)}_{2,+} = \{ v = 0, b_{4,1} = \xi a_{3,1}, y = -Y_{2,+}, \lambda_2 = -\xi z \lambda_1, vs = P, \xi^2 = b_2 \} .$$

\footnote{From the weak coupling limit, it is clear what this means: We construct the double cover of the base space, branched over the location of the $O(2)$-plane. As we have chosen $b_{6,2}$ to be a square, this means that $\Delta_{12,2}$ describes a brane and its image (under the corresponding involution) which are separate surfaces in the double cover.}
It is crucial that these two four-cycles are in different homology classes.

Let us integrate $\sigma_\alpha$ over the two four-cycles:

$$\int_{C_2^{(D\rightarrow S)}} [\alpha] y [X] \lambda [b_{4,1} - \xi a_{3,1}] [v s - P] [\xi^2 - b_2] = \int_{X_3} [\alpha] b_{4,1} - \xi a_{3,1} [P]$$

$$= \int_{X_3} [\alpha] (4K - [P]) [P]. \quad (4.92)$$

Where we have used that $X = 0$, $Y = 0$ and $\lambda_1 = 0$ in $\sigma_\alpha$ satisfy $X \lambda_2 = (\frac{1}{2} \xi X + 2a_{3,1}s) \lambda_1$ and $y = a_{3,1}s + \frac{1}{2} \xi X$ in $\hat{C}_1^{(D\rightarrow S)}$.

The integral on the other four-cycle vanishes:

$$\int_{C_2^{(S'\rightarrow D)}} [\alpha] = 0,$$  \hspace{1cm} (4.93)

as $\lambda_1 = 0$ in $\sigma_\alpha$ does not intersect $\lambda_2 = -\frac{1}{2} \xi \lambda_1$ in $\hat{C}_1^{(S'\rightarrow D)}$.

Let us now compute the integral of the four-form $[p] \wedge E$ over the two four-cycles under study. Here $p$ is any polynomial in $B_3$. We claim that we get the same result from the integral of this form on the two four-cycles. In fact the homology classes of the two four-cycles in $X_8$ differ by the class:

$$\hat{C}_2^{(D\rightarrow S)} - \hat{C}_2^{(S'\rightarrow D)} = [X] [y] E [b_{4,1} - \xi a_{3,1}] [v s - P] [\xi^2 - b_2]. \quad (4.94)$$

If we integrate $[p] \wedge E$ over it, we get

$$\int_{\hat{C}_2^{(D\rightarrow S)} - \hat{C}_2^{(S'\rightarrow D)}} [p] \wedge E = \int_{X_8} [X] [y] E [P] [b_{4,1} - \xi a_{3,1}] [\xi^2 - b_2] = 0 \quad (4.95)$$

because we have the intersection of four divisors of $B_3$. \footnote{This is a bit subtle. In general the class $[P]$ can also contain the variables $v, s$; but when we intersect with $E[X][y]$, we are fixing the variables $v, s$ so that this class only describes a divisor in the base $B_3$.}
So we are left with the integral
\[
\int_{C_{2,+}^{(D\to S)}} G_4^{(I_1)} = \int_{C_{2,+}^{(D\to S)}} \sigma_\alpha - \int_{C_{2,+}^{(D\to S)}} s
\]
\[
= \int_{C_{2,+}^{(D\to S)}} \sigma_\alpha + \frac{1}{2} \int_{C_{2,+}^{(D\to S)}} [\alpha] E
\]
\[
= \frac{1}{2} \int_{X_3} [\alpha] (4c_1(B_3) - [P]) [P],
\]
where we used \([X] = -E + 2F\) and the fact that \(EF = E\bar{K}\).

With the help of these integrals and remembering that \(\bar{K} = c_1(B_3)\), we can compute the integral of \(G_4^{(I_1)}\) on the two four-cycles:
\[
\int_{C_{2,+}^{(D\to S)}} G_4^{(I_1)} = \int_{C_{2,+}^{(D\to S)}} \sigma_\alpha - \int_{C_{2,+}^{(D\to S)}} s
\]
\[
= \frac{1}{2} \int_{X_3} [\alpha] (4c_1(B_3) - [P]) [P].
\]

In this case we see that the number of M2-branes corresponding to strings \(D \to S\) is the same as those corresponding to strings \(D \to S'\). These states form a 2 of \(Sp(1)\). This matches with the fact that we have switched on a two-form flux only on the \(U(1)\) 7-brane. This does not break the gauge group on the \(Sp(1)\) stack. Nonetheless, it gives rise to chiral states that are charged under the \(U(1)\) and furthermore sit in a representation of the gauge group \(Sp(1)\).

If we also allow for a flux \(G_4^{(Sp)}\) as in \([4.84]\), the chiral indices receive the contribution
\[
\int_{C_{2,+}^{(D\to S)}} G_4^{(Sp)} = \int_{C_{2,+}^{(D\to S)}} G_4^{(Sp)} = \frac{1}{2} \int_{C_{2,+}^{(D\to S)}} [q] E = -\frac{1}{2} \int_{X_3} [q] (4\bar{K} - [P]) [P].
\]

Putting everything together, one realizes that a flux \(G_4 = G_4^{(I_1)} + G_4^{(Sp)}\) induces the chiralities
\[
\int_{C_{2,+}^{(D\to S)}} G_4 = \int_{X_3} \left(\frac{[\alpha]}{2} - \frac{[q]}{2}\right) (4c_1(B_3) - [P]) [P],
\]
\[
\int_{C_{2,+}^{(D\to S)}} G_4 = -\int_{X_3} \left(\frac{[\alpha]}{2} + \frac{[q]}{2}\right) (4c_1(B_3) - [P]) [P].
\]

We will see a perfect match with the perturbative type IIB formulae in section 5.4.
Finally, we note that there are two other four-cycles which come from the curve at \( v = 0 \) and \( b_4 = -\xi a_3 \). These two four-cycles are in the same homology classes as the ones studied and hence give the same result. They are mapped to the cycles already considered under the involution \( \xi \to -\xi \).

We can also consider the singlets under \( Sp(1) \) which are located at the intersection of the \( U(1) \) brane with itself. The computation of section 4.3.1 carries over to the present case, so that we find that the flux \( G_4^{(I_1)} \) gives a chiral spectrum:

\[
\int_{C_1} G_4^{(I_1)} = \int_{C_1} \sigma_\alpha = \int_{B_3} (4c_1(B_3) - [P]) \cdot (3c_1(B_3) - [P]) \cdot [\alpha].
\] (4.101)

In a GUT model, we hence expect that our flux will also generate chirality for GUT singlets.

### 4.4.3 \( SU(N) \) GUT models and chiral matter

In this section we want to give an example that is closer to the \( SU(5) \) GUT constructions in F-theory. In those models, one has a fourfold with an \( SU(5) \) singularity along a divisor \( S_{GUT} \) at \( \zeta = 0 \). Along curves in \( S_{GUT} \) the singularity can enhance to \( SU(6) \) or \( SO(10) \). On these curves new degrees of freedom arise. These loci can be seen to be the intersection between \( S_{GUT} \) with the remaining 7-brane \( I_1 \) locus. In particular, the discriminant of the Weierstrass equation is required to factorize

\[ \Delta \sim \zeta^5 \cdot p \] (4.102)

where \( p \) is a polynomial such that \( [p] + 5[\zeta] = 12\mathcal{K} \). The locus at which \( \{ \zeta = 0 \} \cap \{ p = 0 \} \) factorizes in two pieces, one with an \( SU(6) \) enhancement, over which we have matter in the 5 of \( SU(5) \), an one with \( SO(10) \) enhancement, where we have matter in the 10. If we want to preserve the GUT group, then no flux in the Cartan of the \( U(5) \) stack should be switched on.

On the other hand, if we want 4D chiral matter in the \( \bar{5} \oplus 10 \), then a flux must be switched on either along the diagonal \( U(1) \) of the \( U(5) \) (as in \([66]\)) or along the \( U(1) \) of the \( U(1) \)-restricted \( I_1 \)-locus. We proceed with the second approach and we switch on a flux of kind \( G_4^{(I_1)} \).

We now describe a simplified example: We consider a split \( SU(2) \) singularity along a divisor \( P = 0 \), instead of a split \( SU(5) \). This case is realized when the sections \( a_i \) factorize in the following way:

\[
a_2 = P \cdot a_{2,1}, \quad a_3 = P \cdot a_{3,1}, \quad a_4 = P \cdot a_{4,1}, \quad a_6 = P^2 \cdot a_{6,2}.
\] (4.103)

With respect to the \( Sp(1) \) case we now also have factorized \( a_2 \). This leads to a non-generic form of \( b_2 \):

\[
b_2 = a_1^2 + 4a_{2,1} \cdot P.
\] (4.104)

The discriminant of the Weierstrass equation is factorized as \( \Delta = P^2(b_{4,1}^2 - b_2a_{3,1}^2) \).

Let us put \( a_{6,2} \equiv 0 \). On the intersection with the locus \( P = 0 \), \( b_{4,1}^2 - b_2a_{3,1}^2 \), factorizes to \( (b_{4,1} - a_1a_{3,1})(b_{4,1} + a_1a_{3,1}) \). This means that the matter curve \( C_2 \) splits into two curves in \( B_3 \): \( C_2 = C_{2,+} \cup C_{2,-} \). Correspondingly we expect two separate \( 2s \) of \( SU(2) \).

We can go further, following the \( Sp(1) \) case, and resolve the singularities by one resolution
along $P = 0$ and one small resolution on the surviving singularity. We end up with the equations:

$$\hat{X}_4^s: \left\{ \begin{pmatrix} X(vX + \frac{1}{4}(a_1^2 + 4a_{2,1}s v)z^2) + \frac{1}{2}b_{4,1}s z^4 & -Y_+ \\ -Y_+ & X \end{pmatrix} \lambda_1 \lambda_2 = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \right\} \subset \mathbb{C}^7.$$

Consider the locus \{v = 0, b_{4,1} = a_1 a_{3,1}\}: The determinant of the $2 \times 2$ matrix in (4.105) factorizes:

$$\det \left( \begin{pmatrix} \frac{1}{4}a_1^2 z^2 X & -y + \frac{1}{2}a_{3,1}s z^3 \\ -y - \frac{1}{2}a_{3,1}s z^3 & X \end{pmatrix} \right) = (y - \Sigma_{2,+}^s) (y + \Sigma_{2,+}^s) \tag{4.106}$$

where $\Sigma_{2,+} = \frac{1}{2}a_{3,1}s z^3 + \frac{1}{2}a_1 z X$. On each of the two branches, the two lines of the matrix become dependent and then give only one more relation. Hence we get the following two four-cycles in $\mathbb{C}^7$ which are also inside $\hat{X}_4^s$:

$$\hat{C}^{(D \to S_1)}_{2,+} = \{ v = 0, b_{4,1} = a_1 a_{3,1}, y = \Sigma_{2,+}^s, \lambda_2 = (\frac{1}{2}a_1 z X + 2z^3 a_{3,1}s) \lambda_1, vs = P, \} ,$$

$$\hat{C}^{(D \to S_2)}_{2,+} = \{ v = 0, b_{4,1} = a_1 a_{3,1}, y = -\Sigma_{2,+}^s, \lambda_2 = -\frac{1}{2}a_1 z \lambda_1, vs = P, \} . \tag{4.107}$$

These two four-cycles are in different homology classes. Let us explain their origin. On top of the curve $C_{2,+}$ of the base $B_2$ the fiber develops two $\mathbb{P}^1$s after the resolution. The states that make up $2$ of $SU(2)$ come from M2-branes wrapped on these $\mathbb{P}^1$s. If we fiber the two $\mathbb{P}^1$s separately over $C_{2,+}$, we get the two different four-cycles in (4.107). We have denoted the branches of the resolved $SU(2)$ singularity by $S_1$ and $S_2$ and the remaining brane by $D$.

We claim that the orientation of the M2-branes in a $2$ are oriented in an opposite way. To count the number of $2$'s given by a flux on the curve $C_{2,+}$, we can either integrate $G_4^{(I_1)}$ on $\hat{C}^{(D \to S_1)}_{2,+}$ or $-\hat{C}^{(D \to S_2)}_{2,+}$, as the two integrals give the same result.

We find

$$\int_{\hat{C}^{(D \to S_1)}_{2,+}} G_4^{(I_1)} = \frac{1}{2} \int_{B_2} [P] : (4 K - [P]) \cdot |\alpha| = \int_{C_{2,+}} \frac{|\alpha|}{2} \tag{4.108}$$

i.e. we integrate the flux on the brane-imagebrane system on the intersection curve.

**Orientation of the M2-branes**

Let us consider one of the curves where the $SU(2)$ singularity locus intersects the brane-imagebrane system. After the resolution, the fiber develops an extra $\mathbb{P}^1$ on top of the $SU(2)$ locus. This $\mathbb{P}^1$ separates the two singular points of the fiber that were on top of each other before the resolution, creating the singularity of the full space. The M2-brane wrapped on this $\mathbb{P}^1$ stretches between these two points and gives the degrees of freedom to construct the adjoint of $SU(2)$. On top of the matter curve, this $\mathbb{P}^1$ splits into two $\mathbb{P}^1$s:

$$S_1 \rightarrow S_2 \quad \Rightarrow \quad S_1 \rightarrow D \rightarrow S_2 \tag{4.109}$$

The arrows stand for oriented $\mathbb{P}^1$s. The M2-branes wrapping the sum of the two $\mathbb{P}^1$s are still the degrees of freedom of the adjoint of $SU(2)$. The M2-branes wrapping the separate $\mathbb{P}^1$s make
up a doublet representation of $SU(2)$. The charges of the M2-branes with respect to the Cartan of $SU(2)$ are given by the intersections with the sum of the two $\mathbb{P}^1$s (related to the gauge field coming from $C_3$ along the corresponding two-form). Hence a doublet of $SU(2)$ is made up of two complex states with opposite charges with respect to the Cartan generator. That is why a doublet is constructed from the states of an M2-brane wrapped on $\mathbb{P}^1_{S_1 \to D}$ and another M2-brane wrapped on $\mathbb{P}^1_{D \to S}^2$ with the opposite orientation.

5 The type IIB picture

In this section we want to check our F-theory results by comparing them with the ones obtained in perturbative type IIB string theory.

For compactifications of F-theory, there exists a region of the moduli space where the string coupling is weak everywhere over $B_3$. In this region, one can define a CY threefold that is a double cover of $B_3$. If this CY threefold is smooth, we can trust perturbative type IIB string theory and expect the results to match those obtained from F-theory. In the case where the CY threefold is singular, this match is more difficult (see [5]).

The weak coupling region of the CY fourfold moduli space is reached in the following way: One scales the sections $a_i$ as (see [5, 13])

\[ a_3 \to \epsilon a_3 \quad a_4 \to \epsilon a_4 \quad a_6 \to \epsilon^2 a_6 , \quad (5.1) \]

where $\epsilon$ is a complex constant that drives the weak coupling limit. With these redefinitions, the sections $b_i$ scale like

\[ b_2 \to \epsilon b_2 \quad b_4 \to \epsilon b_4 \quad b_6 \to \epsilon^2 b_6 . \quad (5.2) \]

At leading order in $\epsilon \to 0$, the string coupling $g_s = (\text{Im}\tau)^{-1}$ becomes weak everywhere (except near $b_2 = 0$), while the discriminant locus of the elliptic fibration becomes:

\[ \Delta \approx \epsilon^2 b_2^2 (b_4^2 - b_2 b_6) + \mathcal{O}(\epsilon^2) . \quad (5.3) \]

We see that the 7-brane locus factorizes in two pieces in weak coupling limit. It turns out that the monodromies of the axion-dilaton $\tau$ around the two separate loci are those of an $O7$-plane and a $D7$-brane, respectively. We can identify

\[ O7 : \quad b_2 = 0 \quad D7 : \quad b_4^2 - b_2 b_6 = 0 . \quad (5.4) \]

If the polynomials $b_i$ are generic, the $D7$-brane is one connected surface. Due to the specific structure of its defining equation (5.4), it is not a completely generic divisor [70]. Furthermore, a $D7$-brane of the form (5.4) has singular points contained in its worldvolume, around which it has the shape of the so-called Whitney umbrella [70]. We hence refer to a $D7$-brane described by an equation of the type (5.4) as a Whitney type $D7$-brane.

The weak-coupling limit of F-theory can be matched with perturbative type IIB string theory compactified on an orientifold of the CY threefold $X_3$:

\[ \xi^2 = b_2 . \quad (5.5) \]
Here, we have added a new coordinate $\xi$. The orientifold involution acts on $X_3$ by sending $\xi \mapsto -\xi$, so that $X_3$ is a double cover of $B_3$, branched over the locus $\xi = 0$. The projection map

$$\pi : X_3 \mapsto B_3$$

is 2-1 everywhere except at the branch loci (we assume that there are no $O3$-planes). We have the following relation for the Poincaré dual of the divisor class of the $O7$-plane:

$$[O7] = \pi^*(\bar{K}) = \pi^*(-c_1(B_3)) \tag{5.7}$$

To avoid cluttering our formulae, we will use the following notation:

$$[O7] = -K \in H_4(X_3; \mathbb{Z}), \quad c_1(B_3) = K, \quad \pi^*(K) = K, \quad \pi^*(c_1(B_3)) = -K \in H^2(X_3; \mathbb{Z}) \tag{5.8}$$

A suitable technique to describe such a background is based on Sen’s tachyon condensation [70, 84, 85]. The idea is to describe the fluxed $D7$-brane configuration by using a set of $D9$-branes and image anti-$D9$-branes with suitable vector bundles that eventually condense to the wanted $D7$-brane configuration.

### 5.1 Flux on a Whitney-type brane

We will now study the flux on a generic Whitney-type $D7$-brane in perturbative type IIB theory.

As explained in [70], an orientifold invariant $D7$-brane is best described as a tachyon condensate of two $D9$-branes and two anti-$D9$-branes with the following bundles on them:

$$\begin{align*}
&\begin{array}{c}
D9_1 \\
\mathcal{L}_a^{-1} \oplus \mathcal{L}_b^{-1}
\end{array} \xrightarrow{\tau} \begin{array}{c}
D9_1 \\
\mathcal{L}_a \oplus \mathcal{L}_b
\end{array} \xrightarrow{\bar{T}} \begin{array}{c}
D9_2 \\
\mathcal{L}_a \oplus \mathcal{L}_b
\end{array}
\end{align*}$$

where $\mathcal{L}_a, \mathcal{L}_b$ are holomorphic line bundles. The most general tachyon matrix respecting the orientifolding has the form:

$$T(\vec{x}, \xi) = \begin{pmatrix} 0 & \eta(\vec{x}) \\ -\eta(\vec{x}) & 0 \end{pmatrix} + \xi \begin{pmatrix} \rho(\vec{x}) & \psi(\vec{x}) \\ \psi(\vec{x}) & \tau(\vec{x}) \end{pmatrix}, \tag{5.9}$$

where $\eta, \psi, \rho, \tau$ are sections of $\mathcal{L}_a \otimes \mathcal{L}_b$, $\mathcal{L}_a \otimes \mathcal{L}_b \otimes K$, $\mathcal{L}_a^2 \otimes K$, $\mathcal{L}_b^2 \otimes K$, respectively. The $D7$-brane divisor will be given by

$$\det T = \eta^2 + \xi^2 (\rho \tau - \psi^2) = 0. \tag{5.10}$$

We see that this is the same expression as in (5.4), once we substitute the equation of the CY threefold and identify:

$$\begin{align*}
a_3 &= \frac{\psi}{2} \\
b_4 &= \frac{\eta}{2} \\
b_6 &= \frac{\psi^2 - \rho \tau}{4} \tag{5.11}
\end{align*}$$

Note that the form of $b_6$ is not generic for non-trivial $\rho$ and $\tau$. As explained in [70], this signals the presence of gauge flux on the $D7$-brane which fixes some of the brane moduli. In our construction of $G_4$ flux, a similar mechanism is at work. In order to construct the flux, we need to fix some
The class of the tadpole, one should resolve the Whitney brane, and compute its Euler characteristic. However, it turns out that the formal manipulation applied here still works.

The total charge ‘Mukai’ vector $\Gamma_{D7}$ of this system is given by the following formula:

$$\Gamma_{D7} = \Gamma_{D9_1} + \Gamma_{D9_2} - \frac{\Gamma_{D9_1}}{2} - \frac{\Gamma_{D9_2}}{2}$$

$$= \left( \text{ch}(\mathcal{L}_a) + \text{ch}(\mathcal{L}_b) - \text{ch}(\mathcal{L}_a^{-1}) - \text{ch}(\mathcal{L}_b^{-1}) \right) \left( 1 + \frac{c_2(X_3)}{24} \right)$$

$$= 2 \left( c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) \right) + \left[ \frac{1}{2} \left( c_1(\mathcal{L}_a)^3 + c_1(\mathcal{L}_b)^3 \right) + \frac{1}{17} \left( c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) \right) \cdot c_2(X_3) \right].$$

The first term gives the total $D7$-charge and the second one the total $D3$-charge, which is induced both by curvature and gauge field-strength on the $D7$. Note that all charges in the above expression refer to the physics in the double cover $X_3$. The projection to $B_3$ will hence half the charges.

Since we have only one $D7$-brane, its $D7$-charge must cancel the $D7$-charge of the $O7$-plane. The charge vector of the $O7$-plane is

$$\Gamma_{O7} = -8|O7| + \frac{\chi(|O7|)}{6} \omega,$$

where $\omega$ is the volume form on $X_3$. The cancellation of the $D7$-charge then implies

$$c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) = -4K = 4\bar{K}.$$ (5.14)

For the $D3$-charge of the Whitney brane, we can easily disentangle the curvature induced one from the flux induced one. It was argued in [70] that the $D7$-brane resulting from the tachyon condensation will have zero gauge flux whenever the bundles on the $D9$ and anti-$D9$-branes are such that either $\rho$ or $\tau$ are constants. This is equivalent to choosing $\mathcal{L}_a^2 = K^{-1}$ or $\mathcal{L}_b^2 = K^{-1}$. The class of the $D7$-brane does not change, i.e. $[D7] = 2(c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b))$ remains the same class; what changes is the difference $c_1(\mathcal{L}_a) - c_1(\mathcal{L}_b)$.

We then substitute $c_1(\mathcal{L}_a) = -\frac{1}{2}K$ (consequently $c_1(\mathcal{L}_b) = \frac{1}{2}([D7] + K)$) into the tadpole formula above:

$$Q_{D3}^f = \frac{1}{8} \int_{X_3} [D7] \cdot (3K^2 + 3K \cdot [D7] + [D7]^2 + c_2(X_3)).$$ (5.15)

We can find the flux induced tadpole by subtracting this result from that in [5.12], yielding:

$$Q_{D3}^f = \frac{1}{8} \int_{X_3} [D7] \cdot (2c_1(\mathcal{L}_a) + K) \cdot (2c_1(\mathcal{L}_a) - [D7] - K)$$

$$= -\frac{1}{8} \int_{X_3} \left( c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) \right) \cdot (2c_1(\mathcal{L}_a) + K) \cdot (2c_1(\mathcal{L}_b) + K).$$ (5.16)

\[^9\text{If } B_3 \text{ is not spin, then } K \text{ is not divisible by two. In principle, in order to compute the curvature induced tadpole, one should resolve the Whitney brane, and compute its Euler characteristic. However, it turns out that the formal manipulation applied here still works.}\]
Match with F-theory

To make the comparison with F-theory, we need to remember that the result in (5.17) is given in the double cover, i.e. it gives the number of D3-branes needed to cancel the tadpole before taking the orientifold projection. After the projection the number of D3-branes is halved, yielding the number of physical D3-branes.

If we substitute the relation (5.14) and \[ \rho = 2c_1(L_a) + K \], so that \[ \tau = 2c_1(B_3) + \rho \], in (5.16) and divide by two to take into account the orientifolding, we obtain:

\[
Q_{D3} = -\frac{1}{2} \int_X \tilde{K} \cdot [\rho] \cdot [\tau] = -\int_{B_3} c_1(B_3) \cdot [\rho] \cdot [\tau].
\]

(5.17)

Hence we obtain precisely the same result as in the corresponding F-theory computation, (4.27).

Algebraic definition of the flux

The flux \( G_4 \) in F-theory has an algebraic description. It is defined as the difference of two algebraic four-cycles of \( X_4 \) that are homologous in the ambient space \( X_5 \), but reside in different homology classes in \( X_4 \). In this section, we want to give an analogous description for the two-form flux on a D7-brane.

The profile of the relic D7-brane after the D9’s and anti-D9’s condense is given by equation (5.10), which has a curve worth of double point singularities at \( \eta = \xi = 0 \).

As described in \[70\], one can resolve this singularity by blowing up \( X_3 \) into a new space \( \hat{X}_3 \). This entails introducing a new coordinate \( t \in L_a \otimes L_b \otimes K \) and imposing the constraint \( \eta = t \xi \). We will not follow this procedure here, as we do not need to make explicit computations with the flux.

The line bundle that lives on the brane corresponds to the ‘quotient’ \( E/T(F) \), where 

\[
T : F = \mathcal{L}_a^{-1} \oplus \mathcal{L}_b^{-1} \mapsto E = \mathcal{L}_a \oplus \mathcal{L}_b.
\]

(5.18)

A typical section \( s = (\lambda_a, \lambda_b) \) of the quotient bundle will have its vanishing locus wherever both components are zero, or wherever it lies in the image of \( T \). Clearly, the system of equations \( \lambda_a = \lambda_b = 0 \) will be satisfied along a curve that intersects, but does not lie on the D7-brane. Consequently, we will neglect this locus.

Define a matrix \( \tilde{T} \) such that \( T \tilde{T} = \det(T) \):

\[
\tilde{T}(\vec{x}, \xi) = \begin{pmatrix}
\xi \tau(\vec{x}) & -\eta - \xi \psi(\vec{x}) \\
\eta - \xi \psi(\vec{x}) & \xi \rho(\vec{x})
\end{pmatrix}.
\]

(5.19)

Hence \( \tilde{T} \) is constructed such that its kernel is the image of \( T \) away from the points where the rank of \( T \) decreases to 0 \[14\]. The brane wraps the divisor \( S \) described by equation (5.10). Its homology class is \( [S] = 2(c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b)) \).

\[ \text{If } s \text{ lies in the image of } T, \text{ i.e. } s = T \delta, \text{ for some } \delta \in \Gamma(\mathcal{L}_a^{-1} \oplus \mathcal{L}_b^{-1}), \text{ then}
\]

\[ \tilde{T} s|_{D7} = \det(T) \delta|_{D7} = 0. \]

(5.20)
The locus on the brane where $s$ becomes invertible is given by the following intersection locus $I$:

$$I : \tilde{T} \cdot \begin{pmatrix} \lambda_a \\ \lambda_b \end{pmatrix} = 0 \sim \lambda_a \xi \tau = \lambda_b (\eta + \xi \psi) \quad \cap \quad \lambda_a (\xi \psi - \eta) = \lambda_b \xi \rho \, .$$ (5.22)

This locus contains two branches $I = I_\sigma \cup I_{ab}$, where

$$I_\sigma : \tilde{T} s = 0 , s \neq (0,0) \, , \quad I_{ab} : s = (\lambda_a, \lambda_b) = (0,0) \, .$$ (5.23)

The total flux $F_2$ on the brane should correspond to the Poincaré dual to the branch $I_\sigma$ plus the usual $+c_1(S)/2$ shift.

$$F_2 = PD_S(I_\sigma) + \frac{1}{2} c_1(S) \, .$$ (5.24)

This flux $F_2$ does not induce any $D5$-charge, i.e. its push-forward is trivial in the ambient threefold. In fact,

$$PD_{X_3}(I_\sigma) = PD_{X_3}(\tilde{T} s = 0) - PD_{X_3}(s = (0,0))$$

$$= (2c_1(L_b) + c_1(L_a)) \cdot (2c_1(L_a) + c_1(L_b)) - c_1(L_a) \cdot c_1(L_b)$$

$$= 2(c_1(L_a) + c_1(L_b))^2 = \frac{1}{2}[S] \cdot c_1(S) \, ,$$

where we used $c_1(S) = -[S]$. Putting all the information together, we find

$$i_*(F_2) = PD_{X_3}(I_\sigma) + \frac{1}{2} c_1(S) \cdot [S] = 0 \, .$$ (5.26)

In particular, this flux respects the involution condition $\sigma^*(F_2) = -F_2 \, .

### 5.2 Brane-Imagebrane

Let us consider the case when the Whitney brane splits into a brane and its image. Without loss of generality we restrict to the case when $2c_1(L_a) - 4\tilde{K} \geq 0$. We get a brane and its image in the double cover when $\tau = 0$ and $\rho = -2\psi \beta$, where $\beta$ is a section of $L_a \otimes L_b^{-1} \, .$ One can fix $\beta \equiv 0$ by a gauge transformation, and then also put $\rho \equiv 0$. In what follows, we will associate the brane/imagebrane case to the deformation that brings both $\rho \equiv 0$ and $\tau \equiv 0$.

The tachyon matrix becomes:

$$T(\vec{x}, \xi) = \begin{pmatrix} 0 & \eta(\vec{x}) + \xi \psi(\vec{x}) \\ -\eta(\vec{x}) + \xi \psi(\vec{x}) & 0 \end{pmatrix} \, .$$ (5.27)

Conversely, suppose we are at a locus on the $D7$, then $T$ must have rank one. The rank cannot go down to zero since that would require four constraints to be satisfied. Therefore, in some basis it can be rewritten as:

$$T = \xi \begin{pmatrix} P & 0 \\ 0 & 0 \end{pmatrix} \, , \quad \text{and} \quad \tilde{T} = \xi \begin{pmatrix} 0 & 0 \\ 0 & P \end{pmatrix} \, \text{for some } P \, .$$ (5.21)

It follows that the section must lie in the image of $T$ if it is annihilated by $\tilde{T}$ outside $P = 0$ and $\xi = 0$. It is clear that this logic only applies on the $D7$-brane, as $T$ is surjective away from there.

\[ \text{We want that } T \text{ is deformed such that it can be brought to an off-diagonal form by a well defined gauge transformation (i.e. a gauge transformation that brings a regular field strength to a regular one). This forces one among } \rho \text{ and } \tau \text{ to be identically zero (depending on which one has smaller degree) and the other one to be proportional to } \psi, \text{ so that it takes a factorized form.} \]
The determinant of \( T \) factorizes, so that the \( D7 \)-brane splits into two branes which are identified by the orientifold involution:

\[
\det T = (\eta + \xi \psi)(\eta - \xi \psi) = 0 \quad \rightarrow \quad S_+ : \eta = \xi \psi \quad S_- : \eta = -\xi \psi .
\] (5.28)

Since each of these surfaces is not singular we will not need to blow up.

In this configuration the gauge group is \( U(1) \). If brane and imagebrane recombine back into a single Whitney brane, the gauge group breaks from \( U(1) \) to \( O(1) \) [67, 70].

This system is still described by the condensate of two \( D9 \)-branes and two anti-\( D9 \)-branes. The action of the tachyon, however, is such that brane and imagebrane are described separately by the following sequences:

\[
\begin{align*}
D7: & \quad \mathcal{L}_b^{-1} \quad \overset{T}{\rightarrow} \quad \mathcal{L}_a \\
D7': & \quad \mathcal{L}_a^{-1} \quad \overset{T}{\rightarrow} \quad \mathcal{L}_b
\end{align*}
\]

The 'Mukai' vectors of the two branes are

\[
\Gamma = \left( \text{ch}(\mathcal{L}_a) - \text{ch}(\mathcal{L}_b^{-1}) \right) \left( 1 + \frac{c_2(X_3)}{24} \right) = \left( c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) \right) + \left( c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) \right) \frac{c_1(\mathcal{L}_a) - c_1(\mathcal{L}_b)}{2} + Q_{D3}^{D7}, \]

\[
\Gamma' = \left( \text{ch}(\mathcal{L}_b) - \text{ch}(\mathcal{L}_a^{-1}) \right) \left( 1 + \frac{c_2(X_3)}{24} \right) = \left( c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) \right) + \left( c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) \right) \frac{c_1(\mathcal{L}_b) - c_1(\mathcal{L}_a)}{2} + Q_{D3}^{D7'} .
\]

In both cases, the \( D3 \)-charge is given by

\[
Q_{D3}^{D7} = Q_{D3}^{D7'} = (c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b)) \cdot \frac{\chi(S_-)}{24} + \frac{1}{2} \left( c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) \right) \left( \frac{c_1(\mathcal{L}_a) - c_1(\mathcal{L}_b)}{2} \right)^2 .
\] (5.29)

We have used that \( S_+ \) and \( S_- \) are homologous and that the Euler characteristic of a divisor \( D \) in a CY threefold is given by \( \chi(D) = D^3 + c_2(X_3) \cdot D \).

The first term in (5.29) is the geometric contribution, while the second one is the flux \( D3 \)-tadpole in the usual form \( Q_{D3}^F = \frac{1}{2} \int_{D7} F_2 \cdot F_2 \).

**Match with F-theory**

If we sum the flux contributions of the two \( D7 \)-branes, we get

\[
Q_{D3}^F = \int_{X_3} \left( c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) \right) \left( \frac{c_1(\mathcal{L}_a) - c_1(\mathcal{L}_b)}{2} \right)^2 .
\] (5.30)

The relation (5.14) still holds, so that the physical \( D3 \)-tadpole after orientifolding is given by

\[
Q_{D3}^f = -\frac{1}{2} \int_{X_3} 4K \left( \frac{[\alpha]}{2} \right)^2 = \int_{B_3} c_1(B_3) [\alpha]^2 .
\] (5.31)
In the above equation, $\alpha$ is a section of $L_a \otimes L_b^{-1}$. Hence

$$[\alpha] = c_1(L_a) - c_1(L_b) = 2c_1(L_a) - 4K = [\rho] - 3\bar{K},$$

so that we find perfect agreement with the corresponding F-theory result, \([\text{L33}]\) and \([\text{L32}]\).

**Algebraic definition of the flux**

Let us see how the flux looks like when the Whitney brane factorizes into a brane and its image. Its Poincaré dual is still given by the locus $I_{\sigma} = I - I_{ab}$. After the transition, the locus $I$ is

$$I : \bar{T} \cdot \left( \frac{\lambda_a}{\lambda_b} \right) = 0 \rightarrow \begin{cases} (\eta + \xi \psi)\lambda_b = 0 \\ (\eta - \xi \psi)\lambda_a = 0 \end{cases}. \quad (5.33)$$

We note that it splits into four branches:

$$I_{ab} : \lambda_b = 0 \cap \lambda_a = 0 \quad I_0 : \eta = 0 \cap \xi \psi = 0$$

$$I_- : \eta = -\xi \psi \cap \lambda_a \quad I_+ : \eta = \xi \psi \cap \lambda_b = 0.$$

As before, we drop the branch $I_{ab}$. The branch $I_0$ also does not contribute as the rank of $T$ goes to zero there: On the curve $\eta = 0$ inside the $D7$-brane, the quotient bundle $E/T(F)$ has rank two. Hence a generic section of this bundle does not vanish anywhere on this curve.

The two surviving branches define the flux on $S_-$ and the flux on $S_+$: $I_-$ is a curve of class $c_1(L_a)$ on $S_-$, while $I_+$ is a curve of class $c_1(L_b)$ on $S_+$. To have the flux, we need to add half of the first Chern class of the corresponding surface: $F_\pm = PD_{S_\pm}(I_\pm) + \frac{1}{2}c_1(S_\pm)$. We obtain

$$F_- = \frac{1}{2}(c_1(L_a) - c_1(L_b)) \quad F_+ = \frac{1}{2}(c_1(L_b) - c_1(L_a))$$

where we used $c_1(S_\pm) = -[S_\pm]$ and $[S_+] = [S_-] = c_1(L_a) + c_1(L_b)$.

**Chiral states**

When the Whitney brane splits into a $D7$-brane and its image, we have a background with two $D7$-branes. At their intersection we have 6D (massless) matter. In presence of gauge flux on the $D7$-branes, the 4D spectrum of matter can become chiral.

Having the Mukai vector, one can compute the number of chiral states. The DSZ intersection product between two charge vectors is given by

$$\langle \Gamma_1, \Gamma_2 \rangle = \int_X \Gamma_1^* \Gamma_2,$$  \quad (5.36)

where the $\Gamma^*$ is obtained in this case by flipping the two-form component of $\Gamma$. It was shown in \([\text{L71}]\) \([\text{L86}]\) that the chiral index for the spectrum between a brane and its orientifold image is given by:

$$I_o(\Gamma) = \frac{1}{2} \left( \langle \Gamma^*, \Gamma \rangle + \frac{1}{2} \langle \Gamma_{O7}, \Gamma \rangle \right),$$  \quad (5.37)

where, in our case $\Gamma_{O7} = 8K + \frac{A(O7)}{6} \omega$. This is an equivariant index that computes the chiral spectrum living at the curve where the $D7$ meets its image: $\eta = \psi = 0$, away form the $O7$, as
opposed to the curve $\eta = \xi = 0$. In our case, the index gives

$$I_o(D7) = \int_{X_3} (c_1(L_a) + c_1(L_b)) \cdot \frac{c_1(L_a) - c_1(L_b)}{2} \cdot (c_1(L_a) + c_1(L_b) + K).$$

Again, we make use of the relation (5.14), so that we can express the chiral index as

$$I_o(D7) = 12 \int_{B_3} \bar{K}^2 \cdot [\alpha] = 12 \int_{B_3} c_1(B_3)^2 \cdot [\alpha],$$

where $\alpha$ is a section of $L_a \otimes L_b^{-1}$. This is the same result we have obtained in F-theory by integrating the corresponding $G_4$ over the matter surface (4.55).

5.3 $Sp(1)$ stack plus a Whitney-type brane

In this section, we consider the weak coupling limit of the configuration discussed in section 4.4.1. In type IIB language, we then have an orientifold-invariant stack of two $D7$-branes, which intersect the $O7$-plane transversally. Each of them wraps the divisor $P = 0$, where $P$ is a section of the line bundle $L_P$. The remaining $D7$-tadpole is saturated by a single Whitney-type $D7$-brane.

The corresponding system of $D9 - D9$ is given by

$$\begin{align*}
&\overline{D9}_1 \oplus \overline{D9}_2 \oplus \overline{D9}_3 \oplus \overline{D9}_4 \\
&L_a^{-1} \oplus L_b^{-1} \oplus L_P^{-1/2} \otimes L_q^{-1/2} \oplus L_P^{-1/2} \otimes L_q^{1/2},
\end{align*}$$

where $L_a, L_b, L_P, L_q$ are holomorphic line bundles. The divisor class of the $O7$ is equal to $\pi^*(\bar{K})$. The tachyon matrix of this system is given by:

$$T = \begin{pmatrix}
\xi \rho & \eta + \xi \psi \\
-\eta + \xi \psi & \xi \tau
\end{pmatrix}
\begin{pmatrix}
0 & P \\
-P & 0
\end{pmatrix},$$

where $\eta, \psi, \rho, \tau, P$ are sections of $L_a \otimes L_b, L_a \otimes L_b \otimes K, L_a^2 \otimes K, L_b^2 \otimes K, L_P$, respectively.

The $D7$ locus has two factors:

$$\det T = P^2(\eta^2 + \xi^2(\rho \tau - \psi^2)) = 0 \quad \rightarrow \quad S_W : \eta^2 + \xi^2(\rho \tau - \psi^2) = 0 \quad S_S : P = 0. \quad (5.42)$$

We see that this is the same result that we obtain by taking (5.4) and substituting the equation of the CY threefold ($b_2 = \xi^2$) and

$$\frac{a_3}{2} \equiv \psi \cdot P \quad \frac{b_4}{2} \equiv \eta \cdot P \quad \frac{b_6}{4} \equiv (\psi^2 - \rho \tau) \cdot P^2. \quad (5.43)$$
If we have zero flux on the branes, the gauge group is $O(1) \times Sp(1)$, where the first factor comes from the Whitney brane, and the second one from the invariant stack of two branes.

In the following, we denote the Whitney-type brane by $W$ and the two branes on the $Sp(1)$ stack by $S$ and $S'$. The charge vectors are:

$$
\Gamma_W = (\text{ch}(\mathcal{L}_a) + \text{ch}(\mathcal{L}_b) - \text{ch}(\mathcal{L}_a^{-1}) - \text{ch}(\mathcal{L}_b^{-1})) \left( 1 + \frac{e_1(X_3)}{2} \right)
$$

$$
= 2c_1(\mathcal{L}_a) + 2c_1(\mathcal{L}_b) + \left[ \frac{3}{8} (c_1(\mathcal{L}_a)^3 + c_1(\mathcal{L}_b)^3) + \frac{1}{24} (c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b))c_2(X_3) \right]
$$

$$
\Gamma_S = \text{ch}(\mathcal{L}_P^{1/2} \otimes \mathcal{L}_q^{-1/2}) - \text{ch}(\mathcal{L}_P^{-1/2} \otimes \mathcal{L}_q^{1/2})
$$

$$
= c_1(\mathcal{L}_P) + c_1(\mathcal{L}_P) \frac{c_1(\mathcal{L}_a)}{2} + \left[ \frac{1}{2} c_1(\mathcal{L}_P) \left( \frac{c_1(\mathcal{L}_a)}{2} \right)^2 + \frac{1}{24} (c_1(\mathcal{L}_P)^3 + c_2(X_3)c_1(\mathcal{L}_P)) \right]
$$

$$
\Gamma_{S'} = \text{ch}(\mathcal{L}_P^{1/2} \otimes \mathcal{L}_q^{-1/2}) - \text{ch}(\mathcal{L}_P^{-1/2} \otimes \mathcal{L}_q^{1/2})
$$

$$
= c_1(\mathcal{L}_P) - c_1(\mathcal{L}_P) \frac{c_1(\mathcal{L}_a)}{2} + \left[ \frac{1}{2} c_1(\mathcal{L}_P) \left( -\frac{c_1(\mathcal{L}_a)}{2} \right)^2 + \frac{1}{24} (c_1(\mathcal{L}_P)^3 + c_2(X_3)c_1(\mathcal{L}_P)) \right].
$$

(5.44)

(5.45)

(5.46)

We see that the flux on the $Sp(1)$ stack is given by $F_S = \frac{c_1(\mathcal{L}_a)}{2}$. The cancellation of Freed-Witten anomalies says that we must choose $\mathcal{L}_q$ such that the difference $c_1(\mathcal{L}_P) - c_1(\mathcal{L}_q)$ is even.

Depending on the choice of $\mathcal{L}_a, \mathcal{L}_b, \mathcal{L}_q$, we can have a non-zero flux on all the branes. We will consider the case in which we have a flux on the Sp(1) stack, as this is the only flux that can generate chiral states on the intersections of the $D7$-branes. As one can see from the charge vector, the flux is proportional to the zero locus of a section of $\mathcal{L}_q$ in this case. Such a flux breaks the gauge group $Sp(1)$ to the $U(1)$ generated by the Cartan element.

From the charge vectors we can read off the $D3$-tadpole of the flux in the same way as in the previous sections. For the Whitney brane, we have exactly the same result as before:

$$
Q_{D3}^W = -\frac{1}{4} \int_{X_3} (c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b)) \cdot (2c_1(\mathcal{L}_a) + K) \cdot (2c_1(\mathcal{L}_b) + K),
$$

(5.47)

where now $c_1(\mathcal{L}_a) + c_1(\mathcal{L}_b) = 4K - c_1(\mathcal{L}_P)$. As before, we pull the integral down to the quotient $B_3$ and divide the charges we have computed before orientifolding by 2. Our result is

$$
Q_{D3}^W = -\int_{B_3} (\tilde{K} - \frac{1}{4} |P|) \cdot |[\rho]| \cdot (6\tilde{K} - |[\rho]| - 2|P|).
$$

(5.48)

which matches with the $D3$-charge of the flux $G^{(1)}_4$ obtained from F-theory.

Both branes of the Sp(1) stack contribute the same $D3$-tadpole. After orientifolding it is given by

$$
Q_{D3} = Q_{D3}^S + Q_{D3}^{S'} = \frac{1}{2} \int_{X_3} c_1(\mathcal{L}_P) \cdot \left( \frac{c_1(\mathcal{L}_q)}{2} \right)^2 = \int_{B_3} |P| \cdot \left( \frac{|[\rho]|}{2} \right)^2.
$$

(5.49)

This matches with the charge of $G^{(Sp)}_4$ in.$^{12}$

$^{12}$For 2n branes transverse to the $O7$-plane, the gauge group is $Sp(n)$; in our case we have $Sp(1) \cong SU(2)$.
Chiral states

After switching on the flux on the $Sp(1)$ stack, the unbroken gauge group is $U(1)^3$. The flux along this $U(1)$ allows for a net number of chiral states living at the intersection with the Whitney brane.

The number of chiral states stretching between one brane on $P = 0$ with flux $F_S = \frac{c_1(L_q)}{2}$ and the Whitney brane is given by

$$\langle \Gamma_S, \Gamma_W \rangle = -\int_{X_3} \Gamma_S \Gamma_W^* = -\int_{[W][c][P]} F_S$$

$$= -\int_{X_3} (2c_1(L_a) + 2c_1(L_b)) \cdot c_1(L_P) \cdot \frac{c_1(L_q)}{2} \cdot [P],$$

(5.50)

The intersection of the second brane in the stack with the Whitney brane is the orientifold image of the one considered. As the Whitney brane is an invariant brane and the orientifold transformation changes the orientation of the strings, the strings $S' \leftarrow W$. In fact, as expected, the number of chiral states is the same in the two intersections:

$$\langle \Gamma_W, \Gamma_S' \rangle = \langle \Gamma_S, \Gamma_W \rangle.$$ (5.51)

This is the same chiral index we have computed in F-theory by integrating the flux $G_4^{(Sp)}$ along the curve $\hat{C}$, (4.75).

Other chiral states come from the bulk of the $Sp(1)$ stack. In general, the number of such states is given by

$$\frac{1}{2} \left( \langle \Gamma_{D7}^*, \Gamma_{D7} \rangle + \frac{1}{4} \langle \Gamma_{O7}, \Gamma_{D7} \rangle \right) = -\int_{X_3} [D7] \cdot F \cdot (c_1([D7]) - K)$$

$$= -\int_{[D7]} F \cdot (c_1([D7]) - K),$$

where $\Gamma_{O7} = 8K + \frac{\chi(O7)}{6} \omega$.

In our case we obtain

$$\frac{1}{2} \left( \langle \Gamma_{S}^*, \Gamma_{S} \rangle + \frac{1}{4} \langle \Gamma_{O7}, \Gamma_{S} \rangle \right) = \int_{X_3} c_1(L_P) \cdot \frac{c_1(L_q)}{2} \cdot (c_1(L_P) + K)$$

$$= \int_{B_3} [P] \cdot [q] \cdot ([P] - \bar{K}) \cdot c_1(L_P) \cdot \frac{c_1(L_q)}{2} \cdot (c_1(L_P) + K)$$

i.e. the result we obtained in F-theory, using the conjectured formula (4.77).

We do not write the irrelevant $O(1)$ factor.

### Footnote

$^{13}$We do not write the irrelevant $O(1)$ factor.
5.4 $Sp(1)$ singularity plus brane/imagebrane

In this section we split the Whitney brane of the last section into separate brane and imagebrane while keeping the $Sp(1)$ stack. We can obtain this configuration by considering a tachyon matrix (5.41) with $\tau \equiv 0 \equiv \rho$. In this case, the determinant of $T$ factorizes into three branches:

$$\det T = P^2(\eta^2 - \xi^2\psi^2) = 0 \quad \rightarrow \quad S_D : \eta = \xi \psi \quad S_{D'} : \eta = -\xi \psi \quad S_S : P = 0 . \quad (5.52)$$

Again, we denote the two branes on the $Sp(1)$ stack by $S$ and $S'$. The two $D7$-branes coming from the Whitney one are now called $D$ and $D'$. The charge vectors of the $D7$-brane and its image are

$$\Gamma_D = \text{ch}(L_a) - \text{ch}(L_b^{-1})$$
$$= \left(c_1(L_a) + c_1(L_b)\right) + \left(c_1(L_a) + c_1(L_b)\right) \frac{c_1(L_a) - c_1(L_b)}{2} + Q_{D3}^{(D)} \quad (5.53)$$

$$\Gamma'_D = \text{ch}(L_b) - \text{ch}(L_a^{-1})$$
$$= \left(c_1(L_a) + c_1(L_b)\right) + \left(c_1(L_a) + c_1(L_b)\right) \frac{c_1(L_b) - c_1(L_a)}{2} + Q_{D3}^{(D')} .$$

$\Gamma_S$ and $\Gamma'_S$ remain the same as before (see eq. (5.45) and (5.46)).

The $D3$-charge of the flux on the $Sp(1)$ stack is the same as computed in (5.49). The $D3$-tadpole of the remaining branes can be read from the charge vectors (5.53). It is equal to (5.30), where now $c_1(L_a) + c_1(L_b) = 4K - c_1(L_P)$. After orientifolding we find

$$Q_{D3}^{D} = \frac{1}{7} \int_{X_3} (4K - c_1(L_P)) \left(\frac{c_1(L_a) - c_1(L_b)}{2}\right)^2$$
$$= \int_{B_3} (4c_1(B_3) - |P|) \left(\frac{[\alpha]}{2}\right)^2 . \quad (5.54)$$

This matches with the corresponding F-theory result, (4.83).

**Chiral states - Flux preserving the non-abelian gauge group**

First, we want to consider the case of a flux which allows for chiral states, but does not break the non-abelian part of the gauge group. Hence we should only switch on a flux on the $D7$ and its image, but not on the $Sp(1)$ stack. In the case when there is zero flux on the $Sp(1)$ stack, the number of chiral states coming from strings $D \rightarrow S$ is:

$$\int_{X_3} \Gamma_S \Gamma_D^{s*} = \int_{X_3} (4K - |P|) \cdot |P| \cdot \frac{c_1(L_a) - c_1(L_b)}{2} . \quad (5.55)$$

The same result is obtained for $\int_{X_3} \Gamma'_S \Gamma_D^{s*}$, which counts the chirality of strings stretching $D \rightarrow S'$. In fact, the chiral states coming from the two different intersections form a 2 of $Sp(1)$. The other intersections ($\Gamma_S \Gamma'_D$ and $\Gamma'_S \Gamma'_D$) are the images of the studied ones under the orientifold involution.

Taking into account that $[\alpha] = c_1(L_a) - c_1(L_b)$ and that $K = c_1(B_3)$, the expression (5.55) is exactly the same result obtained in F-theory, (4.97).
Chiral states - Flux along a Cartan element of the non-abelian group

We now allow for a non-zero flux $F_S = \frac{c_1(L)}{2}$ on the $Sp(1)$ stack. The overall gauge group is then broken to $U(1) \times U(1)$. We have a different number of chiral states on the two different intersections $\Gamma_S \Gamma_D^*$ (strings $D \to S$) and $\Gamma_D \Gamma_S^*$ (strings $S \to D$):

\[
\int_{X_3} \Gamma_S \Gamma_D^* = \int_{X_3} (4c_1(B_3) - [P]) \cdot [P] \cdot \left(\frac{[\alpha]}{2} - \frac{[q]}{2}\right),
\]

\[
\int_{X_3} \Gamma_D \Gamma_S^* = -\int_{X_3} (4c_1(B_3) - [P]) \cdot [P] \cdot \left(\frac{[\alpha]}{2} + \frac{[q]}{2}\right).
\]

We get the same results for the orientifold images of the chiral intersections, i.e. for the strings $S' \to D'$ and $D' \to S$. It is again easy to see that the expressions (5.56) match with the F-theory ones, (4.100).

Chiral states from the intersections of brane and imagebrane

Finally, we compute the chirality induced on the intersection between the $D7$-brane and its image. Using $\Gamma_{O7} = 8K + \frac{\chi(O7)}{6} \omega$ we compute

\[
\frac{1}{2} \left(\langle \Gamma_D', \Gamma_D \rangle + \frac{1}{4} \langle \Gamma_{O7}, \Gamma_D \rangle \right) = \int_{X_3} (c_1(L_a) + c_1(L_b)) \cdot \frac{c_1(L_a) - c_1(L_b)}{2} \cdot (c_1(L_a) + c_1(L_b) - \bar{K})
\]

\[
= \int_{B_3} (c_1(L_a) + c_1(L_b)) \cdot (c_1(L_a) - c_1(L_b)) \cdot (c_1(L_a) + c_1(L_b) - \bar{K})
\]

\[
= \int_{B_3} (4\bar{K} - [P]) [\alpha] (3\bar{K} - [P]) .
\]

This index is reproduced on the F-theory side by integrating the flux $G_4^{(I)}$, (4.80), over the four-cycle $\hat{C}_1$, (4.101).

6 The Weierstrass equation as a Pfaffian

6.1 $G_4$-flux via vector bundles

The results of this paper rely on the existence of additional holomorphic four-cycles in the CY fourfold that cannot be written as complete intersections of two divisors with the Weierstrass equation, but as three equations in an ambient fivefold that imply the Weierstrass equation. This is only possible if the complex structure moduli of the fourfold are appropriately tuned. We repeat the main structure here for convenience.

If we impose that the Weierstrass model have a factorizable $a_6 = \rho \tau$, then we can write it as:

\[
W \equiv Y_+ Y_- - z^6 \rho \tau - X Q = 0 ,
\]

(6.1)
where
\[ Y_\pm = y \pm \frac{1}{2} a_3 z^3, \]  
and the other variables are polynomials defined in appendix [A]. Then, the crucial new four-cycles are:
\[
\begin{align*}
\sigma_\rho : & \{ Y_\pm = 0 \} \cap \{ X = 0 \} \cap \{ \rho = 0 \}, \\
\sigma_\tau : & \{ Y_\pm = 0 \} \cap \{ X = 0 \} \cap \{ \tau = 0 \}.
\end{align*}
\]  
(6.2)

As we have seen in section 5.1, this factorizability of \( a_6 \) also has physical significance when we take Sen’s weak coupling limit. It creates new holomorphic two-cycles on the divisor where the \( D7 \) is wrapped. In terms of the ‘Tate model’ variables, the divisor is now:
\[ b_4^2 + \xi^2 (4 \rho \tau - a_3^2) = 0, \]  
(6.3)

and the new two-cycles are
\[
\begin{align*}
C_\rho : & \{ b_4 = \pm \xi a_3 \} \cap \{ \rho = 0 \}, \\
C_\tau : & \{ b_4 = \pm \xi a_3 \} \cap \{ \tau = 0 \}.
\end{align*}
\]  
(6.4)

These two-cycles imply the existence of a flux that restricts the divisor moduli via the superpotential in [87, 88].

In the IIB setting, we can understand this phenomenon of the enhancement of the Picard lattice of the \( D7 \) divisor in a more systematic way: The divisor equation (6.4) is the determinant of a two by two matrix that we physically interpret as encoding the tachyon modes between \( D9/\text{anti-D9} \) stacks:
\[ T = \frac{1}{2} \begin{pmatrix} 2 \xi \rho & b_4 + \xi a_3 \\ -b_4 + \xi a_3 & 2 \xi \tau \end{pmatrix}. \]  
(6.5)

This matrix can be understood as a map between two rank-two holomorphic vector bundles \( T : E_2 \rightarrow F_2 \), such that the following short exact sequence of sheaves:
\[ 0 \rightarrow E_2 \xrightarrow{T} F_2 \rightarrow E_1 \rightarrow 0 \]  
(6.6)

defines a sheaf \( E_1 \) that corresponds to a line bundle \( L_1 \) with support on the \( D7 \) divisor given by:
\[ \det(T) = b_4^2 + \xi^2 (4 \rho \tau - a_3^2) = 0. \]  
(6.7)

The holomorphic curves (6.5) are nothing but the vanishing loci of some typical sections of this line bundle. As explained in [70] and section 5.1, a section \( s \) of the sheaf \( E \) can be written as a section \( s_E \) of \( F_2 \) modulo the image \( T(E_2) \), hence the vanishing locus of \( s \) is simply the locus where
\[ s_E = T(s_F) \]  
(6.8)

for some \( s_F \in \Gamma(F_2) \). Searching for such loci corresponds to solving the equation:
\[ \tilde{T} \cdot \begin{pmatrix} \lambda_a \\ \lambda_b \end{pmatrix} = \begin{pmatrix} 2 \xi \tau & -b_4 - \xi a_3 \\ b_4 - \xi a_3 & 2 \xi \rho \end{pmatrix} \cdot \begin{pmatrix} \lambda_a \\ \lambda_b \end{pmatrix} = 0, \]  
(6.9)

in the CY threefold. The solutions will be holomorphic curves in the threefold that are automatically contained in the divisor. The curves in (6.3) are a special case of this, and can be obtained roughly by choosing one of the \( \lambda \)'s to be a constant.
This $D7$ divisor is what is known in mathematics as a *determinantal variety*. Such varieties have been studied for a long time (see [89, 90]). The point is that whenever a divisor can be written as the determinant of a map, then the divisor will admit a holomorphic line bundle on it defined via the exact sequence (6.8).

The fundamental reason for the presence of such curves is the following: The locus of the $D7$ is by definition located wherever the determinant of the two by two matrix is less than two. However, unlike a polynomial, a two by two matrix of polynomials can have loci where it has rank that is not maximal, but also not zero. This is where the special curves are located.

Given the similarity of the equations defining the curves on the $D7$-brane in (6.5) and the four-cycles (6.3) in our restricted Weierstrass equation, one cannot help but wonder whether the Weierstrass equation might not also admit some structure like that of a determinantal variety. This turns out *not* to be the case.

However, this is good news. If the fourfold *were* determinantal, then it would admit a new class of line bundles, and their corresponding six-cycles. However, we are interested in new holomorphic *four-cycles*. More precisely, we would like the fourfold to admit a holomorphic rank-two vector bundle $V_2$, such that its second Chern class is related to the flux

\[
G_4 = c_2(V_2) - \delta, \tag{6.12}
\]

where $\delta$ is some subtraction term that ensures the Poincaré invariance of $G_4$. It will be of the form $\delta = \omega_1 \wedge \omega_2$, where the $\omega$ are two-forms in $X_4$. Since the second Chern class must be a quantized $(2,2)$-form, a rank two holomorphic vector bundle would have the right properties to describe a $G_4$-flux, modulo the issue of semi-integral quantization.

It turns out that there is a suitable structure available. If the Weierstrass equation can be written as the Pfaffian of an anti-symmetric matrix $M$, then, in the ambient fivefold $X_5$, we can write an exact sequence:

\[
0 \to E_4 \xrightarrow{M} F_4 \to E_2 \to 0, \tag{6.13}
\]

where $E_4, F_4$ are holomorphic vector bundles of rank four on $X_5$, and $E_2$ is a coherent sheaf corresponding to a rank two holomorphic vector bundle $V_2$ with support over the CY fourfold. Indeed, our Weierstrass equation can be written as the Pfaffian of the following matrix:

\[
M = \begin{pmatrix}
0 & X & \rho z^3 & Y_+ \\
-X & 0 & -Y_- & \tau z^3 \\
-\rho z^3 & Y_- & 0 & Q \\
-Y_+ & -\tau z^3 & -Q & 0
\end{pmatrix}. \tag{6.14}
\]

Notice the striking similarities with the IIB picture. If one makes the substitution $y \mapsto \frac{1}{2} b_4$, then one can recognize the tachyon matrix (6.7) as being imbedded into $M$ in the off-diagonal blocks.

The fact that the CY fourfold is a *Pfaffian* variety gives similar properties to those of determinantal varieties. However, a four by four anti-symmetric matrix has two pairs of equal and opposite eigenvalues. Therefore, depending on the locus, it can only have ranks four, two and zero, but not three or one. The CY fourfold is located wherever the rank is less than four. However, special four-cycles will appear wherever its rank is two. They can be found (analogously to the case of the IIB curves) by solving equations of the form:
\[ \Theta : \hat{M} \cdot \begin{pmatrix} v_1 \\ v_2 \\ v_3 \\ v_4 \end{pmatrix} = 0, \quad \text{where} \quad \hat{v} \equiv \begin{pmatrix} v_1 \\ v_2 \\ v_3 \\ v_4 \end{pmatrix} \in \Gamma(F_4) \] (6.15)

and

\[ \hat{M} \equiv \det(M) \cdot M^{-1} = \begin{pmatrix} 0 & -\tau z^3 & Q & -Y_- \\ \tau z^3 & 0 & -Y_+ & X \\ -Q & Y_+ & 0 & -\rho z^3 \\ Y_- & -X & \rho z^3 & 0 \end{pmatrix}. \] (6.16)

The special four-cycles (6.3) can now be rediscovered through an appropriate choice of \( F_4 \).

### 6.2 D3-tadpole computation

To show the power of this re-formulation of the Weierstrass model that incorporates a rank two vector bundle, let us compute the D3-charge induced by the flux and compare it to our calculations in (5.16) and (4.27).

In the short exact sequence (6.13), let us choose the following rank four vector bundles:

\[
\begin{align*}
E_4 &= (L_a^{-1} \otimes K^{-2} \otimes F^{-4}) \oplus (L_a \otimes K^2 \otimes F^{-4}) \oplus (L_a^{-1} \otimes K^{-2} \otimes F^{-5}) \oplus (L_a \otimes K^2 \otimes F^{-5}) \\
F_4 &= (L_a \otimes K^2 \otimes F^{-2}) \oplus (L_a^{-1} \otimes K^{-2} \otimes F^{-2}) \oplus (L_a \otimes K^2 \otimes F^{-1}) \oplus (L_a^{-1} \otimes K^{-2} \otimes F^{-1}) .
\end{align*}
\] (6.17)

One can easily check that this choice is consistent with the entries of the matrix \( M \) in (6.14).

The short exact sequence of these bundles defines a rank two vector bundle \( V_2 \) localized on the CY4 hypersurface \( X_4 \) defined by \( \text{Pfaff}(M) = 0 \), such that \( G_4 = c_2(V_2) - \delta \). Hence, the flux-induced D3-tadpole should be equal to

\[ Q_{D3}^f = -\frac{1}{2} \int_{X_4} (c_2(V_2) - \delta)^2 . \] (6.18)

In order to compute this, we will make use of the Grothendieck-Riemann-Roch applied to the push-forward of the inclusion map \( \iota : X_4 \hookrightarrow X_5 \). The theorem relates the Chern character of \( V_2 \) to the Chern character of its push-forward \( \iota_*(V_2) = E_2 \)

\[ \iota_*(\text{ch}(V_2) \cdot \text{Td}(X_4)) = \text{ch}(E_2) \cdot \text{Td}(X_5) , \] (6.19)

where the push-forward on the lhs acts on forms by Poincaré dualizing them to cycles, then pushing them forward, and then re-dualizing into forms. The Chern character of the sheaf \( E_2 \) is given by

\[ \text{ch}(E_2) = \text{ch}(F_4) - \text{ch}(E_4) . \] (6.20)

Since the Chern classes of \( X_4 \) are made of forms pulled back from \( X_5 \), we can rewrite this more conveniently as follows:

\[ \iota_*(\text{ch}(V_2)) = \text{ch}(E_2) \cdot \text{Td}(F^6) , \] (6.21)
whereby the Weierstrass equation is a section of the line-bundle $F^6$.

Substituting our choices in (6.17), we find the following for the push-forward of the Chern character of the bundle $V_2$

$$\iota_* (\text{ch}(V_2)) = 6 \, F \cdot \mathcal{I},$$

(6.22)

where

$$\mathcal{I} = 2 + \left(- 2 \, F^2 + (c_1(L_a) - 2 \bar{K})^2\right) + \left(\frac{11}{6} \, F^4 + (c_1(L_a) - 2 \bar{K})^2 \cdot \left(\frac{1}{12} (c_1(L_a) - 2 \bar{K})^2 - F^2\right)\right),$$

(6.23)

and $6 \, F$ is Poincaré dual to the $X_4$ hypersurface in $X_5$. Since the one-form component of $\mathcal{I}$ is zero, we deduce that the first Chern character of its preimage is zero, hence

$$\iota_* (\text{ch}(V_2)) = 2 + \iota_*(\text{ch}_2(V_2)) + \iota_*(\text{ch}_4(V_2))$$

$$= 2 - \iota_*(c_2(V_2)) + \frac{1}{12} \iota_*(c_2(V_2)^2).$$

(6.24)

Let us decompose $c_2(V_2)$ into a part that lies in the kernel of the pushforward map, and a part that is orthogonal to it:

$$c_2(V_2) = (c_2(V_2) - \delta) + \delta$$

(6.25)

where $\delta = \iota^* \left(\bar{\delta}\right)$, is the pullback of some four-form in $X_5$, such that

$$\iota_* (c_2(V_2) - \delta) = 0 \quad \text{and} \quad (c_2(V_2) - \delta) \cdot \delta = 0.$$

(6.26)

Note that with $\delta$ defined in this way, the flux $G_4$ is Poincaré invariant.

Using relations (6.26), we deduce the following:

$$\iota_*(c_2(V_2)^2) = \iota_* ((c_2(V_2) - \delta)^2 - \delta^2) = \iota_* ((c_2(V_2) - \delta)^2) - \iota_* (\delta^2).$$

(6.27)

Therefore, we can compute the flux-induced $D3$-tadpole as follows:

$$Q_{D3}^f = -\frac{1}{2} \int_{X_4} G_4^2 = \frac{1}{2} \int_{X_4} \iota_* ((c_2(V_2) - \delta)^2).$$

(6.28)

In terms of the $i$-form components $\mathcal{I}_i$ of $\mathcal{I}$, this is given by

$$Q_{D3}^f = -\frac{1}{2} \int_{X_5} 6 \, F \cdot (12 \, \mathcal{I}_4 - \mathcal{I}_2^2)$$

$$= 6 \int_{X_4} F^2 \cdot \bar{K} \cdot (2 \, c_1(L_a) - \bar{K}) \cdot (2 \, c_1(L_a) - 7 \, \bar{K})$$

(6.29)

$$= \int_{B_3} c_1(B_3) \cdot (2 \, c_1(L_a) - c_1(B_3)) \cdot (2 \, c_1(L_a) - 7 \, c_1(B_3)).$$

as predicted in [13 (1.27)].

Hence, as we see, this description of our $G_4$-flux in terms of coherent sheaves gives a prescription for computing the induced tadpole that is much simpler than a direct calculation of the self-intersection of the four-form.

---

14Remember that $\rho$ is a section of $L_a^2 \otimes K$ and $\tau$ is a section of $L_b^2 \otimes K$. Moreover we have the relation $L_a \otimes L_b = K^{-4}$.
6.3 Matrix Factorizations

In this section, we point out some interesting links between our construction and those that appear in the context of matrix factorization both in algebraic geometry and string theory.

The phenomenon we have observed in this section is known in mathematics. Whenever a hypersurface can be written as the determinant or the Pfaffian of a matrix, then new sheaves appear on it. More generally, given a hypersurface equation \( W = 0 \), if one can find two \( n \times n \) matrices \( M_1 \) and \( M_2 \) such that

\[
M_1 \cdot M_2 = W \cdot \text{id}_n,
\]

then there exist special sheaves \( S^{(1)} \) and \( S^{(2)} \) with support on the hypersurface, defined by the sequences on the ambient space:

\[
\begin{align*}
0 & \to E_{\mathbb{1}}^{(1)} \xrightarrow{M_1} F_{\mathbb{1}}^{(1)} \to S^{(1)} \to 0 \\
0 & \to E_{\mathbb{2}}^{(2)} \xrightarrow{M_2} F_{\mathbb{2}}^{(2)} \to S^{(2)} \to 0
\end{align*}
\]

whereby \( E_{\mathbb{1,2}} \) and \( F_{\mathbb{1,2}} \) are vector bundles of rank \( n \). In our case, \( M_1 \) is the matrix defined in (6.14), and \( M_2 \) is the matrix \( M \) defined in (6.16).

In \cite{91} and \cite{92}, matrix factorizations are exploited in detail for the class of hypersurfaces given by quadrics in \( \mathbb{P}^N \). Our CY hypersurface is not in general a quadric per se, however the form (6.1) is a quadric with respect to the polynomials \( Y_\pm, \rho, \tau, X \) and \( Q \), and hence shares similar structures to those described in these articles.

The technology of matrix factorizations has found its incarnation in string theory, in the context of D-branes, through the works \cite{93} and \cite{94}. More specific applications were found, where codimension two objects in CY threefolds, i.e. D2-branes on holomorphic curves, could be described via matrix factorizations, in \cite{95, 96}. Those situations are analogous to ours, since they treat the construction of holomorphic codimension two objects that cannot be written as the intersection of two divisors with the CY hypersurface, but must be written as the intersection of three specially chosen divisors in the ambient space.

Finally, in \cite{97}, the matrix factorization techniques are applied to study holomorphic curves in K3 surfaces. In particular, ways for enhancing the Picard group are investigated. In our case, we are interested in enhancing the analogous group \( H^{2,2}_U(X_4) \cap H^4(X_4, \mathbb{Z}) \).

It is curious and suggestive that such techniques, which have proven useful in perturbative string theory, should make an appearance in our F-theory setups. One wonders, whether the K-theoretic treatment of M-theory of \cite{98} is related to our construction, despite the fact that ours lives in a thirteen-dimensional spacetime ambient to the M-theory spacetime, as opposed to their twelve-dimensional one. It would be interesting to pursue this connection further.

7 Conclusions and Outlook

In this paper, we introduced a new way of looking at the problem of \( G_4 \) fluxes in F-theory. We provide a construction technique that is very direct, as it describes them in terms of Poincaré duals of holomorphic four-cycles. The resulting fluxes are automatically quantized, of (2, 2)-type, and have one leg on the fiber, as required for 4D Poincaré invariance.
Because of their algebraic description, we can directly compute the induced D3-tadpole as the self-intersection of a four-cycle. In simple setups with intersecting branes, we computed chirality indices by integrating our fluxes on four-cycles obtained from resolutions of the singularities along matter curves.

Whenever a weak coupling limit was available, we were able to map our fluxes to worldvolume fluxes of $D7$-branes, and successfully match all of our results on $D3$-tadpoles and chirality.

Our construction also shows how our fluxes lift some of the complex structure moduli of the fourfold, much like worldvolume fluxes lift $D7$ divisor moduli. Recently, there has been a lot of progress in computing flux-induced potentials for compactifications of F-theory on Calabi-Yau fourfolds [99–105]. It would be very interesting to use these methods to explicitly see how our fluxes fix some of the complex structure moduli such that the section $a_6$ of the Weierstrass model factorizes.

Finally, we found a curious incarnation of the treatment of $D7$-branes in terms of coherent sheaves (i.e. tachyon condensation of $D9$ and anti-$D9$-branes), in our treatment of CY fourfolds with their fluxes. In this picture, our $G_4$ fluxes appear as rank two vector bundles on the fourfolds.

Our results are succinctly summarized in section 2.

We believe that the constructions presented in this paper will open up new and interesting ways of studying F-theory models. They will also provide a check for phenomenologically oriented models that rely on the spectral cover construction.
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A Rewriting the Weierstrass model

It is paramount to our construction to cast the familiar Weierstrass model in a specific form. The ordinary Weierstrass form,

$$y^2 = x^3 + x z^4 f + z^6 g,$$

(A.1)

is related to the Tate form

$$Y^2 + a_1 X Y Z + a_3 Y Z^3 = X^3 + a_2 X^2 Z^2 + a_4 X Z^4 + a_6 Z^6$$

(A.2)

by shifting the coordinates $x, y, z$. The $a_n$ are sections of the $n$th power of the anticanonical bundle, so their divisor class is $nK$.
Introducing the quantities
\begin{align*}
b_2 &= a_1^2 + 4a_2 \\
b_4 &= a_1a_3 + 2a_4 \\
b_6 &= a_3^2 + 4a_6
\end{align*} \tag{A.3}
the relations between the sections \( f_4, g_6 \) and the discriminant \( \Delta \) can be written as
\begin{align*}
f &= -\frac{1}{48}(b_2^2 - 24b_4) \\
g &= \frac{1}{864}(b_2^3 - 36b_2b_4 + 216b_6) \\
\Delta &= 4f^3 + 27g^2 = \frac{1}{64}b_2^2(b_2b_6 - b_3^2) - \frac{9}{16}b_2b_4b_6 + \frac{1}{2}b_3^3 + \frac{27}{16}b_6^2. \tag{A.4}
\end{align*}
If we use the parametrization (A.3) in the standard Weierstrass model (A.1), we can rewrite it in the following way:
\begin{align*}
y^2 &= x^3 - z^4x \frac{1}{48}(b_2^2 - 24b_4) + z^6 \frac{1}{864}(b_2^3 - 36b_2b_4 + 216b_6) \\
&= (x - \frac{1}{12}z^2b_2) \left( (x - \frac{1}{12}z^2b_2)(x + \frac{1}{6}z^2b_2) + \frac{1}{2}z^4b_4 \right) + \frac{1}{4}z^6b_6. \tag{A.5}
\end{align*}
If we also use that \( b_6 = a_3^2 + 4a_6 \) we obtain
\begin{align*}
y - \frac{1}{2}z^3a_3)(y + \frac{1}{2}z^3a_3) - z^6a_6 &= (x - \frac{1}{12}z^2b_2) \left( (x - \frac{1}{12}z^2b_2)(x + \frac{1}{6}z^2b_2) + \frac{1}{2}z^4b_4 \right) + \frac{1}{4}z^6b_6.
\end{align*} \tag{A.6}
To flesh out the structure of this expression, we introduce the quantities
\begin{align*}
Y_\pm &= y \pm \frac{1}{2}z^3a_3 \tag{A.7} \\
X &= x - \frac{1}{12}z^2b_2 \tag{A.8} \\
Q &= (x - \frac{1}{12}z^2b_2)(x + \frac{1}{6}z^2b_2) + \frac{1}{2}z^4b_4 \\
&= X(X + \frac{1}{4}z^2b_2) + \frac{1}{2}z^4b_4, \tag{A.9}
\end{align*}
so that we can write the Weierstrass model in the simple form
\begin{align*}
Y_-Y_+ - z^6a_6 &= XQ. \tag{A.10}
\end{align*}
This form of the Weierstrass equation is the starting point of our investigations of \( G_4 \) fluxes and algebraic cycles.

**B The intersection form of an embedded submanifold**

Given a smooth map \( f \) between two spaces, \( f : X \to Y \), there are induced maps on cohomology and homology:
\begin{align*}
f^* : H^\bullet(Y) &\to H^\bullet(X), \\
f_* : H_\bullet(X) &\to H_\bullet(Y). \tag{B.1}
\end{align*}
In the present case, we have the embedding $i : X_4 \hookrightarrow X_A$ of our elliptic Calabi-Yau fourfold $X_4$ into some ambient space $X_A$. We would like to show that the intersection product between two-forms on $X_4$ vanishes if the dual cycle of one is in the kernel of the pushforward $i_! \gamma = 0$ (‘trivial in the ambient space’) while the other is in the image of the pullback $\alpha = i^* \beta$ (‘descends from the ambient space’).

We compute

$$\int_{X_4} \gamma \wedge \alpha = \int_{\gamma} \alpha = \int_{\gamma} i^* \beta = \int_{i_! \gamma} \beta = 0,$$  \hspace{1cm} (B.2)

where we have used naturalness of the cap product [106]. As $i_! \gamma = 0$ holds by assumption, the integral vanishes.

\section{The exceptional curves of an $Sp(1)$ singularity}

We are interested in the exceptional curve that is present when resolve a fourfold that describes an $Sp(1)$ brane situated at $P = 0$, as well as the remaining 7-brane. The resolution of the singularity over the $Sp(1)$ brane is described by

$$(y + \frac{1}{2} sz_a z^3)(y - \frac{1}{2} sz_a z^3) - s^2 a_{6,2} z^5 - X (X v + \frac{1}{2} b_2 z^2) + \frac{1}{2} s b_{4,1} z^4) = 0$$

$\forall s = P$.  \hspace{1cm} (C.1)

The weights of the coordinates are

|     | $X$ | $y$ | $z$ | $v$ | $s$ |
|-----|-----|-----|-----|-----|-----|
| $0$ | $0$ | $2K$| $0$ | $[P]$|
| $1$ | $1$ | $0$ | $-1$| $1$ |

To make the following expressions simple, we omit the coordinate $z$ in the following. It can be reinstated at any point.

To find the exceptional curve after the resolution, we consider the proper transform over the locus $P = 0$. This means we have two branches, $v = 0$ and $s = 0$. The $s = 0$ branch is given by

$$y^2 - X^2 (X v + \frac{1}{2} b_2) = 0.$$  \hspace{1cm} (C.2)

As explained in [83], this is a $\mathbb{P}^1$ for any point on $P = 0$, which correspond to the exceptional root of the Dynkin diagram of $Sp(1)$.

The $v = 0$ branch is more interesting, $\mathbb{C}[1]$ becomes

$$y^2 - (\frac{1}{2} a_{3,1} + a_{6,2}) s^2 - \frac{1}{2} b_2 X^2 - X \frac{1}{2} s b_{4,1} = 0.$$  \hspace{1cm} (C.3)

For any point in the base, this is a $\mathbb{P}^1$ embedded into the $\mathbb{P}^2$ with homogeneous coordinates $y, x, s$. It represent the Cartan node of the $Sp(1)$ stack. As it is embedded by a quartic equation, it wraps the $\mathbb{P}^1$ in $\mathbb{P}^2$ twice. The two bits are connected by some “throat”, so they have the topology of a sphere. This throat can, however, shrink to produce two separate $\mathbb{P}^1$s. This is
exactly what happens over special points in the base: (C.3) factorizes if it is the sum of two squares.

The simplest way to determine over which points in the base this happens is the following: Over the locus where the Cartan $\mathbb{P}^1$ of $Sp(1)$ degenerates into two $\mathbb{P}^1$s, (C.3), considered as a hypersurface in the $\mathbb{P}^2$ with homogeneous coordinates $X, y, \sigma$, becomes singular. The gradient of (C.3) is

$$2ydy = 0$$

$$\left(\frac{1}{2}Xb_{4,1} + 2s(\frac{1}{2}a_{3,1}^2 + a_{6,2})\right) ds = 0$$

$$\left(\frac{1}{2}sb_{4,1} + b_{2}X\right) dX = 0.$$  \hspace{1cm} (C.4)

Note that solving those three equations implies (C.3). The last two equations can be rewritten as

$$\left(\begin{array}{cc}
b_{4,1} & a_{3,1}^2 + 4a_{6,2} \\
b_{2} & b_{4,1}
\end{array}\right) \left(\begin{array}{c}X \\ s\end{array}\right) = 0.$$ \hspace{1cm} (C.5)

Hence all three equations in (C.4) can only have a simultaneous solution if

$$\det \left(\begin{array}{cc}
b_{4,1} & a_{3,1}^2 + 4a_{6,2} \\
b_{2} & b_{4,1}
\end{array}\right) = b_{4,1}^2 - b_{2}(a_{3,1}^2 + 4a_{6,2}) = 0.$$ \hspace{1cm} (C.6)

The singularity occurs at $y = 0$ and the $X, \sigma$ that solve (C.5). In summary, we have a $\mathbb{P}^1$, which we call $S$, over generic points of $P$. This $\mathbb{P}^1$ is split into two $\mathbb{P}^1$s over $b_{4,1}^2 - b_{2}(a_{3,1}^2 + 4a_{6,2}) = 0$. Denoting these by $S^{a}_{1}$ and $S^{b}_{1}$, it must be in homology that $S = S^{a}_{1} + S^{b}_{1}$.

The discriminant locus of the configuration we have considered is

$$\Delta = P^2 \left(\frac{1}{64}b_{2}^2(b_{2}b_{6,2} - b_{4,1}) + P(-\frac{1}{16}b_{2}b_{4,1}b_{6,2} + \frac{1}{2}b_{4,1}^3 + P\frac{27}{16}b_{6,2}^2)\right).$$ \hspace{1cm} (C.7)

The intersection between the curve $P = 0$ and the remaining part hence has two branches:

$$b_{2}^2(b_{2}b_{6,2} - b_{4,1}) = 0.$$ \hspace{1cm} (C.8)

As we have seen by resolving the $Sp(1)$ singularity, only the second branch leads to an enhancement of the singularity. Consequently, there is only charged matter at this branch.
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