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With the continuous improvement of the capital market and related laws and regulations, accounting as a reflection of the corporate capital movement will have a significant impact on the quality of the entire accounting information. Moreover, for investors, whether accounting information can meet their needs is an important basis for assessing the feasibility of investment projects. Therefore, the importance of accounting information is becoming more and more important, and it has gradually become the focus of attention of all parties. In order to improve the effect of accounting quantity and quality evaluation, this article improves the particle swarm optimization algorithm. It improves the particle swarm optimization algorithm from the three aspects—extreme value selection, particle diversity, and inertia weight, and establishes an optimization algorithm suitable for solving the accounting data audit optimization problem. The experimental research results show that the accounting data quality evaluation system based on the improved particle swarm algorithm proposed in this article has a good accounting data quality evaluation effect and meets the basic requirements of this article to build the system.

1. Introduction

Although there have been many results in the research on corporate financing constraints, no one has studied whether the dual effects of accounting information quality and internal control will have a positive impact on financing constraints. It is of great theoretical significance to enrich the research on the factors affecting financing constraints and to promote the sustainable and healthy development of the company. First, it enriches the research on corporate financing constraints. Previous studies at home and abroad mainly focused on taxation policies, financial development, asset mortgage ability, and other external formal systems and corporate social responsibility disclosure perspectives to study their impact on financing constraints [1]. Based on the perspective of the joint action of internal factors and external factors, the research on the impact of corporate financing constraints has improved the research in the field of financing constraints. Furthermore, from the existing theoretical research, most of the literature mainly studies the role of financing constraints in terms of the robustness, prudence, and reliability of accounting information. Although these characteristics are the core of accounting information, there is no comprehensive study on the relationship between the quality of accounting information and financing constraints [2]. In addition, internal control is an important normative system for enterprises, but few people have studied the influence of internal control on financing constraints. Moreover, in the rare research on the constraints of internal control on corporate financing, there is less connection between the quality of accounting information and internal control. Moreover, in the current research on financing constraints, scholars pay more attention to the impact of unilateral factors and seldom consider the impact of multiple factors [3].

Based on the actual needs of accounting data quality evaluation, this article combines the improved particle swarm algorithm to study the accounting data quality
evaluation method, builds an intelligent analysis model based on the actual situation, and further improves the evaluation effect of accounting data quality on this basis.

2. Related Work

Foreign scholars have studied the impact of accounting information on financing constraints from the perspective of corporate financing costs. Literature [4] introduces the theory of information asymmetry into the capital market and believes that the existence of information asymmetry causes investors to increase the external financing costs of enterprises, leading to the differentiation of internal and external financing costs. Literature [5] based on the connection of the quality of information disclosure, the study found that the more reliable and prudent accounting information companies tend to gain more trust and support from investors and generally provide higher prices, thereby reducing the cost of equity financing. Literature [6] focuses on how creditors will choose when facing companies with different accounting information quality. Relatively speaking, corporate owners with poor accounting information disclosure generally consider risk factors such as debt recovery, so they will require certain. The risk premium is compensated, thereby increasing the difficulty of corporate financing. Literature [7] found that when investors are at an information disadvantage, they often use the accounting information disclosed by the company to understand the financial status and operating status of the company, and high-quality accounting information will give investors more authentic and reliable information, and information, which will reduce the financing cost caused by the risk premium. In addition, there are also information asymmetries between different investors, which may cause “adverse selection” problems. Therefore, improving the quality of accounting information can also reduce the financing costs caused by adverse selection.

In Literature [8], after controlling the company’s scale and financial risk factors, the empirical results show that when companies disclose high-quality accounting information, the lower the cost of capital they face, the more significant the impact in the communications industry. Listed companies and market regulators provide a better basis for decision-making. Literature [9] found that the higher the quality of social responsibility information disclosure, the lower the degree of financing constraints. It is further found that the disclosure of social responsibility information by companies can help with equity refinancing, reduce financing costs, and ease financing constraints. Literature [10], based on two types of accounting conservatism perspectives, empirically found that accounting conservatism is significantly negatively correlated with financing constraints. Further research found that unconditional conservatism is more helpful than conditional conservatism to alleviate the degree of financing constraints, and accounting conservatism as an important feature of accounting information quality has a very good enlightening effect on improving the quality of accounting information and alleviating financing constraints. Chessell and Negurita [11] added the variable of accounting information quality on the basis of studying the relationship between company-specific risks and corporate financing constraints and found that company-specific risks and financing constraints are significantly positively correlated; that is, the greater the risk a company faces, the more difficult it is to finance. This relationship is particularly obvious among small- and medium-sized enterprises. However, companies that disclose high-quality accounting information will weaken the positive correlation between the two, indicating that improving the quality of accounting information can help reduce information gaps. The degree of symmetry reduces financing costs. Based on the theory of information asymmetry, literature [12] studied the impact of accounting information on the financing constraints of listed companies from the perspectives of accounting earnings quality and accounting information transparency, and found that the higher the quality of accounting earnings, the lower the degree of financing constraints faced by the company. The increase in the transparency of accounting information has a deeper impact on the financing constraints of non-state-owned enterprises.

Literature [13] found that the recognition of the company’s internal control report will have an impact on the earnings quality. When the review agency issues an unfavorable opinion on the company’s internal control report, it will affect the company’s earnings quality for the next year, showing a significant downward trend. On the contrary, When the review agency approved the internal control report of a company, it showed a significant upward trend compared with the previous year. From the perspective of market response, literature [14] found that companies with a relatively complete internal control system would respond positively to the market, whereas companies with internal control defects would respond negatively to the market, and there was a positive correlation between the two. Literature [15] found a positive correlation between the severity of internal control problems and audit fees through a large amount of data collection. Literature [16] found that companies with more complete internal control systems have higher investment efficiency from the perspective of investment, whereas companies with incomplete internal control systems will have an adverse effect on investment efficiency, but they can improve investment efficiency by establishing and improving internal control systems. Literature [17] empirically studied the impact of internal control defects on inventory management and found that in companies with larger internal control defects, the greater the inventory impairment loss, the lower the turnover rate.

3. Improved Particle Swarm Algorithm

MOP refers to the optimization model with more than one objective function and is hoped to obtain the best optimization problem as much as possible at the same time, as follows [18]:
where $X$ is the $D$-dimensional decision vector; $Y$ is the target vector; and $N$ is the total number of optimization targets.

Corresponding to the mathematical definition of asymmetric steering mechanism, it is given as

\[
\begin{aligned}
\min & \quad Y = F(X) = (f_1(X), f_2(X), \ldots, f_n(X)) \quad n = 1, 2, \ldots, N, \\
\text{s.t} & \quad g_i(x) \leq 0, \quad i = 1, 2, 3, \ldots, m, \\
& \quad h_j(x) = 0, \quad j = 1, 2, \ldots, k, \\
& \quad X = [x_1, x_2, \ldots, x_d, \ldots, x_D], \\
& \quad x_{d_{\min}} \leq x_d \leq x_{d_{\max}}, \quad d = 1, 2, \ldots, D,
\end{aligned}
\]  

(1)

For any $d \in [1, D]$, if $x_{d_{\min}} \leq x_d$ and $d_0 \in [1, D]$ satisfies $x_{d_0} < x_d$, then vector $X^* = [X_1, X_2, \ldots, X_D]$ dominates vector $X^* = [X_1, X_2, \ldots, X_D]$. When $f(x^*)$ dominates $f(x)$, the following two conditions must be met [19]:

\[
\forall n f_n(X^*) \leq f_n(x), \quad n = 1, 2, \ldots, N \\
\exists f_{n_0} f_{n_0}(X^*) < f_{n_0}(X), \quad 1 \leq n_0 \leq N.
\]  

(3)

The position and velocity of each particle are updated as follows [20]:

\[
\begin{aligned}
X_{id}(t + 1) &= X_{id}(t)V_{id}(t + 1), \\
V_{id}(t + 1) &= \omega V_{id}(t) + c_1 r_1 (P_{1,d}(t)) + c_2 r_2 (P_{g,d}(t)).
\end{aligned}
\]  

(4)

According to the above steps, the flowchart of the standard PSO algorithm is shown in Figure 1 [21].

This article mainly applies the improved particle algorithm to the assessment of accounting data quality, so it is necessary to analyze the accounting information theory. The information asymmetry theory refers to the different levels of knowledge of certain information among entities in market economic activities and the degree of understanding of the information. The clearer and clearer the subject is, the greater the advantage is. The existence of information asymmetry will make it difficult for the principal to conduct a reasonable examination of the agent with whom he is in a principal-agent relationship, but the agent can use the advantage of information asymmetry to seek the greatest benefit for himself. Information asymmetry will produce adverse selection, because the party who has a more comprehensive understanding of information will use its advantage to harm the interests of the other party who does not understand the information and then produce the phenomenon of “bad money drives out good money.” Information asymmetry will also increase moral hazard. In order to maximize their own interests, the information-superior party harms the interests of the information-inferior party. The theory of information asymmetry is widely used in the field of auditing. The departmental budget execution audit under the full coverage of the audit is to centrally aggregate the business data and accounting data of multiple audited units to realize the association and data of multiple business systems. In contrast, through data analysis, it is found that the budget execution does not conform to the relevant financial system norms. In this case, the original method of obtaining basic accounting information of accounting data through inquiry under the on-site audit is no longer feasible in the case of centralized analysis of the full-coverage data of the audit, which increases the asymmetry of information. Therefore, it is necessary to evaluate the quality of government accounting data, find out the units with poor data, and make rectifications, so as to reduce the audit risk caused by the asymmetry of audit information.

The reason lies in the essential difference between the two. The solution obtained by a multi-objective optimization problem is usually a set of one or several sets of continuous solutions. But the PSO algorithm and the genetic algorithm are still very different. In the genetic algorithm, sharing information between chromosomes is that the entire group gradually moves to a good area, wherein the PSO algorithm, the information is given by the best particles, and other individuals follow the best particles to quickly converge to a point. Therefore, this article directly uses the PSO algorithm to deal with the multi-objective optimization problem, which will easily converge to the local area of the non-dominated optimal domain. The improved multi-objective particle swarm optimization (IMPSO) algorithm is to improve the selection of extreme values, the diversity of particles, and the inertia weight that affects the particle swarm algorithm, thereby improving the reliability and efficiency of the algorithm.

3.1. Extremum Selection Strategy. The multi-objective particle swarm algorithm in this article adopts the elitist archiving strategy in the genetic algorithm. The order value of the particles is used to measure the degree of dominance of each particle in the corresponding target vector. In the first iteration, if the target vector of the individual $X$ is dominated by the target vector of the individual in $P$, then the order value of the individual $X$ is rank $(X_{d_{\min}})$, and the initial value of the individual order value is set to 1. Therefore, the smaller the order value, the smaller the degree of dominance of the particle, and the better the target vector of the particle. Conversely, the larger the order value, the worse the particle’s target vector. In this article, an archive is set up outside the population, and an elite archiving operation is adopted to save individuals with a smaller order value to the external archive. When the particle velocity is updated, all the required extreme values are directly selected randomly from the external archive. For the selection of individual
extremum, a nondominated solution is selected as the individual extremum of the particle from the current position of the particle and the historical optimal position. If the two are not dominated, the individual optimal value is kept unchanged.

3.2. Line Density Deletion Strategy. \( P_s = [X_1, X_2, \ldots, X_M] \) is the nondominated solution set in the external archives of the population when a certain algorithm evolves to the first generation, and \( P_F = [F(X_1), F(X_2), \ldots, F(X_M)] \) is the target vector set corresponding to the nondominated solution. Then, the linear density of the non-dominated solution and the average linear density of the nondominated solution set are defined as follows:

\[
\rho_i = \frac{d_i}{L}, \quad (i = 1, 2, \ldots, m),
\]
\[
\bar{\rho}_i = \frac{\sum_{i=1}^{m} \rho_i}{m},
\]
\[
d_i = \min_{j \in i, j \neq i} \left( \sqrt{[f_1(X_i) - f_1(X_j)]^2 + \cdots + [f_n(X_i) - f_n(X_j)]^2} \right), \quad i = 1, 2, \ldots, m,
\]
\[
L = \sum_{i=1}^{m} d_i^*.
\]
where \( m \) is the number of nondominated solutions, \( n \) is the number of objective functions, and \( p_i \) is the linear density of nondominated solutions. It can be seen that the smaller the linear density \( p_i \), the smaller the distance between the target values of the nondominated solutions, and the denser the nondominated solutions there. Conversely, the smaller the \( p_i \), the more dispersed the nondominated solutions. By deleting the dense nondominated solutions, the diversity of the nondominated solutions can be increased.

3.3. Inertial Weight Adjustment Strategy. The inertial weight value \( a \) is used to control the influence of historical velocity on the current velocity of particles and can balance the global detection and local detection of the group. If the inertia weight is larger, it is more favorable for global detection. On the contrary, smaller is conducive to local in-depth detection. On the contrary, smaller is conducive to local in-depth detection. A calculation strategy of inertia weight is proposed:

\[
\omega(i) = \begin{cases} 
\omega(i) - (\omega(i) - \omega_{\text{min}}) \times \frac{|f_i - f^*_{\text{avg}}|}{f_m - f^*_{\text{avg}}} & \text{iff } f_i < f^*_{\text{avg}}, \\
\omega(i) \text{iff } f^*_{\text{avg}} < f_i < f^*_{\text{avg}}, \\
1.4 - \frac{1}{1 + k_1 \exp(-k_2 \Delta)} & \text{iff } f > f^*_{\text{ave}},
\end{cases}
\]

where \( f_i \) is the fitness value of the \( i \)-th particle, \( f^*_{\text{avg}} \) is the fitness value of the optimal particle value, \( f^*_{\text{ave}} \) is the average fitness value of the particle swarm, and \( f^*_{\text{avg}} \) is the average fitness value of all particles whose fitness value is better than \( f^*_{\text{ave}} \). \( \Delta = |f_m - f^*_{\text{avg}}| \). The smaller the \( \Delta \), the easier it is for the particle swarm to converge prematurely, and the value of each parameter is \( \omega_{\text{min}} = 0.4, k_1 = 1.5, k_2 = 0.3, \).

4. Accounting Data Quality Evaluation Based on Improved Particle Swarm Algorithm

Accounting software can be divided into discrete application mode and centralized application mode according to whether the unit is centralized or not: discrete application mode, that is, traditional administrative institutions purchase software separately. For example, the most common software is UFIDA U8, and the unit accountant fully masters the configuration, data storage, and management of accounting software. This is a relatively traditional software application method. It depends on the unit’s internal control level and the quality of accounting personnel; the centralized application model has been a new government accounting application model in recent years. The accounting software of administrative institutions is uniformly configured and applied by the higher-level supervisory unit, and some are coordinated by the software of the industry supervisory department. Some are coordinated by the business departments of financial institutions. Under the centralized application mode, unified requirements will be made for the application of accounting software, and the standardization has been greatly improved. From the perspective of the use of accounting software functions, whether the software’s auxiliary accounting is scientific and effective will greatly affect the completeness and comparability of accounting data. Auxiliary accounting uses accounting subjects as the carrier to provide a more comprehensive supplementary reflection of economic transactions involving income, expenditure, and exchange payments. When accounting for a business, in addition to the subsidiary ledger and general ledger, it also needs to be recorded in the auxiliary accounting book. The following takes expenditures as an example to describe the influence of accounting title setting on the degree of accounting standardization of government units.

Audit data quality is the basic theoretical issue of database auditing. Research on audit data quality is of great significance to the development and improvement of computer-assisted audit theory and practice. At present, the research on audit data quality in Chinese academic circles and practice departments has just begun, and a systematic theory has not yet been formed, nor has an exact definition of audit data quality been given. Therefore, referring to the description of data quality mentioned above, from a qualitative point of view, we will use a set of reasonable evaluation indicators to represent the characteristics of audit data quality (Figure 2).

To control the quality of audit data from the entire life cycle of data generation, the general process of online audit should first be analyzed. The basic process of online audit can still be divided into three stages: audit preparation, audit implementation, and audit termination stage. However, in each link of each stage, the content and focus of the audit work have changed; especially, the electronic data process is playing an increasingly important role in the audit work. The implementation of online auditing is mainly accomplished through key steps such as data collection, data conversion, and analysis and processing. Therefore, the control content of audit data quality has also shifted in various links. By analyzing the online audit process, we will discuss how to ensure and improve data quality from a technical perspective, as shown in Figure 3.

Accounting goal is the basic quality requirement that accounting information should meet, and it is the rigid
constraint of accounting information quality, which reflects all the characteristics of accounting information to meet the requirements of regulations. Accounting information comes from the daily economic activities of the accounting entity. It is the economic information obtained through accounting by using accounting theories and methods for specific transactions or events. It is the product of all accounting activities of the accounting entity and is used to reflect the accounting entity’s financial status and operating results and cash flow. As its result is to provide users of accounting information with accounting information related to their decision-making, as a product, accounting information needs to have a certain quality like ordinary products to meet the needs of information users. High-quality accounting information can meet the needs of accounting information users to the greatest extent. Therefore, the quality of
accounting information is a prerequisite for accounting information to function and determines whether it is useful to information users. The connotation of the quality characteristics of accounting information is extremely rich, and the content of specific accounting information quality characteristics is different, and the degree of demand for accounting information of different accounting information users is also different. When the information demander makes a decision and the accounting information cannot meet the requirements at the same time, some of the information quality characteristics must be carefully selected to determine which quality characteristics should be given priority, and which quality characteristics can be reduced to the next or even ignored. Therefore, before forming the accounting information theory, we need to weigh the relationship between some major accounting information quality characteristics. From the perspective of the usefulness of decision-making or the view of fiduciary responsibility, which are the basic requirements for achieving useful goals in financial accounting decision-making. How to balance the relevance and reliability of accounting information is a topic that accounting standard-setting institutions and authoritative scholars pay close attention to. The relevance and reliability of accounting information are the basic requirements of accounting information users for accounting information. It can best reflect the internal requirements of financial accounting goals and has a significant impact on the choice of accounting methods and procedures by business operators. Therefore, it is necessary to ensure the reliability of the data and then analyze the data flow.

The quality of the collected raw data directly affects the success of the audit. Therefore, data collection is an important initial link in the networked audit model. From the data flow diagram (Figure 4), it can be seen that during the data collection stage, the data have changed twice, and the quality control should start from three control points.

The system processing flow is shown in Figure 5. The system aggregates data through various mining algorithms and discovers abnormal patterns from various dimensions. On the basis of defining abnormal scenarios, assess whether an individual's operating behavior is normal or not in historical data, the degree of deviation, and the possible risks. Analysts can customize the model according to industry-specific custom rules to better fit the actual business environment of industry users and improve the accuracy of data mining. The final analysis results of the system are displayed in a visualized way of big data. The system deployment diagram is shown in Figure 6.

The user trust evaluation model based on log behavior is divided into two stages: the preprocessing stage and the log behavior trust evaluation stage. The basic structure of the analysis model is shown in Figure 7.

In the big data environment, when conducting data collection, auditors should make full use of the various technologies provided by the cloud platform and use cloud computing and big data functions in the audit business, and
the efficiency of the audit work will be greatly improved. Advanced computer technology and a large amount of data are integrated through overall planning, turning huge data resources into centralized and orderly audit data resources, which greatly improves the efficiency of fund use and the efficiency of data collection in audit work. Similarly, auditors working on a better data analysis platform can better lay the foundation for the next step. The data module process is shown in Figure 8.

After constructing the above model, the effect of the model is verified. The model constructed in this article can be used for mining and processing of accounting data, and the quality of accounting data can be evaluated with the support of the model. Therefore, this article mainly evaluates the mining effect of the algorithm and the effect of accounting data evaluation in the experimental research. Accounting data mining is shown in Table 1 and Figure 9.

With the support of the improved particle swarm algorithm, the accounting data mining effect of the system model in this paper is relatively ideal, and then, the accounting data evaluation effect evaluation is carried out, as shown in Table 2 and Figure 10.

From the above research, it can be seen that the accounting data quality evaluation system based on the improved particle swarm algorithm proposed in this article has a good accounting data quality evaluation effect and meets the basic needs of this article to build the system.
Security accounting and auditing products basically use relational databases to store accounting and auditing data. Due to the limitations of relational databases, accounting and auditing systems cannot store and process big data. With the continuous increase in log capacity, the speed of query statistics will become very slow, making it more difficult to carry out in-depth mining and analysis. Therefore, the storage capacity and processing capacity of the above products are very limited. In the current IT architecture, the number of devices and systems is very large, and the amount of data in logs and recording files generated every day is very large and has typical big data 4V characteristics. Traditional security accounting audit products simply do not have the ability to store and process such a large amount of accounting audit log data based on the actual needs of accounting data quality assessment. This article combines the improved particle swarm algorithm to study the accounting data quality evaluation method, builds an intelligent analysis model based on the actual situation, and further improves the evaluation effect of accounting data quality on this basis.

**Table 1:** The effect of accounting data mining.

| NO | Data mining | NO | Data mining |
|----|-------------|----|-------------|
| 1  | 94.28       | 16 | 94.21       |
| 2  | 96.27       | 17 | 97.88       |
| 3  | 94.25       | 18 | 94.76       |
| 4  | 94.29       | 19 | 97.22       |
| 5  | 94.88       | 20 | 95.78       |
| 6  | 94.97       | 21 | 97.45       |
| 7  | 94.62       | 22 | 95.26       |
| 8  | 97.80       | 23 | 97.72       |
| 9  | 97.07       | 24 | 95.86       |
| 10 | 96.51       | 25 | 95.47       |
| 11 | 95.45       | 26 | 94.35       |
| 12 | 96.95       | 27 | 95.34       |
| 13 | 96.50       | 28 | 95.01       |
| 14 | 95.44       | 29 | 94.22       |
| 15 | 97.37       | 30 | 95.30       |

**Table 2:** The effect of accounting data quality evaluation.

| NO | Data evaluation | NO | Data evaluation |
|----|-----------------|----|-----------------|
| 1  | 80.21           | 16 | 92.05           |
| 2  | 91.69           | 17 | 83.59           |
| 3  | 89.93           | 18 | 81.78           |
| 4  | 88.58           | 19 | 91.69           |
| 5  | 86.27           | 20 | 82.10           |
| 6  | 90.31           | 21 | 91.23           |
| 7  | 87.79           | 22 | 90.40           |
| 8  | 81.75           | 23 | 86.42           |
| 9  | 88.92           | 24 | 83.55           |
| 10 | 92.12           | 25 | 86.75           |
| 11 | 90.00           | 26 | 84.26           |
| 12 | 80.76           | 27 | 90.25           |
| 13 | 87.54           | 28 | 88.02           |
| 14 | 90.04           | 29 | 80.18           |
| 15 | 83.37           | 30 | 89.28           |

**Figure 9:** Statistical diagram of accounting data mining.

**Figure 10:** Statistical diagram of accounting data quality evaluation.

**5. Conclusion**

Security accounting and auditing products basically use relational databases to store accounting and auditing data. Due to the limitations of relational databases, accounting and auditing systems cannot store and process big data. With the continuous increase in log capacity, the speed of query statistics will become very slow, making it more difficult to carry out in-depth mining and analysis. Therefore, the storage capacity and processing capacity of the above products are very limited. In the current IT architecture, the number of devices and systems is very large, and the amount of data in logs and recording files generated every day is very large and has typical big data 4V characteristics. Traditional security accounting audit products simply do not have the ability to store and process such a large amount of accounting audit log data based on the actual needs of accounting data quality assessment. This article combines the improved particle swarm algorithm to study the accounting data quality evaluation method, builds an intelligent analysis model based on the actual situation, and further improves the evaluation effect of accounting data quality on this basis.
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