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Abstract

A stochastic linear transport equation with multiplicative noise is considered and the question of no-blow-up is investigated. The drift is assumed only integrable to a certain power. Opposite to the deterministic case where smooth initial conditions may develop discontinuities, we prove that a certain Sobolev degree of regularity is maintained, which implies Hölder continuity of solutions. The proof is based on a careful analysis of the associated stochastic flow of characteristics.
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1. Introduction

Consider the stochastic linear transport equation in Stratonovich form

\[
\frac{\partial u}{\partial t} + b \cdot \nabla u + \sigma \nabla u \circ dW \frac{dt}{dt} = 0, \quad u|_{t=0} = u_0.
\]

Here \(W = (W_t)_{t \geq 0}\) is a \(d\)-dimensional Brownian motion defined on a filtered probability space \((\Omega, \mathcal{F}, \mathcal{F}_t, P)\), the drift \(b : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d\) is a given deterministic vector field, \(\sigma \in \mathbb{R}\) and \(u_0 : \mathbb{R}^d \to \mathbb{R}\) are given and the solution
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$u = u(x,t)$ will be a scalar random field on $(\Omega, \mathcal{F}, \mathcal{F}_t, P)$ defined for $(t,x) \in [0,T] \times \mathbb{R}^d$.

We deal with the problem of singularities of $u$ starting from a regular initial condition $u_0$. When $\sigma = 0$ and $b$ is not Lipschitz, singularities may appear, in the form of discontinuities (or blow-up of derivatives), as in the simple example $d = 1$, $b(x) = -\text{sign}(x) \sqrt{|x|}$: any non-symmetric smooth initial condition $u_0$ develops a discontinuity at $x = 0$ for any $t > 0$, because there are different, symmetric, initial conditions $x_0$ for the associated equation of characteristics

$$x'(t) = b(t, x(t)), \quad x(0) = x_0$$

which coalesce at $x = 0$ at any arbitrary positive time. Opposite to the question of uniqueness of weak $L^\infty$ solutions, where positive results have been given under relatively weak assumptions on $b$, see for instance [11] and [1], it seems that good results of no blow-up are not available in the deterministic case when $b$ is not Lipschitz.

The purpose of this paper is to show that, for $\sigma \neq 0$ and $b$ of class

$$b \in L_p^q := L^q(0,T; L^p(\mathbb{R}^d, \mathbb{R}^d)),$$

$$p,q \geq 2, \quad \frac{d}{p} + \frac{2}{q} < 1 \quad (1)$$

some regularity of the initial condition is maintained, in particular discontinuities do not appear. We prove the following result.

**Theorem 1.** If $\sigma \neq 0$, (1) holds and $u_0 \in \cap_{r \geq 1} W^{1,r}(\mathbb{R}^d)$ then there exists a unique solution $u$ such that

$$P \left( u(t, \cdot) \in \cap_{r \geq 1} W^{1,r}_{\text{loc}}(\mathbb{R}^d) \right) = 1$$

for every $t \in [0,T]$.

The unique solution in this class is given by a representation formula, in terms of $u_0$, involving a weakly differentiable stochastic flow. By Sobolev embedding theorem, $u(t, \cdot)$ is $\alpha$-Hölder continuous for every $\alpha \in (0,1)$, with probability one. Hence, from smooth initial conditions, discontinuities cannot arise.

The precise formulation of the concept of solution and other details are given in the sequel.
The intuitive idea is that, opposite to the deterministic case, when $\sigma \neq 0$ the characteristics cannot meet. They satisfy the stochastic equation

$$dX_t = b(X_t, t) \, dt + \sigma dW_t$$  \hspace{1cm} (2)$$

which generates, under assumptions (1), a stochastic flow of Hölder continuous homeomorphisms, with some weak form of differentiability. The existence of an Hölder continuous stochastic flow has been proved in [12], [13], [21]. A differentiability property in terms of finite increments has been given in [13]. Here we establish Sobolev type differentiability. A similar Sobolev regularity of the flow is investigated in [20] by different tools (Malliavin calculus). See also [19].

The assumption (1) has been introduced in the framework of stochastic differential equations by [17] who have proved strong uniqueness. In the fluid dynamic literature, with $\leq$ in place of $<$, it is known as the Ladyzhenskaya-Prodi-Serrin condition. One of its main consequences is that it gives uniform bounds on gradients of solutions to an auxiliary parabolic problem (see Theorem 2 below) essential for our approach, along with good properties of the second derivatives.

The possibility that noise may prevent the emergence of singularities is an intriguing phenomenon that is under investigation for several systems. For linear transport equations with $b \in L^\infty ([0, T]; C^\alpha_b (\mathbb{R}^d, \mathbb{R}^d))$, it may be deduced from [15] (the result presented here is more general). For nonlinear systems there are negative results, like the fact that noise does not prevent shocks in Burgers equation, see [14], and positive results for special kind of singularities (collapse of measure valued solutions) for the vorticity field of 2D Euler equations, see [16], and for 1D Vlasov-Poisson equation, see [10]. Moreover, for Schrödinger equations, there are several theoretical and numerical results of great interest, see [3] - [9]. We do not list here the results concerning the restored uniqueness due to noise and address to the lecture note [14] on this subject.

After the result of Theorem 1 it remains open the question whether the solution is Lipschitz continuous (or more) when $u_0 \in W^{1,\infty} (\mathbb{R}^d)$ (or more). In dimension $d$ we think that this is a difficult question under assumption (1). The answer is positive when $b \in L^\infty ([0, T]; C^\alpha_b (\mathbb{R}^d, \mathbb{R}^d))$ because the stochastic flow is made of diffeomorphisms, see [15] and it is also positive in dimension $d = 1$ for certain discontinuous drift $b$, including for instance $b(x) = \text{sign} (x)$, see [2].
It must be emphasized that, although this “regularization by noise” may look related to the regularization produced by the addition of a Laplacian to the equation, in fact it preserves the hyperbolic structure of the equation. The equations remain reversible and the solution at time \( t \) is, in the problem treated in this paper, just given by the initial condition composed with a flow. If the initial condition has a discontinuity, the solution also has a discontinuity; no smoothing effect is introduced. However, the emergence of singularities (shocks in our case) is prevented.

The work is organized as follows. In Section 2 we present some results on regularity and approximation properties of the flow associated to the SDE (2). They are obtained via the study of an associated SDE and the regularity of its solutions. The main results are contained in Lemmas 3 and 5 while more technical results are collected in the Appendix (Section 5). In Section 3 we define weakly differentiable solutions of the SPDE and prove their existence in Theorem 10. A technical result on convergence of random fields in Sobolev spaces is left to the last Appendix. Finally, uniqueness of weakly differentiable solutions of the SPDE is proved in Section 4.

2. Convergence Results

In this section we present some technical results on an associated SDE that we will study as an intermediate step to obtain some regularity and approximation properties of the flow associated to the SDE (2). The main results are contained in Lemmas 3 and 5.

Let us start by setting the notation used and recalling some results. We will use the following auxiliary SDE, introduced in [13]:

\[
\begin{align*}
\mathrm{d}Y_t &= \lambda U(t, \gamma_0^{-1}(x)) \mathrm{d}t + (\nabla U(t, \gamma_0^{-1}(x)) + \text{Id}) \mathrm{d}W_t, \quad Y_0 = x .
\end{align*}
\]

The link between this SDE and the one presented in the introduction is given by the \( C^1 \)-diffeomorphism \( \gamma_t: Y_t = \gamma_t \circ X_t \circ \gamma_0^{-1} \), where \( \gamma_t(x) = x + U(t, x) \).

Here, \( U: \mathbb{R}^{d+1} \rightarrow \mathbb{R}^d \) is the solution of the PDE

\[
\begin{align*}
\left\{ \begin{array}{l}
\partial_t U + \frac{1}{2} \Delta U + b \cdot \nabla U - \lambda U + b = 0 \\
U(T, x) = 0
\end{array} \right.
\end{align*}
\]

This PDE is well posed in the space

\[
H_{2,p}^q(T) := L^q(0, T; W^{2,p}(\mathbb{R}^d)) \cap W^{1,q}(0, T; L^p(\mathbb{R}^d)) ;
\]

we report here the precise result, given by [13, Theorem 3.3].
Theorem 2. Take \( p, q \) such that (1) holds, \( \lambda > 0 \) and two vector fields \( b, f (t, x) : \mathbb{R}^{d+1} \to \mathbb{R}^d \) belonging to \( L^q_{\infty} (T) \). Then in \( H^q_{2,p} (T) \) there exists a unique solution of the backward parabolic system
\[
\begin{aligned}
\partial_t u + \frac{1}{2} \Delta u + b \cdot \nabla u - \lambda u + f &= 0, \\
u(T, x) &= 0.
\end{aligned}
\] (4)
For this solution there exists a finite constant \( N \) depending only on \( d, p, q, T, \lambda \) and \( \|b\|_{L^q_p (T)} \) such that \( \|u\|_{H^q_{2,p} (T)} \leq N \|f\|_{L^q_p (T)} \). (5)

We will use the result of this theorem with \( f = b \).

Let \( b^n \) be a sequence of smooth vector fields converging to \( b \) in \( L^q_p \). Let \( U \) be the unique solution to the PDE (1) provided by the above Theorem and \( U^n \) the solutions obtained using the approximating vector fields \( b^n \). Lemma 12 shows that the vector fields \( U^n \) converge in \( H^q_{2,p} \) to \( U \).

In [13] is also proved the existence of Hölder flows of homeomorphisms for the two SDEs above, which we denote by \( \phi_t (\cdot) \) for the SDE (2), and \( \psi_t (\cdot) \) for (3). We will use \( \phi^t_n (\cdot) \) to denote the flows obtained for the approximating vector fields \( b^n \), and \( \psi^t_n (\cdot) \) for the flows corresponding to the auxiliaries SDEs obtained via the diffeomorphisms \( \gamma^t_n = Id + U^n(t, \cdot) \). We will use \( \phi^t_{0,n} (\cdot) \), and \( \psi^t_{0,n} (\cdot) \) for the inverse flows.

We can now state and prove the two main regularity results on the flows \( \phi^t_{0,n} \).

Lemma 3. For every \( R > 0 \), \( p \geq 1 \) and \( x, y \in B_R \),
\[
\lim_{n \to \infty} \sup_{t \in [0,T]} \sup_{x \in B_R} E \left[ \left| \phi^t_{0,n} (x) - \phi^t_0 (y) \right|^p \right] \leq C_{p,T} \left| x - y \right|^p.
\]

In particular,
\[
\lim_{n \to \infty} \sup_{t \in [0,T]} \sup_{x \in B_R} E \left[ \left| \phi^t_{0,n} (x) - \phi^t_0 (x) \right|^p \right] = 0. \quad (6)
\]

Proof. Step 1 (preliminary estimates). By lemma 12 we have that for every \( r > 0 \) there exist a function \( f \) s.t. \( \lim_{n \to \infty} f(n) = 0 \) and
\[
\sup_{x \in \mathbb{R}^d} \sup_{t \in [0,T]} \left| \nabla U(t, x) \right| \leq 1/2, \\
\sup_{x \in B_r} \sup_{t \in [0,T]} \left| U^n(t, x) - U(t, x) \right| \leq f(n), \\
\sup_{x \in B_r} \sup_{t \in [0,T]} \left| \nabla U^n(t, x) - \nabla U(t, x) \right| \leq f(n).
\]
Since $\phi_t(x)$ is jointly continuous in space and time, there exist an $r < \infty$ s.t. the image of $B_R \times [0,T]$ will be contained in $B_r$ for all $t \leq T$. In the following we will always take $x, y \in B_R$. It follows that

$$\left| U^n(t, \phi^n_t(x)) - U(t, \phi_t(y)) \right| \leq f(n) + \frac{1}{2} |\phi^n_t(x) - \phi_t(y)|,$$

$$\left| \nabla U^n(t, \phi^n_t(x)) - \nabla U(t, \phi_t(y)) \right| \leq f(n) + \left| \nabla U^n(t, \phi^n_t(x)) - \nabla U^n(t, \phi_t(y)) \right|.$$

To shorten notation, we will write $\phi^n$ and $\phi$ to denote $\phi^n_t(x)$ and $\phi_t(y)$, $U^n(\phi^n)$ and $U^n(x)$ to denote $U^n(t, \phi^n)$ and $U^n(0, x)$, etc. The same holds for the flows of the SDE (3). From the definition $\psi^n_t = \gamma_t \circ \phi^n_t \circ (\gamma^n_t)^{-1}$ and the properties of the diffeomorphisms $\gamma^n_t$ obtained from Lemma 12 and Remark 13 we immediately have

$$|\psi^n - \psi| \geq |\phi^n - \phi + U^n(\phi^n) - U^n(\phi)| - f(n)$$

$$\geq \frac{1}{2} |\phi^n - \phi| - f(n)$$

(7)

$$2 \left( |\psi^n - \psi| + f(n) \right) \geq |\phi^n - \phi|$$

and

$$|\psi^n - \psi| \leq \frac{3}{2} |\phi^n - \phi| + f(n).$$

(8)

**Step 2** (computations). We start by proving the convergence of the flows of the auxiliary SDE 3. By Itô formula, for any $a \geq 2$

$$\frac{1}{a} d \left| \psi^n - \psi \right|^a = \left\{ \lambda \langle (\psi^n - \psi), U^n(\phi^n) - U(\phi) \rangle_{\mathbb{R}^d} dt + \langle (\psi^n - \psi), (\nabla U^n(\phi^n) - \nabla U(\phi)) \cdot dW_t \rangle_{\mathbb{R}^d} 
+ \frac{a - 1}{2} Tr \left( [\nabla U^n(\phi^n) - \nabla U(\phi)] [\nabla U^n(\phi^n) - \nabla U(\phi)]^T \right) dt \right\}$$

$$= \left| \psi^n - \psi \right|^{a-2} \left\{ A_1 + A_2 + A_3 \right\}.$$

Let us analyze the three terms $A_1, A_2, A_3$. Using (7) we have

$$A_1 \leq \lambda |\psi^n - \psi| \left( f(n) + \frac{1}{2} |\phi^n - \phi| \right) dt$$

$$\leq \lambda |\psi^n - \psi|^2 dt + 2\lambda f(n) |\psi^n - \psi| dt.$$
Since $\nabla U^n$ is bounded (uniformly in $n$, see Lemma [12]) and by (26) $|\psi^n|^a$ belongs to $L^2(\Omega \times [0,T])$ for any $a \geq 1$, we can write $A_2 = dM^n_t$, where for every $n$, $dM^n_t$ is the differential of a zero mean martingale. As for the third term, using twice the inequality $(\alpha + \beta)^2 \leq 2(\alpha^2 + \beta^2)$ and the estimates of the first step, we get

$$
\frac{2}{d^2(a-1)} A_3 \leq \left\{ 2\left| \nabla U^n(\phi^n) - \nabla U^n(\phi) \right|^2 + 2f^2(n) \right\} dt
$$

$$
\leq |\phi^n - \phi|^2 dA^n_t + 2f^2(n) dt
$$

$$
\leq 8|\psi^n - \psi|^2 dA^n_t + 8f^2(n) dA^n_t + 2f^2(n) dt,
$$

where for every $n$

$$
A^n_t := 2 \int_0^t \frac{\left| \nabla U^n(\phi^n_s) - \nabla U^n(\phi)_s \right|^2}{|\phi^n_s - \phi_s|^2} 1_{\{\phi^n \neq \phi_s\}} ds
$$

(9)

is a nondecreasing adapted stochastic process, with $A^n_0 = 0$, and uniformly in $n \mathbb{E}[A^n_T] \leq C < \infty$, see Lemma [14]. Set $B^n_t := [4d^2a(a-1)]A^n_t$. From the above estimates and after renaming $M_t$ (which remains a zero mean martingale), we get

$$
d\left(e^{-B^n_t} |\psi^n - \psi|_t^a\right) \leq e^{-B^n_t} \left[a\lambda|\psi^n - \psi|^a + 2a\lambda f(n)|\psi^n - \psi|^{a-1}\right] dt
$$

$$
+ dM_t + f^2(n)e^{-B^n_t} |\psi^n - \psi|^{a-2} dB^n_t
$$

$$
+ d^2a(a-1)e^{-B^n_t} f^2(n)|\psi^n - \psi|^{a-2} dt.
$$

Integrating in time, taking the expected value, and finally the supremum over $t \in [0,T]$, we get

$$
\sup_{t \in [0,T]} \mathbb{E}\left[e^{-B^n_T} |\psi^n_t - \psi_t|^a\right] \leq \left|\psi^n_0 - \psi_0\right|^a + a\lambda \mathbb{E}\left[\int_0^T e^{-B^n_s} |\psi^n_s - \psi_s|^a ds\right]
$$

$$
+ C_{a,d,\lambda} f(n) \mathbb{E}\left[\int_0^T e^{-B^n_s} \left|\psi^n_s - \psi_s\right|^{a-1} + f(n)|\psi^n_s - \psi_s|^{a-2} ds\right]
$$

$$
+ f^2(n) \mathbb{E}\left[\int_0^T e^{-B^n_s} |\psi^n_s - \psi_s|^{a-2} dB^n_s\right].
$$

(10)

The expected value in the second line above is bounded uniformly in $n$. This fact is easily seen using for each term H"older inequality together with the
integrability properties of the flows $\psi^n$ and of the exponential of the processes $B^n_s$, provided by (26) and Lemma 14 respectively. We claim that also the expected value of the last line is bounded.

**Claim 4.** There exists a constant $C$ s.t. for every $n$ and $p \geq 0$

$$
\mathbb{E} \left[ \int_0^T e^{-B^n_s} \left| \psi^n_s - \psi_s \right|^p \, dB^n_s \right] \leq C .
$$

**Proof of the Claim.** Using the definition of $B^n_t$ we can rewrite the term on the left hand side as

$$
\mathbb{E} \left[ \int_0^T e^{-B^n_s} \left| \psi^n_s - \psi_s \right|^p \frac{\nabla U(s, \phi^n_s) - \nabla U(s, \phi_s)}{\left| \phi^n_s - \phi_s \right|^2} \, ds \right] .
$$

Using Hölder inequality, for some $\varepsilon > 1$ small (to be fixed later) and $k$ the conjugate exponent, we obtain the term

$$
\mathbb{E} \left[ \int_0^T e^{-kB^n_s} \left| \psi^n_s - \psi_s \right|^{kp} \, ds \right] ,
$$

for which we have already obtained a uniform bound, and the term

$$
\mathbb{E} \left[ \int_0^T \left| \nabla U^n(s, \phi^n_s) - \nabla U^n(s, \phi_s) \right|^{2\varepsilon} \frac{\left| \phi^n_s - \phi_s \right|^{2\varepsilon}}{\left| \phi^n_s - \phi_s \right|^{2\varepsilon}} \, ds \right] . \quad (11)
$$

For this term, we proceed as in the proof of Lemma 14. The key point is the estimate of the term

$$
\int_0^1 \mathbb{E} \left[ \int_0^T \left| \nabla^2 U^n(s, \phi^{n,r}_s) \right|^{2\varepsilon} \, ds \right] \, dr ,
$$

where

$$
\phi^{n,r}_t = rx + (1 - r)y + \int_0^t rb^n(s, \phi^n_s) + (1 - r)b(s, \phi_s) \, ds + W_t .
$$

We can conclude as in the proof of Lemma 14 if we use the result of Lemma 15. In particular, (11) is controlled by $\|b\|_{L^p_2}$. ■
We return to the proof of Lemma 3. Thanks to the uniform bounds obtained for the expectations in the second and third lines of (10), we can pass to the limit in $n$ to obtain
\[
\limsup_n \sup_{t \in [0,T]} \mathbb{E}\left[ e^{-B^a_t} |\psi^n_t - \psi_t|^a \right] 
\leq \limsup_n C_a \left( |\phi_0(x) - \phi_0(y)|^a + f(n)^a \right)
+ C_{a,\lambda} \limsup_n \mathbb{E}\left[ \int_0^T e^{-B^a_s} |\psi^n_s - \psi_s|^a \, ds \right]
\leq C_a |x - y|^a + C_{a,\lambda} \int_0^T \limsup_n \sup_{t \in [0,s]} \mathbb{E}\left[ e^{-B^a_t} |\psi^n_t - \psi_t|^a \right] \, ds.
\]

Using Gronwall lemma we get
\[
\limsup_n \sup_{t \in [0,T]} \mathbb{E}\left[ e^{-B^a_t} |\psi^n_t - \psi_t|^a \right] \leq C_{a,\lambda,T} |x - y|^a.
\] (12)

We can now get rid of the exponential factor using again Hölder inequality
\[
\limsup_n \sup_{t \in [0,T]} \mathbb{E}\left[ |\psi^n_t - \psi_t|^a \right] \leq \limsup_n \left\{ \mathbb{E}\left[ e^{2B^a_T} \right]^{1/2} \sup_{t \in [0,T]} \mathbb{E}\left[ e^{-2B^a_t} |\psi^n_t - \psi_t|^{2a} \right]^{1/2} \right\}
\leq C_{p,\lambda,T} |x - y|^a.
\]

With $a = 2p$, redefining $B^a_t$ as $1/2$ of the process defined above and using the relation (7), we can finally transport this bound to the flows $\phi^n$:
\[
\limsup_n \sup_{t \in [0,T]} \mathbb{E}\left[ |\phi^n_t - \phi_t|^p \right] \leq C_p \limsup_n \left( \sup_{t \in [0,T]} \mathbb{E}\left[ |\psi^n_t - \psi_t|^p \right] + f^p(n) \right)
\leq C_{p,\lambda,T} |x - y|^p.
\]

Remark that all the estimates found are uniform in $x, y \in B(0, R)$, so that we have obtained the desired result for the forward flows. But since the backward flows $\phi^{L,n}_0(\cdot)$ and $\phi^b_0(\cdot)$ are solution of the same SDE driven by the drifts $-\bar{b}^n$ and $-\bar{b}$, the same result holds for them too. $\blacksquare$

**Lemma 5.** For every $p \geq 1$, there exists $C_{d,p,T} > 0$ such that
\[
\sup_{t \in [0,T]} \sup_{x \in \mathbb{R}^d} \mathbb{E}\left[ |\nabla \phi^{L,n}_0(x)|^p \right] \leq C_{d,p,T}
\] (13)
uniformly in $n$. 9
Proof. Again, since the backward flow satisfies the same SDE of the forward flow with a drift of opposite sign, it is enough to show that the uniform bound \([13] \) holds for the forward flows. Let \( \theta^n \) and \( \xi^n \) be the derivatives of \( \phi^n \) and \( \psi^n \), respectively. Since \( \phi^n_t = (\gamma^n_t)^{-1} \circ \psi_t \circ \gamma^n_0 \), from (25) we have \( |\theta^n_t|^p \leq C_{d,p} |\xi^n_t|^p \). Therefore, we only need to show that the estimate (13) holds for the flow \( \psi^n \), which solves

\[
\, d\xi^n_t(x) = \lambda \nabla U^n(t, \phi^n_t(x)) \xi^n_t(x) \, dt + \nabla^2 U^n(t, \phi^n_t(x)) \xi^n_t(x) \, dW_t
\]

with initial condition \( \xi^n_0(x) = Id \). For the rest of the proof we take any fixed \( x \in \mathbb{R}^d \). \( \nabla U^n \) is bounded uniformly in \( n \) and the function \( \nabla^2 U \) is at least in \( L^p \), so that the last term is the differential of a martingale \( (dM^n_t) \) due to Lemma [13]. By Itô formula we have therefore

\[
d|\xi^n|^p \leq C|\xi^n|^p dt + dM^n_t + |\xi^n|^{p-2}Tr\left( [\nabla^2 U^n (t, \phi^n_t(x)) \xi^n_t] [\nabla^2 U^n (t, \phi^n_t(x)) \xi^n_t]^T\right) dt .
\]

The constant \( C \) can be chosen independently of \( n \), and the trace of the matrix in the last term above can be controlled by a constant \( C_{p,d} \), depending on \( p \) and the dimension \( d \) of the space, times \( |\xi^n_t|^2 |\nabla^2 U^n(t, \phi^n_t)|^2 \). Introduce the process

\[
A^n_t := C_{p,d} \int_0^t |\nabla^2 U^n(s, \phi^n_s)|^2 ds .
\]  

(14)

This is a continuous, adapted, non decreasing process, with \( A^n_0 = 0 \) and, due to Lemma [13], \( \mathbb{E}[A^n_t] \leq C \) uniformly in \( n \). Lemma [13] even provides the bound \( \mathbb{E}[e^{kA^n_t}] \leq C_{||U^n||} \) for any real constant \( k \). We can therefore find a bound uniform in \( n \) reasoning as in Lemma [12] We find that

\[
d e^{-A^n_t} |\xi^n|^p \leq C e^{-A^n_t} |\xi^n|^p dt + e^{-A^n_t} dM^n_t
\]

and after integrating and taking the expected value one obtains

\[
\mathbb{E}[e^{-A^n_t} |\xi^n|^p] \leq |\xi_0|^p + C \int_0^t \mathbb{E}[e^{-A^n_s} |\xi^n|^p] ds .
\]

Take the supremum over all \( t \in [0,T] \) and apply Gronwall inequality to get

\[
\sup_{t \in [0,T]} \mathbb{E}[e^{-A^n_t} |\xi^n|^p] \leq C_T |\xi_0|^p = C_{d,p,T} ,
\]

uniformly in \( n \) and \( x \in \mathbb{R}^d \). Using Hölder inequality as in the proof of the previous lemma, we finally obtain estimate (13) for the derivative of the flow \( \psi^n \), and this concludes the proof. \( \square \)
3. Main Result of Existence of Weakly Differentiable Solutions

Consider the SPDE in Stratonovich form
\[
\frac{\partial u}{\partial t} + b \cdot \nabla u + \sigma \nabla u \circ dW = 0, \quad u|_{t=0} = u_0.
\]

The Itô formulation (as explained in detail also in [15]) is
\[
du + b \cdot \nabla u \, dt + \sigma \nabla u \, dW = \frac{\sigma^2}{2} \Delta u \, dt, \quad u|_{t=0} = u_0.
\]

In this section we assume \( b \in L^p_q \), with \( p, q \) satisfying condition (1).

**Definition 6.** Assume that \( b \in L^p_q \), with \( p, q \) as in (1). We say that \( u \) is a weakly differentiable solution of the SPDE if

1. \( u : \Omega \times [0, T] \times \mathbb{R}^d \to \mathbb{R} \) is measurable, \( \int u(t, x) \varphi(x) \, dx \) (well defined by property 2 below) is progressively measurable for each \( \varphi \in C_0^\infty(\mathbb{R}^d) \);
2. \( P \left( u(t, \cdot) \in \cap_{r \geq 1} W^1_{r, \text{loc}}(\mathbb{R}^d) \right) = 1 \) for every \( t \in [0, T] \) and both \( u \) and \( \nabla u \) are in \( C_0^0([0, T]; \cap_{r \geq 1} L^r(\Omega \times \mathbb{R}^d)) \);
3. for every \( \varphi \in C_0^\infty(\mathbb{R}^d) \) and \( t \in [0, T] \), with probability one one has
\[
\int u(t, x) \varphi(x) \, dx + \int_0^t \int b(s, x) \cdot \nabla u(s, x) \varphi(x) \, dx \, ds
\]
\[
= \int u_0(x) \varphi(x) \, dx + \sigma \sum_{i=1}^d \int_0^t \left( \int u(s, x) \partial_{x_i} \varphi(x) \, dx \right) \, dW^i_s + \frac{\sigma^2}{2} \int_0^t \int u(s, x) \Delta \varphi(x) \, dx \, ds.
\]

**Remark 7.** The process \( s \mapsto Y^i_s := \int u(s, x) \partial_{x_i} \varphi(x) \, dx \) is progressively measurable by property 1 and satisfies \( \int_0^T |Y^i_s|^2 \, ds < \infty \) by property 2, hence the Itô integral is well defined.

**Remark 8.** The term \( \int_0^t \int b(s, x) \cdot \nabla u(s, x) \varphi(x) \, dx \, ds \) is well defined with probability one because of the integrability properties in \( (t, x) \) of \( b \) (assumptions) and \( \nabla u \) (property 2).

**Remark 9.** From 3 it follows that \( \int u(t, x) \varphi(x) \, dx \) has a continuous adapted modification, for every \( \varphi \in C_0^\infty(\mathbb{R}^d) \).
Let \( \phi_t(\omega) : \mathbb{R}^d \to \mathbb{R}^d \) be the \( \alpha \)-Hölder continuous stochastic flow of homeomorphisms, for every \( \alpha \in (0, 1) \), associated to the SDE
\[
dX^x_t = b(t, X^x_t) \, dt + dW_t, \quad X^x_0 = x
\]
constructed in [13]. The inverse of \( \phi_t \) will be denoted by \( \phi_t^{-1} \).

**Theorem 10.** Assume \( b \in L^p_q \) with \( p, q \) as in (1). If \( u_0 \in \bigcap_{r \geq 1} W^{1,r}(\mathbb{R}^d) \) then \( u(t, x) := u_0(\phi_0^{-1}(x)) \) is a weakly differentiable solution of the SPDE.

**Proof.** Step 1 (preparation). The random field \( (\omega, t, x) \mapsto u_0(\phi_0^{-1}(x)) \) is jointly measurable and \( (\omega, t) \mapsto \int u_0(\phi_0^{-1}(x)) \varphi(x) \, dx \) is progressively measurable for each \( \varphi \in C_0^\infty(\mathbb{R}^d) \). Hence part 1 of Definition 6 is true. We could prove part 2 by chain rule and Sobolev properties of \( \phi_0^{-1}(x) \). However, a direct verification of part 3 from the formula \( u(t, x) := u_0(\phi_0^{-1}(x)) \) is difficult because of lack of calculus. Hence we choose to approximate \( u(t, x) \) by a smooth field \( u_n(t, x) \); doing this, we prove both 2 and 3 by means of this approximation.

Let \( u_0^n \) be a sequence of smooth functions which converges to \( u_0 \) in \( W^{1,r}(\mathbb{R}^d) \) and uniformly on \( \mathbb{R}^d \). It is easy to check that these properties are satisfied for instance by \( u_0^n(x) = \int \theta_n(x-y) u_0(y) \, dy \) when \( \theta_n \) are usual mollifiers; for instance, the uniform convergence property comes from
\[
|u_0^n(x) - u_0(x)| \leq \int \theta_n(x-y) |u_0(y) - u_0(x)| \, dy \\
\leq C \int \theta_n(x-y) |y-x|^\alpha \, dy = C \int \theta_n(y) |y|^\alpha \, dy
\]
because \( u_0 \in C^{0,\alpha} \).

Let \( \phi^n_t(\omega) : \mathbb{R}^d \to \mathbb{R}^d \) be the stochastic flow of smooth diffeomorphisms associated to the equation
\[
dX^{x,n}_t = b_n(t, X^{x,n}_t) \, dt + dW_t, \quad X^{x,n}_0 = x,
\]
where \( b_n \) are smooth approximations of \( b \) as considered in the previous section, and let \( \phi_0^{t,n} \) be the inverse of \( \phi^n_t \). Then \( u_n(t, x) := u_0^n(\phi_0^{t,n}(x)) \) is a smooth solution of
\[
du_n + b_n \cdot \nabla u_n \, dt + \sigma \nabla u_n \, dW = \frac{\sigma^2}{2} \Delta u_n \, dt, \quad u_n|_{t=0} = u_0^n,
\]
see [18, Theorem 6.1.5], and thus it satisfies

\[
\int u_n(t, x) \varphi(x) \, dx + \int_0^t \int b_n(s, x) \cdot \nabla u_n(s, x) \varphi(x) \, dx \, ds \\
= \int u_0^n(x) \varphi(x) \, dx + \sigma \sum_{i=1}^d \int_0^t \left( \int u_n(s, x) \partial_{x_i} \varphi(x) \, dx \right) \, dW^i_s \\
+ \frac{\sigma^2}{2} \int_0^t \int u_n(s, x) \Delta \varphi(x) \, dx \, ds
\]

for every \( \varphi \in C_0^\infty(\mathbb{R}^d) \) and \( t \in [0, T] \), with probability one. We need to establish suitable bounds on \( u_n(t, x) \) and suitable convergence properties of \( u_n(t, x) \) to \( u(t, x) \) in order to apply Lemma 16 - which is the first step to obtain the regularity properties of \( u \) of point 2 of Definition 6 - and pass to the limit in the equation. More precisely, for every \( \varphi \in C_0^\infty(\mathbb{R}^d) \), \( t \in [0, T] \) and bounded r.v. \( Z \) we have

\[
\mathbb{E} \left[ Z \int u_n(t, x) \varphi(x) \, dx \right] + \mathbb{E} \left[ Z \int_0^t \int b_n(s, x) \cdot \nabla u_n(s, x) \varphi(x) \, dx \, ds \right] \\
= \int u_0^n(x) \varphi(x) \, dx + \sigma \sum_{i=1}^d \mathbb{E} \left[ Z \int_0^t \left( \int u_n(s, x) \partial_{x_i} \varphi(x) \, dx \right) \, dW^i_s \right] \\
+ \frac{\sigma^2}{2} \mathbb{E} \left[ Z \int_0^t \int u_n(s, x) \Delta \varphi(x) \, dx \, ds \right].
\]

We shall pass to the limit in each one of these terms. We are forced to use this very weak convergence due to the term

\[
\mathbb{E} \left[ Z \int_0^t \int b_n(s, x) \cdot \nabla u_n(s, x) \varphi(x) \, dx \, ds \right]
\]

where we may only use weak convergence of \( \nabla u_n \).

**Step 2** (convergence of \( u_n \) to \( u \)). We claim that, uniformly in \( n \) and for every \( r \geq 1 \),

\[
\sup_{t \in [0,T]} \int_{\mathbb{R}^d} \mathbb{E} \left[ |u_n(t, x)|^r \right] \, dx \leq C_r ,
\]

\[
\sup_{t \in [0,T]} \int_{\mathbb{R}^d} \mathbb{E} \left[ |\nabla u_n(t, x)|^r \right] \, dx \leq C_r .
\]
Let us show how to prove the second bound; the first one can be obtained in the same way. We use the representation formula for $u_n$ and Hölder inequality to obtain
\[
\left( \int_{\mathbb{R}^d} \mathbb{E} \left[ |\nabla u_n(t,x)|^r \right] \, dx \right)^2 \leq \int_{\mathbb{R}^d} \mathbb{E} \left[ |\nabla u_0^n(\phi_{0}^{t,n}(x))|^{2r} \right] \, dx \int_{\mathbb{R}^d} \mathbb{E} \left[ |\nabla \phi_{0}^{t,n}(x)|^{2r} \right] \, dx.
\]
The last integral on the right hand side is uniformly bounded by (13). Also the other integral term can be bounded uniformly: changing variables (recall that all functions involved are regular) we get
\[
\int_{\mathbb{R}^d} \mathbb{E} \left[ |\nabla u_0^n(\phi_{0}^{t,n}(x))|^{2r} \right] \, dx \leq \int_{\mathbb{R}^d} |\nabla u_0^n(y)|^{2r} \mathbb{E} \left[ |J_{\phi_{0}^{t}}(y)| \right] dy,
\]
where $J_{\phi_{0}^{t}}(y)$ is the Jacobian of $\phi_{0}^{t}(y)$; this last term can be controlled using again Hölder inequality, (13) and the convergence of $u_0^n$ in $W^{1,r}$ (for every $r \geq 1$). Remark that all the bounds obtained are uniform in $n$ and $t$.

We consider now the problem of the convergence of $u_n$ to $u$. Let us first prove that, given $t \in [0,T]$ and $\varphi \in C_0^\infty(\mathbb{R}^d)$,
\[
P - \lim_{n \to \infty} \int_{\mathbb{R}^d} u_n(t,x) \varphi(x) \, dx = \int_{\mathbb{R}^d} u(t,x) \varphi(x) \, dx \quad (18)
\]
(convergence in probability). This is the first assumption of Lemma 16 and allows also to pass to the limit in the first term of equation (15) using the uniform bound (16) and Vitali convergence theorem (we are on the compact support of the test function $\varphi$). Since
\[
\int_{\mathbb{R}^d} u_n(t,x) \varphi(x) \, dx = \int_{\mathbb{R}^d} u_0^n(\phi_{0}^{t,n}(x)) \varphi(x) \, dx \\
= \int_{\mathbb{R}^d} (u_0^n - u_0)(\phi_{0}^{t,n}(x)) \varphi(x) \, dx + \int_{\mathbb{R}^d} u_0(\phi_{0}^{t,n}(x)) \varphi(x) \, dx,
\]
using Sobolev embedding $W^{1,2d} \hookrightarrow C^{0,1/2}$ we have
\[
\left| \int_{\mathbb{R}^d} (u_n(t,x) - u(t,x)) \varphi(x) \, dx \right| \leq |u_0^n - u_0|_{L^\infty} ||\varphi||_{L^1} \\
+ C ||\varphi||_{L^\infty} \int_{B_R} |\phi_{0}^{t,n}(x) - \phi_{0}^{t}(x)|^{1/2} \, dx.
\]
The first term converges to zero by the uniform convergence of $u^n_0$ to $u_0$. To treat the second one, recall we have proved property (6). Hence

$$\lim_{n \to \infty} \mathbb{E} \left[ \int_{B_R} |\phi^{l,n}_0(x) - \phi^l_0(x)| \, dx \right] = 0$$

and thus

$$P - \lim_{n \to \infty} \int_{B_R} |\phi^{l,n}_0(x) - \phi^l_0(x)| \, dx = 0.$$ 

Property (18) is proved.

Similarly, we can show that, given $\varphi \in C^0_\infty(\mathbb{R}^d)$,

$$P - \lim_{n \to \infty} \int_0^T \int_{\mathbb{R}^d} \left( u_n(t,x) - u(t,x) \right) \varphi(x) \, dx \, dt = 0. \quad (19)$$

This implies that we can pass to the limit in the last two terms of equation (15). Indeed, property (19) implies that

$$\mathbb{E} \left[ \left( \int_0^T \int_{B_R} \left( u_n(s,x) - u(s,x) \right) \varphi(x) \, dx \right) \, dW^i_s \right] = 0$$

for each $i = 1, \ldots, d$. Moreover,

$$\mathbb{E} \left[ \left( \int_0^T \int_{\mathbb{R}^d} \left( u_n(s,x) \partial_x \varphi(x) \, dx \right) \, ds \right)^2 \right] = \mathbb{E} \left[ \left( \int_0^T \int_{B_R} \left( u_n(s,x) \partial_x \varphi(x) \, dx \right) \, ds \right)^2 \right],$$

which is uniformly bounded in $n$ due to (16). By Vitali convergence theorem we obtain that

$$\lim_{n \to \infty} \mathbb{E} \left[ Z \int_0^t \left( \int u_n(s,x) \partial_x \varphi(x) \, dx \right) \, dW^i_s \right] = \mathbb{E} \left[ Z \int_0^t \left( \int u(s,x) \partial_x \varphi(x) \, dx \right) \, dW^i_s \right].$$

The proof of convergence for the last term of equation (15) is similar.

**Step 3** (regularity of $u$). Let us prove property 2 of Definition 6. The key estimate is property (13).

Given $r \geq 1$ and $t \in [0,T]$, let us prove that $P \left( u(t, \cdot) \in W^{1,r}_{loc}(\mathbb{R}^d) \right) = 1$. We want to use Lemma 16 with $F = u$, $F_n = u_n$. Condition 1 of Lemma 16
is provided by (18). It is clear that \( u_n(t, \cdot) \in W^{1,r}_{\text{loc}}(\mathbb{R}^d) \) for \( P \)-a.e. \( \omega \), so that condition 2 follows from the uniform bound on \( \nabla u_n \) obtained in (17). We can apply Lemma 16 and get \( u(t, \cdot) \in W^{1,r}_{\text{loc}}(\mathbb{R}^d) \) for \( P \)-a.e. \( \omega \).

Let us prove the second part of property 2 of Definition 6. We have, from Lemma 16 and (17),

\[
\mathbb{E} \left[ \int_{B_R} |\nabla u(t,x)|^r \, dx \right] \leq \limsup_{n \to \infty} \mathbb{E} \left[ \int_{B_R} |\nabla u_n(t,x)|^r \, dx \right] \leq C_r
\]

for every \( R > 0 \) and \( t \in [0,T] \). Hence, by monotone convergence we have

\[
\sup_{t \in [0,T]} \mathbb{E} \left[ \int_{\mathbb{R}^d} |\nabla u(t,x)|^r \, dx \right] \leq C_r .
\]

A similar bound can be proved for \( u \) itself: using (16), the convergence in probability proved in the previous step and Vitali convergence theorem we get that for any \( r' < r \), \( R > 0 \) and uniformly in time,

\[
\int_{B_R} \mathbb{E} \left[ |u(t,x)|^{r'} \right] \, dx = \lim_{n \to \infty} \int_{B_R} \mathbb{E} \left[ |u_n(t,x)|^{r'} \right] \, dx \leq C_r ;
\]

by monotone convergence it follows that

\[
\sup_{t \in [0,T]} \int_{\mathbb{R}^d} \mathbb{E} \left[ |u(t,x)|^{r'} \right] \, dx \leq C_r .
\]

**Step 4** (passage to the limit). Finally, we have to prove that we can pass to the limit in equation (15) and deduce that \( u \) satisfies property 3 of Definition 6. We have already proved that all terms converge to the corresponding ones except for the term \( \mathbb{E} \left[ Z \int_0^t \int b_n(s,x) \cdot \nabla u_n(s,x) \varphi(x) \, dx \, ds \right] \).

We do not want to integrate by parts, for otherwise we would have to assume something on \( \text{div} \, b \). Since \( b_n \to b \) in \( L^q_p = L^q([0,T]; L^p(\mathbb{R}^d)) \), it is sufficient to use a suitable weak convergence of \( \nabla u_n \) to \( \nabla u \). Precisely,

\[
\mathbb{E} \left[ Z \int_0^t \int b_n(s,x) \cdot \nabla u_n(s,x) \varphi(x) \, dx \, ds \right] - \mathbb{E} \left[ Z \int_0^t \int b(s,x) \cdot \nabla u(s,x) \varphi(x) \, dx \, ds \right] = I^{(1)}_n(t) + I^{(2)}_n(t)
\]
\[ I_n^{(1)}(t) = \mathbb{E} \left[ Z \int_0^t \int (b_n(s,x) - b(s,x)) \cdot \nabla u_n(s,x) \varphi(x) \, dx \, ds \right] \]

\[ I_n^{(2)}(t) = \mathbb{E} \left[ Z \int_0^t \int \varphi(x) b(s,x) \cdot (\nabla u_n(s,x) - \nabla u(s,x)) \, dx \, ds \right]. \]

We have to prove that both \( I_n^{(1)}(t) \) and \( I_n^{(2)}(t) \) converge to zero as \( n \to \infty \).

By Hölder inequality,

\[ I_n^{(1)}(t) \leq C \|b_n - b\|_{L^p([0,T];L^p(\mathbb{R}^d))} \mathbb{E} \left[ \|\nabla u_n\|_{L^{p'}([0,T];L^{p'}(\mathbb{R}^d))} \right] \]

where \( 1/p + 1/p' = 1 \) and \( 1/q + 1/q' = 1 \). Thus, from (17), \( I_n^{(1)}(t) \) converges to zero.

Let us treat \( I_n^{(2)}(t) \). Using the integrability properties shown above we have

\[ \mathbb{E} \left[ Z \int_0^t \int \varphi(x) b(s,x) \cdot (\nabla u_n(s,x) - \nabla u(s,x)) \, dx \, ds \right] = \int_0^t \mathbb{E} \left[ \int Z \varphi(x) b(s,x) \cdot (\nabla u_n(s,x) - \nabla u(s,x)) \, dx \right] \, ds. \]

The function

\[ h_n(s) := \mathbb{E} \left[ \int Z \varphi(x) b(s,x) \cdot (\nabla u_n(s,x) - \nabla u(s,x)) \, dx \right] \]

converges to zero as \( n \to \infty \) for almost every \( s \) and satisfies the assumptions of Vitali convergence theorem (we shall prove these two claims in Step 5 below). Hence \( I_n^{(2)}(t) \) converges to zero.

Now we may pass to the limit in equation (15) and get

\[ \mathbb{E} \left[ Z \int u(t,x) \varphi(x) \, dx \right] + \mathbb{E} \left[ Z \int_0^t \int b(s,x) \cdot \nabla u(s,x) \varphi(x) \, dx \, ds \right] \]

\[ = \int u_0(x) \varphi(x) \, dx + \sigma \sum_{i=1}^d \mathbb{E} \left[ Z \int_0^t \left( \int u(s,x) \partial_x^i \varphi(x) \, dx \right) \, dW^i_s \right] \]

\[ + \frac{\sigma^2}{2} \mathbb{E} \left[ Z \int_0^t \int u(s,x) \Delta \varphi(x) \, dx \, ds \right]. \]

The arbitrariness of \( Z \) implies property 3 of Definition 6.
Step 5 (auxiliary facts). We have to prove the two properties of $h_n(s)$ claimed in Step 4. Recall we may use Lemma 16 at each value of time. It gives us

$$\mathbb{E} \left[ \int_{\mathbb{R}^d} \partial_x u(s, x) \varphi(x) Z \, dx \right] = \lim_{n \to \infty} \mathbb{E} \left[ \int_{\mathbb{R}^d} \partial_x u_n(s, x) \varphi(x) Z \, dx \right]$$

for every $\varphi \in C_0^\infty(\mathbb{R}^d)$ and bounded r.v. $Z$, at each $s \in [0, T]$. We have $b \in L^q([0, T]; L^p(\mathbb{R}^d))$, hence $b(s, \cdot) \in L^p(\mathbb{R}^d)$ for a.e. $s \in [0, T]$. The space $C_0^\infty(\mathbb{R}^d)$ is dense in $L^p(\mathbb{R}^d)$. We may extend the convergence property (21) to all $\varphi \in L^p(\mathbb{R}^d)$ by means of the bounds (17) and (20). Hence $h_n(s) \to 0$ as $n \to \infty$, for a.e. $s \in [0, T]$.

Moreover, for every $\varepsilon > 0$ there is a constant $C_{Z, \varphi, \varepsilon}$ such that

$$\int_0^T h_n^{1+\varepsilon}(s) \, ds \leq C_{Z, \varphi, \varepsilon} \int_0^T \mathbb{E} \left[ \int_{B_R} |b(s, x)|^{1+\varepsilon} \left( |\nabla u_n(s, x)|^{1+\varepsilon} + |\nabla u(s, x)|^{1+\varepsilon} \right) \, dx \right] \, ds$$

$$\leq C_{Z, \varphi, \varepsilon} \|b\|_{L_q^p}^{1+\varepsilon} \left( \mathbb{E} \int_0^T \int_{B_R} |\nabla u_n(s, x)| \, dxds \right)^{\frac{1+\varepsilon}{1+\varepsilon}}$$

$$+ C_{Z, \varphi, \varepsilon} \|b\|_{L_q^p}^{1+\varepsilon} \left( \mathbb{E} \int_0^T \int_{B_R} |\nabla u(s, x)| \, dxds \right)^{\frac{1+\varepsilon}{1+\varepsilon}}$$

for a suitable $r$ depending on $\varepsilon$ (we have used Hölder inequality). The bounds (17) and (20) imply that $\int_0^T h_n^{1+\varepsilon}(s) \, ds$ is uniformly bounded. Hence Vitali theorem can be applied to prove that $I_n^{(2)}(t) = \int_0^t h_n(s) \, ds \to 0$ as $n \to \infty$. The proof is complete. 

4. Uniqueness of Weakly Differentiable Solutions

Theorem 11. Weak solutions of Definition 4 are unique.

Proof. Let $u^1$ be two weakly differentiable solutions of equation

$$\frac{\partial u}{\partial t} + b \cdot \nabla u + \sigma \nabla u \circ dW = 0, \quad u|_{t=0} = u_0. $$

Then $u := u^1 - u^2$ is a weakly differentiable solution of

$$\frac{\partial u}{\partial t} + b \cdot \nabla u + \sigma \nabla u \circ dW = 0, \quad u|_{t=0} = 0. $$

(22)
We want to prove that \( u \) is identically zero. We divide the proof in three steps.

**Step 1** (Equation for \( u^2 \)) The first step consists in proving that \( u^2 \) is also a weakly differentiable solution of

\[
\frac{\partial u^2}{\partial t} + b \cdot \nabla u^2 + \sigma \nabla u^2 \circ \frac{dW}{dt} = 0, \quad u|_{t=0} = 0 \quad (23)
\]

namely that

\[
\int u^2(t, x) \varphi(x) \, dx + \int_0^t \int b(s, x) \cdot \nabla u^2(s, x) \varphi(x) \, dx \, ds
\]

\[
= \sigma \sum_{i=1}^d \int_0^t \left( \int u^2(s, x) \partial_{x_i} \varphi(x) \, dx \right) \, dW_s^i
\]

\[
+ \frac{\sigma^2}{2} \int_0^t \int u^2(s, x) \Delta \varphi(x) \, dx \, ds
\]

for any \( \varphi \in C_0^\infty(\mathbb{R}^d) \). Let \( \theta^\varepsilon \) be a sequence of standard mollifiers. From the definition of weak solution, using \( \varphi^\varepsilon_y(x) = \theta^\varepsilon(y - x) \), we have

\[
u^\varepsilon(t, y) + \int_0^t b(s, y) \cdot \nabla u^\varepsilon(s, y) \, ds
\]

\[
+ \sigma \sum_{i=1}^d \int_0^t \partial_{y_i} u(s, y) \circ dW_s^i = \int_0^t R^\varepsilon(s, y) \, ds,
\]

\[
R^\varepsilon(s, y) = \left[ \int \left( b(s, y) - b(s, x) \right) \nabla u(s, x) \theta^\varepsilon(x - y) \, dx \right].
\]

The function \( u^\varepsilon \) is smooth in space. For any fixed \( y \), by Itô formula we have

\[
du^2(t, y) = 2u^\varepsilon(t, y) \, du^\varepsilon(t, y)
\]

\[
= -2u^\varepsilon(t, y) b(t, y) \nabla u^\varepsilon(t, y) \, dt - 2\sigma u^\varepsilon(t, y) \sum_{i=1}^d \partial_{y_i} u^\varepsilon(s, y) \circ dW_s^i
\]

\[
+ 2u^\varepsilon(t, y) R^\varepsilon(t, y) \, dt
\]
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which, rewritten in the weak formulation using a generic test function $\varphi$, reads

\[
\int u^2_{\varepsilon}(t, y)\varphi(y)\,dy + \int_0^t \int b(s, y)\nabla u^2_{\varepsilon}(s, y)\varphi(y)\,dy\,ds
+ \sigma \sum_{i=1}^d \int_0^t \left( \int \partial_i u^2_{\varepsilon}(s, y)\varphi(y)\,dy \right) \circ dW^i_s = \int_0^t 2u_{\varepsilon}(s, y)R_{\varepsilon}(s, y)\varphi(y)\,dy\,ds.
\]

We want now to pass to the limit for $\varepsilon \to 0$ in the different terms. Since for every $t$, $u_{\varepsilon} \to u$ uniformly on compact sets, by dominated convergence the first term tends to

\[
\int u^2(t, y)\varphi(y)\,dy.
\]

For the following terms, we consider $s$ fixed. Using Hölder inequality and the convergence of $\|\nabla u_{\varepsilon}\|_{L^p} \to \|\nabla u\|_{L^p}$ on compact sets (recall that $\varphi$ is of compact support) for any $p \geq 1$, we have

\[
\int b(s, y)\varphi(y) \left( \nabla u^2_{\varepsilon}(s, y) - \nabla u^2(s, y) \right)\,dy
\leq \|b(s, y)\varphi(y)\|_{L^{r'}} \|\nabla u^2_{\varepsilon}(s, y) - \nabla u^2(s, y)\|_{L^r}
\leq C_\varepsilon\|b\|_{L^{r'}} \|\nabla u^2_{\varepsilon}(s, y) - \nabla u^2(s, y)\|_{L^r} \to 0,
\]

which is enough to obtain the convergence of the second term. In the same way one obtains also the convergence of the third term. As for the term containing the commutator $R_{\varepsilon}$, we can use again Hölder inequality, the uniform convergence of $u_{\varepsilon}$, the equi–boundedness of $\nabla u_{\varepsilon}$ in $L^p$ for every $p \geq 1$, and the continuity in mean (for a.e. $y$) of the function $b \in L^p(\mathbb{R}^d)$. This proves (23).

**Step 2** (equation for $v^2$) We have that $u$ is a.s. continuous in space and time (and therefore locally bounded) and by definition of weak solution $\nabla u \in L^r([0, T] \times \mathbb{R}^d)$ for every $r \geq 1$ a.s.. It follows that $f(s) = \int \nabla u^2(s, y)\varphi(y)\,dy$ is still a.s. a function in $L^r(0, T)$. This means that, writing (23) in Itô form, the stochastic integral is a martingale and

\[
\int \mathbb{E} [u^2(t, x)] \varphi(x)\,dx + \int_0^t \int b(s, x) \cdot \nabla \mathbb{E} [u^2(s, x)] \varphi(x)\,dx\,ds
= \frac{\sigma^2}{2} \int_0^t \int \mathbb{E} [u^2(s, x)] \Delta \varphi(x)\,dx\,ds.
\]
Hence \( v(t, x) = \mathbb{E} [u^2 (t, x)] \) satisfies
\[
\int v(t, x) \varphi(x) \, dx + \int_0^t \int b(s, x) \cdot \nabla v(t, x) \varphi(x) \, dx \, ds = \frac{\sigma^2}{2} \int_0^t \int v(t, x) \Delta \varphi(x) \, dx \, ds
\]
and is fairly regular: \( v \in C^0 (\mathbb{R}_+; W^{1, r}(\mathbb{R}^d)) \) for \( r \geq 1 \). This follows by Hölder inequality because
\[
\int |\nabla v(t, x)|^r \, dx = \int |\mathbb{E}[u \nabla u]|^r \, dx \leq \left( \int |\mathbb{E}[u|^2| \mathbb{E}[|\nabla u|^2]| \right)^{r/2} \, dx \\
\leq \left( \int \mathbb{E}[|u|^{2r}]^2 \, dx \right)^{1/2} \left( \int \mathbb{E}[|\nabla u|^{2r}]^2 \, dx \right)^{1/2} \leq C,
\]
uniformly in \( t \) (similar computations provide the same result for the function \( v \)).

Thanks to its global integrability properties, using approximating functions as in the first step, one can prove that \( v \) solves
\[
\int v^2 (t, x) \, dx + \sigma^2 \int_0^t \int |\nabla v (t, x)|^2 \, dx \, ds = -2 \int_0^t \int b(s, x) \cdot \nabla v(t, x) v(t, x) \, dx \, ds . \tag{24}
\]

**Step 3** (final estimates) We want to find suitable bounds on the last term of (24) allowing to apply Gronwall inequality. This will complete the proof. For every \( t \in [0, T] \), we have
\[
\left| \int v b \cdot \nabla v \, dx \right| \leq \left( \int |\nabla v|^2 \, dx \right)^{1/2} \left( \int v^2 |b|^2 \, dx \right)^{1/2} ;
\]
\[
\int v^2 |b|^2 \, dx \leq \left( \int v^{2r} \, dx \right)^{1/r} \left( \int |b|^p \, dx \right)^{2/p} ,
\]
where \( 1/r + 2/p = 1 \) namely \( 1/r = 1 - 2/p = (p - 2)/p \):
\[
r = \frac{p}{p - 2} .
\]
One has the interpolation inequality
\[
\left( \int v^\alpha \, dx \right)^{1/\alpha} \leq \left( \int v^2 \, dx \right)^{1-s} \left( \int |\nabla v|^2 \, dx \right)^s, \quad s = \frac{\alpha - 2}{2\alpha} d.
\]

The idea of the result comes from: \( W^{s,2} \subset L^\alpha \) for \( 1/\alpha = 1/2 - s/d \), namely \( \frac{s}{d} = \frac{1}{2} - \frac{1}{\alpha} = \frac{\alpha - 2}{2\alpha} \), \( s = \frac{\alpha - 2}{2\alpha} d \); and then
\[
\left( \int v^\alpha \, dx \right)^{1/\alpha} \leq \|v\|_{W^{s,2}} \leq \|v\|_{L^2}^{1-s} \|v\|^s_{W^{1,2}}.
\]

Let us put everything together:
\[
\left( \int v^{2r} \, dx \right)^{1/r} = \left( \int v^\alpha \, dx \right)^{2/\alpha} \leq \left( \int v^2 \, dx \right)^{1-s} \left( \int |\nabla v|^2 \, dx \right)^s
\]
\[r = \frac{p}{p - 2}, \quad \alpha = 2r, \quad s = \frac{\alpha - 2}{2\alpha} d\]

namely
\[s = \frac{2r - 2}{4r} d = \frac{2\frac{p}{p - 2} - 2}{\frac{4p}{p - 2}} d = \frac{d}{p}.
\]

Thus we have proved:
\[
\int v^2 |b|^2 \, dx \leq \left( \int v^2 \, dx \right)^{1-\frac{d}{2p}} \left( \int |\nabla v|^2 \, dx \right)^{\frac{d}{2p}} \left( \int |b|^p \, dx \right)^{2/p}
\]
and we can bound the last term in (24)
\[
\left| \int v b \cdot \nabla v \, dx \right| \leq \left( \int |\nabla v|^2 \, dx \right)^{\frac{p + d}{2p}} \left( \int v^2 \, dx \right)^{\frac{p - d}{2p}} \left( \int |b|^p \, dx \right)^{1/p}.
\]

Recall that \( ab \leq \frac{a^2}{\epsilon} + \frac{b^r}{\eta}, \frac{1}{\epsilon} + \frac{1}{\eta} = 1 \). Then, with \( s = \frac{2p}{p + d}, r = \frac{2p}{p - d} \) we have
\[
\left| \int v b \cdot \nabla v \, dx \right| \leq \frac{\sigma^2}{2} \left( \int |\nabla v|^2 \, dx \right) + C \left( \int v^2 \, dx \right) \left( \int |b|^p \, dx \right)^{\frac{2}{p - d}}.
\]

Therefore
\[
\int v^2 (t, x) \, dx \leq C \int_0^t \left( \int v^2 \, dx \right) \left( \int |b|^p \, dx \right)^{\frac{2}{p - d}} \, ds
\]
hence we may apply Gronwall lemma and deduce \( \int v^2(t, x) \, dx = 0 \) if
\[
\int_0^T \left( \int |b|^p \, dx \right)^{\frac{2}{p-d}} \, ds < \infty.
\]
We know that
\[
\int_0^T \left( \int |b|^p \, dx \right)^{\frac{2}{p}} \, ds < \infty
\]
for certain \( p, q \geq 2 \) such that \( \frac{4}{p} + \frac{2}{q} < 1 \). Then
\[
\frac{2}{p-d} < \frac{q}{p}
\]
because \( 2p < qp -qd, \frac{2}{q} < 1 - \frac{4}{p} \). The proof is complete. \( \blacksquare \)

5. Appendix: Technical Lemmas

For completeness, we collect here some modifications of known results used in Section 2. We will use the notation introduced there.

**Lemma 12.** Let \( U_n \) be the solution of the PDE (4) for \( f = b = b^n \), as defined in Section 2. Then

i) \( U^n(t, x) \) and \( \nabla U^n(t, x) \) converge pointwise in \((t, x)\) to \( U(t, x) \) and \( \nabla U(t, x) \) respectively, and the convergence is uniform on compact sets;

ii) there exists a \( \lambda \) for which \( \sup_{t,x} |\nabla U^n(t, x)| \leq 1/2; \)

iii) \( \|\nabla^2 U^n(t, x)\|_{L^q_p(T)} \leq C \).

**Proof.** The result of the second point is proved in [13, Lemma 3.4] for a fixed \( n \), but inspecting the proof we see that all the bounds obtained depend on \( \|b\|_{L^q_p} \), but never on \( b \) itself. Since \( \|b^n\|_{L^q_p} \to \|b\|_{L^q_p} \), the uniformity in \( n \)
follows.

To prove the other two points, set \( V^n := U^n - U \); then
\[
\partial_t V^n + \frac{1}{2} \Delta V^n + b \cdot \nabla V^n - \lambda V^n = -(b^n - b) \cdot (Id + \nabla U^n), \quad V^n(T, x) = 0.
\]
From the bound (5) on the solution provided by Theorem 2 we obtain
\[
\|V^n\|_{H^q_{2,p}} \leq N\|b^n - b\|_{L^q_p} \to 0.
\]
It follows that $U^n \to U$ in $H^2_{2,p}$, which proves the last point. Since by Lemma 10.2 $U, U^n, \nabla U$ and $\nabla U^n$ are all Hölder continuous functions, there exists a subsequence (that we still call $U^n$) s.t. $U^n \to U$ and $\nabla U^n \to \nabla U$ for every $(t, x)$ and uniformly on compacts.

**Remark 13.** The following results hold uniformly in $n$ because, as remarked in the previous proof, all the bounds obtained depend on the norm of $b$.

1. From [13, Lemma 3.5] we have
   \[ \sup_n \sup_{t \in [0,T]} \left| \nabla (\gamma^n_t)^{-1}(\cdot) \right|_{C(\mathbb{R}^d)} \leq 2 ; \]  \hspace{1cm} (25)

2. from the uniform boundedness of the coefficients ($U^n$ and $\nabla U^n$) of the SDE (3), we get
   \[ \sup_{t \in [0,T]} \mathbb{E} \left[ \left| \psi^n_t(x) \right|^a \right] \leq C \left( 1 + |x|^a \right) . \]  \hspace{1cm} (26)

**Lemma 14.** For every $n$, both the process $A^n$ defined by (9) and the one defined by (14) are continuous, adapted, nondecreasing, with $A^n_0 = 0$, $\mathbb{E}[A^n_T] \leq C$ and for every $k \in \mathbb{R}$, $\mathbb{E}[e^{kA^n_T}] \leq C$. The constant $C$ can be chosen independently of $n$.

**Proof.** For the process defined by (9) the proof follows the same steps of the proof of [12, Lemma 7]. We only remark that the function $U$ is the solution of a different PDE, but it has the same properties in terms of regularity. Moreover, the flows $\phi$ and $\phi^n$ solve two SDEs with different drifts $b$ and $b^n$, which means that in the proof one has to use twice the result of [12, Corollary 13], once for every drift.

For the process defined by (14), the result is already contained in [12, Corollary 13].

**Lemma 15.** Let $f^n$ be a sequence of vector fields belonging to $L^q_p$, convergent to $f \in L^q_p$. Then, there exists $\varepsilon > 1$ s.t.
   \[ \mathbb{E} \left[ \int_0^T |f^n(s, \phi^n_s)|^{2\varepsilon} \, ds \right] \leq C < \infty . \]  \hspace{1cm} (27)

**Proof.** To prove the result for a fixed $n$ one can use [12, Corollary 13] and follow the proof of [12, Lemma 8 and Corollary 9], which still works due to the strict inequality in the conditions imposed on $p, q$. Then, since all the bounds only depend on the norm of $f$ but never on the function itself, one obtains that (27) is uniform in $n$. 
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6. Appendix: Sobolev Regularity of Random Fields

Let \( r \geq 1 \) be given. We recall that \( f \in W^{1,r}_{\text{loc}}(\mathbb{R}^d) \) if \( f \in L^r_{\text{loc}}(\mathbb{R}^d) \) and there exist \( g_i \in L^r_{\text{loc}}(\mathbb{R}^d), \ i = 1, ..., d, \) such that

\[
\int_{\mathbb{R}^d} f(x) \partial_{x_i} \varphi(x) \, dx = - \int_{\mathbb{R}^d} g_i(x) \varphi(x) \, dx
\]

for all \( \varphi \in C_0^\infty(\mathbb{R}^d) \). When this happens, we set \( \partial_{x_i} f(x) = g_i(x) \). From the definition and easy arguments one has the following criterion: if \( f \in L^r_{\text{loc}}(\mathbb{R}^d) \) and there exist a sequence \( \{f_n\} \subset W^{1,r}_{\text{loc}}(\mathbb{R}^d) \) such that \( f_n \rightarrow f \) in \( L^1_{\text{loc}}(\mathbb{R}^d) \) (or even in distributions) and for all \( R > 0 \) one has a constant \( C_R > 0 \) such that \( \int_{B_R} |\nabla f_n(x)|^r \, dx \leq C_R \) uniformly in \( n \), then \( f \in W^{1,r}_{\text{loc}}(\mathbb{R}^d) \). This criterion will not be used below; it is only stated for comparison with the next result.

Let now \( F : \Omega \times \mathbb{R}^d \rightarrow \mathbb{R} \) be a random field. When we use below this name we always assume it is jointly measurable.

**Lemma 16.** Assume that \( F(\omega, \cdot) \in L^r_{\text{loc}}(\mathbb{R}^d) \) for \( P \)-a.e. \( \omega \) and there exist a sequence \( \{F_n\}_{n \in \mathbb{N}} \) of random fields such that

1. \( F_n(\omega, \cdot) \rightarrow F(\omega, \cdot) \) in distributions in probability, namely

\[
P - \lim_{n \to \infty} \int_{\mathbb{R}^d} F_n(\omega, x) \varphi(x) \, dx = \int_{\mathbb{R}^d} F(\omega, x) \varphi(x) \, dx
\]

for every \( \varphi \in C_0^\infty(\mathbb{R}^d) \);

2. \( F_n(\omega, \cdot) \in W^{1,r}_{\text{loc}}(\mathbb{R}^d) \) for \( P \)-a.e. \( \omega \) and for every \( R > 0 \) there exists a constant \( C_R > 0 \) such that

\[
\mathbb{E} \left[ \int_{B_R} |\nabla F_n(x)|^r \, dx \right] \leq C_R
\]

uniformly in \( n \).

Then \( F(\omega, \cdot) \in W^{1,r}_{\text{loc}}(\mathbb{R}^d) \) for \( P \)-a.e. \( \omega \),

\[
\mathbb{E} \left[ \int_{\mathbb{R}^d} \partial_{x_i} F(\cdot, x) \varphi(x) \, Z \, dx \right] = \lim_{n \to \infty} \mathbb{E} \left[ \int_{\mathbb{R}^d} \partial_{x_i} F_n(\cdot, x) \varphi(x) \, Z \, dx \right] \quad (28)
\]
for all $\varphi \in C_0^\infty (\mathbb{R}^d)$ and bounded r.v. $Z$,

$$P - \lim_{n \to \infty} \int_{\mathbb{R}^d} \partial_{x_i} F_n(\omega, x) \varphi(x) \, dx = - \int_{\mathbb{R}^d} F(\omega, x) \partial_{x_i} \varphi(x) \, dx \quad (29)$$

for all $\varphi \in C_0^\infty (\mathbb{R}^d)$, and for every $R > 0$

$$\mathbb{E} \left[ \int_{B_R} |\nabla F(x)|^r \, dx \right] \leq \limsup_{n \to \infty} \mathbb{E} \left[ \int_{B_R} |\nabla F_n(x)|^r \, dx \right]. \quad (30)$$

**Proof.** Given $R > 0$, there is a subsequence $\{n_k\}$ and a vector valued random field $G$ such that $\nabla F_{n_k}$ converges weakly to $G$ in $L^r(\Omega \times \mathbb{R}^d)$, as $k \to \infty$. Taking $R \in \mathbb{N}$, we may apply a diagonal procedure and find a single subsequence $\{n_k\}$ and vector valued random fields $G_R$, $R \in \mathbb{N}$, such that $\nabla F_{n_k}$ converges weakly to $G_R$ in $L^r(\Omega \times B_R)$, as $k \to \infty$, for each $R \in \mathbb{N}$. Using suitable test functions, one can see that $G_R = G_R'$ on $\Omega \times B_R$ if $R' > R$. Hence we have found a single vector valued random field $G$, such that $\nabla F_n$ converges weakly to $G$ in $L^r(\Omega \times \mathbb{R}^d)$, as $n \to \infty$. For this reason, to simplify notations, we omit the notation of the subsequence.

For each $\varphi \in C_0^\infty (\mathbb{R}^d)$, by assumptions 1 and 2

$$\int_{\mathbb{R}^d} F(\omega, x) \partial_{x_i} \varphi(x) \, dx = \lim_{n \to \infty} \int_{\mathbb{R}^d} F_n(\omega, x) \partial_{x_i} \varphi(x) \, dx$$

$$= - \lim_{n \to \infty} \int_{\mathbb{R}^d} \partial_{x_i} F_n(\omega, x) \varphi(x) \, dx,$$

the limits being understood in probability. For each bounded r.v. $Z$, this implies that

$$\lim_{n \to \infty} \int_{\mathbb{R}^d} \partial_{x_i} F_n(\omega, x) \varphi(x) \, Z(\omega) \, dx = - \int_{\mathbb{R}^d} F(\omega, x) \partial_{x_i} \varphi(x) \, Z(\omega) \, dx$$

in probability. This limit holds also in $L^1(\Omega)$ by Vitali convergence criterion because, by Hölder inequality,

$$\mathbb{E} \left[ \left| \int_{\mathbb{R}^d} \partial_{x_i} F_n(\omega, x) \varphi(x) \, Z(\omega) \, dx \right|^p \right]$$

$$\leq C_{R,p} \|\varphi\|_{L^\infty} \|Z\|_{L^\infty} \mathbb{E} \left[ \int_{B_R} |\partial_{x_i} F_n(\omega, x)|^p \, dx \right]$$

$$\leq C_{R,p} \|\varphi\|_{L^\infty} \|Z\|_{L^\infty} C_R$$
uniformly in $n$, for some $p > 1$, and with $R$ such that $B_R$ contains the support of $\varphi$.

From the weak convergence above, we also get that

$$\lim_{n \to \infty} \mathbb{E} \left[ \int_{\mathbb{R}^d} \partial_{x_i} F_n (\cdot, x) \varphi (x) \, Z \, dx \right] = \mathbb{E} \left[ \int_{\mathbb{R}^d} G_i (\cdot, x) \varphi (x) \, Z \, dx \right].$$

Hence

$$\mathbb{E} \left[ \int_{\mathbb{R}^d} G_i (\cdot, x) \varphi (x) \, Z \, dx \right] = - \mathbb{E} \left[ \int_{\mathbb{R}^d} F (\cdot, x) \partial_{x_i} \varphi (x) \, Z \, dx \right].$$

By the arbitrariness of $Z$ this gives us

$$\int_{\mathbb{R}^d} F (\omega, x) \partial_{x_i} \varphi (x) \, dx = - \int_{\mathbb{R}^d} G_i (\omega, x) \varphi (x) \, dx \quad (31)$$

for $P$-a.e. $\omega$. This is the identification of $G$ mentioned above, which implies the weak convergence of the full sequence $\nabla F_n$.

Identity (31) holds $P$-a.s. for every $\varphi \in C_0^\infty (\mathbb{R}^d)$ a priori given. Thus it holds $P$-a.s., uniformly on a dense countable set $D$ of test functions $\varphi$, dense for instance in $W^{1,r'}_{\text{loc}} (\mathbb{R}^d)$, $\frac{1}{r} + \frac{1}{r'} = 1$. Using the integrability properties of $F (\omega, \cdot)$ and $G_i (\omega, \cdot)$ we may extend identity (31) to all $\varphi \in W^{1,r'}_{\text{loc}} (\mathbb{R}^d)$ and thus all $\varphi \in C_0^\infty (\mathbb{R}^d)$, uniformly with respect to the good set of $\omega$ for which it holds on $D$.

Thus, from identity (31) in the stronger form just explained, we deduce - by definition - that $F (\omega, \cdot) \in W^{1,r'}_{\text{loc}} (\mathbb{R}^d)$ for $P$-a.e. $\omega$. And $\nabla F (\omega, x) = G (\omega, x)$. We immediately have (28) and (29).

We have shown that, for every function $\xi (\omega, x)$ of the form

$$\xi(\omega, x) = \sum_{k=1}^m \varphi_k(x)Z_k(\omega),$$

with $\varphi$ and $Z$ as above, we have

$$\left| \mathbb{E} \left[ \int_{B_R} \nabla F (\cdot, x) \xi (\cdot, x) \, dx \right] \right| \leq \lim_{n \to \infty} \mathbb{E} \left[ \int_{B_R} \nabla F_n (\cdot, x) \xi (\cdot, x) \, dx \right]$$

$$\leq \mathbb{E} \left[ \int_{B_R} |\xi (\cdot, x)|^{r'} \, dx \right]^{1/r'} \limsup_{n \to \infty} \mathbb{E} \left[ \int_{B_R} |\nabla F_n (\cdot, x)|^r \, dx \right]^{1/r}.$$
(in the last passage we have used Hölder inequality). The set of functions $\xi$ introduced is dense in $L^{r'}(\Omega \times B_R)$, so that

$$
\mathbb{E} \left[ \int_{B_R} |\nabla F(\cdot, x)|^r \, dx \right]^{1/r} = \|\nabla F\|_{L^{r'}(\Omega \times B_R)}
$$

\[
\leq \sup_{\|\xi\|_{L^{r'}} \leq 1} \mathbb{E} \left[ \int_{B_R} \nabla F(\cdot, x) \xi(\cdot, x) \, dx \right]
\]

\[
\leq \limsup_{n \to \infty} \mathbb{E} \left[ \int_{B_R} |\nabla F_n(\cdot, x)|^r \, dx \right]^{1/r}.
\]

This completes the proof. $\blacksquare$
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