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ABSTRACT
Communication between practitioners is essential for product quality in the DevOps context. This communication often takes place through deployment diagrams of a system under development. However, it is common diagrams to become ambiguous or inconsistent as the system progresses and goes to a continuous delivery pipeline or production. Moreover, diagrams could not follow the evolution of systems, and it is challenging to associate diagrams to production. In this paper, we propose the use of system descriptors to address the ambiguity of deployment diagrams. We state three main hypotheses (1) if a deployment diagram is generated from a valid system descriptor then the diagram is unambiguous; (2) if a valid system descriptor is generated from a deployment diagram then the descriptor is unambiguous; (3) if a diagram \( \mu \) generated from a descriptor \( A \) is unambiguous and if a descriptor \( B \) is generated from the diagram \( \mu \) equally unambiguous then descriptors \( A \) and \( B \) are equivalent. We report a case study to test our hypotheses. We constructed a system descriptor from Netflix deployment diagram, and we applied our tool to generate a new deployment diagram. Finally, we compare the original and generated diagrams to evaluate our proposal. Our case study shows the generated deployment diagrams are graphically equivalent to system descriptors and eliminated ambiguous aspects of the original diagram. Thus, our preliminary results lead to further evaluation in controlled and empirical experiments to test our hypotheses conclusively.
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• Computer systems organization → Distributed architectures;
• Software and its engineering → System description languages; Architecture description languages.
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1 INTRODUCTION
In a modelling process, several levels of abstraction can represent software systems across different resources, such as text or diagrams. Deployment diagrams are useful for communication and understanding of systems, as they motivate a more active discussion among participants as facilitating the memorization of details about systems [15].

Nowadays, the growth and rapid adoption of DevOps are notorious. The benefits obtained by the software industry through continuous integration, testing, monitoring and delivery processes are undeniable. Additionally, the adoption of systems descriptors, such as Puppet, Chef, Docker-compose and Kubernetes Pods, proved to be a prominent approach to increase the quality and productivity of information systems.

However, system diagrams (as UML deployment diagrams) usually remain schematic and disassociated from production reality. Furthermore, diagrams do not follow the evolution of the systems, and there are challenges for engineers to synchronize the diagrams with the system in production.

Deployment diagrams are complex to design. Observing architecture diagrams from technical blogs of Amazon, LinkedIn, or Netflix, we noticed that engineers use general-purpose notations to create models in tools such as Visio or previous draw.io. Furthermore, few deployment diagrams are created using UML (or partially using them). Brown [7] states that it is common for engineers to reuse elements designed in other diagrams, using the copy-paste technique, but this can lead to making mistakes and inconsistencies. Moreover, the semantic and semiotic variation of graphical notations for the representation of systems architecture gives engineers the freedom to adapt graphical components to different domains, but it also allows ambiguous diagrams.

Thus, in this paper, we propose the use of system descriptors to address the ambiguity of deployment diagrams. We state three main hypotheses (1) if a deployment diagram is generated from a valid system descriptor then the diagram is unambiguous; (2) if a valid system descriptor is generated from a deployment diagram then the descriptor is unambiguous; (3) if a diagram \( \mu \) generated from a descriptor \( A \) is unambiguous and if a descriptor \( B \) is generated from the diagram \( \mu \) equally unambiguous then descriptors \( A \) and \( B \) are equivalent.

To evaluate our hypotheses, we performed a case study from a single system descriptor: Docker-compose files. In this way, we have implemented a prototype capable of generating architecture diagrams from docker-compose files. The prototype reads all blocks
of information and analyzes them according to a meta-model that transforms the tags in the docker-compose file into a visual element of the corresponding diagram.

The main contribution is to present our hypotheses and our preliminary evaluation, showing the generated deployment diagram could be equivalent to system descriptors and eliminate ambiguous aspects of the original diagram. The remainder of this paper is organized as follows: Section 2 presents relevant concepts for this research (Section 2.1) and defines and contextualizes the ambiguity on deployment diagram (Section 2.2). Our proposal is formalized in Section 3. In Section 4, we describe a study carried out with a tool prototype that generates deployment diagrams from Docker-Compose files. In Section 5, we present and discuss a preliminary evaluation. Section 6 presents related work. Section 7 concludes our work and presents future works.

2 CONTEXT

We divided this section into two subsections. Firstly, we present the most relevant concepts for this paper in 2.1. Then, in Section 2.2, we introduce the definition of ambiguity on deployment diagram.

2.1 Relevant concepts

**Systems descriptors.** They are scripts for automation, standardization and management of infrastructure in production environments. System descriptors emerge within the context of Infrastructure as Code (IaC), which specifies the definition and set up of the software infrastructure required to run a system by using configuration scripts [5].

In practice, system descriptors are artifacts that describe a system architecture. Providers, such as Chef, Dockerfile and Puppet [11, 22, 24], are tools that produce system descriptors. Likewise, container orchestrators, such as Docker-Compose and Kubernetes Pods [10, 16], also produce system descriptors.

The system descriptor files are written in different languages, such as JSON, YAML, or even in a specific domain language (DSL), as is the case with the Puppet tool. They can still be written in general-purpose languages, as is the case with the Chef tool that uses Ruby to generate the system descriptor scripts.

The Listing 1 illustrates a system descriptor: a docker-compose script that details the configuration of the database service, called db. According to the script’s instructions, Docker-compose should build a docker application container, named mysql-container, with the mysql image available on dockerhub repository.

While these languages are efficient in informing the computer of accurate information about the architecture and infrastructure of the system, diagrams do a better job when it comes to transmitting data to humans [12].

**Diagram as Code.** Diagram as Code is an approach to generate diagrams in the same way that IaC generates systems infrastructure: through programming. According to [19], Diagram as Code is the design of systems architecture diagrams, using a specific programming language to describe the diagram’s elements and their relationships.

This approach has sparked recent interest among software engineering practitioners. A non-exhaustive list of some web articles on the subject is given in [6, 12, 18, 19]. Table 1 presents a list compiled by [12] of Diagram as Code tools and that we extend by adding two more tools found on the Web: Diagrams [19] and diagrams-as-code [18].

| Tool          | Language | License            | Local | Online |
|--------------|----------|--------------------|-------|--------|
| Graphviz     | DOT      | Eclipse Public License 1.0 | yes   | yes    |
| PlantUML     | Text     | GPL-3.0            | yes   | yes    |
| Mermaid      | Text     | MIT License        | yes   | yes    |
| Ditaa        | ASCII    | LGPL License       | yes   | no     |
| WSD          | Text     | -                  | no    | yes    |
| code2flow    | Text     | -                  | no    | yes    |
| Structurizr  | Java, .NET | -                | no    | yes    |
| Diagrams     | Python   | MIT License        | yes   | no     |
| diagram-as-code | Javascript | -            | yes   | yes    |

As far as we know, this is the first work to introduce the diagram as a code approach in the scientific community.

**Deployment diagrams.** There is a vast literature on deployment diagrams. According to the UML Specification [14], “deployment diagrams show the configuration of run-time processing elements and the software components, processes, and objects that execute on them”. Another definition says that a deployment diagram is a graph of nodes connected by communication associations [9]. One of the deployment diagram functions is to map the software architecture to the hardware [4].

In this way, a deployment diagram is composed of nodes, communication associations and, where desired, dependency associations between nodes. Living within the nodes are the run-time components and objects [25].

A node represents a physical resource, such as a computer, a router, or a printer. Nodes can contain other elements, such as components or artifacts [2]. Communication associations are connections stereotyped to show either a physical connection medium, such as fibre or software protocols (for example, TCP/IP or HTTP).

**Ambiguity.** According to Cambridge dictionary, ambiguity is defined as the fact of something having more than one possible meaning and therefore possibly causing confusion. Another word for ambiguity is amphibology, whose etymological origin is the Greek word *amphibolos*. *Amphibolos* is the...
A combination of two other words: *amphi*, which means "both" and *ballein* which means "to throw". This word is literally translated from Greek as "encompassing" or "hitting at both ends", which is therefore a figuration for ambiguity.

In psychology, ambiguity in figures has been extensively investigated to reveal critical sensory, motor, cognitive and physiological processes involved in the perception of form. [17].

Reversible figures and impossible figures are examples of images that explore the graphic similarity to lead the observer to the phenomenon of multi-stable perception or to the condition of logical ambiguity [17]. The Escher Cube, shown in Figure 1 illustrates an example of an impossible figure [13].

**Figure 1: Impossible Cube of Escher [13]**

### 2.2 Ambiguity on deployment diagram

As previously defined, ambiguity is the fact of something having more than one possible meaning. However, we are interested in the concept of ambiguity related to deployment diagrams.

On the best of our knowledge, there is not a clear definition or studies to evaluate ambiguity on deployment diagrams. Thus, we define an deployment diagram is ambiguous when the graphical representation has more than one possible meaning.

To illustrate this problem, consider the diagrams in Figure 2. Analyzing those diagrams, we could formulate several questions. For example, (1) how many services those systems have?; (2) where do those systems are deployed?; (3) how much do they consistently communicate enough details to represent the same system using other languages or graphical notations, such as UML?

Figure 3 presents the UML deployment diagrams that we tried to model from the original diagrams. Firstly, we noticed some problems related to understanding. For example, the diagrams are context-dependent. It is practically impossible to analyze and understand the diagrams without a detailed reading of the text in which the diagram is inserted. However, one of the most significant issues observed was that the semiotics used in the diagrams is ambiguous or not very representative.

We investigated dozens of deployment diagrams of industry systems⁴, all extracted from technical blogs and company websites, such as Amazon, Linkedin, Netflix, Spotify, and others. For each diagram analyzed, at least one of these issues occurs, making the diagram ambiguous:

---

⁴Our future work is to investigate systematically our large data set of deployment diagrams from the grey literature.
3 THE PROPOSAL

In view of all the arguments already presented and the problem addressed in section 2.2 and to produce clear diagrams, we propose the use of system descriptors to address the ambiguity of deployment diagrams, generating and validating them. Thus, we formulate the following hypotheses:

Hypothesis 1: (the deployment diagram unambiguity)

If a deployment diagram is generated from a valid system descriptor, then the diagram is unambiguous.

We assume that a descriptor file is naturally unambiguous for two reasons: (1) System descriptor files are written in a formal language, such as YAML (used by Docker-compose and Kubernetes Pods) or Ruby (used by Chef); (2) be processed automatically by a finite-state machine. If the diagram generated from system descriptors presents each item of the descriptor, this diagram will also be unambiguous.

Hypothesis 2: (the system descriptor unambiguity)

If a valid system descriptor is generated from a deployment diagram, then the descriptor is unambiguous.

We state that if a deployment diagram has accurate enough data to generate a system descriptor that is valid and executable in a tool that processes system descriptor files, then the generated descriptor is unambiguous. Transitive, the diagram is unambiguous either.

Hypothesis 3: (the equivalency of descriptors)

If a diagram $\mu$ generated from a descriptor $A$ is unambiguous (Hypothesis 1) and if a descriptor $B$ is generated from the diagram $\mu$ equally unambiguous (Hypothesis 2) then descriptors $A$ and $B$ are equivalent.

4 CASE STUDY

We conducted a case study focused on testing our hypotheses. We divide this case study into two steps.
In the first step, we use the GitHub Awesome-compose\(^5\) repository to create a model to describe docker-compose system descriptors. We selected ten docker-compose files and generated deployment diagrams using the Diagram as Code\(^6\) tool. Thus, from the analysis of the ten generated diagrams, we developed a model to generate deployment diagrams from docker-compose files. Figure 6 shows our docker-compose model.

The model corresponds to docker-compose specification 3.8 for Docker engine release 19.03.0 \(^{10}\), which defines three top-level entities: services, volumes and networks. The service entity contains the settings that are applied to each container within a service. A volume describes the permanent storage for access in a service, and Network describes the logical networking in a container.

We developed a tool that generates deployment diagrams named **Descriptor to Deployment Diagram** or D2DD\(^7\). This tool has a system descriptor file as input, and a deployment diagram and a Diagram as Code script as output.

In its current version, D2DD only recognizes docker-compose as a system descriptor and uses the Diagrams\(^8\) library to generate deployment diagrams in the Diagram as Code style.

Figure 7 presents an overview of how the D2DD tool works. The tool reads all blocks of information in docker-compose input file, analyzes them according to the transformation meta-model (see Sec. 4) and transforms each tag in the input file into visual elements of the corresponding deployment diagram. D2DD tool also generates the equivalent diagram as code script simultaneously.

An example of a deployment diagram generated by the tool is illustrated in Figure 8. This deployment diagram details the configuration of tree services, Apache+PHP, NodeJs and MySQL. It informs which docker image must be instantiated in each service.

In the second step we are interested in comparing the deployment diagrams for real-world systems with deployment diagrams for those same systems, but this time, generated through system descriptors. To achieve our goal, we created a docker-compose.yaml file (Figure 2 (a)), and we used D2DD to automatically generate deployment diagram from the docker-compose file by using our transformation meta-model (Figure 6).

---

\(^5\)https://github.com/docker/awesome-compose
\(^6\)https://diagrams.mingrammer.com/
\(^7\)https://github.com/jalvesnicacio/descriptors-diagrams
\(^8\)https://diagrams.mingrammer.com/
Listing 2: Docker-compose.yaml example

Once the system descriptor presented in Listing 2 is provided as input, the developed tool delivers both a deployment diagram and a Diagram as Code script. Listing 3 shows the Diagram as Code script automatically generated by the tool when it receives the script from Listing 2 as input.

Figure 9 shows deployment diagram corresponding to that of Figure 2(a). The diagram was manually adapted from the diagram generated by the tool to include semantic aspects. We simply modify the order in which the elements appear in the diagram so that elements that have similar functions remain together, such as database systems. In addition, to enrich the deployment diagram, we include the logos of the known software (MySQL, PostgreSQL, Zookeeper and Kafka).

Listing 3: Script Diagram as Code generated by the D2DD tool

5 PRELIMINARY EVALUATION

We compared the deployment diagrams extracted from technical blogs with deployment diagrams generated using D2DD (Figure 2 versus Figure 9). From that analysis, we made the following observations:

Observation 1

Generated deployment diagrams eliminate same ambiguous aspects of the original diagram.

We observed that some elements of the original deployment diagram in Figure 2(a) do not appear in the diagram generated in
the case study, such as "State" and "Sink" boxes. Even understanding that these elements are part of the fundamental concepts of the Zookeeper and Kafka tools, when inserted in the deployment diagram, they cause misunderstanding, since their graphical notations are very similar to the graphical notation of the DBLog boxes, which represents the main application of the system.

Another element that does not appear in the generated deployment diagram is the dashed region around the tables and the database's change logs. If we isolate the deployment diagram from the blog text, this region could provide different interpretations, such as a logical connection between tables and change logs, an expanded view (zoom magnification) of the databases or a semantic organization stating that the elements within the dashed region have similar functions.

As we observe in Figure 9, the use of a defined system descriptor (docker-compose in that case) to generate the diagram using D2DD eliminated all elements that carry more than one meaning. However, we note that the topological organization of the elements (that is, the order in which the elements appear in the diagram) is important for understanding the diagram because it expresses a semantic organization of the elements.

We observed that, in Figure 6, the direction of the arrows has been inverted concerning the arrows in the diagram in Figure 1. In graph theory, the orientation of the arrows refers to a dependency relationship between the two connected elements (asymmetric digraphs concept). In this way, we say, for example, that the relationship between the DBLog service and the MySQL service is expressed as "The DBLog service depends on the MySQL service", which is exactly what the system docker-compose file tells us (see line 26 of Listing 2).

Finally, we note that all docker-compose elements, such as services, volumes, dependency relationships or links, are unequivocally represented by a uniform and consistent graphical notation in the deployment diagram generated by the D2DD tool.

6 RELATED WORK
To the best of our knowledge, this is the first work that shows an approach to reduce ambiguity in deployment diagrams using system descriptors. Possibly, the closest studies are from Paraio et al. [20] and Burco et al. [8]. The first study proposes an approach to modelling Docker containers in a way that guarantees its deployability and management. The second study proposes a formal model for evaluating and verifying the properties of container-based systems using Bigraphical Reactive Systems. Concerning ambiguity in diagrams, more three articles were found that, to a certain degree, are correlated with our work [1, 21, 23]. However, they proposed approaches to validate diagrams based on the use of representation models. Differently, what we proposed an approach that applies a valid descriptor to generate deployment diagram.

7 CONCLUSION
This paper presents our proposal to use of system descriptors to address the ambiguity of deployment diagrams. We discussed in the Section 2.2 about the ambiguity of diagrams, and we observe that the ad-hoc systems modelling with the current diagramming tools are not able of address ambiguity in deployment diagrams.

Hence, we state three main hypotheses formulated from our observations in real-world deployment diagrams. Also, we present D2DD, a tool that uses Diagram as Code to design diagrams from Docker-Compose files.

We performed a case study to evaluate our hypothesis. Our case study shows generated deployment diagrams are graphically equivalent to system descriptors, and it does not preserved ambiguous aspects of the original diagram. Such observations lead to further evaluation in controlled and empirical experiments to test our hypotheses conclusively.

As future work, we will investigate the development of meta descriptors capable of generating platform-specific descriptors.
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