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Abstract
This paper introduces the 2nd place solution for the Riiid! Answer Correctness Prediction in Kaggle, the world’s largest data science competition website. This competition was held from October 16, 2020, to January 7, 2021, with 3395 teams and 4387 competitors. The main insights and contributions of this paper are as follows.
(i) We pointed out existing Transformer-based models are suffering from a problem that the information which their query/key/value can contain is limited. To solve this problem, we proposed a method that uses LSTM to obtain query/key/value and verified its effectiveness.
(ii) We pointed out ‘inter-container’ leakage problem, which happens in datasets where questions are sometimes served together. To solve this problem, we showed special indexing/masking techniques that are useful when using RNN-variants and Transformer.
(iii) We found additional hand-crafted features are effective to overcome the limits of Transformer, which can never consider the samples older than the sequence length.

Introduction
The COVID-19 pandemic from 2020 changed the world overwhelmingly. Specifically, in many countries, it is prohibited or not recommended to communicate face-to-face frequently, including in environments for education. To tackle such situations, some companies have attempted and are attempting to make an AI-tutor, that helps students learn online, by providing questions and lectures that are personalized for each student. Riiid! Labs, a leading solutions provider for AI education, decided to host a competition in Kaggle, the world’s largest data science competition website, seeking great systems for AI education. The task of this competition is knowledge tracing, where models need to predict the probability that a certain student can answer a certain question, by using the learning history of the student. As a result, 3395 teams and 4387 competitors participated in this challenge, and the winner’s team achieved 0.820 in ROC-AUC score, a major improvement from the current state-of-the-art (Shin et al. 2020). In this competition, our team took second place by achieving a score (0.818 in ROC-AUC) that can be comparable to the winner. In this paper, we introduce the 2nd place solution for this challenge, whose contributions and insights can be summarized as these three points, written below.
(i) LSTM used to obtain query/key/value Transformer (Vaswani et al. 2017) achieved great success in the task of knowledge tracing (e.g. SAKT (Pandey and Karypis 2019)), However, it suffers from a problem that the information which query/key/value can contain is limited. For example, query/key/value of SAKT cannot contain the information of previous samples, so it is hard to consider patterns like ‘If a certain student solves a vocabulary problem first and then solves a grammar problem, this student tends to make a mistake’. To solve this problem, we leveraged a LSTM model (Hochreiter and Schmidhuber 1997) like DKT (Piech et al. 2015), to obtain query/key/value of SAKT-like Transformer.
(ii) Special indexing/masking techniques to handle ‘inter-container’ leakage problem The datasets used for this competition contains a column ‘task_container_id’, which means some questions are served together. For example, if the task_container_id for 4 questions for a certain user is the same, the user has to solve these 4 questions before seeing the answer or explanation for any of them, as shown in Fig. 1. So, when training Transformer or RNN-variants, people can not use some information (e.g. whether the user answered correctly or not) of the samples that share the same task_container_id. We call this problem ‘inter-container’ leakage problem. To solve this problem, We used fancy indexing (Harris et al. 2020) and a modified upper triangular mask like the one used in SAINT (Choi et al. 2020a).
(iii) Additional hand-crafted features that contain information which can’t be considered by Transformer In general, when training Transformer, people set the sequence length and do not consider samples older than the sequence length, without some exceptions (e.g. Transformer-XL (Dai et al. 2019)). To overcome this limitation of Transformer, we provided a simple solution, that makes additional handcrafted features extracted from a user’s history. For example, we made a feature ‘the percentage that the user’s answer to
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Figure 1: Examples of the problem of SANTA TOEIC, which is a system with Al-Tutor, used for constructing the dataset for the competition. As can be seen, a user has to solve these 4 problems before seeing the answer for any of them.

the question was correct in all the history of this user’. As expected, such features made an improvement on performance, because such features contain information that Transformer can not capture.

Methods

In this section, we give a detailed explanation of our model and features, illustrated in Fig. 2. First, we made 3 types of features: query features, memory features, and additional hand-crafted features, whose contents are listed below.

Query features

Below is the list of query features. More details about the column names can be found in the description of the competition[3] and the description of EdNet datasets[4] (Choi et al. 2020b).

• content_id: ID code for the problems. We applied an embedding layer with 512 dimensions to this feature.
• part: the section of the TOEIC test. We applied one-hot encoding for this feature.
• tags: tag codes for the question. We applied one-hot encoding for this feature.
• normalized time delta: the difference between the current timestamp and the previous timestamp. We applied standardization for this feature.
• normalized log timestamp: We calculated \( \log(1 + \text{timestamp}) \), then applied standardization.
• correct answer: the answer to the question. We applied one-hot encoding for this feature.
• normalized task_container_id delta: the difference between the current task_container_id and the previous task_container_id, which is then divided by 1000.
• content_type_id delta: the difference between the current content_type_id and the previous content_type_id.
• normalized absolute position: We used normalized position instead of using positional encoding.

Memory features

Below is the list of memory features. It should be noted that memory features are different from query features as memory features are available after students answer the question.

• explanation: whether or not the user saw an explanation of the question after answering the question. We used one-hot encoding for this feature.
• correctness: whether the user’s answer is correct or not. We used one-hot encoding for this feature.
• normalized elapsed time: the amount of time it took the user to answer the question. We applied standardization for this feature.
• user_answer: the user’s answer to the question. We applied one-hot encoding for this feature.

Additional hand-crafted features

Below are examples of additional hand-crafted features. These features are created to overcome the limitation of Transformer-based models, which can never consider the samples older than the sequence length. We made 90 features as an additional input of our model.

• correctness features: the percentage that the user’s answer was correct and the number of the problems with which the user interacted in the past.
• content_id features: the percentage that the user’s answer to the content_id was correct and how many times the user interacted with the content_id in the past.
• tag & part features: the percentage that the user’s answer to each tag/part is correct and how many times the user interacted with each tag/part in the past.
• lecture features: how many lectures the user saw for each part/tag/type of in the past.
• explanation features: the percentage that the user saw the explanation after they answered the problem correctly/incorrectly and how many times the user saw the explanation.
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[3] https://www.kaggle.com/c/riiid-test-answer-prediction/data
[4] https://github.com/riiid/ednet
• **elapsed time features**: the average time it took the user to solve the problem in the past.

• **user_answer features**: the ratio of the answer (0, 1, 2, 3) the user chose in the past.

**LSTM and Fancy Indexing**

After obtaining query features and memory features, we applied MLP [Rumelhart, Hinton, and Williams 1986] to query features and then concatenate the output with memory features, and then applied MLP again. Then, we applied LSTM and fancy indexing to avoid the "inter-container" leakage problem. For example, when the task_container_id for a specific sample is [2, 2, 3, 3, 4, 5, 6, 7, 7, 8], the indices we use for fancy indexing are [-1, -1, 1, 1, 3, 4, 5, 6, 6, 8], which prohibits the usage of information of the same task_container_id. In Fig. 2, we showed the concept of fancy indexing we did after applying LSTM.

Here, -1 means the sample of the corresponding position can not use any past information.

**SAKT-like Transformer and masking**

After applying LSTM, we concatenated the output with query features and applied MLP again, then use it as query for Transformer. After that, we concatenated query for Transformer with memory features and applied MLP again, then use it as key/value for Transformer. To avoid 'inter-container' leakage problem, we used a modified upper triangular mask different from SAINT. For example, when the task_container_id for a specific sample is [2, 2, 3, 3, 4, 5, 6, 7, 7, 8], the mask is as follows.

Figure 2: The overall architecture of our model.
model with lr = 2e-3 for 35 epochs, then trained it with lr = 2e-4 for 1 epoch with the Adam (Kingma and Ba 2015) optimizer. For training, we used 40 Core Xeon CPU, 384GB RAM, V100 (16GB) × 4.

**Conclusion**

In this paper, we described the 2nd place solution for Ri- iid! Answer Correctness Prediction in Kaggle. Our method achieved a major improvement compared with the current state-of-the-art paper, and performance comparable to the winner of the competition. Additionally, we pointed out the problem of the existing methods and the difficulty of the dataset used for the competition, then proposed the solutions to tackle these problems. We believe the insights obtained in this paper help the experts and the community of the AI-Education area, and hopefully the students who have to learn online due to the COVID-19 pandemic.

**Additional Resources**

Additional details are given in the solution writeup in Kaggle[^5] and the inference code uploaded at Kaggle notebook[^6].
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