ARE E2E ASR MODELS READY FOR AN INDUSTRIAL USAGE?

Valentin Vielzeuf, Grigory Antipov

Orange, 4 rue du Clos Courtel, Cesson-Sévigné, France
{valentin.vielzeuf,grigory.antipov}@orange.com

ABSTRACT

The Automated Speech Recognition (ASR) community experiences a major turning point with the rise of the fully-neural (End-to-End, E2E) approaches. At the same time, the conventional hybrid model remains the standard choice for the practical usage of ASR. According to previous studies, the adoption of E2E ASR in real-world applications was hindered by two main limitations: their ability to generalize on unseen domains and their high operational cost. In this paper, we investigate both above-mentioned drawbacks by performing a comprehensive multi-domain benchmark of several contemporary E2E models and a hybrid baseline. Our experiments demonstrate that E2E models are viable alternatives for the hybrid approach, and even outperform the baseline both in accuracy and in operational efficiency. As a result, our study shows that the generalization and complexity issues are no longer the major obstacle for industrial integration, and draws the community’s attention to other potential limitations of the E2E approaches in some specific use-cases.
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1. INTRODUCTION

In recent years, Automatic Speech Recognition (ASR) has experienced an impressive breakthrough of performances measured as Word Error Rate (WER), especially on LibriSpeech, the most popular academic benchmark of English read speech [1]. As testified by the results aggregated by the website PapersWithCode[14], the End-To-End (E2E) fully-neural models have significantly outperformed conventional hybrid approaches [2] (the neural part of which is limited to an acoustic model). The dazzling progress of the E2E models has been mainly due to the proposal of new neural architectures (such as ContextNet [3] or Conformer [4]), to exploitation of large amounts of non-annotated speech data via semi- or self-supervised learning [5][6], and to the new data augmentation techniques [7].

However, despite the fact that the progress of the E2E models is undeniable, hybrid models still remain a default option when building ASR systems for practical usage. Indeed, recent work highlights at least two major concerns hindering the adoption of such models in an industrial context, namely: (a) their generalization ability, and (b) their computational complexity (and therefore operational costs).

More precisely, several studies [8][9] demonstrate that the scores on academic datasets such as LibriSpeech can be deceptive and poorly generalize on other speech domains. In particular, Szymanski et al. [8] urge the community to create new benchmarks, and illustrate that there is a huge gap between the WERs measured on popular academic datasets, and the WERs measured on private ones for various real-life use-cases. In the same spirit, Likhomanenko et al. [9] show that there is little generalization between performances of the contemporary E2E ASR models across public benchmark datasets, and that the models trained on LibriSpeech particularly struggle to transfer to other domains. Thus, a major milestone to better quantify this lack of generalization consists in building comprehensive evaluation datasets composed of speech of various nature (i.e. multi-domain evaluation). This is in line with very recent work proposing to aggregate different existing datasets [10]. The mentioned studies allow to clearly identify the generalization problem and Aksenova et al. [11] and some earlier work [12][13][14] logically propose to address it by augmenting the diversity of the training datasets (i.e. multi-domain ASR training).

On the other hand, E2E models are often associated with a larger computational burden. For instance, recent models [6] reach 300M parameters which represents around 30 times as much as the size of the acoustic part of the traditional hybrid models usually used in industry [2]. This strongly motivates the community to focus on the reduction of the computational cost of the E2E ASR approaches. For example, there is a strong interest in methods allowing online E2E ASR decoding without latency [15][16]. Another branch of the literature targets lighter architectures which may help to reduce both training and inference time in several use-cases. Indeed, several efficient convolutional models have been proposed using the depthwise convolution and the simple CTC loss [17][18]. Transformer-based models have also been studied in depth. For instance, at least three “efficient” Conformers [19][20][21] have been proposed recently.

Summarizing, the above-mentioned industrial constraints face the community with a trade-off between a high and reliable ASR accuracy and a low resource consumption (in the spirit of the Occam’s Razor principle). In this paper, we demonstrate that there are contemporary E2E models which perfectly match the presented compromise and, therefore, show that the generalization and efficiency are no longer the major barrier to the industrial adoption of the E2E models. To this end, as illustrated in Figure 1 we benchmark promising E2E architectures comparing with a standard hybrid ASR model used for business applications by (a) performing both training and evaluation in a multi-domain context; and (b) measuring both the accuracy and the efficiency in a real-world aware manner.

2. MULTI-DOMAIN E2E VS. HYBRID BENCHMARK

2.1. Benchmark dataset

Multi-domain training & evaluation We follow the recommendations of the recent studies mentioned in Section 1 by designing a multi-domain dataset for our benchmark. We choose to work in English because it is the language with the largest choice of public ASR datasets. More precisely, we construct a collection of datasets issued from various application domains, namely: read speech (LibriSpeech [1]), phone conversations (SwitchBoard [22]), dictation (WSJ) [23], prepared talks (TED-LIUM [24]) and spontaneous non-
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Fig. 1. Comparison between designing a mono-domain SOTA ASR model (top), and a general ASR system dedicated for an industrial usage (bottom). We adopt the latter strategy in order to benchmark SOTA-level representative E2E ASR models vs. a standard hybrid approach by performing a multi-domain training / evaluation while measuring both the transcription accuracy and the potential deployment costs.

2.2. Compared ASR models

Hybrid system In this benchmark, we use a standard hybrid approach from \cite{2} as a baseline for the evaluated ASR models. Roughly speaking, it consists of 2 parts: an Acoustic Model (AM) and a Language Model (LM). AM is a TDNN \cite{26} which is used to predict a posterior distribution over the tied Hidden Markov Model (HMM) states corresponding to context-dependent phonemes (bi-phones). These posterior distributions are then combined with a pronunciation dictionary (i.e. the lexicon) and a n-gram LM in order to construct a search graph in a form of WFST \cite{27}. During the inference, the decoding is done via the beam search which looks for the best paths in the constructed graph.

E2E models Obviously, it is infeasible to evaluate all SOTA ASR models in the frame of one benchmark. Therefore, we select several SOTA-level representatives of the 3 large families of E2E models, namely: the recurrent ones, the fully-convolutional ones and the Transformer-based ones. More precisely, hereafter, we present the selected encoder architectures, while the same CTC decoder \cite{28} is used for all E2E ASR models in the present benchmark.

Recurrent ASR encoder. Being natural candidates for modelling sequential data (such as speech recordings), RNN-based models are notorious for their computational complexity. For this benchmark, we choose a popular CRDNN architecture, which is a combination of a CNN, a RNN and a MLP composed of 120M trainable weights. In particular, we use the public implementation of this architecture \cite{1}.

Fully-convolutional ASR encoder. Fully-convolutional models are the SOTA in ASR today. But their computationally cost is high due to the quadratic complexity of the self-attention mechanism w.r.t. the input size. In this benchmark, we employ the Conformer \cite{4} encoder combining self-attention and convolutional layers. In particular, we evaluate two versions of Citrinet: Citrinet-small and Citrinet-medium (10M and 30M parameters, respectively).

Transformer-based ASR encoder. Transformer-based models are the SOTA in ASR today. But their computationally cost is high due to the quadratic complexity of the self-attention mechanism w.r.t. the input size. In this benchmark, we employ the Conformer \cite{4} encoder combining self-attention and convolutional layers. In particular, we evaluate two versions of this architecture of varying complexity, namely: Conformer-small and Conformer-medium (13M and 30M parameters, respectively).

2.3. Evaluated metrics

Accuracy WER (defined as the ratio between the sum of the substitution $S$, deletion $D$ and insertion $I$ errors and the total number of words $N$ in the ground-truth transcription: $WER = \frac{S+D+I}{N}$) is by far the most widely adopted metric for evaluation of the ASR systems. Therefore, we use it in our benchmark for evaluation of the multi-domain accuracy.

\footnote{Link to the CRDNN model description.}
### Table 1

| Models        | Multi-domain Accuracy (WER in %) | Computational Cost |
|---------------|----------------------------------|--------------------|
|               | FR | LS_c | LS_o | SB | TED | WSJ | Overall | Training time (days) | iRTF | # params |
| Hybrid        |    |      |      |    |     |     |         |                    |      |          |
| Conformer (small) Greedy | 37.2 | 11.0 | 25.4 | 25.3 | 12.1 | 9.3 | 20.0 | 7 | 2 | N/A | 8M |
| Conformer (medium) Greedy + LM | 30.1 | 5.8 | 13.7 | 20.1 | 9.4 | 6.7 | 14.3 | 7 | 33 | 50 | 13M |
| Ciritinet (small) Greedy + LM | 32.3 | 6.2 | 13.9 | 21.2 | 9.9 | 6.8 | 15.1 | 7 | 17 | 50 | 30M |
| Ciritinet (medium) Greedy + LM | 28.0 | 4.9 | 11.7 | 19.1 | 8.1 | 5.5 | 12.9 | 7 | 25 | 50 | 10M |
| CRDNN Greedy + LM | 25.5 | 5.5 | 15.1 | 18.1 | 8.3 | 5.1 | 12.9 | 7 | 10 | 50 | 21M |
| CRDNN Greedy | 27.2 | 7.0 | 17.2 | 21.8 | 11.0 | 6.3 | 15.1 | 14 | 2.5 | 50 | 120M |

#### Computational cost

In addition to the number of parameters, the compared ASR models are evaluated according to 3 criteria which are particularly important for the integration of ASR systems, namely: the training time, the inference time and the required RAM. We allocate the same training time budget of 7 days of calculation on a modern workstation equipped with 4 Nvidia 2080 Ti GPUs for all E2E models. This value corresponds to the time required by the baseline hybrid model for convergence on the selected collection of training datasets. We make a single exception to this training budget for the CRDNN model which (due to its computational complexity) requires at least twice as much time to converge to competitive ASR performances. For the inference time, we employ the popular inverted Real Time Factor (iRTF) metric measuring the ratio between the real time of the input recording and the time spent by an ASR system for its transcription. Moreover, the inference time and the memory requirements obviously depend on the duration of the input audio recordings. Therefore, in our benchmark, we also evaluate both criteria by varying the size of inputs in order to evaluate the scalability of the compared ASR systems.

### 3. Benchmark Results

#### 3.1. Multi-Domain accuracy

The principal results of our benchmark are summarized in Table 1. The WER scores significantly vary depending on the evaluation dataset (and hence, on the target domain) which corroborates with the previous studies discussed in Section 2.1. As one might expect, the best transcription results are witnessed on the read speech (from 4% to 11% of WER on LibriSpeech-clean) which is widely recognized as the easiest ASR use-case. The results on the 16kHz-sampled prepared speech are somewhat close to those of the read speech (from 5% to 12% on TED-LIUM and WSJ). On the contrary, the accuracy drastically drops on the 8kHz-sampled phone speech (from 18% to 25% on SwitchBoard) and, above all, on the spontaneous accented speech (from 25% to 37% on Franglish) which clearly represents the biggest challenge among the domains included in the benchmark.

The results in Table 1 are unequivocal in terms of the ASR accuracy comparison between the E2E and hybrid models. Indeed, as one may observe, all compared E2E ASR models outperform the hybrid one by a large margin on all evaluation datasets. The relative WER improvements brought by the E2E models w.r.t. the hybrid one vary from about 30% to 65% depending on the dataset. In other words, the superiority of the E2E models does not limit to LibriSpeech, but is a rather general tendency on all ASR use-cases.

When comparing the E2E models between each other, the “Overall” column of Table 1 demonstrates that the Ciritinets slightly outperform the Conformers of the similar sizes. However, it should be noted that (as explained in Subsection 3.2) we set the same training time budget of 7 days for all E2E models except for CRDNN. And the Conformers appear to converge a little slower than the Ciritinets. Therefore, we suspect that the Conformers might be slightly underfit, which partially explains the worse accuracies than those obtained by the Ciritinets. This is particularly true for the Conformer-medium which is outperformed by its simpler (but better converged) Conformer-small counterpart. At last, CRDNN obtains excellent WERs which are on-par with the ones of Ciritinet-medium, but, as discussed in Subsection 3.2, at much greater cost than the latter.

Finally, it is worth noting that all compared E2E models perform reasonably well even with the simplest greedy decoding. This confirms that E2E models do not exclusively focus on the acoustics of the speech (as it is the case for the acoustic neural network of the hybrid model), but rather jointly learn acoustic and linguistics aspects of the language. Moreover, the WER scores of the most accurate E2E models, namely Ciritinet-medium and CRDNN, are even deteriorated by the added LM. This can be explained by the fact that a simple 3-gram LM is used in our experiments, and probably Ciritinet-medium and CRDNN implicitly learn a better representation of the language than the one provided by such a trivial LM.

#### 3.2. Computational Cost

Currently the average cost of one hour rental of a workstation equipped with 4 contemporary GPUs is around $ 2. For one training run, it means an average cost of $ 336 for the Conformers, Ciritinets,
and for the hybrid system and twice as much (i.e. $672$) for the CRDNN. The WER improvements brought by CRDNN which are reported in Table 1 seem marginal comparing to its training cost. Moreover, one must keep in mind that several training runs are often needed to maintain the model with the most recent data or to adapt it to specific use-cases, multiplying the original cost.

When the model is finally trained and delivered for industrial usage, the main concern is its inference cost. In other words, how long does it take to process one standard input with a given hardware? From Table 1 we can see that all chosen models are faster than real-time, even using only one modern CPU. Yet, CRDNN and the hybrid system are only 2 times faster than real-time, while Conformer-small is 33 times faster, meaning that Conformer-small would need about 16 times less resources to guarantee the same rapidity of the transcription as the one provided by the hybrid model. Given an everyday intensive usage, such enormous difference may represent a very large cost gain arguing in favor of the deployment of light E2E models such as Conformer-small or Citrinet-small.

One may notice that according to the results in Table 1 GPUs do not seem to accelerate the inference of the E2E ASR models. However, this is only due to our evaluation protocol, which processes input sequences one by one and not in batches. In order to quantify the potential benefits brought by the GPU usage at inference, batches or longer sequences should be fed to the model. Hence, in Figure 2-(a) we extend the experiment to longer sequences. One may observe that for very short sequences (less than 10 seconds of audio), it’s difficult to compare the E2E models, as the GPU is not optimally used. For longer sequences, the difference between CRDNN and the other E2E models becomes obvious, the former being much slower (even though keeping a very decent iRTF). The longest sequences only include the acoustic neural network part and therefore, do not represent the real storage requirements. Moreover, for the E2E models, Figure 2-(b) shows that the problem is not only about the number of parameters, but also about the dependency between the memory usage and the length of the processed inputs. Indeed, the Conformers introduce an enormous memory burden when the sequences are too long, quickly saturating the GPU storage, while even the largest convolutional or recurrent models like the CRDNN are able to process such sequences while fitting on a modern GPU.

4. DISCUSSION AND CONCLUSION

In this work, we have proposed a multi-domain training and evaluation benchmark and studied 2 reported practical limitations of E2E ASR models: their generalization ability and computational cost. The evaluated E2E models have consistently outperformed the strong hybrid baseline system in terms of the multi-domain WER. The estimated computational costs also testify in favor of the E2E models. Indeed, all evaluated E2E models (except for CRDNN) significantly reduce both training time and inference costs w.r.t. the hybrid approach. We have also shown that E2E models scale well w.r.t. the input recordings duration (processing up to one hour at once for the Citrinets). As a result, our experiments demonstrate that generalization and efficiency can no longer be considered as the central issue preventing the industrial usage of E2E ASR, which allows us to positively answer the question put in the paper’s title.

As a side result, the benchmark has pointed the Citrinets as a better trade-off (than the Conformers and CRDNN) between the resulting ASR accuracy and the training / inference complexity, and that a LM-free greedy decoding is sufficient to obtain decent performances on all tested use-cases.

Finally, we have left the problem of VAD out of the scope of the present benchmark, and all E2E experiments have been done with a trivial 3-gram LM. Therefore, the study on the impact of VAD and / or complex LM integration on the E2E model’s accuracy and efficiency constitutes an important direction for future work. Another promising path of research would consist in further extending the evaluation protocol in order to assess the models’ adaptability. Indeed, the hybrid ASR systems are known to be easily adaptable to a new lexicon, but can we say likewise regarding the E2E ones?
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