A Bayesian time-to-event pharmacokinetic model for phase I dose-escalation trials with multiple schedules
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Phase I dose-escalation trials must be guided by a safety model in order to avoid exposing patients to unacceptably high risk of toxicities. Traditionally, these trials are based on one type of schedule. In more recent practice, however, there is often a need to consider more than one schedule, which means that in addition to the dose itself, the schedule needs to be varied in the trial. Hence, the aim is finding an acceptable dose-schedule combination. However, most established methods for dose-escalation trials are designed to escalate the dose only and ad-hoc choices must be made to adapt these to the more complicated setting of finding an acceptable dose-schedule combination. In this paper, we introduce a Bayesian time-to-event model which takes explicitly the dose amount and schedule into account through the use of pharmacokinetic principles. The model uses a time-varying exposure measure to account for the risk of a dose-limiting toxicity over time. The dose-schedule decisions are informed by an escalation with overdose control criterion. The model is formulated using interpretable parameters which facilitates the specification of priors. In a simulation study, we compared the proposed method with an existing method. The simulation study demonstrates that the proposed method yields similar or better results compared to an existing method in terms of recommending acceptable dose-schedule combinations, yet reduces the number of patients enrolled in most of scenarios. The \texttt{R} and \texttt{Stan} code to implement the proposed method is publicly available from Github ([https://github.com/gunhanb/TITEPK_code](https://github.com/gunhanb/TITEPK_code)).
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1 Introduction

In a phase I trial, a treatment plan includes the amount of drug to be given a patient, known as the dose, and the times when it is given, known as the schedule. Phase I dose-escalation trials traditionally include only one schedule while varying the dose among patients. However, in medical practice, there is often a need to consider different schedules, e.g. a dose given once a day or once a week, within a phase I trial. Many established methods\textsuperscript{1,2} are only designed for varying the drug amount since time is not taken into account in the models. These approaches require ad-hoc adjustments like scaling the dose to accommodate these more complex designs. However, varying treatment schedules necessitates to take time into account in the model as the pharmacokinetic properties of a drug become relevant whenever the treatment schedule is varied.

The aim of a phase I dose-escalation trial with multiple schedules is finding an acceptable dose and schedule combination. The dose-escalation must be guided by a safety model in order to avoid exposing patients to unacceptably high risk of toxicities. What defines an acceptable dose-schedule combination depends on the drug development strategy. In oncology, the efficacy is sought to be maximized at the cost of tolerating safety events, referred to as dose-limiting toxicities (DLTs). Therefore one seeks in oncology a so-called maximum tolerated dose-schedule combination (MTC) at which an acceptable rate of DLT events is expected to occur.
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Different definitions of treatment schedule have been used in the literature. When the aim is to optimize the number of cycles to treat patients, the schedule is defined as the number of treatment cycles. An alternative definition is the frequency (timing) of administration within a cycle with a given total dose per cycle. Guo et al. argued that this definition of schedule seems more relevant in practical terms, since physicians will usually continue to treat patients as long as patients appear to benefit from the treatment. A more interesting point for the physicians is how frequently the treatment should be administered. We agree with this reasoning and hence adopted this second definition of schedule in the paper.

There are different methods suggested for determining the MTC. Using the definition of a schedule as the number of treatment cycles, Braun et al. developed a time-to-event model which simultaneously optimizes the dose and the schedule. Zhang and Braun extended this method to incorporate adaptive variations to dose-schedule assignments within patients as the trial proceeds. Wages et al. introduce a dose-schedule finding design, the partial order continual reassessment method (POCRM), which relaxes the assumption of completely ordered schedules, that is for a given dose, DLT probabilities are completely ordered in terms of different schedules. Wages et al. used the second definition of the schedule. Furthermore, Li et al., Thall et al., Guo et al., and Cunanan and Koopmeiners suggested dose-schedule finding methods that jointly models efficacy and toxicity in the context of dose-schedule combination designs.

We introduce an alternative model, a time-to-event pharmacokinetic model henceforth referred as TITE-PK, that uses pharmacokinetics (PK) principles to introduce an exposure measure. Consequently, TITE-PK is an exposure-response model which usually uses more information than a standard dose-response model, such as kinetic drug properties. Formally, a pseudo-PK model is used to define a time-varying exposure measure, which constitutes a time-varying Poisson process describing the DLT event process. TITE-PK utilizes data on the exact treatment schedule and time-to-first DLT in a fully Bayesian model-based approach following the spirit of Cox et al. To inform dose-schedule decisions, TITE-PK uses an adapted escalation with overdose control (EWOC) criterion. This requires that for a given dose-schedule combination, the probability for a DLT occurred within the first cycle must not exceed the maximal admissible DLT probability by a pre-specified feasibility bound. In the proposed model, PK analysis and safety analysis are not combined as is done for example by Ursino et al. Instead we use a pseudo-PK model in TITE-PK which can be seen as a kinetic-pharmacodynamic model (K-PD), see e.g. Jacqmin et al. and Jacons et al.

We provide simulations comparing the performance of our proposed model to the POCRM method, which is in the spirit of the continual reassessment design (CRM). POCRM was originally developed for drug combination trials and later extended to phase I trials with multiple schedules. The simulation study is motivated by the Vidaza trial. Vidaza is a cytotoxic drug that is used for the treatment of a blood cell disease, known as myelodysplastic syndrome, that often develops into acute myelogeneous leukemia. The Vidaza trial (ClinicalTrials.gov identifier: NCT01080664) investigated four different schedules and three doses, and thus, is an example of a dose-schedule finding problem. The R and Stan code for the implementation of the proposed TITE-PK model is available from Github [https://github.com/gunhanb/TITEPK_code](https://github.com/gunhanb/TITEPK_code).

This manuscript is structured as follows. In Section 2, we introduce the proposed TITE-PK model. In Section 3, the performance of TITE-PK and POCRM are compared in a simulation study. We close with a discussion and a conclusion.
2 The proposed model: TITE-PK

The time-to-first DLT is modeled using a time-varying (non-homogeneous) Poisson process. A time-varying Poisson process can be defined using the instantaneous hazard function \( h(t) \) for a DLT occurring at time \( t \). The hazard function corresponds to the probability that a patient experiences a DLT in the time interval \( (t, t + \delta t] \) given that they did not experience a DLT until time \( t \). The hazard is modeled as a time-dependent function directly proportional to an exposure measure of the drug \( E(t) \) as

\[
h(t) = \beta E(t)
\]

where \( \beta \) is the proportionality parameter to estimate. Here, the exposure measure refers to the drug concentration as in an exposure-response model and the calculation of \( E(t) \) will be explained in Section 2.1. Furthermore, if we integrate both sides of Equation (1) from time 0 up to time \( t \), we obtain

\[
H(t) = \beta \text{AUC}_E(t)
\]

where \( \text{AUC}_E(t) \) is the area under the curve of the exposure measure over time and \( H(t) \) is the cumulative hazard function, respectively. From event history analysis, we know that the probability density for an event to occur at time-point \( t \) is

\[
f(t) = h(t) \exp(-H(t))
\]

and the survivor function for the event to occur past some time-point \( t \) is given by

\[
S(t) = P(T > t) = \exp(-H(t))
\]

where \( T \) denotes the event time. In the following, we use \( C_j \) to denote the censoring time of patient \( j \). Accordingly, TITE-PK is able to account for the partial information from subjects still in the follow-up (censored patients) like TITE-CRM. In contrast to TITE-CRM, we restrict the follow-up period for all patients to cycle 1 only, which is a conventional approach. Thus, all patients without a DLT up to the end of cycle 1 will be censored at the end of cycle 1, \( C_j = t^* \). Furthermore, we denote with \( \delta_j \) an event indicator which is set to 0 for censored events and 1 for DLT events. The overall likelihood can be written as

\[
L(T, C|\beta) = \prod_{j=1}^{J} f(T_j|\beta)^{\delta_j} S(C_j|\beta)^{(1-\delta_j)},
\]

where \( J \) is the total number of the patients. Now, we discuss the exposure measure of the drug.

2.1 Pseudo-PK model

The proposed exposure model in the TITE-PK model does not rely on measured drug concentration data, as this data is not routinely available in a form that it may be used directly in the model to support dose-schedule decisions in a timely manner. For this reason, PK is considered as latent variable which we refer to pseudo-PK. The pseudo-PK is used to account for the dosing history and the expected accumulation in exposure over time that ultimately drive pharmacological responses, including safety. The main purpose of the proposed pseudo-PK model is to account for the natural “waxing and waning” of exposure observed after dosing of drug. This pseudo-PK model has a central
compartment into which the drug is administered and accounts for drug elimination as a linear first order process; i.e. the elimination rate is proportional to the amount of drug in the compartment:

\[ \frac{dC(t)}{dt} = -k_e C(t), \]  

where \( C(t) \) is the concentration of drug in the central compartment and \( k_e \) is the elimination rate constant. As the volume of the central compartment cannot be identified for a latent pseudo-PK, we set it by convention to unity.

To account for delays between the instantaneous drug concentration in the central compartment and the concentration during the pharmacodynamic effect, we use a so-called effect compartment:

\[ \frac{dC_{eff}(t)}{dt} = k_{eff} (C(t) - C_{eff}(t)), \]  

Here \( C_{eff}(t) \) is the drug concentration in the effect compartment and \( k_{eff} \) is the PK parameter which governs the delay between the concentration in the central compartment (\( C(t) \)) and the concentration in the effect compartment (\( C_{eff}(t) \)). Note that the solutions of Equation (6) and Equation (7) are the same up to reparametrization for a one compartment model with first order absorption, which would be one way to model oral absorption. The parameters \( k_e \) and \( k_{eff} \) are assumed to be known from previous PK analyses, for example from pre-clinical experiments. The model is conditioned on the PK parameters from previous analyses, thus uncertainty of the PK parameters in the estimation is ignored. A procedure to calculate an estimate for \( k_{eff} \) using the cycle duration and the absorption rate is described in Section 3.1 for the Vidaza trial.

The ordinary differential equations (ODE) (6) and (7) account for dosing over time through administration into the central compartment. The analytical solution to the ODE system for multiple doses is obtained through the use of the superposition principle which holds for linear ODE systems (see e.g. 22). This model in principle can account for the history of any treatment schedule over time. In order to simplify the notation, we restrict ourselves here to regular treatment schedules which have a dosing frequency \( f \) (in units of \( 1/h \)), start at time \( t = 0h \) and use the same dose amount \( d \) for all dosing events. With these simplifications (in notation) the solution to the above ODE system is:

\[ C_{eff}(t|d,f) = d \sum_{i=0}^{\infty} \Theta \left( t - \frac{i}{f} \right) \frac{k_{eff}}{k_{eff} - k_e} \left( e^{-k_e \left( t - \frac{i}{f} \right)} - e^{-k_{eff} \left( t - \frac{i}{f} \right)} \right), \]

where \( \Theta \) denotes the Heaviside step function (or unit step function).

To facilitate meaningful interpretation of the parameter \( \beta \) and hence to help prior specification, the exposure measure \( E(t) \) is obtained by scaling \( C_{eff}(t) \) using a reference dose-schedule combination including a reference dose (\( d^* \)) and a reference dosing frequency (\( f^* \)) at the end of cycle 1 (\( t^* \)) such that:

\[ E(t|d,f) = \frac{C_{eff}(t|d,f)}{\int_{0}^{t^*} C_{eff}(t|d^*,f^*) \, dt} \]

\[ \text{AUC}_{E}(t^*|d^*,f^*) = \int_{0}^{t^*} E(t|d^*,f^*) \, dt = 1. \]

This is analogous to using a reference dose in the Bayesian Logistic Regression Model which is a two parameter version of the CRM design and uses the EWOC criterion for dose-escalation decisions.
2.2 Informing dose-schedule decisions

To inform dose-schedule decisions, TITE-PK uses an adapted EWOC criterion. The probability that a patient experiences at least one DLT within the first cycle (shortly the end-of-cycle 1 DLT probability) given the dose-schedule combination with dose \( d \) and frequency \( f \), \( P(T \leq t^*|d, f) \), is our measure of interest.

The end-of-cycle 1 DLT probabilities are classified into three categories as follows

(i) \( P(T \leq t^*|d, f) < 0.20 \) Underdosing (UD)
(ii) \( 0.20 \leq P(T \leq t^*|d, f) \leq 0.40 \) Targeted toxicity (TT)
(iii) \( P(T \leq t^*|d, f) > 0.40 \) Overdosing (OD)

Dose-schedule decisions are informed using the overdosing probability of the dose-schedule combination \( d \) and \( f \). The EWOC criterion is fulfilled, if \( P(P(T \leq t^*|d, f) > 0.40) \) is smaller than the pre-specified feasibility bound \( a \). Among the dose-schedule combinations which fulfill the EWOC criterion, the combination which has the lowest \( \text{AUC}_E(t^*) \) is recommended by TITE-PK. This is analogous to recommending the lowest dose amount in the “standard” phase I dose-escalation methods. When \( \text{AUC}_E(t^*) \) of eligible combinations are exactly the same, one of the dose-schedule combinations can be chosen randomly. In this paper, we use \( a = 0.25 \), which was suggested by Babb et al., and also \( a = 0.50 \) to investigate the sensitivity of the results to the choice of \( a \) in our simulations. The higher (lower) value of the feasibility bound make it easier (harder) to escalate to the next dose and schedule combinations, resulting in more (less) aggressive dose-schedule decisions.

By using the relationship between \( P(T \leq t^*|d, f) = 1 - P(T > t^*|d, f) \) and combining Equation (4) with (2) it follows that

\[
P(T > t^*|d, f) = \exp(-H(t^*|d, f)) = 1 - P(T \leq t^*|d, f)
\]

\[
\iff \log(H(t^*|d, f)) = \log(- \log(1 - P(T \leq t^*|d, f))) = \text{cloglog}(P(T \leq t^*|d, f))
\]

where \( \text{cloglog}(x) = \log(-\log(1 - x)) \).

Since the cumulative hazard \( H(t|d, f) \) is set proportional, see Equation (2), to the area under curve of the exposure metric \( \text{AUC}_E(t|d, f) \) this leads to

\[
\text{cloglog}(P(T \leq t^*|d, f)) = \log(\beta) + \log(\text{AUC}_E(t^*|d, f)).
\]

For the reference dose-schedule combination with dose \( d^* \) and dosing frequency \( f^* \) the AUC of the exposure measure up to the reference time-point is unity, \( \text{AUC}_E(t^*|d^*, f^*) = 1 \), such that \( \text{cloglog}(P(T \leq t^*|d^*, f^*)) = \log(\beta) \) holds. This highlights the importance of the reference dose-schedule combination to specify the prior for the parameter \( \beta \).

As is apparent from Equation (2), TITE-PK assumes that the end-of-cycle 1 DLT probability is a monotonic function of the exposure measure. Moreover, the pseudo-PK model assumes a linear first order process (linear PK), meaning that increases in drug exposure are linearly related to increases in administered doses. Consequently, \( \text{AUC}_E(t^*|d, f) \) is directly proportional to \( d \). Thus, the assumption of the monotonicity of the exposure and the end-of-cycle 1 DLT probability implies the assumption of the monotonicity of the dose and the end-of-cycle 1 DLT probability. However, we will see in the simulations that the performance of the model is robust to some extent to violations of the monotonicity assumption.
2.3 Software implementation

The proposed model TITE-PK is implemented in Stan via rstan \( R \) package. The corresponding code for the implementation of the TITE-PK model is available from Github (https://github.com/gunhanb/TITEPK_code). Four parallel chains of 1,000 MCMC iterations after warm-up of 1,000 iterations are generated. Convergence diagnostics are checked using the Gelman-Rubin statistics and traceplots.

3 Simulation study

In order to assess the performance of the TITE-PK and to compare with the POCRM under different true dose-DLT profiles with multiple schedules, various scenarios are investigated in a simulation study.

3.1 Simulation settings

The scenarios considered in the paper were also investigated by Wages et al. These are motivated by the Vidaza example. As in the Vidaza trial, the scenarios investigated four different schedules (A, B, C, D) and three doses (8, 16, 24 mg/m\(^2\)). In the Vidaza trial, different treatment schedules correspond to the number of cycles the drug is administered with a prespecified frequency of administration. More specifically, four schedules are 1, 2, 3, or 4 cycles, each with 5 days of drug administration and 25 days of rest. As explained in the introduction, here we use another definition of the schedule, the timing of the administration within the first cycle only. To mimic the nested schedules of the Vidaza trial, we chose the four schedules A, B, C, and D as dosing frequency of 192, 96, 48, and 24 hours, respectively. The cycle length is taken as 28 days \( (t^* = 28 \text{ days}) \). The reference dose and the reference dosing frequency are determined using 24 mg \( (d^* = 24 \text{ mg}) \) and Schedule B \( (f^* = 1/96 1/\text{h}) \).

The scenarios were carefully chosen to reflect a range of clinically relevant scenarios. These are summarized in Table 1 and illustrated by Figure 1. Scenario 1 does not include any dose-schedule combination in the overdosing interval, whereas all combinations are in the overdosing interval in Scenario 2. Scenarios 3 and 4 are scenarios in which DLT probabilities are spread across underdosing, targeted toxicity, and overdosing intervals. Five and three dose-schedule combinations are in the targeted toxicity interval in Scenarios 3 and 4, respectively. In Scenario 5, there is only one dose-schedule combination in the targeted toxicity interval. Also, there is a heavy violation of the monotonicity assumption of DLT probabilities with increasing exposure in Scenario 5. Moreover, Scenarios 1-5 assume completely ordered schedules, that is DLT probabilities increase monotonically with schedules involving more frequent administration given the same dose. In contrast, Scenarios 6 and 7 relax this assumption, and assume partially ordered schedules. Scenario 6 correspond to Scenario 1 with DLT probabilities for Schedules B and C switched. Similarly, Scenario 7 corresponds to a scenario which spread across different intervals, but DLT probabilities for Schedules B and C are switched. Additionally, we considered more scenarios to assess the performance of TITE-PK, which are listed in Table 5.

The elimination half-life and the absorption rate of Vidaza were reported as 4 (hours) and 2 (1/hours), respectively. Thus, we specify \( k_e = \frac{\log(2)}{4} \) (1/hours). We chose this value corresponding to the mean of an adequate distribution for the parameter \( k_{\text{eff}} \). Here, we chose a log-normal distribution defined by the lower and upper quantile reflecting the fastest and slowest time-scale of the experiment which is the absorption half-life and the cycle duration. Specifically, a log-normal distribution is setup by matching the inverse of cycle length 1/672 (1/h) and the absorption rate 2 (1/h) as the 0.025 and 0.975 quantiles, respectively. This gives a log-normal distribution with the mean parameter -0.15. Hence, we assume \( \log(k_{\text{eff}}) = -0.15 \). The calculated \( E(t|d, f) \) and \( \text{AUC}_E(t|d, f) \) of the Vidaza trial...
Table 1: Toxicity scenarios for the dose-schedule combination in the simulation study. Combinations in the targeted toxicity interval (0.20 - 0.40) are in boldface. Schedules A, B, C, and D have dosing frequency of 192, 96, 48, and 24 hours, respectively.

| Schedule | 8  | 16 | 24 | 8  | 16 | 24 |
|----------|----|----|----|----|----|----|
| Scenario 1 |    |    |    |    |    |    |
| A        | 0.05 | 0.07 | 0.11 | 0.50 | 0.54 | 0.58 |
| B        | 0.09 | 0.12 | 0.18 | 0.53 | 0.60 | 0.65 |
| C        | 0.16 | 0.18 | **0.23** | 0.55 | 0.65 | 0.75 |
| D        | **0.22** | **0.26** | **0.30** | 0.57 | 0.73 | 0.78 |
| Scenario 2 |    |    |    |    |    |    |
| A        | 0.03 | 0.14 | **0.28** | 0.03 | 0.15 | **0.30** |
| B        | 0.09 | **0.21** | **0.40** | 0.12 | **0.30** | 0.50 |
| C        | 0.18 | **0.32** | 0.54 | **0.30** | 0.50 | 0.60 |
| D        | **0.31** | 0.45 | 0.62 | 0.50 | 0.60 | 0.75 |
| Scenario 3 |    |    |    |    |    |    |
| A        | 0.01 | 0.10 | 0.50 | 0.05 | 0.07 | 0.11 |
| B        | 0.03 | **0.30** | 0.55 | 0.16 | 0.18 | **0.23** |
| C        | 0.05 | 0.50 | 0.60 | 0.09 | 0.12 | 0.18 |
| D        | 0.10 | 0.60 | 0.70 | **0.22** | **0.26** | **0.30** |
| Scenario 4 |    |    |    |    |    |    |
| A        | 0.10 | **0.26** | **0.35** |    |    |    |
| B        | 0.45 | 0.50 | 0.62 |    |    |    |
| C        | **0.30** | **0.32** | 0.50 |    |    |    |
| D        | 0.55 | 0.62 | 0.72 |    |    |    |
Figure 1: Toxicity scenarios for the dose-schedule combination in the simulation study. The horizontal dashed lines represent the boundaries of the targeted toxicity interval. Schedules A, B, C, and D have dosing frequency of 192, 96, 48, and 24 hours, respectively.

for combinations of the 8 mg-Schedule D and the 24 mg-Schedule B are displayed in Figure 2. Notice that the AUC_E(t|d,f) of the 24 mg-Schedule B at week 4 is 1, since this dose-schedule combination is taken as the reference dose-schedule combination and the length of cycle 1 is 4 weeks.

For TITE-PK model, a normal weakly informative prior is chosen for log(\beta) with a standard deviation of 1.75 and a mean which corresponds to \( P(T \leq t^*|d^*, f^*) \) of 0.3. We used true values of \( k_e \) and \( k_{eff} \) for the estimation. The comparison of the prior DLT probabilities used by TITE-PK and the prior skeletons used by POCRM are displayed in Figure A1 in Appendix A.

We did not consider the method by Braun et al. in the simulations, since this method mostly requires a mean of approximately 60 patients to be enrolled which is not practical for many phase I
Figure 2: Illustration of the exposure measure of the drug ($E(t|d,f)$) and the AUC over exposure measure ($\text{AUC}_E(t|d,f)$) for the 8 mg-Schedule D and the 24 mg-Schedule B combinations of the Vidaza trial, respectively. The reference dose-schedule combination is the 24 mg-Schedule B and the length of cycle 1 is 4 weeks.
trials. POCRM assumes that DLT probabilities increase monotonically with dose within each schedule. For different schedules, it specifies multiple possible orderings of dose-schedule combinations and uses model selection techniques to select the most appropriate model. POCRM with partially ordered schedules relaxes the assumption of completely ordered schedules. This is done by specifying appropriate possible orderings. In the simulations, two versions of the POCRM, one assuming complete order schedules and one with partial order schedules, are considered. Computations of the POCRM were carried out using the publicly available R code provided by Wages et al. (see http://faculty.virginia.edu/model-based_dose-finding). We refer to Wages et al. for more information about the POCRM.

In the simulations, data for 1,000 trials were generated per scenario. For all methods, patients were assigned one at a time until the trial was stopped, the MTC was identified or the maximum number of patients per trial of 60 were used. For the TITE-PK, if all dose-schedule combinations are in the overdosing interval based on the adapted EWOC criterion, the trial is stopped without selecting any combination as the MTC. Otherwise, the trial continues until the recommendation of the MTC. The recommended MTC must meet the following conditions:

(i) At least 9 patients have been treated at the MTC.

(ii) The recommended MTC satisfies one of the following conditions:

- The probability of targeted toxicity at the MTC exceeds 50%: \( P(0.20 \leq P(T \leq t^*|d,f) \leq 0.40) \geq 0.50. \)
- A minimum of 21 patients have already been treated in the trial.

We consider two values for the feasibility bound, namely \( a = 0.25 \) and \( a = 0.50 \). Increasing the feasibility bound results in the more aggressive dose-schedule decisions, that is increasing the percentage of trials with the MTC declared in the targeted toxicity interval, while increasing the percentage of trials with the MTC declared in the overdosing interval.

### 3.2 Results

Table 2 shows the summary statistics for the performance of the methods under the seven scenarios. In Scenario 1, TITE-PK with \( a = 0.50 \) outperforms both POCRM methods in terms of recommending the MTC in the targeted toxicity interval. The corresponding percentages are 72%, 62% and 65% for TITE-PK (\( a = 0.50 \)), POCRM (complete) and POCRM (partial), respectively. However, TITE-PK with \( a = 0.25 \) yields the worst performance according to the same measure, the corresponding percentage is 42%. Scenario 1 includes no dose-schedule combinations in the underdosing interval, hence probability of selecting no combination as the MTC is 0 for all methods. In Scenario 2, all combinations are in the overdosing interval. TITE-PK with \( a = 0.25 \) and \( a = 0.50 \) stop the trial without the MTC selection in 94% and 72% of the time, respectively. However, both POCRM methods stop the trial around 50% of the time. Subsequently, the percentages of the MTC selection in the overdosing interval of POCRM methods are higher than both TITE-PK models. Moreover, TITE-PK with \( a = 0.50 \) is superior to POCRM with partial ordering in terms of mean number of patients enrolled in the overdosing interval (8.5 vs 17.6) and mean number of DLT observed (4.8 vs 9.3). An advantage of TITE-PK is that, due to early stopping and a small mean number of patients, the design expose approximately half of the sample size to toxic combinations in comparison to PO-CRM with partial order (given above).

In Scenario 3, TITE-PK with \( a = 0.50 \) gives higher percentage for recommending a combination in the targeted toxicity interval than both POCRM methods. The corresponding percentages are 79%
Table 2: Simulation results for two applications of POCR with complete and partial order schedules and two applications of the proposed method TITE-PK with a feasibility bound of \( a = 0.25 \) and \( a = 0.50 \).

| Scenario | 1  | 2  | 3  | 4  | 5  | 6  | 7  |
|----------|----|----|----|----|----|----|----|
|          |    |    |    |    |    |    |    |
|          | Probability of selecting MTC in the targeted toxicity interval |    |    |    |    |    |    |
| POCR (complete) | 0.62 | n/a | 0.74 | 0.65 | 0.42 | 0.57 | 0.52 |
| POCR (partial)  | 0.65 | n/a | 0.74 | 0.63 | 0.44 | 0.66 | 0.57 |
| TITE-PK (a = 0.25) | 0.42 | n/a | 0.56 | 0.36 | 0.22 | 0.36 | 0.28 |
| TITE-PK (a = 0.50) | 0.72 | n/a | 0.79 | 0.55 | 0.42 | 0.74 | 0.57 |
|          | Probability of selecting MTC in the overdosing interval |    |    |    |    |    |    |
| POCR (complete) | 0.00 | 0.49 | 0.08 | 0.20 | 0.36 | 0.00 | 0.26 |
| POCR (partial)  | 0.00 | 0.50 | 0.10 | 0.21 | 0.36 | 0.00 | 0.26 |
| TITE-PK (a = 0.25) | 0.00 | 0.06 | 0.01 | 0.03 | 0.04 | 0.00 | 0.05 |
| TITE-PK (a = 0.50) | 0.00 | 0.28 | 0.08 | 0.16 | 0.16 | 0.00 | 0.19 |
|          | Probability of selecting no combination as MTC |    |    |    |    |    |    |
| POCR (complete) | 0.05 | 0.51 | 0.03 | 0.03 | 0.01 | 0.06 | 0.09 |
| POCR (partial)  | 0.05 | 0.50 | 0.03 | 0.03 | 0.01 | 0.02 | 0.10 |
| TITE-PK (a = 0.25) | 0.10 | 0.94 | 0.14 | 0.16 | 0.08 | 0.13 | 0.39 |
| TITE-PK (a = 0.50) | 0.03 | 0.72 | 0.02 | 0.03 | 0.02 | 0.04 | 0.10 |
|          | Mean number of patients enrolled in the overdosing interval |    |    |    |    |    |    |
| POCR (complete) | 0.0 | 17.0 | 2.5 | 6.1 | 9.3 | 0.0 | 8.1 |
| POCR (partial)  | 0.0 | 17.6 | 3.2 | 7.0 | 10.1 | 0.0 | 8.2 |
| TITE-PK (a = 0.25) | 0.0 | 1.0 | 2.7 | 3.6 | 4.8 | 0.0 | 4.0 |
| TITE-PK (a = 0.50) | 0.0 | 4.6 | 7.3 | 8.5 | 9.4 | 0.0 | 7.6 |
|          | Mean number of patients enrolled in total |    |    |    |    |    |    |
| POCR (complete) | 25.6 | 17.0 | 24.5 | 24.2 | 24.6 | 25.2 | 22.2 |
| POCR (partial)  | 25.9 | 17.6 | 25.7 | 25.3 | 25.8 | 25.9 | 23.6 |
| TITE-PK (a = 0.25) | 21.4 | 3.6 | 18.7 | 18.2 | 18.8 | 20.9 | 13.7 |
| TITE-PK (a = 0.50) | 18.7 | 8.5 | 20.6 | 21.1 | 21.0 | 18.6 | 19.7 |
|          | Mean number of DLT observed |    |    |    |    |    |    |
| POCR (complete) | 4.6 | 8.9 | 6.6 | 7.2 | 7.1 | 4.5 | 7.6 |
| POCR (partial)  | 4.7 | 9.3 | 6.9 | 7.8 | 7.7 | 4.7 | 8.3 |
| TITE-PK (a = 0.25) | 4.0 | 4.5 | 1.9 | 4.6 | 4.7 | 3.8 | 4.1 |
| TITE-PK (a = 0.50) | 4.3 | 6.7 | 4.8 | 7.3 | 7.4 | 4.1 | 7.5 |
Table 3: Simulation results for schedules recommended by TITE-PK ($a = 0.50$) and POCRM (partial) as part of the MTC. Schedules A, B, C, and D have dosing frequency of 192, 96, 48, and 24 hours, respectively.

| Scenario | 1    | 2    | 3    | 4    | 5    | 6    | 7    |
|----------|------|------|------|------|------|------|------|
| TITE-PK  | 0.00 | 0.25 | 0.12 | 0.33 | 0.46 | 0.01 | 0.55 |
| POCRM    | 0.02 | 0.45 | 0.17 | 0.28 | 0.16 | 0.02 | 0.36 |
| TITE-PK  | 0.08 | 0.02 | 0.47 | 0.56 | 0.46 | 0.08 | 0.15 |
| POCRM    | 0.19 | 0.04 | 0.30 | 0.34 | 0.45 | 0.27 | 0.20 |
| TITE-PK  | 0.25 | 0.02 | 0.34 | 0.08 | 0.06 | 0.16 | 0.19 |
| POCRM    | 0.23 | 0.01 | 0.29 | 0.29 | 0.27 | 0.15 | 0.33 |
| TITE-PK  | 0.63 | 0.00 | 0.05 | 0.00 | 0.01 | 0.72 | 0.01 |
| POCRM    | 0.51 | 0.00 | 0.20 | 0.06 | 0.10 | 0.50 | 0.02 |

for TITE-PK ($a = 0.50$), 74% for POCRM (complete), and 74% for POCRM (partial). TITE-PK with $a = 0.25$ selects the MTC in the overdosing interval in about 1% of the time for Scenario 3, while it yields the worst performance with 56% in terms of recommending a combination in the targeted toxicity interval. In Scenario 4, both POCRM methods yield higher percentages than TITE-PK with $a = 0.50$ for the selection of the MTC in the targeted toxicity interval. The corresponding percentages are 55%, 65% and 63% for TITE-PK ($a = 0.50$), POCRM (complete) and POCRM (partial), respectively. However, both POCRM methods yield slightly higher percentages than TITE-PK with $a = 0.50$ for the selection of the MTC in the overdosing interval. TITE-PK with $a = 0.50$ recommends the MTC in the overdosing interval in 16% of the trials, while POCRM with complete ordering and POCRM with partial ordering do this in 20% and 21% of the trials.

Scenario 5 needs special consideration, since all methods perform poorly in terms of the MTC selection in the targeted toxicity interval. Consistent with other scenarios, TITE-PK ($a = 0.25$) results in the lowest probability for the MTC selection in the targeted toxicity interval. However, both TITE-PK methods display superior performance in terms of selecting MTC in the overdosing interval. The corresponding percentages are 16% for TITE-PK ($a = 0.50$) and 36% for POCRM with partial ordering. Scenario 6 corresponds to Scenario 1 but with DLT probabilities for Schedules B and C switched. In Scenario 6, TITE-PK ($a = 0.50$) displays better performance compared to POCRM methods as in Scenario 1. In Scenario 7, TITE-PK ($a = 0.50$) yield lower percentages than POCRM methods in terms of selecting the MTC in the overdosing interval. Although Scenarios 6 and 7 assume partial orderings, our method performs relatively well showing robustness against the violation of the complete ordering assumption.

We also examined which schedules are recommended by TITE-PK ($a = 0.50$) and POCRM with partial ordering as part of the MTC. These results are listed in Table 3. In many scenarios, the schedules recommended by POCRM are more spread across four schedules compared to the schedules recommended by TITE-PK. For example, in Scenario 5 the MTC selection in the targeted toxicity...
interval is almost same for two methods (the only combination in the targeted toxicity interval is in Schedule B). However, the selected schedules by two methods are quite different. This results in inferior performance of POCRM in terms of the MTC selection in the overdosing interval. This is because, Schedule A of Scenario 5 which was selected by TITE-PK in 46% of the time has less toxic dose-schedule combinations than Schedules C and D. The fact that TITE-PK selects the schedules more precisely is reflected in its superior performance in terms of the MTC selection in the targeted toxicity and/or overdosing intervals. One possible reason is that the EWOC criterion used by TITE-PK does not allow to escalate to the schedules with higher toxicity in comparison to POCRM, hence improving the overall performance.

Overall, TITE-PK with $a = 0.25$ yields more conservative behaviour in terms of the MTC selection in the targeted toxicity and the overdosing intervals in comparison to TITE-PK with $a = 0.50$, as it is expected. In all scenarios, TITE-PK with $a = 0.25$ does not select the MTC in the overdosing interval more than 11% of the time. Furthermore, TITE-PK with $a = 0.25$ induces the lowest number of DLT in all scenarios and enroll the lowest number of patients to the overdosing interval. However, this conservative behaviour consistently results in a weaker performance in terms of selecting the MTC in the targeted toxicity interval. The main reason of this poor behaviour is related to the EWOC criterion and the choice of $a = 0.25$. TITE-PK with $a = 0.50$ yields superior or similar performance compared to the POCRM methods in terms of selecting the MTC in the targeted toxicity interval with the exception of Scenario 4. In terms of the MTC selection in the overdosing interval, TITE-PK with $a = 0.50$ performs consistently better than POCRM methods. Furthermore, POCRM (partial) does not display clear benefit over TITE-PK with $a = 0.50$ for Scenario 6 and 7 in which the assumption of complete ordering is relaxed. Finally, both TITE-PK models enroll lower number of patients compared to both POCRM methods in all scenarios. One reason of the desirable performance of TITE-PK may stem from the use of EWOC criterion, which reduces the risk of recommending toxic dose-schedule combinations as the MTC.

With the proposed method TITE-PK, time-to-DLT is modeled using a non-homogeneous Poisson distribution which has been used to simulate the timing of the events in the previously discussed scenarios. To examine the robustness of the Poisson process assumption following the exposure metric in TITE-PK, we generated datasets from different time-to-DLT models, namely uniform and exponential distributions, under each scenario. Furthermore, we considered a third data-generating process, that is assuming time-to-DLT occurring with higher probability at the early (between 0 and $\frac{t^*}{5}$) or late (between time $\frac{4t^*}{5}$ and $t^*$) stages within the first cycle. For the uniform distribution, the occurrences of DLT are determined using the true DLT probabilities. The timing of DLT is sampled uniformly within the first cycle. For the exponential distribution, the rate parameter of the exponential distribution is calculated by $\lambda = -\log(1 - P(T \leq t^*|d,f))/t^*$ where $P(T \leq t^*|d,f)$ corresponds to a true DLT probability. Then, the timing of DLT is sampled using the exponential distribution with the specified rate parameter within the first cycle. For the third data-generating process, the occurrences of DLT are determined using the true DLT probabilities as in the uniform distribution. The timing of DLT is sampled assuming with the probability of 0.4 for the interval 0 and $\frac{t^*}{7}$ (early) and the probability of 0.4 for the interval $\frac{4t^*}{5}$ and $t^*$ (late). These give that within the interval $\frac{t^*}{7}$ and $\frac{4t^*}{5}$, the corresponding probability is 0.2. We only considered the feasibility bound of $a = 0.50$. Table 4 gives the results of three performance measures. The first rows of each performance measure replicate the values displayed in Table 2 of TITE-PK ($a = 0.50$) values. Table 4 indicates that the performance of TITE-PK varies little with the time-to-DLT distribution in terms of investigated measures.
Table 4: Simulation results under different time-to-DLT distributions: TITE-PK, uniform and exponential distributions, and time-to-DLT occurring with higher probability at the early (between time 0 and $t^*$) or late (between time $4t^*$ and $t^*$) stage within the first cycle.

| Scenario | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|----------|-----|-----|-----|-----|-----|-----|-----|
| TITE-PK  | 0.72| 0.00| 0.79| 0.55| 0.42| 0.74| 0.57|
| Uniform  | 0.76| 0.00| 0.79| 0.58| 0.42| 0.76| 0.54|
| Exponential | 0.75| 0.00| 0.80| 0.56| 0.46| 0.74| 0.54|
| Early/late | 0.76| 0.00| 0.80| 0.57| 0.42| 0.76| 0.54|

Mean number of patients enrolled in the overdosing interval

| Scenario | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|----------|-----|-----|-----|-----|-----|-----|-----|
| TITE-PK  | 0.0 | 8.5 | 4.6 | 7.3 | 9.4 | 0.0 | 7.6 |
| Uniform  | 0.0 | 9.9 | 5.1 | 8.6 | 10.4| 0.0 | 8.7 |
| Exponential | 0.0 | 9.6 | 4.7 | 8.0 | 10.1| 0.0 | 8.4 |
| Early/late | 0.0 | 9.6 | 4.8 | 8.2 | 10.0| 0.0 | 8.9 |

Mean number of patients enrolled in total

| Scenario | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|----------|-----|-----|-----|-----|-----|-----|-----|
| TITE-PK  | 18.7| 8.5 | 20.6| 21.1| 21.0| 18.6| 19.7|
| Uniform  | 18.4| 9.9 | 20.4| 21.0| 21.1| 18.2| 19.8|
| Exponential | 18.9| 9.6 | 20.4| 21.4| 21.5| 18.6| 19.5|
| Early/late | 19.0| 9.6 | 20.0| 20.8| 21.0| 18.7| 19.8|

4 Discussion and Conclusions

We propose a Bayesian adaptive model, a time-to-event pharmacokinetic (TITE-PK) model, to support design and analysis of phase I dose-escalation trials with multiple schedules to provide guidance for the dose-schedule decisions. TITE-PK has an interpretable parameter which facilitates the prior specification. It uses pharmacokinetic (PK) principles to combine different treatment schedules in a model-based approach. An adapted escalation with overdose control (EWOC) criterion can be used with TITE-PK. In the simulations, for six of seven scenarios considered, TITE-PK with a feasibility bound of 0.50 shows superior or similar performance in terms of identifying the maximum tolerated dose-schedule combination (MTC) in the targeted toxicity interval compared to the partial order continual reassessment method (POCRM). In terms of the recommendation of the MTC in the overdosing interval, TITE-PK yields lower percentages in all seven scenarios considered. For all scenarios, the TITE-PK model required lower numbers of patients enrolled compared to POCRM.

Here, we considered simultaneously finding a suitable dose-schedule combination within a phase I trial as in Wages et al. Another useful design would investigate multiple schedules, say Schedules 1 and 2, sequentially. That is, enrolling dose cohorts of patients with Schedule 1 and estimating the maximum tolerated dose (MTD) for the Schedule 1. Then, patients are enrolled into dose cohorts using Schedule 2 and the MTD is estimated for Schedule 2 by utilizing data coming from both schedules. TITE-PK can be used to design such sequential phase I trials or a phase I trial involving only one schedule. As such designs are beyond the scope of this paper, they are not investigated here.

Here, we considered the cohort size of 1. However, there is no restriction in TITE-PK regarding the cohort size. We defined the schedule as the frequency of administration within a cycle. Nevertheless, TITE-PK can be used to design trials with the other definition of the schedule, that is the number of
cycles to treat patients. This can be achieved by assigning different reference time point $t^*$ for different dose-schedule combinations based on the number of treatment cycles. Frequency of administrations $f$ for different dose-schedule combinations will be assumed to be the same.

One limitation of the proposed method is the assumption of monotonicity of the exposure-DLT probability relationship. Moreover, this monotonicity assumption implies a monotonic dose-DLT curve, since a linear PK is used in the pseudo-PK model. Violation of the linear PK assumption can be informed using the external PK data from the ongoing trial. To relax the assumption of linear PK, one can consider more complicated PK models including a non-linear PK model which may not have an analytical solution. Such extensions may be implemented in Stan which has a built-in differential equation solver. However, more complicated modelling approaches always need to be calibrated well given the sparseness of the phase I dose-escalation data sets. Alternatively, one can consider an ad-hoc extension of the TITE-PK model. For instance, by introducing a non-linearity factor $\gamma$, a **pseudo-dose** as $(\frac{d}{d^*})^\gamma$ can be used instead of dose $d$ in the model which may be helpful to relax the linear PK assumption.

When relevant historical information or data from a different study population exists, it is desirable to include such information in the analysis of the phase I trial, for example using a meta-analytic-predictive (MAP) prior. TITE-PK can be extended to use a MAP approach. Another crucial aspect of the methods for phase I trials is the ability to analyse the combination of drugs. Although we only consider the single agent case here, it is possible to extend TITE-PK to analyse drug combinations which is complicated by the need to model possible drug interactions. Another extension of TITE-PK is considering a two-parameter version in which one of the PK parameters $k_{eff}$ is also estimated in the model jointly with the regression coefficient $\beta$.
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**A Prior probabilities for TITE-PK and prior skeletons for POCRM**

Figure A1 shows the comparison of the prior DLT probabilities used by TITE-PK and the prior skeletons used by POCRM.

**B Additional simulation results**

We also conducted simulations to investigate further toxicity scenarios. The scenarios and the results are illustrated in Table 5 and Table 6 respectively.
Figure 3: Prior DLT probabilities obtained by TITE-PK (as triangles) and the prior skeletons used by PO-CRM (as circles). The horizontal dashed lines represent the boundaries of the targeted toxicity interval. Schedules A, B, C, and D have dosing frequency of 192, 96, 48, and 24 hours, respectively.

Table 5: Additional simulation scenarios: Toxicity scenarios for the dose-schedule combination in the simulation study. Combinations in the targeted toxicity interval (0.20 - 0.40) are in boldface. Schedules A, B, C, and D have dosing frequency of 192, 96, 48, and 24 hours, respectively.

| Schedule | 8  | 16 | 24 | 8  | 16 | 24 |
|----------|----|----|----|----|----|----|
| Scenario 8 |   |    |    |    |    |    |
| A         | 0.10 | 0.26 | 0.35 | 0.10 | 0.28 | 0.45 |
| B         | 0.30 | 0.32 | 0.50 | 0.12 | 0.30 | 0.48 |
| C         | 0.45 | 0.50 | 0.62 | 0.14 | 0.32 | 0.55 |
| D         | 0.55 | 0.62 | 0.72 | **0.30** | 0.48 | 0.70 |
| Scenario 9 |   |    |    |    |    |    |
| A         | 0.01 | 0.10 | 0.50 |    |    |    |
| B         | 0.05 | 0.50 | 0.60 |    |    |    |
| C         | 0.03 | **0.30** | 0.55 |    |    |    |
| D         | 0.10 | 0.60 | 0.70 |    |    |    |
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Table 6: Additional simulation results of POCRM with partial order schedules and the proposed method TITE-PK with a feasibility bound of $a = 0.50$.

| Scenario | 8     | 9     | 10    |
|----------|-------|-------|-------|
|          |       |       |       |
| Probability of selecting MTC in the targeted toxicity interval |       |       |       |
| POCRM (partial) | 0.62  | 0.63  | 0.44  |
| TITE-PK ($a = 0.50$) | 0.68  | 0.75  | 0.21  |
| Probability of selecting MTC in the overdosing interval |       |       |       |
| POCRM (partial) | 0.22  | 0.17  | 0.33  |
| TITE-PK ($a = 0.50$) | 0.11  | 0.12  | 0.30  |
| Probability of selecting no combination as MTC |       |       |       |
| POCRM (partial) | 0.10  | 0.10  | 0.01  |
| TITE-PK ($a = 0.25$) | 0.11  | 0.08  | 0.01  |
| Mean number of patients enrolled in the overdosing interval |       |       |       |
| POCRM (partial) | 7.9   | 5.7   | 10.0  |
| TITE-PK ($a = 0.50$) | 6.1   | 6.8   | 11.3  |
| Mean number of patients enrolled in total |       |       |       |
| POCRM (partial) | 24.0  | 24.8  | 25.7  |
| TITE-PK ($a = 0.50$) | 19.1  | 19.3  | 21.6  |
| Mean number of DLT observed |       |       |       |
| POCRM (partial) | 8.4   | 7.4   | 7.7   |
| TITE-PK ($a = 0.50$) | 7.0   | 7.0   | 7.9   |
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