Barrier-crossing times for different non-Markovian friction in well and barrier – A numerical study
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We introduce a generalized Langevin model system for different non-Markovian effects in the well and barrier regions of a potential, and use it to numerically study the dependence of the barrier-crossing time. In the appropriate limits, our model interpolates between the theoretical barrier-crossing-time predictions by Grote and Hynes (GH), as well as by Pollak et al., which for a single barrier memory time can differ by several orders of magnitude. Our model furthermore allows to test an analytic rate theory for space-inhomogeneous memory, which disagrees with our numerical results in the long well-memory regime. In this regime, we find that short barrier memory decreases the barrier-crossing time as compared to long barrier memory. This is in contrast with the short well-memory regime, where both our numerical results and GH theory predict an acceleration of the barrier crossing time with increasing barrier memory time. Both effects, the ‘Markovian-barrier acceleration’ and GH ‘non-Markovian-barrier acceleration’ can be understood from a committor analysis. Our model combines finite relaxation times of orthogonal degrees of freedom with a space-inhomogeneous coupling to such degrees, and represents a step towards more realistic modeling of physical reaction coordinates.

I. INTRODUCTION

Many physical systems are comprised of large numbers of interacting degrees of freedom. A standard approach towards understanding dynamics in such systems is to define a low-dimensional reaction coordinate, motivated by the phenomenon to be investigated, and to construct an effective model for the dynamics of this reaction coordinate [1–10]. Hereby, the orthogonal degrees of freedom are subsumed into an effective heat bath, which interacts with the reaction coordinate [11–13]. One is then typically interested in the long-time dynamics of the reaction coordinate and in particular rare events such as barrier-crossing phenomena characterized by mean first-passage times (MFPTs) [7, 19–22]. Systems where this approach has been applied are molecules in solution, which show conformational transitions, for example protein-folding [7, 19, 22], or chemical reactions, where the reaction coordinate characterizes the transition from reactants to products [13, 24–26].

If the dissipative coupling between reaction coordinate and heat bath is assumed linear, the dynamics is described by an approximate version of the generalized Langevin equation (GLE), with memory effects due to the finite relaxation time of the heat bath [2, 20]. However, in many physical systems the dissipative interaction between reaction coordinate and heat bath depends non-linearly on the current state of the reaction coordinate [3]. For example, a small molecule traversing a membrane separating two different fluids, as illustrated in fig. 1A, clearly interacts with different orthogonal degrees of freedom, namely fluid or membrane molecules, depending on where it is currently located. As a second example, a reaction coordinate describing the folding of a protein is expected to experience different friction depending on whether the protein is unfolded or folded. Even for a single confined solute particle in a fluid, the non-linear dissipative interaction of the particle and its surrounding fluid molecules leads to confinement-dependent memory effects [30]; for colloidal particles in a viscoelastic fluid, such non-linear solute-solvent interactions have been observed experimentally [31].

The first analytical relation between the friction magnitude and the barrier-crossing time was derived by Kramers [11]. Kramers considered the memory-less, i.e. Markovian, Langevin equation with homogeneous friction magnitude. He showed that, while in the high-friction limit the MFPT scales linearly with the friction, in the low-friction scenario the MFPT scales linear with the inverse of the friction magnitude. The crossover between these two asymptotic results was eventually bridged by a theory due to Melnikov and Meshkov [15] (MM), which is valid for all values of the friction magnitude.

For the scenario where there is no time-scale separation between heat bath and reaction coordinate, so that non-Markovian memory effects are relevant, the first theory to describe barrier-crossing times is due to Grote and Hynes (GH) [13]. In their theory, only the local memory effects in the barrier region are taken into account, and away from the barrier region the reaction coordinate is assumed Markovian. For the case of homogenous memory effects throughout the well and barrier regions, Pollack, Grabert, and Hänggi (PGH) derived the MFPT, which for long memory scales quadratically with the memory time, so that the former can exceed the latter by orders of magnitude [32]. For the special case of a single-exponential memory function, the quadratic scaling of the MFPT with memory time was also derived analytically from a
which in the appropriate parameter regimes reproduces the results of PGH theory was proposed \[33\]. Importantly, for systems with the same long memory, the predictions of the barrier-crossing time by PGH and GH theories can differ by many orders of magnitude. Evidently it is crucial whether the coupling between reaction coordinate and heat bath is linear throughout well and barrier region (homogeneous friction) or non-linear and thus different in well and barrier region (space-inhomogeneous friction) \[33,34\].

For homogeneous friction, there exist numerical studies of barrier crossing considering both single-timescale memory \[7,35,36,37\], as well as the implications of several memory time scales \[21,58\]. Models incorporating space-inhomogeneous friction have so far mostly been studied in the double limit where inertial and memory effects are negligible and can thus be modeled via an overdamped Langevin equation \[39\], or the equivalent Fokker-Planck equation \[40,41\]. However, this limit is subtle, as non-Markovian memory effects can generate spurious space-inhomogeneous friction if interpreted in terms of a Markovian model \[22\]. For space-inhomogeneous memory friction magnitude with a single homogeneous timescale, some works observed significant deviations of the MFPT in both analytic theory and simulations \[42,43\]. The implications of space-inhomogeneous memory time scales in the well and barrier regions on the global barrier-crossing dynamics, have so far only been addressed by an analytical model \[44,47\] which is able to theoretically bridge the GH and PGH scenarios. However, this model has never been challenged by numerical simulations.

We here present a model system to study space-inhomogeneous friction time memories and magnitudes, which in the appropriate parameter regimes reproduces the predictions of both PGH and GH theory. Our model is based on the non-linear Zwanzig model \[3,46\]. Importantly, while the model makes certain simplifying assumptions that are not guaranteed to hold for general systems, it allows us to study under which conditions the MFPT is determined dominantly by either the memory friction in the well or in the barrier region. Specifically, we consider a reaction coordinate subject to a potential well, bounded by a moderate barrier on one side, as illustrated in fig. 1B. In the well and barrier regions the reaction coordinate is locally coupled to independent heat baths, each with a single finite and in general different relaxation time. This local coupling leads to space-inhomogeneous single-exponential memory in the reaction coordinate, and by independently varying the memory effects in well and barrier region we disentangle the effects of space-inhomogeneous memory times, \(\tau_W\) for the well and \(\tau_B\) for the barrier, and friction magnitudes, \(\gamma_W\) and \(\gamma_B\), on the barrier-crossing time. By comparing results of numerical simulations to the rate theories of GH theory \[13\] and PGH theory \[32\] (for which we for simplicity use the heuristic formula \[33\]), with the latter evaluated using either the well or barrier friction, we are able to infer which theory describes the numerical results, and whether the barrier-crossing time depends dominantly on the well or barrier friction.

We present the results of our numerical study in two parts. First we discuss the Markovian regime, for which memory effects in both the well and barrier regions are negligibly small, i.e. \(\tau_B\) and \(\tau_W\) are much smaller than the diffusive timescale \(\tau_D\). The dynamics in this regime are thus dependent only on inertial effects, which, strictly speaking, are only Markovian if both instantaneous position and velocity are used for defining a configuration. By labeling inertial effects as Markovian, we demarcate such inertial effects from non-Markovian effects due to coupling of the principle coordinate with hidden heat bath degrees of freedom. In our model inertial effects are characterized by the inertial time scale for the different friction magnitudes, \(\tau_{m,B} = m/\gamma_B\) or \(\tau_{m,W} = m/\gamma_W\). We find that whenever the well dynamics is in the high-friction regime, \(m/\gamma_W \ll \tau_D\), then the barrier-crossing time is determined
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by the barrier top friction. If then, the barrier top is also in the high-friction regime, \(m/\gamma_B \ll \tau_D\), the MFPT is described by Kramers theory [11], evaluated using the friction magnitude at the barrier top. If instead, the barrier dynamics is in the low-friction regime, \(m/\gamma_B > \tau_D\), while \(\gamma_B\) and \(\gamma_W\) are not too different, then MM theory [15] or PGH theory [32], evaluated using the barrier parameters, describe the numerically obtained barrier-crossing times. On the other hand, if the dynamics in the well is in the low-friction regime, \(m/\gamma_W > \tau_D\), then the MFPT is described by PGH theory or MM theory, both evaluated using the well parameters, which therefore dominates the global barrier-crossing dynamics.

In the second part we discuss the non-Markovian regime, where memory effects in either, well or barrier regions, are relevant, i.e. either \(\tau_B\) or \(\tau_W\) are of at least similar order as the diffusive timescale \(\tau_D\). For simplicity we keep the friction magnitudes equal, \(\gamma_B = \gamma_W\), and in the high-friction regime by imposing \(m/\gamma_B = m/\gamma_W \ll \tau_D\). Analogous to the previous case, we find that whenever the well dynamics is in the Markovian regime, \(\gamma_W \ll \tau_D\), then the barrier-crossing time is determined by the barrier top friction. If then again, the barrier top is also in the Markovian regime, \(\tau_B \ll \tau_D\), the MFPT is described by Kramers theory [11], evaluated using the friction parameters for the barrier top. If instead, memory effects in the barrier region are relevant, then GH theory [13] agrees with the numerically obtained barrier-crossing times. In contrast, if the well memory is long, \(\gamma_W > \tau_p\), the MFPT is described by PGH theory using the well parameters. While then in general the MFPT is rather independent of the barrier friction, Markovian barrier dynamics lead to a speed up of MFPTs as compared to a barrier region with long memory. This speedup, which we term ‘Markovian-barrier acceleration’, is not captured by any presently available rate theory, but can be understood from a committor analysis, analogous to the ‘non-Markovian-barrier acceleration’ already predicted by GH theory.

The remainder of this paper is organized as follows. In section II we first introduce the space-inhomogeneous memory model we consider. In section III, we then compare numerical simulations of our model to rate-theory predictions. We first consider the short-memory limit, and subsequently study how local memory effects modify the MFPT. In our concluding section IV, we provide a table which summarizes our results.

II. MODEL

We consider a reaction coordinate \(x\) and \(N\) non-interacting heat baths with finite relaxation dynamics [3] [4] [6]: for \(x \in X_i\), the reaction coordinate couples linearly to the \(i\)-th heat bath. As we show in appendix [18], integrating out the bath degrees of freedom then leads to a GLE

\[
m\ddot{x}(t) = -\int_0^t dt' \Gamma[t-t', x(t), x(t')]|\dot{x}(t') - \partial_x U[x(t)] + \eta[x(t), t],
\]

which is a generalization of the model proposed by Zwanzig [3]. \(U[x(t)]\) is a potential landscape, and the space- and time-dependent friction kernel \(\Gamma[t-t', x(t), x(t')]\) is given as

\[
\Gamma[t-t', x(t), x(t')] = \sum_{i=1}^{N} \chi_i(x(t))\Gamma_i(t-t')\chi_i(x(t')), \quad (2)
\]

where the purely time-dependent components \(\Gamma_i\) describe the internal relaxation dynamics of reservoir \(i\), and the dimensionless functions \(\chi_i\), defined by

\[
\chi_i(x) = \begin{cases} 
1 & \text{if } x \in X_i, \\
0 & \text{if } x \notin X_i,
\end{cases} \quad (3)
\]

describe the coupling of the reaction coordinate \(x\) to reservoir \(i\). The terms in eq. (2) have a simple intuitive interpretation: at any past time \(t',\) the reaction coordinate \(x\) perturbs reservoir \(i\) via the coupling strength \(\chi_i(x(t'))\); this perturbation relaxes in the heat bath for a duration \(t-t'\) as described by \(\Gamma_i(t-t')\), and finally couples back to the reaction coordinate at the time \(t\) via \(\chi_i(x(t))\).

As we show in appendix [18], the random force fulfills the fluctuation-dissipation relation

\[
\beta\langle \eta[x(t), t] \eta[x(t'), t']\rangle = \Gamma[t-t', x(t), x(t')], \quad (4)
\]

where \(\beta^{-1} = k_B T\) is the thermal energy with \(k_B\) the Boltzmann constant and \(T\) the absolute temperature.

For our numerical simulations we consider barrier crossing in the quartic potential

\[
U(x) = U_0 \left[ \frac{x^2}{L^2} - 1 \right]^2, \quad (5)
\]

with a length scale \(L\) and barrier height \(\beta U_0 = 3\) (we show some results with varying barrier heights in appendix [18]).

To systematically study the effect of space-inhomogeneous memory on the MFPT, we consider \(N = 2\) independent heat baths with coupling regions in the well, \(X_W/L = (-\infty, -0.5)\), and on the barrier, \(X_B/L = [-0.5, 0.5]\), as illustrated in fig. [18]. For the resulting two memory kernels \(\Gamma_W\) and \(\Gamma_B\), we consider single-exponential kernels,

\[
\Gamma_i(t) = \frac{\gamma_i}{\tau_i} e^{-t/\tau_i}, \quad (6)
\]

with friction magnitudes \(\gamma_i\) and relaxation time scales \(\tau_i\), where \(i \in \{W, B\}\). This means that the particle interacts with two independent heat baths, each of which relaxes according to a single exponential.

As we show in appendix [18], eq. (1) with local memory eq. (3) can be cast into dimensionless form by introducing
a diffusion time scale \( \tau_D = \beta \gamma L^2 \) with \( \gamma = \sum_i \gamma_i \), and an inertial time scale \( \tau_m = m/\gamma \). With the potential eq. (5) and a given barrier height \( \beta U_0 \), the system is then specified by four dimensionless parameters which we choose to be the dimensionless inertial time scale \( \tau_m/\tau_D \), the dimensionless local memory times \( \tau_i/\tau_D, i \in \{W,B\} \), and one of the two relative friction magnitudes \( \gamma_i/\gamma \), \( i \in \{W,B\} \). To transform dimensionless results to physical dimensions, the temperature \( T \), the length scale \( L \), and the sum \( \gamma \) of the local friction magnitudes additionally need to be specified. To simulate the dimensionless formulation of eqs. (1), (2), (4), we use a Markovian embedding whereby we explicitly simulate the dynamics in the reservoirs, as detailed in appendix A3.

In analogy to previous works, we define various limits by comparison of respective time scales with the diffusive time scale \( \tau_D \). For example the Markovian limit where memory effects are negligible is obtained for \( \tau_i < \tau_D \), and the high-friction limit where inertial effects are negligible is obtained for \( \tau_m < \tau_D \) [21,33,35]. However, since the local friction in region \( i \), \( \gamma_i \), is only part of the total friction \( \gamma \), which is used to define \( \tau_D \), a condition \( \tau_i \ll \tau_D \) does not automatically ensure the expected limit in region \( i \). Rather, a condition involving the local diffusive time scale, \( \tau_{D,i} \equiv \beta L^2 \gamma_i \), needs to be used, namely \( \gamma_i/\tau_{D,i} \equiv \tau_D \cdot \gamma_i \ll 1 \). Similarly, inertial effects are locally relevant for \( \tau_{m,i}/\tau_{D,i} \equiv \tau_m/\tau_D \cdot (\gamma_i/\gamma)^2 \gtrsim 1 \), where \( \tau_{m,i} \equiv m/\gamma_i \). While the distinction between \( \tau_{m,i}, \tau_{D,i} \) and \( \tau_m, \tau_D \) is important if \( \gamma_i \) is significantly smaller than \( \gamma \), for most of the parameter combinations we consider in the main text, all \( \gamma_i \) are of similar order as their sum \( \gamma \).

Since we are interested in evaluating the barrier-crossing time starting from the well region \( X_W \), we restart the simulation once the particle crosses the right boundary at \( x/L = 0.5 \), which we consider a successful escape. At each restart, we draw the initial position from an approximate Boltzmann distribution around the well minimum, i.e. we draw a Gaussian random variable \( x(0) \) with \( \langle x(0)/L \rangle = -1 \) and \( \langle (x(0)/L)^2 \rangle = k_B T/(L^2 \Delta t^2 - L) = k_B T/(8U_0) \). Similarly, we draw the initial velocity \( \dot{x}(0) \) from its equilibrium distribution, i.e. a Gaussian random variable with \( \langle \dot{x}(0) \rangle = 0 \) and \( \langle \dot{x}^2(0) \rangle = k_B T/m \). The initial conditions for the heat bath variables we subsequently draw from their respective Boltzmann distributions, as detailed in appendix A4.

In fig. 1 we show an example trajectory, simulated using long memory in the well and short memory on the barrier, for which different dynamics in the different regions are clearly observed: While in the well region the trajectory oscillates weakly damped around the potential minimum, on the barrier the trajectory is more akin to overdamped diffusive dynamics. Figure 1 furthermore illustrates how we compute the MFPT from observed time differences between crossings of the well minimum and the escape at \( x/L = 0.5 \). That this is a reliable method for calculating the MFPT has been shown before [33].

In the main text, we compare our numerical results to GH [33], MM [53], and PGH theory [32], where instead of the latter we use the heuristic formula [33] in practice. GH theory only accounts for barrier memory friction, which is why we always evaluate it using the barrier memory kernel; the theory assumes fast equilibration within the well, and does not depend on the well friction explicitly. Both the Markovian MM and non-Markovian PGH theory assume homogeneous friction. We therefore evaluate these theories using either the local parameters \( \gamma_i, \gamma \) of the well or barrier region. This allows us to infer not only which rate theory describes the barrier-crossing dynamics in which regime, but also which region (well/barrier) dominantly determines the global MFPTs. In appendix B we summarize the equations used to calculate predictions for all rate theories considered in the main text. In the main text, we do not compare our numerical simulations to the analytical rate theory for space-inhomogeneous memory friction due to Krishnan et al. [10]. The reason for this is twofold: First, by comparing to the widely used GH and PGH theories, we are able to assess which local dynamics dominate the global MFPT. Second, as we show in appendix D, the theoretical predictions by Krishnan et al. [10] do not capture the ‘Markovian-barrier acceleration’ regime which we prominently discuss below, and which we quantify using the PGH predictions.

### III. Results

In order to decouple Markovian inertial effects and non-Markovian memory effects we analyze both scenarios independently. For this we first consider the Markovian limit and vary \( \tau_m/\tau_D \), and second the high-friction limit, \( \tau_m/\tau_D \ll 1 \), with varying \( \tau_B/\tau_D \) and \( \tau_W/\tau_D \).

#### Markovian friction dynamics

We now consider the Markovian limit for both well and barrier. In fig. 2, we show the rescaled MFPT \( \tau_{MFP}/\tau_D \) as a function of the rescaled inertial time \( \tau_m/\tau_D \). For reference, we include numerical results from a GLE with a homogeneous single-exponential memory kernel with memory time \( \tau_{glob}/\tau_D = 10^{-3} \) and a single friction magnitude \( \gamma_{glob} = 0.9 \gamma \) (chosen as to coincide with the blue solid line, as explained further below) [33]: the resulting MFPTs are shown in fig. 2A as gray triangles, and clearly show the Kramers turnover between high-friction dynamics for \( \tau_m/\tau_D \ll 1 \), where the MFPT scales as \( \tau_{MFP} \sim \gamma \), and low-friction dynamics for \( \tau_m/\tau_D \gg 1 \), where the MFPT scales as \( \tau_{MFP} \sim m/\gamma \) [11,15,33].

Figure 2B furthermore shows numerical results for the space-inhomogeneous memory model eqs. (1) and (2) for \( \tau_B/\tau_D = \tau_W/\tau_D = 10^{-4} \) and the two values \( \gamma_B/\gamma = 0.1, 0.9 \). For \( \gamma_B/\gamma = 0.1 \) we have \( \gamma_W/\gamma = 0.9 \), so that the friction in the well is almost one order of magnitude larger as compared to the friction in the barrier region. Conversely, for \( \gamma_B/\gamma = 0.9 \) the friction in the well, \( \gamma_W/\gamma = 0.1 \), is almost one order of magnitude
smaller as compared to the friction in the barrier region. While in the high-friction regime $\tau_m/\tau_D \ll 1$, the results for $\gamma_B/\gamma = 0.9$ (blue circles; barrier friction much larger than well friction) agree well with the global memory friction data (gray triangles), in the low-friction regime $\tau_m/\tau_D \gg 1$, it is the MFPT for $\gamma_B/\gamma = 0.1$ (orange squares; well friction much larger than barrier friction) that is comparable to the global memory friction result.
This result indicates that for high friction, the MFPT is dominated by the barrier friction, whereas for low friction the MFPT is dominated by the well friction.

The crossover between barrier-dominated MFPT to well-dominated MFPT observed in fig. 2A is further confirmed by comparing the numerical data to predictions of the MM theory for Markovian barrier crossing, which is based on homogeneous friction. In fig. 2A, we show the predictions of MM theory, evaluated using either the well friction $\gamma_W$ or the barrier friction $\gamma_B$. Note that because of the symmetry in the used parameters, the blue solid line represents both the MM prediction for $\gamma_B/\gamma = 0.9$, and evaluation using the barrier friction, as well as the MM prediction for $\gamma_B/\gamma = 0.1$, and evaluation using the well friction. On the other hand, the orange broken line represents the opposite parameter choice in both scenarios. We observe that, while in the high-friction limit $\tau_m/\tau_D \ll 1$, the simulated MFPTs agree with the MM predictions evaluated at the barrier region, for low friction $\tau_m/\tau_D \gg 1$ the numerical data is described by the MM theory evaluated at the well.

That for the Markovian high-friction scenario, the MFPT is dominated by the barrier friction, is also appreciated by a simple analytical model. In the high-friction Markovian limit the mean first-passage time $\tau_{\text{MFP}}$ to start at $x_0$ and reach $x_f$ in a potential $U(x)$ and for space-inhomogeneous friction $\gamma(x)$ is derived exactly from the Fokker-Planck equation as

$$\tau_{\text{MFP}}(x_0) = \beta \int_{x_0}^{x_f} dx \gamma(x)e^{-\beta U(x)} \int_{x_L}^{x} dx' e^{-\beta U(x')} ,$$

where $x_L < x_0$ is a lower reflecting boundary. To study the effect of barrier friction on the mean first-passage time, we consider the model illustrated in fig. 2A: a simplified flat potential $U(x)$, which features a reflecting boundary at $x = 0$ and a step barrier of height $U_0$, width $B$ and friction $\gamma_B$ located at position $x = L/2$. Outside of the potential barrier, the friction is $\gamma_W$. Considering $x_0 = x_L = 0$ and $x_f = L$, the mean first-passage time is calculated from eq. (7) to be

$$\tau_{\text{MFP}}^0 = \frac{\gamma_W L^2}{2} + \frac{\gamma_B LB}{2} \left( \gamma_B - \gamma_W \right) .$$

In the high-barrier limit, where $\beta U_0 \gg 1$, eq. (8) is dominated by an expression which only contains the barrier friction $\gamma_B$

$$\tau_{\text{MFP}}^0 \approx \beta \gamma_B \frac{B(L-B)e^{\beta U_0}}{2} .$$

This result explains why the MFPT in the high-friction scenario is determined by the barrier friction.

Example trajectories, comparing the cases of Markovian high-friction dynamics ($\tau_m/\tau_D = 10^{-4}$), where the MFPT is determined by the barrier friction, and Markovian low-friction dynamics ($\tau_m/\tau_D = 10$), where the MFPT is determined by the well-friction, are shown in figs. 2B and C. While the trajectory in fig. 2B generally exhibits dynamics reminiscent of Markovian high-friction Langevin dynamics around the well and also in the barrier region, differences in the lengths of persistent motion due to the vastly different local friction magnitudes are clearly visible. The trajectory in fig. 2C shows oscillations within the wells and long residence times, which are typical of inertia-dominated stochastic dynamics.

Figure 2D shows numerical MFPTs, plotted as a function of the relative barrier friction $\gamma_B/\gamma$ for various values of the rescaled inertial time $\tau_m/\tau_D$. Again, while for high friction, $\tau_m/\tau_D = 10^{-4}$, the simulated data agrees with the MM theory evaluated using the barrier friction (orange broken line), for large $\tau_m/\tau_D = 10$ the numerical results agree with the predictions using the well friction (blue solid line). We observe that for the parameters considered, the rescaled MFPT $\tau_{\text{MFP}}/\tau_D$ always increases monotonously with $\gamma_B/\gamma$ indicating that increasing barrier friction while decreasing well friction slows down barrier-crossing. The analytical MM theory shows non-monotonicities for the case of high total friction, $\tau_m/\tau_D = 10^{-4}$, but very unequal friction magnitudes in well and barrier regions, $\gamma_i/\gamma \ll 1$, i.e. to the far right and left of fig. 2D. This is discussed in detail in appendix C.

Figure 2E illustrates for which parameters the simulated MFPT is described by the theoretical predictions of MM theory, evaluated for either the well- or barrier-friction parameters. The figure again clearly shows that for high-friction dynamics, $\tau_m/\tau_D \ll 0.1$, the MFPT is determined by the barrier friction, whereas for low-friction dynamics, the well friction determines the MFPT. The hashed area shows the overlap where both predictions calculated using well or barrier friction agree with the simulated MFPT. Obviously, in the crossover between barrier- and well-dominated friction, where $\gamma_B \approx \gamma_W$, the rate theories produce similar results when evaluated using barrier- or well-friction, see also fig. 2D. This is because for $\gamma_B/\gamma = 0.5$, we have $\gamma_W/\gamma = (\gamma - \gamma_B)/\gamma \approx 0.5$, so that the effective friction magnitudes in well- and barrier region, and hence the predictions of MM theory, which depend on the effective local friction, are similar.

To summarize figs. 2A–E, in the Markovian (short memory) limit, the rescaled MFPT is for high-friction dynamics determined by the barrier friction, whereas for low-friction dynamics it is determined by the well friction. The former effect is illustrated by the analytical result eq. (9), while the latter is intuitively understood from the concept of energy diffusion. For low-friction dynamics the energy exchange between the reaction coordinate and the heat bath is weak and therefore the energy to cross the potential barrier is only slowly built up in the well region. This process is dominated by the well dynamics and leads to a slow-down of the global barrier-crossing times. Since slow energy diffusion is also apparent for long memory...
Figure 3. Mean first-passage time (MFPT), \( \tau_{MFPT}/\tau_D \), for different barrier memory friction, \( \Gamma_B(t) = \gamma_B/\tau_D e^{-t/\tau_W} \) and well memory friction, \( \Gamma_W(t) = \gamma_W/\tau_W e^{-t/\tau_W} \), compared with analytical predictions given by Grote and Hynes[13] (GH, broken lines) and Pollak et al. [32] (PGH, solid lines, evaluated using the heuristic formula [21]). The data is shown for various barrier-friction \( \tau_B/\tau_D \) and well-friction times \( \tau_W/\tau_D \), constant inertial time scale in the high-friction limit \( \tau_W/\tau_D = 10^{-4} \) and equal friction magnitudes \( \gamma_B/\gamma = \gamma_W/\gamma = 0.5 \). A: MFPT plotted over the barrier-friction time \( \tau_B/\tau_D \). The theories are shown for the respective barrier-friction time in gray and in case of PGH theory for the well-friction time as colored lines. MFPTs to reach the barrier entry at \( x/L = -1/2 \) are shown as colored dash-dotted lines. B, C: Example trajectories for the barrier-dominated and GH-predicted limit (B) and the well-dominated PGH-predicted limit (C). D: MFPT plotted over the well-friction time \( \tau_W/\tau_D \). The theories are shown for the respective well-friction time in gray and in case of the GH for the barrier-friction time as colored broken lines. E: Contour plot of agreement of the simulation results with the theoretical predictions. The color denotes whether the simulated \( \tau_{MFPT} \in [1/3 \tau_{theo}, 3 \tau_{theo}] \), where \( \tau_{theo} \) is calculated using either the GH theory with the barrier-friction parameters or the PGH theory with the well-friction parameters. The hatching indicates that both theoretical predictions agree with the simulated data. The light blue area denotes the ‘Markovian-barrier acceleration’ of the PGH prediction for which we define \( \tau_{theo,MBA} = 0.2 \tau_{theo,PGH} \). F: Committor \( p(TP|v_in) \) for transition paths crossing the barrier region plotted over the initial velocity \( v_in \) upon entering the barrier region for various barrier-friction times \( \tau_B/\tau_D \) and constant well-friction times \( \tau_W/\tau_D = 1 \) and inertial times \( \tau_W/\tau_D = 10^{-4} \). The velocity related to the difference in potential energy relative to the barrier top is plotted as a vertical black broken line. The flux-weighted equilibrium velocity distribution \( p_{eq}(v_in) \) is plotted as a gray broken line on a linear scale.
times, a similar effect is observed in the discussion of the non-Markovian dynamics in the following.

Non-Markovian friction dynamics

In fig. 3, we investigate the memory-time dependence of the MFPT. For this, we consider a constant inertial time scale in the high-friction limit, \( \tau_m/\tau_D = 10^{-4} \), and identical friction magnitudes for the two reservoirs, \( \gamma_W/\gamma = \gamma_B/\gamma = 0.5 \), while varying the well- and barrier-friction time scales, \( \tau_W/\tau_D \) and \( \tau_B/\tau_D \). We compare our numerical results to analytical predictions based on both Grote and Hynes (GH) theory \([13]\), which we evaluate using the barrier-friction parameters \( \tau_B, \gamma_B \) and which is hence independent of the well parameters, and PGH theory \([32]\) (for which we in practice use the heuristic formula \([33]\)), which we evaluate for both the well parameters \( \tau_W, \gamma_W \) or the barrier parameters \( \tau_B, \gamma_B \).

In fig. 3A, we show the rescaled MFPT as a function of the barrier memory time \( \tau_B/\tau_D \) for various well memory times \( \tau_W/\tau_D \). For short barrier memory, \( \tau_B/\tau_D \ll 0.1 \), the dynamics on the barrier top is Markovian and the numerical MFPTs are independent of \( \tau_B/\tau_D \). If additionally also the memory in the well is short, \( \tau_W/\tau_D \ll 0.1 \), we are in the Markovian high-friction limit. While, as we have already discussed in the context of fig. 2A, in this limit the barrier-crossing time is determined by the barrier friction, also PGH theory evaluated with well friction (gray solid line) agrees with PGH theory evaluated with barrier friction (colored solid lines), and GH theory (gray broken line; always evaluated at barrier friction); this is because we have equal friction magnitudes in well and barrier. While in the double limit of high friction and short well memory \( \tau_W/\tau_D \leq 0.01 \), all theories describe the numerical data as long as \( \tau_B/\tau_D \ll 0.01 \), for \( \tau_B/\tau_D \geq 0.01 \), both GH theory and numerical results display an acceleration (as compared to the Markovian limit \( \tau_B/\tau_D \to 0 \)); we refer to this as GH ‘non-Markovian-barrier acceleration’. That GH describes this acceleration regime is expected because GH theory was derived assuming fast equilibration within each well, which is in line with the high-friction Markovian dynamics inside the well for \( \tau_m/\tau_D = 10^{-4} \), \( \tau_W/\tau_D \leq 0.01 \). We note that in the limit of \( \tau_B/\tau_D \to \infty \), GH theory agrees with the predictions of transition state theory \([13]\).

For high-friction dynamics with short well memory, the MFPT is thus determined by the barrier friction and described by GH theory.

On the other hand, for long memory in the well, \( \tau_W/\tau_D \geq 1 \), the numerical MFPTs (red diamonds and blue triangles) are comparable to the predictions of PGH theory evaluated on the well parameters, and even for a Markovian barrier, \( \tau_B/\tau_D \ll 1 \), disagree considerably with GH theory (which indicates a breakdown of the assumption of fast equilibration within the well which is assumed in GH theory). In contrast to the Markovian-well scenario, for long well memory the MFPT is thus determined by the well dynamics. Interestingly, in the long-well-memory regime, \( \tau_W/\tau_D \geq 1 \), the observed MFPTs show a slight acceleration for small barrier-memory times \( \tau_B/\tau_D \lesssim 0.1 \), as compared to the predictions by PGH theory and the numerical results for \( \tau_B/\tau_D \gg 0.1 \). We here refer to this acceleration due to short barrier memory as ‘Markovian-barrier acceleration’, which notably behaves opposite as a function of \( \tau_B \) as compared to GH ‘non-Markovian-barrier acceleration’, as we discuss further below.

Figs. 3B and C show example trajectories where the MFPT is determined by barrier or well friction. For the trajectory shown in fig. 3B, the MFPT is determined by the barrier friction, and we observe high-friction Markovian dynamics within the well and a direct transition path upon entering the barrier region. The trajectory with well-friction-determined MFPT, fig. 3C, on the other hand shows long residence times, and multiple attempts entering the barrier region before crossing over the barrier top, that are associated with energy-diffusion, i.e. memory- or inertia-dominated trajectories \([33]\).

In fig. 3D, we show numerical MFPTs as function of the well memory time \( \tau_W/\tau_D \), for several constant values of the barrier memory time \( \tau_B/\tau_D \). We again compare to theoretical predictions based on PGH and GH theory. Similar to fig. 3A, we see that for short well memory, \( \tau_W/\tau_D \ll 0.1 \), the MFPT becomes independent of the well memory time so that the dynamics is governed by the barrier. If additionally the barrier memory time is short, \( \tau_B/\tau_D \ll 0.1 \), then the MFPT is described by both PGH (evaluated in the well) and GH theory. Increasing the barrier memory time \( \tau_B/\tau_D \) then leads to an acceleration of barrier crossing as we discussed in fig. 3A, and as described by GH theory (leftmost datapoints in fig. 3D). For any value of the barrier memory \( \tau_B/\tau_D \) we observe that as the well memory is increased, for \( \tau_W/\tau_D \gtrsim 1 \), an asymptotic long-memory regime with \( \tau_{MFPT} \sim \tau_W \) is reached \([33]\), which is well-described by PGH theory evaluated at the well. Increasing the well memory time \( \tau_W/\tau_D \) thus has both a qualitatively and quantitatively very different effect as increasing the barrier memory time \( \tau_B/\tau_D \) where, as we observe in fig. 3A, the MFPT slightly increases/decreases (depending on \( \tau_W/\tau_D \)) and then becomes independent of \( \tau_B/\tau_D \).

Figure 3E summarizes the agreement of the simulated high-friction MFPTs with PGH theory, evaluated on well parameters, and GH theory which is always evaluated using the barrier parameters. There we see that once the well memory becomes relevant, i.e. for \( \tau_W/\tau_D \gtrsim 0.1 \), the MFPT is approximately described by PGH theory evaluated at the well. The ‘Markovian-barrier acceleration’ regime appears if memory in the well is relevant, but in the barrier region the memory time is significantly shorter, i.e. for \( \tau_B/\tau_D \ll \tau_W/\tau_D \), and is shown as light blue. If well memory effects are negligible, i.e. for \( \tau_W/\tau_D \ll 0.1 \), but memory effects are relevant in the barrier region, \( \tau_B/\tau_D \gg 0.1 \), then GH theory describes the numerical results. If memory effects are negligible for both well and barrier region, \( \tau_W/\tau_D \ll 1 \) and \( \tau_B/\tau_D \ll 0.1 \), then
we are in the Markovian limit, where the barrier friction $\gamma_B$ determines the MFPT. That in this regime both GH theory (evaluated at the barrier region) and PGH theory (evaluated at the well region) describe the numerical MFPT, as indicated by the hatching, can be rationalized by the fact that we use the same friction magnitude for well and barrier, $\gamma_B = \gamma_W$. 

Markovian-barrier acceleration

In order to gain intuition about the 'Markovian-barrier acceleration' regime, i.e. the slight barrier-crossing speed-up observed for $\tau_B/\tau_D \lesssim 1$, $\tau_B/\tau_D \ll 1$ in fig. 3A and D, we perform a committor analysis, the results of which are shown in fig. 3E. The committor shown in the figure is defined as the probability to be on a transition path through the barrier region, and plotted as a function of the initial velocity with which the particle enters the barrier region, $v_{\text{in}}$. For comparison, the flux-weighted equilibrium velocity probability density, $p_{\text{eq}}(v) \propto v \exp(-mv^2/(2k_B T))$, is given as a gray broken line. Furthermore, we show as a vertical black broken line the threshold velocity $v_t$ with which an undamped particle entering the barrier region crosses over the barrier top, so that $mv_t^2/2 = U_0 - U(x = -L/2) = 7U_0/16$, and hence $v_t = \sqrt{7U_0/(8m)}$.

For short memory in the barrier region, $\tau_B/\tau_D \ll 1$, the committor is relatively small and only very slightly increases with larger initial velocities (orange and green solid lines), indicating that the kinetic energy is quickly dissipated in the barrier region and the probability to perform a transition is approximately independent of the velocity with which the particle enters the barrier region. For long barrier memory $\tau_B/\tau_D \gtrsim 1$, the committor remains almost zero for velocities $v_{\text{in}} \lesssim v_t$, indicating that many trajectories that enter the barrier region will simply roll back into the well region. They initially do not have enough kinetic energy to cross the barrier top and the energy exchange with the barrier heat bath is not fast enough to gain the missing energy. At $v_t$, the committor starts to increase sharply and saturates at a value of 1, which means that virtually every trajectory that enters the barrier region with at least this kinetic energy performs a transition through the barrier region. This is consistent with a weak energy exchange of heat bath and reaction coordinate in the barrier region, where a trajectory traverses the barrier top only if initially it has enough kinetic energy to reach there.

The physical picture for the 'Markovian-barrier acceleration' regime is hence that for short barrier memory time the energy exchange between reaction coordinate and barrier heat bath is faster as compared to the corresponding long memory time with the same friction magnitude; this means that for high-friction Markovian barrier dynamics, a larger fraction of particles entering the barrier region (without enough energy to cross the barrier top) are able to obtain the missing energy from the barrier heat bath, which leads to a decrease in the MFPT. Interestingly, as can be seen in fig. 3A, this effect changes the MFPT in the opposite way as the 'non-Markovian-barrier acceleration' predicted by GH theory, and reproduced by our numerical model in the limit of high-friction Markovian dynamics in the well.

Nevertheless, the mechanisms behind both regimes are similar and can each be understood from the committor analysis shown in fig. 3F. 'Non-Markovian-barrier acceleration' profits from the fact that in case of long barrier memory fast initial velocities, i.e. $v_{\text{in}} \gtrsim v_t$ (to the right of the vertical black broken line in fig. 3F), always lead to a direct transition. In case of short well memory, the initial velocities $v_{\text{in}}$ of subsequent barrier crossing attempts are only weakly correlated, allowing for the assumption made by GH theory that the equilibrium velocity distribution is sampled equally at any attempt. Consequently the high-velocity tail of the equilibrium distribution of $v_{\text{in}}$ is visited more frequently over time compared to the long well memory case, where the initial velocity changes rather slowly for consecutive attempts, due to the weak coupling to the well heat bath. On the other hand, in the limit of long well memory the 'Markovian-barrier acceleration' regime correctly, while PGH and therefore intrinsically determines whether the correct transition of the barrier region happens relatively quickly. On the contrary, for long barrier memory the global MFPT is determined by the time to reach the barrier top. In fig. 3A we therefore also compare the MFPT to reach the barrier entry at $x/L = -0.5$ (red and blue dash-dotted lines) and the MFPT to cross the barrier at $x/L = 0.5$ (data coincides with the red and blue solid lines), both evaluated from simulations with a global memory friction assuming the well friction parameters. As expected, the former coincide with the data of the 'Markovian-barrier acceleration' regime correctly, while the later coincide with the data in case of long barrier memory.

A comparison of all presented simulation data with the global analytical rate theory for local memory effects by Krishnan et al. is shown in appendix C. Their theory performs well in some regimes of the parameter space, correctly interpolates between predictions by GH and PGH and therefore intrinsically determines whether the dynamics are well or barrier dominated. However, in certain parameter regimes, including the 'Markovian-barrier acceleration' regime, major deviations from the numerical results are observed. This is due to instabilities of the perturbation theory inherent to the analytical approach.
Table I. Summary of the regimes observed when varying single-exponential barrier and well memory friction, and the respective applicable rate theories with the dominant pre-exponential scaling factors. The table is approximately valid while the barrier and well friction magnitudes remain within one order of magnitude. Some effects for very different friction magnitudes in well and barrier are discussed in appendix [44].

| | Markovian high friction | Markovian low friction | long memory |
|---|---|---|---|
| Barrier dom. | Kramers, GH, PGH | well dom. | well dom. |
| | MM | PGH (Markov. barr. acc.) | PGH |
| | $\tau_{\text{MFP}} \sim \gamma_B$ | $\tau_{\text{MFP}} \sim \tau_W^2/\gamma_W$ | $\tau_{\text{MFP}} \sim \tau_W^2/\gamma_W$ |
| Well dom. | PGH | MM | MM |
| | $\tau_{\text{MFP}} \sim m/\gamma_W$ | $\tau_{\text{MFP}} \sim m/\gamma_W$ | $\tau_{\text{MFP}} \sim \lambda^{-1}(\gamma_B, 7_B)$ |
| Barrier dom. | GH (non-Markov. barr. acc.) | well dom. | |
| | $\tau_{\text{MFP}} \sim \lambda^{-1}(\gamma_B, 7_B)$ | | |

and the authors themselves state that predictions in this parameter regime should be validated by simulations, as we have finally done here.

IV. CONCLUSIONS

We study a model for barrier crossing with different well and barrier memory friction times and magnitudes. By comparing extensive numerical simulations of this model to GH theory (which takes into account memory friction in the barrier region) and PGH theory (which does not take into account space-inhomogeneous memory), we identify in which region of the model parameter space the barrier-crossing time, in terms of the mean first-passage time (MFPT), is determined by the well memory or the barrier memory, respectively.

The memory friction around the barrier top determines the MFPT only if the dynamics in the well is in the Markovian high-friction regime. In this case the MFPT is well-described by GH theory if non-Markovian effects on the barrier are present, and instead by MM theory if Markovian low-friction effects dominate the barrier dynamics while the friction magnitudes in well and barrier are comparable.

If the dynamics in the well is in the so-called energy-diffusion regime, i.e. either dominated by inertia effects, $\tau_{m,W}/\tau_{D,W} \gtrsim 1$, or because of long memory in the well, $\tau_W/\tau_{D,W} \gtrsim 1$, then the rate-limiting step is obtaining enough energy from the well heat bath to make a barrier-crossing attempt. In this scenario, the MFPT is described by the PGH theory evaluated for the well parameters. In this regime, high friction on the barrier top slightly diminishes the MFPT, which to date is not described by any rate theory; this ‘Markovian-barrier acceleration’ is due to the strong interaction between reaction coordinate and heat bath in the barrier region, which enables particles that enter the barrier region without enough energy for a barrier crossing to gain the missing energy in the barrier region and make it over the top. Interestingly, the same mechanism leads to a slow down in case of a Markovian well, where the ‘non-Markovian-barrier acceleration’ correctly predicted by GH theory happens in the limit of long barrier memory, not short barrier memory. This contrast highlights the complex interplay between barrier friction and well friction. The different regimes, and which theory needs to be evaluated where to describe the corresponding MFPTs, are summarized in table I. The table allows to quickly infer which aspect of the dynamics of a reaction coordinate determines the time scales of rare events, and will help researchers identify the appropriate rate theory for a given system.

While theoretical works often only incorporate either space-inhomogeneous friction magnitudes or homogeneous time-dependent memory friction [7–10, 21, 52, 53, 55–41], reaction coordinates in physical systems with non-linear interactions may general exhibit both effects simultaneously. Our model system therefore represents a step towards more realistic coarse-grained descriptions of reaction coordinates. To parametrize a GLE with both space-inhomogeneous memory friction time and magnitude, such as the one presented in this work, from time series data, an extension of methods established for homogeneous memory can be considered [7, 50]. Furthermore, there are several relevant extensions of our model system. First, an interaction between the different coupling heat baths could be included, as in a physical system the orthogonal degrees of freedom are in general not isolated from each other. Second, it will be interesting to consider the non-equilibrium scenario where the interaction between reaction coordinate and orthogonal degrees of freedom does not originate from an interaction potential; this scenario has been studied before for homogeneous friction [51].

Quantum effects are not incorporated in the present model, but projection methods in quantum systems have previously been discussed [52, 53]. Under the Born-Oppenheimer approximation classical barrier crossing dynamics would essentially be modified by two effects: reduction of the effective barrier height due to zero-point motion and competition of the classical barrier-crossing rate with the tunneling rate [14, 18]. Beyond the Born-Oppenheimer approximation, nonadiabatic effects such as electronic transitions between different energy surfaces would require multistate modeling [54].
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Appendix A: Generalized Langevin equation with space-inhomogeneous memory friction

1. Formulation of the GLE in a Markovian embedding

In the present section we show that the GLE with space-inhomogeneous memory, eq. (1) from the main text, is equivalent to a \(N + 1\)-dimensional dynamical system, in which the reaction coordinate \(x(t)\) is coupled to \(N\) auxiliary degrees of freedom \((y_1(t), ..., y_N(t))\), which we also refer to as the heat bath. We assume that each of the \(y_i\) obeys an overdamped Langevin equation with random force \(F_i(t)\) and friction magnitude \(\gamma_i\). Analogous to the derivation of Zwanzig [3], we assume that the reaction coordinate is coupled to the heat bath via a non-linear potential \(U_{\text{hb}}(x, y_1, ..., y_N) = \sum_{i=1}^{N} k_i (f_i(x) - y_i)^2 / 2\), where \(k_i\) stands for heat bath, the \(k_i\) determines the coupling strength between \(x\) and \(y_i\), and the functions \(f_i\) will be used to obtain a space-inhomogeneous coupling between reaction coordinate and reservoir \(i\). The total potential \(U_{\text{tot}}\) experienced by the dynamical system \((x(t), y_1(t), ..., y_N(t))\) is then given as a sum

\[ U_{\text{tot}}(x, y_1, ..., y_N) = U(x) + U_{\text{hb}}(x, y_1, ..., y_N), \quad (A1) \]

where \(U(x)\) is the double well potential eq. (3) from the main text. The equations of motion for \(x(t)\) and the \(y_i(t)\) are then given by

\[ m \ddot{x}(t) = -\sum_{i=1}^{N} k_i [f_i(x(t)) - y_i(t)] \partial_x f_i[x(t)] - \partial_x U[x(t)] \quad (A2) \]

\[ \gamma_i \dot{y}_i(t) = k_i [f_i[x(t)] - y_i(t)] + F_i(t). \quad (A3) \]

The random forces \(F_i\) are Gaussian white noise with zero mean, \(\langle F_i(t) \rangle = 0\), and covariances \(\langle F_i(t) F_j(t') \rangle = 2\gamma_i k_B T \delta_{ij} \delta(t - t')\), so that the Langevin eq. (A3) obeys the fluctuation-dissipation relation. To obtain a GLE for only the reaction coordinate \(x(t)\), we now eliminate the explicitly appearing \(y_i(t)\) in eq. (A2). For this, we use the formal solution of eq. (A3), which is given by

\[ y_i(t) = y_i(0) e^{-t/\tau_i} + \tau_i^{-1} \int_0^t dt' e^{-(t-t')/\tau_i} f_i[x(t')] \]

\[ = y_i(0) - f_i[x(0)] e^{-t/\tau_i} \]

\[ + \gamma_i^{-1} \int_0^t dt' d'(t-t')/\tau_i \partial_x f_i[x(t')] \dot{x}(t') \]

\[ + \gamma_i^{-1} \int_0^t dt' e^{-(t-t')/\tau_i} F_i(t), \quad (A4) \]

where we define the relaxation time of reservoir \(i\) as \(\tau_i = \gamma_i / k_i\). Substituting the formal solution for \(y_i(t)\) into eq. (A2), we obtain

\[ m \ddot{x}(t) = -\int_0^t \Gamma[t-t', x(t), x(t')] \dot{x}(t') dt' - \partial_x U[x(t)] + \eta[x(t), t] \quad (A6) \]

with the space-inhomogeneous memory function

\[ \Gamma[t-t', x(t), x(t')] = \sum_{i=1}^{N} \frac{\gamma_i}{\tau_i} \partial_x f_i[x(t)] e^{(t-t')/\tau_i} \partial_x f_i[x(t')], \quad (A7) \]

and the random force

\[ \eta[x(t), t] = -\sum_{i=1}^{N} \frac{\gamma_i}{\tau_i} \partial_x f_i[x(t)] e^{-t/\tau_i} [f_i[x(0)] - y_i(t)] \]

\[ + \sum_{i=1}^{N} \frac{1}{\tau_i} \int_0^t dt' \partial_x f_i[x(t)] e^{(t-t')/\tau_i} F_i(t'). \quad (A8) \]

How the coupling of the reaction coordinate to reservoir \(i\) varies with \(x(t)\) is determined by the function \(f_i(x(t))\). To obtain an on/off coupling depending on the value of \(x(t)\), as used in eqs. (2) and (3), we choose functions \(f_i(x) = \begin{cases} x, & x \in X_i \\ \min(X_i), & x < \min(X_i) \\ \max(X_i), & x \geq \max(X_i) \end{cases}\), where \(X_i\) is a spatial domain, which we assume to be a single interval, within which \(x(t)\) couples to reservoir \(i\). With this definition, the spatial derivative of \(f_i\) is the coupling function,

\[ \partial_x f_i(x) = \chi_i(x) := \begin{cases} 1, & x \in X_i \\ 0, & x \notin X_i \end{cases}, \quad (A10) \]

so that eqs. (A2) and (A3) couple \(x(t)\) and \(y_i(t)\) if and only if \(x(t) \in X_i\), equivalent to a local memory kernel in that regime, c.f. eq. (A7). Note that, strictly speaking, the derivative \(\partial_x f_i\) is not defined at the two values, \(x = \min(X_i), \max(X_i)\); since the probability that the reaction coordinate takes either one of these values is zero, this is not an issue.

To simulate the GLE eq. (1), we always use the equivalent formulation in terms of a dimensionless version of the Markovian system of eqs. (A2), (A3), given in appendix A.

2. Generalized fluctuation-dissipation relation

We now show that the memory kernel eq. (A7) and the random force eq. (A8) obey the generalized fluctuation-dissipation theorem

\[ \langle \eta[x(t), t] \eta[x(t'), t'] \rangle = k_B T \Gamma[x(t), x(t'), t-t']. \quad (A11) \]
To compute the autocorrelation on the left-hand side of eq. (A11), for all times \( t, t' \), and not just for times larger than the longest initial relaxation time \( \max \{ \tau_i \} \) of the heat bath, we need to specify initial conditions \( y_i(0) \) for the auxiliary variables, which appear in eq. (A8). For this we assume that, for given \( x(0) \), the \( y_i(0) \) are distributed according to the Boltzmann distribution pertaining to the potential \( U_{ib} \), so that \( y_i(0) \) are given by a Gaussian distribution with zero mean and variance \( \langle [y_i(0) - f_i(x(0))]^2 \rangle = k_B T \tau_i / \gamma_i \). With this initial condition, the autocorrelation of the noise \( \eta[x(t), t] \) follows as

\[
\langle \eta[x(t), t] \eta[x(t'), t'] \rangle = \sum_{i=1}^{N} \left( \frac{\gamma_i}{\tau_i} \right)^2 \chi_i[x(t)] \chi_i[x(t')] e^{-\frac{(t+t')/\tau_i}{\gamma_i}} \langle [f_i[x(0)] - y_i(0)]^2 \rangle
\]

\[
+ \sum_{i=1}^{N} \frac{1}{\tau_i^2} \int_{0}^{t} dt'' \int_{0}^{t'} dt''' \chi_i[x(t)] \chi_i[x(t')] e^{-\frac{(t-t''+t'+t'')/\tau_i}{\gamma_i}} \langle F_i(t'') F_i(t''') \rangle.
\]

\[
= \sum_{i=1}^{N} k_B T \frac{\gamma_i}{\tau_i} \chi_i[x(t)] \chi_i[x(t')] e^{-\frac{(t+t')/\tau_i}{\gamma_i}}
\]

\[
+ \sum_{i=1}^{N} \frac{1}{\tau_i} \chi_i[x(t)] \chi_i[x(t')] e^{-\frac{(t-t')/\tau_i}{\gamma_i}} \int_{0}^{t} dt'' \int_{0}^{t'} dt''' e^{\frac{(t''+t''')/\tau_i}{\gamma_i}} 2 \gamma_i k_B T \delta(t'' - t''')
\]

\[
= \sum_{i=1}^{N} k_B T \frac{\gamma_i}{\tau_i} \chi_i[x(t)] \chi_i[x(t')] e^{-\frac{(t-t')/\tau_i}{\gamma_i}} \int_{0}^{\min(t,t')} dt'' e^{\frac{2t''}{\tau_i}}.
\]

By comparing the result eq. (A12) with the memory kernel (A7), we observe that the generalized fluctuation-dissipation relation eq. (A11) holds.

3. Dimensionless formulation of the GLE

In the present section, we give the dimensionless version of both the GLE eq. (1), as well as the equivalent Markovian system eqs. (A2) and (A3). This in particular makes explicit how many independent parameters the GLE model has.

Using the typical length scale \( L \) of the potential eq. (5), and the thermal energy \( k_B T = \beta^{-1} \) as energy scale, we define the diffusive time, \( \tau_D = \beta L^2 \gamma_i \), which is the typical time a freely diffusing particle needs to travel a distance \( L \) in a flat potential landscape, and with friction constant \( \gamma = \sum_i \gamma_i \). We furthermore define the inertial time scale \( \tau_m = m / \gamma \), on which inertia is dissipated.

Using the scales \( L, \tau_D, \tau_m, \beta \), we rewrite the coupled Langevin eqs. (A2) and (A3) in dimensionless form as

\[
\frac{\tau_m \ddot{x}(\tilde{t})}{\tau_D} = -\sum_{i=1}^{N} \frac{\gamma_i}{\gamma} \left[ \tilde{f}_i[\tilde{x}(\tilde{t})] - \tilde{y}_i(\tilde{t}) \right] \partial_j \tilde{f}_i[\tilde{x}(\tilde{t})]
\]

\[
- (\partial_j \tilde{U})[\tilde{x}(\tilde{t})]
\]

\[
\dot{\tilde{y}}_i(\tilde{t}) = \frac{\tau_D}{\tau_i} \left[ \tilde{f}_i[\tilde{x}(\tilde{t})] - \tilde{y}_i(\tilde{t}) \right] + \sqrt{\frac{\tau}{\gamma_i}} \tilde{F}_i(\tilde{t}),
\]

where \( \tilde{t} := t / \tau_D, \tilde{x}(\tilde{t}) := x(\tau_D \tilde{t}) / L, \tilde{x}(\tilde{t}) = \tau_D \dot{x}(\tau_D \tilde{t}) / L, \tilde{x}(\tilde{t}) = \tau_D^2 \ddot{x}(\tau_D \tilde{t}) / L \) are dimensionless time, position, velocity and acceleration. \(- (\partial_j \tilde{U})(\tilde{x}) \) is the dimensionless deterministic force corresponding to the quartic potential eq. (5), and given by

\[
- (\partial_j \tilde{U})(\tilde{x}) = -4 \tilde{U}_0 \left( \tilde{x}^2 - 1 \right) \tilde{x}. \tag{A15}
\]

with dimensionless barrier height \( \tilde{U}_0 := \beta U_0 \).

The dimensionless coupling between reaction coordinate and heat bath is given by \( \tilde{f}_i(\tilde{x}) := f_i(L \tilde{x}) / L \), so that

\[
\tilde{f}_i(\tilde{x}) = \begin{cases} \tilde{x}, & \tilde{x} \in \tilde{X}_i \\ \min(\tilde{X}_i), & \tilde{x} < \min(\tilde{X}_i) \\ \max(\tilde{X}_i), & \tilde{x} \geq \max(\tilde{X}_i) \end{cases} \tag{A16}
\]

where \( \tilde{X}_i = X_i / L \), so that

\[
\langle \partial_j \tilde{f}_i(\tilde{x}) \rangle = \tilde{\chi}_i(\tilde{x}) = \begin{cases} 1, & \tilde{x} \in \tilde{X}_i \\ 0, & \tilde{x} \notin \tilde{X}_i \end{cases} \tag{A17}
\]

The dimensionless random forces \( \tilde{F}_i(\tilde{t}) \) are \( L / (k_B T) \sqrt{\gamma / \gamma_i} \tilde{F}_i(t) \) are Gaussian white noise with zero mean, and covariances \( \langle \tilde{F}_i(\tilde{t}) \tilde{F}_j(\tilde{t}') \rangle = 2 \delta_{ij} \delta(\tilde{t} - \tilde{t}') \).

As in sect. (1) we formally solve eq. (A14), and substitute
the result into eq. (A13), to obtain the dimensionless GLE

\[ \frac{\tau_D}{\tau_D} \ddot{x}(\tilde{t}) = -\int_0^T \tilde{\Gamma}[\tilde{t} - \tilde{t}', \tilde{x}(\tilde{t}), \tilde{x}(\tilde{t} - \tilde{t}')] \dot{\tilde{x}}(\tilde{t}') \, d\tilde{t}' \]

(A18)

with the dimensionless space-inhomogeneous memory kernel

\[ \tilde{\Gamma}[\tilde{t} - \tilde{t}', \tilde{x}(\tilde{t}), \tilde{x}(\tilde{t}')] = \sum_{i=1}^N \frac{\gamma_i}{\tau_i} \delta(\tilde{t} - \tilde{t}') \exp \left[ -\frac{\tau_D}{\tau_i} (\tilde{t} - \tilde{t}') \right], \]

(A19)

and the dimensionless random force \( \tilde{\eta}[\tilde{x}(\tilde{t}), \tilde{t}] := \beta \eta[x(t), t]/L \). Instead of carrying out the projection method again, as we did in the present section, eqs. (A18), (A19), can also be obtained by directly recasting eqs. (A6), (A7), in dimensionless form. Similarly to eq. (A11), the dimensionless memory kernel \( \tilde{\Gamma} \) and random force \( \tilde{\eta} \) obey the generalized fluctuation-dissipation theorem

\[ \langle \tilde{\eta}[\tilde{x}(\tilde{t}), \tilde{t}] \tilde{\eta}[\tilde{x}(\tilde{t}'), \tilde{t}'] \rangle = \tilde{\Gamma}[\tilde{t} - \tilde{t}', \tilde{x}(\tilde{t}), \tilde{x}(\tilde{t}')]. \]

(A20)

Appendix B: Rate theories

1. Formulas for rate theories considered in the main text

In the present section we recall the formulas used to evaluate the various classical rate theories we consider in the main text.

a. Transition-state theory

While we do not explicitly show results from transition-state theory (TST) [33] in the main text, the TST escape rate appears in several of the rate theories we consider. According to TST, for a parabolic free-energy in the reactant state, the mean escape time is given as [33]

\[ \tau_{\text{TST}} = \frac{2\pi}{\omega_{\text{min}}} e^{3U_0}, \]

(B1)

where as before \( U_0 \) denotes the barrier height, \( \beta^{-1} = k_B T \) is the thermal energy, and the well frequency \( \omega_{\text{min}} = \sqrt{U''_{\text{min}}/m} \) contains the curvature \( U''_{\text{min}} := U''(x_{\text{min}}) \) at the minimum \( x_{\text{min}} \) of the potential well from which the particle escapes.

b. Kramers’ theory

Kramers considered the escape from a potential well for a particle described by the Markovian inertial Langevin equation, for both the limits of medium-to-high friction, and low friction [13]. For the medium-to-high friction regime, he obtained

\[ \tau_{Kr}^{hf} = \left[ \left( \frac{\gamma^2}{4m^2} + \omega_{\text{max}}^2 \right)^{1/2} - \frac{\gamma}{2m} \right]^{\omega_{\text{max}} \tau_{\text{TST}}}, \]

(B2)

while in the low-friction limit, he derived

\[ \tau_{Kr}^{lf} = \frac{m}{\gamma \beta U_0}, \]

(B3)

where the barrier frequency \( \omega_{\text{max}} = \sqrt{U''_{\text{max}}/m} \) contains the curvature \( U''_{\text{max}} := U''(x_{\text{max}}) \) at the barrier top \( x_{\text{max}} \). Note the opposite scaling of both equations with respect to the friction constant \( \gamma \): While for medium-to-high friction it holds that \( \tau_{Kr} \sim \gamma \), for low friction we have \( \tau_{Kr} \sim \gamma^{-1} \).

c. Mel’nikov and Meshkov theory

Mel’nikov and Meshkov [15] (MM) derived a solution to the Kramers’ problem which is valid for all values of the friction, and hence bridges the two asymptotic expressions eqs. (B2), (B3). The MM result is given by

\[ \tau_{\text{MM}} = A(\Delta) \left[ \frac{\gamma^2}{4m^2} + \omega_{\text{max}}^2 \right]^{1/2} - \frac{\gamma}{2m} \right]^{\omega_{\text{max}} \tau_{\text{TST}}}, \]

(B4)

\[ A(\Delta) = \exp \left[ \frac{2}{\pi} \int_0^{\pi/2} \ln \left[ 1 - e^{-\Delta/4 \cos^2(x) \right] \, dx \right], \]

(B5)

\[ \Delta = 2\sqrt{2} \frac{\gamma}{\sqrt{m}} \int \sqrt{U_0 - U(x)} \, dx \]

(B6)

d. Grote and Hynes theory

While both Kramers’ and Mel’nikov and Meshkov theory consider Markovian dynamics, Grote and Hynes [14] developed a theory for mean first-passage time under influence of memory effects. Their expression for the case where the dynamics in the potential wall relax fast, and only memory effects on the barrier are relevant, is given by

\[ \tau_{\text{GH}} = \frac{\omega_{\text{max}}}{\lambda} \tau_{\text{TST}}, \]

(B7)

where \( \Gamma(\lambda) \) denotes the Laplace-transformed memory friction kernel \( \Gamma(t) \) at the barrier top, and the reactive frequency \( \lambda > 0 \) is given as the solution of the equation

\[ \lambda = \frac{\omega_{\text{max}}^2}{\lambda + \Gamma(\lambda)/m}. \]

(B8)

Thus, for a single exponential kernel \( \Gamma(t) = \gamma e^{-t/\tau}/\tau \), \( \lambda \) is calculated from the cubic equation

\[ \lambda^3 + \lambda^2 + \left( \frac{\gamma^2}{m \tau^2} - \omega_{\text{max}}^2 \right) \lambda = \frac{\omega_{\text{max}}^2}{\tau}. \]

(B9)
Note that, either in the inertial, $m \to \infty$, or the long memory limit, $\tau \to \infty$, it follows $\lambda = \omega_{\text{max}}$ and GH theory collapses onto the transition-state theory result, $\tau_{\text{GH}} = \tau_{\text{TST}}$ in eq. \[B3\].

Furthermore, in case of instantaneous, i.e. delta-correlated friction, $\Gamma(t) = \gamma \delta(t)$ and $\Gamma(\lambda) = \gamma$, it follows $\lambda = (\gamma^2/(4m^2) + \omega_{\text{max}}^2)^{1/2} - \gamma/(2m)$, which results in $\tau_{\text{GH}} = \tau_{\text{K}},$ the Kramers high-friction result in eq. \[B2\].

\[ e. \quad \text{Heuristic formula} \]

The heuristic formula was fitted to agree with both the theory by Pollak et al. \[32\] and numerical simulations of the MFPT in the double-well potential eq. \[6\], and a GLE with a global single-exponential memory kernel with friction magnitude $\gamma$ and memory time $\tau$ \[21, 33\]. Using the diffusive and inertial time scales $\tau_D = \gamma \beta L^2$ and $\tau_m = m/\gamma$, the heuristic formula is given by

$$\frac{\tau_{\text{emp}}}{\tau_D} = \frac{e^{\beta U_0}}{\beta U_0} \left( 1 + \frac{\pi}{\sqrt{2}} \left( 1 + 10 \beta U_0 \frac{\tau_m}{\tau_D} \right)^{-1} + \frac{\tau_m}{\tau_D} \right) + 2\sqrt{\beta U_0 \frac{\tau_m}{\tau_D} + 4 \beta U_0 \frac{\tau_m^2}{\tau_D^2}}.$$ \[B10\]

\[ 2. \quad \text{Evaluation of rate theories for a space-inhomogeneous memory kernel} \]

Whenever we evaluate a rate theory for the effective friction parameters of a region, we use the respective regional friction- and memory parameters, or equivalently $\tau_i, \tau_{D,i} = L^2 \beta \gamma_i, \tau_{m,i} = m/\gamma_i$. On the other hand, in plots we always rescale the MFPT as well as the parameters using the diffusive- and inertial times $\tau_D = L^2 \beta \gamma$, $\tau_m = m/\gamma$, which correspond to the total friction magnitude $\gamma = \sum \gamma_i$. In the present section we state the relevant relations between these local and global timescales.

The relation between the local and global diffusive- and inertial time scales is given by

$$\tau_{D,i} = L^2 \beta \gamma_i = \frac{\gamma_i}{\gamma} L^2 \beta \gamma = \frac{\gamma_i}{\gamma} \tau_D,$$ \[B11\]

$$\tau_{m,i} = \frac{m}{\gamma_i} = \frac{m}{\gamma} \frac{1}{\gamma_i} \tau_m,$$ \[B12\]

so that

$$\frac{\tau_{m,i}}{\tau_{D,i}} = \left( \frac{\gamma}{\gamma_i} \right)^2 \frac{\tau_m}{\tau_D},$$ \[B13\]

$$\tau_i = \frac{\gamma}{\gamma_i} \tau_i,$$ \[B14\]

$$\tau_{\text{MFP},i} = \frac{\gamma}{\gamma_i} \tau_{\text{MFP},i},$$ \[B15\]

Therefore, if we want to calculate $\tau_{\text{MFP},i}/\tau_D$ for region $i$ using a rate theory for globally homogeneous friction, we have to evaluate

$$\frac{\tau_{\text{MFP}}}{\tau_D} = \frac{\gamma_i}{\gamma} \left( \frac{\gamma}{\gamma_i} \right)^2 \tau_m/\tau_D, \quad (\gamma/\gamma_i)\tau_i/\tau_D,$$ \[B16\]

where the first argument $(\gamma/\gamma_i)^2 \tau_m/\tau_D$ is the argument for the dimensionless inertial time scale $\tau_m/\tau_D$ in the rate theory, and the second argument $(\gamma/\gamma_i)\tau_i/\tau_D$ is the argument for the dimensionless single-exponential memory $\tau_i/\tau_D$ in the rate theory.

Appendix C: Further comparisons of numerical data with rate theories

1. Very unequal friction coefficients in well and barrier regions

![Figure 4](image)
In fig. 2D in the main text we show both the well- and barrier-evaluated MM predictions for high friction, $\tau_m/\tau_D = 10^{-3}$. Both curves show a non-monotonic behavior as a function of the barrier friction magnitude $\gamma_B/\gamma$: Whereas the barrier-evaluated MM theory displays a minimum at small $\gamma_B/\gamma$, the well-evaluated MM prediction for the MFPT becomes minimal at $\gamma_B/\gamma$ close to 1. We here investigate these two limits in detail by performing simulations for both $\gamma_B/\gamma \ll 1$ and $1 - \gamma_B/\gamma = \gamma_W/\gamma \ll 1$. We show the results in fig. 4 where we consider an inertial time scale of $\tau_m/\tau_D = 10^{-3}$ and equal friction-time scales in the well and barrier, $\tau_B/\tau_D = \tau_W/\tau_D = 10^{-3}$.

In fig. 4A we consider the limit $\gamma_B/\gamma \ll 1$, i.e. the limit of Markovian low friction on the barrier. While the MM and PGH theories, both evaluated for the barrier friction parameters, show a non-monotonic trend (namely the Kramers turnover), the numerical MFPT (orange circles) levels off to a constant for small $\gamma_B/\gamma$, with a value close to the prediction of transition-state theory (gray broken line). This limit is also correctly recovered by GH theory evaluated for the barrier friction parameters (orange solid line). Therefore, for $\gamma_B/\gamma \ll 1$, GH outperforms MM theory and PGH theory. This is in contrast to the results shown in the main text in fig. 2A, D and E, where the local friction magnitudes were considered to be within one order of magnitude, and the well-friction evaluated MM theory described the numerical data.

We discuss the opposite limit $\gamma_W/\gamma \ll 1$ in fig. 4B. Here the numerical MFPT (orange circles) is consistent with both MM and PGH theories, evaluated on the barrier parameters, and markedly different from the predictions of transition-state theory and PGH theory evaluated on the well parameters. The agreement of barrier-evaluated theories and the numerical data indicates that the system is described by the Kramers high-friction limit. At first sight this might seem surprising, because for $\gamma_W/\gamma \ll 1$ the local dynamics in the well is clearly underdamped, as for $\gamma_W/\gamma = 10^{-3}$ we have $\tau_{W,W}/\tau_D = 10^3$. However, since for $\gamma_W/\gamma \ll 1$ we have $\tau_{D,W} \ll \tau_{D,B}$, even though the mean time a particle in the well needs to reach the barrier is a large multiple of $\tau_{D,W}$, this time may still be much smaller than the time to diffusively cross the barrier (which depends on $\tau_{D,B}$). Therefore, for $\gamma_W/\gamma \ll 1$, even though the well dynamics is in the energy diffusion limit, the crossing over the barrier can still be the rate-limiting step of the escape process.

Furthermore, we note that in both subplots A and B, for the lowest value of the local friction magnitude $\gamma_B/\gamma = 10^{-3}$, the local friction times, $\tau_i/\tau_D = 1$, are not anymore in the Markovian limit. To exclude local non-Markovian effects influencing the shown MFPTs, we also show numerical data for constant local friction times, $\tau_B/\tau_D,B = \tau_W/\tau_D,W = 10^{-3}$ (blue squares) in fig. 4A and B. This data is almost identical to the data at constant $\gamma_B/\tau_D, \gamma_W/\tau_D$, so that we conclude that non-Markovian effects remain negligible for the parameter regime shown.

2. Variation of barrier height

In the main text, we consider numerical results and rate theories for the barrier height $\beta U_0 = 3$. In fig. 5 we compare numerical results for barrier heights ranging from $\beta U_0 = 2$ to $\beta U_0 = 7$ to rate-theory predictions, and find that conclusions drawn in the main text remain true also for the parameters considered here.

While in fig. 3A we show results for non-Markovian barrier dynamics $\tau_B/\tau_D = 1$, in fig. 5B we consider a barrier with Markovian dynamics, $\tau_B/\tau_D = 0.001$. For both subplots we use $\gamma_W/\gamma = \gamma_B/\gamma = 0.5$, i.e. an equal partitioning of the total friction magnitude to well and barrier, and high friction $\tau_W/\tau_D = 10^{-4}$. For both subplots, we consider two representative parameters for the well-friction time $\tau_W/\tau_D$. The results for $\tau_W/\tau_D = 10^{-4}$, shown as orange circles in fig. 5 correspond to the Markovian high-well-friction regime, for which the dynamics are predicted by GH theory. The blue squares in the figure correspond to MFPTs for well-friction time $\tau_W/\tau_D = 1$, the inertial time scale is fixed in the high-friction regime $\tau_{W,D} = 10^{-4}$.
which corresponds to the long-well-memory regime where the MFPT is predicted by PGH theory, evaluated using the memory kernel parameters around at the potential well. As fig. 3B demonstrates, that the ‘Markovian-barrier acceleration’ regime discussed in detail in the main text also exists for larger barrier heights.

Overall, fig. 3 shows that the predictions from the main text are consistent with the numerical data for all barrier heights $\beta U_0 \in [2, 7]$ considered here. In fact the predictions seem to improve for higher barriers. The exponential dependence of the MFPT on the barrier-height, known since Arrhenius [30], is also well visible in our semi-logarithmic representation of the data.

3. Variation of inertial time scale

In fig. 3 of the main text, we consider barrier crossing for the high-friction regime $\tau_m/\tau_D = 10^{-4}$, while the friction magnitudes are equal $\gamma_B/\gamma = \gamma_W/\gamma = 0.5$ and the friction times in the well $\tau_W/\tau_D$ and on the barrier $\tau_B/\tau_D$ are varied. In fig. 6 we show additional numerical and analytical MFPTs for larger inertial times. We consider the inertial times $\tau_m/\tau_D = 10^{-4}$ (figs. 6A–C), $10^{-2}$ (figs. 6D–F), and 1 (figs. 6G–I). While the first column of fig. 6 shows the rescaled MFPT as a function of the barrier-friction time $\tau_B/\tau_D$ for various values of the well-friction time $\tau_W/\tau_D$, in the second column we vary the well-friction time for several constant values of the barrier-friction time. In both the first and second column, the appropriate analytic predictions including memory effects are given either by GH theory, which is evaluated for the effective barrier-friction parameters, determined by $\tau_B$ (broken lines) or by PGH theory (solid lines), which is evaluated for the effective well-friction parameters, given by $\tau_W$. The third column of fig. 6 depicts phase diagrams that summarizes for which parameters $(\tau_B/\tau_D, \tau_W/\tau_D)$ the numerical data agrees with the predictions of GH theory or PGH theory. Note that figs. 6A–C are replots of fig. 3A, D and E in the main text.

Fig. 6 shows that all conclusions drawn in the main text also hold true as $\tau_m/\tau_D$ is varied, i.e. away from the high-friction limit. In particular, for larger inertial time scales $\tau_m/\tau_D$, the predictions for the mean first-passage times are described globally by PGH theory for the well-friction parameters. Furthermore, figs. 6D and G show that the ‘Markovian-barrier acceleration’ regime is also present for larger inertial times. On the other hand, the ‘non-Markovian-barrier acceleration’ predicted by GH theory vanishes.

4. Comparison of numerical results to KSR theory

In the present section, we compare our numerical MFPTs with the predictions of a theory for barrier crossing with space-inhomogeneous memory friction. Krishnan, Singh and Robinson (KSR) [44] derived an analytic theory for MFPTs in a piecewise harmonic potential with different well and barrier memory friction; this theory is based on the formalism by Pollak, Grabert and Hanggi [22]. The analytical KSR predictions for the MFPTs have not yet been compared to numerical simulations.

The KSR model takes as input the memory-friction kernels for the well and barrier regions, for both of which we consider single exponentials, the particle mass $m = \tau_m \gamma$, the local angular frequencies of the potential for the well, $\omega_0 = (\partial_x^2 U(x = -L))/m$ and barrier $\omega_\infty = (\partial_x^2 U(x = 0))/m$, and the barrier height $\beta U_0 = 3$, where as before $U(x)$ is the quartic potential eq. 3.

We now compare the predictions of KSR theory with the same numerical data as considered in figs. 2 and 3 of the main text.

First, in fig. 7 we consider the data from fig. 2 of the main text. For a detailed discussion of the data we refer to the main text, as this section focuses on evaluating the quality of the KSR theory with respect to the other theories. For the Markovian limit, i.e. $\tau_W/\tau_D = \tau_B/\tau_D \ll 1$, we generally observe good agreement between numerical data and KSR theory throughout fig. 7. However, the predictions by MM and PGH using effective local parameters perform slightly better in the whole parameter range. Away from the Markovian limit, for $\tau_W/\tau_D = \tau_B/\tau_D = 1$ the predictions by KSR disagree considerably with the numerical data, as seen for the thick blue line in fig. 7; nonetheless, the general trend is predicted correctly also in this regime. Of course, the true strength of the model by KSR here is the correct interpolation between barrier-and well-dominated dynamics, which needs to be chosen by hand in the evaluation of PGH and MM theories. This is most clearly seen in fig. 2 where KSR theory switches between the barrier-dominated and well-dominated MM predictions as $\tau_m/\tau_D$ is increased.

The data of fig. 3A and D of the main text is discussed in this section in figs. 3A and B, where $\tau_m/\tau_D = 10^{-4}$. While the predictions by KSR again interpolate correctly between well- and barrier-dominated dynamics, in the regime where $\tau_W/\tau_D \geq 0.1$ and $\tau_B/\tau_D \leq 0.1$, we observe significant deviations between the numerical MFPT and the corresponding KSR prediction. As can be seen clearly in the upper left corner of fig. 3A and the right side of subplot B, the numerical and analytical data can deviate by several orders of magnitude. For larger inertial time scales, these deviations become smaller as shown in figs. 3C and D where $\tau_m/\tau_D = 10^{-2}$. We note that KSR throughout predicts a barrier crossing speedup as $\tau_B/\tau_D$ is increased (see subplots A, D), whereas the numerical data displays the ‘Markovian-barrier acceleration’ behavior for $\tau_W/\tau_D \gtrsim 1$, for which barrier crossing is in fact slower as $\tau_B/\tau_D$ is increased. Possible explanations for the deviations observed in figs. 4 and 8 are discussed in the following.

To rationalize the deviations between numerical and analytical predictions, we point out that KSR themselves state that their theory is not to expected to be reliable if $\epsilon_B \gtrsim 1$ in the barrier region or $\epsilon_W \gtrsim 1$.
The simulation results with the theoretical predictions. The color denotes whether the simulated parameters. The hatching indicates that both theoretical predictions agree with the simulated data. The light blue area denotes the ‘Markovian-barrier acceleration’ of the PGH prediction for which we define \( \tau_{\text{MFP}} \). Figure 6. Mean first-passage time (MFPT), \( \tau_{\text{MFP}} / \tau_D \), for different barrier memory friction, and well memory friction, compared with analytic predictions given by Grote and Hynes \[13\] (GH, broken lines) and Pollak et al. \[22\] (PGH, solid lines, evaluated using the heuristic formula \[21\]). The data is shown for various barrier-friction \( \tau_B / \tau_D \) and well-friction times \( \tau_W / \tau_D \) and equal friction magnitudes \( \gamma_B / \gamma = \gamma_W / \gamma = 0.5 \). The inertial time scale is constant and different in each row (A–C: \( \tau_m / \tau_D = 10^{-4} \), D–F: \( \tau_m / \tau_D = 10^{-2} \), G–I: \( \tau_m / \tau_D = 1 \)). A, D, G: MFPT plotted over the barrier-friction time \( \tau_B / \tau_D \). The theories are shown for the respective barrier-friction time in gray and in case of the PGH theory for the well-friction time as colored solid lines. B, E, H: MFPT plotted over the well-friction time \( \tau_W / \tau_D \). The theories are shown for the respective well-friction time in gray and in case of the GH for the barrier-friction time as colored broken lines. C, F, I: Contour plots of agreement of the simulation results with the theoretical predictions. The color denotes whether the simulated \( \tau_{\text{MFP}} \in [1/3 \tau_{\text{theo.}}, 3 \tau_{\text{theo.}}] \), where \( \tau_{\text{theo.}} \) is calculated using either the GH with the barrier-friction parameters or the PGH with the well-friction parameters. The hatching indicates that both theoretical predictions agree with the simulated data. The light blue area denotes the ‘Markovian-barrier acceleration’ of the PGH prediction for which we define \( \tau_{\text{theo.}, \text{MBA}} = 0.2 \tau_{\text{theo.}, \text{PGH}} \).

in the well region (note that \( \epsilon \) and \( \epsilon' \) are used in the original work \[10\]). The perturbation parameters \( \epsilon_B \), \( \epsilon_W \) represent a measure for the strength of coupling between reaction coordinate and heat bath, and are defined as \( \epsilon_B = \gamma_B / (2m_B \lambda_B (1 + \tau_B \lambda_B)^2) \) and \( \epsilon_W = \gamma_W / (2m_W \lambda_W (1 + \tau_W \lambda_W)^2) \), with \( \lambda_B \) and \( \lambda_W \) the Grote/Hynes frequencies which solve of eq. \[B8\] for the respective memory kernels (well/barrier). These conditions are easily violated in case of small inertial time scales \( \tau_m = m / \gamma \), as fig. 3C shows. However, a similar perturbation parameter \( \epsilon \) is also relevant for the applicability of Pollak, Grabert and Hanggi (PGH) theory, and PGH
As previously discussed for the data in fig. 8, KSR theory well region is small, which are plotted in fig. 9B and D for the respective data. Where deviations between theory and numerical data are well with numerical results obtained from a homogeneous well-friction parameters, given by

\[ \frac{1}{\tau} \approx D \]

or the opposite limit. For \( \gamma_B \sim 1 \), KSR theory predicts a significant slow-down, which is not confirmed by simulation data. The breakdown of KSR theory is again understood by considering the perturbation parameters \( \epsilon_B, \epsilon_W \) and the energy loss \( \Delta E/(k_B T) \), which are plotted in fig. 9B and D for the respective data. As previously discussed for the data in fig. 8, KSR theory breaks down whenever the energy loss per cycle in the well region is small, \( \Delta E/(k_B T) \ll 1 \), while the coupling to the barrier heat bath is strong, \( \epsilon_B \gtrsim 1 \). This is again the case for the data in fig. 9C, as can be seen from the corresponding perturbation parameters in fig. 9D.

In summary, while KSR theory does capture the crossover from well-dominated to barrier-dominated MFPTs, the theory captures neither the ‘Markovian-barrier acceleration’ regime, nor the limit \( \gamma_W / \gamma \ll 1 \). This can be explained by the assumptions underlying the KSR derivation, which are not fulfilled in these regimes:

- In both regimes, the energy exchange with the well heat bath is weak (small \( \beta \Delta E \ll 1 \)), while simultaneously the coupling to the barrier heat bath is strong (\( \epsilon_B \gtrsim 1 \).
- While in the ‘Markovian-barrier acceleration’ regime, the weak energy exchange in the well is due to long memory, in the regime \( \gamma_W / \gamma \ll 1 \), the weak energy exchange is because of the small well friction.

The clear deviations between KSR theory and the numerical results in fig. 9A, observed for small \( \tau_B / \tau_D \) and large \( \tau_W / \tau_D \) (red and blue lines), can be rationalized by the simultaneous breakdown of both the conditions on the pair \( \epsilon_B, \epsilon_W \) and \( \Delta E \): As fig. 9C shows, in the regime where deviations between theory and numerical data are observed, \( \epsilon_B \gtrsim 1 \) while \( \beta \Delta E \ll 1 \). In contrast to that fig. 9F, shows the perturbation parameters and energy loss per cycle for slightly larger inertial times \( \tau_m / \tau_D = 0.01 \). Here the conditions \( \epsilon_B < 1 \) and \( \epsilon_W < 1 \) are met and the predictions agree with the simulation data in fig. 9C.

In fig. 10, we considered the MFPT for the cases where \( \gamma_B / \gamma \ll 1 \) and \( \gamma_W / \gamma \ll 1 \), i.e. the the scenario where the well and barrier-friction magnitudes are very different. In fig. 9A and C we compare the numerical results for the MFPT with KSR theory. As can be observed in fig. 9A, KSR theory (orange dotted line) correctly captures the limit \( \gamma_B / \gamma \ll 1 \), i.e. the limit of Markovian low friction on the barrier. However, fig. 9C shows that KSR theory does not capture the opposite limit. For \( \gamma_W / \gamma \ll 1 \), KSR theory predicts a significant slow-down, which is not confirmed by simulation data. The breakdown of KSR theory is again understood by considering the perturbation parameters \( \epsilon_B, \epsilon_W \) and the energy loss \( \Delta E/(k_B T) \), which are plotted in fig. 9B and D for the respective data. As previously discussed for the data in fig. 8, KSR theory breaks down whenever the energy loss per cycle in the well region is small, \( \Delta E/(k_B T) \ll 1 \), while the coupling to the barrier heat bath is strong, \( \epsilon_B \gtrsim 1 \). This is again the case for the data in fig. 9C, as can be seen from the corresponding perturbation parameters in fig. 9D.
Figure 8. Mean first-passage time (MFPT), $\tau_{\text{MFPT}}/\tau_D$, for different barrier memory friction, $\Gamma_B(t) = \gamma_B/\tau_B e^{-t/\tau_B}$ and well memory friction, $\Gamma_W(t) = \gamma_W/\tau_W e^{-t/\tau_W}$, compared with analytic predictions given by Grote and Hynes [13] (GH, broken lines) and by Pollak et al. [32] (PGH, solid lines, evaluated using the heuristic formula [21]), as well as predictions by Krishnan et al. [14] (KSR, dotted lines). The data is shown for various barrier-friction $\tau_B/\tau_D$ and well-friction times $\tau_W/\tau_D$ and equal friction constants $\gamma_B/\gamma = \gamma_W/\gamma = 1/2$. The inertial time scale is constant and different in each row (A-C: $\tau_m/\tau_D = 10^{-4}$, D-F: $\tau_m/\tau_D = 10^{-7}$). A, D: MFPT plotted over the barrier-friction time $\tau_B/\tau_D$. The prediction by PGH theory are shown for the respective barrier-friction time as gray and for the well-friction time as colored solid lines. B, E: MFPT plotted over the well-friction time $\tau_W/\tau_D$. The prediction by PGH theory is shown for the respective well-friction time in gray and in case of GH theory for the barrier-friction time as colored broken lines. C, F: Perturbation parameters $\epsilon_B$ for the barrier region and $\epsilon_W$ for the well region and energy loss $\Delta E/(k_B T)$, both relevant for stability of the KSR theory. The thin black horizontal line denotes the value 1.
Figure 9. Mean first-passage time, $\tau_{\text{MFP}}/\tau_D$, for various single-exponential barrier- and well-friction parameters, compared with analytic predictions given by Grote and Hynes [13] (GH, solid line in A), Pollak et al. [32] (PGH, evaluated using the heuristic formula [21]), transition-state theory (TST, gray broken lines), as well as the predictions by Krishnan et al. [46] (KSR, dotted lines). The numerical data is shown for equal barrier and well-friction times, $\tau_B/\tau_D = \tau_W/\tau_D = 10^{-3}$ and the inertial time scale is fixed in the high-friction regime $\tau_m/\tau_D = 10^{-3}$.

A: Results for the limit $\gamma_B/\gamma \ll 1$, i.e. the limit of Markovian low friction on the barrier. C: Results for the limit $\gamma_W/\gamma \ll 1$, i.e. the limit of Markovian low friction in the well. B, D: Perturbation parameters $\epsilon_B$ for the barrier region and $\epsilon_W$ for the well region and energy loss $\Delta E/(k_B T)$, both relevant for stability of the KSR theory. The thin black horizontal line denotes the value 1.
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