Discharge curve-based formation of retired power batteries for secondary use
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Abstract
To address the problem of optional group formation in the process of retired power batteries for secondary use, a detection method based on the ampere-time integration method is used for batch testing of retired power batteries. The dynamic time-bending dynamic time warping distance between different batteries is calculated by comparing the discharge curves during the testing process. Combining the remaining capacity, open circuit voltage and internal resistance of the battery as a common battery classification condition, each condition is normalised and a density canopy $+ K$-means clustering algorithm is applied to regroup the retired power batteries. This method improves the regrouping technique for the retired batteries and improves the performance of the regrouped battery modules in terms of capacity and consistency.
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1. INTRODUCTION
Electric vehicles use lithium-ion batteries, which need to be retired when their capacity decays below 80% to ensure operational safety and mileage. As a result, retired lithium-ion batteries still have $\sim 70$–80% of their nominal capacity and are available for use in other applications, such as energy storage for smart grids using renewable power, or to power base stations and other small devices [1–7]. By 2020, the number of lithium-ion batteries retired globally will exceed 25 billion per year. By 2035, the number of battery packs available for upcycling will increase to 6.8 million. By 2035, the global market for the secondary use of retired batteries is expected to grow from US$16 million in 2014 to US$3 billion. Therefore, the secondary use of retired batteries can be foreseen as a very promising market [8–12].

As a large number of power batteries are retired from power vehicles, retired power batteries need to be used for secondary use, but the safety and traceability of retired power batteries are difficult to ensure, and the inconsistency of parameters (capacity, internal resistance, voltage, etc.) between retired power battery units is high, so direct secondary use may lead to the specific energy and specific power of the battery system being much lower than the level of the individual units, which not only causes waste of resources but also easily leads to overcharging and overdischarging between units within the module, causing thermal runaway and even spontaneous combustion, which is very dangerous. It is also easy to cause overcharging and overdischarging between the individual cells within the module, resulting in thermal runaway of the battery and even spontaneous combustion, which is very dangerous. Therefore, the key to the secondary use of retired power batteries is to solve its consistency problem.

To address this problem, current research has focused on two main areas: battery equalisation technology based on external power electronic circuits [13–16] and consistency sorting technology for the batteries themselves [17–18]. Considering the high degree of inconsistency of retired power batteries, the equalisation circuit topology and control strategy will be more complicated when directly forming into groups for secondary utilisation. Therefore, in order to effectively reduce the complexity of the equalisation circuit when forming into groups, it is necessary to perform consistency sorting of retired power batteries before forming into groups.

Consistency sorting of batteries is essentially the purpose of battery grouping, which is to classify batteries based on their differences in various characteristics. These characteristics include mainly static capacity, voltage, internal resistance and thermal behavior. By analyzing the similarity of one of these characteristics, the grouping of batteries can be achieved. The static capacity
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based grouping method in the literature [17] performs charge and discharge tests under specific conditions and calculates the static capacity based on the charge and discharge times. The batteries are then grouped according to their respective static capacities. The advantage of this method is that it is easy to use, but it is susceptible to environmental factors such as temperature. The voltage-based grouping method in the literature [18] classifies batteries into different groups based on their open-circuit or load voltages. Although measuring the voltage is simple and straightforward, the grouping results are usually unsatisfactory because the voltage variation during charging and discharging is ignored. In contrast, the grouping method based on internal resistance in the literature [19] yields cells with better consistency, while accurate measurement of internal resistance is difficult.

Each of the previously mentioned grouping methods has advantages and disadvantages. To improve these shortcomings, in practical applications, manufacturers often combine two or more methods to obtain better grouping performance [20]. In the literature [21–22] self-organizing mapping is used for battery grouping based on battery temperature and capacity. The demonstrated grouping experiments demonstrated its effectiveness in reducing the variation of the above two parameters. However, this combined approach leads to more complex operations and longer execution times, but still cannot escape from the drawbacks of the basic approach.

To address the above needs and research status, this paper proposes a consistent sorting method for retired batteries based on the extraction of dynamic characteristic parameters from the discharge curve of the battery.

Firstly, static characteristic parameters such as residual capacity, internal resistance and open circuit voltage (OCV) of single cell batteries are considered comprehensively; secondly, a clustering algorithm is used to initially classify single cells; again, the dynamic characteristic parameters are extracted for classification by combining the discharge curves of single cells; finally, it is validated by experiments.

2. **DECOMMISSIONED BATTERY DATA**

For the capacity test of retired battery packs, 10 lithium-ion battery packs for retired electric vehicles were used in this test. They consist of 50 Ah single cell batteries in six parallel and four strings. The factory rated capacity is 300 Ah with a maximum charge current of 0.5 C and discharge current of 1 C.

According to the charge and discharge capacity data of the 10 battery packs shown in Table 1, their capacity at the time of retirement was ~65% to 81% of the factory nominal capacity, with a difference of 46.8 Ah between the 3# battery pack with the largest remaining capacity and the 9# with the smallest remaining capacity. Based on the fact that lithium-ion batteries used in electric vehicles need to be retired when their capacity decays to less than 80%, the 3# and 7# battery packs with a capacity retention rate greater than 80% were dismantled for subsequent research.

### Table 1. Capacity test data for decommissioned battery packs.

| No. | Charging capacity/Ah | Discharge capacity/Ah | Capacity retention/% |
|-----|----------------------|-----------------------|----------------------|
| 1#  | 219.6                | 219.4                 | 73.13                |
| 2#  | 236.5                | 235.4                 | 78.47                |
| 3#  | 240.7                | 243.1                 | 81.04                |
| 4#  | 204.1                | 202.4                 | 67.46                |
| 5#  | 222.9                | 220.6                 | 73.53                |
| 6#  | 231.1                | 228.8                 | 76.26                |
| 7#  | 242.0                | 240.2                 | 80.07                |
| 8#  | 235.7                | 235.2                 | 78.41                |
| 9#  | 197.5                | 196.3                 | 65.43                |
| 10# | 234.7                | 234.6                 | 78.22                |

2.1. **Extraction of static characteristic parameters**

The 48 individual cells of the 3# and 7# battery packs were tested independently for the following: 1. ohmic internal resistance, taking the ohmic internal resistance value of SOC discharged at 50%; 2. discharge capacity; 3. OCV, which is the OCV value measured after charging to SOC 100% at rated current and left for 10 minutes, to obtain the static characteristics as shown in Table 2 and Table 3.

2.2. **Extraction of dynamic characteristic parameters**

2.2.1. **Dynamic time-bending distances**

The dynamic time warping (DTW) method is used for pattern recognition in sequence time, and DTW employs dynamic programming (DP) to perform time-regularisation calculations, which is a measure of the degree of similarity between time series of different lengths. DTW is widely used in various fields such as template matching, data mining and information retrieval [23].

Given a time series of $X = \{x_1, x_2, ..., x_m\}$ and $Y = \{y_1, y_2, ..., y_n\}$, then the sequence $X$ and the sequence $Y$. The dynamic time-bending distance between is $D(X, Y) = f(m, n)$, where $f(m, n)$ is calculated as follows:

$$
\begin{align*}
  f(0, 0) &= 0; f(i, 0) = f(0, j) = \infty; f(1, 1) = a_1; \\
  f(i, j) &= a_q + \min\{f(i-1, j), f(i, j-1), f(i-1, j-1)\} \\
\end{align*}
$$

Through DP, the path with the smallest cumulative distance can be found in the distance matrix between time series subject to certain constraints. The minimum cumulative distance is the DTW distance, which reflects the degree of similarity between the sequences; the smaller the DTW distance, the more similar the sequences are, and vice versa.

2.2.2. **Dynamic time bending distance of the discharge curve**

The distance between the discharge curves of the two battery monoblocks was calculated using the data from the discharge curves based on the ampere-time integration method measurements, combined with the dynamic time bending method. The discharge curves of the two batteries are shown in Figure 1.
Table 2. Static characteristics data of individual cells in 3# battery pack.

| 3# battery pack | Ohm internal resistance (mΩ) | Discharge capacity (Ah) | Open circuit voltage (V) |
|----------------|-------------------------------|-------------------------|-------------------------|
| 1              | 1.8                           | 40.33                   | 4.12                    |
| 2              | 2.0                           | 38.64                   | 4.24                    |
| 3              | 2.1                           | 38.26                   | 4.01                    |
| 4              | 1.6                           | 41.06                   | 4.07                    |
| 5              | 2.2                           | 38.73                   | 3.83                    |
| 6              | 2.1                           | 39.34                   | 4.02                    |
| 7              | 2.1                           | 38.41                   | 3.86                    |
| 8              | 1.7                           | 40.55                   | 3.82                    |
| 9              | 2.0                           | 40.16                   | 4.04                    |
| 10             | 2.3                           | 38.16                   | 4.02                    |
| 11             | 1.8                           | 41.22                   | 3.97                    |
| 12             | 1.9                           | 38.06                   | 4.12                    |

Table 3. Static characteristics data of individual cells in 7# battery pack.

| 3# battery pack | Ohm internal resistance (mΩ) | Discharge capacity (Ah) | Open circuit voltage (V) |
|----------------|-------------------------------|-------------------------|-------------------------|
| 1              | 1.8                           | 38.19                   | 3.81                    |
| 2              | 2.2                           | 38.47                   | 4.11                    |
| 3              | 2.1                           | 39.69                   | 4.18                    |
| 4              | 2.6                           | 38.64                   | 4.13                    |
| 5              | 1.9                           | 40.53                   | 4.19                    |
| 6              | 1.9                           | 38.9                    | 3.87                    |
| 7              | 2.1                           | 40.8                    | 3.82                    |
| 8              | 1.8                           | 40.9                    | 4.11                    |
| 9              | 2.2                           | 38.23                   | 4.01                    |
| 10             | 1.8                           | 40.48                   | 3.96                    |
| 11             | 2.1                           | 38.84                   | 4.22                    |
| 12             | 2.1                           | 38.21                   | 4.08                    |

The time series during the discharge of the two battery monoblocks after the DTW process is shown in Figure 2. The dynamic time bending distance is used as a health factor, together with the battery capacity, OCV and internal resistance health factors to provide the basis for subsequent clustering groupings.

3. DENSITY CANOPY + K-MEANS BASED ALGORITHM FOR CELL REORGANIZATION

3.1. Density canopy + K-means algorithm

The K-means algorithm is a well-known divisional clustering algorithm. Due to its concise computational process and high efficiency, the K-means algorithm is one of the most widely used divisional clustering algorithms and is widely used in machine learning statistics as well as marketing [24]. However, the initial clustering centres of the traditional K-Means algorithm are chosen randomly, so outliers and noise can easily affect the clustering results, and it is easy to fall into local minima.

The density canopy + K-means algorithm for clustering feature data is used to address the problem that K-means cannot determine the number of clusters and the initial cluster centres are chosen randomly. The most suitable initial cluster centres and clusters are used as input parameters for the K-means algorithm, and then the K-means algorithm is used to perform ‘fine’ clustering to improve the final clustering effect of the K-means algorithm.
The core of the algorithm lies in the use of density. For the data set
$D = \{ x_1, x_2, \ldots, x_m \}$, the average distance between all samples is first calculated by formula 2.

$$MeanDis(D) = \frac{2}{m(m-1)} \sum_{i=1}^{m} \sum_{j=i+1}^{m} d_{ij}(x_i, x_j)$$  \hspace{1cm} (2)

where $d_{ij}(x_i, x_j)$ denotes $x_i$ the distance between $x_j$ the distance between $x_i$ and $x_j$.

The average density formula 3 is then used to calculate each sample in the data set $D$.

$$\rho_i = \sum_{j=1}^{m} f (d_{ij} - MeanDis(D))$$  \hspace{1cm} (3)

where $f(x) = \begin{cases} 1, & x < 0 \\ 0, & x \geq 0 \end{cases}$. The sample with the greatest density is then $C_i$ as the first clustering centre into the set $C$ in ($C = \{ C_1 \}$) calculates the distance from the remaining samples to $C_1$ distance, and if it is less than the average distance then move from $D$ in the set is moved into the $C_1$ as the centre of the cluster. Calculate $D$ the average density of the remaining samples in the cluster, and the sample with the highest density is used as the second cluster centre $C_2$ into the set $C$ in ($C = \{ C_1, C_2 \}$) and again calculate the distance between the remaining samples and $C_2$ distance, and those less than that distance are moved into the $C_2$. The remaining samples are moved into the cluster centered on the cluster, and so on, until $D$ the data in it are empty. The resulting set of centroids is then used $C = \{ C_1, C_2, \ldots, C_k \}$ as the initial centroids to execute the K-means algorithm.

The centroid set samples $x_j (x_j \in C_j)$ and the respective center-of-mass vector $C_j (j = 1, 2, \ldots, k)$ the distance between

$$d_{ij} = \|x - \mu_i\|_2^2$$  \hspace{1cm} (4)

for $C_j$. Recalculate the new centre of mass for all sample points in

$$\mu_i = \frac{1}{|C_i|} \sum_{x \in C_i} x$$  \hspace{1cm} (5)

If all the $k$ mass vectors have not changed, then it is over. Density canopy + K-means algorithm improves on the random selection of the centre of mass, which is susceptible to outliers and noise and falls into local minima. It also uses density to make clustering more accurate.

### 3.2. Data standardisation

Data standardisation is a basic task in processing data. Different evaluation indicators often have different magnitudes and magnitude units, such a situation will affect the results of data analysis, in order to eliminate the influence of the magnitude between indicators, data standardisation is needed to solve the comparability between data indicators. After the original data have been standardised, the indicators are in the same order of magnitude and suitable for comprehensive comparative evaluation.

Min–max normalisation, also known as outlier normalisation, is a linear transformation of the original data so that the resulting values map to the range (0,1). The transformation function is as follows:

$$\hat{x} = \frac{x - \min}{\max - \min}$$  \hspace{1cm} (6)

### 3.3. Battery reconfiguration

The static characteristic parameters of the 48 individual cells in section 2.1 were first standardised min–max and then the cells were reorganised using the density canopy + K-means algorithm and the results are shown in Figure 4.

One of the clustering centres was selected and the static data of the batteries in this clustering centre are shown in Table 4.

Because the discharge curve is a relationship between voltage and discharge time, the 9# battery with the same OCV and average value was selected as a reference. The discharge curves of the other batteries were compared with the 9# battery to obtain the DTW distance, and the three batteries with the smallest DTW distance values were selected to form a two-parallel-two-series battery pack with the 9# battery. The discharge curves are shown in Figure 5 and the DTW distances are shown in Figure 6.

Battery group A was sorted according to DTW distance as shown in Table 5.
Considering the consistency of the cells, the 7# cell with the smallest ohmic internal resistance of the remaining five cells is removed and the remaining four cells also form a two-parallel-two-string battery pack B. Then battery pack B is simply classified according to static characteristics, as shown in Table 6.

Finally, the remaining 40 cells with a discharge capacity greater than 80%, i.e. a discharge capacity greater than 40 Ah, also form
4. EXPERIMENTS

4.1. Experimental programme

The static characteristics data for battery packs A, B and C are first extracted as shown in Table 8.

The battery pack is then tested for 1000 cycles and the test flow is shown in Figure 7.

1. Charge and discharge according to 0.5C cycle, check whether the number of times n of this test is less than 100 after each cycle, if it is less than 100 times, continue the cycle test, if the number of tests is equal to 100 times, stop the cycle test and carry out capacity test on.

2. At the end of the capacity test, output the remaining capacity measured on that occasion.

3. Test the OCV value measured when the SOC is 100% and the cell ohmic internal resistance value at 50% when left to stand for 10 minutes.

4. Save remaining capacity, OVC, ohmic internal resistance data.

5. End of cycle test 1000 times.

4.2. Experimental results and analysis

Statistical test data, the remaining capacity of the battery pack after cycle testing is shown in Table 8 and the ohmic internal resistance is shown in Table 9.

As can be seen from Table 9, the residual capacity of battery pack A, selected on the basis of its dynamic characteristics, varies by less than 10%, which is better than that of battery packs B and C. The difference between the static performance of individual cells in battery pack A and battery pack B is not significant, but the
residual capacity of battery pack A is higher than that of battery pack B by 1.96 AH when it is formed into a group.

As can be seen in Table 10, the ohmic internal resistance of the battery pack after 1000 cycles has the smallest rate of change for pack A and the largest for pack C.

As can be seen in Table 11, the OCV of the battery pack will drop after 1000 cycles, and the OCV will fluctuate during the process, which shows that the OCV does not change much.
In summary, the dynamic characteristics of the battery can also be used as a classification indicator in the grouping of retired batteries. A combination of dynamic and static characteristics is more consistent than static characteristics only. However, classification by static characteristics is better than classification by residual capacity.

5. CONCLUSION

(1) The use of dynamic time-bending distance to calculate the distance between retired power batteries is a measure of the dynamic characteristics of the batteries, providing an important basis for the detection of batteries for secondary use and improving the accuracy of the detection.

(2) The data on battery capacity, battery internal resistance, battery charging voltage and the distance between charging and discharging curves obtained from the testing of retired power batteries for secondary use are used as parameters for clustering, fully taking into account the static and dynamic characteristics of the batteries and improving the comprehensiveness of the testing and the consistency of the batteries.
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