Abstract

After the great success of Vision Transformer variants (ViTs) in computer vision, it has also demonstrated great potentials in domain adaptive semantic segmentation. Unfortunately, straightforwardly applying local ViTs in domain adaptive semantic segmentation does not bring in expected improvement. We find that the pitfall of local ViTs is due to the severe high-frequency components generated during both the pseudo-label construction and features alignment for target domains. These high-frequency components make the training of local ViTs very unsmooth and hurts their transferability. In this paper, we introduce a low-pass filtering mechanism, momentum network, to smooth the learning dynamics of target domain features and pseudo labels. Furthermore, we propose a dynamic of discrepancy measurement to align the distributions in the source and target domains via dynamic weights to evaluate the importance of the samples. After tackling above issues, extensive experiments on sim2real benchmarks show that the proposed method outperforms

Figure 1. The conventional training paradigm and change of predictions over training iterations. We sampled images from target domain, Cityscapes [9], and plot the L1-distance between the predictions over images on iteration $t$ and next iteration $t + 1$ as the lines. The standard deviation of the distances are indicated by the corresponding shadow areas around the lines. See § 3.3 for details. In both (b) and (c) diagrams, higher value means more unsmooth learning dynamics, thus more high-frequency components, since the model always significantly change its prediction iteration by iteration.
Semantic segmentation [4, 29, 49, 55], as one of the most central tasks in computer vision, aims to label the semantic content of an image pixel by pixel. It requires dense annotations of training images and becomes more challenging when it is difficult to obtain these dense labels in practice. A commonly recognised solution is the domain adaptive semantic segmentation [38, 39], which usually first trains models on abundantly labeled images simulated by virtual environment, then carries out the simulation-to-reality (sim2real) domain adaptation (DA) to adapt the model on real-world images.

Given the past success of Convolutional Neural Networks (CNNs) on many computer vision (CV) tasks [18, 29, 36], plenty of works [1, 6, 15, 20, 21, 31, 32, 43, 47, 51, 54, 56] resort to CNNs as the semantic segmentation function \( f_{\theta} \). Although these conventional CNN-based backbones obtained decent performance on various benchmarks, recent works (e.g. DRT [26]) show that they are still unable to tackle domain conflicts, and suffering from performance bottleneck. To make further improvement, a natural alternative backbone is the Transformer model proposed by [46] which has shown to be more powerful than CNNs in various areas: i) natural language processing (NLP) tasks, e.g. [2, 22]; ii) CV tasks, e.g. [10, 28, 42, 48, 53]. More importantly, existing works such as [14, 28, 50] have also shown the great potential of the Vision Transformer variants (ViTs) for semantic segmentation.

Inspired by the above success of ViTs, we propose a domain adaptive semantic segmentation framework based on local ViTs without incurring substantial training efforts in this work. We employ local ViTs as backbone and adapt a simple semi-supervised approach, self-training [5, 25] along with adversarial training [6, 21, 43, 47] widely-used in DA (Figure 1(a)). Since there is no ground-truth for target domain, in self-training, target pseudo labels are crucial for the classifier to make dense prediction, and in adversarial training, target features are essential for the discriminator to align features distribution. Based on the above basic framework, our contribution is two-fold as follows.

As far as we know, this is the first work that leverages local ViTs as backbone and explores its potential on domain adaptive semantic segmentation. Unfortunately, through our experiments, we find that direct self-training along with adversarial training upon ViT segmentation network does not bring in expected improvement, as shown in Table 2. Our first contribution is the discovery of the high-frequency component problem of local ViTs in pseudo-label generation and feature alignment for target domain. The statistics about the change of predictions over training iterations are illustrated in Figure 1. By comparing the change of predictions from different backbones, we can see that the predictions on target domain of local ViTs (Swin-S in our specific case) vibrate more drastically than CNNs (ResNet-101 in our specific case), as indicated by the larger changes of predictions over iterations.

Our second contribution is a solution to tackle the above issues. We formalize the self-training and adversarial training as knowledge distillation [19] and features alignment respectively, i.e. the network from source domain is the teacher network to provide pseudo labels and features for target domain. Following the findings from [37] that low-pass filtering the predictions from teacher can improve the quality of supervision, we also introduce a low-pass filtering into features and pseudo labels for target domain. However, their original implementation maintains a look-up table which stores predictions for all training example, which is infeasible in semantic segmentation as it requires huge storage overhead for all pixels. Therefore, we propose an indirect low-pass filter, the momentum network, to smooth the learning dynamics for target domain. Specifically, the feature extractor and classifier for target domain is updated with momentum copy from source domain, as illustrated in Figure 3. Notably, jointly smoothing the pseudo labels and features is essential. After applying momentum network, the change of predictions over training iterations is indeed significantly suppressed in Figure 1.

To further smooth the learning dynamics and suppress noise, we propose a dynamic adversarial training strategy, dynamic of discrepancy measurement. In particular, the alignment is guided by a score function \( \omega(x) \) that adaptively balances the importance of each sample during the adaptation process. Through experiments, we find that this strategy can further improve the performance of ViTs-based backbone, whereas it doesn’t work with CNN-based backbones. We argue that the high-frequency component problem is specific for ViTs but not CNNs, which is supported by both the smaller changes of predictions from CNNs illustrated in Figure 1(b)(c) and the different feature representations learnt by CNNs as illustrated in Figure 4.

In summary, we propose a novel framework based on local ViTs dubbed TransDA, via a simple yet effective training paradigm. Exploring this new baseline shows that it’s an urge to develop new methods based on a new backbone. After solving the high-frequency component issues during adaptation, our experiments on two standard sim2real benchmarks, GTA5 [38]→Cityscapes [9] and SYNTHIA [39]→Cityscapes, demonstrate that TransDA achieves attractive and robust performance in terms of best and averaged mIoU.
2. Related Work

Domain adaptation. Domain adaptation deals with the scenario where a labeled source domain and an unlabeled target domain are provided, and certain shift in distribution exists in between [3, 21, 40]. To bridge the gap, a line of work leverages the idea of adversarial learning [13], i.e. train the target feature extractor with a domain classifier under an adversarial schedule [12, 44, 52]. UniDA [52] proposes a weighting mechanism to identify private classes. In contrast to the universal DA, we adopt this similar method to dynamically adjust the pixel-by-pixel adversarial weight for closed set DA and semantic segmentation. Deeper discussion about the relationship between dynamic networks [17] become more popular in deep learning.

Domain adaptive semantic segmentation. Large process has been made in semantic segmentation with the paradigm of domain adaptation. Many works [6, 20, 21, 31, 43, 47] utilize standard adversarial learning to enhance the performance. Among them, AdaptSeg [43], which is the first work to replace VGG with ResNet backbone in this task. Besides, [41] assigns sample-wise weight scores for cross-entropy loss to suppress the negative effect in the transfer process. In contrast, our dynamic discrepancy is designed for adversarial loss. Besides, self-training is another technique, which generates pseudo labels for making use of the unlabeled data. For instance, Seg-Uncertainty [56] predicts the confidence for the pseudo labels; ProDA [54] relies on prototypes to further correct the pseudo labels during training in an online manner; MetaCorrection [15] depicts the noise distribution of pseudo labels via meta-learning; SAC [1] proposes an augmentation consistency approach for cross-entropy loss to suppress the negative effect in the target domain that can be generalized from source domain 

Other related works. Recently, Transformer [46] and dynamic networks [17] become more popular in deep learning. Deeper discussion about the relationship between Transformer and dynamic networks can be found in [16, 17]. Pioneered by ViT [10], many Transformer-based vision backbones [14, 28, 42, 48, 50, 53] have been proposed and achieved superior performance over a wide range of CV tasks. Particularly, by introducing shifted windows which capture local information to the self-attention module, Swin-Transformer [28] became a representative of the local ViTs [8, 16, 45]. Despite the prevalence of Transformers in CV tasks, there is still limited attempt of them in domain adaptation.

3. TransDA

In this section, we first illustrate the overall architecture of our method, then provide more details about each component, i.e., local ViT segmentation network, momentum network, and dynamic of discrepancy measurement, in the corresponding subsections.

3.1. General Formulation

In domain adaptive semantic segmentation, we have a source domain $D^s = \{x^s_i, y^s_i\}_{i=1}^{N^s}$ that consists of $N^s$ labeled images and a target domain $D^t = \{x^t_i\}_{i=1}^{N^t}$ of $N^t$ unlabeled images. Let $\mathcal{Y}^s$ and $\mathcal{Y}^t$ denote the label spaces of the source and target spaces, respectively. For simplicity, the superscripts $s$ and $t$ denote the source and target domains, respectively. We use $\mathcal{Y}^c = \mathcal{Y}^s \cap \mathcal{Y}^t$ to denote the common label set shared by both domains, and $\mathcal{Y}^{sp} = \mathcal{Y}^s \setminus \mathcal{Y}^c$ and $\mathcal{Y}^{tp} = \mathcal{Y}^t \setminus \mathcal{Y}^c$ to represent the source and target private parts, respectively, following the setting of UniDA [52]. We denote $K^c$ the number of classes in $\mathcal{Y}^c$. In what follows, we utilize the symbols $x(i, j)$ (resp. $y(i, j)$) to denote each pixel of the input image (resp. the output dense predictions) at grid $(i, j)$, and $x$ (resp. $y(x)$) to represent arbitrary pixel by omitting the pixel index.

Following [16] and attention [46] definition, $\theta(\cdot)$ varies with the input. From this, we can define the segmentation network using local ViTs as $f_{\theta(\cdot)}$. Based on local ViTs, the goal of domain adaptive semantic segmentation is to learn a segmentation network $f_{\theta(\cdot)}$ with parameter function $\theta(\cdot)$ for target domain that can be generalized from source domain $f_{\theta(\cdot)}$. This implies we decompose it into two sub-goals: i) fitting the source-domain data, and ii) aligning the distributions of features between the source and target domains. The formal definition is given:

**Definition 1 (Transformer Domain Adaptive Semantic Segmentation) Given the denotations defined before, the segmentation network $f_{\theta(\cdot)}$ is learned by**

$$
\min_{\theta(\cdot)} \mathbb{E}_{x^s, y^s \sim D^s}[H(f^{\theta}_{\theta(x^s, \theta^s)}(x^s), y^s) + H(f^{\theta}_{\theta(x^s, \theta^s)}(x^s), \hat{y}^s)] \\
+ \text{Dis}(f^{\theta}_{\theta(x^s, \theta^s)}(x^s), f^{\theta}_{\theta(\cdot)}(x^s))] \\
s.t. \quad \theta^s \leftarrow \theta^s, \\
\hat{y}^s \leftarrow f^{\theta}_{\theta(x^s, \theta^s)}(x^s),
$$

where, $\theta(\cdot)$ is a function of the input sample, $\mathbb{E}[\cdot]$ computes the expectation, $H(\cdot)$ can usually be implemented as the cross-entropy loss, and $\text{Dis}(\cdot)$ measures the discrepancy between domains. The pseudo labels $\hat{y}^t$ is constructed from the most probable class predicted by $f^{\theta}_{\theta(\cdot)}$, which is directly
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copied from \( f^s_{\hat{\theta}(\cdot)} \) where \( \hat{\theta} \) are the parameters of \( f^s_{\hat{\theta}(\cdot)} \) and \( \hat{\theta}' \) are those of \( f^t_{\hat{\theta}(\cdot)} \).

In practice, \( H(\cdot) \) and \( \text{Dis}(\cdot) \) do not share the exact function \( f^s_{\hat{\theta}(\cdot)} \) in Eq. 1; for example, as what we do in our implementation later, the outputs by \( f^s_{\hat{\theta}(\cdot)} \) are treated as the hidden features and will be stacked with different layers before the inputs for \( H(\cdot) \) and \( \text{Dis}(\cdot) \). Here, for brevity, we omit this kind of nonessential difference, and use Eq. 1 in its current form.

As discussed later in Sec 3.3, to smooth the learning dynamics on target domain, we propose a momentum network to work with ViTs, i.e., Momentum Transformer. Moreover, the discrepancy loss \( \text{Dis}(\cdot) \) penalizes all input pairs as a whole, which will compromise the discrimination between the samples of different classes in either the source or target domain. Therefore, we correlate both the segmentation network and the discrepancy measurement with the input samples. The formal formulation of the problem is given below.

**Definition 2 (Momentum Transformer Domain Adaptive Semantic Segmentation)** Given the denotations defined before, the segmentation network \( f^s_{\hat{\theta}(\cdot)} \) and the weight \( w \) are learned by

\[
\min_{\hat{\theta}(\cdot), w(\cdot)} \mathbb{E}_{x^s, y^s \sim D^s} [H(f^s_{\hat{\theta}(x^s, \cdot)}(x^s), y^s) + H(f^t_{\hat{\theta}(x^t, \cdot)}(x^t), y^t)] + \text{Dis}_{\hat{\theta}(x^s, x^t)} (f^s_{\hat{\theta}(x^s, \cdot)}(x^s), f^t_{\hat{\theta}(x^t, \cdot)}(x^t))],
\]

s.t. \( \hat{\theta}' = m \hat{\theta} + (1 - m) \hat{\theta} \),
\( \hat{y}' = f^t_{\hat{\theta}(x^t, \cdot)}(x^t) \),

Here, \( \hat{\theta}(\cdot) \) is a function of the input sample, and \( \text{Dis}(\cdot) \) is correlated with the weight \( w(\cdot, \cdot) \). The pseudo labels \( \hat{y}' \) is constructed from the most probable class predicted by \( f^t_{\hat{\theta}(\cdot)} \), which is updated with momentum copy from \( f^s_{\hat{\theta}(\cdot)} \) where \( m \in [0, 1) \) is a momentum coefficient.

In the following subsections, we will introduce the details of the local ViT segmentation network \( f^s_{\hat{\theta}(\cdot)} \), the momentum network \( f^t_{\hat{\theta}(\cdot)} \), and the dynamic of discrepancy measurement \( \text{Dis}_{w(x', x')} \).

### 3.2. Local ViT Segmentation Network for Domain Adaptation

In this paper, our segmentation network \( f^s_{\hat{\theta}(\cdot)} \) via a typical Local ViT model – Swin Transformer for Semantic Segmentation [28]. It includes a feature extractor \( F \) and a classifier \( C \) that will be used for the formulation of the loss \( H(\cdot) \) in Eq. 2. The segmentation categorical prediction is then:

\[
p^s = [p^s_1, \ldots, p^s_{K_C}] = C^s(F^s(x^s)) = f^s_{\hat{\theta}(x^s)}(x^s) \quad (3)
\]

With the above function, the objective \( H(\cdot) \) in Eq. 2 can be formally defined:

\[
\mathcal{L}_{ce} = -\mathbb{E}_{y^s} \sum_{k=1}^{K_C} y^s_k \log (p^s_k), \quad (4)
\]

where \( p^s_k \) and \( y^s_k \) denote the predicted outputs and ground-truth, respectively, for the \( k \)-th class.

Similarly, on target domain, we can get the construct the pseudo labels \( \hat{y}' \) based on \( f^t_{\hat{\theta}(\cdot)} \). We first obtain the categorical prediction on target domain:

\[
p^t = [p^t_1, \ldots, p^t_{K_C}] = C^t(F^t(x^t)) = f^t_{\hat{\theta}(x^t)}(x^t). \quad (5)
\]
Then, the target pseudo labels is defined as a one-hot vector:

$$
\hat{y}_k = \begin{cases} 
1, & \text{if } k = \arg \max_{k'} \hat{p}_{k'}^{\text{t}} \\
0, & \text{otherwise}
\end{cases}
$$

To align the source and target domain and improve the discriminability of the latent space, we follow the common practice, i.e., self-training $f_{\theta_{(i)}}^s$ with both labeled source samples and pseudo-labeled target samples. Following the above notations, that said we need to train $F^s$ and $C^s$ by $\mathcal{L}_{\text{ce}}^{\text{target}}$. In this way, the networks $F^s$ and $C^s$ are bootstrapped by learning from pseudo labels that only get update till convergence, and then the updated labels are employed for the next training round. We obtain the segmentation categorical prediction on target domain by $f_{\theta_{(i)}}^t$ as follows:

$$p^t = [p_1^t, \ldots, p_{K^t}^t] = C^s(F^s(x^t)) = f_{\theta_{(i)}}^t(x^t)$$

With the pseudo labels, the loss functions of segmentation in the target domain can then be defined as:

$$\mathcal{L}_{\text{ce}}^{\text{target}} = -\mathbb{E}_{P^t} \left[ \sum_{k=1}^{K^t} \hat{y}_k \log (p_k^t) \right],$$

where $p_k^t$ and $\hat{y}_k^t$ denote the predicted outputs and ground-truth, respectively, for the $k$-th class.

Traditional implementation by using adversarial training has been proven effective [21]. Particularly, it aligns features by using a binary domain discriminator $D$ [13] to model the marginal distribution $\mathbb{P}(d|F(x))$ by a 1-dimensional vector. In contrast to perform the class-agnostic adversarial training, [6, 47] uses a class-level domain discriminator to explicitly models the conditional distribution $\mathbb{P}(d, k|F(x))$, according to $\mathbb{P}(d|F(x)) = \sum_{k=1}^{K^c} \mathbb{P}(d, k|F(x))$, to minimize the discrepancy between domains for each class separately. We will introduce the details of adversarial loss $\mathcal{L}_{\text{adv}}$ in § 3.4.

### 3.3. Momentum Network for Target Domain

On target domain, we cannot directly train the segmentation network $f_{\theta_{(i)}}^t$ (constituted by feature extractor $F^s$ and classifier $C^s$), since there is no ground-truth. A naïve solution is to use pseudo-labels and features generated by the source domain segmentation network $f_{\theta_{(i)}}^s$ to train $f_{\theta_{(i)}}^t$ in self-training and adversarial training. As shown in Figure 1(a), target pseudo labels $C^s(F^s(x^t))$ are crucial for the classifier to make dense prediction, and target features $F^s(x^t)$ are essential for the discriminator to align features distribution.

However, through experiments, we find that such training schema on target domain is very unstable. To further inspect target pseudo labels $C^s(F^s(x^t))$ and target features $F^s(x^t)$, we sample 8 images from Cityscapes train set [9], and track how drastically $D(F^s(x^t))$ and $C^s(F^s(x^t))$ change over time. To be more specific, let’s denote the output of these two functions at iteration $i$ as $D_i(F^s(x^t))$ and $C_i(F^s(x^t))$. Then, we track both $\|D_{i+1}(F^s_{i+1}(x^t)) - D_i(F^s_i(x^t))\|$ and $\|C_{i+1}(F^s_{i+1}(x^t)) - C_i(F^s_i(x^t))\|$. To make sure this phenomenon is consistent, we use 5 random seeds to run the experiment, and the average and standard deviation of these distance sums are given in Figure 1 (b) and (c) respectively. As shown in Figure 1, by comparing the change of predictions under different backbones, we can see that the outputs of local ViTs (Swin-S) vibrate more drastically than conventional CNNs (ResNet-101), as indicated by the yellow line.

Formally, we can also formulate the learning of $f_{\theta_{(i)}}^t$ following the knowledge distillation [19] framework, where $f_{\theta_{(i)}}^t$ is the teacher model and $f_{\theta_{(i)}}^t$ is the student model. Then, our above phenomenon is essentially the same to the
“zig-zag” learning dynamics found in [37]. To be more specific, the authors find that change of teacher’s predictions is very unsmooth, thus generates massive high-frequency components during its supervised learning. Thus, they introduced a low-pass filter to smooth the predictions from teacher, and it turned out this can indeed improve the quality of supervision. Although the teacher model and student model in the domain adaptation task are from two different domains, in contrast to single domain in [37], we argue that the above issues can also be tackled by a low-pass filter.

However, the original implementation in [37], i.e., a look-up table which stores predictions for all training example, is very infeasible in semantic segmentation as it requires huge storage overhead for all pixels. With further analysis, the drastic change of predictions actually indicate that the parameters are changing drastically. Thus, we argue that momentum network can also be used to smooth the parameters of $F^t$ and $C^t$ in order to smooth the supervision provided by $f_{\theta(t)}$ illustrated in the above paragraph.

As illustrated in Figure 3, MoPL only smooths the target pseudo label supervision $C^s(F^s(x^t))$ for source classifier $C^s$ and feature extractor $F^s$, MoFA only smooths the target feature supervision $F^s(x^t)$ for discriminator $D$, and MoPL+MoFA jointly smooth the $C^s(F^s(x^t))$ and $F^s(x^t)$. As shown in Table 1, we find that MoPL+MoFA is the only way for local ViT model to succeed in this task, revealing that jointly smoothing the pseudo labels and features is essential. Concretely, the feature extractor $F^t$ and classifier $C^t$ on target domain are updated by a momentum copy from source domain $f_{\theta(t)}$ in Eqn.(2). Note that only the parameters $\theta^s$ (of $F^s$ and $C^s$) are updated by the gradient of $\mathcal{L}_{source}$, $\mathcal{L}_{target}$ and $\mathcal{L}_{adv}$. Meanwhile, since $f_{\theta(t)}$ is the momentum network of $f_{\theta(t)}$, the gradient cannot directly update $f_{\theta(t)}$. As shown in § 4.4, we find that a relatively large momentum (e.g., $m = 0.999$, our default) works much better than a smaller value (e.g., $m = 0.9$), suggesting that a slowly evolving $f_{\theta(t)}$ can effectively smooth the target pseudo labels and features (Figure 1(b) and (c)).

3.4. Dynamic of Discrepancy Measurement

This subsection presents how to realize the dynamic of discrepancy measurement $\text{Dis}_{w(x^s, x^t)}$ in Eq. 2. To avoid the exacerbation by the noise and errors, we propose to use dynamic weighting $w$ to suppress the influence of false samples in the transfer process. Concretely, the larger $w$ is, the more reliable transferability it is. For binary domain discriminator, we realize the dynamic discrepancy $\text{Dis}_{w(x^s, x^t)}$ by the weighted adversarial loss below:

$$
\mathcal{L}_{adv} = -E_{D_1}[w^s(x^s) \log D(F^s(x^s))] - E_{D_2}[w^t(x^t) \log (1 - D(F^t(x^t)))],
$$

where the dynamic weighting $w^s(x^s)$ and $w^t(x^t)$ are implemented as $w^s(x^s)$ for the source input and $w^t(x^t)$ for the target input. For class-level domain discriminator, please refer to Supplementary Material.

Similar to UniDA [52], we use a non-adversarial domain similarity network $S$ to obtain the domain similarity to the source domain. The objective of $S$ is to predict the samples from source domain as 1 and those from target domain as 0. The loss function of domain similarity is given as follows:

$$
\mathcal{L}_{sim} = -E_{D_1}[\log S(F^s(x^s))] - E_{D_2}[\log (1 - S(F^t(x^t)))].
$$

Here, $S(\cdot) \in [0, 1]$ can be seen as the quantification for the domain similarity of each sample. For a source sample, smaller score means that it is more similar to the target domain; for a target sample, vice versa. Therefore, we can hypothesize that $E_{x \sim D_1, y \sim p_s} S(F^s(x^{y^s})) > E_{x \sim D_2, y \sim p_s} S(F^t(x^{y^t}))$. We now depict how to obtain the weights $w^s(x)$ and $w^t(x)$ in Eq. 9. Given each input $x$, its domain similarity $S(x)$ and segmentation categorical prediction $p(x)$ over the label set $Y^s$, we dynamically compute $w^s(x)$ and $w^t(x)$ by:
| adversarial | dynamic discrepancy | MoPL | MoFA | ResNet-101(43M) | mIoU gain | Swin-S(50M) | mIoU gain |
|-------------|---------------------|------|------|----------------|-----------|-------------|-----------|
| w/o         | ✓                   |      |      | 46.7 ± 0.8     | -         | 52.5 ± 5.1  | -         |
|             |                     |      |      | 46.3 ± 0.7     | ↓ 0.4     | 47.4 ± 0.2  | ↓ 5.1     |
| binary      | ✓                   | ✓    |      | 48.8 ± 0.5     | ↑ 2.1     | 53.9 ± 2.3  | ↑ 1.4     |
|             | ✓                   | ✓    |      | 49.0 ± 0.3     | ↑ 2.3     | 51.8 ± 1.3  | ↓ 0.7     |
|             | ✓                   | ✓    |      | 45.9 ± 0.5     | ↓ 0.8     | 46.8 ± 1.7  | ↓ 5.7     |
|             | ✓                   | ✓    |      | 46.4 ± 0.4     | ↓ 0.3     | 58.9 ± 0.5  | ↑ 6.4     |
|             | ✓                   | ✓    |      | 47.9 ± 0.3     | ↑ 1.2     | 54.5 ± 1.3  | ↑ 1.2     |
|             | ✓                   | ✓    |      | 48.6 ± 0.2     | ↑ 1.9     | 52.6 ± 0.1  | ↑ 0.1     |
|             | ✓                   | ✓    |      | 46.3 ± 0.9     | ↓ 0.4     | 49.2 ± 3.2  | ↓ 3.3     |
|             | ✓                   | ✓    |      | 46.7 ± 0.7     | ↑ 0.0     | 59.3 ± 0.7  | ↑ 6.8     |

| class       | ✓                   | ✓    | ✓    | 47.9 ± 1.1     | ↑ 1.2     | 52.7 ± 1.1  | ↑ 0.2     |
| discriminator|                     |      |      | 49.6 ± 0.5     | ↑ 2.9     | 49.3 ± 1.1  | ↓ 3.2     |
|             | ✓                   | ✓    | ✓    | 45.3 ± 1.5     | ↓ 1.4     | 49.0 ± 4.6  | ↓ 3.5     |
|             | ✓                   | ✓    | ✓    | 46.4 ± 0.5     | ↓ 0.3     | 57.2 ± 0.8  | ↑ 4.7     |
|             | ✓                   | ✓    | ✓    | 47.4 ± 0.9     | ↑ 0.7     | 55.5 ± 1.6  | ↑ 3.0     |
|             | ✓                   | ✓    | ✓    | 48.5 ± 0.5     | ↑ 1.8     | 49.4 ± 1.4  | ↓ 3.1     |
|             | ✓                   | ✓    | ✓    | 45.2 ± 1.3     | ↓ 1.5     | 48.4 ± 3.4  | ↓ 4.1     |
|             | ✓                   | ✓    | ✓    | 46.8 ± 0.3     | ↑ 0.1     | 58.2 ± 0.9  | ↑ 5.7     |

Table 1. Smoothing matters on different backbones. All variants employ self-training on GTA5→Cityscapes. MoPL: Momentum Network for target pseudo labels, MoFA: Momentum Network for target features in adversarial training.

\[ w^s(x^s) = \frac{E(p^s)}{\log |K^c|} - S(F^s(x^s)), \]
\[ w^t(x^t) = S(F^t(x^t)) - \frac{E(\hat{p})}{\log |K^c|}. \]  

Note that the entropy \( E(p) \) is normalized by its maximum value (\( \log |K^c| \)) so that it is restricted into [0, 1] and comparable to the domain similarity \( S(F(x)) \). The entropy \( E(p(x)) \) can quantify the uncertainty, and smaller entropy means more confident prediction. Thus, we can assume that \( \mathbb{E}_{x \sim D^{src}} E(p^{\hat{y}}^s) > \mathbb{E}_{x \sim D^{src}} E(p^{y^t}) > \mathbb{E}_{x \sim D^{src}} E(p^{y^t}) \). Besides, the weights \( w \) are min-max normalized into interval [0, 1]. The motivation is that for any source sample, it should be weighted more, if there is larger uncertainty within the prediction and smaller similarity to the source domain. For the target sample, vice versa.

3.5. Full Training Procedure

By assembling the above modules, we propose a simple training schedule for TransDA to joint self-training along with adversarial training. The training process is proceeded in terms of curriculum-like learning.

Warm-up Phase: We load and fine-tune the Swin model in terms of cross-entropy (CE) loss (Eq. 4) in source domain, the domain similarity loss (Eq. 10) and the weighted adversarial loss (Eq. 9). The full objective of warm-up phase:

\[ \min_{F,C,S} \max_{D} L_{source}^{ce} + L_{sim} - L_{adv}. \]  

Train Phase: We further transfer knowledge from the warm-up phase segmentation network to a pretrained student network (i.e., Swin pretrained on ImageNet), by the self-training paradigm [54]. The teacher model generates one-hot pseudo labels \( \hat{y} \) to teach the student network via a cross-entropy loss. It can be carried out for several rounds, and for each round, the student model is always initialized as the pretrained model in order to escape from the local optima in the last round. We conduct self-training in terms of cross-entropy (CE) loss (Eq. 4 and 8), the domain similarity loss (Eq. 10) and the weighted adversarial loss (Eq. 9). The full objective of start phase is as follows:

\[ \min_{F,C,S} \max_{D} L_{source}^{ce} + L_{target} + L_{sim} - L_{adv}. \]

4. Experiments

4.1. Implementation

Datasets. We evaluate the performance of our methods on the challenging domain adaptive semantic segmentation task. The source domain contains two synthetic datasets, GTA5 [38] and SYNTHIA [39] and the target domain is a real dataset: Cityscapes [9]. We conduct experiments on two domain adaption flows: GTA5→Cityscapes and SYNTHIA→Cityscapes. To be specific, GTA5 and SYNTHIA share 19 and 16 common categories with Cityscapes, respectively. On SYNTHIA→Cityscapes, following [32], we consider two different testing protocols: applying all 16 common categories or just a subset consisting of 13 categories for evaluations. Note that we train the model on the
Figure 5. Visualizations of domain adaptive semantic segmentation based on Swin ViT at the inference stage. Abbreviation: (S)elf (T)raining, (A)dversarial (T)raining. * denotes employing our proposed smoothing method.

| comp. | vanilla | DA | DA+AT | DA+ST | DA+ST+AT | DA+ST*+AT* |
|-------|---------|----|-------|-------|----------|------------|
| mIoU  | 38.4±2.7 | 45.9±2.7 (↑7.5) | 49.7±1.2 (↑11.3) | 52.5±5.1 (↑14.1) | 53.9±2.3 (↑15.5) | 59.3±0.7 (↑20.9) |

Table 2. Foundation components in this new local ViT-backbone baseline.

4.2. Ablation study: smoothing matters

To validate the effectiveness of our proposed key techniques: momentum network and dynamic of discrepancy measurement, we conduct the ablation study under different backbones on the GTA5→Cityscapes. We report the results in Table 1 and have the following observations:

- As can be seen in the third row of results, the gain of backbone replacement is +5.1 (53.9-48.8) when employing just the almost ubiquitous self-training, which validates the cross-domain transferability of local ViT backbone. However, by addressing the high-frequency components problem in local ViT, our proposed method can further boost the performance +5.4 (59.3-53.9). This additional improvement can be viewed as significant since it is much larger than that of AdaptSeg [43] (+3.1), which is the first work to replace VGG with ResNet in this task.

- We also observe different trends for different models under the same setting, such as row 2 and 4 in binary discriminator and row 2,4 and 6 in class discriminator. It implies the inherent difference between two backbones, which justifies the motivation of our model design.

- On Swin-S, the proposed momentum network dramatically improves the performance (+5.0=58.9-53.9 on binary discriminator). It indicates that Swin-S suffers from the severe high-frequency component problem both in target pseudo labels and features, it is vital to smooth both at the same time.

- For ResNet-101, smoothing pseudo labels can also improve its performance, while smoothing both pseudo la-
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Table 3. Comparisons with state-of-the-art methods on GTA5→Cityscapes

| Backbone: ResNet-101 (43M) | w/o Adaptation | AdaptSeg [43] | Seg-Uncertainty [56] | MetaCorrection [15] | SAC [1] | Coarse-to-Fine [32] | TransDA-S | w/o Adaptation | TransDA-S | ProDA [54] |
|----------------------------|----------------|--------------|----------------------|---------------------|--------|---------------------|-----------|----------------|----------|-----------|
| [road] | 55.6 | 23.8 | 74.6 | 9.2 | 0.2 | 24.4 | 6.1 | 12.1 | 24.8 | 79.0 | 55.3 | 19.1 | 39.6 | 23.3 | 13.7 | 25.0 |
| [sidew] | 79.2 | 37.2 | 78.8 | - | - | - | 9.9 | 10.5 | 78.2 | 80.5 | 53.5 | 19.6 | 67.0 | 29.5 | 21.6 | 31.3 |
| [building] | 87.6 | 41.9 | 83.1 | 14.7 | 1.7 | 36.2 | 31.3 | 19.9 | 81.6 | 80.6 | 63.0 | 21.8 | 86.2 | 40.7 | 23.6 | 53.1 |
| [pole] | 92.6 | 52.7 | 81.3 | 8.9 | 2.4 | 28.1 | 13.0 | 7.3 | 83.5 | 85.0 | 60.1 | 19.7 | 84.8 | 37.2 | 21.5 | 43.9 |
| [light] | 89.3 | 47.2 | 85.5 | 26.5 | 1.3 | 43.0 | 45.5 | 32.0 | 87.1 | 89.3 | 63.6 | 25.4 | 86.9 | 35.6 | 30.4 | 53.0 |
| [fence] | 75.7 | 30.0 | 81.9 | 11.5 | 2.5 | 35.3 | 18.0 | 32.7 | 86.2 | 90.1 | 65.1 | 33.2 | 83.3 | 36.5 | 35.1 | 54.3 |
| [traffic sign] | 87.8 | 45.7 | 84.6 | 37.1 | 0.6 | 44.0 | 54.6 | 37.0 | 88.1 | 84.4 | 74.2 | 24.3 | 88.2 | 51.1 | 40.5 | 45.6 |

Table 4. Comparisons with state-of-the-art methods on SYNTHIA→Cityscapes. mIoU and mIoU* denote the scores across 16 and 13 categories respectively.

4.3. Ablation study: foundation components

As the first work to build a new baseline based on a local ViT backbone, it is essential to ablate the foundation components to provide the basic insight.

As shown in Table 2 and Figure 5, we explore the potential of leveraging local ViT backbones via a classical training paradigm. We observe: i) Besides in fully supervised learning, data augmentation techniques also play an vital role in local ViT backbones for domain adaptation; ii) Adversarial training can further improve the transferability, but the effect is not as obvious as using self-training alone; iii) If they are adopted jointly, a bottleneck for further improvement is encountered. However, with our proposed smoothing method, the potential of the model under this classical training paradigm is fully released (+5.4=59.3-53.9).

To better develop intuition, we visualize the learned features for TransDA in Figure 4. We find that: i) By using ResNet-101, the predictions of different classes are mixed together in both domains, showing the weak ability in semantic distinction; ii) When applying self-training upon Swin-S, the samples of different classes are well separated, which is probably owing to the better expressivity of local ViT. Meanwhile, particularly for the class “person”, the source domain and target domain overlap with each other by a large percentage, showing the better generalization ability across domains; iii) After applying adversarial training upon Swin-S, the shape of the feature space is closer to a sphere. At the same time, the samples of both domains are

| Backbone: Swin-S VI (50M) | w/o Adaptation | TransDA-S | w/o Adaptation | TransDA-B |
|----------------------------|----------------|-----------|----------------|-----------|
| mIoU | 86.5 | 36.8 | 86.3 | 14.1 | 28.6 | 68.3 | 16.8 | 23.4 | 37.8 | 51.0 | 34.3 | 83.8 | 42.1 | 85.7 | 68.5 | 25.4 | 83.5 |
| mIoU* | 59.3 | 37.7 | 47.2 | 58.0 | 20.0 | 35.3 | 70.1 | 16.3 | 24.5 | 36.1 | 24.3 | 36.9 | 10.4 | 34.8 | 35.5 |

Table 5. Comparisons with state-of-the-art methods on Cityscapes.
well separated across different categories.

Compared with conventional CNNs, the representations of local ViTs are significantly different. Taking the interesting inspiration from [16] that the attentions used in local ViTs are indeed equivalent to depth-wise CNNs with dynamic weight, local ViTs acquire the dynamic nature of $f_{\theta}(\cdot)$. Joining the study by DRT [26], the dynamic nature may break down domain barriers better. Based on the above observations and discussions, it reveals that it’s an urge to explore the original techniques in this field to develop new methods based on this new backbone to break through the performance ceiling.

4.4. Ablation study: momentum coefficient

The table below shows TransDA-S mIoU on GTA5→Cityscapes with different momentum values ($m$ in Eqn.(2)):

| momentum m | 0     | 0.9   | 0.99  | 0.999 | 0.9999 |
|------------|-------|-------|-------|-------|--------|
| mIoU       | 54.9±2.3 | 51.6±2.3 | 56.5±2.0 | 59.3±0.7 | 53.1±0.4 |

It performs reasonably well when $m$ is 0.99 and 0.999, showing that a smooth (i.e., relatively large momentum) $F^t$ and $C^t$ is beneficial. When $m$ is too large (e.g., 0.9999), due to over-smoothing, it will lead to under-fitting in insufficient training schedule; When $m$ is too small (e.g., 0 and 0.9), the performance drops considerably. Thus, the momentum should conform to the learning dynamics.

4.5. Benchmarks

We comprehensively compare our proposed method with the recently leading approaches in the two domain adaptation scenarios: GTA5 → Cityscapes in Table 3 and SYNTHIA → Cityscapes in Table 4. From Table 3, we have the following observations: Our TransDA-S arrives at the best mIoU score as 60.6, outperforming all existing methods by a large margin. Even looking at the adaptation gain, our TransDA achieves +24.5 (62.2-37.7) with a larger margin than +23.4 (62.0-38.6) by the state-of-the-art method ProDA [54]. From Table 4, we observe that naively replacing the backbone with Swin-S even suffers a small small performance degradation -0.9 (=37.7-38.6). It implies that generalization is instead compromised by naively replacing the backbone. On the other hand, our TransDA still consistently surpasses all compared methods. Specially, looking at the adaptation gain, our TransDA achieves +24.5 (=62.2-37.7) with a larger margin than +23.4 (=62.0-38.6) by the ProDA [54], which can be viewed as significant considering that the better performance is harder to optimize. Such adaption gain verifies the effectiveness of our proposed method.

5. Conclusion

In this paper, we present TransDA, a novel domain adaptive semantic segmentation based on local ViTs. Our contribution is the discovery of the severe high-frequency component problem of local ViTs on pseudo-label generation and feature alignment for target domain. To tackle the above issues, we propose the momentum network and dynamic of discrepancy measurement, to smooth the learning dynamics for target domain. Compared to these long-explored methods on conventional backbones, TransDA can unleash the great potential of traditional methods without incurring substantial technical complexity, leading to a new SOTA baseline based on ViTs in domain adaptive semantic segmentation.
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A. Appendix

A.1. Toy Example to Illustrate High-Frequency Components Problem

In Figure 1(b) and (c) of our main body, we track both $\|D_{i+1}(F^i_s(x^t)) - D_i(F^i_s(x^t))\|_1$ and $\|C_{i+1}^s(F^s_{i+1}(x^t)) - C_i^s(F^s_i(x^t))\|_1$. Denotes $D_i(F^i_s(x^t))$ or $C_i^s(F^s_i(x^t))$ as $p_i$. Then we refer to

$$\|p_{i+1} - p_i\|_1 = \frac{1}{S \times N} \sum_{s} \sum_{n} \sum_{w} \sum_{h} \sum_{k} \|p_{i+1}^s, n, w, h, k - p_i^s, n, w, h, k\|$$

(14)

as change of predictions in local ViTs (Swin-S) for domain adaptive semantic segmentation, where $S = 5$ denotes the number of seeds, $N = 10$ denotes the number of images, $W$ and $H$ denotes the size of predictions, $K = 19$ denotes the number of categories.

However, since the above $p_i$ is too complicated to visualize, in the following of this subsection, we instead use a toy example for visualisation and illustration about the so called high-frequency component problem which implies that large variance in model's prediction in this section. Suppose the number of categories is $K = 5$. To control the variance degree of model’s predictions over time, we synthesize the prediction sequences with three Gaussian processes whose means are $\mu_1 = \mu_2 = \mu_3 = 0 \in \mathbb{R}^5$ and variances are $\sigma_1 = 0.5$, $\sigma_2 = 1.0$, $\sigma_3 = 10.0$. To make the following easier, let’s denote these three Gaussian processes as ‘small’, ‘medium’, ‘large’ respectively. We then sample predictions over $T = 20$ iterations time for each of them, and then apply a softmax function along categorical dimension on these predictions to convert them to categorical distributions which are denoted as $p^s_i$, $p^m_i$, $p^l_i$,  for source domain, but the opposite in $D(F^s(x^t))$ and $D(F^s(x^t))$ from discriminator. This may due to that in adversarial training, the features of target domain $F^s(x^t)$ encoding by the source feature extractor are difficult to deceive the discriminator, but the features of source domain $F^s(x^t)$ can easily deceive the discriminator during the training process.

A.2. More Discussions about the High-Frequency Components Problem

More Observations of the Problem. In Supplementary Material, we further explore the high-frequency component problem on source domain. We randomly sample 8 images from source domain, GTA5 [38] and target domain, Cityscapes train set [9], respectively and use $S = 5$ random seeds to run the experiment.

First, we conduct research on Swin-S ViT and observe:

- In Figure 7(a), without smoothing, the change of predictions $C^s(F^s(x^t))$ from classifier for target domain is larger than $C^s(F^s(x^t))$ for source domain, but the opposite in $D(F^s(x^t))$ and $D(F^s(x^t))$ from discriminator. The performance of this variant on the task of GTA5 → Cityscapes (57.8 ± 0.8) shows that smoothing the source domain features for feature alignment, due to that source domain has ground-truth supervision signals. In Figure 7(c), after applying momentum network $F^t$ for source domain, the change of predictions $D(F^t(x^t))$ from classifier for target domain is significantly reduced, and the change of predictions $D(F^t(x^t))$ from discriminator are also both pulled down, which might because the features of source domain is indirectly smoothed due to feature alignment.

- For the high-frequency components problem on source domain, we only consider smoothing the source domain features for feature alignment, due to that source domain has ground-truth supervision signals. In Figure 7(c), after applying momentum network $F^t$ for source domain, the change of predictions $D(F^t(x^t))$ and $D(F^t(x^t))$ from discriminator are both pulled down further. However, this caused the change of predictions $C^t(F^t(x^t))$ from classifier for target domain to oscillate violently. The performance of this variant on the task of GTA5 → Cityscapes (57.8 ± 0.8) shows that smoothing the source domain features for feature alignment will cause performance degradation.

Secondly, we also conduct research on ResNet-101, and observe:

- In contrast to Figure 7, we can find the change of predictions is very small in Figure 8, which implies that the high-frequency component problem is specific for ViTs but not CNNs.

- In Figure 8(a) and (b), the situation is basically the same as that of Figure 7(a) and (b).

- In Figure 8(c), smoothing the source domain features for feature alignment is basically useless. Compared with Figure 7(c), the change of predictions $C^s(F^s(x^t))$ from classifier is also not affected.
Impact of the Issue. The impact of high-frequency components in the predictions of the classifier is reflected in generating target pseudo labels after each training round, which is not conducive to self-training in the next training round. In contrast, the impact of high-frequency components in feature encoding is mainly reflected in features alignment after each training iteration, which is not conducive to adversarial training in the next training iteration. The period and phase of impact are different, target features affect each iteration in the current round, but target pseudo labels affect each iteration in the next round. It is worth noting that adversarial training itself is unstable, let alone to align the poor target domain distribution produced by ViT, it will be even more unstable. So smoothing could be a requirement for ViT with adversarial training in various tasks. Different from [37], our work discusses the importance of features in adversarial training for domain adaptation, while [37] emphasizes the importance of labels in supervised training.
A.3. Details of Discrepancy Measurements in Table 1

In this section, we provide the detailed definitions about the discrepancy measurements Dis(·) that we compared in the ablation study: smoothing matters.

For binary domain discriminator, the binary adversarial loss is defined as follows:

$$\mathcal{L}_{adv}^{bin} = -\mathbb{E}_{\mathcal{D}_s} [\log \mathcal{D}(F_s(x_s))] - \mathbb{E}_{\mathcal{D}_t} [\log(1 - \mathcal{D}(F_t(x_t)))]$$ \hspace{1cm} (15)

We realize the dynamic discrepancy Dis$_w(x_s, x_t)$ by the weighted binary adversarial loss defined as below:

$$\mathcal{L}_{adv}^{wbin} = -\mathbb{E}_{\mathcal{D}_s} [w_s(x_s) \log \mathcal{D}(F_s(x_s))] - \mathbb{E}_{\mathcal{D}_t} [w_t(x_t) \log(1 - \mathcal{D}(F_t(x_t)))]$$ \hspace{1cm} (16)

where the dynamic weighting $w(x_s, x_t)$ refers to $w_s(x_s)$ on the source input and $w_t(x_t)$ on the target input.

For class domain discriminator, the class-level adversarial loss is:

$$\mathcal{L}_{adv}^{cls} = -\mathbb{E}_{\mathcal{D}_s} \left[ \sum_{k=1}^{K^c} p_s^k \log \mathcal{D}_k(F_s(x_s)) \right] - \mathbb{E}_{\mathcal{D}_t} \left[ \sum_{k=1}^{K^c} \hat{p}_t^k \log(1 - \mathcal{D}_k(F_t(x_t))) \right]$$ \hspace{1cm} (17)

where $\mathcal{D}_k$ refers to the $k$-th output channel of the discriminator, and the prediction $p_k$ from the classifier is adopted to balance the class-level importance. We implement the dynamic discrepancy Dis$_w(x_s, x_t)$ as a weighted class-level adversarial loss defined as below:

$$\mathcal{L}_{adv}^{wcs} = -\mathbb{E}_{\mathcal{D}_s} [w_s(x_s) \sum_{k=1}^{K^c} p_s^k \log \mathcal{D}_k(F_s(x_s))]$$

$$- \mathbb{E}_{\mathcal{D}_t} [w_t(x_t) \sum_{k=1}^{K^c} \hat{p}_t^k \log(1 - \mathcal{D}_k(F_t(x_t)))].$$ \hspace{1cm} (18)

A.4. Averaged Scores and Standard Deviations on Benchmarks

We report the mean mIoU with standard deviations to demonstrate the robustness of TransDA in the two domain adaptation scenarios: GTA5 → Cityscapes in Table 5 and SYNTHIA → Cityscapes in Table 6. The low standard deviations demonstrate the stability of our method. Even looking in the sense of averaged mIoU, our TransDA is still surpassing or matching the best score by the recently leading approaches in these two domain adaptation scenarios. Besides, we can find that the generalization performance can be significantly improved as the scale of model parameters increases (+5.8=44.1-38.4 in GTA5→Cityscapes and +7.5=43.7-36.2 in SYNTHIA→Cityscapes). However, the gains of the adaptation are obviously limited.
Figure 8. High-frequency components problem in ResNet-101 on source domain and target domain.

For discrepancy measurement, we find that adversarial training based on binary discriminator is more stable than class discriminator. Although the per-class distribution alignment is in a more fine-grained manner [6,47], the problem is that such alignment heavily depends on the class supervision from the source and target domain. Therefore, as the scale of the model parameters increases, the class-level method based on the Swin-B backbone can better predict the self-supervised signal, resulting in comparable performance (see last row in Table 5 and Table 6), which bodes well for greater potential.

A.5. Results on the Official Cityscapes Benchmark Server

In addition, the current benchmarks of domain adaptive semantic segmentation also have some inherent problems, as discussed in [1]'s supplement material.

In fact, Cityscapes does not provide ground truth labeling for the test set, it instead provides a labeled validation set. The previous methods all verify the final model on the validation set, because the benchmarking process on the validation set does not have clear and strict standards, which is in discord with the established best practice on Cityscapes test set [9], in particular. The new practice evaluation is proposed and the results on Cityscapes test set are reported in [1] supplement material, which encourages researchers to report the results on Cityscapes test set. The holdout test set for testing the final segmentation accuracy after adaptation becomes Cityscapes test, with the results obtained via submitting the predicted segmentation masks to the official Cityscapes benchmark server. Owing to the regulated access to the test set, they believe this setting to offer more transparency and fairness to the benchmarking process.

However, Cityscapes Benchmark websites has a restricted access to the test annotation (e.g., limited number of submissions per time window and user), which limits researchers to consult the test set for verifying a number of model with different random seed. For this reason, we recommend that, for a fair comparison, use the validation set to select the best model and submit it for testing.

The official Cityscapes benchmark server provides anonymous link to our results on Cityscapes test set for referencing in blind paper submissions. Table 7 shows the “Best” results on Cityscapes test for GTA5→Cityscapes (TransDA-S2 and TransDA-B3) and

\[+2.5=61.8-59.3\text{ in GTA5} \rightarrow \text{Cityscapes and } +3.9=65.4-61.5\text{ in SYNTHIA} \rightarrow \text{Cityscapes},\] considering that the better performance is harder to optimize.
| Backbone: Swin-S VIT (50M) | mIoU | mIoU* |
|-----------------------------|------|-------|
| w/o Adaptation TransDA-S    | 51.4 | 56.8  |
| w/o Adaptation TransDA-B    | 72.6 | 56.8  |

Table 5. The averaged scores and standard deviations on GTA5→Cityscapes. wcls denotes employing the weighted class-level adversarial loss in Eq. 18.

| Backbone: Swin-S VIT (50M) | mIoU | mIoU* |
|-----------------------------|------|-------|
| w/o Adaptation TransDA-S    | 88.9 | 84.4  |
| w/o Adaptation TransDA-B    | 91.8 | 84.4  |

| Backbone: Swin-B VIT (88M) | mIoU | mIoU* |
|-----------------------------|------|-------|
| w/o Adaptation TransDA-S    | 82.1 | 68.6  |
| w/o Adaptation TransDA-B    | 84.6 | 54.4  |

SYNTHIA→Cityscapes (TransDA-S\(^4\) and TransDA-B\(^5\)).

Table 6. The averaged scores and standard deviations on SYNTHIA→Cityscapes. mIoU and mIoU\(^*\) denote the scores across 16 and 13 categories respectively. wcls denotes employing the weighted class-level adversarial loss in Eq. 18.

| GTA5→Cityscapes | mIoU | mIoU* |
|-----------------|------|-------|
| SAC [1]         | 91.8 | 55.7  |
| TransDA-S       | 94.5 | 63.0  |
| TransDA-B       | 95.4 | 63.0  |

SYNTHIA→Cityscapes

| SYNTHIA→Cityscapes | mIoU | mIoU* |
|---------------------|------|-------|
| SAC [1]             | 87.4 | 52.7  |
| TransDA-S           | 76.6 | 53.0  |
| TransDA-B           | 88.9 | 56.8  |

Table 7. “Best” results on Cityscapes test.

A.6. Datasets

In this section, we provide more details about the datasets used in our experiments.

Cityscapes [9] contains 2975 real images in the training set, and the original image size is 2048 × 1024 pixels resolution. We utilize three data augmentation techniques to enhance the training stability, including random horizontal flipping, random re-scaling 1024 × 512 pixels within ratio range [0.5, 2.0], color jittering with brightness, contrast, saturation, and hue.

The two domain adaptive semantic segmentation tasks are GTA5→Cityscapes and SYNTHIA→Cityscapes. We use only the semantic classes shared with the simulation dataset for training and testing, and merge other categories as an “ignore” class. During the inference, the “ignore” class area will be skipped. Following the previous protocol [1, 15, 27, 32, 47, 54], we use 2975 images in the training set as the unlabeled target domain training set and evaluate the proposed model on 500 images in the validation set due to that its test set does not provide ground truth labeling.

GTA5 [38] contains 24966 simulation images, and the original image size is 1914 × 1052 pixels resolution. We utilize three data augmentation techniques to enhance the training stability, including random horizontal flipping, random re-scaling 1280 × 720 pixels within ratio range [0.5, 2.0], color jittering with brightness, contrast, saturation, and hue.

Moreover, we employ only the 19 semantic classes shared with the real-world city street Cityscapes.
Similarly, the other classes are all labelled as “ignore”, and skipped during the inference.

**Synthia-Rand-Cityscapes** [39] contains 9400 simulation images, the original image size is $1280 \times 760$ pixels resolution. We utilize three data augmentation techniques to enhance the training stability, including random horizontal flipping, random re-scaling $1280 \times 760$ pixels within ratio range $[0.5, 2.0]$, color jittering with brightness, contrast, saturation, and hue. Similarly, only 16 semantic classes shared with the real-world city street Cityscapes dataset are used for training. Similarly, the other classes are all labelled as “ignore”, and skipped during the inference. However, this dataset usually selects the following two evaluation settings: performed on 16 classes or a subset of 13 classes. Here we follow the protocol in [32, 35, 47] to train the model on the whole set and test it on both settings.

### A.7. Further Implementation Details

**Networks and Optimizers.** As for the feature extractor $F$, we initially load the Swin-S model pre-trained on ImageNet-1K for TransDA-S, which has the similar model size and computation complexity to ResNet-101, and load the Swin-B model pre-trained on ImageNet-22K with the input size of $224 \times 224$ for TransDA-B, which is similar to ViT-B/DeiT-B in size. The classifier $C$ is implemented by UPerNet [49] with deep supervision from FCN [29]. Following [28], we use the AdamW [30] optimizer for the training of $F$ as well as the classifier $C$. We set the initial learning rate as $6 \times 10^{-5}$, weight decay as 0.01, and employ a scheduler with linear learning rate decay along with a linear warm-up over 1500 iterations. As for both the discriminator $D$ and similarity network $S$, we follow the settings from FADA [47] and adopt a simple structure network consisting of 3 convolution layers. The Adam [24] optimizer is used for the training of $D$ and $S$, where the initial learning rate is $1 \times 10^{-4}$, and the scheduler uses the ‘poly’ learning rate decay with power 0.9.

**Reported Metrics.** For each experiments, we run each variant over five times with different random seeds unless otherwise stated. We use the single-scale test at the inference stage. Follow the common practice of previous works, we report the best mIoU for a fair comparison. Meanwhile, we also report the mean mIoU with standard deviations to demonstrate the robustness of TransDA. Since there are no ground-truth labels available for target domain in domain adaptive semantic segmentation, the optimal model cannot be picked out in practice. Hence, we strongly prefer to show the robustness of our method by the averaged scores and standard deviations.

**Training Schedule.** Our models are trained on 4 Tesla V100 GPUs with 2 images per GPU per iteration, and the training process consists of one round of warm-up phase and three rounds of train phase, where each round lasts over 10k iterations.

### A.8. Broader Impact

Our research can help reduce burden of collecting large-scale supervised data in many real-world applications of semantic segmentation by transferring knowledge from models trained on large labeled datasets to specific unlabeled datasets, especially sim2real scenario. The positive impact that our work could have on society is to make technology more accessible for institutions and individuals that do not have rich resources for annotating newly collected datasets. Besides, in this work, we put forward suggestions for the benchmarking of domain adaptive semantic segmentation, such as providing averaged score and standard deviation, and finally submitting the official Cityscapes benchmark score to standardize and promote this community. We hope our research can also facilitate the thinking about the peculiarity of ViTs, and how it is potentially applicable to refresh the conventional transfer framework in the research fields.