Node package manager’s dependency network robustness
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The robustness of npm dependency network is a crucial property, since many projects and web applications heavily rely on the functionalities of packages, especially popular ones that have many dependent packages. In the past, there have been instances where the removal or update of certain npm packages has caused widespread chaos and web-page downtime on the internet. Our goal is to track the network’s resilience to such occurrences through time and figure out whether the state of the network is trending towards a more robust structure. We show that the network is not robust to targeted attacks, since a security risk in a few crucial nodes affects a large part of the network. Because such packages are often backed up by serious communities with high standards, the issue is not alarming and is a consequence of power law distribution of the network. The current trend in average number of dependencies and effect of important nodes on the rest of the network is decreasing, which further improves the resilience and sets a positive path in development. Furthermore, we show that communities form around the most important packages, although they do not conform well to the common community definition using modularity. We also provide guidelines for package development that increases the robustness of the network and reduces the possibility of introducing security risks.

With the increasing popularity of the JavaScript programming language and the growing community of developers that utilize its power on both the front end and the back end, it is important to know the ins and outs of its possible vulnerabilities. Node package manager (npm) is a package manager for the JavaScript programming language and its runtime environment Node.js and represents a big part of the JavaScript language ecosystem and with that a possible vulnerability. The publicly available packages are open-sourced and developed by the community, so the manager itself doesn’t provide any vetting process to identify the quality of the published packages. This can lead to many low-quality packages with breaking changes or bugs and can expose the software to potential security holes and malicious attacks.

In 2016 the removal of one small package with only 11 lines of code from the npm registry triggered the collapse of a large number of packages including very important packages such as Babel. The removal forced npm to change its policy about removing packages. The year 2018 was not a good year for the npm corporation because of three major malicious attacks. At the start of the year in February an issue caused users to permanently break their operating systems by changing the ownership of their system files. In July a certain package was stealing user’s credentials and uploading them to the attacker and in November a package was used to steal bitcoins from users. In 2020 another incident occurred where a fault in a small package resulted in an outage in serverless web pages that relied on its functionality in order to operate properly.

We focus on analyzing three aspects of npm dependency network: robustness, its evolution through time and community formation around core packages. Our goal is to see if the current state of the network is prone to cascading failures, in case a security issue occurs in one of the more important packages. Next, we want to analyze how the network evolved through time and whether the current trend is showing improvements in terms of robustness of the network. Finally, we analyze if communities form around core npm packages, on which a large portion of other packages depend.

Related work

Evaluation of network robustness was explored on many different networks with different purposes behind the research. In one paper (1), the authors perform random and targeted node removal experiments on randomly generated networks with varying node degrees and other relevant parameters. Authors of (2) perform similar simulations to (1), but with a different network - they used a complex software network for which they showed that it is more robust than random and scale-free networks to each type of simulated attack. A large number of robustness measures are tested on various different graphs in (3, 4), with some of the authors further testing the robustness measures after optimizing the graphs. Similarly, the authors
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of (5) looked at improving robustness through modest linkage alterations, since more invasive network changes are normally not feasible in real-life networks. In (6) the authors analyze the package dependency network of the Debian GNU/Linux operating system. They have shown that the modularity of the network of dependencies increased over time, due to aspiration for minimizing project costs. Although modularity did not decrease the number of incompatibilities within the modules, it does increase the fraction of random packages working properly in a random computer. As shown in (7), only a small subset of dependency network measures on the level of a programming language predict the post-release failures of software. Authors of (8) analyzed the impact of security vulnerabilities in the npm package dependency network. Their work focused on a concrete list of 400 security reports and how they affect the rest of the network. Authors of (9) explore and compare the resilience of the scale-free network and randomly generated networks and propose two different attack strategies.

Results

Effects of node failures on network robustness. The network robustness was tested on three different cases: failure of random nodes, hub nodes, and important nodes (according to the PageRank (10) score). We treat a node failure as a security vulnerability or an error in the package that prevents it from working correctly. When a node fails the failure spreads across the nodes that are dependent on it and the failure spreads to the deeper levels of dependencies until it reaches all of the connected dependant nodes. From figure (2) we can see that after the removal of only one node we have already lost 29.7% of our network. We reach a 60% network outage after the removal of 12 hubs and their corresponding dependants. After the removal of 130 hubs or important nodes, we reach the network outage of 80% and after this point, the percentage of the affected nodes starts increasing slower until it stabilizes around 90% of outage after the removal of around 8000 nodes. This means that there are only 10% of the nodes left in our network and that they are weakly dependant or not dependant on each other anymore since the removal of the node doesn’t have a significant impact on the whole network. From the figure (2) we can see that our network is totally robust to random node failures but when we removed 10% (78,233) of the nodes we observed a network outage of 69%.

We also tested the robustness in terms of connectivity on the same set of targeted nodes. The difference is that connectivity is not measured by the fraction of the failure-affected nodes, but by the fraction of nodes in the largest connected component (LCC) and the failure is not propagated to the dependant nodes (9). Our whole network consists of one LCC but after the removal of 10% of hubs, a fraction of LCC lowers to 3.8%, and with the removal of 10% of PageRank evaluated nodes our LCC is almost empty (0.0001%). After the removal of 20% of the hubs, our LCC disintegrates since it includes only 0.00001% of the nodes and our network is not connected anymore. After the removal of 20% of the hub nodes on the random graph with the same properties as our network, our LCC was still intact. After the removal of 50% of hubs fraction of the LCC only lowers by 3.9% and after the removal of the same number of PageRank evaluated nodes the fraction of LCC only lowers by 13.6%.

Network robustness evolution. The evolution of network robustness is first analyzed by comparing the average number of dependencies (out-degree) of all nodes and the 50 most important nodes determined by PageRank. In figure (3) we can see the average values for each network snapshot from 2012 to 2021. We can see that in the beginning, the average number of dependencies has been growing steadily for both the whole network and the top 50 packages. In the last few years, the growth started to slow down, especially for most important packages in the network. If we looked directly at the values for the top 50 packages, we would see that most of the packages have 2 or fewer dependencies, with a few having 20 or more (e.g. a famous web server package express).

We also analyze the percentage of the network that depends
Community formation around core packages. When calculating the intersection ratio between popular package communities and their neighborhoods, we found that 2-step neighborhoods provided the best ratios between the fraction of the intersection in the community and the fraction in the node neighborhood.

Two examples that stand out are the packages vue and react, as the intersection covers around half of both the community and neighborhood sub-graphs, as seen in table (1) and figure (1). Both of these packages, as well as many others among the top of the PageRank ranking also have little to no dependencies or are dependent mostly on their own modules.

Out of the tested 20 top-ranked packages according to PageRank, only three had over 10 dependencies, while most had 3 or less. Out of the tested packages, 6 had a community fraction above 40%, with the number increasing to 9 if we lower the bar to 30%. When looking at neighborhood fractions, 9 had a fraction above 40%, with the number increasing to 16 if we lower the bar to 30%.

Table 1. Intersection fractions between communities and popular package neighborhoods.

| Package | Frac. of community | Frac. of neighborhood | Dependencies |
|---------|--------------------|-----------------------|--------------|
| vue     | 49.1%              | 67.1%                 | 0            |
| react   | 48.5%              | 58.1%                 | 2            |

Discussion

From the figure (2) we can see that our network is not robust at all to the failures of hubs and nodes evaluated by PageRank since after the removal of only one node we have already lost almost one-third of our network. Even more, our network experience an outage of 90% after only 1% of hubs is targeted by a malicious attack. We observed that the removal of the hubs and very important nodes have almost the same impact on the network with the impact of PageRank evaluated nodes being slightly higher (the average difference between them is 0.004% based on 78,233 calculations). The reason behind this is that hubs have high in-degrees and are therefore highly ranked by PageRank, as the algorithm gives higher value to nodes that are dependent on frequently or are dependent on by other high-ranked nodes. With the removal of 10% of randomly selected nodes and their dependants, we observed a large network outage of 69%. The reason behind this is that our network is very sensitive to the removal of hub nodes, and until one of these randomly selected nodes is not a hub it looks like our network is highly robust to random node failures. Otherwise, we can observe big spikes in node outages. Because of that, we can't really say that our network is robust to random node failures.

In terms of connectivity robustness, we can say that our network is also not robust at all as its connectivity collapses after the removal of only 10% of the PageRank evaluated nodes. We used the comparison to the random graph to check that if this behavior of our network isn’t random but an actual consequence of our network’s structure. This behavior is expected and the reason behind our network’s rapid disintegration is that it follows a power-law in-degree distribution. With power-law distribution, the higher the degree, the lower the probability of occurrence of a node with such degree, so the number of nodes with a high degree is low. By targeting these high degree nodes, their numbers are quickly reduced and the network loses a lot of its connectedness and therefore collapses.

Results of network robustness evolution show that the average number of package dependencies has been increasing since the creation of the package manager, and the growth is starting to slow down. This corresponds with the initial trend in web software development, where using packages cut down costs and sped up the development. In the last few years there has been a growing trend of zero-dependency packages, which reduces security risks, although at a cost of longer development. The latter is especially visible in the most important packages, which tend to mostly be famous web frameworks and libraries that are often used with them. Communities that form around them and continue their development seem to lowering the number of dependencies, which can be seen in figure (3) with the decline from 2020 to 2021.

When analyzing the percentage of affected network by the most important packages, we see that in the beginning the trend is increasing, then declining after year 2015. We see that on average, the extent of the potential security risks in important package on the network is decreasing, since a continually lesser part of the network depends on them in the past few years. This not only means that important packages are being used less, but also that overall dependence on packages down the line is decreasing. Such trend means a positive change in robustness of the network.

As assumed, popular package neighbourhoods are partially contained in communities detected by the Louvain algorithm. We can see that large parts of popular package neighborhoods are part of their respective communities, which sometimes...
interact between each other. With community packages depending on core packages or specialized core packages, networks are divided according to the framework they belong to or are made for. It would make little to no sense for a package dependent on vue to also depend on react, since they represent competing web development packages. By following the zero-dependency paradigm, these popular packages reduce the impact of outages, especially if they keep their deployment secure from attacks and unintended errors. Community detection was done using the Louvain algorithm, which might not be the perfect for our network structure. The algorithm optimizes modularity, which means that it searches for clusters that have many connections between the nodes within and little connections between clusters. Such structure does not exactly represent the communities in the npm dependency network, where there are mostly dependency trees, without many connections between the packages that depend on the same package. This is because normally, packages implement a limited functionality or extend the functionality of the package they depend on. Such packages in most cases don’t depend on each other, since adding other functionalities is not their goal. Because of this the clusters detected are not optimal, but do partially show communities around packages. Other community detection algorithms were used, but results couldn’t be obtained due to memory limitations caused by the rather large network size.

Overall, we show that the current network state is fragile, since security issues introduced into a few of the most important packages effect a large portion of the network. This is probably not alarming, since these packages are often backed up by companies and are not likely to contain serious problem, due to a large community of professionals backing them up. The current trend in the robustness of the network is positive, since the average number of dependencies is stabilizing and even dropping for the most important packages. The latter also affect a continually lesser part of the whole network, which also brings improvements in terms of security. We suggest that developers of the npm packages try to keep the number of dependencies at minimum or mostly use well-known packages which are backed up by a serious community. When specifying dependencies, they should specify exact version and use version locking mechanisms, which prevent automatic updates to newer versions without knowing. Updates should be done manually, checking what has been changed and making sure that security analysis has been passed by updated versions.

Methods

Data. The npm dependency network was extracted and parsed from the official npm package registry (11). Each node represents a single npm package and an edge between two nodes represents the one-way dependency between them, with a link from package A to package B if A depends on B - the network is directed. In its raw form, it contains 1,741,751 nodes and 3,594,421 edges. Since a large fraction of the nodes are isolated from the main network, we decided to use the largest weakly connected component, which contains 782,332 nodes and 2,572,892 edges. Removed nodes are mostly independent islands and don’t change the main network structure, which we analyze. The average degree of our network is 4.567 and the network’s in-degree distribution follows a power-law degree distribution, similar as in (6).

Approaches.

Effects of node failures on network robustness. For the testing of the effects of node failures on network robustness, we use three different types of failure simulations. Random node failures represent random errors while hub and PageRank evaluated node failures represent targeted attacks. In every iteration of our simulated node failure we choose our targeted node - randomly, based on its in-degree or PageRank score. We then create a sub-graph around this node to find all of the nodes that are dependant on it. After that, we remove this sub-graph from our original network and measure the fraction of the affected nodes. With this, we successfully measure the impact of a single node on the whole network. We repeat this procedure until we remove 10% of targeted nodes. For the connectivity robustness of our network, we use a similar approach the only difference was that we remove our nodes in batches and that the failure of the node isn’t spreading to its dependants. After the removal of the batch of targeted nodes, we compute the fraction of the nodes in LCC. The same procedure is then repeated on a randomly generated graph with the same number of nodes and edges as our original graph.

Network robustness evolution. We analyze network robustness evolution by first creating network snapshots. Data obtained from the npm registry contains version history and release times, which enable us to extract the network structure at a certain point in time. Using this approach, we create ten networks ranging from year 2012 to 2021, considering version updates. If there are no new versions for a certain year, we use the last existing version. We then first calculate the average out-degree of all the nodes in the network for each year. This enables us to see how the average number of dependencies change through time. Since the guidelines and trends are going toward packages with as little dependencies as possible, we assume that the value would drop. Furthermore, we calculate the average out-degree of the 50 packages that have the highest PageRank score in each snapshot. This way, we compare how the average number of dependencies (out-degree) of packages in the network compares to the most important packages in the network. In our second approach, we analyze the effect of security issues of the most important packages on the rest of the network. We again calculate the PageRank values of each network snapshot and calculate the effect of the 100 nodes with the highest PageRank score. The number of top nodes is fixed to 100 in order to always use only the most important packages in the network. If we use a percentage of the current network size, the calculations are not realistic, since the network growth speed isn’t the same as the growth of number of important packages. We then calculate the percentage of nodes in the network that depend on these top packages by running depth-first search on each one of them. For each snapshot the percentages are averaged.

Community formation around core packages. For detecting communities, we use the Louvain algorithm. For this purpose, we consider our graph as an undirected graph, as Louvain does not accept directed graphs. To see if communities indeed form around popular packages, we take the top 20 packages ranked by PageRank, and extract sub-graphs of distances 1, 2 and 3 around these nodes. One step represents the packages that depend directly on a core package. Since the dependence is
direct, it would make sense that these packages are in the same community as the core package. Two steps represent either the core package and its extended dependents or the core package with specialized core packages along with their dependents. As all packages are still relatively close or directly connected to the core, their inclusion in the same community would also make sense. Three steps represent the core, the specialized core, and the extended dependent packages of a root package. Since three steps already cover a large portion of the network, we did not expect there to be a large overlap with the communities, but tested in case our expectations were wrong. We then look at the communities of the root node, extract that community from the whole graph, then look at the intersecting nodes between the community sub-graph and package neighborhood sub-graph. From the sizes of these node subsets we compute the fraction that each overlap represents of the community and node neighborhood in question.
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