Automated Fake News Detection using cross-checking with reliable sources
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Over the past decade, fake news and misinformation have turned into a major problem that has impacted different aspects of our lives, including politics and public health. Inspired by natural human behavior, we present an approach that automates the detection of fake news. Natural human behavior is to cross-check new information with reliable sources. We use Natural Language Processing (NLP) and build a machine learning (ML) model that automates the process of cross-checking new information with a set of predefined reliable sources. We implement this for Twitter and build a model that flags fake tweets. Specifically, for a given tweet, we use its text to find relevant news from reliable news agencies. We then train a Random Forest model that checks if the textual content of the tweet is aligned with the trusted news. If it is not, the tweet is classified as fake. This approach can be generally applied to any kind of information and is not limited to a specific news story or a category of information. Our implementation of this approach gives a 70% accuracy which outperforms other generic fake-news classification models. These results pave the way towards a more sensible and natural approach to fake news detection.

I. INTRODUCTION

Today social media has become popular among people worldwide as their primary source of news. For example, about half of U.S. adults get news from social media [27]. Moreover, online social media is becoming the main platform for people to exchange information, opinions, and experiences about different events [17]. These platforms have significantly helped the free speech, political and social awareness (e.g., the #metoo movement [31]), and raising the voice of minorities and oppressed groups (e.g., the Black Lives Matter movement) [23]. Despite all the benefits, social media can be harmful as well. One of the harms of social media is the spread of misinformation.

Misinformation and its propagation are not limited to the modern information age and social media. A famous example is the misinformation campaign launched in ancient Rome by Caesar Augustus (Octavian), the first Roman emperor, against his opposition, Roman politician, and general, Mark Antony. Specifically, Octavian used slogans etched onto coins to smear the reputation of Antony [13].

In the information age, the lack of proper monitoring and fact-checking and capability of the spread of news by bots [26] have turned social media into a key conduit for fake news.

The spread of misinformation on these platforms can significantly affect different aspects of our lives. For instance, some believe that the spread of targeted misinformation has contributed to the 2016 U.S. presidential election [3]. Some research also indicates that exposure to fake news can cause attitudes of inefficacy and cynicism toward certain political candidates [3, 4]. The influence of misinformation is not limited to Politics. Another study shows that 1225 fake news stories were spread during COVID-19, with half of them coming from social media, putting public health in danger [20].

This significant effect of misinformation on society has motivated extensive research on fake news, especially on Twitter as a major social media. Some of these studies focus on the statistical behavior of fake news. A recent study by Vosoughi et al. shows that diffusion parameters of fake news are different from real news on Twitter. They showed that “falsehood” diffuses deeper and faster [29]. In another study, fake and real news propagate different diffusion topologies on social platforms such as Weibo and Twitter [32].

In parallel, some efforts focus on the detection of fake news. There were about 137 active fact-checking projects in the world in 2018 [21]. For
instance, there are platforms such as PolitiFact\footnote{https://www.politifact.com/} which uses editors to determine news veracity. Unfortunately, manual fact-checking and fake news detection is no match for a large amount of misinformation that is spread on a daily basis, and despite all these efforts in detecting fake news, there is a lot of fake news which is not detected. Automatic fake news detection provides an effective alternative solution that reduces the human cost for detection and prevents the spread of fake news.

Various models have been developed to automate the process of fake news detection. Each of these models can accurately detect fake news among a specific tweet category. We define this characteristic of models as the effective zone of the model. An effective zone might contain political tweets, tweets about a famous hurricane, or tweets by Twitter bots. Also, each model uses features such as the text of the tweet, the user who tweets it, tweet characteristics (e.g., number of retweets), and diffusion topologies to detect whether it is fake or not. We call this characteristic of a model the features of the model. Finally, the ensemble is the data that we use to train and test our model, which can characterize the effective zone of the model. Table \ref{tab:models} shows some examples of such studies.

Papers such as Kwon et al \cite{16} study diffusion network of tweets in order to identify rumors. They use temporal, structural, and linguistic characteristics of diffusion as features of the model on 102 news topics, each containing at least 60 tweets as their ensemble. This model’s effective zone is the collection of tweets that the diffusion network is available for them. An issue for using network features in detecting fake news is that repeating false information, even in a fact-checking context, may increase an individual’s likelihood of accepting it as true \cite{8}. Therefore, it is crucial to detect fake news as soon as possible, which is not always possible in studying the diffusion network of news.

Another feature to use in studying fake news is the information we have on the user who tweeted it, the number of followers, favorites, and Twitter handle, to mention a few. For instance, \cite{12} ensemble contains tweets from a trustworthy source labeled as real news and tweet from an untrustworthy source labeled as fake news. This model uses features such as user, tweet, topic, and sentiment, and its effective zone is detecting fake news tweeted from users who almost always tweet fake, such as rumor bots. As another example, Buntain et al. \cite{6} uses structural, user, and content features of tweets to detect fake news. In order for this model to be effective, we should have the structure of tweets, many tweets with the same topic, and users should spread only fake or real most of the time. Using user features, although applicable to detect fake news bots, might lead to a bias through certain users and disables us to predict fake news among the tweets of users who often tweet real news.

Among other features, extracting features from news’ text using NLP methods can help us find a solution for the fake news detection problem. Many previous studies on tweet texts focus on detecting the veracity of tweets on popular threads on Twitter \cite{22}. These models benefit from an abundance of labeled tweets (as fake or real) in the case of popular threads. Despite their good results in the case of popular threads, these models might not be as useful in the case of news content that has not been tweeted as much. Most relevant to our study is the 2019 VasuAgarwal et al. \cite{1}. This study uses a set of political tweets as the ensemble to train a fake news detector based on features extracted from the tweet’s text. This set is diverse in terms of political news content, which makes this model effective for detecting fake news among both popular and unpopular political threads.

In this paper, we present a method for automating fake news detection on Twitter. Our approach leads to a model which can also predict the veracity of unpopular threads in any given subject accurately. Our approach is based on human behavior when faced with new information or news. People usually search for reliable news agencies or fact-checking websites to cross-check news and to see if it is real or not. Our idea is to automate this process using NLP techniques to build a machine learning model. The objective of the model is to cross-check the content of a given tweet with reliable sources and make a prediction about the veracity of the tweet. Thus, in addition, we need to prepare a group of reliable sources in order to cross-check the tweets with it. In other words, our dataset consists of two main data;
| Article            | Ensemble                                    | Features                                      | Effective Zone                                                                 |
|--------------------|---------------------------------------------|-----------------------------------------------|--------------------------------------------------------------------------------|
| Kwon et al.        | 102 news topics, each containing at least 60 tweets and their diffusion networks | Characteristics of diffusion network          | The collection of tweets that the diffusion network is available for them        |
| Helmstetter et al.| Tweets from a trustworthy source labeled as real news, and tweets from an untrustworthy source labeled as fake news | User, text, and tweet features                | Fake news tweeted from users who almost always tweet fake                       |
| Buntain et al.     | CREDBANK and PHEME datasets                 | Tweet, characteristics of diffusion network, user, text features | When we have the structure of tweets, many tweets with the same topic, and users who spread only fake or real most of the time. |
| Agarwal et al., 2019 | 12.8 K manually labeled short statements     | Text features                                  | Since most of the tweets are political, works better in political tweets, but otherwise can be used for other ensembles |
| Our Approach       | 4k random tweets                            | Text features                                  | Topics which are mentioned in reliable sources                                 |

Table I. Related works comparison: This table shows the kind of tweets different papers have focused on their verification and features they used to study them.

Figure I shows our full pipeline for the classification of a target tweet as fake or real. We first will briefly discuss the pipeline as illustrated in figure I.

We assume that we are given a tweet, and our task is to check its veracity. This could be a new tweet that shows up on Twitter. We refer to this as the “target tweet.” We also assume that we have access to reliable sources of information that we can use as reference and cross-check the target tweet against these sources. We refer to these sources as “reliable sources.” For our work, we use tweets from Twitter accounts of well-established news agencies, such as Reuters, BBC, Associated Press, etc., for the reliable sources.

We collect all tweets from reliable sources in the three days leading to the target tweet and the three days following it (figure I II). For example, for the tweet “No marines were killed in the Kabul airport attack, they were just injured,” which was posted on 26th of August 2021, we collect tweets from news agencies in the time interval between 23rd of August 2021 and 29th of August 2021. We refer to this collection as “C” of tweets. We need a mathematical representation of texts of tweets, for which we use TF-IDF encoding [28] (figure I).
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Figure 1. This diagram shows the different parts of our model to process the tweets and find out their veracity. The first step is gathering data from reliable sources. After encoding tweets’ texts into vectors, we find the cluster of stories associated with the target tweet, \( C^* \). The final step is to cross-check the target tweet with reliable tweets in \( C^* \). The data is represented by blue circles, pre-processing by a yellow diamond, and green rectangles are the symbol of models.

Set \( C \) comprises many different news stories, and not all of them are related to the target tweet. The next step is to cluster \( C \) into news stories. For this, we use a clustering algorithm that uses the text from the tweets and clusters them based on the similarity in the vocabulary used in the tweets. Mathematically, the clustering can be described as a function \( f_c \) that assigns an index to any tweet. The result of the clustering is a set of clusters \( \{ C_i \} \). Each \( C_i \) contains news on a specific news story. For instance, the time interval 23rd of August and 29th of August 2021 contains five clusters with stories about the Ida hurricane, a regional conference in Iraq, the Kabul airport attack, the Kabul airport evacuation, and the US FDA full approval of Pfizer/BioNTech’s COVID-19 vaccine.

Once we have the clusters, we need to identify the cluster to which the target tweet belongs. For this, we use the same Clustering model, i.e., \( f_c \). Given the target tweet, the clustering function finds the cluster that best matches the target tweet. We refer to this as \( C^* \). For example, the target tweet “No marines were killed in the Kabul airport attack, they were just injured” will be placed in the cluster of news about the Kabul airport attack.

Figure 1-III schematically shows how tweets are clustered. Each point represents a tweet. The blue circles are tweets from reliable sources, and the red star is the target tweet. Circles represent clusters, i.e., news stories. By this point, we have identified the relevant news story from reliable sources. The next step is to cross-check the content of the target tweet against the reliable tweets in its corresponding cluster, \( C^* \). If the target tweet is not aligned with \( C^* \), it is likely fake news. For example, if the target tweet is “No marines were killed in the Kabul airport attack, they were just injured.”, and in the corresponding cluster, we have a tweet like “12 U.S. service members killed in terrorist attack outside Kabul airport, U.S. official says” from The Washington Post, the target tweet will be labeled as fake. This line of reasoning is inspired by how humans usually check the veracity of news.

We use a second machine learning model for cross-checking, and we refer to it as the “Cross-checking model”. A schematic picture of this model is shown in figure 1-IV. The Cross-checking model relies on the semantic, sentiment similarities, and emotional
characteristics between the target tweet and tweets in $\mathbb{C}^*$ to determine if the target tweet is aligned with the reliable sources. We use separate models to characterize sentiment and semantic similarities, and emotional characteristics.

The Cross-checking model (figure 1-III) is different from the Clustering model (figure 1-IV) in the sense that for clustering, we put more emphasis on the words in the tweet, whereas for cross-checking, we train our model to pay more attention to the meaning. Different techniques can be used for cross-checking. These different techniques do not necessarily agree with each other. As an illustration, a target tweet may have the same sentiment as the ones in reliable sources, but with different semantics. The final piece of the pipeline is a model that takes the result of all the different comparison techniques (e.g., sentiment, semantic) and decides if the target tweet is aligned with the relevant tweets from reliable sources ($\mathbb{C}^*$). This model has to consider all the different comparison methods and weigh their results when they do not agree with each other.

We now describe each element of the pipeline in more detail. Specifically, in the following subsections, we will describe the model for clustering tweets based on their content, the models used for feature extraction from tweets, and the final classification based on different comparison methods.

### A. Clustering Model

The first element is the clustering model. The Clustering model takes the collection of the tweets from reliable sources and clusters them to different groups that have similar news content.

For the clustering model, we need a mathematical representation of the text of the tweets in the collection. At this stage, we focus on the words used in tweets. For instance, if two tweets share words like “Kabul airport” and “US military”, it is likely that they are about the same story. In NLP (Natural Language Processing), encodings like “bag of words” [10] [19] or TF-IDF can provide representations based on the vocabularies used in the tweets.

The bag-of-words encoding uses a corpus of words and represents any given text with a vector of the length of the corpus. If a word in the corpus is present in the text, the corresponding element of the vector would be the frequency of the word in the text. TF-IDF provides a similar encoding. The difference is that the elements of the vector are weighted based on the “inverse document frequency (IDF)”. This reduces the weights of words that frequently occur, such as “the”. On the other hand, it increases the weight of the words that rarely occur [14].

Typically, for TF-IDF, the corpus is a collection of all the words used in text samples (with some restrictions on their frequencies). This leads to a long and sparse representation. For our purpose, it is more meaningful to form a corpus of significant keywords. For instance, words like “in” and “the” are likely to appear in various news but carry little weight in discriminating those stories. In contrast, words like “Kabul”, “Taliban”, and “attack”, are more expressive. We use named entities to form our corpus of words. Named entities are objects such as organizations, people, Geopolitical Entity (GPE). We use a python library called “SpaCy” [13] to identify the named entities [7].

We use the collection of named entities as the corpus for our TF-IDF model to vectorize the text of a given tweet. Then we apply this encoding to the collection of tweets from reliable sources, which gives a vector for each tweet from the collection.

Next, we apply the k-means clustering algorithm to the vectorized tweets. This gives clusters of tweets where each cluster contains tweets that have similar news content. However, the number of clusters depends on $\mathbb{C}^*$ and could change. We pick the number of clusters, $k$, such that the clustering maximizes the mean Silhouette Coefficient [25]. The mean silhouette coefficient characterizes the ratio of intra-cluster distance and inter-cluster distance. Maximizing the mean silhouette coefficient indicates that clusters are well-apart compared to their internal distance. Finally, we have to assign the target tweet to one of the clusters. To do so, we apply the same TF-IDF encoding to the target tweet and vectorize the text of the target tweet. Then we apply the k-means model, trained on the collection, to the target tweet. This returns the cluster that shares the largest number of named entities with the target tweet. Finally, we use the cosine-similarity to filter the closest tweets inside that cluster for the
target tweet. Table II gives an example of a target tweet and tweets in its corresponding cluster, $C^*$. Note that clustering news based on the vocabulary is not perfect. For instance, the vocabularies in one tweet may match multiple clusters. This is because, fundamentally, it is sometimes difficult to separate news stories, as there may be multiple stories that are related. This leads to overlapping clusters. One may consider soft clustering algorithms for this application [5].

| Twitter Account | Tweet Text |
|-----------------|------------|
| CNN             | “At least 12 members of the US military were killed and at least 15 more were injured in the attack at Kabul’s airport, Gen. Kenneth “Frank” McKenzie, head of the US Central Command, said at a briefing.” |
| New York Times  | “Breaking News: At least 12 U.S. service members and scores of Afghan civilians were killed in the bombings outside the Kabul airport, officials said.” |
| Associated Press| “Two U.S. officials say at least 12 U.S. service members were killed in the Afghanistan bombings, including 11 Marines and one Navy medic. Officials say a number of U.S. troops were wounded.” |
| BBC World       | “Twelve US service members - 11 marines and a Navy medic - were killed in Kabul airport attack, officials tell US media.” |
| The target tweet| “No marines were killed in the Kabul airport attack, they were just injured.” |

Table II. Example of $C^*$ for the target tweet of “No marines were killed in the Kabul airport attack, they were just injured”. By comparing the target tweet with these tweets from reliable sources, we can see that this news is not real.

B. Cross-Checking Model

At this point, we have the target tweet as well as its corresponding story from reliable sources (i.e., $C^*$). The function of the Cross-checking model is to compare the target tweet with tweets in $C^*$ and determine if the target tweet is aligned with our reliable sources or not.

To train a model to classify the target tweet as real or fake, we extract some features from tweets. Specifically, we use the semantic, sentiment, and emotion of a tweet to compare the target tweet and reliable sources. Figure 1-IV shows the diagram for our Cross-checking model. In the following subsections, we will describe the NLP tools we use to extract each of these in detail.

1. Semantic Similarity

We want to measure how semantically close the target tweet is to tweets in $C^*$. This time, we use word-embedding for text representation. A word-embedding can be seen as a mapping from the bag-of-words representation to an encoding that is semantically meaningful. Specifically, word-embedding assigns real-valued vectors to texts or words in a way that preserves their semantic relation. Different word-embedding techniques have been developed for NLP applications. Here, we use a technique known as “FastText.” We trained this word embedding on Common Crawl and Wikipedia [9]. For two semantically close tweets, their embedding vector should be relatively close. To find the distance between two tweets, we use the cosine between their corresponding vectors. If the two tweets are aligned, the cosine should be close to one. If they are distant, the cosine would be small. We use the cosine as a similarity measure to compare the two vectors. This provides one of the three elements that will be used for checking the alignment of the target tweet with respect to reliable sources.

2. Sentiment Similarity

In addition to semantic, we examine the sentiment difference between the target tweet and reliable tweets. For this, we train a semantic analyzer model using fastText over 3.6 million reviews from the Amazon dataset [11][13]. Then we check the sentiment for the target tweet and reliable sources. We use the difference between their sentiment values as a feature. For example, the sentiment of the target tweet “The India flood did not have any victims.” is zero, i.e., neutral sentiment. The corresponding reliable tweet is “At least 15 dead and dozens missing
in India floods”, which has a sentiment of −1, i.e., negative. The difference of the sentiment values is −1. This means that for this case, we can identify the target tweet as fake using its sentiment. However, cross-checking is not always this simple, and we can not always rely on comparing sentiments to cross-check the veracity of the target tweet. It is possible to make fake news with the same sentiment as reliable sources. Therefore, for our Cross-checking model, we also analyze the emotional content of the target tweet.

3. Emotion Analysis

Humans can identify emotions from the text. Emotions that can be received from fake news might differ from real news. We expect fake news to cause emotions such as fear and surprise. We use a tool called text2emotion to extract emotions from the text of the tweets. Text2emotion is a python library that, given an input text, assigns one of the Happy, Angry, Sad, Surprise, or Fear emotions to it. For example, the target tweet “No marines were killed in the Kabul airport attack, they were just injured” stimulates both sadness and happiness, while reliable tweets from the same cluster cause fear and anger.

4. Data and Classification

The extracted features represent the semantic and sentimental differences and emotional characteristics between the target tweet and the tweets from reliable sources. For the last part of our pipeline, we need a model that takes these extracted features as inputs and classifies if the target tweet is real or fake. For this model, we need a labeled dataset. We used the “Fake and Real News dataset” published on Kaggle3. This dataset is based on Ahmed et al. 2. It includes 9365 fake news articles and 18984 real articles in English. The Fake and Real News dataset contains article text, article type, article label (fake or real), article title, and article date. These articles are longer than typical tweets. Therefore, we use article titles to test and train our model. These article titles act similar to tweets. We refer to this dataset as the “Fake-Real” dataset. We use the Fake-Real dataset to train and test our Cross-checking model and identify tweets’ veracity. Figure 2 shows the distribution of classes in our dataset.

Figure 2. Distribution of classes in our Fake-Real dataset. Our dataset has 1921 fake and 2764 real tweets

We train a random forest model on this dataset. We use the extracted features (i.e., semantic and sentimental differences and emotional characteristics) of each tweet and its label to train the random forest model. Figure 3 includes an example of a tweet containing fake news and a tweet from a reliable source, which is not aligned with the target tweet.

III. RESULTS

We use three metrics to evaluate the performance of our classifiers. These metrics are accuracy, precision, and recall4. Figure 4 shows these metrics for our model. Our random forest model has an accuracy of 0.70, a precision of 0.70, and a recall of 0.70 for the class fake of tweets. We balanced the population

3 https://www.kaggle.com/clmentbisaillon/fake-and-real-news-dataset

4 https://en.wikipedia.org/wiki/Precision_and_recall
Figure 3. An example Tweet and the corresponding classification process. On the left side, the tweet contains fake news, and the right side contains a tweet from the PolitiFact Twitter account. The model cross-checks the target tweet with a tweet from a reliable source to find out its veracity.

Figure 4. The results for detection of fake tweets. Random Forest gives an accuracy of 0.70 of fake and real tweets in our training dataset for these results.

We compared our result with [1], which we refer to as the VasuAgarwal model, in Figure 5. As was explained in the Introduction, this work is comparable to our model in two major senses. First, they only use text for the identification of fake tweets. Second, similar to our model, their work is not limited to a specific story and can be used for any given target tweet. Figure 5 shows that our model achieves better performance for all metrics [1].

We also tested our model to determine the veracity of tweets from some famous politicians. Table III shows some examples, and our model predicts these tweets’ veracity correctly.

There exist some tweets in the dataset that were mislabeled. Interestingly, our model managed to catch these mistakes. Table IV shows an example that was labeled as a fake tweet, whereas it is actually real. Our model labels it as a real tweet. This indicates that the performance of our model is probably even higher than the numbers in figure 4. As a result, we expect to get a higher performance for our model on a more accurate dataset.
IV. DISCUSSIONS AND CONCLUSION

We built a model for fake news detection, which is inspired by human behavior. Namely, our model compares tweets with reliable sources to find whether they contain fake or real news. We wanted to build this model in a way that is not limited to viral stories. Therefore, we trained our model on a dataset containing diverse news stories. For this case, other famous datasets exist, such as Liar [30]. Although the Liar dataset is more widely used, we chose the Fake and Real News dataset since it is larger and more diverse.

There are a few assumptions and details about the work that we need to emphasize. First, in order to compare tweets with reliable sources, we collect tweets from Twitter accounts of reliable news agencies. Here we used BBC, Deutsche Welle, The New York Times, Al Jazeera, Associated Press, The Washington Post, etc., for the reliable sources. Choosing more than one reliable source not only helps us to cover more tweets, but also helps us determine its veracity more accurately. Apart from that, based on the subject of news, whether political, scientific, economic, etc., we must choose reliable sources related to that subject.

Note that in some cases, we might not be able to assign a cluster to the target tweet. For instance, there may be fake news that has no reflection in the media. In this case, we will be unable to find reliable news for that specific target tweet.

Also, note that the choice of reliable sources can significantly influence the classification result. For instance, using Fox News as a reliable source significantly changes the results. This is because fake news detection is, to some extent, subjective. Even in real life, different people may not agree on whether news is fake or real based on what they use to cross-check the news against. We tried to pick more factual news outlets based on some research for our choice here. Nevertheless, we understand that not everyone may agree with the choices of reliable sources. However, the approach can be adapted to what the user or the target audience trust for reliable information.

---
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Another point that we need to emphasize is that we choose the titles of news articles from the “Fake and Real news dataset” as our target tweets. These titles are similar to tweets because they are short texts containing news. We also use these short texts to extract tweets from Twitter and determine the veracity of extracted tweets using these titles. We believe that our model can be used for long text as well. In that case, we can use articles from reliable news agencies to compare a long target text with them. In the case of long texts, the three features we extract might not be enough. This is because the overlap between news articles is more in long texts, and we probably will need other features for the cross-checking.

Thirdly, an important aspect of our work is that our model is not limited to a specific story. Often models that are developed to use news content for fake news detection focus on specific stories on social media [22], and their applications are limited to those specific stories. Our model is not limited to specific stories and can cover a wider range of tweets. Also, note that, as expected, compared to story-focused models, our approach is less accurate. However, it outperforms other approaches that are not limited to specific stories. One of the main bottlenecks of our approach is news clustering. Our news clustering is based on vocabulary and is not perfect. For instance, the vocabularies in one tweet may match multiple clusters. This is because, fundamentally, it is sometimes difficult to separate news stories, as there may be multiple stories that are related. This leads to overlapping clusters. One may consider soft clustering algorithms for this application [5].

Another key point about our approach is that for a given target tweet, we collect tweets from reliable sources from both before and after the target tweet is posted. First, note that we can easily change this and limit it to tweets before the target tweet. We think it is important since news agencies might have delayed broadcasting some news for any reason. The last remark is that we did not put much effort into fine-tuning our model. We expect that our result could significantly improve with fine-tuning the hyper-parameters of the model. In summary, we presented a model to predict the veracity of news on Twitter by checking the deviations from reliable sources. The results outperform similar works. Our model can be divided into four parts. We first build a collection of tweets from reliable sources from the same week as the target tweet. Next, we cluster them based on their stories and identify the cluster related to the target tweet. Last, we build a model that cross-checks the target tweet with reliable tweets based on their semantic and sentimental differences and emotional characteristics. There is room to improve the model and results by optimizing different model parts and using a better dataset for training. The high efficiency of the model shows that the model inspired by human behavior can become biased, too, since the main idea of this approach is based on the behavior of checking the reliable source. As discussed, this can become toxic too.

Appendix A: Pre-processing

We run some pre-processing on the data that we collect from Twitter. We remove stop words, punctuation, and lowercase words in tweets. Removing this irrelevant information reduces the size of data. Since this information does not contribute towards the actual meaning of a sentence, discarding them will improve the performance. In addition, we remove Twitter handles, email addresses, and URLs. In the end, since a tweet might contain non-English characters, we fixed any encoding error in the text using Beautiful-Soup [24]. The Beautiful-Soup module automatically detects the encoding method of the text and converts it to a suitable format.
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