A Look at Improving Robustness in Visual-inertial SLAM by Moment Matching
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Abstract—The fusion of camera sensor and inertial data is a leading method for ego-motion tracking in autonomous and smart devices. State estimation techniques that rely on non-linear filtering are a strong paradigm for solving the associated information fusion task. The de facto inference method in this space is the celebrated extended Kalman filter (EKF), which relies on first-order linearizations of both the dynamical and measurement model. This paper takes a critical look at the practical implications and limitations posed by the EKF, especially under faulty visual feature associations and the presence of strong confounding noise. As an alternative, we revisit the assumed density formulation of Bayesian filtering and employ a moment matching (unscented Kalman filtering) approach to both visual-inertial odometry and visual SLAM. Our results highlight important aspects in robustness both in dynamics propagation and visual measurement updates, and we show state-of-the-art results on EuRoC MAV drone data benchmark.

I. INTRODUCTION

Visual inertial odometry (VIO) and simultaneous localization and mapping (SLAM) are leading methods for ego-motion tracking in autonomous and smart devices, such as drones, robots, and vehicles. Furthermore, the same technology is also the key enabler for inside-out tracking for augmented and virtual reality (AR/VR) in smartphones and headsets.

Fig. 1 shows an example ego-motion tracking task, where a smartphone with a camera and an IMU has been attached to a model train car. Both VIO and visual SLAM tackle the problem of motion estimation, but in VIO the methods typically do not have long-term memory, while in SLAM the central idea is position estimation and map building in tandem. Thus, VIO methods are typically employed in scenarios which are not constrained to or expected to stay in the same space, whereas SLAM methods are good for correcting drift in constrained spaces.

Both these estimation problems can be formulated as a state estimation task, for which non-linear filtering (see, e.g., [27]) is a strong paradigm. However, due to computational (real-time) constraints and perhaps also historical burden, the method of choice for state estimation in widely available methods and implementations of VIO and visual SLAM are based on the celebrated extended Kalman filter (EKF, see, e.g., [3]), which relies on first-order linearizations of both the dynamical and measurement model. Especially in computer vision related state estimation literature, the EKF often seems to be the sole estimation method being considered.

This paper takes a critical look at the practical implications and limitations posed by the EKF, especially under faulty visual feature associations and presence of strong confounding noise. As an alternative, we revisit the assumed density formulation of Bayesian filtering and employ a moment matching (unscented Kalman filtering, [14, 15]) approach to both visual-inertial odometry and visual SLAM. We also discuss wider links to approximate inference methods in statistical machine learning.

The contributions of this paper are the following. (i) We revisit the assumed density filtering literature and provide a unifying view that can be leveraged in VIO and visual SLAM; (ii) we study aspects of robustness in an EKF-SLAM/ADF-SLAM updates; and (iii) we show state-of-the-art results with ADF predictions on the EuRoC MAV drone flying benchmark data set for online stereo tracking.

II. RELATED WORK

EKF-SLAM [2, 4, 22, 25] is a direct approach for formulating SLAM in a state estimation context. The idea in EKF-SLAM is to include the map in the system state and solve the localization and mapping problem jointly. This leads to a high-dimensional state, which typically renders sequential Monte Carlo methods (particle filtering) inefficient and encourages
the use of alternative estimation methods. The problems related to local linearization in EKF are widely known, and the UKF has been employed in an UKF-SLAM fashion in the past (see, e.g., [12, 35]). These methods have, however, never become mainstream, mostly due to other methods such as graph optimization based SLAM largely replacing state estimation methods in this context.

In visual-inertial odometry, state estimation methods have provided a successful branch of methods. These methods can be characterized to stem from the MSCKF [22] line of development which includes, e.g., PIVO [29] and HybVIO [28]. HybVIO holds the current state-of-the-art results on public benchmark data sets for VIO in online mode. Other recent methods belonging to the same class include the hybrid-EKF-SLAM [19] method LARVIO [26] and S-MSCKF [30], which extends the original MSCKF to stereo cameras. These methods, following their EKF-SLAM predecessors [9], use an EKF to keep track of the VIO state.

From an inference methodology point of view, it is interesting how little attention alternative non-linear filtering methods have gained in the VIO context. Especially in the case of challenging benchmarks, sensitivity to outliers, general robustness, and well-calibrated uncertainties should be important. In machine learning, a wide variety of approximative inference methods have been considered, with the current gold-standard being various sampling schemes (see [10] for an overview), variational methods [23, 31, 34], and expectation propagation (EP, [5, 16, 17, 21]). All of these can also be formulated into a state estimation setting (see, e.g., discussion [36, 37]). Inspired by the original formulation of EP [21] with foundations in filtering and smoothing, we draw from the motivation in [36], and explore focus on moment matching in an assumed density context for improving inference in visual SLAM and VIO.

III. METHODS

In the following, we give an overview of an assumed density filtering (ADF) view into state estimation that we will use in the experiments. This framework has extensively been leveraged in signal processing and sensor fusion in the past, and it is summarised here mostly to give a consistent outlook of the employed methodology in the experiments that falls under the formulation of the model in Sec. III-A and the ADF inference framework.

A. Models

The model describes the evolution of the system dynamics over time steps \( t_k \in \mathbb{R} \) for discrete steps \( k = 1, 2, \ldots, T \), and couples the latent (unobservable) dynamics to measurements through an observation (likelihood) model:

\[
x_k = f_k(x_{k-1}, \varepsilon_k), \quad \text{(prior)}
\]

\[
y_k = h_k(x_k) + r_k, \quad \text{(likelihood)}
\]

where \( x_k \in \mathbb{R}^d \) is a vector-valued state variable, \( f_k(\cdot, \cdot) : \mathbb{R}^{d \times s} \rightarrow \mathbb{R}^d \) is a dynamical non-linear mapping from the previous state to the next state over time (note the time-dependency), and \( \varepsilon_k \sim N(0, Q_k) \) is an \( s \)-dimensional Gaussian process noise.

For convenience, we consider additive noise models in Eq. (2). The likelihood, \( p(y_k) = N(y_k | h_k(x_k), R_k) \), is given by a non-linear mapping \( h_k(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^m \) that maps the latent states to observations, under corrupting Gaussian noise \( r_k \sim N(0, R_k) \).

In practice, performing probabilistic inference on the latent state in models of the above can be challenging. In case of both \( f(\cdot) \) and \( h(\cdot) \) being linear mappings, the problem reduces to a linear-Gaussian state estimation problem, for which the Kalman filter is an optimal estimator. Under more general noise or, as in our case, non-linearities, no closed-form solution exists and one needs to resort to approximate inference methods. In practice, one can employ sequential Monte Carlo (SMC, particle filtering) methods that characterize the state \( x_k \) through a finite set of sample points, or one can use the ADF update equations as follows.

\[
\mathbf{m}_k^- = \int \int f_k(x_{k-1}, \varepsilon_k) N(x_{k-1} | \mathbf{m}_{k-1}, P_{k-1}) d\varepsilon_k dx_{k-1},
\]

\[
\mathbf{P}_k^- = \int \int \left(f_k(x_{k-1}, \varepsilon_k) - \mathbf{m}_k^-ight) (f_k(x_{k-1}, \varepsilon_k) - \mathbf{m}_k^-)^T N(x_{k-1} | \mathbf{m}_{k-1}, P_{k-1}) d\varepsilon_k dx_{k-1},
\]

where \( \mathbf{m}_k^- = N(x_k^- | \mathbf{m}_k^-, P_k^-) \) represents the predictive distribution. Similarly, we write down the corresponding additive noise ADF update equations as follows.

\[
\mathbf{m}_k = \int h_k(x_k) N(x_k | \mathbf{m}_k^-, P_k^-) dx_k
\]

\[
\mathbf{S}_k = \int (h_k(x_k) - \mathbf{m}_k) (h_k(x_k) - \mathbf{m}_k)^T N(x_k | \mathbf{m}_k^-, P_k^-) dx_k + R_k,
\]

\[
\mathbf{C}_k = \int (x_k - \mathbf{m}_k^-)(h_k(x_k) - \mathbf{m}_k^-)^T N(x_k | \mathbf{m}_k^-, P_k^-) dx_k,
\]

For the dynamical model in Eq. (1), this gives a Gaussian assumed density filter (ADF) formulation (see [13, 20, 38]), where the prediction (time update) steps of the non-additive Gaussian (Kalman) filter are given as follows.
where $\mu_k$ and $S_k$ are called the innovation mean and covariance respectively, and $S_k$ is a cross-covariance term. The Kalman update step then becomes:

$$
\begin{align*}
K_k &= C_k S_k^{-1}, \\
\mu_k &= m_k + K_k (y - \mu_k), \\
P_k &= P_k - K_k S_k^{-1} K_k^T,
\end{align*}
$$

where $y_k$ is an observation vector of measurements, $K_k$ is a gain term, and the filtering solution at time step $t_k$ is given by $y_k = N(x_k | m_k, P_k)$.

Now we see that the integrals in Eqs. (4) to (8) are all of the Gaussian integral (expectation) form of Eq. (3). Thus this framework gives rise to various non-linear filtering schemes depending on how the (typically intractable) integrals are solved. Various quadrature (or cubature [8]) methods give rise to, e.g., the Gauss–Hermite Kalman filter (GHKF), the cubature Kalman filter (CKF), the unscented Kalman filter (UKF), and so on.

The ADF framework effectively performs moment matching (for finding the first two moments, mean and covariance, that characterize the Gaussian). The general ADF framework in its basic form thus links directly to single-sweep expectation propagation (EP) methods in machine learning.

C. Inference by extended Kalman filtering

The general Gaussian filtering methodology in Sec. III-B can also give rise to an interpretation of the extended Kalman filter, where the integrals of form Eq. (3) are solved through low-order Taylor approximations (first-order linearization). The EKF prediction step becomes:

$$
\begin{align*}
m_k &= f_k(m_{k-1}, 0), \\
P_k &= \tilde{F}_x P_{k-1} \tilde{F}_x^T + \tilde{F}_\xi Q_k \tilde{F}_\xi^T, 
\end{align*}
$$

where the dynamic model is evaluated with the outcome from the previous step and zero noise, and $\tilde{F}_x(\cdot)$ denotes the Jacobian matrix of $f_k(\cdot, \cdot)$ with respect to $x$ and $\tilde{F}_\xi(\cdot)$ with respect to the process noise $\epsilon$.

The innovation terms and cross-covariance for the EKF update step can be approximated as follows

$$
\begin{align*}
\mu_k &= H_x m_k, \\
S_k &= H_x P_k H_x^T + R_k, \\
C_k &= P_k^T H_x^T,
\end{align*}
$$

where $H_x$ denotes the Jacobian of the measurement model $h_k(\cdot)$ with respect to the state variables $x$. The rest of the update follows the general update equations in Eq. (9).

D. Moment matching gives rise to the unscented Kalman filter

Even if local linearization is efficient and often produces good results, if the non-linearities are not severe and the linearization point is reasonable, we argue that being able to match the moments more accurately can be beneficial.

An alternative way of constructing an assumed density approximation to $p(x_{1:T})$ is to directly match the moments by solving the Gaussian integrals in Eqs. (4) to (8) by Gaussian quadrature methods. The approximation to Eq. (3) would take the form

$$
\begin{align*}
E_{N(\mu, \Sigma)}[g(x)] &= \int g(x) N(x | \mu, \Sigma) \, dx \\
&\approx \sum_i w_i g(z_i),
\end{align*}
$$

for an arbitrary integrand $g(x)$, weights $w^{(i)}$, and so called sigma points $z_i = \mu + \sqrt{\Sigma} \xi_i$. Here $\sqrt{\Sigma}$ denotes a square-root factor of $\Sigma$ such as the Cholesky decomposition. The multi-dimensional Gaussian quadrature (or cubature, see [8]) rule is characterized by the evaluation points and their associated weights $\{(\xi_i, w_i)\}$.

In machine learning, a typical choice for a numerical method for matching the moments would be Gauss–Hermite quadrature, which factorizes over the input dimensions leading to an exponential number ($p^d$) of function evaluations/sigma points in the input dimensionality $d$ for a desired order $p$. However, as the latent is typically high-dimensional in this type of sensor fusion tasks, and in order to guarantee scalability, we employ a symmetric 3rd order cubature rule [1] which similarly to Gauss–Hermite ($p = 3$) is exact for polynomials up to degree 3. The points are given by scaled unit coordinate vectors $e_i$ such that

$$
\xi_i = \begin{cases} 
\sqrt{d} e_i, & \text{for } i = 1, \ldots, d, \\
-\sqrt{d} e_i, & \text{for } i = d + 1, \ldots, 2d,
\end{cases}
$$

and the associated weights are $w_i = \frac{1}{2d}$. This scheme gives rise to the so-called cubature Kalman filter (CKF, [1]), which is a special case (under specific choice of transformation parameters) of the well-known unscented Kalman filter (UKF, [14, 15]).
In the non-additive prediction step, the double integral can be handled by augmenting the state with the noise process: \( \dot{x} = (x, \varepsilon) \in \mathbb{R}^{d+s} \). This means in practice that the augmented mean becomes \( \bar{m} = (m_k, 0) \), the augmented covariance \( \bar{P} = \text{blkdiag}(P_k, Q_k) \)—thus requiring \( 2(d+s) \) quadrature points.

In what follows, we refer to this approximate inference methodology as ‘UKF’. Depending on viewpoint it could also be referred to as the CKF, moment matching, or single-sweep expectation propagation (EP).

IV. EXPERIMENTS

We consider two different models in our experiments. In Sec. IV-A, we empirically study practical aspects of robustness under an EKF vs. UKF estimation setting in a simulated SLAM setup (for full control of the experiment). This experiment considers linear state dynamic and a non-linear measurement model. The second experiment setup in Sec. IV-B, considers replacing the time update in HybVIO [28], a state-of-the-art VIO model, with a UKF prediction step for improved robustness in real-world visual-inertial state estimation.

A. Simulated EKF-SLAM vs. UKF-SLAM

We revisit the classical EKF-SLAM idea, where both the camera pose (translation and orientation) and the relative world coordinate positions of visual map points are in the state of the system. This setting is sketched out in Fig. 2, where the camera is represented with a camera cone (frustrum) that also shows the field of view. The ground truth positions of visual feature points are marked with coloured dots (the ones not currently visible in the field-of-view are overlaid with crosses). The system state is thus given by

\[
x_k = (\pi_k, p_{(1)}^k, p_{(2)}^k, \ldots, p_{(p)}^k),
\]

where \( \pi_k \) is the camera pose (translation and rotation), and the \( p_{(i)}^k \) is the current position of the feature point \( #i \). The SLAM learning task is thus balancing between exploiting the already learned feature point locations for estimating the camera location vs. learning the feature point locations with the help of the relative movement of the camera.

In geometric computer vision (e.g., [11]), a camera projection model is characterized by so called extrinsic (external) and intrinsic (internal) camera parameters. The extrinsic parameters denote the coordinate system transformations from world coordinates to camera coordinates, while the intrinsic parameters map the camera coordinates to image coordinates. In a pinhole camera model, a 3D world this corresponds to

\[
(u, v, 1)^T \propto K_{\text{cam}} (R^T - R^T p) (x, y, z, 1)^T,
\]

where \((u, v)\) are the image (pixel) coordinates, \( p_{\text{xyz}} = (x, y, z) \in \mathbb{R}^3 \) are the world coordinates, \( K_{\text{cam}} \) is the intrinsic matrix (with camera focal lengths and principal point), and the \( p \in \mathbb{R}^3 \) and \( R \) describe the position of the camera centre and the orientation in world coordinates respectively. From Eq. (15), given a set of fixed world coordinates and a known motion between frames, changes in pixel values \((u, v)\) are driven by the camera pose \( \pi = \{ p, R \} \).

For better control of the experiment and visualization, we simplify this model to a two-dimensional setting (where ‘images’ are 1D projections of the 2D world points). This
The marginal distributions extracted from the state for both based (UKF) SLAM in our simulated two-dimensional setting. Demonstrates linearization-based (EKF) and moment matching an EKF update (linearization as in Sec. III-C) and compare Kalman prediction step. For the update, we implement both as visualized in Fig. 2—showing both noisy increments and signal and \( \varepsilon \).

As the dynamics are linear-Gaussian, we use a linear-Gaussian measurement model \((y_k = h_k(x_k) + r_k)\) as in Eq. (2))

\[
\begin{align*}
    u_k^{(i)} &= \begin{pmatrix} f & c \\ 0 & 1 \end{pmatrix} \begin{pmatrix} R(\theta_k)^T & -R(\theta_k)^T p_k \end{pmatrix} \begin{pmatrix} p_k^{(i)} \\ 1 \end{pmatrix}, \\
    y_k^{(i)} &= u_k^{(i)}(1) + u_k^{(i)}(2) + r_k,
\end{align*}
\]

(16)

where \( y_k^{(i)} \) is the observed projection of feature point \( i \) in the 1D ‘image’, \( f \) is a focal length parameter (we use \( f = 3/2 \)), \( c \) is the principal point parameter (we use \( c = 0 \)), \( R(\theta_k) \) is a 2x2 rotation matrix from camera to world coordinates evaluated with state orientation variable \( \theta_k \), \( p_k \) is the translation state of the camera, and \( p_k^{(i)} \) is the translation state of feature point \( i \).

In this experiment, we will focus on the visual update part (as in Eq. (16)), and thus we consider a linear-Gaussian dynamic model (simplifying Eq. (1)) with odometry increments for the pose \((\pi_k = (p_k, \theta_k))\):

\[
\begin{pmatrix} p_k \\ \theta_k \end{pmatrix} = \begin{pmatrix} p_{k-1} \\ \theta_{k-1} \end{pmatrix} + \begin{pmatrix} \Delta p_k \\ \Delta \theta_k \end{pmatrix} + \varepsilon_k,
\]

(17)

where \( u_k = (\Delta p_k, \Delta \theta_k) \) can be considered a (noisy) control signal and \( \varepsilon_k \) is a Gaussian noise process. The feature point locations \( p_k^{(i)} \) obey unit dynamics. Just directly integrating Eq. (17) would lead to a reconstruction of an odometry path as visualized in Fig. 2—showing both noisy increments and severe drift.

As the dynamics are linear-Gaussian, we use a linear Kalman prediction step. For the update, we implement both an EKF update (linearization as in Sec. III-C) and compare that to moment matching as described in Sec. III-D. Fig. 3 demonstrates linearization-based (EKF) and moment matching based (UKF) SLAM in our simulated two-dimensional setting. The marginal distributions extracted from the state for both the camera translation \( p_k \) and the feature positions \( \{p_k^{(i)}\}_{i=1}^{20} \) are visualized by uncertainty ellipses (95% credible intervals). In Fig. 3, under mild noise and no outliers both approaches perform similarly. The experiment setting considers two loops around the space (to highlight map re-use), with 197 time steps in total.

**Errors in feature point assignment:** In the first of our two perturbation studies, we corrupt the feature tracking results by randomly swapping feature point observations between nearby feature points. In Fig. 4, we show RMSE results as a function of proportion of corrupted feature point assignments. Each point corresponds to a full run of the SLAM and we visualize the moving average (solid line) and moving standard deviation (coloured patch). The model loses absolute orientation and scale in the observation model described in Eq. (16), which means that the path and map can be re-scaled. Thus we perform a procrustes alignment between the ground truth map points and the estimated map and align the map and path before calculating the RMSE. The results in Fig. 4 highlight directly the improved stability of the moment matching (UKF) over linearization (EKF).

**Robustness in initial triangulation:** Another recurring issue in this type of visual SLAM problems is initialization of feature point locations. In practice, the initial guess is typically vague and could be, e.g., based on triangulation from two views (small errors in pose translation/orientation lead to large error in triangulation). Because our simulation setup is simulated, we can initialize the points by taking their ground truth locations and corrupting them with Gaussian noise. In the second perturbation study we control the variance of the corrupting noise that affect the initial (prior) state mean \( m_0 \) corresponding to \( \{p_k^{(i)}\}_{i=1}^{20} \).

Fig. 5 shows results for controlling the feature point initialization. The evaluation setup is the same as in Fig. 4, and for
each noise level, we visualize the mean and standard deviation error bars over 20 runs. The effect of deviating from the vicinity of the ‘good’ linearization point is apparent here, and the EKF performance deteriorates quickly as the noise scale grows. Note that regardless of the scale of the corrupting noise the prior state covariance is initialized to $4^2 \mathbf{I}$, which means that the scale of the corrupting noise can be considered ‘small’ even for large noise scales.

**B. Visual-inertial odometry**

As a real-world experiment, we consider a visual-inertial odometry setup, where the data sources are an IMU that provides high-frequency (typically >100 Hz) gyroscope and accelerometer observations and a camera rigidly attached to the IMU that feeds the system with more sparsely (typically 10–60 fps) observed RGB camera images. We focus on an open-source state-of-the-art VIO method HybVIO [28].

The VIO system state holds the translation $p \in \mathbb{R}^3$, velocity $v \in \mathbb{R}^3$, orientation quaternion $q \in \text{SO}(3)$ (represented as $\mathbb{R}^4$), additive/multiplicative biases of the IMU ($T^a_k, b^a_k, b^v_k$, see below) and a trail of past camera poses (translation and orientation) $\pi_k^{(j)} = (p_{xj}, p_{yj}, q_{xj}, q_{yj})$ at previously observed camera frames, which are used during the measurement update for triangulating the visual features. The high-dimensional state takes the following form:

$$x_k = (p_k, v_k, q_k, T^a_k, b^a_k, b^v_k, \pi_k^{(1)}, \ldots, \pi_k^{(p)}).$$ (18)

We follow [29] and [28], where the IMU propagation is performed on each synchronized pair $(\omega_k, \Delta t_k)$ of gyroscope and accelerometer samples as an EKF prediction step of the form in Eq. (1) with $\Delta t_k \sim \mathcal{N}(\mathbf{0}, Q \Delta t_k)$. The function $f_k(\cdot, \cdot)$ updates the pose and velocity by the mechanization equation

$$
\begin{align*}
\dot{p}_k &= p_{k-1} + v_{k-1} \Delta t_k \\
\dot{v}_k &= v_{k-1} + \left[q_k (\tilde{a}_k + \epsilon_k) \tilde{q}_k - q_k \tilde{a}_k \right] \Delta t_k \\
\dot{q}_k &= \Omega \left[ (\dot{\omega}_k + \epsilon_k) \Delta t_k \right] \tilde{q}_k^{-1}
\end{align*}
$$

where the bias-corrected IMU measurements are computed as $\tilde{a}_k = T^a_k a_k - b^a_k$ and $\tilde{\omega}_k = \omega_k - b^v_k$. In the model, the multiplicative correction $T^a_k \in \mathbb{R}^{3 \times 3}$ is a diagonal matrix. Note that, contrary to the approach used in [22], the formulation above does not involve linearization errors that could cause the orientation quaternion to lose its unit length, since $\Omega \in \mathbb{R}^{4 \times 4}$ (cf. [32]) is an orthogonal matrix. For the visual feature tracking and measurement models we follow the approach in the HybVIO [28] paper. For simplicity, we do not implement the IMU bias mean-reversion model presented in the HybVIO paper.

We take the open-source C++ implementation of HybVIO (https://github.com/SpectacularAI/HybVIO) as our starting point and modify the time update (prediction) step following the presentation in Sec. III. For direct comparison between the EKF and the UKF, we do not modify the visual update step, but still use an EKF update in the experiments. The reasons for this is the additional outlier checks and innovation tests that have been implemented for the EKF. Accounting for these under the UKF update would require extensive parameter tuning, which would make direct and fair comparison between methods difficult. By modifying the prediction step only, no ad hoc tuning is required for comparing the methods. We still speculate, that an UKF-style update could carry over similar benefits as shown in the experiments in the previous section, though with additional computational load.

We evaluate the methods on real data from the widely used EuRoC MAV benchmark [6]. This benchmark contains 11 sets.
of drone flying data indoors, where the drone has a stereo camera pair and an IMU rigidly attached to its frame. The data sets are captured in two different indoor spaces, and they are of increasing difficulty (this also shows in the results table). The benchmark is typically considered separately for mono vs. stereo and online vs. batch (i.e., filtering/smoothing) processing. We test the modified VIO method in the online stereo setting, which corresponds to real-time estimation of the drone pose using the data seen so far.

In Table I, we report results on the EuRoC MAV benchmark (RMS ATE metric with SE(3) alignment, in meters) in the online stereo setting. Runs where the methods diverged are denoted by ‘—’ (for the best methods, this typically only happens in the challenging V203 data set). The statistics on the right are calculated without failed cases included, which gives them an upper hand. We compare to other recent state-of-the-art methods for the online benchmark (for other methods and categories, see [28]).

Because we did not implement the mean-reverting random walk model for the IMU biases and we also change the initial state covariances for the velocity and orientation ($10^{-6}$ and $10^{-3}$, respectively), we run HybVIO both in EKF and UKF mode for comparison. These results are reported on the bottom rows. The EKF run diverged in this case for the challenging V203 data set. The statistics on the right are calculated without failed cases included, which gives them an upper hand. We compare to other recent state-of-the-art methods for the online benchmark (for other methods and categories, see [28]).

Because we did not implement the mean-reverting random walk model for the IMU biases and we also change the initial state covariances for the velocity and orientation ($10^{-6}$ and $10^{-3}$, respectively), we run HybVIO both in EKF and UKF mode for comparison. These results are reported on the bottom rows. The EKF run diverged in this case for the challenging V203 data set. The statistics on the right are calculated without failed cases included, which gives them an upper hand. We compare to other recent state-of-the-art methods for the online benchmark (for other methods and categories, see [28]).

Because we did not implement the mean-reverting random walk model for the IMU biases and we also change the initial state covariances for the velocity and orientation ($10^{-6}$ and $10^{-3}$, respectively), we run HybVIO both in EKF and UKF mode for comparison. These results are reported on the bottom rows. The EKF run diverged in this case for the challenging V203 data set. The statistics on the right are calculated without failed cases included, which gives them an upper hand. We compare to other recent state-of-the-art methods for the online benchmark (for other methods and categories, see [28]).

In the visual SLAM experiment in Sec. IV-A, we did not consider any additional outlier rejection methods to stabilize the performance. In practice, these would be implemented through, e.g., innovation tests. In Sec. IV-B, we did minimal parameter tuning on top of the HybVIO implementation which has been parameter-wise optimized for the EKF predictions and updates. We speculate that many of the parameters that have a physical interpretation (such as noise scales for velocities, etc.) could be given more sensible values, when moment matching is used instead of direct linearization. Yet, we have to underline that switching away from EKF typically comes at a cost. In the experiments here we require multiple evaluations of the non-linear dynamics and observation models, which can be considered costly at least on embedded hardware, even if the practical runtime for the methods evaluated on a MacBook pro laptop did slow down by a factor of ~two (still ensuring real-time performance). On the other hand, many of the operations can be parallelized. Also hybrid methods, where one would start off with a UKF-type of model, and switch to an EKF when the estimation has converges to track well.

Given the promising results from moment matching, which relates to a single-sweep of expectation propagation (EP) in machine learning, we would expect other related methods to further improve the inference. For example, Chang et al. [7] studied sequential variants of conjugate-computation variational inference that could further improve inference aspects in these models. Yet, the latent state variables in the two model families in the experiments have strong inner couplings. Couplings of this kind have been discussed, e.g., in [37], which could improve upon the performance in these cases.

We see promise in considering alternative non-linear filtering methods to EKF for inference in this type of models. The results signal that better-tailored inference methods can directly improve performance in visual SLAM and VIO. This is directly highlighted by the real-world benchmark results as well: In the online stereo category for the EuRoC benchmark, we report the best real-time accuracy ever published for this widely-used test data.
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