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Abstract—In this paper, we propose an approach for solving an energy-optimal goal assignment problem to generate the desired formation in multi-agent systems. Each agent solves a decentralized optimization problem with only local information about its neighboring agents and the goals. The optimization problem consists of two sub-problems. The first problem seeks to minimize the energy for each agent to reach certain goals, while the second problem entails an optimal combination of goal and agent pairs that minimizes the energy cost. By assuming the goal trajectories are given in a polynomial form, we prove the solution to the formulated problem exists globally. Finally, the effectiveness of the proposed approach is validated through the simulation.

I. INTRODUCTION

Control of swarm systems is an emerging topic in the fields of controls and robotics. Due to their adaptability and flexibility [1], swarm systems have attracted considerable attention in transportation [2], construction [3], and surveillance [4] applications. As we deploy swarms in experimental testbeds [5]–[8] and outdoor experiments [9], it is critical to minimize the cost per agent to ensure swarms are an affordable solution to emerging problems. This is the driving force behind energy-optimal control algorithms, which reduce the battery storage requirements, and therefore, the cost, of agents while simultaneously expanding their useful life.

A fundamental problem in swarm systems is the assignment of agents to a particular formation. There is a rich literature on the creation of a desired formation, such as generating rigid formations from triangular sub-structures [10], [11], crystal growth-inspired algorithms [12], and region-based formation controllers [13]. It is also possible for agents to construct formations using only scalar, bearing, or distance measurements [14], [15], and many formation problems may be solved using consensus techniques [16]. However, only a few of these approaches consider the energy cost to individual agents in the swarm.

Similar to the efforts reported in [17]–[19], we seek the assignment of a finite number of agents to a set of desired states. Our approach leverages optimal control to guarantee inter-agent collision avoidance while minimizing the energy consumed by each agent. Unlike [17], our approach is not pairwise between agents, instead we consider all nearby agents during goal assignment. Our approach also does not require the agents to be assigned to unique goals a priori. Similar to [18], our approach imposes a priority ordering on the agents to generate assignments and trajectories. However, our approach to prioritization is dynamic and decentralized, as opposed to the global static priority presented in [18]. Finally, our approach to assignment only considers the local area around an agent, unlike the global auction algorithm in [19]. Additionally, we consider the unconstrained energy cost required to reach a goal during assignment, whereas [17]–[19] only consider the distance to the goal. In other words, our approach considers the energy cost required for the agent to match the goal’s velocity.

By leveraging optimal control, we explicitly allow for the prioritization of safety as a hard constraint on the system. Strong guarantees on safety are valuable to avoid inter-agent collisions and to guarantee that agents avoid obstacles in the environment. We propose an extension of our previous work on energy-optimal goal assignment and trajectory generation [20], [21]. The main contributions of this paper are: (1) we optimally determine the arrival time of each agent during assignment, while we provide a set of sufficient conditions on the goal dynamics to guarantee that the arrival time is finite; and (2) we propose an event-triggered approach to goal assignment that guarantees all agents will converge to a unique goal. We also provide a numerical demonstration of our improved assignment and trajectory generation scheme.

The remainder of the paper is organized as follows. In Section II we formulate the optimal goal assignment and trajectory generation problem. In Section III we formulate the goal assignment problem and provide an event-triggered update scheme that guarantees convergence. In Section IV we explain the trajectory planning scheme, and in Section V we quantify the improvement in performance over our previous work [20], [21]. Finally, we draw our conclusions and propose future research directions in Section VI.

II. MODELING FRAMEWORK

We consider a problem of generating a desired formation by allocating $N \in \mathbb{N}$ agents into $M \in \mathbb{N}$ goals, where $M \geq N$. The agents and the goals are indexed by the sets $A = \{1, \ldots, N\}$ and $F = \{1, \ldots, M\}$, respectively. For continuous time $t \in \mathbb{R}_{\geq 0}$, each agent $i \in A$ obeys double-
integrator dynamics,
\[
p_i(t) = v_i(t), \quad \dot{v}_i(t) = u_i(t),
\]
where \(p_i(t) \in \mathbb{R}^2\) and \(v_i(t) \in \mathbb{R}^2\) are the time-varying position and velocity vectors, and \(u_i(t) \in \mathbb{R}^2\) is the control input. The control input and velocity of each agent are bounded by
\[
||v_i(t)|| \leq v_{\text{max}}, \quad ||u_i(t)|| \leq u_{\text{max}},
\]
where \(v_{\text{max}}\) and \(u_{\text{max}}\) are the maximum allowable speed and control inputs, and \(\| \cdot \|\) is the Euclidean norm. The state of each agent is given by the time-varying vector
\[
x_i(t) = \begin{bmatrix} p_i(t) \\ v_i(t) \end{bmatrix}.
\]
We denote the distance between two agents \(i, j \in \mathcal{A}\) by
\[
d_{ij}(t) = ||p_i(t) - p_j(t)||.
\]
In order to avoid collisions between agents, we impose the following pairwise constraints for all agents \(i, j \in \mathcal{A}, i \neq j\),
\[
d_{ij}(t) \geq 2R, \quad \forall t \geq 0,
\]
\[
h \gg 2R,
\]
where \(R \in \mathbb{R}_{>0}\) is the radius of a safety disk centered on each agent, and \(h \in \mathbb{R}_{>0}\) is the sensing and communication horizon. Next, we define the neighborhood of an agent, which is our basis for local information.

**Definition 1.** The neighborhood of agent \(i \in \mathcal{A}\) is the time-varying set
\[
\mathcal{N}_i(t) = \{ j \in \mathcal{A} \mid d_{ij}(t) \leq h \}.
\]
Agent \(i\) may sense and communicate with every neighboring agent \(j \in \mathcal{N}_i(t)\).

We also define the notion of desired formation.

**Definition 2.** The desired formation is the set of time-varying vectors \(\mathcal{G}(t) = \{p_k(t) \in \mathbb{R}^2 \mid k \in \mathcal{F}\}\).

The set \(\mathcal{G}(t)\) can be prescribed offline, i.e., by a designer, or online by a high-level planner. Since we consider the desired formation with polynomial trajectories, each goal \(k \in \mathcal{F}\) has the form
\[
p_{k}(t) = \sum_{i=0}^{\eta} c_{k,i} t^i, \quad \eta \geq 2,
\]
where \(\eta\) is the degree of the polynomial and the coefficients \(c_{k,i} \in \mathbb{R}^2\) are constant vectors.

We impose the following model for the rate of energy consumption by agent \(i \in \mathcal{A}\),
\[
\dot{E}_i(t) = \frac{1}{2} ||u_i(t)||^2.
\]
Physically, this energy model implies that minimizing \(L^2\) norm of acceleration directly reduces the total energy consumed by each agent.

In our modeling framework, we impose the following assumptions.

**Assumption 1.** There are no errors or delays with respect to communication and sensing within each agent’s neighborhood.

**Assumption 2.** The energy cost of communication is negligible, i.e., the energy consumption is only in the form of \(\frac{a_i^2}{3} + \frac{b^2}{3}||i_{i,k}||^2\).

**Assumption 3.** Each agent has a low-level onboard controller that can track the generated optimal trajectory.

Assumption 1 is employed to characterize the idealized performance of our approach. This may be relaxed by using a stochastic optimal control problem, or robust control, for trajectory generation. Assumption 2 may be relaxed for the case with long-distance communication. For that case, the communication cost can be controlled by varying the communication horizon \(h\). Assumption 3 may be strong for certain applications. This assumption may be relaxed by including kinematic constraints in the optimal trajectory generation problem, or by employing a robust low-level controller, such as a control barrier function, for tracking.

### III. Optimal Goal Assignment

The objective of a goal assignment problem is to assign each agent to a unique goal such that the total energy consumption of all agents is minimized. We separate this into two sub-problems: (1) finding the minimum-energy unconstrained trajectory for each agent to reach every goal, and (2) finding the optimal assignment of agents to goals such that total energy consumption is minimized and at most one agent is assigned to each goal.

To solve the first sub-problem, we consider the case of any agent \(i \in \mathcal{A}\) traveling between two fixed states with the energy model in the form of \(\frac{a_i^2}{3} + \frac{b^2}{3}||i_{i,k}||^2\). In this case, Hamiltonian analysis yields the following optimal unconstrained minimum-energy trajectory [22],
\[
u_i(t) = a_i t + b_i,
\]
\[
v_i(t) = \frac{a_i}{2} t^2 + b_i t + c_i,
\]
\[
p_i(t) = \frac{a_i}{6} t^3 + \frac{b_i}{2} t^2 + c_i t + d_i,
\]
where \(a_i, b_i, c_i,\) and \(d_i\) are constant vectors of integration. Thus, we get the minimum required total-energy for agent \(i\) to reach the goal \(k \in \mathcal{F}\), by substituting \(11\) into \(10\), that is,
\[
E_{i,k}(t_{i,k}) = \int_{t_{0,k}}^{t_{i,k}} ||u_i(\tau)||^2 d\tau
\]
\[
= \frac{a_i^2}{3} + \frac{b^2}{3} ||i_{i,k}||^2 + (a_i x b_{i,x} + a_i y b_{i,y}) t_{i,k}^2
\]
\[
+ (b_{i,x}^2 + b_{i,y}^2) t_{i,k},
\]
where \( t_{i,k} \) is the time taken for the agent \( i \) to reach the goal \( k \), and \( a_i = [a_{i,x}, a_{i,y}]^T \), \( b_i = [b_{i,x}, b_{i,y}]^T \) are the coefficients of (11). We solve for the coefficients \( a_i \) and \( b_i \) by substituting the boundary conditions into (12) and (13).

\[
a_i = \frac{12}{t_{i,k}^2} (p_{i,0} - p_{c}^*(t_{i,k})) + \frac{6}{t_{i,k}^2} (v_{i,0} + v_{c}^*(t_{i,k})), \quad (15)
\]

\[
b_i = -\frac{6}{t_{i,k}} (p_{i,0} - p_{c}^*(t_{i,k})) - \frac{2}{t_{i,k}} (2v_{i,0} + v_{c}^*(t_{i,k})). \quad (16)
\]

Here, \( p_{i,0} \) and \( v_{i,0} \) are the initial position and velocity of the agent \( i \), respectively. Next, we define an optimization problem to find the minimum-energy arrival time.

**Problem 1** (Energy Minimization). The minimum-energy arrival time for agent \( i \in \mathcal{A} \) traveling to goal \( k \in \mathcal{F} \) is found by solving the following optimization problem,

\[
E_{i,k} = \min_{t_{i,k}} E_{i,k}(t_{i,k}) \quad \text{subject to (2)},
\]

**Proposition 1.** For goal trajectories in the form of (9), there always exists a globally optimal solution to Problem 1.

**Proof.** First we substitute (9) and its time derivative into (15) and (16), which yields equations of the form

\[
a_i = \sum_{l=0}^{\eta} c_{i,a} t_{i,k}^{l-3}, \quad (18)
\]

\[
b_i = \sum_{l=0}^{\eta} c_{i,b} t_{i,k}^{l-2}, \quad (19)
\]

Squaring (18) and (19) and substituting the result into (14) yields an equation of the form

\[
E_{i,k}(t_{i,k}) = \sum_{l=0}^{2\eta} \alpha_l t_{i,k}^{l-3}, \quad (20)
\]

where \( \alpha_l \) are constant numbers, and \( \alpha_{2\eta} > 0, \alpha_0 > 0 \). Eq. (9) implies that \( \eta \geq 2 \), thus (20) always has polynomial and inverted radical terms. Thus, as \( t \to \infty \), the polynomial terms dominate and

\[
\lim_{t \to \infty} E_{i,k}(t) = \infty. \quad (21)
\]

As \( t \to 0^+ \), the inverted radical terms dominate, and

\[
\lim_{t \to 0^+} E_{i,k}(t) = \infty. \quad (22)
\]

Finally, \( u_i(t) \in \mathbb{R}^2 \) implies that \( E_{i,k}(t) \geq 0 \) for \( t \in (0, \infty) \) by (14). From (21), if we select sufficiently small positive number \( \varepsilon \), there exists \( \gamma \) such that \( E_{i,k}(\gamma) > E_{i,k}(\varepsilon) \), \( \forall \gamma \in (0, \varepsilon) \). Likewise, from (22), for sufficiently large number \( \beta \), there exists \( \delta \) such that \( E_{i,k}(\beta) < E_{i,k}(\delta) \), \( \forall \delta \in (\beta, \infty) \). This implies that the local minimum in \( [\varepsilon, \beta] \) is the global minimum as well. According to the boundness theorem in calculus, a continuous function in the closed interval is bounded on that interval. That is, for the continuous function \( 20 \) in \( [\varepsilon, \beta] \), there exist real number \( m \) and \( \tilde{m} \) such that:

\[
m < E_{i,k}(t) < \tilde{m}, \forall t \in [\varepsilon, \beta], \quad (23)
\]

and the proof is complete.

Proposition 1 enables the agent to consider the energy-optimal arrival time during goal assignment. In contrast, our previous work [20], [21] uses a fixed arrival time that is selected offline by a designer.

After the energy minimization is complete, each agent assigns itself and its neighbors to unique goals. This is achieved using an assignment matrix \( A_i(t) \) of size \( |N_i(t)| \times M \), which we define next.

**Definition 3.** The assignment matrix \( A_i(t) \) for each agent \( i \in \mathcal{A} \) maps all agents \( j \in N_i(t) \) to a unique goal index \( g \in \mathcal{F} \). The elements of \( A_i(t) \) are binary valued, and each agent is assigned to exactly one goal.

We determine the assignment matrix by solving a decentralized optimization problem, which we present later in this section. Next, we define the prescribed goal to show how the agent uses the assignment matrix.

**Definition 4.** For agent \( i \in \mathcal{A} \), the prescribed goal is

\[
P_i^e(t) = \{ p_{c}^e \in \mathcal{G} \mid a_{ik} = 1, a_{ik} \in A_i(t), k \in \mathcal{F} \}. \quad (24)
\]

Since the prescribed goal is determined using only local information, it is possible that two agents with different neighborhoods will prescribe themselves the same goal. To solve this problem, each agent must know which agent it is competing with and which one has priority for the goal. This motivates our definitions of competing agents and the priority indicator function.

**Definition 5.** The set of competing agents for agent \( i \in \mathcal{A} \) is given by

\[
C_i(t) = \{ j \in N_i(t) \mid p_{j}^e(t) = p_{i}^e(t), i \neq j \}. \quad (25)
\]

The information about competing agent is updated whenever a new agent enters the neighborhood of agent \( i \). If there is at least one competing agent, that is \( |C_i(t)| \geq 1 \), then all agents \( j \in C_i(t) \) must compare their priority indicator function, which we define next.

**Definition 6.** For each agent \( i \in \mathcal{A} \), we define the priority indicator function \( \Pi_i : \mathcal{A} \setminus \{i\} \to \{0,1\} \). We say that that agent \( i \in \mathcal{A} \) has priority over agent \( j \in \mathcal{A} \setminus \{i\} \), if and only if \( \Pi_i(j) = 1 \). Additionally, \( \Pi_i(j) = 1 \) if and only if \( \Pi_j(i) = 0 \).

The functional form of the priority indicator function is determined offline by a designer and is the same for all agents. By Assumption 1 the information required to evaluate priority is instantaneously and noiselessly measured and communicated between agents. Following this policy, the agent with no priority is permanently banned from its prescribed goal.

**Definition 7.** We denote the set of banned goals for agent \( i \in \mathcal{A} \) as

\[
B_i(t) \subset \mathcal{F}. \quad (26)
\]
Elements are never removed from \( B_i(t) \), and a goal \( g \in \mathcal{F} \) is added to \( B_i(t) \), if \( p_i^g(t) = p_j^g(t) \in \mathcal{G} \) and \( I_i(j) = 0 \) for any \( j \in C_i(t) \setminus \{i\} \).

Agent \( i \in \mathcal{A} \) assigns itself a prescribed goal by solving the following optimization problem, where we include the banned goals as constraints.

**Problem 2** (Goal Assignment). Each agent \( i \in \mathcal{A} \) selects its prescribed goal (Definition 4) by solving the following binary program:

\[
\min_{a_{jk} \in \mathcal{A}_i} \left\{ \sum_{j \in \mathcal{N}_i(t)} \sum_{k \in \mathcal{F}} a_{jk} E_{j,k}^* \right\} \tag{27}
\]

subject to:

\[
\sum_{k \in \mathcal{F}} a_{jk} = 1, \quad j \in \mathcal{N}_i(t), \tag{28}
\]

\[
\sum_{j \in \mathcal{N}_i(t)} a_{jk} \leq 1, \quad k \in \mathcal{F}, \tag{29}
\]

\[
a_{jk} = 0, \quad \forall j \in \mathcal{N}_i(t), \quad k \in B_j(t), \tag{30}
\]

\[
a_{jk} \in \{0, 1\}. \tag{31}
\]

Next, we present Algorithm 1 which describes our event-driven protocol for assigning agents to goals using the competing agent set, priority indicator function, and banned goal set.

**Algorithm 1:** Event-driven algorithm to determine the prescribed goal for each agent \( i \in \mathcal{A} \).

1. Solve Problem 2.
2. Determine prescribed goal;
3. Generate optimal trajectory to assigned goal;
4. if \( |C_i(t)| \geq 1 \) then
   1. Compare \( I_i(j) \) for all \( j \in C_i(t) \);
   2. if any \( I_i(j) = 0 \) then
      1. Add current goal to \( B_i(t) \);
      2. Solve Problem 2;
      3. Determine prescribed goal;
      4. Generate optimal trajectory to assigned goal;
5. end

**Proposition 2** (Solution Existence). A solution to Problem 2 always exists.

**Proof.** Let \( B(t) = \bigcup_{i \in \mathcal{A}} B_i(t) \) be the set of all goals which any agent is banned from. Let \( n_b(t) = |B(t)| \), then based on Algorithm 1 there must be exactly \( n_b(t) \) agents assigned to the \( n_b(t) \) banned goals. Thus, any agent \( i \in \mathcal{A} \) must assign at most \( N - n_b(t) \) agents to \( M - n_b(t) \) goals when solving Problem 2. As \( M \geq N \), \( M - n_b(t) \geq N - n_b(t) \), and the feasible space of Problem 2 is always non-empty.

Each agent \( i \in \mathcal{A} \) initially solves Problem 2 to assign itself to a goal, and re-solves Problem 2 whenever its neighborhood \( N_i(t) \) switches and the set of competing agents becomes non-empty. It is possible that several agents may assign themselves to the same goal. If it is the case, all conflicting agents repeat the banning and assignment process until all agents are assigned to a unique goal. Next, using Proposition 1 and Proposition 2 we propose Theorem 1 which guarantees convergence of all agents to a unique goal in a finite time.

**Theorem 1.** Let any agent \( i \in \mathcal{A} \) be assigned to a goal \( k \in \mathcal{F} \) under our proposed banning and reassignment approach (Definitions 5 - 7) and polynomial goal trajectories (9). If the solution to Problem 1 is never increasing, i.e., \( E_{i,k}^*(t_1) \geq E_{i,k}^*(t_2) \) for sequential assignments of agent \( i \) to goal \( k \) at times \( t_1, t_2 \in \mathbb{R}_{\geq 0} \), where \( t_2 > t_1 \), then all agents arrive at their unique assigned goal in finite time.

**Proof.** First, for each agent \( i \in \mathcal{A} \) assigned to a goal \( k \in \mathcal{F} \), Proposition 1 implies that a finite arrival time, \( t_{i,k} \) always exists. Second, Proposition 2 implies that a solution to the assignment problem (Problem 2) always exists. This is sufficient to satisfy the premise of the Assignment Convergence Theorem presented in [21], which guarantees all agents arrive at a unique goal in finite time.

**IV. OPTIMAL PATH PLANNING**

After being assigned to a goal with the optimal arrival time, each agent must find the energy-optimal trajectory to reach their assigned goal. For trajectory generation, each agent plans over the horizon \( [0, t_{i,k}] \subset \mathbb{R}_{\geq 0} \) where \( t = 0 \) is the current time and \( t = t_{i,k} \) is the optimal arrival time. The initial and final states of each agent \( i \in \mathcal{A} \) are:

\[
p_i(0) = p_{i}^r, \quad v_i(0) = v_{i}^r, \tag{31}
\]

\[
p_i(t_{i,k}) = p_{i}^{*}, \quad v_i(t_{i,k}) = v_{i}^{*}, \tag{32}
\]

where \( t_{i,k} \) is the argument that minimizes Problem 1. To avoid collisions we impose a safety constraint to all agents with lower priority,

\[
d_{ij}(t) \geq 2R, \quad \forall j \in \{\xi \in \mathcal{A} \mid I_i(\xi) = 0\}, \tag{33}
\]

\[
\forall t \in [0, t_{i,k}].
\]

Next, we formulate the decentralized optimal path planning problem.

**Problem 3** (Path Planning). For each agent \( i \in \mathcal{A} \) assigned to goal \( k \in \mathcal{F} \), the optimal path can be found by solving the following optimal control problem,

\[
\min_{u_i(t)} \int_{t_i}^{t_{i,k}} \frac{1}{2} \int_{t_i}^{t_{i,k}} ||u_i(\tau)||^2 d\tau \tag{34}
\]

subject to: (1), (2), (3), (4),

given: (51), (52).

We derive the analytical solution to this problem by following the standard methodology used in optimal control problems with state and control constraints [22]–[25]. First, we consider the unconstrained solution, given by (11) – (13). If the solution violates any of the constraints, then it is connected with the new arc corresponding to the violated
constraint. This yields a set of the algebraic equation that are solved simultaneously using the boundary conditions of Problem 3 and interior conditions between the arcs. This process is repeated until no constraints are violated, which yields the feasible solution for Problem 3.

The solution is a piecewise-continuous state trajectory composed of the following optimal motion primitives [21]:

1) no constraints are active,
2) one safety constraint is active,
3) multiple safety constraints are active,
4) one state/control constraint is active, and
5) multiple state/control constraint are active.

For the full derivation of the solution for each case, see [21].

V. SIMULATION RESULTS

In this section, we present a series of simulation results to evaluate the effectiveness of the proposed method. All the simulations were conducted with \( N = M = 10 \) agents and goals. The velocity of all the goals are given by the polynomials

\[
v^*(t) = \begin{bmatrix} v^*_x(t) \\ v^*_y(t) \end{bmatrix} = \begin{bmatrix} 0.05t^3 - 0.3t^2 + 0.45t \\ -0.02t + 0.05 \end{bmatrix}.
\]

We randomly selected the initial positions of the agents in \( \mathbb{R}^2 \), which we then fixed for each simulation.

To demonstrate the effect of the energy-optimal arrival time (Problem 1), we compared the simulation results of the proposed method with that of the previous method [21], as shown in Fig. 1 and Fig. 2. We selected \( T = 5 \) for the time parameter of the previous method. To remove the effect of decentralization on the performance, we set the sensing distance \( h = \infty \) for both cases.

Numerical results are shown in Table I. The proposed method reduced the total energy consumption by 91.2% compared to the previous method. This result shows that, in some cases, not only energy consumption but also the total time required to achieve the desired formation is improved. We attribute this improvement to our algorithm selecting the optimal arrival time through Problem 1 rather than using a fixed arrival time. The energy use of each agent for both cases are given in Fig. 3, and all the agents consumed a minimum of 83.8% to a maximum of 97.2% less energy than the previous method.

Next, we simulated the agents with various sensing distances to understand its effect on performance. We implemented a priority indicator function based on the

| \( h \) [m] | min. separation [cm] | \( E \) [kJ/kg] | \( t_f \) [s] | Total bans |
|---|---|---|---|---|
| \( \infty \) | 25.25 | 0.69 | 4.57 | 0 |
| 1.25 | 16.84 | 454.3 | 4.57 | 6 |
| 1.00 | 5.84 | 3.06 | 4.54 | 7 |
| 0.75 | 10.62 | 15.48 | 4.54 | 5 |
| 0.50 | 25.25 | 4.24 | 4.57 | 4 |

TABLE II: Numerical results with different sensing distances.
neighborhood size, energy cost, and index of each agent as described in [21]. The results are shown in Table II and Fig. 4 illustrates the trajectories generated by the agents with various values of $h$. As with our previous work, [20], the results in Table II show no correlation between the sensing distance and energy consumption. With respect to the agents’ initial position and the desired formation, some information forces the agent to select the goal that is further than the one the agent would choose without that information, resulting in extra energy consumption. This process is shown in Fig. 4. Compared to (a), the trajectory of one agent (shown with the orange line) gets longer and longer in (b), (c), and (d). The agent with a longer sensing distance may select a better goal at the beginning due to its extra information about other agents. However, as shown in Table II, this may increase the number of banned goals, resulting in a higher number of assignments and reducing performance.

VI. CONCLUSION

In this paper, we proposed an extension of our previous work on energy-optimal goal assignment and trajectory generation. The goal assignment task was separated into two sub-problems that include (1) finding energy-optimal arrival time and (2) assigning each agent to a unique goal. With the goal dynamics in the form of polynomials, we proved that our proposed approach guarantees that all agents arrive at a unique goal in finite time. We validated the effectiveness of our approach through simulation. Compared to previous work, we have shown a significant reduction in energy consumption.

Future work should consider how the initial position of the agents and desired formation affects energy consumption. Quantifying the relationship between sensing distance and performance is another interesting area of research, as well as adapting agent memory and other information structures to the problem. Finally, using recent results constraint-driven optimal control [26] to generate agent trajectories in real time is another compelling research direction.
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