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Abstract—Recent years have witnessed the fast advance of security research for networked dynamical system (NDS). Considering the latest inference attacks that enable stealthy and precise attacks into NDSs with observation-based learning, this article focuses on a new security aspect, i.e., how to protect control mechanism secrets from inference attacks, including state information, interaction structure and control laws. We call this security property as control mechanism secrecy, which provides protection of the vulnerabilities in the control process and fills the defense gap that traditional cyber security cannot handle. Since the knowledge of control mechanism defines the capabilities to implement attacks, ensuring control mechanism secrecy needs to go beyond the conventional data privacy to cover both transmissible data and intrinsic models in NDSs. The prime goal of this article is to summarize recent results of both inference attacks on control mechanism secrets and countermeasures. We first introduce the basic inference attack methods on the state and structure of NDSs, respectively, along with their inference performance bounds. Then, the corresponding countermeasures and performance metrics are given to illustrate how to preserve the control mechanism secrecy. Necessary conditions are derived to guide the secrecy design. Finally, thorough discussions on the control laws and open issues are presented, beckoning future investigation on reliable countermeasure design and tradeoffs between the secrecy and control performance.

I. INTRODUCTION

In the last decades, traditional control systems are becoming increasingly diverse, networked, and integrated with numerous physical and cyber components. Networked dynamical systems (NDSs) are characterized by the locality of information exchange between individual nodes (subsystems) and the coordinated capability to implement control and safety-critical tasks with high-reliability requirements [1], such as multi-robot systems [2], [3], vehicle and traffic networks [4], [5].

While NDSs have many promising applications, the networked working nature and physical openness make NDSs vulnerable to a wide range of security risks. It arises as an urgent and critical problem to secure NDSs under various cyber/physical attacks [6]. Specifically, from the perspective of external observations, the state, structure, and control laws of NDSs are critical elements to evaluate and analyze the operating performance (we call the three elements as control mechanism). This article reveals that, with the rapid development of artificial intelligence, external attackers/adversaries can infer the control mechanism based on a small number of observations, which is equivalent to read the mind of the NDS systems. Furthermore, the attacker can leverage the inferred knowledge to achieve more stealthy and intelligent attacks. Different from the mainstream security research in the literature, we focus on the mentioned inference attacks, and introduce the notion of control mechanism secrecy to investigate the security performance under inference attacks.

A. What is Control Mechanism Secrecy

To interpret the contents of mechanism secrecy, the control mechanism needs to be specified first. NDSs can be categorized into two types: multi-component type and multi-agent type, as shown in Fig. 1. For both types, they are all composed of sensors for state measurements, commu-
The elements of the control mechanism. The state, structure, and control laws are deeply coupled with each other: the state evolution is a direct result of the control laws, while the control laws need to use the state and structure to control the system behavior.

**Fig. 2**
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### B. Why Control Mechanism Secrecy

According to famous Kerckhoffs's principle [7] and Shannon's maxim “the enemy knows the system” [8], it is dangerous to assume that the attacker lacks the knowledge about the system. The two principles have guided security research in control systems, with rich achievements to guarantee the system performance under various attacks. On the other hand, a growing amount of works focus on the defense design under the assumption that the attacker has perfect knowledge about the system. This assumption is for worst-case attacks, and generally leads to a passive defense manner. The worst-case assumption can be counter-productive, which leads to overly conservative defense strategies with compromised system performance. This dilemma motivates us to investigate the unsolved issues inspired by Shannon’s maxim, i.e., the fundamental control mechanism secrecy. We need to answer two important questions: i) under what conditions and to what extent can the attacker infer the control mechanism, and ii) in what way to enhance the control mechanism secrecy.

Here we use an example of multi-robot systems to illustrate how to “read your mind”. Suppose a multi-robot system is deployed in an unknown environment for reconnaissance, while a malicious attacker (like an UAV or other robots equipped with sensors) can observe the trajectories of the robots. From the observed information, the attacker can infer the real historical states which may contain sensitive location information of the robot base [9], or predict the future trends of the trajectory evolution [10]. Also, if the robots exhibit a process of reaching certain regular pattern, then the attacker can infer the internal interaction structure among the robots [11], [12], and find the critical robot that has dominant impacts on the system [13]. Even worse, the control laws about how the robots are driven are also likely to be learned if sufficient data of the control process are collected [14], [15]. Once these elements of control mechanism are disclosed to the attacker, the robot system will face more severe security risks. For instance, the attacker can use the knowledge to launch one-shot strike against the critical robot precisely to disrupt the whole system [16], or choose to be a spy robot that sneaks into the system and stealthily misguides the system [17], [18].

Based on the above analysis, if we can protect the control mechanism secret, the capabilities of the attackers will be substantially constrained, thereby largely reducing the defense burdens. Therefore, it is critical to investigate the control mechanism secrecy, as another layer of proactive defense for the system. Moreover, it provides much needed insights to characterize the capabilities of the state-of-the-art inference attacks, and is an under-explored research issue beckoning further investigation.

### C. Related Work

Control mechanism secrecy is not a brand new notion, as it is inspired by numerous pioneering works. In this part, we
delineate how the control mechanism secrecy is associated with and also different from the existing security research.

**Perspective of the attack-defense process.** In NDSs, the interaction between the attack and defense can take three stages: i) attack design, ii) attack injection and effects spreading, and iii) attack detection and mitigation. Numerous attack models and defense methods have been developed to address different security aspects (see [19], [20] for a detailed review). The previous works mainly addressed three objectives: a) attack modeling and analysis (e.g., [21]–[25]), i.e., analyzing the attack capabilities with certain system knowledge and resources, and illustrating how to maximize the attack impacts; b) attack detection and identification (e.g., [26]–[30]), i.e., designing detectors based on outputs to judge whether the system is under attacks (like classic $\chi^2$ detector), and investigating the limits of detection performance when the attacks are injected. c) attack mitigation and countermeasures (e.g., [31]–[35]), i.e., developing appropriate remedial strategies to alleviate the attacks injected into NDSs, for instance, reconstructing the underlying states from corrupted sensor observations or designing attack-resilient control algorithms.

The above works on different aspects of the system security achieved prominent results to effectively defend various types of attacks. Nevertheless, they rely on deterministic attack model supported by known system knowledge, and barely consider what exactly an attacker could know about the system and how they can infer it. Specifically, the attack space can be characterized as the model knowledge, disclosure, and disruption resources [36], where the former two are indispensable to achieve stealthy and powerful attack impacts. The control mechanism secrecy is complementary to consider how an external attacker can obtain such information to support the attack design and what kinds of smart attack can be launched with the learnt information, and how the defender can protect the information from being inferred. In a word, the control mechanism secrecy focuses on the stage before injecting attacks, as shown in Fig. 3.

**Privacy v.s. mechanism secrecy.** The value of a system element is private if an adversary cannot distinguish the real value from its candidate value set based on the publicly available information [37]. For control mechanism secrecy, its state secrecy has a close relationship with the data privacy. They both try to characterize the security of the system, especially when the user focuses on the sensitive data in the system. For example, many recent works have made progress in preserving the state privacy of consensus-based NDSs [38]–[41], which belong to the state secrecy of the control mechanism secrecy. On the other hand, data privacy mainly focuses on the leakage risk of transmissible and computable data, while the mechanism secrecy also needs to deal with the intrinsic model elements like the interaction topology and control laws, i.e., the secrecy of the structure and control law. In addition, privacy is mainly concerned with whether the sensitive data in the system can be revealed to outsiders (e.g., the state is privacy-preserving), which is more like a binary form. The control mechanism secrecy investigates the relationship between the inference performance and system dynamics, including how accurate the inference methods can achieve by specific methods and available observations, how the inference error will affect the system dynamics, and how to design efficient countermeasures to degrade the inference performance, et al. Most of these issues still remain unsolved and need further investigation.

**Security objective.** The premise of analyzing the security lies that we need to characterize the security into specific objectives/metrics first. In the literature, the famous confidentiality-integrity-availability (CIA) metrics are commonly used to describe the system security, which represents the unauthorized information release, modification and use, respectively [42]. The security issues concerned with the CIA metrics include information monitoring, data corruption, and communication blocking/delay, which mainly focus on the cyber aspect of the system. Control mechanism secrecy is proposed to characterize the deducibility of the system information (especially through physical observations), which can be regarded as a new security dimension along with the CIA properties in NDSs.

**Methodology of the mechanism secrecy.** Mechanism secrecy is associated with many theories and techniques in control, optimization and learning fields. Considering different settings of the inference attack, different methods can be utilized and tailored for problem-solving. For instance, if the model form of the system is explicitly specified and known by the external observer, inferring the system state and structure can be regarded as a problem of parameter identification. If the model form of the system is totally unknown, then the problem may fall into the realm of machine learning.
D. Main Points and Organization

In this article, we point out that utilizing advanced inference and learning techniques to explore the internal properties of NDSs is a new and critical research trend. These techniques can be leveraged by adversaries to support highly intelligent and stealthy attack behaviors, thus incurring severe risks for NDSs. To characterize such security risks and fill the gap that traditional cyber security cannot handle, we propose a new security property, namely control mechanism secrecy, and construct a comprehensive analysis framework by surveying prior related results. Specifically, we interpret the control mechanism as three critical elements: state information, interaction structure, and control laws. Then, we demonstrate how to infer the control mechanism and how to protect its secrecy from the three aspects, respectively.

The contents are organized as follows. Section II introduces the modeling of NDSs and the formulation of the mechanism secrecy. Section III outlines the basic methods of inferring the control mechanism. The counterpart defense strategies are studied in Section IV. Detailed discussions on more complicated scenarios and some meaningful open issues are provided in Section V inspirably more efforts on future investigation. Finally, we present illustrative numerical examples in Section VI and summarize this article in Section VII.

II. FORMULATION OF MECHANISM SECRECY

Let $G = (V, E)$ be a directed graph that models the networked system, where $V = \{1, \cdots, N\}$ is the finite set of nodes and $E \subseteq V \times V$ is the set of interaction edges. An edge $(i, j) \in E$ indicates that $i$ will use information from $j$. The adjacency matrix $A^\sigma = [a^\sigma_{ij}]_{N \times N}$ of $G$ is defined such that $a^\sigma_{ij} > 0$ if $(i, j)$ exists, and $a^\sigma_{ij} = 0$ otherwise. Denote $N_i = \{j \in V : a^\sigma_{ij} > 0\}$ as the in-neighbor set of $i$, and $d_i = |N_i|$ as its in-degree. Define $L = \text{diag}(A^\sigma 1) - A^\sigma$ as the Laplacian matrix of $G$, where $1$ is a vector of all ones. Then we have $L 1 = 0$. A directed path is a sequence of nodes $\{r_1, r_2, \cdots, r_j\}$ such that $(r_{i+1}, r_i) \in E, i = 1, 2, \cdots, j - 1$. A directed graph has a (directed) spanning tree if there exists at least a node having a directed path to all other nodes. $G$ must have a spanning tree to guarantee that at least one node’s information can reach all other nodes.

A. System Model

Consider the nodes in a NDS are represented by $V$. For $i \in V$, its dynamics is described by

$$x_i(k+1) = f(x_i(k), u_i(k), \chi_i(k), \omega_i(k)), \quad y_i(k) = g(x_i(k), v_i(k)), \tag{1}$$

where $\chi_i(k) = \{x_j(k), j \in N^m_i\}$ represents the state set of node $i$’s all neighbors, $x_i \in \mathbb{R}^{n_i}$, $y_i \in \mathbb{R}^{q_i}$, and $u_i \in \mathbb{R}^r$. $\omega_i(k)$ and $v_i(k)$ are the state, output, and input vectors of node $i$, respectively. Besides, $\omega_i(k)$ and $v_i(k)$ are mutually independent process and measurement noises, which has both zero means and variances of $\Sigma_{\omega_i}^o$ and $\Sigma_{\omega_i}^e$, respectively. For the noises $\omega_i(k)$ and $v_i(k)$, the following assumption is commonly used.

Assumption 1 (Gaussian noise assumption). The process noise $\omega_i(k) \sim \mathcal{N}(0, \Sigma_{\omega_i}^o)$ and the observation noise $v_i(k) \sim \mathcal{N}(0, \Sigma_{\omega_i}^e)$ are i.i.d. zero-mean Gaussian noises.

Note that (1) is an abstract formulation that can represent most system models in real applications. In the literature, the linear time-invariant systems are most widely investigated, and the nodal dynamics are given by

$$x_i(k+1) = A_i x_i(k) + \sum_{j \in N^m_i} A_{ij} x_j(k) + B_i u_i(k) + w_i(k),$$

$$y_i(k) = C_i x_i(k) + v_i(k), \tag{2}$$

where $A_{ij} \in \mathbb{R}^{n_i \times n_j}$, $B_i \in \mathbb{R}^{n_i \times q_i}$ and $C_i \in \mathbb{R}^{m_i \times n_i}$. Note that $A_{ij} x_j(k)$ represents the effect of node $j$ on node $i$, and $B_i u_i(k)$ represents the internal input to make node $i$ accomplish specific control objectives. In a global form, the dynamics of a NDS is given by

$$x(k+1) = Ax(k) + Bu(k) + w(k),$$

$$y(k) = Cx(k) + v(k), \tag{3}$$

where $x = [x_1^T, \cdots, x_N^T]^T$, $y = [y_1^T, \cdots, y_N^T]^T$, $\omega = [\omega_1^T, \cdots, \omega_N^T]^T$, and $v = [v_1^T, \cdots, v_N^T]^T$. In addition, we have

$$A = \begin{bmatrix} A_{11} & \cdots & A_{1N} \\ \vdots & \ddots & \vdots \\ A_{N1} & \cdots & A_{NN} \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ \vdots \\ B_N \end{bmatrix},$$

$$B = \text{blkdiag}(B_1, \cdots, B_N), \quad \text{and} \quad C = \text{blkdiag}(C_1, \cdots, C_N).$$

Correspondingly, the canonical controllability and observability matrices of the system are given by

$$Q_c = [B, AB, \cdots, A^{n-1}B] \in \mathbb{R}^{n \times nq}, \tag{4}$$

$$Q_o = [C^T, (CA)^T, \cdots, (CA^{n-1})^T]^T \in \mathbb{R}^{nm \times n}, \tag{5}$$

where $n = \sum_{i=1}^N n_i$, $q = \sum_{i=1}^N q_i$, and $m = \sum_{i=1}^N m_i$. The system (3) is controllable if $\text{rank}(Q_c(n)) = n$, and observable if $\text{rank}(Q_o(n)) = n$. Given time horizon $T$, we define the corresponding controllability and observability matrices as

$$M_c = [B, AB, \cdots, A^{T-1}B] \in \mathbb{R}^{n \times Tq}, \tag{6}$$

$$M_o = [C^T, (CA)^T, \cdots, (CA^{T-1})^T]^T \in \mathbb{R}^{Tm \times n}. \tag{7}$$

In most existing literature concerning system security, the parameters $(A, B, C)$ and input $u$ are known to the system (or at least the local information is known). For an external attacker, the knowledge is unknown initially. Unless otherwise specified, we mainly focus on linear system models (2) and (3) in this article.

Next, we present asymptotically stable matrix class $\mathcal{S}_a$ and the (strictly) marginally stable matrix $\mathcal{S}_m$ as follows:

$$\mathcal{S}_a = \{Z \in \mathbb{R}^{n \times n}, \rho_{\text{max}}(Z) < 1\},$$

$$\mathcal{S}_m = \{Z \in \mathbb{R}^{n \times n}, \rho_{\text{max}}(Z) = 1\} \text{ and the geometric multiplicity of eigenvalue one is 1}.$$
B. Common Models Variants

Note that in the literature, the results concerning the security of NDSs may not always be based on a unified model like (2), and the variant models can be used in different scenarios. We summarize four commonly used model variants (for simplicity we ignore the process and observation noise terms), which are given as follows.

- Integrated CPS:
  \[ x(k+1) = Ax(k) + Bu(k), \]
  \[ y(k) = Cx(k). \]  

This model is considered when the system of interest is presented in a whole and the defender needs to analyze the global performance under attack, which means that a central unit with global knowledge about the system is required.

- Multi-sensor network:
  \[ x(k+1) = Ax(k) + Bu(k), \]
  \[ y_i(k) = C_i x_i(k). \]  

The multi-sensor model can be seen as an extended version of (9), where multiple sensors with different capabilities are used to measure the same dynamic process.

- Interconnected subsystems:
  \[ x_i(k+1) = \sum_{j=1}^{N} A_{ij} x_j(k) + B_i u_i(k), \]
  \[ y_i(k) = C_i x_i(k). \]  

This model is used where one needs to consider the self-dynamics and information locality of each subsystem.

- Consensus-based network:
  \[ x_i(k+1) = \sum_{j=1}^{N} a_{ij} x_j(k), \]
  \[ y_i(k) = x_i(k). \]  

The consensus-based model is most common in the literature, which mainly describes the agreement-achieving process in distributed computing and control fields.

It is worth noting that, the former two models (9) and (10) can be both illustrated as the multi-component type NDSs (as shown in Fig. 1(a)). The networked characteristic of them reflects in that the components are connected in wire/wireless manners, and their security risks are usually presented in the way where some dimensional values of the input/outputs (or the complete output of a single one in multi-sensor cases) can be maliciously tampered. The latter two models (11) and (12) can be both illustrated as the multi-agent type NDSs (as shown in Fig. 1(b)). The common security risks of such systems are presented in inter-agent forms, e.g., some agents in the network are corrupted and transmit false information, or the connections between agents are disturbed. More detailed characteristics and examples are given in Table I.

C. Security Analysis

In this part, we present a detailed analysis of the control mechanism. Generally, both the internal state \(x\) and the output \(y\) can be regarded as the state of the system. The output is the indirect reflection of the internal state, and is available or observable in most situations. Next, we analyze how the control mechanism can be susceptible to security breaches when there is an external observer.

- First, the state directly reflects the system behavior in the running process. When the system is observable, the state of the system can be easily obtained from the outputs if the system matrices \(A\) and \(C\) are also known. If the values of \(A\) and \(C\) are unknown but their dimensions are known, then the problem turns to the identification of these matrices, where the identified matrices are used to restore the states. Even if the system is not observable, it is possible to infer the underlying states with growing observations, e.g., by regression or Bayesian methods.

- Second, the structure of NDSs specifies the information flow between different nodes (e.g., \(A_{ij}\) in model (2)), and the coupling relationships between different state dimensions of a single node (e.g., \(B_i\) in model (2)). Even though the matrix values may not be estimated accurately by the malicious observer, their corresponding binary attributes are much easier to infer, which also leaks critical system information and causes great risks. This security vulnerability will be worse when the system reacts to external inputs, or the states are fully measurable.

- Third, the control laws are the cornerstone for the running process of the system. In practice, the design of the control laws is determined by multiple factors, including the stability, practical model, and control objectives (or performance metrics) of the system. Although the control laws of the system are generally unavailable for an external observer, it is highly possible that the rules can be approximated based on observed system interactions, e.g.,
by state-of-the-art data-driven techniques. Consequently, the approximated rules can be leveraged to predict the system behavior for malicious purposes.

In a summary, the three elements determine the evolution process and convergence performance of the system, which are of vital importance for system implementation. Unfortunately, the state-of-art information techniques have enabled an external adversary without any prior knowledge to infer the control mechanism. When the sensitive information is leaked and mastered by the adversary, it increases the capabilities of precise attacks against the system and reduces the trial-and-error costs of attack implementation. Traditional cyber-security countermeasures hardly take the leakage risks into account, potentially increasing the defense costs and undermining the efficiency of alleviating attack impacts. Therefore, it is essential for NDSs to develop methods that guarantee the control mechanism secrecy.

D. Inference Attack against NDSs

We now present the setting for the external attacker, who aims to infer the control mechanism of NDSs from external observations. Since the control mechanism of NDSs includes the state, structure and control laws, attacks can be launched against these three aspects. In the following, we define the inference attack, which is also illustrated in Fig. 4.

**Definition 1** (Inference Attack). An external attacker can access the observations \( \{y_i : i \in \mathcal{V}\} \) in the dynamics (11) and excites the system nodes with designed inputs \( \{u_i^e : i \in \mathcal{V}\} \). Then, the attacker infers the control mechanism by finding the following groups of mapping relationships

\[
\phi_X : \{y_i : i \in \mathcal{V}\} \to \{x_i : i \in \mathcal{V}\}, \quad \phi_A : \{y_i, y_j : i, j \in \mathcal{V}\} \to \{A_{ij} : i, j \in \mathcal{V}\}, \quad \phi_U : \{y_i, y_j, j \in \mathcal{N}_i : i \in \mathcal{V}\} \to \{u_i : i \in \mathcal{V}\}.
\]

(13) (14) (15)

It is remarkable that the inference attack is oriented from observations of the NDS and requires no prior knowledge about the control mechanism. Therefore, this kind of attack is pervasive in the attack-defense context for an external attacker to master the control mechanism to a great extent. The inferred knowledge further facilitate the attack capability, like sneaking into the system stealthily or striking the vulnerable parts precisely. In addition, the three inference processes (13)-(15) about control mechanism are not necessarily independent of each other but can be deeply coupled.

E. Example: Coordination of Mobile Robots

Finally, for better understanding, we take the coordination problem of mobile robotic network as a typical example to illustrate the mechanism secrecy of NDSs. In the following example, a mobile robotic network of \( N \) agents aims to achieve motion coordination. Let \( x_i = [x_{i,1}, x_{i,2}]^T \) be the state of robot \( i \), where \( x_{i,1} \) and \( x_{i,2} \) represent the position and velocity, respectively. Based on Newton’s motion law, the dynamics of robot \( i \) is described by

\[
x_{i,1}(k + 1) = x_{i,1}(k) + T_0 x_{i,2}(k) + (T_0^2/2)u_i^f(k),
\]

\[
x_{i,2}(k + 1) = x_{i,2}(k) + T_0 u_i^f(k),
\]

where \( T_0 > 0 \) is the control period, and the feedback input \( u_i^f(k) \) is given by

\[
u_i^f(k) = \sum_{j \in \mathcal{N}_i} a_{ij} \{x_{j,1}(k) - x_{i,1}(k) + \alpha(x_{j,2}(k) - x_{i,2}(k))\}.
\]

Then, substituting (17) into (16) and one has

\[
\begin{bmatrix}
  x_{i,1}(k + 1) \\
  x_{i,2}(k + 1)
\end{bmatrix} = \bar{A}_{ii} \begin{bmatrix}
  x_{i,1}(k) \\
  x_{i,2}(k)
\end{bmatrix} + \sum_{j \in \mathcal{N}_i} \bar{A}_{ij} \begin{bmatrix}
  x_{j,1}(k) \\
  x_{j,2}(k)
\end{bmatrix},
\]

(18)

where

\[
\bar{A}_{ii} = \begin{bmatrix}
  1 - \frac{T_0^2}{2} \sum_{j \in \mathcal{N}_i} a_{ij} & T_0 - \frac{\alpha T_0^2}{2} \sum_{j \in \mathcal{N}_i} a_{ij} \\
  -T_0 \sum_{j \in \mathcal{N}_i} a_{ij} & 1 - \alpha T_0 \sum_{j \in \mathcal{N}_i} a_{ij}
\end{bmatrix},
\]

and \( \bar{A}_{ij} = \begin{bmatrix}
  \frac{T_0^2 a_{ij}}{T_0 a_{ij}} & 0 \\
  \frac{T_0}{a_{ij}} & 0
\end{bmatrix}. \)

Note that (18) shows an autonomous control process within the system. If the control objective is associated with other tasks (e.g., go to a specific region), then an extra driving control law \( \tilde{u}_i \) is required. From (18), the state-correlation structure \( A_{ij} \) indicates that the two states of a single robot is correlated. The node-connectivity structure \( A_i \) specifies how a robot interacts with its neighbors, where \( a_{ij} \) is critical. For an external attacker, the position and velocity of a robot are generally measurable in practice, and thus the state of the robotic network is also observable. Based on the measured trajectory information, the attacker can use many state-of-the-art methods to infer the real states \( x \), the structure matrix \( A \), and even extra control laws \( \tilde{u}_i \) if any. Therefore, there exist severe risks that the mechanism of the robotic network is disclosed to an attacker, and effective countermeasures are necessary to be developed.

III. INFERRING THE CONTROL MECHANISM

In this section, we first elaborate that the inference performance of the malicious observer is closely related to the
prior information and system properties (e.g., observability and controllability). Then, we introduce the basic methods to infer the state and topology structure of NDSs. Both the global and local inference cases are considered.

A. Prior Knowledge and Inference Conditions

Considering the output of the system, classic observability is commonly used in the state estimation problem. To better describe a major class of NDSs, we further define the measurability of states as follows.

**Definition 2 (Measurability of states).** The state of subsystem/node $i$ is fully measurable if the observation matrix is full-ranked, i.e.,

$$\text{rank}(C_i) = n_i.$$ (19)

Note that if the states of each node are fully measurable, then the global system is also measurable, i.e., \(\text{rank}(C) = n\). Consequently, if the state of the global system is measurable, the observability of the system is also guaranteed, i.e., \(\text{rank}(M_o) = \text{rank}(C) = n\) holds. Since \(\text{rank}(C^T C) = n\) for systems with fully measurable states, we directly assume \(C = I\) for these systems in the following sections.

Given system model (3), we characterize the prior knowledge of the observer into three categories: i) the values of \((A, C)\) are known, ii) only the dimensions of \((A, C)\) are known, and iii) \((A, C)\) are unknown. The first situation describes the most powerful observer, while the last one presents a totally ignorant observer. Since the available outputs are the most critical elements for estimating the states and the measurability and observability of the system will determine the inference cost to obtain the final estimate. To better illustrate this effect, we summarize the conclusion in Table II. In this section, we mainly focus on the case where \((A, C)\) is known and the system satisfies the state measurability condition, and discuss the other cases in the following sections.

| Capability of the Inference Attack | Properties of the System |
|------------------------------------|---------------------------|
| Prior knowledge of the Attacker over the System | The values of \((A, C)\) are exactly known | \(x(k)\) can be directly obtained given \(y(k)\) | at least \(n\) groups of observations are needed |
| | Only dimensions of \((A, C)\) are known | the state is possible to be estimated by system identification techniques | \(T\) groups of observations such that \(M_o\) is invertible, or only obtain sparse solution |
| | \((A, C)\) are totally unknown | the state cannot be estimated based on the system observability |

B. Inferring the State

Inferring the state of NDSs can be regarded as conventional state estimation problems, which aim to reconstruct the system state from the obtained measurements. Considering different observation ranges on NDSs, the problems are divided into two types: global and local state estimation.

1) Global State Estimation: For simplicity, we first assume the state transition matrix, \(A\), and the observation matrix, \(C\), are known. Given a time horizon \(T\), one aims to use an estimator \(\hat{x}_T(y(k), k = 0, \cdots, T-1) : \mathbb{R}^{mT} \rightarrow \mathbb{R}^n\) to reconstruct the initial system state \(x(0)\). For simple expressions, the observations and noises in \(T\) steps are organized as

$$y_T = [y^T(0), \cdots, y^T(T-1)]^T,$$

$$v_T = [v^T(0), \cdots, v^T(T-1)]^T.$$

When there is no input \(u\) and process noise \(w\), one has

$$y_T = M_o x(0) + v_T.$$ (20)

Based on (20), we show how the initial state is estimated in the following theorem.

**Theorem 1.** Consider the observation model (20) and Assumption 1 holds. If \(\text{rank}(M_o) = n\) holds, then the unbiased estimator for \(x(0)\) is given by

$$\hat{x}(0; T) = (M_o^T M_o)^{-1} M_o^T y_T,$$ (21)

whose estimation error satisfies

$$\lim_{T \to \infty} \Pr\{\|\hat{x}(0; T) - x(0)\| = 0\} = 1.$$ (22)

The estimator \(\hat{x}(0; T)\) easily follows from (20) as long as the observability matrix rank \(\text{rank}(M_o) = n\) is guaranteed. Apparently, if there are no noises involved in the observations, then \(x(0)\) can be accurately estimated. For other states \(x(k), 0 < k < T\), one only needs to take \(x(k)\) as the new initial state of interest, and use the data in the slot \([k, T-1]\) to calculate \(\hat{x}(k)\). The unbiased asymptotic estimation error (22) is explained by the following remark.

**Remark 1.** Under Gaussian noises, the estimator by (21) is called the maximum likelihood estimate (MLE) of \(x(0)\), whose estimation performance can be represented by the covariance of the error vector (e.g., see [52]). Here, the estimation error is given by

$$\|\hat{x}(0; T) - x(0)\| = \|{(M_o^T)^{-1} M_o^T v_T}\|.$$ (23)

Then, the limit of (22) is derived by adopting the concentration inequality of Gaussian matrix (see Chapter 2 in [37]), and the
convergence rate of the estimation error is mainly determined by the stability of $A$. Note that if the noises are not in Gaussian form, \(^{[21]}\) cannot be interpreted as MLE but the optimal estimator with least square errors.

It is worth mentioning that if there is other available prior knowledge about the system, the condition $\text{rank}(M_o) = n$ can be relaxed. For instance, in scenarios when $mT < n$, it is common to assume that $x(0)$ is a sparse vector. Then, the state vector can be obtained by solving the compressed sensing problem, given by

$$\min_{x(0)} \|x(0)\|_0 \quad \text{s.t.} \quad y_T = M_o x(0),$$ \hspace{1cm} (24)

whose solution is characterized by the following result.

**Theorem 2** (see \(^{[58]}\)). Let $\hat{x}(0; T)$ be the solution of problem (24) and $q = \|\hat{x}(0; T)\|_1$ ($1 \leq q \leq n$). If $mT > 2q$ and all subsets of $2q$ columns of $M_o$ are full rank, then $\hat{x}(0; T)$ is unique.

Theorem 2 reveals the possibility of obtaining a unique estimate of $x(0)$ when the observations are insufficient. In the literature, this type of problem is called sparse identification and has received increasing attention recently \(^{[48], [59], [60]}\).

2) **Local State Estimation:** Here we consider a more general situation where only local outputs of the system are available for the observer. Suppose the observer has access to the outputs of node $j$ and its in-neighbors $N_j$, and it aims to estimate the initial state $x_i(0), i \in N_j$. When the system is noise-free, the output of node $j$ is given by

$$y_j(k) = C_j x_j(k) = C_j A_{[j,N_j]} x_{N_j} (k-1),$$ \hspace{1cm} (25)

where $N_j = \{j\} \cup N_j$, $A_{[j,N_j]} = [A_{j_1}, \cdots , A_{j_{|N_j|}}]$ and $x_{N_j} = [x_{j_1}, \cdots , x_{j_{|N_j|}}]$. Recursively, it follows from (25) that

$$y_j(k) = C_j [A^k x(0)]_j.$$ \hspace{1cm} (26)

Note that the observer only knows the local information $C_i$, $A_{[j,N_j]}$, and $x_{N_j}$, the term $[A^k x(0)]_j$ in (26) when $k \geq 2$ cannot be computed due to

$$[A^k x(0)]_j \neq [A^k]_{[j,N_j]} x_{N_j} (0) \neq (A_{[j,N_j]})^k x_{N_j} (0),$$ \hspace{1cm} (27)

where the power exponent symbol $(\cdot)^k$ represents an element-wise power operation in the matrix. Since estimating $x_i(0)$ from the local information of node essentially requires global knowledge in general sense, it cannot be cast as a simple state observability problem, but can be treated as a joint problem combined with other techniques (e.g., system identification and Bayesian methods). More formally, the solvability of this problem heavily depends on the topology of the system.

**Theorem 3** (Necessity of local state estimate \(^{[53], [61], [62]}\)). Consider the observation model (25). To accurately estimate $x_i(0)$ ($i \in N_j$) by the information of node $j$, the following neighboring condition must be satisfied, given by

$$\hat{N}_j \subseteq N_j.$$ \hspace{1cm} (28)

Note that the condition (28) guarantees that node $j$ has complete information of its neighbor nodes. Under this situation, $x_i(0)$ can be estimated by node $j$ with high confidence. Similar to the global estimation case, the accuracy of $\hat{x}_i(0)$ can be directly represented by $\|\hat{x}_i(0) - x_i(0)\|$. Since the focus of this article is to characterize the mechanism secrecy under inference attack and discuss possible countermeasures, more detailed state estimation methods are omitted here.

In the literature, the security issues concerning the state estimation mainly focus on how to estimate the state from observations in the presence of sensor attacks, and further design secure controllers to alleviate the influence of the attacks. It is remarkable that the state estimation procedure in these works is conducted by the system itself, which has partial or complete knowledge about the nominal system parameters, e.g., matrices $A$ and $C$. In this article, we reveal that it is possible that these estimation methods can be leveraged by external adversaries to infer the sensitive state information of the system, causing severe threats to the system.

### C. Inferring the Topology Structure

The structure of NDSs contains two aspects: the coupling structure between different states of a single node, and the interaction topology between different nodes. For simplicity, we begin with this one-dimensional node state case and focus on the topology structure, by considering the following input-free global model

$$x(k) = Ax(k-1) + \omega(k-1),$$
$$y(k) = x(k) + v(k),$$ \hspace{1cm} (29)

where $\omega(k)$ and $v(k)$ satisfy Assumption 1.

**Methods Review.** Inferring the interaction topology from observations over the NDSs emerges in various applications in last decades, including multi-robot formation \(^{[63]}\), social networks \(^{[64]}\), and brain connectivity patterns \(^{[65]}\). With the topology obtained, one can trace the information flow over a social network, or identity the critical node with maximum influence in a communication network. Generally, the feasibility of topology inference lies in that the states of the target systems are fully measurable, so as to establish an explicit expression between adjacent observations. Otherwise, one can hardly extract the underlying topology from direct observations.

Mathematically, topology inference can be regarded as an inverse problem. In the literature, a large body of research has been developed to tackle the problem due to their massive employments \(^{[77], [78]}\). Generally, the following four types of methods are commonly used: Granger estimator, spectral decomposition, kernel-based methods, and sparse identification. The basic principles and characteristics of these methods are summarized in Table III. These works mainly focus on symmetric topology and asymptotic inference performance.

For example, if multiple observation round are available over the system \(^{[3]}\), then the node directionality can be described by the Granger causality \(^{[60], [68]}\), given by

$$R_i^2(t) = WR_i^2(t-1),$$ \hspace{1cm} (30)
It should be noted that, the OLS estimator essentially treats the node causality exhibited in the consecutive two states in expected sense. Multiple observation rounds over the dynamic process are needed, and the topology is symmetric.

Then, by finding the derivative, one obtains the optimal solution as
\[
\hat{A}_o = Y_T^+ (Y_T^-)^\top (Y_T^-)(Y_T^-)^\top)^{-1}.
\] (36)

It should be noted that, the OLS estimator essentially treats all the terms in \( y_t - Ay_{t-1} = -Av_{t-1} + \omega_{t-1} + v_t \) as interference noises. In fact, the observation noise will influence the inference performance of \( \hat{A}_o \).

For simplicity, we define the following sample covariance matrix and its one-lag version as
\[
\Sigma_0(T) = \frac{1}{T} (Y_T^-)(Y_T^-)^\top, \quad \Sigma_1(T) = \frac{1}{T} (Y_T^+)(Y_T^-)^\top.
\] (37)

Then, a revised version of is given by the following theorem.

**Theorem 4** (Causality in single observation round; see [79]). Considering the systems \( \{y_t\}_{t=1}^T \) and given observations \( \{y_t\}_{t=1}^T \), if \( A \in S_a \), we have
\[
\Sigma_1(\infty) = A(\Sigma_0(\infty) - \sigma_c^2 I),
\] (38)
where \( \Sigma_1(\infty) = \lim_{T \to \infty} \Sigma_1(T) \) and \( \Sigma_0(\infty) = \lim_{T \to \infty} \Sigma_0(T) \).

Different from the Granger causality in [79], Theorem 4 relaxes the dependence on multiple observation rounds, and presents the observation causality for a single round, while taking the observation noises into account. Then, given a finite horizon \( T \), we propose the causality-based estimator as
\[
\hat{A}_c = \Sigma_1(T)(\Sigma_0(T) - \sigma_c^2 I)^{-1}.
\] (39)

**Remark 2.** We demonstrate that although the estimator \( \hat{A}_c \) is derived from Theorem 3 where \( A \in S_a \), it also applicable when \( A \in S_m \). In fact, Theorem 2 is directly based on the Chebyshev inequality, where the bounded state constraint precludes us from proving the convergence and accuracy of \( \hat{A}_c \) when \( A \in S_a \). To tackle this issue, we can resort to the concentration measure in Gaussian space.

Next, we explicitly characterize the convergence and accuracy of the two estimators.

**Theorem 5** (Convergence speed and accuracy of \( \hat{A}_o \) and \( \hat{A}_c \); see [80]). Considering the systems \( \{y_t\}_{t=1}^T \) with probability at least \( 1 - \delta \), the non-asymptotic bound of the OLS estimator \( \hat{A}_o \) satisfies
\[
\| \hat{A}_o - A \| \sim \begin{cases} 
\mathcal{O}(\sqrt{\frac{\log T}{T}}) + \mathcal{O}(\sigma_c^2), & \text{if } A \in S_m, \\
\mathcal{O}(\frac{1}{\sqrt{T}}) + \mathcal{O}(\sigma_c^2), & \text{if } A \in S_a.
\end{cases}
\] (40)

and the non-asymptotic bound of the causality-based estimator \( \hat{A}_c \) satisfies
\[
\| \hat{A}_c - A \| \sim \begin{cases} 
\mathcal{O}(\sqrt{\frac{\log T}{T}}), & \text{if } A \in S_m, \\
\mathcal{O}(\frac{1}{\sqrt{T}}), & \text{if } A \in S_a.
\end{cases}
\] (41)

In terms of sample scale \( T \), Theorem 5 demonstrates the convergence speed of the inference error bound by using \( A_o \) and \( \hat{A}_c \). We conclude that the extra cost for the estimators when \( W \in S_m \) is longer error converging time (or larger observation sample scale), requiring \( \mathcal{O}(\sqrt{\log T}) \) times than that when \( W \in S_a \). In terms of accuracy, when \( T \to \infty \), the inference error will converge to a constant by \( \hat{A}_c \), while that of \( \hat{A}_o \) will converge to zero, which shows the latter one has better inference accuracy.
Finally, we demonstrate the relationship of the causality-based estimator $\hat{A}_c$ with the Granger estimator $\hat{A}_g$ and OLS estimator $\hat{A}_o$, by revealing the equivalence condition of their observation matrices in single and multiple observation rounds, respectively. Taking $||W||_F^2$ as the regularizer, $P_1$ is transformed to

$$P_2 : \min_{\hat{A}} \sum_{k=1}^{T} \|y_k - Ay_{k-1}\|^2 + \beta ||A||^2,$$  

(42)

where $\beta$ is a regularization parameter. Then, we present the following theorem.

**Theorem 6** (see [79]). Considering the systems [29], for $\hat{A}_c$ and $\hat{A}_o$, if $A \in S_a$, when $T \rightarrow \infty$, we have

$$\Sigma_0(\infty) = R_0^e(\infty) + \sigma_o^2 I, \quad \Sigma_1(\infty) = R_1^e(\infty) + \sigma_o^2 A.$$  

(43)

For $\hat{A}_c$ and $\hat{A}_o$, $\hat{A}_c$ is equivalent to solving $P_2$ with $\beta = -\sigma_o^2$, which is a de-regularization form of $\hat{A}_o$.

This theorem is significant in two aspects. First, it reveals that the expected state covariance matrix of $T \rightarrow \infty$ is identical with the sample covariance matrix along the single time horizon, which is an interesting result that describes the relationship between multiple and single observation rounds. Second, it provides a new interpretation for using LS methods to infer the interaction topology from the perspective of node causality. Also, it shows the idea of how to set a reasonable regularization term and parameters for the LS problem modeling when both the input and output data are corrupted.

**2) Local Topology Inference:** Denote by $V_F$ the observable and $V_{F'} = V \setminus V_F$ the unobservable subsets in $V$, respectively. Given the system dynamics described by [29], the inference robot $r_a$ has only observations of $V_F \subseteq V$. Based on this division, the state evolution in [29] is divided into

$$\begin{bmatrix} x_F^{p+1} \\ x_k^{p+1} \end{bmatrix} = \begin{bmatrix} A_{F,F} & A_{F,F'} \\ A_{F',F} & A_{F',F'} \end{bmatrix} \begin{bmatrix} x_F^{p} \\ x_k^{p} \end{bmatrix} + \begin{bmatrix} \omega_F^p \\ \omega_k^p \end{bmatrix},$$  

(44)

where $x_k^{p+1}$ is the state of the unobservable part $V_{F'} = V \setminus V_F$. Note that the available information $\{y_k^p\}$ for the external observer satisfies

$$y_k^{p+1} = A_{F,F'} y_k^p + \omega_k^p + A_{F,F'} x_k^{p} + v_k^{p+1} - A_{F,F'} x_k^{p},$$  

(45)

which only represents the explicit relationship of every two consecutive observations, not a real process. Then, the local topology inference problem is to obtain the structure matrix $A_{F,F'}$ from the observations $\{y_k^p\}$. It is intuitive that one may adopt a truncated version of $[36]$ to calculate $A_{F,F'}$, given by

$$\hat{A}_{F,F} = Y_{T,F}^+(Y_{T,F}^- Y_{T,F}^- Y_{T,F}^-)^{-1},$$  

(46)

Unfortunately, [46] is far from the strict least square solution by basic linear algebra, i.e.,

$$\hat{A}_{F,F} \neq \left[ Y_{T,F}^+ (Y_{T,F}^- Y_{T,F}^- Y_{T,F}^-)^{-1} \right]_{F,F}.$$  

(47)

From [45], the unequal effect is incurred by the non-negligible terms $\{A_{F,F'} y_k^p\}$ even when $T \rightarrow \infty$. Hence, it is extremely hard to infer the local topology $A_{F,F'}$ with high accuracy from noisy $\{y_k^p\}$.

**Remark 3.** Under specific conditions, it is possible to obtain an (asymptotically) accurate estimate of the local topology by estimator [46]. Recent works [68], [77], [82] have made some progress in deriving the conditions, for example, i) the topology is in symmetric Erdős-Rényi random graph form with vanishing connection probability, and ii) the ratio of the observable nodes to all nodes converges to constant as the network goes to infinity. These methods cannot infer directed topology where the specified node conditions are not available.

To obtain a reliable local topology estimate, an alternative method is to shrink the inference range [12]. Let $V_H$ be a subset of $V_F$ such that

$$N_i \subseteq V_F, \quad \forall i \in V_H.$$  

(48)

Denote $V_{H'} = V_F \setminus V_H$ and $A_{H,H} = [A_{H,H} A_{H,H'}]$. Then, the optimal estimation of $W_{H,F}$ in the sense of least square can be calculated by

$$\hat{A}_{H,F} = Y_{T,H}^+ (Y_{T,F}^- Y_{T,F}^- Y_{T,F}^-)^{-1},$$  

(49)

which is free of the influence from the unobservable part $V_{H'}$. Note that a drawback of this method is that one needs to determine the subset $V_H$ first. In many situations where no more prior knowledge is available, one can select a small $V_H$ (e.g., single node) to obtain a relatively conservative estimation.

**D. Inference by Known Excitation: System Identification**

In this part, we point that if i) the system is driven by inputs which are known to the attacker, or ii) the attacker is able to inject self-designed excitation inputs into the system, then it is possible to reconstruct the state and structure from the input-output data, which can be regarded as a system identification (SI) problem.

In the context of SI, the attacker access the inputs and outputs of NDSs (e.g., the velocities and positions of mobile robot as the inputs and outputs, respectively), while the state $x$, the process noise $\omega$ and the measurement noise $v$ are unavailable. Conventionally, the following assumption is usually made in the literature for consistent and convergent identification results [83].

**Assumption 2.** The system [3] is controllable, observable, and minimal realization with the system order known. The excitation input $u$ is persistently exciting, and the initial state is a zero vector.

To describe the analytical relationship between the input and output, the Markov parameter matrix $G(T)$ is commonly used, which is defined as

$$G(T) = \left[ CB, CAB, \cdots, CA^{T-2} B, CA^{T-1} B \right].$$  

(50)

Upon defining the upper-triangular Toeplitz matrices corresponding to $\{u(k)\}$,

$$U_T = \begin{bmatrix} u(0) & u(1) & u(2) & \cdots & u(T-1) \\ 0 & u(0) & u(1) & \cdots & u(T-2) \\ 0 & 0 & u(0) & \cdots & u(T-3) \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & u(0) \end{bmatrix}.$$  


Note that under Assumptions \([1]\) and \([2]\), the process and measurement noises are zero-mean and \(x(0) = 0\). With these in mind, one can form the following least-squares problem,\[ \hat{G} = \arg \min_{G \in \mathbb{R}^{n \times n}} \|Y_T^- - GU_T\|_F^2. \] (51)

To solve the above problem, many popular methods can be adopted, such as the subspace method. Ideally, one wishes the estimation error \(\|\hat{G} - G\|\) to be as small as possible. Many recent works have achieved fruitful advances \([84]-[86]\).

With the solution \(G\) obtained, one can further use the celebrated Ho-Kalman Algorithm \([87]\) and singular value decomposition techniques to estimate all the system parameters, including the matrices \(A\), \(B\) and \(C\). It should be noted that this derived system model is a similarity transformation of the original system (3) but shares the same inputs and outputs. Mathematically, it can be represented as\[ \begin{align*}
\dot{x}(k + 1) &= \hat{A}\hat{x}(k) + \hat{B}u(k) + \omega(k), \\
y(k) &= \hat{C}\hat{x}(k) + \nu(k),
\end{align*} \] (52)
where \(\hat{A} = P^{-1}AP\), \(\hat{B} = P^{-1}B\) and \(\hat{C} = CP\) (with \(P \in \mathbb{R}^{n \times n}\) is a nonsingular matrix). Consequently, under the model (52), the system state \(x(0)\) is easy to estimate in the same manner as (21) by using \(\hat{C}\) and \(\hat{A}\). For states \(x(k)\), \(0 < k < T\), the corresponding estimates can be easily obtained from the data in the slots \([k, T - 1]\), by taking \(x(k)\) as the new initial state of interest.

Compared with directly inferring the state or structure of NDSs, the SI methods utilize the excitation input and enjoy the merits of not relying on much prior knowledge (like \(A\) and \(C\) need to be known in observability based methods). Besides, both the state and structure can be simultaneously estimated, such as the subspace method. Ideally, one wishes the estimation error \(\|\hat{G} - G\|\) to be as small as possible. Many recent works have achieved fruitful advances \([84]-[86]\).

With the solution \(G\) obtained, one can further use the celebrated Ho-Kalman Algorithm \([87]\) and singular value decomposition techniques to estimate all the system parameters, including the matrices \(A\), \(B\) and \(C\). It should be noted that this derived system model is a similarity transformation of the original system (3) but shares the same inputs and outputs. Mathematically, it can be represented as\[ \begin{align*}
\dot{x}(k + 1) &= \hat{A}\hat{x}(k) + \hat{B}u(k) + \omega(k), \\
y(k) &= \hat{C}\hat{x}(k) + \nu(k),
\end{align*} \] (52)
where \(\hat{A} = P^{-1}AP\), \(\hat{B} = P^{-1}B\) and \(\hat{C} = CP\) (with \(P \in \mathbb{R}^{n \times n}\) is a nonsingular matrix). Consequently, under the model (52), the system state \(x(0)\) is easy to estimate in the same manner as (21) by using \(\hat{C}\) and \(\hat{A}\). For states \(x(k)\), \(0 < k < T\), the corresponding estimates can be easily obtained from the data in the slots \([k, T - 1]\), by taking \(x(k)\) as the new initial state of interest.

IV. PRESERVING THE CONTROL MECHANISM SECRECY

Since the control mechanism is highly vulnerable to inference attacks, it is very necessary to develop effective methods to preserve the control mechanism secrecy. In this section, we first present the main ideas of introducing secrecy and related method review. Then, we demonstrate how to measure the secrecy degree of the state and topology, and summarize possible techniques to preserve the control mechanism secrecy.

A. Methods Review

In the literature, the encryption and noise-adding schemes are two mainstream approaches to secure the system information from being accurately inferred.

Encryption. The encryption-based mechanism is commonly used in many communication network systems, where each node sends cryptographic information and decodes the received using private/public keys (see \([88]\) for a review). The encryption mechanism (especially homomorphic encryption) is a powerful tool to protect data privacy during data exchange and sharing, making the data computable by others while unrevealed to them \([89]-[93]\). As encryption by cryptographic algorithms is adopted during communication and computation (e.g., sensor measurements and controllable signals), it is effective against cyber attacks but not inference attacks. Since many NDSs which are physically open in the environment, even if the encrypted communication and computation scheme does not reveal the data, external observations of the system operation can still reveal the states/outputs, e.g., the displacements and velocities of a mobile robotic system can be directly observed and measured. Therefore, the encryption-based mechanism is not effective for the control mechanism secrecy of physically open NDSs.

Noise-adding. The noise-adding scheme protects the system information by adding admissible random signals to the local dynamics. Due to its simple implementation, the noise-adding scheme has received considerable attention in recent years and is widely used for the security of NDSs \([37]-[39]\), \([54]\), \([94]\). Among these works, the notion of differential privacy has been widely applied to design the noise-adding method and analyze the performance \([95]-[97]\). Differential privacy means that the presence or absence of any individual record in the database will not affect the statistics significantly. The formal definition is given as follows.

Definition 3 ((\(\epsilon, \delta\))-differential privacy). A randomized mechanism \(A\) with domain \(\Omega\) is \((\epsilon, \delta\))-differentially private if, for any pair \(x_1, x_2 \in \Omega \subseteq \mathbb{R}^n\) of \(\sigma\)-adjacent state vector and any set \(\mathcal{O} \subseteq \text{Ra}(A)\), where \(\text{Ra}(A)\) is the domain of the output under mechanism \(A\),\[ \Pr\{A(x_1) \in \mathcal{O}\} \leq e^\epsilon \Pr\{A(x_2) \in \mathcal{O}\} + \delta. \] (53)

If \(\delta = 0\), we say \(A\) is \(\epsilon\)-differentially private.

However, due to the distributed and dynamical nature of NDSs, the additive noises on each node will adversely traverse in the system, cause perturbation on the dynamic process, and possibly make the resulting behavior deviate from the desired one. Therefore, the differential privacy may not be the perfect support to design the noise, especially when there is a tradeoff between the operational performance and security requirements \([98]\). For example, \([97]\) has proved that the commonly used average consensus in NDSs and \(\epsilon\)-differential privacy guarantees are impossible to be realized simultaneously. Based on the above analysis, an admissible noise-additive scheme should be capable of addressing the tradeoff between the desired dynamics and mechanism secrecy of NDSs, which is still an open issue (more details will be discussed in Section \(\text{V.C}\)). In this article, we mainly focus on investigating the secrecy design using noise-adding methods and analyzing the performance.
B. Preserving Initial State Secrecy by Adding Noises

In this subsection, we consider the scenario where node $j$ wishes to estimate the initial state of node $i$, i.e., $x_i(0)$. To begin with, we focus on the consensus model where $u_i$ is absent and $x_i$ is one-dimensional. The results can be extended to general NDSs. Let $\theta_i(k)$ be the added random noise on node $i$ at iteration $k$, and $x_i^+(k)$ be the state sent out by node $i$ in iteration $k$, given by

$$x_i^+(k) = x_i(k) + \theta_i(k). \quad (54)$$

Note that $\theta_i(k)$ may be dependent of the noises before iteration $k$. When node $i$ receives the information from its neighbor nodes, its state is updated by

$$x_i(k+1) = h_i(x_i^+(k), \mathcal{X}_i(k)), \quad (55)$$

where $\mathcal{X}_i(k) = \{x_j^+(k) : j \in \mathcal{N}_i \}$ is the received neighbor information set, and $h_i$ represents the state-transition function of node $i$. The equation (55) defines a distributed iteration algorithm that protects the state secrecy, since mixed random noises are used for state update in each iteration.

1) Performance Metric For State Secrecy: First, we present an uniform formulation for state secrecy. Define the output sequences of node $i$ in the running process until iteration $k$ by

$$\mathcal{T}_i^{\text{out}}(k) = \{x_i^+(0), \ldots, x_i^+(k)\}. \quad (56)$$

Note that during the running process of any neighbor node $j \in \mathcal{N}_i$, it can receive the information from not only node $i$, but also its own neighbors $\mathcal{N}_j^{\text{in}}$, which may contain common neighbors of $\mathcal{N}_i^{\text{in}}$ that help to estimate $x_i(0)$. Therefore, we define the information sequence of node $j$ to estimate node $i$ until iteration $k$ by

$$I_j^i(k) = \{x_j^+(0), x_j^+(0), \ldots, x_j^+(k), x_i^+(k) \mid \ell \in j \in \mathcal{N}_i \cap \mathcal{N}_j \}. \quad (57)$$

Apparently, when $k = 0$, node $j$ only has one-step information of node $i$, i.e., $I_j^i(0) = \{x_j^+(0)\} = \{x_i^+(0)\}$.

Next, considering $I_j^i(k)$ is the only available local knowledge to estimate node $i$, we define the $\epsilon$-optimal distributed estimation of $x_i(0)$ as follows ($\epsilon \geq 0$ is a small constant).

**Definition 4 ($\epsilon$-optimal distributed estimation).** Let $\hat{\mathcal{T}}_i(0)$ be the possible output given $x_i(0) = \nu$ at iteration $k$. Considering $\epsilon$-accurate estimate, under $I_j^i(k)$,

$$\hat{x}_i^+(k) = \arg \max_{\hat{x}_i} \Pr\{\mathcal{T}_i^{\text{out}}(k) = \hat{\mathcal{T}}_i^{\text{out}}(k) \mid \nu - \hat{x}_i \leq \epsilon\} \quad (58)$$

is named the $\epsilon$-optimal distributed estimation of $x_i(0)$ at iteration $k$. Then, $\hat{x}_i^+(k) = \lim_{k \to \infty} \hat{x}_i^+(k)$ is named the $\epsilon$-optimal distributed estimation of $x_i(0)$.

Note that for any estimate $\hat{x}_i$ satisfying $|x_i - \hat{x}_i| \leq \epsilon$, we call it as an $\epsilon$-accurate estimate of $x_i(0)$. For simplicity, in the following parts, we drop the $\epsilon$ and directly call $\hat{x}_i^+$ as the optimal distributed estimation. Then, to further quantify the security degree of the noise-adding algorithm (55) and derive the relationship between estimation accuracy and state secrecy, we introduce the following $(\epsilon, \delta)$-data-secrecy definition.

**Definition 5 ($(\epsilon, \delta)$-state secrecy).** A distributed randomized algorithm is $(\epsilon, \delta)$-state-secret, iff

$$\delta = \Pr\{|\hat{x}_i^+ - x_i(0)| \leq \epsilon\}, \quad (59)$$

where $\delta$ is the disclosure probability that the initial state $x_i(0)$ can be successfully estimated by others using the optimal distributed estimation in a given interval $[x_i(0) - \epsilon, x_i(0) + \epsilon]$.

**Remark 4.** By calling $\hat{x}_i^+$ as the optimal estimation of $x_i(0)$, we mean that it is the best estimation of $x_i(0)$ that other nodes could ever obtain with the available information (e.g., the network topology and updating rule are known), regardless of the specific methods they use. Therefore, the $(\epsilon, \delta)$-state secrecy in fact depicts the largest probability that $x_i(0)$ is disclosed with tolerable error $\epsilon$.

2) Secrecy Performance under Noise-adding Method: As the initial states of the nodes are important and confidential variables for the system, we next focus on the performance analysis of inferring the initial states.

**Theorem 7 (see [99]).** Considering the noise-adding algorithm (55), under $I_j^i(k)$, the optimal distributed estimation of $x_i(0)$ satisfies

$$\hat{x}_i^+(k) = x_i^+(0) - c_{\theta_i(0)|I_j^i(k)}(x_i^+(0)), \quad (60)$$

where

$$c_{\theta_i(0)|I_j^i(k)}(x_i^+(0)) = \arg \max_{y \in [x_i^+(0) - x_i]} \int_{y - \epsilon}^{y + \epsilon} f_{\theta_i}(1) \ldots f_{\theta_i}(k) \tilde{\theta}_i(1, \ldots, \tilde{\theta}_i(k)) dz. \quad (61)$$
where $\hat{\theta}_i(k) = x_1^+(k) - h_i(x_1^+(k-1), x_1^+(k-1)) : j \in N_i$. $f_{\theta_i(1), \ldots, \theta_i(k)}(\cdot)$ is the joint probability density function (PDF) of random variables $\{\theta_i(1), \ldots, \theta_i(k)\}$, and $f_{\theta_i(0)}(\theta_i) = \delta_i(\theta_i)$ is the conditional PDF of $\theta_i(0)$ when $\{\theta_j(1) = \tilde{\theta}_j(1), \ldots, \tilde{\theta}_i(1) = \theta_i(1)\}$.

Note that (60) is a general expression of the noise estimation, whose detailed form is closely related to the noise dependence and the connectivity relationships between different nodes. Next, we present the explicit expression of optimal $e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)}$ under $I_j^i(k)$ and three scenario conditions, respectively, as follows.

**Corollary 1.** Considering the noise-adding algorithm [55] and given $I_j^i(k)$, we have the following results of $e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)}$.

1) If noises $\theta_i(0), \ldots, \theta_i(k)$ are independent of each other,
\[ e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)} = e_{\theta_i(0)}(x_1^+(0)). \]
(61)

2) If $N_i \not\subset N_j$ for all $j \in N_i$ or the other nodes do not know all the information used for the updating by node $i$,
\[ e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)} = \arg \max_{y \in \{x_1^+(0) - \epsilon\}} \limits_{x_1^+(0) - \epsilon} y \int_{\Theta_{\tilde{\theta}_i(0), I_j^i(k)}} f_{\theta_0(0)}(\theta_0(k) = z_k,...,\theta_i(1) = z_1(z_0)) dz_k \cdots dz_1 dz_0, \]
(62)
where $\Theta_{\tilde{\theta}_i(0), I_j^i(k)}$ is the set of all possible values of $\tilde{\theta}_i(0)$.

3) If $N_i \subset N_j$ and $N_i$ is known to node $j$,
\[ e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)} = \arg \max_{y \in \{x_1^+(0) - \epsilon\}} \limits_{x_1^+(0) - \epsilon} y \int_{\Theta_{\tilde{\theta}_i(0), I_j^i(k)}} f_{\theta_0(0)}(\theta_0(k) = z_k,...,\theta_i(1) = z_1(z_0)) dz_k \cdots dz_1 dz_0, \]
(63)

From corollary 1, the first point is that if the added noises are mutually independent, the growing knowledge of data at following iterations will not help to estimate $x_i(0)$ better. Second, when $N_i \not\subset N_j$ for all $j \in N_i$ holds, node $j$ cannot obtain all the information of from $N_i$ for node $i$’s state updating. Therefore, the exact value of $\tilde{\theta}_i(k)$ in [62] cannot be obtained, i.e., $\tilde{\theta}_i(k)$ is not a deterministic value but in a possible value set $\Theta_{\tilde{\theta}_i(k)|I_j^i(k)}$. Third, if all information (including the global topology used during the iterative process) is known, the estimation accuracy of $x_i(0)$ may be increased when the added noises are correlated with each other, i.e., the relationships of the noises can be used to decrease the uncertainty of $e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)}$. To better illustrate the meaning of $e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)}$, we present a simple example under $I_j^i(k)$. As we can see from Fig. 5, supposing the prior distribution over $x_i(0)$ is uniform, $e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)}$ locates the point $y$ which has the largest $\epsilon$-shaded area over $f_{\theta_i(0)}(z)$. Therefore, the estimation $e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)}$ is different from the classic maximum a posteriori estimation (MAP) problem that ignores the estimation accuracy of $|x_i - \tilde{x}_i|$.

Next, define the set of available sequence $I_j^i(k)$ that can ensure $\epsilon$-accurate estimation, given by
\[ S_i(k) = \{I_j^i(k) | e_{\theta_i(0)}(I_j^i(k))|_{x_1^+(0)} - \theta_i(0)| \leq \epsilon \}. \]
(64)

Then, define $S_0^i(k)$ be the set of all the first element in the sequence set $S_i(k)$ (i.e., all possible $x_1^+(0)$ included in $S_i(k)$), and correspondingly define
\[ S_0^0(k) = \{I_j^i(k) | x_1^+(0) \in S_0^i(k)\}. \]
Clearly, one has $S_1^i(k) = x_1^+(0) + S_0^i(k)$. The following theorem provides properties of the disclosure probability under $I_j^i(k)$, which is denoted by $\delta(k)$.

**Theorem 8** (see [99]). Considering the noise-adding algorithm [55], the disclosure probability $\delta$ at iteration $k$ satisfies
\[ \delta(k) \leq \int_{S_0^0(k)} f_{\theta_i(0)}(z)dz. \]
(66)
Specifically, if any of the following conditions holds,

1) the added noises are independent of each other;

2) $\Theta_{\tilde{\theta}_i(l)|I_j^i(l)} \supseteq \Theta_1$ or $\Theta_{\tilde{\theta}_i(l)|I_j^i(l)} = \mathcal{R}$ holds for $l = 1,...,k$ and $\forall k \geq 1$;

then the equality in (66) holds for $\forall k \geq 0$, i.e.,
\[ \delta(k) = \delta = \int_{S_0^0(k)} f_{\theta_i(0)}(z)dz. \]
(67)

Theorem 8 provides the upper bound of disclosure probability under $I_j^i(k)$, and the conditions to reach the upper bound. Finally, we demonstrate how to design the added noises to secure the $(\epsilon, \delta)$-state secrecy. If node $i$ cannot know all the information used in the iterative process of node $i$ ($\delta = 1$ if all the information is known to node $i$), then protecting the security of $x_i(0)$ can be transformed to solve an unconstrained minimization problem as follows,
\[ \min_{f_{\theta_i(0)}(y)} \delta = \int_{S_0^0(k)} f_{\theta_i(0)}(y)dy, \]
(68)
which means that one needs to find an appropriate distribution form for $\theta$. Based on the conclusion in Theorem 8, the value of $\delta$ is determined by set $S_0^0(k)$, where $S_0^0(k)$ is bounded by $\epsilon$. Therefore, it is very intuitive for one to design a $f_{\theta_i(0)}(y)$ with a large variance, such that $\delta$ is smaller than any given small value. For instance, considering $\mathcal{X}_i = \mathcal{R}$, one has...
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The historical states of NDSs contain the regularity of the state trajectory, which can be exploited by external observers for predicting future states. The future states reflect the trend about how the system will evolve, and need to be secret to outside. In this subsection, we investigate how to make the future state of a node unpredictable.

Similar to the last subsection, we continue to consider the distributed algorithm [53], with a modification that an extra input $\eta_i(k)$ is introduced to enhance the unpredictability. Then, the modified algorithm is given by

$$x_i(k+1) = h_i(x_i^+(k), X_i^+(k)) + \eta_i(k),$$

where $x_i^+(k)$ is calculated by (54). Note that if $\eta_i(k)$ is a well-defined and regular function about $k$, the regularity will make the future state easy to be predicted by many mature methods e.g., ARIMA or RNN [53]. Therefore, letting $\eta_i(k)$ be associated with randomness will be an effective method to enhance the unpredictability. Denote by $f_{\eta_i(z)}$ the probability density function of $\eta_i$, which satisfies

$$E[\eta_i] = 0, \; D[\eta_i] \leq \sigma_{\eta_i}^2.$$  

Next, we present the prediction model of $x_i(k+1)$. Slightly different from the scenario in the last subsection where node $j$ wishes to infer the state of node $i$, here an external attacker is assumed to have the observations of node $i$ and all its neighbors $N_i^{\text{in}}$ till iteration $k$, which is represented by $I_i^k = \{I_i^{\text{out}}(k), I_j^{\text{out}}(k), j \in N_i^{\text{in}} \}$. It is easy to see that the available local information $I_i^k$ no less than $I_j^k$, i.e., $I_j^k \subseteq I_i^k$. Based on $I_i^k$, let $\hat{h}_i(k)$ and $\hat{\eta}_i(k)$ be the (posteriori) estimates of $h_i(k)$ and $\eta_i(k)$, respectively. In this article, we assume $h_i(k)$ and $\eta_i(k)$ are mutually independent, and their estimation errors are denoted as $\varepsilon_h(k) = \hat{h}_i(k) - h_i(k)$ and $\varepsilon_{\eta_i}(k) = \hat{\eta}_i(k) - \eta_i(k)$. Then, the attacker’s one-step state prediction of node $i$ at iteration $k$ is given by

$$\hat{x}_i(k+1|I_i^k) = \hat{h}_i(k) + \hat{\eta}_i(k),$$

where prediction error is given by

$$\varepsilon_x(k+1) = \varepsilon_h(k) + \varepsilon_{\eta_i}(k).$$

Apparently, the prediction accuracy is determined by the estimation error $\varepsilon_h(k)$ and $\varepsilon_{\eta_i}(k)$, and $\varepsilon_x(k+1)$ is closely related to the design of $\eta_i$. To find an appropriate design of $\eta_i$ and echo with the proposed $(\epsilon, \delta)$-state secrecy, we introduce the expectation $E[\|\varepsilon_x(k+1)\|]$ and the probability measure $Pr\{\|\varepsilon_x(k+1)\| \leq \epsilon^2\}$, respectively, as the optimization objectives to find the optimal $f_{\eta_i}(y)$. The problems are formulated as the following two problems

$$P_3: \max \min_{f_{\eta_i}(z)} E[\|\varepsilon_x(k+1)\|^2]$$

s.t. $E[\eta_i] = 0, \; D[\eta_i] \leq \sigma_{\eta_i}^2,$

and

$$P_4: \min \max_{f_{\eta_i}(z)} Pr\{\|\varepsilon_x(k+1)\|^2 \leq \epsilon^2\}$$

s.t. $E[\eta_i] = 0, \; D[\eta_i] \leq \sigma_{\eta_i}^2.$

Note that $E[\|\varepsilon_x(k+1)\|^2]$ reflects the mean square error of the attacker’s prediction, while $Pr\{\|\varepsilon_x(k+1)\|^2 \leq \epsilon^2\}$ describes the accuracy probability that the prediction error is within a preset bound.

**Remark 5.** Formation of $P_3$ and $P_4$ can be interpreted as follows. The best protection can be achieved in two steps. The first is to decide the best prediction that an attacker could obtain, and the second step aims to ensure the best prediction is as unreliable as possible. These two steps can be seen as a game process between the NDS and the attacker.

1) **Optimal Solution of $P_3$:** Since $\varepsilon_h(k)$ and $\varepsilon_{\eta_i}(k)$ are mutually independent with each other, the objective function $E[\|\varepsilon_x(k+1)\|^2]$ in $P_3$ is expanded as

$$E[\|\varepsilon_x(k+1)\|^2] = E \left[ \|\hat{h}_i(k) + \hat{\eta}_i(k) - h_i(k) - \eta_i(k)\|^2 \right]$$

$$= E[\varepsilon_h^2(k)] + E[\varepsilon_{\eta_i}^2(k)]$$

$$= E[\varepsilon_h^2(k)] + D[\eta_i(k)].$$

Then, we have the following result.

**Theorem 9** (see (100)). Considering the noise-adding algorithm (70), $f_{\eta_i}(z)$ is the optimal distribution for $P_3$ iff

$$D[\eta_i] = \sigma_{\eta_i}^2.$$  

The key point of deriving Theorem 9 is to utilize the independence of $\varepsilon_h(k)$ and $\varepsilon_{\eta_i}(k)$. Although the influence of $\varepsilon_h(k)$ is unknown, it does not affect the design of $\eta_i(k)$, which indicates that the larger $D[\eta_i]$ is, the harder an attacker can make accurate predictions. This property is also consistent with our intuitions. There are two shortcomings by adopting $E[\|\varepsilon_x(k+1)\|^2]$ as the optimization objective. First, $E[\|\varepsilon_x(k+1)\|^2]$ only describes the mean prediction error, while $\|\varepsilon_x(k+1)\|^2$ may deviate a lot from the expectation error when $D[\eta_i]$ is large. Second, one can only determine the variance of the optimal $\eta_i(k)$, not clear what specific distribution form the PDF of $\eta_i(k)$ is. When solving $P_4$, by contrast, the above two issues can be addressed under certain conditions.

2) **Optimal Solution of $P_4$:** When one aims to solve $P_4$, the major difference from solving $P_3$ is that the estimation accuracy of $\hat{h}_i(k)$ needs to be considered. Note that the objective function in $P_4$ can be expanded as

$$Pr\{\|\varepsilon_x(k+1)\|^2 \leq \epsilon^2\} = Pr\{\|\varepsilon_h(k) + \varepsilon_{\eta_i}(k)\|^2 \leq \epsilon^2\}$$

$$= \int \int f_{\eta_i}(z_1, z_2) dz_1 dz_2.$$


where \( f_{\varepsilon}(z_1, z_2) \) is the PDF of the sum \((\varepsilon_1(k) + \varepsilon_2(k))\), and \( \Omega_\varepsilon = \{(\varepsilon_1(k), \varepsilon_2(k))|\|\varepsilon_1(k) + \varepsilon_2(k)\|^2 \leq \varepsilon^2\} \). As we can see, the unpredictability is not only guaranteed by the \( \eta_1 \), but also closely related to the accuracy of \( \hat{h}_i(k) \). Therefore, it is extremely hard to obtain a general and analytical solution of \( P_4 \). Despite this intractability, we are still able to give some useful results under certain conditions, which is presented in the following theorem.

**Theorem 10** (see [100]). Consider the noise-adding algorithm (70). For \( P_4 \), if \( \hat{h}_i(k) \) is accurate, i.e., \( \varepsilon_1(k) = 0 \), then \( \exists \varepsilon > 0, \forall \varepsilon \leq \varepsilon \), the optimal distribution of \( f_{\varepsilon}(z) \) is the uniform distribution with finite maximum variances, i.e.,

\[
f_{\varepsilon}^*(z) = \begin{cases} \frac{1}{2\sqrt{3}\sigma_\eta}, & z \in [-\sqrt{3}\sigma_\eta, \sqrt{3}\sigma_\eta], \\ 0, & \text{otherwise.} \end{cases}
\]  

(80)

If \( \hat{h}_i(k) \) is not accurate but deterministic, then \( \exists \varepsilon > 0, \forall \varepsilon \leq \varepsilon \), \( f_{\varepsilon}(z) \) is optimal when the distribution of the sum \((\varepsilon_1(k) + \varepsilon_2(k))\) is the uniform distribution with variance \( \sigma_\eta^2 \).

Theorem [10] illustrates when the considered error bound \( \varepsilon \) is sufficiently small and \( \hat{h}_i(k) \) is accurate, the uniform distribution with the maximum variance is optimal for \( f_{\varepsilon}(z) \).

**Remark 6.** The solutions of \( P_3 \) and \( P_4 \) are consistent in the sense that they both require the variance to be maximum, but solving \( P_4 \) can further give the specific PDF form of \( \eta_1(k) \). In addition, considering the parameter \( \varepsilon \) represents the prediction error bound of an attacker, if one can only guarantee the unpredictability under a small \( \varepsilon \) (i.e., \( \Pr\{\|\varepsilon_2(k+1)\|^2 \leq \varepsilon^2\} \) is also small), then it demonstrates the noise-design of \( \eta(k) \) works well. Therefore, it is meaningful to directly consider the situation where \( \varepsilon \) is sufficiently small.

It is worth noting that if \( \varepsilon_1(k) \neq 0 \), the optimal distribution of \( f_{\varepsilon}(z) \) relies on the characteristic of \( \hat{h}_i(k) \). Specifically, if \( \varepsilon_1(k) \) is also with randomness, then the solution would be much more complicated than that of a deterministic \( \varepsilon_1(k) \) (as claimed in Theorem [10]). Despite the coupling of \( \varepsilon_1(k) \) and \( \varepsilon_2(k) \), we can further illustrate that the error \( \varepsilon_1(k) \) will not affect the influence of \( \varepsilon_2(k) \) on \( \Pr\{\|\varepsilon_2(k+1)\|^2 \leq \varepsilon^2\} \). Denote by \( \hat{h}_i^*(k) \) the optimal estimate of \( h_i(k) \), and let \( \hat{\eta}_{i,1}(k) \) and \( \hat{\eta}_{i,2}(k) \) be the optimal noise predictions associated with \( \hat{h}_{i,1}(k) \) and \( \hat{h}_{i,2}(k) \) (\( \hat{h}_{i,1}(k) \neq \hat{h}_{i,2}(k) \)), respectively. Then, we have the following corollary.

**Corollary 2.** Consider the noise-adding algorithm (70) and \( \varepsilon_1(k) \neq 0 \). Given arbitrary PDF \( f_{\varepsilon}(z) \), \( \forall \varepsilon > 0 \), one has

\[
\Pr\left\{\|\varepsilon_2(k+1)\|^2 \leq \varepsilon^2 | f_{\varepsilon}(z), \hat{h}_{i,1}(k)\right\} \\
\leq \Pr\left\{\|\varepsilon_2(k+1)\|^2 \leq \varepsilon^2 | f_{\varepsilon}(z), \hat{\eta}_{i,1}(k), \hat{h}_{i,1}(k)\right\}.
\]  

(81)

Intuitively, this corollary illustrates that even if there exists an estimation error in \( \hat{h}_{i,1}(k) \), it will not degrade the performance brought by \( \hat{\eta}_{i,1}(k) \), i.e., not making the accuracy probability \( \Pr\{\|\varepsilon_2(k+1)\|^2 \leq \varepsilon^2\} \) higher.

Based on the above analysis, we present a brief summary of achieving the unpredictability of the states. First, a distribution with maximum variance for \( f_{\varepsilon}(z) \) is optimal in the sense of expected prediction error. By contrast, in the sense of \( \varepsilon \)-accurate probability, the uniform distribution with maximum variance for \( f_{\varepsilon}(z) \) is optimal if \( \varepsilon \) is small and \( \hat{h}_i(k) \) is accurate. Second, if i) the state of a node is high-dimensional, ii) the estimates \( \hat{h}_i(k) \) and \( \hat{\eta}_i(k) \) are correlated, or iii) one wishes to achieve the unpredictability of long-horizon trajectory, finding an optimal design to tackle these situations is extremely hard due to the complicated joint PDF. How to design better noise-adding methods and evaluation metrics for these situations still remains an open issue.

**D. Securing the Topology Structure of NDSs**

Considering the risk that an external attacker can infer the topology of NDSs based on observations, it is necessary to protect the topology from being accurately inferred while maintaining the normal convergence of the system dynamics. In Section [IV-B] and [IV-C] we have demonstrated that the noise-adding algorithm can be utilized to protect the state secrecy. In fact, the idea of adding noises to the states during the iteration is also promising to secure the topology, along with a more advanced design to guarantee the convergence performance meanwhile. Therefore, we continue to use the distributed noise-adding algorithm (70) for the following discussions.

Since noises \( \theta_i(k) \) and \( \eta_1(k) \) in (70) are mutually independent, for legibility, we consider the case \( \theta_i(k) = 0 \) and focus on the design of \( \eta_1(k) \). Then, the global form of (70) with \( \theta_i(k) = 0 \) can be explicitly rewritten as

\[
x(k) = Ax(k-1) + \eta(k-1),
\]  

(82)

where \( \eta = [\eta_1, \ldots, \eta_N]^T \), and the attacker has direct collections of states \( \{x(k)\}^2 \). Ideally, when there is no noise input injected into the system, the state will converge to a constant vector as \( k \to \infty \), i.e.,

\[
\lim_{k \to \infty} x(k) = x_c,
\]  

(83)

where the converging state \( x_c \) is determined by the setup of \( A \) and the initial state \( x(0) \). For example, if \( A \) is doubly stochastic, \( x_c = (I_x x(0))/N \). Next, we present the fundamental conditions for \( \eta(k) \) to guarantee the normal convergence of the system.

**Theorem 11** (see [54]). Consider the system (82), the convergence of the system is guaranteed iff

\[
\lim_{k \to \infty} \sum_{l=0}^{k-1} W^{k-l-1} \eta(l) = 0.
\]  

(84)

Specifically, for cases where \( A \) is doubly stochastic, the convergence of (3) is guaranteed if

\[
\|\eta(k)\|_\infty \leq \alpha \rho^k, \text{ and } \sum_{k=0}^{\infty} \sum_{i=1}^{N} \eta_i(k) = 0,
\]  

(85)

where \( \alpha > 0 \) and \( \rho \in [0, 1) \).

Here we ignore the observation noise term \( \psi(k) \), as it is also independent with \( \eta(k) \). By the method introduced in Section [III-C] its influence can be asymptotically alleviated.
Remark 7. The procedures are summarized as Algorithm 1, which iteratively also satisfy the zero-sum and decaying conditions. The general \( \theta \) term \( \xi \) decay to zero over time \([39]\). In practice, an auxiliary random \( A \) is doubly stochastic. This is because the row-stochasticity can ensure that each input vector will converge to a constant, initial state.

Algorithm 1: Adjacent noise cancellation algorithm

**Input:** \( x_i(0), \{a_{ij}, j \in N_i^{(m)}\}, \alpha, \rho \) and \( k_{\text{max}} \).

**Output:** \( x_i(k_{\text{max}}) \) for each \( i \in V \).

1. Initialize \( x_i^+(0) \) by \([34]\) and send it to \( N_i^{\text{out}} \). Meanwhile, receive the information \( X_i^-(0) = \{x_j^-(0), j \in N_i^{(m)}\} \).
2. Initialize \( \eta_i(0) = \xi_i(0) \) such that \( \xi_i(0) \in [\frac{-\alpha}{2}, \frac{\alpha}{2}] \), and set \( k = 1 \).
3. while \( k \leq k_{\text{max}} \) do
4.   Select the auxiliary noise \( \xi_i(k) \) from \([\frac{-\alpha k^2}{2}, \frac{\alpha k^2}{2}] \) by the user-designed rules.
5.   Set \( \eta_i(k) = \xi_i(k) - \xi_i(k-1) \).
6.   Update \( x_i(k) = h_i(x_i^+(k-1), X_i^+(k-1)) + \eta_i(k) \).
7.   Update \( x_i^+(k) \) and send it to \( N_i^{\text{out}} \).
8.   \( k = k + 1 \).
9. end while

Note that \([34]\) is the sufficient and necessary condition for the exact convergence to \( x_c \). The condition \([35]\) in fact provides a general noise-adding method for a class of systems where \( A \) is doubly stochastic. Following this property, one can develop an adjacent noise cancellation algorithm to approximate \( \sum_{k=0}^{N} \sum_{i=1}^{N} \eta_i(k) = 0 \), while making the magnitude of \( \eta_i(k) \) decay to zero over time \([39]\). In practice, an auxiliary random term \( \xi \) is used, and \( \eta_i(k) \) is commonly designed as

\[
\eta_i(k) = \xi_i(k) - \xi_i(k-1),
\]

(86)

where \( \|\xi_i(k)\| \leq \frac{\alpha k^2}{2} \). Note that the above results can be easily extended to the cases when \( \theta_i(k) \neq 0 \), which should also satisfy the zero-sum and decaying conditions. The general procedures are summarized as Algorithm 1 which iteratively updates the state until the stopping time \( k_{\text{max}} \).

Remark 7. Algorithm 2 ensures the exact convergence when \( A \) is doubly stochastic. This is because the row-stochasticity can ensure that each input vector will converge to a constant, and the column-stochasticity can keep the sum of the input vector unchanged with iterations. Meanwhile, each node does not need any global system information or the noise information of its neighbors.

Note that in Algorithm 1, the magnitude of the added noise \( \eta_k \) is strictly bounded. From the perspective of the PDF of \( \eta_k \), this condition can be relaxed to various PDF forms while ensuring the variance of \( \eta_k \) exponentially decaying with \( k \) \([38]\). Under this formulation, the mean square convergence of the state is still guaranteed. Besides, there is another meaningful result that connects the structure and state secrecy. If one uses the popular differential privacy to measure the secrecy performance of the state, there exists a contradiction as summarized in the following corollary.

Corollary 3 (see \([97]\)). Consider the system \([82]\). If the added noises satisfy the exact convergence condition

\[
\lim_{k \to \infty} \sum_{l=0}^{k} W_l = 0,
\]

then the noise-adding algorithm cannot guarantee the the differential privacy of the initial state.

Next, we illustrate how to add the noises to protect the topology matrix \( A \) from being inferred accurately. Considering that the attacker uses the aforementioned OLS estimator \([36]\) to infer the topology, the inference error matrix is given by

\[
\varepsilon_A = \hat{A}_o - A = \Phi_T (Y_T^{-1})^T (Y_T^{-1})^{-1},
\]

(87)

where the added noise matrix \( \Phi_T = [\eta(0), \eta(1), \cdots, \eta(T-1)] \). Then, finding the optimal noise can be formulated as the following maximization problem

\[
\max_{\Phi_T} \| \varepsilon_A \|_F^2
\]

(88a)

s.t. \( \lim_{k \to \infty} x(k) = x_c \).

(88b)

It is remarkable that the added \( \eta(k) \) will continue to influence the following states after iteration \( k \), and the objective function is highly nonlinear about \( \Phi_T \). Therefore, directly solving in one-step is intractable. However, we can still approximate the optimal design in an iterative way, which is turned to solve the following problem at each iteration

\[
P_S : \max_{\eta(k)} \left| \left| [\Phi_{k-1}, \eta_k] (Y_k^{-1})^T (Y_k^{-1})^{-1} \right| \right|_F^2
\]

(89a)

s.t. \( \| \eta(k) \|_\infty \leq \alpha \rho k \).

(89b)

Note that in the objective function of \( P_S \), \( \Phi_{k-1} \) and \( Y_k^{-1} \) are deterministic and given at iteration \( k \). Then, we have the following result.

Theorem 12 (see \([101]\)). Consider the system \([82]\). If the noise \( \eta(k) \in [\beta_k^-(k), \beta_k^+(k)] \) where \( \max \{ |\beta_k^-(k)|, |\beta_k^+(k)| \} \leq \alpha \rho k \), then the optimal solution of \( P_S \), \( \eta^*_k(k) \), satisfies

\[
\eta_k^*(k) \in [\beta_k^-(k), \beta_k^+(k)], \forall i = 1, \cdots, N.
\]

(90)

Theorem 12 shows that the added noise \( \eta(k) \) is optimal when each node locally selects the boundary magnitude of its available noise space. Note that by using Algorithm 1 with the noise design \([90]\), the exact convergence cannot be guaranteed if \( A \) is not doubly stochastic. Under this situation, there will be a deviation between the real state \( x(\infty) \) and the converging state \( x_c \), and the bound of the deviation is determined by the parameter \( \alpha \) and \( \rho \). How to achieve the exact convergence for non-doubly stochastic \( A \) while securing the topology still needs further investigation.

V. DISCUSSION AND OPEN ISSUES

A. The Secrecy of Control Laws

Note that the control law is the utmost critical element of the control mechanism to influence the dynamical process, which acts as the system input. An attacker who has inferred the control law can easily infer the state and structure by appropriate input modeling. The control input of NDSs can be divided into two types: system-depend input (rely on the state and structure) and independent input. For the former one, if the controller has an explicit form, then the whole system can be represented in a closed-loop form, where the input \( u \) is replaced by the expression of \( x \) (or \( y \)) and \( A \), e.g., the classic state-feedback controller. In this context, it is possible to infer the control laws by utilizing the state and structure information, and the state-of-art data-driven methods \([102]\) are
beneficial to the investigation of this direction. For instance, consider the Linear Quadratic Regulator (LQR) problem \[103\]. The optimal control law that solves

\[
\min_{u,y} \lim_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \sum_{k=0}^{T} (x(k)^\top Q x(k) + u(k)^\top R u(k)) \right]
\]

subject to \[x(k+1) = Ax(k) + Bu(k) + w(k)\] is given by

\[
u(k) = -(B^\top PB + R)^{-1} B^\top PAx(k) \triangleq -K^*x(k), \quad (92)
\]

where \(P\) is the solution of the discrete algebraic Riccati equation that relies on \(A, B, Q, R\) \[103\]. Hence, the inference of \(92\) is translated to the estimation of the optimal feedback matrix \(K^*\) based on the observations of the state-input pairs \(\{x(k), u(k)\}\). Then, various linear regression methods \[104\] can be applied. As for the independent input, if the input is time-invariant, we can identify the influence of the input by using the data when the system is stable \[105\]. However, if the independent input is time-varying, a more sophisticated input-identification procedure is required, and the latest input-output linearization \[106\] technique may provide some feasible solutions, which still needs further investigation. Besides, if the external attacker has only local access to the global system, decentralized versions of the inference methods are required to obtain the local knowledge \[107\].

Another interesting scenario is that one can use self-designed control laws to excite the system, such that more abundant behaviors are produced to infer the system parameters. The latest work \[108\] has made progress in improving the inference accuracy of system models by input design, which utilizes the subspace method in system identification. It is promising that we can further the designed excitation input to differentiate the influence of the control laws of the system itself. In addition, from the defense perspective, it is also of necessity to protect the control laws from being inferred, e.g., controller gains. Several latest works \[109\] - \[112\] have achieved some progress in this direction, by considering a specific class of NDSs. As for securing the optimal control law \[92\] for problem \[91\], we can similarly exploit the noise-adding mechanism by perturbing states, inputs, or both of them with uncorrelated Laplace noises or correlated adjacent-canceling noises. The performance can be characterized via differential privacy \[95\] or \((\epsilon, \delta)\)-secrecy. However, it remains challenging to conceal the general model type and design secure controllers that could induce a much worse inference result for the attacker.

### B. Performance Metrics for Control Mechanism Secrecy

Establishing appropriate metrics to evaluate the risks is critical for the control mechanism secrecy. In previous sections, we have used two kinds of metrics: regression error like \[23\] and disclosure probability like \[58\]. They both reflect the difference between the estimated value and the ground truth, but also differ from each other. The regression error directly describes the inference error of a realization of the inference attack, which is only suitable for cases where the noise-adding method is deterministic. On the contrary, the disclosure probability characterizes the risk of information leakage by probability measurement, which applies to situations where the noise-adding method is with randomness. If the explicit distribution characteristic of the added noises is hard to describe, one can adopt the expected square error as an alternative, which is given by

\[
E_r(\hat{x}) = \mathbb{E}[(\hat{x} - x)^\top(\hat{x} - x)].
\]

Note that \(E_r(\hat{x})\) gives the estimation error in the expectation sense, which is suitable for both deterministic and random cases of the system states.

In terms of the unpredictability of the state, current research mainly focus on the inference performance of one-step prediction \[99\], \[100\], which is not enough for secrecy in the long horizon. Suppose the attacker aims to predict \(K\)-step future state of the NDS, then the probability that the prediction error of each step is within \(\epsilon\) can be represented as

\[
\mathcal{P}_r(x_{[1:K]}) = \prod_{k=1}^{K} \Pr\{||\hat{x}(k-1) - x(k)||_\infty \leq \epsilon\}, \quad (94)
\]

where \(\hat{x}(k-1)\) is the prediction of \(x(k)\) at step \(k - 1\). Apparently, ensuring the state secrecy on the long horizon is much more challenging. On the one hand, the inferred target is no longer a single point but a trajectory composed of multiple points. Consequently, the uncertainty is described by multivariate probability density functions in high-dimension space, making the corresponding calculation extremely hard, let alone the possible couplings between different variables. On the other hand, even if the uncertainty is calculable, the result highly relies on a given system model along with its observations. A reliable metric for state unpredictability is desired to be independent of specific models and observations, and is able to characterize convergence trend of \(\mathcal{P}_r(x_{[1:K]})\) as \(K\) increases. How to design appropriate and analytical transformations to fill the above gap is worth further study. To address these challenges, an interdisciplinary approach combining model predictive control, information theory and large deviation theory may be promising.

Last but not least, the evaluation metrics for states also provide the foundation to characterize the metrics for the secrecy of the structure and the control laws. Different from the state secrecy, the other two metrics will be closely related to the dynamical performance of NDSs (e.g., convergence and steady points \[113\]). We discuss the details of these issues in the next subsection.

### C. Tradeoff Between Secrecy and Cooperation Performance

Although the noise-adding methods help to achieve the state secrecy, they may compromise the normal dynamical performance of NDSs. It is often required that the system state at certain moment should meet the preset value, apart from the secrecy requirement of state evolution. For example, suppose the desired state at the terminal moment \(T\) is \(x_T^*\) and
we can formulate the control objective as the following linear quadratic function
\[
J_e(\tilde{u}_0,T) = \mathbb{E}[ (x_T - x_T^*)^\top H (x_T - x_T^*) ] \\
+ \mathbb{E} \sum_{k=0}^{T-1} (x(k)^\top Q(x(k) + \tilde{u}(k))^\top R \tilde{u}(k)),
\]
where \(\tilde{u}(k) = u(k) + \eta(k)\) is the system input after adding noise \(\eta(k)\). \(H\) is a positive semi-definite matrix, \(Q\) and \(R\) are the same as that in (91). It is clearly from (95) that achieving the optimal trade-off between the desired terminal state and secrecy of the state evolution requires the random noises \(\{\eta(k)\}\) to be well designed. What kind of distribution of \(\eta(k)\) should be determined and how to design the input \(u(k)\) coupling with \(\eta(k)\) are the main challenging issues for future research.

Note that in practice, the structure of the system is also of great importance for system convergence and stability. Therefore, simultaneously considering the structure disclosure risks is essential to investigate the tradeoff between secrecy and cooperation performance. First, the metrics considering the state aspects are not always appropriate to describe the inference capability. For example, in some cases, the structure matrix is not easy to obtain by using an explicit model, and one may be more interested in the eigenvalue spectrum of the matrix \([69], [71]\]. Also, the original model information of the control laws may not be priorly known, and one needs to design other evaluation models to deal with the uncertainty. The established metrics are supposed to be capable of describing the error influence in the system dynamics. Therefore, there remain many challenges in designing appropriate metrics to fully characterize the tradeoff between mechanism secrecy and cooperation performance.

Second, due to the fundamental convergence requirement, the feasible space to design countermeasures is limited. Specifically, as we mentioned in Section IV-D, when the structure matrix is not doubly stochastic, there remains a challenge to tackle with the exact convergence of the system state. The key point lies in eliminating the asymptotical state deviation without relying on global information \([101]\). Furthermore, if the nodes are also associated with state-independent self-input, the coupling between the self-input and the added noise needs to be considered for the optimal noise design. Last but not the least, different from the state where one only needs to focus on the value itself, the system structure is composite system knowledge. Taking the topology matrix \(A\) as an example, although the value of each element in \(A\) is sensitive and important, the eigenvalue spectrum and the eigenvectors are also critical and valuable information, which reflects the convergence performance of the system dynamics. Therefore, simply using the error norm as in \([88]\) is not sufficient for the structure secrecy.

D. Cases of Unknown Models: Incorporating with Reinforcement Learning and Model-free Optimization

In recent years, plenty of works have displayed increasing interests in designing optimal, stable and safe controllers from data \([113]–[115]\]. These methods remove the design dependency on the model knowledge (e.g., specific model forms), where state-of-the-art reinforcement learning and model-free optimization techniques are used as main tools \([117]–[120]\). We point out that, when there exist interactions between the NDSs and the environment, it is possible that the online learning strategy for the system itself can also be leveraged by external attackers to infer the control mechanism. For example, we can formulate this process as the following model
\[
x(k+1) = f(x(k), u(k), u^e(k)), \\
y(k) = g(x(k), u(k), u^e(k)),
\]
where \(u^e\) is the input describing the interaction between the attacker and the NDS. Here, only the observations \(\{y(k)\}\) and the interaction input \(\{u^e(k)\}\) are available to the attacker, and the mature tools in linear system cases can no longer be utilized. A promising insight of inferring the mechanism is to design appropriate inference objective function \(\Phi(y, u^e)\) for the attacker, construct gradient estimates of \(\Phi(y, u^e)\) to obtain a sequence of the interaction input \(\{u^e(k)\}\), thus optimizing the inference objective function \(\Phi(y, u^e)\) iteratively. Note that optimizing \(\Phi(y, u^e)\) is essentially optimizing the inference error about the control dynamics. Therefore, the main direction of this problem research is to properly define the inference objective \(\Phi(y, u^e)\) at the beginning and design the interaction strategy \(u^e\) during the process.

VI. NUMERICAL EVALUATION

In this section, we present some numerical tests to verify the theoretical results and evaluate the performance of some approaches considered in this article.

A. Scenario Setting

For simplicity, we consider a full measurable NDS with 5 nodes, which subject to the following consensus-based model
\[
x_{k+1} = Ax(k),
\]
where
\[
A = \begin{bmatrix}
0.9111 & 0.0444 & 0 & 0 & 0.0444 \\
0.0444 & 0.8000 & 0.0667 & 0.0222 & 0.0667 \\
0 & 0.0667 & 0.9111 & 0.0222 & 0 \\
0 & 0.0222 & 0.2222 & 0.9111 & 0.0444 \\
0.0444 & 0.0667 & 0 & 0.0444 & 0.8444
\end{bmatrix},
\]
is a doubly stochastic matrix, and the initial state is \(x(0) = [-26, -3, 13, 28, 17]^\top / 2\). One can easily obtain that \(A \in S_c\), and the converging state of this system \(x_c = 2.9\). For comparison of different noise-adding methods, we will selectively use Gaussian, uniform, and Laplace noises to secure the mechanism secrecy.

B. Verification

Let us begin by examining the state secrecy. It is straightforward that the initial state \(x(0)\) can be estimated accurately if there are no other noises involved in the system. Therefore, we illustrate the performance of the state estimation under different levels of noise variance \(\sigma^2\). Fig. 6 compares the
Fig. 6. The estimation error of $x(0)$. The measurement noises are Gaussian with zero mean and variances equaling to $0.1^2$, $0.5^2$ and 1, respectively.

Fig. 7. The $(\epsilon, \delta)$-state secrecy performance, where the added noises are drawn from Gaussian, uniform and Laplace distributions, respectively. The process and measurement noises both satisfy zero mean and unit variance.

inference accuracy of the state estimator (21). Clearly, the smaller the noise variance $\sigma^2$ is, the smaller the estimation error is. Meanwhile, the inference error will decrease with the observation number and become stable. Fig. 7 further shows the $(\epsilon, \delta)$-state secrecy performance of a single node. Note that in this test, 3000 simulation runs are conducted, where the Gaussian, uniform, and Laplace distributed noises are used with both zero mean and unit variance. In each run, one node first randomly generates a noise $\theta_i(0)$ with the given distribution, while the other node obtains $\hat{\theta}_i(0)$ by some estimation methods. Then, one can have the probability that $|\hat{\theta}_i(0) - \theta_i(0)| \leq \epsilon$ holds. Clearly, one can conclude that uniform distribution is better than Gaussian and Laplace distribution in the sense of $(\epsilon, \delta)$-state secrecy.

Next, we focus on the structure secrecy performance. Similar to the state estimation, if there is no noise involved in the dynamic process, the attacker can accurately infer the topology matrix $A$ with more than $T \geq (N+1)$ groups of observations. Therefore, here we validate the inference performance of the estimator $\hat{A}_o$ in (36) and $\hat{A}_c$ in (39), by considering both process and measurement noises satisfying Assumption 1 with unit variances. As shown in Fig. 8, the inference errors of both $\hat{A}_o$ and $\hat{A}_c$ decrease as the observation number grow, which illustrates the risk that the structure of a NDS is easy to be revealed with tolerable error. Specifically, the inference error of $\hat{A}_c$ converges to zero while that of $\hat{A}_o$ converges to constant. This property echoes with the conclusions in Theorem 5 and can be observed from the upper bounds of the errors drawn in Fig. 8.

Finally, we turn to validate the secrecy performance of the adjacent noise cancellation methods. Fig. 9 the state evaluation and topology inference error when using Gaussian, uniform, and the optimal noises in P5, respectively. The simulations here are conducted by letting the noises satisfy the exponentially decaying condition and the zero-sum condition $\sum_{k=0}^{\infty} \sum_{i=1}^{N} \eta_i(k) = 0$. Note that according to famous $3\sigma$-rule [21], for Gaussian distribution with zero mean, the variable locates in $[-3\sigma, +3\sigma]$ with probability 0.997, and this interval is basically regarded as the actual possible range. To have a fair comparison, we let the bound of the uniform and designed noises of P5 be $3\sigma \nu \rho^k$ at iteration $k$, where the decaying parameter $\rho$ is set as 0.95. Clearly, one can observe from Fig. 9(a) and Fig. 9(b) that, both the convergence and accuracy of the system state are guaranteed under the adjacent noise cancellation methods. Remarkably, even if the convergence speed of the three kinds of noises are likewise, the topology inference errors differ a lot, as shown in Fig. 9(c). Specifically, the inference error brought by the designed noise is much higher than that of the other two, which exhibits better topology-securing performance and verifies the optimality conclusions in Theorem 12.

VII. CONCLUDING REMARKS

This article explored the disclosure risks of the fundamental information in NDSs along with their countermeasures. The control mechanism of a NDS consists of confidential information including state, structure, and control laws. The
control mechanism secrecy, in our opinion, plays a critical role in the applications of NDSs, especially in those security-related scenarios. We introduced the inference analysis from an attacker’s view, and the protection methods from a defender’s view. Based on the analysis, we demonstrated the inference performance of common inference methods concerning how to estimate the state and structure, and presented the results about the principles and possible methods to evaluate and secure them, such as the $(\epsilon, \delta)$-state secrecy metric and the adjacent noise cancellation algorithm. This collection of the latest results can be regarded as a launching pad for deeper investigation into more sound security methods. Furthermore, we provided in-depth discussions on the secrecy of control laws, and summarized potential ideas to infer and protect the control laws, respectively.

However, we also pointed out that even the state-of-the-art approaches in the literature cannot fully address the issues of optimal protection designs in the context of mechanism secrecy. Considering the situations where i) the system model is nonlinear or high-dimensional, ii) the prior knowledge about NDSs is not sufficient, or iii) the tradeoff between nominal system performance and the control mechanism secrecy, establishing better evaluation metrics about control mechanism and combining the excitation-based design are promising directions beckoning further research.
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