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Abstract. Flows over time are used to model many real-world logistic and routing problems. The networks underlying such problems – streets, tracks, etc. – are inherently undirected and directions are only imposed on them to reduce the danger of colliding vehicles and similar problems. Thus the question arises, what influence the orientation of the network has on the network flow over time problem that is being solved on the oriented network. In the literature, this is also referred to as the contraflow or lane reversal problem.

We introduce and analyze the price of orientation: How much flow is lost in any orientation of the network if the time horizon remains fixed? We prove that there is always an orientation where we can still send \( \frac{3}{4} \) of the flow and this bound is tight. For the special case of networks with a single source or sink, this fraction is \( \frac{1}{2} \) which is again tight. We present more results of similar flavor and also show non-approximability results for finding the best orientation for single and multicommodity maximum flows over time.

1 Introduction

Robbins [16] studied the problem of orienting streets as early as 1939, motivated by the problem of controlling congestion by making streets of a city one-way during the weekend. He showed that a strongly connected digraph could be obtained by orienting the edges of an undirected graph if and only if it is 2-edge connected.

The problem of prescribing or changing the direction of road lanes is a strategy employed to mitigate congestion during an emergency situation or at rush hour. This is called a contraflow problem (or sometimes reversible flow or lane reversal problem). Contraflows are an important tool for hurricane evacuation [21], and in that context the importance of modeling time has become prevalent in the past decade [22]. It is also employed to handle traffic during rush hours [8].
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Flows over time (also referred to as dynamic flows) have been introduced by Ford and Fulkerson [5] and extend the classic notion of static network flows. They can model a time aspect and are therefore better suited to represent real-world phenomena such as traffic, production flows or evacuations. For the latter, quickest flows (over time) are the model of choice. They are based on the idea that a given number of individuals should leave a dangerous area as quickly as possible [24]. Such an evacuation scenario is modeled by a network, with nodes representing locations. Nodes containing evacuees are denoted as sources while the network’s sinks model safe areas or exits. For networks with multiple sources and sinks, quickest flows are also referred to as quickest transshipments [11] and the problem of computing them is called an evacuation problem [18]. A strongly polynomial algorithm for the quickest flow problem was described in [10]. For a more extensive introduction to flows over time, see [17].

In this paper, we are interested in combining the orientation of a network with flows over time – we want to orient the network such that the orientation is as beneficial as possible for the flow over time problem. We will assume that we can orient edges in the beginning, and cannot change the orientation afterwards. The assumption is reasonable in an evacuation setting as altering the orientation in the middle of an evacuation process can be difficult or even infeasible, depending on the resources available. We also assume that each edge has to be routed completely in one direction – but this will not impose any restriction to our modeling abilities, as we can model lanes with parallel edges if we want to orient them individually.

If there is only a single source and sink, we can apply the algorithm of Ford and Fulkerson [5] to obtain an orientation and a solution. Furthermore, it was shown that finding the best orientation for a quickest flow problem with multiple sources and sinks is NP-hard [12,15]. Due to the hardness of the problem, heuristic and simulation tools are predominantly used in practice [12,19,20,21].

Our Contribution. In Section 3 we study the price of orientation for networks with single and multiple sources and sinks, i.e., we deal with the following questions: How much flow is lost in any orientation of the network given a fixed time horizon? And how much longer do we need in any orientation to satisfy all supplies and demands, compared to the undirected network?

To our knowledge, the price of orientation has not been studied for flows over time so far. It follows from the work of Ford and Fulkerson [5] that for s-t-flows over time the price of orientation is 1: Ford and Fulkerson proved that a maximum flow over time can be obtained by temporally repeating a static min-cost flow and thus uses every edge in one direction only. The latter property no longer holds if there is more than one source or sink; see Fig. 11.

We are able to give tight bounds for the price of orientation with regard to the flow value, and we show that the price of orientation with regard to the time horizon cannot be smaller than linear in the number of nodes. Table 1 shows an overview of our results. Our main result is the tight bound of 3 on the flow price of orientation for the multiple sources and sinks case. We describe an algorithm that is capable of simulating balances through capacities of auxiliary edges. This
allows us to transform a problem with supplies and demands to the much simpler case of a single source with unbounded supply and a single sink with unbounded demand. We characterize the properties that the capacities of the auxiliary edges should have for a good approximation, and describe how they can be obtained using an iterative approach that uses Brouwer fixed-points. On the negative side, we give an instance whose price of orientation is not better than 3.

Since we have two ways to pay the price of orientation – decreasing the flow value or increasing the time horizon – the question arises whether it might be desirable to pay the price partly as flow value and partly as time horizon. We prove that by doing so, we can achieve a bicriteria-price of $2/2$ for the case of multiple sources and sinks, i.e., we can send at least half the flow value in twice the amount of time.

In Section 4 we analyze the complexity of finding the best orientation to minimize the loss in time or flow value for a specific instance. We are able to show that these problems cannot be approximated with a factor better than 2, unless $P = NP$. Furthermore, we extend this to two multicommodity versions of this problem and show that these become inapproximable, unless $P = NP$.

2 Preliminaries

Networks and Orientations. An undirected network over time $N$ consists of an undirected graph $G$ with a set of nodes $V(G)$, a set of edges $E(G)$, capacities $u_e \geq 0$ and transit times $\tau_e \geq 0$ on all edges $e \in E(G)$, balances $b_v$ on all

| Sources | Sinks | Flow Value | Time |
|---------|-------|------------|------|
| 1       | 1     | Ford, Fulkerson [5] | 1 Ford, Fulkerson [5] |
| 2+      | 1     | Theorem [3] | $\Omega(n)$ | Theorem [3] |
| 1       | 2+    | Theorem [4] | $\Omega(n)$ | Theorem [4] |
| 2+      | 2+    | Theorem [5] | $\Omega(n)$ | Theorem [5] |

Table 1. An overview of price of orientation results.
nodes \( v \in V(G) \), and a time horizon \( T \geq 0 \). For convenience, we define \( V(N) := V(G), E(N) := E(G) \). The capacity \( u_e \) is interpreted as the maximal inflow rate of edge \( e \) and flow entering an edge \( e \) with a transit time of \( \tau_e \) at time \( \theta \) leaves \( e \) at time \( \theta + \tau_e \). We extend the edge and node attributes to sets of edges and nodes by defining: \( u(E) := \sum_{e \in E} u_e, \tau(E) := \sum_{e \in E} \tau_e \) and \( b(V) := \sum_{v \in V} b_v \). We denote the set of edges incident to a node \( v \) by \( \delta(v) \).

We define \( S^+ := \{ v \in V(G) \mid b_v > 0 \} \) as the set of nodes with positive balance (also called supply), which we will refer to as sources. Likewise, we define \( S^- := \{ v \in V(G) \mid b_v < 0 \} \) as the set of nodes with negative balance (called demand), which we will refer to as sinks. Additionally, we assume that \( \sum_{v \in V(G)} b_v = 0 \) and define \( B := \sum_{v \in S^-} b_v \). To define a directed network over time, replace the undirected graph with a directed one. In a directed network, we denote the set of edges leaving a node \( v \) by \( \delta^+(v) \) and the set of edges entering \( v \) by \( \delta^-(v) \) for all \( v \in V(G) \).

An orientation \( \overrightarrow{N} \) of an undirected network over time \( N \) is a directed network over time \( \overrightarrow{N} = (\overrightarrow{G}, \overrightarrow{u}, \overrightarrow{b}, \overrightarrow{\tau}, T) \), such that \( \overrightarrow{G}, \overrightarrow{u} \) and \( \overrightarrow{\tau} \) are orientations of \( G, u \) and \( \tau \), respectively. This means that for every edge \( \{v, w\} \in E(G) \) there is either \((v, w)\) or \((w, v)\) in \( E(\overrightarrow{G}) \) (but not both) and (assuming \((v, w) \in E(\overrightarrow{G})\)) \( \overrightarrow{u}(v, w) = u_{\{v, w\}} \) and \( \overrightarrow{\tau}(v, w) = \tau_{\{v, w\}} \). Recall that we can use parallel edges if we want to model streets with multiple lanes – each parallel edge can then be oriented individually.

**Flows over Time.** A flow over time \( f \) in a directed network over time \( N = (G, u, b, \tau, T) \) assigns a Lebesgue-integrable flow rate function \( f_e : [0, T) \rightarrow \mathbb{R}^+_0 \) to every edge \( e \in E(G) \). We assume that no flow is left on the edges after the time horizon, i.e., \( f_e(\theta) = 0 \) for all \( \theta \geq T - \tau_e \). The flow rate functions \( f_e \) have to obey capacity constraints, i.e., \( f_e(\theta) \leq u_e \) for all \( e \in E, \theta \in [0, T) \). Furthermore, they have to satisfy flow conservation constraints. For brevity, we define the excess of a node as the difference between the flow reaching the node and leaving it: \( \text{ex}_{\{v, \theta\}} := \sum_{e \in \delta^-(v)} \int_0^{\theta - \tau_e} f_e(\xi) \, d\xi - \sum_{e \in \delta^+(v)} \int_0^{\theta} f_e(\xi) \, d\xi \). Additionally, we define \( \text{ex}(v) := \text{ex}(v, T) \). Then we can write the flow conservation constraints as:

\[
\begin{align*}
\text{ex}(v) &= 0, \text{ex}(v, \theta) \geq 0 & \text{for all } v \in V(N) \backslash (S^+ \cup S^-), \theta \in [0, T), \\
0 &\geq \text{ex}(v, \theta) \geq -b_v & \text{for all } v \in S^+, \theta \in [0, T), \\
0 &\leq \text{ex}(v, \theta) \leq -b_v & \text{for all } v \in S^-, \theta \in [0, T).
\end{align*}
\]

The value \( |f|_\theta \) of a flow over time \( f \) until time \( \theta \) is the amount of flow that has reached the sinks until time \( \theta \): \( |f|_\theta := \sum_{\delta^-(\theta)} \text{ex}_f(\theta) \) with \( \theta \in [0, T] \). For brevity, we define \( |f| := |f|_T \). We define \( \text{ex}(v) := \text{ex}(v, T) \).

We define flows over time in undirected networks over time \( N \) by transforming \( N \) into a directed network \( N' \), using the following construction. We replace every undirected edge \( e = \{v, w\} \in E(N) \) by introducing two additional nodes \( vw, vw' \) and edges \((v, vw), (w, vw), (vw, vw'), (vw', v), (vw', w)\). We set \( u_{(vw, vw')} = u_e \) and \( \tau_{(vw, vw')} = \tau_e \), the rest of the new edges gets zero transit times and infinite capacities. This transformation replaces all undirected edges with directed edges,
giving us the directed network $N'$. Every flow unit that could have used $\{v, w\}$ from either $v$ to $w$ or $w$ to $v$ must now use the new edge $(vw, vw')$, which has the same attributes as $\{v, w\}$. The other four edges just ensure that $(vw, vw')$ can be used by flow from $v$ to $w$ or $w$ to $v$. Thus, whenever we consider flows over time in $N$, we interpret them as flows over time in $N'$ instead.

**Maximum Flows over Time.** The maximum flow over time problem consists of a directed or undirected network over time $N = (G, u, b, \tau, T)$ where the objective is to find a flow over time of maximum value. The sources and sinks have usually unbounded supplies and demands in this setting but it can also be studied with finite supplies and demands. In the latter case, the problem is sometimes referred to as transshipment over time problem.

Ford and Fulkerson [5] showed that the case of unbounded supplies and demands can be solved by a reduction to a static minimum cost circulation problem. This yields a temporally repeated flow as an optimal solution. Such a flow $x$ is given by a family of paths $P$ along which flow is sent at constant rates $x_P$, $P \in P$ during the time intervals $[0, T - \tau_P)$, with $\tau_P := \sum_{e \in P} \tau_e$. The algorithm of Ford and Fulkerson obtains these paths by decomposing the solution to the minimum cost circulation problem. This algorithm has the nice property that edges are only used in one direction, as it is based on a static flow decomposition.

The maximum contraflow over time problem is given by an undirected network over time $N = (G, u, b, \tau, T)$ and the objective is to find an orientation $\vec{N}$ of $N$ such that the value of a maximum flow over time in $\vec{N}$ is maximal over all possible orientations of $N$.

**Quickest Flows.** The quickest flow problem or quickest transshipment problem is given by a directed or undirected network over time $N = (G, u, b, \tau)$ and the objective is to find the smallest time horizon $T$ such that all supplies and demands can be fulfilled, i.e., a flow over time with value $B$ can be sent. Hoppe and Tardos [10] gave a polynomial algorithm to solve this problem. However, an optimal solution to this problem might have to use an edge in both directions; see Fig. 1.

The quickest contraflow problem is given by an undirected network over time $N = (G, u, b, \tau)$ and the objective is to find an orientation $\vec{N}$ of $N$ such that the time horizon of a quickest flow in $\vec{N}$ is minimal over all possible orientations of $N$.

### 3 The Price of Orientation

We study two different models for the price of orientation. The flow price of orientation for an undirected network over time $N = (G, u, b, \tau, T)$ is the ratio between the value of a maximum flow over time $f_N$ in $N$ and maximum of the values of maximum flows over time $f_{\vec{N}}$ in orientations $\vec{N}$ of $N$:

$$\frac{|f_N|}{\max_{\vec{N} \text{ orientation of } N} |f_{\vec{N}}|}.$$
Similarly, the *time price of orientation* for an undirected network over time \( N = (G, u, b, \tau) \) is the ratio between the minimal time horizon \( T(N) \) of a quickest flow \( f_N \) in an orientation \( \overrightarrow{N} \) of \( N \) and the time horizon \( T(f_N) \) of a quickest flow over time \( f_N \) in \( N \):

\[
\min_{\overrightarrow{N} \text{ orientation of } N} \frac{T(f_N)}{T(f_N)}.
\]

### 3.1 Price in Terms of Flow Value

In this subsection, we will examine the flow price of orientation. We will see that orientation can cost us two thirds of the flow value in some instances, but not more.

**Theorem 1.** Let \( N = (G, u, b, \tau, T) \) be an undirected network over time, in which \( B \) units of flow can be sent within the time horizon \( T \). Then there exists an orientation \( \overrightarrow{N} \) of \( N \) in which at least \( B/3 \) units of flow can be sent within time horizon \( T \).

**Proof.** The idea of this proof is to simplify the instance, such that a temporarily repeated solution can be found. Such a solution gives us an orientation that we can use, if the simplification does not cost us too much in terms of flow value. We will achieve this by simulating the balances using additional edges and capacities, creating a maximum flow over time problem which permits a temporarily repeated solution. Then we show that the resulting maximum flow over time problem is close enough to the original problem for our claim to follow.

**Simulating the balances.** We achieve this by adding a super source \( s \) and a super sink \( t \) to the network, resulting in an undirected network over time \( N' = (G', u', \tau', s, t, T) \) with \( V(G') := V(G) \cup \{s, t\} \), \( E(G') := E(G) \cup \{\{s, s^+\} \cup \{s^- \in S^- \} \cup \{s^+ \in S^+ \} \} \cup \{\{s, t\} \mid s^- \in S^- \}, u'_e := u_e \) for \( e \in E(G) \) and \( \infty \) otherwise, \( \tau'_e := \tau_e \) for \( e \in E(G) \) and 0 otherwise. We refer to the newly introduced edges of \( E(G') \setminus E(G) \) as auxiliary edges. Furthermore, we sometimes refer to an auxiliary edge by the unique terminal node it is adjacent to and write \( u_v \) for \( u_{e, e'} = (s, v) \), \( f_v \) for \( f_{e, e'} = (s, v) \) and so on. An illustration of this construction can be found in Fig. [2].

The network \( N' \) describes a maximum flow over time problem which has an optimal solution that is a temporarily repeated flow, which uses each edge only in one direction during the whole time interval \([0, T]\). Thus, there is an orientation \( \overrightarrow{N'} \) such that the value of a maximum flow over time in \( N' \) is the same as in \( N' \). However, an optimal solution for \( N' \) will generally be infeasible for \( N \), since there are no balances in \( N' \).

Thus, we need to modify \( N' \) such that balances of \( N \) are respected – but without using actual balances. This leaves us the option to modify the capacities of the auxiliary edges. In the next step, we will show that we can always find capacities that enforce that the balances constraints are satisfied and have nice properties for bounding the loss in flow value incurred by the capacity modification. These properties are then used in the last step to complete the proof.
Enforcing balances by capacities for auxiliary edges. In this step, we show that we can choose capacities for the auxiliary edges in such a way that there is a maximum flow over time in the resulting network that respects the original balances. Choosing finite capacities for some of the auxiliary edges will—in general—reduce the maximum flow value that can be sent, though. In order to bound this loss of flow later on, we need capacities with nice properties, that can always be found.

**Lemma 1.** There are capacities $u''_e$ that differ from $u'_e$ only for the auxiliary edges, such that the network $N'' = (G', u'', \tau', s, t, T)$ has a temporally repeated maximum flow over time $f$ with the following properties

- the balances of the nodes in the original setting are respected:
  $$|f_v| := \int_0^T f_v(\theta)\, d\theta \leq |b_v| \quad \forall v \in S^+ \cup S^-,$$
- and that terminals without tightly fulfilled balances have auxiliary edges with unbounded capacity: $|f_v| < |b_v| \Rightarrow u_v = \infty \quad \forall v \in S^+ \cup S^-.$

**Proof.** The idea of this proof is to start with unbounded capacities and iteratively modify the capacities based on the balance and amount of flow currently going through an node, until we have capacities satisfying our needs. In order to show that such capacities exist, we apply Brouwer’s fixed-point theorem on the modification function to show the existence of a fix point. By construction of the modification function, this implies the existence of the capacities.

**Prerequisites for using Brouwer’s fixed point-theorem.** We begin by defining $U := \sum_{v \in S^+} \sum_{a = (\cdot, v)} \in E(G) u_a$ as an upper bound for the capacity of auxiliary edges and we will treat $U$ and $\infty$ interchangeably from now on. This allows us to consider capacities in the interval $[0, U]$, which is convex and compact, instead of $[0, \infty)$. This will be necessary for applying Brouwer’s fixed point theorem later on.

Now assume that we have some capacities $u \in [0, U]^{S^+ \cup S^-}$ for the auxiliary edges. Since we leave the capacities for all other edges unchanged, we identify the capacities for the auxiliary edges with the capacities for all edges. Compute a maximum flow over time $f(u)$ for $(G', u, \tau', s, t, T)$ by using Ford and Fulkersons’ reduction to a static minimum cost flow. For this proof, we need to ensure that
small changes in \( u \) result in small changes in \( f(u) \), i.e., we need continuity. Thus, we will now specify that we compute the minimum cost flow by using successive computations of shortest \( s\text{-}t \)-paths. In case there are multiple shortest paths in an iteration, we consider the shortest path graph, and choose a path in this graph by using a depth-first-search that uses the order of edges in the adjacency list of the graph as a tie-breaker. The path decomposition of the minimum cost flow deletes paths in the same way. This guarantees us that we choose paths consistently, leading to the continuity that we need.

**Defining the modification function.** In order to obtain capacities for a maximum flow over time that respects the balances, we define a function \( h : [0, U]\mathbb{R}^{S^+ \cup S^-} \rightarrow [0, U]\mathbb{R}^{S^+ \cup S^-} \) which will reduce the capacities of the auxiliary edges, if balances are not respected:

\[
(h(u))_v := \min \left\{ U, \frac{b_v}{|f_v(u)|} u_v \right\} \quad \forall v \in S^+ \cup S^-.
\]

\( |f_v(u)| \) refers to the amount of flow going through the auxiliary edge of terminal \( v \in S^+ \cup S^- \) in this definition. If \( |f_v(u)| = 0 \), we assume that the minimum is \( U \). Due to our rigid specification in the maximum flow computation, \( |f_v(u)| \) is continuous, and therefore \( h \) is continuous as well.

**Using Brouwer’s fixed-point theorem.** Thus, \( h \) is continuous over a convex, compact subset of \( \mathbb{R}^{S^+ \cup S^-} \). By Brouwer’s fixed-point theorem it has a fixed point \( \pi \) with \( h(\pi) = \pi \), meaning that for every \( v \in S^+ \cup S^- \) either \( u_v = U \) or \( u_v = \frac{b_v}{|f_v(u)|} u_v \Leftrightarrow b_v = |f_v(u)| \) holds, which is exactly what we require of our capacities.

We can now choose capacities \( u'' \) in accordance to Lemma 1 and thereby gain a maximum flow over time problem instance \( N'' = (G'', u'', \tau', s, t, T) \), that has a temporally repeated optimal solution which does not violate the original balances. What is left to do is to analyze by how much the values of optimal solutions for \( N \) and \( N'' \) are apart.

**Bounding the difference in flow value between \( N \) and \( N'' \).** We now want to show that we can send at least \( B/3 \) flow units in the network \( N'' \) with the auxiliary capacities of the previous step. For the purpose of this analysis, we partition the sources and sinks as follows.

\[
S^+_1 := \{ s^+ \in S^+ \mid u_{s^+} < \infty \}, \quad S^-_2 := \{ s^- \in S^- \mid u_{s^-} = \infty \},
\]

\[
S^-_1 := \{ s^- \in S^- \mid u_{s^-} < \infty \}, \quad S^+_2 := \{ s^+ \in S^+ \mid u_{s^+} = \infty \}.
\]

The partitioning is also shown in Fig. 3.

Now let \( f \) be a temporally repeated maximum flow in \( N'' \) that does not violate balances. Notice that the auxiliary edges to terminals in \( S^+_2 \) and \( S^-_2 \), respectively, have infinite capacity and that the supply / demand of nodes in \( S^+_1 \) and \( S^-_1 \) is fully utilized. Thus, \( |f| \geq \max \{ b(S^+_1), b(S^-_1) \} \). Should \( b(S^+_1) \geq B/3 \) or \( b(S^-_1) \geq B/3 \) hold, we would be done – so let us assume that \( b(S^+_1) < B/3 \) and \( b(S^-_1) <
Fig. 3. The partitioning based on the capacities of the auxiliary edges. Dashed edges have finite capacity, dotted edges have infinite capacities.

$B/3$. It follows that $b(S^+_2) \geq 2/3B$ and $b(S^-_2) \geq 2/3B$ must hold in this case. Now consider the network $N'$ with the terminals of $S^+_1$ and $S^-_1$ removed, leaving only the terminals of $S^+_2$ and $S^-_2$. We call this network $N'(S^+_2, S^-_2)$. Let $|f'|$ be the value of a maximum flow over time in $N'(S^+_2, S^-_2)$. Since $B$ units of flow can be sent in $N$ (and therefore $N'$ as well), we must be able to send at least $B/3$ units in $N'(S^+_2, S^-_2)$. This is due to the fact that $b(S^+_2) \geq 2/3B, b(S^-_2) \geq 2/3B$ – even if $B/3$ of these supplies and demands were going to $S^-_1$ and coming from $S^+_1$, respectively, this leaves at least $B/3$ units that must be send from $S^+_2$ to $S^-_2$. Thus, $B/3 \leq |f'|$. Since the capacities of the auxiliary edges of $S^+_2$ and $S^-_2$ are infinite, we can send these $B/3$ flow units in $N''$ as well, proving this part of the claim.

Thus, we have shown that a transshipment over time problem can be transformed into a maximum flow over time problem with auxiliary edges and capacities. If these edges and capacities fulfill the requirements of Lemma 1 we can transfer solutions for the maximum flow problem to the transshipment problem such that at least one third of the total supplies of the transshipment problem can be send in the flow problem. Finally, the proof of Lemma 1 shows that such capacities do always exist, completing the proof.

Notice that the algorithm described in the proof is not necessarily efficient – it relies on Brouwer’s fixed-point theorem, and finding an (approximate) Brouwer fixed-point is known to be PPAD-complete [14] and exponential lower bounds for the common classes of algorithms for this problem are known [9]. Since the algorithm is efficient aside from finding a Brouwer fixed-point, our problem is at least not harder than finding a Brouwer fixed-point. Thus, our problem is probably not FNP-complete (with FNP being the functional analog of NP) as PPAD-completeness indicates that a problem is not FNP-complete [14]. However, it is possible that the fixed-point can efficiently be found for the specific function we are interested in. One problem for finding such an algorithm is however, that changing the capacity of one auxiliary edge does not only modify the amount flow through its associated terminal but through other terminals.
Fig. 4. An undirected network where every orientation can send at most one third of the flow possible in the undirected setting. Not specified transit times and balances are 0 and not specified capacities are infinite.

as well – and this change in flow value can be an increase or decrease, making monotonicity arguments problematic.

Another potential approach could be to find a modification function for which (approximate) Brouwer fixed-points can be found efficiently. Using approximate Brouwer fixed-points would result in a weaker version of Lemma 1, where an additional error is introduced due to the approximation. This error can be made arbitrarily small by approximating the Brouwer fixed-point more closely, or by using alternative modification functions. However, finding a modification function for which an approximation of sufficient quality can be found efficiently remains an open question.

Now that we have an upper bound for the flow price of orientation and it turns out that this bound is tight.

**Theorem 2.** For any $\varepsilon > 0$, there are undirected networks over time $N = (G, u, b, \tau, T)$ in which $B$ units of flow can be sent, but at most $B/3 + \varepsilon$ units of flow can be sent in any orientation of $\overrightarrow{N}$.

**Proof.** In order to show this, we consider the network in Fig. 4 with three sources and sinks where each source has to send flow to a specific sink (due to capacities and transit times) but the network topology prevents flow from more than one source-sink pair being able to be sent in any orientation.

Consider the undirected network over time $N = (G, u, b, \tau, T + \varepsilon)$ depicted in Fig. 4 for some $\varepsilon > 0, \delta \in (0, 1)$. For $\varepsilon \leq \delta T$, we cannot send flow from $s_1$ to $t_2$ within the time horizon, and we can only send $\varepsilon/T$ flow from $s_1$ to $t_1$. Thus, we have to orient $\{v_3, v_4\}$ as $\{v_3, v_4\}$ or lose the supply of $s_1$ in the case of $\varepsilon \rightarrow 0$. Orienting $\{v_3, v_4\}$ as $\{v_3, v_4\}$ causes us to lose the demands of $t_1$ and $t_2$, though, resulting in only one third of the flow being able to be sent.

Therefore let us now orient $\{v_3, v_4\}$ as $\{v_4, v_3\}$. Supply from $s_3$ needs to go through $\{s_3, v_2\}$ at a rate of at most $1/T$. Thus, if we were to route flow through
part, the lower bound, consider the construction from Theorem 2. 

We assume \( b \) implies that the sources \( S \) send at least \( b \) units of flow. Therefore, we would like to orient \( \{v_1, v_2\} \) as \( (v_1, v_2) \) to accomplish this. However, due to the capacity of \( 1/T \) on \( \{v_1, v_4\} \) we can send at most \( 1 + \delta/T \) flow through this edge, and one unit of this flow comes from \( s_3 \), leaving only \( \delta/T \) units for flow from \( s_2 \). Thus, for \( \delta, \varepsilon \to 0 \) the flow we can send converges to one.

In the undirected network, we can send all supplies. The supply from \( s_1 \) is sent to \( t_3 \), using \( \{v_3, v_4\} \) at time \( T \). The supply from \( s_2 \) is sent to \( t_2 \), via \( \{v_1, v_2\} \) at time \( 0 \), \( \{v_2, v_4\} \) and \( \{v_4, v_3\} \) at time \( (1-\delta)T \). The supply from \( s_3 \) is sent to \( t_1 \) by \( \{v_2, v_1\}, \{v_1, v_4\} \) and \( \{v_4, v_3\} \) during the time interval \((0,T)\). This completes the proof.

With these theorems, we have a tight bound for the flow price of orientation in networks with arbitrarily many sources and sinks. In the case of a single source and sink, we have a maximum flow over time problem and we can always find an orientation in which we can send as much flow as in the undirected network. This leaves the question about networks with either a single source or a single sink open. However, if we use the knowledge that only one source (or sink) exists in the analysis done in the proofs of Theorem 1 and Theorem 2, we achieve a tight factor of 2 in these cases.

**Theorem 3.** Let \( N = (G,u,b,\tau,T) \) be an undirected network over time with a single source or sink, in which \( B \) units of flow can be sent within the time horizon \( T \). Then there exists an orientation \( \vec{N} \) of \( N \) in which at least \( B/2 \) units of flow can be sent within time horizon \( T \), and there are undirected networks over time for which this bound is tight.

**Proof.** For this proof, we can use most of the argumentation of the proof of Theorem 1. The differences start only in the last part, where the differences in flow value between the original network \( N \) and the network with capacitated auxiliary edges \( N'' \) is considered. In the proof of Theorem 1 we partitioned the sources and sinks, but now we have either a single source or a single sink which does not need to be partitioned. Let us assume now that we have a single sink, the case with a single source follows analogously. We partition the sources as follows.

\[
S^+_1 := \{ s^+ \in S^+ \mid u_{s^+} < \infty \}, \quad S^+_2 := \{ s^+ \in S^+ \mid u_{s^+} = \infty \},
\]

We assume \( b(S^+_1) < B/2 \), because otherwise there is nothing to show. This implies that \( b(S^+_2) \geq B/2 \), however. We can now consider the network \( N' \) with the sources \( S^+_1 \) removed and refer to the resulting network as \( N'(S^+_2, S^-) \). Since \( B \) units of flow can be sent in \( N \) (and therefore \( N' \) as well), we must be able to send at least \( b(S^+_2) \) units in \( N'(S^+_2, S^-) \), since we still have all sinks available. Because of \( b(S^+_2) \geq B/2 \), this proves the first part of the claim. For the second part, the lower bound, consider the construction from Theorem 2.
Fig. 5. An undirected network with a single source where every orientation can send at most one half of the flow possible in the undirected setting. Not specified transit times and balances are 0 and not specified capacities are infinite.

If we restrict the network described there to \( s_2, s_3, v_1, v_2, v_4 \) and set the balance of \( v_4 \) to \(-2\), we can apply the same argumentation as in Theorem 2 to get a proof for the case of a single sink. For the case of a single source, we do something similar, but have to change something more. The result can be seen in Fig. 5; the argumentation is analogous to Theorem 2. \( \square \)

### 3.2 Price in Terms of the Time Horizon

In this part, we examine by how much we need to extend the time horizon in order to send as much flow in an orientation as in the undirected network. It turns out that there are instances for which we have to increase the time horizon by a factor that is linear in the number of nodes. This is due to the fact that we have to send everything, which can force us to send some flow along very long detours – this is similar to what occurs in [7]. For this reason it is not a good idea to pay the price of orientation in time alone.

**Theorem 4.** There are undirected networks over time \( N = (G, u, b, \tau, T + 1) \) with either a single source or a single sink in which \( B \) units of flow can be sent within a time horizon of \( T \), but it takes a time horizon of at least \((n - 1)/4 \cdot T\) to send \( B \) units of flow in any orientation \( \overrightarrow{N} \) of \( N \). This bound also holds if \( G \) is a tree with multiple sources and sinks.

**Proof.** We define a family of undirected networks over time \( N_k \) by

\[
V(N_k) := \{s_0, v_0, v_k, t_k, t\} \cup \{s_i, t_i, v_i, w_i \mid i = 1, \ldots, k - 1\},
\]

\[
E(N_k) := \{\{s_0, v_0\}, \{v_{k-1}, v_k\}, \{v_k, t_k\}, \{t, t\}\}
\]

\[\cup \{\{s_i, w_i\}, \{t_i, w_i\}, \{w_i, v_i\}, \{v_i, v_{i-1}\}, \{t_i, t\} \mid i = 1, \ldots, k - 1\}.
\]

We define capacities, transit times and balances for this network by

\[
u_e := \begin{cases} (nT)^{-1} & e = \{w_i, t_i\} \\
\infty & \text{else}
\end{cases}, \quad \tau_e := \begin{cases} T & e = \{v_i, v_{i-1}\} \\
0 & \text{else}
\end{cases},
\]

\[
b_v := \begin{cases} (nT)^i & v = s_i \\
-\sum_{i=0}^{k-1}(nT)^i & v = t \\
0 & \text{else}
\end{cases}.
\]
Fig. 6. An undirected network with a single sink where every orientation requires a time horizon that is larger by a factor of at least \((n - 1)/4\) compared to the undirected setting. Not specified transit times and balances are 0 and not specified capacities are infinite.

Fig. 6 depicts such a network \(N_k\). It is possible to fulfill all supplies and demands in time \(T + 1\) in the undirected network, if we route the supply of source \(s_i\) through \(v_i, v_{i+1}, w_{i+1}\) and \(t_{i+1}\) to \(t\). However, this requires using the \(\{v_i, w_i\}\) edges in both directions. If we orient a \(\{v_i, w_i\}\) edge as \((v_i, w_i)\), we can only route the supply of \(s_i\) via \(w_i\) and \(t_i\) to \(t\), which requires \(nT\) time units, due to the supply of \(s_i\) and the capacity of \(\{w_i, t_i\}\). If we orient all \(\{v_i, w_i\}\) edges as \((w_i, v_i)\), we have to route the supply from \(s_0\) via \(v_0, v_1, \ldots, v_k\) and \(t_k\) to \(t\), which requires \(kT\) time units. By construction of the network, we have \(k = (n - 1)/4\), which proves the claimed factor.

A similar construction can be employed in networks with a single source and multiple sinks (see Fig. 7). If we want to show the result for graphs \(G\) that are trees, we can remove \(t\) and shift the demand to the nodes \(t_i, i = 1, \ldots, k\) and give node \(t_i\) a demand of \(-\sum_{i=0}^{k-1} (nT)^i\).

A similar bound can be obtained for trees with unit capacities. Consider the instance depicted in Fig. 8. In the undirected network, we can send the supply from a source \(s_i\) to the sink \(t_i\) within the time horizon of \(T + 1\). In any orientation, we have to use the supply of a source \(s_i\), \(1 < i \leq k\) to fulfill the demand of sink \(t_{i-1}\). This forces us to use the supply of \(s_1\) to fulfill the demand of \(t_k\), which takes at least \(kT + 1\) time units.

3.3 Price in Terms of Flow and Time Horizon

We have seen now that the price of orientation is 3 with regard to the flow value, and \(\Omega(n)\) with regard to the time horizon. We can improve on these bounds if we allow to pay the price of orientation partly in terms of flow value and...
partly in terms of the time horizon. This is possible by combining the reduction to maximum flows over time from Theorem 1 with the concept of temporally averaged flows (see, e.g., [3]).

**Theorem 5.** Let $N = (G, u, b, \tau, T)$ be an undirected network over time, in which $B$ units of flow can be sent within the time horizon $T$. Then there exists an orientation $\vec{N}$ of $N$ in which at least $B/2$ units of flow can be sent within time horizon $2T$. The orientation and a transshipment over time with this property can be obtained in polynomial time.

**Proof.** In order to prove this claim, we will create a modified network with a larger time horizon in which we can send a temporally repeated flow which uses each edge in only one direction. This gives us then an orientation with the desired
properties. Consider the network $N' = (G', u', b', \tau', 2T)$ defined by

\[
V(G') := V(G) \cup \{s, t\}, \\
E(G') := E(G) \cup \{\{s, v\} \mid b_v > 0\} \cup \{\{v, t\} \mid b_v < 0\}, \\
u'_e := \begin{cases} 
\frac{b_v}{T} & e = \{s, v\} \\
\frac{-b_v}{T} & e = \{v, t\} \\
0 & \text{else}
\end{cases}, \\
\tau'_e := \begin{cases} 
\tau_e & e \in E(G) \\
0 & \text{else}
\end{cases}, \\
b'_v := \begin{cases} 
B & v \in V(G) \\
-B & v = s \\
-B & v = t
\end{cases}.
\]

An illustration can be found in Fig. 9. We know that there is a transshipment over time $f$ that sends $B$ flow units within time $T$ in $N$. We can decompose this transshipment into flow along a family of paths $P$ with $\tau_P < T$ for all $P \in \mathcal{P}$ and interpret $f$ as sending flow into paths $P \in \mathcal{P}$ at a rate of $f_P(\theta)$ at time $\theta$. Now consider a transshipment over time $f'$ that is defined by sending flow into the same paths as $f$, but at an averaged rate of $f'_P(\theta) := \frac{1}{T} \int_0^T f_P(\xi) \, d\xi$ for a path $P$ and a time $\theta \in [0, T)$. Since all paths $P \in \mathcal{P}$ have $\tau_P < T$, $f'$ sends its flow within a time horizon of $2T$. $f'$ sends $B$ flow units as well, since we just averaged flow rates and the averaging guarantees that the capacities of the edges $e \in E(G') \setminus E(G)$ are not violated. We conclude that a maximum flow over time in $N'' := (G'', u', \tau', s, t, 2T)$ has a value of at least $B$.

Now we compute a maximum flow over time in $N''$ using the Ford-Fulkerson algorithm \[5\]. This algorithm computes a temporally repeated maximum flow over time $f''$ which uses each edge in only one direction. We can transform $f''$ into a transshipment over time $f^*$ for $N$ by cutting off the edges of $E(G') \setminus E(G)$. Due to $u'_{\{s, v\}} = b_v/T$, $u'_{\{v, t\}} = -b_v/T$ and the time horizon of $2T$, the resulting flow over time $f^*$ satisfies supplies and demands $b''$ with $0 \leq b''_v \leq 2b_v$ for $v \in V(G)$ with $b_v > 0$ and $0 \geq b''_v \geq 2b_v$ for $v \in V(G)$ with $b_v < 0$. Thus, $1/2f^*$ sends at least $B/2$ flow units in $2T$ time and uses each edge in only one direction without violating the balances $b$. Furthermore, this can be done in polynomial time, since the transformation and the Ford-Fulkerson algorithm are polynomial.

This concludes the proof. \[\square\]
Earliest Arrival Flows. We now have tight bounds for the flow and time price of orientation for maximum or quickest flows over time. However, for application in evacuations, it would be nice if we could analyze the price of orientation for so-called earliest arrival flows as well, as they provide guarantees for flow being sent at all points in time. Unfortunately, we can create instances where not even approximate earliest arrival contraflows exist, because the trade-off between different orientations becomes too high.

Earliest arrival flows are special quickest flows that maximize the number of flow units that have reached a sink at each point in time simultaneously. This is an objective that is very desirable in evacuation management, if the exact amount of available time is not clear in the planning stage. It is not clear that these flows exist in general, and indeed their existence depends on the number of sinks. Earliest arrival flows always exist if only one sink is present, as was first proven by Gale [6]. For multiple sinks, that is usually not the case, but approximations are still possible [1,7].

For every time \( \theta \in \mathbb{R}^+ \), let \( f^*_\theta \) be a maximum flow over time with time horizon \( \theta \). We define \( p(\theta) := |f^*_\theta|/\theta \) and refer to the values \( p(\theta) \) as the earliest arrival pattern. An earliest arrival flow is a flow over time \( f \) which simultaneously satisfies \( |f|_{\theta} = p(\theta) \) for all points in time \( \theta \in [0, T) \), respectively.

An \( \alpha \)-time-approximate earliest arrival flow is a flow over time \( f \) that achieves at every point in time \( \theta \in [0, T) \), respectively, at least as much flow value as possible at time \( \theta/\alpha \), i.e., \( |f|_{\theta/\alpha} \geq p(\theta/\alpha) \). A \( \beta \)-value-approximate earliest arrival flow is a flow over time \( f \) that achieves at every point in time \( \theta \in [0, T) \), respectively, at least a \( \beta \)-fraction of the maximum flow value at time \( \theta \), i.e., \( |f|_{\theta} \geq \beta p(\theta) \).

In practice, orienting road networks is an important aspect of evacuation management. In terms of evacuations, earliest arrival flows (or approximations of them) are very desirable, as they provide optimal routings independent of the time that is available. The contraflow versions of these problems ask for an orientation \( \overrightarrow{N} \) of \( N \) and a flow over time \( f \) in \( \overrightarrow{N} \), such that \( |f|_{\theta} = p(\theta) \), \( |f|_{\theta} \geq p(\theta/\alpha) \) and \( |f|_{\theta} \geq \beta p(\theta) \), respectively, for all \( \theta \). Notice that \( p \) refers to the earliest arrival pattern of the undirected network in this case.

We are able to show that earliest arrival flows and the approximations developed in [1,7] do not exist in this setting.

Theorem 6. There are undirected networks over time \( N = (G, u, b, \tau) \) for which an earliest arrival flow exists, but that do not allow for an earliest arrival contraflow. This also holds for \( \alpha \)-time- and \( \beta \)-value-approximative earliest arrival contraflows for \( \alpha < T/2 \) and \( \beta < U \), where \( T \) and \( U \) are the largest transit time and capacity in the network.

Proof. Consider the network depicted in Fig. 11. We can orient the edge \( (v_1, v_2) \) as \( (v_2, v_1) \) and have flow arriving with a rate of \( U \varepsilon \) starting at time \( 2T \). However, we have no flow arriving before time \( T + 1 \) using this orientation. If we use the orientation \( (v_2, v_1) \) instead, we can have flow arrive at time 2, but at a rate of 1 instead of \( U \). For \( U \gg T \), this trade-off makes it impossible to find an earliest arrival contraflow.
Fig. 10. An undirected network with source $s$ and sink $t$ and capacities and transit times as specified.

For $\alpha$-time-approximative earliest arrival flows, we can choose $U = 2T^2 + T$. This yields an instance where no $\alpha < T$-approximation is possible. Sending flow at a rate of 1 using the orientation $(v_1, v_2)$ results in $U$ flow units being sent until time $2T^2 + T + 2$ (or with a rate of 2, it takes $T^2 + 3/2T + 1$). However, using the orientation $(v_2, v_1)$, we could have sent them by time $2T + 1$. Sending flow at a rate of $U$ using the orientation $(v_2, v_1)$ results in no flow units being sent until time $T + 1$, but flow could have been sent as early as time 2 using the other orientation. This yields the non-approximability result for $\alpha$-time-approximations.

For $\beta$-value-approximations, we need to use the orientation $(v_1, v_2)$ to have some flow arrive starting at time 2. However, using the other orientation allows us to send flow at a rate of $U$, yielding a ratio that converges to $U$, which concludes the proof.

\section{4 Complexity Results}

Furthermore, we can show non-approximability results for several contraflow over time problems. More specifically, we can show that neither quickest contraflows nor maximum contraflows over time can be approximated better than a factor of 2, unless $P = NP$. For multicommodity contraflows over time, we can even show that maximum multicommodity concurrent contraflows and quickest multicommodity contraflows cannot be approximated at all, even with zero transit times, unless $P = NP$.

\begin{theorem}
The quickest contraflow problem cannot be approximated better than a factor of 2, unless $P = NP$.
\end{theorem}

\begin{proof}
Rebennack et. al \cite{15} showed the NP-hardness of this problem. The reduction technique they provide can also be used to show a non-approximability claim, if we modify the transit times used in their reduction. We give a brief sketch of their reduction technique, which is based on the SAT problem. We construct an instance for the quickest contraflow problem from an instance for the 3-SAT problem with $\ell$ clauses $c_1, \ldots, c_\ell$ over $k$ variables $x_1, \ldots, x_k$ as follows.

1. For each clause $c_i$, we create a source $c_i^+$ and a sink $c_i^-$ with a supply and demand of 1 and -1, respectively.
2. For each variable $x_i$, we create four nodes: $x_i^1$ and $x_i^2$ for its unnegated literal, and $\bar{x}_i^1$, $\bar{x}_i^2$ for its negated literal. These nodes get neither supplies nor demands. Furthermore, we create a source $s_i$ and a sink $t_i$ with a supply and demand of 1, respectively. Finally, we create edges $\{x_i^1, x_i^2\}$, $\{\bar{x}_i^1, \bar{x}_i^2\}$, $\{s_i, x_i^2\}$, $\{s_i, \bar{x}_i^2\}$ with a transit time of $\tau_2$ and edges $\{t_i, x_i^1\}$, $\{t_i, \bar{x}_i^1\}$ with a transit time of $\tau_1$.

3. For each clause $c_i = x_i \lor x_{i2} \lor \bar{x}_{i3}$ we create edges $\{c_i^+, x_i^1\}$, $\{c_i^+, x_{i2}\}$, $\{c_i^+, \bar{x}_{i3}\}$ with a transit time of $\tau_1$ and edges $\{c_i^-, x_i^2\}$, $\{c_i^-, x_{i2}\}$, $\{c_i^-, \bar{x}_{i3}\}$ with a transit time of $\tau_2$.

All capacities are infinite. Fig. [11] depicts such a construction.

**YES-Instance → Routable in time $\tau_1 + 2\tau_2$.** We derive an orientation from an assignment for the SAT problem that fulfills all clauses. If variable $x_i$ is set to 1 in the assignment, we orient $\{x_i^1, x_i^2\}$ as $(x_i^1, x_i^2)$ and $\{\bar{x}_i^1, \bar{x}_i^2\}$ as $(\bar{x}_i^1, \bar{x}_i^2)$. Otherwise, we orient $\{x_i^1, x_i^2\}$ as $(x_i^2, x_i^1)$ and $\{\bar{x}_i^1, \bar{x}_i^2\}$ as $(\bar{x}_i^2, \bar{x}_i^1)$. All other edges are oriented away from the sources or towards the sinks, respectively. A clause source $c_i^+$ with a fulfilled literal $x_i$ can send 1 flow unit along $c_i^+ \rightarrow x_i^1 \rightarrow x_i^2 \rightarrow c_i^-$, and each variable source $s_i$ can send 1 flow unit to its sink via $s_i \rightarrow x_i^2 \rightarrow x_i^1 \rightarrow t_i$ if $x_i = 0$ and $s_i \rightarrow \bar{x}_i^2 \rightarrow \bar{x}_i^1 \rightarrow t_i$ otherwise. This takes $\tau_1 + 2\tau_2$ time units.

**NO-Instance → Not routable in time $< 2\tau_1$.** We set $\tau_2 = 0$, as above. If we want to send everything in a time $< 2\tau_1$, we can only use paths containing at most one $\tau_1$ edge. It follows that supply from the clause sources needs to go to a clause sink, via an $(x_i^1, x_i^2)$ or $(\bar{x}_i^1, \bar{x}_i^2)$ edge. Similar, each variable sink $t_i$ needs to get its flow from a variable source and requires an $(x_i^2, x_i^1)$ or $(\bar{x}_i^2, \bar{x}_i^1)$ oriented edge, if we want to be faster than $2\tau_1$. Having both edges oriented as $(x_i^2, x_i^1)$ and $(\bar{x}_i^2, \bar{x}_i^1)$ does not help more than having only one of them oriented that way – we will now assume without loss of generality, that only one of the edges is oriented that way. We can derive an assignment from the orientation of these edges. If we have $(x_i^2, x_i^1)$ in our orientation, we set $x_i = 0$ and $x_i = 1$ otherwise. However, no assignment fulfills all clauses, therefore we have to send clause supplies to variable demands, which takes $2\tau_1$.

Thus, if we are able to approximate the quickest contraflow problem within a factor of $\frac{2\tau_1}{\tau_1 + 2\tau_2}$, then we can distinguish between YES and NO instances of the 3-SAT problem. For $\tau_2 = 0$, this yields the result.

**Theorem 8.** The maximum contraflow over time problem cannot be approximated better than a factor of 2, unless $P = NP$.

**Proof.** The following reduction is inspired by [13]. Consider an instance of the PARTITION-problem, given by integers $a_1, \ldots, a_n$ with $\sum_{i=1}^n a_i = 2L$ for some integer $L > 0$. We create an instance for the maximum contraflow over time problem as follows:

1. We create $n + 1$ nodes $v_1, \ldots, v_{n+1}$, two sources $s_1, s_2$ and two terminals $t_1, t_2$. The sources have each a supply of 1, the sinks each a demand of $-1$. 

2. We create $2(n + 1)$ edges $e_i = \{v_i, v_{i+1}\}$, $e'_i = \{v_i, v_{i+1}\}$ with a transit time of $a_i$ for $e_i$ and a transit time of 0 for $e'_i$, edges $\{s_1, v_1\}$, $\{t_2, v_1\}$ with a transit times of $L + 1$ and edges $\{s_2, v_{n+1}\}$, $\{t_1, v_{n+2}\}$ with a transit times of 0. All edges have unit capacities.

3. We set the time horizon to $2L + 2$.

The resulting instance is depicted in Fig. 12.

**YES-Instance** $\rightarrow$ total flow value of 2. If the PARTITION-instance is a YES-instance, there exists a subset of indices $I \subseteq \{1, \ldots, n\}$ such that $\sum_{i \in I} A_i = L$. Thus, we can orient the edges so that two disjoint $v_1$-$v_{n+1}$- and $v_{n+1}$-$v_1$-paths with a length of $L$ are created, which gives us two disjoint paths from $s_1$ to $t_1$ and $s_2$ to $t_2$ with transit time $2L + 1$, respectively, that are sufficient to send all supplies within the time horizon of $2L + 2$.

**NO-Instance** $\rightarrow$ total flow value of 1. Notice that we cannot send any flow from $s_1$ to $t_2$ within the time horizon of $2L + 2$. If the PARTITION-instance is a NO-instance, then we cannot get a $v_1$-$v_{n+1}$- and a $v_{n+1}$-$v_1$-path with a length $L$, so only the demands of one of the two commodities can be fulfilled. \(\square\)
Multicommodity Flows over Time. Maximum flows over time and quickest flows can also be defined for the case of multiple commodities. In this case we replace the supplies and demands $b$ by supplies and demands $b^i$ for all commodities $i = 1, \ldots, k$. Each commodity has to fulfill its own flow conservation constraints, and supply from one commodity can only be used for the demands of the same commodity. However, the capacities of the network are shared by all commodities. This generalization leads to maximum multicommodity (contra)flow over time, quickest multicommodity (contra)flow problems. In this setting it can also be interesting to maximize the minimal fraction of flow of each commodity to its total demand. This is referred to as concurrent multicommodity (contra)flow over time problem.

Theorem 9. Unless $P = NP$, the maximum multicommodity concurrent contraflow problem over time cannot be approximated by time or value. This holds even in the case with zero transit times.

Proof. Consider an instance of 3-SAT, given by a set of $\ell$ clauses $C = \{c_1, \ldots, c_\ell\}$ on $k$ variables $x_1, \ldots, x_k$. We create a corresponding instance of the maximum concurrent contraflow problem as follows:

1. For each clause $c_i$, we create a node $c_i$.
2. For each variable $x_i$, create nodes $x_i^1, x_i^2, \bar{x}_i^1, \bar{x}_i^2$, $d_i^+, \bar{d}_i^-$, and $d_i^-$. 
3. For a clause $c_i = x_i^1 \lor x_i^2 \lor \bar{x}_i^3$ we create edges $\{c_i, x_i^1\}$, $\{c_i, x_i^2\}$, and $\{c_i, \bar{x}_i^3\}$.
4. For each variable $x_i$, create edges $\{d_i^+, x_i^2\}$, $\{\bar{d}_i^-, \bar{x}_i^1\}$, $\{x_i^1, d_i^-\}$, $\{\bar{x}_i^2, \bar{d}_i^+\}$, $\{x_i^2, x_i^1\}$, $\{\bar{x}_i^3, \bar{x}_i^1\}$, $\{x_i^1, x_i^2\}$ and $\{\bar{x}_i^3, \bar{x}_i^1\}$.
5. Capacities are set to $\ell$ for each edge and transit times to 0.
6. There is a commodity for each variable $x_i$, with a supply of 2 at $d_i^+$ and demands of $-1$ at $d_i^-$ and $\bar{d}_i^-$. Furthermore, there is a commodity for each clause $c_i = x_i^1 \lor x_i^2 \lor \bar{x}_i^3$, with a supply of 3 at the clause node $c_i$ and a demand of $-1$ at $x_i^1$, $x_i^2$ and $\bar{x}_i^3$.

Notice that the resulting network – an example of which is depicted in Fig. 13 – has $\ell + 9k$ nodes and $3\ell + 8k$ edges, which is polynomial in the size of the 3-SAT instance.
YES-Instance $\rightarrow \frac{1}{3}$-concurrent flow value. If the 3-SAT instance is a YES-instance, then there is a variable assignment $x_i \in \{0, 1\}$, $i = 1, \ldots, k$ fulfilling all clauses. We use this assignment to define an orientation of the edges in our network. If a variable $x_i$ is assigned a value of 0, we orient the edge $\{x_1^i, x_2^i\}$ as $(x_2^i, x_1^i)$ and $\{x_1^i, x_2^i\}$ as $(x_1^i, x_2^i)$; if $x_i$ is assigned the value 1, we orient edge $\{x_1^i, x_2^i\}$ as $(x_2^i, x_1^i)$ and $\{x_1^i, x_2^i\}$ as $(x_1^i, x_2^i)$. All other edges are oriented away from sources and towards sinks. Notice that:

1. Each clause commodity of a clause $c_i = x_i \lor x_{i2} \lor \overline{x}_{i3}$ can send flow to the nodes $x_1^i, x_2^i, \overline{x}_{i3}$.
2. Each clause is satisfied by our assignment, so there is a literal in each clause that is true.
3. For this literal $x_i$, there is an edge directed from $x_1^i$ to $x_2^i$ (or $\overline{x}_1^i$ to $\overline{x}_2^i$, respectively).
4. By construction of the instance, there is a demand for this clause commodity in $x_i^i$, which can be reached from $x_2^i$ (or $\overline{x}_1^i$ and $\overline{x}_2^i$, respectively).

Therefore we can fulfill as much demand of a clause commodity as it has satisfied literals in our assignment, which is at least 1. Thus, we have a concurrent flow value of $\frac{1}{3}$ for these commodities. Now we need to consider the variable commodities. Since our assignment can only set $x_i$ to either 1 or 0, one of the edges $\{x_1^i, x_2^i\}$ and $\{\overline{x}_1^i, \overline{x}_2^i\}$ has been oriented as $(x_1^i, x_2^i)$ or $(\overline{x}_1^i, \overline{x}_2^i)$, respectively, in each variable block. This creates a path to send one flow unit of each variable commodity, giving us a concurrent flow value of $\frac{1}{2}$ for them, yielding a total concurrent flow value of $\frac{1}{3}$.

Positive concurrent flow value $\rightarrow$ YES-Instance. In order to have a positive concurrent flow value, at least one of the edges $\{x_1^i, x_2^i\}$ and $\{\overline{x}_1^i, \overline{x}_2^i\}$ needs
to be oriented as \((x_i^2, x_i^1)\) or \((\overline{x}_i^2, \overline{x}_i^1)\) in each variable block – otherwise there is no way to route any flow from the variable commodity. Thus, we can define an assignment by setting \(x_i = 0\) if \(\{x_i^1, x_i^2\}\) has been oriented as \((x_i^2, x_i^1)\) and \(x_i = 1\) otherwise. Notice that if \(\{x_i^1, x_i^2\}\) is oriented as \((x_i^2, x_i^1)\), there is no flow reaching \(x_i^-\) (the edges adjacent to \(d_i^+\) cannot be used to reach \(x_i^-\), or no flow of the variable commodity could be sent). But since we have a positive concurrent flow value, there is flow from every clause commodity reaching one of its sinks. Such flow has – by construction of the network – to travel through the block of one of the variables contained in the clause. More specifically, it has to traverse the \((x_i^1, x_i^2)\) or \((\overline{x}_i^1, \overline{x}_i^2)\) edge, depending on whether the variable appears negated in the clause or not. Thus, this flow travels through an edge representing an fulfilled literal of its clause in the assignment derived from the edge orientation. Thus, the instance has a satisfying assignment, making it a YES-instance. \(\square\)

**Theorem 10.** The quickest multicommodity contraflow problem cannot be approximated, unless \(P = NP\). This holds even in the case of zero transit times.

**Proof.** Consider an instance of 3-SAT, given by a set of \(\ell\) clauses \(C = \{c_1, \ldots, c_\ell\}\) on \(k\) variables \(x_1, \ldots, x_k\). We create a corresponding instance of the quickest multicommodity contraflow problem as follows:

1. We create a super sink \(c^-\) and for each clause \(c_i\) we create a node \(c_i\),
2. for each variable \(x_i\), we create nodes \(x_i^1, x_i^2, \overline{x}_i^1, \overline{x}_i^2, d_i^-, d_i^+\) and \(\overline{d}_i^-\) and \(\overline{d}_i^+\).
3. For each clause \(c_i = x_{i_1} \lor x_{i_2} \lor \overline{x}_{i_3}\), we create edges \(\{c_i, x_{i_1}^1\}, \{c_i, x_{i_2}^1\}\) and \(\{c_i, \overline{x}_{i_3}^1\}\),
4. for each variable \(x_i\), we create edges \(\{d_i^+, x_i^2\}, \{d_i^+, \overline{x}_i^2\}, \{x_i^1, d_i^-\}, \{\overline{x}_i^1, d_i^-\}\), \(\{x_i^2, c^-\}, \{\overline{x}_i^2, c^-\}, \{x_i^1, x_i^2\}, \{\overline{x}_i^1, \overline{x}_i^2\}\), \(\{\overline{d}_i^+, d_i^-\}\) and \(\{\overline{d}_i^+, \overline{d}_i^-\}\).
5. Capacities are set to \(C^2\) for edges leaving \(d_i^+\), to \(C\) for the other edges completely inside a variable block, to 1 for edges entering a variable block and \(\ell\) for all other edges,
6. supplies are 1 for each clause node \(c_i\), \(C\) for each \(d_i^+\) node, \(C^2\) for each \(\overline{d}_i^-\) node and zero for all other nodes,
7. demands are \(-\frac{4}{9}(C^2 + C)\) for each \(d_i^-\), \(\overline{d}_i^-\). There is a commodity for the four \(d_i\) nodes of each variable, and each clause node has supply of an own commodity, and the supersink gets a demand of \(-1\) for each clause commodity.

Notice that the resulting network – an example of which is depicted in Fig. 13 – has \(\ell + 8k + 1\) nodes and \(3\ell + 10k\) edges, which is polynomial in the size of the 3-SAT instance.

**YES-Instance → 1 time unit required.** If the 3-SAT instance is a YES-instance, then there is a variable assignment \(x_i \in \{0, 1\}, i = 1, \ldots, k\) fulfilling all clauses. We use this assignment to define an orientation of the edges in our network. If a variable \(x_i\) is assigned a value of 0, we orient the edge \(\{x_i^1, x_i^2\}\) as \((x_i^2, x_i^1)\) and \(\{\overline{x}_i^1, \overline{x}_i^2\}\) as \((\overline{x}_i^1, \overline{x}_i^2)\); if \(x_i\) is assigned the value 1, we orient edge \(\{\overline{x}_i^1, \overline{x}_i^2\}\) as \((\overline{x}_i^1, \overline{x}_i^2)\).
Fig. 14. The quickest multicommodity contraflow flow problem instance.

\((\overline{x_i}^2, \overline{\overline{x_i}}^1)\) and \(\{x_i^1, x_i^2\}\) as \((x_i^1, x_i^2)\). All other edges are oriented away from sources and towards sinks. Notice that:

1. Each clause commodity of a clause \(c_i = x_i \lor x_{i2} \lor \overline{x_{i3}}\) can send flow to the nodes \(x_i^1, x_i^2, \overline{x_i}^1\).
2. Each clause is satisfied by our assignment, so there is a literal in each clause that is true.
3. For this literal \(x_i\), there is an edge directed from \(x_i^1\) to \(x_i^2\) (or \(\overline{x_i}^1\) to \(\overline{x_i}^2\), respectively).
4. By construction of the instance, there is a demand for this clause commodity in \(c^−\), which can be reached from \(x_i^2 / \overline{x_i}^2\).

Therefore we can fulfill the demand of a clause commodity if it has satisfied literals in our assignment, which it does. Now we need to consider the variable commodities. Since our assignment can only set \(x_i\) to either 1 or 0, one of the edges \(\{x_i^1, x_i^2\}\) and \(\{\overline{x_i}^1, \overline{x_i}^2\}\) has been oriented as \((x_i^1, x_i^2)\) or \((\overline{x_i}^1, \overline{x_i}^2)\), respectively, in each variable block. This creates a path to send \(C\) flow units from \(d_i^+\) to one of its sinks, and the remaining demands can be covered by supply from \(\hat{d}_i^+\). Since the transit times are zero, all of this can be done in 1 time unit.

\(\text{NO-instance} \rightarrow \Theta(\frac{C}{\ell})\) time units required. In a NO-instance, there is no variable assignment that satisfies all clauses. This means that we need either to orient \(\{x_i^1, x_i^2\}\) as \((x_i^1, x_i^2)\) and \(\{\overline{x_i}^1, \overline{x_i}^2\}\) as \((\overline{x_i}^1, \overline{x_i}^2)\), or we need to have a clause commodity use the wrong edge in a variable block (i.e., the one of the literal not contained in the clause). If we do the former, this means that we have to route the \(C\) units of supply from \(d_i^+\) over \(c^−\), which requires at least \(C/(2\ell)\) time units because of the capacities. If we do the latter, we need to switch either the direction of one of the outgoing edges of \(d_i^+\), once again causing at least \(C\) time units.
to be necessary or we need to switch the direction of one of the incoming edges to the variable block, with a similar result.
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