Low temperature ferromagnetism in (Ga, Mn)N
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The magnetic properties of dilute magnetic semiconductors (DMSs) are calculated from first-principles by mapping the ab initio results on a classical Heisenberg model. By using the Körringa-Kohn-Rostoker coherent potential approximation (KKR-CPA) method within the local density approximation, the electronic structure of (Ga, Mn)N and (Ga, Mn)As is calculated. Effective exchange coupling constants $J_i$'s are determined by embedding two Mn impurities at sites i and j in the CPA medium and using the $J_0$ formula of Liechtenstein et al. It is found that the range of the exchange interaction in (Ga, Mn)N, being dominated by the double exchange mechanism, is very short ranged due to the exponential decay of the impurity wave function in the gap. On the other hand, in (Ga, Mn)As where p-d exchange mechanism dominates, the interaction range is weaker but long ranged because the extended valence hole states mediate the ferromagnetic interaction. Curie temperatures ($T_C$'s) of DMSs are calculated by using the mean field approximation (MFA), the random phase approximation (RPA) and the, in principle exact, Monte Carlo method. It is found that the $T_C$ values of (Ga, Mn)N are very low since, due to the short ranged interaction, percolation of the ferromagnetic coupling is difficult to achieve for small concentrations. The MFA strongly overestimates $T_C$. Even in (Ga, Mn)As, where the exchange interaction is longer ranged, the percolation effect is still important and the MFA overestimates $T_C$ by about 50-100%.

Dilute magnetic semiconductors (DMSs), such as (In, Mn)As and (Ga, Mn)As discovered by Munekata et al. and Ohno et al., have been well investigated as hopeful materials for spintronics. Curie temperatures ($T_C$'s) of these DMSs are well established and some prototypes of spintronics devices have been produced based on these DMSs. The magnetism in these DMSs are theoretically investigated and it is known that the ferromagnetism in these systems as well as (Ga, Mn)Sb can be well described by Zener's p-d exchange interaction, due to the fact that the majority d-states lies energetically in the lower part of the valence band. Dietl et al. and MacDonald et al. successfully explained many physical properties of (Ga, Mn)As based on the p-d exchange model, and first-principles calculations by Sato et al. showed that the concentration dependence of $T_C$ in (Ga, Mn)As was well understood by the p-d exchange interaction if a correction to the local density approximation (LDA) is simulated by the LDA+U method with $U = 4$ eV.

While these p-d exchange systems, in which the d-states of Mn impurities are practically localized, are well understood, there exist an even larger class of systems where the d-levels lie in the gap exhibiting impurity bands for sufficiently large concentrations. To these impurity band systems belong (Ga, Mn)N, (Ga, Cr)N, (Ga, Cr)As, (Zn, Cr)Te, (Zn, Cr)Se and many others as shown by first-principles calculations. Most of these systems are controversially discussed in the literature, and an unambiguous determination of the ferromagnetism has only been reported for (Zn, Cr)Te with a relatively high Cr concentration of 20% and a Curie temperature of 300 K. In particular in this class of materials, (Ga, Mn)N has been frequently mentioned as the most promising high-$T_C$ DMS referring to the prediction of model calculations by Dietl et al. and ab-initio results by Sato et al. Many groups have tried to fabricate ferromagnetic (Ga, Mn)N, but the experimental results are very controversial and confusing. After the first observation of the ferromagnetism of (Ga, Mn)N, many experiments followed, however reported $T_C$'s are scattered between 20 to 940 K. In particular in this class of materials, (Ga, Mn)N has been frequently mentioned as the most promising high-$T_C$ DMS referring to the prediction of model calculations by Dietl et al. and ab-initio results by Sato et al. Many groups have tried to fabricate ferromagnetic (Ga, Mn)N, but the experimental results are very controversial and confusing. After the first observation of the ferromagnetism of (Ga, Mn)N, many experiments followed, however reported $T_C$'s are scattered between 20 to 940 K. Moreover, recently Ploog et al. observed spin-glass behavior in 7% Mn-doped GaN and suggested that the ferromagnetism observed in 14% Mn-doped GaN originated from Mn-rich clusters. Thus, the ferromagnetism in (Ga, Mn)N is still an open question which we reconsider in this letter. Ab initio calculations by Akai et al. and others show that the magnetic properties of the above impurity band systems are dominated by double exchange mechanism and that the ferromagnetism is stabilized by the broadening of the impurity band. In the mean field approximation (MFA) high $T_C$ values have been predicted (e.g., 350 K for (Ga, Mn)N with 5% of Mn, 500 K for (Ga, Cr)N with 5% of Cr, 400 K for (Zn, Cr)Te with 5% of Cr and so on) and the $c$-dependence of $T_C$ on concentration $c$ has been explained by band broadening. Similar high, though slightly smaller, $T_C$ values have also been obtained in the random phase approximation (RPA).
In this paper, we will show that a general obstacle for ferromagnetism exists in these dilute systems, in particular in (Ga, Mn)N. Due to the large band gap the wave function of the impurity state in the gap is well localized, leading to a strong, but short ranged exchange interaction, being dominated by the nearest neighbors. Therefore, for low concentrations, the percolation of a ferromagnetic cluster through the whole crystal cannot be achieved, so that a ferromagnetic alignment of the impurity moments cannot occur. Thus a paramagnetic or disordered, spin-glass like, state is observed, in particular for low concentrations.

The electronic structure of DMS is calculated based on the local density approximation (LDA) by using the Körtinga-Kohn-Rostoker (KKR) method. In this paper we focus on (Ga, Mn)N and (Ga, Mn)As as typical examples for the double exchange and the $p$-$d$ exchange systems, respectively. In these systems, Mn impurities distribute randomly at Ga sites in the host semiconductor being described as (Ga$_{1-c}$, Mn$_c$)$_X$, where $c$ is the Mn concentration and $X$ refers to N or As. To describe the substitutional disorder, we use the coherent potential approximation (CPA). In this framework, all Mn impurities are equivalent and consequently we suppose a ferromagnetic alloy. It has already been shown that the magnetic properties of metallic ferromagnetic alloys are well described within the CPA. While the CPA describes the electronic structure in the mean field approximation, we go beyond this approximation and explicitly calculate the exchange interaction $J_{ij}$ between two impurities at sites $i$ and $j$, which are embedded in the ferromagnetic CPA medium. For the evaluation of $J_{ij}$ we use the frozen potential approximation and apply a formula by Liechtenstein et al. According to this formula, the total energy change due to infinitesimal rotations of the two magnetic moments at site $i$ and $j$ is calculated using the magnetic force theorem, and the total energy change is mapped on the (classical) Heisenberg model $H = -\Sigma_{i\neq j} J_{ij} \vec{\sigma}_i \cdot \vec{\sigma}_j$, where $\vec{\sigma}_i$ is a unit vector parallel to the magnetic moment at site $i$, thus resulting in the effective exchange coupling constant $J_{ij}$. This approach is already employed to estimate magnetic interactions in DMSs by Turek et al. and Bouzerar et al. For the present KRR-CPA calculations, we use the package MACHIKANEYAMA2000 coded by Akai. We assume muffin-tin potentials and use the experimental lattice constants of the host semiconductors. It has already been shown that the lattice relaxations in (Ga, Mn)N and (Ga, Mn)As are very small and disorder induced band width always overcomes the splitting. The angular momenta are cut off at $l = 2$ in each muffin-tin sphere. All calculations are performed for the neutral charge state of Mn, so that doping effects are not included.

![Fig. 1: Calculated exchange interaction $J_{ij}$ in (a) (Ga, Mn)N and (b) (Ga, Mn)As as a function of distance.](image-url)
As shown in this equation, evaluation of $T_C$ to recent calculations by Shick et al. is apparent from the figure. In (Ga, Mn)N and (Ga, Mn)As is apparent from the figure. In (Ga, Mn)N the $p$-$d$ exchange interaction becomes important as shown in ref. Since the extended hole state mediates the ferromagnetic interaction, the interaction range is long ranged in $p$-$d$ exchange systems essentially. Actually the interaction extends farther than 3 lattice constants (20th shell). For higher concentrations, due to the screening of the pair interaction by the other impurities, interaction range becomes slightly shorter.

As is well known the LDA predicts the position of localized $d$-levels at too high energy. However, according to recent calculations by Shick et al., the LDA+U calculations only slightly affect the impurity bands at the Fermi level in (Ga, Mn)N due to the extended nature of the anti-bonding $t_2$ states of the impurity bands. Therefore, the LDA provides a fairly good description of the magnetic properties of (Ga, Mn)N. Even if the nearest neighbor interactions are changed in the LDA+U calculations, this will not affect much the Curie temperatures for low concentrations, because only the longer ranged interactions are relevant due to the percolation effects.

On the other hand, as we have already shown in ref., the LDA+U calculations with $U=4eV$ yield a different description of the magnetism in (Ga, Mn)N. This effect could change the calculated $T_C$ values slightly, however, the exchange interaction in (Ga, Mn)N still remains long ranged and the basic argument of the following discussion is not affected.

It is well known that the Curie temperature in the mean field approximation $T_C^{MFA}$ is calculated as $k_B T_C^{MFA} = \frac{2}{3} \sum_{i \neq 0} J_{0i}$, where $k_B$ is Boltzmann constant. As shown in this equation, evaluation of $T_C^{MFA}$ does not require any information on the interaction range, because only the sum of the coupling constants appears in the equation. This simplification leads to significant errors in the calculated $T_C$ of a dilute system with low concentrations. This fact is easily understood by simple consideration and is known as the percolation problem. Let us suppose a Heisenberg model with a ferromagnetic exchange interaction only between nearest neighbors (nearest neighbor Heisenberg model), and consider what happens when the system is diluted with non-magnetic sites. When the concentration of magnetic sites is 100%, we have a perfect ferromagnetic network. Due to the dilution, the network is weakened, and for a concentration below a percolation threshold the ferromagnetism cannot spread all over the system leading to paramagnetic state since due to missing longer ranged interactions the moments can no longer align. Obviously this effect is not counted in the mean field equation for $T_C$, because the dilution effect is included only as a concentration factor $c$ in the equation. In case of the nearest neighbor Heisenberg model, the percolation threshold $c_p$ for fcc structure is 20%. In real cases the exchange interaction could reach beyond the nearest neighbors and the percolation threshold might be lower. However, in this paper we are interested in the concentration range well below the nearest neighbor threshold $c_p$. Therefore the exact $T_C$ values could be much lower than the mean field values, in particular for the double exchange systems like (Ga, Mn)N where the exchange interaction is very short ranged (fig. 1(a)).

In order to take the percolation effect into account, we perform Monte Carlo simulations (MCS) for the effective classical Heisenberg model. The thermal average of magnetization $\langle M \rangle$ and its powers are calculated by means of the Metropolis algorithm. Due to the finite size of super cells used in the simulation, it is difficult to determine $T_C$ from the temperature dependence of $\langle M(T) \rangle$. In particular, when considering dilute systems, finite size effects and appropriate finite size scaling are of particular importance for a correct and efficient evaluation of $T_C$ by Monte Carlo simulations. To avoid this difficulty, we use the cumulant crossing method proposed by Binder. This method uses the finite size scaling in the fourth order cumulant $U_4$ which is defined as $U_4 = 1 - \langle M^4 \rangle / (3 \langle M^2 \rangle^2)$. $U_4$ is calculated for various cell sizes and plotted as a function of temperature. If the cell size is larger than the correlation length, it can be shown that the $U_4(T)$ curves for different sizes cross each other at three characteristic temperatures. Two of them are $T = 0$ and $T = \infty$, and the other is $T = T_C$. We use 3 cell sizes ($6 \times 6 \times 6, 10 \times 10 \times 10$ and $14 \times 14 \times 14$ conventional fcc cells) to carry out the cumulant crossing method for $T_C$ calculations. For each temperature, we perform 240000 Monte Carlo steps per site using every 20-th step for averaging.

First, as a pedagogical example we show the calculated $T_C$ for the dilute fcc nearest neighbor Heisenberg model as calculated by MFA, RPA and MCS in fig. 2. For MCSs of dilute systems, we take 20 different random configurations of magnetic sites for the ensemble average. As
shown in fig. it is found that both MFA and RPA give reasonable estimations of $T_C$ for $c = 1$, with the RPA being closer to exact MCS result. It has been analytically shown that for this model MFA gives upper limit of $T_C$ and RPA gives lower limit. However, for $c \leq 0.7$, MCS results are below RPA values and in particular below the percolation threshold ($c_p = 0.20$) the Curie temperature vanishes: $T_C = 0$. Thus the serious deficiency of both MFA and RPA in the dilute concentration range is evident.

Next, we show the calculated $T_C$ values of (Ga, Mn)N (fig. (a)) and (Ga, Mn)As (fig. (b)) as obtained by the MCS from the $J_{ji}$ values in fig. Thirty configurations of Mn atoms are considered for averaging and $J_{ji}$-interactions up to 15 shells are included; on the other hand, for the MFA and the RPA estimations interactions are included up to 72 shells. As shown in fig. (a), very small $T_C$ values are predicted for low concentrations in (Ga, Mn)N. MFA and RPA values are almost 2 orders of magnitude too large. Thus we find that the magnetism is strongly suppressed due to the missing percolation of the strong nearest neighbor interactions. Only the weak, longer ranged interactions satisfy the percolation requirement, leading to small but finite Curie temperatures for 5, 10, and 15 % of Mn. As shown in fig. (b), due to the longer ranged interaction in (Ga, Mn)As, the reductions from the MFA are not very large, but still significant. Naturally these changes are larger for smaller concentrations. The $T_C$ values of 103 K obtained for 5% Mn is in good agreement with the experimental values of 118 K reported by Edmonds et al. This value refers to measurements in thin films which are free of Mn-interstitials representing double donors. Including interactions beyond the 15th shell, MCS could give slightly higher $T_C$ values for low concentrations where the interactions do not converge within the 15th neighbors. At very high concentrations we expect our results to merge with the MFA and RPA values.

In this Letter, we have shown by ab-initio calculations that (Ga, Mn)N shows no high-temperature ferromagnetism for low Mn concentrations. The strong ferromagnetic interaction of Mn nearest neighbor pairs does not become effective below the nearest neighbor percolation limit. The weak longer ranged interaction leads to a ferromagnetic phase with very low $T_C$ of several tens Kelvin. Therefore the experimentally observed very high $T_C$ values do not refer to a homogeneous ferromagnetic phase, but have to be attributed to small ferromagnetic MnN clusters and segregated MnN phases. Our results are of relevance for all DMS systems with impurity bands in the gap. To obtain higher Curie temperatures one needs longer ranged interactions and/or higher concentrations. The latter requirement naturally points to II-VI semiconductors, having a large solubility for transition metal atoms. The observation of a $T_C$ value of 300 K for (Zn, Cr)Te with 20% Cr is in line with these arguments. Similar results as presented above have been recently reported by a Swedish-Czech collaboration.
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