Probabilistic metrology defeats ultimate deterministic bound
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Quantum-enhanced measurements exploit quantum mechanical effects to provide ultra-precise estimates of physical variables for use in advanced technologies, such as frequency calibration of atomic clocks, gravitational waves detection, and biosensing. Quantum metrology studies the fundamental limits in the estimation precision given a certain amount of resources (e.g. the number of probe systems) and restrictions (e.g. limited interaction time, or coping with unavoidable presence of noise). Here we show that, even in the presence of noise, probabilistic measurement strategies (which have a certain probability of failure or abstention) can provide, upon a heralded successful outcome, estimates with a precision that violates the deterministic bounds. This establishes a new ultimate quantum metrology limit. For probe systems subject to local dephasing, we quantify such precision limit as a function of the probability of failure that can be tolerated. We show that the possibility of abstaining can substantially set back the detrimental effects of noise.

Quantum-enhanced precision measurements and sensors are one the most disruptive quantum technologies [1] with applications across various disciplines, e.g. optical communications [2,3], cryptography [4], brain and heart medical diagnosis via atomic magnetometry [5,6], biological measurements [7,8]; and are critical in gravitational-wave detectors [9,10] and GPS and other current technologies that rely on atomic clocks [11,12].

In broad terms a metrology problem can be cast as a four step process: the preparation of a probe, its controlled interaction with the (continuous) parameter to be estimated, the measurement of the modified probe and a final data-processing to infer the value of the unknown parameter. The accuracy of the estimation is limited by the experimental imperfections and, ultimately, by the noise inherent in any quantum measurements. Classically, the only way to reduce the effects of noise in a given setup is to repeat the experiment a number, $n$, of times [15]. The resulting precision of the estimation is thereby reduced by a factor $n^{-1/2}$ (the so-called standard quantum limit, SQL). However, in a fully quantum mechanical setting, the possibility of using entangling operations in the preparation and measurement steps gives rise to a precision that scales as $n^{-1}$ (the so-called Heisenberg scaling).

Recent experimental advances that allow an unprecedented control of diverse optical and condensed matter systems at a quantum level makes quantum metrology an extremely timely field of research [16]. In the last years the agenda of quantum-enhanced metrology has been put under scrutiny by a number of results [12,17,20] that show that under quite generic (local, uncorrelated and markovian) experimental noise, the quantum enhancement in the asymptotic limit of infinite $n$ amounts to a constant factor rather than quadratic improvement. The field has revamped in search for alternative schemes that push forward the limits and circumvent or diminish the detrimental effect of noise. This has entailed the study particular systems with non-trivial noise-models [21,25], and non-linear interactions [5,26], which enable quantum error-correction codes [27,29].

In this work we put forward an extra feature that is always available to an experimentalist, namely the possibility of post-selecting the outcomes of their measurements. Up until now most quantum metrology schemes and known bounds have been deterministic, that is they are optimized in order to provide a valid estimate for each possible measurement outcome. Only recently, it was shown that for a fixed probe state and in the absence of noise the precision of the favorable outcomes can be greatly enhanced well beyond the limits set for deterministic strategies [30,33], of course at the price of discarding or abstaining on the unfavourable outcomes. The possibility of abstaining can even change the precision from SQL to Heisenberg scaling. It has also been shown that the probabilistic quantum limit agrees with that found for deterministic strategies when optimizing over probe preparations. So, for pure states post-selection can compensate a bad choice of probe state, or in other words, it can attain optimal precision bounds in situations where the probe state is a given.

Here, we show that in the presence of local dephasing, probabilistic metrology can lessen substantially the effects of noise, although not enough to overcome the infamous loss of asymptotic Heisenberg scaling [17,18]. In addition, and in contrast to the noiseless ideal case, the ultimate precision bounds obtained exceed those that can be obtained by deterministic strategies -even when they are optimized over probe states.

From a technical point of view we introduce a novel technique [34] to compute the optimal probabilistic measurement and its precision by showing that it is formally equivalent to finding the the ground state and energy of a particle in a one-dimensional potential box, with some boundary conditions that depend on the strength of the noise and on the initial probe state.

Before moving to the detailed account of our results let us briefly discuss the use of probabilistic strategies in pa-
rameter estimation, and in general quantum information processing. This is pertinent specially in view of some recent criticism on probabilistic metrology schemes [35]. As mentioned above there are tasks where it is critical to have an estimate of a given precision, for example timing the signals in a GPS setup or, probably less practical, hitting a small target with a billion dollar rocket. It is not hard to imagine that if the error in the estimated frequency or the estimated location of the target, respectively, exceeds a given critical value, then it can lead to catastrophic consequences or unmountable money losses. It is also perfectly plausible that, given a particular state (correlated or uncorrelated) of \( n \) subsystems [36], the precision bounds obtained for deterministic strategies can exceed that critical error value. Faced with this situation the experimenter may choose to abort the task entrusted to her, say, the launch of the rocket. However, if she decides to proceed with the experiment, it could well be that the error bar around some particular outcome (or sequence of outcomes if one considers several consecutive measurements on the \( n \) copies) is below the critical value. That is, although the average over all measurement outcomes cannot exceed the deterministic bounds, some measurement outcomes may produce better estimates than others. In particular, for some outcome the error may fall below the critical value, and the entrusted task can after all be carried out successfully. This type of error-assessment can be done in a classical setting or for a fixed choice of quantum measurement.

The main challenge in probabilistic quantum metrology is to find the optimal generalized measurement that leads outcomes with super-precise estimates. The first key result is that favourable outcomes cannot provide arbitrarily precise estimates, no matter how small their probability is. This constitutes the ultimate quantum precision limit. Of course, for a complete assessment, the ultimate precision limit should be supplemented by the success probability (or, equivalently, by the abstention probability). In order to provide the most complete characterization of a probabilistic scheme that is amenable to optimization we follow a mini-max approach quantifying, for each possible value of the abstention probability, the worst precision among the favourable outcomes.

Finally, we want to stress that understanding the power of probabilistic operations in general quantum tasks is a highly non-trivial and relevant problem in quantum information sciences. Probabilistic operations introduce a very particular non-linearity (through normalization), which is in stark contrast with the linearity of any quantum deterministic operation. Many no-go theorems stem from the linearity of quantum mechanics, and probabilistic operations might revoke them, turning the once-thought impossible into possible. For instance, it is well known that non-orthogonal states cannot be distinguished perfectly. A deterministic protocol that minimizes the average probability of error, produces two outcomes (one for every state). Each outcome has a given probability to give the incorrect answer, and at first sight it seems impossible to reduce it beyond its optimal value. However, if a third outcome (abstention) is included, it is possible reduce the probability of an erroneous identification down to zero [37, 35]. Similarly, the limitations imposed by the no-go theorem of realizing Bell measurements by linear-optical elements [39] was overcome by the probabilistic KLM scheme [40]. In quantum computing, most quantum algorithms require a certain (bounded) error probability. Exact algorithms that provide a quantum speed-up and output the correct answer with certainty are hard to come by [41, 42]. Also, closely related to the current work (see discussion) we find probabilistic amplification [43–47] and weak-value amplification [48–52].

In some of the above mentioned probabilistic schemes it is possible to devise means to pump up the success probability, while in quantum metrology it is often the case that in order attain the ultimate precision, the success probability is is doomed to be very small. Nevertheless, at a fundamental level, it is important to distinguish between ultimate versus de facto quantum limits. No matter how unlikely an event is, once it occurs it is a certainty; and certainties cannot violate ultimate bounds [53]: faster than light signaling is impossible, winning the lottery (having bought the ticket) is not likely, but perfectly plausible. In the same way tunneling is highly improbable, but it can lead to spectacular or catastrophic consequences. This fundamental distinction has also motivated the definition of a complexity class in quantum computing [54]. All in all, abstention can be considered as a resource per se in quantum information tasks, and this paper is devoted to the study of its power in metrology tasks in realistic noisy scenarios.

**RESULTS**

Optimal probabilistic measurement for \( n \)-qubits.

In the scope of this paper, metrology aims at estimating the parameter \( \theta \) that determines the unitary evolution, \( U_{\theta} := u_\theta^{\otimes n}, \) of a probe system of \( n \) qubits in the presence of local decoherence, where \( u_\theta = \exp(i\theta|1\rangle\langle 1|) \).

As depicted in Fig. 1, the initial \( n \)-partite pure state \( \psi\rangle\langle \psi \) (this shorthand notation will be used throughout the paper) is prepared and is let evolve. The state is affected by uncorrelated dephasing noise, which can be modeled by independent phase-flip errors occurring with probability \( p_f = (1 - \tau)/2 \) for each qubit. Its action on the \( n \)-qubits is described by a map \( \mathcal{D} \) that commutes with the Hamiltonian, so that it could as well be understood as acting before or during the phase imprinting process.

Next, the experimenter performs a suitable measurement on \( \rho_\theta = \mathcal{D}(U_\theta \psi U_\theta^\dagger) \) and, based on its outcome,
decides whether to abstain or to produce an estimate \( \hat{\theta} \) for the unknown parameter \( \theta \). Note that this decision is based solely on the outcome of the measurement as, naturally, the actual value of \( \theta \) is unknown to the experimentalist. Our aim is to find the optimal protocol, e.g., the measurement that gives the most accurate estimates for a given probe state and for a given maximum probability of abstention.

We quantify the precision of the estimated phase \( \hat{\theta} \) by the fidelity \( f(\theta, \hat{\theta}) = [1 + \cos(\theta - \hat{\theta})]/2 \), and to assess the performance of the protocol we use the worst-case fidelity over the possible values of the unknown parameter.

\[
F = \inf_{\theta \in (-\pi, \pi)} \int d\theta \ p(\theta|\hat{\theta}, \text{succ}) f(\theta, \hat{\theta}),
\]

where \( p(\theta|\hat{\theta}, \text{succ}) \) is the probability of estimating \( \hat{\theta} \) after a successful event when the true value is \( \theta \). The fidelity \( F \) and the probability of success \( S \) will fully characterize our probabilistic metrology strategies. For covariant families of states, such as our noisy probes \( \{ \rho_\theta \}_{\theta \in (-\pi, \pi)} \), the worst-case fidelity is entirely equivalent to the average fidelity (see Methods). To facilitate comparison with previous point-wise results, we present ours in terms of a scaled ‘infidelity’, \( \sigma^2 := 4(1 - F) \), which approximates the mean-square error when the distribution \( p(\theta|\hat{\theta}, \text{succ}) \) becomes peaked around the true value \( \theta \).

Because of the symmetry of the problem, there is no loss of generality in choosing the covariant measurement defined by \( \{ M_{\theta} = U_\theta \Omega U_\theta^\dagger/(2\pi) \}_{\theta \in (-\pi, \pi)} \), where \( \Omega \) is the so-called seed of the measurement. In addition, we have the invariant measurement operator \( \Pi = 1 - \int_{2\pi} d\theta/(2\pi) U_\theta \Omega \Omega^\dagger U_\theta^\dagger \leq 1 \) that corresponds to the abstention event. With this, finding the optimal estimation scheme reduces to finding the operator \( \Omega \) that maximizes the fidelity

\[
F(S) = \frac{1}{S} \max_{\Omega} \int d\theta \ f(0, \hat{\theta}) \ tr \left( U_\theta \Omega U_\theta^\dagger \rho \right)
\]

for a fixed success probability

\[
S = \int d\theta \ tr \left( U_\theta \Omega U_\theta^\dagger \rho \right)
\]

In deriving Eq. (2) we have used covariance to get rid of the infimum in (1), thereby formally fixing the value of \( \theta \) to zero, and have defined \( \rho = \mathcal{D}(\psi) \) accordingly.

**Symmetric probes.** We now focus on probe states consisting \( n \)-qubits that are initially prepared in a permutation invariant state. This family includes most of the states considered in the literature, our case-study of multiple copies of equatorial-states, and also, as we will show below, the optimal probe-state for probabilistic metrology. The input state is given by,

\[
|\psi\rangle = \sum_{m=-J}^{J} c_m |J, m\rangle,
\]

where \( J = n/2 \) is the maximum total spin angular momentum (hereafter spin for short) of \( n \) qubits and the set of states \( \{ |J, m\rangle \}_{m=-J}^{J} \) spans the fully-symmetric subspace. Given the permutation invariance of the noisy channel, the state \( \rho = \mathcal{D}(\psi) \) inherits the symmetry of the probe, and can hence be conveniently written in a block diagonal form in the total spin bases [56, 57] (see Methods),

\[
\rho = \sum_{j} p_j \rho^j \otimes \mathbf{1}_j,
\]

where the state \( \rho^j \) has unit trace, \( p_j \) is the probability of having spin \( j \), and \( \mathbf{1}_j \) stands for the identity in the \( \nu_j \)-dimensional multiplicity space of the irreducible representation of spin \( j \). The sum over \( j \) runs from \( j_{\min} = 0 \) (\( j_{\min} = 1/2 \) for even (odd) to the maximum spin \( J \). Similarly, the measurement operators, can be taken to have the same symmetry and thus be of the form \( \Omega = \sum_{j} |\chi_j\rangle \langle \chi_j| \otimes \mathbf{1}_j \), where \( |\chi_j\rangle = \sum_{m} f_{m}^j |j, m\rangle \), \( 0 \leq f_{m}^j \leq 1 \). The maximum fidelity \( F(S) \) for a fixed probability of success \( S \) can hence be expressed in terms of the fidelity \( F_j(s_j) \) in each irreducible block and its corresponding success probability \( s_j \) (see Methods),

\[
F(S) = \max_{s_j} \sum_{j} p_j s_j F_j(s_j), \quad S = \sum_{j} p_j s_j
\]

where

\[
F_j(s_j) = \frac{1}{2} \left( \frac{1}{s_j} \sum_{0 \leq f_{m}^{j} \leq 1} \sum_{m} f_{m}^{j} p_{m,m+1}^{j} \right),
\]

subject to \( s_j = \sum_{m} (f_{m}^{j})^2 p_{m,m}^{j} \).
This formulation of the problem allows for a natural interpretation of the probabilistic protocol as a two step process: i) a stochastic filtering channel

$$\mathcal{F}(\rho) = \Phi_\rho \Phi, \quad \Phi = \sum_{j,m} f_j m^2 |j,m\rangle \langle j,m| \otimes 1_j,$$  

that coherently transforms each basis vector as $|j,m\rangle \to f_j m^2 |j,m\rangle$, so that it modulates the input to a state with enhanced phase-sensitivity, followed by ii) a canonical covariant measurement with seed $\Omega = \sum_j \sum_{m,m'} |j,m\rangle \langle j,m'| \otimes 1_j$ performed on the transformed state from which the value of the unknown phase is estimated.

By defining the vector $\xi_j^r$ with components given by $\xi^r_m = f_r m (\rho^m_{m',m}/s_j)^{1/2}$ and introducing the tridiagonal symmetric matrix $H^j$, with entries

$$H^j_{m,m'} = 2\delta_{m,m'} - \alpha^j m \delta_{m,-1,m'} - \alpha^j m \delta_{m+1,m'},$$  

$$a^j m = \frac{\rho^m_{m,m+1}}{\sqrt{\rho^m_{m,m+1} \rho^{m+1}_{m+1,m+1}}},$$  

we can easily recast the former optimization problem as,

$$F_j(s_j) = 1 - \frac{1}{4} \sigma_j^2, \quad \sigma_j^2 := \min \{ \xi_j^r | H^j | \xi_j^r \},$$  

subject to $\langle \xi_j^r | \xi_j^r \rangle = 1$ and $0 \leq \xi_j^r \leq (\rho^m_{m,m}/s_j)^{1/2}$.

Note that $a^j_m$, and in turn $H^j$, depend on the strength of the noise but take the same values for all symmetric probe states, for we have that $\rho^m_{m'} \propto c_m c_{m'}$. For deterministic strategies ($S = 1$, i.e., $s_j = 1$ for all $j$) no minimization is required and one only needs to evaluate the expectation values of $H^j$ for the ‘state’ $\xi^r_m = (\rho^m_{m,m})^{1/2}$. For large enough abstention, the problem becomes an unconstrained minimization, so $\sigma_j^2$ is the minimal eigenvalue of $H^j$, and $|\xi_j^r\rangle$ its corresponding eigenstate. From [11] we find that the corresponding filtering operation only succeeds with a probability [11]

$$S^* = \sum_j p_j s_j^*, \quad s_j^* = \min_m \frac{\rho^m_{m,m}}{\xi_m^r},$$  

We will refer to $S^*$ as the critical success probability, since the fidelity will not improve by decreasing the success probability below this value, $F(S) = F(S^*)$ for $S \leq S^*$.

**Asymptotic scaling: particle in a potential box.**

In order to compute the scaling of the precision as the number of resources becomes very large we need to solve the above optimization problem in the asymptotic limit of $n \to \infty$. We start be analysing the fidelity $F_j(s_j)$ for blocks of large $j$. As shown in Methods, for each such block we define the ratios $x = m/j$, $m = -j, -j+1, \ldots, j$, that approach a continuous variable as $j \to \infty$. In this limit, $\{ \sqrt{F^j_{mm}} \}$ approaches a real function of $x$, $\sqrt{F^j_{mm}} \to \varphi(x)$, and the expectation value [10] becomes,

$$\sigma_j^2 = \frac{1}{j^2} \min \{ \varphi \} \int_{-1}^1 dx \left\{ \left[ \frac{d\varphi(x)}{dx} \right]^2 + V^j(x) \varphi(x)^2 \right\},$$  

$$:= \frac{1}{j^2} \min \{ \varphi | H^j | \varphi \},$$  

where we have dropped some boundary terms that are irrelevant for this discussion, $H^j := -d^2/dx^2 + V^j(x)$ plays the role of a ‘Hamiltonian’, with a ‘potential’

$$V^j(x) = 2j^2(1 - a^j_m) = j \frac{1 - r^2}{2r \sqrt{1 - (1 - r^2)x^2}},$$  

Furthermore, in Eq. [13] the function $\varphi(x)$ must be also differentiable and must satisfy the conditions

$$\langle \varphi | \varphi \rangle = \int_{-1}^1 dx |\varphi(x)|^2 = 1, \quad \varphi(x) \leq \frac{\varphi(1)}{\sqrt{s_j}},$$  

where for a given large $j$ we define $\varphi(x)$ through

$$\sqrt{\frac{J \rho_{mm}}{m}} \to \varphi(x), \quad x = \frac{m}{j}.$$  

It is now apparent from Eqs. [13] through [16] that our optimization problem is formally equivalent to that of finding the ground state wave-function of a quantum particle in a box ($-1 \leq x \leq 1$) for a potential $V^j(x)$ and subject to boundary conditions which are fixed by the probe state, the strength of the noise, and the success probability.

**Multiple-copies.** Although our Methods apply to general symmetric probes, for the sake of concreteness we study in full detail the paradigmatic case of a probe consisting of $n$ identical copies of equatorial qubits:

$$|\psi_{\text{cop}}\rangle = \frac{1}{\sqrt{2^n}} (|0\rangle + |1\rangle)^n.$$  

Decoherence turns this symmetric pure state to a full rank state with a probability of having spin $j$ given by

$$p_j \approx e^{-\frac{r^2(j^2 - j^2)^2}{\sqrt{\pi} J(1 - r^2)}},$$  

which is valid around its peak at the typical value $j_0 = rJ$. For each irreducible block and before filtering we have a signal

$$\sqrt{J \rho_{mm}} \to \varphi(x) \approx \left( \frac{J}{\pi} \right)^{1/4} e^{-\frac{1}{\sqrt{2}} x^2}$$  

that peaks at $x = 0$ with variance $(x^2) = (2rj)^{-1}$.

For deterministic protocols ($S = 1$) the constraints completely fix the solution, $\varphi(x) = \varphi(x)$, and the
precision is obtained by computing the ‘mean energy’ \( \sigma_j^2 = (\mathcal{H}_j^2) / j^2 \), Eq. (13). For large \( j \) it is meaningful to use the harmonic approximation \( V_j(x) \approx V_0^j + \omega_x^2 x^2 \), where \( V_0^j = j(1 - r^2)/(2r) \) and \( \omega_x^2 = j(1-r^2)^2/(4r) \). The leading contribution to \( \sigma_j^2 \) comes from the ‘kinetic’ energy [i.e., the first term in (13)]; \( \langle p_j^2 \rangle = (1/4) \langle x_j^2 \rangle^{-1} = jr/2 \), whereas the harmonic term gives a sub-leading contribution. One easily obtains \( \sigma_j^2 = (2jr)^{-1} \). The leading contribution to the precision of the deterministic protocol is given by \( \sigma_j^2 \) at the typical spin \( j_0 \): \( \sigma_{j_0}^2 = (2jr)^{-1} = (nr)^{-1} \), in agreement with the previous known (pointwise) bounds (see Methods). 

For unlimited abstention in a block of given spin \( j \) (\( s_j \) very small) the minimization in (13) is effectively unconstrained and the solution (the filtered state) is given by the ground state \( \varphi(x) \) of the potential \( V_j^j(x) \). Within the harmonic approximation, we notice that the effective frequency of the oscillator grows as \( \sqrt{j} \), and the corresponding gaussian ground state is confined around \( x = 0 \) with variance \( \langle x^2 \rangle = (r/j)^{1/2}(1 - r^2)^{-1} \). In this situation both the kinetic and harmonic contributions to the ‘energy’ are sub-leading—and so are the higher order corrections to \( V_j^j(x) \). Thus, the precision \( \sigma_j^2 \) for a spin \( j \) is ultimately limited by the constant term \( V_0^j \) of the potential. Up to sub-leading order one obtains \( \sigma_j^2 = (1 - r^2)(2jr)^{-1}[1 + (r/j)^{1/2}] \). The filtering of \( \varphi(x) \) to produce the gaussian ground state \( \varphi^g(x) \) succeeds with probability \( s_j^g \sim e^{-2 \log(1+r)} \) (see Methods). Note that in the absence of noise (\( r = 0 \)) the potential \( V_j^j(x) \) vanishes and the ground state is solely confined by the bounding box \( -1 \leq x \leq 1 \). Then, \( \varphi^g(x) = \cos(\pi x/2) \), which results in a Heisenberg limited precision (the ultimate pure-state bound) \( \sigma^2 = \pi^2/n^2 \) [31, 32].

If the optimal filtering is performed on typical blocks, \( j \approx j_0 \), one obtains \( \sigma^2 = (1 - r^2)/(nr)^2 \), which coincides with the ultimate deterministic bound found in [17, 59]. This shows that a probabilistic protocol performed on the uncorrelated multi-copy probe state \( |\psi_{\text{cop}}\rangle \) can attain the precision bound of a deterministic protocol that requires a highly entangled probe. This bound is attained for a critical success probability \( S^* \approx s_j^* \sim e^{-nr \log(1+r)} \).

More interestingly, we can push the limit further by post-selecting on the block with highest spin (by choosing \( f_m \propto \delta_{j,M} \)) to obtain

\[
\sigma^2_{\text{ult}} := \sigma_j^2 = \frac{1 - r^2}{nr} \left( 1 + \sqrt{\frac{2r}{n}} \right),
\]

with a critical probability given by \( S^* = p_j s_j^* \sim e^{-nr \log^2} \), independently of the noise strength.

Having understood the two extreme cases, i.e., the deterministic (\( S = 1 \)) and unlimited-abstention protocols, we can quantify now the asymptotic scaling for an arbitrary success probability \( \sigma^2(S) \). The so-called complementary slackness condition [32, 60], which follows from the Karush-Kuhn-Tucker constraints [second inequality in (15)] guarantees that, for a given value of \( s_j \), the solution \( \varphi(x) \) to (13) either saturates the above inequality—in a region called coincidence set—or it must take the value of an eigenfunction of the Hamiltonian \( \mathcal{H}_j \) defined after Eq. (13). The continuity of \( \varphi(x) \) and its derivative provide some matching conditions at the border of the coincidence set and a unique solution can be easily found.
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**FIG. 2. Potential box equivalence:** Computing the action of the probabilistic filter and its precision is formally equivalent to computing the the ground state and energy of a particle in a one-dimensional potential box. The state \( \tilde{\varphi}(x) \) (empty circles) before the probabilistic filter and the state \( \varphi(x) \) (solid circles) after the filter are represented together with the potential \( V(x) \) (diamonds) corresponding to \( j = nr/2 \), see [14], for success probability \( S = 0.75 \), noise strength \( r = 0.8 \) and \( n = 80 \) probe copies. The unfiltered state (empty circles) has been rescaled so that it coincides with the filtered state in the region \( |x| \geq x_c = 9/32 \). The effective potential depends on the noise strength, as illustrated by the two additional dashed curves: for \( r = 0.2 \) (above) and \( r = 0.6 \) (below). Numerical (symbols) and analytical results (lines) are in full agreement.

As shown in Figure 2, in the case of multiple copies the tails of \( \varphi(x) \) coincide with the gaussian profile in (19) scaled by the factor \( s_j^{1/2} \) for \( |x| > x_c \) (in the coincidence set), while the filter takes an active part in reshaping the peak into the optimal profile (for \( |x| < x_c \)). Clearly, the wider the filtered region, the higher the precision and the abstention rate. A simple expression for the leading order can be obtained if we notice that with a finite abstention probability one can change the variance of the wave function in (19) but not its \( 1/j \) scaling. Hence, as for the deterministic case, only the kinetic energy and the constant term \( V_0^j \) of the potential play a significant role. The solution can then be easily written in terms of the pure-state solution [32], which corresponds to a zero potential inside the box \(-1 \leq x \leq 1\):

\[
\sigma^2 = \sigma_j^2 = \frac{1 - r^2}{nr^2} + r \sigma_{\text{pure}}^2(S) \approx \frac{1 - (r^2/2)\tilde{S}}{nr^2},
\]

(21)
where $S := 1 - S$ is the probability of abstention, $\sigma^2_{\text{pure}}$ is the precision for pure states ($r = 1$) and for an effective number of qubits $n_{\text{eff}} = 2j_0$. The pre-factor $r$ takes into account the scaling of the variance of the state \([19]\) as compared to the pure-state case. The first equality of [21] uses the fact that for finite $S$, only abstention on blocks about the typical spin $j_0$ is affordable. This also fixes the value of $S$ to be approximately $s_{j_0}$. The simple expression given in the last term in [21] is not an exact bound, but does provide a good approximation for moderate values of $S$ (see Figure 3). We notice that for low levels of noise ($r \approx 1$) one can have a considerable gain in precision already for finite abstention.

**Finite $n$.** Up to this point, we have given analytical results for asymptotically large $n$, the number of resources. In order to get exact values for finite $n$ we need to resort on numerical analysis. The main observation here is that our optimization problem can be cast as a semidefinite program:

$$
\sigma^2 = \min_{\Lambda; c} \text{tr}(H\Lambda)
$$

subject to a set of linear conditions on the matrix $\Lambda$: $C := \{\Lambda \geq 0, \text{tr} \Lambda = 1, \Lambda_{\text{mm}} \leq p_j \rho_{\text{m,m}}^j / S\}$, where $\Lambda$, as well as $H$, have the block diagonal form: $\Lambda = \oplus \Lambda^j$ and $H = \oplus H^j$. Semidefinite programming problems, such as this, can be solved efficiently and with arbitrary precision \([60]\).

Figure 3 shows representative results for moderate (experimentally relevant) number $n$ of qubits for the precision as a function of the abstention probability and noise strength $r = 0.8$. We observe that for small values of $n$ the precision decreases quite rapidly until the critical $S^*$ after which the precision cannot be improved. For larger $n$ the initial gain is less dramatic, but the critical point (or plateau) is reached for higher abstention probabilities, hence allowing to reach lower precision rates. We see that for moderately large $n$, abstention can easily provide 60% improvement of the precision.

Figure 4 shows the scaling of the precision with the amount of resources ($n$) for low levels of noise $r = 95\%$ and for different values of the abstention probability $S$. For low $n$ all curves exhibit a similar (SQL $n^{-1}$ scaling). Very soon the curve corresponding to unlimited abstention shows a big drop with a quantum-enhanced transient scaling: $n^{-s(\alpha+1)}$, where $\alpha > 0$ depends on the noise strength. This curve saturates for very large $n \sim 500$ to the ultimate asymptotic limit \([20]\), which is again SQL scaling. The curves for finite $S$ follow closely the optimal scaling up to the point where they meet the asymptotic curve \([21]\). The larger the abstention probability, the later this transition happens. In addition, in the figure the ultimate scaling for $r = 99\%$ is shown to illustrate that for weaker noise levels the transient is more abrupt (larger $\alpha$).

**Ultimate bound for metrology.** So far we have studied the best precision bounds that can be attained for a fixed input state. A very relevant question of fundamental and practical interest is whether this bounds can be overcome by an appropriate choice of such state. We answer this question in the negative: the precision bound in Eq. \([20]\) is indeed the ultimate bound for metrology in the
presence of local decoherence and can only be attained by a probabilistic strategy.

To this aim, we first show in Methods that for any probe state and any measurement that attain a fidelity $F$ with success probability $S$, we can find a new probe lying in the fully symmetric subspace ($j = J$) and a permutation invariant measurement that attain the very same fidelity with the very same success probability. This shows that the formulation that we have introduced, which deals with such probes, is actually completely general.

We now recall that the Hamiltonian $\mathcal{H}'$ is independent of the choice of probe state and that such choice determines only the shape of the state $\tilde{\varphi}(x)$ before filtering, and the probability $p_j$ of belonging to the subspace of spin $j$. Since the bound (20) is attained by the ground-state $\varphi_0(x)$ of the potential $V^J(x)$, the choice of probe cannot further improve the precision, but only change the success probability. In particular one might increase $S$ by choosing a probe state that gives rise to a profile $\tilde{\varphi}(x) = \varphi_0(x)$ for $j = J$, without any filtering within the block. In this case the critical success probability becomes

$$S^* = p_J = e^{-n/\log 2 - \log (1 + r)}$$

(see Methods), which is larger than that attained by $|\psi_{\text{opt}}\rangle$.

At the other extreme, for deterministic strategies, the calculation of $\sigma_{\text{opt}}^2(1)$ can be easily carried out performing first the sum over $j$ and then optimizing over the $(n + 1)$-dimensional probe state. In the continuum limit (for large $n$) such calculation can again be cast as a variational problem formally equivalent to that of finding the ground-state of particle in a box with the harmonic potential $V(y) = n r^2 (1 - r^2) (1 + y^2)$, $-1 \leq y = m/J \leq 1$. The corresponding ground state wave function and its energy provide the optimal probe state and precision respectively:

$$\psi_{\text{opt}}(y) = \left[ \frac{n(1 - r^2)}{2 \pi r^2} \right]^{\frac{1}{2}} e^{-\frac{\sqrt{n(1 - r^2)}}{4 r} y^2}$$

and

$$\sigma_{\text{opt}}^2(1) = \frac{1 - r^2}{m^2} + \frac{2 \sqrt{1 - r^2}}{n^{3/2} r}. \quad (24)$$

These results agree with their pointwise counterparts in [17, 59]. Quite surprisingly the presence of noise brings the pointwise and global approaches in agreement, as to both the attainable precision and the optimal probe state are concerned. This is in stark contrast with the noiseless case where the probe $\psi(y) = \cos(y \pi/2)$ is optimal for the global approach and gives $\sigma_{\text{opt}}^2 = \pi^2/n^2$, while the NOON-type state $|\psi\rangle = 2^{-1/2}(|J, J\rangle + |J, -J\rangle)$ provides the optimal point-wise precision $\sigma_{\text{opt}}^2 = 1/n^2$.

It remains an open question to find the optimal probe state given a finite values of $S$. As argued above, a finite $S$ will only be able to moderately reshape the profile without significantly changing the scaling of its width. Therefore we expect the optimal state to be fairly independent of the precise (finite) value of $S$, and hence very close to that obtained for the deterministic case ($S = 1$). Numerical evidence (optimizing simultaneously over probes and measurements) suggests that this is indeed the case provided $S$ is not too small. With this we are lead to conjecture that the optimal probe state is given by

$$e^{\text{opt}} \propto \cos \left( \frac{m \pi}{n + 2} \right) e^{-\sqrt{1 - r} m}$$

(25)

independently of $S$ (finite), which agrees with (23) for asymptotically large $n$. Note that the cosine prefactor guarantees that the solution converges to the optimal one for $r \to 1$ and it keeps the state confined in the box for all values of $n$ and $r$. Such states continue to have a dominant typical value of $j = j_0$ and in those blocks both the kinetic and harmonic contributions to the energy are of sub-leading order. Hence, for probes of the form (25) the enhancement due to abstention is very limited, up until very high abstention probabilities where one can afford to post-select high spin states to reach the ultimate limit (20).

Scavenging information from discarded events

The aim of probabilistic metrology is twofold. First, it should estimate an unknown phase $\theta$ encoded in a quantum state with a precision that exceeds the bounds of the deterministic protocols. Second, it should assess the risk of failing to provide an estimate at all (e.g., it should provide the probability of success/abstention). Probabilistic metrology protocols are hence characterized by a precision versus probability of success trade-off curve $F(S)$ or, likewise $\sigma^2(S)$. As such, no attention is paid to the information on $\theta$ that might be available after an unfavorable outcome. Here, we wish to point out that one can attain $\sigma_{\text{opt}}^2(S)$ and still be able to recover, or scavenge, a fairly good estimate from the discarded outcomes (see Fig. 1).

The optimal scavenging protocol can be easily characterized in terms of the stochastic map $\mathcal{F}$ in (8), which describes the state transformation after a favorable event, and that associated to the unfavorable events:

$$\tilde{\mathcal{F}}(\rho_\theta) = \tilde{\Phi} \rho_\theta \tilde{\Phi}, \quad \tilde{\Phi} = \sum_{j,m} (\tilde{f}_m^j)^2 |j, m\rangle \langle j, m| \otimes 1_j,$$

(26)

where the weights $\tilde{f}_m^j$ are defined through the equation $(\tilde{f}_m^j)^2 = 1 - (f_m^j)^2$. The addition of the two stochastic channels, $\mathcal{F} + \tilde{\mathcal{F}}$, is trace-preserving, i.e., it describes a deterministic operation, with no post-selection. The final measurement is given by the seed $\tilde{\Omega}$ defined after (8) for both favorable and unfavorable events. Thus, we can easily compute the precision $\tilde{\sigma}^2(S)$ for the latter, as well as the precision $\sigma_{\text{det}}^2(S)$ when all outcomes are considered. Clearly, we must have that $\sigma^2_{\text{all}}(S) \geq \sigma^2_{\det}(S)$ as $\sigma^2_{\text{all}}$ refers to the optimal deterministic protocol.

As shown in Figure 5 a protocol that is optimized with some probability of abstention $\tilde{S}$, performs slightly...
worse when forced to provide always a conclusive outcome. In particular we notice that if such protocol is designed to work at the ultimate limit regime, with precision $\sigma_{\text{ult}}^2$, which requires a very large abstention probability ($S \to 0$) \cite{34}, its performance coincides that of the optimal deterministic protocol. Actually, this observation follows (see Methods) from Winter’s gentle measurement lemma (Lemma 9 in \cite{61}), that states that a measurement with a highly unlikely outcome causes only a little disturbance to the measured quantum state. This is in contrast to the claims in \cite{34}, where a random estimate is assigned to the discarded events.

**DISCUSSION**

We have shown that abstention or post-selection can counterbalance the adverse errors in a noisy metrology task. Our results are theoretical and concern abstract systems of $n$ qubits. However, they apply to different quantum metrology implementations, ranging from Ramsey interferometry for frequency standards \cite{11, 12}, atomic magnetometry \cite{5, 6}, and quantum photonics (single or multi-mode setups) where the number operator introduced here will play the role of number of photons.

Post-selection is already widely used for preparing quantum information resources, e.g. single photons from weak coherent pulses, heralded down-conversion for EPR-type states, or NOON states for metrology applications. Although some degree of post-selection is common in experiments, its tailored optimised use is not fully exploited. Only recently there have been important developments in this direction in the context of weak value amplification \cite{18, 49, 62} – we note on passing that these schemes can be considered a particular instance of our general set-up, and hence are subject to our bounds.

The optimal probabilistic measurement presented here can be understood as a filtering process selecting the total angular momentum followed by a modulating filter, and a final standard covariant phase measurement. The latter can be implemented by the (almost) optimal adaptive scheme proposed in \cite{63}. The modulation could be implemented by sequential use of amplitude-damping channels taking inspiration from recent experiments in state amplification \cite{43, 45, 46}. In implementations that allow for an individual control of the qubits, such as ion traps, the projection onto the angular momentum basis can be efficiently carried out \cite{64}. For implementations with less degree of control, the projection onto the fully symmetric sub-space can, as a last resort, be implemented by post-selecting outcomes with this symmetry. For instance a simple Stern Gerlach measurement could lead to outcomes ($m = J$) with a precision beyond the deterministic limits.

Regarding the implementation of our conjectured optimal probe state one can use available non-linear $N^2$-type two-body interactions to turn the multi-copy gaussian profile to the wider optimal gaussian. Although, our case-study focuses on local dephasing noise, our Methods can be adapted and similar, if not greater, benefits are expected for more general and implementation-specific noise models including correlated noise.

In conclusion, we have shown what are the ultimate limits in precision reachable by any (deterministic or stochastic) quantum metrology protocol in a realistic scenario with local decoherence. We have derived the optimal bounds that can be reached when a certain rate of abstention is allowed and hence provided a full assessment of the risks and benefits of the probabilistic strategy. The benefits are clear for finite and for asymptotically large number of copies, and the precision is strictly better than that attained by deterministic strategies, which include optimal preparation of probe states. The ultimate quantum metrology scaling limit is only reached with a large abstention rate. However, in that case we have shown that it is possible to obtain estimates with standard (deterministic) precision from the discarded events. In this sense, seeking ultra-sensitive measurements is a low-risk endeavour.

**METHODS**

**Notation.** Throughout this section we use the following notation. The $n$-qubit computational basis is denoted by $\{b\}_{b=0}^{2^n-1}$, where $b = b_1 b_2 \cdots b_n$ is a binary sequence, i.e., $b_i = 0, 1$ for $i = 1, 2, \ldots, n$. We denote by $|b|$ the sum
of the $n$ digits of $b$, i.e., $|b| := \sum_{j=1}^{n} b_j$. The digit-wise sum of $b$ and $b'$ modulo 2 will be simply denoted by $b+b'$, hence $|b+b'|$ can be understood as the Hamming distance between $b$ and $b'$, both viewed as binary vectors.

The permutations of $n$ objects, i.e., the elements of the symmetric group $S_n$, are denoted by $\pi$. We define the action of a permutation $\pi$ over a binary list $b$ as $\pi(b) := b_{\pi(1)}b_{\pi(2)} \cdots b_{\pi(n)}$. This induces a unitary representation of the symmetric group on the Hilbert space $H^{\otimes n}$ of the $n$ qubits through the definition $U_{\pi}[|b|] := |\pi(b)|$. The (fully) symmetric subspace of $H^{\otimes n}$, which we denote by $H^{\otimes n}_{\text{sym}}$, plays an important role below.

An orthonormal basis can be labelled $|\beta\rangle$, where $\beta = 0, 1, \ldots, n$:

$$|\beta\rangle = \left(\frac{n}{\beta}\right)^{-1/2} \sum_{b \in B_{\beta}} |b\rangle$$

where $B_{\beta} = \{b : |b| = \beta\}$. It is well-known that the symmetric subspace $H^{\otimes n}_{\text{sym}}$ carries the irreducible representation of spin $j = J := n/2$ of $SU(2)$. In this language, the magnetic number $m$ is related to $\beta$ by $m = n/2 - \beta$ (here we are mapping $\beta_i \rightarrow m_i = (-1)^{\beta_i}/2$ for qubit $i$).

In other words, we map $|\beta\rangle \rightarrow |n/2, n/2 - \beta\rangle$, where we stick to the standard notation $|j, m\rangle$ for the spin angular momentum eigenstates.

We will be concerned with evolution under unitary transformations $U_{\theta} := u_{\theta}^{\otimes n}$, where $u_{\theta} = \exp(i\theta |1\rangle \langle 1|)$. The operator $N$ such that $U_{\theta} = e^{i\theta N}$ will be referred to as number operator for obvious reasons: $N|b\rangle = |b| |b\rangle$. The effect of noise is taken care of by a CP map $\mathcal{D}$, so the actual evolution of an initial $n$-qubit state $\psi := |\psi\rangle \langle \psi|$ is $\psi \rightarrow \mathcal{D}(U_{\theta}\psi U_{\theta}^\dagger) = \rho_{\theta}$.

With this notation the fidelity and success probability in Eqs. (4) and (5) can be written as

$$\begin{align*}
F(S) &= \frac{1}{2} \left(1 + \frac{1}{S} \max_{\theta} \sum_{b, b'} \Omega_{b, b'} \rho_{b'} \delta_{|b'|, |b|+1}\right), \quad (28) \\
S &= \sum_{b, b'} \Omega_{b, b'} \rho_{b'} \delta_{|b'|, |b|}, \quad (29)
\end{align*}$$

where the Kronecker delta tensors result from the integration of $\theta$.

**Local dephasing: Hadamard channel.** In this paper we consider uncorrelated dephasing noise, which can be modeled by phase-flip errors that occur with probability $p_f$, i.e., at the single qubit level, the effect of the noise is $\rho \rightarrow (1-p_f)\rho + p_f \sigma_z \rho \sigma_z$, where $\sigma_z$ is the standard Pauli matrix $\sigma_z = \text{diag}(1, -1)$. For states of $n$ qubits, this, so called dephasing channel $\mathcal{D}$, is most easily characterized through its action on the operator basis $\{|b\rangle \langle b'|\}_{b, b'=1}^{2^n-1}$ as

$$\mathcal{D}(|b\rangle \langle b'|) = r^{|b+b'|} |b\rangle \langle b'|$$

where the parameter $r$ is related to the error probability $p_f$ through $r = 1 - 2p_f$. The effect of $\mathcal{D}$ on a general $n$-qubit state $\rho = \sum_{b, b'} \rho_{b, b'} |b\rangle \langle b'|$ can then be written as the Hadamard (or entrywise) product

$$\mathcal{D}(\rho) = \sum_{b, b'} r^{|b+b'|} \rho_{b, b'} |b\rangle \langle b'| := \mathcal{D} \circ \rho, \quad (31)$$

where $\mathcal{D} := \sum_{b, b'} r^{|b+b'|} |b\rangle \langle b'|$ and hereafter we understand that the sums over sequences run over all possible values of $b$ (and $b'$) unless otherwise specified. Note that Hadamard product is basis-dependent.

**Symmetric probes.** If the probe state is fully symmetric, i.e., $|\psi\rangle \in H^{\otimes n}_{\text{sym}}$, it can be written as $|\psi\rangle = \sum_{\beta} \psi_{\beta}|\beta\rangle$, where $|\beta\rangle$ is defined in (27) and the components are related to those in (4) by $c_m = \psi_{J-m}$ and can be taken to be positive with no loss of generality (any phase can be absorbed in the measurement operators). Then, $\rho = \mathcal{D}(\psi) = \mathcal{D} \circ \psi$ in (28) and (29) becomes

$$\rho = \sum_{\beta, \beta'} \frac{\psi_{\beta'}}{\langle \beta | \rho | \beta' \rangle} \sum_{b, b'} \sum_{b', b''} r^{|b+b'|} |b\rangle \langle b'|$$

Since $\rho$ is permutation invariant, $\Omega$ can be chosen to be so and we can easily write (28) and (29) in the spin basis. We just need the non-zero Clebsch-Gordan matrix elements $\langle j, m'|b\rangle \langle j, m|b\rangle$, where implicitly $m = J - \beta$, $m' = J - \beta'$. If we introduce the shorthand notation $\mathcal{D}_{m', m} := \langle j, m'|\mathcal{D}|j, m\rangle$, then using (35), we have

$$\mathcal{D}_{m', m} = \sum_{b \in B_{\beta}} \sum_{b' \in B_{\beta'}} r^{|b+b'|} \langle j, m'|b\rangle \langle b|j, m\rangle$$

$$= (1 - r^2)^{J-j} r^{m-m'} \sum_{k} [\Delta_{J}^{(j)}]_{m}^{m'} r^{2k}, \quad (33)$$

where

$$[\Delta_{J}^{(j)}]_{m}^{m'} := \frac{\sqrt{(j-m)!(J-m)!(j-m')!(j+m')!}}{(j-m-k)!(j+m-k)!(m-m'+k)!}$$

and the sums run over all integer values for which the factorials make sense. Recalling (5), a simple expression, involving just a sum over $k$ in (34), for $\rho^j_{m, m'} = p_f^{-1} \text{tr}(|j, m\rangle \langle j, m'| \otimes I_{j} \rho)$ follows by combining the above results. In short,

$$\rho^j_{m, m'} = \frac{1}{p_f} \sum_{m} \frac{c_m c_m}{(J-m)!} \mathcal{D}_{m', m}$$

where

$$p_f = \nu_j \sum_{m} \frac{c^2_m}{(J-m)!} \mathcal{D}_m$$

and the multiplicity is given by,

$$\nu_j = \left(\frac{n}{J-j}\right)^2 \frac{2j+1}{J+j+1}$$
and $a^j_m$ in (9) becomes

$$a^j_m = \frac{D^j_{m,m+1}}{\sqrt{\sum_m D^j_{m,m} D^j_{m+1,m+1}}}.$$ (38)

Relevant expressions for the multi-copy state. If the input state is of the form given in Eq. (17), the above expressions (35) and (36) become

$$
\rho^j_{m',m} = \frac{D^j_{m',m}}{\sum_m D^j_{m,m}} \text{ and } p_j = \nu_j 2^{-n} \sum_m D^j_{m,m}, \quad (39)
$$

where

$$
\sum_m D^j_{m,m} = (1 - r^2)^{j-j} \frac{(1 + r)^{2j+1} - (1 - r)^{2j+1}}{2r} \quad (40)
$$

The probability to find the state in the fully symmetric subspace ($j = J$) is important when assessing the success probability of the ultimate bounds. Since the multiplicity for the maximum spin $J$ is equal to one, it can be readily seen that $p_J$ scales as

$$p_J \sim e^{-n[\log 2 - \log(1+r)]}, \quad (41)
$$

The critical probability $s^*_j$ within a block can also be computed in the asymptotic limit $j \gg 1$ from Eq. (12)

$$s^*_j = \frac{\rho^j_{j,j}}{\langle \xi^j_j \rangle^2} \sim e^{-2j \log 1 + r} \quad (42)
$$

where $\xi^j_m$ is the gaussian ground state, with $\langle \xi^j_j \rangle^2 \sim \exp(-(1 - r^2)\sqrt{j/4r})$. For $m = m' = j$ equation (33) gives $D^j_{j,j} = (1 - r^2)^{j-j}$ which together with (39) and (40) gives $\rho^j_{j,j} \sim \exp(2j \log(r + 1))$. This scaling dominates over that of $\xi^j_m$, and hence determines the scaling of $s^*_j$. From here we obtain critical value for the overall success probability $S^* = p_J s^*_J \sim e^{-n \log 2}$.

Ultimate bound without in-block filtering. In the results section we discuss the possibility to prepare a probe state such that after the action of noise becomes an optimal state within the fully symmetric subspace $j = J$. Here we give what its critical success probability, which only entails computing $p_J$.

For this purpose we first recall that the optimal filtered state $\xi^j_m$, defined before Eq. (9), has to fulfil

$$
\xi^j_m = f^j_m c_m \sqrt{\frac{\nu_j D^j_{m,m}}{s_j p_J (j-n)}}. \quad (43)
$$

The probability of falling in the block of maximum spin $J$ for a given filtered state $\xi^j$ can be easily derived from (43) recalling that the probe state $\psi$ is normalized, and thus $\sum_m c^2_m = 1$. Solving (43) for $c^2_m/p_J$ and summing over $m$ we obtain

$$
\frac{1}{p_J} = \sum_{m=-J}^{J} \frac{(j-n)}{D^j_{m,m}} (\xi^j_m)^2. \quad (44)
$$

Now, for our strategy all $j$ but the maximum one, $j = J$, are filtered out, and no further filtering is required within the block $J$, i.e., we have $f^j_m = 1$, for all $2J + 1$ values of $m$. Then $s_J = 1$ and

$$
p_J = \left\{ \sum_{m=-J}^{J} \frac{(j-n)}{D^j_{m,m}} (\xi^j_m)^2 \right\}^{-1}. \quad (45)
$$

In the asymptotic limit the probability $p_J$ can be estimated by noticing that the optimal distribution $\langle \xi^j_m \rangle^2$ is much wider than $\langle j-m \rangle/D^j_{m,m}$ and can be replaced by $\langle \xi^j_j \rangle^2$. Around $m = 0$, we can use the asymptotic formulas

$$
D^j_{m,m} \sim (1 - r^2)^{J-J} \frac{(1 + r)^{2j+1} - (1 - r)^{2j+1}}{2r} e^{-r m^2 / j}, \quad (46)
$$

$$
\left( \frac{n}{J - m} \right) \sim \frac{2^{n}}{\sqrt{\pi J}} e^{-m^2 / J}. \quad (47)
$$

They can be derived using the Stirling approximation and saddle point techniques. Eq. (46) also requires the Euler-Maclaurin approximation to turn the sum over $k$ in (33) into an integral that can be evaluated using again the saddle point approximation. Retaining only exponential terms, $S^* = p_J \sim (1 + r)^n / 2^n = e^{-n \log 2 - \log(1+r)}$.

Performance metrics: Equivalence of worst-case and average fidelity, and point-wise vs. global approach. Here we give a simple proof that for the estimation problem at hand, the worst-case fidelity in Eq. (1) and the average fidelity

$$F_{av} := \int \frac{d\theta}{2\pi} \int d\hat{\theta} p(\hat{\theta}|\theta, \text{succ}) f(\theta, \hat{\theta}) \quad (48)$$

(the integration limits $-\pi$, $\pi$ are understood) take the same value, and so do the corresponding success probabilities. We recall that $f(\theta, \hat{\theta}) = [1 + \cos(\theta - \hat{\theta})]/2$ and $p(\hat{\theta}|\theta, \text{succ}) = \text{tr}(\rho_0 M^\theta_{\hat{\theta}})$, and note that we have assumed a flat prior probability for $\rho_0 = U_\theta U_\theta^\dagger$. Obviously, $F \leq F_{av}$. We just need to show that the opposite inequality also hold.

It is known that in order to maximize $F_{av}$ one can choose a covariant measurement, so that $M^\theta_{\hat{\theta}} = U^\theta_{\hat{\theta}} U^{\dagger}_{\hat{\theta}}$ for a given seed $\Omega$. Because of covariance, we note that for any phase $\theta'$ we have $\text{tr}(\rho_0 M^{\theta'}_{\theta'}) = \text{tr}(\rho_0 M^{\theta}_{\theta + \Delta \theta})$, where $\Delta \theta = \theta' - \theta$, thus $p(\hat{\theta}|\theta, \text{succ}) = p(\theta + \Delta \theta|\theta', \text{succ})$. Likewise, we have $f(\theta, \hat{\theta}) = f(\theta', \hat{\theta} + \Delta \theta)$. By shifting variables $\theta + \Delta \theta \to \theta$ in Eq. (48), the integrand becomes
independent of the variable $\theta$, which can be trivially integrated to give

$$F_{av} = \int d\theta' p(\theta', \text{succ}) f(\theta', \hat{\theta})$$

(49)

for any $\theta'$. It follows that

$$F_{av} = \inf_{\theta \in (-\pi, \pi]} \int d\theta p(\theta | \theta', \text{succ}) f(\theta, \hat{\theta}) \leq F,$$

(50)

where the last inequality states that the measurement that maximizes $F_{av}$ need not maximize the worst-case fidelity $F$. We conclude that $F = F_{av}$.

Proceeding along the same lines, we note that

$$S_{av} = \int \frac{d\theta}{2\pi} \int d\theta p(\theta | \theta', \text{succ}) = \int d\theta p(\theta | \theta', \text{succ})$$

(51)

for any $\theta'$. Hence $S_{av} = S$.

We point out here that most of the cited work dealing with quantum metrology, rather than the minimax approach used here, follows a pointwise approach that is aimed at improving the phase sensitivity around a rough estimate of $\theta$. This very powerful and general approach is based on the quantum Cramer-Rao bound [69], and one can often argue that the so-obtained sensitivity can be attained by a suitable two-step adaptive protocol. However, the working hypotheses and the Cramer-Rao bound entail some subtleties that are often ignored, which can lead to erroneous conclusions [55, 67], wrong bounds, or misleading accounting of resources, even in the asymptotic regime of many such resources (see for instance [68]). In the particular case of probabilistic metrology the direct application of the pointwise approach can lead to unphysical results, as pointed out in [69]. Here, we follow a global approach [20, 70, 71] where no a priori knowledge about the phase is assumed, so instead the phase $\theta$ takes random equidistributed values in the interval $(-\pi, \pi]$. Within this approach the allocation of resources is straight-forward and the results are valid both for asymptotically large and finite amount of resources.

**The continuum limit: Particle in a potential box.**

Proceeding as in [21, 22], one can easily derive from Eqs. (9) and (10) the following equation:

$$\langle \xi | H | \xi \rangle = \frac{1}{j^2} \int_{-1}^{1} dx \left\{ \left[ \frac{d\varphi(x)}{dx} \right]^2 + V^j(x) \varphi(x)^2 \right\},$$

(53)

where

$$V^j(x) = 2j^2(1 - a_j^2), \quad H^j := -d^2/dx^2 + V^j(x),$$

and we have dropped the boundary term $\varphi^2(-1) + \varphi^2(1)/j$ that stems from the second line in (52). Mini-}

imization of $\langle \xi | H | \xi \rangle$ require the vanishing of this term, and Eq. (13) readily follows. The formula

$$V^j(x) = j \frac{1 - r^2}{2r \sqrt{1 - (1 - r^2)x^2}}$$

(55)

form former equation becomes

$$\langle \xi | H | \xi \rangle = \frac{1}{j^2} \int_{-1}^{1} dx \left\{ \left[ \frac{d\varphi(x)}{dx} \right]^2 + V^j(x) \varphi(x)^2 \right\},$$

(53)

and we have dropped the boundary term $\varphi^2(-1) + \varphi^2(1)/j$ that stems from the second line in (52). Mini-}

imization of $\langle \xi | H | \xi \rangle$ require the vanishing of this term, and Eq. (13) readily follows. The formula

$$V^j(x) = j \frac{1 - r^2}{2r \sqrt{1 - (1 - r^2)x^2}}$$

(55)

and (also in Eq. (14) follows from the asymptotic expression of $a_j^2$, defined in [9]. Our starting point is Eq. (38) and (39). The sum over $k$ in the latter can be evaluated using the EulerMaclaurin formula and the saddle point approximation.

**Symmetric probe is optimal and no benefit in probe-ancilla entanglement.** We next show that permutation invariance enables us to choose with no loss of generality the probe state $|\psi\rangle$ from the symmetric subspace $H_{\otimes^n}$ and the seed $\Omega$ to be fully symmetric.

We first write Eqs. (28) and (29) in a more compact form. We define $\Delta$ as the non-trivial term of the fidelity through the relation $F(S) = (1 + S^{-1} \max_{\psi, \Omega} \Delta)/2$, where the maximization is performed also over the probe states since here we are concerned with the ultimate precision bound. We also introduce a slight modification of $D$ that includes the Kronecker tensor $D_l := \sum_{b,b'} r^{l+b'} |\theta_{b,l+b'}|^{4} b' \rangle \rangle$, $l = 0, 1$.

$$\Delta = \text{tr} \left[ |\psi \rangle \Omega D_l \right], \quad S = \text{tr} \left[ |\psi \rangle \Omega D_0 \right],$$

(56)

where we have used that $\text{tr} \left[ A(B \circ C) \right] = \text{tr} \left[ (C \circ A)B \right]$ if $B = B^t$. The result we wish to show follows from the invariance of the noise under permutations of the $n$ qubits, namely, from $U_{\pi}D_lU_{\pi}^t = D_l$, for any $\pi \in S_n$, which implies that the very same value of $\Delta$ and $S$ attained by some given measurement seed $\Omega$ and some initial state $\psi$, i.e., attained by $\psi \circ \Omega$, can also be attained by $U_{\pi} |\psi \rangle \Omega U_{\pi}^t$, and likewise by the average $\langle n \rangle^{-1} \sum_{\pi \in S_n} \text{tr} \left[ |\psi \rangle \Omega U_{\pi} \right] U_{\pi}^t$. The proof starts with yet a few more definitions: given a fully general probe state $|\psi\rangle$, we define the $n + 1$ normalized states $|\phi_{\beta}\rangle = \sum_{b \in B_{\beta}} |\psi_{b}/\psi_{\beta}\rangle b |b\rangle$, $\beta = 0, 1, \ldots, n$ where $\psi_{\beta} = \sum_{b \in B_{\beta}} |\psi_{b}|^2$, and write $|\psi\rangle = \sum_{\beta=0}^{n} |\phi_{\beta}\rangle \phi_{\beta}$. Additionally, we define

$$|\phi\rangle = \sum_{\beta=0}^{n} n^{1/2} |\phi_{\beta}\rangle, \quad \phi = |\phi\rangle \langle \phi|.$$

(57)
We obviously have \( \phi \circ \Omega \geq 0 \), as the Hadamard product of two positive operators is also a positive operator, and \( (n!)^{-1} \sum_{\pi \in S_n} U_{\pi} (\phi \circ \Omega) U_{\pi}^\dagger \geq 0 \), as this expression is a convex combination of positive operators. Similarly, the seed condition \( I - \Omega \geq 0 \) implies \( (n!)^{-1} \sum_{\pi \in S_n} U_{\pi} (I - \Omega) U_{\pi}^\dagger \geq 0 \). But

\[
\frac{1}{n!} \sum_{\pi \in S_n} U_{\pi} (\phi \circ I) U_{\pi}^\dagger = \frac{n}{n!} \left( \sum_{\pi \in S_n} U_{\pi} \phi_{\beta} U_{\pi}^\dagger \right) \circ I, \tag{58}
\]

since the diagonal entries of \( \phi \) and \( \phi_{\beta} \) transform among themselves under permutations. The right hand side can be written as

\[
\sum_{\beta = 0}^{n} \sum_{b \in B_{\beta}} \left( \sum_{n} \left| \psi_{\pi - (b)} \right|^2 \right) \langle b | b \rangle = \frac{n}{n!} \sum_{\beta = 0}^{n} (| b \rangle \langle b |), \tag{59}
\]

where we have used that, for any \( b \in B_{\beta} \), the set \( \{ (\pi - (b)) \}_{\pi \in S_n} \) contains exactly \( \beta! (n - \beta)! \) times each one of the elements of \( B_{\beta} \). It follows from Eqs. (58) and (59) that \( \Omega_{\text{sym}} := (n!)^{-1} \sum_{\pi \in S_n} U_{\pi} (\phi \circ I) U_{\pi}^\dagger \) satisfies \( 0 \leq \Omega_{\text{sym}} \leq I \) and is invariant under permutations of the \( n \) qubits. It is, therefore, a legitimate fully symmetric measurement seed. Moreover,

\[
\frac{1}{n!} \sum_{\pi \in S_n} U_{\pi} (\psi \circ I) U_{\pi}^\dagger = \sum_{\beta, \beta'} \left( \sum_{n} \left| \psi_{\pi - (b)} \right|^2 \right) \langle b | b \rangle \Omega_{\text{sym}}^{\beta} \Omega_{\text{sym}}^{\beta'}, \tag{60}
\]

where \( \Omega_{\beta} \) is the projector into the subspace with \( | b \rangle = \beta \), namely \( \Omega_{\beta} := \sum_{b \in B_{\beta}} | b \rangle \langle b | \). Thus, recalling the definition of \( | \beta \rangle \) in Eq. (27), the right-hand side of (60) can be readily written as

\[
\left( \sum_{\beta, \beta'} \psi_{\beta} \psi_{\beta'} | \beta \rangle \langle \beta' | \right) \circ \Omega_{\text{sym}} = \psi_{\text{sym}} \circ \Omega_{\text{sym}}, \tag{61}
\]

where \( \psi_{\text{sym}} := \sum_{n=0}^{n} \psi_{b} | \beta \rangle \in \mathcal{H}_{\text{sym}}^{\otimes n} \). It follows from these results and Eq. (56) that the very same fidelity and success probability attained by any pair \( (| \psi \rangle, \Omega) \) of probe state and measurement seed is also attained by the state \( | \psi_{\text{sym}} \rangle \in \mathcal{H}_{\text{sym}}^{\otimes n} \) and the fully symmetric seed \( \Omega_{\text{sym}} \). This completes the proof.

Now that we have learned that no boost in performance can be achieved by considering probe states more general than those in the symmetric subspace \( \mathcal{H}_{\text{sym}}^{\otimes n} \) (in the subspace of maximum spin \( j = J \)), we may wonder if entangling the probe with some ancillary system could enhance the precision. Here we show that this possibility can be immediately ruled out, thus extending the generality of our result. For this purpose we take the general probe-ancilla state \( | \Psi_{PA} \rangle = \sum_{b} \psi_{b} | b \rangle | \chi \rangle \), where \( | \chi \rangle \) are normalized states (not necessarily orthogonal) of the ancillary system. The action of the phase evolution and noise on the probe leads to a state of the form

\[
| \rho_{PA} \rangle = \sum_{b} \sum_{b'} r_{b|b'|} e^{i \theta_{b|b'|}} \psi_{b} \psi_{b'} | b \rangle \langle b' | \otimes | \chi \rangle \langle \chi |. \]

This state could as well be prepared without the need of an ancillary system by taking instead an initial probe state \( | \psi \rangle = \sum_{b} \psi_{b} | b \rangle \) and performing the trace-preserving completely positive map defined by \( | b \rangle \rightarrow | b \rangle | \chi \rangle \) before implementing the measurement. This map can, of course, be interpreted as part of the measurement. It would correspond to a particular Neumark dilation of some measurement performed on the probe system alone, and hence it is included in our analysis.

**Scaevenging at the ultimate precision limit.** The gentle measurement lemma [61] states that if measurement outcome occurs with a very high probability, e.g., an unfavorable event in some probabilistic protocol, which happens with probability \( S = \text{tr}[\hat{F}(\rho)] = 1 - \epsilon \), then, in that event, the measurement causes very little disturbance to the state namely \( \| \rho_{\rho} - \rho \|_1 \leq \sqrt{2 \epsilon} \), where \( \rho = \hat{F}(\rho)/S \).

Indeed, from [2], we find that the fidelity of the scavenged events, \( F(S) \), rapidly approaches that of the optimal deterministic machine \( F(S = 1) \):

\[
F(0) - F(S) = \max_{0 \leq \epsilon \leq 1} \text{tr}(W \rho_{\rho}) - \max_{0 \leq \epsilon \leq 1} \text{tr}(W \rho_{\rho}) \leq \min_{0 \leq \epsilon \leq 1} \text{tr}(W \rho_{\rho}) \leq 1 \leq \sqrt{2 \epsilon}, \tag{62}
\]

where \( W \) (likewise \( W \)) is shorthand for the matrix with entries \( W_{b,b'} = \Omega_{b,b'} \delta_{|b|,|b'|+1} \).

We recall that, as \( F(S) \) approaches the ultimate bound \( F_{\text{ult}} = 1 - (1 - r^2)/(4nr^2) \), the success probability \( S \) decreases exponentially. Eq. (62) thus shows that such likely failure is not ruinous since in that event one can still recover the deterministic bound, i.e., one has \( F(0) = 1 - (1 - r^2)/(4nr^2) \).
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