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ABSTRACT

Due to the high performance of multi-channel speech processing, we can use the outputs from a multi-channel model as teacher labels when training a single-channel model with knowledge distillation. To the contrary, it is also known that single-channel speech data can benefit multi-channel models by mixing it with multi-channel speech data during training or by using it for model pretraining. This paper focuses on speaker diarization and proposes to conduct the above bi-directional knowledge transfer alternately. We first introduce an end-to-end neural diarization model that can handle both single- and multi-channel inputs. Using this model, we alternately conduct i) knowledge distillation from a multi-channel model to a single-channel model and ii) finetuning from the distilled single-channel model to a multi-channel model. Experimental results on two-speaker data show that the proposed method mutually improved single- and multi-channel speaker diarization performances.

Index Terms— Speaker diarization, EEND, multi-channel, knowledge distillation, transfer learning, mutual learning

1. INTRODUCTION

Speech processing under noisy and reverberant environments or the existence of multiple speakers expands the practicality of speech applications. While single-channel solutions for such conditions are widely studied, multi-channel approaches have shown promising performance in various speech applications such as speech recognition [1, 2], speech separation [3, 4], speaker recognition [5], and speaker diarization [6, 7, 8]. Especially, multi-channel processing based on distributed microphones rather than microphone-array devices is attracting much attention for its high versatility [8, 9, 10, 11].

Since multi-channel speech processing is powerful, its outputs are sometimes used as teacher labels when training a single-channel model, which is known as knowledge distillation or teacher-student learning [12, 13]. On the other hand, it has been reported that single-channel data is still useful in training multi-channel models, e.g., single-channel pretraining [14, 15, 16] and simultaneous use of single- and multi-channel data [17, 8, 16]. This can be because the information captured by single- and multi-channel models are different. For example, when considering speech separation or speaker diarization, single-channel methods must rely on speaker characteristics, while multi-channel methods can use spatial information additionally (or even only). Another study demonstrated that incorporating spectral and spatial information boosts speech separation performance [18]. Let us consider a multi-channel model that can also handle single-channel inputs. Using single-channel data to train such a multi-channel model avoids falling into local minima that rely too heavily on spatial information and allow the model to benefit more from speaker characteristics [8]. Here a research question arises—does iterative knowledge distillation from multi-channel to single-channel model and finetuning from single-channel to multi-channel model improve the performance of both single and multi-channel speech processing?

Given that question as motivation, this paper proposes a mutual learning method of single- and multi-channel end-to-end neural diarization (EEND), illustrated in Fig. 1. We focus specifically on speaker diarization here, but the method can be applied to other speech processing tasks such as speech recognition and separation. We first introduce a co-attention-based multi-channel EEND model invariant to the number and geometry of microphones. The multi-channel model is designed to be identical to the conventional Transformer-based single-channel EEND given single-channel inputs. We conduct the following processes iteratively: i) distilling the knowledge from multi-channel EEND to single-channel EEND (Fig. 1 left) and ii) finetuning from the distilled single-channel EEND to multi-channel EEND (Fig. 1 right)1. We demonstrate that the proposed method mutually improves both single- and multi-channel speaker diarization performance.

2. RELATED WORK

2.1. Speaker diarization

Speaker diarization is a task to determine who is speaking when from input audio. It has long been conducted by clustering speaker em-
beddings extracted from speech segments [19], but recently end-to-end methods have attracted much attention, such as EEND [20, 8], target-speaker voice activity detection [7], and recurrent selective hearing networks [6]. One reason is that optimization is simple because everything is completed in one model. Since the one-model approach also makes it possible to apply knowledge transfer techniques such as knowledge distillation and finetuning to the entire network easily, this paper focuses on end-to-end methods, especially EEND.

2.2. Knowledge distillation in speech applications

Knowledge distillation or teacher-student learning is a scheme to train a student model to mimic a well-trained teacher model [12, 13]. It is widely used in speech applications such as speech recognition [21] and separation [22]. One typical use case is knowledge distillation between different network architectures: a large model to a small model [21, 23], a normal model to a binarized model [22], an ensemble of models to a single model [24], and a high-latency model to a streaming model [25].

The other type of knowledge distillation, which we focus on in this paper, is based on different inputs, while the network architectures are not necessarily different. In some studies on unsupervised domain adaptation of speech recognition [26] and speaker verification [27], a far-field model is trained with knowledge distillation by using a close-talk model as a teacher, both of which take single-channel signals as inputs. Another series of studies leverage multi-channel signals; a student model is trained so that the output when the noisy features are input is close to the output of the teacher model when the enhanced features are input [28, 29]. Here, the enhanced features are calculated from a multi-channel signal using beamforming and the input to the model is still single-channel; thus, it is not applicable to speaker diarization where there is more than one speaker to be enhanced. In the context of continuous speech separation [30], a student VarArray model [11] is trained to produce similar outputs to a teacher model with a fewer number of channels [31]. This paper, in contrast, tackles multi- to single-channel knowledge distillation with an end-to-end model rather than multi- to multi-channel knowledge distillation as in [31].

3. FORMULATION OF SINGLE-CHANNEL END-TO-END NEURAL DIARIZATION

To facilitate the explanation of the proposed method, in this section we first formulate single-channel EEND and Transformer encoders contained in it. For simplicity, we omit the bias parameters of each fully-connected layer from the formulation.

3.1. Overview

As a single-channel model, we used attractor-based EEND (EEND-EDA) [20], in which speaker-wise speech activities are calculated from speaker-wise attractors and frame-wise embeddings. Input T-length F-dimensional frame-wise acoustic features X ∈ R^{F×T} are first converted using a position-wise fully-connected layer parameterized by W_0 ∈ R^{D × F} and layer normalization as

\[ E(0) = \text{LayerNorm} (W_0 X) \in R^{D \times T}. \]

The resulting frame-wise embeddings are further converted using N-stacked Transformer encoders [32] without positional encodings. The transition in n-th encoder layer for 1 ≤ n ≤ N is denoted as

\[ E^{(n)} = \text{TransformerEncoder} \left( E^{(n-1)} \right) \in R^{D \times T}. \]

Then, S speakers’ speech activities Y are estimated based on inner products between the frame-wise embeddings from the last encoder E^{(N)} and speaker-wise attractors B as

\[ B = \text{EDA} (E^{(N)}) \in (-1, 1)^{D \times S}, \]

\[ Z = \left( B^T E^{(N)} \right) \in R^{S \times T}, \]

\[ Y = \sigma (Z) \in (0, 1)^{S \times T} \]

where EDA is an encoder-decoder-based attractor calculation module, (·)^T denotes matrix transpose, and \( \sigma (\cdot) \) is an element-wise sigmoid operation. Note that the inner products Z between the embeddings and attractors become logits of the speech activities Y.

The speech activities are optimized to minimize the permutation-free loss, which is defined as

\[ \mathcal{L}_{\text{BCE}} (\Theta \mid X, \tilde{Y}) = \frac{1}{TS} \min_P \mathcal{BCE} \left( \tilde{Y}, PY^\top \right) \]

where P ∈ \{0, 1\}^{S \times S} denotes a S × S permutation matrix, \( \tilde{Y} \in \{0, 1\}^{S \times T} \) is the groundtruth speech activities, and \( \mathcal{BCE} (\cdot, \cdot) \) is the summation of the element-wise binary cross entropy. \( \Theta \) is a set of parameters of the network.

3.2. Detailed formulation of Transformer encoder

Given an input embedding sequence E_{in} ∈ R^{D \times T}, each Transformer encoder layer in (2) converts it into E_{out} ∈ R^{D \times T} as follows:

\[ E' = \text{LayerNorm} \left( E_{in} + \text{MA} (E_{in}, E_{in}) ; \Phi \right) \in R^{D \times T}, \]

\[ E_{out} = \text{LayerNorm} \left( E' + \text{FFN} \left( E'; \Psi \right) \right), \]

where \( \Phi \) and \( \Psi \) are sets of parameters, and MA and FFN denote multi-head scaled dot-product attention and a feed-forward network that consists of two fully-connected layers, respectively. Note that we omit the layer index \( (n) \) for simplicity. The processes above are
The multi-head scaled dot-product attention MA is calculated from query \( Q \in \mathbb{R}^{d_k \times T} \), key \( K \in \mathbb{R}^{d_k \times T} \), and value \( V \in \mathbb{R}^{d_v \times T} \) as follows:

\[
MA(Q, K, V; \Phi) = W_O \begin{bmatrix} \operatorname{softmax} (Q^{(1)T} A^{(1)T}) \\ \vdots \\ \operatorname{softmax} (Q^{(h)T} A^{(h)T}) \end{bmatrix} \in \mathbb{R}^{d_v \times T},
\]

(9)

\[
A^{(i)} = \operatorname{softmax} \left( \frac{Q^{(i)T} V^{(i)}}{\sqrt{d_k/h}} \right) \in (0, 1)^{T \times T},
\]

(10)

\[
Q^{(i)} = W_Q^{(i)} Q \in \mathbb{R}^{d_k \times T},
\]

(11)

\[
K^{(i)} = W_K^{(i)} K \in \mathbb{R}^{d_k \times T},
\]

(12)

\[
V^{(i)} = W_V^{(i)} V \in \mathbb{R}^{d_v \times T},
\]

(13)

where \( h \) is the number of heads, each of which is indexed by \( i \).

The multi-head co-attention is defined as \( \Phi := \{ W_O \} \cup \bigcup_{1 \leq i \leq h} \{ W_Q^{(i)}, W_K^{(i)}, W_V^{(i)} \} \). (14)

### 4. PROPOSED METHOD

This study aims to improve both single- and multi-channel diarization by alternating between knowledge distillation from a multi-channel model to a single-channel model and finetuning from a single-channel model to a multi-channel model (Fig. 1). To achieve this, we first introduce the EEND model that can handle both multi-channel and single-channel inputs with exactly the same sets of parameters \( \Phi \) and \( \Psi \) in Sec. 4.1. Then, we describe a mutual learning method of single- and multi-channel models in Sec. 4.2.

#### 4.1. Multi-channel EEND

For multi-channel diarization, we used a co-attention-based extension of EEND, which was originally proposed in [8]. In this paper, we used the simplified version of the encoder proposed in [8], which has the same number of parameters as the Transformer encoder introduced in Sec. 3.2.

Given frame-wise acoustic features for each of \( C \) channels \( X := [X_1, \ldots, X_C] \in \mathbb{R}^{F \times T \times C} \), each is first converted using (1) to obtain frame-wise embeddings for each channel independently \( E^{(0)}_1, \ldots, E^{(0)}_C \). Then, the resulting tensor is processed using \( N \)-stacked co-attention encoder. The \( n \)-th encoder layer converts \( E^{(n-1)} \in \mathbb{R}^{D \times T \times C} \) to a tensor of the same shape \( E^{(n)} \in \mathbb{R}^{D \times T \times C} \) as follows:

\[
E^{(n)} = \operatorname{CoAttentionEncoder} (E^{(n-1)}).
\]

(15)

The output from the last encoder \( E^{(N)} := [E^{(N)}_1, \ldots, E^{(N)}_C] \) is averaged across channels as

\[
E^{(N)} = \frac{1}{C} \sum_{c=1}^{C} E^{(N)}_c,
\]

(16)

and it is used for calculation of speech activities with (3)–(5).

The co-attention encoder layer in (15) was illustrated in Fig. 2(b). It has the same set of parameters to a Transformer encoder and converts input \( E_{in} = [E^{(in)}_{m,c}]_{c=1}^{C} \in \mathbb{R}^{D \times T \times C} \) into \( E_{out} = [E^{(out)}_{m,c}]_{c=1}^{C} \in \mathbb{R}^{D \times T \times C} \) as

\[
E'_{in} = \text{LayerNorm} (E_{in,c} + \text{MCA} (E_{in}, E_{in}; \Phi)) \in \mathbb{R}^{D \times T \times C},
\]

(17)

\[
E'_{out} = \text{LayerNorm} (\Phi' + \text{FFN} (\Psi')) \in \mathbb{R}^{D \times T \times C}.
\]

(18)

Here, MCA is the multi-head scaled dot-product co-attention. Given multi-channel query \( Q = [Q^{(c)}]_{c=1}^{C} \in \mathbb{R}^{d_k \times T \times C} \), key \( K = [K^{(c)}]_{c=1}^{C} \in \mathbb{R}^{d_k \times T \times C} \), and value \( V = [V^{(c)}]_{c=1}^{C} \in \mathbb{R}^{d_k \times T \times C} \), multi-head co-attention is defined as

\[
\text{MCA} (Q, K, V_c; \Phi) = W_O \begin{bmatrix} V^{(1)T} \Phi_c & \ldots & V^{(C)T} \Phi_c \\ \vdots & & \vdots \\ V^{(1)T} \Phi_c & \ldots & V^{(C)T} \Phi_c \end{bmatrix} \in \mathbb{R}^{d_v \times T},
\]

(19)

\[
A^{(i)} = \operatorname{softmax} \left( \frac{[Q^{(1)T}, \ldots, Q^{(C)T}]}{\sqrt{CD/h}} \right) \in (0, 1)^{T \times T},
\]

(20)

\[
Q^{(i)} \in \mathbb{R}^{d_k \times T}, K^{(i)} \in \mathbb{R}^{d_k \times T}, \text{and } V^{(i)} \in \mathbb{R}^{d_v \times T} \] are calculated from \( Q_c, K_c, \) and \( V_c \) using (11), (12), and (13), respectively. Note that we also omitted the layer index \( n \) from (17)–(20).

In multi-channel EEND, only the attention calculation in (20) is the inter-channel process, while the other processes are channel-independent. Also, there are no trainable channel-dependent parameters for the attention calculation in (20), and the parameters for the channel-independent processes are shared among channels. Therefore, multi-channel EEND is independent of the number and geometry of microphones. Note that when the number of channels is one, the multi-head scaled dot-product co-attention in (19) is identical to the multi-head scaled dot-product attention in (9), i.e., the co-attention encoder is identical to Transformer encoder. Moreover, both encoders have the same set of parameters \( \Phi \) and \( \Psi \); thus, even if the model is trained as a single-channel model using Transformer encoders, it can handle multi-channel inputs by considering the attention mechanism as a co-attention in (19)–(20).

#### 4.2. Mutual learning of single- and multi-channel EEND

In the proposed mutual learning method, given an initial multi-channel model parameterized by \( \Theta^{(0)}_{\text{multi}} \), knowledge transfer from multi- to single-channel model and from single- to multi-channel model are iteratively conducted. More specifically, in the \( r \)-th round of mutual learning, the following two steps are carried out:

1. Train \( \Theta^{(r)}_{\text{single}} \) from scratch on \( \mathcal{L}_{\text{KD}} (\Theta \mid X, \Theta^{(r-1)}_{\text{multi}}) \).

2. Train \( \Theta^{(r)}_{\text{multi}} \) initialized with \( \Theta^{(r)}_{\text{single}} \) on \( \mathcal{L}_{\text{BCD}} (\Theta \mid X, \hat{Y}) \).

We detail two steps above in Sec. 4.2.1 and 4.2.2, respectively.

#### 4.2.1. Transfer knowledge from multi- to single-channel EEND

To transfer the knowledge from multi-channel EEND to single-channel EEND, we use a knowledge distillation between network outputs (Fig. 1 left). According to the observation in [33], the mean squared error between logits is used as a loss to be minimized instead of Kullback-Leibler divergence. Given \( C \)-channel frame-wise acoustic features \( X := [X^{(c)}]_{c=1}^{C} \), we calculate the logits of frame- and speaker-wise speech activities \( Z^{(c)}_{\text{multi}} \in \mathbb{R}^{S \times T} \) by using the teacher multi-channel model parameterized by \( \Theta^{(1)}_{\text{multi}} \) with (1), (15), (16), (3), and (4). We also calculate single-channel results \( Z^{(c)}_{\text{single}} \in \mathbb{R}^{S \times T} \) from randomly selected one of the \( C \) channels by...
using the student single-channel model with (1)–(4). To optimize the student model’s parameters $\Theta$, here also as in (6), we introduce the following permutation-free knowledge distillation loss to be minimized:
\[
L_{\text{KD}} \left( \Theta \right| X, \Theta_{\text{multi}}^{(r-1)} \right) = \frac{1}{TS} \min_{P} \|Z_{\text{multi}} - PZ_{\text{single}}\|_F^2, \quad (21)
\]
where $\|\cdot\|_F$ denotes the Frobenius norm of a matrix and $P \in \{0, 1\}^{S \times S}$ denotes a permutation matrix. We denote the obtained set of parameters of the student model by $\Theta_{\text{single}}^{(r)}$.

While some studies have investigated the weighted sum of hard-label-based loss $L_{\text{BCE}}$ in (6) and knowledge-distillation-based loss $L_{\text{KD}}$ in (21), we simply used $L_{\text{KD}}$ instead of $L_{\text{BCE}}$.

### 4.2.2. Knowledge transfer from single- to multi-channel EEND

As described in Sec. 4.1, single- and multi-channel models have the same network parameters. Therefore, even when a model is trained only on single-channel data, it can handle multi-channel inputs by using co-attention instead of self-attention. Thus, to transfer the knowledge from a single- to multi-channel model, we simply fine-tune the single-channel model to a multi-channel model. We initialize the network parameters with $\Theta_{\text{single}}^{(r)}$ obtained in Sec. 4.2.1 and finetune the model using the loss $L_{\text{BCE}}$ in (6) with multi-channel data. The resulted set of parameters of the model is denoted as $\Theta_{\text{multi}}^{(r)}$.

### 5. EXPERIMENTS

#### 5.1. Datasets

To prove the efficiency of the proposed method, we used the simulated two-speaker conversational datasets: SRE+SWBD-train for training and SRE+SWBD-eval for evaluation [8], shown in Table 1(a). The simulated conversations were created from single-speaker utterances extracted from 2004–2008 NIST Speaker Recognition Evaluation (SRE) and Switchboard corpora (Switchboard-2 and Switchboard Cellular) (SWBD), noise from MUSAN corpus [34], and simulated room impulse responses. For the detailed simulation protocol, refer to [8]. While both datasets originally contain 10-channel recordings, we only used one- or four-channel subsets of SRE+SWBD-eval for the evaluation in this paper.

With domain adaptation on real datasets, we show that models trained on the simulated dataset using the proposed method are also good pretrained models. As the single-channel datasets, we used the two-speaker subset of CALLHOME (CH-2spk) and the dialog part of the corpus of spontaneous Japanese (CSJ) [35] following [20], as shown in Table 1(b). CH-2spk was split into two subsets (Part 1 & 2) according to the Kaldi CALLHOME diarization recipe. CH-2spk Part 1 was used as the adaptation set and CH-2spk Part 2 and CSJ were used as the evaluation sets. We regard CH-2spk Part 2 as an in-domain dataset and CSJ as an out-of-domain dataset.

As the multi-channel datasets, we used CSJ-train, CSJ-eval, and CSJ-dialog\(^1\) [8], each of which is shown in Table 1(c). These are re-recorded datasets in which each speaker’s utterances were played via loudspeakers placed in a meeting room and recorded with distributed smartphone devices. CSJ-train was used as the adaptation set and CSJ-eval and CSJ-dialog were used as the evaluation sets. Since CSJ-train and CSJ-eval are simulated conversations created using single-speaker recordings while CSJ-dialog is actual conversations, we regard CSJ-eval as an in-domain dataset and CSJ-dialog as an out-of-domain dataset. Note that the original CSJ-eval and CSJ-dialog have nine channels, but we only used four-channel subsets for our experiments.

We conducted our experiments using two-speaker datasets because this paper is aiming at proving the effectiveness of the proposed mutual learning method, but we note that EEND-EDA can handle the case where the number of speakers is unknown.

#### 5.2. Settings

The inputs to single- and multi-channel models are 345-dimensional features extracted every 100 ms for each channel, which are prepared with the following procedure:

1. Extract 23-dimensional log-mel filterbanks for each 10 ms,
2. Apply frame splicing (±7 frames) for them, resulting in 345 dimensions,
3. Subsample them by a factor of 10.

We used a four-layer encoder (i.e., $N = 4$ in Sec. 3.1) for each EEND model with the dimensionality of intermediate embeddings $D = 256$, and the number of heads in each encoder $h = 4$. The baseline single- and multi-channel EENDs were trained from scratch using SRE+SWBD-train. During training, one or four of ten channels were randomly selected and fed to the models, respectively. Each model was optimized for 500 epochs with Adam [36] with the Noam scheduler [32] with warm-up steps of 100,000. For the training of the baseline multi-channel EEND, we used the channel dropout technique [8].

### Table 1: Two-speaker conversational datasets.

For the knowledge distillation from multi-channel to single-channel models, four channels of SRE+SWBD-train out of ten were selected and fed to the multi-channel model to obtain $Z_{\text{multi}}$ in (21), and one of the four channels was input to the single-channel model to obtain $Z_{\text{single}}$ in (21). The same training strategy used to train the

| Dataset            | #Channels | #Sessions | Average duration | Overlap ratio |
|--------------------|-----------|-----------|------------------|---------------|
| SRE+SWBD-train     | 10        | 20,000    | 88.7 s           | 34.1 %        |
| SRE+SWBD-eval      | 1 / 4     | 500       | 88.1 s           | 34.6 %        |
| CSJ-train          | 9         | 100       | 113.5 s          | 11.0 %        |
| CSJ-eval           | 4         | 100       | 102.2 s          | 9.6 %         |
| CSJ-dialog         | 4         | 58        | 755.2 s          | 17.3 %        |

\(^1\)CSJ in Table 1(b) and CSJ-dialog in Table 1(c) share the data source but the numbers of sessions are slightly different. This is because four of 58 sessions were eliminated in the single-channel CSJ following the conventional study [20].

\[^2\]https://github.com/kaldi-asr/kaldi/tree/master/egs/callhome_diarization/v2

\[^3\]CSJ in Table 1(b) and CSJ-dialog in Table 1(c) share the data source but the numbers of sessions are slightly different. This is because four of 58 sessions were eliminated in the single-channel CSJ following the conventional study [20].
Table 2: DERs (%) improvement on SWE+SWBD-eval with the proposed method. The values in gray indicate the mismatched condition in the number of channels. The values in the parentheses are with median filtering.

| Method                                      | DER_{1ch} | DER_{4ch} |
|---------------------------------------------|-----------|-----------|
| ① Baseline 4-ch model                       | 5.79 (4.96) | 2.32 (1.98) |
| ② Baseline 1-ch model                       | 4.11 (3.91) | 4.90 (4.44) |
| ③ Finetune ② using 4-ch data               | 12.76 (11.16) | 2.67 (2.49) |
| ④ Knowledge distillation from ①            | 3.34 (3.17) | 4.04 (4.40) |
| ⑤ Finetune ⑤ using 4-ch data               | 12.11 (9.83) | 2.17 (2.02) |
| ⑥ Knowledge distillation from ⑤            | 3.08 (2.94) | 3.57 (3.25) |
| ⑦ Finetune ⑦ using 4-ch data               | 10.83 (8.73) | 2.08 (1.94) |

Baseline models was used for knowledge distillation. Note that the single-channel model here was trained from scratch.

For the finetuning of the single-channel model using multi-channel data, four of ten channels of SRE+SWBD-train were randomly selected at each iteration and fed to the model. The model was finetuned for another 100 epochs with Adam using the Noam scheduler with 20,000 warm-up steps.

For the adaptation on the real-recorded datasets, we used CH-2spk Part 1 to fine-tune for single-channel evaluation or CSJ-train for multi-channel evaluation, respectively. Adam optimizer with a fixed learning rate of $1 \times 10^{-5}$ was used for 100 epochs of adaptation.

We report diarization error rates (DERs) with 0.25 s collar tolerance. Note that speaker overlaps are included in the evaluation. While conventional studies generally apply a median filter as post-processing, in order to clarify the extent to which frame-level accuracy has been improved, this paper discusses the results without median filtering. For reference, the results with 11-frame median filtering are also shown in parentheses in each table.

5.3. Results
5.3.1. Results on the simulated dataset
Table 2 shows the DER improvement using the proposed mutual learning on SWE+SWBD-eval data. The DERs under mismatched conditions, i.e., single-channel (four-channel) results using the model trained on the four-channel (single-channel) data, are written in gray. For clarification, we denote the DERs evaluated using single-channel SWE+SWBD-eval as DER_{1ch}, and those evaluated using four-channel data as DER_{4ch}.

The first and the second rows show the DERs of the baseline single-channel and four-channel models, respectively. It is clearly observed that the models can still decode data of mismatched conditions, but the resulting DERs are worse than those of matched conditions. Finetuning of the baseline single-channel model on four-channel data improved the DER_{4ch} from 4.11% to 2.67% as in the third row, but it did not reach the DER_{4ch} of the baseline four-channel model (2.32%). These results indicate that single-channel pretraining does not always improve the performance of the multi-channel model. We decided to use the baseline four-channel model ① as the initial model of mutual learning.

When we trained a single-channel model with the baseline four-channel model as a teacher using knowledge distillation, the DER_{1ch} was improved from 4.11% to 3.34% as in the fourth row. Finetuning the model ③ with four-channel data resulted in the DER_{4ch} of 2.17%, outperforming the baseline four-channel model ①. This bidirectional improvement between single- and multi-channel models has proven the effectiveness of the proposed mutual learning.

We then ran another round of mutual learning starting from the model ⑤. Since the improvement of DER_{4ch} from ① to ⑤ was 0.15 (≈ 2.32 − 2.17) percentage points, the improvement of DER_{1ch} between their distilled models was larger: 0.26 (≈ 3.34 − 3.08). Finetuning the distilled model ⑥ with four-channel data led to a further improvement in DER_{4ch}, which was 2.08% as in the seventh row.

5.3.2. Results on the real datasets
We then evaluated each single-channel model, i.e., ①, ②, ④, and ⑥ in Table 2, with the adaptation on CH-2spk Part 1. The DERs on the CH-2spk Part 2 and CSJ datasets are shown in Table 3. It is clearly observed that pretraining using the proposed mutual learning method also improved the performance on the real datasets, regardless of in-domain or out-of-domain.

Each multi-channel model, i.e., ①, ③, ⑤, and ⑦ in Table 2, was also adapted using CSJ-train. The results on CSJ-eval and CSJ-dialog using those adapted models are shown in Table 4. For CSJ-eval, the pretrained models trained using the proposed method, i.e., ③, ⑤, and ⑦, helped to improve the DERs gradually with the best DER of 1.08%, which also outperformed the model based on ①. In the case of CSJ-dialog, the DERs were also reduced with respect to the pretrained model finetuned from the single-channel model, i.e., ①, ③, ⑤, and ⑦. However, the most accurate model was based on ① in terms of CSJ-dialog. Since CSJ-dialog is the out-of-domain dataset, it is more advantageous to rely on spatial information. That is why the model based on ① performed best on CSJ-dialog because ① was trained using multi-channel data from the beginning and is considered to be highly dependent on spatial information.

6. CONCLUSION
In this paper, we proposed a mutual learning strategy of single- and multi-channel models. With the model that can treat both single- and multi-channel inputs, we alternately execute 1) knowledge distillation from a multi-channel model to a single-channel model and 2) finetuning from the distilled single-channel model to a multi-channel model. Experimental results showed that the proposed method gradually improved DERs on the single- and multi-channel conditions. Future work will apply this method to other speech processing tasks such as speech separation and recognition.
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