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A theory of Kondo lattices is developed for the t-J model on a square lattice. The spin susceptibility is described in a form consistent with a physical picture of Kondo lattices: Local spin fluctuations at different sites interact with each other by a bare intersite exchange interaction, which is mainly composed of two terms such as the superexchange interaction, which arises from the virtual exchange of spin-channel pair excitations of electrons across the Mott-Hubbard gap, and an exchange interaction arising from that of Gutzwiller’s quasi-particles. The bare exchange interaction is enhanced by intersite spin fluctuations developed because of itself. The enhanced exchange interaction is responsible for the development of superconducting fluctuations as well as the Cooper pairing between Gutzwiller’s quasi-particles. On the basis of the microscopic theory, we develop a phenomenological theory of low-temperature superconductivity and pseudo-gaps in the under-doped region as well as high-temperature superconductivity in the optimal-doped region. Anisotropic pseudo-gaps open mainly because of $d^γ$-wave superconducting low-energy fluctuations: Quasi-particle spectra around $(\pm \pi/a, 0)$ and $(0, \pm \pi/a)$, with $a$ the lattice constant, or $X$ points at the chemical potential are swept away by strong inelastic scatterings, and quasi-particles are well defined only around $(\pm \pi/2a, \pm \pi/2a)$ on the Fermi surface or line. As temperatures decrease in the vicinity of superconducting critical temperatures, pseudo-gaps become smaller and the well-defined region is extending toward $X$ points. The condensation of $d^γ$-wave Cooper pairs eventually occurs at low enough temperatures when the pair breaking by inelastic scatterings becomes small enough.

PACS numbers: 74.20.-z, 71.10.-w, 75.10.Lp

I. INTRODUCTION

It is an important issue to elucidate the mechanism of high-temperature (high-$T_c$) superconductivity occurring on CuO$_2$ planes. Cooper pairs can be bound by an exchange interaction. According to an early theory, one of the most possible mechanisms is the condensation of $d^γ$-wave Cooper pairs bound by the superexchange interaction. Because the on-site Hubbard repulsion is strong in high-$T_c$ cuprate oxides, theoretical critical temperatures $T_c$ for conventional Bardeen-Cooper-Schrieffer (BCS) superconductivity or the condensation of isotropic $s$-wave Cooper pairs must be very low. As long as the superexchange interaction is antiferromagnetic and it works mainly between nearest neighbors, theoretical $T_c$’s for the $d^γ$-wave are much higher than those for other waves. Many experiments imply that the condensation of $d^γ$-wave Cooper pairs occurs in the cuprate oxides.

The hole doping for which observed $T_c$’s show a maximum is called an optimal doping; dopings are classified into over- and under-doped ones according to whether they are less or more than the optimal one. Both of normal and superconducting states in the optimal- and over-doped regions can be explained within the theoretical framework of the early theory. However, superconductivity in the under-doped region significantly deviates from the prediction of the early theory. Observed $T_c$’s decrease with decreasing hole dopings, although theoretical $T_c$’s never decrease. Superconducting gaps $\epsilon_G(0)$ at $T = 0$ K keep increasing with decreasing hole dopings. Experimental ratios of $\epsilon_G(0)/k_BT_c$ are much larger than 4.28 given by the early theory.

Normal states above $T_c$ are anomalous in the under-doped region; many experiments imply or show the opening of pseudo-gaps in quasi-particle spectra. For example, the longitudinal nuclear magnetic relaxation (NMR) rate $1/T_1$ becomes smaller as temperatures $T$ are lowered. According to angle resolved photoemission spectroscopy (ARPES), quasi-particle spectra at the chemical potential are swept away around $(\pm \pi/a, 0)$ and $(0, \pm \pi/a)$, with $a$ the lattice constant. Scanning tunneling spectroscopy (STS) directly shows the opening of pseudo-gaps. Pseudo-gaps start to open around the so called mean-field critical temperature defined by $T_{c0} \approx \epsilon_G(0)/4k_BT$, which is much higher than $T_c$ in the under-doped region. The anisotropy of pseudo-gaps deduced from ARPES is similar to that of $d^γ$-wave superconducting gaps. One may argue that the opening of pseudo-gaps must be a precursor of that of superconducting gaps. On the other hand, the development of pseudo-gaps with decreasing $T$ is not monotonic in several STS data. The magnitude of pseudo-gaps shows a maximum at a temperature between $T_c$ and $T_{c0}$ and it decreases with decreasing $T$ below the temperature. One may also argue that pseudo-gaps must be suppressed by superconductivity. It is one of the most important issues to clarify how or whether the opening of pseudo-gaps above $T_c$ is related with that of superconducting gaps below $T_c$.

The cuprate oxides with no hole dopings are Mott-Hubbard’s insulators. Even if holes are doped, they must lie in the strong-coupling regime defined by $U/W \gtrsim 1$, with $U$ the Hubbard repulsion and $W$ the bandwidth. The Hartree-Fock approximation, the random-phase ap-
proportionality (RPA) and their more or less improved theories such as the self-consistent renormalization (SCR) theory starting from RPA, the fluctuation exchange (FLEX) approximation starting from RPA and so on are never any relevant approximations for the cuprate oxides; they are relevant only for weakly correlated electron liquids in the weak-coupling regime defined by \( U/W \ll 1 \).

Hubbard’s and Gutzwiller’s are within the single-site approximation (SSA) and are relevant for \( U/W \geq 1 \). When we combine both of them, we can argue that the density of states must be of a three-peak structure, Gutzwiller’s quasi-particle band at the chemical potential between the lower and upper Hubbard bands. This speculation was confirmed in another SSA theory which is nothing but Gutzwiller’s band, which is at the top of the lower Hubbard band when the electron density is less than half-filling. Gutzwiller’s band is responsible for metallic behavior, and the Mott-Hubbard splitting occurs in both metallic and insulating phases.

The validity of the SSA theories, Hubbard’s and Gutzwiller’s, implies that local fluctuations are responsible for the three-peak structure. Local fluctuations are rigorously considered in one of the best SSA’s that include all the single-site terms. Such an SSA is reduced to determining and solving self-consistently the Anderson model which is one of the simplest effective Hamiltonians for the Kondo problem. The Kondo problem has already been solved, so that the ground states is a singlet. Local fluctuations are responsible for metallic behavior, and the Mott-Hubbard splitting occurs in both metallic and insulating phases.

A perturbative treatment of exchange interactions including the above two ones starting from an unperturbed state constructed in the SSA is nothing but a theory of Kondo lattices. Because the SSA is rigorous for Landau’s normal Fermi liquids in infinite dimensions, it can also be formulated as a 1/d expansion theory, with d the spatial dimensionality. The theory has already been applied to various phenomena occurring in strongly correlated electron liquids, not only high-\( T_c \) superconductivity but also itinerant-electron ferromagnetism, the Curie-Weiss law of itinerant-electron magnets, field-induced ferromagnetism or metamagnetism, itinerant-electron antiferromagnetism and so on. The early theory of high-\( T_c \) superconductivity is also within a first approximate framework of the theory of Kondo lattices. Because of anomalous properties of the under-doped region, not a few people speculate that a novel mechanism must be responsible for high-\( T_c \) superconductivity. On the other hand, we confirmed in solving the Kondo problem that adiabatic or analytical continuity is one of the important concepts in physics.

It is, of course, one of the basic assumptions of Landau’s Fermi-liquid theory. The theory of Kondo lattices also relies on this concept. There is no phase transition or any symmetry change between high-\( T_c \) superconductivity in the optimal-doped region and low-\( T_c \) superconductivity in the under-doped region. Then, analytical continuity tells us that the theory of Kondo lattices, which can explain superconductivity in the over- and optimal-doped regions, must apply to low-\( T_c \) superconductivity in the under-doped region. One of the purposes of this paper is to apply the theory of Kondo lattices to low-\( T_c \) superconductivity and pseudo-gaps in the under-doped region.

This paper is organized as follows: In Sec. III a theory of Kondo lattices is developed for the \( t-J \) model. On the basis of the microscopic theory developed in Sec. III a phenomenological theory of low-\( T_c \) superconductivity and pseudo-gaps is developed in Sec. II where several parameters are phenomenologically determined instead of completing self-consistent procedures involved in the microscopic theory. Discussions are given in Sec. III. Conclusions are given in Sec. IV.

**II. THEORY OF KONDO LATTICES**

We consider the \( t-J \) model on a square lattice:

\[
\mathcal{H} = -\sum_{ij\sigma} t_{ij} a_{i\sigma}^\dagger a_{j\sigma} - \frac{J}{2} \sum_{\langle ij \rangle} (s_i \cdot s_j) + U \sum_{\langle i \rangle} a_{i\uparrow}^\dagger a_{i\uparrow} a_{i\downarrow}^\dagger a_{i\downarrow},
\]

with \( s_i = \frac{1}{2} \sum_{\alpha\beta} (\sigma^\alpha_{i\beta}, \sigma^\beta_{i\alpha}) a_{i\alpha}^\dagger a_{i\beta}, \) with \( \sigma_x, \sigma_y \) and \( \sigma_z \) the Pauli matrices, and the summation over \( \langle ij \rangle \) restricted to nearest neighbors. Here, notations are conventional. The second term is the superexchange interaction.
Because we are interested in the cuprate oxides, we assume that $J \simeq -(0.10 \text{-} 0.15) \text{eV}$ and the transfer integral between nearest-neighbors is $t_{i j} \simeq (0.4 \text{-} 0.5) \text{eV}$:

$$J/|t_{i j}| \simeq -(0.2 \text{-} 0.3). \quad (2.2)$$

The third term is introduced to exclude any doubly occupied sites, so that $U_{\infty}/|t_{i j}| \rightarrow +\infty$. Because no phase transition is possible at nonzero temperatures in two dimensions, we assume that weak three dimensionality exists but the reduction of $T_c$ due to it is small.

When Landau’s normal Fermi liquid is considered, the single-particle self-energy is divided into single-site and multi-site terms: $\Sigma_{\sigma}(i\varepsilon_n, \mathbf{k}) = \Sigma_{\sigma}(i\varepsilon_n) + \Delta \Sigma_{\sigma}(i\varepsilon_n, \mathbf{k})$. The single-site term $\Sigma_{\sigma}(i\varepsilon_n)$ is identical to the self-energy for a mapped Anderson model, which should be self-consistently determined and solved[28] The multi-site term is divided into two terms:

$$\Delta \Sigma_{\sigma}(i\varepsilon_n, \mathbf{k}) = \Delta \Sigma_{\sigma}(\mathbf{k}) + \Delta \Sigma'_{\sigma}(i\varepsilon_n, \mathbf{k}), \quad (2.3)$$

where the first term is independent of energies $i\varepsilon_n$ and $\Delta \Sigma'_{\sigma}(i\varepsilon_n, \mathbf{k}) \rightarrow 0$ in the limit of $|\varepsilon_n| \rightarrow +\infty$.

First, we construct an unperturbed state in a renormalized SSA, where not only $\tilde{\Sigma}_{\sigma}(i\varepsilon_n)$ but also $\Delta \Sigma_{\sigma}(\mathbf{k})$ are included. Then, the single-particle Green function is described in such a way that

$$G_{\sigma}^{(0)}(i\varepsilon_n, \mathbf{k}) = \frac{1}{i\varepsilon_n + \mu - E(\mathbf{k}) - \tilde{\Sigma}_{\sigma}(i\varepsilon_n) - \Delta \Sigma_{\sigma}(\mathbf{k})}, \quad (2.4)$$

where $\mu$ is the chemical potential, and $E(\mathbf{k}) = -2 \sum_l t_l \eta_{ls}(\mathbf{k})$ is the dispersion relation of electrons, with $t_l$ the $l$th nearest-neighbor one of the transfer integral $t_{i j}$ and $\eta_{ls}(\mathbf{k})$ the form factor of the $l$th nearest neighbors:

$$\eta_{ls}(\mathbf{k}) = \cos(k_x a) + \cos(k_y a), \quad (2.5a)$$

$$\eta_{ls}(\mathbf{k}) = \cos[(k_x + k_y) a] + \cos[(k_x - k_y) a], \quad (2.5b)$$

and so on, with $a$ the lattice constant. The mapping condition to the Anderson model is given by[22]

$$\frac{1}{N} \sum_{\mathbf{k}} G_{\sigma}^{(0)}(i\varepsilon_n, \mathbf{k}) = \tilde{G}_{\sigma}(i\varepsilon_n), \quad (2.6)$$

with $N$ the number of lattice sites and $\tilde{G}_{\sigma}(i\varepsilon_n)$ the Green function of the Anderson model; the on-site interaction of the Anderson model should also be infinitely large.

The single-site term is expanded in such a way that

$$\tilde{\Sigma}_{\sigma}(i\varepsilon_n) = \tilde{\Sigma}_0 + (1 - \tilde{\phi}_s) i\varepsilon_n + (1 - \tilde{\phi}_s) \frac{1}{2} g \mu_B H + \cdots, \quad (2.7)$$

in the presence of infinitesimally small fields $H$, with $g$ being the $g$ factor and $\mu_B$ the Bohr magneton. The expansion[27] is accurate for $|\varepsilon_n|/k_B T_K \ll 1$; we approximately use it for $|\varepsilon_n|/k_B T_K \ll 1$. The Wilson ratio, which appears in the Kondo problem, is defined by

$$\bar{W}_s = \tilde{\phi}_s/\tilde{\phi}_\gamma. \quad (2.8)$$

Because charge fluctuations are suppressed, $\bar{W}_s \rightarrow 2$ in the limit of half-filling or $n \rightarrow 1 \text{/2-34,35}$ with $n$ the electron density per site. Theories in SSA give approximate values of $\tilde{\phi}_\gamma \simeq 1/[1 - n]^{2/3}$. The dispersion relation of quasi-particles in the unperturbed state is given by

$$\xi_0(\mathbf{k}) = \frac{1}{\tilde{\phi}_\gamma} \left[ E(\mathbf{k}) + \tilde{\Sigma}_0 + \Delta \Sigma_{\sigma}(\mathbf{k}) - \mu \right], \quad (2.9)$$

and the Green functions are given by

$$G_{\sigma}^{(0)}(i\varepsilon_n, \mathbf{k}) = (1/\tilde{\phi}_\gamma) g_{\sigma}^{(0)}(i\varepsilon_n, \mathbf{k}) + \text{(incoherent part)}, \quad (2.10)$$

being the coherent part describing quasi-particles; the incoherent part describes the lower and upper Hubbard bands. Here, a phenomenological life-time width $\gamma$ is introduced; $\text{sgn}(x)$ is defined in such a way that $\text{sgn}(x) = -1$ for $x < 0$ while $\text{sgn}(x) = 1$ for $x > 0$.

When the irreducible polarization function in spin channels is denoted by $\pi_s(i\omega_l, \mathbf{q})$, the susceptibility of the $t$-$J$ model, which does not include the conventional factor $4 g^2 \mu_B^2$, is given by

$$\chi_s(i\omega_l, \mathbf{q}) = \frac{2 \pi_s(i\omega_l, \mathbf{q})}{1 - \frac{i}{2} J(\mathbf{q}) + U_{\infty} \pi_s(i\omega_l, \mathbf{q})}, \quad (2.11)$$

with

$$J(\mathbf{q}) = 2J \eta_{ls}(\mathbf{q}). \quad (2.12)$$

The irreducible polarization function is also divided into single-site and multi-site terms: $\pi_s(i\omega_l, \mathbf{q}) = \tilde{\pi}_s(i\omega_l) + \Delta \pi_s(i\omega_l, \mathbf{q})$. The single-site term $\tilde{\pi}_s(i\omega_l)$ is identical to that of the Anderson model, so that the susceptibility of the Anderson model is given by

$$\tilde{\chi}_s(i\omega_l) = \frac{2 \tilde{\pi}_s(i\omega_l)}{1 - U_{\infty} \tilde{\pi}_s(i\omega_l)}. \quad (2.13)$$

An energy scale of local quantum spin fluctuations or the Kondo temperature is defined by

$$k_B T_K = 1/[\tilde{\chi}_s(0)]_{T \rightarrow 0}. \quad (2.14)$$

Because $U_{\infty} \tilde{\chi}_s(i\omega_l) \rightarrow +\infty$ and $U_{\infty} \chi_s(i\omega_l, \mathbf{q}) \rightarrow +\infty$, Eq. (2.11) can also be written in another form:

$$\chi_s(i\omega_l, \mathbf{q}) = \frac{\tilde{\chi}_s(i\omega_l)}{1 - \frac{i}{4} I_s(i\omega_l, \mathbf{q}) \tilde{\chi}_s(i\omega_l)}, \quad (2.15)$$

with

$$I_s(i\omega_l, \mathbf{q}) = J(\mathbf{q}) + 2U_{\infty}^2 \Delta \pi_s(i\omega_l, \mathbf{q}). \quad (2.16)$$

This expression is consistent with a physical picture of Kondo lattices: Local spin fluctuations at different sites interact with each other by an intersite exchange interaction. Then, we call $I_s(i\omega_l, \mathbf{q})$ an exchange interaction.
the virtual exchange of pair excitations of quasi-particles. The second term is an exchange interaction arising from

\[ \tilde{\chi}_s(i\varepsilon_n, i\varepsilon_n + i\omega_l; i\omega_l) = \phi_s [1 - U_{\infty}\tilde{\chi}_s(i\omega_l)] \]

for \( \varepsilon_n/k_BT_K \to +0 \) and \( \omega_l/k_BT_K \to +0 \). We approximately use Eq. (2.17) for nonzero \( \varepsilon_n \) and \( \omega_l \). Then, the so called spin-fluctuation mediated interaction in the longitudinal spin channel is given by

\[ \left[U_{\infty}\tilde{\chi}_s(0, 0; 0)\right]^2 \left[\chi_s(i\omega_l, q) - \tilde{\chi}_s(i\omega_l)\right] = \frac{2\phi_s^2}{4} I_s^*(i\omega_l, q), \tag{2.18} \]

with

\[
\frac{1}{4} I_s^*(i\omega_l, q) = I_s(i\omega_l, q) + \frac{1}{4} I_s(i\omega_l, q)\tilde{\chi}_s(i\omega_l).
\]

\[
= \frac{1}{4} I_s(i\omega_l, q) + \left[\frac{1}{4} I_s(i\omega_l, q)\right]^2 \chi_s(i\omega_l, q).
\]

In Eq. (2.18), the single-site term is subtracted because it is considered in SSA. The interaction in the transversal channels is also given by Eq. (2.18); the spin space is isotropic in our system. Because of Eqs. (2.18) and (2.19), we call \( I_s(i\omega_l, q) \) a bare exchange interaction, \( I_s^*(i\omega_l, q) \) an enhanced one, and \( \phi_s \) an effective three-point vertex function.

The bare exchange interaction \( I_s(i\omega_l, q) \) is mainly composed of three terms:

\[ I_s(i\omega_l, q) = J(q) + J_Q(i\omega_l, q) - 4\Lambda(i\omega_l, q). \tag{2.20} \]

The first term is the superexchange interaction \( J(q) \). The second term is an exchange interaction arising from the virtual exchange of pair excitations of quasi-particles. When Eq. (2.17) is made use of, its lowest-order term in intersite processes is given by

\[
\frac{1}{4} J_Q(i\omega_l, q) = \frac{\tilde{W}^2}{N\chi_s^2(0)} [P(i\omega_l, q) - P_0(i\omega_l)],
\]

with

\[
P(i\omega_l, q) = -k_BT \sum_{\xi_n} \sum_{k\sigma} g_s^{(0)}(i\varepsilon_n + i\omega_l, k + q)
\]

\[ \times g_s^{(0)}(i\varepsilon_n, k). \tag{2.22} \]

The summation over \( \varepsilon_n \) can be analytically carried out as is shown in Eq. (2.17). Here, the single-site term, \( P_0(i\omega_l) = (1/N) \sum_q P(i\omega_l, q) \), is subtracted because it is considered in SSA. The third term corresponds to the so called mode-mode coupling term in the SCR theory. Because the \( \omega \)-linear imaginary term in \( P_0(i\omega + i0) \) is canceled by that in \( 1/\tilde{\chi}_s(\omega + i0) \), Eq. (2.17) is approximately given by

\[
\chi_s(\omega + i0, q) = \frac{1}{1/\tilde{\chi}_s(0) - \frac{1}{4} I_s^*(\omega + i0, q)}. \tag{2.23} \]

According to the Ward relation, the irreducible single-site three-point vertex function in spin channels is given by \( \tilde{\chi}_s(i\varepsilon_n, i\varepsilon_n + i\omega_l; i\omega_l) = \phi_s [1 - U_{\infty}\tilde{\chi}_s(i\omega_l)] \).
The other arises from $d\gamma$-wave superconducting fluctuations. We define a reducible polarization function of $d\gamma$-wave particle-particle or Cooper-pair channel by

$$
\Pi_{\sigma\sigma'}(i\omega, \mathbf{q}) = \frac{1}{N} \sum_{\mathbf{p} \mathbf{k}} \eta_{d\gamma}(\mathbf{p}) \eta_{d\gamma}(\mathbf{k}) \int_0^{1/\hbar_B T} d\tau e^{i\omega\tau} \times \left\langle a_{(\mathbf{p} + \frac{1}{2} \mathbf{q})\sigma}(\tau) a_{(-\mathbf{p} + \frac{1}{2} \mathbf{q})\bar{\sigma}}(\tau) a_{(-\mathbf{k} + \frac{1}{2} \mathbf{q})\bar{\sigma}}(\tau) d_{\sigma\sigma'}(\mathbf{k} + \frac{1}{2} \mathbf{q}) \right\rangle,
$$

with

$$
\eta_{d\gamma}(\mathbf{k}) = \cos(k_x a) - \cos(k_y a).
$$

Cooper pairs are bound with the enhanced exchange interaction \(I_1\). It is expanded in such a way that

$$
I^*_s(i\omega, \mathbf{q}) = I^*_0(i\omega) + 2 \sum_s l^*_s(i\omega) \eta_{i\omega}(\mathbf{q}).
$$

Because the nearest-neighbor \(I^*_1(i\omega)\) plays a major role, we only consider it and we ignore other ones. When only ladder diagrams such as those shown in Figs. 1(b) and (c) are considered, fluctuations of different waves are decoupled from each other, so that \(\Pi_{\sigma\sigma'}(i\omega, \mathbf{q})\) satisfies the following coupled equation:

$$
\Pi_{\sigma\sigma'}(i\omega, \mathbf{q}) = \pi_{d\gamma}(i\omega, \mathbf{q}) + \frac{1}{2} \pi_{d\gamma}(i\omega, \mathbf{q}) \Gamma^*_s \Pi_{\sigma\sigma'}(i\omega, \mathbf{q}) - \frac{1}{4} \eta_{d\gamma}(i\omega, \mathbf{q}) \Gamma^*_s \eta_{d\gamma}(i\omega, \mathbf{q}) - \frac{1}{4} \eta_{d\gamma}(i\omega, \mathbf{q}) \Gamma^*_s \eta_{d\gamma}(i\omega, \mathbf{q}),
$$

Here, relations of \(\Pi_{\sigma\sigma'}(i\omega, \mathbf{q})\) and \(\Pi_{\sigma\sigma'}(i\omega, \mathbf{q})\) as well as

$$
2\eta_s(\mathbf{k} - \mathbf{p}) = \eta_{ls}(\mathbf{k}) \eta_{ls}(\mathbf{p}) + \eta_{ds}(\mathbf{k}) \eta_{ds}(\mathbf{p}) + \eta_s(\mathbf{k}) \eta_{ls}(\mathbf{p}) + \eta_s(\mathbf{k}) \eta_{ls}(\mathbf{p}),
$$

with \(\eta_s(\mathbf{k}) = \sqrt{2} \sin(k_y a)\) and \(\eta_s(\mathbf{k}) = \sqrt{2} \sin(k_y a)\), are made use of; the energy dependence of \(\Gamma^*_1(i\omega)\) is ignored and \(I^*_1 = |\text{Re}[\Gamma^*_1(i\omega)]|\) is an average over a low-energy region such as \(|\omega| \leq k_B T_K\). \(\pi_{d\gamma}(i\omega, \mathbf{q}) = \pi_{d\gamma}(i\omega, \mathbf{q}) / \partial^2\gamma\), with

$$
\pi_{d\gamma}(i\omega, \mathbf{q}) = -\frac{k_B T}{N} \sum_{\varepsilon, \mathbf{k}} \eta_{d\gamma}(\mathbf{k}) g_0^{(0)}(i\varepsilon, \mathbf{k} + \frac{1}{2} \mathbf{q}) g_0^{(0)}(-i\varepsilon - i\omega - \mathbf{k} - \frac{1}{2} \mathbf{q}).
$$

The summation over \(\varepsilon\) can be analytically carried out as is shown in Eq. (2.32). As is discussed in Sec. III, \(T_c\)’s for the \(d\gamma\) wave are much higher than \(T_c\)’s for other waves, so that low-energy fluctuations of the \(d\gamma\) wave dominate over those of other waves. Then, we consider only them. A superconducting susceptibility for the \(d\gamma\) wave is given by

$$
\chi_{d\gamma}(i\omega, \mathbf{q}) = \frac{\partial^2 \gamma}{\partial^2\gamma} \left[ \Pi_{\sigma\sigma'}(i\omega, \mathbf{q}) - \Pi_{\sigma\sigma'}(i\omega, \mathbf{q}) \right]
$$

$$
= \frac{W^2_s \pi_{d\gamma}(i\omega, \mathbf{q})}{1 + \frac{4}{3} I^*_1 W^2_s \pi_{d\gamma}(i\omega, \mathbf{q})}.
$$

The self-energy correction is given by

$$
\frac{1}{\phi_{\gamma}} \Delta \Sigma^{(SC)}(i\varepsilon, \mathbf{k}) = -\frac{k_B T}{N} \sum\frac{W^2_s \eta_{d\gamma}(\mathbf{k} + \frac{1}{2} \mathbf{q}) \times U_{d\gamma}(i\omega, \mathbf{q}) g^{(0)}_{\sigma}(\varepsilon - i\varepsilon - i\omega, -\mathbf{k} - \mathbf{q})},
$$

with

$$
U_{d\gamma}(i\omega, \mathbf{q}) = \left(\frac{3}{4} I^*_1\right)^2 \chi_{d\gamma}^*(i\omega, \mathbf{q}).
$$

In Eqs. (2.33) and (2.36), the factor 3 appears together with \(I^*_1\) because of three spin channels.

The Green function renormalized by antiferromagnetic and superconducting fluctuations is given by \(G_{\sigma}(i\varepsilon, \mathbf{k}) = g_{\sigma}(i\varepsilon, \mathbf{k}) / \phi_{\gamma} + (\text{incoherent part})\), with

$$
g_{\sigma}(i\varepsilon, \mathbf{k}) = \frac{1}{\left[ g_{\sigma}^{(0)}(i\varepsilon, \mathbf{k}) - \frac{1}{\phi_{\gamma}} \Delta \Sigma'_\sigma(i\varepsilon, \mathbf{k}) \right]^{-1}},
$$

with \(\Delta \Sigma'_\sigma(i\varepsilon, \mathbf{k}) = \Delta \Sigma^{(AF)}(i\varepsilon, \mathbf{k}) + \Delta \Sigma^{(SC)}(i\varepsilon, \mathbf{k})\). The density of states for quasi-particles is given by

$$
\rho^*(\varepsilon) = \frac{1}{N} \sum_{\mathbf{k}} \rho^*_\mathbf{k}(\varepsilon),
$$

with

$$
\rho^*_\mathbf{k}(\varepsilon) = \text{Im} \left( -\frac{1}{\pi} g_{\sigma}(\varepsilon + i0, \mathbf{k}) \right).
$$

III. SEMI-PHENOMENOLOGICAL THEORY

A. High-\(T_c\) superconductivity

On the basis of the formulation in Sec. III, we develop a phenomenological theory. First, we consider the unperturbed state. The dispersion relation \(\xi_0(\mathbf{k})\) of quasi-particles in the unperturbed state is expanded as

$$
\xi_0(\mathbf{k}) = \mu^* - \sum_i 2t^*_i \eta_{is}(\mathbf{k}).
$$

Although the expansion coefficients such as \(\mu^*, t^*_1, t^*_2\), and so on should be self-consistently determined, we treat them as phenomenological parameters. We assume that

$$
t^*_1 > 0, \quad t^*_2 = -0.3t^*_1,
$$

and we ignore other \(t^*_i\)’s. Eq. (3.2) is consistent with experiment. Furthermore, we treat \(t^*_1\) as an energy unit for the sake of simplicity, although it depends on temperatures, electron densities and so on.

The density of states for quasi-particles in the unperturbed state is given by

$$
\rho_{\gamma}(\varepsilon) = \frac{1}{N} \sum_{\mathbf{k}} \left( -\frac{1}{\pi} \text{Im} \xi^{(0)}_{\sigma}(\varepsilon + i0, \mathbf{k}) \right).
$$
According to the Fermi-surface sum rule, the electron density is given by that of quasi-particles, so that in the limit of $T \to +0$ and $\gamma \to +0$

$$n = \frac{2k_BT}{N} \sum_{\varepsilon_n} e^{i\varepsilon_n 0^+} g_{\sigma}(i\varepsilon_n, k)$$

$$= 2\int d\varepsilon \rho_\gamma(\varepsilon) f_\gamma(\varepsilon) = 2\int d\varepsilon \rho_\gamma(\varepsilon),$$

with

$$f_\gamma(\varepsilon) = \frac{1}{2} + \frac{1}{\pi} \Im \left( \frac{\varepsilon - i\varepsilon}{2\pi k_BT} \right).$$

with $\psi(z)$ the di-gamma function. Note that $\rho_\gamma(\varepsilon) = (1/N) \sum_k \delta(\varepsilon - \varepsilon_0(k))$ and $f_\gamma(\varepsilon) = 1/|\varepsilon/k_BT + 1| + 1$.

We expect that essential features are never wiped out by local spin and charge fluctuations is given by

$$\gamma = \sum Q \gamma(Q) \rho_\gamma(\varepsilon),$$

or

$$\gamma \sim \sum Q \gamma(Q) \rho_\gamma(\varepsilon) = \sum Q \gamma(Q) \rho_\gamma(\varepsilon),$$

for the optimal-doped region.

When the dispersion relation of quasi-particles is given, it is straightforward to calculate polarization functions. For example, Fig. 3 shows $P(\omega + i0, q)$. Then, we can estimate some of parameters appearing in Eq. 3.6a. According to Eqs. (2.23) and (2.24a), it follows that

$$\frac{1}{\chi_s(0, Q) \Gamma_s \kappa_+^2} = -\frac{W_s^2}{\chi_s(0)} \Im \left( \frac{\partial P(\omega + i0, 0)}{\partial \omega} \right)_{\omega=0},$$

$$\frac{1}{\chi_s(0, Q) \Gamma_s \kappa_+^2} = -\frac{1}{4} \left[ J + \frac{W_s^2}{\chi_s(0)} \right] \left( \frac{\partial P(0, Q + q)}{\partial (qa)^2} \right)_{q=0}.$$

Parameters estimated from Fig. 3 together with Eq. (3.8) for $\gamma/|t_\gamma^*| = 0.3$, $n = 0.9$ and $k_BT/|t_\gamma^*| = 0.1$ are consistent with those given by Eq. 3.7.

Fig. 4 shows $\pi_{\sigma\gamma}(\omega + i0, q)$. There exists an $\omega$-linear real term in $1/\chi_s(0) \Gamma_s\kappa_+^2$, as is shown in Fig. 4(c). We ignore it and we assume that $c_\omega = 0$ in Eq. (3.6b); nonzero $c_\omega$ can never play any crucial role in physical properties examined in this paper. According to Eqs. (2.35) and (3.6b), it follows that

$$\frac{W_s^2}{\chi_s(0, Q) \Gamma_s \kappa_+^2} = -\Im \left( \frac{\partial}{\partial \omega} \frac{1}{\pi_{\sigma\gamma}(\omega + i0, 0)} \right)_{\omega=0},$$

$$\frac{W_s^2}{\chi_s(0, Q) \Gamma_s \kappa_+^2} = \left[ \frac{\partial}{\partial (qa)^2} \frac{1}{\pi_{\sigma\gamma}(0, q)} \right]_{q=0}.$$

Then, it follows from Figs. 4(c) and (d) that

$$\chi_{\sigma\gamma}(0, Q) \Gamma_s \kappa_+^2 \sim W_s^2/2, \quad \Gamma_{\sigma\gamma} \kappa_+^2 \sim 1/2,$$

for $\gamma/|t_\gamma^*| = 0.3$, $n = 0.9$ and $k_BT/|t_\gamma^*| = 0.1$.

Note that there are crucial differences between effects of $\gamma$ on spin and Cooper-pair channel fluctuations: $J$ appears in Eq. (3.8) but it does not in Eq. (3.9); the $\omega$-linear imaginary term becomes small with increasing $\gamma$ in the spin channel, as is shown in Fig. 3(a), while it does not in the Cooper-pair channel, as is shown Fig. 3(c). For larger $\gamma$’s, $\Gamma_s$’s are larger but $\Gamma_{\sigma\gamma}$’s are smaller. Small $\Gamma_{\sigma\gamma}$’s play a crucial role in the formation of pseudo-gaps studied in Sec. III-B.

When we take Eq. (3.6c), the energy integration in Eqs (2.24) and (2.24a) can be analytically carried out.
FIG. 2: Single-particle properties of the unperturbed state for \( T = 0 \) K, \( t_1^* > 0 \) and \( t_2^* = -0.3t_1^* \): (a) Density of states for quasi-particles \( \rho_\gamma(\varepsilon) \), (b) the electron density \( n \) as a function of the effective chemical potential \( \mu^* \), and (c) \( \mu^* \) as functions of \( n \). In these three figures, solid, dotted, broken, dot-broken and two-dot-broken lines are for \( \gamma/|t_1^*| = 10^{-3}, 0.1, 0.3, 1 \) and 3, respectively. (d) Fermi surfaces for \( \gamma = 0 \) and 19 electron densities such as \( n = 0.1 \times i \), with \( 1 \leq i \leq 19 \) being an integer. Dotted lines show those for \( n = 0.5, 1.0 \) and 1.5. More than half-filling cases \( (n > 1) \) can be treated, if we take the hole picture.

FIG. 3: Spin-channel polarization functions: (a) \( P(\omega + i0, Q)|\tilde{t}_1^*| \) and (b) \( P(+i0, Q + q)|\tilde{t}_1^*| \), with \( Q = (\pm \pi/2, \pm \pi/2) \), for \( n = 0.9 \) and \( k_\text{B}T/|t_1^*| = 0.1; \gamma/|t_1^*| = 0.3, 1 \) and 3 are assumed, respectively, in (1), (2) and (3). In Fig. 3(a), solid and dotted lines show the real and imaginary parts, respectively; In Fig. 3(b), solid and dotted lines show those for \( q \parallel (1, 0) \) and \( q \parallel (1, 1) \), respectively; the polarization functions are almost isotropic around \( Q \). (c) \( |P(+i0, q) - P_0(+i0)||\tilde{t}_1^*| \) for \( k_\text{B}T/|t_1^*| = \gamma/|t_1^*| = 0.1, 0.3, 1, \) and (d) \( |P(+i0, q) - P_0(+i0)||\tilde{t}_1^*| \) for \( k_\text{B}T/|t_1^*| = \gamma/|t_1^*| = 0.3; \) solid, dotted, broken, dot-broken and two-dot-broken lines are for \( n = 1, 0.9, 0.8, 0.7 \) and 0.6, respectively. Because \( P(+i0, q)'s \) have peaks at wave-numbers different from \( Q \) for small \( n \), effective \( \kappa_s \)'s had better been estimated from Figs. 3(c) and (d) instead of Fig. 3(b).

\[
\frac{1}{\phi_\gamma} \Delta \Sigma_1^{(AF)}(\varepsilon + i0, k) = g_{AF} \frac{1}{N} \sum_{|q| \leq q_c} S\left(\varepsilon, \xi(k + Q + q), \Gamma_s \left[ \kappa_s^2 + (qa)^2 \right]\right), \tag{3.11a}
\]

\[
\frac{1}{\phi_\gamma} \Delta \Sigma_1^{(SC)}(\varepsilon + i0, k) = g_{SC} \frac{1}{N} \sum_{|q| \leq q_c} \frac{1}{4} q_{\gamma s}^2 (k + 1/2 q) S\left(\varepsilon - \xi(k + q), \Gamma_{d\gamma} \left[ \kappa_{d\gamma}^2 + (qa)^2 \right]\right) \tag{3.11b}
\]

\[
\simeq g_{SC} \left[ \frac{1}{4} q_{\gamma s}^2 (k) \right] \frac{1}{N} \sum_{|q| \leq q_c} S\left(\varepsilon - \xi(k + q), \Gamma_{d\gamma} \left[ \kappa_{d\gamma}^2 + (qa)^2 \right]\right), \tag{3.11c}
\]

with

\[
g_{AF} = 3 \left[ \frac{1}{4} t_s(\omega + i0, Q)\tilde{W}_s \right]^2 \chi_s(0, Q)\Gamma_s\kappa_s^2, \quad g_{SC} = 4 \left( \frac{3}{4} t_s^*\tilde{W}_s \right)^2 \chi_{d\gamma}(0, 0)\Gamma_{d\gamma}\kappa_{d\gamma}^2, \tag{3.12}
\]

\[
S(\varepsilon, x, \Gamma) = -\frac{k_\text{B}T}{\Gamma} \frac{1}{\varepsilon + i\gamma - x - i\Gamma} + \frac{1}{2\pi} \left[ -\psi\left( \frac{\Gamma}{2\pi k_\text{B}T} \right) + \psi\left( \frac{-i\varepsilon + i\gamma + \Gamma}{2\pi k_\text{B}T} \right) \right] \frac{1}{\varepsilon + i\gamma - x - i\Gamma}
+ \frac{1}{2\pi} \left[ -\psi\left( \frac{-i\varepsilon + \Gamma}{2\pi k_\text{B}T} \right) + \psi\left( \frac{i\varepsilon + i\gamma + \Gamma}{2\pi k_\text{B}T} \right) \right] \frac{1}{\varepsilon + i\gamma - x + i\Gamma}
+ \frac{1}{2\pi} \left[ -\psi\left( \frac{-i\varepsilon + \Gamma}{2\pi k_\text{B}T} \right) + \psi\left( \frac{-i\varepsilon + i\gamma + \Gamma}{2\pi k_\text{B}T} \right) \right] \frac{1}{\varepsilon - i\gamma - x + i\Gamma}. \tag{3.13}
\]
Because only low-energy antiferromagnetic fluctuations are crucial in Eq. (3.11a), we use instead of Eq. (2.28)

$$U_{AF}(\omega+i0, \mathbf{q}) = \frac{3}{4} I_s(\omega, \mathbf{q}) - J(\mathbf{q}) + \frac{3}{4} I_s^2(\omega, \mathbf{q}) \chi_s(\omega, \mathbf{q}) \simeq \left[ \frac{1}{4} I_s(0, \mathbf{Q}) \right]^2 \chi_s(\omega+i0, \mathbf{q}).$$  \hspace{1cm} (3.14)$$

Because we use the phenomenological forms, we restrict the summation over \( \mathbf{q} \) in Eqs. (3.11) and we assume that

$$q_c a = \pi/3.$$  \hspace{1cm} (3.15)

Because \( q_c \) is rather small, we approximately use Eq. (3.11c) instead of Eq. (3.11b). In this approximation, there are two interesting properties: When \( \kappa_s = \kappa_{d\gamma} \) and \( \Gamma_s = \Gamma_{d\gamma} \), it follows that

$$\frac{1}{g_{AF}} \Delta \Sigma^{(AF)}(+i0, \mathbf{k}_X) = -\frac{1}{g_{SC}} \left[ \Delta \Sigma^{(SC)}(+i0, \mathbf{k}_X) \right]^*,$$  \hspace{1cm} (3.16a)

for \( X \) points defined by \( \mathbf{k}_X = (\pm \pi/a, \pm \pi/a) \). In deriving Eq. (3.16a), two relations of \( S(0, x, 0, \Gamma) = S^*(0, -x, \Gamma) \) and

$$\xi(k_x + q_x, k_y + q_y) = \xi(k_x + q_y, \pm \pi/a, k_y + q_x \pm \pi/a)$$

for \( \mathbf{k} = \mathbf{k}_X \) are made use of. The other is

$$\Delta \Sigma^{(SC)}(\varepsilon + i0, \mathbf{k}) = 0,$$  \hspace{1cm} (3.16b)

for \( \mathbf{k} \parallel \mathbf{k}_M \), with \( \mathbf{k}_M \) defined by \( \mathbf{k}_M = (\pm \pi/a, 0) \) and \((0, \pm \pi/a)\). It is certain that the renormalization by \( d\gamma \)-wave superconducting fluctuations is anisotropic.

The electron density is crucial for the nesting of the Fermi surface and the spin susceptibility. Because we use the phenomenological form \( \tilde{\Lambda}_{\alpha} \) for the spin susceptibility, however, the electron density itself is never crucial. Then, we assume \( n = 0.9 \) here and in the following part of this paper. Fig. 7(a) shows \( \Delta \Sigma^{(AF)}(\varepsilon+i0, \mathbf{k}_X) \), Fig. 7(b) shows \( \Delta \Sigma^{(AF)}(\varepsilon+i0, \mathbf{k}_M/2) \), and Fig. 7(c) and Fig. 7(d) show \( \Delta \Sigma^{(SC)}(\varepsilon+i0, \mathbf{k}_X) \). Fig. 7 shows the imaginary parts of their static components (\( \varepsilon = +i0 \)) or inelastic life-time widths of quasi-particles.

Because \( |t_1^*| \simeq 50 \text{ meV} \),

$$|t_1/t_1^*| \simeq 10$$  \hspace{1cm} (3.17)

in the optimal-doped region. If only the superexchange interaction as large as Eq. (2.22) is considered, it follows that \( |I_s(0, \mathbf{Q})/|t_1^*| > |J|/|t_1| = (2-3) \) and \( |I_1|/|t_1^*| = |J|/|t_1| = (2-3) \). When we take Eqs. (3.17a) and (3.10a),

$$g_{AF} = (2-27) \tilde{W}_s^2 |t_1|^2 \quad \text{and} \quad g_{SC} = (4-50) \tilde{W}_s^2 |t_1|^2.$$  \hspace{1cm} (3.18)

If we take \( \tilde{W}_s \simeq 2 \), \( g_{AF} \simeq (48-100) |t_1|^2 \) and \( g_{SC} \simeq (72-160) |t_1|^2 \). On the other hand, observed temperature dependence of resistivity implies

$$(1/\tilde{\phi}_\gamma) \text{Im} \Delta \Sigma^{(AF)}(+i0, \mathbf{k}) \simeq -(1-2)k_B T,$$  \hspace{1cm} (3.19)

in the optimal-doped region, so that \( g_{AF} \) and \( g_{SC} \) should be much smaller than these. For example, if we take

$$\tilde{W}_s \simeq (0.7-1),$$  \hspace{1cm} (3.19)

$$g_{AF} \simeq 8 |t_1^*|^2 \quad \text{and} \quad g_{SC} \simeq 2 |t_1|^2.$$  \hspace{1cm} (3.19)

Then, it follows from Figs. 7(a) and (b) that

$$(1/\tilde{\phi}_\gamma) \text{Im} \Delta \Sigma^{(AF)}(+i0, \mathbf{k}) \simeq -k_B T,$$  \hspace{1cm} (3.20a)

for \( \mathbf{k} = \mathbf{k}_X \) and \( \mathbf{k} = \mathbf{k}_M/2 \); it follows from Fig. 7(a) that

$$(1/\tilde{\phi}_\gamma) \text{Im} \Delta \Sigma^{(SC)}(+i0, \mathbf{k}_X) \simeq -k_B T.$$  \hspace{1cm} (3.20b)

Eq. (3.20a) is consistent with Eq. (3.18). As long as \( \tilde{W}_s \simeq 2 \), we cannot explain observed resistivity of the optimal-doping region.

There is a similar drawback for theoretical superconducting critical temperatures \( T_c \). According to Eq. (2.24), \( T_c \)'s are given by

$$1 + \frac{3}{4} I_1^* \tilde{W}_s^2 \pi^*(0, 0) = 0.$$  \hspace{1cm} (3.21)

The imaginary part of the self-energy has a reduction effect of \( T_c \). Because its static part plays the most crucial
role, we consider it as the pair breaking. Because it is almost linear in \( T \) as is shown in Fig. 7, we assume a phenomenological form:

\[
\gamma = c_0 \left[ c_1 + (1-c_1) \frac{1}{4} g_{\sigma}^{(0)}(k) \right] k_B T. \tag{3.22}
\]

Fig. 8 shows \( T_c \) for three cases of \( c_1 = 0, 1/2, 1 \) as a function of \( c_0 \). The reduction of \( T_c \) is as large as \( T_{c0}/T_c \simeq 2 \) for \( c_0 \simeq (1-2) \), with \( T_{c0} \) critical temperatures in the absence of any pair breaking. If we take

\[
I_\phi^* W_s^2/|t_1|^2 = -(1.5-3), \tag{3.23}
\]

observed \( T_c \) in the optimal-doped region can be explained. Eq. (3.22) is satisfied when we take Eq. (3.19).

In the formulation in Sec. III \( g_{\sigma}^{(0)}(\epsilon_n, k) \) appear in Feynman diagrams. These \( g_{\sigma}^{(0)}(\epsilon_n, k) \) had better be renormalized into \( g_{\sigma}(\epsilon_n, k) \) in an improved theory. When this renormalization is made, \( \tilde{\phi}_s \) is renormalized into \( \phi_s(k) \) and \( \tilde{W}_s \) into \( W_s(k) \equiv \tilde{\phi}_s/\phi_s(k) \). The energy derivative of the intersite self-energy is estimated from results shown in Figs. 8 and 6, so that \( W_s(k) \) must be significantly smaller than \( \tilde{W}_s \simeq 2 \). In this paper, however, we simply treat \( \tilde{W}_s \) as another phenomenological parameter; we assume Eq. (3.19), that is, \( \tilde{W}_s \simeq (0.7-1) \).

B. Pseudo-gaps and low-\( T \) superconductivity

The following four properties are crucial for the under-doped region. (i) Observed superconducting gaps \( \epsilon_G^*(0) \) at \( T = 0 \) K increase with decreasing hole dopings. It implies an increase of the Cooper-pair interaction, that is, the enhanced exchange interaction \( I_\phi^* \). It is also theoretically argued in Sec. IV that \( I_\phi^* \) increases with decreasing hole dopings. (ii) As discussed in Sec. III, the energy scale of superconducting fluctuations \( \Gamma_{d\gamma} \) is smaller for a larger life-time width \( \gamma \) of quasi-particles. (iii) The life-time width \( \gamma \) is larger for smaller \( \Gamma_{d\gamma} \) or when low-energy superconducting fluctuations are developed, as is shown in Fig. 7 (iv) As hole dopings decrease, cuprate oxides are closer to an antiferromagnetic phase and inelastic scatterings by antiferromagnetic fluctuations more substantially contribute to \( \gamma \). Then, we claim that the under-doped region can be characterized by large \( \gamma \) and small \( \Gamma_{d\gamma} \), or large life-time widths of quasi-particles and low-energy superconducting fluctuations.

An increase of \( \gamma \) causes a decrease of \( \Gamma_{d\gamma} \) and the decrease of \( \Gamma_{d\gamma} \) causes an increase of \( \gamma \). Because of this cooperative effect, an increase of \( I_\phi^* \) and a development of antiferromagnetic fluctuations with decreasing hole dop-
the under-doped region.

larger than those for the optimal-doped one, we assume

suppressed by $\gamma$ dependence of the superexchange interaction is never

sume for the sake of simplicity that $\Gamma_{s}/|t_{1}^{*}|$ is never as small as that of $1/\chi_{d}$.

Then, the $P$ of $\Gamma_{d}$ shows an increase of $T_{c}$.

ings causes an increase of $\gamma$ and it eventually causes a large decrease of $\Gamma_{d}/|t_{1}^{*}|$ and a large increase of $\gamma$. Although this cooperative effect should be examined in a self-consistent way, we treat $\Gamma_{d}$ as another phenomenological parameter; we assume that it is as small as

$1/64 \lesssim \Gamma_{d}/|t_{1}^{*}| \lesssim 1/2$. (3.24)

in the under-doped region.

The life-time width $\gamma$ makes the $\omega$ and $q$ dependences of $P(\omega + i0, q)$ small, as is shown in Figs. (a) and (b). Then, the $\omega$ dependence of $1/\chi_{s}(\omega + i0, q)$ is small in the under-doped region. However, its $q$ dependence can never be as small as that of $1/\chi_{s}(\omega + i0, q)$, because the $q$ dependence of the superexchange interaction is never suppressed by $\gamma$. Therefore, $\Gamma_{s}$ must be large rather than small in the under-doped region. However, we assume for the sake of simplicity that $\Gamma_{s}/|t_{1}^{*}| = 1$ even in the under-doped region.

Although $g_{AF}$ and $g_{SC}$ for the under-doped region are larger than those for the optimal-doped one, we assume similar values to those for the optimal-doped one:

$$g_{AF} = 8(t_{1}^{*})^{2}, \quad g_{SC} = 2(t_{1}^{*})^{2}. \quad (3.25)$$

Figs. (a)-(d) show relative intensities of quasiparticles at the chemical potential, $\rho_{K}(0)$, in a fourth of the Brillouin zone for four cases such as (a) $\Gamma_{d}/|t_{1}^{*}| = 1/64$, (b) $\Gamma_{d}/|t_{1}^{*}| = 1/32$, (c) $\Gamma_{d}/|t_{1}^{*}| = 1/16$, and (d) $\Gamma_{d}/|t_{1}^{*}| = 1/2$; other parameter are $\gamma = 0.3|t_{1}^{*}|$, $k_{B}T/|t_{1}^{*}| = 0.1$ and $\kappa_{s} = \kappa_{d} = \pi/8$. When $\Gamma_{d}$ are small, spectral intensities are swept away and are almost vanishing around $X$ points, $(\pm \pi/a, 0)$, as is shown in Fig. (a). The vanishing of quasi-particle spectra around $X$ points is because of large life-time widths. When $\Gamma_{d}$ are large, on the other hand, life-time widths are small and the Fermi surface or the Fermi line forms a closed line, as is shown in Fig. (d).

Fig. (a) shows the density of states for quasi-particles, $\rho_{K}(\varepsilon)$, together with $\rho_{\gamma=0.3\varepsilon}$ (for comparison), as a function of $\varepsilon$ for four values of $\Gamma_{d}$: $\Gamma_{d}/|t_{1}^{*}| = 1/64, 1/32, 1/16$, and $1/2$; other parameter are the same as those for Fig. (a). Pseudo-gap develop as $\Gamma_{d}$ decrease.

Figs. (a) and (b) show relative intensities of $\rho_{K}(\varepsilon)$ as a function of $\varepsilon$ and $k$. Parameters used for Figs. (a) and (b) are the same as those used for Figs. (d) and (a), respectively; Fig. (a) presumably corresponds to the optimal-doped region and Fig. (d) to the under-doped region. A weakly dispersive band around $X$ points in Fig. (a) is because of saddle points in the dispersion relation of quasi-particles. The spectra shown in Figs. (a)-(d) are rather normal because life-time widths are small. On the other hand, we can see interesting and anomalous properties in Figs. (a)-(d) because life-time widths large. Large pseudo-gaps open around $X$ points, and almost dispersionless peaks or flat bands appear along $X-Y$ below and above the chemical potential, as is shown in Fig. (a). Such flat bands much below the chemical potential must correspond to observed flat bands. Pseudo-gaps become smaller as wavenumbers are closer to $k_{M}/2$, as is shown in Figs. (b)-(d).
by the fluctuations must also be depressed. There-

FIG. 9: Relative intensities \( \rho_n(0) \) as functions of \( k_x \) and \( k_y \) for \( n = 0.9, k_B T/|t'_1| = 0.1, \kappa_s = \kappa_{d^v} = (\pi/8), \Gamma_s/|t'_1| = 1, \)
\( g_{AF} = 8|t'_1|^2 \) and \( g_{SC} = 2|t'_1|^2 \): (a) \( \Gamma_{d^v}/|t'_1| = 1/64 \), (b) \( \Gamma_{d^v}/|t'_1| = 1/32 \), (c) \( \Gamma_{d^v}/|t'_1| = 1/16 \), and (d) \( \Gamma_{d^v}/|t'_1| = 1/2 \).

When \( \Gamma_{d^v} \) are small, quasi-particles are well defined only around \( \mathbf{k} = (\pi/2a, \pi/2a) \). Lighter parts have large intensities. The well-defined region extends toward \( (\pi/a, 0) \) and \( (0, \pi/a) \) as \( \Gamma_{d^v} \) becomes larger.

fore, the development of \( \epsilon_G(T) \) must be very rapid with decreasing \( T \). This argument is consistent with experiment.\(^{19,20} \) It also implies that the reduction of \( \epsilon_G(0) \) by inelastic scatterings must be very small, so that

\[
\frac{\epsilon_G(0)}{k_B T_c} = \frac{\epsilon_G(0)}{k_B T_{c0}} \frac{T_{c0}}{T_c} \simeq 4 \frac{T_{c0}}{T_c},
\]

with \( T_{c0} \) critical temperatures in the absence of any pair breaking. In Sec. IV,\(^{19} \) we argue that \( T_{c0}/T_c \simeq 2 \) in the optimal region, so that \( \epsilon_G(0)/k_B T_c \simeq 8 \). This number 8 is consistent with experiment.\(^{19} \) It is quite reasonable that \( \epsilon_G(0)/k_B T_c > 8 \) or \( \epsilon_G(0)/k_B T_c \gg 8 \) in the under-doped region.

It is likely that \( \kappa_s^2 \) and \( \kappa_{d^v}^2 \) decrease almost linearly in \( T \) with decreasing \( T \) and they vanish at critical temperatures, \( T_N \) and \( T_c \), for antiferromagnetism and superconductivity, respectively. Then, we assume that both of \( T_N \) and \( T_c \) are zero or very low, so that

\[
\kappa_s = \kappa_0 \sqrt{10 k_B T/|t'_1|}, \quad \kappa_{d^v} = \kappa_0 \sqrt{10 k_B T/|t'_1|}.
\]

We ignore the \( T \)-dependence of \( \Gamma_s \) and \( \Gamma_{d^v} \). Figs. 10(c) and (d) show inelastic life-time widths of quasi-particles for three cases of \( \kappa_0 = \pi/4, \pi/8 \) and \( \pi/12 \). It decreases sublinearly in \( T \) rather than linearly. It is likely that resistivity varies in \( T^\alpha \) with \( \alpha < 1 \) in the under-doped region. It is desirable to develop a microscopic theory in order to predict a precise number of the exponent.

One may argue that the opening of pseudo-gaps is evidence for the formation of preformed Cooper pairs above \( T_c \). If this scenario is the case, pseudo-gaps must increase with decreasing \( T \) at any temperature region. Experimentally, however, pseudo-gaps decrease with decreasing \( T \) at a temperature range close to \( T_{c, opt} \).\(^{19,20} \) This observation contradicts the above scenario. Instead, it is a piece of evidence that the opening of pseudo-gaps is because spectral intensities of quasi-particles around \( X \) points are swept away by inelastic scatterings. Fig. 10(b) shows \( \rho^*(\varepsilon) \), together with \( \rho_{\gamma=0.3|t'_1|}(\varepsilon) \) for comparison, as a function of \( \varepsilon \) for four cases such as \( k_B T/|t'_1| = 0.3, \)

IV. DISCUSSIONS

In an improved theory, the effective transfer integral \( t'_1 \) of quasi-particles is further renormalized by antiferromagnetic and superconducting fluctuations. In this paper, however, we treat \( t'_1 \) for the \textit{unperturbed} state as one of phenomenological parameters and we take it as the energy unit. Therefore, \( T \)-dependences discussed in this paper are qualitative.

Low-\( T_c \) superconductivity in the under-doped region can be explained by large inelastic life-time widths of quasi-particles. For example, \((1/\phi^\gamma)\Im \Delta \Sigma_{\sigma}(+i0, \mathbf{k}_X) \simeq -(10-20)k_B T\) for parameters used to obtain Fig. 8. As is shown in Fig. 8, the reduction of \( T_c \) is very large for such large life-time widths.

When superconducting gaps as large as \( \epsilon_G(T) \) open, spin and superconducting low-energy fluctuations with \( |\omega| \lesssim \epsilon_G(T) \) are depressed and the pair breaking caused by the fluctuations must also be depressed. Therefore, the development of \( \epsilon_G(T) \) must be very rapid with decreasing \( T \). This argument is consistent with experiment.\(^{19,20} \) It also implies that the reduction of \( \epsilon_G(0) \) by inelastic scatterings must be very small, so that

\[
\frac{\epsilon_G(0)}{k_B T_c} = \frac{\epsilon_G(0)}{k_B T_{c0}} \frac{T_{c0}}{T_c} \simeq 4 \frac{T_{c0}}{T_c},
\]

with \( T_{c0} \) critical temperatures in the absence of any pair breaking. In Sec. IV,\(^{19} \) we argue that \( T_{c0}/T_c \simeq 2 \) in the optimal region, so that \( \epsilon_G(0)/k_B T_c \simeq 8 \). This number 8 is consistent with experiment.\(^{19} \) It is quite reasonable that \( \epsilon_G(0)/k_B T_c > 8 \) or \( \epsilon_G(0)/k_B T_c \gg 8 \) in the under-doped region.

It is likely that \( \kappa_s^2 \) and \( \kappa_{d^v}^2 \) decrease almost linearly in \( T \) with decreasing \( T \) and they vanish at critical temperatures, \( T_N \) and \( T_c \), for antiferromagnetism and superconductivity, respectively. Then, we assume that both of \( T_N \) and \( T_c \) are zero or very low, so that

\[
\kappa_s = \kappa_0 \sqrt{10 k_B T/|t'_1|}, \quad \kappa_{d^v} = \kappa_0 \sqrt{10 k_B T/|t'_1|}.
\]

We ignore the \( T \)-dependence of \( \Gamma_s \) and \( \Gamma_{d^v} \). Figs. 10(c) and (d) show inelastic life-time widths of quasi-particles for three cases of \( \kappa_0 = \pi/4, \pi/8 \) and \( \pi/12 \). It decreases sublinearly in \( T \) rather than linearly. It is likely that resistivity varies in \( T^\alpha \) with \( \alpha < 1 \) in the under-doped region. It is desirable to develop a microscopic theory in order to predict a precise number of the exponent.

One may argue that the opening of pseudo-gaps is evidence for the formation of preformed Cooper pairs above \( T_c \). If this scenario is the case, pseudo-gaps must increase with decreasing \( T \) at any temperature region. Experimentally, however, pseudo-gaps decrease with decreasing \( T \) at a temperature range close to \( T_{c, opt} \).\(^{19,20} \) This observation contradicts the above scenario. Instead, it is a piece of evidence that the opening of pseudo-gaps is because spectral intensities of quasi-particles around \( X \) points are swept away by inelastic scatterings. Fig. 10(b) shows \( \rho^*(\varepsilon) \), together with \( \rho_{\gamma=0.3|t'_1|}(\varepsilon) \) for comparison, as a function of \( \varepsilon \) for four cases such as \( k_B T/|t'_1| = 0.3, \)
0.2, 0.1, and 0.05; we also assume Eq. 4.2 with \( \kappa_0 = \pi/8 \) as well as \( \Gamma_{x}/|t_1^*| = 1 \) and \( \Gamma_{d\gamma}/|t_1^*| = 1/64 \). The decrease of \( \kappa_{d\gamma} \) causes an increase of pseudo-gaps, if other parameters are constant. In Fig. 10(b), however, the magnitude of pseudo-gaps decreases with decreasing \( T \) because the decrease of life-time widths dominates that of \( \kappa_{d\gamma} \). This result is consistent with experiment. 

It is reasonable that \( \kappa_{d\gamma}^2 \) is much smaller below \( T_{c0} \) than it is above \( T_{c0} \). If this is actually the case, pseudo-gaps start to open around \( T_{c0} \). It is desirable to study the \( T \)-dependences of \( \Gamma_{d\gamma} \) and \( \kappa_{d\gamma} \) in order to predict the \( T \)-dependence of pseudo-gaps.

When Eq. (4.6a) is assumed, the longitudinal NMR rate is given by

\[
\frac{1}{T_1 T} \propto \frac{1}{N} \sum_{q} \lim_{\omega \to +0} \text{Im} \frac{\chi_s(\omega + i0, q)}{\omega} = \frac{\chi_s(0, Q)}{\Gamma_s}. \tag{4.3}
\]

Because life-time widths are large in the under-doped region, \( \Gamma_s \)'s are also large there. When the opening of pseudo-gaps is mainly caused by superconducting fluctuations, \( \chi_s(0, Q) \) must be reduced and \( \Gamma_s \) must be enhanced. It is interesting to examine if the development of superconducting fluctuations can actually explain observed reduction of \( 1/T_1 T \). It is difficult to explain the reduction of \( \chi_s(0, q) \) and \( 1/T_1 T \) by the development of antiferromagnetic spin fluctuations.

Experimentally, the so called kink structure is observed in the dispersion relation of quasi-particles determined by ARPES experiment. Very tiny kink structures can be seen around the chemical potential in Figs. 11(c) and 12(c): they are too tiny to explain ARPES experiment. When pseudo-gaps or superconducting gaps are developed, spectra of antiferromagnetic and superconducting fluctuations may have certain gap-like structures, which are often called resonance modes. It is interesting to examine if such resonance modes actually exist in \( \chi_s(\omega + i0, q) \) and \( \chi_{d\gamma}^*(\omega + i0, q) \). One may argue that what cause pseudo-gap must cause the kink structure. It is interesting to examine effects of superconducting fluctuations extending in the wavenumber space, whose energies are rather high, as large as \( k_B T_K \) or of the order

---

**FIG. 11**: Relative intensities of \( \rho_k(\epsilon) \). Parameters are the same as those for Fig. 9(d), and they correspond to those for the optimal-doped region except for the electron density \( n = 0.9 \). Lighter parts have large intensities.

**FIG. 12**: Relative intensities of \( \rho_k(\epsilon) \). Parameters are the same as those for Fig. 9(a), and they correspond to those for the under-doped doping region; the electron density is assumed to be \( n = 0.9 \). Lighter parts have large intensities.
FIG. 13: (a) Nearest neighbor \( \text{Re}[|t_1^*|^2 P_1(\omega + i0)] \) and (b) next-nearest neighbor \( \text{Re}[|t_1^*|^2 P_2(\omega + i0)] \) as a function of \( \omega \) and \( n \) for \( k_B T/|t_1^*| = 0.1 \) and \( \gamma/|t_1^*| = 1 \).

FIG. 14: (a) Nearest neighbor \( \text{Re}[X_1(\omega)] \) and (b) next-nearest neighbor \( \text{Re}[X_2(\omega)] \). Note that the directions of \( \kappa_s \) and \( \omega \) axes are opposite to each other between (a) and (b).

of the bandwidth of quasi-particles.

Cooper pairs of the \( d\gamma \) wave are mainly bound by the enhanced exchange interaction. It is divided into the bare one and the enhanced part, as is shown in Eq. (4.10). As is shown in Eq. (2.19), the bare one is further divided into three terms. The first term is the superexchange interaction. It is antiferromagnetic, and it is as large as

\[
|J/|t_1^*| \simeq (2-3). \tag{4.4}
\]

The second term is the exchange interaction arising from the virtual exchange of pair excitations of quasi-particles:

\[
\frac{1}{4} J^d(\omega + i0, \mathbf{q}) = \frac{2W^2}{\chi^2(0)} \sum_{i=1}^{\infty} P_i(\omega + i0) \eta_{\text{is}}(\mathbf{q}), \tag{4.5}
\]

with

\[
P_i(\omega + i0) = \frac{1}{N} \sum_{\mathbf{q}} P_i(\omega + i0, \mathbf{q}) \eta_{\text{is}}(\mathbf{q}). \tag{4.6}
\]

Fig. 13(a) shows nearest-neighbor \( \text{Re}[P_1(\omega + i0)] \), and Fig. 13(b) shows next-nearest-neighbor \( \text{Re}[P_2(\omega + i0)] \). The nearest-neighbor one is antiferromagnetic for almost half-filling and is stronger as the electron density is closer to half-filling. However, it is less effective than the superexchange interaction:

\[
\frac{2W^2}{\chi^2(0)} \frac{|P_1(\omega + i0)|}{|t_1^*|} \lesssim 0.1. \tag{4.7}
\]

It is interesting that \( \text{Re}[P_1(\omega + i0)] \) is ferromagnetic for \( n < 0.7 \). The ferromagnetic exchange interaction must play a role in the reduction of \( T_c \) in the overdoped region. The third term is the so-called mode-mode coupling term \(-\Lambda(\omega + i0, \mathbf{q})\). This term works as an repulsive interaction for \( d\gamma \)-wave Cooper pairs. The enhanced part of Eq. (2.19) is approximately given by

\[
\left[ \frac{1}{4} J^d(0, \mathbf{Q}) \right]^2 \chi_{\text{is}}(\omega + i0, \mathbf{q}), \tag{4.8}
\]

with

\[
\chi_{\text{is}}(\omega + i0, \mathbf{q}) = \chi_{\text{is}}(0, \mathbf{Q}) \kappa_s^2 \sum_{i=0}^{+\infty} X_i(\omega + i0) \eta_{\text{is}}(\mathbf{q}), \tag{4.9}
\]

\[
X_i(\omega + i0) = \frac{1}{N} \sum_{\mathbf{q}} \kappa_s^2 \frac{\eta_{\text{is}}(\mathbf{q})}{(\omega + i0)^2 - \Gamma}. \tag{4.10}
\]

Fig. 14 shows nearest-neighbor \( \text{Re}[X_1(\omega + i0)] \) and next-nearest-neighbor \( \text{Re}[X_2(\omega + i0)] \). The nearest-neighbor one is also antiferromagnetic. As the electron density is closer to half-filling, \( \kappa_s \)'s become smaller so that the enhanced part is stronger. It is also less effective than the superexchange interaction:

\[
\left[ \frac{1}{4} J^d(0, \mathbf{Q}) \right]^2 \frac{\chi_{\text{is}}(0, \mathbf{Q}) \kappa_s^2}{|t_1^*|} \lesssim 0.5, \tag{4.11}
\]

for \(|\omega| \simeq k_B T_c\). We can argue from Eqs. (4.4), (4.7) and (4.11) that the superexchange interaction is the main part of the pairing interaction in high-\( T_c \) cuprate oxides, and that the total pairing interaction is larger as the electron density is closer to half-filling.

In the weak-coupling Hubbard model, the spin-fluctuation mediated pairing interaction is given by

\[
U^2 \chi_{\text{is}}(\omega + i0, \mathbf{q}). \tag{4.12}
\]

Not a few people claim that Cooper pairs must be bound by Eq. (1.12) in high-\( T_c \) cuprate oxides. However, this pairing mechanism cannot apply to the cuprate oxides, which certainly lie in the strong-coupling regime. Eq. (1.12) relevant in the weak-coupling regime is certainly smoothly connected with the pairing mechanism by Eq. (2.18) or (2.19) relevant in the strong-coupling regime. However, Eq. (1.12) is physically different from Eqs. (2.18) and (4.8), even if it is similar to them in appearance. Because Eq. (1.12) arises from the virtual exchange of low-energy pair excitations of quasi-particles, it can also be called an exchange interaction. If we call the superexchange interaction a spin-fluctuation mediated interaction, on the other hand, it sounds impertinent because the energy scale of spin fluctuations responsible for the superexchange interactions is as large as the Hubbard repulsion \( U \) and is much larger than the effective Fermi energy of quasi-particles.

V. CONCLUSION

A theory of Kondo lattices is developed for the \( t-J \) model. On the basis of the microscopic theory, a
phenomenological theory of high-$T_c$ superconductivity in cuprate oxides is developed; parameters are phenomenologically determined instead of completing the self-consistent procedures involved in the microscopic theory.

In the strong-coupling regime, electrons are mainly renormalized by local quantum spin fluctuations so that the density of states is of a three-peak structure, Gutzwiller’s quasi-particle band at the chemical potential of spin-channel pair excitations of quasi-particles themselves. Gutzwiller’s quasi-particles are further renormalized by antiferromagnetic and superconducting fluctuations caused by intersite exchange interactions including bare exchange interactions between quasi-particles are relevant: One is the superexchange interaction, which arises from the virtual exchange of spin-channel pair excitations of electrons between the lower and upper Hubbard bands, and the other is the exchange interaction arising from that of spin-channel pair excitations of quasi-particles themselves.

In the under-doped region, inelastic scatterings by pseudo-gaps with increasing $T$ cannot be monotonic; their magnitude must decrease at temperatures close to $T_c$. Superconductivity eventually occurs when the pair breaking by inelastic scatterings becomes small enough at low enough $T$'s. Superconducting gaps $\epsilon_G(0)$ at $T=0$ K are never much reduced, because low-energy antiferromagnetic and superconducting fluctuations are substantially suppressed by the opening of $\epsilon_G(0)$'s themselves and, in particular, because their thermal fluctuations vanish at $T=0$ K.
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**APPENDIX**

The summations over $\varepsilon_n$ in Eqs. (2.22) and (2.34) can be analytically carried out. When the analytical continuation such as $i\omega_n \to \omega + i 0$ is made, they are given by

$$P(\omega + i 0, \mathbf{q}) = \frac{1}{i 2 \pi N} \sum_k R[\omega, \xi (\mathbf{k} + \mathbf{q}), \xi (\mathbf{k})],$$  \hspace{1cm} (A.1)

$$\pi^{*}_{d\gamma}(\omega + i 0, \mathbf{q}) = \frac{1}{i 2 \pi N} \sum_k \eta^2_{d\gamma}(\mathbf{k}) R[\omega, \xi (\mathbf{k} + \frac{1}{2} \mathbf{q}), \xi (\mathbf{k} + \frac{1}{2} \mathbf{q})],$$  \hspace{1cm} (A.2)

with

$$R(\omega, \xi_1, \xi_2) = \frac{1}{\omega - \xi_1 + \xi_2} \left[ -\psi \left( \frac{1}{2} + \frac{-i \omega + i \xi_1 + \gamma}{2 \pi k_B T} \right) + \psi \left( \frac{1}{2} + \frac{i \xi_2 + \gamma}{2 \pi k_B T} \right) \right]$$

$$-\psi \left( \frac{1}{2} + \frac{-i \omega - i \xi_2 + \gamma}{2 \pi k_B T} \right) + \psi \left( \frac{1}{2} + \frac{-i \xi_1 + \gamma}{2 \pi k_B T} \right) \right]$$

$$+ \frac{1}{\omega - \xi_1 + \xi_2 + i 2 \gamma} \left[ \psi \left( \frac{1}{2} + \frac{-i \omega + i \xi_1 + \gamma}{2 \pi k_B T} \right) - \psi \left( \frac{1}{2} + \frac{i \xi_2 + \gamma}{2 \pi k_B T} \right) \right]$$

$$+ \psi \left( \frac{1}{2} + \frac{-i \omega - i \xi_2 + \gamma}{2 \pi k_B T} \right) - \psi \left( \frac{1}{2} + \frac{-i \xi_1 + \gamma}{2 \pi k_B T} \right) \right],$$  \hspace{1cm} (A.3)
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