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Abstract: Checking how well a fitted model explains the data is one of the most fundamental parts of a Bayesian data analysis. However, existing model checking methods suffer from trade-offs between being well-calibrated, automated, and computationally efficient. To overcome these limitations, we propose split predictive checks (SPCs), which combine the ease-of-use and speed of posterior predictive checks with the good calibration properties of predictive checks that rely on model-specific derivations or inference schemes. We develop an asymptotic theory for two types of SPCs: single SPCs and the divided SPCs. Our results demonstrate that they offer complementary strengths: single SPCs provide superior power in the small-data regime or when the misspecification is significant and divided SPCs provide superior power as the dataset size increases or when the form of misspecification is more subtle. We validate the finite-sample utility of SPCs through extensive simulation experiments in exponential family and hierarchical models, and provide four real-data examples where SPCs offer novel insights and additional flexibility beyond what is available when using posterior predictive checks.
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1. Introduction

Assessing how well a fitted model explains the data is one of the most fundamental parts of Bayesian data analysis (Blei, 2014; Box, 1980; Gelman et al., 2013). A well-calibrated method for model assessment (a.k.a. model checking) must correctly reject a model that does not capture aspects of the data viewed as important by the modeler and fail to reject a model fit to well-specified data. In addition to being well-calibrated, a model check should be computationally efficient and easy-to-use. These latter requirements have evolved in the last 10–15 years due to the now-widespread use of probabilistic programming systems such as BUGS (Lunn et al., 2009), Stan (Carpenter et al., 2017), PyMC3 (Salvatier, Wiecki and Fonnesbeck, 2016), NIMBLE (de Valpine et al., 2015) and Pyro (Bingham et al., 2019), which allow the data analyst to carry out estimation using Bayesian methods in essentially any model they would like. It has thus become invaluable to have general-purpose (“black-box”) model checks that can use the outputs of such systems without requiring any additional effort from the data analyst beyond (1) determining what aspects of data are important (2) writing a few lines of code to call the model check.

However, current approaches to Bayesian model checking face a trade-off between being (i) computationally efficient, (ii) general-purpose and (iii) well-calibrated. Many well-calibrated methods are either computationally burdensome (Gelfand, Dey and Chang, 1992; Hjort, Dahl and Steinbakk, 2006; Marshall and Spiegelhalter, 2003; Moran, Blei and Ranganath, 2022; Robins, van der Vaart and Ventura, 2000) or require model-specific derivations (Bayarri and Berger, 2000; Bayarri and Castellanos, 2007; Dahl, Gåsemyr and Natvig, 2007; Johnson, 2004, 2007; Yuan and Johnson, 2011). On the other hand, computationally efficient and general-purpose approaches often fail to be well-calibrated (Bayarri and Berger,
In practice, the general-purpose and easy-to-use posterior predictive check (PPC; Gelman, Meng and Stern, 1996; Guttmann, 1967; Rubin, 1984) is probably the most widely used. However, PPCs cannot be expected to be well-calibrated as a consequence of using the observed data twice. Predictive checks that use some form of cross-validation aim to avoid double use of the data (Gelfand, Dey and Chang, 1992; Marshall and Spiegelhalter, 2003). However, these methods can be computationally prohibitive and are not necessarily well-calibrated, as we demonstrate empirically in the case of the first version of the population predictive check (Moran, Blei and Ranganath, 2022, Appendix B).

To overcome the limitations of existing model checking approaches, we propose a simple new approach to constructing general-purpose predictive checks based on splitting the data into “train” and “test” sets. Hence, we call them split predictive checks (SPCs). We develop an asymptotic theory for two types of SPCs, which we call the single SPC and divided SPC. Our results show that both SPCs provide asymptotically well-calibrated p-values and the divided SPC is guaranteed to have power approaching one asymptotically. SPCs offer substantial flexibility to match the model’s use case (e.g., prediction, description, extrapolation). We provide practical guidance on when and how to use SPCs in hierarchical, time-series, and other complex models. We demonstrate the benefits of SPCs in large- and small-sample regimes through simulation studies in some conjugate exponential family models and in a Gaussian hierarchical model. Finally, we verify the practical utility of our predictive checks in four real-data examples.

Notation. For a sequence $a_1, a_2, \ldots, a_N$ (where $a$ may be replaced with any other letter-like symbol), we define $a := a_N = (a_1, a_2, \ldots, a_N)$. For a vector $v \in \mathbb{R}^d$, let $||v||_2$ denote the usual Euclidean norm. For a set $A$, denote the interior of the set as Int$(A)$. We write $f(N) = O(g(N))$ if $\limsup_{N \to \infty} |f(N)/g(N)| < \infty$. We write $z_\alpha$ to denote the $(1 - \alpha)$th quantile of standard normal distribution. We write $\overset{D}{\to}$ to denote convergence in distribution and $\overset{P}{\to}$ to denote convergence in probability.

2. Background

Consider a model $\{P_\theta : \theta \in \Theta\}$ and denote the density of $P_\theta$ with respect to some reference measure $\lambda$ by $p_\theta$. Assume random variables $X_1, \ldots, X_N \overset{\text{i.i.d.}}{\sim} P_\theta$, where $X_n \in \mathbb{X}$ and $x_n$ is a realization of $X_n$. Define $X := (X_1, \ldots, X_N)$, $x := (x_1, \ldots, x_N)$ and, with a slight abuse of notation, $p_\theta(x) := \prod_{n=1}^N p_\theta(x_n)$. Let $\theta_* := \sup_{\theta \in \Theta} \mathbb{E}\{\log p_\theta(X_1)\}$ denote the KL-optimal parameter, which we assume throughout exists and is unique. To assess whether the assumed model is well-specified or not, consider the hypothesis test with composite null hypothesis $H_0 : P_{\theta_*} = P_\circ$ and alternative hypothesis $H_1 : P_{\theta_*} \neq P_\circ$ (so, in fact, $P_{\theta} \neq P_\circ$ for all $\theta \in \Theta$). If the null hypothesis is not rejected, it suggests no further model elaboration is necessary. Otherwise, the data analyst can decide whether a more complex model needs to be constructed to better fit the observed data. Even when an explicit hypothesis test is not of interest, constructing a $p$-value that is uniform under $H_0$ and has good power under $H_1$ is valuable as a qualitative measure of the mismatch between the model and the observed data.

\footnote{Code to reproduce all results in this paper is available at https://github.com/TARPS-group/split-predictive-checks.}
2.1. Approaches to Bayesian model assessment

One approach to Bayesian model assessment is to extend classical goodness-of-fit methods (e.g., \(\chi^2\) tests) (Johnson, 2004, 2007; Yuan and Johnson, 2011). These approaches produce \(\text{asymptotically frequentist} p\)-values when the model is correct. That is, the \(p\)-value has a uniform distribution Unif(0, 1) under \(H_0\) in the large-data limit, \(N \to \infty\). However, these methods often require model-specific derivations and do not allow the data analyst to interrogate whether the model correctly captures the aspects of the data the analyst believes are most important.

An alternative strategy is to employ a predictive check (Bayarri and Berger, 2000; Bayarri and Castellanos, 2007; Box, 1980; Dahl, Gåsemyr and Natvig, 2007; Gåsemyr and Scheel, 2019; Gelfand, Dey and Chang, 1992; Gelman, Meng and Stern, 1996; Gutman, 1967; Hjort, Dahl and Steinbakk, 2006; Marshall and Spiegelhalter, 2003; Moran, Blei and Ranganath, 2019; Gelfand, Dey and Chang, 1992; Gelman, Meng and Stern, 1996; Guttman, 1967; Hjort, and Castellanos, 2007; Box, 1980; Dahl, Gåsemyr and Natvig, 2007; Gåsemyr and Scheel, 2019; Robins, van der Vaart and Ventura, 2000; Rubin, 1984). Predictive checks rely on a family of statistics \((T_n : \mathbb{X}^N \to \mathbb{R})_{N \in \mathbb{N}}\) indexed by the dataset size. The statistic \(T = T_N\) of the observed data is compared to the same statistic under a “null distribution” with density \(m\). The analyst can determine which aspects of the data the predictive check will validate via the choice of \(T\). Let \(\Pi_0\) denote the prior distribution on \(\Theta\). Standard choices for \(m\) include the prior marginal density \(m_{\text{prior}}(y) := \int p_\theta(y)\Pi_0(d\theta)\) (Box, 1980) and the posterior predictive density \(m_{\text{post}}(y) := \int p_\theta(y)\Pi(d\theta | x)\) (Gutman, 1967; Rubin, 1984), where \(\Pi(d\theta | x) := p_\theta(x)\Pi_0(d\theta)/m_{\text{prior}}(x)\) is the posterior distribution. A predictive \(p\)-value is given by \(p(x) := \mathbb{P}^m(T(x) > T(Y))\), where the superscript \(m\) denotes the distribution of \(Y = (Y_1, \ldots, Y_N)\). Given any \(p\)-value \(p(x)\), define the two-sided version by \(p_{\text{ls}}(x) = 2\min\{p(x), 1 - p(x)\}\).

Some predictive checks require elaborations on the basic definition. For example, the statistic can also be allowed to depend on the model parameter, in which case it is of the form \(T(x, \theta)\) and the null distribution \(m\) is a joint distribution on \(\mathbb{X} \times \Theta\) (Gelman, Meng and Stern, 1996). In the posterior predictive case, the null density would be \(m_{\text{post}}(y, \theta) := p_\theta(y)\pi(\theta | x)\), where \(\pi\) is the density of \(\Pi\) with respect to \(\lambda\). A second example is the cross-validated predictive check, where one \(p\)-value \(p_n\) is computed for each observation: \(p_n(x) := \mathbb{P}^{m_{\text{post}}^n}\{T(x_n) > T(Y_n)\}\), where \(m_{\text{post}}^n(y_n) := \int p_\theta(y_n)\Pi(d\theta | x^{\neq n})\) is the posterior predictive density of the \(n\)th observation conditional on \(x^{\neq n} := (x_1, \ldots, x_{n-1}, x_{n+1}, \ldots, x_N)\), the data without the \(n\)th observation (Marshall and Spiegelhalter, 2003). A final example that is similar in spirit to our approach is the first version of the population predictive check (POP-PC-v1) described in Appendix B of (Moran, Blei and Ranganath, 2022), which compares the observed data with replicated data generated from the true distribution. The POP-PC-v1 \(p\)-value is defined as \(p_{\text{v1}}(x) := \mathbb{E}\left[\mathbb{P}^{m_{\text{post}}}\{T(Y) > T(X_{\text{new}})\}\right]\), where the expectation is with respect to \(X_{\text{new},1}, \ldots, X_{\text{new},N}\) and \(p_{\text{v1}}\). Finally, rather than computing \(p\)-values, predictive checks can be also performed graphically (Gelman, Meng and Stern, 1996).

2.2. Limitations of existing predictive checks

The posterior predictive check (PPC) seems to see particularly widespread use because it only requires samples from the posterior predictive distribution. Hence, it is easy to implement and has minimal computational overhead. However, posterior predictive \(p\)-values are not, in general, (asymptotically) frequentist, which makes their interpretation challenging. Even if the analyst chooses to carry out, say, a graphical predictive check, the non-uniformity...
of the posterior predictive \( p \)-values makes the interpretation of the graphical check suspect. PPCs tend to produce conservative \( p \)-values (that is, that concentrate away from 0 and 1) and thus fail to detect model misspecification. The conservatism of posterior predictive checks results from “double use” of the observed data, which assesses the model by comparing the observed data with some replicated data drawn from a distribution conditional on the same observed data.

More generally, previous approaches to constructing predictive \( p \)-values suffer from a trilemma: they fail to simultaneously produce (asymptotically) frequentist \( p \)-values, be computationally efficient, and be general-purpose. While it is possible to calibrate an arbitrary \( p \)-value, the calibration process is, in general, computationally prohibitive (Hjort, Dahl and Steinbakk, 2006; Robins, van der Vaart and Ventura, 2000). Other proposals that produce uniform \( p \)-values do not seem to have been adopted in practice because they require model-specific derivations (Bayarri and Berger, 2000; Bayarri and Castellanos, 2007; Dahl, Gåsemyr and Natvig, 2007). Predictive checks – such as the cross-validated predictive check (Gelfand, Dey and Chang, 1992; Marshall and Spiegelhalter, 2003) – which try to avoid double use of the data can be computationally prohibitive and do not necessarily produce uniform \( p \)-values.

In independent and concurrent work, Moran, Blei and Ranganath (2022) identify similar shortcomings with existing predictive checks, including the first version of the POP-PC (POP-PC-v1) proposed in their original 2019 preprint (see Appendix B of the revised version of Moran, Blei and Ranganath (2022) for a detailed discussion of POP-PC-v1). In a concurrent revision, they propose a new version of the population predictive check (POP-PC) that is the same as the single SPC we propose in Section 3.1, and show (Theorem 1) that it produces asymptotically uniform \( p \)-values when the model is correctly specified, which is equivalent to our Theorem 3.1(1) in the case of \( \rho = 1 \). Moran, Blei and Ranganath (2022) demonstrate empirically that post-hoc calibration approaches for PPCs do not resolve the “double use of the data” problem, providing a complementary perspective to ours. In this paper we provide a more complete theoretical analysis of single SPC \( p \)-values that quantifies their asymptotic power and in so doing reveals a key limitation: the power may not be asymptotically equal to 1. Motivated by this finding, we propose divided SPCs, and provide an asymptotic characterization of divided SPC \( p \)-values which shows they overcome the possibly limited power of single SPCs. Another distinct contribution is that we provide methodological guidance for using SPCs with structured models, which we supported with extensive numerical experiments.

3. Split Predictive Checks

We introduce split predictive checks (SPCs) as a way to solve the trilemma discussed in the previous section. The idea of SPCs is to compute predictive \( p \)-values by splitting the original dataset into observed “training” data and held-out “test” data, thereby avoiding double use of the data while retaining computational efficiency.

3.1. Single SPCs

We start with the simplest possible SPC, which we call the single SPC. For a given proportion \( q \in (0, 1) \), we split the data into two disjoint subsets: the observed data \( X_{\text{obs}} \) of size \( N_{\text{obs}} := \lceil qN \rceil \) and the held-out data \( X_{\text{ho}} \) of size \( N_{\text{ho}} := N - N_{\text{obs}} \). The single \( q \)-SPC \( p \)-value is
Assumption A1. Assume that under the assumed model.

(1) The asymptotic mean \( \nu(\theta) := \lim N \to \infty \int T_N(\theta) \, d \theta \) and asymptotic variance \( \sigma^2(\theta) := \lim N \to \infty \int T_N(\theta)^2 \, d \theta - \nu^2(\theta) \) exist.

(2) The asymptotic mean is twice-differentiable and finite at \( \theta_* \), so \( \hat{\nu}(\theta) := \lim_{N \to \infty} \frac{\partial \nu(\theta)}{\partial \theta} \bigg|_{\theta=\theta_*} \) and \( \hat{\sigma}(\theta) := \lim_{N \to \infty} \frac{\partial \sigma(\theta)}{\partial \theta} \bigg|_{\theta=\theta_*} \) are well-defined and \( \| \hat{\nu}(\theta) \|_2 < \infty \); and

(3) there exists an open neighborhood \( U_{*,1} \ni \theta_* \) and constant \( M > 0 \) such that for all \( \theta \in U_{*,1} \), \( \hat{\sigma}(\theta) := \frac{\partial \sigma(\theta)}{\partial \theta} \) exists and \( \| \hat{\sigma}(\theta) \|_2 \leq M \).

Our second assumption requires the scaled test statistic to satisfy a central limit theorem, which will typically be the case (e.g., when \( T \) takes the form of an average or is a U-statistic).

Assumption A2. There exists an open neighborhood \( U_{*,2} \ni \theta_* \), such that for \( \theta \in U_{*,2} \) and \( Y_1, \ldots, Y_N \sim p_\theta \),

\[
\frac{N^{1/2} \{ T_N(Y_N) - \nu(\theta) \}}{\sigma(\theta)} \xrightarrow{D} \mathcal{N}(0,1).
\]

Our third assumption requires asymptotic normality of the maximum likelihood estimator \( \hat{\theta} = \arg \max_{\theta \in \Theta} p_\theta(X) \) and the posterior. Denote the usual information matrices by \( J_* := -E_p[\nabla^2 \log p_\theta(X)] \) and \( \Sigma_* := \text{Cov}_p[\nabla \log p_\theta(X)] \), and denote the total variation distance between distributions \( \mu \) and \( \omega \) by \( d_{TV}(\mu, \omega) := 2 \sup\{|\mu(B) - \omega(B)| : \text{measurable } B \subseteq \Theta\} \).

Assumption A3. Assume that

(1) \( N^{1/2} \{ \hat{\theta}(X_N) - \theta_* \} \xrightarrow{D} \mathcal{N}(0, J_*^{-1} \Sigma_* J_*^{-1}) \) and

(2) \( d_{TV}(\Pi(\cdot \mid X_N), \mathcal{N}(\hat{\theta}(X_N), J_*^{-1}/N)) \xrightarrow{D} 0 \).

The conditions for Assumption (A3-a) to hold are standard while Kleijn and van der Vaart (2012) gives general conditions under which Assumption (A3-b) holds. Denote the asymptotic means and standard deviations under the data distribution by, respectively, \( \nu_0 := \lim N \to \infty \int T_N(\theta) \, d \theta \) and \( \sigma^2_0 := \lim N \to \infty \int T_N^2(\theta) \, d \theta - \nu_0^2 \).

Theorem 3.1. Under Assumptions A1 to A3, the following hold for any \( \alpha \in (0,1) \):
Fig 1: The asymptotic power of the single 0.9-SPC against $\rho$ using a two-sided $p$-value with fixed $\alpha \in \{0.001, 0.01, 0.05\}$. The horizontal dashed line indicates power 1.

1. If $\nu_o = \nu(\theta_\star)$, then

$$P[p_{SPC}(X) < \alpha] \xrightarrow{P} \Phi\left(\frac{z_{\alpha}}{\rho}\right)$$

where

$$\rho^2 := \frac{q\sigma^2 + (1 - q)\nu(\theta_\star)\top J_\star^{-1}\Sigma_* J_\star^{-1}\nu(\theta_\star)}{q\sigma(\theta_\star)^2 + (1 - q)\nu(\theta_\star)\top J_\star^{-1}\nu(\theta_\star)}.$$ 

In particular, if the model is correctly specified, then $P[p_{SPC}(X) < \alpha] \xrightarrow{P} \alpha$.

2. If $\nu_o < \nu(\theta_\star)$, then $P[p_{SPC}(X) > 1 - \alpha] \xrightarrow{P} 1$.

3. If $\nu_o > \nu(\theta_\star)$, then $P[p_{SPC}(X) < \alpha] \xrightarrow{P} 1$.

The proof of Theorem 3.1 is in Appendix A.3. Part 1 shows that single SPCs (i) are asymptotically frequentist and (ii) have asymptotic power less than one when $\nu_o = \nu(\theta_\star)$. The latter behavior is illustrated in Fig. 1. On the other hand, Parts 2 and 3 show that single SPCs have asymptotic power one when $\nu_o \neq \nu(\theta_\star)$.

Example 3.2. Consider Gaussian location model with known variance, so the parameter of interest is the mean $\theta$:

$$X_i \overset{i.i.d.}{\sim} \mathcal{N}(\theta, \sigma^2), \quad \theta \sim \mathcal{N}(\mu, \tau^2).$$
Assume the data-generating distribution is \( P_\theta = N(\theta, \sigma_\theta^2) \), so the model is misspecified if \( \sigma \neq \sigma_\theta \). For the mean statistic \( T_N(X_N) = \bar{X} := \frac{1}{N} \sum_{i=1}^{N} X_i \), if follows from Theorem 3.1 that, since \( \nu_\theta = \nu(\theta_\theta) = \theta_\theta \), the asymptotic power of the two-sided single \( q \)-SPC converges to \( 2\Phi(z_{\alpha}/\rho) \) with \( \rho = \sigma_\theta^2/\sigma^2 \). Thus, the single \( q \)-SPC can detect misspecification when the assumed data variance \( \sigma^2 \) is too small. However, when \( \sigma^2 \) is larger than \( \sigma_\theta^2 \), the single \( q \)-SPC test will have power near zero no matter how large \( \sigma^2 \) is.

\[ \square \]

**Remark 3.3** (Extension to realized discrepancies). While our focus is on the case of statistics depending only on the data, our approach and results can be extended to the case of a realized discrepancies, where the statistic depends on the data and the parameter. For example, in Appendix A.4 we show that, for the Gaussian location model and mean-square realized discrepancies, where the statistic depends on the data and the parameter. For example, in Appendix A.4 we show that, for the Gaussian location model and mean-square realized discrepancies, where the statistic depends only on the data, our approach and results can be extended to the case of a realized discrepancies being asymptotically well-calibrated but possibly having asymptotic power less than one.

\[ \square \]

### 3.2. Divided SPCs

In light of the possible poor power of the single SPC, we aim to develop an alternative split predictive check that is guaranteed to have asymptotic power of one when the model is misspecified. We build upon the single SPC by observing that, when the model is misspecified, we still expect the asymptotic distribution of the single SPC \( p \)-values to be non-uniform. Hence, if we have many such \( p \)-values, we can instead test for their uniformity. More precisely, given data \( X \), divide the original data into \( k \) equal folds of size \( N_k \approx N/k \). Denoting these folds by \( X^{(1)}, \ldots, X^{(k)} \), the next step is to compute the single \( q \)-SPC \( p \)-value \( u_{kj} := p_{\text{SPC}}(X^{(j)}) \) for each fold \( j = 1, \ldots, k \). To assimilate all the \( k \) single SPC \( p \)-values, we use the Kolmogorov-Smirnov (KS) test for uniformity Massey (1951). Specifically, we define the divided SPC \( p \)-value as

\[ p_{\text{KS}}(X_{\text{obs}}) := p_{\text{KS}}(u_{k1}, \ldots, u_{kk}), \]

where \( p_{\text{KS}}(\cdot) \) denotes the \( p \)-value of KS uniformity test. A schematic diagram of obtaining a divided SPC \( p \)-value is presented in Fig. 2.

The choice of the KS test is reasonable in light of our next result, which establishes that, when the model is correctly specified, we can bound the Kolmogorov distance between the distribution of the single SPC \( p \)-values and the uniform distribution. We recall that for distributions \( \mu \) and \( \omega \) on \( \mathbb{R} \), the Kolmogorov distance is given by \( d_K(\mu, \omega) := \sup_{u \in \mathbb{R}} |\mu((\infty, u]) - \omega((\infty, u])| \). We sometimes slightly abuse notation and write the distance \( d_K(U, V) \) instead of \( d_K(\mu, \omega) \) for random variables \( U \) and \( V \) having distributions \( \mu \) and \( \omega \). In addition to Assumption A1, the assumptions required are essentially quantitative versions of Assumptions A2 and A3. For example, we require high-probability convergence of the maximum likelihood estimator \( \hat{\theta}(X) := \arg\max_{\theta \in \Theta} p_\theta(X) \) and asymptotic normality of the posterior. For a set \( S \subseteq \mathbb{R}^d \), define the constrained total variation distance \( d_{TV,S}(\mu, \omega) := \sup_{B \subseteq B(S)} |\mu(B) - \omega(B)| \), where \( B(S) \) is the collection of all Borel subsets of \( S \).

**Assumption A4.** There exists a constant \( s \geq 2 \) such that, for any compact set \( K \) satisfying \( \theta^* \in \text{Int}(K) \), there exist constants \( c_\theta, c_K > 0 \) such that

\[ (a) \quad \mathbb{P} \left[ \|\hat{\theta}(X_N) - \theta^*\| > c_K N^{-1/2} \right] = O(N^{-s/2}) \text{ and } \]

\[ \]
Fig 2: A schematic diagram of divided SPC. Divided SPC splits the original dataset into \( k \) disjoint subsets \( X^{(i)}, i = 1, \ldots, k \) and computes a single SPC \( p \)-value for each subset. The divided SPC \( p \)-value is the \( p \)-value from the Kolmogorov-Smirnov test on all single SPC \( p \)-values.

\[ (b) \quad P \left[ d_{TV,K}(\Pi(\cdot | X_N), N(\bar{\theta}(X_N), \Sigma_N/N)) > c'_K N^{-1/2} \right] = O(N^{-s/2}). \]

Assumptions (A4-a) and (A4-b) hold under the regularity conditions listed in Hipp and Michel (1976, Section 4). These conditions essentially impose some restrictions on the smoothness of the model density and the existence of lower-order moments of the log-likelihood, as characterized by the regularity parameter \( s \geq 2 \). We postpone the statement and discussion of the other conditions (Assumptions A6 and A7) to Appendix A.3.

**Theorem 3.4.** Suppose \( P_\theta = P_{\theta_\star} \). If Assumptions A1, A4, A6 and A7 hold, then there exists an absolute constant \( C > 0 \) such that

\[ d_K(p_{\text{SPC}}(X), U) < C \log^{1+s} N / N^{1+s}. \]

The proof of Theorem 3.4 is in Appendix A.3. The guarantee holds for any choice of split proportion \( q \), although the constant \( C \) may depend on \( q \). Hence, in the well-specified case, the KS \( p \)-value for these SPC \( p \)-values (i.e., divided SPC \( p \)-values) should be asymptotically uniform as long as \( k \to \infty \) as \( N \to \infty \). On the other hand, if the model is misspecified, the single SPC \( p \)-values of the subsets are not uniform asymptotically, so the KS test (and hence the divided SPC test) will have asymptotic power 1.²

### 3.3. Calibration and power of divided SPCs

While the arguments in favor of the divided SPC are suggestive, we need to be careful with the choice of the number of divided splits \( k \) to ensure the desired asymptotic properties hold. We first investigate the calibration properties of the divided SPC when the conclusion of Theorem 3.4 holds. Let \( \text{Unif} \) denote the uniform distribution on \([0, 1]\), \( P_k \) be the distribution of \( k \) single SPC \( p \)-values on \( N_k \) data and \( \hat{P}_k \) denote the corresponding empirical distribution.

**Assumption A5.** There exist constants \( C > 0 \) and \( \check{\gamma} \in (0, 1] \) such that for all \( \gamma < \check{\gamma} \),

\[ d_K(P_k, \text{Unif}) < CN_k^{-\gamma/2}. \]

²It follows from the proof of Theorem 3.4 that we could also use a Wasserstein distance-based uniformity test. However, in preliminary experiments we found the KS approach to be superior.
Under the hypotheses of Theorem 3.4, Assumption A5 holds with $\bar{\gamma} = s/(s + 1)$. For sufficiently regular models, any $s \geq 2$ may be chosen, in which case $\bar{\gamma}$ can be arbitrarily close to 1.

**Theorem 3.5.** If Assumption A5 holds and $k = \lfloor bN^\beta \rfloor$, for $b > 0$ and $0 < \beta < \frac{\bar{\gamma}}{\bar{\gamma} + 1}$, then for any $t > 0$,

$$\lim_{N \to \infty} \left| \mathbb{P} \left[ k^{1/2}d_K (\hat{P}_k, \text{Unif}) > t \right] - (1 - F_{KS}(t)) \right| = 0,$$

where $F_{KS}(\cdot)$ is the CDF of the Kolmogorov distribution. Hence, $\lim_{N \to \infty} d_K (p_{dSPC}(X_{obs}), \text{Unif}) = 0$.

Theorem 3.5, the proof of which is in Appendix A.5, suggests that $k$ cannot grow too fast compared to $N$ if we wish to control the test size. If $s$ can be chosen arbitrarily large, then we may take $k = O(N^2)$ for any $\beta \in (0, 1/2)$. On the other hand, if we only assume $s \geq 2$, then we must take $\beta \in (0, 2/5)$.

Having established the correct calibration of divided SPC $p$-values, we next show that when the model is misspecified the asymptotic power of divided SPC is one.

**Theorem 3.6.** If $\lim \inf_{k \to \infty} d_K (P_k, \text{Unif}) > 0$, then for any $t > 0$,

$$\lim_{k \to \infty} \mathbb{P} \left[ \sqrt{k} d_K (\hat{P}_k, \text{Unif}) > t \right] = 1.$$

The proof of Theorem 3.6 is in Appendix A.5. We note that when the model is misspecified and $\rho \neq 1$, Theorem 3.5 shows that the distribution of SPC $p$-values is nonuniform, so the hypotheses of Theorem 3.6 hold.

### 4. Using Split Predictive Checks in Practice

We next provide some guidance on how to apply split predictive checks in practice, which we verify in our simulation studies in Section 5.

#### 4.1. Using single SPCs

As discussed earlier, most of the assumptions required by Theorem 3.1 are quite mild. The only assumption that the analyst has to be careful with is Assumption A2, which requires the choice of test statistic to be asymptotically normal.

**Choosing $q$** The split proportion $q$ controls the relative weight placed on two forms of misspecification quantified by $\rho$: the uncertainty of the statistic $T$ and the optimal parameter $\theta_\star$. Choosing $q$ large assigns more weight to the comparison between $\sigma_\star$ and $\sigma(\theta_\star)$ while a small $q$ emphasizes the mismatch between frequentist sampling-based uncertainty $J_\star^{-1} \Sigma_\star J_\star^{-1}$ and standard posterior uncertainty $J_\star^{-1}$ in the direction $\nu(\theta_\star)$. A canonical choice for $q$ is 0.5, which treats the well-calibration of the two types uncertainty as equally important.

In a small-sample regime, extreme values for $q$ are not recommended. Small split proportions $q$ may result in an inadequate amount of observed data, while choosing $q$ large may result in poor estimation of the statistic. Hence, we recommend choosing a moderate value for $q$ (e.g., 0.5 or 0.7) when the dataset size is fairly small relative to the model complexity.
Fig 3: A schematic diagram of single cross-SPC (left) and single within-SPC (right) for a two-level hierarchical model.

**Accounting for model structure**  There are many ways to implement splitting the data for structured models such as those for time-series or spatial data. The analyst must then take into account what aspects of the data the test statistic captures in order to choose an effective splitting strategy. We discuss two canonical cases: hierarchical and time-series models.

We first consider the case of a two-level hierarchical structure:

\[
\begin{align*}
\eta_0 &\sim H \\
\eta_i &\sim H_{\eta_0} \quad (i = 1, \ldots, I), \\
X_{ij} &\sim F_{\eta_i} \quad (i = 1, \ldots, I; j = 1, \ldots, J).
\end{align*}
\]  

When applying the single SPC to such a model, we have two ways to split the data: either across or within the groups, as shown in Fig. 3. We call the former *single cross-SPC* and the latter *single within-SPC*. Which split is preferred depends on which level of misspecification is of interest. For instance, if the analyst is interested in misspecification at the observation-level (that is, in $F_{\eta_i}$) and has chosen an appropriate test statistic, then the single within-SPC would be appropriate since it will compare data from each group with the predictive distribution for that group. On the other hand, if the analyst is interested in group-level misspecification (that is, in $G_{\eta_0}$), then the single cross-SPC will compare data across different groups. Similar considerations could be applied to more complex hierarchical structures.

For a time-series model, there are two splitting strategies to do the single split. In the *extrapolated single SPC*, take the first $q$ proportion of data as the observed data $X_{\text{obs}}$ and hold out the rest. In the *interpolated single SPC*, for every $m \ll N$ observations, take the first $qm$ as observed data and the reminder as held out. The extrapolated single SPC can be views as the “extreme” interpolated single SPC with $m = N$. But assuming $m \ll N$, in the case of the interpolated SPC, both $X_{\text{obs}}$ and $X_{\text{ho}}$ contain information along the whole
time-series. Which choice is appropriate will depend on how the analyst is using the model. For short-term prediction or analysis of a fixed dataset, interpolation may be appropriate, while for medium-to-long-term prediction extrapolation might be a better choice.

4.2. Using divided SPCs

In addition to \( q \), divided SPCs require choosing the number of splits \( k \), while structured models also require additional considerations. We address each in turn.

Choosing \( q \) and \( k \) The choice of \( q \) requires the same considerations as in the single SPC case. However, now we must judge the dataset size by \( N_k \), the sample size used to compute the \( k \) single \( q \)-SPC \( p \)-values. The performance of divided SPCs could be significantly affected by the number of splits \( k \). In general, a larger \( k \) will improve the power of the KS test but lead to \( N_k \) being smaller, which may result in single \( q \)-SPC \( p \)-values being closer to uniform. We suggest using divided SPCs when \( N \) is very large, so choosing \( k = \lfloor N^{\beta} \rfloor \) with \( \beta \) as large as possible is appropriate. Hence, based on Theorem 3.5 and the discussion that follows, for sufficiently regular models we suggest taking \( \beta \) just below 1/2 (e.g., 0.49). For less regular models, a safe choice is \( \beta \) just below 2/5 (e.g., 0.39).

Accounting for model structure Divided SPCs have two splitting steps: first divide the original data into \( k \) subsets, then apply single splits to each of the subset. For the hierarchical model Eq. (1), each split step can be across- or within-groups. Therefore, we have four possibilities, which we illustrate in Fig. 4. For \( A,B \in \{ \text{cross}, \text{within} \} \), we refer to using the \( A \) split for the first step and the \( B \) split for the second step as the \( A \)-divided \( B \)-SPC. For example, the cross-divided within-SPC refers to doing cross-group splits to get subsets and single within-SPC for each subset.

These four types of divided SPCs can effectively apply to different scenarios. Suppose a user aims to detect the lower-level misspecification. From the analysis of single SPCs in hierarchical model, one should choose from cross-SPCs. Indeed, asymptotically cross-divided cross-SPCs and within-divided cross-SPC produce similar results. However, when the data size is small, we suggest choosing within-divided cross-SPC, which provides more lower-level information for each dataset compared to doing cross-group splitting twice. On the other hand, if the user is interested in finding mismatches in the group level, then with large dataset, both cross-divided within-SPCs and within-divided within-SPC should work well. We expect that for small data sets cross-divided within-SPC will usually be preferred.

The application of divided SPCs to time-series data works in a similar way as in hierarchical model. For each level of splitting in divided SPCs, we have two choices: extrapolation and interpolation. Interpolated splitting allows each subset to contain data across the whole time-series from the original dataset while extrapolated splits only include partial information for each subset. Depending on the purpose of the study, the user can choose different ways of splitting with SPCs.

4.3. Comparison of SPCs to posterior predictive checks

Posterior predictive checks (PPCs) and the two types of SPCs offer complimentary strengths in terms of power performance, computational efficiency, and applicability to small or large datasets.
Fig 4: An explanatory diagram of cross-divided cross-SPC (top left), cross-divided within-SPC (top right), within-divided cross-SPC (bottom left) and within-divided within-SPC (bottom right) for a hierarchical model. We use black dotted circles to denote the $k$ disjoint subsets in divided SPCs. Blue dotted circles refer to a single cross-SPC test for the subset. Red dotted lines indicate a single within-SPC $p$-value for each subset.
Power To discuss the power of the three checks, we roughly categorize misspecification into three types: “major” (when \( \nu_0 \) and \( \nu(\theta_\star) \) are very different), “moderate” (when \( \nu_0 \) and \( \nu(\theta_\star) \) are equal or nearly equal but \( \sigma_0/\sigma(\theta_\star) \) is large) and “subtle-to-moderate” (when \( \nu_0 \approx \nu(\theta_\star) \) and \( \sigma_0/\sigma(\theta_\star) \) is not very large). Single SPC works well when the misspecification is moderate or major, as shown in Theorem 3.1. However, for subtle-to-moderate misspecification the asymptotic power of single SPC can be small. Divided SPC, on the other hand, is effective in case of subtle-to-moderate misspecification, as demonstrated by Theorem 3.6. PPCs only has good power only when there is major misspecification, as otherwise double use of the data leads to conservative \( p \)-values (Robins, van der Vaart and Ventura, 2000).

Dataset size and computational efficiency All three methods require similar computational effort. PPCs use only the already estimated posterior. Single SPCs require estimating the posterior of the observed split of the data, which will typically require about half the computational effort of the original posterior estimate since we recommend choosing \( q \approx 0.5 \). While divided SPCs require one posterior computation for each subset, the dataset sizes are small so the total cost should be roughly equal to that of estimating the original posterior. As for different dataset sizes, divided SPCs requires a moderate-to-large dataset since when the data is small, there is insufficient amount of data in each subset of size \( N_k \). On the other hand, both PPC and single SPC remain effective in the small data regime.

5. Simulation Studies

To validate our theory from Section 3 and guidelines from Section 4, and investigate the finite-sample effects of SPC tuning parameters (the split proportion \( q \) and, for the divided SPC, the number of folds \( k \)), we carry out two simulation studies, with a conjugate Poisson model and a Gaussian hierarchical model. We compare SPCs to other general-purpose predictive checks: the widely used posterior predictive check (PPC) and the first version of population predictive check (POP-PC-v1) since, like SPCs, it avoids double use of the data.

5.1. Poisson model

We consider the conjugate Poisson model \( P_0 = \text{Poiss}(\theta) \), a Poisson distribution with rate parameter \( \theta \), and prior \( P_0 = \text{Gamma}(0.1, 0.2) \), a gamma distribution parameterized by the shape and rate. We investigate the behavior of the predictive checks for two data-generating distributions, the well-specified model \( P_0 = \text{Poiss}(2) \) and the misspecified model \( P_\circ = \text{NegBin}(2, 0.01) \), a negative binomial distribution parameterized by the mean and dispersion. We implement all methods using four statistics: (i) empirical mean \( T_N(x) = \frac{1}{N} \sum_{i=1}^{N} x_i \), (ii) 2nd moment \( T_N(x) = \frac{1}{N} \sum_{i=1}^{N} x_i^2 \), (iii) 3rd moment \( T_N(x) = \frac{1}{N} \sum_{i=1}^{N} x_i^3 \) and (iv) mean squared error (MSE) \( T_N(x, \theta) = \frac{1}{N} \sum_{i=1}^{N} (x_i - E[X_i | \theta])^2 \). Similar results are also obtained in the case of the Gaussian location model, which we present in Appendix B.2.1.

Single SPCs Figure 5 confirms that, as predicted by Theorem 3.1, the test size is well controlled. The choice of \( q \) controls the asymptotic behavior of single SPCs when \( \nu_0 = \nu(\theta_\star) \) and has no impact when \( \nu_0 \neq \nu(\theta_\star) \). For the small sample size regime, a moderate split proportion such as \( q = 0.5 \) is preferable to an extreme one. As shown in Figs. 5a and 5d, the single SPC with \( q = 0.1 \) has a slightly larger Type I error compared to other proportions when \( N = 50 \), while single SPC with \( q = 0.9 \) produces the smallest power when \( N = 1000 \).
Figure 5b empirically verifies the limitations of single SPCs documented in Theorem 3.1: for all single SPCs using the mean statistic and where subtle-to-moderate misspecification occurs, the power stays around 0.9 and has no tendency to increase as the sample size grows. We present results for 3rd moment and MSE statistics in Fig. B.21, which correspond to moderate misspecification case and thus single SPC achieves power 1 asymptotically.

Divided SPCs We now switch our attention to divided SPCs. Initially we fix $k = N^{0.49}$ and vary $q$. Fig. 6b shows that the divided SPC has asymptotic power 1 and since $\rho = \sigma_\tau/\sigma(\theta^*)$, the split proportion makes no difference in the power performance of divided SPC given a large sample size. However, when dealing with a sample of small or moderate sizes, one needs to be careful with the choice of split proportion for divided SPC. As shown in Fig. 6a, the divided SPC with both $q = 0.1$ and $q = 0.9$ fail to control the test size well even when $N = 5000$. Therefore, even though the power increases with $q$, in the small-to-moderate sample-size regime the best choice for the proportion is $q = 0.5$. Similar results for 2nd and 3rd moments are presented in Fig. B.22.

Effect of number of folds $k$ To investigate the effect of different scalings of $k$, we fix the split proportion $q = 0.5$ and consider $k = N^\beta$ for different choices of $\beta$. Fig. 6c shows that with $\beta > 1/2$, the test size is not well controlled, which is in agreement with conclusion of Theorem 3.5 that only guarantees the divided SPC is asymptotically well-calibrated when $\beta \in (0, 1/2)$. On the other hand, choosing small $\beta$ produces insufficient number of folds and thus degrades the power of the KS test. We find that $\beta \approx 1/2$ provides the best power while $\beta \approx 0.4$ has smaller power. Results for other statistics are presented in Fig. B.23.

Comparison to PPC and POP-PC-v1 We compare the single 0.5-SPC and divided 0.5-SPC with $k = N^{0.49}$ to the PPC and POP-PC-v1. Figure 7b demonstrates divided SPC is very sensitive to misspecification when the sample size is large. In this case, the PPC has power near zero and the power of both the POP-PC-v1 and single 0.5-SPC stabilizes below one. Figures 7d and 7f show that for the 2nd moment and 3rd moment statistics, all methods have power approaching one, except that POP-PC-v1. Figs. 7a, 7c and 7e show that all candidate checks control the test size well. However, even with the smallest test size, PPC fails to produce frequentist $\rho$-values for all the three statistics, while POP-PC-v1, single SPC, and divided SPC all have $\rho$-values that are close to uniform under the null model (Fig. B.24).

Effect of the degree of misspecification To investigate how the degree of misspecification affects each predictive check, we use the data-generating distributions $P_o = \text{NegBin}(2, \tau)$ and $P_o = \text{Binom}(30, p)$ to create over- and under-dispersed data and compare the asymptotic power of each method given different types of misspecification. Using a mean statistic in this case yields $\nu_o = \nu(\theta^*)$, so the degree of misspecification is effectively characterized by $\rho = \sigma_\tau/\sigma(\theta^*)$ from Theorem 3.1. For the negative binomial model $\rho^2 = 1 + 2/\tau$ and for the binomial model $\rho^2 = 1 - p$. Hence, varying $\tau \in \{0.01, 0.1, 0.5\}$ for the negative binomial model and $p \in \{0.1, 0.5, 0.8\}$ for the binomial model leads to the subtle-to-moderate misspecification scenarios $\rho^2 \in \{0.2, 0.5, 0.9, 5, 21, 201\}$. Fig. 8a shows that, as expected, the power of single SPC stabilizes near zero for $\rho^2 < 1$ but approaches one when $\rho^2 \gg 1$. The power of divided SPC, on the other hand, reaches one for all cases except the nearly well-specified one of $\rho^2 = 0.9$. The power of PPC is zero in all cases. The power of POP-PC-v1 is inferior to single SPC when $\rho^2 > 1$ but close to one when $\rho^2 < 1$. Switching to the
Fig 5: Test size and power plots for single SPC with different split proportions $q \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$, under conjugate Poisson model. The vertical bars represent the 95% confidence intervals for the test size or power estimates. Each test size and power are estimated with 1000 single SPC $p$-values that are computed with 1000 datasets of size $N \in \{50, 100, 1000, 3000, 5000\}$. The dashed horizontal line in the test size plots indicates the significance level $\alpha = 0.05$ and the dashed line in the power plots is at 1.
Fig 6: (a) & (b): Test size and power for divided SPC with mean statistic, \( k = N^{0.49} \), and varying \( q \in \{0.1, 0.3, 0.5, 0.7, 0.9\} \), under the conjugate Poisson model. (c) & (d): Test size and power for divided SPC with 3rd moment statistic, \( q = 0.5 \), and varying the number of folds \( k \in \{N^{0.4}, N^{0.49}, N^{0.6}, N^{0.8}\} \). See Fig. 5 for further explanation and experimental details.
Fig 7: Test size and power plots in log scale for different checking methods and statistics under the conjugate Poisson model. We display experiments for $N \in \{50, 100, 1000, 3000, 5000\}$. All SPCs choose proportion as $q = 0.5$ and for divided SPCs, the number of splits is set as $k = N^{0.49}$. 
Fig 8: The power plots of candidate checks given different levels of misspecification with conjugate Poisson model. The mismatch types are designed by varying the dispersion parameters $\tau \in \{0.01, 0.1, 0.5\}$ in $\text{NegBin}(2, \tau)$ and $p \in \{0.1, 0.5, 0.8\}$ in $\text{Binom}(30, p)$. We display experiments for all candidate methods given sample sizes $N \in \{1000, 10000, 50000\}$. The red solid lines indicate theoretical asymptotic power of single SPC computed from Theorem 3.1. All SPCs choose proportion as $q = 0.5$ and for divided SPCs, the number of splits is set as $k = N^{0.49}$.

2nd moment statistic, $\nu_0 \neq \nu(\theta_*)$ so there is major misspecification. As expected, Fig. 8b shows that PPC, single and divided SPC all succeed to capture such major misspecification with power 1 given large datasets, while POP-PC-v1 has power depending on how different $\nu(\theta_*)$ and $\nu_0$ are when model is over-dispersed. On the whole, these results suggest that, when used together, single and divided SPC are superior to using either or both PPC and POP-PC-v1.

**Effect of the prior** Finally, we investigate the effect of the prior on the test size of the predictive checks. Conjugate exponential families lend themselves to the definition of a *prior effective sample size (ESS)* (though see Reimherr, Meng and Nicolae (2021) for an extension to other models). For a Poisson model with a $\text{Gamma}(\alpha, \beta)$ prior, the prior ESS is $N_0 = \beta$. We measure the prior impact in terms of the *relative prior ESS* defined as $r := \frac{N_0}{N_0 + N_*}$, where $N_*$ is the number of samples to construct a single posterior distribution. For PPC and POP-PC-v1, $N_* = N$ while for the SPCs $N_* = N_{\text{obs}}$. We set $N_* = 50$ and $\theta_0 = 25$ for all methods, then vary $\beta$ so that $r$ varies between 0.001 and 0.5 using the formula $\beta = \frac{r}{1 - r} N_*$. To mimic a realistic scenario, we chose $\alpha$ such that, for a given $\beta$, the true parameter $\theta_0$ lies at the 95th quantile of the prior distribution. Figure 9 shows that for the mean and 2nd moment statistics, single SPC and POP-PC-v1 fail to control the test size when $r_{\text{adj}} \geq 0.1$ while divided SPC fails when $r_{\text{adj}} \geq 0.01$. Figure B.25 shows similar results for the case when $\theta_0 = 100$. Hence, we do not recommend using single SPCs when $r_{\text{adj}} \geq 0.1$ or divided SPCs when $r_{\text{adj}} \geq 0.01$. 
5.2. Gaussian hierarchical model

Next, we compare SPCs and the other predictive checks using the two-level Gaussian hierarchical model from Bayarri and Castellanos (2007), which corresponds to the model in Eq. (1) with $F_{\eta_i} = \mathcal{N}(\eta_i, 4)$, $G_{\eta_0} = \mathcal{N}(\mu_0, \sigma^2_0)$, and an improper prior $H$ on $\eta_0 = (\mu_0, \sigma^2_0)$ with density $h(\mu_0, \sigma^2_0) = \sigma^{-2}$. To illustrate the use of SPCs with different types of misspecification, we simulate data from four data-generating distributions.

**Scenario 1** Simulate data from the assumed model,

$$X_{ij} \mid \eta_i \sim \mathcal{N}(\eta_i, 4), \quad \eta_i \sim \mathcal{N}(0, 1).$$

**Scenario 2** Simulate group means from a gamma distribution,

$$X_{ij} \mid \eta_i \sim \mathcal{N}(\eta_i, 4), \quad \eta_i \sim \text{Gamma}(0.6, 0.2),$$

which produces misspecification across groups.

**Scenario 3** Simulate the observations from normal distribution but with a larger variance compared to the assumed model,

$$X_{ij} \mid \eta_i \sim \mathcal{N}(\eta_i, 8), \quad \eta_i \sim \mathcal{N}(0, 1),$$

which produces misspecification within groups.

**Scenario 4** Simulate the observations from a log-normal distribution,

$$\ln(X_{ij}) \mid \eta_i \sim \mathcal{N}(\eta_i, 4), \quad \eta_i \sim \mathcal{N}(0, 1),$$

which produces misspecification both across and within groups.

**Statistics for hierarchical model** Let $Q(x)$ denote the 75th quantile of data $x$ and $\bar{x}_i$ be the mean of the $i$th group of observations. We employ three statistics in our simulations: (i) the grand mean $T_{IJ}(x) = \frac{1}{IJ} \sum_{i=1}^{I} \sum_{j=1}^{J} x_{ij}$, (ii) the mean of the 75th quantiles
of each group $T_{IJ}(x) = \frac{1}{I} \sum_{i=1}^{I} Q(x_i)$, and (iii) the 75th quantile of the group means $T_{IJ}(x) = Q(\bar{x}_1, \ldots, \bar{x}_I)$. Figure 10 shows results for a fixed number of observations $J = 8$ per group and an increasing number of groups $I$. Results and discussions for fixed $I = 20$ with increasing $J$ are presented in Appendix B.2.3.

**Test size** Figures 10a, 10c and 10e show that in the well-specified Scenario 1 for all statistics both single and divided SPCs correctly control test size and produce uniform $p$-values (see also Fig. B.27f). PPCs have the smallest test size but the $p$-values are not uniformly distributed (see also Fig. B.27e) and so are not well-calibrated. For all scenarios POP-PC-v1 fails to control the test size. Hence, we omit POP-PC-v1 in the remainder of the discussion.

**Power** As discussed in Section 4, a hierarchical structure may produce different levels of misspecification for which only certain test statistics and checking methods will be effective.

Scenario 2 introduces misspecification between groups, which is most effectively detected by the 75th quantile of group means statistic. Figure 10b shows that, both single and divided SPCs dramatically outperform PPCs. Also, as suggested in Section 4, cross-SPCs are best for testing for group-level misspecification and cross-divided cross-SPCs have smaller power than within-divided cross-SPCs because doing cross-splits twice in divided SPCs results in poor posterior estimation in a small data regime. Single cross-SPCs outperform single within-SPCs.

Scenario 3 introduces observation-level mismatch between the model and data. In this case the mean of group 75th quantiles statistic is most effective at detecting the misspecification. Figure 10d shows that PPCs outperform the SPCs, although, as suggested in Section 4, the within-SPC methods are also quite effective, with single within-SPC being the best SPC.

Scenario 4 introduces mismatches at both levels and all three statistics are capable of detecting the mismatches. Figure 10f shows that PPCs are only effective when used with the mean of group 75th quantiles statistic while SPCs are effective for all three statistics. With the mean of group 75th quantiles statistic, which is used to detect the lower-level misspecification, and the grand mean, only the within-SPCs have good power. Further, the cross-divided within-SPC outperforms the within-divided within-SPC due to the small data effects. Similar analysis applies to grand mean statistic. For 75th quantile of group means, which captures the group-level misspecification, cross-SPCs outperform within-SPCs.

6. Experiments

In this section, we compare SPCs to PPCs on four real-data examples. We do not include POP-PC-v1s in our comparison due to their lack of test size control in some of the simulation results.

6.1. Light speed data

The light speed data is discussed in both Gelman et al. (2013) and Robins, van der Vaart and Ventura (2000). The data were collected by Simon Newcomb (1882), who measured the time that light takes to travel 7442 meters at sea level. The observations are recorded as deviations from 24800 nanoseconds and $N = 66$. We consider a normal model $P_0 = N(\mu, \sigma^2)$ with an improper prior density $\pi_0(\mu, \sigma^2) = \sigma^{-2}$. A comparison of the data distribution and
Fig 10: Test size (a,c,e) and power (b,d,f) plots for different checks and statistics given fixed number of individuals \( J = 8 \) and increasing number of groups \( I \in \{20, 50, 100, 150, 200\} \) under Gaussian hierarchical model. The test size is estimated by repeatedly generating data from well-specified model for 200 times and run each candidate check in each iteration to get their corresponding \( p \)-values. Powers are estimated with 200 repeated experiments for each scenario. Vertical bars represent the 95th confidence intervals for the estimation. The horizontal dashed line indicates significance level \( \alpha = 0.05 \). Dotted lines are divided SPC using within splitting strategy to get \( k \) folds as discussed in Section 4.
Fig 11: (a) displays the histogram of light data, the standard posterior and posterior prediction density curves. The vertical dashed line is the “true value” based on the currently accepted value of speed of light, $\nu = 33.0$. (b) shows the histograms of airline delays data and $N = 327,346$ posterior predictive draws under simple geometric model (Geom) and negative binomial generalized linear model (NB/GLM) with counts in log scale.

| Methods/ Statistics | 5th quantile | Mean  | 95th quantile | Std Dev | MSE   |
|---------------------|--------------|-------|---------------|---------|-------|
| PPC                 | 0.004        | 0.996 | 0.010         | 0.944   | 0.894 |
| single 0.5-SPC      | 0.012        | 0.608 | 0.762         | 0.000   | 0.000 |
| divided 0.5-SPC, $k = \lfloor N^{0.49} \rfloor$ | 0.592 | 0.533 | 0.259 | 0.239 | 0.200 |

The posterior predictive distribution is displayed in Fig. 11a, which shows that the model does not capture the heavy left tail of the data and that the 95% posterior credible interval does not contain the true value. We consider five statistics: mean, standard deviation, MSE, 5th and 95th quantiles. We use $q = 0.5$ to ensure the statistics (particularly the quantiles) can be reasonably estimated. Two-sided $p$-values computed for each method and statistic are given in Table 1. Both the PPC and single SPC yield small $p$-values for the left quantile. The single SPC yields a small $p$-value for the standard deviation and MSE while the PPC results in a small $p$-value for the right quantile. Thus, we find that the single SPC captures complementary (but overlapping) forms of misspecification compared to the PPC. On the other hand, as expected in this small-data regime, the divided SPCs yield $p$-values far from zero.

6.2. Airline delays data: geometric model

We investigate the power of the single and divided SPCs compared to the PPC using the airline on-time data for all flights departing NYC in 2013.\footnote{https://www.transtats.bts.gov/DL_SelectFields.asp?Table_ID=236. After filtering out missing data, we get a cleaned airline data with $N = 327,346$.} Suppose we want to model $y = \max(\text{arr delay} - 15, 0)$, delay duration over 15 minutes for all delayed flights. We assume a geometric model $y \sim \text{Geom}(\theta)$ with conjugate prior $p \sim \text{Beta}(0.1, 0.2)$. A comparison...
Fig 12: The power estimates for PPC and SPCs with proportion $q = 0.5$ of NYC airline data using a geometric model. The power is estimated by segmenting the full dataset into subsets of equal sizes $N_{\text{sub}} \in \{500, 1000, 2000, 3000, 5000\}$ and computing $p$-values for each subset. The shaded region represents 95% confidence intervals for the power estimation.

of observed data distribution and posterior predictive distribution is shown in Fig. 11b, which shows that model fails to capture the heavy right tail of the data distribution. Thus, we should expect statistics sensitive to right tail behavior to reject the assumed model. In particular, we consider the success rate statistic $T(X) := N/\sum_{n=1}^{N} X_n$ and the MSE statistic. To estimate the power of all checks across different dataset sizes, we permute and segment the full dataset into $I := \lfloor N/N_{\text{sub}} \rfloor$ disjoint subsets of equal size $N_{\text{sub}} \in \{500, 1000, 2000, 3000, 5000\}$. Each subset is regarded as an “original observed data” and all candidate checks are applied to produce one $p$-value for each dataset, from which we can estimate the power at a fixed test size.

Figure 12 shows that while all checks perform well for the MSE statistic, only the SPCs (with $q = 0.5$) have large powers for the success rate statistic. These results also establish the practical value of the divided SPC, which with $k = N_{\text{sub}}^{0.49}$ rapidly reaches power of one while PPC has power 0 and single SPC has approximately constant power of around 0.5 across sample sizes. Notably, divided SPC with a lower rate $k = N_{\text{sub}}^{0.39}$ has increasing power but worse power than with $k = N_{\text{sub}}^{0.49}$. Figure B.28 shows similar results for SPCs with $q = 0.9$.

6.3. Airline delays data: negative binomial regression

To illustrate the flexibility of SPCs for structured models compared to PPCs, we next consider a negative binomial regression model for the airline delays data with covariates $\sin(Month/12)$, $\cos(Month/12)$, $\sin(DayOfWeek/7)$, $\cos(DayOfWeek/7)$, and Distance (between airports). As discussed in Section 4, in a time-series model, there are two possible types of splitting, interpolated and extrapolated. Figure 11b shows that the negative binomial generalized linear model explains the data fairly well, although the tail of the predictive distribution is heavier than the data. Hence, it is not immediately clear which predictive checks pass. From Table 2 we see that, in fact, interpolated single SPC and PPC $p$-values are
Table 2
Two-sided p-values of different split types in SPCs of $q = 0.5$ under negative binomial regression model with airline data and success rate statistic.

| Methods                                         | P-values |
|-------------------------------------------------|----------|
| PPC                                             | 0.132    |
| Interpolated single 0.5-SPC                     | 0.626    |
| Extrapolated single 0.5-SPC                     | 0.000    |
| Double-interpolated divided 0.5-SPC, $k = N^{0.49}$ | 0.000    |
| Interpolated divided extrapolated 0.5-SPC, $k = N^{0.49}$ | 0.001    |

large, while the extrapolated single SPC p-value indicates the model does not predict future data well. On the other hand, the more sensitive divided SPC picks up on misspecification not just in the extrapolation setting but for interpolation as well. These results suggest the success rate misspecification is fairly subtle. Depending on the use case, these insights could guide whether further model elaboration is necessary.

6.4. Birthday model

The birthday data consists of the number of births per day in the United States for the years 1969–1988. We discuss two Gaussian process models from Gelman et al. (2013, Chap. 21.2, pp. 507): Model 1 fits the long-term trend using an exponentiated quadratic kernel $k(x, x') = \sigma^2 \exp(-\frac{\|x-x'\|^2}{2c^2})$; Model 6 uses a carefully designed kernel which contains seasonal, day-of-week, and day-of-year effects. To assess how well the model captures the correlation structure of the time-series data, we employ graphical checks as well as lag 1 to 30 autocorrelation coefficients as statistics for computing p-values.

Model 1 The graphical predictive checks in Fig. 13 indicate that, for Model 1, interpolation (interpolated single SPC, Fig. 13a) and replication (PPC, Fig. 13e) generate some outliers and fail to capture the two “bands” of data, with many predicted observations between the two bands. The accuracy of extrapolation (extrapolated single SPC, Fig. 13c) appears quite poor. The apparent inadequacies of Model 1 are confirmed by the p-values for all three predictive checks, as shown in Fig. 14a. Notably, however, the extrapolated single SPC fails to reject for lags equal to $7i \pm 1$ for $i \in \{0, 1, 2, 3, 4\}$, which suggests a potential improvement to Model 1 by adding day-of-week effects.

Model 6 The graphical checks for Model 6 indicate that for interpolation (Fig. 13b) and replication (Fig. 13f) the fit is better than for Model 1, with noticeably fewer outliers and predicted observations between the two bands. However, the accuracy of extrapolation (Fig. 13d) remains quite poor. The findings of the graphical checks are generally confirmed by the p-values shown in Fig. 14b: for many lags PPC and interpolated single SPC fail to reject while the extrapolated single SPC rejects for all lags greater than zero.

7. Conclusion

In this paper, we have proposed split predictive checks (SPCs) as an asymptotically well-calibrated complement to posterior predictive checks (PPCs) that retain computational

---

4Data source: National Vital Statistics System natality data, as provided by Google BigQuery and exported to csv by Chris Mulligan (sum data http://chmullig.com/wp-content/uploads/2012/06/births.csv) and Robert Kern (whole time series http://www.mechanicalkern.com/static/birthdates-1968-1988.csv).
Fig 13: The scatter plot of replicated data vs. held-out and original data under Model 1 and Model 6 with PPC, interpolated and extrapolated single 0.5-SPC.
Fig 14: Two-sided $p$-values for lag-0 to lag-30 auto-correlation coefficients under Models 1 and 6 for the birthday data. We compare interpolated and extrapolated single 0.5-SPCs to PPCs. The horizontal dotted line is the significance level of 0.05.
efficiency and general applicability of PPCs. In addition, we have shown how SPCs provide additional flexibility in the context of structured models such as time-series and hierarchical models, which allows the data analyst to design the check to match how the model will be used. There are several interesting directions for future research. Our simulation study and theory for the normal location model suggest the calibration properties of SPCs extend to the case of realized discrepancies, but it would be worthwhile to develop a more comprehensive theory. Such a theory could also cover discrepancies that have non-normal limiting distributions. Since SPCs can become unreliable when the prior is very influential, it could also be fruitful to develop a non-asymptotic theory of SPCs, which might lead to corrections to the $p$-values in the small-sample setting.
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Appendix A: Proofs

A.1. Technical lemmas

We state some preliminary definitions and lemmas needed for the proofs of the single SPC-related results Theorems 3.1 and 3.4.

To quantify the distance between probability measures, we rely on a number of different probability metrics: Kolmogorov distance, Wasserstein distance, total variation (TV) distance, and the bounded Lipschitz distance. It follows from the definitions $d_{TV,S} \leq d_{TV}$ and $d_K \leq d_{TV}$. The s-Wasserstein distance between two distributions $\mu$ and $\nu$ defined on $\Omega \subseteq \mathbb{R}^d$ is given by $W_s(\mu, \nu) := \inf_{\xi} \{ \int |u-v|^s \xi(du, dv) \}^{1/s}$, where the infimum is over all distributions on $\Omega \times \Omega$ with marginals $\mu$ and $\nu$; that is, with $\xi(\cdot, \mathbb{R}) = \mu$ and $\xi(\mathbb{R}, \cdot) = \nu$ (Villani, 2009).

By Gibbs and Su (2002, Theorem 4.1), we have

$$W_s(\mu, \nu) \leq \text{diam}(\Omega) d_{TV}(\mu, \nu).$$

If $d = 1$, by Bouchitte, Jimenez and Mahadevan (2007, Theorem 1.2), we have

$$d_K(\mu, \nu) \leq C_s W_s^s(\mu, \nu),$$

where $\text{diam}(\Omega) := \sup \{ |x-y| : x, y \in \Omega \}$ and $C_s$ is a constant depending on $s \geq 1$.

For a function $f : \mathbb{R}^d \to \mathbb{R}$, let $\|f\|_L = \sup_{a \neq b} |f(a) - f(b)|$ denote the Lipschitz constant of $f$ and let $\|f\|_\infty = \sup_a |f(a)|$. Define norm $\| \cdot \|_{BL}$ for all bounded and Lipschitz continuous functions $f$ as $\|f\|_{BL} := \|f\|_\infty + \|f\|_L$. The bounded Lipschitz distance is given by

$$d_{BL}(X, Y) := \sup_{h : \|h\|_{BL} \leq 1} |\mathbb{E}\{h(X)\} - \mathbb{E}\{h(Y)\}|.$$

Further, we can show that the Kolmogorov distance between two pairs of convolutions can be upper bounded by a combination of a bounded Lipschitz metric and Kolmogorov distance between single random variables. We present it as a lemma below.

Lemma A.1. Suppose $X$, $Y$, $\tilde{X}$ and $\tilde{Y}$ are independent random variables. Assume that $F_Y$, the CDF of $Y$, satisfies $\|F_Y\|_{BL} < \infty$. Then

$$d_K(\tilde{X} + \tilde{Y}, X + Y) \leq \|F_Y\|_{BL} d_{BL}(\tilde{Y}, Y) + d_K(\tilde{X}, X).$$

Proof. Let $F_{\tilde{X}}$, $F_X$, $F_Y$ denotes the CDFs of, respectively, $\tilde{X}$, $X$ and $Y$. By definition of convolutions and Kolmogorov distance,

$$d_K(\tilde{X} + \tilde{Y}, X + Y)$$

$$= \sup_{t \in \mathbb{R}} \left| \int_{\mathbb{R}} F_{\tilde{X}}(t-y) dF_{\tilde{Y}}(y) - \int_{\mathbb{R}} F_X(t-y) dF_Y(y) \right|$$

$$\leq \sup_{t \in \mathbb{R}} \left| \int_{\mathbb{R}} F_{\tilde{X}}(t-y) dF_{\tilde{Y}}(y) - \int_{\mathbb{R}} F_{\tilde{X}}(t-y) dF_Y(y) \right| + \sup_{t \in \mathbb{R}} \left| \int_{\mathbb{R}} F_X(t-y) - F_{\tilde{X}}(t-y) dF_Y(y) \right|$$

$$\leq \sup_{t \in \mathbb{R}} \left| \mathbb{E}\left[F_{\tilde{X}}(t - \tilde{Y}) - F_{\tilde{X}}(t - Y)\right] \right| + \sup_{t, y \in \mathbb{R}} |F_X(t-y) - F_{\tilde{X}}(t-y)| \int_{\mathbb{R}} dF_Y(y)$$

$$= \sup_{t \in \mathbb{R}} \left| \mathbb{E}\left[F_{\tilde{X}}(t - \tilde{Y}) - F_{\tilde{X}}(t - Y)\right] \right| + d_K(\tilde{X}, X).$$
\[ \leq \|F_Y\|_{BL} \sup_{f: \|f\|_{BL} < \infty} \left| \mathbb{E} \left[ f(\hat{Y}) - f(Y) \right] \right| + d_K(\hat{X}, X) \]
\[ = \|F_Y\|_{BL} d_{BL}(\hat{Y}, Y) + d_K(\hat{X}, X). \]

**Lemma A.2.** Let \( \hat{\theta}_N \in \Theta_N := \{ \theta : \|\theta - \theta_*\| \leq CR_N \} \) for some constant \( C > 0 \) and a sequence \( R_N > 0 \) depending on sample size \( N \). If Assumption (A1-b) holds, then there exists an absolute constant \( c_2 > 0 \) such that
\[
\left| \frac{N^{1/2} \{ \nu(\hat{\theta}_N) - \nu(\theta_*) \} - \hat{\nu}(\theta_*)^\top \{ \nu(\theta_N) - \theta_* \} \sigma(\theta_*)}{\sigma(\theta_*)} \right| < \frac{c_2 N^{1/2} R_N^2}{\sigma(\theta_*)}.
\]

**Proof.** By Assumption (A1-b), we have \( \|\hat{\nu}(\theta_*)\|_2 = \lambda_{\text{max}}(\hat{\nu}(\theta_*)) < \infty \). Consider the first-order Taylor expansion of \( \nu(\hat{\theta}_N) \) around \( \theta_* \), for some constant \( c_2 > C\lambda_{\text{max}}(\hat{\nu}(\theta_*)) \) and \( \theta' \in U(\theta_*, \Theta_N) := \{ \theta : \|\theta - \theta_*\| \leq \|\theta_N - \theta_*\| \} \),
\[
\left| \nu(\hat{\theta}_N) - \nu(\theta_*) + \hat{\nu}(\theta_*)(\hat{\theta}_N - \theta_*) \right| = \left| \frac{(\theta' - \theta_*)^\top \hat{\nu}(\theta_*)(\theta' - \theta_*)}{2} \right| 
\leq \frac{1}{2} \lambda_{\text{max}}(\hat{\nu}(\theta_*)) \|\theta' - \theta_*\|^2 
\leq C\lambda_{\text{max}}(\hat{\nu}(\theta_*)) R_N^2 
\leq c_2 R_N^2,
\]
where the first inequality holds since \( \hat{\nu}(\theta_*) \) is symmetric. The proof is complete after multiplying both sides by \( N^{1/2}/\sigma(\theta_*) \). \( \square \)

**Lemma A.3.** (Gaussian Concentration, (Vershynin, 2018, Chap 2.5)) Let \( X \sim N(0, v) \). Then, for all \( t \geq 0 \),
\[ \mathbb{P} \left[ |X| \geq t \right] \leq 2e^{-\frac{t^2}{2v}}. \]

**Lemma A.4.** Let \( \Theta_N := \{ \theta : \|\theta - \theta_*\| < C \log^{1/2} N/N^{1/2} \} \). If Assumption A4 holds, then \( \mathbb{P}_{\theta_*} \left[ \|\Pi(\Theta_N | X_N) - 1\| > cN^{-1/2} \right] = O(N^{-s/2}) \).

**Proof.** It follows from Lemma A.3 and Assumption (A4-a) that \( \mathbb{P}_{\theta_*} \left[ \|\Pi(\Theta_N | X_N) - 1\| > CN^{-1} \right] = O(N^{-s/2}) \). Combining this inequality with Assumption (A4-b) yields
\[
\mathbb{P}_{\theta_*} \left[ \|\Pi(\Theta_N | X_N) - 1\| > cN^{-1/2} \right] 
\leq \mathbb{P}_{\theta_*} \left[ \|\Pi(\Theta_N | X_N) - \hat{\Pi}(\Theta_N | X_N)\| + \|\hat{\Pi}(\Theta_N | X_N) - 1\| > cN^{-1/2} \right] 
\leq \mathbb{P}_{\theta_*} \left[ d_{TV, \Theta_N} \left( \Pi(\cdot | X_N), \hat{\Pi}(\cdot | X_N) \right) > cN^{-1/2} - CN^{-1} \right] + O(N^{-s/2}) 
\leq \mathbb{P}_{\theta_*} \left[ d_{TV, \Theta_N} \left( \Pi(\cdot | X_N), \hat{\Pi}(\cdot | X_N) \right) > cK N^{-1/2} \right] + O(N^{-s/2}) 
\leq \mathbb{P}_{\theta_*} \left[ d_{TV, K} \left( \Pi(\cdot | X_N), \hat{\Pi}(\cdot | X_N) \right) > cK N^{-1/2} \right] + O(N^{-s/2}) 
= O(N^{-s/2}),
\]
where the penultimate inequality follows by \( d_{TV, \Theta_N} \leq d_{TV, K} \) since \( \Theta_N \subset K \). \( \square \)
Lemma A.5. If Assumption (A1-c) holds, then for any $\theta \in \Theta_N$ defined in Lemma A.2,
\[
\left| \frac{\sigma(\theta)}{\sigma(\theta_\ast)} - 1 \right| \leq \frac{CMR_N}{\sigma(\theta_\ast)}.
\]

Proof. By Taylor’s theorem, for any $\theta \in \Theta_N$, there exists a $\theta' \in \mathcal{U}(\theta_\ast, \theta) := \{\theta' : \|\theta' - \theta_\ast\| \leq \|\theta - \theta_\ast\|\}$ such that
\[
\sigma(\theta) = \sigma(\theta_\ast) + (\theta - \theta_\ast)^	op \dot{\sigma}(\theta'). \tag{2}
\]

Since $\Theta_N \subseteq \mathcal{U}_{\theta_\ast}$, it follows from Assumption (A1-c) together with Eq. (2) that
\[
\left| \frac{\sigma(\theta)}{\sigma(\theta_\ast)} - 1 \right| = \frac{|(\theta - \theta_\ast)^	op \dot{\sigma}(\theta')/\sigma(\theta_\ast)|}{\|\theta - \theta_\ast\| / \|\dot{\sigma}(\theta')/\sigma(\theta_\ast)\|} \leq \frac{CMR_N}{\sigma(\theta_\ast)}.
\]

\[\square\]

A.2. Proof of Theorem 3.1

Consider the single SPC $p$-value as a random variable
\[
p_{\text{SPC}}(X) = \int_{\Theta} P[T_{\text{N}_{\text{ho}}}(X_{\text{pred}}) < T_{\text{N}_{\text{ho}}}(X_{\text{ho}}) \mid \theta] \Pi(d\theta \mid X_{\text{obs}}).
\]

Let $Z$ denote a standard normal random variable and $\phi(\cdot; \mu, \sigma^2)$ denote the PDF of normal random variables with mean $\mu$ and variance $\sigma^2$. Let $\widehat{\phi}(\cdot \mid X_{\text{obs}}) := \phi(\cdot; \widehat{\theta}(X_{\text{obs}}), J^{-1}_{\theta}/N_{\text{obs}})$ and $\Pi(\cdot \mid X_{\text{obs}})$ be the corresponding distribution. Denote shrinking parameter space as $\Theta_{N_{\text{obs}}} := \{\theta : \|\theta - \theta_\ast\| \leq cN_{\text{obs}}^{-1/2}\}$. We emphasize on the difference between asymptotic means and standard deviations of $T_N$ by defining $\nu(\theta)$ and $\dot{\sigma}(\theta)$ as under $P_0$ and $\nu_0$ and $\sigma_0$ as under $P_0$ respectively. We denote the ratio between asymptotic standard deviations under $P_0$ and $P_0$, as $\kappa := \sigma_0/\sigma(\theta_\ast)$. For simplicity, we introduce some shorthand notation:

\[
\begin{align*}
p'_{\text{SPC}}(X) &:= \int_{\Theta} P[T_{\text{N}_{\text{ho}}}(X_{\text{pred}}) < T_{\text{N}_{\text{ho}}}(X_{\text{ho}}) \mid \theta] \Pi(d\theta \mid X_{\text{obs}}) \quad \text{and} \\
p''_{\text{SPC}}(X) &:= \int_{\Theta_{N_{\text{obs}}}} P[T_{\text{N}_{\text{ho}}}(X_{\text{pred}}) < T_{\text{N}_{\text{ho}}}(X_{\text{ho}}) \mid \theta] \Pi(d\theta \mid X_{\text{obs}}) \quad \text{with} \\
s_{T_{\theta_0}}(X; \theta, N) &:= N_{1/2}\{T_N(X) - \nu(\theta)\} \\
s_{T_{\nu_0}}(X; N) &:= N_{1/2}\{T_N(X) - \nu_0\} \\
\xi(\theta) &:= P[s_{T_{\theta}}(X_{\text{pred}}; \theta, N_{\text{ho}}) + N_{\text{ho}}^{1/2}\{\nu(\theta) - \nu(\theta_\ast)\}] > s_{T_{\nu_0}}(X_{\text{pred}}; N_{\text{ho}}) + N_{\text{ho}}^{1/2}\{\nu_0 - \nu(\theta_\ast)\}] \mid \theta] \\
t(\theta) &:= \frac{s_{T_{\theta}}(X_{\text{ho}}; N_{\text{ho}})}{\sigma_0} \frac{N_{\text{ho}}^{1/2}\nu(\theta_\ast)\{\theta - \theta_\ast\}}{\sigma(\theta_\ast)} + \frac{N_{\text{ho}}^{1/2}\nu_0 - \nu(\theta_\ast)}{\sigma(\theta_\ast)} \\
Q(X_{\text{ho}}, X_{\text{obs}}) &:= \frac{1}{\sigma} \left( \frac{s_{T_{\theta}}(X_{\text{ho}}; N_{\text{ho}})}{\sigma_0} \frac{N_{\text{ho}}^{1/2}\nu(\theta_\ast)\{\theta(\sigma)_{\text{obs}}) - \theta_\ast\}}{\sigma(\theta_\ast)} + \frac{N_{\text{ho}}^{1/2}\nu_0 - \nu(\theta_\ast)}{\sigma(\theta_\ast)} \right).
\end{align*}
\]
Assume that $N_{\text{obs}}$ is sufficiently large such that $\Theta_{N_{\text{obs}}} \subseteq U_{\epsilon_1} \cap U_{\epsilon_2}$. Letting $t = \Omega(N_{\text{obs}}^{-1/2})$ and $v = O(N_{\text{obs}}^{-1})$ for Lemma A.3 gives that $\tilde{\Pi}(\Theta_{N_{\text{obs}}} | X_{\text{obs}}) \overset{P}{\to} 1$. By Assumption (A3-b), Lemma A.3 and the fact that $d_{TV}(\mu, \omega) := 2 \sup_{f \in [0,1]} \left| \int f \mu - \int f \omega \right|$, we have

$$
|p_{\text{SPC}}(X) - p_{\text{SPC}}''(X)| \leq |p_{\text{SPC}}(X) - p_{\text{SPC}}'(X)| + |p_{\text{SPC}}'(X) - p_{\text{SPC}}''(X)|
$$

$$
\leq d_{TV} \left( \Pi(\cdot | X_{\text{obs}}), \tilde{\Pi}(\cdot | X_{\text{obs}}) \right) + \tilde{\Pi}(\Theta_{N_{\text{obs}}} | X_{\text{obs}}) \overset{P}{\to} 0.
$$

(3)

By centering both $T_{N_{ho}}(X_{\text{pred}})$ and $T_{N_{ho}}(X_{\text{ho}})$, the integrand of $p_{\text{SPC}}''(X)$ becomes

$$
P\left[T_{N_{ho}}(X_{\text{pred}}) > T_{N_{ho}}(X_{\text{ho}}) | \theta \right] = P\left[N_{ho}^{1/2} \left( T_{N_{ho}}(X_{\text{pred}}) - \nu(\theta) \right) + N_{ho}^{1/2} \left( \nu(\theta) - \nu(\theta_*) \right) \right]
$$

$$
> N_{ho}^{1/2} \left( T_{N_{ho}}(X_{\text{ho}}) - \nu_0 \right) + N_{ho}^{1/2} \left( \nu_0 - \nu(\theta_*) \right) | \theta
$$

$$
P\left[s_{TV}(X_{\text{pred}}; \theta, N_{ho}) + N_{ho}^{1/2} \left( \nu(\theta) - \nu(\theta_*) \right) \right]
$$

$$
> s_{TV}(X_{\text{ho}}; N_{ho}) + N_{ho}^{1/2} \left( \nu_0 - \nu(\theta_*) \right) | \theta
$$

$$
P\left[\frac{s_{TV}(X_{\text{pred}}; \theta, N_{ho}) \sigma(\theta)}{\sigma(\theta_*)} + \frac{N_{ho}^{1/2} \nu(\theta_*) \{ \theta - \theta_* \}}{\sigma(\theta_*)} + \frac{CN_{ho}^{1/2}/N_{obs}}{\sigma(\theta_*)} + \frac{N_{ho}^{1/2} \nu_0 \{ \theta_0 - \nu(\theta_*) \}}{\sigma(\theta_*)} \right]
$$

$$
\leq P\left[\frac{s_{TV}(X_{\text{pred}}; \theta, N_{ho}) \sigma(\theta)}{\sigma(\theta_*)} \left( 1 + \frac{CM}{\sigma(\theta_*) N_{obs}^{1/2}} \right) + \frac{N_{ho}^{1/2} \nu(\theta_*) \{ \theta - \theta_* \}}{\sigma(\theta_*)} + \frac{CN_{ho}^{1/2}/N_{obs}}{\sigma(\theta_*)} + \frac{N_{ho}^{1/2} \nu_0 \{ \theta_0 - \nu(\theta_*) \}}{\sigma(\theta_*)} \right]
$$

$$
\leq 1 - P\left[\frac{s_{TV}(X_{\text{pred}}; \theta, N_{ho}) \sigma(\theta)}{\sigma(\theta_*)} - \frac{s_{TV}(X_{\text{ho}}; N_{ho}) \nu_0 \{ \theta_0 - \nu(\theta_*) \}}{\sigma(\theta_*)} \right]
$$

$$
= 1 - P\left[\frac{s_{TV}(X_{\text{pred}}; \theta, N_{ho}) \sigma(\theta)}{\sigma(\theta_*)} - t(\theta) \right] + o_P(N_{obs}^{-1/2}).
$$

(5)
By Assumption A2, \( \frac{s_{tp}(X_{\text{pred}};\theta, N_{\text{ho}})}{\sigma(\theta)} \), we have

\[
\left| \mathbb{P} \left[ \frac{s_{tp}(X_{\text{pred}};\theta, N_{\text{ho}})}{\sigma(\theta)} < t(\theta) | \theta \right] - \Phi \left( t(\theta); \theta \right) \right| \xrightarrow{P} 0.
\]

Combining Eqs. (4) to (6) yields

\[
\left| \mathbb{P} \left[ T_{N_{\text{ho}}}(X_{\text{pred}}) > T_{N_{\text{ho}}}(X_{\text{ho}}) | \theta \right] - (1 - \Phi \left( t(\theta); \theta \right)) \right| \xrightarrow{P} 0,
\]

and thus

\[
1 - p''_{\text{SPC}}(X) - \int_{\Theta_{N_{\text{obs}}}} \Phi \left( t(\theta); \theta \right) \tilde{\Pi}(d\theta | X_{\text{obs}}) \xrightarrow{P} 0,
\]

Let \( \mathbb{E}_\theta[\cdot] \) denote the expectation with respect to \( \phi(\hat{\theta}(X_{\text{obs}}), J^{-1}_* \Sigma_* J^{-1}_*/N_{\text{obs}}) \). Let \( Z \) be an independent standard normal random variable and define

\[
\tilde{Z} := Z + \frac{N_{\text{ho}}^{1/2} N_{\text{obs}}^{1/2} \nu(\theta_*) \{ \theta - \hat{\theta}(X_{\text{obs}}) \}}{\sigma(\theta_*)} \sim \mathcal{N}(0, \tilde{\sigma}^2), \quad \text{where } \tilde{\sigma}^2 := 1 + \frac{N_{\text{ho}} \nu(\theta_*)^2 J^{-1}_*}{\sigma(\theta_*)^2}.
\]

Consider

\[
\int_{\Theta_{N_{\text{obs}}}} \Phi \left( t(\theta); \theta \right) \tilde{\Pi}(d\theta | X_{\text{obs}})
= \mathbb{E}_\theta \left[ \mathbb{P}_Z \left[ Z \leq \frac{s_{tp}(X_{\text{ho}}; N_{\text{ho}})}{\sigma_0} \right] \right]
\]

\[
= \mathbb{P}_Z \left[ Z \leq \frac{s_{tp}(X_{\text{ho}}; N_{\text{ho}})}{\sigma_0} \right]
= \mathbb{P}_Z \left[ Z \leq \frac{s_{tp}(X_{\text{ho}}; N_{\text{ho}})}{\sigma_0} \right]
= \mathbb{P}_Z \left[ Z \leq \frac{s_{tp}(X_{\text{ho}}; N_{\text{ho}})}{\sigma_0} \right]
= \mathbb{P}_Z \left[ \frac{\tilde{Z}}{\sigma} \leq Q(X_{\text{ho}}, X_{\text{obs}}) \right]
= \Phi \left( Q(X_{\text{ho}}, X_{\text{obs}}) \right).
\]

Combining Eqs. (3), (7) and (8) yields the asymptotic approximation

\[
p_{\text{SPC}}(X) = 1 - \Phi \left( Q(X_{\text{ho}}, X_{\text{obs}}) \right) + o_P(1).
\]

**Case 1:** \( \nu_0 = \nu(\theta_*) \). Since \( X_{\text{obs}} \) and \( X_{\text{ho}} \) are independent, we have by Assumption A2 and Assumption (A3-a) that

\[
Q(X_{\text{ho}}, X_{\text{obs}}) \overset{D}{\rightarrow} \mathcal{N}(0, \rho^2).
\]
Hence for any $\alpha \in (0, 1)$, we have
\[
P[p_{\text{SPC}}(X) < \alpha] = P[1 - \Phi(Q(X_{\text{ho}}, X_{\text{obs}})) < \alpha] + o_P(1)
\]
\[
= P[Q(X_{\text{ho}}, X_{\text{obs}}) > z_{1-\alpha}] + o_P(1)
\]
\[
= P \left[ Q(X_{\text{ho}}, X_{\text{obs}}) > \frac{z_{1-\alpha}}{\rho} \right] + o_P(1)
\]
\[
= 1 - \Phi \left( \frac{z_{1-\alpha}}{\rho} \right) + o_P(1)
\]
\[
= \Phi \left( \frac{z_\alpha}{\rho} \right) + o_P(1).
\]

Case 2: $\nu_\circ < \nu(\theta_*)$. Taking $N_{\text{ho}} \to \infty$ yields $P(Q(X_{\text{ho}}, X_{\text{obs}}) > t) \to 0, \forall t \in \mathbb{R}$ and thus $p_{\text{SPC}}(x) \overset{P}{\to} 1$. Therefore, the tail probabilities of single SPC $p$-values are immediate
\[
P[p_{\text{SPC}}(X) > 1 - \alpha] = P[1 - \Phi(Q(X_{\text{ho}}, X_{\text{obs}})) > 1 - \alpha] + o_P(1)
\]
\[
= 1 + o_P(1).
\]

Case 3: $\nu_\circ > \nu(\theta_*)$. Similarly to Case 2, the single SPC $p$-values converge to 0 in probability and thus $P[p_{\text{SPC}}(X) < \alpha] \overset{P}{\to} 1$.

A.3. Proof of Theorem 3.4

Theorem 3.4 gives the rate of convergence results for single SPC $p$-values to uniform distribution under a well-specified model. In addition to the regularity conditions in Assumption A1, we require stronger versions of Assumptions A2 and A3. First, we require the scaled test statistic satisfy a CLT at rate $N^{-1/2}$ in Kolmogorov distance $d_K$.

Assumption A6. There exists an open neighborhood $U_{\star, 6} \ni \theta_*$ and an absolute constant $c_1 > 0$ such that for $\theta \in U_{\star, 6}$ and $Y_1, \ldots, Y_N \overset{i.i.d.}{\sim} P_\theta$,
\[
d_K \left( \frac{N^{1/2} \{T_N(Y_N) - \nu(\theta) \}}{\sigma(\theta)}, Z \right) < c_1/N^{1/2},
\]
where $Z$ is a standard normal random variable.

If the statistic takes the form of an average, $T_N(X) = \frac{1}{N} \sum_{n=1}^N h(X_n)$, the assumption holds by the Berry–Esseen theorem as long as $\sup_{\theta \in U_{\star, 6}} \mathbb{E}_\theta[|h(X_1)|^3] < \infty$ (Gut, 2013, Theorem 6.1). The assumption also holds for $U$-statistics $T_N(X) = \frac{2}{N(N-1)} \sum_{i<j} h(X_i, X_j)$ as long as $\sup_{\theta \in U_{\star, 6}} \mathbb{E}[|h(X_1, X_2)|^3] < \infty$ (Alberink, 1999).

We also require the maximum likelihood to be asymptotically normal in the bounded Lipschitz metric.

Assumption A7. For $Z \sim \mathcal{N}(0, I)$, the maximum likelihood estimator satisfies
\[
d_{BL} \left( N^{1/2} \Sigma_\star^{-1} \{\hat{\theta}(X_N) - \theta_* \}, Z \right) = O(N^{-1/2}).
\]

Assumption A7 can be shown to hold using, for example, Anastasiou and Ley (2017, Lemma 2.1).
**Proof of Theorem 3.4.** We will first prove convergence in s-Wasserstein distance, which we will then use to control convergence in Kolmogorov distance.

Given data \( X \), the single SPC \( p \)-value is defined as

\[
 p_{\text{SPC}}(X) = \int_{\Theta_\text{obs}} \mathbb{P}[T_{N_{\text{ho}}}(X_{\text{ho}}) > T_{N_{\text{ho}}}(X_{\text{pred}}) \mid \theta] \Pi(d\theta \mid X_{\text{obs}}).
\]

Let \( Z \) denote a standard normal random variable and \( \phi(\cdot; \mu, \sigma^2) \) denote the PDF of a normal random variables with mean \( \mu \) and variance \( \sigma^2 \). Suppose \( K \) is a compact set containing \( \theta \), and a shrinking parameter space is defined as \( \Theta_{\text{obs}} := \{ \theta : \| \theta - \theta_* \| \leq C \log^{1/2} N_{\text{obs}} / N_{\text{obs}}^{1/2} \} \). Assume that \( N_{\text{obs}} \) is sufficiently large that \( \Theta_{\text{obs}} \subseteq K \cap U_{\text{obs}} \cap U_6 \). Denote \( \tilde{\Pi}(\cdot \mid X_{\text{obs}}) := \phi(\cdot; \hat{\theta}(X_{\text{obs}}), \Sigma_*/N_{\text{obs}}) \) and \( \tilde{\Pi}(\cdot \mid X_{\text{obs}}) \) the corresponding distribution. For simplicity, we introduce some shorthand notation:

\[
 p'_{\text{SPC}}(X) := \int_{\Theta_{\text{obs}}} \mathbb{P}[T_{N_{\text{ho}}}(X_{\text{ho}}) > T_{N_{\text{ho}}}(X_{\text{pred}}) \mid \theta] \Pi(d\theta \mid X_{\text{obs}})
\]

\[
 p''_{\text{SPC}}(X) := \int_{\Theta_{\text{obs}}} \mathbb{P}[T_{N_{\text{ho}}}(X_{\text{ho}}) > T_{N_{\text{ho}}}(X_{\text{pred}}) \mid \theta] \tilde{\Pi}(d\theta \mid X_{\text{obs}})
\]

\[
 s_{TV}(X, \theta; N) := N^{1/2} \{ T_N(X) - \nu(\theta) \}
\]

\[
 t(\theta) := N_{\text{ho}}^{1/2} \{ T_{N_{\text{ho}}}(X_{\text{ho}}) - \nu(\theta_*) \} - N_{\text{ho}}^{1/2} \{ \nu(\theta) - \nu(\theta_*) \}
\]

\[
 Q(\theta) := \frac{s_{TV}(X_{\text{ho}}, \theta_*, N_{\text{ho}}) - \nu(\theta_*)^\top N_{\text{ho}}^{1/2} (\theta - \theta_*)}{\sigma(\theta_*)}
\]

\[
 \zeta(\theta) := \mathbb{P} \left[ s_{TV}(X_{\text{pred}}, \theta; N_{\text{ho}}) < t(\theta) \mid \theta \right].
\]

Here \( p'_{\text{SPC}}(X) \) approximates the single SPC \( p \)-values by restricting the integral to \( \Theta_{\text{obs}} \) and then \( p''_{\text{SPC}}(X) \) defines a further approximation with standard posterior replaced by a limiting Gaussian density \( \tilde{\Pi}(\cdot \mid X_{\text{obs}}) \). We use \( t(\theta), Q(\theta) \) and \( Q \) in intermediate steps in our proof and that they are quantities approximating \( p \)-values using assumptions listed above. For any real-valued function \( g(\cdot) \), define the shorthands \( \hat{\int} g(\cdot) \Pi(d\theta \mid X_{\text{obs}}) := \int_{\Theta_{\text{obs}}} g(\cdot) \Pi(d\theta \mid X_{\text{obs}}) \) and \( \hat{\int} g(\cdot) \Pi(d\theta \mid X_{\text{obs}}) := \int_{\Theta_{\text{obs}}} g(\cdot) \Pi(d\theta \mid X_{\text{obs}}) \).

Let \( \Phi(\cdot) \) be the CDF of a standard normal random variables. Applying triangle inequalities, we can divide the problem into several parts and bound each part in turn.

\[
 W_s(p_{\text{SPC}}(X), U) = W_s(p_{\text{SPC}}(X), \Phi(Z)) \leq W_s(p_{\text{SPC}}(X), p'_{\text{SPC}}(X)) + W_s(p''_{\text{SPC}}(X), p''_{\text{SPC}}(X))
\]

\[
 + W_s \left( \int \zeta(\theta) \right) + W_s \left( \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right) + W_s \left( \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right) + W_s \left( \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right) + W_s \left( \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right) + W_s(\Phi(\Phi(\zeta)) + W_s(\Phi(\Phi(Z)).
\]
\textbf{Part I:} $W_s(p_{\text{SPC}}(X), p'_{\text{SPC}}(X)) = O(N_{\text{obs}}^{-1/2})$. 

We first show that the integral that defines SPC $p$-values can be restricted to a shrinking ball while only introducing an error of order $O(N_{\text{obs}}^{-1/2})$ in probability. Fix constants $C \geq 0$ and $c > c_K + C$. It follows by the coupling characterization of Wasserstein distance that

\[
W_s(p_{\text{SPC}}(X), p'_{\text{SPC}}(X)) \leq E \left| p_{\text{SPC}}(X) - p'_{\text{SPC}}(X) \right|^s \\
= E \left[ \int_{\Theta \in \Theta_{\text{obs}}} \mathbb{P}[T_{N_{\text{ho}}}(X_{\text{ho}}) > T_{N_{\text{ho}}}(X_{\text{pred}}) \mid \theta] \mathbb{P}(d\theta \mid X_{\text{obs}}) \right]^s \\
\leq E |1 - \Pi(\Theta_{\text{obs}} \mid X_{\text{obs}})|^s \\
\leq c N_{\text{obs}}^{-s/2} + \mathbb{P}_\theta |\Pi(\Theta_{\text{obs}} \mid X_{\text{obs}}) - 1| > c N_{\text{obs}}^{-1/2} \\
\leq c' N_{\text{obs}}^{-s/2} \tag{9}
\]

where the last inequality follows by applying Lemma A.4 with $X_{\text{obs}}$ of size $N_{\text{obs}}$. 

\textbf{Part II:} $W_s(p_{\text{SPC}}(X), p''_{\text{SPC}}(X)) = O(N_{\text{obs}}^{-1/2})$. 

Consider the equivalent definition of total variation distance, i.e., $d_{TV}(\mu, \nu) = 2 \sup_f \{|\int f \, d\mu - \int f \, d\nu| : 0 \leq f \leq 1\}$. A similar argument as used in Eq. (9) can be employed to get

\[
W_s(p_{\text{SPC}}(X), p''_{\text{SPC}}(X)) \leq E \left| p_{\text{SPC}}(X) - p''_{\text{SPC}}(X) \right|^s \\
\leq E \left[ d_{TV, \Theta_{\text{obs}}}(\Pi(\cdot \mid X), \Pi(\cdot \mid X)) \right]^s \\
\leq c_N N_{\text{obs}}^{-s/2} + O(N_{\text{obs}}^{-s/2}).
\]

Therefore,

$\quad W_s(p_{\text{SPC}}(X), p''_{\text{SPC}}(X)) = O(N_{\text{obs}}^{-1/2}).$

\textbf{Part III:} $W_s(p''_{\text{SPC}}(X), \hat{\Phi}(t(\theta) \mid \sigma(\theta))) = O(N_{\text{obs}}^{-1/2})$. Starting from Part III, we mainly approximate the integrand of single SPC $p$-values. In this part, we first rewrite the integrand using our shorthand notations defined earlier. By definition, $p''_{\text{SPC}}(X) = \int \mathbb{P}[T_{N_{\text{ho}}}(X_{\text{pred}}) < T_{N_{\text{ho}}}(X_{\text{ho}}) \mid \theta]$. But since

\[
\mathbb{P}[T_{N_{\text{ho}}}(X_{\text{pred}}) < T_{N_{\text{ho}}}(X_{\text{ho}}) \mid \theta] \\
= \mathbb{P}[N_{\text{ho}}^{1/2} \{T(X_{\text{pred}}) - \nu(\theta_*)\} - N_{\text{ho}}^{1/2} \{\nu(\theta) - \nu(\theta_*)\}] \\
< N_{\text{ho}}^{1/2} \{T_{N_{\text{ho}}}(X_{\text{ho}}) - \nu(\theta_*)\} - N_{\text{ho}}^{1/2} \{\nu(\theta) - \nu(\theta_*)\} \mid \theta] \\
= \mathbb{P}[N_{\text{ho}}^{1/2} \{T_{N_{\text{ho}}}(X_{\text{pred}}) - \nu(\theta)\} < t(\theta) \mid \theta] \\
= \mathbb{P}[s_{TV}(X_{\text{pred}}, \theta; N_{\text{ho}}) \leq t(\theta) \mid \theta] \\
= \zeta(\theta),
\]

the desired equality follows. Now we only need to show that $d_W(\hat{\zeta}(\theta), \hat{\Phi}(t(\theta) \mid \sigma(\theta))) = O(N_{\text{obs}}^{-1/2}).$ By definition of $N_{\text{obs}} := \lceil qN \rceil$ and $N_{\text{ho}} := N - N_{\text{obs}}$, $N_{\text{ho}}^{1/2} / N_{\text{obs}}^{1/2} = \sqrt{N_{\text{obs}} / N_{\text{ho}}} - 1 > c_0 > 0$. Since

\[
\zeta(\theta) = \mathbb{P}[s_{TV}(X_{\text{pred}}, \theta; N_{\text{ho}}) \leq t(\theta) \mid \theta] = \mathbb{P} \left[ \frac{s_{TV}(X_{\text{pred}}, \theta; N_{\text{ho}})}{\sigma(\theta)} \leq \frac{t(\theta)}{\sigma(\theta)} \mid \theta \right]
\]

\[
\quad \leq \mathbb{P} \left[ \frac{s_{TV}(X_{\text{pred}}, \theta; N_{\text{ho}})}{\sigma(\theta)} \leq \frac{t(\theta)}{\sigma(\theta)} \mid \theta \right].
\]
it follows from Eq. (A1) that for some constant $c_1 > 0$,

$$\sup_{\theta \in \Theta_{\text{obs}}} |P \left[ \frac{s_{TV}(X_{\text{pred}}, \theta; \nu_{\text{ho}})}{\sigma(\theta)} \leq \frac{t(\theta)}{\sigma(\theta)} \right] - \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) | < c_1/N_{\text{obs}}^{1/2}. \quad (10)$$

It then follows by the coupling characterization of Wasserstein distance and Eq. (10) that

$$W_s^* \left( \int \zeta(\theta), \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right)$$

$$\leq \mathbb{E} \left[ \int \zeta(\theta) - \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right]^s$$

$$\leq \mathbb{E} \left[ \int P \left[ \frac{s_{TV}(X_{\text{pred}}, \theta; \nu_{\text{ho}})}{\sigma(\theta)} \leq \frac{t(\theta)}{\sigma(\theta)} \right] \right]^s$$

$$\leq \mathbb{E} \left[ \int \sup_{\Theta_{\text{obs}}} \left[ \mathbb{P} \left[ \frac{s_{TV}(X_{\text{pred}}, \theta; \nu_{\text{ho}})}{\sigma(\theta)} \leq \frac{t(\theta)}{\sigma(\theta)} \right] \right]^s$$

$$\leq c_1/N_{\text{obs}}^{1/2} \mathbb{E} \left[ \tilde{\Pi}\left(\Theta_{\text{obs}} \mid X_{\text{obs}}\right) \right]^s$$

$$\leq c_1/N_{\text{obs}}^{1/2}.$$  

**Part IV:** $W_s \left( \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right), \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right) = O(\log N_{\text{obs}}/N_{\text{obs}}^{1/2})$.

We have

$$W_s^* \left( \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right), \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right)$$

$$\leq \mathbb{E} \left[ \int \left| \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right|^s \right]$$

$$\leq \mathbb{E} \left[ \int \sup_{\Theta_{\text{obs}}} \left| \mathbb{P} \left[ \frac{t(\theta)}{\sigma(\theta)} \right] \right|^s \right],$$

where $\| \Phi \|_L$ denotes the Lipschitz constant of $\Phi$. By Lemma A.5, the distance can be further bounded as

$$W_s \left( \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right), \int \Phi \left( \frac{t(\theta)}{\sigma(\theta)} \right) \right)$$

$$\leq \frac{\| \Phi \|_L CM \log^{1/2} N_{\text{obs}} \mathbb{E} \left[ \int \sup_{\Theta_{\text{obs}}} \left| \frac{t(\theta)}{\sigma(\theta)} \right| \tilde{\Pi}(d\theta \mid X_{\text{obs}}) \right]}{\sigma(\theta)N_{\text{obs}}^{1/2}}.$$  

(11)

Notice that $(X_{\text{obs}}, X_{\text{ho}})$ are jointly independent. Applying Lemmas A.2 and A.5, we have

$$\sup_{\theta \in \Theta_{\text{obs}}} \mathbb{E} \left[ \frac{t(\theta)}{\sigma(\theta)} \right] = \sup_{\theta \in \Theta_{\text{obs}}} \mathbb{E} \left[ \frac{N_{\text{ho}}^{1/2}}{\sigma(\theta)} \left( T_{\text{ho}}(X_{\text{ho}}) - \nu(\theta) \right) \right]$$

$$= \sup_{\theta \in \Theta_{\text{obs}}} \mathbb{E} \left[ \frac{N_{\text{ho}}^{1/2}}{\sigma(\theta)} \left( T_{\text{ho}}(X_{\text{ho}}) - \nu(\theta) \right) \right]$$
It then follows by Fubini’s theorem, and Eqs. (11) and (12) that

\[
\begin{align*}
&= \sup_{\theta \in \Theta_{obs}} \frac{N_{ho}^{1/2} \{\nu(\theta_s) - \nu(\theta)\}}{\sigma(\theta_s)} \frac{\sigma(\theta_s)}{\sigma(\theta)} \\
&\leq \left( \sup_{\theta \in \Theta_{obs}} \hat{\nu}(\theta_s) \frac{N_{ho}^{1/2}}{\sigma(\theta_s)} \right) + c_2 \log N_{ho} \frac{N_{ho}^{1/2}}{N_{ho}^{1/2}} \left( 1 + \frac{CM \log^{1/2} N_{obs}}{\sigma(\theta_s) N_{ho}^{1/2}} \right) \\
&\leq C_1 \log^{1/2} N_{ho} + C_2 \log N_{ho} \frac{N_{ho}^{1/2}}{N_{ho}^{1/2}} + C_3 \log N_{ho} \frac{N_{ho}^{1/2}}{N_{ho}^{1/2}} + C_4 \log^{3/2} N_{ho} \frac{N_{ho}^{1/2}}{N_{ho}^{1/2}} \\
&\leq \hat{C} \log^{1/2} N_{ho}.
\end{align*}
\]

By definition of \(t(\theta)\) and \(\hat{Q}(\theta)\), we have

\[
\left| \frac{t(\theta)}{\sigma(\theta_s)} - \hat{Q}(\theta) \right| = \left| \frac{N_{ho}^{1/2}}{\sigma(\theta_s)} \left( \nu(\theta) - \nu(\theta_s) \right) - \hat{\nu}(\theta_s) \tau \frac{N_{ho}^{1/2}}{\sigma(\theta_s)} \left( \theta - \theta_s \right) \right|.
\]

Applying Lemmas A.2 and A.5, we conclude that for some constant \(c_2 > 0\),

\[
\begin{align*}
&d_W^2 \left( \int \Phi \left( \frac{t(\theta)}{\sigma(\theta_s)} \right), \int \Phi \left( \hat{Q}(\theta) \right) \right) \\
&\leq E \left[ \left| \int \Phi \left( \frac{t(\theta)}{\sigma(\theta_s)} \right) - \Phi \left( \hat{Q}(\theta) \right) \right|^s \right] \\
&\leq E \left[ \int_{\Theta_{obs}} \left| \Phi \left( \frac{t(\theta)}{\sigma(\theta_s)} \right) - \Phi \left( \hat{Q}(\theta) \right) \right|^s \hat{\Pi}(d\theta | X_{obs}) \right] \\
&\leq \|\phi\|_\infty^s E \left[ \int_{\Theta_{obs}} \left| \frac{t(\theta)}{\sigma(\theta_s)} - \hat{Q}(\theta) \right|^s \hat{\Pi}(d\theta | X_{obs}) \right] \\
&\leq \|\phi\|_\infty^s c_2 \log^s N_{obs} \frac{N_{obs}^{1/2}}{N_{obs}^{1/2}} E \left[ \hat{\Pi}(\Theta_{obs} | X_{obs}) \right]^s \\
&\leq \|\phi\|_\infty^s c_2 \log^s N_{obs} \frac{N_{obs}^{1/2}}{N_{obs}^{1/2}}.
\end{align*}
\]

Part VI: \(W_s \left( \int \Phi \left( \hat{Q}(\theta) \right), \Phi(Q) \right) = O(N_{obs}^{-1/2}).\)
Letting \( \vartheta \sim N(\hat{\theta}(X_{\text{obs}}), \Sigma/\text{N}_{\text{obs}}) \), we have

\[
\int_{\Theta} \Phi(\hat{Q}(\vartheta)) = \int_{\Theta} \Phi(\hat{Q}(\vartheta)) \hat{\Pi}(d\vartheta \mid X_{\text{obs}})
\]

\[
= \mathbb{E} \left[ \Phi(\hat{Q}(\vartheta)) \right]
\]

\[
= \mathbb{E} \left\{ \mathbb{P} \left[ Z \leq s_{T_{\nu}}(X_{\text{ho}}, \theta_{\star}; \text{N}_{\text{ho}}) - \hat{\vartheta}(\theta_{\star})^\top N_{\text{ho}}^{1/2} (\vartheta - \theta_{\star}) \right] \right\}
\]

\[
= \mathbb{E} \left\{ \mathbb{P} \left[ \frac{Z\sigma_{\nu}^2 + \hat{\vartheta}(\theta_{\star})^\top N_{\text{ho}}^{1/2} (\vartheta - \theta_{\star})}{\nabla_{\hat{Q}}^\top \Pi(\Theta_{\text{obs}}, \theta_{\star}; \text{N}_{\text{obs}}(\vartheta - \theta_{\star}))} \leq Z_{\nu} \sim N(\mu_{Z_{\nu}}, \sigma_{Z_{\nu}}^2) \right] \right\}
\]

\[
= \mathbb{P} \left[ \frac{Z' - \mu_{Z'}}{\sigma_{Z'}} \leq \frac{s_{T_{\nu}}(X_{\text{ho}}, \theta_{\star}; \text{N}_{\text{ho}}) - \mu_{Z'}}{\sigma_{Z'}} \right],
\]

where \( \mu_{Z'} := \hat{\vartheta}(\theta_{\star})^\top N_{\text{ho}}^{1/2} (\hat{\theta}(X_{\text{obs}}) - \theta_{\star}) \) and \( \sigma_{Z'}^2 := \sigma^2(\theta_{\star}) + \frac{\text{N}_{\text{obs}}}{\text{N}_{\text{obs}}} \hat{\vartheta}(\theta_{\star})^\top \Sigma(\theta_{\star}) \hat{\vartheta}(\theta_{\star}) \). It remains to show that \( W_s(\hat{\Phi}(\hat{Q}(\vartheta)), \hat{\Phi}(\hat{Q}(\vartheta))) = O(\text{N}_{\text{obs}}^{-1/2}) \). We apply Lemma A.4 and Assumption (A4-b) to get

\[
W_s(\hat{\Phi}(\hat{Q}(\vartheta)), \hat{\Phi}(\hat{Q}(\vartheta))) \leq \mathbb{E} \left[ \left| \int_{\Theta \setminus \Theta_{\text{obs}}} \Phi(\hat{Q}(\vartheta)) \hat{\Pi}(d\vartheta \mid X_{\text{obs}}) \right|^s \right]
\]

\[
\leq \mathbb{E} \left[ 1 - \hat{\Pi}(\Theta_{\text{obs}} \mid X_{\text{obs}}) \right]^s
\]

\[
\leq C \text{N}_{\text{obs}}^{-s/2}.
\]

**Part VII:** \( W_s(\Phi(Q), \Phi(Z)) = O(\text{N}_{\text{obs}}^{-1/2}) \).

Since \( \Phi \) is a Lipschitz-continuous function and \( \Phi(\cdot) \in [0, 1] \), there exists some constant \( C > 0 \) such that

\[
W_s(\Phi(Q), \Phi(Z)) \leq C d_K(\Phi(Q), \Phi(Z)) \leq C \| \Phi \|_L d_K(Q, Z).
\] (13)

Let \( Z_1, Z_2 \sim N(0, 1) \) be independent standard normal random variables. For simplicity, we use shorthand notations \( \sigma^2_1 := \sigma^2(\theta_{\star}) = \frac{\text{N}_{\text{obs}}}{\text{N}_{\text{obs}}} \hat{\vartheta}(\theta_{\star})^\top \Sigma(\theta_{\star}) \hat{\vartheta}(\theta_{\star}) \) and \( \sigma^2_0 := \sigma^2(\theta_{\star}) \). Observe that \( s_{T_{\nu}}(X_{\text{ho}}, \theta_{\star}; \text{N}_{\text{ho}}) \) and \( N_{\text{obs}}^{1/2} \{ \hat{\theta}(X_{\text{obs}}) - \theta_{\star} \} \) are jointly independent. Let \( Z := \frac{\sigma_0 Z_1 - \sigma_1 Z_2}{(\sigma_0^2 + \sigma_1^2)^{1/2}} \sim N(0, 1) \) and \( \tilde{Z}_2 := \frac{\sigma_1 Z_2}{(\sigma_0^2 + \sigma_1^2)^{1/2}} \sim N(0, \sigma_1^2/(\sigma_0^2 + \sigma_1^2)) \) with CDF \( F_{\tilde{Z}_2} \). Let \( \tilde{\sigma}_2^2 \) be the variance of \( \tilde{Z}_2 \). By definition, \( \| F_{\tilde{Z}_2} \|_{BL} = \| F_{\tilde{Z}_2} \|_{\infty} + \| F_{\tilde{Z}_2} \|_L = 1 + 1/\sqrt{2\pi \tilde{\sigma}_2^2} < \infty \). It
then follows by Lemma A.1 that,
\[
d_K(Q, Z) = d_K\left(\frac{s_{TV}(X_{ho}, \theta_\pi; N_{ho}) - \nu(\theta_\pi)}{\sigma_0^2 + \sigma_1^2}, \frac{\sigma_0^2 Z_1 - \sigma_1 Z_2}{\sigma_0^2 + \sigma_1^2}\right)
\]
\[
\leq d_K\left(\frac{s_{TV}(X_{ho}, \theta_\pi; N_{ho})}{\sigma_0^2 + \sigma_1^2}, \frac{\sigma_0 Z_1 - \sigma_1 Z_2}{\sigma_0^2 + \sigma_1^2}\right)
\]
\[
+ \|F_{\hat{Z}_2}\|_{BL}d_{BL}\left(\frac{\nu(\theta_\pi)^\top N_{ho}^{1/2}\{\hat{\theta}(X_{obs}) - \theta_\pi\}}{\sigma_0^2 + \sigma_1^2}, \frac{\sigma_1 Z_2}{\sigma_0^2 + \sigma_1^2}\right)
\]
\[
= d_K\left(\frac{s_{TV}(X_{ho}, \theta_\pi; N_{ho})}{\sigma_0}, Z_1\right) + \|F_{\hat{Z}_2}\|_{BL}d_{BL}\left(\frac{\nu(\theta_\pi)^\top N_{ho}^{1/2}\{\hat{\theta}(X_{obs}) - \theta_\pi\}}{\sigma_1}, Z_2\right).
\]
(14)

By Assumptions A6 and A7 and Assumption (A4-a), the two terms in Eq. (14) are of order \(O(N_{obs}^{-1/2})\). It follows by the definition of \(N_{obs} = \lceil qN \rceil\) that \(O(N_{obs}^{-1/2}) = O(N^{-1/2})\).

Combining Eq. (13) and above facts together, we obtain
\[
W_s(\Phi(Q), \Phi(Z)) \leq C' d_K(Q, Z) \leq O(N^{-1/2}).
\]

Hence, we get \(W_s(\Phi(Q), \Phi(Z)) = O(N^{-1/2})\). Now combining all parts from I to VIII, we have for sufficiently large constant \(C > 0\) and smoothing constant \(s \geq 2\)
\[
W_s(p_{SPC}(X), U) \leq C \log N/N^{1/2}.
\]

By (Bouchitte, Jimenez and Mahadevan, 2007, Theorem 1.2), for constant \(C_s > 0\) depending on \(s \geq 2\)
\[
d_K(p_{SPC}(X), U) \leq C_s W_s^{1/2}(p_{SPC}(X), U).
\]
The proof is immediate by Theorem 3.4. \(\square\)

A.4. Proof of Remark 3.3

Consider \(T(X, \theta) = \frac{1}{N} \sum_{i=1}^N (X_i - \theta)^2\). For the Gaussian location model, we have MLE \(\hat{\theta}(X_{obs}) = \frac{1}{N_{obs}} \sum_{i=1}^{N_{obs}} X_{obs,i} \sim \mathcal{N}(\theta_\pi, \sigma^2_{ho}/N_{obs})\). Further, the scaled and centered statistics are asymptotically normal:
\[
\sqrt{N_{ho}}\{T(X_{pred}, \theta) - \sigma^2\} = \frac{1}{\sqrt{N_{ho}}} \left\{\sum_{i=1}^{N_{ho}} (X_{pred,i} - \theta)^2 - \sigma^2 N_{ho}\right\}
\]
\[
\sim \frac{\chi^2_{N_{ho}} - N_{ho}}{\sqrt{N_{ho}}} \cdot \sigma^2 \sim \mathcal{N}(0, \sigma^4)
\]
(15)
and
\[
\sqrt{N_{ho}}\{T(X_{ho}, \theta_\pi) - \sigma^2_\pi\} = \frac{1}{\sqrt{N_{ho}}} \left\{\sum_{i=1}^{N_{ho}} (X_{ho,i} - \theta_\pi)^2 - \sigma^2_{ho} N_{ho}\right\}
\]
\[
\sim \frac{\chi^2_{N_{ho}} - N_{ho}}{\sqrt{N_{ho}}} \cdot \sigma^2_{ho} \sim \mathcal{N}(0, \sigma^4_\pi).
\]
(16)
By definition of single SPC $p$-value

$$p_{SPC}(X) = 1 - \mathbb{P} \left[ T(X_{\text{pred}}, \theta) \leq T(X_{ho}, \theta) \mid \theta \right] \Pi(d\theta \mid X_{obs})$$

$$= 1 - \mathbb{P} \left[ \sqrt{N_{ho}} T(X_{\text{pred}}, \theta) \leq \sqrt{N_{ho}} T(X_{ho}, \theta) \mid \theta \right] \widetilde{\Pi}(d\theta \mid X_{obs}) + o_P(1). \quad (17)$$

Observe that $\sqrt{N_{ho}} T(X_{ho}, \theta)$ is not centralized. We write

$$\sqrt{N_{ho}} T(X_{ho}, \theta) = \sqrt{N_{ho}} T(X_{ho}, \theta_*) + \sqrt{N_{ho}} \left( \theta - \theta_* \right)^2 + 2 \left( \theta - \theta_* \right) \frac{1}{\sqrt{N_{ho}}} \sum_{i=1}^{N_{ho}} \left( X_{ho,i} - \theta_* \right)^2. \quad (18)$$

The first term in Eq. (18) follows a scaled $\chi^2_{N_{ho}}$ distribution. For the second term, we have

$$\sqrt{N_{ho}} \left( \theta - \theta_* \right)^2 = \sqrt{N_{ho}} \left( \theta - \hat{\theta}(X_{obs}) \right)^2 + \sqrt{N_{ho}} \left( \hat{\theta}(X_{obs}) - \theta_* \right)^2 + 2 \sqrt{N_{ho}} \left( \theta - \hat{\theta}(X_{obs}) \right) \left( \hat{\theta}(X_{obs}) - \theta_* \right) ~ \frac{N_{ho}}{N_{obs} \sqrt{N_{ho}}} \left( \sigma \chi^2_{N_{ho}} + \sigma_o \chi^2_{N_{ho}} \right), \quad (19)$$

which converges to 0 in probability as $N \to \infty$. Similarly for the last term in Eq. (18), we have

$$2 \left( \theta - \theta_* \right) \frac{1}{\sqrt{N_{ho}}} \sum_{i=1}^{N_{ho}} \left( X_{ho,i} - \theta_* \right) = 2 \left\{ \sum_{i=1}^{N_{ho}} \left( \theta - \hat{\theta}(X_{obs}) \right) \left( X_{ho,i} - \theta_* \right) \right. \left. + \sum_{i=1}^{N_{ho}} \left( \hat{\theta}(X_{obs}) - \theta_* \right) \left( X_{ho,i} - \theta_* \right) \right\}$$

$$= \frac{2 \sigma_o}{\sqrt{N_{ho} N_{obs}}} \left( \sigma \chi^2_{N_{ho}} + \sigma_o \chi^2_{N_{ho}} \right)$$

$$= o_P(1). \quad (20)$$

Substituting Eqs. (19) and (20) into Eq. (18) yields

$$\sqrt{N_{ho}} T(X_{ho}, \theta) = \sqrt{N_{ho}} T(X_{ho}, \theta_*) + o_P(1).$$

Let $Z_1, Z_2$ be independent standard normal random variables and $\mathbb{E}_\theta[\cdot]$ denote the expectation with respect to the posterior distribution. By the dominated convergence theorem and Eqs. (15) and (16), we can rewrite the $p$-values in Eq. (17) as

$$p_{SPC}(X) = 1 - \mathbb{E}_\theta \left[ \mathbb{P} \left[ \sqrt{N_{ho}} T(X_{\text{pred}}, \theta) \leq \sqrt{N_{ho}} T(X_{ho}, \theta) \mid \theta \right] \right] + o_P(1)$$

$$= 1 - \mathbb{E}_\theta \left[ \mathbb{P} \left[ \frac{\sqrt{N_{ho}} \left( T(X_{\text{pred}}, \theta) - \sigma^2 \right)}{\sigma^2} \leq \frac{\sqrt{N_{ho}} \left( T(X_{ho}, \theta) - \sigma_*^2 \right)}{\sigma_*^2} + \frac{\sqrt{N_{ho}} \left( \sigma^2 - \sigma_*^2 \right)}{\sigma^2} \right] \right] + o_P(1)$$

$$= 1 - \mathbb{P} \left[ Z_1 \leq \kappa^2 Z_2 + \sqrt{N_{ho}} \left( \kappa^2 - 1 \right) \right] + o_P(1)$$

$$= 1 - \Phi \left( \kappa^2 Z_2 + \sqrt{N_{ho}} \left( \kappa^2 - 1 \right) \right) + o_P(1).$$
Letting $\kappa = 1$ we have $p_{\text{SPC}}(X) = 1 - \Phi(Z_2) + o_P(1) \overset{D}{\to} \text{Unif}$ and therefore

$$
P \left[ p_{\text{SPC}}(X) < \frac{\alpha}{2} \right] = P \left[ p_{\text{SPC}}(X) > 1 - \frac{\alpha}{2} \right] = \frac{\alpha}{2}.
$$

For $\kappa \neq 1$, followed by a similar argument in the proof of Theorem 3.4, we have

$$
P \left[ p_{\text{SPC}}(X) < \frac{\alpha}{2} \right] = P \left[ 1 - \Phi \left( \frac{\kappa^2 Z_2 + \sqrt{N_{ho}} (\kappa^2 - 1)}{\kappa^2} \right) + o_P(1) < \frac{\alpha}{2} \right]
$$

$$
= P \left[ \frac{z_1 - \frac{\alpha}{2} - \sqrt{N_{ho}} (\kappa^2 - 1)}{\kappa^2} < Z_2 + o_P(1) \right]
$$

$$
= 1 - \Phi \left( \frac{z_1 - \frac{\alpha}{2} - \sqrt{N_{ho}} (\kappa^2 - 1) - o_P(1)}{\kappa^2} \right)
$$

$$
P \rightarrow 1,
$$

where the last inequality follows by taking $N_{ho} \to \infty$ and applying the dominated convergence theorem. Similarly, we can derive for $\kappa \neq 1$

$$
P \left[ p_{\text{SPC}}(X) > 1 - \frac{\alpha}{2} \right] = \Phi \left( \frac{z_2 - \frac{\alpha}{2} - \sqrt{N_{ho}} (\kappa^2 - 1) - o_P(1)}{\kappa^2} \right) P \rightarrow 0.
$$

### A.5. Proofs of Theorems 3.5 and 3.6

We first introduce some notation. Let $\hat{P}_n := \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}$ be the empirical measure of $X_1, \ldots, X_n$. The scaled empirical process is defined as $G_n := \sqrt{n}(\hat{P}_n - P)$. Given a collection of functions, the empirical process $\hat{P}_n$ induces a map from $\mathcal{F}$ to $\mathbb{R}$ defined as $f \mapsto \hat{P}_n f := n^{-1/2} \sum_{i=1}^{n} f(X_i)$ for some $f \in \mathcal{F}$. Consider the collection of indicator functions $\mathcal{F}_{\text{ind}} := \{1_{(-\infty, x]}, x \in \mathbb{R}\}$. The Kolmogorov distance can be rewritten as

$$
d_K(\hat{P}_n, P) = \sup_{f \in \mathcal{F}_{\text{ind}}} (\hat{P}_n - P)f.
$$

Recall that divided SPCs generate p-values by applying the Kolmogorov-Smirnov test to $k$ single SPC p-values obtained from $k$ disjoint subsets. We require a uniform convergence on Kolmogorov distance in the proof of Theorem 3.5, which we present in the following lemma.

**Lemma A.6.** (Uniform convergence on Kolmogorov distance) If $X_1, X_2, \ldots \text{i.i.d} \sim P$ a continuous distribution, then the empirical distribution uniformly converges to the true distribution:

$$
\sup_P d_K \left( \sup_{f \in \mathcal{F}_{\text{ind}}} G_n^P f, K \right) \to 0,
$$

where $K \sim F_{\text{KS}}(\cdot)$, the Kolmogorov distribution with CDF $F_{\text{KS}}(t) := 1 - 2 \sum_{i=1}^{\infty} (-1)^{i-1} e^{-2r^2 t}$.

**Proof.** Consider the class of indication functions $\mathcal{F}_{\text{ind}} = \{1_{(-\infty, x]}, x \in \mathbb{R}\}$. It’s easy to show that $\mathcal{F}_{\text{ind}}$ has Vapnik-Chervonenkis (VC) dimension $\nu(\mathcal{F}_{\text{ind}}) = 2$. Following the discussions of Ledoux and Talagrand (1991, Theorem 14.13), such VC class $\mathcal{F}_{\text{ind}}$ belongs to uniform
Donsker classes. It then follows from Sheehy and Wellner (1992, Definition 2.3 and Theorem 2.1) that an equivalent definition of uniform Donsker class is, for any $t > 0$

$$\lim_{n \to \infty} \sup_{P^*} \left\{ \sup_{f \in F_{n_k}(t)} (G^P_n - G^{(n)}_n)(f) > t \right\} = 0,$$

where $G^{(n)}_n$ is a sequence of coherent $P$-Brownian bridge processes. The conclusion immediately follows by the fact that the supremum of Brownian bridge follows the Kolmogorov distribution (Boukai, 1990).

**Proof of Theorem 3.5.** Suppose $k = N^\beta$ for $0 < \beta < \frac{2}{\gamma + 1}$. By definition we have $N_k = \lceil \frac{N}{k} \rceil = \lceil N^{1 - \beta} \rceil$. It follows from Assumption A5 that for constant $C' > C$

$$d_K(\hat{P}_k, \text{Unif}) < CN_k^{-\gamma/2} < C'N^{(\beta - 1)^2}.$$

Consider the Kolmogorov distance between $\hat{P}_k$ and Unif and fix some $t > 0$. It follows from the triangle inequality that

$$\mathbb{P}\left[k^{1/2}d_K(\hat{P}_k, \text{Unif}) > t \right] \leq \mathbb{P}\left[k^{1/2}d_K(\hat{P}_k, \text{Unif}) + k^{1/2}d_K(\hat{P}_k, \mathbb{P}_k) > t \right]$$

$$\leq \mathbb{P}\left[C'N^{\beta/2}N^{(\beta - 1)^2/2} + k^{1/2}d_K(\hat{P}_k, \mathbb{P}_k) > t \right]$$

$$= \mathbb{P}\left[k^{1/2}d_K(\hat{P}_k, \mathbb{P}_k) > s - C'N^{3/2(\beta + 1)} \right].$$  \hspace{1cm} \text{(21)}

Note that $\beta < \frac{2}{\gamma + 1}$ implies $\frac{1}{2}(\beta(1 + \gamma) - \gamma) < 0$. By Lemma A.6 and taking $N \to \infty$, we have the last line in Eq. (21) converges to $1 - F_{KS}(t)$ in the Kolmogorov metric. On the other hand, by applying the triangle inequality, we have

$$\mathbb{P}\left[k^{1/2}d_K(\hat{P}_k, \text{Unif}) > t \right] \geq \mathbb{P}\left[k^{1/2}d_K(\hat{P}_k, \mathbb{P}_k) - k^{1/2}d_K(\hat{P}_k, \text{Unif}) > t \right]$$

$$\geq \mathbb{P}\left[k^{1/2}d_K(\hat{P}_k, \mathbb{P}_k) > t + C'N^{3/2(\beta(1 + \gamma) - \gamma)} \right].$$  \hspace{1cm} \text{(22)}

Combining Eqs. (21) and (22) and Lemma A.6 yields

$$\left| \mathbb{P}\left[k^{1/2}d_K(\hat{P}_k, \text{Unif}) > t \right] - (1 - F_{KS}(t)) \right| \xrightarrow{k \to \infty} 0.$$

**Proof of Theorem 3.6.** Fix any $t > 0$. By assumption, there exists an $\epsilon > 0$ and $\bar{n}(\epsilon)$ such that for any $n_k > \bar{n}(\epsilon)$, $d_K(\hat{P}_k, \text{Unif}) > \epsilon$. Together with the triangle inequality, we have

$$\mathbb{P}\left[\sqrt{k}d_K(\hat{P}_k, \text{Unif}) > t \right] \geq \mathbb{P}\left[\sqrt{k}d_K(\hat{P}_k, \text{Unif}) - \sqrt{k}d_K(\hat{P}_k, \mathbb{P}_k) > t \right]$$

$$\geq \mathbb{P}\left[\sqrt{k}d_K(\hat{P}_k, \mathbb{P}_k) < \sqrt{k}\epsilon - K_\alpha \right].$$  \hspace{1cm} \text{(23)}

It follows from Lemma A.6 that

$$\lim_{k \to \infty} \sup_{P} \mathbb{P}\left[\sqrt{k}d_K(\hat{P}_k, P) < \sqrt{k}\epsilon - t \right] = 1.$$  \hspace{1cm} \text{(24)}
Combining Eqs. (23) and (24) yields
\[ \lim_{k \to \infty} \mathbb{P} \left[ \sqrt{k} d_K (\hat{P}_k, \text{Unif}) > t \right] = 1. \]

Since \( \lim \inf \leq \lim \) and probabilities are upper bounded by 1, we have
\[ \lim_{k \to \infty} \mathbb{P} \left[ \sqrt{k} d_K (\hat{P}_k, \text{Unif}) > t \right] = 1. \]

\[ \Box \]

Appendix B: Additional figures and tables

We present additional figures and tables for the previous simulation study and experiments in this section. In Appendix B.2.1, we provide a simulation study of all candidate checks under Gaussian location model. Some additional figures for previous Poisson model simulation study are displayed in Appendix B.2.2. For additional figures of Gaussian hierarchical simulation study, see Appendix B.2.3. We finally include some additional figures for the airline delays experiment in Appendix B.2.4.

**B.2.1. Gaussian location model**

Similar to the discussions in the Poisson model study in Section 5.1, we investigate all the candidate checks with a Gaussian location model. Consider
\[
X \sim \mathcal{N}(\theta, 1) \\
\theta \sim \mathcal{N}(0, 10000).
\]

We design two generative models to indicate two extreme cases of model mismatches. The assumed model in (25) is well-specified when the data is generated from \( P_o : X \sim \mathcal{N}(0, 1) \) and misspecified if we generate from \( P_o : X \sim \mathcal{N}(0, 15^2) \). We implement all checking methods with the following statistics: (i) empirical mean \( T_N(x_N) := \frac{1}{N} \sum_{i=1}^{N} x_i \), (ii) 2nd moment \( := \frac{1}{N} \sum_{i=1}^{N} x_i^2 \), (iii) 75th quantile:= \( \arg \min_{T} \left\{ \frac{1}{N} \sum_{i=1}^{N} 1_{\{x_i \leq T\}} - 0.75 \right\} \) and (iv) mean squared error (MSE) := \( \frac{1}{N} \sum_{i=1}^{N} (x_i - \mathbb{E}[X_i | \theta])^2 \). All statistics are asymptotically normal distributed as required by Assumption A6.

**Single SPCs** Fig. B.15 verifies the results in Theorem 3.1 that when \( \nu_o = \nu(\theta_*) \), with mean statistic, the asymptotic power of single SPC depends on \( \rho^2 = \frac{q \sigma_*^2 + (1-q) \sigma_o^2 / N_{\text{obs}}}{q \sigma(\theta_*)^2 + (1-q) \sigma_1^2 / N_{\text{obs}}} \). The asymptotic power is independent of \( q \) in this case. For 2nd moment statistic, single SPCs with all proportions successfully capture the major mismatches and \( q \) does not affect the performance when \( \nu_o \neq \nu(\theta_*) \).

However, for small sample regime, a small split proportion such as \( q = 0.1 \) is not recommended due to a limited number of split observed data in computing posterior distributions. In Fig. B.15c, when \( N = 50 \), the single SPC with \( q = 0.1 \) computes the posterior distribution with only \( N_{\text{obs}} = 5 \) samples, which tends to produce overconfident \( p \)-values. Fig. B.16 shows similar results for 75th quantile and MSE statistic with different proportions of single SPC.
Divided SPCs The choices of split proportion \( q \) are of significance to the performance of divided SPCs in a small-data regime, and takes the same role with large datasets as in single SPC does. Given a sample of size \( N = 5000 \), Fig. B.17c shows that the divided SPC with \( q = 0.1, 0.3 \) blows up the Type I error. The reason is that the data used to compute the posterior distribution only contains \( N_{\text{obs}} = 7 \) observations for \( q = 0.1 \) and \( N_{\text{obs}} = 23 \) for \( q = 0.3 \). Hence, we recommend choosing moderate values for proportions such as \( q \in \{0.5, 0.7\} \) for divided SPC when the data set is not large.

Effective number of folds \( k \) We show different choices of \( k \) with various statistics in Fig. B.18. In Fig. B.18a, divided SPC with 2nd moment statistic and rate \( \beta > 0.5 \) results in large Type I errors, which coincides with Theorem 3.5. On the other hand, choosing rates too small may produce inefficient powers in small-data scenario, as in Fig. B.18d.

Comparison of PPC, POP-PC-v1 and SPCs In Fig. B.19, divided SPC outperforms all methods in power with mean statistic. PPC produces 0 power, while both POP-PC-v1 and single 0.9-SPC has power stabilized at a value not equal to 1. All four candidate methods succeed to achieve power 1 with the 75th quantile and 2nd moment statistics except that POP-PC-v1 has a sudden drop on power given a large sample in 2nd moment case. For the test size comparison, all methods have the test size under control. However, by plotting the Q-Q plots for each methods in Fig. B.20, we can conclude that PPC fails to produce frequentist \( p \)-values under the mean and 75th quantile statistic given a well-specified null model.

B.2.2. Simulation study for Poisson model of Section 5.1

We present some additional figures for Poisson model of Section 5.1 here.

Results for 3rd moment and MSE statistic with different proportions of single SPC are displayed in Fig. B.21. The power plot with MSE in Fig. 5 shows another limitation of single SPC that with small sample, a large split proportion \( q \) may result in a slow rate of convergence in power.

The comparison of divided SPC with different proportions given statistics 2nd moment and 3rd moment is shown in Fig. B.22. Divided SPC with different choices of \( k \) using 2nd moment and mean are shown in Fig. B.23. Both demonstrate similar results as in Fig. 6.

The Q-Q plots of SPCs with PPC and POP-PC-v1 using mean, 2nd moment and 3rd moment under a well-specified model are presented in Fig. B.24.

B.2.3. Additional figures for Gaussian Hierarchical simulation study of Section 5.2

We include the Q-Q plots of all candidate checks and statistics in Fig. B.27. It turns out all types of SPCs produce well-calibrated \( p \)-values while PPC and POP-PC-v1 fail to generate uniform \( p \)-values with all statistics used in the study.

We show results of all methods given fixed number of groups \( J = 20 \) and increasing number of individuals per group \( J \) in Fig. B.26. For group-level mismatches, Fig. B.26a shows that increasing number of observations per group may not help in detecting such misspecification even with proper statistics. However, with lower-level misspecified model, we see in Fig. B.26b that power of PPC and SPCs with within-splits tend to increase as
the number of observations per group increases. A large sample size for each group also provides more information to checking methods when the model is misspecified in both levels as shown in Fig. B.26c.

B.2.4. Additional figures for airline delays example

We present the comparison of SPCs with $q = 0.9$, PPC and POP-PC-v1 with airlines delay data in Fig. B.28. The analysis is similar to that of Fig. 12 in Section 6.
Fig B.15: Test size and power plots in the log scale for single SPC with different split proportions \( q \in \{0.1, 0.3, 0.5, 0.7, 0.9\} \), under the Gaussian location model. The vertical bars refer to the confidence interval of each estimate. All estimates of test size and power are computed by 1000 replicate observed data drawn from the generative model. We display experiments for \( N \in \{50, 100, 1000, 3000, 5000\} \) to show how test size and power change as number of observations increases. The dashed horizontal line in test size plots indicates the significance level \( \alpha = 0.05 \) and the dashed line in power plot shows the optimal power 1.
Fig B.16: Test size and power plots (in log scale) for single SPC with different split proportions $q \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$. See caption for Fig. B.15 for further explanation.
Fig B.17: Test size and power plots in the log scale for divided SPC with identical $k = N^{0.49}$, varying split proportions $q \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$, under the Gaussian location model. We include experiments for $N \in \{50, 100, 1000, 3000, 5000\}$.
Fig B.18: Test size and power plots in the log scale with 2nd moment and 75th quantile statistics for divided SPC under the Gaussian location model. Divided SPC p-values are computed with identical split proportions $q = 0.5$ with varying number of folds $k \in \{N^{0.4}, N^{0.49}, N^{0.6}, N^{0.8}\}$. We include experiments for $N \in \{50, 100, 1000, 3000, 5000\}$. 
Fig B.19: Test size and power plots in log scale for different checking methods and statistics under Gaussian location model. We display experiments for $N \in \{50, 100, 1000, 3000, 5000\}$. All SPCs choose proportion $q = 0.5$ and for divided SPCs, the number of splits is set as $k = N^{0.49}$. 
Fig B.20: Q-Q plots for POP-PC-v1, PPC, single 0.5-SPC and divided 0.5-SPC methods for mean and 75th quantile statistic under Gaussian location model. Diagonal gray lines are reference line for uniform Q-Q plot. We include sample sizes $N \in \{50, 100, 1000, 3000, 5000\}$. 
Fig B.21: Test size and power plots in log scale for single SPC with different split proportions $q \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$, under the conjugate Poisson model. See caption for Fig. 5 for further explanation.
Fig B.22: Test size and power plots in the log scale for divided SPC with identical $k = N^{0.49}$ but different split proportions $q \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$, under the conjugate Poisson model.
Fig B.23: Test size and power plots in the log scale for divided SPC with identical split proportion $q = 0.5$ but various $k = N^{0.49}$, under the conjugate Poisson model. See caption for Fig. 6 for further explanation.
Fig B.24: Q-Q plots for POP-PC-v1, PPC, single 0.5-SPC and divided 0.5-SPC methods for mean, 2nd moment and 3rd moment statistic under the conjugate Poisson model. We include sample sizes $N \in \{50, 100, 1000, 3000, 5000\}$. 
Fig B.25: Test size against relative prior ESS for POP-PC-v1, PPC, single 0.5-SPC and divided 0.5-SPC with $k = N^{0.49}$ for mean and 2nd moment under the conjugate Poisson model and different $\theta_\star$ values. See caption for Fig. 9 for further explanation.
Fig B.26: Power plot for different checks and statistics given different types of misspecification with fixed the number of groups $I = 20$. We increase the number of individuals per group to investigate how the power changes accordingly in different scenarios. Powers are estimated with 200 repeated experiments for each scenario. Vertical bars show the 95th confidence interval for each power estimate.
Fig B.27: The Q-Q plots of all checks under the well-specified model with grand mean, mean of 75th quantiles and 75th quantile of group means statistic, under the Gaussian hierarchical model.
Fig B.28: The power estimates for PPC and SPCs with proportion $q = 0.9$ with NYC airline data given a geometric model and success rate statistic. See caption for Fig. 12 for further explanation.