Information travels in massless fields in 1+1 dimensions where energy cannot
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Abstract

It has been demonstrated that, in 1+1 spacetime dimensions, massless fields can be used for information transmission even between parties that are time-like rather than light-like separated—and even without the receiver obtaining any energy from the sender. Here, it is shown that this phenomenon is not limited to a particular model of signaling device, but is based on general properties of the quantum field: energy propagates strictly only on the lightcone, whereas perturbations to the field amplitude, which can carry information, also permeate the inside of the future lightcone of the sender. It is also shown that this time-like and energyless signaling in massless fields occurs in Dirichlet cavities, which shows that the phenomenon is not confined to setups with a zero mode. Moreover, it is shown that the phenomenon extends beyond perturbation theory, namely by deriving the phenomenon non-perturbatively for the case where the sender and receiver systems are modeled as harmonic oscillators. To illustrate the propagation of energy in massless fields, the energy density that results from temporarily coupling an Unruh–DeWitt detector at rest to the vacuum of the field is calculated.
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1. Introduction

The study of the propagation and processing of information in quantum fields today plays an important role in several areas of physics, reaching from quantum gravity to experimental quantum information processing.
For example, new insights into the interplay of quantum theory and gravity are emerging from the black hole information paradox [1], and its proposed resolutions, such as the recent firewall conjecture [2, 3].

Other research has explored how the impact of spacetime curvature and relativistic acceleration on quantum fields can be quantified in terms of information-theoretic notions, such as channel capacities, through the study of communication via quantum fields [4–6].

At the same time, recent progress in experimental quantum information processing, for instance in cavity quantum electrodynamics (cavity QED) and superconducting circuits, makes it possible to experimentally study impacts of relativistic effects on quantum fields [7–9] that were not previously observable.

Also, a feature of quantum fields that is now attracting particular interest is their quantum vacuum fluctuations. For example, the seminal work of Reznik et al [10] showed that entanglement in the vacuum correlations of a quantum field can be swapped to devices coupling to the field, even if the devices are space-like separated. Following this result, it was shown that different spacetime geometries and relativistic observer trajectories can be distinguished by their entangling characteristics [11–14]. Furthermore, the entangling of quantum systems coupling to the vacuum of a quantum field has been investigated as a source of entanglement for use in quantum information processing [15, 16], and an experiment for the extraction of entanglement from the field has been put forward [17].

Another surprising effect that uses the quantum correlations of the field is quantum energy teleportation [18–21]. In this protocol, two parties can teleport energy from one to the other, using only local operations and classical communication.

In this general context, the present article follows up on the recent observation that the flow of information in a massless field can be decoupled from the flow of energy to a large extent [22], or even entirely in certain circumstances. This phenomenon is a consequence of the violation of the strong Huygens principle in general curved, and in (1 + 1)- and in (2n + 1)-dimensional Minkowski space [23–25]. When the strong Huygens principle is violated, signals do not propagate strictly at the speed of light in a massless field, but part of the signal travels more slowly and reaches into the future lightcone of the sender. Crucially, this time-like part of the signal, in spite of being able to carry information, then tends to carry relatively little energy (and in some circumstances even none). This is because the field amplitude, which is what is carrying the signal, does not contribute to the energy density of a massless field directly. Instead, only the (relatively small) derivatives of the field inside the forward lightcone contribute to the field’s energy density there. This phenomenon occurs, for example, in cosmological models, and could have interesting implications for obtaining information about the early Universe [26, 27].

The effect is most pronounced in (1 + 1)-dimensional Minkowski space. Here, in fact, information can be transmitted between time-like separated parties via a massless quantum field without any energy propagating from the sender to the receiver. Both parties still have to expend energy locally on their interaction with the field to send and to receive a message. The time-like signals are energyless though, in the sense that none of the energy the sender injects into the field is transferred to the receiver.

In [22], the effect was studied modeling the signaling devices as Unruh–DeWitt detectors. These are a theoretical model for particle detectors [28, 29] that are an important theoretical tool for the study of quantum fields in curved spacetime, and are widely used in the field of relativistic quantum information, including many of the works cited above. The model is a good approximation to the interaction between realistic atoms and the electromagnetic field in microwave and optical cavities [30]. It also underlies the Jaynes–Cummings model,
which is restricted to non-relativistic scenarios [31, 32], and can be obtained from the Unruh–DeWitt model through single-mode and rotating-wave approximations.

In the present paper we show that time-like energyless signals are not limited to a particular model of signaling device. Instead, as we discuss, they result from the way in which signals and energy propagate in the field, and we show that they appear in a wide range of scenarios.

To this end, in section 2, we begin with a brief review of signaling in quantum fields, and the central role that the field commutator plays in signaling. Section 3 discusses how the energy density of a scalar massless field can be expressed through operators acting only on the boundary of its past lightcone, whereas the field amplitude depends on operators located inside the past lightcone as well. This provides the fundamental explanation for the phenomenon of time-like energyless signals.

In section 4 we calculate the energy density injected into the vacuum state of the field by an Unruh–DeWitt detector which is coupling to the field for a finite time. We observe that the energy propagates strictly at the speed of light, in accordance with the findings from the preceding section.

A well-known problem of massless fields in (1+1)-dimensional spacetimes is the infrared divergence or ambiguity of the two-point function. To show that time-like signaling is not related to this issue, in section 5 we study the commutator of a massless field in a cavity with Dirichlet boundary conditions, which is finite in the infrared and has no zero mode.

In prior work [22, 26, 27], time-like signals were only discussed within perturbative analysis. Therefore, in section 6, we show that they also appear in a non-perturbative treatment of signaling between harmonic oscillators coupling to the field inside a cavity. This model is, on the one hand, closer to realistic experimental scenarios. On the other hand, this observation also opens up the interesting prospect of applying continuous variable quantum information methods to the study of time-like energyless signals.

These findings raise questions about the relation between energy and information transport in quantum fields, such as how much quantum information energyless signals can maximally carry. They also strongly motivate the investigation of an experimental demonstration of the effect, for example, in superconducting circuits.

We use natural units, $c = \hbar = k_B = 1$, throughout the paper.

2. Signaling in quantum fields

Our ability to send information across spacetime via a quantum field is governed by the commutator of the field: if, and only if, the commutator of the field is non-vanishing, communication is possible.

If the commutator between two points in spacetime vanishes, then a sender interacting with the field locally at one point has no influence that could be used to send a signal to a receiver interacting with the field locally at the other point [5, 33]. If, however, the commutator is non-vanishing, then the two parties can use simple systems such as Unruh–DeWitt detectors [28, 29] as signaling devices to send information from one point to the other [5, 22, 32].

This also shows that communication via a quantum field is possible between the same points as via the corresponding classical field, because the commutator

$$[\phi(x), \phi(y)] = iG(x, y) = i(G_{\text{adv}}(x, y) - G_{\text{ret}}(x, y))$$

(1)

is given by the classical Green’s function [34].
For a massless Klein–Gordon field in (3+1)-dimensional Minkowski space, this means that signals propagate strictly at the speed of light, because the commutator is supported only on the null boundary of the lightcone.

\[ [\phi(x), \phi(y)] = \frac{i}{4\pi|x - y|} (\delta(x^0 - y^0 + |x - y|) - \delta(x^0 - y^0 - |x - y|)). \]

This property, which is also called the strong Huygens principle, however, is not a general property of massless fields. It is a very special property of flat, (3+1)-dimensional spacetime. On general, curved spacetimes, but also in (2n+1)-dimensional Minkowski space, the Huygens principle is violated, and the commutator is non-vanishing even at time-like separations [23–25]. When this is the case, signals can travel more slowly than light, contrary to the intuition based on (3+1)-dimensional Minkowski space. (For a detailed calculation of the commutator in Minkowski space of different dimensions, see e.g. [35].)

A particularly interesting case is (1+1)-dimensional Minkowski space. Here the commutator is constant inside the lightcone, where it takes the value \([\phi(x), \phi(y)] = i/2\) whenever \(y\) is in the future lightcone of \(x\):

\[ [\phi(x), \phi(y)] = \frac{i}{2} \Theta((x - y)^\mu(x - y)_\mu) \text{sgn}(y^0 - x^0) \]

where \(\Theta(t)\) denotes the Heaviside step function and \(x^\mu y_\mu = x^0 y^0 - x^1 y^1\) is the Minkowski scalar product. This makes it possible to send signals via the field to arbitrarily distant, time-like separated receivers.

A surprising property of these time-like signals in (1+1)-dimensional Minkowski space is that while they carry information, they carry no energy from the sender to the receiver. This was shown for a communication scenario with Unruh–DeWitt detectors as signaling devices in [22]. It was found, within a perturbative analysis, that any change in the energy of the receiver’s detector due to the signal is instead accounted for by the work required of the receiver to couple and decouple its detector and the field.

The phenomenon of time-like energyless signals is, however, independent of the particular signaling device. Instead it relies on the different propagation behavior of energy density, and the field amplitude, as we discuss in the following.

3. Signal and energy propagation in (1+1)-dimensional Minkowski space

In this section we review the propagation of energy and the field amplitude in a massless Klein–Gordon field in (1+1)-dimensional Minkowski space. Here, the energy density of the field is just the sum of the energy density of the so-called left- and right-moving sectors of the field, which propagate strictly at the speed of light. We will see this below by expressing the energy density operator at a given point in spacetime, in terms of field operators acting on the field at earlier times. This explains why energy injected into the field by any signaling device always propagates away at the speed of light. So if a receiver wants to collect this energy, it needs to make sure that it couples to the field at the right time, and does not miss the sender’s lightrays.

Whereas the energy density operator at a given spacetime point can be expressed in terms of field operators located on the boundary of its past lightcone, the decomposition of
the field amplitude into operators acting on the field at earlier times involves operators inside the entire past lightcone. Hence the field amplitude at a given point contains information from its entire past lightcone. This can be used to transmit information with signaling devices that suitably couple to the field amplitude, even when the receiver misses the sender’s lightrays.

The massless Klein–Gordon equation in (1+1)-dimensional Minkowski space reads

\[
\left( \frac{\partial^2}{\partial t^2} - \frac{\partial^2}{\partial x^2} \right) \phi(t, x) = 0
\]

and we may expand the field operator in terms of plane wave field modes

\[
\phi(x, t) = \int_{-\infty}^{\infty} dk \frac{1}{\sqrt{4\pi|k|}} (e^{i(k|x|)}a_k + e^{i(k|x |-k)}a_k^\dagger).
\]

The collection of all field operators \( \phi(x, t) \) and their canonical conjugate momentum \( p(x, t) \) located on a Cauchy hypersurface forms a complete set of observables [37]. This means that any observable acting on the field can be expressed in terms of field operators \( \phi(x, t) \big| b = t^* \) and \( \pi(x, t) \big| b = t^* \) located only on an arbitrarily chosen slice of constant time \( t = t^* \). In particular we have [19]:

\[
\phi(t, x) = \frac{1}{2} \left( \phi(0, x + t) + \phi(0, x - t) + \int_{-1}^{1} dy \pi(0, y) \right)
\]

\[
\pi(t, x) = \frac{1}{2} \left( \pi(0, x + t) + \pi(0, x - t) + \partial_x \phi(0, x + t) - \partial_x \phi(0, x - t) \right).
\]

Note that these formulae are time translation invariant, and thus for \( s < t \)

\[
\phi(t, x) = \frac{1}{2} \left( \phi(s, x + t - s) + \phi(s, x - t + s) \right.
\]

\[
+ \int_{x-t+i}^{x-t-i} dy \pi(s, y) \right)
\]

and correspondingly for \( \pi(t, x) \). We see from this formula that the field amplitude operator \( \phi(t, x) \) is equal to a composition of field operators on earlier time slices covering every point in the past lightcone. In contrast, the conjugate \( \pi(t, x) \) is composed of operators located only on the boundary of the lightcone.

The energy density of the field, i.e. the \( T_{00} \)-component of the energy-momentum tensor, reads [36]

\[
T_{00}(t, x) = \frac{1}{2} \left( (\partial_t \phi(t, x))^2 + (\partial_x \phi(t, x))^2 \right)
\]

\[
\leq \frac{1}{2} \left( (\pi(t, x))^2 + (\partial_x \phi(t, x))^2 \right).
\]

From equation (6) above we have

\[
\partial_t \phi(t, x) = \frac{1}{2} \left( \partial_t \phi(0, x + t) + \partial_t \phi(0, x - t) \right.
\]

\[
+ \pi(0, x + t) - \pi(0, x - t))
\]
and together with (7) this gives

\[ T_{00}(t, x) = \frac{1}{4} ((\pi(0, x + t) + \partial_x \phi(0, x + t))^2 \\
+ (\pi(0, x - t) - \partial_x \phi(0, x - t))^2). \]  

(11)

The energy density of the field at any point in spacetime can thus be written in terms of field operators located only on the boundary of the point’s lightcone. Thus the energy density measured in the field at one point in spacetime could only have been detected by earlier measurements on the boundary of the point’s lightcone. Conversely, any energy injected into the field at some location will only be observable along the boundary of the future lightcone of the point. This means that no energy can be transmitted through the field between time-like separated points in (1+1)-dimensional Minkowski space.

This can also be understood from separating the field into a left-moving and a right-moving sector. The two terms on the right-hand side of equation (11), which sum up to give the energy density, have a direct interpretation in terms of the energy flux from the left- and right-moving sectors of the field.

The field operator can be split up into a left- and a right-moving part

\[ \phi(t, x) = \phi_+(t, x) + \phi_-(t, x) \]  

(12)

with

\[ \phi_\pm(t, x) = \int_0^\infty \frac{dk}{\sqrt{4\pi k}} (e^{-ik(t \pm x)}a_{k,\pm} + e^{ik(t \pm x)}a_{k,\pm}^\dagger). \]  

(13)

The conjugate momentum is correspondingly split into

\[ \pi(t, x) = \pi_+(t, x) + \pi_-(t, x) \]  

(14)

with \( \pi_\pm(t, x) = \partial_x \phi_\pm(t, x) \). These operators depend only on the so-called lightcone coordinates \( t \pm x \), e.g. \( \phi_+(t, x) = \phi_-(u, y) \), if and only if \( t - x = u - y \).

Whereas operators acting on different sectors of the field always commute, for the operators acting on the same sector we have

\[ [\phi_\pm(t, x), \phi_\pm(u, y)] = \frac{i}{4} \text{sgn}((u - t) \pm (y - x)) \]  

(15)

\[ [\phi_\pm(t, x), \pi_\pm(u, y)] = \frac{i}{2} \delta((u - t) \pm (y - x)) \]  

(16)

\[ [\pi_\pm(t, x), \pi_\pm(u, y)] = -\frac{i}{2} \delta'(((u - t) \pm (y - x)) \]  

(17)

where \( \delta'(x) \) denotes the derivative of the Dirac delta distribution. The commutator between two different field amplitude operators acting on the same sector is always non-vanishing.

This implies that in models that allow observers to directly couple to the \( \phi_\pm(t, x) \) operators, signaling would be possible between arbitrary points in spacetime. This problem does not occur for observers that only couple to the canonically conjugate operators. In fact, even if just one of two parties couples only to the operators \( \pi_\pm(t, x) \) as, for instance, typically assumed in quantum energy teleportation protocols [18–21], signaling is possible only between light-like separated points in spacetime due to the singular support on the lightcone’s boundary of commutators involving \( \pi_\pm(t, x) \).

However, the separation of the field into left- and right-moving modes is still useful to gain insight into the field’s characteristics: from the definitions above follows
\[ \partial_t \phi(t, x) = \pm \partial_x \phi(t, x) \equiv \pm \pi(t, x). \]  

So \( \pi(t, x) = \pm \partial_t \phi(t, x) = 2\pi(t, x) \), and

\[ T_{00}(t, x) = (\pi(t, x))^2 + (\pi(t, x))^2. \]  

Which shows that the energy density of a massless Klein–Gordon field is the sum of the left- and right-moving energy flux.

### 4. Energy injected into the vacuum by an Unruh–DeWitt detector

In this section we discuss how the interaction with a simple two-level system, namely an Unruh–DeWitt detector, changes the energy and the energy density of the vacuum state of the field. This illustrates how the general findings from the previous section on the propagation of energy apply to the situation in which time-like energyless signals were first discussed in [22].

There is a large body of literature treating the radiation and energy flux originating from an Unruh–DeWitt detector, in particular on the question of whether an accelerated detector emits radiation while the detector experiences the Unruh effect. It has been considered for stationary and non-stationary couplings both of two-level and harmonic oscillator type detectors in \((1+1)\)- and \((1+3)\)-dimensional Minkowski space. Later works on this topic which give a review of previous work include [38–42].

Here, we calculate the leading-order perturbative contributions to \( \langle T_{\mu\nu}(t, x) \rangle \), the normal-ordered Hamiltonian density operator of the massless scalar field in \((1+1)\)-dimensional Minkowski space, caused by a two-level Unruh–DeWitt detector which couples to field for a finite time. This is the particular scenario in which time-like and energyless signals were analyzed originally in [22].

In its simplest form the Unruh–DeWitt particle detector consists of a two-level system \( \{|e\}, |g\rangle \) with Hamiltonian \( \mathcal{H}_d = \Omega \langle e | e \rangle \), which we assume to be in the pure state

\[ |\psi_0\rangle = \alpha |e\rangle + \beta |g\rangle \]  

before it interacts with the field. It couples to the field via the common interaction Hamiltonian for point-like Unruh–DeWitt detectors. In the Dirac interaction picture it reads

\[ \mathcal{H}_I(\tau) = \lambda \Omega \chi(\tau)(e^{-i\lambda \tau} |g\rangle \langle e| + e^{i\lambda \tau} |e\rangle \langle g|) \otimes \phi(t_a, x_a) \]  

where \((t_a, x_a) = (t_a(\tau), x_a(\tau))\) is the detector’s location in \((1+1)\)-dimensional Minkowski spacetime at detector proper time \( \tau \), and \( \lambda \) is a dimensionless coupling constant. The switching function \( \chi(\tau) \) controls at which times the detector is coupling to the field. It takes real values, i.e., \( \chi(\tau) \in [0, 1] \subset \mathbb{R} \), and is assumed to be compactly supported.

We assume the field to start out in the vacuum state. Hence the initial state of the field and detector is given by the density operator

\[ \rho_0 = |\psi_0\rangle \langle \psi_0| \otimes |0\rangle \langle 0|. \]  

Using time-dependent perturbation theory, the final state of the field and detector after the detector has coupled to the field can be expanded as
\[ \rho \sim \rho_0 + \frac{(U^{(1)}\rho_0 + \rho_0 U^{(1)*})}{\omega \rho^{(1)}} + \frac{(U^{(2)}\rho_0 + \rho_0 U^{(2)*} + U^{(1)}\rho_0 U^{(1)*})}{\omega \rho^{(2)}} + O(\lambda^3) \]  

(23)

where \( \rho^{(1)} \sim O(\lambda) \), and \( \rho^{(2)} \sim O(\lambda^2) \), and

\[ U^{(1)} = -i \int d\tau \, H_\tau(\tau) \]  

(24)

\[ U^{(2)} = -i \int d\tau \int d\tau' \, H_\tau(\tau)H_{\tau'}(\tau'). \]  

(25)

The normal-ordered energy density of the field, expanded in terms of field-mode operators, reads

\[ \mathcal{T}_\rho(t, x) = \int_{-\infty}^{\infty} d k \int_{-\infty}^{\infty} d k' \sqrt{k k'} \left( 1 + k k' (2 e^{ikx} - k^2 x) a_k a_{k'} - e^{-ikx} a_{k'}^\dagger a_k - e^{ikx} a_k a_{k'}^\dagger \right) \]  

(26)

with \( k^2 x = |k|^2 - k^2 x \). Its expectation value after the detector has coupled to the field has the expansion

\[ \langle \mathcal{T}_\rho(t, x) \rangle \sim Tr(\mathcal{T}_\rho(t, x); \rho^{(1)}) + Tr(\mathcal{T}_\rho(t, x); \rho^{(2)}) + O(\lambda^3). \]  

(27)

However, the first contribution vanishes,

\[ Tr(\mathcal{T}_\rho(t, x); \rho^{(1)}) = 0, \]  

(28)

and thus the leading-order contribution to the field energy density is of order \( O(\lambda^2) \).

The leading-order contribution to the normal-ordered energy density is found to be

\[ \frac{1}{\lambda^2 \Omega^2} Tr(\mathcal{T}_\rho(t, x); \rho^{(2)}) = \int d\tau \int d\tau' \frac{\chi(\tau)\chi(\tau')}{4} \left( |\alpha|^2 e^{i\Omega(\tau - \tau')} + |\beta|^2 e^{-i\Omega(\tau - \tau')} \right) \times \left( \delta(x_+ - a_+) \delta(x_+ - a'_+) + \delta(x_- - a_-) \delta(x_- - a'_-) \right) + \left( |\alpha|^2 - |\beta|^2 \right) \int d\tau \int d\tau' \frac{\chi(\tau)\chi(\tau')}{2\pi} \sin(\Omega(\tau - \tau')) \times \left( \delta(x_+ - a_+) p.v. \frac{1}{x_+ - a_+} + \delta(x_- - a_-) p.v. \frac{1}{x_- - a_-} \right) \]  

(29)

where \( x_\pm = t \pm x, a'_\pm = t_\pm(\tau') \pm x_\pm(\tau') \) and \( a_\pm \) is defined accordingly. At this point we have not yet introduced any assumptions on the detector’s worldline, or the switching function. However, due to the \( \delta(x_\pm - a_\pm) \)-distributions, a non-zero contribution to the energy density of the field can only be found at points \( (t, x) \) that have one lightcone coordinate, \( t \pm x \), in common with a spacetime point at which the detector interacted with the field. This means that the detector only affects the (average) energy density of the field at spacetime points which are light-like connected to its worldline: any energy the detector injects into the field propagates light-like.

For a detector at rest, say at \( x_\tau = 0 \), the detector’s proper time coincides with coordinate time. If we couple the detector to the field for a time \( T \) using a sharp switching function
The leading-order contribution to the normal-ordered energy density \( \langle \mathcal{E}_n(t, x) : \rangle \) from equation (31) injected into the field by an Unruh–DeWitt detector at rest, starting out in its excited state (upper, red line), or its ground state (lower, blue line). The detector frequency \( \Omega \) is used to obtain dimensionless distances and times. The detector is coupled to the field at \( x_a = 0 \) for the time interval \( t = 0 \ldots 25/\Omega \). The graph shows the energy density on the spatial slice of \((1+1)\)-dimensional Minkowski space with \( t = 30/\Omega \), i.e., the graph plots \( \langle \mathcal{E}_0(t = 30/\Omega, x) : \rangle \). The energy density is only non-vanishing at points which are light-like connected to the interacting detector.

\[
\chi(\tau) = \begin{cases} 
1 & \text{if } 0 < \tau < T \\
0 & \text{else}
\end{cases} 
\quad (30)
\]

The leading-order contribution to the energy density from equation (29) evaluates to

\[
\langle \mathcal{E}_n(t, x) : \rangle \sim \text{Tr} (\mathcal{E}_n(t, x); \rho^{(2)}) \\
= \lambda^2 \Omega^2 \left( \frac{\chi(x_+)}{4} + (|\alpha|^2 - |\beta|^2) \frac{\chi(x_+)}{2\pi} \text{Si}(\Omega x_+) \\
+ \left( \frac{\chi(x_-)}{4} + (|\alpha|^2 - |\beta|^2) \frac{\chi(x_-)}{2\pi} \text{Si}(\Omega x_-) \right) \right). 
\quad (31)
\]

A plot of the spatial profile of this contribution to the energy density is given in figure 1 for the case of a detector starting out in its excited state, \(|\alpha|^2 = 1\), and for the case of a detector starting out in its ground state, \(|\beta|^2 = 1\). For other input states the energy density can take any value in between, depending on the value of \(|\alpha|^2 - |\beta|^2\).

The energy density injected into the field by the detector interaction oscillates with a larger amplitude at times right after the onset of the interaction. In the plot these are the points most distant from the origin, where the detector is located. Towards later times, the oscillations diminish and the energy density approaches a constant limit of \( \lambda^2 \Omega^2 \) for the excited detector, and zero for the detector in the ground state. Interestingly, the detector in the ground state causes negative energy densities to occur.

The abrupt switching through step functions used above can be problematic, for instance for the calculation of detector excitation probabilities, because it does not comply with the mathematically rigorous requirement of being a smooth test function [43, 44]. The change of energy expectation values for smooth switching functions converges to the results obtained for abrupt switching, as the smooth switching functions approach step functions.
The oscillating fringes in the energy density of figure 1 are a consequence of steep switching, and are smoothed out for switching functions with lower slopes.

The total energy injected into the field by the detector interaction can be obtained by integrating the expectation value of the energy density over a spatial slice of fixed time. This yields the expectation value of the field energy, because the Hamiltonian of the field, \( H_\text{f} = \int dx : T_\text{f}(t, x) : \), is the integral over the energy density.

\[
\langle H_\text{f} \rangle = \int dx \langle : T_\text{f}(t, x) : \rangle \\
\sim \int dx \text{Tr} \langle : T_\text{f}(t, x) : \rho^{(2)} \rangle + O(\lambda^3) \\
\sim \lambda^2 \Omega^2 T \left( \frac{1}{2} + \frac{|\beta|^2}{\pi} \left( \text{Si}(\Omega T) + \frac{\cos(\Omega T) - 1}{T \Omega} \right) \right) + O(\lambda^3),
\]

(32)

A plot of the total energy injected into the vacuum state of the field by a detector in its ground, or in its excited, state is given in figure 2.

When the detector starts out in its excited state, this contribution scales linearly with the total interaction time, so that \( \langle H_\text{f} \rangle \sim \lambda^2 \Omega^2 T \) as \( \Omega T \to \infty \). For long interaction times this divergence might be overcome by higher-order perturbative contributions, or otherwise it indicates the limits of the perturbative regime.

For a detector starting in its ground state the limit of long interaction times yields

\[
\langle H_\text{f} \rangle \sim \frac{\lambda^2 \Omega}{\pi}
\]

(33)

as \( \Omega T \to \infty \). This means that even in the limit of an infinitely long interaction time window, a detector starting out in its ground state injects energy into the field. This energy corresponds to the energy injected early in the interaction after the abrupt switch-on of the interaction. Any
energy that is injected into the field propagates away at the speed of light though. Hence there are no means to retain it later at the detector’s location.

In a certain sense, this energy which is injected into the field by a detector in its ground state can be viewed as a binding energy between the detector and the field, because this elevation in the field energy is accounted for by an elevated energetic cost of switching off the coupling between detector and field \[22\].

It is interesting to note that the leading-order contribution to the field Hamiltonian can be obtained from

\[
\langle H_f \rangle \sim \int dx \: \text{Tr} (\mathcal{T}_f(t, x) : U^{(1)}_0 \rho_0 U^{(1)}_0^{\dagger})
\]

alone, whereas all terms of \(\rho^{(2)}\) are contributing to the energy density

\[
\langle \mathcal{T}_f(t, x) \rangle \sim \text{Tr} (\mathcal{T}_f(t, x) : (U^{(1)}_0 \rho_0 U^{(1)}_0^{\dagger} + U^{(2)}_0 \rho_0 + \rho_0 U^{(2)}_0^{\dagger})).
\]

This is because when integrated over a spatial slice of constant time, the latter terms average out

\[
\int dx \: \text{Tr} (\mathcal{T}_f(t, x) : (U^{(2)}_0 + \rho_0 U^{(2)}_0^{\dagger})) = 0.
\]

So the energy injected into the field by a detector on an arbitrary worldline is determined by the more symmetric term above alone, which yields

\[
\int dx \: \text{Tr} (\mathcal{T}_f(t, x) : U^{(1)}_0 \rho_0 U^{(1)}_0^{\dagger})
\]

\[
= \lambda^2 \int_{-\infty}^{\infty} dk \int_{-\infty}^{\infty} d\tau \int_{-\infty}^{\infty} d\tau' \frac{\chi(\tau) \chi(\tau')}{2\pi}
\times e^{i(k-a)\mu} e^{-i\Omega(\tau-\tau')} + |\beta|^2 e^{i\Omega(\tau-\tau')}.
\]

The infrared ambiguity of the massless field in \((1+1)\)-dimensional Minkowski space does not affect the expectation values of the energy-momentum tensor. This explains why the results above for the detector’s effect on the field energy and energy density are all finite, whereas the excitation probability for a point-like detector in \(1+1\) dimensions is infrared-divergent and has to be regularized \[45, 46\].

To confirm that signaling between time-like separated detectors is not an artifact of infrared effects, in the following sections we study scenarios inside a cavity, where these problems do not appear, because of the discrete mode structure of the field.

5. Time-like signaling without zero mode

Inside a cavity, the continuous momentum integral is replaced by a discrete sum over the field modes, which gets rid of infrared divergences. In a periodic cavity, attention has to be paid to the treatment of the zero mode of the field, whose importance in detector-field interactions was analyzed in \[47\].

The constant value of the field commutator inside the future lightcone might raise the question of whether this feature is connected to the zero mode. However, the following analysis of the field commutator inside a cavity with Dirichlet boundary conditions shows that time-like signals also occur in massless fields in \((1+1)\)-dimensional cavities in the absence of a zero mode.
Imposing Dirichlet boundary conditions means that the field vanishes at the cavity boundaries for \(x = 0, L\). The field operator inside the cavity can be expanded as

\[
\phi(t, x) = \sum_{j=1}^{\infty} \frac{1}{\sqrt{j\pi}} \sin(j\pi x/L) \left( a_j e^{-i(\omega_j t + 1/2\pi)} + a_j^* e^{i(\omega_j t - 1/2\pi)} \right)
\]

(38)

without any zero mode. Using this expansion yields the following expression for the field commutator

\[
[\phi(t_1, x_1), \phi(t_2, x_2)] = -\sum_{j=1}^{\infty} \frac{2i}{\sqrt{j\pi}} \sin(j\pi x_1/L) \sin(j\pi x_2/L) \sin(j\pi (t_1 - t_2)/L)
\]

(39)

which is analytically summable, and equal to

\[
[\phi(x_1, t_1), \phi(x_2, t_2)] = \frac{i}{2} \left[ \left\{ \frac{t_1 - t_2 + x_1 - x_2}{2L} \right\} + \left\{ \frac{t_1 - t_2 - x_1 + x_2}{2L} \right\} - \left\{ \frac{t_1 - t_2 + x_1 + x_2}{2L} \right\} - \left\{ \frac{t_1 - t_2 - x_1 - x_2}{2L} \right\} \right]
\]

(40)

where \(\lfloor x \rfloor = \text{floor}(x)\) denotes the floor function.

Figure 3 shows a sketch of the commutator \([\phi(t_1, x_1), \phi(t_2, x_2)]\). When \((t_1, x_1)\) and \((t_2, x_2)\) are close, the commutator is identical to the commutator in \((1+1)\)-dimensional Minkowski space: it vanishes at space-like separations, and it takes the value \(+i/2\) when \((t_i, x_i)\) lies in the future lightcone of \((t_1, x_1)\). For large separations, the lightcone structure is reflected by the cavity walls, such that the commutator is periodic in \(t_2 - t_1\) with periodicity \(2L\).

This shows that signaling to a receiver localized inside the first, unreflected portion of the sender’s lightcone is comparable to the two parties being located in Minkowski space (the noise of the receiver will be different inside the cavity, see [32] and appendix A). In particular, time-like and energyless signaling does not rely on the presence of a zero mode in the field.
6. Time-like signaling beyond perturbation theory

The discussion in section 3 shows that time-like signaling is possible between any type of signaling device that couples to the amplitude of the massless field. In particular, these time-like signals are always decoupled from the flow of energy that the sender may have injected into the field, because the field energy density propagates strictly at the speed of light.

However, there are many more questions about the properties of time-like signals to be explored in future research: how much quantum information can coherently be transmitted via time-like signals? To what extent does a single sender’s time-like signal lead to correlations between different simultaneous receivers? These questions are difficult to address within perturbation theory.

Therefore, in this section we go beyond the perturbative treatment of two-level particle detectors in [22, 26, 27] and section 4, and study time-like signaling, non-perturbatively, between harmonic oscillators coupling to the field inside a cavity. In this model the full unitary time evolution of the field and the signaling devices can be calculated using symplectic methods [48, 49], both for the quantum system as well as for classical oscillators coupling to a classical field.

The setup we are discussing in this section differs from the one discussed earlier in section 4 in two points: instead of a two-level system, the particle detector now consists of a harmonic oscillator. And instead of free Minkowski space, the field is now confined inside a cavity with vanishing Dirichlet boundary conditions, just as in the previous section.

The interaction Hamiltonian between a single harmonic oscillator detector and the field inside the cavity reads

\[ H_{i,d} = \lambda \Omega (e^{-i\Omega t}a_d + e^{i\Omega t}a_d^\dagger) \phi(t, x_d) \]

in the interaction picture, where now the operators \(a_d\) and \(a_d^\dagger\) are the ladder operators acting on the harmonic oscillator detector, and \(\Omega\) is the harmonic oscillator’s energy level spacing. As before, \(\lambda\) is a dimensionless coupling constant. Here, in comparison to (21), we have also dropped the switching function, and assume instead that the interaction is switched on and off instantaneously. In the signaling scenario that we study here, the interaction Hamiltonian will have two terms as in (41), one for the sender \((d = A)\) and one for the receiver \((d = B)\).

The advantage of a Dirichlet cavity is that the full unitary time evolution of the detectors and the field can be calculated numerically with the methods developed in [48]. In contrast, in a periodic cavity the zero mode of the field would require separate analysis.

However, this advantage comes at the price of losing spatial translational invariance. Inside a Dirichlet cavity the field modes have varying intensity at different locations, because they exhibit maxima and node points due to the boundary conditions. These maxima and nodes lie at different points for the individual modes depending on their wavelength. Therefore the behavior of a detector coupling to the field inside a Dirichlet cavity also depends on the detector’s location.

As far as signaling between two detectors is concerned, these effects are negligible when sender and receiver are strictly time-like separated, in the sense that not even lightrays reflected by the cavity walls can connect the sender to the receiver. Appendix A discusses this in detail.

In a numerical calculation, of course, only a finite number of \(N\) field modes can be taken into account. This means introducing a UV cutoff into the field expansion (38).
This cutoff needs to be large enough to capture the relativistic properties of the field with accuracy \[32, 48\].

The interaction Hamiltonian \((41)\) between field and detectors is strictly quadratic in the creation and annihilation operators, without any linear terms. Under the time evolution of such a Hamiltonian, Gaussian states remain Gaussian. Therefore, as explained in detail in \[48\], the detectors’ and field’s combined time evolution can be conveniently described in the symplectic formalism, i.e., through the total system’s symplectic matrix \(S(t)\).

To this end, we organize the quadrature operators of the two detectors (whose annihilation operators we denote as \(a_A\) and \(a_B\)) and the \(N\) field modes into one \((2N + 4)\)-dimensional vector

\[ x = \frac{1}{\sqrt{2}}\left((a_A + a_A^\dagger), (a_B + a_B^\dagger), \ldots, (a_N + a_N^\dagger), (a_A - a_A^\dagger), (a_B - a_B^\dagger), \ldots, (a_N - a_N^\dagger)\right), \]  

such that the first \((N + 2)\) entries correspond to the detectors’ and field modes’ canonical position operators, and the second \((N + 2)\) entries correspond to the canonical momentum operators.

A Gaussian state is fully characterized by its first two moments \[50–52\], i.e., by the expectation value of the quadrature operator vector \(\langle x \rangle\), and by its covariance matrix \(\sigma\). We use the convention

\[ \sigma_{ij} \equiv \frac{1}{2} \langle \{ \Delta x_i, \Delta x_j \} \rangle = \frac{1}{2} \langle (x_i x_j + x_j x_i) - 2 \langle x_i \rangle \langle x_j \rangle \rangle \]  

such that the ground state of a harmonic oscillator has the covariance matrix \(\sigma_{ij} = \frac{1}{2} \delta_{ij}\).

The time evolution of the state’s moments are obtained by multiplication with the symplectic matrix,

\[ \langle x(t) \rangle = S(x_0) \]  

\[ \sigma(t) = S \sigma_0 (S)^T \]  

where \(S^T\) denotes the transpose of the symplectic matrix.

Note that by the Ehrenfest theorem the first moment, the mean \(\langle x \rangle\), evolves according to the classical equations of motion. Therefore the behavior we observe for the mean of a Gaussian state also arises in a classical system of harmonic oscillators coupling to a classical field.

We will now study the following signaling scenario. Initially the field is in its vacuum state, i.e., all the field modes are in their ground state. The sender’s detector is initialized in some pure Gaussian state, and the receiver is initialized in its ground state. First the sender’s detector is coupled to the field for some time \(t = 0 \ldots T_A\). Then, with some delay, the receiver is coupled to the field for some time \(t = T_1 \ldots T_2\). The delay between the two couplings \(T_1 - T_A\) is chosen such that the sender and receiver are strictly time-like separated, that is, no lightray can connect them while they are coupling to the field.

After the receiver is decoupled from the field, the mean displacement of the sender’s harmonic oscillator depends linearly on the initial mean displacement of the sender. Because from equation \((45)\) follows
Figure 4. Phase space plot of receiver’s final mean $\langle x_B(T_2) \rangle = \langle \langle q_B \rangle_0, \langle p_B \rangle_0 \rangle = \frac{1}{\sqrt{2}}(a_B + a_B^\dagger, a_B - a_B^\dagger)$. The inner circles correspond to time-like separation between the sender and the receiver (see figure 5). The sender is located at $a = 0.5L$, and the receiver at $b = 0.6L$. The sender couples to the field for $t = 0...3L$. The receiver couples to the field for $t = 0.46L...L$. The detectors’ energy gap is $\Omega = 10\pi/L$ and the coupling constant $\lambda = 0.075$. For the computation $N = 200$ field modes were taken into account.

\[
\langle x_B(T_2) \rangle = \begin{pmatrix} S_{2,1} & S_{2,N+3} \\ S_{N+4,1} & S_{N+4,N+3} \end{pmatrix} \langle x_A(0) \rangle
\]  

(47)

with $x_d = (q_d, p_d) = \frac{1}{\sqrt{2}}(a_d + a_d^\dagger, a_d - a_d^\dagger)$ for $d = A, B$. Here $S_{i,j}$ denote the matrix elements of the symplectic matrix $S = (S_{i,j})$.

Figures 4 and 5 show that even for strictly time-like separation between sender and receiver, the sender can induce a displacement of the final state of the receiver(s). For this the sender needs to prepare an initial state with non-vanishing displacement in canonical momentum $\langle p_B \rangle$, such as $\langle x_A(0) \rangle = (0, 1)$. When the sender interacts with the field for times of the order of a few detector periods $\Omega/(2\pi)$, and is resonant with higher modes of the cavity, an initial displacement in canonical position $\langle q_A \rangle$ hardly affects a time-like separated receiver. It only affects receivers reached by (reflected) lightrays, as seen in appendix A. This is different for detectors resonant with the base mode of the cavity ($\Omega = \pi/L$), where also $\langle x_A \rangle = (1, 0)$ leads to time-like signaling, as seen in appendix B.

To maximize time-like signaling effects, the sender needs to couple to the field for a multiple plus a half of a detector period, i.e., for $T_A = (2n + 1)\Omega/(4\pi)$ with $n \in \mathbb{N}$. The time-like effects vanish when the sender is coupled for an integer multiple of its detector period, i.e., for $T_A = n\Omega/(2\pi)$. 
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In the example of figures 4 and 5 (coupling constant $\lambda = 0.075$) we observe a displacement of the final state of the receiver(s) which is in the percentile range of the sender’s initial displacement. (Higher values of the coupling constant increase the effect.) This displacement decreases the overlap between the sender’s final state and its initial ground state and could thus be used in classical information transmission [22], both via the quantum field as well as in its classical analog.

When the sender is initialized in a zero-mean Gaussian state (just as the receiver and the field modes always are as they are initialized in their ground state), then no displacement of the receiver’s final state occurs. Because under Hamiltonians that are only quadratic in creation and annihilation operators zero-mean Gaussian remain zero-mean Gaussian states.

However, time-like signals can be evoked not only by the sender’s initial mean $\langle x_0(0) \rangle$, but also by its second moments. To analyze the interdependence of the sender’s and the receiver’s second moments it is convenient to introduce a three-vector notation for the detectors’ covariance matrices. The covariance matrix of a single detector is a symmetric $2 \times 2$ matrix, i.e., it only has three independent elements because the off-diagonal elements are identical. We denote the entries of the sender’s covariance matrix by

$$\sigma_{ij} = \frac{1}{2} \begin{pmatrix} \langle \Delta q_1, \Delta q_4 \rangle \\ \langle \Delta p_1, \Delta p_4 \rangle \\ \langle \Delta q_4, \Delta p_4 \rangle \end{pmatrix} = \begin{pmatrix} \sigma_{1,1} \\ \sigma_{N+3,N+3} \\ \sigma_{1,N+3} \end{pmatrix}$$ (48)

where $\sigma_{ij}$ refers to the matrix elements of the total system’s covariance matrix as defined in (44). Accordingly, for the sender we define

Figure 5. Displacement $\langle r \rangle = \sqrt{\langle q_0^2 \rangle + \langle p_0^2 \rangle}$ of the receiver’s final state over different coupling times for the receiver in the same setting as figure 4. The receiver and sender are strictly time-like separated for $T_1 < 0.9L$. For light-like separations between sender and receiver see appendix A.
It then follows from equation (46) that the receiver’s final covariance elements are given by

\[
\sigma_B^f = \frac{1}{2} \begin{pmatrix}
\langle \Delta q_B, \Delta q_B \rangle \\
\langle \Delta p_B, \Delta p_B \rangle \\
\langle \Delta q_B, \Delta p_B \rangle
\end{pmatrix} = \begin{pmatrix}
\sigma_{2,2} \\
\sigma_{N+4,N+4} \\
\sigma_{2,N+4}
\end{pmatrix}.
\] (49)

Figure 6. Time-like signaling via thermal states. \( P_e \) is the excitation probability for the receiver. The lower (black) line shows \( P_e \) when the receiver is coupling to the vacuum state of the field, in the absence of a sender. The upper (blue) line shows the elevation of \( P_e \) by the sender in the signaling scenario. The sender is initialized in a thermal state with \( \Omega/\tau = 6 \cdot 10^{-1} \), located at \( a = 0.5L \), and coupled to the field for \( t = 0...0.3L \). The receiver is located at \( b = 0.6L \), and coupled to the field for \( t = 0.46L...T_2 \). Hence sender and receiver are strictly time-like separated for \( T_2 < 0.9L \). The detectors’ energy spacing is \( \Omega = 10\pi/L \), the coupling constant \( \lambda = 0.075 \). For the numerical calculations \( N = 200 \) modes were used.

\[
\sigma_B^f(t) = \begin{pmatrix}
(S_{2,1})^2 & (S_{2,N+3})^2 & 2S_{2,1}S_{2,N+3} \\
(S_{N+4,1})^2 & (S_{N+4,N+3})^2 & 2S_{N+4,1}S_{N+4,N+3} \\
S_{2,1}S_{N+4,1} & S_{2,N+3}S_{N+4,N+3} & S_{2,1}S_{N+4,N+3} + S_{2,N+3}S_{N+4,1}
\end{pmatrix} \sigma_A(0)
\]

(50)

where we used that all field modes and the receiver’s detector are initially in their ground state. The covariance matrix elements of the receiver’s final state consist of an affine part, which can be viewed as background noise, on top of which a contribution is added which is linear in the sender’s initial covariance matrix elements.

Due to these contributions there is a certain excitation probability \( P_e \) to measure the receiver in a state other than the ground state after its interaction with the field. It can be calculated from the covariance matrix of the receiver’s (zero-mean) Gaussian state by [48]

\[
P_e = 1 - \frac{2}{\sqrt{4 \det \sigma + 2 \text{Tr} \sigma + 1}}.
\] (51)

If this probability is changed by the sender’s action, this can be used to transmit classical information [22].
Figure 6 shows an example where initializing the sender in a thermal state, as an example of a zero-mean state, can be used for signaling to a time-like separated receiver. Such a thermal state of the sender(s) detector of temperature $\tau$ has the covariance matrix

$$\sigma_{\text{th}} = \frac{1}{2} \coth \left( \frac{\Omega}{2\tau} \right).$$

(52)

Just as for the effects on the mean displacement, the sender needs to couple for a time $T_h = (2n + 1)\Omega/(4\pi)$ to maximize the effect on a strictly time-like separated receiver’s covariance matrix. These effects vanish when the sender is coupled for $T_\Lambda = n\Omega/(2\pi)$, i.e., for a multiple of a detector period.

Similarly, it is the variance of the sender’s initial canonical momentum $\sigma_{N+3N+3} = \Delta p_h = \langle p_h^2 \rangle - \langle p_h \rangle^2$ which evokes stronger time-like signaling effects than the sender’s initial variance in canonical position $\sigma_{1} = \Delta x_h = \langle x_h^2 \rangle - \langle x_h \rangle^2$, as a comparison of equations (47) and (50) already suggests. This can be demonstrated by initializing the sender in differently rotated squeezed states, where we find that time-like signaling is stronger for states squeezed in position (with large $\Delta p_h$), while time-like signaling effects are tiny for momentum squeezed states (with large $\Delta x_h$). However, when sender and receiver are connected by (reflected) light rays the signals from momentum squeezed states are comparable in size to the signals from position squeezed states. (See appendix A.)

The results of this section show that signaling is possible between strictly time-like separated harmonic oscillators coupling to the field inside a cavity, and that these signals can be transmitted both via the first as well as via the second moments of Gaussian states. Most importantly, these signals were treated non-perturbatively using symplectic methods. This makes the model an interesting tool for future research into the classical and quantum information capacity of time-like and energyless signals.

7. Conclusions and outlook

The present results explain why in 1+1 spacetime dimensions, and possibly in experimental setups that confine massless fields to effectively 1+1 dimensions, energy transport and information transmission can be decoupled: it is generally possible to send information via the field to time-like separated points, because the amplitude of the field depends on the interior of its past lightcone. This is impossible for energy, which can only be transported at the speed of light, because the energy density at any given spacetime point only depends on points on the lightcone’s boundary.

Thus time-like energyless signals, first observed in [22], are indeed a general phenomenon of massless fields and are not limited to a particular model of signaling device.

We demonstrated that the effect occurs in cavities with Dirichlet boundaries, which shows that the effect is not dependent on infrared divergences or on the zero mode of the field. Further, the appearance of time-like signals in a non-perturbative treatments of harmonic oscillators interacting with the field inside a cavity demonstrates that the effect is not a mere artifact of perturbation theory either.

The observation of time-like signals in fields inside cavities strongly motivates investigating a possible experimental demonstration of this effect, for instance in superconducting circuits. As we showed, the effect is a general feature of massless fields in 1+1 dimensions, so it is expected to appear in a variety of systems. Nevertheless, its implementation certainly involves a number of challenges. To begin with, the cavity has to be long as compared to the
total interaction time between the detector system and the field, in order to allow for strict time-like separation between the detectors. Furthermore, the coupling between detector and field needs to be switchable on time scales that are short in comparison to the inverse of the detector’s internal energy scale.

In addition to (1+1)-dimensional settings, (2+1)-dimensional scenarios could also be interesting both in view of experiments, as well as from a theoretical perspective. In (2+1)-dimensional Minkowski space both the field and its conjugate are non-vanishing inside the lightcone. This means that both information and energy can partially propagate more slowly than the speed of light. The commutators decay with different powers of the distance, though, which raises the question of to what extent the flow of information overcomes the flow of energy quantitatively [53].

This is also relevant in view of the question of how much quantum information can be carried by signals that do not transmit energy. The ability of time-like signals in 1+1 dimensions to fill the entire future lightcone of the sender can be used to broadcast classical information to an arbitrary large number of independent, identical receivers. However, this is impossible for quantum information which cannot be broadcast, because it cannot be cloned. Therefore, ultimately, the quantum capacity of energyless signals has to be limited. In this context it is interesting to note the recent result that, conversely, the transport of energy between quantum systems requires quantum correlations in the form of discord [54]. It should be an interesting question for future research to explore whether these observations could point towards a deeper link between the transport of energy and the transmission of quantum information.

The observation of time-like signaling between harmonic oscillators made above is also important for another reason: the widely developed methods of continuous variable quantum information are applicable to this model [51, 52], which adds an interesting perspective for ongoing and future research on this topic.

**Figure 7.** Position dependence of vacuum excitation probability in a Dirichlet cavity. A harmonic oscillator detector, resonant with the 10th field mode (Ω = 10π/L) is initialized in its ground state and then coupled to the field for a time t = 0 ... T. The plot shows the probability $P_e$ to find the detector in a state other than its ground state after the interaction with the field. For the black curve, whose oscillation amplitude diminishes towards 0.03 around $T = 3.75$, the detector is located at $x = 0.55L$ which is a maximum of the resonant 10th field mode. The light blue curve shows the detector located at $x = 0.6L$ which is a node of the resonant field mode. The coupling constant is $\lambda = 0.075$. For the numerical calculations $N = 200$ field modes were used.
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Figure 8. Mean displacement \( \langle r \rangle \) of the final receiver state when the sender is initialized in a state with \( \langle q_0 \rangle = 0 \) and \( \langle p_0 \rangle = 1 \), i.e., with a non-zero displacement in canonical position. The plot shows different combinations of sender and receiver being located at maxima or node points of the field mode with which they are resonant. The detectors’ energy spacing is \( \Omega = 10 \pi / L \), i.e., they are resonant with the 10th cavity mode. The upper (black) curve corresponds to the sender being located at \( a = 0.45L \) and the receiver at \( b = 0.55L \), both of which are maxima of the 10th cavity mode. The middle (blue) curve corresponds to both sender \( (a = 0.5L) \) and receiver \( (b = 0.6L) \) being located at node points. The lower (red) curve shows the sender at a node point \( (a = 0.5L) \) and the receiver at a maximum \( (b = 0.55L) \). The sender couples to the field for \( t = 0 \ldots 0.3L \), the receiver for \( t = 0.46L \ldots T_2 \). The coupling constant is \( \lambda = 0.075 \). For the numerical calculations \( N = 200 \) field modes were used.

Figure 9. Mean displacement \( \langle r \rangle \) of final receiver state when the sender is initialized in a state with \( \langle q_1 \rangle = 1 \) and \( \langle p_0 \rangle = 0 \), i.e., with a non-zero displacement in canonical position. Otherwise the setup identical to figure 8.
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Appendix A. Influence of position inside Dirichlet cavity for harmonic oscillator detectors

The field inside a Dirichlet cavity is not translationally invariant since the individual field-modes exhibit nodes and maxima at different points in the cavity. This also affects the coupling between a detector and the field. For example, the probability to excite a single detector by coupling it to the vacuum of the field for a while depends on the position of the detector inside the cavity, as shown in figure 7. (See also [32] for the excitation probability of a two-level detector.)

Also, the signaling between detectors is affected by the sender’s and the receiver’s position inside the cavity. Figures 8 and 9 show how the receiver’s final mean displacement is affected, depending on whether sender and receiver are located at maxima or at node points of the cavity mode with which their detector is resonant. Figure 8 is hereby extending the setup of figure 5 to longer coupling times of the receiver’s detector.

We see that the strongest displacement arises when both sender and receiver are located at maxima of the resonant mode. When the sender and receiver are both at node points the signals are weaker, but still stronger than when only the sender is located at a node point and the receiver is located at a maximum. (In the latter setup, even when reflected lightrays connect the sender to the receiver, the effects are not larger than for strictly time-like separation between sender and receiver.)

However, for strictly time-like separation between sender and receiver, the location of sender and receiver has no influence and there is no difference in the final displacement of the sender.

When signaling with zero-mean Gaussian states the effect of the detectors’ position on the excitation probability of the receiver is very similar to the effect on the mean displacement. Figure 10 shows $\Delta P_e = P_e^{\text{sig}} - P_e^{\text{vac}}$, which is the difference between the receiver’s
excitation probability $P_e$ in the signaling scenario and the receiver’s excitation probability $P_{e\text{vac}}$ when coupled only to the vacuum at the same location as in figure 7.

In contrast to the mean displacement $\langle r \rangle$, the difference in excitation probability $\Delta P_e$ shows some dependence on the exact location of sender and receiver in the cavity. However the size of this effect is negligible. For example, in the setup of figure 10 the differences in the value of $\Delta P_e$ for different locations of sender and receiver are $< 2 \cdot 10^{-5}$ whereas $\Delta P_e$ ranges up to $4 \cdot 10^{-2}$.

**Appendix B. Time-like signaling between detectors resonant with the fundamental cavity mode**

In order to study time-like signaling via fields inside a cavity it appears natural to choose the cavity to be large, such that the receiver and sender can each couple to the field for some time before lightrays emanating from the sender and reflected by the cavity walls connect the sender to the receiver. If the interaction time of sender and receiver is to be of the order of a few detector periods $\Omega/(2\pi)$, then the detectors need to be resonant with higher modes of the cavity. For this reason we choose the detectors to be resonant with the 10th field mode in the numerical examples above.

It is still interesting to ask if time-like signaling also occurs between detectors that are resonant with the base mode of the cavity, i.e., have an energy level spacing of $\Omega = \pi/L$. Figures 11 and 12 answer this question in the affirmative. They show the sender’s effect on the receiver’s final mean displacement, and on the receiver’s excitation probability for a zero-mean initial state of the sender. In this setup, in order to allow for time-like separation
between sender and receiver, the sender is coupled to the field for less than half a detector period. Figure 11 shows that unlike detectors being resonant to higher field modes (figure 5), a displacement of the receiver’s mean arises both from displacement in the sender’s initial canonical momentum $\langle p_A \rangle$, as well as in its position $\langle q_A \rangle$. The mean displacement continues to grow for longer coupling times of the receiver, and reaches the percentile range while the sender and receiver are still strictly time-like separated.

The long time behavior of the mean displacement is again similar to the behavior of the excitation probability for zero-mean states which is given in figure 12. In figure 12 we see the influence of a sender using a thermal, zero-mean Gaussian state on the excitation probability of the sender, analogous to figure 10. Whereas $\Delta P_e$ grows up to values of about $\Delta P_e \approx 0.55$ for long coupling times, an influence on the order of $\Delta P_e \approx 0.04$ is already visible for time-like separations between sender and receiver at the chosen parameter values.
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