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Abstract Exploration strategy design is a challenging problem in reinforcement learning (RL), especially when the environment contains a large state space or sparse rewards. During exploration, the agent tries to discover unexplored (novel) areas or high reward (quality) areas. Most existing methods perform exploration by only utilizing the novelty of states. The novelty and quality in the neighboring area of the current state have not been well utilized to simultaneously guide the agent’s exploration. To address this problem, this paper proposes a novel RL framework, called clustered reinforcement learning (CRL), for efficient exploration in RL. CRL adopts clustering to divide the collected states into several clusters, based on which a bonus reward reflecting both novelty and quality in the neighboring area (cluster) of the current state is given to the agent. CRL leverages these bonus rewards to guide the agent to perform efficient exploration. Moreover, CRL can be combined with existing exploration strategies to improve their performance, as the bonus rewards employed by these existing exploration strategies solely capture the novelty of states. Experiments on four continuous control tasks and six hard-exploration Atari-2600 games show that our method can outperform other state-of-the-art methods to achieve the best performance.
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1 Introduction

Reinforcement learning (RL) [1], especially deep RL (DRL), has recently attracted much attention and achieved significant performance in a variety of applications, such as game playing [2–6], robotics control [7–12], natural language processing [13,14], document styling restoration [15], scheduling problem [16,17], finance [18–22] and large language models [23]. However, there are still many problems impeding RL from being applied more broadly in practice. A critical problem in RL is how to design a reasonable exploration strategy that can balance the relationship between exploration and exploitation effectively [1,24,25]. If the agent explores novel states excessively, it might never find any positive rewards to guide the learning direction. On the other hand, if the agent exploits rewards too intensely, it might converge to sub-optimal behaviors and have a low opportunity to discover unexplored areas with higher rewards. This problem gets severe in many real-world scenarios where the state space of the environment is continuous and high-dimensional, or rewards from the environment are extremely sparse.

Existing exploration strategies can be classified into heuristic exploration strategies [1,26–31] and exploration strategies with environmental information [24,32–46], according to whether they use environmental information. Heuristic exploration strategies are limited to environments with small state spaces or well-shaped rewards. Heuristic exploration strategies cannot yield satisfactory performance for hard applications or games because they ignore the impact of environmental information on exploration. Compared with heuristic exploration strategies, exploration strategies with environmental information [24,32–42] can utilize environmental information to assist the agent in exploring. These exploration strategies with environmental information have shown advancement, particularly in hard games, by leveraging the novelty of states to assist the agent in exploring the environment. However, it is not enough to explore only based on the novelty of states. This is because focusing only on the novelty of states might divert the agent’s attention to high novelty areas excessively while ignoring high reward (quality) areas. Conversely, a disproportionate emphasis on the quality of states could lead the agent to overlook the discovery of unexplored areas with potentially higher rewards. Hence, areas worth exploring for the agent should be considered from both novelty and quality. That is to say, in addition to utilizing the novelty of states, the quality of states is also crucial for effectively guiding the agent’s exploration direction. To the best of our knowledge, the novelty and quality in the neighboring area of the current state have not been well utilized to simultaneously guide the agent’s exploration. To address this problem, this paper proposes a novel RL framework, called clustered reinforcement learning (CRL), for efficient exploration in RL. The contributions of CRL are briefly outlined as follows:
CRL adopts clustering to divide the collected states into several clusters. The states from the same cluster have similar features. Hence, the clustered results in CRL provide a possibility to share meaningful information among different states from the same cluster.

CRL proposes a novel bonus reward that reflects both novelty and quality in the neighboring area of the current state. Here, the neighboring area is defined by the states that share the same cluster with the current state. This bonus reward can guide the agent to perform efficient exploration by seamlessly integrating novelty and quality of states.

CRL can be combined with existing exploration strategies that use the novelty of states as bonus rewards to guide the agent’s exploration. Hence, CRL enables utilizing both the quality and novelty of states to effectively guide the agent towards efficient exploration and then improve the performance of existing exploration strategies.

Experimental results on four continuous control tasks [10] with sparse rewards and six hard-exploitation Atari-2600 games [47] demonstrate that CRL can outperform other state-of-the-art methods to achieve the best performance in most cases. On several games that are hard for heuristic exploration strategies, CRL achieves significant improvement over baselines.

2 Related work

2.1 Exploration strategies

In RL, exploration strategies can be classified into two categories: heuristic exploration strategies and exploration strategies with environmental information. Heuristic exploration strategies help the agent in exploration without utilizing environmental information and are effective in environments with small state spaces or well-shaped reward schemes. Representative heuristic exploration strategies include $\varepsilon$-greedy [1], uniform sampling [2], Thomson sampling [26], entropy loss term [27], and noise-based exploration [28–31]. However, in many real-world scenarios, the state space of the environment is continuous and high-dimensional, or rewards from the environment are extremely sparse, which renders heuristic strategies ineffective in exploration. To address these issues, exploration strategies that utilize environmental information are necessary.

Exploration strategies with environmental information help the agent perform exploration by utilizing environmental information. These strategies include domain knowledge-based methods, count-based methods, intrinsic-motivation methods, and more. The main idea of these methods is to encourage agents to explore novel (curious) areas. Domain knowledge-based methods [43–46] require a world model with rich domain knowledge. However, having or learning a world model for the agent is often impractical in complex environments.

Count-based methods count the visited experiences as a direct way to measure the novelty of states. In the tabular setting and finite Markov decision processes (MDPs), the number of states or state-action pairs can be counted directly based on the table because the number of states or state-action pairs is finite. These works, called table-based methods, include $E^3$ [32], R-Max [33], MBIE-EB [48], UCRL [43], and UCAGG [49]. However, these table-based methods become impractical in continuous and high-dimensional state spaces. This is because the vast number of states make direct counting infeasible and only a few states are visited more than once. To address these issues, researchers propose pseudo-counts-based methods [34,35] and hash-based method [24]. Pseudo-counts-based methods [34,35] require learning a density model to estimate visit counts of states, which is subsequently used to formulate the bonus reward for exploration. The hash-based method [24] uses a hash function to encode the states and a table to record the visit counts of states for each encoded state (similar to table-based methods). It explores by using the reciprocal of visit counts of states as a form of bonus reward, which performs well on some hard exploration Atari-2600 games.

Intrinsic-motivation methods [36–38] aim to encourage agents to explore states which are novel for agents. These methods are inspired by the intrinsic motivation literature [50] in psychology. Intrinsic motivation is a psychological mechanism that explains the exploratory behaviors observed in humans [51]. VIME [36] uses information gain about the agent’s belief of environment dynamics as intrinsic rewards for exploration. Exploration-AE [37] and ICM [38] both construct an environment model to evaluate the novelty of states. Additionally, empowerment [39] and prediction by exemplar model [40] can serve as measures of the novelty of states. Another line of research in intrinsic-motivation methods uses the state-difference as the bonus reward for the agent. Both RND [41] and NovelD [42] use the difference between a random fixed target network and a trainable predictor network to evaluate the novelty of states. These two methods demonstrate strong performance on Montezuma’s Revenge, a hard-exploitation Atari 2600 game. Furthermore, RND [41] discusses balancing intrinsic returns (total discounted bonus rewards) and returns (total discounted rewards, where rewards are from the environment). Although the bonus reward can reflect the novelty of the current state, the reward from the environment can not reflect the quality in the neighboring area of the current state. Hence, RND does not use both the novelty and quality of states for exploration. Among all exploration strategies with environmental information, count-based methods and intrinsic-motivation methods are more practical. However, these methods primarily focus on utilizing the novelty of states for exploration while overlooking the importance of the quality of states.

2.2 Clustering algorithms in RL

In [52], researchers adopt clustering algorithms to partition the state space to different regions and then use different policies in different regions. In [53], researchers use clustering algorithms for value function approximation. RODE [54] and SePS [55] adopt clustering algorithms to discover a set of roles in a multi-agent setting. Although these methods [52–55] utilize clustering algorithms, clustering algorithms in these methods are not employed for exploration in MDPs.
Furthermore, TCRL [56] utilizes clustering of the dynamics and posterior sampling to balance exploration and exploitation. However, TCRL is designed for discrete MDPs with small/medium state spaces, which encounters difficulties when applied to large state spaces [56]. This constraint limits its practicality in real-world environments with large state spaces, particularly those with continuous and high-dimensional states.

3 Clustered reinforcement learning

This section presents the details of our proposed RL framework, called clustered reinforcement learning (CRL). The key idea of CRL is to adopt clustering to divide the collected states into several clusters and then design a novel clustering-based bonus reward for exploration by integrating both the novelty and quality of the states.

3.1 Notation

In this paper, we adopt similar notations as those in [24]. More specifically, we model the RL problem as a finite-horizon discounted MDP, which can be defined by a tuple $(S, \mathcal{A}, \mathcal{P}, r, \rho_0, \gamma, T)$. Here, $S \subseteq \mathbb{R}^m$ denotes the state space. $\mathcal{A} \subseteq \mathbb{R}^n$ denotes the action space. $\mathcal{P} : S \times \mathcal{A} \times S \to [0, 1]$ denotes a transition probability distribution. $r : S \times \mathcal{A} \to \mathbb{R}$ denotes a reward function. $\rho_0$ is an initial state distribution. $\gamma \in (0, 1)$ is a discount factor. $T$ denotes the horizon time. In this paper, we assume $\gamma > 0$. For cases with negative rewards, we can transform them into cases without negative rewards.

The goal of RL is to find a policy $\pi$ with the parameter $\theta$ for maximizing $J(\theta) = \mathbb{E}_{\pi \sim \rho_0} \left[ \sum_{t=0}^{T-1} \gamma^t r(s_t, a_t) \right]$, which is the expected total discounted reward over the policy $\pi_0$.

3.2 Clustering

Intuitively, both novelty and quality of states are helpful for the design of an exploration strategy. If the agent only cares about novelty, it might explore some unexplored areas intensively without any reward. If the agent only cares about quality, it might converge to sub-optimal behaviors and have a low opportunity to discover unexplored areas with higher rewards. Hence, it is better to integrate both novelty and quality into the same exploration strategy.

We find that clustering can provide the possibility of integrating both novelty and quality. Intuitively, a cluster of states represents an area. The number of collected states in a cluster reflects the count (inverse novelty) information of that area. The average reward of the collected states in a cluster reflects the quality of that area. Hence, based on the clustered results, we can design an exploration strategy considering both novelty and quality. Furthermore, states from the same cluster share similar characteristics, and hence the clustered results provide a possibility to share meaningful information among different states from the same cluster. The details of the exploration strategy design based on clustering will be left to the following subsection. Here, we only describe the clustering algorithm.

In CRL, we perform clustering on states. Assume the number of clusters is $K$, and we have collected $N$ state-action samples $\{(s_i, a_i, r_i)\}_{i=1}^N$ with the same policy. We need to cluster the collected states $\{s_i\}_{i=1}^N$ into $K$ clusters by using some clustering algorithm $f : S \to C$, where $C = \{C_k\}_{k=1}^K$ and $C_k$ is the center of the $k$th cluster. We can use any clustering algorithm in the CRL framework. Although more sophisticated clustering algorithms might achieve better performance, we choose the $K$-means algorithm [57] in this paper for illustration. $K$-means is one of the simplest clustering algorithms and has been applied across broad applications. The goal of $K$-means is to minimize the within-cluster sum-of-squares criterion:

$$L(C) = \sum_{i=1}^N \min_{C_k \in C} \left( \|s_i - C_k\|^2 \right),$$

where $\|s_j - C_k\|$ denotes the euclidean distance between $s_i$ and the $k$th cluster center $C_k$, and $k \in \{1, ..., K\}$. The first step of $K$-means is to choose the initial cluster centers from the samples $\{s_i\}_{i=1}^N$. After the first step, $K$-means consists of looping between the second step and the third step. The second step is to allocate each sample to its nearest cluster by $\phi(s_i) = \arg \min_{k} \|s_i - C_k\|$, $\forall i : 1 \leq i \leq N, k : 1 \leq k \leq K$. The third step is to update new cluster centers as follows:

$$C_k = \frac{1}{\sum_{i=1}^N \mathbb{1}(\phi(s_i) = k)} \sum_{i=1}^N s_i \mathbb{1}(\phi(s_i) = k), 1 \leq k \leq K,$$

where $\mathbb{1}(\cdot)$ is an indicator function. The loop repeats until the difference between the value of Eq. (1) with the old cluster centers and that with the new cluster centers is less than a threshold. Finally, we obtain the cluster centers $C = \{C_k\}_{k=1}^K$.

3.3 Clustering-based bonus reward

As stated above, clustering can provide the possibility of integrating both novelty and quality for exploration. Here, we propose a novel clustering-based bonus reward, based on which many policy updating algorithms can be adopted to get an exploration strategy considering both novelty and quality.

Given a state $s_i$, it will be allocated to the nearest cluster by the cluster assignment function $\phi(s_i) = \arg \min_{k} \|s_i - C_k\|$, where $\|s_i - C_k\|$ denotes the euclidean distance between $s_i$ and the $k$-th cluster center $C_k$, and $k \in \{1, ..., K\}$. The sum of rewards in the $k$th cluster is denoted as $R_k$, which can be computed as follows:

$$R_k = \sum_{i=1}^N r_i \mathbb{1}(\phi(s_i) = k).$$

$R_k$ is also called cluster reward of cluster $k$ in this paper. The number of states in the $k$th cluster is denoted as $N_k$, which can be computed as follows:

$$N_k = \sum_{i=1}^N \mathbb{1}(\phi(s_i) = k).$$

Intuitively, a larger $N_k$ typically means that the area corresponding to cluster $k$ has been explored more times which implies the novelty of this area is lower. Hence, the bonus reward should be negatively correlated with $N_k$ from the novelty perspective. The average reward of cluster $k$,
denoted as $R_k/N_k$, can be used to represent the quality of the corresponding area of cluster $k$. Hence, the bonus reward should be positively correlated with $R_k/N_k$ from the quality perspective.

With the above intuition, we propose a clustering-based bonus reward $b : S \rightarrow \mathbb{R}$ to integrate both novelty and quality of the neighboring area of the current state $s$, which is defined as follows:

$$b(s) = \eta \times \frac{1}{N\phi(s)} + (1 - \eta) \times \frac{R\phi(s)}{N\phi(s)}.$$  \hspace{1cm} (5)

Here, $\eta \in (0, 1)$ is the coefficient to balance the trade-off between novelty and quality.

The first term in Eq. (5) reflects the novelty of the state, which is negatively correlated with the number of states in the allocated cluster. A larger $N\phi(s)$ will result in a smaller bonus reward $b(s)$. This will guide the agent to explore novel areas corresponding to clusters with fewer visits (exploration), which is reasonable. Moreover, the first term in Eq. (5) can also be substituted with the bonus rewards from existing exploration strategies, as these bonus rewards similarly reflect the novelty of states. The second term in Eq. (5) reflects the quality of the state. The cluster with a higher average reward (higher quality) will be more likely to be explored, which is also reasonable. Hence, the clustering-based bonus reward function defined in Eq. (5) is intuitively reasonable, and it can seamlessly integrate both novelty and quality into the same bonus reward function.

Figure 1 compares clustering-based bonus rewards (where $\eta$ is set to 0.5 as an intuitive example) and clustering-based bonus rewards with novelty alone (where $\eta$ is set to 1.0). Here, the states have been divided into $K = 5$ clusters, shown in Fig. 1(a). We observe that the areas corresponding to Cluster 3 (high quality) and Cluster 5 (high novelty) are worthy of exploration for the agent. In Fig. 1(b), we find that clustering-based bonus rewards with novelty alone might cause the agent to overlook the area corresponding to Cluster 3 (high quality). Our method, which integrates both novelty and quality of states into clustering-based bonus rewards, could ensure that the agent simultaneously focuses on the area corresponding to Cluster 3 and Cluster 5, as shown in Fig. 1(c).

Finally, the agent will adopt $\{(s_i, a_i, r_i + \beta b(s_i))\}_{i=1}^{N}$ to update the policy (perform exploration), where $\beta \in \mathbb{R}^+$ is the bonus coefficient. Many policy updating algorithms, such as trust region policy optimization (TRPO) [58], can be adopted. Algorithm 1 briefly presents the learning framework of CRL, using the clustering-based bonus reward defined in Eq. (5). We can see that CRL is actually a general framework, and we can get different variants of CRL by taking different clustering algorithms and different policy updating algorithms. We can also obtain various variants by combining CRL with existing exploration strategies that use the novelty of states as bonus rewards to guide the agent’s exploration. Please note that $r_i + \beta b(s_i)$ is only used for training Algorithm 1. The performance evaluation (test) is measured without $\beta b(s_i)$, and our method can be directly compared with existing RL methods without extra bonus rewards.

4 Experiment

We carry out experiments to evaluate CRL and baselines on four continuous control tasks and six hard-exploration Atari-2600 games.

![Fig. 1](image)

(a) Using clustering to divide the collected states (blue dots) into 5 clusters. The agent is rewarded with 1 in the orange area and receives no reward in other areas; (b) the clustering-based bonus rewards with novelty alone ($\eta = 1.0$); (c) the clustering-based bonus rewards ($\eta = 0.5$). The blue bar represents the portion of bonus rewards reflecting the novelty of states, and the orange bar represents the portion reflecting the quality of states.
4.1 Environments

4.1.1 MuJoCo

The rllab benchmark [10] consists of various continuous control tasks to test RL algorithms. We select Mountain Car, Cart-Pole Swing up, Double Pendulum, and Half-Cheetah with sparse rewards to evaluate our method and other baselines. Heuristic exploration strategies are hard to solve these tasks.

The sparse reward setting of Mountain Car, Cart-Pole Swing up, Double Pendulum, and Half-Cheetah follows previous works [24,36]. In Mountain Car, $S \subseteq \mathbb{R}^2$, $A \subseteq \mathbb{R}^1$. The agent receives a reward of $+1$ when the car escapes the valley from the right side; otherwise, the agent receives a reward of $0$. In Cart-Pole Swing up, $S \subseteq \mathbb{R}^4$, $A \subseteq \mathbb{R}^1$. The agent receives a reward of $+1$ when the cosine of the pole angle is larger than $0.8$. Otherwise, the agent receives a reward of $0$. In Double Pendulum, $S \subseteq \mathbb{R}^8$, $A \subseteq \mathbb{R}^1$. The goal of the Double Pendulum is to swing the pendulum up until it stays upright. The agent receives a reward of $+1$ when the distance between the position of the pendulum and the target position (stay upright) is smaller than $1$. Otherwise, the agent receives a reward of $0$. In locomotion task Half-Cheetah, $S \subseteq \mathbb{R}^{20}$, $A \subseteq \mathbb{R}^6$. The agent needs to learn how to move forward. The agent receives a reward of $+1$ when the x-coordinate is larger than $5$. Otherwise, the agent receives a reward of $0$.

4.1.2 Arcade learning environment

The Arcade Learning Environment (ALE) [47] is a commonly used benchmark for RL algorithms. It provides a wide variety of video games with high-dimensional state spaces. As in [24], we select six Atari-2600 games from ALE for evaluation. They are Freeway, Frostbite, Gravitar, Montezuma’s Revenge\textsuperscript{1}, Solaris, and Venture. According to the taxonomy in [34], these games are classified into the hard exploration category because they are hard for heuristic exploration strategies.

In [59], the authors have investigated different features to represent the frames of games, including raw pixels, random features, and so on. The random feature is a simple but effective feature representation. We use a randomly initialized and fixed embedding network to get random features of the frames of games. Basic Abstraction of the ScreenShots (BASS) feature [24,47] is adopted as a generic feature representation for all Atari-2600 games. In our experiments with Atari-2600 games, we evaluate our method using raw pixels, random features, and BASS features for clustering and counting.

4.2 Baselines

For baselines, we choose TRPO [58], Hash\textsuperscript{2} [24], RND\textsuperscript{3} [41], and NovelD\textsuperscript{4} [42]. We choose Hash as one of the baselines due to its similarity to our method, enabling a meaningful comparison. We include TRPO [58] as one of the baselines since it is adopted by Hash as its policy updating algorithm. We also include RND and NovelD as baselines because they represent the state-of-the-art exploration strategies [60] in recent years. Furthermore, we choose VIME\textsuperscript{5} [36] as one of the baselines for continuous control tasks.

TRPO [58] is a classic policy updating algorithm, which uses trust region to guarantee the monotonic improvement of policy and can handle both discrete and continuous action space. Furthermore, this method is not too sensitive to hyper-parameters. TRPO adopts a Gaussian noise as a heuristic exploration strategy.

Hash [24] is a generalization of the classic count-based method for high-dimensional and continuous state spaces. For a fair comparison, we use SimHash [61] as the hash function following [24]. Hash uses raw pixels as the feature representation. Hash$_{RF}$ denotes the variant of Hash using the random feature for counting. Hash$_{BASS}$ denotes the variant of Hash using the BASS feature for counting.

RND [41] encourages the agent to explore novel areas of the environment. It proposes to use the difference between a random fixed target network and a trainable predictor network to evaluate the novelty of states.

NovelD [42] is a state-of-the-art exploration strategy, especially for hard exploration tasks. Based on RND [41], NovelD tries to weigh every novel area equally and sufficiently help the agent explore multiple novel areas.

VIME [36] is an intrinsic-motivation exploration strategy, which seeks out unexplored state-action regions by maximizing the information gain of the agent's belief of environments. Here, we select VIME to compare with our method in continuous control tasks because this method only supports continuous action space and performs well on various robotic problems.

CRL is a general framework that can adopt many different policy updating (optimization) algorithms to get different variants. To ensure a fair comparison, CRL employs the same policy updating algorithm as the corresponding baseline. We denote our method as CRL when using Eq. (5) to compute bonus rewards. Moreover, as discussed in Section 3.3, our work can be combined with existing exploration strategies to further boost their performance, such as Hash, RND, and NovelD, where the bonus rewards of existing exploration strategies also reflect the novelty of states. Specifically, we use the bonus rewards computed by existing exploration strategies to replace the first term in Eq. (5). When combined with Hash, RND, and NovelD, the resulting variants of CRL are called CRL-Hash, CRL-RND, and CRL-NovelD, respectively. We use raw features for clustering by default.

---

1\textsuperscript{1} Montezuma’s Revenge is abbreviated as Montezuma.
2\textsuperscript{2} Hash is trained by using the code provided by its authors.
3\textsuperscript{3} We trained RND for Atari-2600 games using the code from its authors. However, as the original paper does not cover MuJoCo as an environment, we implement RND for MuJoCo by ourselves.
4\textsuperscript{4} As the original paper does not provide the code for MuJoCo and Atari-2600 games, we implement NovelD for MuJoCo and Atari-2600 games by ourselves.
5\textsuperscript{5} VIME is trained by using the code provided by its authors.
When we use random features or BASS features for clustering, we use subscripts to indicate.

4.3 Issues of exploration only based on novelty
In this section, we use Hash to empirically illustrate the issues of exploration only based on novelty. For the environment, we choose a simple environment, Mountain Car. A snapshot of Mountain Car is shown in Fig. 2. When the agent masters the solution of Mountain Car, the mean average return (MAR) converges to 1. Please note that, TRPO is bound to fail and obtains a zero return at the end of each episode.

For Hash, the longer the hash code is, the better the agent can distinguish the novelty of states. This is because states assigned to the same hash code would have a stronger similarity [24], intuitively. Figure 3(a) shows that the length of hash codes $d$ and the total number of novel states (visited hash codes) $N_{Novelty}$ are positively correlated, confirming the intuition mentioned above. Better performance is expected if the agent uses a longer hash code, as it can help the agent to distinguish the novelty of states better. Figure 3(b) shows the impact of the length of hash codes $d$ on the performance of Hash when the bonus coefficient $β$ is set to 0.1. We can find that a longer hash code might lead to worse performance, which contradicts the aforementioned expectation. Hash fails because the states with relatively high novelty provide the agent with relatively high bonus rewards, diverting the agent’s attention. This means that only using novelty for exploration is not enough, which motivates us to design new exploration strategies like CRL.

4.4 Demonstration of CRL on Mountain Car
Since the dimension of Mountain Car’s state space is only 2 and each dimension of Mountain Car’s state space has its physical meaning, we use Mountain Car as the test environment to illustrate how CRL uses clustering-based bonus rewards to guide the agent to perform efficient exploration. This version of Mountain Car is referred to as the coordinate-based Mountain Car. To better illustrate the CRL’s ability to work in the large state space, we also use a pixel-based Mountain Car [62] as the test environment and the dimension of the state space is 600. On pixel-based Mountain Car, CRL uses the pixel representation of the states for clustering and then computing bonus rewards. Please note that other parts of the training phase are the same. Here, we set $K = 32$, $β = 0.01$ and $η = 0.1$. For clarity, we denote states and cluster centers in iteration $j$ as $\{s_i^j\}_{i=1}^N$ and $\{C_{k(j)}\}_{k=1}^{32}$, respectively. We allocate each state to its nearest cluster based on the cluster assignment function and the cluster assignment function in iteration $j$ can be detailedly written as $ϕ(s_i^j) = \arg \min ||s_i^j - C_{k(j)}||, \forall i \leq N, k^{(j)} : 1^{(j)} \leq k^{(j)} \leq K^{(j)}$.

Based on Eqs. (3) and (4), we can get $N_{(j)}$ and $R_{(j)}$ to generate the clustering-based bonus rewards for each state. To better illustrate the effect of the clustering-based bonus reward on exploration, we propose $ΔN_{(j)}$ and $ΔR_{(j)}$ as monitoring indicators. $ΔN_{(j)}$ denotes the change in the number of states in the same area corresponding to cluster $k^{(j)}$, and $ΔR_{(j)}$ denotes the change in the sum of rewards in the same area corresponding to cluster $k^{(j)}$. The formulas of $ΔN_{(j)}$ and $ΔR_{(j)}$ are shown as follows:

$$
ΔN_{(j)} = N \sum_{i=1}^{N} \mathbb{I}(ϕ(s_i^{j+1}) = k^{(j)}) - \sum_{i=1}^{N} \mathbb{I}(ϕ(s_i^{j}) = k^{(j)}),
$$

(6)
\[
\Delta R_{k(j)} = \sum_{i=1}^{N} r_{j+1}^{i} I(\phi(x_{j+1}^{i}) = k(j)) \\
- \sum_{i=1}^{N} r_{j}^{i} I(\phi(x_{j}^{i}) = k(j)),
\]

where \( \phi(x_{j+1}^{i}) = \arg \min_{k(0)} \|x_{j+1}^{i} - C_{k(j)}\|, \forall i \leq N, k(j) : 1(j) \leq k(j) \leq K(j) \). If \( \Delta N_{k(j)} > 0 \) or \( \Delta R_{k(j)} > 0 \), it indicates that the agent explores the corresponding area of cluster \( k(j) \) more extensively in the next iteration, which is intuitive.

4.4.1 Coordinate-based Mountain Car

Figure 4 shows the learning curve of CRL on coordinate-based Mountain Car. We can see that CRL achieves the optimal return at iteration 6. Here, we choose two iterations \( j \in \{0, 5\} \) as examples. For clarity, we only focus on two clusters with the top 2 highest bonus rewards among all clusters in iteration \( j \), and these two clusters are marked as clusters \( 1(j) \) and \( 2(j) \) respectively, as shown in Figs. 5(a) and 5(b). Please note that in K-means, each state is assigned to its nearest cluster, which is based on the distances between the state and the cluster centers. As a result, even if clusters are visually close to other states, K-means can effectively distinguish clusters and allocate states to their respective nearest clusters.

In iteration 0, we find that \( \sum_{i=1}^{N} r_{j}^{0} = 0 \), which means that all bonus rewards would only reflect the novelty in the neighboring area of the states. Since the areas corresponding to clusters \( 1^{(0)} \) and \( 2^{(0)} \) have been explored fewer times (higher novelty) than other areas, our method gives the states in these two areas high bonus rewards to guide the agent to explore these two novel areas. The states in these two novel areas have a common characteristic: a high absolute horizontal velocity. On Mountain Car, if the agent has a high absolute horizontal velocity, the agent would have a significant possibility of escaping from the valley, which is also the goal of this task. Therefore, allocating high bonus rewards to the states in these two areas and encouraging the agent to explore these two areas is reasonable. After the agent updates its policy, we can get \( (\Delta N_{1(0)}, \Delta R_{1(0)}) = (8, 0) \) and \( (\Delta N_{2(0)}, \Delta R_{2(0)}) = (16, 0) \) based on Eqs. (6) and (7). It verifies that our proposed bonus rewards can encourage the agent to explore these two novel areas corresponding to clusters \( 1^{(0)} \) and \( 2^{(0)} \).

In iteration 5, we observe that \( \sum_{i=1}^{N} r_{j}^{5} = 3 \), so the clustering-based bonus rewards could simultaneously reflect both novelty and quality in the neighboring area of the states. Figure 5(b) shows the states allocated to clusters \( 1^{(5)} \) and \( 2^{(5)} \). We can find that the area corresponding to cluster \( 1^{(5)} \) has been explored more than some other areas, such as, the area corresponding to cluster \( 2^{(5)} \). This illustrates that the novelty of this area might not be high. Nonetheless, this cluster has a relatively large cluster reward \( R_{1^{(5)}} \), which means this area has high quality. For cluster \( 2^{(5)} \), despite its cluster reward \( R_{2^{(5)}} \) being 0, the area corresponding to cluster \( 2^{(5)} \) has been explored less than other clusters (high novelty). Since our method utilizes the novelty and quality in the neighboring area of states to guide the agent’s exploration, we allocate comparably high bonus rewards to the states within these two areas. Furthermore, we can find that the goal state is in the area corresponding to cluster \( 1^{(5)} \) and states in the area

---

**Fig. 4** The training curve of CRL on coordinate-based Mountain Car when \{\( K, \beta, \eta \)\} = \{32, 0.01, 0.1\}

**Fig. 5** Coordinate-based Mountain Car. (a) All dots represent states collected in iteration 0. Green dots represent states allocated to cluster \( 1^{(0)} \) and blue dots represent states allocated to cluster \( 2^{(0)} \); (b) all dots represent states collected in iteration 5. Green dots represent states allocated to cluster \( 1^{(5)} \) and blue dots represent states allocated to cluster \( 2^{(5)} \). The x-coordinate is the agent’s horizontal position, and the y-coordinate is the agent’s horizontal velocity.
corresponding to cluster 2(5) tend to exhibit high absolute horizontal velocity. This implies that exploring these areas can assist the agent in achieving the goal of Mountain Car. After the agent collects samples with the updated policy πₜ, we find that the agent has mastered a good policy. We also get (ΔN₁(5) , ΔR₁(5)) = (28;10) and (ΔN₂(5) , ΔR₂(5)) = (120,0), all of which are greater than or equal to 0. It verifies again that our method can use the bonus rewards to reflect the novelty and quality to assist the agent in exploration.

4.4.2 Pixel-based Mountain Car

Figure 6 shows the learning curve of CRL on pixel-based Mountain Car. We can see that CRL achieves the optimal return at iteration 15. Here, we choose two iterations \( j \in \{10, 14\} \) as examples. We also only focus on two clusters with the top 2 highest bonus rewards among all clusters, as shown in Figs. 7(a) and 7(b). Due to the high-dimensional nature of states, we choose to plot the corresponding coordinates of states for visibility. Note that pixel features are employed for clustering and computing clustering-based bonus rewards. This might result in clusters appearing visually coupled to states from other clusters.

In iteration 10, we observe that \( \sum_{i=1}^{2} r_{10}^i = 0 \), so all clustering-based bonus rewards would only reflect the novelty in the neighboring area of the states. Our method gives the states in the areas corresponding to clusters 1(10) and 2(10) high bonus rewards to guide the agent to explore these two novel areas. These areas have been explored fewer times than other areas. The states in these two novel areas share a common characteristic: a high absolute horizontal position. Here, the high absolute horizontal position for the agent means that the agent has a significant possibility of reaching the goal position. Hence, encouraging the agent to explore these two areas by allocating high bonus rewards to the states in these two areas is reasonable. After the agent updates its policy, the changes in the number of visits and the sum of rewards for clusters 1(10) and 2(10) are (ΔN₁(10) , ΔR₁(10)) = (95,0) and (ΔN₂(10) , ΔR₂(10)) = (120,0), calculated using Eqs. (6) and (7). It verifies that our proposed bonus rewards successfully encourage the agent to explore the novel areas corresponding to clusters 1(10) and 2(10).

As for iteration 14, we observe that \( \sum_{i=1}^{2} r_{14}^i = 14 \), indicating that clustering-based bonus rewards could simultaneously reflect both novelty and quality in the neighboring area of the states. By observing \( (N₁(14), R₁(14)) \), we can find that the area corresponding to cluster 1(14) exhibits relatively high quality and relatively low novelty. Additionally, the goal state is located within the area corresponding to cluster 1(14). In the case of cluster 2(14), we can find that the area corresponding to this cluster has a relatively high novelty. Although this area is close to the goal state, focusing heavily on exploring this area may not substantially aid in achieving the goal state. That is to say, if exploration strategies focus on the novelty of states, the area corresponding to cluster 2(14) could potentially divert the agent’s attention, leading to the risk of overlooking the high quality area associated with cluster 1(14). However, our method utilizes both the novelty and quality in the neighboring area of states to guide the agent’s exploration. Consequently, the agent still pays attention to the area corresponding to cluster

Fig. 6 The training curve of CRL on pixel-based Mountain Car when \( \{K, \beta, \eta\} = \{32, 0.01, 0.1\} \)

Fig. 7 Pixel-based Mountain Car. (a) All dots represent states collected in iteration 10. Green dots represent states allocated to cluster 1(10) and blue dots represent states allocated to cluster 2(10); (b) all dots represent states collected in iteration 14. Green dots represent states allocated to cluster 1(14) and blue dots represent states allocated to cluster 2(14). The x-coordinate is the agent’s horizontal position, and the y-coordinate is the agent’s horizontal velocity.
1(14) and the area corresponding to cluster 2(14) simultaneously. Upon collecting samples using the updated policy \( \pi_{15} \), we observe that the agent has successfully mastered a good policy. We also observe \((\Delta N_{1(14)}, \Delta R_{1(14)}) = (40; 6)\) and \((\Delta N_{2(14)}, \Delta R_{2(14)}) = (11; 0)\), all of which are larger than or equal to 0. This once again verifies that our method utilizes the bonus rewards to reflect novelty and quality, thereby assisting the agent in exploration. The experimental results on the pixel-based Mountain Car also illustrate that states can be well-clustered and our method can perform well on a large state space.

4.5 Performance on MuJoCo
On MuJoCo, the hyper-parameter setting of TRPO and Hash is the same as that in [24], and the hyper-parameter setting for VIME is the same as that in [36]. As the original papers of RND and NovelID do not cover the MuJoCo environment, we also employ TRPO [58] as their policy updating algorithm on MuJoCo in this paper. We configure the predictor network as a multilayer perceptron (MLP) with 128 hidden units. This MLP comprises a single hidden layer with 264 hidden units. The rectified linear unit (ReLU) [63] is used as its activation function. The architecture of the target network is the same as that of the predictor network. The time horizon \( T \) is set to 500 for all tasks. For the policy updating algorithm, we set the batch size to 5K and the step size to 0.01. For CRL and its variants, we set \( \beta = 0.01 \) for all tasks and the values of \( \eta \) are documented in Table 1. The number of clusters \( K \) is set to 32 for Mountain Car, Cart-Pole Swing up and Half-Cheetah, and \( K \) is set to 64 for Double Pendulum.

Table 1 summarizes the results of our method and all baselines. We observe that both CRL and CRL-RND achieve the best performance on Mountain Car. CRL-Hash achieves the best performance on Cart-Pole Swing up, while CRL-NovelID achieves the best performance on Double Pendulum. On Half-Cheetah, we can find that CRL outperforms TRPO, Hash, RND, and NovelID, which implies that the agent of our method has the ability to move forward, although the performance of our method is not as good as VIME. Furthermore, when combined with other exploration strategies, the variants of CRL can perform better than the corresponding exploration strategies. This verifies that using novelty and quality of states can effectively guide the agent to perform efficient exploration. Figure 8 shows the training curves of TRPO, Hash, VIME, and CRL on Mountain Car, Cart-Pole Swing up, Double Pendulum, and Half-Cheetah. We can find that on Mountain Car, our method is the first to reach the goal state and master a good policy finally.

4.6 Performance on Atari-2600 games from ALE
On Atari-2600 games from ALE, the agent is trained for 200M frames in all experiments and the agent selects an action every four frames. The policy and baseline of the policy updating algorithm take every four frames as input. The last frame of every four frames is used for clustering and counting. For the random feature, the architecture is illustrated in Table 2. It contains three convolutional layers (conv 1–3) and one fully-connected layer (full 4). The activation function for all convolutional layers is the Leaky ReLU [64]. After initialization, the parameters of the random feature are fixed during the whole training phase. For the BASS feature, the hyper-parameters are the same as those in [24].

For Hash and its variants, the length of hash codes is set to 64, which is sufficient for encoding all states in the training process and the bonus coefficient is set to 0.01. Other hyper-parameters are the same as those in [24]. For hyper-parameters used in CRL and its variants (i.e., \( K \) used in the clustering algorithm, \( \eta \) used in the bonus rewards, and the bonus coefficient \( \beta \)), we conduct a random search with a coarse parameter range for each game. Regarding CRL and CRL-Hash, we choose \( K = 16, \beta = 0.01 \) for Frostbite, Gravitar and Venture. For Freeway, we choose \( K = 16, \beta = 0.1 \). For Montezuma’s Revenge, we choose \( K = 264, \beta = 0.1 \). For Solaris, we choose \( K = 16, \beta = 0.01 \). The choices of \( \eta \) can be found in Table 3. For the variants of CRL that combine RND or NovelID, we use the same choices of \( K \) in different games as those in CRL. The remaining hyper-parameter settings match those presented in the corresponding original paper. And the choices of \( \eta \) are documented in Table 3. As for the variants of CRL with different feature representations, their hyper-parameter settings are the same as those of CRL across games.

The mean average return of our methods and baselines after training for 200M frames over 5 random seeds are summarized in Table 3. We find that CRL achieves the best performance on Freeway, Frostbite, and Solaris, and CRL-RND achieves the best performance on Gravitar, Montezuma, and Venture. Combining our method with existing exploration strategies, we observe enhanced performance compared to the corresponding individual exploration strategies in most games. This verifies that utilizing novelty and quality of states simultaneously is helpful in guiding the agent’s exploration and our method is flexible to be combined with other

---

**Table 1** The results of our method and all baselines on four continuous control tasks over 5 random seeds. For our method, the numbers in parentheses indicate the values of \( \eta \). Boldface numbers are the best results among all methods.

| Method     | Mountain Car | Cart-Pole Swing up | Half-Cheetah | Double Pendulum |
|------------|--------------|--------------------|--------------|-----------------|
| TRPO [58]  | 0            | 145.16             | 0            | 294.71          |
| VIME [36]  | **1**        | 256.04             | **19.46**    | 298.77          |
| CRL        | (0.1)        | 346.58 (0.1)       | 2.06 (0.1)   | 375.51 (0.1)    |
| Hash [24]  | 0.40         | 268.01             | 0            | 279.14          |
| CRL-Hash   | 0.40 (0.5)   | **356.15** (0.9)   | 0 (0.9)      | 367.42 (0.5)    |
| RND [41]   | 0.65         | 310.96             | 0            | 368.81          |
| CRL-RND    | **1 (0.5)**  | 331.52 (0.5)       | 0 (0.9)      | 381.02 (0.5)    |
| NovelID [42] | 0.27     | 326.38             | 0            | 366.96          |
| CRL-NovelID| 0.38 (0.25)  | 336.39 (0.5)       | 0 (0.9)      | **392.23** (0.5) |

**Table 2** Configuration of the network for the random feature on Atari-2600 games.

| Layer | Configuration       |
|-------|---------------------|
| conv 1 | filter 32×8×8, stride 4, Leaky RELU |
| conv 2 | filter 64×4×4, stride 2, Leaky RELU |
| conv 3 | filter 64×3×3, stride 1, Leaky RELU |
| full 4 | 256 units |
exploration strategies. Given the large state space of Atari 2600 games, the good performance of our method in these games further demonstrates its capability in large state space.

Furthermore, since Hash [24] is the most similar method to our method, we conduct a comparative analysis with Hash when utilizing distinct features as the feature representation, which follows Hash [24]. Table 4 summarizes the mean average return of CRL and Hash with different feature representations after training for 200M frames over 5 random seeds. We can find that our method outperforms Hash across the majority of games, regardless of the chosen feature representation. This reaffirms the effectiveness of our method as an exploration strategy. Additionally, we observe that the BASS feature consistently yields superior performance compared to other feature representations in most games, particularly on Montezuma. Figure 9 shows the training curves of TRPO, Hash, VIME, and CRL on Mountain Car, Cart-Pole Swing up, Double Pendulum and Half-Cheetah.

![Training curves of TRPO, Hash, VIME, and CRL on Mountain Car, Cart-Pole Swing up, Double Pendulum and Half-Cheetah.](image)

**Table 3** The mean average return of our method and baselines after training for 200M frames on six hard-exploration Atari-2600 games over 5 random seeds. For our method, the numbers in parentheses indicate the values of $\eta$. The Boldface numbers are the best results among all methods.

| Method      | Freeway | Frostbite | Gravitar | Montezuma | Solaris | Venture |
|-------------|---------|-----------|----------|-----------|---------|---------|
| TRPO [58]   | 17.55   | 1229.66   | 500.33   | 0         | 2110.22 | 328.48  |
| CRL         | 30.80 (0.75) | 4337.98 (0.1) | 552.46 (0.1) | 0 (0.75) | **3672.55** (0.5) | 312.40 (0.1) |
| Hash [24]   | 22.29   | 2954.10   | 577.47   | 0         | 2619.32 | 299.61  |
| CRL-Hash    | 28.38 (0.75) | 4148.90 (0.1) | 585.79 (0.1) | 0 (0.75) | 2741.48 (0.5) | 328.50 (0.1) |
| RND [41]    | 21.52   | 2837.70   | 867.30   | 2188.80   | 765.47  | 966.00  |
| CRL-RND     | 20.85 (0.9) | 4076.60 (0.9) | **1002.40** (0.75) | 2453.30 (0.5) | 1021.60 (0.5) | **981.20** (0.9) |
| NovelD [42] | 21.39   | 3476.46   | 677.90   | 1744.80   | 975.52  | 283.60  |
| CRL-NovelD  | 19.97 (0.9) | 3520.06 (0.9) | 971.50 (0.5) | 2323.40 (0.5) | 980.16 (0.5) | 498.60 (0.9) |

4.7 Sensitivity to hyper-parameters
In this section, we choose Freeway to study the performance sensitivity to hyper-parameters because CRL with different feature representations can obtain good performance on Freeway. Here, the hyper-parameters include $K$ in K-means, bonus coefficient $\beta$, and $\eta$ in the bonus reward. We choose CRL and CRL-Hash-BASS to study the performance sensitivity to hyper-parameters because CRL is a basic method with the raw feature and the BASS feature is better than other feature representations in most Atari-2600 games.

4.7.1 Sensitivity analysis of $K$
We investigate the effect of the number of clusters $K$ when...
Please note that $K$ might not be the best choice for CRL. And then we investigate $K$ in a relatively small parameter range around $K=10$. Here, we choose $K$ from $\{8, 12, 16, 20, 32\}$. The mean average return of different choices of $K$ is summarized in Fig. 10.

For clustering, a larger value of $K$ will divide the state space more precisely, but the statistic of $R_k/N_k$ might become less meaningful. A smaller value of $K$ will mix information from different areas, which might be too coarse for exploration. We can find that the performance is not too sensitive to $K$ in a relatively large range. We can observe that $K=16$ is a reasonable choice for clustering in Freeway. Hence, in the following section, we investigate the influence of the hyper-parameters $\beta$ and $\eta$ when $K$ is set to 16 for Freeway.

Furthermore, we employ the states collected during iteration 0 on Freeway to illustrate whether states from a large state space are well clustered. Please note that we employ the raw pixels as the feature representation, and the raw pixels of states are used for clustering. We subsequently visualize the collected states during iteration 0 and their corresponding

$$R_k = N_k$$

$\beta = 0.1$, $\eta = 0.25$, and $\beta = 0.1$, $\eta = 0.75$. On Freeway, we first use the elbow method to find the optimal $K=10$ for $K$-means. Please note that $K=10$ might not be the best choice for CRL. And then we investigate $K$ in a relatively small parameter range around $K=10$. Here, we choose $K$ from $\{8, 12, 16, 20, 32\}$. The mean average return of different choices of $K$ is summarized in Fig. 10.

For clustering, a larger value of $K$ will divide the state space more precisely, but the statistic of $R_k/N_k$ might become less meaningful. A smaller value of $K$ will mix information from different areas, which might be too coarse for exploration. We can find that the performance is not too sensitive to $K$ in a relatively large range. We can observe that $K=16$ is a reasonable choice for clustering in Freeway. Hence, in the following section, we investigate the influence of the hyper-parameters $\beta$ and $\eta$ when $K$ is set to 16 for Freeway.

Fig. 9  Training curves of TRPO, Hash$\_BASS$ and CRL$\_BASS$ on six hard-exploration Atari-2600 games. The results are averaged over 5 random seeds. The solid line represents the mean average return and the shaded area represents one standard deviation. (a) Freeway; (b) Frostbite; (c) Gravitar; (d) Montezuma’s Revenge; (e) Solaris; (f) Venture

Fig. 10  Sensitivity to $K$ ($x$-axis) of CRL and CRL$\_BASS$ on Freeway when $\beta=0.1, \eta=0.25$ and $\beta=0.1, \eta=0.75$. The results are averaged over 5 random seeds. The $y$-axis represents mean average return, which is averaged over 5 random seeds after training for 500 iterations. (a) CRL, $\beta=0.1, \eta=0.25$; (b) CRL, $\beta=0.1, \eta=0.75$; (c) CRL$\_BASS$, $\beta=0.1, \eta=0.25$; (d) CRL$\_BASS$, $\beta=0.1, \eta=0.75$
cluster centers by t-SNE [65], as shown in Fig. 11. Here, we choose $K = 16$. We observe that the states have been effectively grouped into clusters. It is worth noting that certain clusters are intertwined with others because the clustering is conducted within a high-dimensional space, but our visualization is constrained to a 2D space.

4.7.2 Sensitivity analysis of $\beta$ and $\eta$

We study the influence of $\beta$ and $\eta$ on Freeway and compare the performance of CRL and CRL$_{BASS}$ with the coefficient $\beta \in \{0, 0.01, 0.1, 1\}$ and $\eta \in \{0.1, 0.25, 0.5, 0.75, 0.9\}$ on Freeway when $K$ is fixed to 16. The performance of different choices of $[\beta, \eta]$ is summarized in Table 5.

Table 5 summarizes the results of different $\beta$ when $\eta$ is chosen from $\{0.1, 0.25, 0.5, 0.75, 0.9\}$. Please note that when $\beta = 0$, CRL and CRL$_{BASS}$ will be degenerated to TRPO. We can find that as long as $\beta$ is not too large, the performance with $\beta > 0$ is better than that with $\beta = 0$. This implies that the bonus reward does provide useful information for better exploration. Furthermore, the performance will deteriorate when $\beta$ is too large, which is reasonable because a large $\beta$ might make the bonus reward dominate the true reward from the environment.

The value of $\eta$ reflects the degree of exploration for novel areas, while the value of $1 - \eta$ reflects the degree of exploration for quality areas. In Table 5, for $\beta = 0.01$, the performances of CRL and CRL$_{BASS}$ are roughly concave, peaking at $\eta = 0.25$ and $\eta = 0.5$, respectively. For $\beta = 0.1$, the performances are robust when $\eta \in \{0.25, 0.5, 0.75\}$. With $\beta = 1$, the performance roughly peaks at $\eta = 0.25$. The above results about $\eta$ on Freeway illustrate that using both novelty and quality in the neighboring area of the current state is better than using only one kind of information, either novelty or quality, of states to guide the exploration of the agent.

In all, our method, CRL, with different hyper-parameter settings, can outperform TRPO and Hash in most cases, which verifies that our method can provide the agent with a better exploration direction.

Furthermore, we have illustrated that only using novelty for exploration is insufficient by evaluating Hash with different hyper-parameter settings on Mountain Car in Section 4.3. For completeness, we evaluate our method CRL on Mountain Car in different settings to illustrate that the bonus reward reflecting the novelty and quality of states can provide the agent with a better exploration direction. In Table 6, we report the results of CRL with different $K$ chosen from $\{16, 24, 32, 40\}$ when $\beta$ is chosen from $\{0.01, 0.1\}$ and $\eta$ is chosen from $\{0.25, 0.75\}$. We find that our method CRL can master the solution of Mountain Car (converge to 1) in all hyper-parameter settings. This verifies again that using both novelty and quality in the neighboring area of the current state is better than using novelty to provide the agent with the exploration direction.

4.8 Time cost analysis of CRL

In this section, we experimentally analyze the time cost of CRL. Here, we still choose Freeway as the test environment for illustration. The hyper-parameter settings of CRL are the same as those in Section 4.6. As shown in Fig. 12, we report the mean average return with respect to wall-clock time for CRL and Hash on Freeway during the first 50 iterations using 12-core 12-thread Intel Xeon CPU E5-2620 v2. We can find that the performance of our method is better than that of Hash in the mean average return within the same amount of time.

The mean average return of CRL on Mountain Car with different settings. The results are averaged over 5 random seeds

Table 5 Effect of $\beta$ and $\eta$ using CRL and CRL$_{BASS}$ on Freeway when $\beta$ is chosen from $\{0, 0.01, 0.1, 1\}$, $\eta$ is chosen from $\{0.1, 0.25, 0.5, 0.75, 0.9\}$, and $K$ is set to 16. The results are averaged over 5 random seeds after 500 iterations

| $\beta$ | CRL | $\eta$ | $\beta$ | CRL$_{BASS}$ |
|------|-----|-------|-------|-------------|
| 0    | 17.55 | 0.25 | 17.55 | 0.75 | 17.55 | 0.9 |
| 0.01 | 25.60 | 27.67 | 24.21 | 25.09 | 24.38 |
| 0.1  | 30.10 | 30.72 | 28.43 | 30.80 | 29.66 |
| 1    | 25.19 | 28.52 | 28.75 | 23.79 | 24.35 |

Table 6 The mean average return of CRL on Mountain Car with different settings. The results are averaged over 5 random seeds

| $K$ | $\eta = 0.25$ | $\eta = 0.75$ | $\beta = 0.01$ | $\beta = 0.1$ |
|-----|-------------|-------------|-------|-----|
| 16  | 1.0         | 1.0         | 1.0   | 1.0 |
| 24  | 1.0         | 1.0         | 1.0   | 1.0 |
| 32  | 1.0         | 1.0         | 1.0   | 1.0 |
| 40  | 1.0         | 1.0         | 1.0   | 1.0 |
5 Conclusion

In this paper, we propose a simple yet effective RL framework, CRL, for efficient exploration. By using clustering, CRL provides a general framework to adopt both novelty and quality in the neighboring area of the current state for exploration. CRL can also be combined with existing exploration strategies to further improve their performance. Experiments on four continuous control tasks and six Atari-2600 games show that our method can outperform other state-of-the-art methods to achieve the best performance in most cases.
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