Nonperturbative dynamical many-body theory of a Bose-Einstein condensate
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A dynamical many-body theory is presented which systematically extends beyond mean-field and perturbative quantum-field theoretical procedures. It allows us to study the dynamics of strongly interacting quantum-degenerate atomic gases. The non-perturbative approximation scheme is based on a systematic expansion of the two-particle irreducible effective action in powers of the inverse number of field components. This yields dynamic equations which contain direct scattering, memory and “off-shell” effects that are not captured by the Gross-Pitaevskii equation. This is relevant to account for the dynamics of, e.g., strongly interacting quantum gases atoms near a scattering resonance, or of one-dimensional Bose gases in the Tonks-Girardeau regime. We apply the theory to a homogeneous ultracold Bose gas in one spatial dimension. Considering the time evolution of an initial state far from equilibrium we show that it quickly evolves to a non-equilibrium quasistationary state and discuss the possibility to attribute an effective temperature to it. The approach to thermal equilibrium is found to be extremely slow.

I. INTRODUCTION

Since the pioneering achievement of Bose-Einstein condensation in dilute alkali-metal gases much effort has been made to extend this success to a wider class of atomic and molecular species as well as to a wealth of different trapping geometries. In particular, the production of quantum degenerate ensembles of molecules promises a wide spectrum of important applications ranging from ultra-precise molecular spectroscopy and cold collision studies to “superchemical” reactions and the investigation of the crossover from a Bose-Einstein condensate (BEC) of molecules to Bardeen-Cooper-Schrieffer (BCS) correlated pairs in Fermi gases. Furthermore, (quasi) one- and two-dimensional traps as well as optical lattices allow us to realize strongly correlated many-body states of atoms reminiscent of similar phenomena in condensed matter systems.

Zero-energy scattering resonances, particularly the so-called magnetic Feshbach resonances so far have played a leading rôle in the creation of strong interactions in degenerate atomic quantum gases. Near a Feshbach resonance, the scattering of, e.g., a pair of Bose-condensed atoms, whose relative energy is very close to zero, can be described by a strongly enhanced s-wave scattering length. Present-day experimental techniques allow for resonance-enhanced scattering lengths larger than the mean interatomic distance in the gas. As a consequence, the diluteness parameter η = na^3 is much larger than one. The Bose-Einstein condensate is no longer in the collisionless regime, it represents a strongly interacting system.

Feshbach resonances also play an important rôle in the physics of ultracold, degenerate Fermi gases, where they allow us to induce a transition from a phase of Bose-Einstein-condensed diatomic molecules to a superfluid phase of BCS-type where the Fermion pairs are correlated over large distances. In the transition region, the interaction is strong and the correlation length easily exceeds the mean interatomic distance.

A strongly interacting system can also be obtained without the requirement of a scattering resonance: In a one-dimensional trap, the gas enters the so-called Tonks-Girardeau regime, if the dimensionless interaction parameter γ = g_{1D}m/(\hbar^2 n) is much larger than one. Here, g_{1D} is the coupling parameter of the one-dimensional gas, e.g., g_{1D} = 2\hbar^2 a/(ml_\perp^2) for a cylindrical trap with transverse harmonic oscillator length l_\perp. In the Tonks-Girardeau limit γ \to \infty the atoms can no longer pass each other and behave in many respects like a one-dimensional ideal Fermi gas.

In an optical lattice, strong effective interactions can be induced by suppressing the hopping between adjacent lattice sites and thus increasing the weight of the interaction relative to the kinetic energy. This leads, in the limit of near-zero hopping or strong interactions, to a Mott insulating state.

Conventionally, the dynamics of many-body systems of sufficiently weakly interacting particles is described using perturbative approximation schemes for the exact quantum field theoretical many-body equations of motion. Such schemes are in principle based on expansions in terms of powers of some dimensionless parameter, like \sqrt{γ}, which measures the binary interaction strength. It is clear that for strongly interacting systems for which the relevant parameter is no longer small, a perturbative approach must eventually fail.

A particular challenge represent systems far from equilibrium. For instance, the sudden change of an external magnetic field for atomic quantum gases near a Feshbach resonance can lead to dramatic non-equilibrium phenomena. If the magnetic field is modified on time scales smaller than a typical collisional duration, the system is driven far from thermal equilibrium. Standard approaches based on small deviations from equilibrium, such as linear response theory,
or kinetic descriptions requiring a sufficient homogeneity in time, are not applicable. Another example is the formation of a Bose-Einstein condensate through controlled relativistic cooling of an ultracold atomic gas, an every-day experimental procedure, which has been studied in great detail (cf. e.g. Refs. [25, 26, 27, 28, 29, 30]), a complete theoretical description of which is, however, still lacking [31].

In this article a dynamical many body theory is presented which systematically extends beyond mean-field and perturbative quantum-field theoretical approximation schemes. The non-perturbative approach is based on a systematic expansion of the two-particle irreducible (2PI) effective action in powers of the inverse number of field components $N^{-1}$ [32, 33, 34]. The 2PI $1/N$ expansion to next-to-leading order yields dynamic equations which contain direct scattering, memory and “off-shell” effects. It allows to describe far-from-equilibrium dynamics as well as the late-time approach to quantum thermal equilibrium.

Recently, these methods have allowed important progress in describing the dynamics of strongly interacting relativistic systems far from thermal equilibrium for bosonic [35, 36, 37, 38] as well as fermionic degrees of freedom [39, 40]. Our aim is to employ the 2PI effective action for ultracold quantum gases and to numerically solve the 2PI $1/N$ expansion to next-to-leading order. This is exemplified for a homogeneous ultracold Bose gas in one spatial dimension. We compute the time evolution of an initial state which is far from thermal equilibrium. After a characteristic short-time scale it is found to be driven to a quasistationary state. However, the system is still far from equilibrium and the thermal equilibration time can exceed the early-time scale by orders of magnitude. In particular, a unique temperature can not be attributed to the quasistationary state. This is important in view of experiments with one-dimensional traps, where the longest accessible times may be too short to see complete thermalization.

We emphasize that mean-field approximations fail to describe the dynamics even qualitatively. Similarly, standard kinetic descriptions based on two-to-two collisions give a trivial (constant) dynamics because of phase space restrictions in one spatial dimension. To our knowledge this is the first time that the one-dimensional dynamics has been described from a full systematic $2PI$ $1/N$ expansion in a non-relativistic quantum field theory. The 2PI effective action approach in this context has been discussed previously using an additional weak-coupling expansion and solved for a Bose gas in a lattice in one spatial dimension [41]. See also Ref. [42] for a discussion of the 2PI (or $\Phi$-derivable) approach to the theory of weakly interacting Bose gases. The connection to kinetic theory (cf., e.g., Refs. [43, 44, 45, 46, 47, 48, 49, 50, 51] and references therein) has been discussed in Refs. [52, 53], cf. also Refs. [54, 55, 56, 57, 58, 59] in the context of elementary particle physics and cosmology. The 2PI $1/N$ expansion has also been successfully applied to compute critical exponents in thermal equilibrium near the second-order phase transition of a model in the same universality class [60]. The good convergence properties of the expansion for small values of $N^{-1}$ have also been observed in the context of non-equilibrium classical statistical field theories [61].

Ultracold atomic Bose gases in one- and two-dimensional trapping configurations, due to their specific quantum statistical properties, have been studied in great detail, using both perturbative and non-perturbative approaches. In lower dimensional systems, the regime of applicability of perturbation theory (cf., e.g., [62, 63]) is reduced as compared to three-dimensional gases since fluctuations, in particular of the phase, play a stronger role such that non-perturbative descriptions are required. Stationary systems have been studied using, e.g., renormalization group [64, 65] or Monte-Carlo techniques [66, 67].

Our article is organized as follows: In the remainder of this chapter we introduce the basic principles and ideas underlying the non-perturbative approximation scheme. In Chapter II the 2PI effective action is defined, and the (exact) dynamic equations are deduced from it. We then show, in Chapter III that the well-known dynamical Hartree-Fock-Bogoliubov equations of motion result from a single diagram in a loop expansion of the 2PI effective action. In Chapter IV we introduce in detail the non-perturbative approximation scheme on the basis of a $1/N$ expansion of the 2PI effective action, where $N$ is the number of field components in a subspace where the action is invariant under $O(N)$ rotations. For the simplest case of a single complex Bose-field, we have $N = 2$. Before we draw our conclusions in Chapter VI we apply, in Chapter VII the many-body dynamic equations, to next-to-leading order in the $1/N$ expansion, to a uniform ultracold Bose gas in one spatial dimension.

### A. Non-perturbative approximations out of equilibrium

The systems of identical bosons to be considered in this article are described by the Hamiltonian

\[ H = \int d^3x \, \hat{\Psi}^\dagger(x) H_{1B}(x) \hat{\Psi}(x) \]

+ \frac{1}{2} \int d^3x \, d^3y \, \hat{\Psi}^\dagger(x) \hat{\Psi}^\dagger(y) V(|x - y|) \hat{\Psi}(y) \hat{\Psi}(x), \]  

(1)

\[ H_{1B}(x) = -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{trap}}(x), \]  

(2)

The second term on the right hand side of Eq. (1) represents the bare interaction term. The bare coupling constants equal the binary interaction potential $V(|x - y|)$ at the possible inter-particle distances $|x - y|$. This potential is obtained, e.g., by describing the quantum mechanics of two-atom interactions in the Born-Oppenheimer approximation, where $|x - y|$ denotes the internuclear distance.

The dynamics of the non-relativistic many-body system can be described, e.g., in the Schrödinger picture, where the many-body state at time $t$ is given by some density matrix $\rho(t)$. The Schrödinger equation, with the Hamiltonian $H$, then completely determines the non-equilibrium dynamics. All information about the quantum theory can be encoded in the infinite series of correlation functions or $n$-point functions

\[ \langle \hat{\Psi}^\dagger(x_1) \cdots \hat{\Psi}(x_n) \rangle_t = \text{Tr} \hat{\rho}(t) \hat{\Psi}^\dagger(x_1) \cdots \hat{\Psi}(x_n), \]  

(3)
with $n \geq 1$. For the Hamiltonian \([\mathbf{1}]\), the equation of motion of any particular $n$-point function involves other correlation functions up to the order of $n + 2$. Hence, the result is an infinite system of coupled dynamic equations for the correlation functions (cf., e.g., Ref. \([\mathbf{68}, \mathbf{69}]\)). Since this cannot be solved exactly one has to find suitable approximation schemes.

Here it is important to note that for out-of-equilibrium calculations there are additional complications which do not appear in vacuum or thermal equilibrium. The first new aspect concerns secularity: Even for weak couplings the strict perturbative time evolution suffers from the presence of spurious, so-called secular, terms which grow with time and invalidate the expansion. Moreover, the very same problem appears as well for non-perturbative approximation schemes such as standard $1/\mathcal{N}$ expansions based on the one-particle irreducible (1PI) effective action \([\mathbf{88}]\). Similar problems can also appear by simply truncating the infinite system of coupled dynamic equations for the correlation functions at a given level of $n$-point functions.

The problem of secularity has been discussed in Refs. \([\mathbf{70}, \mathbf{71}]\). Typically, for a given approximation, there can be various ways to resolve the secularity problem by resummation. There is a requirement, however, which poses very strong restrictions on the possible approximations: Universality, i.e. the insensitivity of the late-time behavior to the details of the initial conditions. If thermal equilibrium is approached then the late-time result is universal in the sense that it becomes uniquely determined by the conserved energy density and particle number. To implement the necessary nonlinear dynamics which recover detailed balance at late times is demanding. Both requirements of a non-secular and universal behavior can indeed be fulfilled using systematic expansions of the 2PI effective action, which provide a practical means to describe far-from-equilibrium dynamics as well as thermalization from first principles \([\mathbf{70}, \mathbf{71}]\).

As will be described below, to lowest order, if all quantum-statistical fluctuations are neglected, the 2PI effective action leads to the Gross-Pitaevskii equation for the mean field \([\mathbf{83}]\). For a sufficiently large mean field this classical field-theory approximation can be used to approximately describe the dynamics of weakly interacting Bose-Einstein condensates. Of course, the classical approximation cannot be used to describe the approach to quantum thermal equilibrium characterized by a Bose-Einstein distribution.

The 2PI effective action, with fluctuations taken into account to two-loop order, describes the (time-dependent) Hartree-Fock-Bogoliubov (HFB) approximation, in which exchange between the condensate and the non-condensed fraction of the gas is accounted for. It conserves total particle number and energy but neglects multiple scattering. As a consequence, the approximation fails to describe thermalization. Typically, the maximum time for which it is reliable, decreases with increasing interaction strength, e.g., in the case of ultracold alkali atoms, scattering length $a$. In particular, the Hartree-Fock approximation is known to suffer from the presence of an infinite series of additional conserved quantities, which are not present in the fully interacting theory. These spurious constants of motion are associated to an infinite life-time of quasi-particle momentum modes, which prevent relaxation to a thermal distribution \([\mathbf{33}]\).

The extensively employed HFB equations of motion may also be obtained by rewriting the hierarchy of dynamic equations for the correlation functions \([\mathbf{4}]\) in terms of their connected counterparts, or cumulants, and neglecting all cumulants of three and more field operators \([\mathbf{68}, \mathbf{72}]\). One finds that the HFB dynamic equation for the leading order cumulant, the mean field, involves a resummation of infinitely many graphs and therefore arbitrary high powers of the bare coupling $V$. For Bose-Einstein condensates, many approximation schemes beyond HFB have been introduced, e.g., in Refs. \([\mathbf{43}, \mathbf{68}]\), and take into account correlation functions of third and higher orders. However, the requirements for a reliable late-time behaviour are difficult to implement. The approximation schemes, first, have to yield controlled approximations and, second, must not violate crucial conservation laws like energy conservation, or, for a non-relativistic gas, the conservation of total particle number.

We emphasize that all these requirements can be met by systematic expansions of the 2PI effective action. These include 2PI loop-expansions, coupling-expansions, as well as $1/\mathcal{N}$-expansions. In the following we concentrate on the expansion in inverse powers of $\mathcal{N}$, where $\mathcal{N}$ is the number of field components of a scalar theory invariant under the symmetry transformations of the orthogonal group $O(\mathcal{N})$. Compared to a coupling expansion, this procedure has the advantage that it can be employed in the absence of a weak coupling. In particular, it can be used to describe the non-analytic dynamics near the second-order phase transition \([\mathbf{60}]\), where the condensate vanishes — a situation which cannot be quantitatively described in terms of a coupling expansion. The scalar theory defined by Eq. \([\mathbf{1}]\) is $U(1)$-invariant, which is equivalent to an $O(2)$-symmetry. In contrast to the standard $1/\mathcal{N}$ expansion of the 1PI effective action, the apparently rapid convergence of the 2PI expansion even for small values of $\mathcal{N}$ is crucial for our approach \([\mathbf{63}, \mathbf{71}]\). In the following we present the 2PI effective action approach to the dynamics of a strongly interacting ultracold Bose-gas.

II. 2PI EFFECTIVE-ACTION APPROACH

A. Non-equilibrium quantum field theory

Before introducing the 2PI effective action we would like to recall, for the purpose of making our article sufficiently self-contained, some basics about non-equilibrium quantum field theory. For more details, e.g., Ref. \([\mathbf{71}]\). All information about a non-equilibrium quantum many-body system is contained in the generating functional for non-equilibrium correlation functions \([\mathbf{90}]\):

$$Z[J, K; \hat{\rho}_\mathcal{D}] = \text{Tr}[\hat{\rho}_\mathcal{D}(t_0)\mathcal{T}_\mathcal{C}\exp\left\{i\int_x \hat{\Phi}(x)J(x) + i\int_{xy} \hat{\Phi}(x)K(x, y)\hat{\Phi}(y)\right\}], \quad \text{(4)}$$
Any correlation function of a quantum many-body system can be derived from this by functional differentiation with respect to \( J(x) \) and subsequently setting \( J \equiv K \equiv 0 \). For example, the two-point function follows as

\[
\langle T_C \hat{\Phi}(x) \hat{\Phi}(y) \rangle = \text{Tr}[\hat{\rho}_0(t_0) T_C \hat{\Phi}(x) \hat{\Phi}(y)]
\]

\[
= \frac{\delta^2 Z[J,K;\hat{\rho}_0]}{i\delta J(x)i\delta J(y)} |_{J=K=0}.
\]

Here, \( \hat{\rho}_0(t_0) \) is the normalized density matrix describing the many-body system at the initial time \( t_0 \), which, in general, does not have the equilibrium form \( \rho_D^{(eq)} \sim \exp\{-\beta H\} \). \( \hat{\Phi} \) is the operator of a \( \mathcal{N} \)-component scalar quantum field, with its space-time arguments \( x = (t,x) = (x_0,x) \). In the following, where obvious, we suppress indices \( i \) enumerating the two components \( \hat{\Phi}_i \), corresponding to the real and imaginary parts of a single complex Bose field \( \hat{\Psi} \), or, to their independent combinations \( \hat{\Psi}^+ \) and \( \hat{\Psi} \).

In Eqs. (4) and (5), \( T_C \) denotes time ordering along a closed time-path contour \( C \) appearing in the source term integrals with \( \int^x C = \int^x dx_0 \int^0 dx \). The time path \( C \) extends from the initial time \( t_0 \) to some finite time \( t > t_0 \), and, back, from \( t \) to \( t_0 \). Note, that in Eq. (5), the real-time contour must contain the times of interest, i.e., \( x_0 \) and \( y_0 \). In practice, this is no problem since the largest time, \( \max(x_0,y_0) \), is kept as a variable which evolves in the time evolution equations for the correlators discussed below. The second half of \( C \), from \( t \) to \( t_0 \), ensures the normalization of the generating functional \( Z[0,0;\hat{\rho}_0] = 1 \), i.e., unity of the trace of the density matrix.

The generating functional \( Z[J,K;\hat{\rho}_0] \) has a functional integral representation, which can be found by inserting, to the left and right of \( \hat{\rho}_0 \), a complete set of eigenstates of the Heisenberg field operators at the initial time, \( \hat{\Phi}(x_0 = t_0,x) |\Phi^\pm\rangle = \hat{\Phi}^\pm(x) |\Phi^\pm\rangle \), with \( \hat{\Phi}^\pm(x) \equiv \hat{\Phi}(t_0,x):

\[
Z[J,K;\hat{\rho}_0] = \int d\Phi^+ d\Phi^- \langle \Phi^+ | \hat{\rho}_0(t_0) |\Phi^-\rangle \\
\times \int_{\Phi^+} D\Phi \exp \left\{ i \left[ S[\Phi] + \int_x \Phi(x)J(x) \right] \\
+ \frac{1}{2} \int_{xy} \Phi(x)K(x,y)\Phi(y) \right\}.
\]

The functional integral \( \int D\Phi = \prod_x D\Phi_x \) sums over all field configurations. \( S \) denotes the classical action, defined as

\[
S[\Phi] = \int_x \mathcal{L}(x),
\]

where \( \mathcal{L} \) is the Lagrangian density. We will provide \( S[\Phi] \) below.

A general initial density matrix can be parametrized as

\[
\langle \Phi^+ | \hat{\rho}_0(t_0) |\Phi^-\rangle = \mathcal{N} \exp \{ i f_C[\Phi] \},
\]

with a normalization \( \mathcal{N} \) and the functional \( f \) expanded in powers of the fields:

\[
f_C[\Phi] = \alpha_0 + \sum_{n=1}^{\infty} \frac{1}{n!} \int_{x_1...x_n} \alpha_n(x_1,...,x_n) \prod_{i=1}^n \Phi(x_i).
\]

Here, the coefficients \( \alpha_n(x_1,...,x_n) \) vanish identically for all times different from \( t_0 \) (cf., e.g., Ref. [71]).

In many practical cases it is sufficient to specify, at time \( t_0 \), only the lowest correlation functions. If an initial state is fully determined by the mean field

\[
\phi_i(x) = \langle \hat{\Phi}_i(x) \rangle
\]

and the connected two-point function or cumulant

\[
G_{ij}(x,y) = \langle T_C \hat{\Phi}_i(x) \hat{\Phi}_j(y) \rangle - \phi_i(x)\phi_j(y)
\]

then the initial density matrix, Eq. (8), can be written as a Gaussian in the field \( \Phi \), i.e., all \( \alpha_n \) with \( n \geq 3 \) vanish identically.

In this case, comparing Eqs. (8) and (9) with Eq. (5), one finds that the initial-time sources can be absorbed into the functional integral by redefining the source fields at times \( x_0 = y_0 = t_0 \) according to \( J(x) \to J(x) - \alpha_1(x) \) and \( K(x,y) \to K(x,y) - \alpha_2(x,y) \). \( \alpha_0 \) yields an irrelevant normalization constant. In this way we arrive at the non-equilibrium generating functional in the form

\[
Z[J,K] = \int D\Phi \exp \left\{ i \left[ S[\Phi] + \int_x \Phi(x)J(x) \right] \\
+ \frac{1}{2} \int_{xy} \Phi(x)K(x,y)\Phi(y) \right\}.
\]

We emphasize that the use of a Gaussian initial density matrix only restricts the “experimental” setup described by the initial conditions for correlation functions — higher irreducible correlations can build up corresponding to a non-Gaussian density matrix for times \( t > t_0 \). Non-Gaussian initial density matrices pose no principal problems but require taking into account additional initial-time source fields.

The 2PI effective action is obtained below from a double Legendre transform of the generating functional (12) with respect to the linear and bilinear source terms, \( J(x) \) and \( K(x,y) \). Accordingly, more complicated initial conditions involving higher irreducible correlation functions are most efficiently described in terms of \( n \)PI effective actions with \( n > 2 \) [75]. In the following we will always assume that, in order to fully specify the initial state of the many-body system, it is sufficient to provide the initial one- and two-point functions \( \phi \) and \( G \).

### B. 2PI effective action

The 2PI effective action [32,76,77] is defined as a Legendre transform of the generating functional of connected Greens functions \( W[J,K] \), defined by

\[
Z[J,K] = \exp \{ iW[J,K] \}.
\]
The double Legendre transform reads

\[
\Gamma[\phi, G] = W[J, K] - \int_x \phi(x)J(x) - \frac{1}{2} \int_{xy} \phi(x)K(x, y)\phi(y) - \frac{1}{2} \int_{xy} G(x, y)K(x, y).
\]  

(14)

Here, \( J \) and \( K \) are fixed through the conditions

\[
\frac{\delta W[J, K]}{\delta J_i(x)} = \phi_i(x), \quad \frac{\delta W[J, K]}{\delta K_{ij}(x, y)} = \frac{1}{2} \left[ \phi_i(x)\phi_j(y) + G_{ij}(x, y) \right],
\]

(15)

(16)

with the mean field \( \phi_i(x) \) and the two-point function \( G_{ij}(x, y) \) defined in Eqs. (10) and (11), respectively.

The equations of motion for \( \phi_i(x) \) and \( G_{ij}(x, y) \) are given by the stationarity requirements

\[
\frac{\delta \Gamma[\phi, G]}{\delta \phi_i(x)} = 0, \quad \frac{\delta \Gamma[\phi, G]}{\delta G_{ij}(x, y)} = 0,
\]

(17)

(18)

which follow directly from the definition (14) for vanishing sources \( J \) and \( K \).

Eq. (14) shows that the conventional 1PI effective action \( \Gamma[\phi] \) is merely \( \Gamma[\phi, G] \) for \( K = 0 \), i.e., it is equivalent to \( \Gamma[\phi, G] \) for that function \( G \) in which the stationarity condition (18) is fulfilled. Hence, the equation of motion following from the condition (17) is equivalent to that derived from the 1PI effective action. On the exact level all effective actions are, of course, equivalent. Here the particular reason for using the 2PI effective action is that it efficiently allows to devise systematic approximation schemes suitable for nonequilibrium dynamics.

It is convenient to write the 2PI effective action as

\[
\Gamma[\phi, G] = S[\phi] + i \frac{1}{2} \text{Tr} \left\{ \ln G^{-1} + G^{-1}_{0}[\phi]G + \Gamma_2[\phi, G] \right\} + \text{const.},
\]

(19)

which contains the contribution from the classical action \( S \), a one-loop-type term and a term \( \Gamma_2[\phi, G] \) that contains all the rest. The trace, the logarithm and the product of Greens functions in the third term are meant in the functional sense. \( G^{-1}_{0} \) is the inverse of the classical propagator

\[
iG^{-1}_{0,ij}(x, y; \phi) = \frac{\delta^2 S[\phi]}{\delta \phi_i(x) \delta \phi_j(y)},
\]

(20)

for which we will give an explicit expression in the next section.

Taking the derivative of (18) in terms of \( G \) one observes that the second stationarity condition (18) equivalent to the exact Dyson-Schwinger equation for the propagator,

\[
G^{-1}_{ij}(x, y) = G^{-1}_{0,ij}(x, y; \phi) - \Sigma_{ij}(x, y; \phi, G),
\]

(21)

with the proper self-energy

\[
\Sigma_{ij}(x, y; \phi, G) = 2i \frac{\delta \Gamma_2[\phi, G]}{\delta G_{ij}(x, y)}.
\]

(22)

From Eq. (21) one easily sees that the proper self-energy \( \Sigma \) is 1PI. Since the functional differentiation of \( \Gamma_2 \) with respect to \( G \) corresponds to opening one propagator line in any diagram contributing to \( \Gamma_2 \), the expansion of \( \Gamma_2 \) may only contain diagrams which are at least two-particle irreducible. This feature constitutes the name of the 2PI effective action.

We note that the above mentioned, more general nPI effective actions can be constructed analogously. These depend on correlation functions up to order \( n \) and generate diagrammatic expansions in which also the corresponding higher vertices are self-consistently determined, i.e. dressed [71].

Before we apply the effective-action description of a non-equilibrium many-body system to derive dynamic equations we close this section by introducing the spectral,

\[
\rho_{ij}(x, y) = i \langle \hat{\Phi}_i(x) \hat{\Phi}_j(y) \rangle_c,
\]

(23)

and statistical components,

\[
F_{ij}(x, y) = \frac{1}{2} \langle \hat{\Phi}_i(x) \hat{\Phi}_j(y) \rangle_c,
\]

(24)

of the two-point function \( G \), where the subscript \( c \) means that, for \( \phi \neq 0 \), disconnected parts are subtracted. In Eq. (24), \( \{ , \} \) denotes the anticommutator. The decomposition identity for the two-point function \( G \) follows from Eqs. (11), (23), and (24) as

\[
G_{ij}(x, y) = F_{ij}(x, y) - \frac{i}{2} \rho_{ij}(x, y) \text{sign}_C(x_0 - y_0),
\]

(25)

where \( \text{sign}_C(x_0 - y_0) \) is the sign function along the path \( C \) which evaluates to 1 (−1) if \( x_0 (y_0) \) is prior to \( y_0 (x_0) \) along \( C \).

While the spectral function encodes the spectrum of the theory, the statistical propagator gives information about occupation numbers. Loosely speaking, the decomposition makes explicit what states are available and how often they are occupied. Note that, in thermal equilibrium, the spectral and statistical functions would be related by the fluctuation-dissipation relation, which, for a non-condensed homogeneous system in energy-momentum space, reads

\[
F^{(\text{eq})}(\omega, p) = -i \left( \frac{1}{2} + n(\omega, T) \right) \rho^{(\text{eq})}(\omega, p),
\]

(26)

with the Bose-Einstein distribution function \( n(\omega, T) = \frac{e^{(\omega - \mu)/k_B T} - 1}{e^{(\omega - \mu)/k_B T} - 1} \). Relation (26) does no longer apply in a system far from equilibrium, such that the dynamical evolution of \( F \) and \( \rho \) is given by separate (coupled) equations of motion.

C. Dynamic equations

In this section, we derive dynamic equations for the mean field \( \phi \) and the two-point cumulant \( G \) from the stationarity
conditions, Eqs. (17) and (18). We consider explicitly the theory defined by the Hamiltonian (1) and choose the representation
\[ \Phi_1(x) = \sqrt{2} \text{Re} \Psi(x), \quad \Phi_2(x) = \sqrt{2} \text{Im} \Psi(x) \]
(27) of the quantum field in terms of its real and imaginary parts. The corresponding field operators obey the bosonic commutation relation \([\Phi_1(x, t), \Phi_2(y, t)] = i \delta(x - y)\) while all other equal-time commutators vanish. This representation will be particularly convenient when discussing the non-perturbative 1/N expansion in Chapter IV. The classical action is given by
\[ S[\Phi] = \frac{1}{2} \int dV \Phi_i(x) iD_{ij}^{-1}(x, y) \Phi_j(y) + S_{\text{int}}[\Phi], \]
(28) with the inverse free propagator (Greens function)
\[ iD_{ij}^{-1}(x, y) = \delta_C(x - y) (-i \sigma_{2,ij} \partial_{y_0} - H_{1B}(x) \delta_{ij}), \]
containing the Pauli matrix
\[ \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}. \]
(30) Here, \(\delta_C(x - y) \equiv \delta_C(x_0 - y_0)\delta^{(3)}(x - y)\) denotes the four-dimensional Dirac distribution on the closed time path. The interaction part \(S_{\text{int}}[\Phi]\) may be expressed, for the Hamiltonian (1), with \(V(x - y) \equiv V(\rho, \phi), \phi, \phi, G\), as
\[ S_{\text{int}}[\Phi] = -\frac{1}{8} \int_{xy} \Phi_i(x) \Phi_j(y) V(x - y) \Phi_j(y) \Phi_i(x). \]
(31) where it is summed over double indices. We use Eqs. (28), (31) to derive the classical inverse propagator, cf. Eq. (20):
\[ iG_{0,ij}(x, y; \phi) = \frac{\delta^2 S[\phi]}{\delta \phi_i(x) \delta \phi_j(y)} = iD_{ij}^{-1}(x, y) - \phi_i(x) V(x - y) \phi_j(y) - \frac{1}{2} \int z \phi_j(z) V(x - z) \phi_i(z) \delta_{ij} \delta_C(x - y), \]
(32) Now, everything is prepared to derive the dynamic equations by imposing the stationarity conditions, Eqs. (17) and (18). These conditions yield, together with Eqs. (19), (28), (31), and (32):
\[ 0 = \delta \Gamma[\phi, G] / \delta \phi_i(x) \]
\[ = \int_y \left[ iD_{ij}^{-1}(x, y) \phi_j(x) - V(x - y) \frac{1}{2} \left( \phi_k(y) \phi_k(y) + G_{kk}(y, y) \right) \phi_i(x) \right. \\
- V(x - y) G_{ij}(x, y) \phi_j(y) \left. + \delta \Gamma_2[\phi, G] / \delta \phi_i(x), \right] \]
(33) \[ 0 = \delta \Gamma[\phi, G] / \delta G_{ij}(x, y) \]
\[ = i \left[ G_{0,ij}^{-1}(y, x; \phi) - G_{ij}^{-1}(y, x) \right] \\
+ \delta \Gamma_2[\phi, G] / \delta G_{ij}(x, y). \]
(34) From Eq. (33), the equation of motion for the mean field \(\phi_i\) is obtained as
\[ \begin{align*}
- i \sigma_{2,ij} \partial_{y_0} - H_{1B}(x) \delta_{ij} \phi_j(x) \\
= \int_y V(x - y) \left\{ \frac{1}{2} \left( \phi_k(y) \phi_k(y) + G_{kk}(y, y) \right) \phi_i(x) \right. \\
+ G_{ij}(x, y) \phi_j(y) \left. - \delta \Gamma_2[\phi, G] / \delta \phi_i(x). \right) \\
\end{align*} \]
(35) The dynamic equation for the Greens function \(G\) follows from Eq. (34) by convolution with \(G\) and using the definition (22) of the self-energy \(\Sigma\):
\[ \int_z G_{0,ik}(x, z; \phi) G_{kj}(z, y) = \delta_{ij}(x - y) \delta_{i,j} + \int_z \Sigma_{ik}(x, z; \phi, G) G_{kj}(z, y). \]
(36) Once the 2PI part \(\Gamma_2[\phi, G]\) of the effective action is known, Eqs. (35) and (36), representing a closed system of dynamic equations for \(\phi\) and \(G\), may be solved to determine, for given initial correlation functions \(\phi(t_0)\) and \(G(t_0, t_0)\), the complete dynamical evolution of the system. It is, of course, not possible to solve the equations exactly. In the following we discuss approximation schemes for \(\Gamma_2\) and use these to obtain approximative dynamic equations for \(\phi\) and \(G\).

### D. Number conservation

A major advantage of the effective action approach is that it automatically provides us with dynamic equations which are particle number conserving. This is a consequence of the Noether theorem in conjunction with the invariance of the theory under orthogonal transformations and can be seen as follows [91]: The stationarity conditions (17) and (18) for the mean field and the propagator can be combined to the equation
\[ \sigma_{2,ij} \left[ \phi_i(x) \frac{\delta \Gamma[\phi, G]}{\delta \phi_j(x)} + 2 \int_y \frac{\delta \Gamma[\phi, G]}{\delta G_{kj}(y, x)} G_{ki}(y, x) \right] = 0, \]
(37) with the elements \(\sigma_{2,ij}\) of the Pauli matrix (30). From the specific expression (19) for the 2PI effective action follows that Eq. (37) is equivalent to the relation
\[ \partial_{y_0} n(x) - \nabla j(x) \]
\[ = -2i \sigma_{2,ij} \left[ \phi_i(x) \frac{\delta \Gamma_{\text{int}}[\phi, G]}{\delta \phi_j(x)} + 2 \int_y \frac{\delta \Gamma_{\text{int}}[\phi, G]}{\delta G_{kj}(y, x)} G_{ki}(y, x) \right]. \]
(38) Here,
\[ n(x) = \phi_i(x) \phi_i(x) + G_{ii}(x, x), \]
(39) \[ j(x) = \frac{1}{m} \left[ \phi_2(x) \nabla \phi_2(x) - \phi_1(x) \nabla \phi(x) \right] \]
\[ + \left[ T_C(\hat{\Phi}_2) \nabla \hat{\Phi}_2(x) - \hat{\Phi}_1(x) \nabla \hat{\Phi}_2(x) \right] \]
(40)
are the total number and current densities, respectively. Clearly, particle number is conserved locally if \( n \) and \( j \) obey a continuity equation, i.e., if the right hand side of Eq. \( 33 \) vanishes identically. We consider the specific structure of these terms: The interaction part of the 2PI effective action occurring therein is defined as

\[
\Gamma_{\text{int}}[\phi, G] = \Gamma[\phi, G] - \frac{1}{2} \int xy \phi_i(x) iD_{ij}^{-1}(x-y)\phi_j(y) - \frac{1}{2} \text{Tr} \left[ D^{-1} G \right].
\]  

(41)

The 2PI effective action is, like the underlying quantum action \( S[\Phi] \), Eqs. \( 28 \) and \( 31 \), a singlet under \( O(2) \) rotations. It is parametrized by the classical fields \( \phi_i \) and \( G_{ij} \), where the number of \( \phi \)-fields has to be even in order to construct an \( O(2) \)-singlet. From the fields \( \phi_i \) alone one can construct only one independent invariant under \( O(2) \) rotations, which can be taken as \( \text{tr}(\phi\phi) \equiv \phi^2 = \phi_i\phi_i \). All functions of \( \phi \) and \( G \), which are singlets under \( O(2) \), can be built from the irreducible, i.e., in field-index space not factorizable, invariants \( 13 \) \( 14 \)

\[
\phi^2, \quad \text{tr}(G^n), \quad \text{and} \quad \text{tr}(\phi\phi G^n),
\]  

(42)

with \( n = 1, 2, \ldots \). As before, the trace \( \text{tr}() \) only applies to the field-component indices while there is no integration over space-time, e.g., \( \text{tr}(G^3) \equiv G_{ij}(x,y)G_{jk}(y,z)G_{kl}(z,x) \).

For contributions to \( \Gamma_{\text{int}} \) which contain only \( \phi^2 \) or \( \text{tr}(G^n) \), the terms in square brackets in Eq. \( 33 \) either vanish separately or are symmetric under the exchange of \( i \) and \( j \). Moreover, if a term contains an invariant of the form \( \text{tr}(\phi\phi G^n) \), as, e.g., the contributions remaining in \( \Gamma_{\text{int}} \) from \( \text{Tr}(G_0^{-1} G) \), the combination of the terms in square brackets in Eq. \( 33 \) is symmetric under transposition in field index space. Hence, the total number density is conserved locally as a consequence of the \( O(2) \) symmetry of the theory, and, more importantly, this is true for any set of approximative dynamic equations derived from a truncated but still \( O(2) \)-symmetric effective action. Note, finally, that only terms in the action which contain mixed invariants \( \text{tr}(\phi\phi G^n) \) induce exchange of particles between the condensate and the non-condensed fraction of the gas.

### III. DIAGRAMMATIC REPRESENTATION

#### A. Loop expansion of \( \Gamma_2[\phi, G] \)

In this section we briefly discuss the diagrammatic methods that we will use later on to generate the equations of motion for \( \phi \) and \( G \). For a more comprehensive review see, e.g., Ref. \( 71 \) and references cited therein.

The 2PI effective action, Eq. \( 19 \), can be expanded into a series of closed loop diagrams, i.e., diagrams without external lines. In Fig. 1 the diagrammatic representation of \( \Gamma[\phi, G] - \Gamma_2[\phi, G] \) is shown, cf. Eq. \( 19 \). Fig. 2 shows the lowest order diagrams contributing to \( \Gamma_2[\phi, G] \). Internal lines in these diagrams represent the full two-point Greens function \( G \), vertices the bare interaction \( V \). In addition, one needs to distinguish topologically different diagrams. This becomes obvious when considering an interaction \( V \equiv V(x-y, x_0) \) which is non-local in its spatial arguments and its diagonal coupling to the field components 1 and 2 as exhibited by Eq. \( 31 \). An example of this are the diagrams shown in Fig. 4 which combine to give the “double-bubble” diagram, i.e., the first graph in the loop expansion of \( \Gamma_2 \) in Fig. 4.

Counting the number of loops, \( \Gamma[\phi, G] - \Gamma_2[\phi, G] \) is of leading order, and, as discussed in Appendix \( A \), this part of the

\[
\Gamma_{\text{loop}}^{\text{1st}}[\phi, G] = \begin{array}{c}
\phi, G \\
\end{array} + \begin{array}{c}
\phi, G \\
\end{array} + \begin{array}{c}
\phi, G \\
\end{array} + \begin{array}{c}
\phi, G \\
\end{array} + \frac{1}{2} \text{Tr} \ln G^{-1}
\]  

\[
+ \frac{1}{2} \begin{array}{c}
\phi, G \\
\end{array} - \begin{array}{c}
\phi, G \\
\end{array} - \frac{1}{2} \begin{array}{c}
\phi, G \\
\end{array}
\]  

\[
\]

(43)

FIG. 1: (Color online) Diagrammatic representation of the one-loop part \( \Gamma_{\text{loop}}^{\text{1st}}[\phi, G] = \Gamma[\phi, G] - \Gamma_2[\phi, G] \) of the 2PI effective action, cf. Eq. \( 19 \), without the irrelevant constant. The inverse free propagator \( D^{-1}(x,y) \) is represented as a (green) filled circle, external fields \( \phi(x) \) as (red) crosses, the bare potential \( V(x-y) \) as a wiggly line, and the full propagator \( G(x,y) \) as a (blue) solid line – colors are seen in the online version. At each ‘vertex’ it is summed over double field indices and integrated over the respective space-time variable \( x \). The first two diagrams are the classical action \( S[\phi] \), the last three diagrams the term \( \frac{1}{2} \text{Tr}(G_0^{-1} G) \), cf. Eq. \( 32 \).

FIG. 2: (Color online) Diagrammatic representation of the two- and three-loop diagrams contributing to the 2PI part \( \Gamma_2[\phi, G] \) of the 2PI effective action, cf. Eq. \( 19 \). To simplify the diagrams, the bare vertices \( V(x-y) \) are drawn as black dots. Each such vertex is understood to represent a sum of the topologically different terms shown in Fig. 6. At each vertex, it is summed over double field indices and double space-time variables according to the respective diagram in Fig. 6.

FIG. 3: The representation of the bare vertex in terms of a black dot stands for a sum of the three topologically different connections of the four ‘corners’. The black lines do not represent propagators and are only drawn in order to illustrate the different possible connections of propagators and/or external fields at the vertices in Figs. 4 and 5.
effective action equals the 1PI effective action to one-loop order. We have seen in Section II B that $\Gamma_2$ can only contain 2PI diagrams. For this reason it is at least of two-loop order, the leading order comprising the double-bubble and the “setting-sun” diagrams in Fig. 2.

In the following section we will consider the most simple approximation of $\Gamma_2$ which only takes into account the double-bubble diagram. The dynamic equations resulting in this approximation constitute the well known time-dependent Hartree-Fock (vanishing mean field, $\phi = 0$) or Hartree-Fock-Bogoliubov ($\phi \neq 0$) equations which describe coupling between the condensate and the thermal fractions of the gas and account for the formation of pair correlations through binary interactions.

**B. Hartree-Fock-Bogoliubov dynamics**

In this section we derive the coupled Hartree-Fock-Bogoliubov equations of motion for the mean field $\phi$ and the correlation function $G$ by evaluating Eqs. (35) and (36) for the leading-order approximation to the 2PI part of the effective action, the double-bubble diagram in Fig. 2, which is shown, for a non-local coupling $V(x - y)$, in Fig. 3.

For a better comparison with standard results, we shall, in this section, use the representation where the field $\Phi$ and its complex conjugate are considered as independent quantities. To this end we write the effective action in terms of a two-component field with

$$\Phi_1(x) = \Psi(x), \quad \Phi_2(x) = \Psi^*(x),$$

Note that the representation in terms of the components defined in (43) is obtained from the ‘cartesian’ representation (27) by the $U(2)$ unitary transformation

$$\left(\begin{array}{c} \Phi_1 \\ \Phi_2 \end{array}\right) \rightarrow \frac{1}{\sqrt{2}} \left(\begin{array}{cc} 1 & i \\ 1 & -i \end{array}\right) \left(\begin{array}{c} \Phi_1 \\ \Phi_2 \end{array}\right).$$

Hence, introducing an upper-index notation according to

$$\Phi^i = \Phi^*_i = \Phi_{\bar{i}} = \Phi_{\bar{i}},$$

$$G_{ij}^{3-j} = G_{ij}, \quad \text{etc.,}$$

with $i, j \in \{1, 2\}$, the double-bubble contribution to $\Gamma_2$ can be written in the form

$$\Gamma_2^{\text{HFB}}[\phi, G] = \frac{-1}{8} \int_{xy} V(x - y) \left[ G_i^j(x, x) G_j^i(y, y) + 2G_i^j(x, y)G_j^i(y, x) \right],$$

where it is again summed over double indices. The statistical factor 2 in the second term in brackets accounts for the topologically equal diagrams, i.e., for the second and third diagram in Fig. 3.

The proper self energy corresponding to the $\Gamma_2^{\text{HFB}}$ in Eq. (46) is obtained using Eq. (22):

$$\Sigma_i^j(x, y) = 2i \frac{\delta \Gamma_2[\phi, G]}{\delta G_i^j(x, y)}$$

$$= -\frac{1}{2} \left\{ \int_z V(z - x)G_k^l(z, z)\delta_i^j\delta_C(x - y) + 2V(x - y)G_j^i(y, x) \right\},$$

By making use of the symmetry relations

$$F_i^j(x, y) = F_i^j(y, x) = [F_i^j(x, y)]^*,$$

$$\rho_i^j(x, y) = -\rho_i^j(y, x) = [-\rho_i^j(y, x)]^*,$$

the dynamic equation (35) for the mean field may be reexpressed in terms of $\phi = \phi_1 = \phi_2$ and $F$ as

$$[i\hbar \partial_t - H_{1B}(x)] \phi(x, t)$$

$$= \int_y V(x - y, t) \left[ \phi(y, t)\phi(x, t) + F_m(y, x; t) \right] \phi^*(y, t) + F_n(y, x; t) \phi(y, t) + F_n(y, y; t) \phi(x, t).$$

In deriving Eq. (50) we have integrated $y_0$ over the path $\mathcal{C}$, leaving only the space integral $\int_y d^2 y$, and used the locality of $V(x - y) = V(x - y, \lambda)\delta_C(x_0 - y_0)$ in its time argument $t = x_0$. By this integration, the spectral functions are evaluated at equal times and disappear from the equation, either because of a vanishing equal-time commutator, or through cancellation between different terms. The statistical two-point functions are also evaluated at equal times, and we denote the different matrix elements occurring as

$$F_n(x, y; t) = F_2^2(x, y) \big|_{x_0 = y_0} = \frac{1}{2} \left\langle \{ \Psi_\uparrow(x, t), \Psi(y, t) \} \right\rangle_c,$$

$$F_m(x, y; t) = F_1^2(x, y) \big|_{x_0 = y_0} = \frac{1}{2} \left\langle \{ \Psi(x, t), \Psi(y, t) \} \right\rangle_c.$$

Eq. (50) is the well-known non-linear dynamic equation for the condensate mean field, where the contribution from the three-point connected Greens function or cumulant $\left\langle \Psi^\dagger(y)\Psi(y)\Psi(x) \right\rangle_c$ has been neglected, cf., e.g., Ref. [68]. The equation, however, involves the symmetrized two-point
cumulants instead of the normal ordered ones, the time-dependent non-condensate and anomalous density matrices, \( \tilde{n} \) and \( \tilde{m} \), respectively:

\[
\tilde{n}(x, y; t) = \langle \tilde{\Psi}^\dagger(y, t) \tilde{\Psi}(x, t) \rangle_c, \quad (53)
\]

\[
\tilde{m}(x, y; t) = \langle \tilde{\Psi}(y, t) \tilde{\Psi}(x, t) \rangle_c. \quad (54)
\]

The reason for this is that the functional integral \( Z \), as defined in Eqs. (12), (28), is equivalent to a Hilbert-space formulation with a Weyl-ordered Hamiltonian operator \( \hat{H} \), i.e., an \( \hat{H} \) which is invariant under permutations of non-commuting field operators. Hence, the effective-action approach yields dynamical equations involving symmetrized correlation functions \( F_n \) and \( F_m \). In order to rewrite Eq. (50) in terms of normal ordered cumulants one can use the commutation relations which give \( F_n(x, y; t) = \tilde{n}(x, y; t) + \delta(x - y)/2 \) and \( F_m(x, y; t) = \tilde{m}(x, y; t) \). This introduces, in Eq. (50), infinite terms involving the combination \( V(0, t) + \int_y V(y, t) \delta(0) \), which also appear if the mean-field equation is derived by means of the Schrödinger equation for the density matrix in Eq. (3), with a Weyl-ordered Hamiltonian. These contributions disappear when shifting the zero of the energy scale through normal ordering of the Hamiltonian.

The mean-field equation (50) shows that, in order to obtain a closed set of dynamical equations, the equations of motion for \( F_n(x, y) \) and \( F_m(x, y) \) are required only for equal times, \( x_0 = y_0 \). The equation for \( F_n(x, y) \) is obtained from the equivalent of Eq. (50) in the representation (43), by subtracting the expression for the time derivative \( \partial_{y_0} G_2^T(y, x) \) from that for \( \partial_x G_2^T(x, y) \). Taking the equal-time limit (92) \( x_0 = y_0 = 0 \), the resulting equation reads

\[
[i\hbar \partial_t - H_{1B}(x) - H_{1B}(y)] F_n(x, y; t) = \left\{ \int_z V(x - z, t) \left[ \left( \phi(x, t)\phi(z, t) + F_m(x, z; t) \right) F_m^*(z, y; t) + \phi^*(z, t) \left( \phi(z, t)F_n(x, y; t) + \phi(x, t)F_m(x, y; t) \right) + F_n(z, z; t) F_n(x, y; t) + F_n(x, z; t) F_m(z, y; t) \right] \right\} - \{x \leftrightarrow y\}^*. \quad (55)
\]

The last term denotes the complex conjugate of the first term in curly brackets, with \( x \) and \( y \) interchanged. Similarly, the time evolution of \( F_m(x, y; t) \) is derived by adding the equations for \( \partial_{y_0} G_2^T(x, y) \) and for \( \partial_{y_0} (G_2^T(x, y))^* \), and taking the same equal time limit as above:

\[
[i\hbar \partial_t - H_{1B}(x) - H_{1B}(y)] F_m(x, y; t) = \left\{ \int_z V(x - z, t) \left[ \left( \phi(x, t)\phi(z, t) + F_m(x, z; t) \right) F_n(y, z; t) + \phi^*(z, t) \left( \phi(z, t)F_m(x, y; t) + \phi(x, t)F_m(x, y; t) \right) + F_n(z, z; t) F_m(x, y; t) + F_n(x, z; t) F_m(z, y; t) \right] \right\} + \{x \leftrightarrow y\}. \quad (56)
\]

Reexpressing Eqs. (55) and (56) in terms of normal ordered cumulants \( \tilde{n} \) and \( \tilde{m} \), one recovers, together with the non-linear mean-field equation (50), the familiar closed set of dynamical Hartree-Fock-Bogoliubov equations describing the exchange of atoms between the condensate and thermal fractions of the gas; cf., e.g., Ref. [68]. These equations have been extensively used to describe the short-time, far-from-equilibrium dynamics of strongly interacting Bose-Einstein condensates. Applications include the production of correlated atom pairs in four-wave mixing of condensates [68], the atom-molecule coherence in a Ramsey-type interferometer [69, 70], the condensate and molecular dynamics in Feshbach crossing experiments [71, 72, 73], as well as the many-body dynamics near a photoassociative resonance [72, 83].

Note that the “diagonal” part of the equation of motion (56) for \( F_m \), i.e., the term in square brackets on the left-hand side, receives an additional term \( V(x - y, t) \tilde{m}(x, y; t) \) when the equation is reexpressed in terms of the density matrices \( \tilde{n} \) and \( \tilde{m} \):

\[
[i\hbar \partial_t - H_{1B}(x) - H_{1B}(y) - V(x - y, t)] \tilde{m}(x, y; t) = V(x - y, t)\phi(x, t)\phi(y, t) + \ldots \quad (57)
\]

Hence, the diagonal part of the equation for \( \tilde{m} \) contains the two-body Hamiltonian \( H_{2B}(x, y) = H_{1B}(x) + H_{1B}(y) + V(x - y) \) instead of the free Hamiltonian without \( V \). It was shown in Ref. [68] that this is crucial when deriving the Gross-Pitaevskii equation (GPE) from a many-body Hamiltonian with a non-local coupling \( V(x - y) \), in the limit where the gas is weakly interacting, i.e., dilute, and the interaction strength \( g \) is constant in time. In the GPE, this coupling constant \( g \) multiplies the term non-linear in \( \phi \) and is defined in terms of the s-wave scattering length \( a \) as \( g = 4\pi\hbar^2a/m \). The reason for this is that \( g \) is equal to the zero-energy limit \( g = (2\pi\hbar)^3\lim_{p \to 0} \langle p|T_{2B}(p^2/m + i0)|p\rangle \) of the quantum-mechanical two-body transition (T)-matrix

\[
\langle p|T_{2B}(E)|p'\rangle = \langle p|V(1 + G_{2B}(E)V)|p'\rangle. \quad (58)
\]

Without the term proportional \( V \) in Eq. (57), the full two-body Greens function \( G_{2B} = (E - H_{2B})^{-1} \) in the T-matrix (58) would be replaced by the free Greens function \( G_{2B,0} = (E - H_{2B} + V)^{-1} \), see Ref. [68]. As a consequence, the coupling \( g \) involves only the second-order Born approximation \( T_{2B,\text{Born}}(E) = V(1 + G_{2B,0}(E)V) \) of the T-matrix, which, in general, does not give the s-wave scattering length in the zero-energy limit. This also shows that the non-local bare couplings \( V(r) \) at different interatomic distances \( r \) do not form a suitable set of small parameters for a perturbative expansion.

In summary, taking into account the double-bubble diagram as the single contribution to \( \Gamma_2 \), yields the closed set of Hartree-Fock-Bogoliubov many-body equations for normal-ordered equal-time one- and two-point correlation functions, i.e., the mean field and the normal and anomalous density matrices. Moreover, starting with a non-local (bare) coupling \( V(x - y) \), the full GPE requires contributions from the double-bubble diagram, i.e., beyond one-loop order. On the other side, when starting with a local coupling \( V(x - y) = g\delta(x - y) \), the underlying assumption is that the Hamiltonian
defines an effective theory which is valid only at low collision energies. In such a theory, the GPE directly results as the “tree-level” approximation, where all contributions from two- and higher $n$-point functions are neglected.

We finally remark that the spectral functions $\rho_j$ do not appear in the HFB equations for the equal-time correlators. Hence, the HFB equations remain invariant for vanishing commutators of the Bose fields and can therefore be regarded as fully classical.

IV. NON-PERTURBATIVE EXPANSION

The dynamics of non-dilute ultracold Bose gases can not, in general, be described using a loop or coupling expansion. In three spatial dimensions, this is the case, for instance, when the mean interparticle distance is considerably smaller than the scattering length, $\eta = na^3 \gg 1$. This means that the approximation needs to be based on an expansion parameter different from the interaction strength.

An expansion in powers of the inverse $1/N$ of the number of field components provides a controlled expansion parameter which is not based on weak couplings. It can be applied to describe physics characterized by large fluctuations, such as encountered near second-order phase transitions or extreme non-equilibrium phenomena such as parametric resonance or spinodal decomposition dynamics. For the latter cases a 2PI coupling or loop expansion is not applicable.

In the following sections we develop such a scheme for a single-component Bose-gas, on the basis of an expansion in powers of the number of field components. For detailed studies of such an expansion in the context of relativistic quantum field theory confer Refs. 33, 34. The method can be applied to bosonic or fermionic theories alike if a suitable field number parameter is available, and we exemplify it here for the case of a scalar $O(N)$-symmetric theory. Again, we point out that the apparently rapid convergence of the 2PI expansion even for small values of $N = 2$ is crucial for our approach.

We will first provide the relevant terms in a $1/N$ expansion of the 2PI effective action to next-to-leading order and use these to derive the dynamic equations.

A. 1/N expansion of the 2PI effective action

In the following we consider a systematic non-perturbative approximation scheme for the 2PI effective action. It classifies its contributions according to their scaling with powers of $1/N$, where $N$ denotes the number of field components. We will assume that no further $U(1)$ symmetry characterizes the theory, i.e., we choose all $N$ field components $\Phi_j$ to be real. For $N = 2$ the $O(2)$-symmetric theory for real fields which we again denote as $\Phi_1$ and $\Phi_2$, is equivalent to the $U(1)$-symmetric theory considered in Section III for the complex field $\Psi = (\Phi_1 + i\Phi_2)/\sqrt{2}$.

The 2PI $1/N$ approximation scheme has been derived for a relativistic field theory with local interactions in Refs. 33, 34. Before we proceed, we would like to point out that the 2PI $1/N$ scheme is different from the standard 1PI $1/N$ resummation which involves the free instead of the full 2-point Greens function. Here we consider a non-relativistic field theory with the classical action given by Eq. 14. Recall that connected $n$-point Greens functions with $n \geq 2$ are equivalent to ordinary $n$-point functions for the fluctuation field $\hat{\Phi}_i(x)$ obtained by subtracting the mean field from the field operator, $\Phi_i(x) = \phi_i(x) + \hat{\Phi}_i(x)$. Hence, the diagrammatic expansion of the 2PI effective action part $\Gamma_2$ can be derived by use of the non-local effective interaction $(V(x-y) \equiv V(y-x))$

$$S_{\text{int}}[\phi, \varphi] = -\frac{1}{4N} \int_{xy} V(x-y) \left[ 2\phi_i(x)\tilde{\Phi}_j(y)\tilde{\Phi}_j(y)\tilde{\Phi}_i(x) + \tilde{\Phi}_i(x)\tilde{\Phi}_j(y)\tilde{\Phi}_j(y)\tilde{\Phi}_i(x) \right] , \quad (59)$$

which is obtained from Eq. 51 by shifting $\Phi_i(x) \to \phi_i(x) + \hat{\Phi}_i(x)$ and collecting all terms cubic and quartic in the fluctuating field $\hat{\Phi}_i(x)$. One observes that, in the presence of a non-vanishing macroscopic field $\phi_i(x)$, there exists an effective three-vertex in addition to the four-vertex.

The $1/N$ classification scheme is based on invariants under $O(N)$ rotations which parametrize the 2PI diagrams contributing to $\Gamma[\phi, G]$. The 2PI effective action is, like the underlying quantum action $S[\Psi]$, a singlet under $O(N)$ rotations. As mentioned already in Section III, only the $O(N)$ invariant $\text{tr} \phi \phi \equiv \phi^2 = \phi_1 \phi_1 \sim N$ can be constructed from the mean field alone. All other functions of $\phi$ and $G$, which are singlets under $O(N)$, can be built from the irreducible invariants given in Eq. 52 above. From these, for a given $N$, only the invariants with $n \leq N$ are linearly independent — there can not be more invariants than fields. In particular, for the next-to-leading order approximation one finds that only invariants with $n \leq 2$ appear, which makes it very suitable for practical calculations.

The factors of $N$ in a given graph contributing to $\Gamma[\phi, G]$ have two origins: Each irreducible invariant is taken to scale as $N$. To separate the LO and NLO contributions at the one-loop level consider the second term $\text{tr} (G_{\phi^{-1}}^0[\phi]G)$, From the form of the classical propagator, cf. Eqs. 29, 22, one observes that it can be decomposed into a term proportional to $\text{tr}(G) \sim N$ and terms $\sim (V/N)\text{tr}(\phi^2) + 2\text{tr}(\phi)\text{tr}(G)$. This can be seen as the sum of two “2PI one-loop graphs” with field insertion $\sim \phi_1 \phi_1$ and $\sim \phi_1 \phi_2$, respectively, as shown in...
\[ \Gamma_{2}^{\text{LO}}[\phi, G] = \begin{tikzpicture} \node (i) [dot] at (0,0) {}; \node (j) [dot] at (1,0) {}; \node (k) [dot] at (2,0) {}; \draw (i) to (j); \draw (j) to (k); \end{tikzpicture}, \]

\[ \Gamma_{2}^{\text{NLO}}[\phi, G] = \begin{tikzpicture} \node (i) [dot] at (0,0) {}; \node (j) [dot] at (1,0) {}; \node (k) [dot] at (2,0) {}; \draw (i) to (j); \draw (j) to (k); \draw (i) to (k); \draw (i) to (j); \end{tikzpicture} + \begin{tikzpicture} \node (i) [dot] at (0,0) {}; \node (j) [dot] at (1,0) {}; \node (k) [dot] at (2,0) {}; \draw (i) to (j); \draw (j) to (k); \draw (i) to (k); \draw (i) to (j); \draw (i) to (j); \draw (i) to (k); \end{tikzpicture} + \ldots. \]

**FIG. 5:** (Color online) Diagrammatic representation of the diagrams contributing, in leading order (LO) and next-to-leading order (NLO) of the \(1/\mathcal{N}\)-expansion, to the 2PI part \(\Gamma_{2}[\phi, G] \) of the 2PI effective action, cf. Eqs. (60) and (61). At each vertex, it is summed over double field indices and integrated over double space-time variables. For an explanation of the symbols see the caption of Fig. 1.

Fig. 11 Counting the factors of \(\mathcal{N}\) coming from the traces and prefactors: one finds that only the term \(\sim \text{tr}(\phi \phi) \text{tr}(G)\) contributes at LO, i.e., it scales proportional to the loop graph, which is \(\approx \phi \phi G \) at LO, i.e., it scales proportional to \(\mathcal{N}\) as shown diagrammatically in Fig. 5. In NLO (Fig. 5) there is an infinite series of contributions which can be summed up analytically [33, 34]:

\[ \Gamma_{2}^{\text{NLO}}[\phi, G] = -\frac{1}{4\mathcal{N}} \int_{xy} G_{ij}(x, x) V(x - y) G_{jj}(y, y). \]  

(60)

It is shown diagrammatically in Fig. 5. In NLO (Fig. 5) there is an infinite series of contributions which can be summed up analytically [33, 34]:

\[ \Gamma_{2}^{\text{NLO}}[\phi, G] = \frac{i}{2} \text{Tr} \ln(B[G]) + \frac{i}{\mathcal{N}} \int_{xyz} I(x, z; G) V(z - y) \phi(x) G_{ij}(x, y) \phi(y). \]  

(61)

Here,

\[ B(x, y; G) = \delta(x - y) + \frac{i}{\mathcal{N}} \int_{z} V(x - z) G_{ij}(z, y) G_{ij}(z, y). \]  

(62)

**FIG. 6:** (Color online) Recursive definition of the resummed local interaction function \(A(x, y; G)\), cf. Eqs. (63) and (64), in NLO of the \(1/\mathcal{N}\) expansion. The thick wiggly line represents \(\Lambda\), while \(G\) is again, depicted as a thick (blue) line, and \(V(x - y)\) as a thin wiggly line. Colors are seen in the online version.

with

\[ \text{Tr} \ln[B(G)] = \int_{x} \left( i \frac{1}{\mathcal{N}} \int_{y} V(x - y) G_{ij}(y, x) G_{ij}(y, x) \right) - \frac{1}{2} \int_{xy} \left( i \frac{1}{\mathcal{N}} \int_{z} V(x - z) G_{ij}(z, y) G_{ij}(z, y) \right) \times \left( i \frac{1}{\mathcal{N}} \int_{w} V(y - w) G_{kl}(w, x) G_{kl}(w, x) \right) + \ldots, \]  

(63)

\[ I(x, y; G) = \frac{1}{\mathcal{N}} \int_{z} V(x - z) G_{ij}(z, y) G_{ij}(z, y) - i \frac{1}{\mathcal{N}} \int_{zw} I(x, w; G) V(w - z) G_{ij}(z, y) G_{ij}(z, y) = \frac{1}{\mathcal{N}} \int_{z} \Lambda(x, z; G) G_{ij}(z, y) G_{ij}(z, y), \]  

(64)

\[ \Lambda(x, y; G) = V(x - y) - i \int_{z} I(x, z; G) V(z - y), \]  

(65)

The diagrammatic representation of \(\Lambda\) is shown in Fig. 6. The first term on the rhs of Eq. (63) corresponds to the two-loop graph with the index structure exhibiting one trace such that the contribution scales as \(\text{tr}(G^{2})/\mathcal{N} \sim \mathcal{N}^{0}\). This graph is the first in the expansion of \(\Gamma_{2}^{\text{NLO}}\) shown in Fig. 5. One observes that each additional contribution scales as well proportional to \(\text{tr}(G^{2})/\mathcal{N}^{n} \sim \mathcal{N}^{0}\) for all \(n \geq 2\) Thus all terms contribute at the same order.

The functions \(I(x, y; G)\) and the inverse of \(B(x, y; G)\) are related by [33, 34]

\[ B^{-1}(x, y; G) = \delta(x - y) - i I(x, y; G), \]  

(66)

which follows from convoluting (62) with \(B^{-1}\) and using Eq. (64). We note that \(B\) and \(I\) do not depend on \(\phi\), and

\[ \Gamma_{2}^{\text{NLO}}[\phi, G] = \Gamma_{2}^{\text{LO}}[\phi, G] + \Gamma_{2}^{\text{NLO}}[\phi, G] + \ldots \]  

(67)

is only quadratic in \(\phi\) at NLO. It was shown in Ref. [61] that invariants containing more than two three-vertices, i.e., field insertions, are two-particle reducible and therefore can not contribute to \(\Gamma_{2}\). Furthermore, it was shown that graphs containing other invariants, e.g. \(\text{tr}(G^{3})\) are of higher order \(\sim O(1/\mathcal{N})\).
B. Dynamic equations

In this section we employ the stationarity conditions (17) and (18) to derive the equations of motion for the mean field $\phi$ and the two-point function $G$ to NLO in the $1/N$ expansion of the 2PI effective action, Eq. (67). In the following, we restrict ourselves again to a single complex Bose-field, $\mathcal{N} = 2$, which, in order to simplify the equations, we describe by its rescaled real and imaginary parts $\Phi = (\Phi_1 + i\Phi_2)/\sqrt{2}$, Eq. (27). In this representation all fields occurring in the equations will be real-valued. We can take over all equations from earlier sections by lowering all indices and identifying $\phi = \phi_1, \phi^* = \phi_2$. The equation of motion for $\phi_i(x)$ can then be read off Eqs. (39) and (61):

$$
\left[ -i\sigma_{2,ij}\partial_{x_0} - H_{1B}(x) \right] \phi_i(x) = \frac{1}{2} \int_x V(x-y) \left[ (\phi(y)^2 + G_{ik}(y, y)) \phi_i(x) + G_{ij}(x, y) \phi_j(y) \right] - i \int_y I(x, z; G) \phi_i(x, y) \phi_j(y), \quad (68)
$$

where we have used $G_{ij}(x, y) = G_{ji}(y, x)$ and the representation of the inverse free propagator given in Eq. (29).

To derive the dynamic equation (34) for $G_{ij}$ in NLO of the $1/N$ expansion, we need

$$
\frac{\delta I(u, v)}{\delta G_{ij}(x, y)} = -i \int_{uw} B^{-1}(u, w) \frac{\delta B(w, z)}{\delta G_{ij}(x, y)} B^{-1}(z, v) = \frac{1}{2} \int_{uw} B^{-1}(u, w) \left[ V(w-x)B^{-1}(y, v) \right] G_{ij}(x, y), \quad (69)
$$

where we have used Eqs. (62) and (66) and suppressed the functional argument $G$ in $B$ and $I$. We use Eqs. (60), (61) and (69) to derive the self energy $\Sigma_{ij}(x, y)$, Eq. (32), in NLO.

We then express the dynamic equations for $\phi_i$ and $G_{ij}$ in terms of the generalized “mass” matrix

$$
M_{ij}(x, y; \phi, G) = \delta_{ij} \delta_C(x-y) \left[ H_{1B}(x) + \frac{1}{2} \int_z V(x-z) \left( \phi_k(z) \phi_k(z) + G_{kk}(z, z) \right) \right] \phi_i(x) \phi_j(y) + G_{ij}(x, y), \quad (70)
$$

and the non-local self-energy (95)

$$
\Sigma_{ij}(x, y; \phi, G) = -i[V(x-y) - V(x-y)] \times \left[ \phi_i(x) \phi_j(y) + G_{ij}(x, y) \right] - P(x, y; \phi, G) G_{ij}(x, y). \quad (71)
$$

Here, the function $P$ is defined as

$$
P(x, y; \phi, G) = \int_{vw} A(x, v; G) H(v, w; \phi, G) A(w, y; G), \quad (72)
$$

with

$$
H(x, y; \phi, G) = \phi_i(x) G_{ij}(x, y) \phi_j(y), \quad (73)
$$

where, as usual, it is summed over double field indices.

The dynamic equations then assume the compact form:

$$
\left[ -i\sigma_{2,ij}\partial_{x_0} - \delta_{ij} \frac{1}{2} \int_z V(x-z) \phi_k(z) \phi_k(z) \right] \phi_j(x) = \int_y [M_{ij}(x, y; \phi \equiv 0, G) + i\Sigma_{ij}(x, y; \phi \equiv 0, G)] \phi_j(y), \quad (74)
$$

and

$$
\int_z [M_{ij}(x, y; \phi, G) + i\Sigma_{ij}(x, y; \phi, G)] G_{kj}(x, y), \quad (75)
$$

The dynamic equation (34) for the propagator, multiplied from the left by the free classical propagator $D$, can be diagrammatically represented as the Dyson series shown in Fig. 1.

Note that one recovers, from Eqs. (74) and (75), the dynamic equations in two-loop approximation of the 2PI effective action by setting $\Lambda(x, y) \equiv V(x-y)$ in Eq. (77), and the Hartree-Fock-Bogoliubov equations by additionally setting $P \equiv 0$, i.e., by setting $\Sigma_{ij} \equiv 0$.

To obtain numerically tractable equations of motion we finally express all functions in terms of their spectral and statistical components defined in Eq. (29) and, for $\Sigma_{ij}$, $I$, $P$, and $H$ accordingly:

$$
\Sigma_{ij}(x, y) = \Sigma_{ij}^S(x, y) - i \Sigma_{ij}^D(x, y) \delta_C(x_0 - y_0), \quad \text{etc.} \quad (76)
$$

Using, furthermore,

$$
\rho_{ij}(x, y) \partial_{x_0} \delta_C(x_0 - y_0)/2 = \rho_{ij}(x, y) \delta_C(x_0 - y_0) = -i\sigma_{2,ij}\delta_C(x-y) \quad (77)
$$

we obtain the dynamic equations.
under phase transition we study the time evolution of a uniform wave physics \[31\]. As a first step towards a more complete open and intriguing problem in the field of atomic matter-cal theory of the formation of a Bose-Einstein condensate out atomic Bose gas in one spatial dimension. A full dynami-

of a gas with non-equilibrium distribution of single-particle (NLO) in the locally conserve, to any order in the expansion, the particle Schwinger-Dyson equation for the full propagator

\[\int_0^t d\tau \equiv \int_0^L dx_0 \int d^3x.\] The real functions \(M_{ij}(x; y; \varphi, F)\), \(\Sigma_{ij}^F(x; y; \varphi, G)\), and \(\Sigma_{ij}^\varphi(x; y; \varphi, G)\) are all regular in \(x_0\) and are explicitly provided, in terms of the fields \(\phi_1(x)\), \(F_{ij}(x, y)\), and \(\rho_{ij}(x, y)\), in Appendix B.

Note that, as discussed in Section IID the effective action, to any order of the \(1/N\) expansion, is manifestly invariant under \(O(N)\) rotations, i.e., for \(N = 2\), the dynamic equations locally conserve, to any order in the expansion, the particle number density.

V. NON-EQUILIBRIUM DYNAMICS IN ONE SPATIAL DIMENSION

In the following we will apply the dynamic equations derived from the 2PI effective action, to next-to-leading order (NLO) in the \(1/N\) expansion, to the case of an ultracold atomic Bose gas in one spatial dimension. A full dynamical theory of the formation of a Bose-Einstein condensate out of a gas with non-equilibrium distribution of single-particle energies, as occurring in everyday experiments, is still an open and intriguing problem in the field of atomic matter-wave physics \[53\]. As a first step towards a more complete description of the dynamics of crossing the Bose-Einstein phase transition we study the time evolution of a uniform one-dimensional Bose gas which is, initially, characterized by a non-equilibrium distribution of particle momenta. In this chapter, we present results for the time evolution of such a system as obtained from numerically solving the dynamical equations introduced above.

In one spatial dimension, there is no phase transition to a Bose-Einstein condensate, i.e., to a state where only the lowest energy mode is macroscopically populated. Consequently, there is no condensate mean field. Nevertheless, at very low temperatures, equilibrium states with a macroscopic occupation of the lowest energy levels are possible, a phenomenon which manifests itself in approximate off-diagonal long-range order (ODLR), i.e., in a first-order phase coherence which extends over the entire gas sample \[7\] but can, under specific experimental conditions, be broken more easily than in three dimensions. On general grounds one expects that, starting with a non-equilibrium momentum distribution, the system is driven towards a state described by a Bose-Einstein equilibrium distribution with a suitable dispersion relation.

For vanishing mean field, the NLO dynamical equations for the statistical and spectral correlation functions \(F\) and \(\rho\), respectively, are given in Eqs. \[79\] and \[80\], with \(\varphi \equiv 0\), and space-time variables \(x = (x_0, x_1)\), etc. We have chosen a local coupling

\[V(x - y) = g_{1D} \delta(x - y),\] where the coupling constant in one dimension, \(g_{1D}\), is related to the dimensionless \(\gamma\) parameter and the total line-density of atoms \(n_1\) by \[7\]

\[g_{1D} = \frac{\hbar^2 n_1}{m \gamma}.\] For the approximation in Eq. \[81\] to be justified we assume that bound states of two and more atoms are unlikely to be formed, that three-body collisions can be neglected, and that the interaction potential \(V\) is constant in time.

We solve the corresponding system of equations in momen-
where
\[
M_{ij}(t, p; F) = \delta_{ij} \left[ \frac{\gamma^2}{2m} + \frac{g_{1D}}{2} \int_k F_{ii}(t; k) \right] + g_{1D} \int_k F_{ij}(t; k).
\] (85)

The non-local self-energies \( \Sigma^{\rho,\rho}_{ik}(t, t'; p) \), to NLO in the \(1/\mathcal{N} \) expansion, are given in Appendix B.

As initial conditions we chose a Gaussian distribution
\[
n(t, p) = \frac{n_1}{\sqrt{\pi \sigma}} e^{-p^2/\sigma^2}.
\] (87)

Furthermore, we chose the initial pair correlation function to vanish,
\[
0 = \langle \tilde{\Psi}(p, t) \tilde{\Psi}(p, t) \rangle_c = \frac{1}{2} \left( F_{11}(t, t; p) - F_{22}(t, t; p) \right) + i F_{12}(t, t; p),
\] (88)

for \( t = 0 \), in accordance with total atom number conservation at non-relativistic energies. As a consequence,
\[
F_{11}(0, 0; p) = F_{22}(0, 0; p) = n(0, p) + 1/2,
\] (89)
\[
F_{12}(0, 0; p) = F_{21}(0, 0; p) = 0.
\] (90)

Indeed, the condition proved to be conserved in time, as required by number conservation, such that \( n(t, p) = F_{11}(t, t; p) - 1/2 \). The Bose commutation relations, furthermore, require that
\[
\rho_{11}(t, t; p) = \rho_{22}(t, t; p) \equiv 0,
\] (91)
\[
-\rho_{12}(t, t; p) = \rho_{21}(t, t; p) \equiv 1.
\] (92)

As a specific example, we consider an ultracold gas of \(^{23}\)Na atoms with a line density of \( n_1 = 10^7 \text{ m}^{-1} \). The dimensionless interaction parameter is chosen to be \( \gamma = 7.5 \cdot 10^{-4} \) (Cf. Eq. 82). In an experiment such an interaction parameter could be realized, for a given line density and s-wave scattering length, by confining the gas in the transverse direction by a sufficiently steep potential. Assuming a transverse harmonic potential, the chosen value for \( \gamma \) corresponds to an oscillator length \( \ell_\perp = \sqrt{2a/n_1 \gamma} = 0.88 \mu\text{m} \), where \( a = 54.6 \alpha_{\text{Bohr}} = 2.89 \text{ nm} \) is the s-wave scattering length of the \(^{23}\)Na atoms in the commonly trapped state \( |F = 1, m_F = -1\rangle \) [14]. The width of the initial momentum distribution is taken to be \( \sigma = 1.3 \cdot 10^2 \mu\text{m}^{-1} \).

Figure 8 shows the time evolution of the occupation numbers \( n(t, p_i) \), normalized to the total number of particles in the box, \( n_1 L \), according to the dynamic equations in next-to-leading order in the \(1/\mathcal{N} \) approximation. The relative populations \( n(t, p_i)/n_1 L \) are shown on a logarithmic scale. The momenta \( p_i = 2\pi i/L \) in the periodic box of length \( L = 32 \mu\text{m} \) are labelled by their mode numbers \( i \). The lattice spacing is \( a_s = 2 \mu\text{m} \), so the figure shows the entire momentum spectrum.

We point out that the dynamic equations in the Hartree-Fock (HF) approximation, where the non-local self-energies \( \Sigma^{\rho,\rho}_{ik} \) vanish identically, do not give any change of the initial momentum distribution in time. This is due to the absence of direct scattering in the HF-approximation. The HF- as well as the LO \(1/\mathcal{N} \) approximation suffer from an
infinite number of spurious conserved quantities, which are not present in the fully interacting theory. These spurious constants of motion are associated to an infinite life-time of quasi-particle momentum modes, which prevent relaxation to a thermal distribution \[ \text{cf. also Refs. [33, 39, 85]} \]. Within the resolution of the figure, the results for the statistical and spectral functions are identical. \( \tau_{\text{damp}} \) is the characteristic decay time over which specific information about the initial state is lost. This corresponds to the time when, for a particular momentum mode, the strong initial oscillations seen in Fig. 9 are damped out, and the systems enters the quasistationary period. The time scale \( \tau_{\text{damp}} \) is, in the weak-coupling regime considered here, orders of magnitude smaller than the time scale \( \tau_{\text{eq}} \) for the thermalization of the system.

\[
F(t, t'; p) \sim \exp\{-\gamma_{\text{damp}}(p)(t - t')/2\}, \quad (93)
\]

with the same decay constant \( \gamma_{\text{damp}}(p_i) \). In Figure 10 we show the corresponding time scale \( \tau_{\text{damp}}(p) = \gamma_{\text{damp}}(p) / 2 \) for the different momentum modes \( p_i \), at time \( t = 0.02 \text{ s} \). Within the resolution of the figure, no difference between the results for the statistical and spectral functions appear. Comparing with Fig. 9 it becomes clear that \( \tau_{\text{damp}}(p) \) corresponds to the time when, for a particular momentum mode, the strong initial oscillations of the occupation number are damped out, and the systems enters the quasistationary period. However, the time scale \( \tau_{\text{damp}} \) is, in the weak-coupling regime considered here, orders of magnitude smaller than the time scale \( \tau_{\text{eq}} \) for the thermalization of the system, cf. also Refs. [33, 39, 85].

It is important to realize that for times smaller than \( \tau_{\text{damp}}(p) \) the statistical and spectral functions are not characterized by the same damping. This reflects the fact that the far-from-equilibrium dynamics is not characterized by a fluctuation-dissipation relation, which would relate the damping of \( F \) and \( \rho \) (see Eq. (26)). On the other hand, our results indicate the approximate validity of a fluctuation-dissipation relation for times larger than \( \tau_{\text{damp}} \).

The occupation numbers of the different momentum modes are shown in Figure 11 for the same parameters as in Fig. 9, laid out vs. the momentum \( p = 2 \sin(a_{p_1}/2)/a_s \) corresponding to the discretized Laplacian for a lattice constant \( a_s \). The relative populations \( n(t, p_i)/n_1 L \) are again shown on a loga-
HFB approximation, an estimate for the equilibrium momentum distribution in the one-dimensional gas. Shown are the normalized populations $\alpha(t, p_i)/n_1L$ on a logarithmic scale as a function of momentum $p$, for a box length $L = 32 \mu m$ and a lattice spacing $a_s = 1.73 \mu m$. The (red – color online) circles show the far-from-equilibrium initial Gaussian momentum distribution, Eq. (87), the (black) squares the momentum distribution at $t = t_3 = 0.03$ s, and the (brown) triangles the distribution at times $t_\nu = \nu \times 0.01$ s, $\nu = 1, 2, 3$ (their linear interpolation being added as a guide to the eye). The latter, quasi-stationary distribution developed after a short time is close to the thermal equilibrium distribution, which is expected, however, to be reached only much later. The (blue) diamonds represent an estimate for the true equilibrium distribution corresponding to the initial density and energy.

The (red) circles show the far-from-equilibrium initial Gaussian momentum distribution, Eq. (87), the (black) squares the momentum distribution at $t = t_3 = 0.03$ s (their linear interpolation being added as a guide to the eye). The (brown) triangles interpolated by dashed lines which correspond to intermediate times $t_1 = 0.01$ s and $t_2 = 0.02$ s demonstrate that the distribution quickly converges. No significant change of the momentum distributions have been found for a larger momentum cutoff $1/a_s$. From the initial momentum distribution we have calculated the initial total energy

$$E_0 = \frac{1}{2} \sum_{p} \left\{ \left( \frac{p^2}{2m} + \frac{g_{1D}}{4} \sum_{k_i} F_{ab}(0, 0; k_i) \right) \delta_{ab} + \frac{g_{1D}}{2} \sum_{k_i} F_{ab}(0, 0; k_i) \right\} \delta_{ab}$$

$$= \sum_{p} \frac{p^2}{2m} n(0, p) + g_{1D} n_1(n_1 L + 1). \tag{94}$$

Given this energy and total density $n_1$, as well as the fact that the gas is weakly interacting ($n_1 a_s \sim 0.03 \ll 1$) we derived an estimate for the equilibrium momentum distribution in the HFB approximation, $n_{eq}(p) = (u_p^2 + v_p^2) \exp[\beta(\omega(p) - \mu)] - 1^{-1} + v_p^2$, where $\mu$ is the chemical potential, $\beta$ the inverse

FIG. 11: (Color online) Occupation numbers of the modes vs momentum, for consecutive time steps of the evolution of the one-dimensional gas. Shown are the normalized populations $\alpha(t, p_i)/n_1L$ on a logarithmic scale as a function of momentum $p$, for a box length $L = 32 \mu m$ and a lattice spacing $a_s = 1.73 \mu m$. The (red – color online) circles show the far-from-equilibrium initial Gaussian momentum distribution, Eq. (87), the (black) squares the momentum distribution at $t = t_3 = 0.03$ s, and the (brown) triangles the distribution at times $t_\nu = \nu \times 0.01$ s, $\nu = 1, 2, 3$ (their linear interpolation being added as a guide to the eye). The latter, quasi-stationary distribution developed after a short time is close to the thermal equilibrium distribution, which is expected, however, to be reached only much later. The (blue) diamonds represent an estimate for the true equilibrium distribution corresponding to the initial density and energy.

The (red) circles show the far-from-equilibrium initial Gaussian momentum distribution, Eq. (87), the (black) squares the momentum distribution at $t = t_3 = 0.03$ s (their linear interpolation being added as a guide to the eye). The (brown) triangles interpolated by dashed lines which correspond to intermediate times $t_1 = 0.01$ s and $t_2 = 0.02$ s demonstrate that the distribution quickly converges. No significant change of the momentum distributions have been found for a larger momentum cutoff $1/a_s$. From the initial momentum distribution we have calculated the initial total energy

$$E_0 = \frac{1}{2} \sum_k \left\{ \left( \frac{p^2}{2m} + \frac{g_{1D}}{4} \sum_{k_i} F_{ab}(0, 0; k_i) \right) \delta_{ab} + \frac{g_{1D}}{2} \sum_{k_i} F_{ab}(0, 0; k_i) \right\} \delta_{ab}$$

$$= \sum_{p} \frac{p^2}{2m} n(0, p) + g_{1D} n_1(n_1 L + 1). \tag{94}$$

Given this energy and total density $n_1$, as well as the fact that the gas is weakly interacting ($n_1 a_s \sim 0.03 \ll 1$) we derived an estimate for the equilibrium momentum distribution in the HFB approximation, $n_{eq}(p) = (u_p^2 + v_p^2) \exp[\beta(\omega(p) - \mu)] - 1^{-1} + v_p^2$, where $\mu$ is the chemical potential, $\beta$ the inverse

FIG. 12: (Color online) The temperature variable $\Theta(t, p)$ derived, using Eq. (95), from the non-equilibrium momentum distribution at times $t_\nu = \nu \times 0.01$ s, $\nu = 1, 2, 3$ shown in Fig. 11. Since a quadratic, i.e., free dispersion relation, $\omega(p) = p^2/2m$, has been assumed, the data indicates the curvature of inverted parabolae locally fitted to the momentum distributions at different times $t_\nu$ and momenta $p_\nu$. For $t \to \infty$, the values of $\Theta$ are expected to approach the temperature $T = 37 nK$ of the equilibrium distribution indicated by the (blue) solid line.

(temperature, $u_p = \{1 - [(p^2/2 - \omega(p))/\gamma n_1^2 + 1]^{1/2}\}$ and $v_p = \{[(p^2/2 - \omega(p))/\gamma n_1^2 + 1]^{-1/2} - 1\}^{-1/2}$ the HFB coefficients, and $\omega(p)$ is defined by the Bogoliubov dispersion relation $\omega(p) = (p/m) \sqrt{\gamma n_1^2 + p^2/4}$. This estimate was obtained using number and energy conservation, i.e., $n_1 L = \sum_{p_\nu} n_{eq}(p_\nu)$ and $E_0 = \sum_{p_\nu} \omega(p)n_{eq}(p_\nu)$, respectively. The resulting equilibrium distribution is shown in Fig. 11 by the (blue) diamonds. Hence, as can be seen in the Figure, the quasi-stationary momentum distribution reached at the end of the evolution shown in Fig. 11 is already close to the expected equilibrium distribution.

In experiment, a usual procedure for determining the temperature of an ultracold gas is to fit a Gaussian to the observed momentum distribution of the atoms. It is therefore interesting to compare the temperature one would obtain for the non-equilibrium distribution during the quasi-stationary period with the temperature of the anticipated equilibrium distribution indicated by the diamonds in Fig. 11. For sufficiently large momenta $p$ the dispersion relation of the weakly interacting atoms will be close to that of free particles: $\omega(p) \simeq p^2/2m$. Hence, assuming a Bose-Einstein distribution we define an effective temperature variable as

$$\Theta(t, p) = \left( \frac{mkB}{p} \frac{\partial}{\partial p} \ln \left[ 1 + \frac{1}{n(t, p)} \right] \right)^{-1}. \tag{95}$$

This is shown, as a function of $p$, for different evolution times $t_\nu = \nu \times 0.01$ s, $\nu = 0, ..., 3$, in Figure 12 and compared to the temperature $T$ of the anticipated equilibrium distribution (diamonds in Fig. 11). For large $p$, where the dispersion is approximately quadratic, the value for $\Theta$ derived from the equilibrium distribution is far from the equilibrium temperature $T = 37 nK$. However, at small momenta, where the occupation numbers are large and can more easily measured in
experiment, the order of magnitude of the derived temperature variable $\Theta(p)$ coincides with that of the anticipated temperature. In contrast to this, the values $\Theta$ derived from the non-equilibrium distribution deviate significantly from the equilibrium temperature over the entire range of momenta and times. Hence, our results show, that during the non-equilibrium quasistationary period which sets in very quickly, the amount of information about the final temperature which can be deduced from the momentum distribution of the gas is limited.

VI. CONCLUSIONS

We have presented a dynamical many-body theory of an ultracold Bose gas which systematically extends beyond mean-field and perturbative quantum-field theoretical procedures. The approach is valid for large interaction strengths and/or long evolution times, two conditions which have gained a great importance in experiments with ultracold atomic gases. Examples include the Feshbach-enhanced collisions, dilute gases in one- and two-dimensional trapping geometries, the Superfluid-to-Mott-insulator transition in optical lattices, and the transition from a Bose-Einstein- to a Bardeen-Cooper-Schrieffer-type superfluid in a degenerate Fermi gas. The methods described in this article are based on an expansion of the two-particle (2PI) effective action in powers of the inverse $1/N$ of the number of field components.

To our knowledge, this work represents the first full treatment of the nonrelativistic dynamics of ultracold atomic gases to next-to-leading order in the 2PI $1/N$-expansion. We have reviewed the general framework for obtaining, from the 2PI effective action, (exact) dynamic equations in powers of the inverse $1/N$ of the number of field components.

VI. CONCLUSIONS

We have presented a dynamical many-body theory of an ultracold Bose gas which systematically extends beyond mean-field and perturbative quantum-field theoretical procedures. The approach is valid for large interaction strengths and/or long evolution times, two conditions which have gained a great importance in experiments with ultracold atomic gases. Examples include the Feshbach-enhanced collisions, dilute gases in one- and two-dimensional trapping geometries, the Superfluid-to-Mott-insulator transition in optical lattices, and the transition from a Bose-Einstein- to a Bardeen-Cooper-Schrieffer-type superfluid in a degenerate Fermi gas. The methods described in this article are based on an expansion of the two-particle (2PI) effective action in powers of the inverse $1/N$ of the number of field components.

To our knowledge, this work represents the first full treatment of the nonrelativistic dynamics of ultracold atomic gases to next-to-leading order in the 2PI $1/N$-expansion. We have reviewed the general framework for obtaining, from the 2PI effective action, (exact) dynamic equations for the lowest order many-body correlation functions, the mean field and the two-point functions which define the non-condensate and anomalous density matrices. To be able to solve these equations we discussed different approximation schemes, which, in the present approach, are implemented at the level of the effective action. This ensures the dynamic equations to preserve crucial symmetries such as leading to energy and number conservation. We first described how the well-known time-dependent Hartree-Fock-Bogoliubov (HFB) equations which, in the recent past, have been used extensively in the context of non-equilibrium dynamics of ultracold atomic gases, result as the lowest-order approximation. In the subsequent sections we have described the setup of the non-perturbative 2PI dynamic equations to next-to-leading order in the $1/N$ expansion and their application to the dynamics of an ultracold quantum-degenerate gas of sodium atoms in one spatial dimension. As a specific example we have studied the time evolution of a uniform gas with an initially far-from-equilibrium momentum distribution. We have shown that the many-body system quickly loses the precise information about the details of its initial state and enters a quasi-stationary evolution period. During this period, the momentum distribution is still far from equilibrium, and the drift towards the anticipated Bose-Einstein equilibrium distribution is found to be extremely slow. Fitting a Bose-Einstein distribution during the quasi-stationary period yields effective temperatures far away from the expected final temperature.

Summarizing, we point out, that in order to describe non-equilibrium dynamics of strongly interacting and/or dense atomic gases, an approach beyond the conventional Hartree-Fock(-Bogoliubov) approximation is required. In fact, in the case where the system is described solely by the two-point functions, i.e., whenever the mean field vanishes, the HF dynamical equations do not describe any dynamical change in the mode occupation numbers such that thermal equilibration is not accounted for. This is due to the fact, that the HF approximation neglects multiple scattering and therefore conserves an infinite number of spurious conserved quantities.

We emphasize that the 2PI $1/N$ expansion to next-to-leading order represents an approximation scheme which is capable of describing the dynamics of strongly interacting many-body systems far from thermal equilibrium. The study of its implications in the context of ultracold atomic gases is an exciting and demanding task for near-future research.
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APPENDIX A: DERIVATION OF $\Gamma[\phi, G]$ TO ONE-LOOP ORDER

In Eq. (19) the 2PI effective action is explicitly given up to one-loop order while all higher order contributions are denoted by $\Gamma_2[\phi, G]$. The one-loop expression can be derived as follows: We first note that the 2PI effective action can be viewed as the 1PI effective action

$$\Gamma^K[\phi] = W[J, K] - \int_x \phi_i(x) J_i(x)$$

for a theory governed by the modified classical action

$$S^K[\Phi] = S[\Phi] + \frac{1}{2} \int_{xy} \Phi_i(x) K_{ij}(x, y) \Phi_j(y),$$

which contains an additional “potential” term quadratic in the fields. For $K \equiv 0$, $\Gamma^K[\phi]$ is equivalent to the conventional 1PI effective action. The 1PI effective action $\Gamma^K[\phi]$ then assumes, to one-loop order, the well-known form

$$\Gamma^{K(1\text{loop})}[\phi] = S^K[\phi] + \frac{i}{2} \text{Tr} \ln \left( G_0^{-1}[\phi] - iK \right),$$

where $iG_0^{-1}_{\phi i}(x, y; \phi) = \delta^2 S[\phi]/\delta \phi_i(x)\delta \phi_j(y)$ is the classical inverse propagator.
Using the definition \( (A1) \) one finds that

\[
\frac{\delta \Gamma^K[\phi]}{\delta K_{ij}(x,y)} = \frac{\delta W[J,K]}{\delta K_{ij}(x,y)}
\]

(A4)

and, together with Eq. (16), the Legendre transform of \( \Gamma^K[\phi] \) with respect to \( K \), i.e., the 2PI effective action can be written as

\[
\Gamma[\phi, G] = \Gamma^K[\phi] - \int_{xy} \frac{\delta \Gamma^K[\phi]}{\delta K_{ij}(x,y)} R_{ij}(y,x) \\
= \Gamma^K[\phi] - \frac{1}{2} \int_{xy} \phi_i(x)K_{ij}(x,y)\phi_j(y) \\
- \frac{1}{2} \text{Tr} K G.
\]

(A5)

Now we insert Eq. (A3) into Eq. (A5) to obtain the 2PI effective action in one-loop approximation:

\[
\Gamma^{1\text{loop}}[\phi, G] = S[\phi] + \frac{1}{2} \text{Tr} \left( i \ln \left[ G_0^{-1}[\phi] - iK \right] - KG \right).
\]

(A6)

Using the one-loop relation \( G^{-1} = G_0^{-1} - iK \) between the exact inverse propagator \( G^{-1} \) and the classical inverse propagator of the modified action \( S^K \),

\[
iG_{ij}(x,y) = \frac{\delta^2 \Gamma^K[\phi]}{\delta \phi_i(x)\delta \phi_j(y)}
= i \left[ G_0^{-1}_{0,ij}(x,y) - iK_{ij}(x,y) - \Sigma^K_{ij}(x,y) \right],
\]

(A7)

with \( \Sigma^K_{ij}(x,y) \) being the proper self energy to which only one-particle irreducible diagrams contribute, one obtains, from Eq. (A6), the one-loop terms of \( \Gamma[\phi, G] \) in Eq. (19).

APPENDIX B: THE FUNCTIONS \( M_{ij}, \Sigma^{(0)}_{ij}, \Sigma^F_{ij}, \text{AND } \Sigma^\rho_{ij} \) IN NLO OF THE \( 1/N \) EXPANSION

In Section IV.B we have derived the dynamic equations for the real fields \( \phi_i(x), F_{ij}(x,y), \) and \( \rho_{ij}(x,y) \) in NLO of the \( 1/N \) expansion of the 2PI effective action, cf. Eqs. (78), (79), and (80), respectively. In these equations, the real functions \( M_{ij}(x; \phi, F), \Sigma^{(0)}_{ij}(x,y; \phi, F), \Sigma^F_{ij}(x,y; \phi, G), \) and \( \Sigma^\rho_{ij}(x,y; \phi, G) \) are given in terms of \( \phi, F, \) and \( \rho \) as follows:

\[
M_{ij}(x,y; \phi, F) = \delta_{ij} \delta_C(x-y) \left[ H_{1B}(x) + \frac{1}{2} \int_z V(x-z) \left( \phi_k(z)\phi_k(z) + F_{kk}(z,z) \right) \right] + V(x-y) \left( \phi_i(x)\phi_j(y) + F_{ij}(x,y) \right),
\]

(B1)

\[
\Sigma^F_{ij}(x,y; \phi, G) = -\overline{\Lambda}_F(x,y) \left[ \phi_i(x)\phi_j(y) + F_{ij}(x,y) \right] + \frac{1}{4} \overline{\Lambda}_\rho(x,y) \rho_{ij}(x,y) - P_F(x,y) F_{ij}(x,y) + \frac{1}{4} P_F(x,y) \rho_{ij}(x,y),
\]

(B2)

\[
\Sigma^\rho_{ij}(x,y; \phi, G) = -\overline{\Lambda}_\rho(x,y) \left[ \phi_i(x)\phi_j(y) + F_{ij}(x,y) \right] - \overline{\Lambda}_F(x,y) \rho_{ij}(x,y) - P_\rho(x,y) F_{ij}(x,y) - P_\rho(x,y) \rho_{ij}(x,y).
\]

(B3)

In here, the functions \( \overline{\Lambda}_{F,\rho}(x,y) \) are given as

\[
\overline{\Lambda}_{F,\rho}(x,y) = \frac{2}{N} \int_z I_{F,\rho}(x,z) V(z-y),
\]

(B4)

\[
I_F(x,y) = \int_z V(x-z) \left[ F(z,y)^2 - \frac{1}{4} \rho(z,y)^2 \right] \left[ \int_0^{x_0} dz I_\rho(x,u) V(u-z) \left( F(z,y)^2 - \frac{1}{4} \rho(z,y)^2 \right) - 2 \int_0^{y_0} dz I_F(x,u) V(u-z) F_{ij}(z,y) \rho_{ij}(z,y) \right],
\]

(B5)

\[
I_\rho(x,y) = 2 \left\{ \int_z V(x-z) F_{ij}(z,y) \rho_{ij}(z,y) - \int_u^{x_0} dz I_\rho(x,u) V(u-z) F_{ij}(z,y) \rho_{ij}(z,y) \right\},
\]

(B6)
where $F^2 \equiv F_{ij} F_{ij}$, etc., and the functions $P_{F,\rho}(x, y)$ as

$$
P_{F}(x, y) = \frac{4}{N^2} \int_v \left\{ \int_D V(x-v) H_F(v,w) V(w-y) 
+ \int_0^{v_0} dv \left[ V(x-v) H_F(v,w) I_{\rho}(v,y) + I_{F}(x,w) H_{\rho}(v,w) V(v-y) \right] 
- \int_{x_0}^{v_0} dv \int_0^{v_0} dw I_{\rho}(x,v) H_F(v,w) I_{\rho}(w,y) + \int_0^{x_0} dv \int_0^{v_0} dw I_{\rho}(x,v) H_{\rho}(v,w) I_{F}(w,y) \right\}
$$

$$
P_{\rho}(x, y) = \frac{4}{N^2} \int_v \left\{ \int_D V(x-v) H_{\rho}(v,w) V(w-y) 
- \int_{x_0}^{v_0} dv \int_0^{v_0} dw I_{\rho}(x,v) H_{\rho}(v,w) V(v-y) \right\}
$$

(B7) (B8)

with

$$
H_F(x, y) = \phi_i(x) F_{ij}(x, y) \phi_j(y),
$$

$$
H_{\rho}(x, y) = \phi_i(x) \rho_{ij}(x, y) \phi_j(y),
$$

(B9) (B10)

where it is, as usual, summed over double indices. In Eqs. (B7) and (B8) it has been used that all time integrals over the closed path $\gamma$ of $H_F I_F, I_F H_F,$ and $I_F H_{\rho} I_F$ vanish.

Finally, we provide the momentum-space self energies $\Sigma_{ij}^{F,\rho}(t, t'; p)$ in 1+1 dimensions which enter the dynamical equations (B3), (B4). From Eqs. (B3) to (B6), one obtains, for a homogeneous system, with $\phi_i \equiv 0$, and a coupling given in Eq. (B1), by Fourier transformation:

$$
\Sigma_{ij}^{F}(t, t'; p; G) = -g_{1D} \int_k \left[ I_F(t, t'; p-k) F_{ij}(t, t'; k) 
- \frac{1}{4} \rho_{ij}(t, t'; p-k) \rho_{ij}(t, t'; k) \right],
$$

$$
\Sigma_{ij}^{\rho}(t, t'; p; G) = -g_{1D} \int_k \left[ I_{\rho}(t, t'; p-k) F_{ij}(t, t'; k) 
+ I_{F}(t, t'; p-k) \rho_{ij}(t, t'; k) \right],
$$

(B11) (B12)

$$
I_{\rho}(t, t'; p) = 2g_{1D} \int_k \left\{ F_{ij}(t, t'; p-k) \rho_{ij}(t, t'; k) 
- \int_k \int_{t'}^{t} dt'' I_{\rho}(t, t''; p-k) \times F_{ij}(t', t''; k) \rho_{ij}(t', t''; k') \right\},
$$

(B13)

Here, $\int_k = (2\pi)^{-1} \int dk$ denotes the one-dimensional momentum integral.
Here and in the following we use natural units where $\hbar = 1$. This can be achieved by redefining the mass as $m \to \hbar m$, the external potential as $V_{\text{trap}} \to \hbar V_{\text{trap}}$, and the interaction potential as $V \to \hbar V$. Dividing then the full quantum action $S$ by $\hbar$ leaves the equations of motion, derived in general from the variational principle $\delta S = 0$, invariant, but no explicit factors of $\hbar$ appear.

[91] Conservation of total particle number in a non-relativistic system corresponds to conservation of the difference of particles and antiparticles in a fully relativistic approach, i.e., to the conservation of charge. Neglecting the antiparticle sector of the Hilbert space in a non-relativistic system is equivalent to the constraint of a vanishing antiparticle number and, hence, amounts to the fact that the $O(2)$ symmetry of the Lagrangian ensures total number conservation.

[92] The time ordering of $x_0 < y_0$ along the path $C$ needs to be fixed in order to obtain an explicit set of dynamic equations. A different ordering would describe the same physics but would yield, in general, different equations.

[93] In Refs. [68, 69, 81, 83], the following notation was used: $\Psi(x,t) = \varphi(x,t), \Gamma(x,y;t) = \bar{n}(x,y;t)$, and $\Phi(x,y,t) = \bar{n}(x,y;t)$.

For example, $\mathcal{N} = 2$ gives 5 independent invariants, in accordance with the two field components of $\varphi$ and the three independent components of the Hermitian matrix $G$.

[95] We divide the self-energy into a ‘local’ and a ‘non-local’ part, $\Sigma = \Sigma^{(0)} + \Sigma^{(1)}$. For a local coupling $V(x-y) = V \delta(x-y)$, the contribution $\Sigma^{(0)}$, which we include in $M$, would be a local function, $\Sigma^{(0)}(x,y) = \Sigma^{(0)}(x) \delta(x-y)$ [71].

[96] At non-relativistic energies, the total number of atoms in a certain finite system $A$ is fixed, say it is $N$. Then, for any subsystem $B$ of $A$, the density matrix, due to number conservation, takes the form $\rho = \sum_{N_B,N_B'} |N,N_B\rangle \langle N,N_B'| \otimes |N_B',N_B\rangle / \langle N_B,N_B'|$. Hence, like the mean field $\langle \Psi \rangle$, the expectation value $\langle \hat{\Psi} \hat{\Psi} \rangle = \text{Tr}_B(\hat{\Psi} \hat{\Psi} \text{Tr}_{A \setminus B} [\rho])$ necessarily vanishes, where $\text{Tr}_{A \setminus B}$ denotes the trace over all basis states of the Hilbert space corresponding to the “environment” of $B$ in $A$.

[97] Other than in a relativistic theory, where $1 \to 3$ on-shell re-actions with pair production lead to thermalization [39], at non-relativistic energies strict number conservation only admits $2 \to 2$-vertices. Moreover, due to the restricted phase space in 1+1 dimensions, momentum conservation leaves all momenta invariant. Hence, the momentum occupations are not damped in $2 \to 2$ on-shell reactions, and thermalization requires a finite width of the propagator.