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Abstract—Although significant achievements have been achieved by recurrent neural network (RNN) based video prediction methods, their performance in datasets with high resolutions is still far from satisfactory because of the information loss problem and the perception-insensitive mean square error (MSE) based loss functions. In this paper, we propose a Spatiotemporal Information-Preserving and Perception-Augmented Model (STIP) to solve the above two problems. To solve the information loss problem, the proposed model aims to preserve the spatiotemporal information for videos during the feature extraction and the state transitions, respectively. Firstly, a Multi-Grained Spatiotemporal Auto-Encoder (MGST-AE) is designed based on the X-Net structure. The proposed MGST-AE can help the decoders recall multi-grained information from the encoders in both the temporal and spatial domains. In this way, more spatiotemporal information can be preserved during the feature extraction for high-resolution videos. Secondly, a Spatiotemporal Gated Recurrent Unit (STGRU) is designed based on the standard Gated Recurrent Unit (GRU) structure, which can efficiently preserve spatiotemporal information during the state transitions. The proposed STGRU can achieve more satisfactory performance with a much lower computation load compared with the popular Long Short-Term (LSTM) based predictive memories. Furthermore, to improve the traditional MSE loss functions, a Learned Perceptual Loss (LP-loss) is further designed based on the Generative Adversarial Networks (GANs), which can help obtain a satisfactory trade-off between the objective quality and the perceptual quality. Experimental results show that the proposed STIP can predict videos with more satisfactory visual quality compared with a variety of state-of-the-art methods. Source code has been available at https://github.com/ZhengChang467/STIPHR.

Index Terms—Information-preserving, perception-augmented, multi-grained information, spatiotemporal gated recurrent unit, learned perceptual loss, video prediction.

I. INTRODUCTION

VIDEO prediction is a very important component of intelligent decision and video processing systems, such as video coding [1], [2], action prediction [3], autonomous driving [4], [5], video super-resolution [6], video interpolation [7], [8], etc. However, predicting the unknown future is full of challenges due to the complex spatiotemporal dynamics in videos. To obtain satisfactory predictions, both the spatial appearance information and the temporal motion information need to be accurately captured.

Inspired by the great successes achieved by deep learning techniques, recurrent neural network (RNN) based methods [9]–[27] have been widely applied in video representation learning due to their great power in processing sequential data. Among all RNN-based methods, the Long Short-Term Memory (LSTM) [28] based methods can be the most representative one due to their unique advantages in capturing long-short term dependencies. Although some significant improvements have been made by the above methods for video prediction, the performance in predicting videos with high resolutions (> 512) is still far from satisfactory. There are mainly two reasons accounting for this.

The first reason is the information loss problem during the feature extraction and the state transitions. On the one hand, high-resolution video inputs typically need to be encoded to low-dimensional features to save computation resources, during which, lots of visual details have to be abandoned. On the other hand, most predictive memories in recent works are still based on the LSTM structure, where the spatiotemporal states are easily influenced by the hidden state and some useful spatiotemporal information may be inevitably filtered out, restricting the performance in modeling reliable spatiotemporal dynamics in videos. In addition, the LSTM-based memories are usually computation-expensive. Although some methods [13], [29], [30] have utilized the Gated Recurrent Units (GRUs) [31] to help save the computation resources, only temporal information is considered, and the spatial information is severely missing. An efficient and information-preserving spatiotemporal predictive memory urgently needs to be proposed.

The second reason is the perception-insensitive mean square error (MSE) based loss functions, which only average all possible futures to improve the objective scores, such as (Mean Square Error) MSE, (Peak Signal to Noise Ratio) PSNR, (Structural Similarity) SSIM [32], etc., leading to unsatisfactory blurry predictions [33]. To solve this problem, Variational Auto-Encoders (VAEs) [34]–[39] and Generative Adversarial Networks (GANs) [15], [40]–[43] have been utilized to train the predictive models due to their advantages
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in generating naturalistic results. However, it is difficult to obtain a satisfactory trade-off between the perceptual quality (naturalistic or not) and the objective quality (MSE, SSIM scores).

To solve the above two problems, we propose a spatiotemporal information-preserving and perception-augmented model (STIP) for high-resolution video prediction. This journal paper has greatly improved our previous work [27] in high-resolution video prediction by solving the information loss problem. Different from our previous work [27], where the encoders have no interactions with the decoders and the predictive unit is still based on the computation-expensive LSTMs, this paper mainly benefits from the following improvements:

1) A multi-grained spatiotemporal auto-encoder is designed to help preserve multi-grained spatiotemporal information during the feature extraction, which is built on the X-Net architecture [44]. In both the temporal and spatial domains, multiple skip-connections are employed to help the decoders directly interact with the encoders in different levels of data spaces. In this way, the decoders can recall multi-grained spatiotemporal information from the decoders and more satisfactory visual details can be predicted.

2) In addition, we further design a new spatiotemporal predictive memory based on the Gated Recurrent Unit (GRU) using more efficient state transitions, which is denoted as Spatiotemporal GRU (STGRU). The STGRU has abandoned the hidden state and only concentrates on the state transitions between the temporal state and the spatial state, where the spatiotemporal information can be well-preserved during the state transitions. Moreover, only two encoders are needed in STIP because of the fewer kinds of states compared with the predictive unit (Residual Predictive Memory: RPM) proposed in our previous work [27] (three encoders are needed), which can further reduce the computational load. Overall, the proposed STGRU are much computation-cheaper with more satisfactory performance compared with the popular LSTM-based memories.

3) Extensive experiments have been conducted to evaluate the necessity of the extensions.

To improve the perceptual quality of the predictions, we use the learned perceptual loss (LP-loss) in our previous work [27], which is designed based on the Generative Adversarial Networks (GANs) to help achieve a satisfactory trade-off between the objective quality and the perceptual quality.

The rest of this paper is organized as follows: Some related works are discussed in Section II. The proposed method is described in detail in Section III. Section IV shows the experimental results and Section V concludes this paper.

II. RELATED WORK

A. Memory-based Predictive Methods

In recent decades, deep learning techniques have made great achievements in extracting deep features for multimedia data, motivated by which, deep learning based methods have been proposed for video prediction. Among all of these methods, the recurrent neural network (RNN) based methods can be the most powerful ones due to their advantages in modeling sequential data. Ranzato et al. [10] proposed a baseline model using RNNs for unsupervised video feature learning. To improve the power in capturing long-short term inter-frame dependencies for RNN-based models, Long Short-Term Memory (LSTM) [28] was employed in [11] by Srivastava et al. for video prediction, which is denoted as FC-LSTM. And to reduce the computation load and improve the model capacity of local perception for videos, Shi et al. [12] replaced the fully connected layers in FC-LSTM with convolutional layers, and the new model was denoted as ConvLSTM, which has achieved some satisfactory improvements for video prediction. Besides LSTMs, Gated Recurrent Unit (GRU) [31] has also been improved with convolutional kernels, denoted as ConvGRU [29]. Shi et al. [30] further extended ConvGRU with location-variant structure for global recurrent connections and Oliu et al. introduced a double-mapping GRU (dGRU) to stratify the representation during spatiotemporal learning.

However, most of the above works only focus on capturing the temporal inter-frame dependencies (motion information), the spatial intra-frame features (appearance information) are rarely discussed. Wang et al. [16] proved that the spatial features and temporal dependencies are equally important for predicting high-quality videos. They designed a spatiotemporal LSTM structure (ST-LSTM) and the new predictive model was denoted as PredRNN. To alleviate the gradient propagation difficulties in deep predictive models, Wang et al. [18] improved PredRNN with gradient highway unit, and the new model was denoted as PredRNN++. Moreover, to capture more complex spatiotemporal signals, they further proposed E3D-LSTM [19] and MIM [20] by integrating 3D convolutional layers and additional forget memory block to ST-LSTMs, respectively. To improve the ability in capturing global dynamics for videos, Lin et al. [22] introduced the self-attention mechanism into ST-LSTMs to memorize long-range spatial features and Lee et al. [26] introduced memory alignment learning to memorize long-term temporal dependencies.

B. Structure-based Predictive Methods

Although some satisfactory results have been obtained by the above works, the datasets used are merely with simple scenarios and low resolutions, such as the Moving MNIST dataset [11], KTH action dataset [45], and so on. The visual details of the predictions on high-resolution real scenarios are severely missing, indicating that merely improving the structure of the predictive memories may not be enough to model more complex videos.

In recent years, a variety of methods have been proposed to solve this problem via improving the model structures, which can be roughly categorized into two types. The first type of methods aim to improve the visual quality of the predictions by preserving more visual information during the feature extraction. Yu et al. [21] proposed a conditionally reversible network (CrevNet) to preserve the visual information during the feature extraction with a reversible auto-encoder. However, this work has discarded the downsampling operations and
the data dimensions of the features are equal to the video inputs, which will greatly increase the computation load for high-resolution video prediction. Jin et al. [24] utilized the additional high-frequency information to preserve the details of the predictions. However, the information loss still exists during the frequency information extraction and only limited performance improvements have been obtained. In this paper, we concentrate on solving the information loss problem by proposing a multi-grained spatiotemporal autoencoder (MGST-AE) and a spatiotemporal gated recurrent unit (STGRU), where the decoders can easily recall multi-grained spatiotemporal information during the whole feature extraction process and the state transitions in the proposed predictive memories are more efficient.

The second type of methods aim to improve the visual quality by improving the standard MSE-based loss functions. Mathieu et al. [33] extended the traditional MSE loss function with three different and complementary feature learning strategies. [36]–[39], [46] took advantage of the deep stochastic models to predict different possible futures for different samples based on their latent variables. [40]–[43], [47] utilized GANs to predict videos with more naturalistic appearance. However, the training process in the above methods is very unstable and it is difficult to obtain a satisfactory trade-off between the objective quality and the perceptual quality.

FIG. 1. The Multi-Grained Spatiotemporal Auto-encoder: MGST-AE. For each time step, the video input will be encoded to low dimensional features in both the temporal and spatial domains by different encoders. And the decoders will recall multi-grained information from the encoders to reconstruct the visual details of the predictions. Since different features are fed into different modules in STGRU, the STGRU can indirectly supervise different encoders extracting different features in different domains.

The objective quality and the perceptual quality.

III. METHOD

In this paper, we aim to build an information-preserving and perception-augmented predictive model by solving the following problems,

- How to efficiently preserve meaningful spatiotemporal information from the video inputs?
- How to predict results with higher perceptual quality?

The rest part of Section III will elaborate how the proposed model solves the above problems.

A. Building an Information-Preserving Predictive Model

Based on the analysis in Section II, the information loss in video prediction tasks mainly comes from the feature extraction and the state transitions. In our previous work [27], multiple encoders are utilized to extract low-dimensional deep features for different modules of the predictive unit, and the predicted features are decoded back to high-dimensional data using multiple decoders. Although the spatiotemporal information can be preserved during the feature extraction using multiple encoders and decoders, the high-resolution frames are still decoded from merely the low-dimensional features, during which the visual details are hard to be accurately predicted. Motivated by the recently published X-Net [44], we design a Multi-Grained Spatiotemporal Auto-Encoder (MGST-AE) to
help further preserve the spatiotemporal information during the feature extraction, where decoders can jointly utilize multi-grained features from the encoders to predict more satisfactory visual details. The model structure of MGST-AE is shown in Fig. 4.

In addition, we design a new predictive memory (STGRU) to help preserve the spatiotemporal information during the state transitions using more efficient state transitions compared with current LSTM-based memories, as shown in Fig. 5. In the following sub-sections, we will show how the MGST-AE and STGRU can help preserve spatiotemporal information during the feature extraction and the state transitions, respectively.

1) Multi-Grained Spatiotemporal Auto-encoder (MGST-AE): Compared with the standard auto-encoder structure, the proposed MGST-AE mainly benefits from two schemes, the Spatiotemporal Encoding-Decoding (STED) Scheme and the Multi-Grained Information Recalling (MGIR) Scheme.

Compared with images, videos contain more complex spatiotemporal information. However, almost all predictive models will first encode the video inputs to low-dimensional features with merely a single 2D/3D encoder for each time step, after which the predictive memories have to further extract the temporal information and the spatial information from the encoded features for subsequent processing, which is information-lossy and greatly restricts the efficiency of the state transitions in the predictive memories. To solve this problem, we propose the spatiotemporal encoding-decoding (STED) scheme.

In our method, for each time step $t$, there is a video clip $v_{t-L+1:t}$ consisting of $L$ successive frames $\{v_{t-L+1}, \ldots, v_t\}$ as the input. Then the video clip $v_{t-L+1:t}$ is encoded by both the temporal and spatial encoders instead of a single encoder, respectively. In this way, the temporal and spatial information of the video inputs can be independently encoded in the temporal and spatial domains in advance, which can help avoid the unnecessary interactions between temporal and spatial information and greatly improve the efficiency of the following predictive memories. In particular, the spatiotemporal encoders are implemented based 3D convolutional networks due to their great power in extracting spatiotemporal features for videos [48] and the spatiotemporal encoding procedures can be represented as follows,

\[
T_E = Enc_T(v_{t-L+1:t}),
\]

\[
S_E = Enc_S(v_{t-L+1:t}),
\]

where $Enc_T(\cdot)$, $Enc_S(\cdot)$ denote the temporal and spatial encoders, respectively. $T_E, S_E$ denote the encoded temporal and spatial features, respectively.

To efficiently model the state transitions, a new spatiotemporal predictive memory is designed on the basis of the Gated Recurrent Unit (GRU) [31], which is denoted as STGRU. STGRU is much computation-cheaper compared with the popular LSTM-based memories and can obtain more satisfactory performance. The detailed structure of STGRU will be described in Section 3.2. With the help of STGRU, the spatiotemporal features of future frames can be predicted as follows,

\[
(T_P, S_P) = STGRU(T_E, S_E),
\]

where $T_P, S_P$ denote the predicted temporal and spatial features, respectively.

For most of the predictive models, decoders can only utilize the predicted features to reconstruct the future frames, which are far from enough to generate fine visual details. One main reason for this problem is that the predicted deep features for the decoders only contain the high-level semantic features. The low-level texture information has been selectively abandoned by the front layers of the encoders. To solve this problem, we design the multi-grained information recalling (MGIR) scheme, which novelly employs direct interactions between the corresponding layers of the encoders and decoders using multiple skip-connections, as shown in Fig. 6. In this way, multi-grained encoded information can be easily recalled back by the decoders to reconstruct much better visual details and the detailed process can be represented as follows,

\[
T_D^l = Dec_T^l(T_D^{l-1} + \lambda T_E^{l-1}),
\]

\[
S_D^l = Dec_S^l(S_D^{l-1} + \lambda S_E^{l-1}),
\]

where $Dec_T^l(\cdot), Dec_S^l(\cdot)$ denote the $l$th layer of the temporal and spatial decoders, respectively. $T_D^l, S_D^l$ denote the decoded features from the $l$th layer in temporal and spatial decoders, respectively. $T_E^{l-1}, S_E^{l-1}$ denote the encoded features from the $l$th from the last layer in temporal and spatial encoders, respectively. $\lambda$ denotes the weight of the recalled information from the encoders.

![Diagram of the proposed spatiotemporal gated recurrent unit (STGRU).](image-url)
Using the predicted frame \( \hat{v}_{t+1} \) at time step \( t \) can be represented as follows,
\[
\hat{v}_{t+1} = W_{1 \times 1} \ast ( [T_D, S_D] ),
\]
where \( T_D, S_D \) denote the decoded features from the top layers of the temporal and spatial decoders, respectively. \( W_{1 \times 1} \) denotes the convolutional layer with kernel size \( 1 \times 1 \). \( \ast, [\cdot] \) denote the convolutional and the channel concatenating operations, respectively. Using the proposed MGST-AE, the spatiotemporal information can be greatly preserved during the feature extraction.

2) Spatiotemporal Gated Recurrent Unit (STGRU): In this section, we elaborate how the proposed STGRU can help preserve spatiotemporal information during the state transitions.

As the most important component of predictive models, predictive memories have been widely discussed in a variety of works. In particular, due to the great power in capturing long-short term dependencies, LSTM-based memories can be the most popular one and have been widely employed in most of the latest models for video prediction, such as PredRNN (NeurIPS2017) \cite{16}, PredRNN++ (ICML2018) \cite{18}, E3D-LSTM (ICLR2019) \cite{19}, CrevNet (ICLR2020) \cite{21} and so on. However, the temporal states and the spatial states in these memories are easily influenced by the hidden state and some useful spatiotemporal information may be inevitably abandoned. In addition, the state transitions in LSTM-based memories are typically complex, restricting the efficiency of the state transitions. Motivated by these problems, we design a new predictive memory named STGRU based on the computation-cheaper GRU structure. The proposed STGRU only focuses on the spatiotemporal states and discards the hidden state. As a result, the spatiotemporal information can be well-preserved during the state transitions and much computation load will be saved.

The proposed STGRU consists of three modules, as shown in Fig. 2: the gates initialization module, the information trend module and the information update module. Compare with LSTM-based memories, there are only two gates in each STGRU (ConvLSTM: four gates, PredRNN: seven gates, E3D-LSTM: eight gates, CrevNet: five gates), as shown in the gate initialization module in Fig. 2(a). The whole process can be represented as follows,
\[
\begin{align*}
R_t &= \sigma (W_{sr} \ast S_{t-1}^{k-1} + W_{tr} \ast T_{t-1}^{k-1}), \\
U_t &= \sigma (W_{su} \ast S_{t-1}^{k-1} + W_{tu} \ast T_{t-1}^{k-1}),
\end{align*}
\]
where \( R_t \) denotes the trend gate, which is utilized to model the spatiotemporal trend information in videos. \( U_t \) denotes the update gate, which is utilized to update current spatiotemporal information to the future spatiotemporal information. As shown in Fig. 2(d), multiple STGRUs are typically stacked to predict more reliable deep spatiotemporal features, and \( T_{t}^{k}, S_{t}^{k} \) denote the predicted temporal and spatial features from the \( k \)th STGRU at time step \( t \).

Using the trend gate, the temporal and spatial trend information can be predicted in the information trend module,
\[
\begin{align*}
T_{t}^{k} &= \tanh (W_{tt} \ast T_{t-1}^{k-1} + R_t \odot (W_{st} \ast S_{t-1}^{k-1})), \\
S_{t}^{k} &= \tanh (W_{ss} \ast S_{t-1}^{k-1} + R_t \odot (W_{ts} \ast T_{t-1}^{k-1})),
\end{align*}
\]
where \( T_{t}^{k}, S_{t}^{k} \) denote the learned temporal and spatial trend information, respectively.

Using the learned changing trend information, the update module will update the current spatiotemporal information to the future spatiotemporal information,
\[
\begin{align*}
T_{t}^{k} &= (1 - U_t) \odot T_{t}^{k-1} + U_t \odot T_{t-1}^{k}, \\
S_{t}^{k} &= (1 - U_t) \odot S_{t}^{k-1} + U_t \odot S_{t-1}^{k}. 
\end{align*}
\]
The predicted temporal and spatial features \( T_{t}^{k}, S_{t}^{k} \) consist of two terms, where the first term denotes the predicted spatiotemporal trend information and the second term denotes the current spatiotemporal information.

B. Building a Perception-Augmented Predictive Model

After solving the information loss problem, in this section, we aim to build a perception-augmented model by improving the perceptual-insensitive MSE-based loss functions. Recent works have begun to utilize GANs to help train the predictive models due to their advantages in generating naturalistic results. However, the MSE-based loss functions only focus on the objective quality and the adversarial loss only aims to improve the perceptual quality, making the training process extremely unstable, and it is difficult to achieve a satisfactory trade-off between both qualities. To solve this problem, an additional constraint urgently needs to be designed to balance these two terms.

Motivated by the advantages of the discriminators in GANs in learning the distributions of the video inputs, we propose to make use of the feature maps from the discriminators, which contain both the low-level objective features and the high-level...
perceptual features. And we design a new learned perceptual loss (LP-loss), as shown in the followings,

$$L_{LP} = \sum_{t=2}^{T} L_2[D_t(v_t), D_t(\hat{v}_t)],$$  \hfill (8)

where $T$ denotes the total number of the time steps, $L_2(\cdot)$ denotes the MSE loss function, $D_t(\cdot)$ denotes the $t^{th}$ layer of the discriminators (the feature map from the last layer is selected in our method). With the help of LP-loss, the perceptual quality and the objective quality can be tightly correlated, and thus the model is easier to train, and a more satisfactory trade-off between the objective and perceptual quality can be achieved.

The whole training loss can be represented as follows,

$$L = L_{MSE} + \gamma_1 L_{GAN}(P) + \gamma_2 L_{LP},$$  \hfill (9)

where $\gamma_1, \gamma_2$ denote the weights of the adversarial loss and the learned feature loss. In particular, $L_{MSE}$ aims to optimize the objective quality, $L_{GAN}(P)$ aims to optimize the perceptual quality and $L_{LP}$ balances these two terms. The MSE loss and the adversarial loss are expressed as follows,

$$L_{MSE} = \sum_{t=2}^{T} \sum_{l=2}^{T} [\log(D(v_l)) + \log(1 - D(\hat{v}_l))],$$

$$L_{GAN}(P) = -\sum_{t=2}^{T} \sum_{l=2}^{T} [\log(D(v_l)) - \log(D(\hat{v}_l))],$$

$$L_{GAN}(D) = -\sum_{t=2}^{T} \sum_{l=2}^{T} [\log(D(v_l)) + \log(1 - D(\hat{v}_l))],$$

where $L_{GAN}(D)$ denotes the adversarial loss for the discriminators in GANs and $L_{GAN}(P)$ denotes the adversarial loss for the proposed STIP. The detailed training procedures are summarized in Fig. 3 and Alg. 1.

IV. EXPERIMENTAL RESULTS

A. Experimental settings

In this section, we evaluate the proposed model on 3 high-resolution datasets with resolutions ranging from 512 to 4K, and the experimental settings for each dataset are summarized in Table I.

The proposed model is implemented using PyTorch and optimized with Adam optimizer [52]. The source code has been made public at https://github.com/ZhengChang467/STIPHR.

The temporal length for each video clip input is set to 2. Layer normalization operations [53] are utilized to stabilize the training process for RNN models. We employ Mean Square Error (MSE), Peak Signal to Noise Ratio (PSNR), Structural Similarity (SSIM) [32] scores to represent the objective quality and the Learned Perceptual Image Patch Similarity (LPIPS) [54] score to indicate the perceptual quality of the predictions.

B. UCF Sports dataset (512 ÷ 512)

The UCF Sports dataset [49] consists of a set of actions collected from various sports, which are typically featured on...

TABLE I

| Dataset         | Resolution | Train | Test | Layers | Patch | Encoder | Decoder | Discriminator | Hidden | $\lambda$ | $\gamma_1$ | $\gamma_2$ |
|-----------------|------------|-------|------|--------|-------|---------|---------|---------------|--------|-----------|------------|------------|
| UCF Sports      | 512 × 512  | 4 → 1 | 4 → 6 | 16     | 2     | 4 × DL  | 4 × UL  | 8 × DL_P, FC  | 64     | 0.1       | 0.010      | 0.0001     |
| Human3.6M       | 1024 × 1024| 4 → 1 | 4 → 6 | 16     | 4     | 4 × DL  | 4 × UL  | 8 × DL_P, FC  | 64     | 0.1       | 0.010      | 0.0001     |
| SJTU4K          | 2160 × 3840| 4 → 1 | 4 → 6 | 16     | 4     | 4 × DL  | 4 × UL  | 8 × DL_P, FC  | 64     | 0.1       | 0.005      | 0.0005     |
TABLE II
THE PARAMETER SETTINGS FOR DIFFERENT LAYERS. THE ENCODERS ARE BUILT WITH THE DOWNSAMPLING LAYERS, WHICH ARE UTILIZED TO EXTRACT DEEP FEATURES FROM VIDEO FRAMES. THE DECODERS ARE BUILT WITH THE UPSAMPLING LAYERS, WHICH ARE UTILIZED TO TRANSFORM THE FEATURES TO THE PREDICTED FRAMES. THE DISCRIMINATOR IS BUILT WITH THE DOWNSAMPLING LAYERS AND THE FULLY-CONNECTED LAYER. THE HIDDEN LAYER DENOTES THE INTEGRATED CONVOLUTIONAL LAYERS IN STGRU.

| Layers                       | operation | Kernel | Stride | Padding | Features | Normalization      | Nonlinearity |
|------------------------------|-----------|--------|--------|---------|----------|-------------------|--------------|
| Downsampling Layer (Encoder) | convolution | 3      | 2      | 1       | 64       | -                 | LeakyRelu(0.2) |
| Downsampling Layer (Discriminator) | convolution | 3      | 2      | 1       | 64       | Group Normalization(4) | LeakyRelu(0.2) |
| Upsampling Layer (Decoder)   | deconvolution | 3      | 2      | 1       | 64       | -                 | LeakyRelu(0.2) |
| Hidden Layer (Unit)          | convolution | 5      | 1      | 1       | 64       | Layer Normalization | -            |
| Fully-Connected Layer (Discriminator) | fully-connected  | -      | -      | -       | 64       | -                 | Sigmoid()     |

TABLE III
QUANTITATIVE RESULTS OF DIFFERENT METHODS ON THE UCF SPORTS DATASET (4 FRAMES → 6 FRAMES).

| Method                     | t=5 | t=10 |
|----------------------------|-----|------|
|                            | PSNR↑ | LPIPS↓ | PSNR↑ | LPIPS↓ |
| ConvLSTM (NeurIPS2015)     | 26.43 | 32.20 | 17.80 | 58.78 |
| BeyondMSE (ICLR2016)       | 26.42 | 29.01 | 18.46 | 55.28 |
| PredRNN (NeurIPS2017)      | 27.17 | 28.15 | 19.65 | 55.34 |
| PredRNN++ (ICML2018)       | 27.26 | 26.80 | 19.67 | 56.79 |
| SAVP (arXiv 2018)          | 27.35 | 25.45 | 19.90 | 49.91 |
| SV2P (ICLR2018)            | 27.44 | 25.89 | 19.97 | 51.33 |
| E3D-LSTM (ICLR2019)        | 27.98 | 25.13 | 20.33 | 47.76 |
| CycleGAN (CVPR2019)        | 27.99 | 22.95 | 19.99 | 44.93 |
| CrevNet (ICLR2020)         | 28.23 | 23.87 | 20.33 | 48.15 |
| MotionRNN (CVPR2021)       | 27.67 | 24.23 | 20.01 | 49.20 |
| STRPM (CVPR2022)           | 28.54 | 20.69 | 20.59 | 41.11 |
| STIP                       | 30.75 | 12.73 | 21.83 | 39.67 |

Fig. 4. The generated examples on the UCF Sports dataset from different methods.

broadcast television channels such as the BBC, SPN and so on. The resolution of this dataset is $480 \times 720$. We sequentially sample 10 frames from the dataset, where 6,288 sequences are for training and 752 for testing. Each frame is resized to $512 \times 512$. All models are trained to predict the next frame and tested to predict the next 6 frames with the first 4 frames as the input.

Fig. 4 shows the predicted examples from different methods, where STIP can predict more satisfactory results at all time steps, especially in the last 3 time steps. Table III shows the quantitative scores from different methods, where the proposed method outperforms others in all scores.

C. Human3.6M dataset ($1024 \times 1024$)

The Human3.6M dataset contains 3.6 million 3D human poses and the corresponding images conducted by 11 professional actors on 17 scenarios. Videos are captured by 4 calibrated cameras with a resolution of $1000 \times 1000$. Each frame is further resized to $1024 \times 1024$. A total of 73,404 sequences are for training and 8,582 sequences are for testing.
All models are trained to predict the next frame and tested to predict the next 4 frames with the first 4 frames as the input.

Fig. 6 shows the generated examples on the Human3.6M dataset from different methods (4 frames → 1 frame). Table IV summarizes the quantitative results, where the proposed STIP has achieved the best objective and subjective performance at all time steps.

### D. SJTU4K dataset (2160 × 3840)

In this part, we evaluate the proposed method on a high-resolution surveillance video dataset, the SJTU4K dataset [51], with resolution of 2160 × 3840. The SJTU4K dataset consists of 15 ultra-high resolution 4K videos with a wide variety of contents. A total of 3,873 training sequences and 445 testing sequences have been sampled from the SJTU4K dataset. All models are trained to predict the next frame and tested to predict the next 4 frames with the first 4 frames as the input.

Fig. 7 shows the generated examples on the SJTU4K dataset from different methods. The proposed method significantly outperforms others in predicting the appearance of the cars. Overall, for videos with relatively high-resolutions (4K), current methods can not achieve satisfactory performance due to the unacceptable information loss, while this problem has been solved by the proposed model STIP, and a series of detailed ablation studies will be conducted in section IV-E. In
particular, Table VI shows the quantitative results of different methods, where the proposed method has obtained the best objective and perceptual scores.

To further evaluate the performance of the proposed model in predicting high-resolution videos, a series of object detection experiments are conducted on the predicted results from different methods, as shown in Fig. 8. The objection detection experiments are employed on the basis of the latest Yolov5s [55] pretrained model. The confidence threshold is set to 0.80. Besides, the number of the detected objects is utilized to indirectly indicate the perceptual quality of the predictions from different methods. As shown in Fig. 8, the confidences of the detected objects are higher on the predicted results from the proposed method, indicating the visual quality of the predictions from STIP is better than others.

E. Ablation study

In this section, a series of ablation studies have been conducted to evaluate the novelty of the proposed model.

1) Evaluating the efficiency of the proposed Multi-Grained Spatiotemporal Auto-encoder: In our method, the proposed multi-grained spatiotemporal auto-encoder benefits from two schemes, the spatiotemporal encoding (STED) scheme and the multi-grained information recalling (MGIR) scheme. To discuss the efficiency of both schemes, experimental results have been summarized in Table VII. All models are trained and tested to predict the next frame with the first 4 frames as the input, optimized with the MSE loss function.

As shown in Table VII, both the STED scheme and the MGIR scheme can help to obtain better PSNR scores on all datasets, indicating more visual information has been
preserved by both approaches. In particular, STIP with MGIR scheme (method 3) outperforms STIP with STED scheme (method 2), indicating the decoder needs more direct information from the encoders for more reliable prediction and the extension from our previous work is very necessary.

2) Evaluating the efficiency of the proposed STGRU: In this part, we conduct a series of ablation studies to evaluate the efficiency of the proposed predictive memory, STGRU. We build a series of predictive models with the same structure except for the predictive memory. Seven predictive models with different predictive memories are trained and tested on the Human3.6M dataset. For a fair comparison, we employ traditional encoders and decoders for all models with the same parameters. All models are trained with the standard MSE loss function.

Table VI shows the quantitative results of different memories. The proposed STGRU can outperform other popular memories in the PSNR score with fewer parameters and faster inference speed.

3) Evaluating the efficiency of the learned perceptual loss (LP-loss): Similar to our previous work [27], we also evaluate the performance of STIPs with different loss functions on the UCF Sports dataset and the Human3.6M dataset. For a fair comparison, all STIPs are set with the same parameters. The results are summarized in Table VIII.

From the quantitative results, STIP with $L_{GAN}$ has obtained a lower LPIPS score compared with STIP merely with $L_{MSE}$, indicating the adversarial loss can help improve the perceptual quality of the predictions. However, STIP with $L_{MSE}$ has obtained better MSE and PSNR scores compared with STIP trained with adversarial loss, indicating the MSE loss can help improve the objective quality of the predictions. To balance both qualities, the learned perceptual loss (LP-loss) is proposed to help achieve a satisfactory trade-off between the perceptual quality and objective quality, as shown in Table VIII.

V. CONCLUSION

In this paper, we proposed a Spatiotemporal Information-Preserving and Perception-Augmented model (STIP) for high-resolution video prediction. In our method, we made a series of contributions to solve the information loss problem and improve the perception-insensitive MSE-based loss functions. On the one hand, we designed a Multi-Grained Spatiotemporal Auto-Encoder (MGST-AE) to preserve spatiotemporal information during the feature extraction and proposed a Spatiotemporal Gated Recurrent Unit (STGRU) to preserve spatiotemporal information during the state transitions. On the other hand, we further designed a new Learned Perceptual Loss (LP-loss) to help obtain a satisfactory trade-off between the objective quality and the perceptual quality. Experimental results showed the proposed method can achieve better performance compared with a variety of state-of-the-art methods.

VI. LIMITATIONS AND FUTURE WORKS

Although noticeable improvements have been achieved in this paper for high-resolution video prediction, there are still some limitations that need to be considered in the future. Firstly, the performance in predicting multi-frame videos with high-resolutions is still not satisfactory. Secondly, the spatiotemporal features extracted from the predictive units are highly-desired to be employed in other tasks, such as video classification, object detection, etc. Thirdly, the generalization ability of current predictive models needs to be improved to achieve satisfactory performance in normal real-world scenarios. Future works should carefully address the above challenges.
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