Ice fabrics in natural flows: beyond pure and simple shear
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Abstract. Ice fabrics are key for understanding and predicting ice flow dynamics. Despite its importance, the characteristics and evolution of ice fabrics beyond pure and simple shear flow has largely been neglected. However, 80% of the flow of ice in Antarctica is outside the regimes of pure and simple shear. We use a new validated numerical model (SpecCAF), which has been shown to accurately reproduce experimentally observed fabrics in both compression and simple shear, to explore the fabrics produced between pure and simple shear, as well as those that are highly rotational. We present a definitive classification of all fabric patterns. We find that intermediate deformations between pure and simple shear result in a smooth transition between a fabric characterised by a cone-shape and a secondary cluster pattern. Highly-rotational fabrics are found to produce a weak girdle fabric. In addition we obtain complete predictions for the strain required for any fabric under a 2D deformation to reach steady state at any given temperature. Use of our data in current ice flow models as well as for ice core fabric and seismic anisotropy interpretation will enhance the communities’ ability to predict future ice flow in a changing climate.

1 Introduction

Mass loss from ice sheets is set to be the main contributor to sea-level rise this century (e.g. Shepherd et al., 2018). Reliably predicting sea-level rise depends on accurately modelling ice flow. One of the most important controls on ice flow dynamics is the ice fabric, i.e. the arrangement of ice grains in terms of their crystallographic axes. Strong alignment of the crystal lattices may cause the strain-rate response to an applied stress to vary by a factor of 9 in different directions (e.g. Pimienta and Duval, 1987). Hence, understanding the fabrics present in any flowing ice sheet, i.e. Antarctica or Greenland, is important for predicting ice-sheet flow and, in turn, the loss of ice over time.

There are a number of issues that need to be resolved before it is possible to fully interpret ice fabrics from ice cores and to be able to predict future ice flow taking ice fabric effects into account. Firstly, it is unknown what deformations are important in the natural world, for example the Antarctic ice-sheet. Secondly, if deformation regimes that have not been studied in experiments are common in the natural world, what fabrics are produced from these deformations? It is also unknown how fabrics evolve at very high strains which cannot be explored in experiments. Furthermore, at these high strains, how is the final steady-state dependent on parameters such as temperature and type of deformation, and can it be reached in the natural world? By exploring the predictions of a recently developed experimentally constrained continuum model for ice fabrics (Richards et al., 2021), we will address each of these questions.
2 Background

2.1 Fabric Development

2.1.1 Processes governing fabric development

The distribution of crystallographic orientations within a polycrystal is called the fabric or crystallographic preferred orientation (CPO). Due to the dominance of basal slip in ice (Duval et al., 1983), it is sufficient to consider the orientation changes through time of the normal to the basal plane, referred to as the $c$-axis, alone. As ice flows, the $c$-axes align to produce a fabric from the combination of deformation and recrystallization. There are four main processes which affect the fabric: basal-slip deformation, migration recrystallization, rigid-body rotation and rotational recrystallization. Basal-slip deformation can be understood through the analogy of a deck of cards sliding over one another causing $c$-axes to rotate towards the axis of compression (Azuma and Higashi, 1984; van der Veen and Whillans, 1994). Migration recrystallization is the process whereby grains with a lower dislocation density grow into neighbouring grains with higher dislocation density. The dislocation density at a specific grain is primarily caused by the stress imposed on the grain, which is dependent on the orientation of that grain relative to the deformation. As a consequence of the stress on the grain, dislocations appear and grow. Depending on the deformation, grains at certain orientations will grow at the expense of others. Therefore the effect of migration recrystallization is to produce $c$-axes clustered towards certain orientations in the polycrystal. Rotational recrystallization occurs where sub-grains form close to the grain boundaries due to localised stress concentrations (Drury and Urai, 1990). This acts to diffuse any concentrations of $c$-axis towards a particular orientation (Gödert, 2003). Rigid-body rotation acts to rotate any $c$-axes according to the rotational characteristics of the deformation regime the ice grains are subjected to.

2.1.2 Observed fabrics

Ice fabrics can be observed through laboratory experiments, the taking of ice cores from real-world locations, and more recently inferred through seismic measurements.

In the laboratory, the majority of experiments are performed in compression, either in pure shear (2D) or unconfined compression (3D), without any rotational component (Jacka and Maccagnan, 1984; Jacka, 2000; Craw et al., 2018; Fan et al., 2020; Piazolo et al., 2013) and others. The other end-member is simple-shear (Journaux et al., 2019; Qi et al., 2019). Wilson and Peternell (2012) is the only work exploring intermediate deformations, focusing mainly on the stain-rate response. Laboratory experiments provide detailed fabric measurements in known conditions. However experiments are limited to strains of around 0.4 for compression (Fan et al., 2020) and 2 for direct simple shear (Qi et al., 2019).

Analysis of fabrics can also be done by taking ice cores in real world locations. Initial studies of ice cores have concentrated on ice domes or divides (Gow, 1961; Holtzscherer et al., 1954; Johnsen et al., 1995). These locations are deliberately chosen because they have minimal deformation, to act as a good proxy for past climate data. At domes, the ice will be deformed vertically in unconfined compression, producing either a single-maximum or a girdle shape fabric, as shown in Fig. 1. Recently, ice cores have become available in locations with more complex deformation histories (Stoll, 2019; Treverrow et al., 2010).
### Figure 1. Illustration showing common fabrics or CPOs which develop in ice, illustrated by their pole figures, as well as the deformation and temperature they typically occur at. The pole figures show the distribution of c-axis orientations, with the compression axis at the centre. (a) shows a single-maximum fabric, produced in unconfined compression or simple shear at low temperatures (Qi et al., 2019). (b) shows a cone-shape fabric, produced in unconfined compression at higher temperatures, when grain-boundary migration is active (Paterson, 1999). This can also be considered a girdle fabric when the cone-angle approaches 90°. (c) shows a double maxima fabric produced in confined compression (pure shear). (d) shows a single-maximum with a secondary cluster, produced in simple shear at higher temperatures (Qi et al., 2019).

Stoll (2019) show examples of a variety of fabric shapes such as girdles and single-maximum fabrics orientated in different directions as well as relatively faster fabric development with depth compared to ice cores at domes. An understanding of the fabrics produced in different conditions could enable us to better understand the deformation and temperature history of ice cores. Fabrics can also be measured from boreholes using more recent sonic and optical measurements (Kluskiewicz et al., 2017; Rongen et al., 2020).

Recently, data from radar and seismics has also been used to infer fabric properties (Matsuoka et al., 2003; Fujita et al., 2006; Booth et al., 2020). These methods can capture natural ice fabrics without expensive drilling, allowing data to be collected at more active locations such as ice streams (Jordan et al., 2020).

#### 2.1.3 Fabric patterns

Figure 1 shows some commonly observed CPO patterns seen in experiments and from ice cores. These are illustrated by pole figures which show half of the of c-axis orientations (which cover the space of a unit sphere) projected onto a plane. As the c-axes are antipodally symmetric this is sufficient to show all the information. Laboratory experiments studying CPO evolution have been performed mostly in uniaxial compression and this produces either a single maximum at low temperatures (Fig. 1a) or a cone-shape fabric at high temperatures (Fig. 1b). At low temperature basal-slip deformation dominates and this causes c-axes to rotate towards the axis of compression, producing the single-maximum in Fig. 1a. The cone-shape fabric in Fig. 1b is produced by the balance of basal-slip deformation and migration recrystallization. The process of migration recrystallization acts to consume grains orientated towards the compression axis, and grow grains orientated in a ring 45° away from the compression axis. Therefore, the balance of basal-slip deformation and migration recrystallization produces a ring or cone-shape pattern in the pole figure. In pure shear, which is a 2D compression, the grains produced by migration recrystallization

| Fabric name       | Pole figure | Deformation          | Temperature       |
|-------------------|-------------|----------------------|-------------------|
| (a) Single-maximum|             | Compression, Simple shear | Low (~ -30°C)     |
| (b) Cone-shape    |             | Unconfined compression | High (~ -10°C)    |
| (c) Double-maximum|             | Confined compression  | High (~ -10°C)    |
| (d) Secondary     |             | Simple shear         | High (~ -10°C)    |
do not form a ring but rather two clusters at 45°, hence the double-maxima fabric in Fig. 1c is produced rather than a cone-shape fabric.

Recent simple shear experiments produce either a single-maximum at low temperatures, or a single-maximum with an offset secondary cluster (Fig. 1d) at intermediate strains and high temperatures (Qi et al., 2019; Journaux et al., 2019). This pattern is similar to a double-maxima but the presence of vorticity in simple shear deformations causes the cluster not aligned with the shear plane normal to be advected towards the primary cluster. As the secondary cluster’s orientation changes, grains of that orientation accumulate more dislocations so start to be consumed by migration recrystallization. This results in the imbalance in cluster strengths seen in Fig. 1d.

2.2 Flow regimes

2.2.1 General deformations

There exist a significant variety of deformations in the natural world. One way to classify a deformation is by the vorticity number (Passchier, 1991), which measures the ratio of vorticity magnitude to shearing magnitude:

\[ W = \sqrt{\frac{W_{ij}W_{ij}}{D_{ij}D_{ij}}} \]  

where \( W = \frac{1}{2}(\nabla u - \nabla u^T) \) is the anti-symmetric part of the velocity gradient (the spin-rate tensor) and \( D = \frac{1}{2}(\nabla u + \nabla u^T) \) is the symmetric part of the velocity gradient (the strain-rate tensor). Figure 2 illustrates different flow regimes and the corresponding vorticity number \( W \) for each. The vorticity number is 0 for pure shear or uniaxial compression, 1 for simple shear and \( \infty \) for rigid-body rotation. Ice in the natural world will experience deformations with vorticity numbers from 0 to \( \infty \), however to date fabrics produced for \( W = 0 \) and \( W = 1 \) are the only areas which have been extensively explored due to the limitations of possible deformations in experiments.

In geology, numerous studies have shown that in the natural world the full range of different deformation regimes occur (Jiang, 1994; Bailey and Eyster, 2003). Such studies have been supported by theoretical (Fossen and Tikoff, 1993; Tikoff and Fossen, 1995) and analogue modelling (Piazolo et al., 2002, 2004), (ten Grotenhuis et al., 2002).

2.2.2 Deformations in the natural world

By an analogy to geology (Beam and Fisher, 1999; Xypolias, 2010) we expect a variety of deformations are likely to occur in natural ice flow. To test this hypothesis, we have used surface velocity data from Antarctica (Mouginot et al., 2019) to calculate the surface vorticity number, shown in Fig. 3. To reduce the errors in the data we have taken the mean value from a 10 \times 10 block (covering a 4.5 km square). We have defined the standard deviation of any variables, such as velocity components, as the variance from the mean of the 100 samples in each 10 \times 10 block. The relative standard deviation controls the transparency: if this is > 100% this location is plotted as white, and a relative standard deviation of 0% is plotted as the full colour. From this figure we can see that there are many regions of Antarctica where the surface vorticity number is both at intermediate values
between 0 and 1, and many areas where \( W > 1 \). The regions characterised by high vorticity numbers (\( W > 1 \)) typically shown to occur in the regions of ice streams with curved streamlines.

Figure 4a shows a cumulative distribution plot of the surface vorticity numbers present in Fig. 3 and Fig. 4b shows the corresponding distribution plot (the derivative of 4a). Both plots highlight the difference in the distribution between all velocity magnitudes, and the fastest and slowest 5%. From this we can see that intermediate deformations (0.1 \(< W < 0.9\) are very common, accounting for around 70\% of the deformations. Figure 4b shows that slow speeds are dominated by vorticity numbers close to 0.4, i.e. with a significant pure shear component. This is contrasted by the fastest 5\% which are dominated by simple shear (\( W = 1 \)). Highly rotational regions (\( W > \infty \)) are also important, as they are common in the fastest regions: 40\% of the deformations with the fastest 5\% of speeds have \( W > 1 \).

2.3 Modelling ice fabrics

There are currently several approaches for modelling ice fabrics. Some approaches model the microstructure directly (Llorens et al., 2016; Kennedy and Pettit, 2015). This involves simulating grain-grain interactions and imposes deformation as a boundary condition. This is useful for improving our understanding of ice microstructure and fabric evolution but is numerically expensive. At the other end of the scale, models such as presented by Gillet-Chaulet et al. (2005) track the evolution of tensorial descriptions of the fabric, without including migration recrystallization. These cannot accurately reproduce detailed fabric patterns but are computationally cheap enough for integration into large-scale models (Gagliardini et al., 2013).

Placidi et al. (2010) developed a continuum model including all relevant processes (see section 2.1.1). This was recently accurately solved using a spectral method and constrained against experiments by Richards et al. (2021). This model (SpecCAF) has been shown to predict fabrics accurately with only temperature and deformation as inputs. SpecCAF reproduces fabrics from experiments performed in compression and simple shear.
Figure 3. Vorticity number (defined in Eq. (1)) calculated from the surface velocity data of Antarctica (Mouginot et al., 2019) after averaging over a $10 \times 10$ block and taking the mean value within each block. The colour shows the vorticity number on a log scale. The transparency shows the relative error: an error in $\mathcal{W}$ of 100% or greater is plotted as white and an error of 0% is plotted as the full colour. The inset shows the Ross Ice Shelf, with the easting and northing in Antarctic polar stereographic coordinates. This figure shows considerable variation in vorticity number across the continent, including deformations not accessible in the laboratory (this result is also highlighted in Fig. 4).
Figure 4. Distribution of surface vorticity numbers of Antarctica, shown in Fig. 3. (a) shows the cumulative distribution and (b) shows the derivative of this, the distribution plot. For both, the distribution is shown for all speeds, the fastest 5% ($|u| > 404 \text{ma}^{-1}$) and the slowest 5% ($|u| < 0.83 \text{ma}^{-1}$).

2.4 Open questions addressed here

In this paper we use the SpecCAF model to address several open questions. First, we determine for the first time the evolution of fabrics in general 2D deformations, bridging the complete spectrum from pure shear to rigid-body rotation, across the range of temperatures seen in ice sheets. We explore how fabric patterns evolve, and construct a complete regime diagram documenting fabrics that arise over the space of temperature, deformation, and strain, and explain the physical balances leading to these fabrics. Finally, we present a complete assessment of steady-state properties of ice fabrics, such as fabric strength and finite strain required to reach steady state, across the space of deformation and temperature.

3 Methods

The SpecCAF model, following work by Placidi et al. (2010), uses a continuum approach to represent the mass distribution of $c$-axes within a polycrystal, termed the orientation mass density.

$$\rho(x,t) = \int_{S^2} \rho^*(x,t,n) \, dn.$$  \hspace{1cm} (2)

In this equation $\rho^* \, dn$ is the mass fraction of grains with orientations towards the unit orientation vector $n$ within the solid angle $dn$. Therefore, integrating $\rho^*$ over the space of possible orientations (the surface of a unit sphere $S^2$) gives the mass density of ice at that particular point in physical space. The unit vector $n$ is defined by two angles in spherical coordinates $n(\theta, \varphi)$, representing any possible orientation. As we are modelling orientation evolution, the gradient operator is restricted so
only the two angles \( \theta, \varphi \) (and not the length of the vector) change in spherical coordinates:

\[
\nabla^* \mathbf{a} = \frac{\partial \mathbf{a}}{\partial n} - \left( \frac{\partial \mathbf{a} \cdot \mathbf{n}}{\partial n} \right) \mathbf{n} = \frac{\partial a_i^*}{\partial n_j} \mathbf{n}_j - \frac{\partial a_i^*}{\partial n_l} n_l n_j ,
\]

(3)

where \( \mathbf{a}^* \) is an arbitrary vector in orientation space.

We model the evolution of the orientation mass density \( \rho^* \) defined in Eq. (2) under the effects of vorticity, basal-slip deformation, rotational and migration recrystallization, using the model first defined in Placidi et al. (2010):

\[
\frac{\partial \rho^*}{\partial t} = -\nabla^* \cdot [\rho^* \mathbf{v}^*] + \lambda \nabla^* \left( \rho^* \right) + \beta (\mathbf{D}^* - \langle \mathbf{D}^* \rangle) \rho^* .
\]

(4)

The term \( \mathbf{v}^* \) is the orientation transition rate, defined as:

\[
v_i^* = W_{ij} n_j - \iota [D_{ij} n_j - n_i n_j n_k D_{jk}] .
\]

(5)

The term \( W_{ij} n_j \) in Eq. (5) represents the effect of vorticity on the CPO. The second term models basal-slip deformation. The non-dimensional parameter \( \iota \) represents the ratio of basal-slip deformation to rigid-body rotation. Equation (5) was first used to describe the rotation of an individual ice grain (Svendsen and Hutter, 1996) but here it is used to describe a continuum. We refer the interested reader to Richards et al. (2021) for more details.

The term \( \nabla^* \left( \rho^* \right) \) models rotational recrystallization through a diffusion in orientation space (Gödert, 2003). The rate is controlled by the parameter \( \lambda \) (s\(^{-1}\)). Migration recrystallization is modelled by the term \( (\mathbf{D}^* - \langle \mathbf{D}^* \rangle) \rho^* \), which acts as an orientationally dependent source term. The deformability \( \mathbf{D}^* \) is defined as

\[
\mathbf{D}^* = 5 \frac{(D_{ij} n_j)(D_{nk} n_k) - (D_{ij} n_j n_k) n_i n_k D_{jk}}{D_{mn} D_{nm}}.
\]

(6)

The parameter \( \beta \) (s\(^{-1}\)) controls the rate of migration modelled recrystallization. The average of \( \mathbf{D}^* \) is defined as:

\[
\langle \mathbf{D}^* \rangle = \int_S \rho^* \mathbf{D}^* d\mathbf{n}
\]

(7)

At a given orientation \( \mathbf{n} \), if \( \mathbf{D}^* > \langle \mathbf{D}^* \rangle \) then \( \rho^*(\mathbf{n}) \) will increase. This models grains growing or nucleating at this orientation due to migration recrystallization. This source term always conserves the integral of \( \rho^* \) over orientation space. The factor of 5 in Eq. (6) is a convention. The reader is referred to Placidi et al. (2010) or Richards et al. (2021) for a more detailed explanation.

3.1 Non-dimensionalisation

To apply Eq. (4) to spatially homogeneous fabrics and to compare to fabrics deformed in the laboratory we perform a non-dimensionalisation as in Richards et al. (2021), where we non-dimensionalise by a characteristic density \( \rho_0 \) and effective strain-rate \( \dot{\gamma} \). We represent non-dimensional variables with tildes and they are defined as:

\[
\tilde{\rho}^* = \frac{\rho^*}{\rho_0} , \quad \tilde{\mathbf{D}} = \frac{\mathbf{D}}{\dot{\gamma}} , \quad \tilde{\mathbf{W}} = \frac{\mathbf{W}}{\dot{\gamma}}
\]

\[
\tilde{\lambda}(T, \dot{\gamma}) = \frac{\lambda(T, \dot{\gamma})}{\dot{\gamma}} , \quad \tilde{\beta}(T, \dot{\gamma}) = \frac{\beta(T, \dot{\gamma})}{\dot{\gamma}}
\]
As in Richards et al. (2021) this gives the non-dimensional form of Eq. (4):

\[
\frac{\partial \tilde{\rho}^*}{\partial \tilde{t}} = -\nabla^* \cdot [\tilde{\rho}^* \tilde{v}^*] + \tilde{\lambda} \nabla^*^2 (\tilde{\rho}^*) + \tilde{\rho}^* \tilde{\beta} (\tilde{D}^* - \langle \tilde{D}^* \rangle),
\]

(8)

where

\[
\tilde{v}^*_i = \tilde{W}_{ij} n_j - \iota [\tilde{D}_{ij} n_j - n_i n_j n_k \tilde{D}_{jk}].
\]

Richards et al. (2021) constrained the non-dimensional parameters \( \tilde{\lambda}, \iota, \tilde{\beta} \) as functions of temperature. The parameters are constrained as:

\[
\tilde{\lambda} = 3.04 \times 10^{-4} T + 0.161
\]

\[
\iota = 0.0259 T + 1.78
\]

\[
\tilde{\beta} = 0.171 T + 5.90
\]

(9)

where \( T \) is in °C. Equations (8) and (9) combined, when solved with the spectral method defined in Richards et al. (2021), represent the SpecCAF model.

3.2 Pole figure and cross section representation

To illustrate the model output and its representation, we show in Fig. 5 an example of model output obtained by solving the model at \( T = -5^\circ \text{C} \), in simple shear (\( W = 1 \)). To visualise how the fabric changes with increasing strain, we plot slices of the pole figure at \( y = 0 \). The example pole figure in (a) is plotted at a strain of \( \gamma = 0.5 \). The value of \( \rho^* \) at \( y = 0 \) is plotted in (b) for each strain. This shows how the CPO develops from an isotropic fabric. A secondary cluster can clearly be seen as a transient feature which has mostly disappeared by \( \gamma = 0.8 \).

4 Results

4.1 General fabric evolution: dependence on temperature and vorticity number

We explore fabric evolution across a complete range of vorticity numbers \( W \) and temperatures \( T \) relevant to ice-sheet flow. To make comparisons, we will limit our analysis to fabrics undergoing a constant two-dimensional deformation and at a constant temperature. The vorticity number, defined in Eq. (1), gives the ratio of vorticity to strain-rate magnitude. However, it does not fully constrain the velocity gradient. We define the non-dimensional velocity gradient as:

\[
\nabla \tilde{u} = \frac{\sqrt{2}}{2} \begin{bmatrix} 1 & W \\ -W & -1 \end{bmatrix}
\]

(10)

This gives pure shear for \( W = 0 \), simple shear for \( W = 1 \) and rigid-body rotation as \( W \rightarrow \infty \). and keeps the principal-axes of the strain-rate tensor \( \tilde{D} \) unchanged. Furthermore the pre-factor is chosen so the non-dimensional equivalent of the effective
Figure 5. To illustrate the fabric we show a simulation in simple shear at $T = -5^\circ$ C. (a) shows a pole figure from the model at $y = 0.5$. The white dotted line in (a) shows $y = 0$. (b) shows $\rho^*$ at $y = 0$ against strain. Here the white dotted line highlights the strain at which the pole figure is plotted. Also highlighted is the classification of the different fabric types at different strains; from double-maxima to secondary cluster to the steady state single maxima.

strain-rate is kept at unity:

$$\sqrt{\tilde{D}_{ij}\tilde{D}_{ij}} = 1.$$  \hspace{1cm} (11)

With the velocity gradient fully defined, we explore the fabric dynamics produced across $T$-$\mathcal{W}$ space in Fig. 6. For each square we show the slice through the pole figure at $y = 0$ (explained in Fig. 5) up to a finite strain of $\gamma = 2$. The temperature range is from $-30^\circ$ C to $-10^\circ$ C, temperatures typical in ice sheets (Duval et al., 2010). The vorticity number ranges from $\mathcal{W} = 0.1$, very close to pure shear, and $\mathcal{W} = 10$ representing highly vortical flow with curved streamlines. This provides a detailed picture of how the fabric evolves with increasing strain, providing insights into deformations between compression and simple shear as well analysis of fabrics produced by deformations more rotational than simple shear. For low vorticity numbers, a single maximum can be seen at low temperatures which develops into double-maxima as strain increases. As $\mathcal{W}$ increases the clusters are moved by the rotational component of the deformation, resulting in a primary and secondary cluster. The weaker, secondary cluster is gradually consumed by migration recrystallization as strain increases, leading to a single maximum at high strains, for $\mathcal{W} \sim O(1)$. 

Figure 5. To illustrate the fabric we show a simulation in simple shear at $T = -5^\circ$ C. (a) shows a pole figure from the model at $y = 0.5$. The white dotted line in (a) shows $y = 0$. (b) shows $\rho^*$ at $y = 0$ against strain. Here the white dotted line highlights the strain at which the pole figure is plotted. Also highlighted is the classification of the different fabric types at different strains; from double-maxima to secondary cluster to the steady state single maxima.
We present in Fig. 6 analysis of fabrics produced in highly rotational ($\mathcal{W} > 1$) deformations, which as we have shown are prevalent in real-world conditions (figs. 3,4). Figure 6 shows that the fabric is strongest for $\mathcal{W} = 1$, and weakens as vorticity increases past this. For example, for $\mathcal{W} = 10$ there is only a very weak CPO produced. Furthermore at high vorticity numbers oscillation can be seen in the fabric pattern. To further analyse very high vorticity numbers we show the fabric produced as $\mathcal{W} \rightarrow \infty$ in Fig. 7. This fabric is seen for any vorticity number above $\mathcal{W} \approx 50$. The $J$ index of this fabric is 1.12, very close to completely isotropic ($J = 1$). It is unlikely this weak girdle fabric would be distinguishable from an isotropic fabric in a physical sample, where the CPO is determined by sampling a limited number of grain orientations.

4.2 Fabric regime diagrams for cluster angle and fabric type

To distil all the complex information shown in Fig. 6 and make this information more easily accessible, we analyse both the angle of the primary cluster and the regimes of different fabric patterns. The angle between the primary cluster and the compression axis is shown in Fig. 8 at six separate finite strain values, across $\mathcal{W}$-$T$ space. Even at a low finite strain of $\gamma = 0.3$ there is already an established difference in angle across the parameter space (Fig. 8a). Low temperatures and low vorticity numbers have the primary cluster most closely aligned with the compression axis. The angle then increases as both temperature and especially vorticity number increase. As strain increases the variation in angle increases. However, for a finite strain greater than 1 the angle is mostly invariant with strain. Across the strain and temperature range, an angle of around $40^\circ$ implies simple shear ($\mathcal{W} \approx 1$), whereas if the primary cluster and compression axis are coincident, this suggests pure shear at $T \approx -30^\circ$ C.

As a means to visualise the variety of fabrics in terms of both the parameter space and across possible finite strains we show a regime diagram for fabric patterns in Fig. 9. To define whether a fabric is a double-maxima, secondary cluster or single-maxima we take the ratio of the two largest peaks in the fabric. If the 2nd largest peak is less than 10% the strength of the largest peak, it is defined as a single-maxima. If the strength of the 2nd largest peak is between 10% and 90% of the largest peak, it is defined as a secondary cluster. If it is $> 90\%$ it is defined as a double-maxima. Contour lines of primary cluster angle at $20^\circ$ and $50^\circ$ are also shown. This shows the different fabric types (Fig. 1) across the space of temperature, vorticity number and finite strain. The figure is in the same format as 8.

Figure 9a shows the initial fabric after a finite strain of only $\gamma = 0.3$. There are three regimes at this finite strain. For approximately $\mathcal{W} < 1$ a double-maxima is produced. There is a small region, at high vorticity numbers and primarily at low temperatures but extending into high temperatures, at which a single-maxima is produced. Otherwise a secondary cluster is produced, this occurs for relatively high vorticity numbers and is more dominant at higher temperatures, as expected. At higher finite strain the double-maxima pattern becomes less prevalent, only occurring at lower vorticity numbers or not at all. This highlights the transient nature of this pattern. As a reminder, the double-maxima is the 2D equivalent of a cone-shape fabric (Fig. 1). The double-maxima fabric is only present up to a finite strain of about $\gamma = 0.5$. In Fig. 9c, at $\gamma = 1.0$ the parameters space is dominated by single-maxima and secondary cluster patterns. Ice fabrics which develop at higher temperatures are dominated by secondary cluster patterns, with the exception of around $\mathcal{W} \approx 3$, where a single-maxima occurs as the secondary cluster is too weak. At lower temperatures a single-maxima is produced as migration recrystallization is not active enough for multiple clusters to be produced. This balance between a single-maximum fabric and a secondary cluster fabric continues as
the finite strain increases, with a single-maxima also becoming more prevalent at lower vorticity numbers at the highest finite strains (Fig. 9e and f).

To illustrate the difference in pole figure patterns at the same finite strain but different temperatures and deformations we plot pole figures at a finite strain of $\gamma = 2$ (Fig. 10) overlaid onto a regime diagram of fabric patterns. The pole figures are centred at the vorticity number and temperature they are simulated at. Figure 10 highlights fabrics are still variable despite being in the same regime. The fabric at $W = 1, T = -5^\circ C$ is much stronger than the fabric at $W = 10, T = -30^\circ C$ or $W = 0.1, T = -30^\circ C$, however they are all single-maxima. We also note the difference in angle of the primary cluster across the parameter space: approximately $0^\circ$ for $W = 0.1, T = -30^\circ C$ but increasing as $W$ and $T$ increase, as shown in Fig. 8.

4.3 Steady state fabric analysis

A variable that is central to the interpretation of ice core fabrics is the finite strain at which the fabric can be said to have reached its final steady state. Our predictions for the final steady state properties are shown in Fig. 11, across the space of $W$-$T$. Here, we define the steady state strain as being reached once the rolling average of the $J$ index (Bunge, 1982), a measure of fabric concentration, defined as:

$$J = \int_{s^2} \rho^* s^2 \, dn.$$  

over a finite strain window of 0.5 gets within 10% of the steady-state value. An example showing the evolution of the $J$ index and the finite strain at which it reaches steady state is illustrated in Fig. 11c.

Figure 11a shows the finite strain at which steady-state is reached across the $T$-$W$ space. At the highest temperatures and at vorticity numbers $W \approx 0.02$ the highest finite strain is needed to reach a steady-state fabric, of around $\gamma = 14$. This occurs as the very small amount of rotation away from pure shear ($W = 0$) causes a very slow transition from a double-maxima to a single-maxima, causing the $J$ index to increase. For extremely low vorticity numbers ($W \approx 0.01$) this change is so gradual that the fabric is defined as ‘steady’ earlier. Only $W = 0$ has a stable double-maxima. This switch in steady-state strain is not seen at low temperatures as migration recrystallization is not active enough to produce a double-maxima. For all fabrics explored between pure and simple shear ($0 < W < 1$) a large finite strain is required to reach steady state of $\gamma > 1.3$. Fabrics reach steady state at the lowest finite strains at relatively high vorticity numbers of $W \approx 4$. At higher vorticity numbers than this there is some oscillation in the fabric causing the steady-state strain to increase. Figure 11b shows the value of $J$ at the steady state. Fabrics are strongest for $W \approx 0.4$ and at higher temperatures, while for high $W$, $J \approx 1$ i.e. an isotropic fabric, as seen in Fig. 6. This figure highlights the effect even a small amount of rotation (i.e. $W = 0.02$) has on the steady-state fabric, by making the double-maxima pattern seen in pure shear unstable.

5 Discussion

The analysis we have presented here covers the whole range of vorticity numbers and temperatures present in the natural world, a first for fabric modelling. In this paper we have limited the analysis to fabrics produced under constant deformation
and temperature. Although ice in the natural world will undergo changing deformations, our analysis is an important first step to provide insights into fabrics produced for deformations away from pure and simple shear. Furthermore, the fabrics analysed here are highly relevant for ice deformed in the laboratory, which is in most cases deformed at constant temperature and vorticity number.

5.1 Fabrics patterns across deformation and temperature space

Previous work has focused on modelling fabrics produced at fixed deformations (Llorens et al., 2016), or modelling the deformation experienced by ice at a divide (Bargmann et al., 2012). Due to the computational efficiency of our model, we have been able to perform many simulations across the parameter space of temperature and vorticity number to show how fabrics vary.

Our work generally shows a smooth transition between these two deformations, as can be seen in Fig. 6. As shown in Fig. 3 these deformations are important in the real-world and must be taken into account when considering ice fabrics, rather than focusing on the isolated cases of pure and simple shear.

The weak fabric seen for highly rotational flows is novel. Throughout these deformations we have kept the magnitude of \( D \), the strain-rate tensor, constant. Therefore, at high vorticity numbers the weak fabric seen in figs. 6 and 7 is not caused by a lack of deformation. Instead it is due to the rotational component acting to quickly smear any cluster produced by basal-slip deformation or migration recrystallization to orientations where the cluster is consumed by migration recrystallization. The end result as \( W \to \infty \) is a very weak girdle fabric with the girdle aligned to the axis of vorticity.

The regime diagram in 9 shows the fabric patterns produced across the space of vorticity number, temperature and strain. From experimentally deformed ice, the vast majority of fabrics produced are cone-shape fabrics (Fan et al., 2020). However, ice deformed in the laboratory in compression can only reach strains of up to \( \gamma = 0.5 \) and Fig. 9 highlights how double-maxima fabrics are only present up to these strains. Above \( \gamma = 0.5 \), secondary cluster and single-maxima patterns are more prevalent. Importantly, secondary cluster fabrics, which have been to-date only seen in simple shear \( (W = 1) \), can occur at very low vorticity numbers (Fig. 9c,d).

5.2 Finite strains required to reach steady-state fabrics

For the interpretation of ice fabrics it is essential that we know the strain at which fabrics reach steady-state. In this paper we have presented the first complete assessment of fabric timescales to steady state (Fig. 11). In compression, experiments can only reach a maximum strain of \( \gamma \approx 0.5 \). It is often assumed that a strain of around \( \gamma = 0.2 \) represents a steady state in the mechanical properties, and consequently in fabric (Jacka, 2000). However, recent experiments show that the fabric continues to evolve past this (Piazolo et al., 2013; Qi et al., 2017). It is also known that fabrics require higher finite strain to reach steady-state in simple shear (Journaux et al., 2019). Qi et al. (2017) note that fabric data is required at higher strains than has been achieved to date by compression experiments to link to high-strain natural environments. The results in our paper fill this missing gap. Figure 11 showing the steady-state strain and fabric strength, allows us to quantify when fabrics have reached steady state across the parameter space. For low \( W \), in experiments and in Fig. 6, a CPO quickly develops at very low strain \( \gamma \approx 0.2 \), (also seen in Craw et al., 2018). Although the fabric pattern does not change as strain increases, it cannot be said to be
in steady-state because the concentration of orientation at the clusters continues to increase. It should be noted that any change in fabric intensity will directly affect the mechanical properties such as the degree of viscous and seismic anisotropy (Duval et al., 1983; Matsuoka et al., 2003).

Figure 11 shows that between pure and simple shear the strain at which a CPO reaches steady-state, for constant temperature and deformation is very high, always greater than $\gamma = 1.3$. From this we can make three remarks. Firstly, reaching a true steady state is impossible for experiments performed in compression: finite strains greater than 100% ($\gamma = 1$) are required, higher than what is possible. However reaching steady state for simple shear experiments is possible, especially for ice deformed in torsion such as by Journaux et al. (2019) where finite strains of $\gamma > 3$ (which is required to reach steady-state) are possible. Secondly, the steady-state strain is dependent on deformation and temperature, and varies by more than a factor of four across the space. Thirdly, in terms of steady-state properties, exactly pure shear ($\mathcal{W} = 0$) is a fairly special case: only with no rotational component in the fabric is a double-maxima (or cone-angle) fabric pattern stable as $\gamma \to \infty$. Deformations in the natural world will always have some rotational component but the majority of fabrics deformed in the laboratory have been deformed in this special case of $\mathcal{W} = 0$.

5.3 Consequences for ice core interpretation

Analysis and interpretation of ice cores remain key for understanding the processes occurring in the natural world, for both understanding the past climate history as well as understanding ice sheet dynamics (Faria et al., 2014). The regime diagrams we have constructed (figs. 8,9) can be used as a toolkit to interpret ice cores. For example a single maxima fabric with an angle of $20^\circ$ between the compression axis and primary cluster centre implies the core has undergone mostly compression at low temperature. If other constraints are available, the dominant deformation and temperature can be further constrained. As our work here is for constant temperature and vorticity number, any ice core fabric interpretation will inherently assume that an ice core that has been deformed primarily at a dominant temperature and deformation over its recent history. Since temperature varies with depth in an ice sheet (Paterson, 1999), this method is likely to be most reliable for ice cores where the ice is primarily moving horizontally i.e. away from ice divides. We also assume an initial random orientation for the fabric.

Although deformation history in the natural world is likely to be complex, this is a reasonable assumption because ice formed from surface accumulation will initially have a random distribution of orientations (Montagnat et al., 2020).

The fabric pattern is a robust way to interpret ice cores, as it requires no assumptions about the deformation direction. The regime diagram in Fig. 9 which is based on the fabric pattern only is complex but insights can be drawn nonetheless. For example, the presence of double-maxima fabrics (two equal strength clusters) implies that the fabric has undergone a relatively low strain. A secondary cluster fabric implies that the fabric is likely to be at intermediate strains, and at temperatures $T > -20^\circ$ C. A very weak secondary cluster fabric implies a highly rotational deformation $\mathcal{W} > 3$.

If other information about the fabric history is known, figs. 8 and 9 can be used in combination to extend this knowledge. For example, if there are independent constraints on the orientation of the deformation axis, then the angle of the primary cluster can be used to interpret ice cores as well. As can be seen in Fig. 8 the angle of the primary cluster is relatively invariant with
strain. Knowing this angle can therefore give a good estimate of the vorticity number and temperature, for deformations which are primarily 2D.

5.4 Implications for ice flow properties and modelling

Viscous anisotropy of ice is controlled by the fabric and is a key control of the flow field (e.g. Minchew et al., 2018). This anisotropy is dependent on the pattern, direction and strength of the fabric. The current approach common in ice-sheet models is to represent anisotropy with an enhancement factor which scales the viscosity, either globally (Graham et al., 2018) or locally (Placidi et al., 2010). The model SpecCAF used in our paper can be coupled with an anisotropic viscosity formulation to include directional variation in viscosity. This has been done with simplified fabric evolution models which do not include recrystallization and temperature dependence (Martín et al., 2009). The high sensitivity of fabric strength and patterns to temperature shown in our paper and in experimental work (Qi et al., 2019) implies the potential for anisotropy to generate interesting flow features. This can only be captured with a coupled fabric model including a temperature dependent fabric. Temperature can also affect the flow through viscous heating (e.g. Hindmarsh, 2004) and a temperature dependent fabric model coupled to anisotropic viscosity such as Gillet-Chaulet et al. (2005) would allow us to understand what proportion of the effects of temperature are a consequence of viscous heating and what proportion arise through temperature induced changes to the fabric.

The fabrics we have shown here give insight into where anisotropy may be most important in an ice sheet. Areas with strong fabrics will be highly anisotropic, with the viscosity varying in different directions. Anisotropic flow is not well studied but initial simulations with coupled anisotropic flow show it can explain hitherto unexplained observations such as syncline patterns observed under ice divides (Martín et al., 2009). Our analysis of fabrics produced in highly rotational deformations showing an almost isotropic fabric (as seen in figs. 6 and 11b) implies that in the regions of Antarctica where the flow is highly rotational, which as we can see in Fig. 3 does occur, the fabric will evolve towards a state with limited anisotropy (directional variation in viscosity). However areas of approximately simple shear ($\pi = 1$) show the strongest fabrics and hence the strongest effect of anisotropy. As we have shown in fig 4 this kind of deformation is the most common in Antarctica. This means viscous anisotropic affects are widespread, further motivating the need to fully represent them in models. In future work it would also be possible to explore how seismic wave velocities vary with the different fabrics modelled in this paper, again comparing to real world observations.

6 Conclusions

Prediction of fabric evolution is pivotal for the correct interpretation of ice core fabrics and reliably predicting ice losses in a changing climate using ice sheet modelling. Our work extends the ability to predict fabric evolution from the end member deformation regimes of pure and simple shear to general and rotational flow. As such the presented study represents an important step towards understanding fabrics in fully general conditions which is key for understanding viscous anisotropy and therefore large scale ice sheet flow modelling. We have shown that deformations outside of pure and simple shear are important
in natural ice flows such as Antarctica. Furthermore ice flow regimes more rotational than simple shear are not only possible but common in regions such as shear margins and ice streams which are of significant interest (e.g Meyer and Minchew, 2018; Stoll, 2019). There is the potential for future work to extend the modelled fabrics to calculate to seismic anisotropic properties, enabling us to further improve our understanding of ice in natural flows.

The regime diagrams presented are a useful tool to help with the interpretation of ice core data. In combination with other information, such as the plane of deformation or an estimate of the temperature at which a core was deformed at, these regime diagrams can be used to determine the primary deformation and temperature undergone by an ice core.

Highly rotational deformations were investigated for the first time and showed a weak girdle fabric aligned to the axis of vorticity. We have also highlighted how between pure and simple shear true steady states, where both the fabric pattern and fabric intensity are unchanging, are only reached at finite strains of at least $\gamma = 1.3$. This could only be achieved in the laboratory by simple shear experiments, such as by Journaux et al. (2019). These strains cannot be achieved in compression experiments. Furthermore the steady-state properties of pure shear fabrics are different from those with even a very small amount of rotation.

The understanding we provide of ice fabrics under a wider range of deformations, which will be seen in the natural world, provides insights into how and where viscous anisotropy will be important for ice flow dynamics. Intermediate deformations between pure and simple shear produce the strongest CPOs, suggesting anisotropy will be most important in these regions. Similarly, as highly rotational deformations produce a weak fabric, there is likely to be a less dominant affect of anisotropy in such regions. Our understanding of these issues could be further improved by combining our model with an anisotropic viscosity formulation to model the coupled fully anisotropic flow of ice necessary to predict ice flow in a changing climate.
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Figure 6. Slices of the pole figure showing the value of $\rho^*$ at $y = 0$ for an array of temperatures and vorticity numbers. All $y = 0$ plots go to a strain of $\gamma = 2$. The colour limits are the same for all plots.
Figure 7. Pole figure for $W \to \infty$ and $T = -5^\circ$ C at steady-state. A very weak girdle fabric is produced, with the girdle coincident with the axis of vorticity, shown. This CPO has a $J$ index of 1.196, where $J = 1$ is an isotropic fabric.
Figure 8. Diagram showing the angle (in degrees) of the largest cluster from the compression axis. Panels are shown for progressively increasing finite strain values. This angle is fairly invariant with finite strain.
Figure 9. Regime diagram of the different fabric patterns which occur (defined in Fig. 1). The angle of the primary cluster in Fig. 8 at 20° and 50° is also overlaid. As in Fig. 8 diagrams are shown for discrete strain values.
Figure 10. Pole figures overlaid onto the regimes at $\gamma = 2$. The pole figures are centred at the vorticity number and temperature they occur.
Figure 11. This figure shows information about the steady-state fabric. (a) shows the strain at which the fabric, at constant $T$ and $W$, reaches steady-state (defined as a rolling average of the $J$ index over a strain window of 2 gets within 5% of the steady-state value). (b) shows the $J$ index at the steady state. (c) shows the plot of $J$ against strain $\gamma$ at $T = -30^\circ C$, $W = 0.01$, with the calculated steady-state strain.