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Abstract

In this paper, a powerful, easy to use analytic tool for nonlinear problems in general, the Homotopy analysis method for approximating solution of the non-local hyperbolic equation is implemented with approximate conditions. The effectiveness of HAM is verified through illustrative examples.
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1 Introduction

In most differential equations, especially nonlinear problems, it is impossible to obtain an exact solution, so one must resort to various approximation methods of solution. It is well known that perturbation methods are strongly dependent upon small/large physical parameters, and therefore are valid in principle only for weakly nonlinear problems. On the other hand, all traditional non-perturbation methods, such as Adomian decomposition method, can not ensure the convergence of solution series. Therefore, in fact, these methods are valid only for weakly nonlinear problems, too. The Homotopy analysis method, introduced first by Liao [11, 12, 13], is a powerful analytical tool for nonlinear problems. This method, unlike all perturbation and traditional non-perturbation methods, is valid no matter whether a nonlinear problem contains small/large physical parameters or not. HAM has been applied successfully to many nonlinear problems in engineering and science. This method contains an auxiliary parameter \( \alpha \), which provide us, with a simple way, to adjust and control the convergence region of solution series for any values of \( x \) and \( t \). Recently, Abbasbandy, et al. gave the mathematical properties of \( \alpha \)-curves in HAM
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In this paper, we apply HAM to find the approximate analytical solution of the non-local hyperbolic equation. Illustrative examples show that the numerical results can be obtained by using a few iterations.

We consider the hyperbolic equation

\[ \frac{\partial^2 u(x,t)}{\partial t^2} - \frac{\partial^2 u(x,t)}{\partial x^2} = G(x,t), \quad 0 < x < l, \quad 0 < t \leq T, \]  

(1.1)

with initial conditions

\[ u(x,0) = k(x), \quad u_t(x,0) = s(x), \quad 0 \leq x \leq l, \]  

(1.2)

and Dirichlet boundary condition

\[ u(0,t) = p(t), \quad 0 < t \leq T, \]  

(1.3)

also, subject to the non-local condition

\[ \int_{0}^{1} u(x,t)dx = q(t), \quad 0 < t \leq T, \]  

(1.4)

where \( G, k, s, p \) and \( q \) are known functions. Further we assume

\[ k(x) \in C[0,l] \cap C^2[0,l], \quad s(x) \in C[0,l] \cap C^1[0,l], \]  

(1.5)

and \( G \) is sufficiently smooth to produce a smooth classical solution \( u \).

It is worth pointing out that \( r(x) \) and \( s(x) \) satisfy the following compatibility conditions:

\[ k(0) = p(0), \quad \int_{0}^{1} k(x)dx = q(0), \]

\[ s(0) = p'(0), \quad \int_{0}^{1} s(x)dx = q'(0). \]

Non-local boundary value problems have certainly been one of the fastest growing areas in various application fields, because physical phenomena are modelled by those problems. During the last thirty years a large member of research papers devoted entirely or in part to the study of existence and uniqueness, and the numerical techniques for the solution of non-local boundary value problems. Nonlocal boundary value problems can be classified into two types; boundary value problems with nonlocal initial conditions, and boundary value problems with nonlocal boundary conditions \[5, 6\]. In this paper we consider the nonlocal boundary value problems, of the second group, for the system of hyperbolic equations. The need for studying boundary-value problems of parabolic-hyperbolic type was emphasized by Gelfand\[10\] in 1959. Later Zolina \[17\] considered several of these problems and gave some physical interpretations. The author of \[16\] has given irrigation models of wide applications of these problems. Nonlocal boundary-value problems can be solved by implicit or explicit schemes and a brief overview of recent developments can be found \[7\]. The existence and uniqueness of the solution of the problem (1.1)-(1.4) are discussed in \[4\]. Dehghan \[8\] presented several finite difference schemes for the numerical solution of problem (1.1)-(1.4). Also in \[9\] the variational method was applied for solving this problem.
2 The Homotopy Analysis Method (HAM)

For the purposes of illustration of the HAM, first we write problem in standard form. So we transform problem (1.1)-(1.4) to an equivalent problem, where not involved unusual boundary condition (1.4). As done in [9] we introduce a new unknown function

\[ w(x, t) = u(x, t) - h(x, t), \quad 0 < x < l, \quad 0 < t \leq T, \]  

(2.6)

where

\[ h(x, t) = (1 - \frac{2x}{l})p(t) + (\frac{2x}{l^2})q(t). \]  

(2.7)

Then (1.1)-(1.4) are converted to the following problem:

\[ \frac{\partial^2 w(x, t)}{\partial t^2} - \frac{\partial^2 w(x, t)}{\partial x^2} = G(x, t), \quad 0 < x < l, \quad 0 < t \leq T, \]  

(2.8)

with initial conditions

\[ w(x, 0) = E(x), \quad w_t(x, 0) = \sigma(x), \quad 0 \leq x \leq l, \]  

(2.9)

and Dirichlet boundary condition

\[ w(0, t) = 0, \quad 0 < t \leq T, \]  

(2.10)

subject to the non-local condition

\[ \int_0^l w(x, t)dx = 0, \quad 0 < t \leq T, \]  

(2.11)

where

\[ G(x, t) = G(x, t) - (1 - \frac{2x}{l})p''(t) - (\frac{2x}{l^2})q''(t), \]  

\[ E(x, t) = k(x, t) - (1 - \frac{2x}{l})p(0) - (\frac{2x}{l^2})q(0), \]  

and

\[ \sigma(x, t) = s(x, t) - (1 - \frac{2x}{l})p'(0) - (\frac{2x}{l^2})q'(0). \]  

(2.12)

Note that the Dirichlet and integral conditions are now homogeneous. To illustrate the procedure HAM, we consider the following system:

\[ \mathcal{N}[w(x, t)] = 0, \]  

(2.13)

where \( \mathcal{N} \) is a nonlinear operator, \( x \) and \( t \) denote independent variables, \( w(x, t) \) is an unknown function. By means of generalizing the traditional homotopy analysis method constructed Zero-order deformation equation

\[ (1 - q)\mathcal{L}[\phi(x; t; q) - w_0(x, t)] = qh\mathcal{N}[\phi(x; t; q)], \]  

(2.14)

where \( q \in [0, 1] \) is the embedding parameter, \( h \neq 0 \) is an auxiliary parameter, \( \mathcal{L} \) is an auxiliary linear operator, \( w_0(x, t) \) is an initial guess of \( w(x, t) \) and \( \phi(x; t; q) \) is an unknown
function. It is important that one has great freedom to choose auxiliary parameter $h$ and $L$ in homotopy analysis method. Obviously, when $q = 0$ and $q = 1$, both
\begin{equation}
\phi(x, t; 0) = w_0(x, t) \quad \text{and} \quad \phi(x, t; 1) = w(x, t),
\end{equation}
hold. Thus as $q$ increases from 0 to 1, the solution $\phi(x, t; q)$ varies from the initial guess $w_0(x, t)$ to the solution $w(x, t)$. Expanding the function $\phi(x, t; q)$ in a Taylor series with respect to $q$, one has
\begin{equation}
\phi(x, t; q) = w_0(x, t) + \sum_{m=1}^{+\infty} w_m(x, t) q^m,
\end{equation}
where
\begin{equation}
w_m(x, t) = \frac{1}{m!} \frac{\partial^m \phi(x, t; q)}{\partial q^m}
|_{q=0}, \quad m = 0, 1, \ldots
\end{equation}
If the auxiliary linear operator, initial guess and the auxiliary parameter $h$ are so properly chosen, then the series equation (2.16) converges at $q = 1$, one has
\begin{equation}
\phi(x, t; 1) = w_0(x, t) + \sum_{m=1}^{+\infty} w_m(x, t).
\end{equation}
According to (2.17), the governing equation can be deduced from the Zero-order deformation equations (2.14). Define the vector
\begin{equation}
\vec{w}_m(x, t) = \{w_0(x, t), w_1(x, t), \ldots, w_m(x, t)\}.
\end{equation}
Differentiating (2.14) $m$ times with respect to the embedding parameter $q$, and then setting $q = 0$ and finally dividing them by $m!$, we have the so-called $m^{th}$ order deformation equation
\begin{equation}
\mathcal{L}[w_m(x, t) - \chi_m w_{m-1}(x, t)] = h \mathcal{R}_m(\vec{w}_{m-1}),
\end{equation}
where
\begin{equation}
\mathcal{R}_m(\vec{w}_{m-1}) = \frac{1}{(m-1)!} \frac{\partial^{m-1} N[\phi(x, t; q)]}{\partial q^{m-1}} |_{q=0},
\end{equation}
and
\begin{equation}
\chi_m = \begin{cases}
0, & m \leq 1, \\
1, & m > 1.
\end{cases}
\end{equation}

3 Illustrative examples

Example 3.1. Consider (1.1)-(1.4) with $l = 1$, $T = 0.5$ and [8, 15]
\begin{align*}
G(x, t) &= 0, \quad 0 < x < 1, \quad 0 < t < 0.5, \\
k(x, t) &= 0, \quad s(x) = \pi \cos(\pi x), \quad 0 < x < 1, \\
p(t) &= \sin(\pi t), \quad q(t) = 0, \quad 0 < t < 0.5.
\end{align*}
The exact solution is $u(x, t) = \cos(\pi x) \sin(\pi t)$. For this problem we obtain:
\begin{align*}
\overline{G}(x, t) &= \pi^2(1 - 2x) \sin(\pi t),
\end{align*}
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\[ k(x, t) = 0, \]
\[ s(x, t) = \pi \cos(\pi x) - (1 - 2x)\pi. \]

We select the following initial guess
\[ w_0(x, t) = t\pi \cos(\pi x) - t(1 - 2x)\pi, \]
and the auxiliary linear operator is
\[ L[\phi(x, t; q)] = \frac{\partial^2 \phi(x, t; q)}{\partial t^2}, \tag{3.23} \]
with the property
\[ L[c_1 + tc_2] = 0, \tag{3.24} \]
where \( c_1 \) and \( c_2 \) are integral constants. Also the nonlinear operator is
\[ N[\phi(x, t; q)] = \frac{\partial^2 \phi(x, t; q)}{\partial t^2} - \frac{\partial^2 \phi(x, t; q)}{\partial x^2} - \pi^2(1 - 2x) \sin(\pi t). \tag{3.25} \]

Then \( m \)th order deformation equation is
\[ L[w_m(x, t) - \chi_m w_{m-1}(x, t)] = hR_m(\vec{w}_{m-1}), \tag{3.26} \]
with the initial condition
\[ w_m(x, 0) = 0, \tag{3.27} \]
and
\[ R_m(\vec{w}_{m-1}) = \frac{\partial^2 w_{m-1}(x, t; q)}{\partial t^2} - \frac{\partial^2 w_{m-1}(x, t; q)}{\partial x^2} \tag{3.28} \]
\[ -(1 - \chi_m)(\pi^2(1 - 2x) \sin(\pi t)). \tag{3.29} \]

Using symbolic computation systems such as Maple or Mathematica, we recursively obtain
\[ w_1(x, t) = -h\pi t + 2h\pi tx + \frac{1}{6}h\pi^3 t^3 \cos(\pi x) + h\sin(\pi t) - 2hx \sin(\pi t), \]
\[ w_2(x, t) = -h\pi t - h^2\pi t + 2h\pi t x + 2h^2\pi t^2 x + \frac{1}{6}h\pi^3 t^3 \cos(\pi x) + \frac{1}{6}h^2\pi^3 t^3 \cos(\pi x) \]
\[ + \frac{1}{120}h^2 \pi^5 t^5 \cos(\pi x) + h\sin(\pi t) + h^2 \sin(\pi t) - 2hx \sin(\pi t) - 2h^2 x \sin(\pi t), \]

Then the solution obtained by HAM is as follows
\[ w(x, t) = \sum_{m=0}^{\infty} w_m(x, t). \tag{3.30} \]

It is easily seen that the \( m \)th order HAM approximation when \( h = -1 \) reads
\[ w(x, t) \approx \cos(\pi x) \sum_{k=0}^{m} (-1)^k (\pi t)^{2k+1} (2k + 1)! - (1 - 2x) \sin(\pi t), \tag{3.31} \]
which obviously converges to the exact solution \( \cos(\pi x) \sin(\pi t) - (1 - 2x) \sin(\pi t) \) as \( m \to \infty \).

Fig. 1, shows the \( h \)-curve of HAM series solution \( \frac{\partial}{\partial t} w_{15}(0, 0) \) and \( \frac{\partial^9}{\partial t^9} w_{15}(0, 0) \) to get a proper interval for convergence-controller parameter. The valid region of convergence-controller parameter is \(-1.12 < h < -0.84\). Also the error of norm 2 with HAM by 15\(^{th}\)-order and 10\(^{th}\)-order approximation, i.e.,

\[
\text{Residual Error} = \left[ \int_0^1 \int_0^1 (w_n(x, t) - w(x, t))^2 \, dt \, dx \right]^{\frac{1}{2}},
\]

(3.32)

With respect to \( h \) is plotted in Fig. 2. Absolute error for the 15\(^{th}\) order approximation by HAM for \( w(x, t) \) is plotted in Fig. 3 for \( h = -0.85 \).

![Figure 1: The \( h \)-curve of \( w_1^{(7)} \) and \( w_1^{(9)} \) for the 15\(^{th}\)-order approximation. Solid line: \( w_{15}^{(7)}(0, 0, h) \); Dashed line: \( w_{15}^{(9)}(0, 0, h) \).](image1)

![Figure 2: Error of norm 2 for the 15\(^{th}\)-order and 10\(^{th}\)-order approximation by HAM for per \( w(x, t) \) per \( h \). Solid line: \( w_{15} \); Dashed line: \( w_{10} \).](image2)
Example 3.2. Consider (1.1)-(1.4) with \( l = 1, T = 0.5 \) where [14]
\[
G(x, t) = x^2 e^t - 2e^t, \quad 0 < x < 1, \quad 0 < t < 0.5,
\]
\[
k(x, t) = x^2, \quad s(x) = x^2, \quad 0 < x < 1,
\]
\[
p(t) = 0, \quad q(t) = \frac{1}{3}e^t, \quad 0 < t < 0.5.
\]
The exact solution is \( u(x, t) = x^2 e^t \). For this problem we obtain:
\[
\overline{G}(x, t) = x^2 e^t - \frac{2}{3}xe^t - 2e^t,
\]
\[
\overline{k}(x, t) = x^2 - \frac{2}{3}x,
\]
\[
\overline{s}(x, t) = x^2 - \frac{2}{3}x.
\]
We choose the initial guess
\[
w_0(x, t) = x^2 - \frac{2}{3}x + t(x^2 - \frac{2}{3}x),
\]
and the auxiliary linear operator
\[
L[\phi(x,t;q)] = \frac{\partial^2 \phi(x,t;q)}{\partial t^2},
\]
with the property
\[
L[c_1 + tc_2] = 0,
\]
where \( c_1, c_2 \) are integral constants, and the nonlinear operator,
\[
N[\phi(x,t;q)] = \frac{\partial^2 \phi(x,t;q)}{\partial t^2} - \frac{\partial^2 \phi(x,t;q)}{\partial x^2} - (x^2 e^t - \frac{2}{3}xe^t - 2e^t).
The $m$th order deformation equation is

$$L[w_m(x, t) - \chi_m w_{m-1}(x, t)] = hR_m(\vec{w}_{m-1}), \quad (3.33)$$

with the initial condition

$$w_m(x, 0) = 0,$$

where

$$R_m(\vec{w}_{m-1}) = \frac{\partial^2 w_{m-1}(x, t; q)}{\partial t^2} - \frac{\partial^2 w_{m-1}(x, t; q)}{\partial x^2}$$

$$- (1 - \chi_m)(x^2e^t - \frac{2}{3}xe^t - 2e^t). \quad (3.34)$$

Therefore, we recursively obtain

$$w_1(x, t) = -2h + 2e^t h - 2ht - h^2 - \frac{h^3}{3} - \frac{2hx}{3} + \frac{2e^t hx}{3} - \frac{2thx}{3} + hx^2 - e^t hx^2 + htx^2,$$

$$w_2(x, t) = -2h + 2e^t h - 4h^2 + 4e^t h^2 - 2ht - 4h^2 t - h^2 t^2$$

$$- \frac{ht^3}{3} - \frac{2ht^3}{3} - \frac{2hx}{3} + \frac{2e^t hx}{3} - \frac{2thx}{3} + \frac{2e^t hx}{3} - \frac{2thx}{3} + \frac{2h^2 tx}{3}$$

$$- \frac{2h^2 tx}{3} + hx^2 - e^t hx^2 + h^2 x^2 - e^t h^2 x^2 + htx^2 + h^2 tx^2,$$

$$\vdots$$

Accordingly, the $m$th order approximation solution of the HAM, $W_m(x, t)$, is in the form

$$w(x, t) \approx W_m(x, t) = \sum_{i=0}^{m} w_i(x, t) \quad (3.36)$$

Fig. 4, shows the $h$-curve of HAM series solution $\frac{\partial^4}{\partial t^4}w_{30}(0, 0)$ and $\frac{\partial^5}{\partial t^5}w_{30}(0, 0)$ to get a proper interval for convergence-controller parameter. The valid region of convergence-controller parameter is $-1.5 < h < -0.2$. Also the error of norm 2 with HAM by 25th-order and 30th-order approximation, i.e.,

$$\text{Residual Error} = \left[ \int_0^1 \int_0^1 (w_n(x, t) - w(x, t))^2 dt dx \right]^{\frac{1}{2}}, \quad (3.37)$$

with respect to $h$ is plotted in Fig. 5. Absolute error for the 30th-order approximation by HAM for $w(x, t)$ is plotted in Fig. 6 for $h = -0.68$. 
Example 3.3. Consider (1.1)-(1.4) with $l = 1, T = 0.5$:

$$G(x, t) = -(\pi^2 x^2 - 2) \cos(\pi t), \quad 0 < x < 1, \quad 0 < t < 0.5,$$
\[ k(x,t) = x^2, \quad s(x) = 0, \quad 0 < x < 1, \]
\[ p(t) = 0, \quad q(t) = \frac{1}{3} \cos(\pi t), \quad 0 < t < 0.5. \]

The exact solution for this problem is \( u(x,t) = x^2 \cos(\pi t) \). For this problem, we obtain:

\[ \mathcal{G}(x,t) = -\cos(\pi t)(\pi^2 x^2 - \frac{2}{3} x) + 2), \]
\[ \mathcal{G}(x,t) = x^2 - \frac{2}{3} x, \]
\[ s(x,t) = 0. \]

We choose the initial guess

\[ w_0(x,t) = x^2 - \frac{2}{3} x, \]

and the auxiliary linear operator

\[ \mathcal{L}[\phi(x,t;q)] = \frac{\partial^2 \phi(x,t;q)}{\partial t^2}, \tag{3.38} \]

with the property

\[ \mathcal{L}[c_1 + tc_2] = 0, \tag{3.39} \]

where \( c_1, c_2 \) are integral constants, and the nonlinear operator,

\[ \mathcal{N}[\phi(x,t;q)] = \frac{\partial^2 \phi(x,t;q)}{\partial t^2} - \frac{\partial^2 \phi(x,t;q)}{\partial x^2} + \cos(\pi t)(\pi^2 x^2 - \frac{2}{3} x) + 2). \tag{3.40} \]

The \( m \)th order deformation equation, for \( m \geq 1 \) becomes

\[ \mathcal{L}[w_m(x,t) - \chi_m w_{m-1}(x,t)] = h\mathcal{R}_m(\vec{w}_{m-1}), \tag{3.41} \]

with the initial condition

\[ w_m(x,0) = 0, \tag{3.42} \]

where

\[ \mathcal{R}_m(\vec{w}_{m-1}) = \frac{\partial^2 w_{m-1}(x,t;q)}{\partial t^2} - \frac{\partial^2 w_{m-1}(x,t;q)}{\partial x^2} \]
\[ -(1 - \chi_m)(- \cos(\pi t)(\pi^2 x^2 - \frac{2}{3} x) + 2)). \tag{3.43} \]

Therefore, we recursively obtain

\[ w_1(x,t) = \frac{2h}{\pi^2} - \frac{\pi^2}{\pi^2} + \frac{2h \cos(\pi t)}{\pi^2} + \frac{2}{3}h \pi \cos(\pi t) - \frac{\pi^2}{\pi^2} \cos(\pi t), \]
\[ w_2(x,t) = \frac{2h}{\pi^2} + \frac{4h^2}{\pi^2} - \frac{\pi^2}{\pi^2} - \frac{2h^2 x^2}{\pi^2} + \frac{2h x^2}{\pi^2} + \frac{2h^2 x^2}{\pi^2} - \frac{2h \cos(\pi t)}{\pi^2} \]
\[ - \frac{4h^2 \cos(\pi t)}{\pi^2} + \frac{2}{3}h \pi \cos(\pi t) + \frac{2}{3}h^2 x^2 \cos(\pi t) - \frac{\pi^2}{\pi^2} x^2 \cos(\pi t) - \frac{2h^2 \cos(\pi t)}{\pi^2}, \]
\[ \vdots \]
Then the solution obtained by HAM is as follows

\[ w(x, t) = w_0(x, t) + w_1(x, t) + w_2(x, t) + \ldots. \]  \hspace{1cm} (3.45)

Fig. 7, shows the h-curve of HAM series solution \( \frac{\partial^4}{\partial t^4}w_{25}(0, 0) \) and \( \frac{\partial^6}{\partial t^6}w_{25}(0, 0) \) to get a proper interval for convergence-controller parameter. The valid region of convergence-controller parameter is \(-1.6 < h < -0.4\). Also the errors of norm 2 with HAM by 25th order and 20th order approximation, i.e.,

\[
\text{Residual Error} = \left[ \int_0^1 \int_0^1 (w_n(x, t) - w(x, t))^2 \, dt \, dx \right]^{\frac{1}{2}}, \quad (3.46)
\]

with respect to \( h \) are plotted in Fig. 8. Finally, absolute error for the 25th order approximation by HAM for \( w(x, t) \) is plotted in Fig. 9 for \( h = -0.55 \).

![Figure 7: The h-curve of \( w_4^{(4)} \) and \( w_6^{(6)} \) for the 30th-order approximation. Solid line: \( w_6^{(6)}(0, 0, h) \); Dashed line: \( w_4^{(4)}(0, 0, h) \).](image1)

![Figure 8: Error of norm 2 for the 25th-order and 20th-order approximation by HAM for \( w(x, t) \) for per \( h \). Solid line: \( w_{25} \); Dashed line: \( w_{20} \).](image2)
4 Conclusions

The goal of this work has been to derive an approximation for solution of hyperbolic equation. We have achieved this goal by applying the Homotopy analysis method. The HAM contains the auxiliary parameter $h \neq 0$, which provides us with a simple way to adjust and control the convergence region of solution. So the HAM overcomes the difficulties arises in the perturbation and Adomian decomposition method and traditional non-perturbation methods.
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