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\textbf{Abstract}—Automotive radar sensors output a lot of unwanted clutter or ghost detections, whose position and velocity do not correspond to any real object in the sensor's field of view. This poses a substantial challenge for environment perception methods like object detection or tracking. Especially problematic are clutter detections that occur in groups or at similar locations in multiple consecutive measurements. In this paper, a new algorithm for identifying such erroneous detections is presented. It is mainly based on the modeling of specific commonly occurring wave propagation paths that lead to clutter. In particular, the three effects explicitly covered are reflections at the underbody of a car or truck, signals traveling back and forth between the vehicle on which the sensor is mounted and another object, and multipath propagation via specular reflection. The latter often occurs near guardrails, concrete walls or similar reflective surfaces. Each of these effects is described both theoretically and regarding a method for identifying the corresponding clutter detections. Identification is done by analyzing detections generated from a single sensor measurement only. The final algorithm is evaluated on recordings of real extra-urban traffic. For labeling, a semi-automatic process is employed. The results are promising, both in terms of performance and regarding the very low execution time. Typically, a large part of clutter is found, while only a small ratio of detections corresponding to real objects are falsely classified by the algorithm.

\section{I. INTRODUCTION}

Advanced driver assistance systems and autonomous driving are areas of high importance and continuous development in the automotive industry. In both of them, reliable perception of the vehicle's surroundings is the basis for all high-level processing steps. This includes the detection of road users like vehicles or pedestrians, tracking their movement over time and making decisions like planning the own behavior and trajectory. The sensors typically used for this task are camera, lidar and radar. A major advantage of radar sensors is their robustness to adverse weather conditions, such as rain, fog and snow. Furthermore, they allow for a direct measurement of an object's radial velocity component and have relatively low production cost.

Radar sensors work by emitting electromagnetic waves which get reflected at obstacles in their path and receiving the resulting echoes. From these, individual points of reflection are determined, in the following called detections. For each detection, the distance, angle of arrival and relative velocity in radial direction are estimated. However, many of the detections output at the end of a measurement cycle are ghost targets or clutter, i.e. they don't correspond to any real object within the sensor's field of view (FoV), see e.g. Fig. 1. Section III describes common causes for this phenomenon.

The high portion of clutter poses a substantial challenge for environment perception methods (exclusively) relying on radar data. Especially problematic are groups of clutter detections occurring consistently over consecutive measurements. For example, a neural network that processes radar detections to detect road users (see e.g. \cite{1}) could falsely recognize such clusters as objects. This in turn might influence driving behavior of an autonomous vehicle utilizing its outputs. Besides trying to further increase the network's robustness to clutter, the described problem can be tackled by employing a dedicated preprocessing step. Its task is to identify and filter as much clutter as possible while ideally preserving all other detections and introducing only minimal time delay. In this work, a rule-based algorithm that realizes this functionality is presented.
II. RELATED WORK

Only few publications explicitly deal with the task of detecting clutter among radar detections. What is more, some of them simplify the problem by considering only a subset of possible clutter, e.g. that resulting from certain effects, or by imposing restrictions during data acquisition and evaluation.

Model- and rule-based approaches are mostly neglected in literature. To the best of the authors’ knowledge, the only suitable work in the field of automotive applications is [2]. There, detections are segmented into clusters which are presumed to represent vehicles. The motion state of each vehicle is then estimated from the included detections and compared to the orientation of a fitted 2D box. A mismatch between the two indicates a cluster of clutter detections. However, the method requires two radar sensors with overlapping FoV that both measure multiple detections per object. Furthermore, only clutter caused by certain types of specular reflection can be detected this way.

On the side of machine learning, multiple relevant publications exist. In [3], several hand-crafted features are calculated for each moving detection and appended to the values measured by the sensor. The result is then fed to a classifier which tries to differentiate between nonclutter and two types of clutter detections. While multiple models are tested, the best performance is achieved using a random forest [4]. The same authors explore a different approach in [5]. Here, a convolutional neural network is employed. Its inputs are a 2D map of all moving detections in a measurement and an occupancy grid map generated from detections accumulated over time. The resulting heat map is utilized to identify clutter. However, only the output for detections very close to the sensor is actually evaluated. In [6], the modified version of PointNet++ that was introduced in [7] is used to distinguish between detections stemming from road users, clutter resulting from a particular type of specular reflection and other detections (among other class configurations). Detections of two experimental radar sensors accumulated over 200 ms serve as input to the network. The used data set, while having considerable size, consists only of very specific scenarios recorded not in real traffic but in a controlled environment and with stationary sensors. In [8], it is attempted to find clutter within the detections of a high-resolution 3D radar sensor. To this end, PointNet [9] is adapted to better support the specific input features provided for each detection. Furthermore, a method for automatic labeling based on comparing spatial positions of radar and lidar points in image space is presented.

III. CLUTTER EFFECTS

In this work, clutter is defined as those moving detections in the output of a radar sensor whose position does not match the position of any real moving object (e.g. a car or pedestrian). A detection is said to be moving if the absolute value of its velocity after ego motion compensation $|v_{abs}|$ is above a certain threshold. The exclusion of stationary (i.e. nonmoving) detections is necessary since even if there isn’t any object at their position, it is impossible to decide whether they result from one of the effects described in the following or stem from reflections at the ground. Micro-Doppler effects (see e.g. [10]) and ordinary measurement errors within the sensor’s specification are tolerated, meaning that it’s sufficient for detections to lie inside the respective margin around an object.
Many different effects can cause the occurrence of clutter. Examples include environmental noise, interference between multiple sensors, erroneous ambiguity resolution by the sensor’s signal processing and multipath propagation. The latter can lead to a wide range of observations at the sensor due to arbitrary interference, waves traveling unexpected paths etc. Of these, three specific, well-defined effects commonly occurring in real traffic data shall be the focus in the following. The clutter resulting from them is especially hard to detect since it is often consistent over time and occurs in groups of multiple detections lying close to each other.

A. Reflection at the Ego Vehicle

The first effect of special interest is reflection at the ego vehicle. More specifically, a common occurrence for radar sensors mounted on a car is that the transmitted signal bounces multiple times between an object and the ego vehicle itself, before being received again. Every reflection at the ego vehicle means that the distance towards the object must be covered another time and any frequency shift introduced by the Doppler effect arises again. For the corresponding detection, the measured distance \( d_{\text{rel}} \) and relative velocity \( v_{\text{rel,dir}} \) (derived from the frequency shift) are thus integer multiples of the respective values measured for the direct path between sensor and object, i.e.

\[
\begin{align*}
  d_{\text{rel}} &\approx (n + 1) \cdot d_{\text{dir}} \\
  v_{\text{rel,dir}} &\approx (n + 1) \cdot v_{\text{rel,dir}},
\end{align*}
\]

where \( n \in \mathbb{N} \) is the number of times the signal was reflected at the ego vehicle. Fig. 2 shows an example of the described effect.

B. Underbody Reflections

Another frequent observation are reflections between different parts of the underbody of a vehicle and/or the ground. This happens especially often at trucks. While these reflections have negligible influence on the measured velocity, the distance of travel can be significantly increased. Thus, detections lying behind the reflecting vehicle can occur. An example of this is shown in Fig. 3.

C. Multipath Propagation via Specular Reflection

The last effect to be presented in detail is multipath propagation via specular reflection, often simply called multipath propagation. The term is used to describe an indirect propagation path between sensor and object via a reflecting surface. For example, the transmitted signal could first travel towards a guardrail positioned parallel to the road, be (partially) reflected and continue its way onto a vehicle, where it is reflected again and takes the same way back. The resulting detection would then lie in direction of the reflection point on the guardrail and have a distance greater than the vehicle’s distance from the sensor. A real sensor measurement where the effect can be observed is depicted in Fig. 1. There, the guardrails between lanes reflect the preceding vehicle, causing clutter on the opposite lane.

All surfaces that are smooth relative to the signal’s wavelength cause specular reflections. The ratio of reflected energy depends on the surface’s material. In automotive scenarios, multipath clutter typically occurs near concrete walls, guardrails, noise cancellation walls and similar objects. Clutter resulting from specular reflection is categorized as in [6]. Accordingly, a detection is said to be of type-1 or type-2 depending on whether the last reflection before the signal was received occurred at the target object or another surface. It is further denoted as \( n \)-bounce, where \( n \) is the total number of times the signal was reflected. Thus, the example given above describes a type-2 3-bounce reflection.

If the position and velocity of all involved objects are known, the respective values theoretically measured for a clutter detection caused by specular reflection can be calculated. Using the variables introduced in Fig. 4, the desired direct path (i.e. type-1 1-bounce) detection corresponding to the target object has distance, azimuth angle, relative radial velocity and ego motion compensated absolute radial velocity

\[
\begin{align*}
  d_{11} &= ||\mathbf{o}||_2 = o \\
  \alpha_{11} &= \alpha_o \\
  v_{\text{rel,11}} &= v_o \cdot \cos(\gamma_o - \alpha_o) - v_s \cdot \cos(\gamma_s - \alpha_o) \\
  v_{\text{abs,11}} &= v_o \cdot \cos(\gamma_o - \alpha_o)
\end{align*}
\]

where \( x = ||\mathbf{x}||_2 \) is the length of a vector \( \mathbf{x} \). In contrast, a
type-2 3-bounce reflection leads to a detection with

\[
d_{23} = r + \|a - r\|_2
\]

\[
\alpha_{23} = \alpha_r
\]

\[
v_{\text{rel},23} = v_o \cdot \cos(\gamma_0 - \angle_{a-r}) - v_s \cdot \cos(\gamma_s - \alpha_r)
\]

\[
v_{\text{abs},23} = v_o \cdot \cos(\gamma_0 - \angle_{a-r})
\]

where \(\angle_{a-r} = \pi + \alpha_r - 2\phi = 2\omega - \alpha_r\). The reason that these values are measured is that the transmitted signal has to travel more distance and arrives at the receiver coming from the reflection surface. Note that the relative velocity must be calculated regarding the components of \(v_s\) and \(v_o\) that point in the direction of propagation. For type-1 and -2 2-bounce reflections, the measured values accordingly are

\[
d_{12} = d_{22} = \frac{1}{2} (a + r + \|a - r\|_2)
\]

\[
\alpha_{12} = \alpha_o
\]

\[
\alpha_{22} = \alpha_r
\]

\[
v_{\text{rel},12} = v_{\text{rel},22} = \frac{1}{2} v_{\text{rel},11} + \frac{1}{2} v_{\text{rel},23}.
\]

Here, the ego motion component in (14) cannot be successfully eliminated during compensation, since only the azimuth angle that was actually measured is known to the respective module. The determined absolute radial velocities are therefore

\[
v_{\text{abs},12} = v_{\text{abs},12} + v_s \cdot \cos(\gamma_s - \alpha_o)
\]

\[
= \frac{1}{2} v_o \left( \cos(\gamma_0 - \alpha_o) + \cos(\gamma_0 - \angle_{a-r}) \right)
\]

\[
+ \frac{1}{2} v_s \left( \cos(\gamma_s - \alpha_o) - \cos(\gamma_s - \alpha_r) \right)
\]

\[
v_{\text{abs},22} = v_{\text{abs},22} + v_s \cdot \cos(\gamma_s - \alpha_r)
\]

\[
= \frac{1}{2} v_o \left( \cos(\gamma_0 - \alpha_o) + \cos(\gamma_0 - \angle_{a-r}) \right)
\]

\[
+ \frac{1}{2} v_s \left( \cos(\gamma_s - \alpha_r) - \cos(\gamma_s - \alpha_o) \right).
\]

The described relations for measured distances and azimuth angles are experimentally validated in [11]. It is also shown that these three kinds of clutter can occur in any combination in practice. The formulas hold for all constellations (e.g. reflection surface on the left of the sensor) and can easily be extended to include moving reflection points \(R\). Four- and higher-bounce clutter isn’t discussed since it cannot be observed in the data recorded for this paper.

IV. ALGORITHM FOR IDENTIFYING CLUTTER DETECTIONS

The developed algorithm is mainly based on the description of propagation paths that lead to clutter in the previous section. It determines for each moving detection in a sensor measurement whether or not it is clutter. A naive filtering based on the values of each individual detection and a search for similar other detections in the current and previous measurements serve as a way to detect easy-to-find, unsystematic clutter. Three checks specifically tailored towards the described clutter effects follow. Each is aimed at identifying detections resulting from one of them by analyzing whether the respective corresponding propagation path is likely to have occurred. If a check classifies a detection as clutter, all subsequent checks for this detection are skipped. Hence, the checks are ordered by their computational cost and likelihood of succeeding. An overview of the algorithm is given in Fig. 5.

The main input to the algorithm are the detections generated from a single sensor measurement. Each detection is a tuple of the measured values for distance \(d\), azimuth angle \(\alpha\), relative radial velocity \(v_{\text{rel}}\), ego-motion-compensated absolute radial velocity \(v_{\text{abs}}\) and radar cross-section \(r_{cs}\) of the reflecting object. In addition to that, information about the ego vehicle’s movement and a list of positions of potentially reflecting surfaces like guardrails or concrete walls are required. The latter can be generated in a preceding processing step either purely from radar data or e.g. using lidar as in [12]. In this work, a method based on clustering stationary radar detections and searching for line segments inside clusters is utilized. Clustering uses the algorithm presented in [13], line segments are found with an adapted RANSAC method.

A. Filtering and Search for Similar Detections

The first step in the algorithm is a naive filtering performed individually for each detection. Depending on the measured distance \(d\), a threshold for the value of \(r_{cs}\) is set, below which the respective detection is excluded from all further processing. Affected moving detections are additionally classified as clutter.

Next, for every moving detection, the current and a small number of buffered previous measurements are searched for detections with similar position and velocity. The detection under test (DUT) is assumed to be clutter unless a certain number of such detections is found. Since road users can move between measurements, directly comparing the DUT to older detections is inaccurate. Instead, the position which the reflection point that corresponds to the DUT theoretically had at the moment the earlier measurement was taken is used for comparison. It is calculated from the DUT’s absolute radial velocity, the available ego motion data and the time elapsed. The area around this position, in which other detections must lie, is dynamically adjusted in size according to the examined situation. In particular, the time
elapsed between the compared measurements and an estimate of the reflection point’s maximum tangential movement are taken into account.

B. Identification of Clutter Caused by Reflection at the Ego Vehicle

To identify clutter resulting from reflection at the ego vehicle, the DUT is compared to other moving detections in the same measurement. Should one with similar azimuth \( \alpha_{\text{dir}} \approx \alpha_{\text{dut}} \) for which the equations (1) and (2) hold exist, the DUT is classified as clutter. Even though reflections between stationary objects and the ego vehicle can also lead to clutter, only moving detections are considered. The aim of this restriction is to prevent false positives when a stationary object or vegetation is located in the middle between sensor and opposite lane. To reduce the amount of errors even further, \( n \) is limited to an expected maximum number of reflections. A relaxation is applied in case both \( v_{\text{vel,dut}} \approx 0 \) and \( v_{\text{vel,dir}} \approx 0 \). Then, only the conditions for azimuth and distance have to be met, reducing the influence of measurement errors when the ego vehicle and another road user move at roughly the same speed.

C. Identification of Clutter Caused by Underbody Reflections

Next, it is tested whether the DUT is likely to be clutter resulting from reflections at the underbody of a vehicle. Since no clearly defined relations between detections could be formulated here, a heuristic method is employed. To this end, detections with similar azimuth and velocity as the DUT are identified. If the number of matching detections that lie slightly closer to the sensor is above a certain threshold and the number of matches with slightly higher distance below another one, the DUT is classified as clutter. This criterion is motivated by the observation that clutter caused by underbody reflections is typically located behind multiple nonclutter detections that correspond to the reflecting vehicle.

D. Identification of Clutter Caused by Specular Reflection

The method for detecting clutter that results from multi-path propagation via specular reflection is executed last. It is based on the assumption that, should the DUT be such clutter, it is possible to find a point \( O \) on an object and a point \( R \) on a reflective surface for which the relations described in Section III-C hold. Thus, a search for these points is conducted. For lack of more accurate information about the location of objects, the only points that come into consideration for \( O \) are the positions of detections in the current measurement. If fitting points \( O \) and \( R \) are found, the respective propagation path is considered to be sufficiently likely and the DUT is classified as clutter.

Candidates for the two points are determined as follows. When testing whether the DUT is clutter stemming from a type-1 reflection, candidate \( O' \) must be a detection lying between sensor \( S \) and DUT, i.e. \( \alpha_{\text{o'}} \approx \alpha_{\text{dut}}, d_{\text{o'}} < d_{\text{dut}} \). After choosing \( O' \), fitting candidates \( R' \) are found by searching for points on the known surfaces for which the angle of incidence is equal to the angle of reflection. This corresponds to solving

\[
\phi_1 = \frac{\pi}{2} + \alpha_{\text{r'}} - \omega' = \frac{\pi}{2} - \angle_{\alpha' - \text{r'}} + \omega' = \phi_2 ,
\]

where \( \omega' \) is the currently examined surface’s orientation. When searching for type-2 clutter, \( R' \) must be the intersection of the vector pointing from \( S \) to DUT and one of the surfaces. \( O' \) can then be any detection for which the left- and right-hand side of (17) are approximately equal. In both cases stationary detections are included when looking for \( O' \). This is because objects moving tangentially to the sensor’s line of sight appear stationary if observed via the direct propagation path but moving if seen via specular reflection. Moreover, 2-bounce reflections of stationary objects can seem to be in motion due to the erroneous ego motion compensation in (15) and (16).

Once candidates \( O' \) and \( R' \) have been chosen, the distance that would be measured for a clutter detection resulting from this propagation path is calculated via (7) or (11), depending on the investigated case. The determined value must be close to \( d_{\text{dut}} \). Since the movement direction \( \gamma_{\text{o'}} \) of the object presumably represented by \( O' \) isn’t known, checking the velocity requires more steps. Especially in extra-urban traffic it is justified to assume a maximum possible difference in direction of movement \( d_{\text{max}} \in [0, \pi] \) between the ego vehicle and other road users. This limits \( \gamma_{\text{o'}} \) to values in the set

\[
\Gamma_1 = [-\psi_s - \delta_{\text{max}}, -\psi_s + \delta_{\text{max}}] \\
\cup [\pi - \psi_s - \delta_{\text{max}}, \pi - \psi_s + \delta_{\text{max}}] ,
\]

where \( \psi_s \) is the radar sensor’s yaw relative to the ego vehicle. To restrict \( \gamma_{\text{o'}} \) further, a maximum realistic velocity \( v_{\text{max}} \) of objects is assumed. Applying \( v_{\text{r'}} \leq v_{\text{max}} \) to (6) leads to

\[
\Gamma_2 = \left[ \alpha_{\text{o'}} - \arccos \left( \frac{|v_{\text{abs,o'}}|}{v_{\text{max}}} \right) + \pi \cdot u(-v_{\text{abs,o'}}), \right. \\
\left. \alpha_{\text{o'}} + \arccos \left( \frac{|v_{\text{abs,o'}}|}{v_{\text{max}}} \right) + \pi \cdot u(-v_{\text{abs,o'}}) \right],
\]

where \( u(.) \) is the unit step function. The case \( |v_{\text{abs,o'}}| > v_{\text{max}} \) is handled by setting \( \Gamma_2 = \{ \alpha_{\text{o'}} + \pi \cdot u(-v_{\text{abs,o'}}) \} \). Stationary detections, i.e. ones with very low \( |v_{\text{abs,o'}}| \), must be handled separately to cover both tangential movement and objects actually standing still. By combining (6) and (10),

\[
v_{\text{abs,23}}' = v_{\text{abs,o'}} \cdot \frac{\cos(\gamma_{\text{o'}} - \angle_{\alpha' - \text{r'}})}{\cos(\gamma_{\text{o'}} - \alpha_{\text{o'}})}
\]

is derived. This expression is monotonic w.r.t. \( \gamma_{\text{o'}} \in \Gamma_1 \cap \Gamma_2 \). Thus, substituting the limits determined for \( \gamma_{\text{o'}} \) into (20) directly results in limits for an interval \( V \). \( V \) contains all values the velocity component \( v_{\text{abs,23}} \) of \( v_{\text{r'}} \) in direction \( \angle_{\alpha' - \text{r'}} \) could have, given the mentioned assumptions. Only if the absolute velocity measured for the DUT \( v_{\text{abs,dut}} \) is included in \( V \), it is possible that the DUT is type-2 3-bounce clutter resulting from the respective propagation path over \( O' \) and \( R' \). Checking for 2-bounce clutter is done similarly, only that the interval limits must be scaled by \( \frac{1}{2} \) and shifted by an offset calculated from the involved detections’ velocities.
Fig. 6: Examples for qualitative evaluation. The color of a detection indicates the algorithm’s output compared to the ground truth. Light and dark green detections are correctly predicted to be non-clutter and clutter, respectively. Light red detections correspond to real moving objects but are mistakenly classified as clutter, whereas dark red ones are clutter that wasn’t detected. Gray and yellow points mark stationary detections and detections for which classification is ambiguous.

V. Evaluation

A. Data Set

The data used for fine-tuning and evaluation of the designed algorithm was recorded with a mass-produced 2D 77 GHz FMCW mid-range radar sensor that is commonly employed in commercially available cars. The sensor has about 110 m range and ±60° horizontal FoV. It was mounted on the front center of the test vehicle. Recordings were made in real extra-urban traffic. 2,390 radar measurements from multiple sequences of consecutive time steps, containing a total of 585,434 detections, were later labeled. During annotation, it was distinguished between detections likely to stem from a stationary reflection point, detections that correspond to a moving object and clutter as defined in Section III. Detections for which it is impossible to decide for one of these classes were put into a separate category. The final distribution of classes among all moving detections is given in Tab. I.

Labeling was done in a semi-automatic way. To this end, an automated prelabeling method first classifies all detections with low absolute velocity as stationary. The remaining detections are then compared to the positions of objects detected by a tracking algorithm [14]. Said algorithm combines both radar and lidar information and is executed in real-time during data recording. Any detection located directly inside an object’s bounding box is labeled as non-clutter. Detections within the angle-dependent tolerances for measurement errors around an object are preliminarily classified as ambiguous. The employed tracking algorithm often underestimates the extend of objects in the direction facing away from the sensors. Therefore, detections on the unobservable side of an object which lie slightly outside of the tolerances are marked, indicating that they must be labeled manually. Finally, all moving detections not close to any tracked object are classified as clutter.

Following the described method for automatic prelabeling, annotations were manually corrected. In particular, it was checked whether the tracking algorithm missed or mistakenly added any objects and that it correctly determined their sizes. Marked detections and detections preliminarily labeled as ambiguous were assigned to the best fitting class.

B. Results

The presented algorithm for identifying clutter detections was evaluated using the described data set. During evaluation, the velocity threshold above which a detection is referred to as “moving” was empirically set to $|v_{abs}| \geq 0.5 \text{ m/s}$.

Qualitative results are shown in Fig. 6 and Fig. 7. The first graphic depicts the measurement that was already visualized...
in Fig. 1. The performance for this example is very good, with a high ratio of clutter identified and not a single false positive detection, i.e. one that corresponds to a real moving object but is classified as clutter. It is worthwhile to note that the algorithm’s internal method for finding clutter resulting from specular reflection (presented in Section IV) succeeds even though there are more clutter detections than correctly positioned ones. Another positive example is shown in Fig. 6(b). It proves that the algorithm, although being primarily designed for extra-urban traffic, can also achieve considerable results in dense low velocity situations. In contrast, two cases of failure are highlighted in Fig. 7. In the first image, several of the detections that correspond to the truck on the opposite lane are falsely predicted to be clutter. While two of these errors can be attributed to a negated velocity value, the remaining ones are caused by the heuristic used for identifying underbody reflections. The employed ruleset cannot differentiate between a small vehicle at which such reflections occur and a large object with detections scattered across its entire length. Fig. 7(b) shows a detection corresponding to a car in front of the sensor which is mistakenly classified as clutter. This, in turn, leads to one of the vehicle’s specular reflections not being found as its distance is too large to fit to the only remaining detection at the car’s position.

Overall during observation, it was noticed that false positives usually occur such that there are still some detections left which correspond to the same objects and are correctly classified (e.g. as in Fig. 7(a) and 7(b)). This is important for the detection of said objects by subsequent processing steps like object detection or tracking. Moreover, a large portion of the mentioned errors is located on the opposite lane behind a guardrail.

The results of quantitative evaluation are listed in Tab. II. Formulas for all metrics can be found e.g. in [15]. Only the algorithm’s predictions for moving detections labeled as clutter or nonclutter are analyzed. This is because stationary detections cannot be clutter according to the definition in Section III and are thus not classified by the algorithm. Ambiguous detections must be excluded since their true class isn’t known. It should be noted that the results would be drastically improved by incorporating the class for detections stemming from stationary reflection points. Since vehicles moving tangentially to the sensor are very rare in the data, it would almost always be correct to simply output this third class for detections with low velocity. However, the performance metrics’ increase would derogate their informative value regarding the actual algorithm’s effectiveness.

As can be seen in Tab. II, the presented algorithm achieves strong performance in all categories. Almost 80% of all clutter is detected, while only 14% of the detections corresponding to real moving objects are falsely classified. If a detection is predicted to be clutter, this decision is correct in more than 98% of cases. The unbalance between recall and specificity is desired since false positives are significantly more severe errors than missing some clutter. The former can hinder effective detection of road users by subsequent

| TABLE II: Performance of the presented algorithm |
|-----------------------------------------------|
| Precision | Recall | Specificity | Balanced Accuracy | F1-Score |
|-----------|--------|------------|-------------------|----------|
| 98.47%    | 79.86% | 86.03%     | 82.95%            | 88.20%   |
processing steps and should thus be avoided when possible at reasonable cost. In comparison, some clutter detections going undetected poses less of a burden to the respective methods. After all, they would have to cope with a much higher amount of clutter if the algorithm for filtering it wasn’t employed.

Execution of the clutter detection algorithm only takes about 1.0 ns per sensor measurement on average on an AMD Ryzen 7 3700X CPU (without any parallelization and not counting the preceding search for reflection surfaces). This is of great importance because it means only minimal delay is introduced when using the algorithm as a preprocessing step before other methods.

Comparing the results to other publications (see Section II) is not possible. As none of the data sets used in those works was published, evaluating the presented algorithm on one of them is not an option. For lack of publicly available code or knowledge about implementation details, replicating the approaches isn’t feasible either. Finally, direct comparison of the stated performance values isn’t suitable for several reasons. In contrast to all related work, the data used in this paper reflects real extra-urban traffic. It includes several kinds of vehicles like cars and trucks, many highly reflective surfaces such as guardrails, and oncoming traffic. A typical mass-produced radar sensor with large FoV was used for recording. Thus, various types of clutter occur. Detections are processed immediately upon measurement and clutter of any kind has to be identified. In other works, however, depending on the exact publication, data was recorded in vastly different scenarios, a more powerful sensor was used or the considered classes differ significantly. Furthermore, none of the authors state their method’s execution time. It is to be expected that every approach employing a neural network requires a multiple of the proposed algorithm’s duration.

VI. CONCLUSION

In this work, a rule-based algorithm is presented that classifies each moving detection in an automotive radar sensor’s measurement either as clutter or as nonclutter. Unsystematic clutter is detected by simple filtering and a search for similar other detections. Three further checks each aim at identifying a specific type of clutter by analyzing whether the respective corresponding propagation path is likely to have occurred.

The algorithm is evaluated using a data set recorded in extra-urban traffic and labeled in a semi-automatic process. A quantitative analysis shows that almost 80% of all clutter is detected, while only less than 14% of the detections corresponding to real objects are mistakenly classified as clutter. Together with a qualitative inspection, this proves that the algorithm’s concept of geometrically modeling propagation paths is well suited for identifying clutter. However, a systematic shortcoming of the heuristic used for detecting clutter caused by underbody reflections can be observed. The algorithm’s execution time is very low, lying at only about 1.0 ns per sensor measurement.

Future work could involve the incorporation of other effects causing clutter, provided a suitable test can be formulated. Alternatively, existing methods could be enhanced, e.g. by improving the mentioned heuristic or by also considering moving reflection surfaces.
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