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Abstract

Policy makers need to predict the progression of an outcome before adopting a new treatment policy, which defines when and how a sequence of treatments affecting the outcome occurs in continuous time. Commonly, algorithms that predict interventional future outcome trajectories take a fixed sequence of future treatments as input. This either neglects the dependence of future treatments on outcomes preceding them or implicitly assumes the treatment policy is known, and hence excludes scenarios where the policy is unknown or a counterfactual analysis is needed. To handle these limitations, we develop a joint model for treatments and outcomes, which allows for the estimation of treatment policies and effects from sequential treatment-outcome data. It can answer interventional and counterfactual queries about interventions on treatment policies, as we show with real-world data on blood glucose progression and a simulation study building on top of this.
1 Introduction

What policy should we adopt? In healthcare, for example, we observe patients’ physiological markers (outcomes) that change over time. We want to (positively) affect these outcomes by actions (treatments) such as doses of a medicine. Sequences of outcomes and treatments are recorded as a time series. The choice of when to take what action constitutes the policy. To improve our policies, we must be able to assess their consequences: What is the effect of a given policy? What will be the effect of a change to a different policy? What would have happened if a patient had followed a different treatment policy? These questions correspond to observational, interventional, and counterfactual queries.

In high-risk domains such as public health and healthcare [Schulam and Saria, 2017, Bica et al., 2020] it is important to quantify risks and expectations accompanying the policy decision, as well as to evaluate the performance of past decisions [Oberst and Sontag, 2019, Tsiirtsis and Gomez Rodriguez, 2020, Tsiirtsis et al., 2021]. This requires estimating the causal effect of an intervention affecting the treatment policy on the outcome progression using a causal model.

Observed treatment–outcome data are always created by some existing policy; however, the policy is generally not recorded and may be known only implicitly through the observed distribution of treatments and outcomes. Consequently, this link from past outcomes to future treatments is largely neglected in the sequential treatment–outcome literature, and the causal analysis is generally limited to a fixed sequence of treatment interventions set by hand or generated by a simplistic parametric model [Schulam and Saria, 2017, Bica et al., 2020]. Such models cannot generalize beyond simulations to the analysis of realistic, alternative treatment policies in real-world applications.

With an appropriate causal model, we can also evaluate treatment policies using counterfactual reasoning, which allows for learning from mistakes by considering alternative scenarios to past events [Epstude and Roese, 2008]. This is not considered by most of the literature, which focuses on future outcome progression. One recent work [Noorbakhsh and Rodriguez, 2021] applies counterfactual reasoning to event data using a counterfactual temporal point process, but does not consider a treatment–outcome setup.

To address these limitations, we propose a joint treatment–outcome model, which can estimate treatment policies and treatment responses in continuous time.

Our contributions are as follows:

**Joint treatment–outcome model.** We combine a marked point process and a conditional Gaussian process (Gp). Our model can be learned from observational sequential treatment–outcome data (Figure 1(a)) and can estimate future and counterfactual progression.
Interventional and counterfactual queries of interventions on policies.
We show that an intervention on a treatment policy is equivalent to a sequence
of stochastic interventions on treatments, which we can model with our joint
model, and use this to answer interventional (Figure 1(b)) and counterfactual
queries (Figure 1(c)).

Counterfactual sampling of arbitrary point processes. We extend the
algorithm of Noorbakhsh and Rodriguez [2021] from Poisson processes (events
independent of each other) to arbitrary point processes, in which events may
depend on the history of past events.

We fit our model to a real-world data set on blood glucose progression, and from
this generate realistic semi-synthetic use cases, where we show that our model
accurately answers interventional and counterfactual policy queries.

2 Preliminaries

2.1 Marked Point Processes (MPP)

A temporal point process (TPP) is a stochastic process that models a set of
ordered random points \( \{t_i\}_{i=1}^N \) on an interval \( T = [0,T] \), where both the
number of points \( N \) and arrival times \( t_i \) are random [Daley and Vere-Jones,
2003, Rasmussen, 2011]. A TPP shows a causal structure in the temporal
order: each arrival time \( t_i \) depends on the past history up until \( t_i \), denoted
by \( \mathcal{H}_{<t_i} \). A TPP is uniquely determined by its conditional intensity function
\( \lambda^*(\tau) = \lambda(\tau \mid \mathcal{H}_{<\tau}) \), which traditionally denotes the dependence on the past
history \( H_{<\tau} \) by the star superscript [Rasmussen, 2011]. The conditional intensity function \( \lambda^*(t) \) can be interpreted as the instantaneous rate of events:

\[
\lambda^*(t) \, \mathrm{d}t = \mathbb{E} \left[ N([\tau, \tau + \mathrm{d}\tau]) \mid H_{<\tau} \right],
\]

where the counting process \( N([\tau, \tau + \mathrm{d}\tau]) \) counts the number of points in the interval \([\tau, \tau + \mathrm{d}\tau])\).

When each event time \( t_i \) is associated with additional information given by the mark variable \( m_i \), they are considered as temporally ordered tuples \( \{(t_i, m_i)\}_{i=1}^N \) which are modeled by a marked point process (MPP). For an MPP, the conditional intensity function additionally includes the conditional mark probability \( \lambda^*(m \mid t) \):

\[
\lambda^*(t, m) = \lambda^*(t) \, p^*(m \mid t).
\]

The likelihood of \( D = \{(t_i, m_i)\}_{i=1}^N \) observed in the interval \( T = [0, T] \) can be written in terms of the conditional intensity function \( \lambda^*(t, m) \):

\[
p(D) = \left( \prod_{i=1}^N \lambda^*(t_i) \, p^*(m_i \mid t_i) \right) \exp(-\Lambda),
\]

where \( \Lambda \) denotes the integral term \( \Lambda = \int_T \lambda^*(\tau) \, \mathrm{d}\tau \).

### 2.2 Causal Inference

Causal effects are widely studied in the language of potential outcomes (Po) [Neyman, 1923, Rubin, 1978] or structural causal models (Scm) [Pearl, 2009]. In this section, we shortly introduce both frameworks, as we use potential outcomes to define causal queries formally and show their identifiability, while using structural causal models to emphasize the distinction between probability distributions induced by different types of target causal queries.

#### 2.2.1 Potential Outcomes

Let \( A \) denote a treatment variable and \( Y \) denote an outcome variable. In the Po framework, the primitive building block is the potential outcome \( Y[a] \), which is a random variable that represents the value of the outcome \( Y \), under a treatment intervention \( [A = a] \). Setting a treatment to the value \( A = a \) is denoted by \( [a] \) in the Po framework, corresponding to the do-operator \( \text{do}(A = a) \) in the Scm framework: \( P(Y[a]) \equiv P(Y \mid \text{do}(A = a)) \) [Pearl, 2009]. In general, a set of potential outcomes are defined: \( \{Y[a] : a \in \mathcal{A}\} \), for a set of treatments \( \mathcal{A} \). The causal effect of a treatment \( [a] \) is considered as the difference between the potential outcome of the treatment \( a \) and the potential outcome of no treatment: \( Y[a] - Y[\varnothing] \), where \( Y[a], Y[\varnothing] \in \{Y[a'] : a' \in \mathcal{A}\} \) [Hernán and Robins, 2010].

#### 2.2.2 Observational, Interventional and Counterfactual Distributions

For a set of variables \( X = \{X_k\}_{k=1}^K \), a structural causal model \( \mathcal{M} = (S, p(N)) \) is defined as a tuple of (i) a set of structural assignments \( S = \{X_k := f_k(pa(X_k), N_k)\}_{k=1}^K \),
where \( \text{pa}(\cdot) \) is a function that outputs parents of a given variable, and (ii) a distribution over noise variables \( N \sim p(N) \). A causal graph \( G \) can be obtained by representing each variable \( X_k \) as a node and drawing edges from parent nodes \( \text{pa}(X_k) \) to the variable node \( X_k \).

An SCM \( \mathcal{M} \) induces an observational distribution over variables \( X \sim p(X) \), as it defines a generative process for variables \( X \) by sampling from the noise distribution \( p(N) \) and performing a forward pass over structural assignments \( S \). Generally, each data point \( x^{(n)} = \{x^{(n)}_k\}_{k=1}^K \) in the observed data \( \mathcal{D} = \{x^{(n)}\}_{n=1}^N \) is assumed to be constant over the period specified by the subscript, e.g., \( \pi_{[0,T]} \).

We consider a finite set of policy labels \( \Pi \). Each policy label \( \pi_{[0,T]} \in \Pi \) specifies a treatment intensity function \( \lambda^*_\pi(t,m) \) that defines when and how a sequence of continuous-time treatments occur in the interval \([0,T]\). The policy label \( \pi_{[0,T]} \) is assumed to be constant over the period specified by the subscript, e.g., \( \pi_{[0,T]} \).

An intervention \( \text{do}(X_k = x_k) \) (or \( [x_k] \)) is performed by removing the structural assignment \( f_k(\cdot, \cdot) \) and setting \( X_k \) to \( x_k \). The resulting joint distribution \( p(X \mid \text{do}(X_k = x_k)) \equiv p(X|x_k) \) is called the interventional distribution. When considering an intervention on an individual data point \( x^{(n)} \), we define a counterfactual SCM by plugging in the individual noise distribution \( p(N \mid x^{(n)}) \) in place of the general noise distribution \( p(N) \). Then, the intervention is performed similarly by removing the relevant structural assignment. The resulting joint distribution \( p(X \mid x^{(n)}, \text{do}(X_k = x_k)) \equiv p(X|x_k \mid x^{(n)}) \) is called the counterfactual distribution.

We categorize causal queries by the required joint distribution to answer them: (i) an interventional query requires access to the interventional distribution and (ii) a counterfactual query requires access to the counterfactual distribution. The key difference between the two queries is that a counterfactual query requires the posterior distribution of noise variables \( p(N \mid x^{(n)}) \) before performing the intervention.

## 3 Problem Definition

Consider an observational data set \( \mathcal{D} \),

\[
\mathcal{D} = \left\{ \pi_{[0,T]}, \{t_{i_k} \mid m_k\}_{k=1}^{N_a}, \{(t_j,y_j)\}_{j=1}^{N_o} \right\},
\]

(2)

observed in the period \( T = [0,T] \). The data set contains a policy label \( \pi_{[0,T]} \), a set of treatment tuples \( a = \{(t_i,m_i)\}_{i=1}^{N_a} \) and a set of outcome tuples \( o = \{(t_j,y_j)\}_{j=1}^{N_o} \), where \( t_i, t_j \in T \). For notational simplicity, the data set is defined for a single individual. Our model can be trivially generalized to multiple individuals, assuming exchangeability.

We consider a finite set of policy labels \( \Pi \). Each policy label \( \pi_{[0,T]} \in \Pi \) specifies a treatment intensity function \( \lambda^*_\pi(t,m) \) that defines when and how a sequence of continuous-time treatments occur in the interval \([0,T]\). The policy label \( \pi_{[0,T]} \) is assumed to be constant over the period specified by the subscript, e.g., \( \pi_{[0,T]} \).
stays the same in the interval $[0, T]$. We assume the observational data set $\mathcal{D}$ contains the policy label $\pi_{[0,T]}$, but its corresponding intensity function $\lambda^*_\pi(t,m)$ is unobserved. For example, consider Country A and Country B during the COVID-19 pandemic. Country A typically follows a different regulation policy than Country B, which can be represented by distinct policy labels: $\pi_A$ and $\pi_B$. However, the regulation intensity, that defines when and how a regulation decision is applied, is generally omitted from the observed data.

A treatment tuple $a_i = (t_i, m_i)$ consists of an arrival time $t_i \in \mathcal{T}$ and a treatment mark $m_i \in K_a$, where $K_a$ denotes the treatment mark space. An outcome tuple $o_j = (t_j, y_j)$ consists of a measurement time $t_j \in \mathcal{T}$ and an outcome value $y_j \in \mathbb{R}$. Treatment times $\mathbf{t}_a = \{t_i\}_{i=1}^{N_a}$ and outcome times $\mathbf{t}_o = \{t_j\}_{j=1}^{N_o}$ are finite sets of points, irregularly sampled in the interval $\mathcal{T} = [0, T]$.

The history $\mathcal{H}_{\leq t} = \{\pi_{\leq t}, a_{\leq t}, o_{\leq t}\}$ contains the information about the past policy $\pi_{\leq t}$, past treatment tuples $a_{\leq t} = \{(t_i, m_i) : t_i \leq t\}$ and past outcome tuples $o_{\leq t} = \{(t_j, y_j) : t_j \leq t\}$. We denote future treatment tuples by $a_{> t} = \{(t_i, m_i) : t_i > t\}$ and future outcome tuples by $o_{> t} = \{(t_j, y_j) : t_j > t\}$.

We observe a continuous-time process $\mathbf{Y}_{\leq \tau} = \{y(\tau) : \tau \leq T\}$ as outcome tuples $\mathbf{o}$ measured at times $\mathbf{t}_o$. To answer causal queries in continuous time, we model the potential outcome of the trajectory $\mathbf{Y}_{> \tau}$, under a treatment policy specified

Figure 2: The causal graph $\mathcal{G}$ assumes a sequential treatment–outcome setup in continuous time, where past treatments and outcomes have a causal effect on future treatments and outcomes. The causal effect of the policy $\pi$ on outcomes is fully mediated through treatments, i.e. there are no direct edges between the policy $\pi$ and outcomes $o$. 
by $\tilde{\pi}_{>\tau}$, conditioned on the factual history $\mathcal{H}_{\leq T}$:

$$P(Y_{>\tau}[\tilde{\pi}_{>\tau}] | \mathcal{H}_{\leq T}), \tag{3}$$

where $\tilde{\pi}$ denotes an intervened policy. When the intervention time $\tau$ is set to the end of the observation period $\tau = T$, we call the estimation task a policy intervention, as its computation requires access to the interventional distribution:

$$P(Y_{>T}[\tilde{\pi}_{>T}] | \mathcal{H}_{\leq T}). \tag{4}$$

Also, we can set the intervention time $\tau$ to the start of the observation period $\tau = 0$ and consider a hypothetical scenario under an alternative treatment policy specified by $\tilde{\pi}_{\leq T}$. We call this estimation task a policy counterfactual, as its computation requires access to the counterfactual distribution:

$$P(Y_{\leq T}[\tilde{\pi}_{\leq T}] | \mathcal{H}_{\leq T}). \tag{5}$$

The difference between a policy intervention and a policy counterfactual is illustrated in Figure 1(b) and Figure 1(c).

### 4 Causal Assumptions and Identifiability

In this section, we first show that a policy intervention query, formalized in Equation 4, is equivalent to the potential outcome trajectory of a sequence of stochastic (conditional) interventions on treatments. Next, we show the latter is identifiable under causal assumptions, i.e., it can be estimated solely based on statistical quantities [Pearl, 2009]. Finally, we show that the statistical quantities required to estimate the causal effect can be learned by our joint model.

We start by assuming that the potential outcome trajectory $Y_{>T}[\tilde{\pi}_{>T}]$ under a policy label $\tilde{\pi}_{>T}$ can be answered at a discrete set of ordered query times $q = \{q_1, \ldots, q_m : q_i > T, \forall i \in 1, \ldots, m\}$, following Schulam and Saria [2017]. Therefore, we evaluate the potential outcome trajectory $Y_{>T}[\tilde{\pi}_{>T}]$ at query times $q$ and denote the potential outcome query by $Y_q[\tilde{\pi}_{>T}] = \{y(q_k)[\tilde{\pi}_{>T}] : q_k \in q\}$. To better understand how the potential outcome query is causally related to other variables in the observational data set $\mathcal{D}$, we illustrate the causal graph $\mathcal{G}$ in Figure 2.

The causal graph $\mathcal{G}$ describes a sequential treatment–outcome setup for treatments $a$ and outcomes $o$ [Robins, 1986, 1987, Hernán and Robins, 2010]. In this setup, past treatments and outcomes possibly have causal effects on future treatments and outcomes. As the choice of the policy $\pi$ implicitly defines times and values of treatments $a$, it has a direct causal effect on them. On the other hand, the causal effect of the policy specified by $\pi$ on outcomes $o$ is fully mediated through treatments, i.e. there are no direct edges between the policy label $\pi$ and outcomes $o$. 
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Assuming the graph $G$ is valid, we extend standard causal assumptions of consistency (Assumption 1) and no-unobserved confounders (Nuc) (Assumption 2), which are detailed in Appendix C, by two more assumptions: continuous-time Nuc and fully-mediated policy effect.

**Assumption 3: Continuous-time Nuc** [Schulam and Saria, 2017]. The conditional treatment intensity $\lambda^*_\pi(t, m)$ of a treatment $a = (t, m)$ is independent of the potential outcome trajectory $Y_{\geq t}[\tilde{a}]$, when conditioned on the past history $H_{< t}, \forall t \in \mathbb{R}_{\geq 0}$.

**Assumption 4: Fully-mediated policy effect.** Conditioned on the past history $H_{\leq \tau}$, the causal effect of the policy specified by $\tilde{\pi}_{> \tau}$ on the outcome trajectory $Y_{> \tau}$ is fully mediated through sequential treatments $\tilde{a}_{> \tau}$:

$$P(Y_{> \tau}[\tilde{\pi}_{> \tau}, \tilde{a}_{> \tau}] \mid H_{\leq \tau}) = P(Y_{> \tau}[\tilde{a}_{> \tau}] \mid H_{\leq \tau}).$$

Using Assumptions $\{1, 2, 3, 4\}$, Theorem 1 utilizes a factorization of treatments and outcomes in temporal order, to show that an intervention $[\tilde{\pi}_{> \tau}]$ on the policy can also be considered as a stochastic intervention $[\tilde{a}_{> \tau} [\tilde{\pi}_{> \tau}]]$ on the sequence of continuous-time treatments. The treatment sequence $\tilde{a}$ follows a distribution $p^*(\tilde{a}_{> \tau} [\tilde{\pi}_{> \tau}])$, induced by the intervention policy $\tilde{\pi}$. The proof of Theorem 1 is given in Appendix D.

**Theorem 1.** Under Assumptions $\{1, 2, 3, 4\}$, the potential outcome query $Y_q[\tilde{\pi}_{> \tau}]$ under a policy $\tilde{\pi}_{> \tau}$ is equivalent to the potential outcome query under a sequence of stochastic (conditional) interventions on treatments $\tilde{a}_{> \tau}$:

$$P(Y_q[\tilde{\pi}_{> \tau}] \mid H_{\leq \tau}) = \sum_{\tilde{a}_{> \tau}} \prod_{k=0}^{m-1} \left[ P(\tilde{a}_{[q_k, q_{k+1})} \mid \tilde{\pi}_{> \tau}, H_{\leq q_k}) P(Y_{q_k}[\tilde{a}_{[q_k, q_{k+1})}] \mid H_{\leq q_k}) \right],$$

where $q_0 = T$, and $\tilde{a}_{[q_k, q_{k+1})}$ denotes treatments in the interval $[q_k, q_{k+1})$ without outcome observations between consecutive query times.

The potential outcomes $\tilde{a}_{[q_k, q_{k+1})}[\tilde{\pi}_{> \tau}]$ and $Y_{q_k}[\tilde{a}_{[q_k, q_{k+1})}]$ are identified under Assumptions $\{1, 2, 3\}$, using the following conditionals, both of which can be estimated with a statistical model [Seedat et al., 2022, Didelez, 2015]:

$$P(Y_q[\tilde{\pi}_{> \tau}] \mid H_{\leq \tau}) = \sum_{\tilde{a}_{> \tau}} \prod_{k=0}^{m-1} \left[ \frac{P(\tilde{a}_{[q_k, q_{k+1})} \mid \tilde{\pi}_{> \tau}, H_{\leq q_k}) P(Y_{q_k} \mid \tilde{a}_{[q_k, q_{k+1})}, H_{\leq q_k})}{P(Y_{q_k} \mid \tilde{a}_{[q_k, q_{k+1})}, H_{\leq q_k})} \right],$$

The identifiability result provided by Schulam and Saria [2017] was limited to a fixed sequence of continuous-time treatment interventions. Theorem 1...
and the corresponding identifiability result in Equation 7 can be considered as a generalization of that result to stochastic (conditional) interventions on a sequence of treatments. For example, one can recover a fixed sequence of interventions by setting the target density of treatment interventions $p_{\tilde{a}}(\tilde{a}_{>T})$ to a product of delta functions:

$$p_{\tilde{a}}(\tilde{a}_{>T}) = \prod_k p(\tilde{a}_{[q_k,q_{k+1})} | H_{\leq q_k}) = \prod_{i=1}^T \delta(\tilde{a} = a_i).$$

To estimate two statistical quantities, (i) Treatment Model and (ii) Outcome Model, from the observational data, we propose a joint treatment–outcome model, which combines a marked point process and a conditional Gaussian process.

## 5 Joint Treatment–Outcome Model

We can encode conditional independence statements in the graph $G$ by defining two dependent $\text{MPP}$s, with conditional intensity functions: (i) treatment intensity for a treatment $a = (t, m)$: $\lambda^*_{\pi}(t, m) = \lambda^*_\pi(t)p^*(m | t)$ and (ii) outcome intensity for an outcome $o = (t, y)$: $\lambda^*_{o}(t, y) = \lambda^*_o(t)p^*(y | t)$. The past history $H_{<t} = \{\pi_{<t}, a_{<t}, o_{<t}\}$ containing the information about the policy, past actions and past outcomes is a valid history for both conditional intensity functions $\lambda^*_{\pi}(t, m)$ and $\lambda^*_{o}(t, y)$. The joint distribution for the observational data set $D$ in Equation 2 can be written in terms of treatment and outcome intensity functions:

$$p(D) = \prod_{i=1}^I \lambda^*_{\pi}(t_i, m_i) \prod_{j=1}^J \lambda^*_{o}(t_j, y_j) \exp(-\Lambda),$$

with the integral term $\Lambda = \int_T (\lambda^*_{\pi}(\tau) + \lambda^*_{o}(\tau))d\tau$.

We further assume that the measurement times of the outcomes $t_o = \{t_j\}_{j=1}^{N_o}$ are given, which is valid for example when the data are collected through automated patient monitoring in healthcare. This assumption is equivalent to setting the outcome time intensity to an indicator function $1_{t_o}(t)^1 \lambda^*_{o}(t, y) = 1_{t_o}(t)p^*(y | t) = p^*(y | t)_{t \in t_o}$. Then, the joint distribution becomes:

$$p(D) = \exp(-\Lambda) \prod_{i=1}^I \lambda^*_{\pi}(t_i)p^*(m_i | t_i) \prod_{j=1}^J p^*(y_j | t_j)_{t_j \in t_o}, \quad (8)$$

with the integral term $\Lambda = \int_T \lambda^*_{\pi}(\tau)d\tau$.

---

$^1$The indicator function is: $1_{t_o}(t) = \begin{cases} 1, & \text{if } t \in t_o \\ 0, & \text{otherwise} \end{cases}$
Figure 3: The outcome model $f(\cdot)$ as the sum of the baseline $f_b(\cdot)$ and the treatment effect $f_a(\cdot)$.

5.1 Treatment Intensity

We consider the treatment time intensity $\lambda^*_n(\tau)$ as the output of a square transformation of a latent function $g^*_b(\tau)$, which we model as the sum of a constant baseline $\beta_0$ and three time-dependent functions with GP priors, $g_b, g_a, g_o \sim GP$.

The latent-state function $g_b : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ models the baseline intensity. The regressive component $g^*_a : \{\mathbb{R}_{\geq 0} \times K_a\}^{Q_a} \rightarrow \mathbb{R}$ models the dependence on past treatments by taking the last $Q_a$ treatments as input and the regressive component $g^*_o : \{\mathbb{R}_{\geq 0} \times K_o\}^{Q_o} \rightarrow \mathbb{R}$ models the dependence on past outcomes by taking the last $Q_o$ outcomes as input, where $K_a$ and $K_o$ denote the treatment and output mark space. The treatment intensity $\lambda^*_n(\tau)$ is as follows:

$$\lambda^*_n(\tau) = \left( \beta_0 + g_b(\tau)^2 + g^*_a(\tau; a) + g^*_o(\tau; o) \right)^2. \quad (9)$$

The resulting treatment model is an extension of the CGPRPP model [Liu and Hauskrecht, 2019], with two extensions: (i) additional baseline components $\beta_0$ and $g_b(t)$, and (ii) the functional dependence on marks. We call this model GP regressive marked point process (GPRMPP) model. Without regressive components $g^*_a(t)$ and $g^*_o(t)$, the treatment model becomes a non-homogeneous Poisson process (NHPP), whose instantaneous intensity is independent of past events: $\lambda(t) = (\beta_0 + g_b(t))^2$. Likewise, if we further exclude the time-varying baseline $g_b(t)$, the model becomes a simple Poisson process (PP) with constant intensity. The model and kernel definitions are detailed in Appendix F.1-2.

5.2 Outcome Model

We model the outcome trajectory $Y = \{y(\tau) : \tau \in \mathbb{R}_{\geq 0}\}$ over time $\tau$ by a conditional GP model, combining three independent components: (i) a baseline
progression, (ii) treatment effects and (iii) a noise variable [Schulam and Saria, 2017, Xu et al., 2016, Zhang et al., 2020]:

\[
y(\tau) = f_b(\tau) + f_a(\tau; a) + \epsilon(\tau),
\]

with independent Gaussian noise \(\epsilon(\tau) \sim \mathcal{N}(0, \sigma^2_\epsilon)\).

**Baseline Progression.** This is modeled by a GP prior on \(f_b(\tau)\). Cheng et al. [2020] proposed a sum of a squared exponential (SE) and a periodic GP kernels to model recurring patterns in heart rates. However, in our experiments, we choose a sum of a linear and an SE kernel to model the baseline progression of blood glucose, as non-diabetic patients mostly have linear baseline progression with significant short-term fluctuations [Ashrafi et al., 2021].

**Treatment Effect Model.** We define the treatment effect function \(f_a(\cdot; \cdot)\) as a sum of GP priors: \(f_a(\tau; a) \sim \mathcal{GP}\), similar to Cheng et al. [2020]. While a latent force model (LFM) [Alvarez et al., 2009] extension is proposed in Cheng et al. [2020], we use an SE kernel, as it provides sufficient performance for our use-case.

We model the treatment effects as additive, i.e. the effects of nearby treatments simply sum up:

\[
f_a(\tau; a) = \sum_{a_i = (t_i, m_i) \in a} f_m(m_i) f_t(\tau; t_i),
\]

where the time-dependent effect function \(f_t\) represents the learned ‘shape’ of the response and is shared among individuals, and \(f_m(m_i) : \mathcal{K}_a \rightarrow \mathbb{R}\) is an individual-specific linear function that scales the magnitude of the response for the given action mark value \(m_i \in \mathcal{K}_a\) for the individual, as commonly done in the literature [Cheng et al., 2020, Zhang et al., 2020]. The scaling function \(f_m\) is modeled hierarchically, to share information between individuals. The model and kernel definitions are detailed in Appendix G.

6 Experiments

First, we evaluate how the treatment model handles the time-varying confounding in a sequential treatment–outcome setup in continuous time, by fitting our joint model to a challenging real-world data set on physiological dynamics of blood glucose [Zhang et al., 2020, Wyatt et al., 2021]. Second, we evaluate our model on two causal inference tasks: (i) the policy intervention and (ii) the policy counterfactual. To evaluate the performance on interventional and counterfactual predictions, we set up a realistic semi-synthetic simulation scenario, by using the learned models from the real-world data set as the ground-truth data generators. The study is reproducible and the code will be made available on GitHub on acceptance.
6.1 Joint Model of Meal–Blood Glucose

The sequential meal–blood glucose data of an individual $(r)$ over time $\tau$ is modelled by a joint model that combines a treatment intensity as in Equation 9 and an outcome progression as in Equation 10.

The data set in Zhang et al. [2020] consists of meal–blood glucose (treatment–outcome) tuples of 14 non-diabetic individuals. Patients are monitored over a 3-day period, where their blood glucose is measured by a monitoring device in regular time intervals. Additionally, patients record their daily meals in a meal diary over the observation period. Meal ingredients are transformed into five nutrients: sugar, starch, protein, fiber and fat. Following Ashrafi et al. [2021], we preprocess nutrient covariates and output a single covariate equal to the sum of sugar and starch values.

6.2 Handling Time-Varying Confounding by the Treatment Model

We show how the treatment intensity $\lambda^*(\tau)$ models the time-varying confounding through treatment- and outcome-dependent functions $g^*_a(\tau; a)$ and $g^*_o(\tau; o)$. We include a baseline $g_b(\tau)$ and define five models for comparison:

$$
\lambda_b(\tau) = (\beta_0 + g_b(\tau))^2,
\lambda^*_{ba}(\tau) = (\beta_0 + g_b(\tau) + g^*_a(\tau; a))^2,
\lambda^*_{bo}(\tau) = (\beta_0 + g_b(\tau) + g^*_o(\tau; o))^2,
\lambda^*_{ao}(\tau) = (\beta_0 + g_b(\tau) + g^*_a(\tau; a) + g^*_o(\tau; o))^2.
$$

Note that the baseline-only intensity $\lambda_b(\tau)$ corresponds to a non-homogeneous Poisson process (NHPP).

We train these treatment models on the meal–glucose data set. Data pre-processing, training, qualitative and quantitative analysis are detailed in Appendix J.1. One example fit for the joint model is shown in Figure 4. We see that the treatment-dependent intensities $\{\lambda^*_ba, \lambda^*_ao, \lambda^*_bao\}$ correctly estimate the decreasing meal likelihood after a meal (e.g. green dashed line), suggesting that the treatment effect function $g^*_a$ is useful in adjusting for the time-varying confounding due to sequential treatments $a$. Similarly, the outcome-dependent intensities $\{\lambda^*_bo, \lambda^*_ao, \lambda^*_bao\}$ correctly estimate that the meal likelihood decreases with increasing blood glucose (e.g. yellow dashed line). We report mean and standard error values of test log likelihood (TLL) for 14 patients in Table 1. Even though the joint intensity with all components $\lambda^*_bao(\tau)$ returns highest intensity values at treatment points (green dashed line), a simpler intensity $\lambda^*_ba(\tau)$ produces the highest TLL values for all patients (blue dashed line), and we hypothesise this is because there is not enough data to fit the more complex
Figure 4: Estimated treatment–outcome model on the real-world blood glucose data set. (Top) Glucose (outcome) measurements $y(t)$ (black crosses) and inferred baseline (orange) and treatment-effect glucose levels (red). We do not model the night time as there are no meals and our goal is to learn how the meals affect the glucose. (Bottom) Treatments $a$ and estimated intensities $\{\lambda_b, \lambda_{bo}, \lambda^{*_a}, \lambda_{bao}\}$ are shown. As expected, we see that after a meal (i) the blood glucose increases, and (ii) the intensity of another meal decreases either directly through $g^*_a$ or indirectly through the increase in blood glucose represented by $g^*_o$.

Table 1: Results for the test log likelihood ($Tll$, higher is better) values for treatment models with distinct meal intensities. Models are trained on days 1 and 2 of meal–glucose data. Day 3 is used to compute the $Tll$.

|        | $\lambda^*_b$ | $\lambda^*_a$ | $\lambda^*_{bo}$ | $\lambda^*_ao$ | $\lambda^*_{bao}$ |
|--------|---------------|---------------|-------------------|-----------------|-------------------|
| $Tll$  | −11.16 ± 0.89 | **2.56 ± 1.58** | −11.08 ± 0.33     | −10.63 ± 0.43   | −12.50 ± 0.35     |

6.3 Causal Prediction Tasks

Once our joint model is fitted to a data set, it can perform causal prediction tasks. In the following, we show its ability to answer interventional and counterfactual queries.

To evaluate the performance on causal tasks, we run a simulation study. To be able to assess the sequential causal inference tasks, we have to include both sources of time-varying confounding, so we choose the treatment- and outcome-dependent model with intensity $\lambda^{*a}_{ao}$. We fit our joint model to the meal–glucose data set to obtain ground-truth model components $\mathcal{M}^{(r)} = \{\lambda^{*}_a(\tau), f^*_b(\tau), f^*_a(\tau; a), \epsilon^*(\tau)\}$. These ground-truth model components are used to simulate samples from observational, interventional and counterfactual distributions of each individual $(r)$. Simulated patients are divided into two policy groups $\{\pi_A, \pi_B\}$, represent-
ing different treatment policies of different hospitals, etc. Treatment intensities of two policies correspond to learned intensity functions of two real-world patients. To enable individualization among patients, we assume there are three patient groups, each having a distinct baseline function $f_b^r(\tau)$ and a treatment response $f_a^r(\tau; a)$. Ground-truth fit and simulation are detailed in Appendix J.2.

We define three joint estimation models: OBS-EST, INT-EST and CF-EST, which are named according to their capabilities of sampling from observational, interventional and counterfactual distributions. OBS-EST is trained on the observational data of each individual to generate predictions. INT-EST adjusts predictions of OBS-EST by accounting for the fact that the treatments are generated by the estimated policy for another individual, as a consequence of a policy intervention. CF-EST additionally conditions predictions of INT-EST with the posterior of the individual’s noise terms. We denote ground-truth versions of these models as OBS-ORACLE, INT-ORACLE and CF-ORACLE, which represent the performance of the estimated models if infinite training data were available.

We focus on two causal tasks: the policy intervention and the policy counterfactual. For the policy intervention $P(\mathbf{Y}_{> T}[\tilde{\pi}_{> T}] | \mathcal{H}_{\leq T})$ defined in Equation 4, we want to answer an interventional query, e.g., ‘how will the outcome progress, if the policy is set to $\tilde{\pi}_{> T}$?’. For the policy counterfactual $P(\mathbf{Y}_{\leq T}[\tilde{\pi}_{\leq T}] | \mathcal{H}_{\leq T})$ defined in Equation 5, we want to answer a counterfactual query, e.g., ‘how would the outcome have progressed, had the policy been set to $\tilde{\pi}_{\leq T}$?’.

For the causal tasks, the marginal distribution of the outcome trajectory $\mathbf{Y}$ is not available in closed form, as we cannot integrate out treatments $a$ in Equation 7. Therefore, to measure how similar predicted trajectories are to samples from the ground-truth distribution, we train discriminators (see Appendix J.2). Ideally, for samples of the same distribution, predicted trajectories should be inseparable from ground-truth trajectories, leading to a 50% discriminator accuracy ($D_{acc}$). For example, the $D_{acc}$ should be close to 50% for predicted vs. ground-truth interventional samples. On the other hand, for samples of distinct distributions, predicted trajectories should be separable from ground-truth trajectories, leading to a high Dacc value. We report mean and standard deviation values of Dacc over 10 runs.

**Policy Intervention.** For the policy intervention task, we estimate the following interventional query: What will happen if a patient $(r)$ with the policy $\pi(r) = \pi_A$ will continue for the next day in the future, following another patient’s policy $\pi_B$? Following Equation 4, the causal query for this task is formalized as the interventional query: $P(\mathbf{Y}_{> T}[\tilde{\pi}_{> T} = \pi_B] | \pi_{\leq T} = \pi_A, \mathcal{H}_{\leq T})$. Similar to Schulam and Saria [2017], we use a natural benchmark, corresponding to the statistical query: Observing the history of patient $(r)$, how will the state of the patient progress for the next day, $P(\mathbf{Y}_{> T}^{(r)} | \pi_{\leq T} = \pi_A, \mathcal{H}_{\leq T}^{(r)})$? The Dacc results are shown in Table 2. We see the INT-EST model is able to sample observational and interventional trajectories close to ground-truth distributions when the in-
Table 2: Dacc results for two policy interventions \{[\check{\pi} > T = \pi_A],[\check{\pi} > T = \pi_B]\}. The observed policy is \pi_{[0,T]} = \pi_A. Dacc closer to 50% is better, as it suggests estimated trajectories are inseparable from ground-truth trajectories.

| J\textsc{oint Model} | \check{\pi} = \pi_A | \check{\pi} = \pi_B |
|----------------------|------------------|------------------|
| Obs-est              | 51.8% ± 2.8%     | 86.4% ± 2.5%     |
| Int-est              | 51.8% ± 2.8%     | 51.8% ± 2.8%     |
| Int-oracle           | 50.3% ± 2.3%     | 50.3% ± 2.3%     |

Table 3: Dacc results for the policy counterfactual in the observed period \([0,T]\) with the policy intervention \[\check{\pi}_{[0,T]} = \pi_B\]. The observed policy is \pi_{[0,T]} = \pi_A. Dacc closer to 50% is better, as it suggests estimated trajectories are inseparable from ground-truth trajectories.

| J\textsc{oint Model} | \check{\pi} = \pi_B |
|----------------------|------------------|
| Int-est              | 90.1% ± 4.1%     |
| Cf-est               | 60.8% ± 2.2%     |
| Cf-oracle            | 51.8% ± 2.7%     |

tervention policy is (i) same as the observed policy \[\check{\pi} = \pi_A\] and (ii) different from the observed policy \[\check{\pi} = \pi_B\], while the Obs-est model fails in the latter case.

**Policy Counterfactual.** For the policy counterfactual task, we estimate the following counterfactual query: What would have happened if a patient \((r)\) with the policy \(\pi_r^{(r)} = \pi_A\) had followed another patient’s policy \(\pi_B\) in the observation period \([0,T]\)? Following Equation 5, the causal query for this task is formalized as the counterfactual: \(P(Y_r^{\check{\pi}}[\check{\pi} \leq T = \pi_B] \mid \pi \leq T = \pi_A, \mathcal{H}_r^{(r)})\). To compute the counterfactual query, the Cf-est model uses our counterfactual sampling algorithm, where we extend the algorithm proposed in Noorbakhsh and Rodriguez [2021] to point processes that have a direct dependence on the past. For details, see Appendix I.2.2. As a benchmark, we use the interventional query formalized by Equation 4, \(P(Y_r^{\check{\pi}}[\check{\pi} > T = \pi_B] \mid \pi < T = \pi_A, \mathcal{H}_r^{(r)})\), which corresponds to the question: What will happen if patient \((r)\) will continue in the future following policy \(\pi_B\)? Dacc results are shown in Table 3. We see the Int-est model fails to sample counterfactual trajectories close to the ground-truth counterfactual distribution \(\check{\pi} = \pi_B\), as it does not take the individual’s noise posterior into account. On the other hand, the Cf-est model is able to sample counterfactual trajectories close to the ground-truth counterfactual distribution.
7 Conclusion

To study what happens if the (possibly implicit) treatment policy of one individual (hospital, unit, country, ...) is or had been adopted by another individual, we proposed a model that jointly considers sequences of treatments and outcomes of each individual. Theoretically, we showed that an intervention on a treatment policy is equivalent to a sequence of stochastic interventions on treatments, whose potential outcomes can be estimated from observational data with the joint model. In a real-world scenario, we demonstrated that the model can be learned from a sequence of treatment–outcome tuples and it can handle time-varying confounding in continuous time. In a semi-synthetic experiment, we demonstrated that the joint model can answer causal queries about the interventional and counterfactual distributions of the outcome after an intervention on the treatment policy.
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A Further Related Work

Treatment Responses for Sequential Treatment–Outcome Data. In a static treatment–outcome setup, the goal is to estimate the causal effect of a single treatment on a single outcome [Pearl, 2009]. The methods for the static setup do not extend to the sequential treatment–outcome setup directly, due to the time-varying confounding [Hernán and Robins, 2010]. For the sequential treatment–outcome setup, a number of methods such as g-computation [Robins, 1986, 1987], structural nested models [Robins, 1992] and marginal structural models [Robins et al., 2000] have been proposed.

Our work is in line with the g-computation formula [Robins, 1986], as we also model the joint distribution directly by factorizing it in the temporal order. In this direction, a large number of methods model the outcome trajectory as the sum of (i) a counterfactual baseline that captures the no-treatment case and (ii) an additive treatment response function [Schulam and Saria, 2015, Xu et al., 2016, Soleimani et al., 2017, Zhang et al., 2020, Cheng et al., 2020]. Most of these work propose a Bayesian non-parametric baseline and a parametric response function [Schulam and Saria, 2015, Xu et al., 2016, Soleimani et al., 2017, Zhang et al., 2020]. In our work, we combine the non-parametric baseline with a non-parametric response function as in Cheng et al. [2020]. However, these methods do not model treatments and they assume a fixed sequence of treatment interventions are given.

Treatment Models in Continuous Time. Continuous-time treatments can be viewed as discrete events in a continuous space, which can be modeled appropriately by a temporal point process (TTP). In this direction, temporal point processes have been investigated from a causal inference perspective by a large number of work [Lok, 2008, Didelez et al., 2012, Schulam and Saria, 2017, Gao et al., 2021, Aalen et al., 2020, Ryalen et al., 2020, Hua et al., 2021].

Lok [2008] estimates the causal effect of interventions on continuous-time treatments, by extending structural nested models using a martingale approach. The methods proposed by Didelez et al. [2012], Aalen et al. [2020] and Ryalen et al. [2020] consider interventions affecting continuous-time events on a survival
analysis scenario, where the TPP terminates after a single survival/death event. Gao et al. [2021] investigates the average treatment effect between multivariate temporal event pairs in continuous time. Similar to our work, Schulam and Saria [2017] estimates interventional outcome (mark) trajectories affected by continuous-time treatments, however, it assumes a fixed sequence of treatment interventions. Instead, we model continuous-time treatment policies to consider more realistic, alternative scenarios.

From a modeling perspective, Hua et al. [2021] is the closest to our work, where they propose a Bayesian joint model for treatment–outcome tuples, however, they aim to find an optimal treatment policy for continuous-time treatments, while our goal is to estimate interventional and counterfactual outcome trajectories resulting from interventions on treatment policies. Besides, they use simple, parametric models as treatment and outcome models, tailored for their use case, which does not generalize to other problem setups.

Counterfactual Reasoning. Counterfactual reasoning has raised interest recently in the machine learning literature for evaluating and explaining model predictions [Oberst and Sontag, 2019, Tsirtsis and Gomez Rodriguez, 2020, Tsirtsis et al., 2021, Abid et al., 2022]. These works consider discrete-time action–outcome setups. On the other hand, the works by [Aalen et al., 2020, Ryalen et al., 2020] and [Noorbakhsh and Rodriguez, 2021] consider counterfactuals of continuous-time events using temporal point processes. However, [Aalen et al., 2020] and [Ryalen et al., 2020] target a survival analysis setup as discussed above. In our work, we extend the counterfactual sampling algorithm of independent Poisson processes, provided in [Noorbakhsh and Rodriguez, 2021], to history-dependent point processes. In addition, our main target is the outcome (mark) trajectories that are affected by treatment policies through continuous-time treatments, while [Noorbakhsh and Rodriguez, 2021] investigates the causal effect on continuous-time event occurrences as target outcomes.

B Intervention Types

In practice, an intervention on a variable $X$ remove the structural equation $X := f_x(pa(X), U_X)$. Intervention types differ with respect to the way they set the intervened value, $\tilde{x}$ value.

Atomic intervention. Sets $X$ to a static value $\tilde{x}$. For example, under identifiability conditions:

$$p(Y \mid do(X = \tilde{x})) = \sum_z p(Y \mid X = \tilde{x}, Z = z)p(Z = z).$$

Conditional intervention. Sets $X$ by a deterministic functional relationship
\[ p(Y \mid do(X = \tilde{h}(z))) = \sum_z p(Y \mid do(X = \tilde{h}(z)), Z = z)p(Z = z \mid do(X = \tilde{h}(z))) = \sum_z p(Y \mid x, z)_{x=\tilde{h}(z)}p(z). \]

**Stochastic (conditional) intervention.** Sets \( X \) by a stochastic relationship \( \tilde{p}(X \mid Z) \). Given \( Z \), the intervention \( do(X = \tilde{x}) \) occurs with probability \( \tilde{p}(X \mid Z) \). Therefore, the effect of an atomic intervention \( do(X = \tilde{x}) \) is averaged over all possible } \( \tilde{x} \sim \tilde{p}(x \mid z) \):

\[ p(Y \mid do(X \sim \tilde{p}(X \mid Z))) = \sum_{\tilde{x}} \sum_z p(Y \mid do(X = \tilde{x}), z = z)\tilde{p}(X = \tilde{x} \mid Z = z)p(Z = z) = \sum_{\tilde{x}} \sum_z p(Y \mid x, z)\tilde{p}(\tilde{x} \mid z)p(z). \]

### C Causal Assumptions

Consistency, no-unmeasured confounding (NUC) and positivity are standard causal assumptions required for the identifiability of a static causal effect [Pearl, 2009, Hernán and Robins, 2010, Schulam and Saria, 2017, Bica et al., 2020].

**Assumption 1: Consistency.** Let \( A \) be an action variable and \( Y \) be an outcome variable. The potential outcome \( Y[a] \) under an action \( a \in A \) is consistent with its factual outcome, provided that the outcome \( Y \) is observed under the action \( A = a \): \( P(Y[a] \mid A = a) = P(Y \mid A = a) \).

**Assumption S1: No-Unmeasured Confounding (NUC).** Let \( A \) be an action variable, \( Y \) be an outcome variable and \( X \) be a set of observed variables. The potential outcome \( Y[a] \) is independent of the action \( A \) conditioned on \( X \), if the action assignment is done at random given \( X \): \( Y[a] \perp \perp A \mid X \).

**Assumption S2: Positivity (Overlap).** Let \( A \) be an action variable and \( X \) be a set of variables rendering the causal effect of \( A \) identifiable. For a well-defined causal effect, the action must be probable conditioned on \( X \): \( P(A = a \mid X) > 0 \).

For the continuous-time sequential treatment–outcome setup, Schulam and Saria [2017] propose the continuous-time NUC assumption. Assumptions \{3, 4\} are repeated below for completeness.

**Assumption 2: Continuous-Time Positivity.** The conditional treatment intensity \( \lambda^*_a(t, m) \) is non-zero for all intervention times \( t \) and all intervention marks \( m \), given any intervention history \( \mathcal{H}_{<t} \): \( \lambda^*_a(t, m) > 0, \forall t \in \mathbb{R}, \forall m \in \mathcal{K}_a \).
Assumption 3: Continuous-time NUC. Let sequential treatments \( \mathbf{a} \) occur at a discrete set of time points on a given interval, characterized by the conditional intensity function \( \lambda^*_a(t,m) \). The conditional treatment intensity \( \lambda^*_a(t,m) \) of a treatment \( a = (t,m) \), is independent of the potential outcome trajectory \( Y_{>t}[^\pi] \), conditioned on the past history \( \mathcal{H}_{<t} \), \( \forall t \in \mathbb{R}_{\geq 0} \).

Assumption 4: Fully-mediated policy effect. Conditioned on the past history \( \mathcal{H}_{<\tau} \), the causal effect of the policy \( \pi_{>\tau} \) on the outcome trajectory \( Y_{>\tau} \) is fully mediated through sequential treatments \( \mathbf{a}_{>\tau} \):

\[
P(Y_{>\tau}[^\pi_{>\tau}, \mathbf{a}_{>\tau}] \mid \mathcal{H}_{\leq \tau}) = P(Y_{>\tau}[^\pi_{>\tau}] \mid \mathcal{H}_{\leq \tau}).
\]

D Causal Identifiability

We evaluate the potential outcome trajectory \( Y_{>T}[^\pi_{>T}] \) at a discrete set of ordered query points \( q = \{q_1, \ldots, q_m : q_i > T, \forall i \in 1, \ldots, m\} : Y_q[^\pi_{>T}] = \{y(q_k)[^\pi_{>T}] : q_k \in q\} \), similar to Schulam and Saria [2017]. We denote the outcome value \( y(q_k) \) at time \( q_k \) by \( Y_{q_k} = y(q_k) \). Under the NUC Assumption (Assumption S1), the assignment of the target policy label \( ^\pi \) is independent of the potential outcome query \( Y_q[^\pi_{>T}] \):

\[
P(Y_q[^\pi_{>T}] \mid \mathcal{H}_{\leq T}) = P(Y_q[^\pi_{>T}] \mid ^\pi_{>T}, \mathcal{H}_{\leq T})
\]

As the causal graph \( G \) suggests, sequential actions \( \mathbf{a} \) act as mediators in the time direction for the causal effect of the policy specified by \( ^\pi \) on the outcome query \( Y_q \). To take the action mediation into account, we average over possible treatment effects:

\[
P(Y_q[^\pi_{>T}] \mid ^\pi_{>T}, \mathcal{H}_{\leq T}) = \sum_{\mathbf{a}_{>T}} P(Y_q[^\pi_{>T}], \mathbf{a}_{>T} \mid ^\pi_{>T}, \mathcal{H}_{\leq T}).
\]

An intermediate outcome \( Y_{q_k} \) can act as a mediator for the causal effect of past actions \( \mathbf{a}_{<q_k} \) on the future outcome \( Y_{q_{k+1}} \), while acting as a confounder for some future actions \( \mathbf{a}_{(q_k, q_{k+1})} \) and the future outcome \( Y_{q_{k+1}} \), causing a phenomenon known as time-varying confounding [Robins, 1986, Pearl and Robins, 1995]. To eliminate the time-varying confounding effect, we first factorize the

---

1In fact, the history \( \mathcal{H}_{<t} \) can be extended to include an outcome variable that occurs at time \( t \), if it exists: \( \mathcal{H}_{<t} \cup \{o_t\} \), assuming instantaneous effects from outcomes to treatments: \( o \rightarrow a \). However, it would clutter the notation and in practice, the probability of an outcome \( o = (t,y) \) to occur at time \( t \) is 0. Therefore, assuming no instantaneous effects between variables can be made without any practical effects.
counterfactual query $Y_q[\tilde{\pi}>T]$ and sequential actions $a>T$ in time-order:

$$P(Y_q[\tilde{\pi}>T] \mid H \leq T) = \sum_a \prod_{k=1}^m \left( P(Y_q \mid a_{<q_k}, Y \leq q_{k-1}[\tilde{\pi}>T], \tilde{\pi}>T, H \leq T) \right)$$

$$P(a_{(q_{k-1},q_k)} \mid a_{<q_{k-1}}, Y_{\leq q_{k-1}}[\tilde{\pi}>T], \tilde{\pi}>T, H \leq T)$$

(1)

similar to the g-estimation formula [Robins, 1986]. In both terms, we condition on the policy label $\tilde{\pi}>T$. By consistency assumption (Assumption 1), the potential outcome $Y_{\leq q_{k-1}}[\tilde{\pi}>T]$ is equal to the factual outcome when we observe the policy specified by $\tilde{\pi}>T$:

$$P(Y_q \mid a_{<q_{k-1}}, Y_{\leq q_{k-1}}, \tilde{\pi}>T, H \leq T)$$

$$P(a_{(q_{k-1},q_k)} \mid a_{<q_{k-1}}, Y_{\leq q_{k-1}}, \tilde{\pi}>T, H \leq T)$$

(2)

For both the outcome variable $Y_{q_k}$ and actions $a_{(q_{k-1},q_k)}$, the set of variables $\{a_{<q_{k-1}}, Y_{\leq q_{k-1}}, H_q\}$ is a valid history until the query point $q_{k-1}$: $H_{q_{k-1}} = H_{\leq q_{k-1}} \setminus \{a_{q_{k-1}}\} = \{a_{<q_{k-1}}, Y_{\leq q_{k-1}}, H_T\}$. Hence, the Equation 1 can be simplified as follows:

$$P(Y_q[\tilde{\pi}>T] \mid H \leq T)$$

$$= \sum_a \prod_{k=1}^m \left( P(Y_q \mid a_{(q_{k-1},q_k)}, \tilde{\pi}>T, H_{q_{k-1}}) \right) P(a_{(q_{k-1},q_k)} \mid a_{<q_{k-1}}, Y_{\leq q_{k-1}}, \tilde{\pi}>T, H_{q_{k-1}})$$

(3)

Under Assumptions $\{1, S1\}$, the treatment factor term is equivalent to the potential outcome $a_{(q_{k-1},q_k)}[\tilde{\pi}>T]$:

$$P(a_{(q_{k-1},q_k)} \mid \tilde{\pi}>T, H_{q_{k-1}}) = P(a_{(q_{k-1},q_k)} \mid \tilde{\pi}>T, H_{q_{k-1}}) \quad A.1$$

$$P(a_{(q_{k-1},q_k)} \mid \tilde{\pi}>T, H_{q_{k-1}}) \quad A.S1$$

(4)

Conditioned on the past history $H_{q_{k-1}}$, the causal effect of the policy specified by $\tilde{\pi}$ on the outcome value $Y_{q_k}$ is fully mediated through sequential treatments $a_{(q_{k-1},q_k)}$. Using Assumptions $\{1, 2, 3, 4\}$, the outcome factor is equivalent to the potential outcome $Y_{q_k} a_{(q_{k-1},q_k)}$:

$$P(Y_q \mid a_{(q_{k-1},q_k)}, \tilde{\pi}>T, H_{q_{k-1}})$$

$$= P(Y_q \mid a_{(q_{k-1},q_k)}, \tilde{\pi}>T, H_{q_{k-1}}) \quad A.1$$

$$P(Y_q \mid a_{(q_{k-1},q_k)}, H_{q_{k-1}}) \quad A.4$$

$$P(Y_q \mid a_{(q_{k-1},q_k)}, H_{q_{k-1}}) \quad A.1$$

$$P(Y_q \mid a_{(q_{k-1},q_k)}) \mid H_{q_{k-1}}) \quad A.3$$

(5)
Plugging in the potential outcome representation of the treatment factor in Equation 4 the outcome factor in Equation 5 to the Equation 3, the potential query can be considered as a sequence of stochastic (conditional) interventions on treatment variables:

\[
P(Y_{q}[\tilde{\pi} > T] \mid \mathcal{H}_{\leq T}) = \sum_{\tilde{a}} \prod_{k=1}^{m} P(Y_{qk} \mid \tilde{a}_{[q_{k-1}, q_k]}, \mathcal{H}_{q_{k-1}})P(\tilde{a}_{[q_{k-1}, q_k]} \mid \tilde{\pi} > T, \mathcal{H}_{q_{k-1}}).
\] (6)

Under Assumptions \{1, 2, 3\}, a sequence of stochastic (conditional) interventions on treatments is identified [Seedat et al., 2022, Didelez, 2015]:

\[
P(Y_{q}[\tilde{\pi} > T] \mid \mathcal{H}_{\leq T}) = \sum_{\tilde{a}} \prod_{k=1}^{m} P(Y_{qk} \mid \tilde{a}_{[q_{k-1}, q_k]}, \mathcal{H}_{q_{k-1}})P(\tilde{a}_{[q_{k-1}, q_k]} \mid \tilde{\pi} > T, \mathcal{H}_{q_{k-1}}).
\] (7)

As discussed in Appendix I.2, the posterior distributions of the noise variables for the counterfactual temporal point processes are identifiable, as they satisfy counterfactual stability. Assuming the posterior distributions of the outcome noise variables as identifiable, the counterfactual query is also identifiable\(^2\)

### E Nonparametric Modeling approaches for TPPs

TPPs can be modeled by two nonparametric approaches Liu and Hauskrecht [2019]: (i) latent-state point processes Möller et al. [1998], Adams et al. [2009] and (ii) regressive point processes Hawkes [2018], Liu and Hauskrecht [2019].

#### E.1 Latent-state point processes

Latent-state point processes, e.g. a log/sigmoidal Gaussian Cox process [Möller et al., 1998, Adams et al., 2009] and a variational Bayes point process (VBPP) [Lloyd et al., 2015], model the temporal dependence of the intensity indirectly, in the form of smoothness assumptions encoded by a latent (GP) prior [Rasmussen, 2003]. For example, the VBPP model defines a latent GP prior \(f \sim \mathcal{G}\mathcal{P}\) with a squared-exponential (SE) kernel over the observation period \(T = [0, T]\), which

\(^2\)The counterfactual stability condition does not follow for the outcome noise variables, since they are continuous. Even though the posterior of the outcome noise variables do not satisfy the counterfactual stability, generally the assumption that the noise posteriors are identifiable is implicitly made for the inferences regarding the interventional distribution in the literature, e.g. the estimated interventional trajectories in Schulam and Saria [2017] use a GP latent function with Gaussian noise variables similarly.
is passed through a square transformation to obtain the conditional intensity function $\lambda(\tau)$. For a vector of $N$ time points $\tau \in \mathbb{R}^N_{\geq 0}$, the model definition takes the following form:

$$f(\tau) \sim \mathcal{GP}(\mu(\tau), k(\tau, \tau')),$$

$$\lambda(\tau) = f(\tau)^2.$$

The latent function $f : \mathbb{R}_{\geq 0} \to \mathbb{R}$ takes an absolute time $\tau \in \mathcal{T}$ as input and outputs the latent rate for the same time point. The choice of the SE kernel assumes a smooth latent function, which implicitly enforces some temporal dependence of nearby intensity values. For example, the intensity values for points $\{t_i\}_{i=1}^4$ in Figure 1 is given by:

$$\lambda^* \left( \begin{bmatrix} t_1 \\ t_2 \\ t_3 \\ t_4 \end{bmatrix} \right) = f \left( \begin{bmatrix} t_1 \\ t_2 \\ t_3 \\ t_4 \end{bmatrix} \right)^2.$$

Figure 1: An example of the conditional intensity function of a latent-state point process model. The conditional intensity takes absolute time values as input and gives an intensity value as output.

### E.2 Regressive Point Processes

In contrast, regressive point processes model the temporal dependence directly [Hawkes, 2018, Liu and Hauskrecht, 2019]. For example, the conditional GP regressive point process (CGPRPP) model defines a latent GP prior $f \sim \mathcal{GP}$, which is conditioned on past events. The latent function $f : \mathbb{R}^D_{\geq 0} \to \mathbb{R}$ takes relative times of the last $D$ events relative to a future time point $\tau$ as input. For example, let a query time $\tau$ and let $(t_{i-(D-1)}, \ldots, t_{i-1}, t_i)$ be a list of arrival times of the last $D$ events. To calculate the intensity value $\lambda^*(\tau)$, the input takes the following form:

$$(\tau - t_{i-(D-1)}, \ldots, \tau - t_{i-1}, \tau - t_i).$$
Let $\Delta \tau_d$ be the relative time between $\tau$ and $d^{th}$ last event: $\Delta \tau_d = \tau - t_{i-d}$.

Then, the input can be represented in a compact form: $\{\Delta \tau_d\}_{d=0}^{D-1}$. Further, let $\Delta \tau$ denote the input set $\{\Delta \tau_d\}_{D=0}^{D-1}$ as a shorthand notation.

CGPRPP model regresses relative times $\{\Delta \tau_d\}_{d=1}^D$ on the latent intensity $f(\tau)$, which is passed through a square transformation to obtain the conditional intensity value $\lambda^*(\tau)$. For a vector of $N$ time points $\tau \in \mathbb{R}_0^N$, the model definition takes the following form:

$$f(\tau) \sim GP(\mu(\Delta \tau), k(\Delta \tau, \Delta \tau')),$$

$$\Delta \tau, \Delta \tau' \in \mathbb{R}_0^{N \times D}$$

$$\lambda(\tau) = f(\tau)^2.$$  

Unlike a latent-state formulation, the regressive latent function uses relative times as input instead of absolute times and models the dependence on past events explicitly. As an example, the intensity values for points $\{t_i\}_{i=1}^4$ in Figure 2, with $D = 2$, is given by:

$$\lambda^* \left( \begin{array}{c} t_1 \\ t_2 \\ t_3 \\ t_4 \end{array} \right) = f \left( \begin{array}{cccc} \infty & \infty & \infty \\ t_2 - t_1 & t_3 - t_2 & t_4 - t_3 \\ t_3 - t_1 & t_3 - t_1 & t_4 - t_2 \end{array} \right)^2$$

Figure 2: An example of the conditional intensity function of a regressive point process model, with $D = 2$. The conditional intensity takes relative time values to last $D = 2$ points as input and gives an intensity value as output.

F Treatment Model Details

F.1 Model Definition

We model the treatment time intensity $\lambda^*(\tau)$ as the square transformation of a latent function, which is a sum of a constant scalar $\beta_0$ and three time-dependent functions with GP priors, $g_b, g_a, g_o \sim GP$. The latent-state function $g_b : \mathbb{R}_0 \rightarrow \mathbb{R}$ models the baseline intensity. The regressive component $g_a : \{\mathbb{R}_0 \times K_a\}^Q_a \rightarrow \mathbb{R}$ models the dependence on past treatments by taking the last $Q_a$ treatment
tuples as input. Similarly, the regressive component $g^*_o : \{\mathbb{R}_{\geq 0} \times K_o\}^Q_o \rightarrow \mathbb{R}$ models the dependence on past outcomes by taking the last $Q_o$ outcome tuples as input.

The treatment time intensity $\lambda^*(\tau)$ is as follows:

$$\lambda^*(\tau) = \left( \beta_{0_{PP}} + g_b(\tau) + g_a(\tau) + g_o^*(\tau) \right)^2.$$

### F.2 Kernel Definition

Regressive components $g^*_a$ and $g^*_o$ explicitly model how the intensity depends on the past history. They take relative times to the last $Q_a$ treatments and $Q_o$ outcomes as input, while the baseline function $g_b$ takes the absolute time. For example, let $\tau$ be a query time. Let $(t_{i-1(Q_a-1)}, \ldots, t_{i-1}, t_i)$ be the list of arrival times of the last $Q_a$ treatments, before time $\tau$. Similarly, let $(t_{j-1(Q_o-1)}, \ldots, t_{j-1}, t_j)$ be the list of arrival times of the last $Q_o$ outcomes, before time $\tau$. Then, three function components have the following $1 + 2 \times Q_a + 2 \times Q_o$ dimensional vector as input:

$$\tau, \ldots, (\tau - t_{i_q}, m_i), \ldots, (\tau - t_{j}, y_j)$$

To represent the information regarding the last $Q_a + Q_o$ events, we define retrieval functions. Let $r_{k_i, t} : \mathbb{R} \rightarrow \mathbb{R}$ denote a retrieval function that takes time $\tau$ as input and outputs the time of the $i^{th}$ last tuple of type $k \in \{a, o\}$. For example, the retrieval function $r_{a_i}(\tau)$ outputs the time of the last action occurred before time $\tau$. Let $\Delta_{k_i, t} : \mathbb{R} \rightarrow \mathbb{R}$ denote a retrieval function that returns the relative time to the $i^{th}$ last tuple of type $k \in \{a, o\}$: $\Delta_{k_i, t}(\tau) = \tau - q_{k_i, t}$. Similarly, $r_{k_i, m} : \mathbb{R} \rightarrow K_k$ denotes a retrieval function that takes time $\tau$ as input and provides the mark $m \in K_k$ of the $i^{th}$ last tuple of type $k \in \{a, o\}$. Let $r_k : \mathbb{R} \rightarrow K_k \times \mathbb{R}$ denote a retrieval function that outputs the mark and the relative time of the $i^{th}$ last tuple of type $k \in \{a, o\}$: $r_k(\tau) = (r_{k_i, m}(\tau), \Delta_{k_i, t}(\tau))$.

For a query time $\tau$, the retrieval function $r(\tau) : \mathbb{R}_{\geq 0} \rightarrow X$ returns the overall input vector:

$$r(\tau) = \{\tau, r_{a_1}(\tau), \ldots, r_{a_{Q_a}}(\tau), r_{o_1}(\tau), \ldots, r_{o_{Q_o}}(\tau)\},$$

where $X$ denotes the input domain $X = \mathbb{R}_{\geq 0} \times \{\mathbb{R}_{\geq 0} \times K_k\}^{Q_a} \times \{\mathbb{R}_{\geq 0} \times K_k\}^{Q_o}$.

We represent the unavailable past information by an identifier value $r_{k_i} = (\infty, \infty)$, similar to Liu and Hauskrecht [2019]. To set covariance values concerning the unavailable information to 0, an indicator function $I_k : \mathbb{R}_{\geq 0} \times K_k \rightarrow \{0, 1\}$ is as follows:

$$I_k = \begin{cases} 1, & \text{if } k \in \{a, o\}, \\ 0, & \text{otherwise.} \end{cases}$$
\{0,1\} is defined:

\[ I_k[r_{ki}(\tau)] = \begin{cases} 1, & \text{if } r_{ki,m} < \infty, r_{ki,t} < \infty \\ 0, & \text{otherwise} \end{cases} \]

Using the indicator function, the kernel function is defined as follows:

\[ K(v, v') = K_b(\tau, \tau') + \sum_{k \in \{a, o\}} \sum_{i=1}^{Q_k} I[r_{ki}(\tau)] I[r_{ki}(\tau')] K_k(r_{ki}(\tau), r_{ki}(\tau')), \]

where \( K_b \) is an SE kernel, input vectors \( v, v' \in \mathcal{X} \) have corresponding times \( \tau \) and \( \tau' \), and the single-tuple kernel function \( k_k : \mathbb{R}_{\geq 0} \times \mathcal{K}_k \to \mathbb{R} \) is:

\[ k_k(r_{ki}(\tau), r_{ki}(\tau')) = \gamma_i \exp \left( -\frac{(r_{ki,m}(\tau) - r_{ki,m}(\tau'))^2}{\sigma_{i,m}} \right) \exp \left( -\frac{((\Delta_{ki,t}(\tau) - \Delta_{ki,t}(\tau'))^2}{\sigma_{i,t}} \right) \]

Mark Kernel \( K_m \)

Relative Time Kernel \( K_t \)

The overall kernel is a sum of the baseline SE kernel and \( Q_a + Q_o \) two-dimensional single-tuple kernels \( K_z \), each of which is an SE kernel on two dimensions: mark and relative time.

**F.3 Likelihood**

The likelihood for a set of treatments \( D = \{(t_n, m_n)\}_{n=1}^{N} \) can be written in terms of \( \lambda^*(t, m) = \lambda^*(t)p^*(m \mid t) \):

\[ p(D \mid \lambda^*(\cdot)) = \prod_{n} \lambda^*(t_n)p^*(m_n \mid t_n) \times \exp \left\{ -\int_{T} \lambda^*(\tau) d\tau \right\} \tag{8} \]

The mark probability \( p^*(m_n \mid t_n) \) factorizes and can be modeled by a process independent from the time intensity \( \lambda^*(t) \). Then, the inference for the mark intensity \( p^*(m_n \mid t_n) \) is straightforward. In the following, we derive the inference objective for the time intensity \( \lambda^*(t) \).

**F.3.1 Multiple Observations**

We might have multiple observations \( D = \{D_1, \ldots, D_O\}_{o=1}^{O} \). For example, we can monitor a patient’s blood glucose for \( O \) days and consider each day as conditionally independent given the treatment intensity. The likelihood factorizes over multiple observations:

\[ p(D_1, \ldots, D_O \mid \lambda^*(\cdot)) = \prod_{o} p(D_o \mid \lambda^*(\cdot)). \]

where the term \( p(D_o \mid \lambda^*(\cdot)) \) follows Equation 8.
F.4 Variational Inference

In variational inference, a lower bound (ELBO), denoted by $\mathcal{L}$, of the log likelihood $\log p(D)$ is maximized, which is equivalent to minimizing the KL divergence between the variational distribution $q(f)$ and the true posterior $p(f \mid D)$.

$$\log p(D) = \mathcal{L} + \text{KL}[q(f) \mid\mid p(f \mid D)],$$

where the lower bound $\mathcal{L}$ is given by:

$$\mathcal{L} = \mathbb{E}_q[\log p(D \mid f)] - \text{KL}[q(f) \mid\mid p(f)]$$

$$= \mathcal{L}_D - \text{KL}[q(f) \mid\mid p(f)].$$

F.4.1 Inducing Points

Inducing point approximations are commonly used for scalable inference in GPs. Let $Z = \{z_m\}_{m=1}^M$ be a set of inducing points and their function evaluations are collected in a set of inducing variables $u = f(Z) \in \mathbb{R}^M$, where each $u_m = f(z_m)$. Conditioned on inducing variables $u$, we assume that the variational conditional distribution $q(f \mid u)$ is equal to the true conditional $p(f \mid u)$. Then, the variational distribution $q(f)$ can be written as follows:

$$q(f, u) = p(f \mid u)q(u),$$

where $q(u) \sim N(u; \mu, \Sigma)$. Generally, we integrate out $u$:

$$q(f) = \int u p(f \mid u)q(u)du = \mathcal{GP}(f; \tilde{\mu}, \tilde{\Sigma})$$

$$\tilde{\mu}(x) = k_{xz}K_{zz}^{-1}\mu$$

$$\tilde{\Sigma}(x, x') = K_{xx'} - k_{xz}K_{zz}^{-1}k_{zx} + k_{xz}K_{zz}^{-1}SK_{zz}^{-1}k_{zx'}.$$

F.4.2 Evidence Lower Bound (ELBO)

The lower bound $\mathcal{L}$ is:

$$\mathcal{L} = \mathcal{L}_D - \text{KL}[q(f) \mid\mid p(f)].$$

Similar to [Lloyd et al., 2015, Matthews et al., 2016, John and Hensman, 2018], we compute the KL term $\text{KL}[q(f) \mid\mid p(f)]$, by computing the KL divergence at inducing points $\text{KL}[q(u) \mid\mid p(u)]$.

$$\mathcal{L} = \mathcal{L}_D - \text{KL}[q(u) \mid\mid p(u)]$$

$$\mathcal{L}_D = \sum_o \sum_n \mathbb{E}_q[\log \lambda^*(t^{(o)}_n)] - \sum_o \mathbb{E}_q \left[\int T \lambda^*(t)dt\right]$$

$$= \sum_o \mathcal{L}^{(o)}_n - \sum_o \mathcal{L}^{(o)}_t.$$
First, we start with the data term $L_n^{(o)}$ for a single observed point process realization, indexed by $(o)$:

$$L_n^{(o)} = \sum_n \mathbb{E}_q[\log \lambda^*(t_n)]$$
$$= \sum_n \mathbb{E}_q[\log(f(r(t_n)) + \beta)^2],$$

As in [John and Hensman, 2018], we use a change of variables $f = f_n + \beta$ and exploit the computational trick used in [Lloyd et al., 2015] to compute the one-dimensional integral $\mathbb{E}_q[\log f_n^2]$:

$$\mathbb{E}_q[\log f^2] = \int_{-\infty}^{\infty} \log(f^2)N(f; \tilde{\mu}, \tilde{\sigma}^2)df$$
$$= -\tilde{G} \left( -\frac{\tilde{\mu}^2}{2\tilde{\sigma}^2} \right) + \log \left( \frac{\tilde{\sigma}^2}{2} \right) - C$$

where $C$ is the Euler-Mascheroni constant and $\tilde{G}$ is defined by the confluent hyper-geometric function, which is approximated by a look-up table for faster computation.

To compute the integral term $L_t$, we divide the observation period into $N + 1$ intervals with end points $(0, t_1, \ldots, t_N, T)$, where $\{t_i\}_{i=1}^N$ includes all event points that have an affect on the conditional intensity value. In each interval $[t_{n-1}, t_n]$, the conditional intensity values $\{\lambda^*(\tau) : \tau \in [t_{n-1}, t_n]\}$ are estimable using the past history $H_{<t_n}$. Using a shorthand notation for $r(t) = r \in \mathcal{X}$, we write the integral term as a sum of three integrals:

$$L_t = \sum_{o=1}^O \mathbb{E}_q \left[ \int_T \lambda^*(\tau)d\tau \right]$$
$$= \sum_{o=1}^O \mathbb{E}_q \left[ \int_T (f(r(\tau)) + \beta)^2 d\tau \right]$$
$$= \sum_{o=1}^O \left[ \int_T \left( \mathbb{E}_q[f^2(r)] + 2\beta \mathbb{E}_q[f(r)] + \beta^2 \right) d\tau \right]$$
$$= \sum_{o=1}^O \left[ \int_T \mathbb{E}_q[f^2(r)]d\tau + \int_T \text{Var}_q[f(r)]d\tau + 2\beta \int_T \mathbb{E}_q[f(r)]d\tau + \beta^2 |T_o| \right]$$
$$= \sum_{o=1}^O \sum_{n=1}^{N_o+1} \left[ \int_{t_{n-1}}^{t_n} \mathbb{E}_q[f^2(r)]d\tau + \int_{t_{n-1}}^{t_n} \text{Var}_q[f(r)]d\tau + 2\beta \int_{t_{n-1}}^{t_n} \mathbb{E}_q[f(r)]d\tau + \beta^2 |T_o| \right].$$
We can compute each integral term as follows:
\[
\int_{t_{n-1}}^{t_n} E_q[f(r(\tau))]^2 d\tau = m^T K_{zz}^{-1} \Psi_n K_{zz}^{-1} m
\]
\[
\int_{t_{n-1}}^{t_n} \Var_q[f(\tau)] d\tau = \sum_{d=1}^{D} \gamma_d \int_{t_{n-1}}^{t_n} [h_d(t)] dt + \Tr(K_{zz}^{-1} \Psi_n) + \Tr(K_{zz}^{-1} SK_{zz}^{-1} \Psi_n)
\]
\[
\int_{t_{n-1}}^{t_n} E_q[f(\tau)] d\tau = \Phi_n^T K_{zz}^{-1} m
\]
\[
\Psi_n(z, z') = \int_{t_{n-1}}^{t_n} K(z, r(\tau)) K(r(\tau), z') d\tau
\]
\[
\Phi_n(z) = \int_{t_{n-1}}^{t_n} K(z, r(\tau)) d\tau.
\]
Then, all integral terms are plugged in:
\[
\mathcal{L}_{1}(^{(o)} = m^T K_{zz}^{-1} \Psi_n K_{zz}^{-1} m
\]
\[
+ \sum_{d=1}^{D} \gamma_d \int_{t_{n-1}}^{t_n} [h_d(t)] dt + \Tr(K_{zz}^{-1} \Psi_n) + \Tr(K_{zz}^{-1} SK_{zz}^{-1} \Psi_n)
\]
\[
+ 2 \beta \Phi_n^T K_{zz}^{-1} m + \beta^2 |T_o|.
\]
The phi vector $\Phi_n$ and the psi matrix $\Psi_n$ have closed form solutions, obtained by evaluating the integrals for the sum of SE kernels. The only difference to Liu and Hauskrecht [2019] is the inclusion of the SE mark kernel terms $k_m(\cdot, \cdot)$.
\[
\Phi_n(z) = \sum_{q=1}^{Q_o+Q_o} \mathbb{I}[z_q] \mathbb{I}[r_q(t_n)] \mathbb{I}[r_q(t_n)] \frac{\sqrt{\pi} \alpha_{q,t}}{2} \exp \left( \frac{(m_{z_q} - r_{q,m}(t_n)) \gamma_q}{\alpha_{q,m}} \right)
\]
\[
\times \left[ \erf \left( \frac{t_n - r_{q,t}(t_n) - t_{z_q}}{\sqrt{2} \alpha_{q,t}} \right) - \erf \left( \frac{t_{n-1} - r_{q,t}(t_n) - t_{z_q}}{\sqrt{2} \alpha_{q,t}} \right) \right],
\]
\[
\Psi_n(z, z') = \sum_{i,j=1}^{Q_o+Q_o} \mathbb{I}[i] \mathbb{I}[j] \mathbb{I}[r_i(t_n)] \mathbb{I}[r_j(t_n)] \frac{\sqrt{\pi} \alpha_{i,t} \alpha_{j,t}}{\sqrt{2} (\alpha_{i,t} + \alpha_{j,t})}
\]
\[
\times \exp \left( \frac{(m_{z_i} - r_{i,m}(t_n))^2}{\alpha_{i,m}} \right) \exp \left( \frac{(m_{z_j} - r_{j,m}(t_n))^2}{\alpha_{j,m}} \right)
\]
\[
\times \left[ \erf \left( \frac{t_{i} + r_{i,t}(t_n) - t_{z_i} - r_{j,t}(t_n)}{2(\alpha_{i,t} + \alpha_{j,t})} \right) + \alpha_j(t_n - r_{i,t}(t_n) - t_{z_i}) \right]
\]
\[
\times \left[ \erf \left( \frac{\alpha_i(t_n - r_{j,t}(t_n) - t_{z_j}) + \alpha_j(t_n - r_{i,t}(t_n) - t_{z_j})}{\sqrt{2} \alpha_i \alpha_{j,t} (\alpha_{i,t} + \alpha_{j,t})} \right) - \erf \left( \frac{\alpha_i(t_{n-1} - r_{j,t}(t_n) - t_{z_j}) + \alpha_j(t_{n-1} - r_{i,t}(t_n) - t_{z_j})}{\sqrt{2} \alpha_i \alpha_{j,t} (\alpha_{i,t} + \alpha_{j,t})} \right) \right].
\]
G Outcome Model Details

We model the outcome trajectory $Y = \{y(\tau) : \tau \in \mathbb{R}_{\geq 0}\}$ by a conditional GP model, combining three independent function components: (i) a baseline progression, (ii) treatment effects and (iii) a noise variable [Schulam and Saria, 2017, Zhang et al., 2020]:

$$y(\tau) = f_b(\tau) + f_a(\tau; a) + \epsilon(\tau),$$

where $f_b(\tau)$ is the baseline progression, $f_a(\tau; a)$ is the treatment effect, and $\epsilon(\tau)$ is the noise.

**Baseline progression.** The baseline progression $f_b(\tau)$ over time $\tau$ can be modeled by a GP prior. The kernel function is chosen, depending on the application context. For example, a baseline function $f_b(\tau) \sim \mathcal{GP}(0, K_{se} + K_{per})$, with a zero mean and a kernel function equal to the sum of a squared exponential (SE) and a periodic (PER) kernel was proposed to model blood pressure and the heart rate measurements in [Cheng et al., 2020]. A combination of two non-stationary kernel functions was chosen as the baseline kernel function to model creatinine measurements in [Schulam and Saria, 2017]. In [Xu et al., 2016], the baseline kernel function was chosen as the sum of a linear and an exponential kernel.

In our experiments, we choose a combination of a linear and an SE kernel to model the baseline progression of blood glucose measurements, as non-diabetic patients mostly have linear or constant baseline progressions, with a significant amount of short-term noise [Zhang et al., 2020, Ashrafi et al., 2021].

**Treatment Effect Model.** We define the treatment effect function $f_a(\tau; a)$ as a Gaussian process: $f_a(\tau; a) \sim \mathcal{GP}$, similar to Cheng et al. [2020]. While a latent force model (LFM) [Alvarez et al., 2009] extension is proposed in Cheng et al. [2020], we use an SE kernel, as it produces sufficient performance for our use case. For each treatment, we consider the treatment effect as additive:

$$f_a(\tau; a) = \sum_{a_i = (t_i, m_i) \in a} f_m(m_i) f_t(\tau; t_i),$$

where the scaling function $f_m(m_i) : \mathcal{K}_a \to \mathbb{R}$ is a function of the treatment mark $m_i \in \mathcal{K}_a$ and $\mathcal{K}_a$ denotes the treatment mark space. Each treatment type is assumed to have a distinct pair of a scaling function $f_m$ and a time-dependent effect function $f_t$. We assume the scaling function $f_m$ is shared among treatments of the same individual and the time-dependent effect function $f_t$ is shared among treatments of the same treatment type.

The scaling function $f_m^{(r)}(m_i)$ is a linear function that captures the individualized treatment response magnitude for each patient $(r)$:

$$f_m^{(r)}(m_i) = \beta_0^{(r)} + \beta_1^{(r)} m_i,$$

where a hierarchical Gaussian prior is placed on parameters $\{\beta_0^{(r)}, \beta_1^{(r)}\}: \beta_0^{(r)} \sim \mathcal{N}(\beta_0, \sigma_0^2), \beta_1^{(r)} \sim \mathcal{N}(\beta_1, \sigma_1^2)$. 
The time-dependent function \(f_t(\tau; a)\) is defined as a piecewise function that is equal to 0 outside treatment effect intervals \(T_i = [t_i, t_i + T_i]\) and \(T'_i = [t'_i, t'_i + T'_i]\):

\[
f_t(\tau; t_i) = \begin{cases} \mathcal{GP}(0, k_{f_t,f'_t}(\tau, \tau'; t_i, t'_i)), & \text{if } \tau \in T_i, \tau' \in T'_i \\ 0, & \text{otherwise} \end{cases}
\]

where the treatment effect interval \(T_i\) is set by the domain knowledge. The kernel function works with non-negative relative times \(\Delta \tau_i = \text{ReLU}(\tau - t_i)\), rather than the absolute time \(\tau\):

\[
k_{f_t,f'_t}(\tau, \tau'; t_i, t'_i) = \exp\left(-\frac{(\Delta \tau_i - \Delta \tau'_i)^2}{\ell_t^2}\right).
\]

The adoption of the piecewise definition and relative times is enforcing a ‘causal’ kernel for the treatment effect, as in ‘causal’ Gp proposed in Cunningham et al. [2012]. Here, the term ‘causal’ is used differently than the causality discussion in previous sections and has more like a common sense meaning implying the time direction.

### H Learning

As the joint likelihood factorizes in time-order, we can maximize treatment and outcome model parameters independently, conditioned on the history. For the treatment model, we maximize the ELBO \(\mathcal{L}\) with respect to variational parameters \(\theta_{a,z} = \{m_z, S_z\}\) and kernel hyperparameters \(\theta_{a,h} = \{\gamma_q, \alpha_q\}_{q=0}^{Q_o} \cup \sigma_o\). For the outcome model, we maximize the marginal likelihood \(p(D | \theta)\) with respect to model hyperparameters \(\theta_o = \{\ell_t, \beta_0, \beta_1, \{\beta_0^{(r)}, \beta_1^{(r)}\}_{r=1}^{N_{\text{patient}}}\} \cup \theta_{o,b}\), where \(\theta_{a,b}\) denote the parameters of the baseline function whose definition depends on the application context and \(\{\beta_0, \beta_1, \beta_0^{(r)}, \beta_1^{(r)}\}\) denote the parameters of the hierarchical linear model for the scale function \(f_m^{(r)}(\cdot)\).

### I Inference

#### I.1 Test Log-Likelihood (TLL)

The outcome model is a Gp prior with an independent Gaussian noise. The posterior of the latent function \(f_q\) at query times \(q\) follows a multivariate normal distribution and its mean and covariance functions have a closed form solution: \(f_q | y \sim \mathcal{N}(\tilde{\mu}_q, \tilde{\Sigma}_q)\), with \(\tilde{\mu}_q = k^T_q (K + \sigma^2 I)^{-1} y\) and \(\tilde{\Sigma}_q = K_{qq} - k^T_q (K + \sigma^2 I)^{-1} k_q\). The test log-likelihood has a closed form solution and can be computed by
integrating out the posterior $f_q | y$:

$$
\log p(D_{test} | D) = \log \int_{f_q} \log p(D_{test} | f_q)p(f_q | D)df_q.
$$

For the treatment model, the marginal log-likelihood is intractable. A lower-bound on the test log-likelihood $\log p(D_{test} | D)$ can be computed as follows:

$$
\log p(D_{test} | D) = \log \int_{g^*} \log p(D_{test} | g^*)p(g^* | D)dg^*
= \log E_{p(g^* | D)} [p(D_{test} | g^*)]
\approx \log E_{q(g^*)} [p(D_{test} | g^*)]
\geq E_{q(g^*)} [\log p(D_{test} | g^*)],
$$

where we approximate the true posterior $p(g^* | D)$ by the variational distribution $q(g^*) = p(g^* | u)q(u)$. The term $E_{q(g^*)} [\log p(D_{test} | g^*)]$ can be computed as the steps detailed in Appendix F.4.2, as it is in the same form with the expected log likelihood component of the ELBO.

I.2 Counterfactual Query

For a policy counterfactual, we estimate the potential outcome of the past trajectory $P(Y_{\leq T}[\tilde{\pi}_{\leq T}] | H_{\leq T}, \pi_{\leq T})$, under a new treatment policy specified by $\tilde{\pi}_{\leq T}$ different than the observed policy specified by $\pi_{\leq T}$. To answer a counterfactual query, we require access to the posterior distribution of noise variables in addition to the interventional intensity $\lambda^{*}_{int}$, which we denote by $\lambda^{*}_{cf}$ to emphasize the distribution we are interested in.

For the outcome model, the posterior of the noise variables is equal to the difference between the posterior of the latent function $f(\tau) | y$ and the observed outcome $y(\tau)$:

$$
\epsilon(\tau) | y = y(\tau) - f(\tau) | y.
$$

We use a point estimate for the noise variable $\epsilon(\tau)$ for each time $\tau$:

$$
E [\epsilon(\tau) | y] = y(\tau) - E [f(\tau) | y].
$$

Regarding the noise variables of the treatment model, we extend the counterfactual sampling algorithm for non-homogeneous Poisson processes provided in [Noorbakhsh and Rodriguez, 2021] to history-dependent point processes where future events depend on past events. The key difference in algorithms is that the counterfactual sampling algorithm provided in [Noorbakhsh and Rodriguez, 2021] is based on Lewis’ thinning algorithm [Lewis and Shedler, 1979], while our algorithm is based on Ogata’s thinning algorithm [Ogata, 1981], which performs thinning in small intervals. The thinning procedure first samples points from an upper-bounding intensity and then performs rejection sampling with a probability proportional to the target intensity, so that the intensity of accepted points is equivalent to the target intensity.
I.2.1 Ogata’s Thinning Algorithm

Consider an initial time point $\tau$, where we start sampling. Ogata’s algorithm starts with specifying an interval such as $[\tau, \tau + l(\tau)]$, where the function $l(\cdot)$ specifies the end point $\tau + l(\tau)$ until which it is possible to upper bound the conditional intensity $\lambda^*$ [Rasmussen, 2011]. The upper bound intensity should be greater than or equal to the supremum of the conditional intensity $\lambda^*$ in the interval $[\tau, \tau + l(\tau)]$:

$$\lambda_{ub} \geq \sup_{s \in [\tau, \tau + l(\tau)]} \lambda^*(s).$$

Using the constant upper bound intensity, one can sample a candidate point from a Poisson process $t_i \sim \mathcal{P}(\lambda_{ub})$. After sampling $t_i$, the algorithm considers two options:

- If $t_i > l(\tau)$, then there exists no points in the interval $[\tau, \tau + l(\tau)]$ and the sampling procedure repeats with the next time interval.
- If $t_i < l(\tau)$, $t_i$ is kept with the probability $\lambda^*(t_i)/\lambda_{ub}$, which produces the target intensity by re-weighting the upper bound with the factor $\lambda^*(t_i)/\lambda_{ub}$. In practice, a noise variable $U_i$ can be sampled from a uniform distribution: $u_i \sim \mathcal{U}(0, \lambda_{ub})$ and the point can be kept if $u_i \leq \lambda^*(t_i)$. Regardless of the thinning decision, the procedure repeats from the time point $t_i$.

The sampling process is illustrated in Algorithm 1.

I.2.2 Counterfactual Sampling Algorithm for Tpps

Our algorithm assumes the data generative process follows Ogata’s thinning algorithm [Ogata, 1981], where thinned events and noise variables are considered as latent variables. For a given interval $[\tau, \tau + l(\tau)]$, the upper-bound intensity $\lambda_{ub}$ needs to be an upper bound for both the observational intensity $\lambda^*_\text{obs}$ and the counterfactual intensity $\lambda^*_\text{cf}$, so that accepted events, thinned events and the noise posteriors are well defined:

$$\lambda_{ub} \geq \sup_{\tau \in \mathcal{I}} \{\lambda^*(\tau) : \lambda^* \in \{\lambda^*_\text{obs}, \lambda^*_\text{cf}\}\}.$$ 

In practice, we select the function $l(\tau)$ so that it returns the next event after time $\tau$, which can be a future treatment or an outcome. As a result, the observation period $[0, T]$ is split into intervals with end points $(0, t_1, \ldots, t_N, T)$, where in each interval, it is possible to compute both the observational intensity $\lambda^*_\text{obs}$ and the counterfactual intensity $\lambda^*_\text{cf}$, conditioned on their respective histories $\mathcal{H}_\text{obs}$ and $\mathcal{H}_\text{cf}$. Here, $t_N$ denotes the time of the last event, among all event times $t_a \cup t_o$. 
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Algorithm 1: Ogata’s Thinning algorithm

Input: Start $T_1$, End $T_2$, Interval function $l(\cdot)$, Conditional intensity $\lambda^*(\cdot)$
Output: Point process sample $T = \{t_1, \ldots, t_n\}$

1: function $\text{Sample}(T_1, T_2, l, \lambda^*)$
2: $\tau = T_1, \ T = \emptyset$. $\triangleright$ Initialize
3: while $\tau < T_2$ do
4: $\lambda_{ub} = \sup_{s \in [\tau, \tau + l(\tau)]} \lambda^*(s)$. $\triangleright$ Upper-bound.
5: $t_i \sim \text{Exp}(\lambda_{ub})$. $\triangleright$ Draw the inter-arrival time.
6: if $t_i \leq l(\tau)$ and $t_i + \tau \leq T$ then $\triangleright$ Candidate in interval.
7: $u_i \sim \mathcal{U}(0, \lambda_{ub})$. $\triangleright$ Draw noise variable.
8: if $u_i \leq \lambda^*(\tau + t_i)$ then $\triangleright$ Keep with probability $\lambda^*/\lambda_{ub}$.
9: $T = T \cup \{\tau + t_i\}$. $\triangleright$ No point in interval.
10: end if
11: end if
12: $\tau = \tau + l(\tau)$. $\triangleright$ No point in interval.
13: end while
14: return $T = \{t_1, \ldots, t_n\}$.
15: end function

As the observed data does not contain thinned events, our algorithm first samples thinned events by using the difference of the upper bound intensity and the observational intensity $\lambda_{obs}$: $\lambda^*_{rej} = \lambda_{ub} - \lambda_{obs}^*$, in the interval $[\tau, \tau + l(\tau)]$. Second, it computes the posterior distribution of uniform noise variables $U_i$ for the next point, e.g. a rejected point $t_{rej}$ or an observed point $t_{obs}$. By inspecting the sampling process in Algorithm 1, we can compute the noise posterior for a noise variable $U_i$ as follows:

$$p(U_i \mid t_i, \lambda_{ub}, \lambda_{obs}^*) = \begin{cases} \mathcal{U}(0, \lambda_{obs}^*(t_i)), & \text{if } t_i \text{ is observed} \\ \mathcal{U}(\lambda_{obs}^*(t_i), \lambda_{ub}), & \text{if } t_i \text{ is rejected.} \end{cases}$$

Having access to (i) observed (accepted) events, (ii) rejected events, (iii) posterior distributions of noise variables $U_i$, (iv) the observational intensity and (v) the counterfactual intensity, we can sample point process realizations from the counterfactual distribution, in a similar fashion to the forward sampling process of Ogata’s algorithm. The counterfactual sampling process is presented in Algorithm 2. There are three key differences to the observational sampling process in Algorithm 1: (1) in each interval, the algorithm samples observational rejected events using the intensity $\lambda_{ub} - \lambda_{obs}^*$, (2) the counterfactual algorithm uses the noise posteriors instead of noise priors $\mathcal{U}(0, \lambda_{ub})$ and (3) the accept/reject decision are based on the counterfactual intensity $\lambda^*_{cf}$ instead of the observational intensity $\lambda_{obs}^*$.
Algorithm 2 Counterfactual Sampling Algorithm for Tpps (Based on Ogata’s)

**Input:** Start $T_1$, End $T_2$, Interval function $l(\cdot)$, Observational intensity $\lambda^*_{obs}(\cdot)$, Counterfactual intensity $\lambda^*_{cf}(\cdot)$, Observed points $T_{obs}$

**Output:** Counterfactual point process sample $T_{cf} = \{t_1, \ldots, t_n\}$

1: function SAMPLE($T, l, \lambda^*$)
2: $\tau = T_1$, $T = \emptyset$. $\triangleright$ Initialize
3: while $\tau < T_2$ do
4: $\lambda_{ub} = \sup_{s \in [\tau, \tau + l(\tau)]} \{\lambda^*(s) : \lambda^* \in \{\lambda^*_{obs}, \lambda^*_{cf}\}\}$. $\triangleright$ Upper-bound.
5: $t_{rej} = \text{SAMPLE}(\tau, \tau + l(t), \lambda_{ub}, \lambda_{ub} - \lambda^*_{obs})$. $\triangleright$ Draw a rejected point.
6: if $t_{rej} \leq l(\tau)$ and $t_{rej} + \tau \leq T$ then
7: $u_{rej} \sim \mathcal{U}(\lambda^*_{obs}(\tau + t_{rej}, H_{obs}), \lambda_{ub})$. $\triangleright$ Noise posterior.
8: if $u_{rej} \leq \lambda^*_{cf}(\tau + t_{rej})$ then
9: $T_{cf} = T_{cf} \cup \{\tau + t_{rej}\}$.
10: end if
11: $\tau = \tau + t_{rej}$.
12: else $\triangleright$ No rejections in interval.
13: if $\tau + l(\tau) \in T_{obs}$ then $\triangleright$ Check if the end point is observed.
14: $t_{obs} = \tau + l(\tau)$.
15: $u_{obs} \sim \mathcal{U}(0, \lambda^*_{obs}(t_{obs}, H_{obs}))$. $\triangleright$ Noise posterior.
16: if $u_{obs} \leq \lambda^*_{cf}(t_{obs}, H_{cf})$ then
17: $T_{cf} = T_{cf} \cup \{t_{obs}\}$.
18: end if
19: $\tau = \tau + l(\tau)$.
20: end if
21: end if
22: end while
23: return $T_{cf} = \{t_1, \ldots, t_n\}$.
24: end function

J Experiment Details

J.1 Real-World Data Experiment Details

J.1.1 Data Preprocessing

Our target real-world data set consists of meal-blood glucose measurements for 14 non-diabetic individuals, where individuals are monitored over a 3-day period [Zhang et al., 2020]. The blood glucose data is measured via a continuous monitoring device, which approximately takes a sample every 15 minutes. The meal data is collected through a meal diary, recorded daily by individuals. Later, meal records in the diary are translated into nutrient values by a look-up table.

As the meal data set is collected by individuals, it inherently contains measure-
To deal with the measurement errors, we take a data preprocessing step before fitting our treatment model to the data set. For our application, there are two main measurement errors that may lead to incorrect results: (i) individuals may record their meals in parts, where a single meal is recorded as 2-3 meal occurrences, and (ii) individuals record their meal times with error.

To deal with the errors of type (i), we remove redundant meals by keeping only a single meal event if two meals co-occur in a 2-hour interval. To deal with the errors of type (ii), we update the meal time if a meal seems to occur at a time where the blood glucose is changing rapidly. For example, if an individual reports a meal with a delay, the meal seems to occur at a time point where the blood glucose measurements have already increased rapidly and is about to decline. The recorded meal time (with error) implies an incorrect result that the meal leads to a decrease in the blood glucose, or similarly, that the meal likelihood increases with increasing blood glucose. On the contrary, the bump in the glucose level is most likely caused by the same meal in the first place. In practice, we move a meal time to the next possible time point where the blood glucose derivative is less than a threshold, $0.5$. At each time point $t_i$, we approximate the derivative of the blood glucose by averaging derivative values for two consecutive regions, $(t_{i-1}, t_i)$ and $(t_i, t_{i+1})$:

$$dy_i \approx \frac{1}{2} \left( \frac{(y_i - y_{i-1})}{t_i - t_{i-1}} + \frac{(y_{i+1} - y_i)}{t_{i+1} - t_i} \right).$$

### J.1.2 Model Definition

**Treatment Intensity.** We define five model variants for each patient, since we assume each patient’s meal habits are different, corresponding to a distinct treatment policy. As a result, each treatment model is defined and trained independently on each patient’s meal–glucose measurements. Each model uses one of the intensities $\{\lambda_b, \lambda_{ba}^*, \lambda_{bo}^*, \lambda_{ao}^*, \lambda_{bao}^*\}$ defined in Experiments section. The constant baseline intensity $\beta_0$ is set to 0.1 for all experiments.

We choose model parameters $\{Q_a, Q_o\}$ as $Q_a = 1, Q_o = 1$, i.e., the meal intensity depends only on the last treatment and the last outcome observations. Furthermore, we assume treatment marks do not have an affect on the next meal time. Even though these assumptions lead to a simplification of complex real-world dynamics between meals and the blood glucose, our goal is not to model these dynamics in the best possible way, but rather to understand if our joint model is useful in handling time-varying confounding.

At a query time $\tau$, the retrieval function $r(\tau)$ returns the input vector $r(\tau) = \mathbf{r} \in \mathbb{R}^4$, as defined in F.2. We choose $M = 20$ inducing points: $\mathbf{Z} \in \mathbb{R}^{M \times 4}$. We place the inducing points in regular intervals inside a target region, specified by the treatment intensity component $g_b$, $g_a^*$ or $g_o^*$. For example, the baseline component’s input domain is the observation period $[0, T]$ and inducing points
for the baseline dimension are placed onto $[0, T]$ regularly. Similarly, input domains of treatment-effect and outcome-effect kernels include relative times to the last $Q_a$ and $Q_o$ events. For these two dimensions, we place inducing points between 0 and the maximum (or some quantile) time between the last $Q_a$ or $Q_o$ events. Inducing points are assumed to be independent along each dimension similar to Liu and Hauskrecht [2019].

We choose kernel hyperparameters $\theta_{a,h} = \{\gamma_0, \ell_Q R \}_{Q=0}^{Q_o}$ by inspection, since our data set is small and there exists identifiability issues when one optimizes the effect of each component on the treatment effect simultaneously. As the number of meal events are small in the data set, we choose relatively small values for the variance parameters $(\gamma_b, \gamma_a, \gamma_o) = (0.1, 0.05, 0.15)$. We choose lengths scale parameters as $(\ell_b, \ell_a, \ell_{o,1}, \ell_{o,0,m}) = (7.0, 1.0, 100.0, 2.5)$. Each length scale value corresponds to an underlying assumption: (i) the baseline length scale $\ell_b = 7.0$ assumes a slow-changing smooth baseline function, (ii) the treatment-effect time length scale $\ell_a$ is 1.0 as the last meal generally has an effect on the next meal in the next 3-4 hours time span, (iii) a very large outcome-effect time length scale $\ell_{o,t} = 100$ is chosen so that the outcome-effect is constant in time for a given glucose value $y$, mimicking a simultaneous outcome-effect on the meal intensity with a large number of regular glucose measurements, (iv) the outcome-effect mark length scale $\ell_{o,m} = 2.5$ is chosen so that the mark effect is also a slow-changing, smooth function, as the glucose level should gradually affect meal intensity.

**Outcome Model.** We define a single hierarchical outcome model for all patients, as detailed in Appendix G.

The baseline progression for each patient $(r)$ is the sum of a linear function and an SE kernel to capture short-term fluctuations. The linear mean function has an intercept and a slope parameter $\{c^{(r)}, d^{(r)}\}$, initialized to $\{1.0, 1.0\}$. Each short-term noise SE kernel has parameters $\{\gamma_{st}^{(r)}, \ell_{st}^{(r)}\}$, initialized to $\{0.1, 1.0\}$.

The time-dependent treatment function $f_a(r; a)$ has an SE kernel with hyperparameters $\{\ell_t^{(m)}\}$ for each treatment type $(m)$. We assume all meals are of the same type and initialize the length scale to 0.5: $\ell_t^{(m)} = \ell_t = 0.5$. The effective interval $T_t$, for each meal $t$, is set to 3 hours: $T_t = 3$. The scaling function $f_a^{(r)}$ that specifies the magnitude of the treatment response has an intercept and a slope parameter $\{\beta_0^{(r)}, \beta_1^{(r)}\}$ for each patient $(r)$. A hierarchical model is imposed on the intercept and the slope parameters $\{\beta_0^{(r)}, \beta_1^{(r)}\}$ by defining a hierarchical Gaussian prior on them: $\beta_0^{(r)} \sim \mathcal{N}(\beta_0, \sigma_0^2), \beta_1^{(r)} \sim \mathcal{N}(\beta_1, \sigma_1^2), \forall (r) \in \{1, \ldots, 14\}$. For these parameters, we choose the following initialization: $\{\beta_0, \beta_1, \sigma_0, \sigma_1\} = \{0.1, 0.1, 0.1, 0.1\}$.
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**Training.** We assume each day of meal-glucose observations as conditionally independent given model components. We train each model on the first two days of observations and use the third day as the test set.

For the outcome model, we have a Gaussian likelihood, i.e. an exact GP model. We maximize the log marginal likelihood with respect to the hyperparameters \( \theta_o = \{ \beta_0, \beta_1, \{ c(r), d(r), \gamma_{st}^{(r)}, \beta_0^{(r)}, \beta_1^{(r)} \}_{r=1}^{14} \} \). We fix parameters \( \{ \sigma_0, \sigma_1 \} \) at their initialized values.

For the treatment model, we maximize the training objective ELBO with respect to the variational parameters \( \theta_{a,z} = \{ m_z, S_z \} \). Kernel hyperparameters \( \theta_{a,h} \) are selected according to the procedure detailed above.

**Inference.** For the treatment model, we report the test log-likelihood (TLL) for the third day to compare treatment model variants. TLL results for all patients are shown in Table 1. In agreement with the mean TLL value, the intensity \( \lambda^*_ao \) produce largest TLL values for all patients. In addition, either the baseline intensity \( \lambda_b \) with no treatment-outcome effect or the intensity \( \lambda'^*bao \) with all components provides lowest TLL values for all patients. This suggests that a treatment model independent of the past history is not able to explain the meal intensity well. Similarly, the intensity with all components seem to be overly complex for this small data set.

### J.2 Simulation Experiment Details

We perform a simulation study to evaluate our model’s performance on the causal tasks. Our joint model is composed of a treatment and an outcome model. For the treatment model, we choose a treatment- and outcome-dependent intensity \( \lambda^*_ao \) to include both sources of time-varying confounding. For the outcome model, we choose the hierarchical outcome model, same as the real-world data experiment. The model definition and the training procedure are detailed in Appendix J.1.2.

We fit our joint model to the real-world meal–glucose data set to obtain ground-truth model components \( M_{gt}^{(r)} = \{ \lambda^*_z(r) (\tau), f_b^{(r)}(\tau), f_a^{(r)}(\tau; a) \} \) for each patient \( (r) \in \{ 1, \ldots, 14 \} \). We use the learned ground-truth components \( M_{gt}^{(r)} \) to simulate hypothetical patients.

We divide simulated patients into two policy groups \( \{ \pi_A, \pi_B \} \), representing distinct treatment policies of different hospitals, different countries, etc. Treatment intensities of two policies correspond to learned intensity functions of two real-world patients: Patients \( \{4, 12\} \). We choose these two intensities, so that the distributions of sequential treatments induced by two policies show different characteristics. For example, Patient 4 has 5 meals on average per day, while Patient 12 has 3 meals on average per day, which leads to higher intensity val-
Table 1: Results for the test log likelihood (Tll) values for treatment models with distinct meal intensities, for all patients. Models are trained on first 2-days of meal-glucose data. The last day is used for computing the Tll. The intensity $\lambda^*_ba(\tau)$ provide the highest Tll value for all patients.

| Patient-id | Metric | $\lambda^*_b$ | $\lambda^*_ba$ | $\lambda^*_b0$ | $\lambda^*_a0$ | $\lambda^*_ba0$ |
|------------|--------|---------------|----------------|----------------|----------------|---------------|
| Patient 1  |        | -12.49        | -5.03          | -9.88          | -7.68          | -10.68        |
| Patient 2  |        | -10.55        | -2.50          | -10.57         | -10.57         | -11.85        |
| Patient 3  |        | -13.07        | -5.94          | -12.11         | -12.78         | -12.79        |
| Patient 4  |        | -8.39         | 4.62           | -9.38          | -9.64          | -11.51        |
| Patient 5  |        | -5.80         | 2.49           | -11.32         | -10.96         | -12.65        |
| Patient 6  |        | -11.65        | 18.44          | -8.53          | -8.59          | -9.73         |
| Patient 7  |        | -10.93        | 6.51           | -12.49         | -10.89         | -13.97        |
| Patient 8  |        | -12.24        | 2.17           | -10.90         | -9.70          | -12.20        |
| Patient 9  |        | -13.35        | 5.41           | -13.07         | -12.92         | -13.95        |
| Patient 10 |        | -14.79        | 6.37           | -11.42         | -11.39         | -12.60        |
| Patient 11 |        | -7.30         | 0.44           | -12.38         | -11.23         | -13.79        |
| Patient 12 |        | -15.71        | -3.18          | -12.11         | -13.60         | -14.80        |
| Patient 13 |        | -4.73         | 1.40           | -10.09         | -9.99          | -11.67        |
| Patient 14 |        | -15.22        | 4.48           | -10.93         | -8.95          | -12.88        |
| Mean       | Tll    | -11.16        | 2.56           | -11.08         | -10.63         | -12.50        |
The ground-truth functions $g^*_a$ and $g^*_o$, that are learned from Patients $\{4,12\}$ are shown in Figure 3.

Figure 3: The learned ground-truth functions $g^*_a$ and $g^*_o$ for Patient 4 and Patient 12. (Left) After a meal occurs, both intensities first decrease and then increase to account for the next meal. The bump for the next meal occurs earlier for Patient 4 (blue dashed line) than Patient 12 (orange dashed line). Additionally, the magnitude of the bump is higher for Patient 4 than Patient 12. (Right) The meal intensity of Patient 4 (blue dashed line) increases more than Patient 12 (orange dashed line) as the blood glucose decreases.

To enable individualization among the blood glucose dynamics of patients, we assume there are three patient groups $\{gr_1, gr_2, gr_3\}$. Patients in the same group share the baseline function $f^b_r(\tau)$ and the treatment response function $f^a_r(\tau; a)$, e.g. for patients in the group $gr_1$ have the following functions: $\{f^b_{gr_1}, f^a_{gr_1}\}$.

We choose three ground-truth functions corresponding to the learned outcome models of three real-world patients (Patients $\{2,3,8\}$), by qualitatively assessing the learned functions with respect to the domain knowledge and findings about the effect of a meal on the blood glucose in Wyatt et al. [2021]. The train and test fits of the outcome models for these patients are shown in Figure 4.
Figure 4: The learned ground-truth functions \( f_b \) and \( f_a \) for Patients \{2,3,8\}. The mean functions are the sums of (i) a linear mean close to a constant with a small decline, and (i) a short-term noise kernel [Ashrafi et al., 2021]. The treatment shape function is close to a Gaussian bump [Wyatt et al., 2021]. The treatment effect magnitudes are in the interval \([1.0, 2.5]\).

The learned time-dependent effect function \( f_t^{(r)}(\tau; a) \), which represents the learned shape, is a smooth function similar to a Gaussian bump [Wyatt et al., 2021]. The individual-specific linear function \( f_m^{(r)}(m_i) \), which hierarchically scale the magnitude of the response for the given treatment mark, provide a magnitude between a reasonable region \([1.0, 2.5]\).

Each baseline function \( f_b^{(r)}(\cdot) \) is the sum of (i) a SE kernel with a low lengthscale value, which matches the findings in Ashrafi et al. [2021] about the constant blood glucose baseline and (ii) a linear function with a small decline, which
matches our intuition for the simulation setup that the meal likelihood should increase over time if no meals take place, which is implicitly captured by the small decline in the baseline progression of three patients. For the simulations, we exclude the baseline SE kernel that captures the short-term noise, as our aim in this study is rather to evaluate our model on hypothetical scenarios, instead of capturing the short-term fluctuations in the blood glucose.

For the outcome noise variable, we use an independent Gaussian variable, $\epsilon \sim \mathcal{N}(0, 0.1^2)$. We sample the treatment mark variables that correspond to the meal sizes from a distinct uniform distribution for each patient group: $m_{gr_1} \sim \mathcal{U}(5.0, 8.5)$, $m_{gr_2} \sim \mathcal{U}(4.25, 7.5)$, $m_{gr_3} \sim \mathcal{U}(2.0, 3.5)$, so that the treatment response magnitudes across patient groups are within similar ranges.

We use the selected subsets of the treatment and outcome components detailed above to simulate samples from observational, interventional and counterfactual distributions. The observational data set contains 1-day treatment–outcome trajectories for 50 individuals. The interventional and counterfactual data sets are detailed in Appendix J.2.1, as they require the definition of the discriminator first. For each individual $(r)$, we train estimated models on the observational data set to obtain estimated model components: $\mathcal{M}_{est}^{(r)} = \{\hat{\lambda}^*(\tau), \hat{f}_b^{(r)}(\tau), \hat{f}_a^{(r)}(\tau; a), \hat{\epsilon}(\tau)\}$.

### J.2.1 Metric: Discriminator Accuracy (Dacc)

The marginal distribution of the outcome trajectory $Y$ is not available in closed form (Equation 7), as it is not possible to integrate out treatments $a$. However, our joint model allows for sampling observational, interventional and counterfactual outcome trajectories jointly with their treatments. A Monte Carlo integration can be performed to estimate the expected trajectories. However, in our experiments we found out that treatment effects are largely smoothed out by the Monte Carlo integration and hence the expected trajectory is not informative, since treatment effects in continuous time do not necessarily overlap in same time intervals for distinct trajectory samples.

To measure how similar predicted trajectories are to samples from a target ground-truth distribution, we train discriminators. Ideally, for samples of the same distribution, predicted trajectories should be inseparable from ground-truth trajectories, leading to a 50% discriminator accuracy (Dacc). For example, the Dacc should be close to 50% for predicted vs. ground-truth interventional samples (yellow region in Figure 5) or for predicted vs. ground-truth counterfactual samples (red region in Figure 5). Similarly, for samples from distinct target distributions, predicted trajectories should be separable from ground-truth trajectories, leading to a high Dacc. For example, the Dacc should be close to 100% for observational vs. interventional samples (green vs. yellow regions in Figure 5) or for interventional vs. counterfactual samples (yellow vs. red regions in Figure 5).
Figure 5: The intervention $[\tilde{\pi}]$ results in a stochastic mapping between the set of observational trajectories $\mathcal{Y}_{\text{obs}}$ and interventional trajectories $\mathcal{Y}_{\text{int}}$. A single discriminator is able to separate trajectories of $\mathcal{Y}_{\text{obs}}$ and $\mathcal{Y}_{\text{int}}$. Each counterfactual trajectory sample can be considered as a single interventional trajectory as well. Hence, a single discriminator can not separate interventional trajectories from counterfactual trajectories and we train a single, simple classifier for each counterfactual distribution $p(Y^{(r)} | [\tilde{\pi}])$ of a single observed trajectory $Y^{(r)}$.

Classifying the ground-truth vs. predicted time-series is a non-trivial problem (or similarly, measuring the distance between them). There is no method that generalizes to all time-series data sets [Bagnall et al., 2017, Abanda et al., 2019, Ismail Fawaz et al., 2019]. Observational and interventional trajectories show a greater deal of variation in their dynamics compared to counterfactual trajectories, as they inherently have noise distributions with higher variance. As a result, observational and interventional trajectories contain temporary treatment effects initialized at different time points, even within samples from the same ground-truth distribution.

Shifts in treatment times make it impossible to measure the distance between two target time-series by a lock-step alignment method such as the mean squared error (MSE) [Abanda et al., 2019]. An elastic alignment method such as dynamic time warping (DTW) is a better distance candidate, as it is invariant to time shifts in meal times and provides a small distance value for shifted treatment responses. However, we would like our comparison metric to be as invariant as possible to time shifts due to the sampling noise, but as sensitive as possible to time shifts due to a distinct treatment policy. For this reason, we employ a black-box discriminator function to separate interventional vs. interventional samples, parameterized by a neural network (NN).

For the neural net architecture, we experimented with three benchmark architectures provided in Ismail Fawaz et al. [2019]: a multilayer perceptron (MLP) classifier, a fully-connected 1-D convolutional classifier and a residual network classifier. We choose the MLP classifier as it provides higher DACC values for our setup. The architecture is straightforward with 3 hidden layers of 500 hidden units each. The neural network takes a pair of time-series samples as input. Each pair consists of a predicted and ground-truth trajectory. The neural net-
work predicts a binary output to decide which one is fake and which one is real.

On the other hand, counterfactual trajectories show less variation and more distinctive features, due to the conditioning of noise variables to the observed data. To separate counterfactual vs. counterfactual samples, we use a simpler discriminator, which is a 1-nearest neighbour (1-Nn) classifier using the MSE distance metric [Abanda et al., 2019].

Each classifier experiment is repeated 10 times with a different seed. For each seed, the DACC result is the average DACC value for 4 distinct policy-patient group combinations. For example, one combination can consist of a treatment policy A and an outcome group $gr_2$ with model components: \( \{\pi, f_b, f_a\} = \{\pi_A, f_{b,gr_2}, f_{a,gr_2}\} \). For this group, an intervention on the policy label will set it to $\pi_B$: $[\hat{\pi} = \pi_B]$. Below, we explain the train/validation/test sets for a single policy-patient group combination.

To create train/validation/test sets for the interventional distribution, we sample 400/100/100 interventional outcome trajectories for a given patient, both with estimated and ground-truth model components. Outcome trajectory samples $Y$ are 1-day long. We select the model with the highest accuracy on the validation set. On the test set, we test the ability of the discriminator to separate the remaining 100 + 100 days of estimated vs. ground-truth time-series.

The counterfactual data set contains (i) 10 days of observational treatment-outcome trajectories and (ii) counterfactual samples that are conditioned on these days: 40/20 counterfactual outcome trajectories for train and test sets for each observational day. The resulting train/test set have the size of $10 \times \{40/20\}$. We train a single 1-NN discriminator for each observed day (10 discriminators in total) to separate estimated trajectories from ground-truth trajectories, as each observed day have a distinct counterfactual distribution. On the test set, we test the ability of each discriminator to separate 20 + 20 counterfactual days of estimated vs. ground-truth time-series.
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