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Abstract

A generalized additive model (GAM, Hastie and Tibshirani (1987)) is a nonparametric model by the sum of univariate functions with respect to each explanatory variable, i.e., \( f(x) = \sum f_j(x_j) \), where \( x_j \in \mathbb{R} \) is \( j \)-th component of a sample \( x \in \mathbb{R}^p \). In this paper, we introduce the total variation (TV) of a function as a measure of the complexity of functions in \( L^1_c(\mathbb{R}) \)-space. Our analysis shows that a GAM based on TV-regularization exhibits a Rademacher complexity of \( O(\sqrt{\log p/m}) \), which is tight in terms of both \( m \) and \( p \) in the agnostic case of the classification problem. In result, we obtain generalization error bounds for finite samples according to work by Bartlett and Mendelson (2002).
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1. Introduction

In this paper, we focus on the learning problem of the following form of prediction functions:

\[
f(x) = \sum_{j \in [1,p]} f_j(x_j),
\]

where \( x \in \mathbb{R}^p \) denotes a sample and \( x_j \in \mathbb{R} \) denotes the \( j \)-th explanatory variable for each \( j \in [1,p] \). This was first proposed by Hastie and Tibshirani (1987) and is known as a generalized additive model (GAM). In this paper, we call \( f_j(\cdot) \) a weight function and \( f(\cdot) \) a GAM predictor. This not only includes linear predictors but also captures nonlinear relationships between explanatory variables and the targeted values. Although complex interactions or dependencies among explanatory values are not expressed, GAM predictors are expected to exhibit higher predictive performance when properly learned from a sufficiently large amount of data, at least in comparison with simple linear models. There has already been substantial work on data mining and statistics using GAMs (Guisan et al., 2002; Wood, 2006). Learning GAM is mostly conducted by regularized empirical risk minimization, in which its regularization is based on the wiggliness of weight functions and is reduced to fitting natural cubic splines (Wood, 2006; Friedman et al., 2001).

We consider a totally different situation in this paper, where the total variation (TV) of a function is employed as a measure of complexity of functions in \( L^1_c(\mathbb{R}) \)-space. Here, \( L^1_c(\mathbb{R}) \) denotes a space of functions with compact support in \( L^1 \)-space on \( \mathbb{R} \). We first introduce the definition of TV and a class of GAM predictors regularized by the sum of TV among all weight functions:
Definition 1 For \( f \in L_1^1(\mathbb{R}) \), total variation of \( f \) denoted by \( TV(f) \) is defined as follows:

\[
TV(f(\cdot)) \triangleq \sup_{x : \mathbb{N} \to \mathbb{R}, \text{increasing}} \sum_{n \in \mathbb{N}} |f(x(n)) - f(x(n + 1))|.
\]

Definition 2 For \( C \in \mathbb{R}_+ \) and \( p \in \mathbb{N} \), a set of TV-regularized GAM predictors denoted by \( \text{GAM}_p(C) \) is defined as follows:

\[
\text{GAM}_p(C) \triangleq \left\{ f \in L_1^1(\mathbb{R}^p) \left| f(x) = \sum_{j \in [1,p]} f_j(x_j), \sum_{j \in [1,p]} TV(f_j) \leq C \right. \right\}.
\]

As we discuss in the next section, it has several desirable properties as a measure of complexity of functions under the framework of regularized empirical risk minimization. The main theorem of this paper (Theorem 6) states that the empirical Rademacher complexity of \( \text{GAM}_p(C) \) has an order of \( O(C\sqrt{\log p / m}) \). In result, we obtain generalization error bounds for finite samples according to work by Bartlett and Mendelson (2002).

The main theorem is shown by analysis of the empirical Gaussian complexity without using concentration inequalities but with basic inequalities known in the field of stochastic process. This result implies that even discontinuous functions are learnable in GAM based on TV-regularization. For the paper to be self-contained, we state the definition of the empirical Rademacher complexity and the empirical Gaussian complexity below:

Definition 3 For a set of functions \( F \subset L_1^1(X) \) and \((x_i)_{i \in [1,m]} \in X^m\), the empirical Gaussian complexity of \( F \) (with respect to \( x^m \)) denoted by \( G(F, (x_i)_{i \in [1,m]}) \) is defined as follows:

\[
G(F, (x_i)_{i \in [1,m]}) \triangleq \frac{1}{m} \mathbb{E}_\gamma \sup_{f \in F} \left| \sum_{i \in [1,m]} \gamma_i f(x_i) \right|,
\]

where each component of \( \gamma = (\gamma_i)_{i \in [1,m]} \) is an independent standard Gaussian random variable. Similarly, the empirical Rademacher complexity denoted by \( R(F, (x_i)_{i \in [1,m]}) \) is defined as follows:

\[
R(F, (x_i)_{i \in [1,m]}) \triangleq \frac{1}{m} \mathbb{E}_\varepsilon \sup_{f \in F} \left| \sum_{i \in [1,m]} \varepsilon_i f(x_i) \right|,
\]

where each component of \( \varepsilon = (\varepsilon_i)_{i \in [1,m]} \) is an independent Rademacher random variable\(^1\).

In Section 2, we introduce several properties of the TV-regularization. In Section 3, we show a technical lemma that will be used to prove the main theorem, which is formally stated and proven in Section 4. We conclude our paper with some discussion on related work and the tightness of our bound in Section 5.

\(^1\) A Rademacher random variable refers to a Bernoulli random variable of \( \{\pm 1\} \) with the parameter \( \frac{1}{2} \).
2. Property of Total Variation (TV)

The formal expression of the TV-regularized empirical risk minimization for a GAM is given as follows:

\[
\min_{f,f_j} \sum_{i \in [1,m]} \ell(f(x_i), y_i) + \lambda \sum_{j \in [1,p]} \text{TV}(f_j(\cdot))
\]

subject to

\[
f(x) = \sum_{j \in [1,p]} f_j(x_j), \quad f_j(\cdot) \in L_1^c(\mathbb{R}). \quad (5)
\]

First, we state a type of compatibility of TV of weight functions to \(L_1\)-norm of a weight vector of linear predictors.

**Property 1** If \(\omega\) is differentiable, then it holds that

\[
\text{TV}(\omega) = \|\omega'\|_1 = \int_{\mathbb{R}} |\omega'(x)| \, dx. \quad (6)
\]

When we further restrict weight functions to be in the form of \(f_j(x_j) = w_j x_j \left[ -M \leq x_j \leq M \right]^2\) where \(M > 0\), the TV of \(f_j\) coincides with the \(L_1\)-norm of \((w_j)_{j \in [1,p]}\) and hence the problem (5) is reduced to problems such as \(L_1\)-logistic regression and LASSO (Tibshirani, 1996, 1997).

Second, we state that TV has a type of invariance and this property leads to a desirable property of a solution of the problem (5).

**Property 2** Given a strictly monotonic function \(\varphi: \mathbb{R} \rightarrow \mathbb{R}\), it holds that

\[
\text{TV}(\omega(\cdot)) = \text{TV}(\omega \circ \varphi(\cdot)). \quad (7)
\]

**Proof** \(\text{TV}(\omega)\) can be seen as the total variation of the signed measure \(\mu(A) = \int_A \omega(x) \, dx\) and the total variation of measures is invariant under bijective continuous transformations (Györfi, 2002).

We note that this can be easily confirmed in the case where both \(\omega\) and \(\varphi\) are differentiable as follows:

\[
\int_{\mathbb{R}} \left| \frac{d\omega \circ \varphi(x)}{dx} \right| \, dx = \int_{\mathbb{R}} \left| \frac{d\omega}{d\varphi(x)} \frac{d\varphi(x)}{dx} \right| \, dx = \int_{\mathbb{R}} \left| \frac{d\varphi(x)}{dx} \right| \, dx = \int_{\mathbb{R}} |\varphi'(x)| \, dx.
\]

**Property 3** Given a strictly monotonic function \(\varphi_j: \mathbb{R} \rightarrow \mathbb{R}\) for each \(j \in [1,p]\), consider modified samples

\[
(\tilde{x}_i, y_i)_{i \in [1,m]} \triangleq (\varphi(x_i), y_i)_{i \in [1,m]}, \quad (8)
\]

where \(\varphi(x) = (\varphi_j(x_j))_{j \in [1,p]}\). Then for any minimizer \(f^*\) in (5) with respect to \((\tilde{x}_i, y_i)_{i \in [1,m]}\), \(f^* \circ \varphi\) achieves the minimum of (5) with respect to \((x_i, y_i)_{i \in [1,m]}\).

\[\bullet\] is a function that returns 1 if \(\bullet\) is true and 0 otherwise.

---

2. [\(\bullet\)] is a function that returns 1 if \(\bullet\) is true and 0 otherwise.
with a finite number of parameters. This property indicates that training based on TV-regularization is invariant under transformations of the explanatory variables such as scaling, shifting and even nonlinear transformations by monotonic functions. In the sense that we can obtain an optimal predictor among such transformation without any prior knowledge, this property is very important from a practical point of view.

Third, we see that training based on TV-regularization is reduced to a minimization problem with a finite number of parameters.

**Property 4** For a minimization problem defined in (5), consider the following minimization problem:

\[
\text{minimize}_{w_{j,s,t}} \sum_{i \in [1,m]} \ell \left( \sum_{(j,s,t) \in J} 2w_{j,s,t} \phi_{j,s,t}(x_i), y_i \right) + 2\lambda \sum_{(j,s,t) \in J} |w_{j,s,t}|, \tag{9}
\]

where \( J = \{(j, s, t) \in [1, p] \times [1, m] \times [1, m] | s \leq t\} \) and

\[
\phi_{j,s,t}(x) \triangleq \frac{1}{2}[x_{i(s)} \leq x < x_{i(t+1)}]. \tag{10}
\]

Here, \( i(t) \) denotes the index of a sample at which the \( j \)-th explanatory variable is the \( t \)-th smallest among \((x_{ij})_{i \in [1,m]}\). Let \((w^*_{j,s,t})_{(j,s,t) \in J}\) be any minimizer of (9). Then, the minimum value of (5) is achieved by \( f^* \) where

\[
f^*(x) = \sum_{(j,s,t) \in J} 2w^*_{j,s,t} \phi_{j,s,t}(x). \tag{11}
\]

**Proof** In (5), the first term of the objective function only depends on function values at observed samples. Meanwhile, while conditioning \( v_{ij} = f_j(x_{ij}) \) for \( i \in [1,m] \), the problem of finding \( f_j(\cdot) \) that minimizes TV and its minimum value can be analytically solved. The minimum is, for instance, achieved by the following function:

\[
f_j(\cdot) = \sum_{t \in [1,m+1]} 2v_{i(t)j} \phi_{j,t-1,t}(\cdot). \tag{12}
\]

Note that we defined exceptionally that \( x_{i(0)j} \triangleq -M \) and \( x_{i(m+1)j} \triangleq M \) for sufficiently large \( M \) and that \( i(\cdot) \) implicitly depends on \( j \). The optimality follows directly from the definition. Its total variation is expressed as

\[
|v_{i(0)j}| + \sum_{t \in [1,m-1]} |v_{i(t)j} - v_{i(t+1)j}| + |v_{i(m)j}|. \tag{13}
\]
Moreover, we can see that there exists \((w_{j,s,t})_{j \in J}\) which satisfies

\[
\sum_{(j,s,t) \in J} 2w_{j,s,t} \phi_{j,s,t}(\cdot) = \sum_{j \in [1,p]} \sum_{\ell \in [1,m]} 2\nu(\ell,t,j) \phi_{j,t-1,\ell}(\cdot) \quad \text{and} \quad (14)
\]

\[
2 \sum_{(j,s,t) \in J} |w_{j,s,t}| = \sum_{j \in [1,p]} \left( |\nu(0,j)| + \sum_{\ell \in [1,m-1]} |\nu(\ell,j) - \nu(\ell+1,j)| + |\nu(n,j)| \right). \quad (15)
\]

This technical lemma is proved in Lemma 5. Substituting these equations, we obtain \((9)\).

From this property, we can solve \((9)\) to find the solution of \((5)\). Therefore, when \(\ell(\cdot,y)\) is convex for any \(y \in Y\), it is boiled down to a convex minimization problem. Furthermore, as the second term has a separable structure, the coordinate-wise stationary condition guarantees the global solution when \(\ell(\cdot,y)\) is also smooth. In this case, not only \((5)\) is boiled down to a minimization problem with a finite number of parameters, but it can also be solved computationally efficiently.

Lastly, we state a property used in the proof of Lemma 5.

**Property 5** For any \(x < x'\), let \(\phi_{x,x'}(\cdot) = \frac{1}{2}[x \leq \cdot < x']\). Then \(TV(\phi_{x,x'}) = 1\).

3. Technical Lemma

In this section, before the main theorem (Theorem 6) regarding the empirical Rademacher complexity of \(\text{GAM}_p(C)\), we prove a lemma (Lemma 4) used in its proof. Here, we define \(A \circ B \triangleq \{(a,b) \in A \times B|a \leq b\}\) for \(A, B \subset \mathbb{N}\).

**Lemma 4** Let \(\gamma_1, \gamma_2, \ldots, \gamma_m\) and \(x_1 \leq x_2 \leq \ldots \leq x_m\) be all real numbers. Then we have:

\[
2 \sup_{f \in \text{GAM}_1(1)} \sum \gamma_i f(x_i) \leq \max_{i \in [0,m]} \Gamma_i - \min_{i \in [0,m]} \Gamma_i, \quad (16)
\]

where \(\Gamma_i \triangleq \sum_{j \in [1,i]} \gamma_j\).

**Proof** Using Lemma 5, the value of \(\sup_{f \in \text{GAM}_1(1)} \sum \gamma_i f(x_i)\) can be expressed as follows:

\[
\sup_{f \in \text{GAM}_1(1)} \sum \gamma_i f(x_i) = \sup \left\{ \sum_{(i,j) \in [1,m] \times [1,m]} \Gamma_{ij} w_{ij} : \sum_{(i,j) \in [1,m] \times [1,m]} |w_{ij}| \leq \frac{1}{2} \right\}, \quad (17)
\]

where \(\Gamma_{ij} \triangleq \sum_{\ell \in [i,j]} \gamma_{\ell}\). Obviously, this value is obtained by \(\max_{(i,j) \in [1,m] \times [1,m]} |\Gamma_{ij}| \leq \frac{1}{2} (\max_{i \in [0,m]} \Gamma_i - \min_{i \in [0,m]} \Gamma_i)\). Therefore, as we can easily see \(\frac{1}{2} \max_{(i,j) \in [1,m] \times [1,m]} |\Gamma_{ij}| \leq \frac{1}{2} (\max_{i \in [0,m]} \Gamma_i - \min_{i \in [0,m]} \Gamma_i)\), the claim of the lemma holds true.

In what follows, we now state and prove Lemma 5 used in the above.

**Lemma 5** Let \(\gamma_1, \gamma_2, \ldots, \gamma_m\) and \(x_1 \leq x_2 \leq \ldots \leq x_m\) be all real numbers. Then, the following statements are all equivalent:

1. there exists \(f \in \text{GAM}_1(1)\) such that \(\sum_{i \in [1,m]} \gamma_i f(x_i) = \alpha\).
2. there exists \((v_i)_{i \in [1,m]}\) such that
\[
|v_1| + \sum_{i \in [1,m-1]} |v_i - v_{i+1}| + |v_m| \leq 1
\] (18)
and \(\sum_{i \in [1,m]} \gamma_i v_i = \alpha\).

3. there exists \((w_{ij})_{(i,j) \in [1,m] \times [0,1,m]}\) such that
\[
2 \sum_{(i,j) \in [1,m] \times [0,1,m]} |w_{ij}| \leq 1, \quad \text{and}
\]
\[
\sum_{(i,j) \in [1,m] \times [0,1,m]} \Gamma_{ij} w_{ij} = \alpha,
\] (20)
where \(\Gamma_{ij} = \sum_{i' \in [i,j]} \gamma_{i'}\).

**Proof** 1 \(\rightarrow\) 2 :
For \(f \in \text{GAM}_1(1)\) such that \(\sum_{i \in [1,m]} \gamma_i f(x_i) = \alpha\), set \(v_i = f(x_i)\) for \(i \in [1,m]\). From the definition of total variation, we can see
\[
|f(x_1)| + \sum_{i \in [1,m-1]} |f(x_i) - f(x_{i+1})| + |f(x_m)| \leq \text{TV}(f) \leq 1.
\] (21)
Then, \(|v_1| + \sum_{i \in [1,m-1]} |v_i - v_{i+1}| + |v_m| \leq 1\) and \(\sum_{i \in [1,m]} \gamma_i v_i = \alpha\) are satisfied with \((v_i)_{i \in [1,m]}\).

2 \(\rightarrow\) 3 :
We first prove that for any \((v_i)_{i \in [1,m]}\), there exists \((w_{ij})_{(i,j) \in [1,m] \times [0,1,m]}\) such that
\[
2 \sum_{(i,j) \in [1,m] \times [0,1,m]} |w_{ij}| = |v_1| + \sum_{i \in [1,m-1]} |v_i - v_{i+1}| + |v_m|, \quad \text{and}
\] (22)
\[
\sum_{i' \in [1,i']} \sum_{j \in [i',m]} w_{ij} = v_{i'}, \quad \forall i' \in [1,m],
\] (23)
by induction with respect to \(m\). When \(m = 1\), setting \(w_{11} = v_1\) immediately gives (22) and (23).
For \(m \geq 2\), let \(i^*\) be the smallest index such that \(v_{i^*} = \max_i v_i\). For the simplicity of the notation, we set \(v_0 = v_{m+1} = 0\). Then (22) can be written as
\[
2 \sum_{(i,j) \in [1,m] \times [0,1,m]} |w_{ij}| = \sum_{i \in [0,m]} |v_i - v_{i+1}|.
\] (24)
By the inductive assumption, for \((v_i)_{i \in [1,m] \setminus i^*}\), there exists \((w_{ij}')_{(i,j) \in ([1,m] \setminus i^*) \times [0,1,m] \setminus i^*})\) such that
\[
2 \sum_{(i,j) \in [1,m] \times [0,1,m]} |w_{ij}'| = |v_{i^*+1} - v_{i^*-1}| + \sum_{i \in [0,m-1] \setminus [i^*-1,i^*]} |v_i - v_{i+1}|, \quad \text{and}
\] (25)
\[
\sum_{i' \in [1,i'] \setminus i^*} \sum_{j \in [i',m] \setminus i^*} w_{ij}' = v_{i'} \quad i' \in [1,m] \setminus i^*.
\] (26)
There are two possible cases: \( v_{i^*+1} < v_{i^*} \) and \( v_{i^*+1} \geq v_{i^*} \). In the case where \( v_{i^*+1} < v_{i^*} \), we prove that \((w_{ij})_{(i,j)\in[1,m] \cup [1,m]}\) defined as follows satisfies (22) and (23):

\[
w_{ij} = \begin{cases} 
  w'_{ij} & (i,j) \in ([1,m] \setminus i^*) \cup ([1,m] \setminus [i^*-1, i^*]) \\
  v_{i^*} - v_{i^* - 1} & i = i^*, j = i^* \\
  0 & i = i^*, j \in [i^* + 1, m] \\
  0 & i \in [1, i^* - 1], j = i^* - 1 \\
  w'_{ii} & i \in [1, i^* - 1], j = i^* .
\end{cases}
\]

(27)

We can see (22) as follows:

\[
2 \sum_{(i,j)\in[1,m] \cup [1,m]} |w_{ij}| = 2 \sum_{(i,j)\in([1,m]\setminus i^*) \cup ([1,m]\setminus i^*)} |w'_{ij}| + 2|v_{i^*} - v_{i^* - 1}| 
\]

(28)

\[
= |v_{i^*+1} - v_{i^* - 1}| + \sum_{i\in[0,m] \setminus [i^*-1, i^*]} |v_i - v_{i+1}| + 2|v_{i^*} - v_{i^* - 1}| 
\]

(29)

\[
= \sum_{i\in[0,m] \setminus [i^*-1, i^*]} |v_i - v_{i+1}| + v_{i^* - 1} - v_{i^* + 1} + 2v_{i^*} - 2v_{i^* - 1} 
\]

(30)

As for (23), when \( i' \in [1, i^* - 1] \),

\[
\sum_{i\in[1,i'] \cup [i', m]} \sum_{j\in[i', m]} w_{ij} = \sum_{i\in[1,i']} \left( \sum_{j\in[i', m] \setminus [i^*-1, i^*]} w_{ij} + w_{ii^* - 1} + w_{ii^*} \right) 
\]

(32)

\[
= \sum_{i\in[1,i']} \left( \sum_{j\in[i', m] \setminus [i^*-1, i^*]} w'_{ij} + 0 + w'_{ii^* - 1} \right) 
\]

(33)

\[
= \sum_{i\in[1,i'] \cup [i', m]} \sum_{j\in[i', m] \setminus i^*} w'_{ij} 
\]

(34)

\[
= v_{i'^*} . 
\]

(35)
When \( i' = i^* \),
\[
\sum_{i \in [1,i^*]} \sum_{j \in [i^*,m]} w_{ij} = \sum_{i \in [1,i^*]} \left( \sum_{j \in [i^*+1,m]} w_{ij} + w_{i,i^*} \right) = \sum_{i \in [1,i^*-1]} \left( \sum_{j \in [i^*+1,m]} w_{ij} + w_{i,i^*} \right) + \sum_{j \in [i^*+1,m]} w_{i^*,j} + w_{i^*,i^*} = \sum_{i \in [1,i^*-1]} \sum_{j \in [i^*+1,m]} w_{ij} + v_{i^*} - v_{i^*-1}
\]

When \( i' \in [i^*+1, m] \),
\[
\sum_{i \in [1,i']} \sum_{j \in [i',m]} w_{ij} = \sum_{i \in [1,i']} \sum_{j \in [i',m]} w_{ij} + \sum_{j \in [i',m]} w_{i^*,j} = \sum_{i \in [1,i']} \sum_{j \in [i',m]} w_{ij} = \sum_{i \in [1,i']} \sum_{j \in [i',m]} v_{ij} = v_{i'}.
\]

Therefore, (23) holds. In the case where \( v_{i^*+1} \geq v_{i^*-1} \), set \((w_{ij})_{(i,j) \in [1,m] \cup [1,m]}\) as follows:
\[
w_{ij} = \begin{cases} 
  w_{ij}' & (i,j) \in ([1,m] \setminus [i^*,i^*+1]) \cup ([1,m] \setminus i^*) \\
  v_{i^*} - v_{i^*-1} & i = i^*, j = i^* \\
  w_{i^*,j}' & i = i^*, j \in [i^*+1,m], \\
  0 & i = i^*+1, j \in [i^*+1,m], \\
  0 & i \in [1,i^*-1], j = i^*. 
\end{cases}
\]

As for (22), a similar argument as above holds as follows:
\[
2 \sum_{(i,j) \in [1,m] \cup [1,m]} |w_{ij}| = |v_{i^*+1} - v_{i^*-1}| + \sum_{i \in [0,m] \setminus [i^*-1,i^*]} |v_i - v_{i+1}| + 2(v_{i^*} - v_{i^*-1})
\]

Also for (23), when \( i' \in [1,i^*-1] \),
\[
\sum_{i \in [1,i']} \sum_{j \in [i',m]} w_{ij} = \sum_{i \in [1,i']} \sum_{j \in [i',m] \setminus i^*} w_{ij} = \sum_{i \in [1,i']} \sum_{j \in [i',m] \setminus i^*} w_{ij} = v_{i'}.
\]
When \( i' = i^* \),

\[
\sum_{i \in [1,i^*]} \sum_{j \in \{i^*, m\}} w_{ij} = \sum_{i \in [1,i^* - 1]} \left( \sum_{j \in \{i^* + 1,m\}} w_{ij} + w_{i,i^*} \right) + \sum_{j \in \{i^* + 1,m\}} w_{i^*j} + w_{i^*i^*} = \sum_{j \in \{i^* + 1,m\}} w'_{ij} + v_{i^*} - v_{i^* + 1}.
\]

Finally, when \( i' \in [i^* + 1, m] \),

\[
\sum_{i \in [1,i']} \sum_{j \in [i', m]} w_{ij} = \sum_{j \in [i', m]} \left( \sum_{i \in [1,i'] \setminus \{i^* + 1\}} w_{ij} + w_{i,i^*} + w_{i,i^* + 1} \right) = \sum_{j \in [i', m] \setminus \{i^*\}} \left( \sum_{i \in [1,i'] \setminus \{i^* + 1\}} w'_{ij} + w_{i,i^* + 1} + 0 \right) = \sum_{j \in [i', m] \setminus \{i^*\}} \left( \sum_{i \in [1,i'] \setminus \{i^*\}} w'_{ij} \right) = v_{i'}.
\]

Therefore, (22) and (23) hold for any \( m \in \mathbb{N} \). We then show such \( (w_{ij})_{(i,j) \in [1,m] \times [1,m]} \) satisfies (19) and (20) given that 2. holds. (19) can be immediately seen by (18) and (22). For (20), it holds from \( \sum_{i \in [1,m]} \gamma_i v_i = \alpha \) and the following relation:

\[
\sum_{(i,j) \in [1,m] \times [1,m]} \Gamma_{ij} w_{ij} = \sum_{(i,j) \in [1,m] \times [1,m]} \sum_{i' \in [1,i]} \gamma_{i'} w_{ij} = \sum_{i' \in [1,i]} \sum_{(i,j) \in [1,i'] \times [1,m]} \gamma_{i'} v_{ij} = \sum_{i' \in [1,i]} \gamma_{i'} v_{i'}.
\]

\( 3 \rightarrow 1 : \)

For such \( (w_{ij})_{(i,j) \in [1,m] \times [1,m]} \), set \( f(\cdot) \) as \( \sum_{(i,j) \in [1,m] \times [1,m]} 2w_{ij} \phi_{i,j}(\cdot) \), where \( \phi_{i,j}(\cdot) = \frac{1}{2} \left[ x_i \leq \cdot \leq x_j \right] \). As \( \text{TV}(\phi_{i,j}) = 1 \),

\[
\text{TV}(f) \leq \sum_{(i,j) \in [1,m] \times [1,m]} 2|w_{ij}| \text{TV}(\phi_{i,j}(\cdot)) \leq \sum_{(i,j) \in [1,m] \times [1,m]} 2|w_{ij}| \leq 1,
\]

which means \( f \in \text{GAM}_1(1) \). On the other hand, because \( f(x_{i'}) = \sum_{(i,j) \in [1,i'] \times [i', m]} w_{ij} \), we see

\[
\sum_{i' \in [1,m]} \gamma_{i'} f(x_{i'}) = \sum_{i' \in [1,m]} \gamma_{i'} \sum_{(i,j) \in [1,i'] \times [i', m]} w_{ij} = \sum_{(i,j) \in [1,m] \times [1,m]} \Gamma_{ij} w_{ij} = \alpha.
\]
4. Main Result

In this section, we state the main theorem on the empirical Rademacher complexity and the corollary on generalization bounds.

**Theorem 6** Let $GAM_{p,ℓ}(C) \triangleq \{(x, y) \mapsto ℓ(f(x), y) | f \in GAM_p(C)\} \subset L^1(\mathbb{R}^p \times Y)$ for a loss function $ℓ: \mathbb{R} \times Y \rightarrow \mathbb{R}_+$ in which $ℓ(\cdot, y)$ is $ρ$-Lipschitz for any $y \in Y$. Then, for any $(x_i, y_i)_{i \in [1, m]}$ and $d > 2$, it holds that

$$G(GAM_{p,ℓ}(C), (x_i, y_i)_{i \in [1, m]}) \leq \sqrt{\frac{2}{π} ρ C \sqrt{\frac{5 \log p}{m}}}, \quad (48)$$

and

$$R(GAM_{p,ℓ}(C), (x_i, y_i)_{i \in [1, m]}) \leq ρ C \sqrt{\frac{5 \log p}{m}}. \quad (49)$$

**Proof** We can easily see that (48) implies (49) from the following inequality:

$$E_{γ} \sup_{f \in F} \sum_{i \in [1, m]} γ_i f(x_i) = E_{ε} E_{γ} \sup_{f \in F} \sum ε_i |γ_i| f(x_i) \geq E_{ε} \sup_{f \in F} \sum ε_i E_{γ} |γ_i| f(x_i) \quad (50)$$

$$= E_{ε} E_{γ} |γ_1| \sup_{f \in F} \sum ε_i f(x_i), \quad (51)$$

and $E_{γ} |γ_1| = \sqrt{\frac{2}{π}}$. Therefore, because of the properties of the Rademacher complexity (Shalev-Shwartz and Ben-David, 2014, Lemma 26.6, 26.9), it is sufficient to prove that

$$G(GAM_{p,1}(1), (x_i)_{i \in [1, m]}) \leq \sqrt{\frac{5 \log p}{m} \sqrt{\frac{2}{π}}}. \quad (53)$$

First, for any $r \geq 1$, we can see that

$$\sup_{f \in GAM_p(1)} \sum_{i \in [1, m]} γ_i f(x_i) = \sup \left\{ \sum_{j \in [1, p]} c_j \sup_{f \in GAM_1(1)} \sum_{i} γ_i f_j(x_{ij}) : c_j \geq 0, \sum_j c_j \leq 1 \right\} \quad (54)$$

$$= \max_{j \in [1, p]} \sup_{f_j \in GAM_1(1)} \sum_{i} γ_i f_j(x_{ij}) \quad (55)$$

$$\leq \left( \sum_{j \in [1, p]} \left( \sup_{f_j \in GAM_1(1)} \sum_{i} γ_i f_j(x_{ij}) \right)^r \right)^{\frac{1}{r}}. \quad (56)$$

From Lemma 4,

$$2 \sup_{f \in GAM_1(1)} \sum_{i} γ_i f(x_i) \leq \max_{i \in [0, m]} \Gamma_i - \min_{i \in [0, m]} \Gamma_i, \quad (57)$$
where $\Gamma_i = \sum_{j \in [1, i]} \gamma_j$. Therefore, $\sup_{f \in \text{GAM}_1(1)} \sum \gamma_i f(x_i) > t$ implies that $\max_{i \in [0, m]} \Gamma_i - \min_{i \in [0, m]} \Gamma_i > 2t$, which then implies at least either $\max_{i \in [0, m]} \Gamma_i > t$ or $\min_{i \in [0, m]} \Gamma_i < -t$ holds. Therefore, for any $t > 0$, it holds that

$$\mathbb{P}\left\{ \sup_{f \in \text{GAM}_1(1)} \sum_{i \in [1, m]} \gamma_i f(x_i) > t \right\} \leq \mathbb{P}\left\{ \max_{i \in [0, m]} \Gamma_i > t \right\} + \mathbb{P}\left\{ \min_{i \in [0, m]} \Gamma_i < -t \right\} \quad (58)$$

$$= 2 \mathbb{P}\left\{ \max_{i \in [0, m]} \Gamma_i > t \right\}. \quad (59)$$

From Levy inequality (Ledoux and Talagrand, 1991), we see

$$\mathbb{P}\left\{ \max_{i \in [0, m]} \Gamma_i > t \right\} \leq 2 \mathbb{P}\{ \Gamma_m > t \} = 2 \int_{s=t}^{\infty} \frac{1}{\sqrt{2\pi m}} e^{-\frac{s^2}{2m}} ds. \quad (60)$$

Therefore, for any $j$,

$$\mathbb{E}_{\gamma} \left( \sup_{f_j \in \text{GAM}_1(1)} \sum_{i \in [1, m]} \gamma_i f_j(x_{ij}) \right)^r = \int_{t=0}^{\infty} \mathbb{P}\left\{ \sup_{f_j \in \text{GAM}_1(1)} \sum_{i \in [1, m]} \gamma_i f_j(x_{ij}) \right\} > t \right\} dt \quad (61)$$

$$= \int_{t=0}^{\infty} 2 \mathbb{P}\left\{ \max_{i \in [0, m]} \Gamma_i > t^\frac{r}{2} \right\} dt \quad (62)$$

$$\leq \int_{t=0}^{\infty} 2 \mathbb{P}\{ \Gamma_m > t^\frac{r}{2} \} dt \quad (63)$$

$$\leq \int_{t=0}^{\infty} \int_{s=t^\frac{r}{2}}^{\infty} \frac{1}{\sqrt{2\pi m}} e^{-\frac{s^2}{2m}} ds dt \quad (64)$$

$$= \frac{4}{\sqrt{2\pi m}} \int_{s=0}^{\infty} s^r e^{-\frac{s^2}{2m}} ds \quad (65)$$

$$= 4 \int_{s=0}^{\infty} \frac{s^r}{\sqrt{2\pi m}} e^{-\frac{s^2}{2m}} ds \quad (66)$$

$$= 2 \mathbb{E}_{s \sim \text{Normal}(0, m)} [s^r] \quad (67)$$

$$= 2(2m)^{\frac{r+1}{2}} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}}. \quad (68)$$
Finally, we see

\[
\mathbb{E}_{r} \sup_{f \in \text{GAM}_{p}(1)} \sum_{i \in [1,m]} \gamma_{i} f(x_{i}) \leq \mathbb{E}_{r} \left( \sup_{j \in [1,\rho]} \left( \sum_{i \in [1,m]} \gamma_{i} f_{j}(x_{ij}) \right) \right)^{\frac{1}{r}} \leq \left( \mathbb{E}_{r} \sum_{j \in [1,\rho]} \left( \sup_{f_{j} \in \text{GAM}_{1}(1)} \sum_{i \in [1,m]} \gamma_{i} f_{j}(x_{ij}) \right) \right)^{\frac{1}{r}} \leq \left( p \cdot 2(2m)^{\frac{7}{2}} \mathcal{G} \left( \frac{1}{\sqrt{\pi}} \right) \right)^{\frac{1}{r}} \leq \sqrt{2m} \left( \frac{2p}{\pi} \mathcal{G} \left( \frac{s}{2e} \right) e^{\frac{1}{3}} \right)^{\frac{1}{1+s}}.
\]

(69) \leq (70) \leq (71) \leq (72)

We set \( r = 1 + s \) and used \( \Gamma(1 + \frac{s}{2}) < \sqrt{2\pi} \left( \frac{s}{2e} \right)^{\frac{3}{2}} e^{\frac{1}{3}} \) in the last inequality. Setting \( s = 2 \lfloor \log p \rfloor \),

\[
\sqrt{2m} \left( 2\sqrt{2e} \mathcal{G} \left( \frac{s}{2e} \right) e^{\frac{1}{3}} \right)^{\frac{1}{s+1}} = \sqrt{2m} \sqrt{\frac{s}{2}} \left( 2\sqrt{2} \sqrt{\frac{2}{s}} e^{\frac{1}{3}} \right)^{\frac{1}{s+1}} = \sqrt{2m} \left( \frac{4}{\sqrt{s}} e^{\frac{1}{3}} \right)^{\frac{1}{s+1}} \leq \sqrt{2m} \left( \frac{5}{\pi} \right)^{\frac{1}{s+1}}.
\]

(73) \leq (74) \leq (75)

(75) holds when \( s \geq 4 \) because \( \left( \frac{4}{\sqrt{s}} e^{\frac{1}{3}} \right)^{\frac{1}{s+1}} \) is maximized at \( s = 4 \) in the range \( s \geq 4 \) and \( 2e^{\frac{1}{3}} \) is less than \( \sqrt{\frac{5}{\pi}} \).

Lastly, we state the generalization bound that can be derived directly from the result in (Shalev-Shwartz and Ben-David, 2014, Theorem 26.5).

**Corollary 7** Assume that \((x, y)\) and \((x_i, y_i)_{i \in [1,m]}\) are i.i.d. random variables on \( \mathbb{R}^p \times Y \) and \( \ell(\cdot, y) \) is \( \rho \)-Lipschitz and bounded by \( c > 0 \) for any \( y \in Y \). Then, the following statements hold true for \( p > 2 \) and \( \delta > 0 \):

1. For \( \epsilon = \max_{f \in \text{GAM}_{p}(C)} \left( \mathbb{E}_{x,y} \ell(f(x), y) - \frac{1}{m} \sum_{i \in [1,m]} \ell(f(x_i), y_i) \right) \),

\[
\mathbb{P}_{(x_i, y_i)_{i \in [1,m]}} \left\{ \epsilon \leq \rho C \sqrt{\frac{5}{m} \log p} + c \sqrt{\frac{2 \log(2/\delta)}{m}} \right\} \geq 1 - \delta.
\]

2. For \( \ell^* = \inf_{f \in \text{GAM}_{p}(C)} \mathbb{E}_{x,y} \ell(f(x), y) \) and \( \hat{f} = \arg\min_{f \in \text{GAM}_{p}(C)} \frac{1}{m} \sum_{i \in [1,m]} \ell(f(x_i), y_i) \),

\[
\mathbb{P}_{(x_i, y_i)_{i \in [1,m]}} \left\{ \mathbb{E}_{x,y} \ell(\hat{f}(x), y) \leq \ell^* + \rho C \sqrt{\frac{5}{m} \log p} + 5c \sqrt{\frac{2 \log(2/\delta)}{m}} \right\} \geq 1 - \delta.
\]

3. in case of \( p = 2 \), setting \( r = 3 \) in (71) yields a similar bound with \( \sqrt{s} \) instead of \( \sqrt{\frac{5}{\pi}} \).
5. Discussion

5.1. Related Work

In the literature that directly deals with GAM, the most of theoretical results are based on the assumption that the true distribution is contained in the model (Wood, 2006). Although GAM can be seen as classical nonparametric classification or regression when $p = 1$, in which there is substantial work on the distribution-free theory (Györfi et al., 2006), there is no work related to the distribution-free theory in the context of GAM. To the best of our knowledge, one of the closest result to ours is work by Cortes et al. (2010), in which the authors studied the Rademacher complexity of the following hypothesis class in the context of multiple kernel learning:

$$H_{1}^{\|\cdot\|} = \left\{ f(x) = \sum_{j \in [1, p]} \mu_{j} \omega_{j}(x) \left| \sum_{j \in [1, p]} \mu_{j} \|\omega_{j}\|_{H_{j}}^{2} \leq 1, \sum_{j \in [1, p]} \mu_{j} \leq 1, \mu_{j} \geq 0 \right\},$$

where $\|\cdot\|_{H_{j}}$ denotes the norm in RKHS $H_{j}$. The authors have shown that $R(H_{p}^{1}, (x_{i})_{i \in [1, m]})$ is an order of $O(\sqrt{\log p/m})$. When we restrict $H_{j}$ so all $\omega_{j} \in H_{j}$ to be dependent on the $j$-th explanatory variable only, $H_{1}^{\|\cdot\|}$ becomes also a class of GAM predictors, where the sum of the norms of weight functions is upper bounded by 1. Note that TV is seen as a norm in $L^{1}$-space, which is not an RKHS.

In addition, when we restrict $\|x_{i}\|_{\infty} \leq 1$, Kakade et al. (2009) proved that $R(F_{W}, (x_{i})_{i \in [1, m]})$ is an order of $O(\sqrt{\log p/m})$, where $F_{W} = \left\{ x \mapsto \sum_{j \in [1, p]} w_{j} x_{j} \mid (w_{j})_{j \in [1, p]} \in W \right\}$ and $W = \{ w \in \mathbb{R}^{p} \mid \|w\|_{1} \leq 1 \}$. As it is easy to see $F_{W} \subset \text{GAM}_{p}(2)$, we can view our result as an extension of their result to nonlinear GAM predictors.

5.2. Tightness

We consider the result of Theorem 6 in the context of the classification problem, in which $Y = \{\pm 1\}$ and $X = \{\pm 1\}^{p} \subset \mathbb{R}^{p}$. Then, $J_{p} = \{ x \mapsto \pm \text{sign}(x_{j}) \mid j \in [1, p] \} \subset \text{GAM}_{p}(2)$ implies $R(J_{p}, (x_{i})_{i \in [1, m]}) \leq R(\text{GAM}_{p}(2), (x_{i})_{i \in [1, m]})$. Therefore, theorem 26.5 in (Shalev-Shwartz and Ben-David, 2014) implies

$$P_{(x, y)_{i \in [1, m]}} \left( E_{x,y} \ell(\hat{f}(x), y) - \ell^{*} > R(J_{p}, (x)_{i \in [1, m]}) + 5 \sqrt{\frac{2 \log(2/\delta)}{m}} \right) < \delta.$$ 

even for $J_{p}$, in which $\ell(a, y) = \max \{0, 1 - ay\}$. As $f(x)y \in \{\pm 1\}$, it holds that $f(x)y > 0 \iff f(x)y = 1$ and $f(x)y \leq 0 \iff f(x)y = -1$, which implies $[f(x)y > 0] = \ell(f(x), y)$ for any $f \in J_{p}$, $x \in X$, and $y \in Y$. Therefore,

$$E_{(x, y)_{i \in [1, m]}} \left( E_{x,y}[\hat{f}(x)y > 0] - \inf_{f \in J_{p}} E_{x,y}[f(x)y > 0] \right)$$

is also an order of $O \left( R(\text{GAM}_{p}(2), (x_{i})_{i \in [1, m]}) \right)$ for any distribution of $(x, y) \in X \times Y$.

On the other hand, it is known that, for any $\hat{f}(\cdot)$ learned from $m$ i.i.d. samples, there exists $P_{x,y}$ such that (76) is an order of $\Omega \left( \sqrt{\text{Cdim}(F)/m} \right)$ under the assumption that $\inf_{f \in F} E_{x,y}[f(x)y >
$0 \neq 0$ (Devroye and Lugosi, 1995; Boucheron et al., 2005). Because $J_p$ contains $2^p$ different classifiers, $\text{VCdim}(J_p)$ is at least of $\Omega(\log p)$, which implies that (76) is an order of $\Omega(\sqrt{\log p/m})$.

Therefore, $R(\text{GAM}_p(1), (x_i)_{i \in [1,m]})$ cannot be tighter than $O(\sqrt{\log p/m})$. 
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