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Abstract: The near-shore and estuary environment is characterized by complex natural processes. A prominent feature is the wind-generated waves, which transfer energy and lead to various phenomena not observed where the hydrodynamics is dictated only by currents. Over the past several decades, numerical models have been developed to predict the wave and current state and their interactions. Most models, however, have relied on the two-model approach in which the wave model is developed independently of the current model and the two are coupled together through a separate steering module. In this study, a new wave model is developed and embedded in an existing two-dimensional (2D) depth-integrated current model, SRH-2D. The work leads to a new wave–current model based on the one-model approach. The physical processes of the new wave model are based on the latest third-generation formulation in which the spectral wave action balance equation is solved so that the spectrum shape is not pre-imposed and the non-linear effects are not parameterized. New contributions of the present study lie primarily in the numerical method adopted, which include: (a) a new operator-splitting method that allows an implicit solution of the wave action equation in the geographical space; (b) mixed finite volume and finite difference method; (c) unstructured polygonal mesh in the geographical space; and (d) a single mesh for both the wave and current models that paves the way for the use of the one-model approach. An advantage of the present model is that the propagation of waves from deep water to shallow water in near-shore and the interaction between waves and river inflows may be carried out seamlessly. Tedious interpolations and the so-called multi-model steering operation adopted by many existing models are avoided. As a result, the underlying interpolation errors and information loss due to matching between two meshes are avoided, leading to an increased computational efficiency and accuracy. The new wave model is developed and verified using a number of cases. The verified near-shore wave processes include wave shoaling, refraction, wave breaking and diffraction. The predicted model results compare well with the analytical solution or measured data for all cases.
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1. Introduction

The near-shore estuary and coastal environment is characterized by complex natural processes driven by tides, waves, currents, saline water and the interactions among them [1,2]. Many people rely on coastal waters for food supply [3]. Without accurate knowledge of the near-shore bottom bathymetry, large ships would not be able to navigate onto the land safely, stifling trade routes [4]. Reclamation of coastal areas provides new land development opportunities [5]. On the other hand,
the natural forces found in the coastal areas pose great threats to the surrounding communities. Every year, properties and lives are lost due to hurricanes and typhoons [6]. Land masses disappear from prolonged wave action, a process quickened when coupled with poor human intervention [7]. Over the years, the importance of the coastal environment and the need for a better understanding of it have only grown. Today, with the rising sea level [8] and shortage of natural resources following a population explosion [9], proper coastal engineering and management may be the deciding factor for many parts of the world.

From the engineering point of view, the coastal environment is unique compared to inland hydraulic systems (e.g., streams and reservoirs) in that there is constant forcing from the sea. One of the most prominent features is the wind-generated waves. Propagating from offshore, these waves can transfer energy and lead to various processes not observed where the hydrodynamics is dictated only by currents [2,10]. Waves contain energy, which is proportional to the square of the wave height. Thus, higher waves can inflict greater loads on shores and coastal structures. Much like light waves, water waves undergo such processes as diffraction (when encountering a surface-piercing object), reflection (when propagating onto a wall) and refraction (when bed elevation changes or encountering currents). Near a shore, the decreasing water depth causes the wavelength to decrease and the wave height to increase, making the waves break. Wave breaking results in wave-induced currents: longshore current, rip current and undertow. The longshore current plays an important role in coastline evolution by transporting sediment along the shore.

Historically, there have been active research efforts to model the coastal wave-related processes. Various numerical models that have been developed belong to either the process-based or behavior-based models. While the former describes the underlying physics based on the deterministic governing equations, the latter utilizes parameterized descriptions to simulate general behaviors [11]. Process-based deterministic numerical models may be divided further into several categories [12], such as conceptual models, coastline evolution models, coastal profile models and coastal area models. The coastal area models are the primary focus of the present study.

Over the past several decades, many coastal area numerical models have been developed to predict the sea state in a given environment. Fleming and Hunt [13] developed one of the earliest coastal area models, although it supported only unidirectional flows. The wave ray tracking approach was used to model wave propagation in a triangular finite element mesh. The wave-induced current was obtained with the longshore model of Longuet-Higgins [14]. Other early works include Coeffe and Pechon [15], Boer et al. [16] (COMOR model), De Vriend and Ribberink [17], Price et al. [18] (PISCES model) and Lou and Ridd [19], among others.

Some of today’s widely used wave–current models include Delft3D-SWAN [20], TELEMAC [21] and CCHE2D-COAST [22]. They provide a means to predict the sea state of a region based on the environmental inputs, and have become a vital tool for researchers, government agencies and industries alike. General reviews of these models may be found in Klingbeil et al. [23], Deng et al. [11], Lu et al. [24] and Amoudry and Souza [25]. Briefly, Delft3D-SWAN is a popular wave–current model developed by combining Delft3D—a 2D/3D finite difference current model—with the wave model SWAN [26,27]. SWAN is one of the most widely used wave models and it has been incorporated into a number of 2D and 3D current models through a two-model approach. In Delft3D, the wave-induced effects include the surface stress, radiation stress, turbulence production and boundary layer treatment. Another popular model is TELEMAC, which was, e.g., adopted by Luo et al. [28] to simulate sand transport in a tide-dominated coastal-to-estuary region in North West England. The 2D depth-integrated current model of TELEMAC-2D was coupled to the wave module TOMAWAC [21], along with a sediment transport model SISYPHE. An unstructured triangular finite element mesh was utilized for the simulation. Besides the above two, CCHE2D-COAST is also a wave–current model available to use. CCHE2D-COAST is based on the 2D depth-integrated formulation; it developed a special wave module which was coupled to the current model CCHE2D [29]. The finite element method is adopted based on the non-orthogonal quadrilateral meshes. Two algebraic turbulence closure models
are supported: the approach by Longuet-Higgins [14], which relates the eddy viscosity to the distance offshore, and the Larson–Kraus model [30], in which the eddy viscosity is determined as a function of the wave orbital velocity.

The development of the wave model has been progressed independently of the current models. Today’s widely used wave models are based on the spectral method: the wave action balance equation is numerically solved. The spectral models differ primarily in the development and use of the mathematical expressions for various wave energy generation and dissipation processes. Among them are the wave generation due to wind, wave–wave interactions and wave dissipation due to bed friction, whitecapping and wave breaking. Historically, the search for a better physical process representation has led to the first-, second- or third-generation wave models.

First-generation models were developed in the 1960s and early 1970s. The validity of the first-generation formulations was extensively tested. It was found that these models were inaccurate and could lead to an order of magnitude difference in modeling wind inputs and nonlinear transfer [31]. The second-generation wave models were based on the prescribed parametric spectrum shapes, thanks to the availability of more measured wave growth data [32]. These models were reported by, e.g., Janssen [31] and WAMDI Group [33]. A major shortcoming of the second-generation models, however, was their inability to properly model waves in the presence of strong, rapidly changing winds like that of hurricanes. SWAMP [34] investigated and reported the shortcomings of the first- and second-generation wave models and suggested the need for the development of the third-generation wave models. An early third-generation model, named wave model (WAM), was developed by the WAMDI-Wave Model Development and Implementation Group in 1988 [33]. This model used the discrete interaction approximation of Hasselman et al. [35] for the nonlinear wave interactions. The wind input and source functions were formulated by Komen et al. [36]. The model replicated the observed measurements [36]. Since WAM, several other wave models were developed and reported such as WAVEWATCH by Tolman [37] and SWAN by Booij et al. [26].

All early third-generation models employed the first- or second-order finite difference schemes and were limited to the structured mesh. To model waves propagating from the deep ocean to shallow waters, more flexible meshes with multiple scales are needed. Nested structured mesh is one option to resolve the multiple spatial scales. The unstructured mesh approach, however, has been explored more extensively as it is more flexible than the nested one. The semi-Lagrangian model TOMAWAC by Benoit et al. [38] was probably the first spectral wave model using the unstructured triangular mesh. Other unstructured mesh models have been developed since. For example, Sorensen et al. [39] developed MIKE21 SW that used the unstructured cell-centered finite volume method in both geographical and spectral space. Roland et al. [40] reported the wind wave model (WWM) which employed finite element methods in geographical space. Efforts have also been reported by implementing the unstructured mesh approach into the SWAN model. For example, Hsu et al. [41] modified SWAN to utilize the finite element method in geographical space, while Qi et al. [42] implemented into SWAN the finite volume method in the geographical space. Later, SWAN was updated to include the unstructured mesh via a modified finite difference scheme [43]. Today, the third-generation wave models are widely used in wave modeling. Recent application examples include the works of Rusu [44] using SWAN and Anton et al. [45] with MIKE21 SW.

Alternative numerical methods have been explored. Efforts include the work of Yildirim and Karniadakis [46] who employed the discontinuous Galerkin methods on an unstructured mesh in geographical space and a Fourier collocation method in spectral space. The collocation method required the modification of the action balance equation to facilitate absorbing boundary conditions for frequency and required periodicity at the frequency boundaries for fast convergence of the Fourier collocation. Meixner [47] employed the discontinuous Galerkin methods in both geographical and spectral space, which allowed the utilization of the unstructured mesh in geographical space as well as adaptive, higher-order approximations in geographical and spectral space.
Following decades of model development, recent-year efforts focused primarily on the coupling of a wave model with a “third-party” numerical model. Kim et al. [48] employed two different coupled systems for simulation of the tide–surge–wave interaction during a typhoon: SWAN-ADCIRC and SELF-E-WWMII. Both systems used unstructured meshes with triangular elements (SWAN and SELF-E only support triangular elements). Similarly, Farhazadeh and Gangai [49] coupled SWAN with ADCIRC to model storms in an ice-covered lake. The coupled system used a single unstructured mesh, but only with triangular elements since SWAN uses triangular elements only. On the other hand, Qu et al. [50] showed the potential for a coupling between a high-fidelity model with one designed for a much larger domain, when they coupled the 3D computational fluid dynamics model SIFUM with the ocean circulation model FVCOM. However, each model used a separate unstructured mesh and an intermediate mesh was employed in order to facilitate the solution exchange between the two. These recent examples of coupled systems all used unstructured meshes. In fact, unstructured meshes are deemed the most appropriate for wave modeling in coastal areas [51].

In this study, a new wave model is developed and embedded in the current model SRH-2D [52,53]. In terms of the physical processes, the current state of the art based on the third-generation wave modeling approaches is adopted: the governing equations largely follow the formulation adopted by SWAN to solve the wave action balance equation in which the spectrum shape is not pre-imposed and the non-linear effects are not parameterized [54]. New contributions of the present study lie primarily in the numerical methods adopted to solve the wave action balance equation. A new operator-splitting method is adopted so that each individual equation may be solved implicitly in its own space. For example, the solution of the wave action equation in the horizontal geographical space is solved simultaneously and implicitly. Discretization of the governing equation is based on a mixed use of the finite volume and finite difference methods. In particular, the finite volume method is adopted in the geographical space with the unstructured polygonal mesh. This is to conform to the mesh system adopted by SRH-2D; this way, the wave model may be embedded within SRH-2D using the one-model approach. The unstructured polygonal mesh is the most general and applicable to all mesh systems in existence. The proposed model is the first such model to our knowledge, as existing coastal models use only a special kind of mesh. An advantage of the present model is that the propagation of waves from deep water to shallow water in near-shore and the interaction between waves and river inflows can be carried out seamlessly. Tedious interpolations and the so-called multi-model steering operation adopted by existing models are avoided. The present model does not need to switch model executables during model computations. As a result, underlying interpolation errors and information loss due to solution matching between different meshes are avoided, leading to an increased computational efficiency and accuracy.

2. Governing Equations

The current model SRH-2D solves the depth-integrated, wave-averaged, 2D hydrodynamic equations, while the wave model solves the spectral wave action balance equation. The respective governing equations are presented relevant to the near-shore coastal modeling.

2.1. Current Flow

The current flow equations may be derived from the 3D Reynolds-averaged Navier–Stokes equations. Key steps include time averaging over a wave period and depth integration assuming vertical hydrostatic pressure. The final set of governing equations for the current is as follows:

\[
\frac{\partial h}{\partial t} + \frac{\partial (hV_x)}{\partial x} + \frac{\partial (hV_y)}{\partial y} = 0
\]
\[
\frac{\partial hV_x}{\partial t} + \frac{\partial hV_y V_x}{\partial x} + \frac{\partial hV_z V_x}{\partial y} = -g h \frac{\partial (z_0 + h)}{\partial x} + \frac{1}{\rho} \left[ \frac{\partial(h\tau_{xx})}{\partial x} + \frac{\partial(h\tau_{yx})}{\partial y} - \tau_{xs} + \tau_{Wind,x} \right] - \frac{h}{\rho} \frac{\partial p}{\partial x} + S_{Cor,x} + S_{rad,x} + S_{st,x} \tag{2}
\]

\[
\frac{\partial hV_y}{\partial t} + \frac{\partial hV_x V_y}{\partial x} + \frac{\partial hV_z V_y}{\partial y} = -g h \frac{\partial (z_0 + h)}{\partial y} + \frac{1}{\rho} \left[ \frac{\partial(h\tau_{yy})}{\partial x} + \frac{\partial(h\tau_{yx})}{\partial y} - \tau_{ys} + \tau_{Wind,y} \right] - \frac{h}{\rho} \frac{\partial p}{\partial y} + S_{Cor,y} + S_{rad,y} + S_{st,y} \tag{3}
\]

In the above, \( t \) is time; \( x \) and \( y \) are the two horizontal Cartesian coordinates; \( h \) is the wave-averaged water depth; \( V_x \) and \( V_y \) are the total velocities in the \( x \)- and \( y \)-directions, respectively; \( z_0 \) is the bed elevation; \( \rho \) is the seawater density; \( g \) is the gravitational constant; \( \tau_{xx}, \tau_{yy}, \tau_{xy} \) and \( \tau_{yx} \) represent diffusive stresses due to friction, turbulence and dispersion; \( P_a \) is the atmospheric pressure; \( S_{Cor,x} \) and \( S_{Cor,y} \) are the Coriolis forces acting in the \( x \)- and \( y \)-directions, respectively; \( \tau_s \) and \( \tau_{wind} \) are the forces due to friction of the bed and wind friction on the free surface; \( S_{rad,x} \) and \( S_{rad,y} \) are the wave-induced radiation stress forces and \( S_{st,x} \) and \( S_{st,y} \) are the wave-generated surface roller forces. Since the present study primarily concerns the wave model, a detailed discussion of each term is omitted; readers may refer to the report of [55].

### 2.2. Wave Model

In deep water, wave propagation may be simulated by the balance equation of the phase-averaged wave energy (denoted as \( E \)) which describes the local energy change in the horizontal space. Such an approach is invalid in estuary and near-shore waters because it does not take into account the directional wave turning and frequency shift. The solution is to resort to the balance equation for the wave action density which is the wave energy divided by the wave angular frequency (i.e., \( N = E/\sigma \)) and conserved in the presence of an ambient current. The present wave model solves the following wave action balance equation:

\[
\frac{\partial N(t,x,y,\theta,\sigma)}{\partial t} + \frac{\partial (c_{g,x} + V_x)N(t,x,y,\theta,\sigma)}{\partial x} + \frac{\partial (c_{g,y} + V_y)N(t,x,y,\theta,\sigma)}{\partial y} + \frac{\partial c_\theta N(t,x,y,\theta,\sigma)}{\partial \theta} + \frac{\partial c_\sigma N(t,x,y,\theta,\sigma)}{\partial \sigma} = S_{tot}(t,x,y,\theta,\sigma) \tag{4}
\]

In the above, \( \theta = \) wave propagation direction (angle) measured counter-clockwise from the positive \( x \)-axis; \( \sigma = \) wave angular frequency; \( c_{g,x} = c_g \cos \theta \) and \( c_{g,y} = c_g \sin \theta \) are group velocities in \( x \)- and \( y \)-directions, respectively; \( V_x \) and \( V_y \) = depth-integrated current velocities in \( x \)- and \( y \)-directions, respectively; \( c_\theta = \) turning rate of the wave direction; \( c_\sigma = \) frequency shifting rate; and \( S_{tot} \) = source and sink terms for wave generation and dissipation. Equation (4) is general in that wave directional turning and frequency shift are taken into account in addition to the wave propagation in time and geographical space. The same equation was adopted by a number of the latest wave models such as SWAN. A similar but simplified steady equation was adopted in the CMS-Wave model [56].

The computation of the group velocity \( c_g \) begins with the dispersion relation, which describes the relationship between the relative angular frequency and the wave number as

\[
\sigma^2 = gk \tanh kh \tag{5}
\]

where \( k = 2\pi/L = \) wave number; \( L = \) wave length; and \( h = \) water depth. For a given water depth, the dispersion relation provides a unique relation between wave frequency and wave number. The group velocity is computed by

\[
c_g = \frac{1}{2} \left(1 + \frac{2kh}{\sinh^2 kh}\right) c_{ph} \tag{6}
\]
where $c_{ph}$ = phase velocity of the wave.

The term $c_\theta$ is the wave propagation directional turning rate and represents the wave refraction due to depth and current changes. The turning rate is computed as

$$c_\theta = - \frac{1}{k} \left( \frac{\partial \sigma}{\partial h} \frac{\partial h}{\partial m} + k \cdot \frac{\partial \vec{U}}{\partial m} \right)$$

where $m$ = distance along the wave crest and $\vec{k} = (k \cos \theta, k \sin \theta)$. The first and second terms on the right-hand side represent the depth- and current-induced refraction, respectively.

The frequency shifting $c_\sigma$ may occur due to the presence of an ambient current as well as the spatial and temporal variation in depth. It may be computed by

$$c_\sigma = \frac{\partial \sigma}{\partial h} \left( \frac{\partial h}{\partial t} + \vec{U} \cdot \nabla h \right) - c_g k \cdot \frac{\partial \vec{U}}{\partial n}$$

where $n$ is the wave direction normal to the wave crest. Equation (9) shows that frequency shift is caused by three factors: time-varying water depth, waves moving across spatially varying bathymetry and waves moving with a spatially varying current.

Once the wave action is solved from Equation (4), various mean wave statistics may be obtained through integrations in the directional and frequency space. For example, the significant wave height ($H_s$), defined as the mean of the highest one-third of the wave amplitudes, may be computed as

$$H_s = 4 \sqrt{E_{tot}} = 4 \sqrt{\int_{0}^{\infty} \int_{-2\pi}^{2\pi} N(\sigma, \theta) d\theta d\sigma}$$

The right-hand side of the wave action balance Equation (4) contains the term $S_{tot}$ which includes various physical processes leading to wave generation and dissipation. Due to the dynamic nature of the coastal environment, there is no consensus among the existing coastal models on which processes need to be taken into account and which formulations to use. In the present study, major wave generation and dissipation processes relevant to both the near-shore and deep-water environment are included, such as wave generation by wind, wave–wave interactions, wave dissipation due to whitecapping, depth-induced wave breaking, bottom friction and wave diffraction. The above processes were discussed in detail by [55]. Only the last three processes are described below as they are most relevant to near-shore coastal areas and verified in this study.

2.3. Wave Breaking

Wave breaking is a rapid wave energy dissipative process where wave energy is lost to the surface current and turbulence. In coastal waters, waves approaching the shore eventually break when the ratio formed by the wave height and water depth reaches a critical value. Depth-induced wave breaking is the dominant dissipative process in shallow waters.

Following Battjes and Janssen [57] and Yildirim [46], the depth-induced wave breaking rate of energy dissipation may be computed by

$$S_{br}(\sigma, \theta) = \frac{D_{tot} E(\sigma, \theta)}{E_{tot}}$$

$$D_{tot} = -\frac{1}{4} \alpha_{B} Q_{b} \tilde{f} H_{max}^{2}$$
In the above, $D_{tot}$ is the mean rate of energy dissipation per unit horizontal area due to wave breaking, $E_{tot} = \text{total wave energy in Equation (10)}$, \( a_g = \text{a model calibration parameter (default value = 1.0)} \), \( Q_b = \text{fraction of wave breaking} \), \( f = \text{mean frequency} \) and \( H_{max} = \text{maximum wave height in a given depth} \). The \( Q_b \) term is obtained by

\[
\frac{1 - Q_b}{\ln Q_b} = -\frac{H_{\text{rms}}^2}{H_{\text{max}}^2}
\]  

(13)

where \( H_{\text{rms}} = \sqrt{8E_{tot}} \) is the root-mean-square wave height amplitude, and the maximum wave height is computed as \( H_{\text{max}} = \gamma h \), in which \( \gamma \) is a calibration parameter (default value = 0.73). Note that Equation (13) needs to be solved iteratively in a numerical model.

2.4. Wave Diffraction

Waves approaching a coastline may diffract if there are obstacles on the way such as breakwaters. Diffraction is a phenomenon of wave turning due to amplitude change occurring around obstacles. As discussed by Holthuijsen et al. [58], diffraction is a difficult process to model within the framework of spectral (phase-averaged) wave models. Several approaches have been proposed to simulate diffraction in a wave model. For example, Hsu et al. [59] proposed an approach in which the higher-order bottom effect and ambient current effect were taken into account. Diffraction was implemented through a correction to the advection velocities in different phase spaces. In another approach, the parabolic approximation wave theory was proposed by Mase [60] and adopted by Lin et al. [56] and Sanchez et al. [61]. In this study, we adopt the diffraction modeling approach of Holthuijsen et al. [58]: the diffusion-induced wave turning rate was added to the spectral model. It is classified as the phase-decoupled diffraction approximation approach. The model aimed to provide a reasonable estimate of diffraction in relatively large-scale computations (size of the model domain is more than dozens of wave lengths for random, short-crested and non-coherent waves).

The phase-decoupled diffraction approach computes the diffraction parameter as follows:

\[
\delta = \frac{\nabla \left( c_{ph} c_g \nabla \sqrt{E_{tot}} \right)}{k^2 c_{ph} c_g \sqrt{E_{tot}}}
\]  

(14)

In the above, \( c_{ph} \) is the phase velocity computed by Equation (7). Once the diffraction parameter is computed, the three turning rates in the wave balance equation are modified to include the diffraction effect. The group velocity \( (c_g) \) is replaced by \( c_{gd} = c_g \sqrt{1 + \delta} \), while the frequency shift rate and directional turning rate are modified as follows in the Cartesian coordinate system:

\[
c_x = \frac{a k}{\sinh(2k)} \left[ \frac{\partial}{\partial t} + u \frac{\partial}{\partial x} + v \frac{\partial}{\partial y} - c_g \left( \sqrt{1 + \delta} \right) \left( \cos^2(\theta) \frac{\partial U}{\partial x} + \cos(\theta) \sin(\theta) \frac{\partial U}{\partial y} + \sin^2(\theta) \frac{\partial V}{\partial y} \right) \right]
\]

(15)

\[
c_{\theta} = \frac{a}{\sinh(2k)} \left[ \frac{\partial}{\partial t} \sqrt{1 + \delta} (\sin(\theta) \frac{\partial}{\partial x} - \cos(\theta) \frac{\partial}{\partial y}) \right] - \frac{a}{\sinh(2k)} c_g \frac{\partial}{\partial x} \left( \sqrt{1 + \delta} \right) c_g \sin(\theta)

+ \frac{a}{\sinh(2k)} c_g \cos(\theta) \frac{\partial}{\partial x} + c_g \sin(\theta) \frac{\partial U}{\partial x} - \cos^2(\theta) \frac{\partial U}{\partial y} + \sin^2(\theta) \frac{\partial V}{\partial y}

- \cos(\theta) \sin(\theta) \frac{\partial V}{\partial y}
\]

(16)

The diffraction parameter in (14) is computed using the second-order discretization of the term \( \nabla \left( c_{ph} c_g \nabla \sqrt{E} \right) \). The above diffraction approach was implemented in the SWAN model; both Holthuijsen et al. [58] and Enet et al. [62] found that diffraction produced “wiggles” of the wave fields in the geographical space. Wave energy \( (E_{tot}) \) had to be smoothed using a convolution filter; it was found that six times of filtering was the smallest smooth value to maintain the model stability. A similar smoothing is also implemented in the present study, although found unnecessary.
2.5. Dissipation due to Bottom Friction

The bed friction is insignificant in deep water. In shallow water, however, the bed surface may induce significant friction, leading to wave dissipation. The bed friction term is expressed as [63]

\[ S_{bf}(\sigma, \theta) = -C_{bf} \left[ \frac{\sigma}{g \sinh(kh)} \right]^2 E(\sigma, \theta) \]  

(17)

where \( C_{bf} \) is a calibration parameter related to the bottom bed friction. The parameter has a default value of 0.038 [46].

2.6. Initial and Boundary Conditions

The initial and boundary conditions of the wave action balance equation are needed to solve the governing equation. At the beginning of the computation, the wave action density is needed in geographical space and frequency and direction spaces. A zero wave field may be applied over the entire model domain, or the wave field is assumed constant in the geographical space which is the same as the incoming waves from offshore.

Different boundary conditions may be applied on the model boundaries. On the shoreline and other wall boundaries, all incoming wave energy is absorbed. Waves are allowed to leave the model domain freely. On the cross-shore boundaries, the symmetry condition is imposed. At both ends of the direction and frequency space, the fully absorbing condition is adopted so that the energy can propagate freely across the boundaries.

At the offshore boundary, incident waves in the form of a 2D energy spectrum \( E_f(t, f, \theta) \) are specified. Key incident wave parameters include the wave height, direction and period. The most commonly used representative wave height is the significant wave height \( (H_s) \) which is the average height of the highest one-third of the waves. The significant period \( (T_s) \) is often used which is the average period of the highest one-third of the waves in the record. Mean or peak period (or frequency) may also be used.

Analytical spectra have been developed and verified with the field data that may be used to specify an incoming wave spectrum. The 2D energy spectrum is specified by giving two 1D distribution functions:

\[ E(t, \theta, f) = E_\theta(t, \theta) E_f(t, f) \]  

(18)

Established wave spectra are available for the directional distribution function \( (E_\theta) \) and the frequency distribution function \( (E_f) \).

In this study, the directional spreading function of Mitsuyasu et al. [64] is used, which is based on extensive measurements of directional wave spectra. The function is often called the \( \cos^{2s} \) method and written as

\[ E_\theta(t, \theta) = \frac{2^{2s-1}}{\pi} \frac{\Gamma^2(s + 1)}{\Gamma(2s + 1)} \cos^{2s} \left( \frac{\theta}{2} \right) \]  

(19)

In the above, \( \Gamma \) is the gamma function and the parameter \( s \) has the property that higher values give a more widely spread directional spectrum.

The frequency spectrum may be specified by several ways such as the Gaussian, JONSWAP or user-specified discrete spectra. The JONSWAP spectrum was based on the data of a Joint North Sea Wave Project operated by laboratories from four countries [32]. Wave and wind measurements were taken with a sufficient wind duration to produce a deep water fetch-limited energy spectrum. It is suitable when the offshore boundary is located in deep waters (e.g., \( > 45 \text{ m} \)). The JONSWAP spectrum was discussed in Lai and Kim [55].
3. Numerical Method

The numerical method of the current model SRH-2D was documented by Lai [52] and Lai [53]; readers may refer to these references. The solution of the wave action balance equation is described below as it is a new contribution in the present study.

The mixed finite volume and finite difference method is adopted: the finite volume discretization is adopted in the geographical space, while the finite difference scheme is adopted in the directional and frequency space. The semi-implicit scheme is adopted in time: the wave action balance equation is first split into three equations using the operator-splitting method, and each equation is then solved using the implicit time discretization. In general, a larger time step may be used with the implicit scheme than the explicit one. The implicit scheme tends to be more stable and robust for engineering applications.

3.1. The Operator-Splitting Technique

The wave action density propagates in five dimensions ($t, x, y, \theta$ and $\sigma$). A fully implicit method would be computationally too intensive. Thus, the operator-splitting method similar to Hsu et al. [41] is adopted as follows:

\[
\frac{N^{n+1} - N^n}{\Delta t} + \frac{\partial}{\partial \sigma} (c_\sigma N) = 0 \quad (20)
\]

\[
\frac{N^{n+\frac{1}{2}} - N^{n+\frac{1}{2}}}{\Delta t} + \frac{\partial}{\partial \theta} (c_\theta N) = 0 \quad (21)
\]

\[
\frac{N^{n+\frac{1}{2}} - N^{n+\frac{1}{2}}}{\Delta t} + \frac{\partial}{\partial x} (c_{g,x} + U)N + \frac{\partial}{\partial y} (c_{g,y} + V)N = S_{tot} \quad (22)
\]

In the above, $N^n, N^{n+\frac{1}{2}}, N^{n+\frac{1}{2}}$ and $N^{n+1}$ are $N$ at different fractional time levels, with $N^n$ and $N^{n+1}$ being the results at time $t_n$ and $t_n + \Delta t$ ($\Delta t =$ time step). Our approach deviates from Hsu et al. [41] on how the geographical space equation is split and solved. Our approach is to solve the complete equation in the geographical space ($x$ and $y$ space) along with the source/sink terms included implicitly. Hsu et al. [41] split the third equation further into three more equations. In addition, our discretization approach is based on the unstructured polygonal mesh in the geographical space—the most flexible mesh in use. The operator-splitting technique brings two major advantages: an optimum numerical algorithm that may be adopted for each equation and the facilitation that is afforded for monitoring and studying the wave processes in a particular space.

3.2. Solution in the Frequency Space

In the frequency space, steep gradients may pose a problem to the numerical solution in that a large truncation error may lead to numerical oscillations. For increased stability, the flux-corrected transport algorithm of Boris and Book [65] is adopted, which prevents the steep gradient problem by enforcing continuity and positivity of the action density [41].

The frequency space is uniformly discretized in terms of $\ln(\sigma)$ between the user-specified minimum and maximum frequency. The governing equation is then discretized using the finite difference method. The discretization consists of three stages: the low-order transport stage, the anti-diffusion stage and the corrected transport stage.

The wave action density at the low-order transport stage $N^L_j$ is determined in terms of the fluxes $F^L_j$, which are computed using the first-order upwind scheme:

\[
N^L_j = N^L_j - \frac{\Delta t}{\Delta \sigma} \left( F^L_{j+\frac{1}{2}} - F^L_{j-\frac{1}{2}} \right) \quad (23)
\]

\[
F^L_{j+\frac{1}{2}} = N^L_j \left( \frac{c_{\sigma,j+1}}{2} + |c_{\sigma,j+1}| + N^L_{j+1} \frac{c_{\sigma,j+1} - |c_{\sigma,j+1}|}{2} \right) \quad (24)
\]
\[ F_{j-\frac{1}{2}}^L = N_{j-1}^n \frac{c_{o,j} + |c_{o,j}|}{2} + N_j^n \frac{c_{o,j} - |c_{o,j}|}{2} \tag{25} \]

In the anti-diffusion stage, the high-order fluxes \( F^H \) and the correcting fluxes \( A_j \) are obtained from the following relations:

\[ F_{j-\frac{1}{2}}^H = N_j^n \frac{c_{o,j-1} + c_{o,j}}{2} \tag{26} \]
\[ F_{j+\frac{1}{2}}^H = N_{j+1}^n \frac{c_{o,j+1} + c_{o,j}}{2} \tag{27} \]
\[ A_{j-\frac{1}{2}} = F_{j-\frac{1}{2}}^H - F_{j-\frac{1}{2}}^L \quad A_{j+\frac{1}{2}} = F_{j+\frac{1}{2}}^H - F_{j+\frac{1}{2}}^L \tag{28} \]

The correction terms \( A^L \) are then computed from

\[ A_{j+\frac{1}{2}}^L \begin{cases} \text{sign}(A_{j+\frac{1}{2}}) \max(0, \min[A_{j+\frac{1}{2}}, \text{sign}(A_{j+\frac{1}{2}})(N_{j+2}^L - N_{j+1}^L), \text{sign}(A_{j+\frac{1}{2}})(N_{j+1}^L - N_{j+1}^L)]) \\ \text{sign}(A_{j+\frac{1}{2}}) \max(0, \min[A_{j+\frac{1}{2}}, \text{sign}(A_{j+\frac{1}{2}})(N_{j+1}^L - N_{j+1}^L), \text{sign}(A_{j+\frac{1}{2}})(N_{j+1}^L - N_{j+1}^L)]) \end{cases} \tag{29} \]

\[ A_{j-\frac{1}{2}}^L \begin{cases} \text{sign}(A_{j-\frac{1}{2}}) \max(0, \min[A_{j-\frac{1}{2}}, \text{sign}(A_{j-\frac{1}{2}})(N_{j+1}^L - N_{j+1}^L), \text{sign}(A_{j-\frac{1}{2}})(N_{j+1}^L - N_{j+1}^L)]) \\ \text{sign}(A_{j-\frac{1}{2}}) \max(0, \min[A_{j-\frac{1}{2}}, \text{sign}(A_{j-\frac{1}{2}})(N_{j+1}^L - N_{j+1}^L), \text{sign}(A_{j-\frac{1}{2}})(N_{j+1}^L - N_{j+1}^L)]) \end{cases} \tag{30} \]

where

\[ \text{sign}(A) = \begin{cases} & 1, \text{ if } A \geq 0 \\ & -1, \text{ if } A < 0 \end{cases} \tag{31} \]

In the third and final step, the new wave action density is computed by

\[ N_{j+\frac{1}{2}}^n = N_{j}^n - \frac{\Delta t}{\Delta \Theta} (A_{j+\frac{1}{2}}^L - A_{j-\frac{1}{2}}^L) \tag{32} \]

### 3.3. Solution in the Directional Space

In the directional space, an implicit finite difference scheme is adopted. The directional space is uniformly divided into a user-specified number of points between the minimum and maximum angles. At each angle point \((j)\), the governing equation may be discretized as

\[ N_{j+\frac{1}{2}}^n = N_{j}^{n+\frac{1}{2}} + \Theta \frac{\Delta t}{2 \Delta \Theta} \left[ (e_\theta N_{j-1}^{n+\frac{1}{2}} - (e_\theta N_{j+1}^{n+\frac{1}{2}}) - (1 - \Theta) \frac{\Delta t}{2 \Delta \Theta} \right] \tag{33} \]

In the above, the weight parameter \( \Theta \) ranges from 0 to 1 and controls the time discretization order (0 for a fully explicit scheme and 1 for a fully implicit scheme). The central difference scheme is adopted in the discretization of the flux term. In the present study, \( \Theta = 1 \) is used. The above equation may be easily put into a matrix form that is solved using a tri-diagonal matrix inversion solver.

### 3.4. Solution in the Geographical Space

In the geographical space, the wave action balance equation is of the convection–diffusion type in a 2D form and the finite volume method is used for its discretization. First, a 2D solution domain in space is used to represent the area of interest and a network of mesh cells is generated to cover the model domain so that the equation may be discretized on the mesh. In this study, the same mesh is used for both the current and wave models so that the one-model approach may be implemented. This means the most general unstructured polygonal mesh is used to solve the wave equation. In this study, only a mixture of triangles (TRIA) and quadrilaterals (QUAD) are demonstrated with cases.

The geographical equation is discretized using the finite volume approach, following the work of Lai [53]. The dependent variables are stored at the centroid of a polygonal cell. The governing
The equation is integrated over a polygon using the Gauss theorem. For the purpose, the wave action balance equation may be rewritten in a general form as

\[
\frac{N^{n+1} - N^{n+\frac{1}{2}}}{\Delta t} + \nabla \cdot V N = S_{\text{tot}}
\]

The integration of the above over a polygon P shown in Figure 1 leads to

\[
\frac{N^{n+1} - N^{n+\frac{1}{2}}}{\Delta t} A + \sum_{\text{all-sides}} V_C |\vec{s}| N^{n+1} = S_{\text{tot}} A
\]

where A is the mesh cell area, \(V_c = \vec{V}_C \cdot \vec{n}\) is the speed normal to the polygonal side (e.g., P₁P₂ in Figure 1) and at the side center C, \(\vec{n}\) is the polygon side unit normal vector and \(\vec{s}\) is the polygon side distance vector (e.g., P₁ to P₂). Subscript C denotes a value at the center of a side and superscript \(n+1\) denotes the time level. In the remaining discussion, superscript \(n+1\) will be dropped for ease of notation. Time discretization follows the Euler implicit scheme.

**Figure 1.** Schematic illustrating a polygon mesh cell (P) and its neighbor cell (N).

Calculation of a variable, say \(N_i\), at the center (C) of a side is needed. As shown in Figure 1, point I is first defined as the intercept point between line PN and P₁P₂. A second-order interpolation gives

\[
N_I = \frac{\delta_1 N_N + \delta_2 N_P}{\delta_1 + \delta_2}
\]

in which \(\delta_1 = \vec{r}_1 \cdot \vec{n}\) and \(\delta_2 = \vec{r}_2 \cdot \vec{n}\). \(N_I\) may be used to approximate the value at the center C for most variables. Another approach may be used to compute the wave speed in which a damped scheme is derived by blending the first-order upwind scheme with the second-order central difference scheme; that is,

\[
N_C = N^{CN}_C + d(N^{UP}_C - N^{CN}_C)
\]

\[
N^{UP}_C = \frac{1}{2} (N_P + N_N) + \frac{1}{2} \text{sign}(V_C)(N_P - N_N)
\]

where \(N^{CN}_C\) is the second-order interpolation scheme. In the above expression, \(d\) defines the amount of damping used. In most applications, \(d = 0.2\text{~}0.3\) is used.
The source/sink terms in the wave action equation can be excessively large and their impact is treated implicitly as much as possible. In the present implementation, wave energy generation terms are treated explicitly, while most dissipation terms are treated implicitly in a linear fashion, as follows:

$$S_{tot} = S_u - S_p N^{n=1}$$  \hspace{1cm} (40)

The final discretized governing equation for cell $P$ may be organized as the following linear equation:

$$(A_P + S_p) N_P = \sum_{nb} A_{nb} N_{nb} + S_{conv} + S_u$$  \hspace{1cm} (41)

where “$nb$” refers to all neighbor polygons surrounding $P$. The coefficients in this equation are

$$A_{nb} = \text{Max}(0, -V_C \parallel \vec{s})$$  \hspace{1cm} (42)

$$A_P = \frac{A}{\Delta t} + \sum_{nb} A_{nb}$$  \hspace{1cm} (43)

$$S_{conv} = \sum_{\text{all-sides}} (V_C \parallel \vec{s}) \left\{ (1-d) \left[ \frac{1}{\beta_1 + \beta_2} \left[ \frac{-1 - \text{Sign}(V_C)}{2} \right] (N_N - N_P) \right] \right\}$$

$$- \sum_{\text{all-sides}} (V_C \parallel \vec{s}) \left\{ (1-d) C_{side} (N_{P2} - N_{P1}) \right\}$$  \hspace{1cm} (44)

The linear equation system (41) is solved using the conjugate gradient squared solver with the Incomplete Lower-Upper (ILU) preconditioning [66].

3.5. Coupling Procedure

In this study, the one-model approach with a single mesh is used for both the current and wave models and data exchanges between the two are achieved as soon as the data are available. Only the quasi-steady coupling method is implemented: the current flow is assumed to be steady within a user-specified time period and computed first. The current velocity and water depth are then passed onto the wave model to solve the wave action balance equation in an unsteady manner with a time step. Under the quasi-steady coupling, the impacts of the current on the wave characteristics are simulated while the wave-to-current feedback is not. The quasi-steady coupling is applied in all verification cases presented as the cases indeed have no feedback from waves to currents.

The wave model developed has undergone an extensive verification modeling study; cases have been selected to verify individual wave processes that have either analytical or measurement data. In the following, the model capability to simulate wave shoaling, wave refraction, wave breaking and wave diffraction is reported.

4. Wave Shoaling and Refraction

Six cases are chosen to verify the wave shoaling and refraction processes. All six cases have analytical solutions for comparison and have been widely used for wave model verification studies [26,41,46,47,67].

All cases use the same geographical horizontal model domain: a 4 by 4 km square. Although these cases may be simulated using simply a quadrilateral mesh, the mixed quadrilateral-triangular mesh is used instead so that the polygonal mesh implementation may be verified with the model. The model domain and the mixed mesh with a total of 4744 cells are shown in Figure 2.
The boundary conditions are as follows. All six cases have the same incoming wave: entering the model domain on the left boundary \((X = 0)\) and leaving the right boundary \((X = 4000)\). The incoming waves have a Gaussian distribution for the energy density in the frequency space. The mean wave frequency is 0.1 Hz with a standard deviation of 0.01 Hz—almost a harmonic wave. In the directional space, the distribution follows the \(\cos^{2\gamma}\) function with \(\gamma = 250\); the user-given mean angle and half-angle width are specified for each case. The incident wave has a significant wave height of 1.0 m.

4.1. Current-Induced Shoaling

Cases 1 and 2 are used to verify that the wave model is capable of reproducing the current-induced shoaling while the waves propagate in a constant-depth zone. The shoaling herein refers to the change of wave height (or energy). The model domain has a flat bottom with deep water (10 km). The incoming wave propagates along the \(x\)-axis and encounters a linearly increasing velocity field. The current velocity of case 1 is opposite to the wave propagation direction, while case 2 is along the wave propagation. The current velocity magnitude linearly increases from 0 on the left boundary to 2.0 m/s on the right. Figure 3 graphically depicts the two cases.

Wave shoaling of the two cases is induced by the group velocity change and frequency shift. The absolute group velocity is altered by the current flow, so the waves slow down for case 1 and speed up for case 2. This causes the wave height increase or decrease. The frequency shift (non-zero \(c_s\)) may occur due to a change of water depth or a spatially varying current velocity (presence of velocity strain rate). In the current two cases, only the non-zero velocity strain rate is responsible for the frequency shift. The wave energy transfer in the frequency space leads to changes in the mean frequency and the significant wave height. Both cases have zero turning rate in the directional space.

The simulation adopts the following model inputs: 21 points in the directional space between \(-30^\circ\) and \(30^\circ\) and 41 points in the frequency space from 0.04 to 0.25 Hz. The simulated significant wave height at steady state is compared with the analytical solution derived from the linear wave theory. The analytical solution was presented by Philips [68] and Mei et al. [69].
4.1. Current-Induced Shoaling

Cases 1 and 2 are used to verify that the wave model is capable of reproducing the current-induced shoaling while the waves propagate in a constant-depth zone. The shoaling herein refers to the change of wave height (or energy). The model domain has a flat bottom with deep water (10 km). The incoming wave propagates along the x-axis and encounters a linearly increasing velocity field. The current velocity of case 1 is opposite to the wave propagation direction, while case 2 is along the wave propagation. The current velocity magnitude linearly increases from 0 on the left boundary to 2.0 m/s on the right. Figure 3 graphically depicts the two cases.

Wave shoaling of the two cases is induced by the group velocity change and frequency shift. The absolute group velocity is altered by the current flow, so the waves slow down for case 1 and speed up for case 2. This causes the wave height increase or decrease. The frequency shift (non-zero $\sigma$) may occur due to a change of water depth or a spatially varying current velocity (presence of velocity strain rate). In the current two cases, only the non-zero velocity strain rate is responsible for the frequency shift. The wave energy transfer in the frequency space leads to changes in the mean frequency and the significant wave height. Both cases have zero turning rate in the directional space.

The predicted steady-state results of the significant wave height for the two cases are compared with the analytical solutions in Figure 4. Good agreement is obtained. When the wave propagates against the current (case 1), the wave height increases; when the wave follows the current (case 2), the wave height decreases. The effect on the wave height is more prominent in the opposing than the following case. Adam [67] pointed out that the above analytical solution has a theoretical limit at $c = -2U$ when the wave height becomes infinite. In real life, the linear solution is invalid when the phase velocity is close to the limit; various non-linear processes will occur before the limit such as wave breaking.

4.2. Current-Induced Refraction

Two additional cases (3 and 4) are selected to verify the ability to reproduce the current-induced refraction. Refraction refers to the turning of wave propagation in the directional space. Refraction may be induced by spatially varying the velocity or water depth. Only the velocity strain rate is present for cases 3 and 4. Part of the wave energy is swept away along the direction of the current. In addition, two other mechanisms lead to small wave height changes: the action of the current velocity and the velocity strain rate. The current velocity modifies the group velocity and the velocity strain rate initiates the wave energy transfer.
The simulation adopts the following model inputs: 21 points in the directional space covering a half-angle of 30° and 41 points in the frequency space with a frequency range of 0.04 to 0.25 Hz. The analytical solutions of the wave height and wave propagation angle for the two cases are available and were discussed by Longuet-Higgins and Steward [70].

The predicted significant wave height and mean wave propagation angle are compared with the analytical solutions in Figure 6. For case 3, part of the wave propagation is against the current, so the wave height grows; for case 4, wave propagation follows the current, so the wave height decreases. In both cases, the waves are pushed towards the current direction, causing their mean direction to change towards the current. The numerical model reproduces the analytical solutions reasonably well.

4.3. Depth-Induced Shoaling and Refraction

The depth-induced shoaling and refraction are verified using two additional cases (5 and 6). In the previous four cases, a constant deep-water depth is specified with a spatially varying current velocity field. For cases 5 and 6, the bed elevation (or water depth) varies spatially, without the current velocity.

The same model domain and the meshes as the previous four cases are used except that the bottom bed elevation varies linearly from −20 on the left boundary to −0.5 m on the right. The cases represent a typical plane beach front. A long wave enters the domain through the left boundary which has a water depth of 20 m; the wave propagates towards the shallow right boundary with a depth of 0.5 m. In case 5, the wave is along the x-axis, perpendicular to the left boundary (angle = 0°); in case 6, the wave is along the 30° angle. The two cases are depicted in Figure 7.

For both cases, the waves move towards the shallower area and decrease their speed. The bed slope causes the wavelength to decrease and the wave height to increase (shoaling). For case 6, a component of the wave direction is along the shoreline with varying water depth along its normal direction. This causes different parts of the wave to travel with different speeds and leads to the turning of the wave direction towards the shallower area (refraction). Both cases have zero frequency shift as the current velocity is zero, so the frequency space discretization is unimportant. The analytical solutions of the two cases may be derived from the linear wave theory according to Snell’s law as presented by Adam [67].
In both cases, the waves are pushed towards the current direction. The numerical model reproduces the analytical solutions reasonably well. For case 3, the wave is along the boundary (angle = 0°); in case 4, it is along the axis, perpendicular to the left boundary. The two cases are depicted in Figure 5. For case 3, part of the wave propagates into the shallow water, causing the mean direction of the wave to shift towards the current. The depth range for cases 3 and 4.

The simulation adopts the following model inputs: 41 points in the angle space covering a half-angle range of 30° and 41 points in the frequency space with a frequency range of 0.04 to 0.25 Hz. The wave propagation follows the current velocity field. For case 5, the bed elevation (or water depth) varies in a depth-averaged manner, representing a typical plane beach front. A long wave enters the domain through the left boundary which has a water depth of 20 m; the wave propagates towards the shallow right boundary with a depth of 0.5 m. In case 5, the wave is along the boundary (angle = 0°); in case 6, it is along the axis, perpendicular to the left boundary. The two cases are depicted in Figure 5.

The simulation results show that the mean wave height is 1.04 m for case 3 and 1.08 m for case 4. The mean wave angle is 5° for both cases. The wave propagation angle for case 3 is 30°, and for case 4, it is 41°. The wave angle for case 3 is 30°, and for case 4, it is 41°. The wave angle for case 3 is 30°, and for case 4, it is 41°.

**Figure 5.** Schematic of wave propagation and current velocity directions for cases 3 and 4.

**Figure 6.** Predicted significant wave height and wave angle in comparison with the analytical solution for cases 3 and 4.
The simulation has the following model inputs: 21 points in the directional space with a half angle-width of 30°; the number of points in the frequency space is unimportant as there is no frequency shift. The simulation with a different number of frequency points has confirmed this: results do not change when 1 or 21 points are used in the frequency space.

The simulated results are compared with the analytical solutions in Figure 8 for the two cases. The model results compare well with the analytical results. As the waves propagate towards the shallower area, the significant wave height increases. Most of the increase happens in the last few meters near the right shore when the depth approaches 0.5 m. This suggests that the mesh point density should be finer in the shallow area for a coastal simulation. If the depth would be allowed to reach zero, the group speed of the wave would approach zero and the wave height would become infinite. This is the reason the minimum depth is set to 0.5 m on the right boundary in the simulation. The infinite wave height is simply a consequence of the linear wave approximation. In reality, the wave energy would be dissipated by non-linear processes such as wave breaking before the wave speed is near zero.

Depth-induced refraction for case 6 is caused by the phase speed changes which in turn are due to depth variations along the crest of a wave. The rate of refraction is controlled by the gradients of the depth. According to the linear theory, when the depth and phase velocity become zero, the mean direction becomes perpendicular to the shore, regardless of the incident mean direction in deep water. In other words, the waves would almost always travel normal towards the coastal shore where the water depth is ultimately zero.

Figure 7. Schematic of test cases 5 and 6 for the wave propagation over an inclined flat bottom and in a quiescent current field.
5. Wave Breaking

For typical near-shore applications, waves propagate in shallow waters over a spatially varying bed elevation. As the waves approach the shoreline, the wave height increases initially due to the interactions with the bed; waves, however, break down eventually. Waves approaching coastlines may interact with the bed in many ways: relevant processes include, e.g., bottom friction, depth-induced breaking, percolation, wave-induced bottom motion and scattering [71]. Under shallow-water circumstances, however, depth-induced wave breaking is the dominant wave dissipation mechanism [46] which is the subject of model verification here.

A verification case is selected to test the dissipation due to the depth-induced wave breaking. The laboratory experiment carried out by Battjes and Janssen [57], as depicted in Figure 9, is simulated. The case was numerically studied by Adam [67], Booij et al. [26] and Yildirim [46].

Figure 8. The significant wave height and mean wave propagation angle and comparison with analytical solutions.
The model domain of the present simulation is a rectangle with the size of 18.5 \((0 \leq x \leq 18.5)\) by 0.8 m \((-0.4 \leq y \leq 0.4)\). The water depth \(h\) varies according to the following step-wise function:

\[
\begin{align*}
\text{if } 0 \leq x \leq 10, & \quad h = 0.616 - 1/20^*(x) \\
\text{if } 10 < x \leq 14.4, & \quad h = 0.116 + 1/40^*(x - 10) \\
\text{if } 14.4 < x, & \quad h = 0.226 - 1/20^*(x - 14.4)
\end{align*}
\]

Note that the right-most boundary of the baseline run has a water depth of 0.021 m which is arbitrarily small to ensure that the waves break down.

The waves enter the mode domain at \(x = 0\) and propagate in the positive \(x\)-direction. At the wave entrance, the wave energy spectrum follows the JONSWAP spectrum distribution with a peak frequency of 0.53 Hz and a significant wave height of 0.2 m. A total of 31 points are used in the frequency space. The frequency points are distributed logarithmically, such that \(f_i = 1.10 f_{i-1}\), where the subscript \(i\) is the frequency point index. This results in the minimum frequency of 0.13 Hz and maximum frequency of 2.21 Hz. Since waves propagate in the \(x\)-direction without a current, the directional space discretization is unimportant. Five points are used in the present simulation with the 30° half-angle spread. The default wave breaker parameter of \(\gamma = 0.73\) is used by other investigators such as Yildirim [46] and so the same is adopted in this study.

The predicted significant wave height is compared with the experimental data in Figure 10. It is seen that SRH-Coast predicts the wave height well. Though not shown here, the SRH-Coast results are also similar to the results of Yildirim [46,55]. The height is slightly under-predicted from \(x = 0\) to 5 m and over-predicted from 5 to 10 m; this is probably due to the omission of the triad wave–wave interactions. The height does not change much in the trough zone (10 to 17 m) as wave breaking is almost non-existent in this zone according to the experiment observation. Towards the right boundary, the wave breaking increases rapidly so that the wave height is approaching zero (100% breaking waves).

\[\text{Figure 9. Schematic of the wave breaking experiment by Battjes and Janssen [57].}\]

\[\text{Figure 10. Comparison of the predicted wave height with the experimental data of Battjes and Janssen [57].}\]
6. Wave Diffraction

Diffraction modeling is verified using the standard case with a semi-infinite breakwater shown in Figure 11. The model domain is rectangular with 15L in the cross-shore (x) direction and 20L in the along-shore (y) direction (L = 100 m, the wavelength of the incoming monochromatic wave). The semi-infinite breakwater is located halfway along the lower boundary pointing upwards and is modeled as a hole in the domain with a thickness of 0.25L.

The case is such designed that the final result may be compared with the analytical solution and other wave models. The travelling monochromatic wave is from left to right in a constant water depth of 5L and with a wave period of 8s. The single frequency is realized by using only one frequency bin. The cos^2 distribution is used with s = 3000 so that a narrow directional spread is realized (the one-sided half-angle is 3.0°). In the directional space, 31 points are used; in the geographical space, a total of 4800 cells are used. In the simulation, no wave energy smoothing is performed (see discussion in Section 2.4), as our computations showed that smoothing degraded the model accuracy although it promoted stability. We believe that the model accuracy is more important.

The simulated result is shown in Figure 12 in terms of the distribution of the significant wave height; the result without the diffraction treatment is also shown. In Figure 13, the model-predicted significant wave height along the semi-circle of radius 3L, marked in Figure 11, is compared with the analytical solution of Sommerfeld [72] as well as the result reported by Holthuijsen et al. [58], who used the SWAN model for the simulation. The results show that wave propagation does not show any diffraction behind the semi-infinite plate if the diffraction treatment presented in Section 2.4 is not applied (see Figures 12b and 13). The results without the diffraction treatment demonstrate that the numerical diffusion of the present model is very small: the diffusion thickness is limited to one mesh cell size and there is no spread of the predicted significant wave height passing the breakwater.
The work paves the way to the next phase of the model validation, a tightly coupled modeling of the current and wave modules with the one mathematical equations of various physical processes is carried out correctly. The simulated results of various physical processes are incorporated in the model such as wave shoaling and refraction. In particular, the complex physical processes of wave breaking and wave diffraction are exposed side of the shadow line, however, is reproduced well by the model. On the right side in the near the left side, small oscillations of the analytical solution are not captured; the overshoot on the overshoot is larger. This is due to the singularity of the tip of the breakwater that needs other special treatment. It is possible that the smoothing of the wave energy is less than 0.19, the mismatch is relatively large. This is due to the singularity of the tip of the breakwater that needs other special treatment. It is seen that SRH-Coast result is close to the N results of Holthuijsen et al.

**Figure 12.** Contours of the significant wave height predicted by SRH-Coast with and without diffraction activated.

**Figure 13.** Comparison of the significant wave height among the SRH-Coast solution, analytical solution of Sommerfeld and SWAN solution along the 3L semi-circle.
When diffraction modeling is activated, the model results are shown in Figures 12a and 13. Note that any wave energy above the level of the without-diffraction run must be due to the diffraction approximation implemented in the model. It is seen that SRH-Coast result is close to the Sommerfeld solution and the match is reasonably good except on either side of the semi-circle. On the left side, small oscillations of the analytical solution are not captured; the overshoot on the exposed side of the shadow line, however, is reproduced well by the model. On the right side in the deep-shadow region (where the significant wave height is less than 0.19), the mismatch is relatively large. This is due to the singularity of the tip of the breakwater that needs other special treatment [58]. SRH-Coast results match better than the SWAN results of Holthuijsen et al. [58] (see Figure 13). It is possible that the smoothing of the wave energy used in the SWAN modeling had contributed to the difference of the model results.

7. Concluding Remarks

In this study, a new wave model is developed that is embedded within the current model SRH-2D for simulating wave propagation and the associated generation and dissipation processes in the near-shore coastal area. Various wave processes are incorporated in the model such as wave shoaling and refraction. In particular, the complex physical processes of wave breaking and wave diffraction are incorporated into the wave model. The theory and numerical solution of diffraction modeling are presented and discussed.

An extensive list of cases is simulated to verify the wave processes of shoaling, refraction, wave breaking and diffraction. These cases are selected to verify that the implementation of the mathematical equations of various physical processes is carried out correctly. The simulated results compare well with the known analytical or measured results and previous model studies for all cases.

The verification study demonstrates that the new wave model is capable of predicting various important wave dynamic processes. The work paves the way to the next phase of the model development: a tightly coupled modeling of the current and wave modules with the one-model approach.
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