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SUMMARY In this paper, we study several microphone channel selection and weighting methods for robust automatic speech recognition (ASR) in noisy conditions. For channel selection, we investigate two methods based on the maximum likelihood (ML) criterion and minimum autoencoder reconstruction criterion, respectively. For channel weighting, we produce enhanced log Mel filterbank coefficients as a weighted sum of the coefficients of all channels. The weights of the channels are estimated by using the ML criterion with constraints. We evaluate the proposed methods on the CHiME-3 noisy ASR task. Experiments show that channel weighting significantly outperforms channel selection due to its higher flexibility. Furthermore, on real test data in which different channels have different gains of the target signal, the channel weighting method performs equally well or better than the MVDR beamforming, despite the fact that the channel weighting does not make use of the phase delay information which is normally used in beamforming.
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1. Introduction

The performance of the state-of-the-art automatic speech recognition (ASR) systems degrades significantly in far field scenarios due to the existence of noise and reverberation [1]. In many applications, a close-talking recording device is not possible, hence many methods have been investigated to reduce the effect of noise and reverberation [2]–[5]. In this paper, we focus on using multiple microphones for robust ASR.

When microphone array signals are available, a popular way to enhance the source signal is to apply beamforming that performs spatial filtering to reduce noise and reverberation [1],[6]–[8]. The minimum variance distortion-less response (MVDR) beamformer is one of the popular beamforming algorithm [1],[9],[10]. The MVDR beamformer fixes the gain of the desired direction to unity while minimizing the variance of the output signal, hence it does not cause distortion to the target signal if the direction of target signal is estimated correctly. Beamforming usually performs well when the signal qualities in the microphone channels are similar. However, in many real applications, the signal qualities of channels can be very different, and beamforming may not be able to improve ASR performance [11].

An alternative way to beamforming is to select the channel with the best signal quality for speech recognition. Several channel selection methods have been proposed [12]–[15]. For example, the signal-to-noise ratio (SNR) based method selects the channel with the highest SNR [12]. Another position based method [13] chooses the microphone channel closest to the speaker which is believed to have the least distortion. The closest channel can be identified using the time delay of arrival information of the channels. Although the SNR and position based method are simple and computationally efficient, the SNR estimation may not be accurate in real applications and the nearest microphone cannot always guarantee the best ASR performance.

In this paper, we present two channel selection methods by using prior information of clean speech. In the first method, we choose the channel whose features have the maximum likelihood when evaluated on a Gaussian mixture model (GMM) trained on clean features. In the second method, we choose the channel with minimum reconstruction error with the clean-trained autoencoder [16],[17]. This is motivated by the hypothesis that the channel with the smallest reconstruction error has the best fit to the clean-trained autoencoder.

A limitation of channel selection is that only one channel’s information is used for ASR, hence the information in the array signals is not fully exploited. To address this limitation, we consider using all channels’ information instead of selecting one channel. Besides traditional beamforming, there has been several studies on fusing the information of multiple channels. For example, in [18], which motivated by the multi-stream/multi-band ASR strategy [14], the authors divide the signal spectrum into subbands and perform beamforming in each subband. A set of HMMs are trained for each subband, and the information is fused at the likelihood score domain. In another study [19], the signals received by a distributed microphone array are fused at the time domain through a linear weighted sum to recognize song types.

In this paper, we propose to fuse the channels in the log Mel filterbank domain for ASR. Specifically, the filterbanks of channels are weighted and summed to produce a single set of enhanced filterbanks that are used for acoustic model-
ing. Ideally, if a channel’s signal quality is bad, it will have a small weight in the fusion and vice versa. We have called the proposed method channel weighting. Channel selection can be seen as a special case of channel weighting where the selected channel has a weight of 1 and the rest channels have weight 0. A ML-based objective function is proposed for estimating the channel weights. Similar to channel selection method, a GMM is trained with clean speech. Then we estimate the weights of channels which gives ML on this model. To improve the ML-based weight estimation, two constraints are imposed on the weight estimation problem. In the first constraint, the sum of the weights is normalized to 1 after being estimated. In the second constraint, the log determinant of the covariance matrix of the output filterbanks is also considered in the ML objective function.

The rest of this paper is organized as follows. Section 2 describes the mechanism of channel selection methods. Section 3 defines the formulation of our channel weighting problem and the two constraints. Section 4 evaluates these methods on an ASR system based on CHiME-3 [20] speech data set. Conclusions of this work and future plans are summarized in section 5.

2. Channel Selection Method

In this study, the channel selection plays an important role as a part of ASR system front-end. The channel with the best speech quality is chosen from microphone channels. The performance of channel selection is measured by the word error rate (WER) of ASR’s system. Note that the presented channel selection methods are applied on feature domain, i.e. on the log Mel filterbank features of 40 dimensions.

2.1 Maximum likelihood based channel selection method

This channel selection method is based on the idea that the channel of better speech quality should have more similar feature distribution to that of close-talk clean speech. Given a universal GMM trained from close-talk speech, the log-likelihood \( L_c \) of each channel can be obtained by the following equation:

\[
L_c = \frac{1}{T} \sum_{t=1}^{T} \log p(x_c(t)|\Lambda)
\]

(1)

where \( x_c(t) \) is the feature vector of the \( t \)th frame extracted from the \( c \)th channel speech signal. \( \Lambda = \{\omega_m, \mu_m, \Sigma_m\} \) is the parameters of the universal GMM, where \( \omega_m \), \( \mu_m \), \( \Sigma_m \) are the prior weight, mean vector, and covariance matrix of the \( m \)th Gaussian of the GMM which has \( M \) Gaussians. \( T \) is the number of frames of current utterance. Channel \( c \) with the largest \( L_c \) will be selected for speech recognition.

\[
c_{\text{ML}}^* = \arg \max_c L_c, c \in [1, ..., C]
\]

(2)

where \( C \) is the total number of microphone channels for selection. In the GMM training and channel selection, for each channel, feature vectors \( x_c(t) \) are processed by mean normalization (CMN) to compensate for the channel distortion. Variance normalization (CVN) is also applied to make the features of all channels having the same variance, such that the likelihood function in (1) is more comparable.

2.2 Autoencoder based channel selection method

The motivation of this approach is that a clean speech trained autoencoder is able to reconstruct clean speech with small reconstruction error as autoencoder models the characteristics of the clean speech [16], [21]. If noisy speech is fed into the autoencoder, the output speech will most likely not be close to the input as the autoencoder never sees such data. Hence, it is possible to use the reconstruction error produced by the clean trained autoencoder to measure how close the input speech is to the clean speech. This approach is illustrated in Fig. 1.

The autoencoder is trained from the same close-talk speech that are used to train the universal GMM in the ML based channel selection method. Both the input and teacher signals of the autoencoder are the close-talk speech. The best channel selected for ASR can be identified by

\[
c_{\text{AE}}^* = \arg \min_c \|X_c - f_{\text{AE}}(X_c)\|^2, c \in [1, ..., C]
\]

(3)

where \( X_c = [x_c(1)^T ... x_c(T)^T]^T \) is the feature matrix of channel \( c \) by concatenating the feature vectors. \( f_{\text{AE}}() \) represents the nonlinear transformation performed by the autoencoder on the input features, which are CMN processed.

In this study, the input context size of the autoencoder is 9 frames, hence the total number of inputs is 360 dimensions. The autoencoder outputs predicted 40-dimension log Mel filterbanks. There are 3 hidden layers each with 1024 hidden nodes.

3. Channel Weighting Method

Channel selection only uses the selected channel for ASR and discards the information in the other channels. This will limit the performance of the ASR. To address this limitation,
we study channel weighting in this section, where the features of all channels are weighted and summed to produce the enhanced features.

The channel weights are estimated by maximizing the log-likelihood of enhanced features on the universal GMM trained from close-talk speech:

\[
\hat{w} = \arg \max_w \sum_{t=1}^{T} \log p(X_t|w) \tag{4}
\]

where \( w \) represents the \( C \times 1 \) weight vector for combining the features of the \( C \) channels. \( X_t = [x_1(t)^T, ..., x_C(t)^T]^T \) is the \( D \times C \) feature matrix that contains all the feature vectors of \( C \) channels at time frame \( t \), and \( D \) is the dimension of the feature vector. To simplify this problem, all dimension of feature shares one weight. \( X_t w \) is the linear weighted sum of the features of \( C \) channels and used for ASR. Here the feature vectors are normalized by CMN and CVN. Hence to solve this weight estimation problem, the Expectation Maximization (EM) algorithm can be used. The auxiliary function is

\[
Q(w, \hat{w}) = \sum_{t=1}^{T} \sum_{m=1}^{M} \gamma_m(t) \log p(X_t|w, \Lambda_m) \propto \sum_{t,m} \frac{1}{2} (X_t w - \mu_m) \Sigma_m^{-1} (X_t w - \mu_m)^T + \sum_{t=1}^{T} -A_t w + B_t \tag{5}
\]

Where

\[
A_t = \sum_{m=1}^{M} \gamma_m(t) X_t \Sigma_m^{-1} X_t^T \]

\[
B_t = \sum_{m=1}^{M} \gamma_m(t) X_t \Sigma_m^{-1} \mu_m \tag{6}
\]

where \( \gamma_m(t) \) is the posterior probability of the \( m^{th} \) Gaussian given the observed features at frame \( t \):

\[
\gamma_m(t) = p(m|o_t) = \frac{p(o_t|m) \omega_m}{\sum_{m=1}^{M} p(o_t|m) \omega_m} \tag{7}
\]

In this case, the observed features \( o_t \) is the weighted sum \( X_t w \) and \( p(o_t|m) \) is the likelihood of feature in Gaussian \( n \).

The estimation of \( w \) is a least square regression problem. The solution of \( 5 \) can be found by:

\[
\hat{w}_t = -B_t A_t^{-1} \tag{8}
\]

In order to smooth the weight for each utterance, the mean of \( \hat{w}_t \) will be used as value of weight. We estimate \( \hat{w}_t \) of each frame then average it over the utterance.

The objective function in \( 5 \) maximizes the likelihood of the weighted features on the clean features PDF without considering the Jacobian of the weighting, although the weighting changes the feature space. This will cause the solution in \( 8 \) to generally decrease the variance of the weighted features due to the regression to mean effect. To address this problem, we introduce 2 constraints to the weight estimation process in the next two sections.

3.1 Weight Sum Constraint

A straightforward constraint is to map the weights to positive values summing to 1. This can be done as follows:

\[
\hat{w}_c = \frac{\exp(\hat{\omega}_c)}{\sum_{c=1}^{C} \exp(\hat{\omega}_c)} \tag{9}
\]

where \( \hat{\omega}_c \) is the ML estimate of the weight for channel \( c \), and \( \hat{\omega}_c \) is the transformed weight. The weight transform in Eq. (9) generally produces weighted features with reasonable dynamic range, however, it no longer maximize the likelihood objective function any more.

3.2 Jacobian constraint

A more direct way to address the variance shrinking problem is by introducing a Jacobian term directly into the objective function as follows:

\[
\hat{w} = \arg \max_w \frac{1}{T} \sum_{t=1}^{T} \log p(X_t|w) + \frac{\beta}{2} \log |\hat{C}| \tag{10}
\]

where \( \hat{C} = \frac{1}{T} \sum_{t=1}^{T} (X_t w - \mu)(X_t w - \mu)^T \) and \( \mu = \frac{1}{T} \sum_{t=1}^{T} X_t w \) are the sample covariance matrix and sample mean vector of the weighted features. The log determinant term in Eq. (10) will create larger variance of the weighted features, hence preventing variance from shrinking.

Note that when \( \beta = 1 \), the log determinant term \( \frac{1}{2} \log |C| \) is the same as the Jacobian compensation [22],[23] used in vocal length normalization. It is also shown in [24] that the log determinant term appears naturally when we use a minimum Kullback Leibler (KL) divergence based objective function to estimate feature adaptation parameters.

There is no close form solution to the maximization problem of Eq. (10), hence gradient based method can be used. Specifically, we use L-BFGS method [25] to find the solution of weights iteratively. The gradient of log determinant is presented as follow:

\[
\frac{d \log |\hat{C}|}{d w_c} = Tr(C^{-1}(D_c + D_c^T)) \tag{11}
\]

where \( D_c = \frac{1}{T} \sum_{t=1}^{T} X_t w X_t^T(t) \). \( Tr(\bullet) \) is the trace of a matrix. \( X_t (t) \) is the feature of channel \( c \) at frame \( t \).

4. Experiments

4.1 Experimental setting

The proposed methods are evaluated on the 3rd CHiME Speech Separation and Recognition Challenge (CHiME 3)[20]. The task is designed around the Wall Street Journal
corpus and features talkers speaking in challenging noisy environments recorded using a 6-channel microphone array. The task consists of simulated and real data, each type of data has 3 sets (training, development and evaluation). The training data is used for acoustic model training. The development data is used for validating the system design during system building phase, while the evaluation data is for final evaluation. The real data is recorded in real noisy environments (on a bus, cafe, pedestrian area, and street junction) uttered by actual talkers. The simulated data is generated by mixing clean speech data with noisy backgrounds. The corpus contains many short utterances, and the average length of utterances is about 7s. The distribution of the data sets is shown in Table 1.

Each utterance is recorded by a 6-channel microphone array and sample synchronized. We name them channel 1-6. Beside 6-channel microphone array, the uttered speech is captured by a close talk microphone and is named by channel 0. A special characteristics of the real data is that channel 2 is facing the opposite direction of the speaker, hence it mainly captures the background noise and has a much lower SNR than other channels. However, this is not true for simulated data. The ASR back-end setting of our system use the same one of CHiME 3 task except for a few changes

- Features: we use 40-dimension log Mel filterbank features with delta and acceleration features concatenated to the static features to form a 120 dimensional feature vector. Utterancewise CMN is applied to the static features. The input of the DNN acoustic model is 11 frames of consecutive frames, hence the DNN has 1320 input dimensions.
- We use all the 6 channels to train a single acoustic model to produce robust acoustic model. We do not perform beamforming or channel weighting on training data. The motivation of our training is to produce a robustly trained DNN with a large amount of training data with different variations, similar to data augmentation.

In ML based channel selection experiment, a GMM is necessary for ML based selection. We use the channel 0’s speech of training set to train a GMM with 512 mixtures, which is trained by 40-dimension of log Mel filterbank features. In autoencoder based experiment, the autoencoder is trained by the same feature of ML based method. The input and teacher signal of autoencoder use the same feature of channel 0’s speech. For each test utterance, one channel is selected for recognition by using the ML or autoencoder based methods from channels 1-6.

In the channel weighting experiments, we use the GMM used for ML-based channel selection. The estimated weights are used to combine the 6 channels’ features to produce a single features stream for speech recognition. The MVDR baseline systems also uses the same features and acoustic model as the channel weighting/selection systems.

We have shown in [26] that it is not good to use MVDR during training. This is because MVDR performs very well on training data (mostly simulated data) and will reduce the diversity of the training data and hence degrade the generalization capability of the trained acoustic mode.

### 4.2 Baseline experiments

The word error rates (WER) of individual channels and the MVDR beamforming are shown in Table 2. From the table, we observe that the WERs of channels can be significantly different. Channel 5 results are the best on average. Channel 2 results are the worst for real data as microphone 2 is used to collect background noise and not facing the speaker. However, channel 2 results on simulated data are comparable with other channels as microphone is facing the speaker in simulated data.

When MVDR is applied to the 6 channels, significant performance improvement can be obtained on the simulated data. However, MVDR performs poorly on real data and its results are even worse than those of channel 5. This is mainly because the gain of the target signals are quite different in the 6 channels for real data. Especially, the channel 2 has very low SNR. Blindly applying MVDR beamforming does not obtain good results on real data. When MVDR is applied to 5 channels (excluding channel 2), we see improved results on real data, but degraded results on simulated data. This is reasonable considering that channel 2 has different characteristics in the real and simulated data.

Table 2 also shows the results of the best utterance based channel selection we can obtain. The best channel selection is obtained by looking at the WERs of all channels for one test utterance, and choose the channel with the lowest WER. This result will serve as an upper bound performance for the channel selection methods. From the table,
Table 3 The WER of proposed methods evaluated on CHiME 3 Simulate data set (%). Method means: Ch 5: result of channel 5; MVDR: MVDR beamforming with all channel and all channel without channel 2; Select-ML and Select-AE: Channel selection with Maximum likelihood and autoencoder; Weight-Sum and Jacobian: Channel weight with Sum to 1 and Jacobian constraint

| Method            | Test Environments | BUS | CAPE | PED | STRT | Avg. |
|-------------------|-------------------|-----|------|-----|------|------|
|                   | Development Set   |     |      |     |      |      |
| Ch 5              |                   | 11.51 | 14.60 | 9.13 | 10.01 | 11.32 |
| MVDR              |                   | 5.94  | 8.32 | 5.81 | 6.59 | 6.67 |
| MVDR(no ch2)      |                   | 6.74  | 9.07 | 6.36 | 6.83 | 7.25 |
| Select-ML         |                   | 9.49  | 14.23 | 9.08 | 9.21 | 10.50 |
| Select-AE         |                   | 10.51 | 14.79 | 9.22 | 10.52 | 11.26 |
| Weight-Sum        |                   | 16.83 | 10.71 | 7.05 | 11.33 | 11.48 |
| Weight-Jacobian   |                   | 9.19  | 13.91 | 8.95 | 9.30 | 10.39 |
| Evaluation set    |                   |     |      |     |      |      |
| Ch 5              |                   | 11.90 | 16.55 | 14.33 | 13.78 | 14.14 |
| MVDR              |                   | 6.78  | 9.45 | 7.68 | 8.44 | 8.09 |
| MVDR(no ch2)      |                   | 7.34  | 9.99 | 8.52 | 9.13 | 8.75 |
| Select-ML         |                   | 10.06 | 13.81 | 14.42 | 12.49 | 13.20 |
| Select-AE         |                   | 10.47 | 13.83 | 13.54 | 11.95 | 12.95 |
| Weight-Sum        |                   | 10.39 | 13.78 | 12.42 | 13.06 | 12.91 |
| Weight-Jacobian   |                   | 10.44 | 14.38 | 11.28 | 12.98 | 12.26 |

Table 4 The WER of proposed methods evaluated on CHiME 3 Real data set (%).

| Method            | Test Environments | BUS | CAPE | PED | STRT | Avg. |
|-------------------|-------------------|-----|------|-----|------|------|
|                   | Development Set   |     |      |     |      |      |
| Ch 5              |                   | 18.14 | 10.72 | 7.73 | 11.28 | 11.97 |
| MVDR              |                   | 15.39 | 11.36 | 10.43 | 13.01 | 12.55 |
| MVDR(no ch2)      |                   | 13.94 | 10.16 | 9.68 | 12.12 | 11.48 |
| Select-ML         |                   | 15.26 | 11.71 | 7.71 | 11.25 | 11.48 |
| Select-AE         |                   | 16.30 | 10.81 | 7.49 | 11.93 | 11.63 |
| Weight-Sum        |                   | 11.18 | 14.23 | 8.63 | 9.48 | 10.88 |
| Weight-Jacobian   |                   | 13.66 | 10.38 | 6.33 | 9.29 | 9.97 |
| Evaluation set    |                   |     |      |     |      |      |
| Ch 5              |                   | 29.56 | 22.43 | 16.95 | 13.63 | 20.64 |
| MVDR              |                   | 28.10 | 24.45 | 19.39 | 15.71 | 21.91 |
| MVDR(no ch2)      |                   | 22.40 | 19.26 | 15.19 | 14.48 | 17.83 |
| Select-ML         |                   | 29.63 | 22.23 | 17.58 | 14.51 | 20.99 |
| Select-AE         |                   | 28.47 | 22.15 | 16.61 | 14.15 | 20.35 |
| Weight-Sum        |                   | 26.55 | 19.56 | 15.58 | 14.05 | 18.94 |
| Weight-Jacobian   |                   | 25.80 | 18.68 | 14.09 | 12.40 | 17.74 |

Fig. 2 The log filter bank graph of weighted, selected and close talk feature for one utterance. The horizontal axis is for time, and vertical axis is for different frequency band.
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there is a large room for improvement for channel selection methods.

4.3 Channel selection and weighting experiments

The performance of our proposed methods is shown in Table 3 for simulated data and Table 4 for real data. The results of best single channel (channel 5) and the two ways of MVDR beamforming are also shown for comparison. From the Tables, we have a few observations.

Channel selection does not improve the ASR performance consistently across all test conditions when compared to channel 5. For most test conditions, only marginal improvements are obtained. For some test conditions, channel selection even degrades the performance. These results could partially be due to the channel 5 delivering very good results in overall.

Channel weighting generally performs significantly better than channel selection and channel 5. Among the two channel weighting constraints, the Jacobian constraint consistently outperforms the weight sum constraint in almost all test conditions. In addition, for real test data, the Jacobian constrained channel weighting performs equally well or even better than the MVDR beamforming without channel 2. For example, on real development data, the Jacobian constrained weighting (Weight-Jacobian) achieves an average WER of 9.97%, while MVDR without channel 2 only produces an average WER of 11.48%. These results show the advantage of channel weighting over traditional beamforming.

We also show one example of selected/weighted log Mel filterbanks in Fig. 2. From the figure, we can see that the weighted features (by Jacobian constrained channel weighting) looks more similar to the close-talk feature than the best channel (For this utterance, channel 5 is selected as best channel). This is because there is higher flexibility in channel weighting than that of channel selection.

5. Conclusion and future work

In this paper, we studied two channel selection and two channel weighting methods for robust ASR with multiple microphone channels. Experimental results on the CHiME 3 task show promising results of the channel weighting. In the future, we will extend the channel weighting method in several ways. For example, we can estimate separated weight for each filterbank rather than using a single weight for all filterbanks, as some channel may have good quality in some filterbank, although its overall quality is not good. It is also possible to make the weights slowly varying with time.
dation for the Electrotechnology of Chubu (REFEC).
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