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Abstract. This article concerns the locus of all locally constant SL(2, \(\mathbb{R}\))-valued cocycles that are uniformly hyperbolic, called the *hyperbolic locus*. Using the theory of semigroups of Möbius transformations we introduce a new locus in SL(2, \(\mathbb{R}\))^N which allows us to study the complement of the hyperbolic locus. Our results answer a question of Avila, Bochi and Yoccoz, and Jacques and Short, while motivating a new line of investigation on the subject.
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1. Introduction

Let \(X\) be a compact metric space and \(T: X \to X\) a homeomorphism. A linear cocycle over \(T\) is a bundle map
\[
F: X \times \mathbb{R}^d \to X \times \mathbb{R}^d
\]
\[
(x, u) \mapsto (T(x), A(x)u),
\]
where \(A: X \to \text{GL}(d, \mathbb{R})\) is a continuous function. Linear cocycles appear naturally in the study of dynamical systems as they provide models for studying various properties of the map \(T\). For example, when \(X\) is a compact manifold and \(T\) is a diffeomorphism, the derivative of \(T\) can be studied through a linear cocycle called the *derivative cocycle* which plays a fundamental role in determining the behaviour of the dynamical system \(T\) (see, for example, \[6\] Section 5 or \[23\] Section 2.1.2). We note a few articles from the broad literature that illustrate the connection of linear cocycles with various aspects of dynamical systems, such as partially hyperbolic \[2,3\] and hyperbolic \[19,22\] dynamics, Anosov representations \[12\] and Teichmüller flows \[13\].

The study of general cocycles can prove quite challenging, even when the function \(A\) is Hölder continuous. Two conditions, commonly found in the literature, that alleviate some of the difficulties of the general case are fiber-bunching and domination. In crude terms, a cocycle \(F\) is fiber-bunched when the fiber maps \(F(x, \cdot)\) are close to being conformal, while \(F\) is dominated if the vector bundle \(X \times \mathbb{R}^d\) can be split into a direct sum of \(F\)-invariant subbundles such that \(F\) expands one subbundle more that the other. The ideas behind these concepts can be traced back to the 1980’s, but we refer to \[9\] and \[10\], and references therein, for a modern analysis of fiber-bunching and domination, respectively.

In this article we continue the study of a problem regarding dominated cocycles that was considered by Avila, Bochi and Yoccoz \[1\] and Yoccoz \[24\]: how can we describe the set of all dominated, locally constant SL(2, \(\mathbb{R}\)) cocycles?

So for the rest of this article we restrict ourselves to the following setting:
Fix a positive integer \(N > 1\) and let \(\Sigma = N\mathbb{Z}\) denote the full two-sided shift on \(N\) symbols equipped with the shift map \(\sigma: \Sigma \to \Sigma\). Consider an SL(2, \(\mathbb{R}\))-valued linear cocycle over \(\sigma\)
\[
F: \Sigma \times \mathbb{R}^2 \to \Sigma \times \mathbb{R}^2
\]
\[
(x, u) \mapsto (\sigma x, A(x)u),
\]
where $A : \Sigma \to \text{SL}(2, \mathbb{R})$ is a continuous function. By writing $A^n(x) = A(\sigma^{n-1}x)A(\sigma^{n-2}x)\cdots A(x)$, we obtain that $F^n(x, u) = (\sigma^n x, A^n(x))$ for all $n \in \mathbb{N}$. The cocycle $F$ is called \textit{locally constant} if $A(x)$ depends only on the letter $x_0$ in position zero of $x = (x_n) \in \Sigma$. Yoccoz [24, Proposition 2] showed that a locally constant SL(2, $\mathbb{R}$)-cocycle is dominated if and only if there exist constants $\lambda > 1$ and $C > 0$, such that

$$\|A^n(x)\| \geq C\lambda^n, \quad \text{for all } x \in \Sigma \text{ and all } n \geq 0.$$  

Dominated locally constant SL(2, $\mathbb{R}$)-cocycles are often called \textit{uniformly hyperbolic} and we adopt this terminology from now on.

In essence, a locally constant cocycle depends only on a collection of $N$ matrices from SL(2, $\mathbb{R}$). So, we can consider the parameter space SL(2, $\mathbb{R}$)$^N$ with the natural product topology, where each $N$-tuple gives rise to a locally constant cocycle in the obvious way. The definition of uniform hyperbolicity can now be restated as follows.

**Definition 1.1.** An $N$-tuple $(A_1, A_2, \ldots, A_N) \in \text{SL}(2, \mathbb{R})^N$ is called \textit{uniformly hyperbolic} if there exist constants $\lambda > 1$ and $C > 0$, such that

$$\|A_{i_n}A_{i_{n-1}} \cdots A_{i_1}\| \geq C\lambda^n, \quad \text{for any sequence } (i_n) \subseteq \{1, 2, \ldots, N\} \text{ and all } n \in \mathbb{N}.$$  

The collection of all uniformly hyperbolic points in SL(2, $\mathbb{R}$)$^N$ is called \textit{the hyperbolic locus}.

It is interesting to note that $(A_1, A_2, \ldots, A_N) \in \text{SL}(2, \mathbb{R})^N$ is uniformly hyperbolic if and only if the lower spectral radius (or joint spectral subradius) of the set $A = \{A_1, A_2, \ldots, A_N\} \subseteq \text{SL}(2, \mathbb{R})$ defined by

$$\rho(A) := \lim_{n \to \infty} \inf \left\{ \|A_{i_n}A_{i_{n-1}} \cdots A_{i_1}\|^{1/n} : A_{i_j} \in A \right\},$$  

is strictly greater than one. The lower spectral radius was introduced in [15]. We refer to [11] and [13] for an interesting exploration of its continuity properties that are related to uniform hyperbolicity, or domination in general.

The hyperbolic locus was introduced by Yoccoz [24] and further investigated in [11]. It is easy to see that the hyperbolic locus is open, but not connected. For $N = 2$, the authors of [11] give a full description of the components of the hyperbolic locus, but note that for $N \geq 3$ “new phenomena appear, which make such a complete description much more difficult and complicated”. A set that played an important role their analysis is the following, where we recall that a non-identity matrix $A \in \text{SL}(2, \mathbb{R})$ is called\textit{ elliptic} if $|\text{tr } A| < 2$, \textit{parabolic} if $|\text{tr } A| = 2$ and \textit{hyperbolic} if $|\text{tr } A| > 2$.

**Definition 1.2.** We define $\mathcal{E}$ to be the set of $N$-tuples $(A_1, A_2, \ldots, A_N)$ in SL(2, $\mathbb{R}$)$^N$ for which the semigroup of matrices generated by $\{A_1, A_2, \cdots, A_N\}$ contains either the identity or an elliptic matrix. The locus $\mathcal{E}$ is called \textit{the elliptic locus}.

By definition, the sets $\mathcal{H}$ and $\mathcal{E}$ are disjoint. In fact, Yoccoz [24, Proposition 6], with a proof credited to Avila, showed that $\overline{\mathcal{H}} = \mathcal{E}$ in SL(2, $\mathbb{R}$)$^N$. Avila, Bochi and Yoccoz [11, Theorem 3.3] show that when $N = 2$ the sets $\mathcal{H}$ and $\mathcal{E}$ share the same boundary i.e. $\overline{\mathcal{H}} = \mathcal{E}^e$, and ask whether the same holds for any positive integer $N$ (see [11, Question 4] and [24, Question 4]):

**Question 1.** Is it true that $\overline{\mathcal{H}} = \mathcal{E}^e$ for any positive integer $N$?

Our main goal in this article is to show that for any $N \geq 3$ the answer to Question 1 is negative. This will be carried out in Section 5. For a similar question on more general linear cocycles, see [5, Question 7.4].

We note that the elliptic locus was originally defined in [24] and [11] as the set of $N$-tuples whose semigroup contains an elliptic matrix (and not the identity), and Question 1 was stated with this definition in mind. However, the answer to the original statement of Question 1 was shown to be negative by Jacques and Short [17, Section 16]. Question 1 as we have stated it is a restatement of the questions of Yoccoz and Avila, Bochi and Yoccoz by Jacques and Short (see the last part of [17, Section 16]). We also note that not all results from [24] and [11] hold for the elliptic locus.
as defined in Definition [1.2] for example our elliptic locus is no longer an open set. However, one could easily check that the results concerning $\mathcal{E}$ mentioned above still remain valid.

In order to tackle Question 1 we introduce a new parameter locus in $\text{SL}(2, \mathbb{R})^N$. For any $\mathcal{A} = (A_1, A_2, \ldots, A_N) \in \text{SL}(2, \mathbb{R})^N$ we define the \textit{semigroup generated by $\mathcal{A}$} to be the semigroup of matrices generated by $\{A_1, A_2, \ldots, A_N\}$ and we denote it by $\langle \mathcal{A} \rangle$.

\textbf{Definition 1.3.} We say that $\mathcal{A} \in \text{SL}(2, \mathbb{R})^N$ is \textit{semidiscrete} if the matrices in $\langle \mathcal{A} \rangle$ do not accumulate at the identity. Furthermore, $\mathcal{A}$ is \textit{inverse-free} if $\langle \mathcal{A} \rangle$ does not contain the identity matrix. The set $\mathcal{S}$ of all semidiscrete and inverse-free $N$-tuples is called the \textit{semidiscrete and inverse-free locus}.

The semidiscrete and inverse-free properties were introduced by Jacques and Short in [17], where they were used in order to study semigroups of isometries of the hyperbolic plane. Observe that an $N$-tuple $\mathcal{A}$ is semidiscrete and inverse-free if and only if $I \not\in \langle \mathcal{A} \rangle$ where $I$ is the $2 \times 2$ identity matrix.

By Definition [1.1] all uniformly hyperbolic $N$-tuples are semidiscrete and inverse-free, and so $\mathcal{H}$ is contained in $\mathcal{S}$. A great portion of this article is dedicated to studying the interaction between the loci $\mathcal{H}$ and $\mathcal{S}$. Our most significant contribution to this matter is the fact that points on the boundary of the hyperbolic locus, apart a few exceptional ones, are semidiscrete and inverse-free. In order to make this precise we require the following definition.

\textbf{Definition 1.4.} A connected component $H$ of the hyperbolic locus is called \textit{principal} if there exists a matrix $B \in \text{SL}(2, \mathbb{R})$, such that for any $(A_1, A_2, \ldots, A_N) \in H$ the matrices $BA_1B^{-1}$, $BA_2B^{-1}$, $\ldots$, $BA_NB^{-1}$ are positive.

The union of all principal components is denoted by $\mathcal{H}_P$.

The precise statement of our result is the following.

\textbf{Theorem 1.5.} The closure of $\mathcal{H} \setminus \mathcal{H}_P$ is contained in $\mathcal{S}$.

In fact, we are going to prove that $\mathcal{S} \setminus \mathcal{H}_P$ is closed, which is a slightly stronger statement (see Theorem [4.5]). Moreover, one could easily find examples of $N$-tuples on the boundary of a principal component that are not semidiscrete and inverse-free (see Section [4]). Thus the inclusion in the theorem cannot be improved significantly.

Theorem [1.5] indicates that principal components are special in the sense that they are the only components of $\mathcal{H}$ whose boundary contains $N$-tuples that are not semidiscrete and inverse-free. All other boundary points of $\mathcal{H}$—even buried points, if those exist—are semidiscrete and inverse-free.

The proof of Theorem [1.5] and its stronger version rely heavily on the properties of the semigroups generated by semidiscrete and inverse-free $N$-tuples, and will be carried out in Section [4]. This section also contains certain results about the points on the boundary of components of $\mathcal{H}$ outside of $\mathcal{H}_P$.

Even though Theorem [1.5] does not appear to directly relate to Question 1, it plays an important role in proving that our construction in Section [5] is indeed a counterexample to Question 1. In the final section of this article we present an updated version of Question 1 that arises from the introduction of the semidiscrete and inverse-free locus, as well as two related questions regarding the structure of $\mathcal{S}$.
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2. Preliminaries

In this section we present the main tools of our analysis.
2.1. A quotient of parameter space. Observe that if \( \mathcal{A} = (A_1, A_2, \ldots, A_N) \) is a uniformly hyperbolic \( N \)-tuple then, by Definition 1.1, any \( N \)-tuple of the form \((\pm A_1, \pm A_2, \ldots, \pm A_N)\) is also uniformly hyperbolic. Thus, when studying the topological properties of the hyperbolic locus, it is handy to consider the parameter space to be \( \text{PSL}(2, \mathbb{R})^N \) instead of \( \text{SL}(2, \mathbb{R})^N \), where \( \text{PSL}(2, \mathbb{R}) \) is the quotient \( \text{SL}(2, \mathbb{R})/\{\pm I\} \).

One can think of \( \text{PSL}(2, \mathbb{R})^N \) as a copy of \( \text{SL}(2, \mathbb{R})^N \) where all the components of \( \mathcal{H} \) that exhibit similar topological and dynamical properties are folded into one component. This makes discussing different components of \( \mathcal{H} \) less cumbersome and we continue to use \( \text{PSL}(2, \mathbb{R}) \) instead of \( \text{SL}(2, \mathbb{R}) \) for the rest of this article.

2.2. Action on projective space and uniform hyperbolicity. One of the main components of our work is the action of the group \( \text{PSL}(2, \mathbb{R}) \) on the projective real line \( \mathbb{RP}^1 \). The model for \( \mathbb{RP}^1 \) that we will be using throughout is the extended real line, which is the real line together with the point infinity \( \overline{\mathbb{R}} = \mathbb{R} \cup \{\infty\} \). Identifying \( \mathbb{RP}^1 \) with \( \overline{\mathbb{R}} \) allows us to describe the action of \( \text{PSL}(2, \mathbb{R}) \) on projective space through the following map:

\[
\text{PSL}(2, \mathbb{R}) \ni A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto f_A(z) = \frac{az + b}{cz + d}.
\]

So \( \text{PSL}(2, \mathbb{R}) \) acts on \( \mathbb{RP}^1 = \overline{\mathbb{R}} \) through real Möbius transformations. In [1, Theorem 2.2] the authors gave the following geometric characterisation of uniform hyperbolicity in terms of the projective action of \( \text{PSL}(2, \mathbb{R}) \).

**Theorem 2.1.** An \( N \)-tuple \( \mathcal{A} = (A_1, A_2, \ldots, A_N) \in \text{PSL}(2, \mathbb{R})^N \) is uniformly hyperbolic if and only if there exists a finite union \( M \) of open intervals in \( \overline{\mathbb{R}} \), with disjoint closures, such that each \( f_{A_i} \), for \( i = 1, 2, \ldots, N \), maps \( \overline{M} \) into \( M \).

Theorem 2.1 shows that the uniform exponential growth of the norms that defines uniform hyperbolicity (Definition 1.1) is equivalent to some form of uniform contraction for the iterated function system on \( \mathbb{RP}^1 \) induced by \( N \)-tuples in \( \text{PSL}(2, \mathbb{R})^N \). Furthermore, it allows us to shift our focus from matrices in \( \text{PSL}(2, \mathbb{R}) \) to real Möbius transformations. That is, we can write \( \text{PSL}(2, \mathbb{R}) \) as follows

\[
\text{PSL}(2, \mathbb{R}) = \left\{ z \mapsto \frac{az + b}{cz + d} : a, b, c, d \in \mathbb{R} \quad \text{and} \quad ad - bc = 1 \right\}.
\]

Thus, staying consistent with Theorem 2.1 we say that an \( N \)-tuple \( \mathcal{F} = (f_1, f_2, \ldots, f_N) \) in \( \text{PSL}(2, \mathbb{R})^N \) is uniformly hyperbolic if there exists a finite union \( M \) of open intervals in \( \overline{\mathbb{R}} \), with disjoint closures, such that each \( f_i \), for \( i = 1, 2, \ldots, N \), maps \( \overline{M} \) into \( M \). The set \( M \) is called a **multicone** of \( \mathcal{F} \).

From now on, and for the rest of this article, we shall use \( \mathcal{F} \) to denote an \( N \)-tuple in \( \text{PSL}(2, \mathbb{R})^N \). We also imbue \( \text{PSL}(2, \mathbb{R}) \) with the topology of locally uniform convergence of holomorphic functions and \( \text{PSL}(2, \mathbb{R})^N \) with the induced product topology. The main advantage of this identification for \( \text{PSL}(2, \mathbb{R}) \) is that it allows us to utilise the interaction between Möbius transformations and hyperbolic geometry that we describe in the following section.

2.3. Möbius transformations and hyperbolic geometry. Note that the group \( \text{PSL}(2, \mathbb{R}) \) also acts on the upper half-plane \( \mathbb{H} = \{ z \in \mathbb{C} : \text{Im} \, z > 0 \} \) and so we can consider \( \text{PSL}(2, \mathbb{R}) \) acting on \( \overline{\mathbb{H}} = \mathbb{H} \cup \mathbb{R} \). If we equip the upper half-plane with the hyperbolic distance \( \rho \), induced by the Riemannian metric \( \frac{|dz|}{\text{Im} \, z} \), then \( \text{PSL}(2, \mathbb{R}) \) is exactly the group of isometries of the metric space \( (\mathbb{H}, \rho) \). For more information on the hyperbolic geometry of \( \mathbb{H} \), we refer to [7][8][20].

The non-identity elements of \( \text{PSL}(2, \mathbb{R}) \) are classified as **elliptic**, **parabolic** or **hyperbolic** depending on whether they have one fixed point in \( \mathbb{H} \), one fixed point in \( \overline{\mathbb{H}} \), or two fixed points in \( \overline{\mathbb{R}} \), respectively.

Suppose that \( f \) is a hyperbolic transformation in \( \text{PSL}(2, \mathbb{R}) \) and let \( f^n := f \circ f \circ \cdots \circ f \) denote the \( n \)-th iterate of \( f \). The fixed point \( \alpha(f) \) of \( f \) such that the sequence \( (f^n) \) converges to \( \alpha(f) \)
locally uniformly in $\mathbb{H}$, is called the attracting fixed point of $f$. The other fixed point of $f$ is called the repelling fixed point, and will be denoted by $\beta(f)$. Note that since $f$ is an isometry of the hyperbolic metric, it preserves the unique geodesic that joins $\alpha(f)$ and $\beta(f)$. This geodesic is called the axis of $f$ and is denoted by $\text{Ax}(f)$.

If $f$ and $g$ are transformations in $\text{PSL}(2, \mathbb{R})$, then the commutator of $f$ and $g$ is defined to be the transformation $[f, g] = f \circ g \circ f^{-1} \circ g^{-1}$. Also, for a transformation $h(z) = (az + b)/(cz + d)$ with $ad - bc = 1$, we define the trace of $h$ to be the number $\text{tr}(h) = a + d$. The trace of a transformation provides us with the following classification of elements in $\text{PSL}(2, \mathbb{R})$.

Let $h$ be a transformation in $\text{PSL}(2, \mathbb{R})$. Then $h$ is:

1. parabolic or the identity if and only if $|\text{tr}(h)| = 2$;
2. elliptic if and only if $|\text{tr}(h)| < 2$; and
3. hyperbolic if and only if $|\text{tr}(h)| > 2$.

In our figures, a hyperbolic transformation will be portrayed by drawing its axis as a directed hyperbolic line pointing towards its attracting fixed point (see Figure 1 on the left). A parabolic transformation will be portrayed as a directed Euclidean circle, of arbitrary Euclidean radius, that is tangent to $\mathbb{R}$ at the fixed point of the parabolic transformation. The direction of the circle indicates the action of the transformation on $\mathbb{H}$ (see Figure 1 on the right). In addition, it is often convenient to move our figures to the unit disc model of hyperbolic space, and we will do so without explicit mention of this fact since the half-plane and the disc models of hyperbolic space are conformally equivalent.

We end this section with some final pieces of notation. Suppose that $D$ is a subset of $\mathbb{C}$ and $f : D \to \mathbb{C}$ is conformal. We say that a set $A \subseteq D$ is forward invariant under $f$ if $f(A) \subseteq A$. Similarly, $A$ is backward invariant under $f$ if $f^{-1}(A) \subseteq A$. Also, $A$ is mapped compactly inside itself by $f$ if $f(A) \subseteq A$, while $A$ is mapped strictly inside itself by $f$ if $f(A) \subseteq A$ with $f(A) \neq A$.

![Figure 1. A hyperbolic transformation $f$ and a parabolic transformation $g$.](image)

3. Semigroups of Möbius transformations

As we mentioned in the introduction, our main techniques involve semigroups generated by a finite collection of real Möbius transformations. In this section we review the results from this theory that are most relevant to our context.

Recall that we associate a semigroup to each $N$-tuple in $\text{PSL}(2, \mathbb{R})^N$ in the following way.

**Definition 3.1.** For $\mathcal{F} = (f_1, f_2, \ldots, f_N)$ in $\text{PSL}(2, \mathbb{R})^N$, we define the semigroup generated by $\mathcal{F}$, which we will denote by $\langle \mathcal{F} \rangle$, to be the semigroup generated by $\{f_1, f_2, \ldots, f_N\}$.

Similarly, if $\{f_1, f_2, \ldots, f_n\}$ is any finite set of Möbius transformations, we use $\langle f_1, f_2, \ldots, f_n \rangle$ to denote the semigroup that they generate. Semigroups of Möbius transformations have been previously studied by Fried, Marotta and Stankiewicz [14], as a particular branch of the theory of semigroups of rational functions initiated by Hinkkanen and Martin [16]. Our analysis is closely related to the work of Jacques and Short [17] who further developed the material in [14] by incorporating well-known results from the theory of Fuchsian groups.
A subset of PSL(2, R) is called discrete if the topology it inherits from PSL(2, R) is the discrete topology. We now recall the definition of the semidiscrete and inverse-free locus from the introduction in light of our shift in focus discussed in the previous section.

**Definition 3.2.** An $N$-tuple $\mathcal{F} \in \text{PSL}(2, \mathbb{R})^N$ is called semidiscrete if the identity function is not an accumulation point of $(\mathcal{F})$. We say that $\mathcal{F}$ is inverse-free if $(\mathcal{F})$ contains no inverses of its elements.

We can easily see that $\mathcal{F}$ is semidiscrete and inverse-free if and only if $\text{Id} \notin (\mathcal{F})$, where $\text{Id}$ is the identity transformation. Also, recall that $\mathcal{S}$ is the parameter locus of all semidiscrete and inverse-free $N$-tuples in $\text{PSL}(2, \mathbb{R})^N$, called the semidiscrete and inverse-free locus.

The semidiscrete and inverse-free properties can be expressed geometrically using the following theorem from [17, Theorem 7.1].

**Theorem 3.3 (17).** An $N$-tuple $\mathcal{F} \in \text{PSL}(2, \mathbb{R})^N$ is semidiscrete and inverse-free if and only if there is a nontrivial closed subset $X$ of $\mathbb{H}$ that is mapped strictly inside itself by each ordinate of $\mathcal{F}$.

Comparing Theorems 2.1 and 3.3 we can see a geometric interpretation of the fact that the hyperbolic locus $\mathcal{H}$ is contained in the semidiscrete and inverse-free locus $\mathcal{S}$. The two loci however are certainly not identical as the $N$-tuples in the following lemma, taken from [17, Lemma 10.4], demonstrate.

**Lemma 3.4 (17).** Suppose that $\mathcal{F} = (f, g)$, where $f(z) = az + b$ and $g(z) = cz + d$ are two hyperbolic transformations, with $0 < c < 1 < a$ and $b/(1 - a) < d/(1 - c)$. The pair $\mathcal{F}$ is semidiscrete and inverse-free, and the closure of the semigroup $(\mathcal{F})$ contains all transformations of the form $z + t$, for $t \geq d/(1 - c) - b/(1 - a)$.

Observe that the pair $\mathcal{F}$ in Lemma 3.4 consists of two hyperbolic transformations with a common fixed point, which is attracting for one transformation and repelling for the other. Hence, $\mathcal{F}$ is not uniformly hyperbolic, but $\mathcal{F} \in \mathcal{S}$. Also, observe that this pair $\mathcal{F}$ illustrates that the discrete and semidiscrete properties are not equivalent for semigroups of Möbius transformations, even though they are equivalent for groups (see, for example, [7, page 14] or [20, page 26]).

We now introduce a class of semidiscrete and inverse-free $N$-tuples which exhibit “simple” geometric properties, that will prove important to our analysis.

**Definition 3.5.** Let $\mathcal{F} \in \mathcal{S}$. If there exists a union $C$ of $m$ open intervals in $\mathbb{R}$, with disjoint closures, such that each ordinate of $\mathcal{F}$ maps $C$ strictly inside itself, then $\mathcal{F}$ is said to be of finite rank.

Suppose that the integer $m$ in Definition 3.5 is the smallest integer with this property, in the sense that if there exists another union $D$ of $n$ open intervals in $\mathbb{R}$, with disjoint closures, such that each ordinate of $\mathcal{F}$ maps $D$ strictly inside itself, then $m \leq n$. We then say that $\mathcal{F}$ has rank $m$.

By Theorem 3.3 every $N$-tuple with finite rank is semidiscrete and inverse-free. Furthermore, every uniformly hyperbolic $\mathcal{F}$ has finite rank. We note that in the language of [17], the semigroups generated by $N$-tuples of finite rank are called Schottky semigroups due to their connection with the well-known class of discrete groups of the same name. It is important to note that not every semidiscrete and inverse-free $N$-tuple has finite rank as the example in [17, Section 7] indicates.

In accordance to the theory of Fuchsian groups, we make the following definition.

**Definition 3.6.** An $N$-tuple $\mathcal{F} \in \text{PSL}(2, \mathbb{R})^N$ is called elementary if the semigroup $(\mathcal{F})$ has a finite orbit in $\mathbb{H}$.

It is easy to check that $\mathcal{F}$ is elementary if and only either all ordinates of $\mathcal{F}$ have a common fixed point in $\mathbb{H}$, or there exists a pair of points in $\mathbb{R}$ that is fixed setwise by each ordinate. If $\mathcal{F}$ is not elementary we say that it is non-elementary.
A key object in the theory of semigroups (or even groups) of Möbius transformations is the notion of the limit set, which we now introduce.

**Definition 3.7.** Let $\mathcal{F} \in \text{PSL}(2, \mathbb{R})^N$. We define the forward limit set $\Lambda^+(\mathcal{F})$ of the semigroup $(\mathcal{F})$ to be the set accumulation points of $\{f(z_0): f \in (\mathcal{F})\}$ in $\mathbb{H}$, where $z_0 \in \mathbb{H}$, with respect to the chordal metric in $\mathbb{H}$. Similarly, the backward limit set $\Lambda^-(\mathcal{F})$ of $(\mathcal{F})$ is defined to be the forward limit set of $(\mathcal{F})^{-1} := \{f^{-1}: f \in (\mathcal{F})\}$.

It is a simple exercise to verify that the limit sets are independent of the choice of $z_0$, and so we can choose $z_0$ to be the complex number $i$. Moreover, $\Lambda^+(\mathcal{F})$ is forward invariant under transformations in $(\mathcal{F})$ whereas $\Lambda^-(\mathcal{F})$ is backward invariant. Fried, Marotta and Stankewitz [13 Theorem 2.4, Proposition 2.6, and Remark 2.20] showed that whenever $(\mathcal{F})$ contains hyperbolic transformations, $\Lambda^-(\mathcal{F})$ is the closure of all the repelling fixed points of hyperbolic elements of $(\mathcal{F})$. Equivalently, if $(\mathcal{F})$ contains hyperbolic transformations, then $\Lambda^+(\mathcal{F})$ is the closure of all the attracting fixed points of hyperbolic transformations in $(\mathcal{F})$. The version of this result that we will be using is stated in following, where the key idea for the proof is borrowed from [7 Theorem 5.1.3].

**Lemma 3.8.** If $\mathcal{F} \in \text{PSL}(2, \mathbb{R})^N$ is non-elementary, then $\Lambda^+(\mathcal{F})$ is the closure of all the attracting fixed points of hyperbolic transformations in $(\mathcal{F})$.

**Proof.** Due to the results of Fried, Marotta and Stankewitz we mentioned earlier, it suffices to show that if $(\mathcal{F})$ is non-elementary then $(\mathcal{F})$ contains hyperbolic transformations. We first claim that if $(\mathcal{F})$ contains only elliptic transformations and $\text{Id}$, then all ordinates of $(\mathcal{F})$ have a common fixed point in $\mathbb{H}$.

Let us assume that $(\mathcal{F})$ contains only elliptic transformations and $\text{Id}$. Suppose that $(\mathcal{F})$ contains an elliptic transformation $f$ of infinite order. If there exists another elliptic transformation $g$ that does not have the same fixed point as $f$, then $f$ and $g$ do not commute. Hence, [4 Theorem 3] is applicable and implies that the semigroup generated by $f$ and $g$ is a dense subset of $\text{PSL}(2, \mathbb{R})$. Thus the semigroup $(f, g)$, which is contained in $(\mathcal{F})$, contains non-elliptic transformations, a contradiction. We conclude that if $(\mathcal{F})$ contains an elliptic transformation of infinite order then all transformations in $(\mathcal{F})$ have a common fixed point in $\mathbb{H}$.

Suppose now that $(\mathcal{F})$ contains only elliptic transformations of finite order. Then $(\mathcal{F})$ contains all inverses of its elements, and thus is a purely elliptic group. The result in this case follows from [7 Theorem 4.3.7], which states that a subgroup $G$ of $\text{PSL}(2, \mathbb{R})$ is purely elliptic if and only if every element of $G$ fixes the same point in $\mathbb{H}$. This concludes the proof of our claim.

Assume, towards a contradiction, that $(\mathcal{F})$ does not contain any hyperbolic transformations. Our claim then implies that $(\mathcal{F})$ has to contain a parabolic transformation $p$. We can then conjugate $(\mathcal{F})$ by a Möbius transformation so that $p(z) = z + 1$. Let $f(z) = \frac{az + b}{cz + d}$ be a transformation in $(\mathcal{F})$. Then the transformation $p^n \circ f(z) = \frac{(a + nc)z + b + nd}{cz + d}$, has to satisfy $|\text{tr}(p^n f)| \leq 2$, for all $n \in \mathbb{N}$. This implies that $c = 0$ and so every transformation in $(\mathcal{F})$ fixes the point at infinity, which is a contradiction. \hfill $\square$

As an example, we will evaluate the limit sets of the pair introduced in Lemma 3.4.

**Lemma 3.9.** Suppose that $\mathcal{F} = (f, g)$, where $f(z) = az$ and $g(z) = cz + d$ with $0 < c < 1 < a$ and $0 < d/(1-c)$. The forward limit set of $(\mathcal{F})$ is the closed interval $[d/(1-c), \infty]$.

**Proof.** Note that the interval $[d/(1-c), \infty]$ is mapped into itself by $f$ and $g$ and so it has to contain all the attracting fixed points of hyperbolic elements of $(\mathcal{F})$. Thus $\Lambda^+(\mathcal{F}) \subseteq [d/(1-c), \infty]$. Also,
Lemma 3.11. Let $\mathcal{F}$ be a non-elementary and semidiscrete $N$-tuple. If $\Lambda^+(\mathcal{F}) \subset \Lambda^-(\mathcal{F})$, then $(\mathcal{F})$ is a group.

Using Theorem 3.10 we establish the following lemma, where $\Lambda^+(\mathcal{F})^\circ$ denotes the interior of the forward limit set.

Lemma 3.11. Let $\mathcal{F}$ be a non-elementary $N$-tuple such that $(\mathcal{F})$ is not a discrete group. If $\Lambda^+(\mathcal{F})^\circ \cap \Lambda^-(\mathcal{F}) \neq \emptyset$ then $\mathcal{F}$ is not semidiscrete.

Proof. Since $\mathcal{F}$ is non-elementary, Lemma 3.8 implies that $\Lambda^-(\mathcal{F})$ is the smallest closed set containing all the repelling fixed points of hyperbolic elements of $(\mathcal{F})$. Therefore, there exists a hyperbolic transformation $f$ in $(\mathcal{F})$ with repelling fixed point in $\Lambda^+(\mathcal{F})^\circ$. So, by the invariance of the limit sets under the semigroup, we have that $\mathbb{R} = \left\{ f^n(\Lambda^+(\mathcal{F})^\circ): n \in \mathbb{N}\right\} \subseteq \Lambda^+(\mathcal{F})$ and therefore $\Lambda^+(\mathcal{F}) = \mathbb{R}$. Finally, because $(\mathcal{F})$ is non-elementary and $\Lambda^-(\mathcal{F}) \subseteq \mathbb{R} = \Lambda^+(\mathcal{F})$, Theorem 3.10 tells us that if $(\mathcal{F})$ were semidiscrete, it would have to be a discrete group, which is a contradiction.

We end this section with a lemma about the limit set of semigroups generated by pairs in $\text{PSL}(2, \mathbb{R})^2$. 

\[ g^n \circ f^n(z) = a^nc^mz + \frac{d}{1-c}(1-c^n), \] 
for any $m, n \in \mathbb{N}$. Suppose, first, that $a^nc^m \neq 1$, for all positive integers $m, n$ and let $0 < \lambda < 1$. Then for every $\varepsilon > 0$, there exist $m_0$ and $n_0$ such that $|a^{n_0}c^{m_0} - \lambda| < \varepsilon$ and $|\frac{d}{1-c}c^{m_0}| < \varepsilon$. Therefore, 

\[ \left| g^{m_0} \circ f^{n_0}(z) - \left( \lambda z + \frac{d}{1-c} \right) \right| < \varepsilon(|z| + 1), \]

for all $z \in \mathbb{H}$. Observe that the finite fixed point of the transformation $\lambda z + \frac{d}{1-c}$ is \( \frac{d}{(1-c)(1-\lambda)} \), and it is an attracting fixed point because $\lambda < 1$. We deduce that in this case, $\frac{d}{(1-c)(1-\lambda)}$ lies in $\Lambda^+(\mathcal{F})$, for all $0 < \lambda < 1$, which yields the desired result.

If on the other hand, $a^\mu b^\nu = 1$ for some $\mu, \nu \in \mathbb{N}$ then, by considering the subsemigroup $(f^\mu, g^\nu)$ of $(\mathcal{F})$, we can assume that $ac = 1$. So, from (1) 

\[ H_n(z) = g^n \circ f^n(z) = z + \frac{d}{1-c}(1-c^n), \]

for all $n \in \mathbb{N}$. So for all non-negative integers $n, l$, the transformation 

\[ g^{2n} \circ H_n \circ f^n(z) = c^n z + l\frac{d}{1-c}(1-c^n)c^{2n} + \frac{d}{1-c}(1-c^n), \]

is a hyperbolic transformation in $(\mathcal{F})$, whose attracting fixed point is  

\[ \frac{d}{1-c}(l c^{2n} + c^n + 1). \]

For every real number $x > 0$, and every $\varepsilon > 0$, we can choose positive integers $l, n$, so that $|l c^{2n} - x| < \frac{\varepsilon}{2}$ and $c^n < \frac{\varepsilon}{2}$. This implies that for every $r > 1$, and all $\varepsilon > 0$, we can find $l, n$ such that $|l c^{2n} + c^n + 1 - r| < \varepsilon$. Hence, the point $r \frac{d}{1-c}$ lies in $\Lambda^+(\mathcal{F})$ for all $r > 1$. \qed
Lemma 3.12. Let $F = (f, g)$ be an $N$-tuple, where $f$ and $g$ are transformations in $\text{PSL}(2, \mathbb{R})$, with $f(x) = x$ and $g(y) = y$, for some points $x < y$ in $\mathbb{R}$. Also, assume that the open interval $(x, y)$ is mapped strictly inside itself by $f$ and $g$. Then the forward limit set $\Lambda^+(F)$ is the closed interval $[x, y]$ if and only if $g(x) \leq f(y)$.

Proof. Note that since $f$ and $g$ map $(x, y)$ strictly inside itself, they are either parabolic or hyperbolic with attracting fixed points in $(x, y)$. We define $I = [x, y]$, and note that $I$ is invariant under $(f, g)$, which implies that $\Lambda^+(F)$ is contained in $I$. If $f(y) < g(x)$, then the intervals $f(I)$ and $g(I)$ are disjoint and $\Lambda^+(F) \subseteq f(I) \cup g(I)$, which implies that $\Lambda^+(F)$ is a proper subset of $I$. For the converse, assume that $g(x) \leq f(y)$. Then $g(I) \cup f(I) = I$, and thus for every $c \in I$ there exists $f_1 \in \{f, g\}$ such that $c \in f_1(I)$. So we can recursively find a sequence $(f_n)$ with $f_n \in \{f, g\}$, and such that $c \in f_1 \circ f_2 \circ \cdots \circ f_n(I)$, for all $n = 1, 2, \ldots$. It is easy to check that the intervals $f_1 \circ f_2 \circ \cdots \circ f_n(I)$ are nested and their Euclidean length converges to 0 as $n \to \infty$. Hence, every $c \in I$ is an accumulation point of either $x$ or $y$ under $(f, g)$, which implies that $\Lambda^+(F) = I$. \hfill $\Box$

4. The semidiscrete and inverse-free locus

We now investigate the connection between the loci $\mathcal{H}$ and $\mathcal{S}$. We start with a characterisation of uniformly hyperbolic $N$-tuples in terms of the limits sets of the semigroups they generate. This result can be easily inferred from the material in [1, Section 2.4]; we provide the proof for the sake of completeness.

Lemma 4.1 ([1]). An $N$-tuple $F$ is uniformly hyperbolic if and only if all ordinates of $F$ are hyperbolic transformations and $\Lambda^+(F) \cap \Lambda^-(F) = \emptyset$.

Proof. Suppose that $F$ is uniformly hyperbolic and let $M$ be its multicone. Recall that uniform hyperbolicity implies that $\langle F \rangle$ only contains hyperbolic transformations. Since $M$ is mapped compactly inside itself, all the attracting fixed points of elements of $\langle F \rangle$ lie in $M$. Also, $M$ does not contain any repelling fixed points of elements of $\langle F \rangle$. Hence, as $\Lambda^+(F)$ and $\Lambda^-(F)$ are the closures of the attracting and repelling fixed points of elements of $\langle F \rangle$, respectively, $\Lambda^+(F)$ is contained in $M$ and does not intersect $\Lambda^-(F)$.

For the converse, note that because all the ordinates of $F$ are hyperbolic and the limit sets are disjoint, $\langle F \rangle$ has to be inverse-free. Using arguments similar to the proof of Lemma [1, Proposition 3] it is easy to check that $\Lambda^+(F) \cap \Lambda^-(F) = \emptyset$ implies that $C^+(F) \cap C^-(F) = \emptyset$ and the sets $C^+(F)$ and $C^-(F)$ are forward and backward invariant, respectively. Thus [1, Lemma 2.7] is applicable and yields that $F$ is uniformly hyperbolic. \hfill $\Box$

For simplicity, we call the connected components of $\mathcal{H}$ hyperbolic components. We now present an alternative definition for the principal hyperbolic components, which is equivalent to Definition [1,4] (their equivalence be easily inferred from [24, Proposition 3]).

Definition 4.2. The component $H_P$ of $\mathcal{H}$ that contains all uniformly hyperbolic $N$-tuples that have a multicone consisting of a single interval is called the principal component of $\mathcal{H}$.

Note that since we are working in $\text{PSL}(2, \mathbb{R})^N$ instead of $\text{SL}(2, \mathbb{R})^N$ there is only one principal component. Closely related to the principal component is the following set.

Definition 4.3. Let $J$ be an open, nontrivial interval in $\mathbb{R}$. We define $\mathcal{M}(J)$ to be the semigroup of $\text{PSL}(2, \mathbb{R})$ that map $J$ inside itself.

The following lemma describes the connection between $H_P$ and $\mathcal{M}(J)$ that was hinted at earlier.

Lemma 4.4. Suppose that $F \in \text{PSL}(2, \mathbb{R})^N$ is such that $\langle F \rangle$ lies in $\mathcal{M}(J)$, for some open, nontrivial interval $J \subseteq \mathbb{R}$. Then $F$ lies in the closure of the principal component.
Proof. Assume, without loss of generality, that \( J = (0, 1) \). Observe that the transformations in \( \mathcal{M}(J) \) are either hyperbolic transformations whose attracting fixed points lie in \( J \) and repelling fixed points in \( J^c \), parabolic transformations that fix one endpoint of \( J \) and map \( J \) inside itself, or the identity. Now, let \( U \) be a neighbourhood of \( F \) in \( \text{PSL}(2, \mathbb{R})^N \). Observe that a parabolic transformation that fixes 0 or 1 can be approximated by a sequence of hyperbolic transformations \((f_n), \) with \( \alpha(f_n) \in (0, 1) \) and \( \beta(f_n) \in [0, 1]^c \). Therefore, we can find \( F' \) in \( U \) such that all ordinates of \( F' \) are hyperbolic transformations with attracting fixed points in \( J \), and repelling fixed points outside \( J \). Hence, \( (F') \) maps \( J \) compactly inside itself and thus \( F \) lies in \( H_P \). \( \square \)

Note that if \( F \) has rank one then \( \langle F \rangle \) is contained in \( \mathcal{M}(J) \), for some interval \( J \). So Lemma 4.4 implies that \( N \)-tuples of rank one lie in the closure of \( H_P \). It is also easy to see that all points in \( H_P \) have rank one. The converse, however, is not true since semigroups in \( \mathcal{M}(J) \) are not necessarily generated by semidiscrete and inverse-free \( N \)-tuples. As an easy example, suppose that \( (f, g) \) has rank one. Then the semigroup \( (f, g, \text{Id}) \) lies in \( \mathcal{M}(J) \), for some \( J \), but \( (f, g, \text{Id}) \) is not inverse-free. For a more substantial example, consider two hyperbolic transformations \( f \) and \( g \) with \( \beta(f) = \alpha(g) \) and \( \alpha(f) = \beta(g) \), and let \( F = (f, g) \). It is easy to check that \( F \) is not semidiscrete and inverse-free but lies on the boundary of \( H_P \), as it can be approximated by a pair consisting of hyperbolic transformations with crossing axes. Therefore, the semidiscrete and inverse-free locus is not a closed set. However, we can prove the following.

**Theorem 4.5.** The set \( S \setminus \overline{H_P} \) is closed in \( \text{PSL}(2, \mathbb{R})^N \).

Note that Theorem 4.5 implies Theorem 1.5 in the introduction. It also yields the following useful corollary.

**Corollary 4.6.** The closure of \( S \) in \( \text{PSL}(2, \mathbb{R})^N \) is \( S \cup \partial H_P \).

In order to prove Theorem 4.5 we are going to need certain preliminary results. First, we have a version of Jørgensen’s inequality for semigroups, which can be found in \([17, \text{Theorem 12.11}]\).

**Theorem 4.7 ([17]).** Suppose that \( f \) and \( g \) are Möbius transformations in \( \text{PSL}(2, \mathbb{R}) \) such that \( (f, g) \) is non-elementary and semidiscrete. Then either \( (f, g) \) has rank one, or else
\[
||\text{tr}(f)||^2 - 4 + ||\text{tr}([f, g])|| - 2 \geq 1,
\]
where \([f, g] = f \circ g \circ f^{-1} \circ g^{-1}\) is the commutator of \( f \) and \( g \).

We recall the following definition from \([17, \text{Section 12}]\) (see also \([17, \text{Lemma 12.2}]\)).

**Definition 4.8.** Suppose that \( f \) and \( g \) are either hyperbolic or parabolic transformations in \( \text{PSL}(2, \mathbb{R}) \), with no common fixed points. The pair \( f \) and \( g \) is called antiparallel if \( (f, g) \) does not have rank one.

Observe that if \( f \) and \( g \) are antiparallel then \((f, g)\) does not lie in the closure of the principal component in \( \text{PSL}(2, \mathbb{R})^2 \). See Figure 2 for configurations of antiparallel pairs.

![Figure 2. Pairs of antiparallel transformations.](image-url)

We first prove an elementary lemma about the commutator of Möbius transformations.

**Lemma 4.9.** Let \( f \) and \( g \) be hyperbolic or parabolic transformations in \( \text{PSL}(2, \mathbb{R}) \) with a common fixed point. Then, for any transformations \( h \) and \( k \) in \((f, g)\) we have that \( ||\text{tr}([h, k])|| = 2 \).
Proof. Conjugate \( f \) and \( g \) by a transformation in \( \text{PSL}(2, \mathbb{R}) \) so that they both fix the point at infinity. Then, any transformation \( \phi \) in \( (f, g) \) is of the form \( \phi(z) = \lambda z + \kappa \), for some \( \lambda > 0 \) and \( \kappa \in \mathbb{R} \). Suppose that \( h(z) = az + b \) and \( k(z) = cz + d \) lie in \( (f, g) \). Then we can easily see that the commutator of \( h \) and \( k \) is given by \( [h,k](z) = z + (a-1)d - (c-1)d \). Therefore, \( [h,k] \) is either parabolic or the identity, which yields the desired result. \( \square \)

Lemma 4.10. Suppose that \((f_n)\) and \((g_n)\) are sequences of hyperbolic or parabolic transformations in \( \text{PSL}(2, \mathbb{R}) \) such that \( f_n \) and \( g_n \) do not have any common fixed points and are antiparallel, for all positive integers \( n \). Assume that \((f_n)\) converges to \( f \) and \((g_n)\) converges to \( g \), where \( f, g \) are non-identity transformations that have a common fixed point in \( \mathbb{R} \). Then for all \( n \) large enough, \((f_n, g_n)\) is not semidiscrete and inverse-free.

Proof. Let \( \mathcal{F}_n = (f_n, g_n) \), \( \mathcal{F} = (f, g) \), \( S_n = \langle \mathcal{F}_n \rangle \) and \( S = \langle \mathcal{F} \rangle \). Firstly, note that due to Lemma 4.9 we have that \( |\text{tr}([h,k])| = 2 \) for all transformations \( h, k \) in \( S \). Also, the commutator is a continuous function from \( \text{PSL}(2, \mathbb{R})^2 \) to \( \text{PSL}(2, \mathbb{R}) \), which implies that for any \( h_n, k_n \in S_n \) with \( h_n \to h \) and \( k_n \to k \), the sequence \( |\text{tr}([h_n,k_n])| \) converges to 2. We are going to use this fact throughout the proof.

Let us assume that \( \mathcal{F}_n \) is semidiscrete and inverse-free, for infinitely many \( n \). By relabelling the sequence \( \mathcal{F}_n \), we can assume that \( \mathcal{F}_n \) is semidiscrete and inverse-free for all \( n \). Since the transformations \( f, g \) have a common fixed point in \( \mathbb{R} \), and none of them is the identity, each of the \( f, g \) is either hyperbolic or parabolic. Suppose that \( f \) is parabolic. Note that the trace of a Möbius transformation is continuous in \( \text{PSL}(2, \mathbb{R}) \), and so \( \text{tr}(f_n) \) converges to 2 as \( n \to \infty \). So, since the trace of the commutator \([f_n, g_n]\) also converges to 2, we have that the quantity

\[
|\text{tr}(f_n)|^2 - 4| + |\text{tr}([f_n, g_n])| - 2|,
\]

is less than one, for all \( n \) large enough. Hence, Jørgensen’s inequality for semigroups, Theorem 4.9, implies that in order for \( \mathcal{F}_n \) to be semidiscrete, it would have to be of rank one. This is a contradiction because \( f_n \) and \( g_n \) are antiparallel, and so \( \mathcal{F}_n \) cannot be semidiscrete. We reach the same conclusion if \( g \) is parabolic.

So for the rest of the proof we can assume that \( f \) and \( g \) are hyperbolic. Note that the set of hyperbolic transformations of \( \text{PSL}(2, \mathbb{R}) \) is open. So because \( f_n \) and \( g_n \) converge to \( f \) and \( g \), respectively, they have to be hyperbolic transformations, for all \( n \) large enough. Thus, by relabelling the sequences \((f_n)\) and \((g_n)\), we can assume that they are sequences of hyperbolic transformations. Also, since \( f_n \) and \( g_n \) are antiparallel, we have that the attracting fixed point of one of the \( f \) and \( g \) is the repelling fixed point of the other. Without loss of generality, we assume that \( \beta(f) = \alpha(g) \), and conjugate by a Möbius transformation so that \( \alpha(f) < \beta(f) = \alpha(g) < \beta(g) \) (see Figure 3 on the right).

Due to our conjugation, for all \( n \) large enough we have that \( \alpha(f_n) < \beta(f_n) < \alpha(g_n) < \beta(g_n) \) (see Figure 3 on the left). Because \( \beta(f) = \alpha(g) \), Lemma 4.4 is applicable to \( \mathcal{F} \) and implies that the closure of the semigroup \( S \) in \( \text{PSL}(2, \mathbb{R}) \) contains parabolic transformations that fix \( \beta(f) = \alpha(g) \) and map the interval \( (\alpha(f), \alpha(g)) \) strictly inside itself. So, there exists a sequence \((\phi_n)\) in \( S \) that converges to such a parabolic transformation.

By the convergence of \((f_n)\) and \((g_n)\) to \( f \) and \( g \), respectively, we can pass to a subsequence \((F_{n_k})\) of \((F_n)\) in order to obtain a sequence of transformations \((h_k)\) in \( S_{n_k} \) such that \( h_k \) converges to a parabolic transformation fixing \( \beta(f) = \alpha(g) \) and mapping \( (\alpha(f), \alpha(g)) \) strictly inside itself. For convenience we relabel the sequences \((h_k)\) and \((F_{n_k})\) so that \( h_n \) lies in \( S_n = \langle F_n \rangle \), for all \( n \).

Note that because \( F_n \) is semidiscrete and inverse-free, \( h_n \) has to be either hyperbolic or parabolic, for all \( n \). Suppose that \( h_n \) and one of \( f_n \) or \( g_n \) are antiparallel for infinitely many \( n \). By passing to a subsequence if necessary and without loss of generality, we can assume that \( h_n \) and \( f_n \) are antiparallel, for all \( n \in \mathbb{N} \) (see Figure 4, \( h_n \) is hyperbolic on the left-hand side and parabolic on the right). Then Jørgensen’s inequality for semigroups, Theorem 4.7, implies that

\[
|\text{tr}(h_n)|^2 - 4| + |\text{tr}([f_n, h_n])| - 2| \geq 1,
\]

(2)
for all positive integers $n$. But the left-hand side of (2) converges to zero, as $h_n$ converges to a parabolic transformation and $\text{tr}([f_n, h_n])$ converges to 2, which is a contradiction. We reach the same contradiction by assuming that $h_n$ and $g_n$ are antiparallel, for all $n \in \mathbb{N}$.

Finally, the only case left to consider is when none of the pairs $h_n$, $f_n$ and $h_n$, $g_n$ are antiparallel, for any $n$ large enough. Observe that if $h_n$ is parabolic, then one of the pairs $h_n$, $f_n$ and $h_n$, $g_n$ has to be antiparallel. Hence, all the transformations $h_n$ have to be hyperbolic, for all $n$ large enough. Also, due to the fact that the sequences of points $\beta(f_n), \alpha(h_n), \beta(h_n)$ and $\alpha(g_n)$ all converge to the same point $\beta(f) = \alpha(g)$, the axis of $h_n$ has to intersect both $Ax(f_n)$ and $Ax(g_n)$, for all $n$ large enough (see Figure 5). As the sequence $h_n$ converges to a parabolic transformation that fixes $\beta(f) = \alpha(g)$ and maps $(\alpha(f), \beta(f))$ strictly inside itself, we must have that $\alpha(h_n) < \beta(f_n)$, for all $n$ large enough. Thus, we have the following order for the fixed points of the hyperbolic transformations $f_n, h_n$ and $g_n$

$$\alpha(f_n) < \alpha(h_n) < \beta(f_n) < \alpha(g_n) < \beta(h_n) < \beta(g_n), \quad \text{for all } n \text{ large enough.} \quad (3)$$

Note that the sequence of points $(h_n(\alpha(f_n)))$ converges to some point in the open interval $(\alpha(f), \beta(f))$, and the sequence $(f_n(\alpha(h_n)))$ converges to $\beta(f)$. Hence, $h_n(\alpha(f_n)) \leq f_n(\alpha(h_n))$, for all $n$ large enough. We can then apply Lemma 3.12 to the transformations $f_n, h_n$ in order to obtain that $\Lambda^+(f_n, h_n) = [\alpha(f_n), \alpha(h_n)]$. Furthermore, by the convergence of $(f_n), (g_n)$ and $(h_n)$, the point $\beta(f_n)$ is contained in the interior of the interval $g_n([\alpha(f_n), \alpha(h_n)]) \subseteq \Lambda^+(S_n)$, for all $n$ large enough. Therefore, the points $(\beta(f_n))$ lie in the interior of $\Lambda^+(F_n)$ for all $n$ large enough. Lemma 3.11 is then applicable to $F_n$ and implies that the semigroup $S_n$ is either a discrete group or $F_n$ is not semidiscrete. But, $F_n$ is inverse-free, so it $S_n$ cannot be a group and we have reached a contradiction.

All our contradictions were reached because we assumed that there exists a subsequence of $F_n$ that is semidiscrete and inverse-free. Therefore, we conclude that only finitely many of $F_n$ are semidiscrete and inverse-free.

\[\square\]
Theorem 4.11. Let $(F_m)$ be a sequence in $\mathcal{S}$ that converges to a point $F \in \mathcal{S}$. If $F$ has rank one, then for all $m$ large enough $F_m$ also has rank one.

Proof. Write $F = (f_1, f_2, \ldots, f_N)$ and $F_m = (f_1^m, f_2^m, \ldots, f_N^m)$. Also, without loss of generality, suppose that $(0, 1) \subseteq \mathbb{R}$ is mapped strictly inside itself by $(F)$. Since $F$ is semidiscrete and inverse-free and maps an interval strictly inside itself, all ordinates of $F$ have to either be hyperbolic transformations with attracting fixed points in $[0, 1]$ and repelling fixed points in the complement of $(0, 1)$, or parabolic transformations that fix $0$ or $1$ and map $(0, 1)$ inside itself. Let us assume that there exists a subsequence of $(F_m)$, such that $F_m$ is semidiscrete and inverse-free but not of rank one, for all $k$. By relabelling the sequence $(F_{m_k})$, we can assume that $F_m$ is semidiscrete and inverse-free but not of rank one, for all $m$.

We are first claim that $F_m$ has to contain pairs of ordinates that are antiparallel, for all $m$ large enough. Let us assume otherwise. Then in order for $F_m$ to not have rank one, for all large enough $m$, there must exists ordinates $f_i^m, f_j^m$ and $f_i^m$ of $F_m$ with the following properties, up to conjugation: $f_i^m$ and $f_j^m$ are hyperbolic transformations, with crossing axes and such that $\alpha(f_i^m) < \alpha(f_j^m) = \beta(f_i^m) < \beta(f_j^m)$; the axis of $f_i^m$ intersects $\text{Ax}(f_i^m)$ and $\text{Ax}(f_j^m)$, and the repelling fixed point of $f_i^m$ (or its unique fixed point if it is parabolic) lies in the interval $(\alpha(f_i^m), \alpha(f_j^m))$ (see Figure 6). Also, by passing to a further subsequence if necessary, we can assume that $f_i^m, f_j^m$ and $f_i^m$ converge to some ordinates $f_1, f_j$ and $f_i$ of $F$, respectively. Note that the attracting fixed points of $f_i^m, f_j^m$ and $f_i^m$ converge to some points in $[0, 1]$. In addition, the transformations $f_i, f_j$ and $f_i$ have to map the interval $(0, 1)$ strictly inside itself. Hence, the points $\alpha(f_i^m), \beta(f_i^m)$ and $\alpha(f_j^m)$ all converge to some endpoint of $(0, 1)$, say $0$ (recall that we assumed that no ordinates of $F_m$ are antiparallel). In addition, because the axis of $f_i^m$ intersects $\text{Ax}(f_i^m)$ and $\alpha(f_i^m) \leq \beta(f_i^m)$, we have that $\beta(f_i^m) \leq \alpha(f_j^m)$ for all $m$. But $\alpha(f_j^m)$ converges to some point in $[0, 1]$, and so the transformations $f_i$ and $f_i$ have the same axes and $\alpha(f_i) = \beta(f_i)$. This implies that $F$ is not semidiscrete and inverse-free and we have reached a contradiction.

Figure 6. $(F_m)$ does not contain any antiparallel pairs.

So the fact that $F_m$ does not have rank one implies that we can find ordinates $f_i^m$ and $f_j^m$ of $F_m$ that are antiparallel, for all $m$ large enough. Without loss of generality, assume that $f_1^m$ and $f_2^m$ are antiparallel for all $m$ (see Figure 7). By passing to a subsequence if necessary, we can assume that $f_1^m$ and $f_2^m$ converge to the ordinates $f_1$ and $f_2$ of $F$, respectively. Because the attracting fixed points (or the unique fixed points if they are parabolic) of $f_1$ and $f_2$ have to lie in $[0, 1]$, and the pair $f_1, f_2$ is approximated by a pair of antiparallel transformations, we have that $f_1$ and $f_2$ both fix an endpoint of $(0, 1)$, say $1$. Then Lemma 4.10 is applicable to the sequences $(f_1^m)$ and $(f_2^m)$, and yields that $(F_m)$ is not semidiscrete and inverse-free, for any $m$ large enough, which is a contradiction.

We conclude that for all $n$ large enough, $F_n$ has rank one. $\square$

Observe that Theorem 4.11 implies that the principle component is isolated in the parameter space $\mathcal{H}$, in the sense that $\mathcal{H}_p$ is disjoint from the closure of all non-principle components. When combined with Theorem 4.5 however, it implies that the principal component is also isolated from all other components of the parameter space $\mathcal{S}$, which is a significantly stronger statement.
Proof of Theorem 4.5. Suppose that $(F_m)$ is a sequence in $S \setminus H_F$ that converges to some $F \in \text{PSL}(2, \mathbb{R})^N$. We need to prove that $F$ lies in $S \setminus H_F$. Recall that Lemma 4.4 implies that $N$-tuples that have rank one lie in the closure of the principal component. Therefore $F_m$ cannot have rank one. So due to Theorem 4.11, $F$ cannot lie in the closure of the principal component, and we only need to show that it lies in $S$; that is, $(F)$ is semidiscrete and inverse-free. Assume, towards a contradiction, that there exists a sequence of transformations in $(F)$ that converges to the identity. Then, from the convergence of $F_m$ to $F$, we can find $f_m \in (F_m)$, for all $m \geq 0$, such that $(f_m)$ converges to the identity as $m \to \infty$. By passing on to a subsequence if necessary, we assume that $\alpha(f_m)$, where here we denote by $\alpha(f_m)$ either the attracting or the unique fixed point of $f_m$, converges to some point $\alpha \in \overline{\mathbb{R}}$. Suppose that for all $m$ there exist ordinates $g_m$ of $F_m$ such that $f_m$ and $g_m$ are antiparallel. We may assume that $(g_m)$ converges to some ordinate $g$ of $F$. Then Jørgensen’s inequality for semigroups, Theorem 4.7, implies that

$$\|\text{tr}(f_m)\|^2 - 4 + |\text{tr}([f_m, g_m])| - 2 | \geq 1. \quad (4)$$

But because $f_m$ converges to the identity and $g_m$ to $g$, the commutator $[f_m, g_m] = f_m g_m f_m^{-1} g_m^{-1}$ converges to the identity. So the left-hand side of inequality (5.3) converges to zero, as $m \to \infty$, which is a contradiction.

Therefore, $f_m$ is not antiparallel with any other ordinate of $F_m$, for any $m$. So, since $F_m$ does not have rank one, for every $m \in \mathbb{N}$ we can find an ordinate $h_m$ of $F_m$, such that $f_m$ and $h_m$ map an open interval $I_m$ inside itself and $\Lambda^-(F_m) \cap I_m \neq \emptyset$. After a suitable conjugation, we can assume that $h_m$ and $I_m$ have the following properties: $h_m(x_m) = x_m$, for some point $x_m$ in $\overline{\mathbb{R}}$ with $x_m < \alpha(f_m)$, and $I_m = (x_m, \alpha(f_m))$. We can also assume that $(h_m)$ converges to some ordinate $h$ of $F$, and $x_m$ converges to some $x \leq \alpha$. Then, since $(f_m)$ converges to the identity and $h_m$ lies in a bounded subset of $\text{PSL}(2, \mathbb{R})$, we have that $f_m(x_m) \leq h_m(\alpha(f_m))$, for all $m$ large enough. Hence, we can apply Lemma 5.12 to the transformations $f_m$ and $h_m$ in order to obtain that $\Lambda^+(f_m, h_m) = [x_m, \alpha(f_m)] = I_m$, for all $m$ large enough. But this implies that $0 \neq \Lambda^-(F_m) \cap I_m \subseteq \Lambda^-(F_m) \cap \Lambda^+(F_m)$. Lemma 5.11 is then applicable to the $N$-tuple $F_m$ and yields that either it is a discrete group or it is not semidiscrete, which is a contradiction.

In conclusion, contrary to our assumption, $(F)$ is semidiscrete and inverse-free. \hfill \square
We now study $N$-tuples on the boundary of non-principal components. Recall that such $N$-tuples are semidiscrete and inverse-free due to Theorem 4.13, but we can also prove that they have finite rank (see Theorem 4.14 to follow).

We start by defining the “cores” of an $N$-tuple, a concept introduced by Avila, Bochi and Yoccoz in [1, Section 2.4].

**Definition 4.12.** Let $\mathcal{F} \in \text{PSL}(2, \mathbb{R})^N$. The complement of the union of the connected components of $\mathbb{R} \setminus \Lambda^+(\mathcal{F})$ that intersect $\Lambda^-(\mathcal{F})$ will be called the forward core of $\mathcal{F}$ and will be denoted by $C^+(\mathcal{F})$. Similarly, we define the backward core $C^-(\mathcal{F})$ of $\mathcal{F}$ to be the complement of the union of the connected components of $\mathbb{R} \setminus \Lambda^-(\mathcal{F})$ that intersect $\Lambda^+(\mathcal{F})$.

Note that for any $\mathcal{F} \in \text{PSL}(2, \mathbb{R})^N$, because $\Lambda^+(\mathcal{F})$ and $\Lambda^-(\mathcal{F})$ are closed sets, the cores $C^+(\mathcal{F})$ and $C^-(\mathcal{F})$ are also closed. Also, for a generic $N$-tuple $\mathcal{F}$, the cores $C^+(\mathcal{F})$ and $C^-(\mathcal{F})$ may be trivial subsets of the extended real line. If $\mathcal{F}$ has finite rank, however, then we have the next lemma. Observe that for any $\mathcal{F} \in \text{PSL}(2, \mathbb{R})^N$ the components of $C^+(\mathcal{F})$ and $C^-(\mathcal{F})$ appear in alternating order around $\mathbb{R}$. Therefore, $C^+(\mathcal{F})$ is finitely connected if and only if $C^-(\mathcal{F})$ is finitely connected. See Figure 8 for examples of the forward and backward cores of a pair in $\text{PSL}(2, \mathbb{R})^2$ and a triplet in $\text{PSL}(2, \mathbb{R})^3$.

**Lemma 4.13.** Suppose that $\mathcal{F} \in S$ has finite rank. The forward and backward cores of $\mathcal{F}$ satisfy the following properties:

1. $C^+(\mathcal{F}) \cap C^-(\mathcal{F}) = \partial C^+(\mathcal{F}) \cap \partial C^-(\mathcal{F})$;
2. $\partial C^+(\mathcal{F}) \subseteq \Lambda^+(\mathcal{F})$ and $\partial C^-(\mathcal{F}) \subseteq \Lambda^-(\mathcal{F})$;
3. $\Lambda^+(\mathcal{F}) \subseteq C^+(\mathcal{F})$ and $\Lambda^-(\mathcal{F}) \subseteq C^-(\mathcal{F})$;
4. $C^+(\mathcal{F})$ and $C^-(\mathcal{F})$ are finitely connected;
5. $f(C^+(\mathcal{F})) \subseteq C^+(\mathcal{F})$ and $f^{-1}(C^-(\mathcal{F})) \subseteq C^-(\mathcal{F})$, for all $f \in \langle \mathcal{F} \rangle$.

**Proof.** Since $\mathcal{F}$ has finite rank there exists a finite union $U$ of open intervals, with disjoint closures, that is mapped strictly inside itself under $\langle \mathcal{F} \rangle$. So, $\Lambda^+(\mathcal{F})$ lies in $\overline{U}$ and $\Lambda^-(\mathcal{F})$ lies in the complement of $U$. Using similar arguments, we can show that there exists a finite union of open intervals $V$, disjoint from $U$, such that $\langle \mathcal{F} \rangle^{-1}$ maps $V$ strictly inside itself. Thus $C^+(\mathcal{F}) \subseteq \overline{U}$, and $C^-(\mathcal{F}) \subseteq \overline{V} \subseteq U^c$. Parts (1) to (4) follow easily from these facts.

We are now going to show that $C^+(\mathcal{F})$ is mapped inside itself by $\langle \mathcal{F} \rangle$; the proof for $C^-(\mathcal{F})$ is similar. Let $I$ be a connected component of $C^+(\mathcal{F})$. Suppose that there exists an ordinate $f$ of $\mathcal{F}$ such that $f(I)$ is not contained in $C^+(\mathcal{F})$, and note that parts (2) and (3) imply that the endpoints of $I$ are mapped into $C^+(\mathcal{F})$. Hence, there exist points $x \in I$ and $y \in \Lambda^-(\mathcal{F})$ such that $f(x) = y$. Therefore $x = f^{-1}(y) \in \Lambda^-(\mathcal{F})$, which contradicts parts (1) and (3) of this lemma. So all connected components of $C^+(\mathcal{F})$ are mapped into $C^+(\mathcal{F})$ by each ordinate of $\mathcal{F}$, and so we obtain the desired result.

It is interesting to note that Lemma 4.13 shows that if $\mathcal{F}$ has rank $m$ then the sets $C^+(\mathcal{F})$ and $C^-(\mathcal{F})$ are $m$-connected.

Using the properties of the cores we prove that points on the boundary of non-principal components have finite rank (recall that they are semidiscrete and inverse-free by Theorem 4.13). This can be thought of as an extension of [1, Proposition 4.9], which states that if $\mathcal{F}$ lies on the boundary of a non-principal component then it is inverse-free.

**Theorem 4.14.** Suppose that $\mathcal{F}$ lies on the boundary of a non-principal component $H$ of $\mathcal{H}$. Then the rank of $\mathcal{F}$ is finite and greater than one.

**Proof.** Observe that $\mathcal{F}$ lies in $\partial H \subseteq S \setminus \overline{H^c}$ and thus it is semidiscrete and inverse-free due to Theorem 4.13. Also, because $\mathcal{F}$ does not lie in the closure of the principal component, if $\mathcal{F}$ had finite rank, that would have to be greater than one. Let $\mathcal{F}_n \in H$ be a sequence of $N$-tuples with $\mathcal{F}_n \to \mathcal{F}$ and define $C^+_n = C^+(\mathcal{F}_n)$ and $C^-_n = C^-(\mathcal{F}_n)$. Under these assumptions [1, Proposition
Figure 8. Examples of cores. The dashed lines indicate the limit sets, while the continuous lines the cores.

4.13] states that $C^+_n$ and $C^-_n$ converge, in the Hausdorff metric, to some sets $C^+$ and $C^-$ that, by continuity, are finitely connected, nonempty subsets of $\mathbb{R}$. We are going to prove that $C^+$ is mapped strictly inside itself by each ordinate of $F$, and that it is a union of nontrivial closed intervals, none of which are singletons.

First, take $x \in C^+_n$ and let $f$ be an ordinate of $F$. There exist sequences of points $(x_n)$ in $C^+_n$ and ordinates $(f_n)$ of $F_n$, such that $x_n \to x$ and $f_n \to f$, as $n \to \infty$. Conjugating by a Möbius transformation we can assume that $x_n = 1$ and $f_n(z) = \lambda z$, for some positive $\lambda \in \mathbb{R}$. Also, without loss of generality, we assume that $x_n \leq 1$, for all $n$. Applying the mean value theorem to the interval $(x_n, 1)$, for some $n$, we obtain that there exists $\xi_n \in (x_n, 1)$, such that

$$|f_n(1) - f_n(x_n)| = |f_n'(\xi_n)||1 - x_n|.$$  

But $f_n'(\xi_n)$ converges to $\lambda$, and so $f_n(x_n)$ converges to the point $f(1)$, as $n \to \infty$. Since $F_n$ lie in a non-principal hyperbolic component, they have rank greater than one. Hence, Lemma 4.13 implies that $C^+_n$ is forward invariant under $\langle F_n \rangle$. So the points $f_n(x_n)$ lie in $C^+_n$, for all $n$. Thus, by the convergence of $C^+_n$ to $C^+$, we have that $f(1) \in C^+$. We conclude that $C^+$ is mapped inside itself by each element of $\langle F \rangle$.

Assume now that $C^+$ has a connected component $\{x\}$, for some $x \in \mathbb{R}$. The second part of Lemma 4.13 implies that $x$ lies in $\Lambda^+(F)$. Because $F$ does not lie in the closure of the principal component, it is non-elementary. So Lemma 3.8 implies that $\Lambda^+(F)$ is the closure of all attracting fixed points of $\langle F \rangle$. Thus we have that $x = \alpha(h)$, for some hyperbolic transformation $h \in \langle F \rangle$. But $C^+$ is mapped inside itself by $\langle F \rangle$ and so $C^+ = \{x\}$. Thus $F$ has to lie in $\overline{H_F}$, which is a contradiction.

Using similar arguments we can prove that $C^-$ is mapped inside itself by each element of $\langle F \rangle^{-1}$, and does not contain any connected components that are singletons. Hence, the set $C^+$ cannot be the extended real line, because otherwise the convergence of $C^+_n$ and $C^-_n$ would imply that $C^-$ is a finite subset of $\mathbb{R}$.

We will now prove that $\langle F \rangle$ maps $C^+$ strictly inside itself. Suppose that there exists an ordinate $g$ of $F$ that fixes $C^+$. Since $C^+$ cannot be empty, the extended real line or have components that are singletons, $C^+$ has to be an interval. Then $\langle F \rangle$ lies in $\mathcal{M}(C^+)$, which by Lemma 4.3 implies that $F$ lies in the closure of the principal component, a contradiction.

We conclude that $C^+$ is a union of closed, disjoint intervals that is mapped strictly inside itself by $\langle F \rangle$, and thus $F$ has finite rank. $\square$
It is not known whether the inverse of Theorem 4.14 holds (see Question 3 in the final section). We do, however, have the following lemma about the structure of the limit sets of \( N \)-tuples with finite rank. This result is, in some sense, an analogue of [H Proposition 4.13], and the proof of the two lemmas are similar.

**Lemma 4.15.** Suppose that \( \mathcal{F} = (f_1, f_2, \ldots, f_N) \in \mathcal{S} \) has finite rank and \( \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \neq \emptyset \). Then for each point \( x \in \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \) there exist points \( a, b \in \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \) and transformations \( f, g \in \langle \mathcal{F} \rangle \cup \{ \text{Id} \} \) such that \( x = f(a) = g^{-1}(b) \). In addition, \( a \) is either an attracting or parabolic fixed point and \( b \) is either a repelling or parabolic fixed point of transformations in \( \mathcal{F} \).

**Proof.** Because \( \mathcal{F} \) has finite rank, Lemma 4.13 implies that \( C^+(\mathcal{F}) \) and \( C^- (\mathcal{F}) \) are finitely connected and \( \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) = \partial C^+(\mathcal{F}) \cap \partial C^- (\mathcal{F}) \). Thus the intersection \( \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \) is finite. Note that if \( C^+(\mathcal{F}) \) or \( C^- (\mathcal{F}) \) is a single interval (i.e. \( \mathcal{F} \) has rank one) then the result is obvious (see, for example, [H Proposition 4]).

Let \( x \in \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \). Since \( x \) lies in the forward limit set of \( \mathcal{F} \), there exists a sequence \( (k_n) \) in \( \langle \mathcal{F} \rangle \) such that \( k_n(i) \to x \), as \( n \to \infty \). Because the semigroup \( \langle \mathcal{F} \rangle \) is generated by a finite collection of Möbius transformations, by passing to a subsequence if necessary, we can write \( k_n \), as \( k_n = f_i h_n \), for some ordinate \( f_i \) of \( \mathcal{F} \) and some sequence \( (h_n) \) in \( \langle \mathcal{F} \rangle \). Then \( h_n = f_i^{-1} k_n \), for all \( n \), and so \( (h_n(i)) \) converges to \( f_i^{-1}(x) \in \mathbb{R} \). Thus, because \( h_n \in \langle \mathcal{F} \rangle \), for all \( n \), the point \( f_i^{-1}(x) \) lies in the forward limit set of \( \mathcal{F} \). But \( x \) also lies in \( \Lambda^- (\mathcal{F}) \), which is a backward invariant set, and so \( f_i^{-1}(x) \) also lies in the backward limit set of \( \mathcal{F} \).

Hence, for every \( x \in \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \) there exists an ordinate \( f_i \) of \( \mathcal{F} \) such that \( f_i^{-1}(x) \in \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \). Arguing similarly, we can show that there exists an ordinate \( f_j \) of \( \mathcal{F} \) such that \( f_j(x) \in \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \). Iterating these processes, we obtain sequences \( (i_n), (j_n) \subseteq \{1, 2, \ldots, N\} \) such that the points

\[
x_n = f_{i_n}^{-1} f_{i_{n-1}}^{-1} \cdots f_{i_1}^{-1}(x) \quad \text{and} \quad y_n = f_{j_n} f_{j_{n-1}} \cdots f_{j_1}(x),
\]

lie in \( \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \), for all \( n \). Since \( \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \) is finite, there exist positive integers \( k, m \) and \( \lambda, \nu \) such that \( x_n = x_{m+k} \) and \( y_n = y_{\nu+\lambda} \). Hence, the transformation \( f_{i_{m+k}}^{-1} f_{i_{m+k-1}}^{-1} \cdots f_{i_1}^{-1} \) fixes the point \( x_m = f_{i_m}^{-1} f_{i_{m-1}}^{-1} \cdots f_{i_1}^{-1}(x) \) and similarly \( f_{j_{\nu+\lambda}} f_{j_{\nu+\lambda-1}} \cdots f_{j_1} \) fixes \( y_{\nu} = f_{j_1} f_{j_{\nu-1}} \cdots f_{j_1}(x) \).

Also

\[
x = f_{i_1} f_{i_2} \cdots f_{i_m}(x_m) = f_{j_1}^{-1} f_{j_2}^{-1} \cdots f_{j_1}^{-1}(y_{\nu}).
\]

We are now going to show that \( x_m \) is either an attracting or a parabolic fixed point; the proof for \( y_{\nu} \) is similar. For simplicity we write \( g_n = f_{i_m}^{-1} f_{i_{m-1}}^{-1} \cdots f_{i_1}^{-1} \), for \( n = 1, 2, \ldots, k \). Recall that the point \( x_m \) lies on the boundary of \( C^+ \), and let \( D \) be the unique connected component of \( C^+ \) that contains \( x_m \). In addition, \( g_n(x_m) \in \Lambda^+(\mathcal{F}) \cap \Lambda^- (\mathcal{F}) \) for all \( n = 1, 2, \ldots, k \), and we define \( D_n \) to be the component of \( C^+ \) that contains \( g_n(x_m) \). Observe that \( g_k(x_m) = x_m \) and so \( D_k = D \).

Because the forward core of \( \mathcal{F} \) is mapped inside itself by all \( f \in \langle \mathcal{F} \rangle \), we have that each such transformation \( f \) maps the interior of \( C^+ \) into itself. Thus, because \( g_n \) lies in \( \langle \mathcal{F} \rangle \), we have that \( g_n^{-1}(D_n) \subseteq D \) for all \( n = 1, 2, \ldots, k \). Since Möbius transformations inside \( \mathbb{R} \), this is equivalent to \( D_n \subseteq g_n(D) \), for all \( n = 1, 2, \ldots, k \). In particular, we have that \( D_k = D \subseteq g_k(D) \). Suppose that \( g_k(D) = D_k = D \). Then the forward core \( C^+ \) is the interval \( D \) and, as we mentioned in the beginning of the proof, the result is obvious. So, assume that \( D \not\subseteq g_k(D) \). Recalling that \( g_n \) fixes \( x_m \), which is an endpoint of \( D \), we conclude that \( x_m \) is either the repelling (or the unique) fixed point of \( g_k \), and hence the attracting (or unique) fixed point of \( g_k^{-1} = f_{i_{m+1}} f_{i_{m+2}} \cdots f_{i_{m+k}} \).

5. A counterexample to Question 1

We are now ready to present our example that answers Question 1 in the negative. Recall from the introduction that \( \mathcal{E} \) is the set of all \( \mathcal{F} \in \text{PSL}(2, \mathbb{R})^N \) such that \( \langle \mathcal{F} \rangle \) contains either an elliptic transformation or the identity function. Also recall that the semidiscrete and inverse-free locus is disjoint from the elliptic locus.

We start by presenting an example for the case \( N = 3 \), which we will then extend to any \( N \geq 3 \).
Example 5.1. Suppose that $N = 3$ and consider the following hyperbolic transformations: $g_1(z) = 2z + 1$, $g_2(z) = \frac{1}{2}z$ and $g_3(z) = 5z - 4$ (see Figure 9 for the axes of the transformations $g_1, g_2$ and $g_3$). Observe that the triplet $F_0 = (g_1, g_2, g_3)$ is elementary, since $g_1, g_2$ and $g_3$ all fix the point at infinity. It is easy to check that any element in $(F_0)$ is of the form $\lambda z + \kappa$, where $\lambda = 2^l3^{-m}5^n$, for some $l, m, n \in \mathbb{N} \cup \{0\}$, and some real number $\kappa$. Note that $l, m$ and $n$ cannot all be 0 simultaneously, and so because 2, 3 and 5 are prime numbers, $\lambda$ cannot be 1. Thus all the transformations in $(F_0)$ are hyperbolic, which implies that the semigroup $(F_0)$ does not contain any elliptic transformations or the identity. Hence, the triplet $F_0$ lies in the complement of $\mathcal{E}$ in $\text{PSL}(2, \mathbb{R})^3$.

We claim that $F_0$ is not semidiscrete. Note that due to Lemma 3.9 the limit set of the pair $(g_1, g_2)$ is the closed interval $[0, \infty)$. Also, the repelling fixed point of $g_3$ is 1 which lies in the interior of $[0, \infty) = \Lambda^+(g_1, g_2)$. Hence, Lemma 5.12 is applicable and yields that either $(F_0)$ is a discrete group, or $F_0$ is not semidiscrete. But $F_0$ is inverse-free, so the semigroup it generates cannot be a group; this proves our claim.

![Figure 9](image) The 3-tuple $F_0 = (g_1, g_2, g_3)$

In order to show that Example 5.1 answers Question 1 in the negative, we need to prove that $F_0$ lies in the complement of $\overline{H}$. Note that because $\mathcal{H} \subseteq \mathcal{S}$, it suffices to prove that $F_0$ lies in the complement of $\overline{\mathcal{S}}$.

Recall that the set $\mathcal{S} \setminus \overline{H_P}$ is closed, as stated by Theorem 4.3. Therefore, because $F_0$ is not semidiscrete, if $F_0$ were to lie in $\overline{\mathcal{S}}$, it would have to lie in the closure of the principal component. The following lemma tells us that this cannot happen, showing that $F_0 \in \overline{H}$.

Lemma 5.2. The triplet $F_0$ in Example 5.1 lies in the complement of $\overline{H_P}$.

Proof. It suffices to show that there exists an open neighbourhood of $F_0$ in $\text{PSL}(2, \mathbb{R})^3$ that is disjoint from the principal component $H_P$. Take $\varepsilon > 0$ and define the open intervals $U_{-1} = (-1 - \varepsilon, -1 + \varepsilon)$, $U_0 = (-\varepsilon, \varepsilon)$ and $U_1 = (1 - \varepsilon, 1 + \varepsilon)$. Also define $U_\infty = [\infty, -1/\varepsilon) \cup (1/\varepsilon, \infty]$, which is a neighbourhood of $\infty$ in $\overline{\mathbb{R}}$. We can choose $\varepsilon$ small enough such that the sets $U_{-1}, U_0, U_1$ and $U_\infty$ have pairwise disjoint closures. Recall that the set of hyperbolic transformations in $\text{PSL}(2, \mathbb{R})$ is open. So there exists an open neighbourhood $D$ of $F_0$ in $\text{PSL}(2, \mathbb{R})^3$, such that if $(f_1, f_2, f_3)$ lies in $D$, then $f_1, f_2$ and $f_3$ are hyperbolic transformations. We can also choose $D$ small enough so that for all $(f_1, f_2, f_3) \in D$ we have $\beta(f_1) \in U_{-1}$, $\alpha(f_2) \in U_0$, $\beta(f_3) \in U_1$ and $\alpha(f_1), \beta(f_2), \alpha(f_3) \in U_\infty$ (see Figure 10). Hence, by the configuration of the axes of $f_1, f_2$ and $f_3$ we see that $(f_1, f_2, f_3)$ cannot have rank one, and this implies that $D$ does not intersect $H_P$, as required. ∎
We now extend Example 5.1 to any $N \geq 3$.

**Definition 5.3.** We define $\mathcal{P}$ to be the set of $N$-tuples that are elementary, inverse-free, do not contain elliptic transformations, but are not semidiscrete.

First, let us establish that $\mathcal{P}$ is non-empty for all $N \geq 3$. If $N = 3$, then the triplet $\mathcal{F}_0$ in Example 5.1 lies in $\mathcal{P}$. Suppose that $N > 3$. Consider the transformations $g_1(z) = 2z + 1$, $g_2(z) = \frac{1}{3}z$ and $g_3(z) = 5z - 4$ that were introduced in Example 5.1. Let $\mathcal{F} = (g_1, g_2, g_3, g_4, \ldots, g_N)$, where $g_i$ is a hyperbolic transformation that fixes the point at infinity and does not fix any of the points $-1, 0$ and $1$, for all $i = 4, 5, \ldots, N$. Hence, for all $i = 4, 5, \ldots, N$, $g_i$ is of the form $g_i(z) = \lambda_i z + \kappa_i$, for some $\lambda_i > 0$ and $\kappa_i \in \mathbb{R}$. We also choose $\lambda_i$ to be either $p$ or $\frac{1}{p}$, where $p$ is a prime number different from $2, 3$ and $5$. So it is easy to see that all elements in $\langle \mathcal{F} \rangle$ are hyperbolic transformations that fix the point infinity, and thus $\mathcal{F}$ is elementary and inverse-free. In addition, because $\langle \mathcal{F}_0 \rangle \subseteq \langle \mathcal{F} \rangle$, the $\mathcal{F}$ is not semidiscrete. We conclude that the $N$-tuple $\mathcal{F}$ lies in $\mathcal{P}$.

Observe that $\mathcal{P}$ does not intersect the elliptic locus. We now provide the following description for the complement of the semidiscrete and inverse-free locus. Note that because $\mathcal{H} \subseteq S$, Theorem 5.4 answers Question 1 in the negative for any $N \geq 3$.

**Theorem 5.4.** For all $N \geq 3$, we have that $(S \setminus \overline{H_P})^c = \mathcal{E} \cup \overline{H_P} \cup \mathcal{P}$ in $\text{PSL}(2, \mathbb{R})^N$.

Observe that $\mathcal{E} \cup \overline{H_P} \cup \mathcal{P}$ is not a disjoint union (for example $\mathcal{E} \cap \overline{H_P} \neq \emptyset$), but due to Theorem 4.5 it is an open subset of $\text{PSL}(2, \mathbb{R})^N$. In order to prove Theorem 5.4 we require the following classification of finitely-generated semigroups due to Jacques and Short [17, Theorem 14.1] (recall Definition 1.13).

**Theorem 5.5 (17).** Let $\mathcal{F}$ be a $N$-tuple in $\text{PSL}(2, \mathbb{R})^N$. Then either

1. $\mathcal{F}$ is elementary;
2. $\mathcal{F}$ is semidiscrete;
3. $\langle \mathcal{F} \rangle$ is contained in $\mathcal{M}(J)$, for some $J$; or
4. $\langle \mathcal{F} \rangle$ dense in $\text{PSL}(2, \mathbb{R})$.

We remark that the four classes in Theorem 5.5 are not all disjoint. For example, there exist elementary and semidiscrete $N$-tuples which generate semigroups that lie in $\mathcal{M}(J)$, for some $J$. However, semidiscrete $N$-tuples cannot generate semigroups that are dense in $\text{PSL}(2, \mathbb{R})$ and vice versa.

**Proof of Theorem 7.4** The inclusion $\mathcal{E} \cup \overline{H_P} \cup \mathcal{P} \subseteq (S \setminus \overline{H_P})^c$ is obvious from the definitions of $\mathcal{E}$, $H_P$ and $\mathcal{P}$. For the converse, let $\mathcal{F}$ be an $N$-tuple in $(S \setminus \overline{H_P})^c$, and suppose that $\mathcal{F} \notin (\mathcal{E} \cup \overline{H_P})$. Our task is to show that $\mathcal{F}$ lies in $\mathcal{P}$. Note that because $\mathcal{F} \notin \mathcal{E}$, the semigroup $\langle \mathcal{F} \rangle$ is inverse-free and does not contain elliptic transformations. Corollary 4.4 implies that $(S \cup \overline{H_P})^c = \mathcal{F}$, and so the semigroup generated by $\mathcal{F}$ is not semidiscrete. Hence, we only need to show that $\langle \mathcal{F} \rangle$ is elementary.

Observe that due to Lemma 4.4, the semigroup $\langle \mathcal{F} \rangle$ cannot be contained in $\mathcal{M}(J)$ because then it would have to lie in the closure of the principal component. Also, since the set of elliptic

![Figure 10. An open neighbourhood $U$ of $\mathcal{F}_0$](image-url)
transformations of $\text{PSL}(2, \mathbb{R})$ is open, $\langle F \rangle$ cannot be dense in $\text{PSL}(2, \mathbb{R})$ as then $F$ would lie in $\mathcal{E}$. Finally, from Theorem 5.5 $\langle F \rangle$ has to be elementary and thus $F$ lies in $\mathcal{P}$, as required. □

6. Questions and future directions

Even though the introduction of the semidiscrete and inverse-free locus, and Theorem 4.5 provides us with a general framework with which to study the elusive boundary of the hyperbolic locus, it does introduce several questions about the structure of $\text{PSL}(2, \mathbb{R})^N$ in general.

The most important question arising from our work is the following updated version of Question 1.

**Question 2.** Is $\mathcal{S}\setminus \overline{\mathcal{H}}$ equal to the closure of $\mathcal{H}\setminus \mathcal{H}_P$ in $\text{PSL}(2, \mathbb{R})^N$?

A positive answer to Question 2 would imply that Theorem 5.4 provides a complete characterisation of the complement of $\overline{\mathcal{H}}$, thus finally settling [1] Question 4 and [24] Question 4 of Avila, Bochi and Yoccoz. The inclusion $\mathcal{H}\setminus \mathcal{H}_P \subseteq \mathcal{S}\setminus \overline{\mathcal{H}}$ is obvious from the fact that $\mathcal{H}\setminus \mathcal{H}_P$ is contained in the closed set $\mathcal{S}\setminus \overline{\mathcal{H}}$. Hence, the difficulty in Question 2 lies in evaluating whether every $N$-tuple in $\mathcal{S}$ that does not have rank one, lies in the closure of $\mathcal{H}$.

A first step in answering Question 2 would be to focus on $N$-tuples of finite rank. Due to Lemma 4.4 we only need to consider $N$-tuples that have rank strictly greater than one, since all others are contained in the closure of the principal component. So we ask the following:

**Question 3.** Let $F$ be an $N$-tuple that has finite rank greater than one. Does $F$ lie in the closure of $\mathcal{H}\setminus \mathcal{H}_P$?

Recall Theorem 4.14 which states that all $N$-tuples in the closure of a non-principal component have rank greater than one. This, together with Lemma 4.15 seem to indicate that the answer to Question 3 is positive. In order to answer this question in the positive, one would have to perturb the ordinates of the generating $N$-tuple in such a way that the intersection points of the limit sets vanish.

What is important about Question 3 is that a positive answer would imply that points of $\mathcal{S}$ that lie in the interior of $\mathcal{E}$, if those indeed exist, have to generate semigroups with “wild” limit sets. However, a positive answer to Question 3 still does not provide an answer to Question 2.

Instead, we ask the following:

**Question 4.** Suppose that $F$ is an $N$-tuple in $\mathcal{S}$. Can we find a sequence $(F_n)$ in $\mathcal{S}$ such that $F_n \rightarrow F$, as $n \rightarrow \infty$, and $F_n$ have finite rank?

Question 4 is equivalent to examining whether every semigroup generated by a semidiscrete and inverse-free $N$-tuple is the algebraic limit of semigroups generated by $N$-tuples of finite rank (see [21] Chapter 4 for the definition of algebraic convergence). A positive answer to Questions 3 and 4 would provide a positive answer to Question 2. Also, due to the fact that $\mathcal{S}\setminus \overline{\mathcal{H}}$ is closed, a counterexample to Question 4 would have to be a semigroup with limit sets that intersect in a convoluted way, and a generating $N$-tuple that is isolated from the hyperbolic components of $\mathcal{H}$. This would most likely mean that the $N$-tuple has to lie in the interior of $\mathcal{E}$, thus also providing a counterexample to Question 2.
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