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\textbf{ABSTRACT}

The trendy task of digital medical image analysis has been continually evolving. It has been an area of prominent and growing importance from both research and deployment perspectives. Nonetheless, it is necessary to realize that the use of algorithms, methodology, as well as the source of medical image data, must be strictly scrutinized. As the COVID-19 pandemic has been gripping much of the world recently, there has been much efforts gone into developing affordable testing for the masses, and it has been shown that the established and widely available chest X-rays (CXR) images may be used as a screening criteria for assistive diagnosis purpose. Thanks to the dedicated work by various individuals and organizations, publicly available CXR of COVID-19 subjects are available for analytic usage. We have also provided a publicly available CXR dataset on the Kaggle platform. As a case study, this paper presents a systematic approach to learn from a typically imbalanced set of CXR images, which consists of a limited number of publicly available COVID-19 images. Our results show that we are able to outperform the top finishers in a related Kaggle multi-class CXR challenge. The proposed methodology should be able to help guide medical personnel in obtaining a robust diagnosis model to discern COVID-19 from other conditions confidently.

1. Introduction

Fast, accurate and non-invasive method of COVID-19 (coronavirus disease 2019) diagnosis is a key to increase testing capacity, in order to minimize further community transmission. Currently, the internationally recognized and accepted method by the World Health Organization (WHO) is RT-PCR test with nasopharyngeal, nasal or throat swab \cite{1}. Such tests are invasive and can lead to side effects such as nose-bleed, headache, ear-ache, etc. Perhaps more importantly, the RT-PCR response times are typically at least two days, which leads to backlogs during pandemic peaks \cite{2}. This was observed in early cases from China \cite{3,4} and in various places in Europe \cite{5–7}. Although the use of chest CT (computed tomography) scans was common initially, these diagnoses have low specificity \cite{3}. The web annex on imaging for COVID-19 prefers the use of CXR over CT scans for COVID-19 diagnosis \cite{8}.

CXR images have been used to diagnose pneumonia with high accuracy, taking advantage of the recent advances in deep learning neural networks. Most recent advances have achieved 98.43\% accuracy \cite{9}. This inspires a similar application of COVID-19 classification using CXR images. However, the availability of high-quality COVID-19 CXR that has been properly diagnosed is still very limited. In fact, it has been argued that many publicly available “toy” datasets do not comply with clinical standards and a well-curated CXR dataset needs to involve professional radiologists and should be undertaking in multiple phases that span over one week’s time \cite{10}. Otherwise, the “garbage-in, garbage-out” concept means that the obtained diagnostic CXR models, however high accuracy, are unreliable.

This work takes an initial adhoc study and turned it into a systematic process to gather data, step-by-step analysis, including preprocessing, and eventual model-building with validation that would be suitable for the medical community.

2. Materials and methods

This study consists of relevant literature reviews to gather the current state-of-the-art prior works in imbalanced data treatment and deep learning analysis of medical images, data collection of CXR images from publicly available resources and quality assessment, development of robust deep neural network models of multi-class CXR images of COVID-19, and recommendation of a framework to deal with imbalanced data.
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that are commonly found in the real world. No ethical approval was
needed as the datasets were obtained from publicly available sources.
More details are provided in the following subsections.

2.1. Dataset preparation

2.1.1. Dataset collection

The following are the sources and related publications for the
data manually collected in this study. A mixed dataset of publicly available
COVID-19 CXR images from various sources 1, a pneumonia dataset
obtained from a study on children 2, partially verified thorax CXR im-
ages of adults from NIH (National Institute of Health, USA) 3, and
unverified no-finding images from NIH. The CXR images were curated
into three categories of NOFINDING, THORAXDISEASE, and COVID-19.
The NOFINDING case means the images are not associated with pneu-
monia. The dataset has been deposited as a Kaggle dataset [11]. The
COVID-19 images were semi-verified by the guidelines provided on a
medical-focus web blog.4

Training Dataset. The CXR dataset used composed of 363 COVID-19
images, 1,408 no finding images, 3,736 thorax disease (non-COVID-
19) images. They come from a multitude of sources as described above
and posted in a Kaggle classroom challenge.5

Leftout Dataset. Since training dataset employed downsampling using
the entire COVID-19 data, the remaining NOFINDING and THOR-
AXDISEASE images make up the leftout dataset.

Validation Dataset/Real World Unseen Data. The 1,130 unlabelled
CXR images used for evaluating model’s performance are unseen data
collected manually. These are not included in Version 1 of the Kaggle
CXR multi-class dataset, but they are available as an unlabelled dataset
at the Kaggle challenge.

2.1.2. Dataset sampling

Due to significant imbalance of the dataset, 10 times more thorax
disease images than COVID-19 images, the model to be trained can
easily overfit to the majority class. Downsampling, or known as under-
sampling, was applied to randomly choose 363 images from each of
the three classes. This base case is denoted as 1:1:1 for COVID-19:
THORAXDISEASE:NOFINDING. In order to investigate the effect of
imbalance data further, runs with ratios of 1:2:2 and 1:3:3 were also
conducted. More detailed information is given in the methods
subsection.

2.1.3. Dataset preprocessing and augmentation

Normalization of dataset by maximum pixel value of 255 was per-
formed. Image augmentation techniques such as rotation, horizontal
and vertical shift, ZCA whitening, zoom and shear were employed. They
will be further discussed in the methodology section as they potentially
have profound impact on the performance of the models trained.

2.2. Methods

2.2.1. Imbalanced dataset treatment

There has been various works in the area of class-imbalanced data
treatment, ranging from more traditional machine learning approaches
to recent extensions into the use of deep learning techniques, covering
data from management science to engineering [12]. Two basic ap-
proaches to address the data distribution imbalance are random over-
sampling of the minority classes and random undersampling of the
majority classes. A systematic study of the problems encountered for
treatments using convolutional neural networks found that over-
sampling is generally more effective compared with undersampling.
However, undersampling may be effective depending on the ratio and
extent of imbalance [13]. In addition, the effect of overfitting is reduced
with the use of convolutional neural network (CNN) models. This effect
of not needing to deal with imbalance in data vigorously was also found
in a study to predict the effect of genetic variants on gene splicing using
CNN [14]. In another recent study, the use of deep conditional generative
models has been shown to perform better than traditional over-
sampling in many cases, especially for severely imbalanced ones.
Although the effect of imbalanced data may be countered, the class
overlap problem may be more detrimental and difficult to handle [15].
As a mean to deal with highly imbalance big data, sampling and
thresholding strategies are shown to be effective when applying deep
learning techniques [16].

Based on the above premises, oversampling may seem to be a
reasonable approach. However, with the advent of big data, it would be
computational expensive to use oversampling excessively. Given the size
of medical images and the common practice to increase the resolution
for better performance, the oversampling approach is not very scalable.
A common approach is ensemble learning by undersampling numerous
times and use an ensemble classifier. While this has merits and can
improve the representation of the multi-classes, model deployment may
be more complex as it involves storing and executing numerous large
models. In order to address the above limitations, our approach is a
single undersampling model approach that uses the remaining data that
has not been used for training as a pseudo-test set to help in selecting a
suitable model for deployment. This turns out to be a simpler version of
the use of sampling and thresholding strategies mentioned earlier.

2.2.2. Deep learning techniques

Recent state-of-the-art advances in the field include CoroNet, a
transfer learning model based on the Xception architecture, with 54,528
trainable parameters. CoroNet achieved 95% 3-class classification ac-
curacy (COVID vs pneumonia vs normal) [17]. CovidGan, an Auxiliary
Classifier Generative Adversarial Network, helped produce synthetic
images to enhance performance CNN for COVID detection from 85% to
95% [18]. DarkCovidNet, which has a 17-convolutional layer network
with different filtering on each layer, achieved 87.02% for multi-class
classification (COVID vs no-findings vs pneumonia) [19]. Apostolo-
poulos et al. utilized transfer learning based on models such as VGG19,
MobileNet v2, Inception, Xception, Inception ResNet v2 to achieve
92–93% 3-class classification accuracy (COVID vs normal vs pneu-
monia) [20]. Hassan et al. applied XGB-L, XGB-Tree, CART, KNN
and Naïve Bayes to achieve accuracies ranging from 66.27% to 79.52% [21].
COVIDDiagnosis-Net, a Bayesian optimization-based SqueezeNet model,
pretrained on ImageNet dataset, achieved 98.26% accuracy on 3-class
classification (COVID vs normal vs pneumonia) [22]. DeTrAC tech-
nique composed of class decomposition, transfer learning and class
composition to achieve 93.1% 2-class classification accuracy [23].
COVIDPred combined 2 best-performing models from 29 different types
of models. They found that images rotated through 120 degrees or 140
degree angle displayed highest validation accuracy of 81.2% [24]. Chen
et al. compared different transfer learning base models, including

---

1 Cropped COVID-19 + selected images from the following (retrieved July 17, 2020): https://github.com/achung/Actualmed-COVID-chestxray-dataset
2 Pneumonia CXR images of children retrieved from Mendeley at: https://data.mendeley.com/datasets/rcbjbr9j/2
3 Selected images from: https://nihcc.app.box.com/v/ChestXray-NIHCC
4 More information can be found at: https://www.kaggle.com/c/dlai3- phases/
were imported and supplemented with one dropout layer and 2 dense
learning the peculiarities of dataset rather than the pathology [27].

Hasan et al. trained deep learning architecture based on ResNet and Xception to find potential issues of overfitting, bias and limitations of datasets commonly employed by researchers. They found that the high accuracy reported in recent algorithms are likely due to bias in experimental design and overfitting, namely cross-validation results without independent test set can overestimate network performance. A major issue was that data from different classes come from separate sources, network might focus on learning the peculiarities of dataset rather than the pathology [27].

From the prior arts mentioned above, the more successful architectures were based on Xception, Inception, Resnet or hybrid combinations of these. While there has been much work on trying to optimize the hyperparameters in order to improve the predictive performance of these models, it is a very time-consuming process, even with the advent of autoML (autonomous machine learning). However, given an unknown scenario, how well will these models perform? In addition, with big data fast becoming a norm, as well as most cases having imbalanced data, it is important to deal with imbalanced datasets, as addressed in the previous subsection.

In summary, much success has been found using oversampling when treating imbalanced cases, but the big data effect has forced others to look into undersampling more now. This work proposes a systematic approach to undersample multiclass imbalanced medical imaging data.

2.2.3. Base model selection

Simple CNN Verification. A simple convolutional neural network was able to achieve great performance for binary class classification of COVID-19 and non-COVID-19. However, the same model architecture was trained for the desired 3 class classification, but only 65–80% F1 score can be obtained compared to 98% F1 score for binary classification. As a result, it suggests the need for a more complex architecture, such as employing transfer learning using pretrained models as the starting point.

Transfer Learning Architectures. At the time of model selection, some of the most common state-of-the-art COVID-19 CXR classification algorithms use VGG19, DenseNet-201 or Xception as base module for transfer learning. In order to select the base module, these architectures were imported and supplemented with one dropout layer and 2 dense layer at the end. Training was performed separately on the aforementioned architecture. Amongst the three modules, Xception achieved the best F1 score of 86%. This choice is further supported by the state-of-the-art CoroNet, an Xception based architecture which achieved 95% 3-class classification.

2.2.4. Hyperparameter tuning

The hyperparameters considered include input image size, epochs, batch size, learning rate, image augmentation techniques (rotation, translation, ZCA whitening, zoom, shear). Given the large set of hyperparameters to tune, the number of possible combinations to be tested greatly exceeds the given computational power. Therefore, an evolutionary technique was employed based on survival of the fittest.

Survival of the Fittest. Proposed by Darwin’s evolutionary theory, the concept is based on the idea that life forms with the most desirable traits for the environment will succeed and continue to reproduce. Since neural networks itself is a mimicry of life itself, the choice of neural network architecture can also inherit a similar ideology. As a result, using CoroNet as the ancestor of all models, offsprings were reproduced with different values for a chosen hyperparameter. After evaluating the performance, the offspring that produced best result was chosen to be the parent for future generations. The process repeats until all hyperparameters were chosen. (See Fig. 1.)

2.2.5. Metrics

The performance metrics used were accuracy, precision, recall and F1. These may be calculated using the true positive (TP), false positive (FP), true negative (TN) and false negative (FN) values obtained for each model. The F1 metric weights recall and precision equally, and a good retrieval algorithm will maximize both precision and recall simultaneously. Thus, moderately good performance on both will be favored over extremely good performance on one and poor performance on the other. As this work concerns imbalanced multi-classes, the macro F1 average that gives the same weight to each class is more suitable. The F1 results from classification given in tabular form would refer to macro F1 values.

Accuracy. Accuracy is the ratio of correct predictions (TP + TN) to all predictions (TP + TN + FP + FN)

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

Precision. Precision is the ratio of true positives (TP) to all predicted positives (TP + FP)

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Recall. Recall is the ratio of true positives (TP) to all actual positives (TP + FN)

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

F1. F1 score combines the statistical measures of precision (p) and recall (r)

\[
F1 = 2 \frac{p \cdot r}{p + r}
\]

2.2.6. Proposed systematic undersampling approach

One challenge faced by the evolution-inspired hyperparameter tuning workflow is choosing the best performing model among the same generation. It is known that performance metrics of model based on the training set alone is not a good indication of its performance in the real world due to potential overfitting or underfitting.

The approach to solving this problem is to take advantage of the leftout data due to downsampling of the original dataset.

In an attempt to investigate the relationship between model’s performance evaluated against training set, leftout set, and validation set, a model architecture was selected and many training instances were created. Each training instance saved three model callbacks: model with highest accuracy (best accuracy model), model with lowest loss (best loss model) and model after all training epochs have elapsed (completed model). Each of the saved models is then evaluated using the training, leftout and validation sets. The results are summarized in Fig. 2, 3 and 4 in the next section, with each color representing one training instance.

3. Results and discussion

3.1. Best performing model

Using the survival of the fittest hyperparameter tuning technique, the best performing model (seed value 41) in the initial trial-and-error experiments was able to achieve an overall 92.58% macro F1 score on the 1,130 images of previously unseen real world dataset. When submitting this result to the Kaggle server, the private leaderboard macro F1 score was 93.05%, which outperformed the 92.05% score of the top finisher in the Kaggle competition. The random seed value for this run was 41.

Then to assess the reproducibility of the model runs, five repeated
runs at the same conditions but using a random seed were done sequentially. These results showed significant stochasticity in the algorithm used. To minimize this effect, a seed value was set with the random undersampling process for all subsequent runs. The seed value that provided a good representative downsampling of the given training dataset was 41.

To further validate the model and mitigate the randomness of stochastic gradient descent, twenty repeated runs were performed using the seed value of 41. The averaged results are shown in Table 1. The macro weighted average F1 score was 89.19%. The best macro F1 score of these twenty runs was 93.33%, and the corresponding private kaggle leaderboard macro F1 score was 93.18%.
3.1. Model architecture

The best performing model architecture and hyperparameters are summarized in Tables 2 and 3. Even though 160 epochs generated the best results in the initial studies, the repeated runs were performed with 100 epochs as the performance began to level off at around that point.

3.2. Correlation between model performance on train, leftout and real datasets

Using the aforementioned model architecture, two different sets of experiments were performed to investigate the correlation between model’s performance on training, leftout, and real world unseen dataset. In the exploratory experiment, 16 training instances with random seeds were created. The results showed that recall and F1 have moderate correlation between the leftout and the real world unseen dataset. However, for the precision measure, the opposite was found that the training data correlated with the unseen data instead. This illustrates the danger that the split between the train and leftout images of any category, in this case NOFINDING, may not be appropriately distributed for many of the 16 random seed runs. Therefore, it is necessary to search for a representative distribution of the training and leftout datasets. This was done by repeated random sampling with different seeds. For our dataset, a seed value of 41 was found to be appropriate. Results from twenty repeated runs with seed 41 are summarized in more detail in the following subsections.

3.2.1. Recall

The recall measure is often the most important in medical settings. In the case of COVID-19, the model’s ability to correctly identify all COVID-19 patients, with minimal false negative is strongly desirable, as the model can serve as a preliminary test to quickly identify potential patients and prevent further spread. Therefore, an accurate estimation of model’s recall on real world data will be a helpful tool to select the most appropriate model. In particular, model’s recall evaluated using leftout set was often a precise indicator of model’s recall on real world data, as can be seen qualitatively in Fig. 2. As can be observed from the results, the train measure often results in much overfitting. That is, the recall scores are much lower in the real data. However, the leftout recall scores are more similar in magnitude as the real ones and show more similar trends as well. As a rule-of-thumb based on these results, the train recall value should be greater than 0.96 and the corresponding leftout recall value should be over 0.90, based on the best accuracy/loss model, in order to have a robust model that can generalize well.

3.2.2. F1 score

Similar to the recall score, the leftout set was also found to be a decent indicator of the expected performance of the model on real world data, as can be seen in Fig. 3. These are macro F1 values that give the same importance to the minority COVID-19 class as the much larger NOFINDING and THORAXDISEASE classes. The same rule-of-thumb value for recall may be applied for the F1 score, using the best accuracy/loss model.

3.2.3. Precision

Precision has a weaker correlation between the leftout set and real world data from this experiment, as can be seen in Fig. 4. This indicates that the real world unseen dataset may have a different distribution than the training set and may contain unseen patterns. Nonetheless, this is an important measure for the minority COVID-19 class. Thus, an addition rule of a minimum precision value of COVID-19 class should be implemented. This value would depend on the comfort level of the medical facility. Typically, a train value of at least 0.95 may be required.
3.2.4. Correlation analysis

To further support the visualization, scores were plotted for train vs real and leftout vs real, and the corresponding correlation coefficients were calculated. This provides a quantitative assessment of the results. As can be seen in Fig. 5, for recall, F1 and precision, leftout vs real had a much higher correlation score compared to train vs real. This is an indication that model’s performance on real world data can be inferred from its performance on leftout dataset. In particular, for recall and F1, the correlation coefficient was 0.69, 0.64 and 0.50 respectively for leftout vs real, comparing that to 0.31, 0.32 and 0.22 respectively for train vs real.

The quantitative results suggest that there is a moderate correlation between leftout and real dataset for recall and F1, and a marginal correlation for precision. The rule-of-thumb guideline from the qualitative analyses provides a more practical mean for implementation, with the correlation results supporting the use of leftout dataset for both the recall and F1 measures.

We would like to point out that the aforementioned results are observations based on COVID-19 CXR classification. While similar results might be expected in other CXR classification tasks, perhaps even in other medical and non-medical contexts, no results are available to support such claims. Next steps include performing similar correlation analysis on other CXR datasets.

3.3. Imbalanced dataset treatment

The aforementioned results are obtained using a balanced dataset with 1:1:1 ratio for each of the three classes. Following a similar approach to prior works that were cited in an earlier section, we adjusted the undersampling ratio of the other two categories to be 2 and 3 times that of the minority COVID-19 category. That is we have ratios of 1:1:1, 1:2:2, and 1:3:3 number of points for COVID19:THORAXDISEASE:
Fig. 5. Correlation Analysis for Recall, F1 and Precision.
NOFINDING. We run each ratio 20 times to obtain more representative sources to facilitate research efforts in improving the robustness of CXR would not overfit excessively. If resources permit, should obtain a model on recall and F1 metrics can be used to identify robust models that dataset experienced degradation of performance on hold-out data, whereas models trained using imbalanced dataset did not show such degradation and sometimes even improved the result. However, the training time increased proportionally going from 1:1:1 to 1:2:2 to 1:3:3.

In comparison to the Kaggle top result of 92.05% F1 score in the private leaderboard were 93.18%, 92.76%, and 93.57% from global competitors. Finally, we proposed a framework to deal with novel, imbalanced data, in particular, using the leftout dataset as a pseudo-test set to get a better grasp of the model performance on real world data.

4. Conclusion

In this work, a three-class dataset was composed from a multitude of sources to facilitate research efforts in improving the robustness of CXR classifiers for COVID-19 classification. Furthermore, through the use of a novel, "survival of the fittest", hyperparameter tuning approach, we were able to propose a deep neural network model based on balanced undersampling that is capable of achieving an overall F1 score of 93.33% on previously unseen real world data. This outperforms the top finisher in the multi-class CXR COVID-19 Kaggle classroom challenge from global competitors. Finally, we proposed a framework to deal with imbalanced data, in particular, using the leftout dataset as a pseudo-test set to get a better grasp of the model’s performance on real world data.

4.1. Future work

An improvement to enhance the reproducibility of models is to set a seed for every random operation. The random initialization of the network and downsampling of the dataset can greatly vary model’s performance.

As discussed in the work of Xiao et al., radiologists often assess opacification severity zones in segmented CXR, in order to estimate if and when intubation or ventilation unit would be required. Therefore, a future extension to the model would leverage domain experts such as radiologists to highlight the severity zones and provide score prediction to help doctors assess patient’s severity and how rapidly the condition may deteriorate.
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