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ABSTRACT. We study the theory of relativistic viscous hydrodynamics introduced in [14, 58], which provided a causal and stable first-order theory of relativistic fluids with viscosity in the case of barotropic fluids. The local well-posedness of its equations of motion has been previously established in Gevrey spaces. Here, we improve this result by proving local well-posedness in Sobolev spaces.

1. Introduction. Relativistic fluid dynamics is widely used in many branches of physics, including high-energy nuclear physics [10], astrophysics [84], and cosmology [97]. Its power stems from conservation laws, such as the local conservation of energy and momentum, which allow one to investigate the macroscopic dynamics of conserved quantities without knowing the fate of the system’s microscopic degrees of freedom. In other words, although the complete behavior of physical systems is ultimately determined by the dynamics of its microscopic constituents, one can bypass the usually intractable problem of solving the full microscopic dynamics and work instead within the scope of the so-called fluid approximation. The latter is understood as a regime determined by energy scales where the system’s microscopic constituents behave collectively as a continuum, which is then identified as a fluid [24]. While there remain questions about the details of how to fully derive relativistic fluid dynamics from an underlying microscopic theory [16, 50, 85, 10, 25, 27], and rigorous mathematical results in this direction are few [90, 37],
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the overwhelming success of the relativistic fluid dynamics more than justifies the importance of studying its mathematical properties. Furthermore, from a purely mathematical point of view, relativistic fluid dynamics has also been a fertile source of mathematical problems (see, e.g., [21, 22, 20, 9, 84, 34] and references therein).

The first works on relativistic fluids go back to the early days of relativity theory with the works of Einstein [36] and Schwarzschild [87]. The first general mathematical treatment of relativistic fluids was done by Choquet-Bruhat [39] and Lichnerowicz [65]. Such works, as well as most of the studies in relativistic fluid dynamics since then, focused on perfect fluids, i.e., fluids where viscosity and heat dissipation are absent. The equations describing relativistic perfect fluids are the well-known relativistic Euler equations.

There are, however, important situations in physics where the relativistic Euler equations are not appropriate, and a model of relativistic fluids with viscosity is needed. One such situation is in the study of the quark-gluon plasma, which is an exotic type of fluid forming in collisions of heavy ions performed at the Large Hadron Collider (LHC) at CERN and at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory. Its discovery was named by the American Physical Society one of the 10 most important findings in physics in the last decade [18] and continues to be a source of scientific breakthroughs [5, 60]. For the quark-gluon plasma, it is well-attested that theoretical predictions do not match experimental data if viscosity is not taken into account [49, 85]. Another case, where viscosity is likely to play an important role, is in the study of gravitational waves produced by neutron star mergers, which have been detected by the Laser Interferometer Gravitational-Wave Observatory (LIGO) [7, 2, 1, 3, 4]. Recent state-of-the-art numerical simulations [6, 88, 89] convincingly show that the post-merger gravitational wave signal is likely to be affected by viscous effects. Thus, one has two of the most cutting-edge experimental apparatuses in modern science (LHC and LIGO) producing data that requires relativistic fluids with viscosity for its explanation.

But despite the importance of relativistic viscous fluids, many essential questions remain unanswered and very little is known about their mathematical properties. Unlike the case of perfect fluids, it remains open what the best model for the description of relativistic viscous fluids is. This is because it is challenging to construct theories of relativistic viscous fluids that are (i) causal, (ii) stable, and (iii) locally well-posed [84]. Causality is a fundamental property of relativity stating that no information propagates faster than the speed of light. Stability here means linear stability about constant equilibrium states, i.e., mode stability, which on physical grounds is expected to hold when viscous dissipation is present. Local well-posedness assures that the equations of motion admit a unique solution, a

---

1By “general” we mean outside symmetry classes or beyond one spatial dimension. With symmetry or in 1 + 1 dimensions, the equations of relativistic fluid dynamics studied by Choquet-Bruhat and Lichnerowicz reduce to equations for which earlier techniques could have been applied, although it seems difficult to locate in the literature specific applications of such known techniques to the equations of relativistic fluids under symmetry assumptions or in one spatial dimension.

2The literature on this topic is quite large and an appropriate review is beyond the scope of this work. See the literature cited in the first paragraph of this introduction and references therein for further information.

3Although it is not claimed that all the data generated in these experiments can only be explained with viscosity.

4It is interesting to notice that the generalization of the classical Navier-Stokes to a general Riemannian manifold is also somewhat problematic, and there are different possible choices for the equations, see [17].
crucial property for physical models. One requires (i) and (iii) to hold both in a fixed background and when the fluid equations are coupled to Einstein’s equations, whereas (ii) is usually required only in Minkowski background (thus, all references to stability in what follows refer to the equations in Minkowski space).

The first theory of relativistic viscous fluids was introduced by Eckart [35], followed by a similar theory by Landau and Lifshitz [61]. While these theories can be viewed as the simplest generalization of the classical Navier-Stokes equations to the relativistic setting, they have been showed to be acausal and unstable [52, 81]. The Müller-Israel-Stweart theory originally introduced in the references [72, 54, 55] is an attempt to overcome the acausality and instability of the Eckart and Landau-Lifshitz theories and is based on extended irreversible thermodynamics [57, 73]. In this formalism, viscous and dissipative contributions to the fluid’s energy-momentum tensor are not given in terms of standard hydrodynamic variables, which are the fluid’s velocity, energy density, baryon density, and quantities derived from these. Rather, in extended thermodynamic theories, viscous and dissipative contributions are modeled by new variables, commonly referred to as extended variables, which satisfy further equations of motion. In the original works of Müller, Israel, and Stewart, such equations of motion were chosen in order to enforce the second-law of thermodynamics. In modern versions of the Müller-Israel-Stewart theory [7], the equations of motion are derived from microscopic theory or are based on effective theory arguments (see below for further remarks on the derivation of fluid equations from microscopit theory) [10, 86, 27]. Theories where viscous or dissipative effects are modeled solely by the hydrodynamics variables are known as first-order theories, whereas those where such effects are modeled by extended variables are known as second-order theories [84].

The Müller-Israel-Stewart theory has been proved to be stable and its linearization about constant equilibrium states is causal [51, 77]. Furthermore, it has been extensively applied to the construction of successful phenomenological models of the quark-gluon plasma [49, 85]. Consequently, the Müller-Israel-Stewart theory is currently the most used theory for the description of relativistic viscous fluids. More recently, it has been proved that the Müller-Israel-Stewart theory with bulk viscosity (but with no shear viscosity nor heat conduction) is locally well-posed and

5Local well-posedness is also important in the study of convergence of numerical schemes. The relation between local well-posedness and convergence is subtle and a discussion of this topic is outside the scope of this work. Interested readers can consult [47] and references therein. This is an important topic since many studies of realistic physical systems do rely on numerical computations.

6Given an equation of state, whose form depends on the nature of the fluid, all thermodynamic scalars (such as energy density, entropy, temperature, pressure, etc.) are related via the laws of thermodynamics and only two of them are independent. Absent phase transitions, all such relations are invertible and the choice of which two thermodynamic scalars are independent is a matter of convenience.

7Strictly speaking, these modern derivations do not exactly reproduce the original Müller-Israel-Stewart equations, but are close enough so that it has become common practice to still call them Müller-Israel-Stewart, although sometimes they are also referred by another names (re-summed [10] BRSSS or DNMR [86, 27]). All such theories are based on extended variables and behave very similarly when it comes to issues of stability and causality, so that it does not seem important to distinguish them here.

8As in the case of classical fluids, there are generally two types of viscosity in relativistic fluids, namely, shear viscosity and bulk viscosity. Also as in classical fluids, heat conduction is present in relativistic theories of non-perfect fluids. Since these are all phenomena associated with out-of-equilibrium physics, for simplicity we will henceforth refer to all of them simply as “viscous,” making no distinction between viscosity and heat conduction effects.
causal in the full nonlinear\footnote{Talking about causality in the “nonlinear regime” is redundant in that the equations of motion are nonlinear. However, this language is sometimes used in the literature to make a contrast with earlier and more common causality results that apply only to the linearization of the equations about constant solutions.} regime, both in a fixed background and when the equations are coupled to Einstein’s equations \cite{13} (see \cite{82, 38, 26} for earlier causality results also valid in the nonlinear regime but under strong symmetry assumptions or in $1+1$ dimensions). A similar causality and well-posedness result is valid in Gevrey spaces when shear viscosity is present \cite{11}.

Its great success nonetheless, it is far from clear whether the Müller-Israel-Stewart theory provides the most accurate description of relativistic viscous fluids over all scales where the fluid approximation is supposed to hold and viscous effects expected to be relevant. For instance, it is not known whether the Müller-Israel-Stewart equations can be applied to the study of neutron star mergers \cite{6, 71}. Moreover, the mathematical foundations of the Müller-Israel-Stewart are for the most part lacking, with the aforementioned results \cite{13, 11} being the only ones available in the literature. Finally, the Müller-Israel-Stewart equations do not seem capable to describe the dynamics of shock waves or more general types of fluid singularities \cite{78, 44, 30}. In view of these limitations, there is a strong interest in searching for alternative theories of relativistic viscous fluids \cite{58}.

The instability results that ruled out the Eckart and Landau theories are in fact applicable to a large class of first-order theories \cite{52}. Consequently, for a long time it was thought that first-order theories were intrinsically unstable (see discussions in \cite{84, 58, 92, 93, 94, 95, 96}). Nevertheless, in recent years this perception has been shown to be overstated, with several different results showing the viability of first-order theories. In \cite{28}, causality and local well-posedness (in Gevrey spaces) of the Lichnerowicz theory has been established in the case of irrotational fluids with or without coupling to Einstein’s equations, a result that has been slightly improved in \cite{23}. The Lichnerowicz theory is a first-order theory introduced in \cite{64} and which has led to interesting applications in cosmology \cite{32, 33}. However, it remains open whether Lichnerowicz’s theory is stable. In \cite{12} a first-order theory of relativistic viscous \textit{conformal} fluids has been introduced based on kinetic theory. Its stability, causality, and local well-posedness (in Gevrey spaces when the equations are coupled to Einstein’s equations and in Sobolev spaces when the equations are considered in Minkowski background) has been proven in the works \cite{12, 29, 15}, and applications relevant to the study of the quark-gluon plasma have also been developed \cite{12}. In \cite{41, 42, 43} (see also \cite{40}) a first-order theory has been introduced for which stability holds in the fluid’s rest frame. This leads to the possibility that such theory might be stable and causal, although it is known that stability in the rest frame is not enough to ensure stability in general \cite{52}. Earlier first-order theories for which stability has also been established can be found in \cite{95, 96}. Aside from all these results concerning first-order theories, further causality, stability, and local-wellposedness results have been established in the context of the so-called divergence-type theories \cite{62, 45, 44, 66, 73, 79, 80}, which constitute examples of second-order theories different than the Müller-Israel-Stewart theory (see also \cite{74, 59, 83}). We also mention the so-called anisotropic hydrodynamics \cite{8}, which is a stable second-order theory that has been very successful in studies of the quark-gluon plasma, although to the best of our knowledge there has been no results showing causality or local well-posedness for anisotropic hydrodynamics.
The previous discussion highlights not only the importance of investigating relativistic fluids with viscosity but also how its study is a very active field of research, with some of the most basic questions, namely, causality, stability, and local well-posedness, remaining largely open. This paper is concerned with the well-posedness of the Cauchy problem for the first-order theory of relativistic fluids defined by the energy-momentum tensor (2.1) below.

This energy-momentum tensor was introduced simultaneously in [14, 58] using effective field theory arguments. In [14] a kinetic theory derivation (at zero chemical potential) was also given, while [53] discussed the necessary modifications that stem from the inclusion of a conserved current. Under the assumption of a barotropic equation of state (i.e., when the pressure is a function of the energy density only), the stability of the corresponding equations of motion has been established in these works, whereas in [14] causality and local well-posedness of the equations of motion has also been proven. Such local well-posedness has been established in Gevrey spaces with and without coupling to Einstein’s equations\textsuperscript{10}. Our goal in this manuscript is to improve this result by proving local well-posedness in Sobolev spaces. However, contrary to [14], here we do not consider coupling to Einstein’s equations, restricting ourselves to the case where the evolution takes place in Minkowski space.

We finish this introductions with two explanatory remarks. First, the question of the correct theory of relativistic viscous fluids cannot be decided solely by considerations from microscopic theory. This is because the same underlying microscopic theory can give rise to different, inequivalent, fluid approximations depending on the chosen coarse-graining procedure [27, 24]. Second, above we referred to numerical simulations that show the importance of viscous effects in neutron star mergers [6]. We remark that these simulations do not numerically solve models relativistic fluids with viscosity, relying rather on estimates for the relevant transport scales and the size of gradients of the hydrodynamic fields determined in an inviscid evolution. Indeed, as hinted above, it is not yet known which, if any, of the current models of relativistic viscous fluids is appropriate to describe neutron star mergers.

2. Equations of motion and statement of the results. The energy-momentum tensor that defines the first-order theory of relativistic viscous fluids studied here (introduced in [14, 58], see discussion in the introduction) is given by

\[ T_{\alpha \beta} = (\varepsilon + A_1)u_\alpha u_\beta + (P + A_2)\Pi_{\alpha \beta} - 2\eta \sigma_{\alpha \beta} + u_\alpha Q_\beta + u_\beta Q_\alpha, \]

where

\[ A_1 = X_1 u_\alpha \nabla_\alpha \varepsilon \frac{\varepsilon}{\varepsilon + P} + X_2 \nabla_\alpha u_\alpha, \]
\[ A_2 = X_3 u_\alpha \nabla_\alpha \varepsilon \frac{\varepsilon}{\varepsilon + P} + X_4 \nabla_\alpha u_\alpha, \]
\[ Q_\alpha = \lambda (\varepsilon \frac{c_s^2}{\varepsilon + P} \Pi_{\mu \alpha} \nabla_\mu \varepsilon + u^\mu \nabla_\mu u_\alpha), \]
\[ \sigma_{\alpha \beta} = \frac{1}{2} (\Pi_{\alpha \mu} \nabla_\mu u_\beta + \Pi_{\beta \nu} \nabla_\nu u_\alpha - \frac{2}{3} \Pi_{\alpha \beta} \nabla_\mu u^\mu). \]

Here, \( \varepsilon \) is the fluid’s energy density; \( P \) is the fluid’s pressure, where we assume a barotropic equation of state, thus \( P = P(\varepsilon) \); \( g \) is the spacetime metric\textsuperscript{11}; \( u \) is the

\textsuperscript{10}In fact, a slightly weaker statement has been proved in [14], but this does not change the overall theme discussed here nor the goal of this manuscript. See Remark 4.

\textsuperscript{11}By “metric” we always mean a “Lorentzian metric.”
fluid's four-velocity, which is future-pointing and unit timelike with respect to \( g \), so in particular \( u \) satisfies the constraint
\[
    g_{\alpha\beta}u^\alpha u^\beta = -1. \tag{2.2}
\]
Notice that we are assuming the spacetime to be time-oriented as \( u \) is taken as a future-pointing vector field. In practice, we will work in Minkowski space with standard orientation; \( \Pi \) is the projection onto the space orthogonal to \( u \), given by
\[
    \Pi_{\alpha\beta} = g_{\alpha\beta} + u^\alpha u^\beta;
\]
\( \eta, \chi_1, \chi_2, \chi_3, \chi_4 \), and \( \lambda \) are transport coefficients, which are known functions of \( \varepsilon \) and model the viscous effects in the fluid; and \( \nabla \) is the covariant derivative associated with the metric \( g \). Indices are raised and lowered using the spacetime metric. We adopt the convention that lowercase Greek indices vary from 0 to 3, Latin indices vary from 1 to 3, and repeated indices are summed over their range. Expressions such as \( z_\alpha, w_{\alpha\beta} \), etc., represent the components of a vector or tensor with respect to a system of coordinates \( \{x^\alpha\}_{\alpha=0}^3 \) in spacetime, where the coordinates are always chosen so that \( x^0 = t \) represents a time coordinate. We will consider the fluid dynamics in Minkowski background, so that the \( g \) is the Minkowski metric. We note for future reference that equation (2.2) implies
\[
    u^\alpha \nabla_\beta u_\alpha = 0. \tag{2.3}
\]
The equations of motion are given by
\[
    \nabla_\alpha T^\alpha_\beta = 0 \tag{2.4}
\]
supplemented by the constraint (2.2).

We are now ready to state our main result, which is the following.

**Theorem 2.1.** Let \( g \) be the Minkowski metric on \( \mathbb{R} \times \mathbb{T}^3 \), where \( \mathbb{T}^3 \) is the three-dimensional torus. Let \( P, \eta, \chi_1, \chi_2, \chi_3, \chi_4, \lambda : (0, \infty) \to (0, \infty) \) be analytic functions satisfying \( \lambda, \chi_1, \eta > 0 \), \( P > 0 \), \( c_2^\varepsilon := P^\varepsilon > 0 \), and
\[
    9\lambda^2\chi_2^2c_4^2 + 6\lambda\chi_2^2 \left( \chi_1 (4\eta - 3\chi_4) (2\lambda + \chi_2) + 3\chi_2\chi_3 (\lambda + \chi_2) \right) \tag{2.5}
\]
\[+ \left( \chi_1 (4\eta - 3\chi_4) + 3\chi_3 (\lambda + \chi_2) \right)^2 > 0, \]
\[\lambda \geq \eta, \]
\[3\chi_4 > 4\eta, \]
\[2\lambda\chi_1 \geq \lambda\chi_2c_2^2 - \chi_1 \left( \chi_4 - \frac{4\eta}{3} \right) + \lambda\chi_3 + \chi_3\chi_2, \]
\[\lambda\chi_1 + c_2^2\lambda \left( \chi_4 - \frac{4\eta}{3} \right) \geq c_2^2\lambda x_2 + \lambda x_3 + x_3x_2 - \chi_1 \left( \chi_4 - \frac{4\eta}{3} \right) \geq 0. \]

Let \( \varepsilon_{(0)} \in H^r (\mathbb{T}^3, \mathbb{R}) \), \( \varepsilon_{(1)} \in H^{r-1} (\mathbb{T}^3, \mathbb{R}) \), \( u_{(0)} \in H^r (\mathbb{T}^3, \mathbb{R}^3) \), and \( u_{(1)} \in H^{r-1} (\mathbb{T}^3, \mathbb{R}^3) \) be given, where \( H^r \) is the Sobolev space and \( r > 9/2 \). Assume that \( \varepsilon_{(0)} \geq C_0 > 0 \) for some constant \( C_0 \).

Then, there exists a \( T > 0 \), a function
\[\varepsilon \in C^0 ([0, T], H^r (\mathbb{T}^3, \mathbb{R})) \cap C^1 ([0, T], H^{r-1} (\mathbb{T}^3, \mathbb{R})) \cap C^2 ([0, T], H^{r-2} (\mathbb{T}^3, \mathbb{R})),\]
and a vector field
\[\varepsilon \in C^0 ([0, T], H^r (\mathbb{T}^3, \mathbb{R}^4)) \cap C^1 ([0, T], H^{r-1} (\mathbb{T}^3, \mathbb{R}^4)) \cap C^2 ([0, T], H^{r-2} (\mathbb{T}^3, \mathbb{R}^4)) \tag{2.6}\]
such that equations (2.2) and (2.4) hold on \([0, T] \times T^3\), and satisfy \(\varepsilon(0, \cdot) = \varepsilon(0),\)
\(\partial_t \varepsilon(0, \cdot) = \varepsilon(1),\) \(P\varepsilon(0, \cdot) = u(0),\)
\(\text{and} P\partial_t u(0, \cdot) = u(1),\) where \(\partial_t\) is the derivative
with respect to the first coordinate in \([0, T] \times T^3\) and \(P\) is the canonical projection
from the tangent bundle of \([0, T] \times T^3\) onto the tangent bundle of \(T^3\). Moreover,
\((\varepsilon, u)\) is the unique solution with the stated properties.

We proceed to make some comments about the assumptions and conclusions of
Theorem 2.1.

We note that in view of (2.2), it suffices to provide the components of \(u\) tangent
to \(\{t = 0\}\) as initial data; this explains the statement involving the projector
\(P\) in Theorem 2.1. On the other hand, throughout the manuscript, we will consider
systems of equations for the full four-velocity \(u = (u^0, u^1, u^2, u^3)\). In these cases,
we will always take the initial condition for \(u\) defined by (2.2) and (2.3) when
\((u^1, u^2, u^3)\) takes the values of the given initial data.

The quantity \(c_s^2\) corresponds to the fluid’s sound speed in the case of a perfect
fluid. In the presence of viscosity, the fluid’s sound speed is no longer given by \(c_s^2\)
(see section 7.2 for a description of the characteristic speeds of the system), but it
is still convenient to introduce \(c_s^2\). We work on \(T^3\) for simplicity, since using the
domain of dependence property (proved in [14]) one can adapt the proof to \(\mathbb{R}^3\).

On the other hand, the assumption \(\varepsilon_0 \geq C_0 > 0\) is essential. The equations can
otherwise degenerate, resulting in a free-boundary dynamics, a problem that only
quite recently was solved for the case of a perfect fluid [31, 76, 70] (see [48, 56, 46,
75, 91] for earlier work focusing on particular cases or a priori estimates).

The assumptions on \(P, \eta, \chi_1, \chi_2, \chi_3, \chi_4\) and \(\lambda\) in Theorem 2.1 are precisely the
conditions found in [14] that ensure the causality and stability of the equations of
motion. Although these conditions are a bit cumbersome to write, it is not difficult
to see that they are not empty. Moreover, given a specific choice of equation of
state and transport coefficients, it is generally not difficult to verify whether such
conditions are satisfied.

The idea behind the proof of Theorem 2.1 can be summarized as follows. First,
we use (2.2) and (2.3) to decompose (2.4) in the directions parallel and orthogonal
to \(u\), as it is customary in both the cases of perfect and non-perfect relativistic
fluids. Next, we construct new variables out of certain combinations of \(u, \varepsilon,\)
and its derivatives, and rewrite the equations of motion in terms of these new variables.
We then show that, under the hypotheses of Theorem 2.1, the principal symbol of
the new system of equations can be diagonalized. This diagonalization procedure
can be carried over to the equations of motion upon the introduction of suitable
pseudodifferential operators. The pseudodifferential calculus is needed because the
diagonalization of the principal symbol involves certain rational functions of the
eigenvalues and of the determinant of the principal symbol. Due to the quasilinear
nature of the problem, we have to deal with symbols of limited smoothness. Never-
theless, we are still able to obtain good energy estimates for a linearized version
of the problem that can be used to set up a convergent iteration scheme, leading to
existence and uniqueness of solutions to the new equations of motion we introduced.
At this point, we need to show that this result gives rise to existence and uniqueness
of solutions to the original equations of motion, i.e., (2.2) and (2.4). To do so, we
need to derive yet another system of equations that ensures that the constraint (2.4)
is satisfied. For this new system, solutions are obtained in a more restrictive class
of functions, namely, Gevrey functions. Since these are dense in Sobolev spaces, we
finally obtain existence and uniqueness for the original problem, in Sobolev spaces, by an approximation argument.

Before providing a proof of the main result, it is instructive to compare the structure of equations (2.4) with the energy-momentum tensor given by (2.1) with that of the equations obtained in the case of a perfect fluid, i.e., with the relativistic Euler equations. For this, we rewrite (2.1) as

\[ T_{\alpha\beta} = \varepsilon u_\alpha u_\beta + P \Pi_{\alpha\beta} - \eta (\Pi^\mu_{\alpha\beta} \nabla_\mu u_\beta + \Pi^\mu_\beta \nabla_\mu u_\alpha - \frac{2}{3} \Pi_{\alpha\beta} \nabla_\mu u^\mu) \]

\[ + \lambda u_\alpha \left( \frac{c_2^2}{\varepsilon + P} \Pi^\mu_\beta \nabla_\mu \varepsilon \right) + \lambda u_\beta \left( \frac{c_2^2}{\varepsilon + P} \Pi^\mu_\alpha \nabla_\mu \varepsilon + u^\mu \nabla_\mu u_\alpha \right) \]

\[ + \chi_1 \frac{u^\mu \nabla_\mu \varepsilon}{\varepsilon + P} u_\alpha u_\beta + \chi_2 \nabla_\mu u^\mu u_\alpha u_\beta + \chi_3 \frac{u^\mu \nabla_\mu \varepsilon}{\varepsilon + P} \Pi_{\alpha\beta} + \chi_4 \nabla_\mu u^\mu \Pi_{\alpha\beta}. \]

The first two terms on the RHS correspond to a perfect fluid, whereas all remaining terms correspond to viscous contributions, i.e., the energy-momentum tensor for a relativistic perfect fluid is obtained upon setting \( \eta = \lambda = \chi_1 = \chi_2 = \chi_3 = \chi_4 = 0 \) in the above expression. This highlights two important facts. First, the viscous dynamics is significantly more complex than the non-viscous one. Second, and more importantly, the terms multiplied by \( \eta, \lambda, \chi_i, \) \( i = 1, \ldots, 3 \), involve first derivatives of \( u \) and \( \varepsilon \), whereas the first two terms on the RHS, which correspond to a perfect fluid, involve no derivatives of these variables. Therefore, the equation of motion obtained from (2.4) are of second-order when viscous effects are present but of first-order when they are absent. This means that the introduction of viscosity not only increases the complexity of the equations of motion as compared to those of a perfect fluid, but it also changes the order of the system. In particular, the principal part of the viscous system vanishes identically upon setting \( \eta = \lambda = \chi_1 = \chi_2 = \chi_3 = \chi_4 = 0 \). Consequently, one generally cannot obtain a solution to the perfect fluid equations by carrying out a proof in the viscous case and then setting \( \eta = \lambda = \chi_1 = \chi_2 = \chi_3 = \chi_4 = 0 \), as the time of existence for the viscous solutions will typically depend on these coefficients.

3. A new system of equations. In this section we derive a new system of equations that will allow us to establish Theorem 2.1. In order to do so, throughout this section, we assume to be given a sufficiently regular solution to equations (2.2) and (2.4).

We begin using (2.2) to decompose \( \nabla_\alpha T^\alpha_\beta \) in the directions orthogonal and parallel to \( u \), so that equation (2.4) gives

\[ u^\alpha \nabla_\alpha A_1 + \nabla_\alpha Q^\alpha + (\varepsilon + P + A_1 + A_2) \nabla_\alpha u^\alpha + u^\alpha \nabla_\alpha \varepsilon - 2\eta \sigma^\alpha\beta \sigma_{\alpha\beta} \]

\[ + Q_{\alpha} u^\beta \nabla_\beta u^\alpha = 0, \]  

(3.1a)

\[ \Pi^{\alpha\beta} \nabla_\beta A_2 = u^\beta \nabla_\beta Q^\alpha - 2\eta \nabla_\beta \sigma^\alpha\beta + (\varepsilon + P + A_1 + A_2) u^\beta \nabla_\beta u^\alpha + c_2^2 \Pi^{\alpha\beta} \nabla_\beta \varepsilon \]

\[ - 2\sigma^\alpha\beta \nabla_\beta \eta + 2u^\alpha \eta \sigma^\mu\nu \sigma_{\mu\nu} + Q^\beta \nabla_\beta u^\alpha - u^\alpha Q^\beta u^\mu \nabla_\mu u_\beta + Q^\alpha \nabla_\beta u^\beta = 0. \]  

(3.1b)

Define

\[ S^\alpha := \frac{u^\mu \nabla_\mu u^\alpha}{\varepsilon + P}, \]

\[ S_\alpha := \frac{u^\mu \nabla_\mu u^\alpha}{\varepsilon + P}, \]

\[ V := \frac{u^\mu \nabla_\mu \varepsilon}{\varepsilon + P}, \]
where $0 = \epsilon + P$, Equation (3.6) is the main equation we will use to derive estimates.

Identities are equations (3.1a) and (3.1b), respectively; equations (3.2e) and (3.2f) are simply derivative of these quantities appears in the with

\[ A \chi \chi_0 \Pi \chi \mu \alpha \chi \lambda \delta \alpha \chi \Sigma \chi \alpha \lambda \delta \alpha \chi \alpha \lambda \delta \alpha \]

and then with $\Pi_0$. We also used the identity

\[ \nabla_\alpha u^\beta = -u_\alpha S^\beta + S_\alpha^\beta. \]

We write equations (3.2) as a quasilinear first order system for the variable

\[ \Psi = (\nabla, V^\nu, S^\nu, S_0^\nu, S_1^\nu, S_2^\nu, S_3^\nu) \]

as

\[ \mathcal{A}^\alpha \nabla_\alpha \Psi + \mathcal{R} = 0, \]

where $\mathcal{R} = (r_1, \ldots, r_6)$ and $\mathcal{A}^\alpha$ is given by

\[
\begin{bmatrix}
X_1 u^\alpha & \lambda \sigma^\alpha & \lambda \sigma^\alpha & \chi_2 u^\alpha \sigma^\alpha & \chi_2 u^\alpha \sigma^\alpha & \chi_2 u^\alpha \sigma^\alpha & 0 & 0_{1 \times 4} \\
X_3 \Pi^\mu & \lambda \sigma^\alpha & \lambda \sigma^\alpha & \chi_2 u^\alpha \sigma^\alpha & \chi_2 u^\alpha \sigma^\alpha & \chi_2 u^\alpha \sigma^\alpha & 0 & 0_{1 \times 4} \\
-\Pi^\mu & \lambda \sigma^\alpha & \lambda \sigma^\alpha & \chi_2 u^\alpha \sigma^\alpha & \chi_2 u^\alpha \sigma^\alpha & \chi_2 u^\alpha \sigma^\alpha & 0 & 0_{1 \times 4} \\
0_{4 \times 1} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} \\
0_{4 \times 1} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} \\
0_{4 \times 1} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} \\
0 & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} \\
0_{4 \times 1} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} \\
0 & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} \\
0 & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} \end{bmatrix}
\]

where $0_{m \times m}$ is the $m \times m$ zero matrix and $I_{m \times m}$ is the $m \times m$ identity matrix. Equation (3.6) is the main equation we will use to derive estimates.
4. Diagonalization. For everything that follows, we work under the assumptions of Theorem 2.1.

**Remark 1** (Silent use of (2.2) and (2.3)). Throughout our computations, we will make successive use of equations (2.2) and (2.3) without explicitly mentioning them.

**Proposition 1.** Let \( \xi \) be a timelike vector and assume that \( \lambda, \chi_1, \eta > 0 \), and

\[
\Delta_D := 9\lambda^2 \chi_2^2 c_4^2 + 6\chi_1(1 + 3\eta - 3\chi_4)(2\lambda + \chi_2) + 3\chi_2 \chi_3 (\lambda + \chi_2) > 0
\]

\[
\lambda \geq \eta
\]

\[
3\chi_4 > 4\eta
\]

\[
2\lambda \chi_1 \geq \lambda \chi_2 \chi_4 - \chi_1 \left( \chi_4 - \frac{4\eta}{3} \right) + \lambda \chi_3 + \chi_2 \chi_2 - \chi_1 \left( \chi_4 - \frac{4\eta}{3} \right) \geq 0
\]

Then:

(i) \( \det(A^\alpha \xi_\alpha) \neq 0 \);

(ii) For any spacelike vector \( \xi \), the eigenvalue problem \( A^\alpha (\xi_\alpha + \Lambda \xi_\alpha) V = 0 \) has only real eigenvalues \( \Lambda \) and a complete set of eigenvectors \( V \).

**Proof.** Let \( \Xi_\alpha \) be any co-vector and \( a := u^\alpha \Xi_\alpha, \ b^\alpha := \Pi^\alpha_\beta \Xi_\beta, \) and \( D^\nu_\mu \lambda := D^\nu_\mu \lambda \Xi_\lambda \). Also, consider the superscript \( \mu \) labeling rows while the subscript \( \nu \) labels columns. Then

\[
\det(\Xi_\alpha A^\alpha) = \det \begin{bmatrix}
\chi_1 a & \chi_2 a^2 \Xi_\nu & \chi_2 a \delta_\nu^0 & \chi_2 a \delta_\nu^1 & \chi_2 a \delta_\nu^2 & \chi_2 a \delta_\nu^3 & 0 \\
\chi_2 b^\nu & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & 0 \\
-\mu & a I_4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(4.7)

\[
= a^5 \det \begin{bmatrix}
\chi_1 a & \chi_2 a^2 \Xi_\nu & \chi_2 a \delta_\nu^0 & \chi_2 a \delta_\nu^1 & \chi_2 a \delta_\nu^2 & \chi_2 a \delta_\nu^3 & 0 \\
\chi_3 b^\nu & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & 0 \\
-\mu & a I_4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(4.8)

\[
= a^{17} \det \begin{bmatrix}
\chi_1 a & \chi_2 a^2 \Xi_\nu & \chi_2 a \delta_\nu^0 & \chi_2 a \delta_\nu^1 & \chi_2 a \delta_\nu^2 & \chi_2 a \delta_\nu^3 & 0 \\
\chi_3 b^\nu & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & 0 \\
-\mu & a I_4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(4.9)

\[
= a^{14} \det \begin{bmatrix}
\chi_1 a & \chi_2 a^2 \Xi_\nu & \chi_2 a \delta_\nu^0 & \chi_2 a \delta_\nu^1 & \chi_2 a \delta_\nu^2 & \chi_2 a \delta_\nu^3 & 0 \\
\chi_3 b^\nu & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & \chi_3 b^\nu a^2 I_4 & 0 \\
-\mu & a I_4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(4.10)
whenever (4.2) is observed. We made successive use of the formula
\[ \lambda \leq \lambda \]
where
\[ \lambda = \frac{1}{\chi_1} \prod_{a=1,2,\pm} \left( (u^a \Xi_\alpha)^2 - \beta_4 \Pi^{\alpha \beta} \Xi_\alpha \Xi_\beta \right)^{n_a}, \tag{4.11} \]
where \( n_1 = 10, n_2 = 3, n_\pm = 1, \beta_1 = 0, \) and
\[ \beta_2 = \frac{\eta}{\lambda}, \tag{4.12} \]
\[ \beta_\pm = \frac{3\lambda \chi_3 \xi_\alpha \beta + \chi_1 \left( 4n - 3\chi_3 \right) + 3 \chi_3 \left( \lambda + \chi_2 \right) \pm \sqrt{\delta}}{6 \lambda \chi_1}. \tag{4.13} \]
The \( \Delta_D \) in (4.13) is defined in (4.2) and \( \beta_\pm \) corresponds to two distinct real roots whenever (4.2) is observed. We made successive use of the formula
\[ \det \begin{bmatrix} M_1 & M_2 \\ M_3 & M_4 \end{bmatrix} = \det(M_1) \det(M_4 - M_3 M_1^{-1} M_2), \tag{4.14} \]
and also used the identity \( \det(AI_4 + B b^\mu b_\nu + C b^\mu \Xi_\nu) = A^3 (A + (B+C)b^\mu b_\mu), \) where \( b^\mu \Xi_\mu = b^\mu b_\mu = \Pi^{\alpha \beta} \Xi_\alpha \Xi_\beta. \)
We now verify condition (i). Set \( \zeta = 0 \) in the above, so that \( \Xi_\mu = \xi_\mu, \) where
\[ \xi_\alpha \xi_\alpha = -(u^\alpha \xi_\alpha)^2 + \Pi^{\alpha \beta} \xi_\alpha \xi_\beta < 0, \] from (4.11) one obtains that \( \det(A^\alpha \xi_\alpha) \neq 0 \) if \( \lambda, \chi_1 \neq 0 \) and
\[ 0 \leq \beta_a \leq 1, \ a = 1, 2, \pm. \tag{4.15} \]
Since \( \beta_1 = 0, \) (4.15) is satisfied. As for \( \beta_2, \) (4.15) is satisfied whenever (4.3) is obeyed and \( \lambda, \eta > 0. \) Condition (4.2) and \( \chi_1 > 0 \) guarantee that \( \beta_\pm \) are real and distinct with \( \beta_- < \beta_+, \) while (4.4) sets \( \beta_- > 0 \) and (4.5) together with (4.6) assure \( \beta_+ \leq 1. \) Then, statement (i) in the Theorem is proved.

The eigenvalues in (ii) are the roots of (4.11) by setting \( \Xi = \zeta + \Lambda \xi. \) Reality of the eigenvalues \( \Lambda \) are obtained by studying the roots of the polynomials \( (u^\alpha \Xi_\alpha)^2 - \beta \Pi^{\alpha \beta} \Xi_\alpha \Xi_\beta \) that appears in (4.11). The roots of \( (u^\alpha \Xi_\alpha)^2 - \beta \Pi^{\alpha \beta} \Xi_\alpha \Xi_\beta = 0 \) are, for each one of the \( \beta \)'s,
\[ \Lambda_\pm = (-u^\mu \xi_\mu u^\nu \xi_\nu + \beta \Pi^{\mu \nu} \xi_\mu \xi_\nu \pm \sqrt{W})/((u^\mu \xi_\mu)^2(1 - \beta) - \beta \xi_\mu \xi_\nu), \tag{4.16} \]
where
\[ W = \beta((-u^\mu \xi_\mu)^2 - \Pi^{\mu \nu} \xi_\mu \xi_\nu)(\Pi^{\alpha \beta} \xi_\alpha \xi_\beta - (u^\alpha \xi_\alpha)^2) + (u^\mu \xi_\mu u^\nu \xi_\nu + \Pi^{\mu \nu} \xi_\mu \xi_\nu)^2 \]
\[ + (1 - \beta)(\Pi^{\mu \nu} \xi_\mu \xi_\nu \Pi^{\alpha \beta} \xi_\alpha \xi_\beta - (\Pi^{\mu \nu} \xi_\mu \xi_\nu)^2). \tag{4.17} \]
We note that these roots are always real when \( 0 \leq \beta \leq 1 \) because \( \Pi^{\alpha \beta} \xi_\alpha \xi_\beta < (\xi_\alpha u^\alpha)^2, \) \( \Pi^{\alpha \beta} \xi_\alpha \xi_\beta > (\xi_\alpha u^\alpha)^2, \) and \( (\Pi^{\mu \nu} \xi_\mu \xi_\nu)^2 \leq \Pi^{\mu \nu} \xi_\mu \xi_\nu \Pi^{\alpha \beta} \xi_\alpha \xi_\beta. \) Then, the conditions expressed in equations (4.2)–(4.6) give real eigenvalues \( \Lambda. \)

We now turn to the problem of the eigenvectors for each eigenvalue. We ended up with the root \( \Lambda_1 \) for \( \beta_1 = 0 \) with multiplicity 20, the roots \( \Lambda_{2,\pm} \) for \( \beta_2 = \eta/\lambda \)

with multiplicity 3 each, and \( \Lambda_{\pm,\pm} \) for \( \beta_{\pm} \) given in (4.13) with multiplicity 1 each. The complete set of eigenvectors must contain 30 linearly independent eigenvectors.

The roots \( \Lambda_{\pm,\pm} \) are obtained from (4.16) with \( \beta = \beta_{\pm} \) and contains 4 linearly independent eigenvectors since they are 4 distinct eigenvalues \( \Lambda_{\pm,\pm} \). The remaining 26 eigenvectors appears as follows: 

\[
(u^\alpha \Xi_\alpha)^{20} = 0 \quad \text{gives} \quad \Lambda_1 = -\frac{u^\alpha \zeta_\alpha}{u^\beta \xi_\beta}.
\]

(4.18)

There are 20 corresponding linearly independent eigenvectors given by 

\[
\begin{bmatrix}
0 \\
\frac{u^\mu}{w_i^\nu} \\
\frac{0_{25 \times 1}}{0_{4 \times 1}}
\end{bmatrix},
\begin{bmatrix}
0_{25 \times 1} \\
\frac{1}{0_{4 \times 1}} \\
\frac{0_{26 \times 1}}{0_{5 \times 1}}
\end{bmatrix},
\begin{bmatrix}
0_{9 \times 1} \\
\frac{f_0^\nu}{f_1^\nu} \\
\frac{f_2^\nu}{f_3^\nu} \\
\frac{f_4^\nu}{0_{5 \times 1}}
\end{bmatrix},
\]

(4.19)

where \( v_i^\nu \), \( I = 1, 2, 3, 4 \), are any 4 linearly independent vectors in \( \mathbb{R}^4 \), \( w_i^\mu = \{u^\mu, w_i^\nu, w_i^z\} \) are the three linearly independent vectors of \( \mathbb{R}^4 \) that are orthogonal to \( \zeta_\alpha + \Lambda_1 \xi_\alpha \), and \( f_i^\nu \) totalizes 16 components that define the entries in the last vector. However, since these 16 components are constrained by the 4 equation \( D_\nu \alpha \lambda \xi_\lambda = 0 \), we end up with 12 independent entries. Then, \( 4 + 1 + 3 + 12 = 20 \), which equals the multiplicity of the root \( \Lambda_1 \).

\[
((u^\alpha \Xi_\alpha) - \beta_2 (\Pi^\alpha \beta \Xi_\alpha \Xi_\beta))^3 = 0, \quad \text{where the roots } \Lambda_{2, \pm} \text{ are given by (4.16) with } \beta = \beta_2 = \frac{\eta}{3}. \quad \text{Each one of these 2 roots has multiplicity 3. The corresponding eigenvectors are}
\]

\[
\begin{bmatrix}
C_{\pm} \\
\frac{\eta (\Xi_\pm)^\alpha}{\Lambda_{\pm}^2 + \chi_3} (E_{\pm})^\alpha \\
-\frac{\eta (\Xi_\pm)^\alpha}{\Lambda_{\pm}^2 + \chi_3} (E_{\pm})^\alpha \\
\frac{\eta (\Xi_\pm)^\alpha}{\Lambda_{\pm}^2 + \chi_3} (E_{\pm})^\alpha \\
\frac{\eta (\Xi_\pm)^\alpha}{\Lambda_{\pm}^2 + \chi_3} (E_{\pm})^\alpha \\
\frac{\eta (\Xi_\pm)^\alpha}{\Lambda_{\pm}^2 + \chi_3} (E_{\pm})^\alpha \\
\frac{\eta (\Xi_\pm)^\alpha}{\Lambda_{\pm}^2 + \chi_3} (E_{\pm})^\alpha \\
\frac{\eta (\Xi_\pm)^\alpha}{\Lambda_{\pm}^2 + \chi_3} (E_{\pm})^\alpha \\
\end{bmatrix},
\]

(4.20)

where \( a_{\pm} = u^\alpha (\zeta_\alpha + \Lambda_{2, \pm} \xi_\alpha), (b_{\pm})^\alpha = \Pi^\alpha \beta (\zeta_\beta + \Lambda_{2, \pm} \xi_\beta) \) (so that \( a_{\pm}^2 = \beta_2 (b_{\pm})^\mu (b_{\pm})_\mu \)),

\[
C_{\pm} = \frac{\eta (\Xi_\pm)^\alpha (E_{\pm})^\alpha - (\chi_4 + \frac{2\eta}{3})(b_{\pm})_\alpha (E_{\pm})^\alpha}{(\Lambda_{\pm}^2 + \chi_3) a_{\pm}},
\]

(4.21)

where \( \Xi_{\pm} = \zeta + \Lambda_{2, \pm} \xi_{\pm} \), and \( E_{\pm} \) obeys the following constraint

\[
(\lambda (\Xi_\pm)_\alpha + \chi_2 (b_{\pm})_\alpha + \frac{\eta}{\lambda^2} (\lambda^2 c_s^2 + \chi_1 \eta)) (\eta (\Xi_\pm)^\alpha - (\chi_4 + \frac{2\eta}{3})(b_{\pm})_\alpha) (E_{\pm})^\alpha = 0.
\]

(4.22)

Thus, the eigenvectors are written in terms of 3 independent components of \( (E_{\pm})^\mu \) for each root, giving a total of 6 eigenvectors. 

\[\Box\]

From the above Proposition, we immediately obtain:
Corollary 1. Assume that $\lambda, \chi_1, \eta > 0$ and that (4.2), (4.3), (4.4), and (4.6) hold. Then, the system (3.6) can be written as
\[
\nabla_0 \Psi + \hat{A}^i \nabla_i \Psi = \hat{R},
\]
where $\hat{A}^i = (A^0)^{-1}A^i$ and $\hat{R} = -(A^0)^{-1}R$, and the eigenvalue problem $(\hat{A}^i_\alpha - \Lambda i)V = 0$ possesses only real eigenvalues $\Lambda$ and a set of complete eigenvectors $V$.

5. Energy estimates.

5.1. Preliminaries. We begin introducing some notation. Let $I = [0, T]$ for some $T > 0$. We use $\mathcal{K}: \mathbb{R}_+ \rightarrow \mathbb{R}_+$ to denote a continuous function which may vary from line to line. Similarly, $\mathcal{K}_t: \mathbb{R}_+ \rightarrow \mathbb{R}_+$ denotes a continuous function depending on $I$. Further, the notation $\mathcal{R}$ always denotes a pseudodifferential operator (henceforth abbreviated $\Psi DO$) whose mapping properties may vary from line to line. We denote the $L^2$ based Sobolev space of order $r$ by $H^r$, with norm $\|\cdot\|_r$.

The quasilinear nature of our equations leads us to consider a pseudodifferential calculus for symbols with limited smoothness. Such a calculus can be found in [67, 68, 69], to which we will refer frequently. For the reader’s convenience, we recall the definition of these symbols and the corresponding $\Psi DO$ on $\mathbb{R}^3$.

Definition 5.1 ($\Psi DO$ with limited smoothness, [69]). Let $k \in \mathbb{R}$ and $r > 3/2$. Define $S^k_0(r, 2)(\mathbb{R}^3) = S^k_{h,l}(r, 2)(\mathbb{R}^3, \mathbb{C})$ to be the space of all symbols $a: \mathbb{R}^3 \times \mathbb{R}^3 \rightarrow \mathbb{C}$ such that for all spatial multi-indices $\vec{\alpha} = (\alpha_1, \alpha_2, \alpha_3)$
\[
\|\partial_{\vec{\alpha}}^n a(x, \zeta)\| \leq C_{\vec{\alpha}}(1 + |\zeta|)^{k-|\vec{\alpha}|},
\]
\[
\|\partial_\xi^m a(x, \zeta)\|_{H^r} \leq C_{\vec{\alpha}}(1 + |\zeta|)^{k-|\vec{\alpha}|}.
\]

For a matrix-valued symbol $a : \mathbb{R}^3 \times \mathbb{R}^3 \rightarrow \mathbb{C}^{h \times l}$ with $h, l \in \mathbb{N}$, we say $a \in S^k_0(r, 2)(\mathbb{R}^3, \mathbb{C}^{h \times l})$ if all the entries of $a$ belong to $S^k_0(r, 2)(\mathbb{R}^3)$. The $\Psi DO$ $Op(a)$, associated with a symbol $a \in S^k_0(r, 2)(\mathbb{R}^3, \mathbb{C}^{h \times l})$ is defined by
\[
Op(a)f(x) := \frac{1}{(2\pi)^n} \int_{\mathbb{R}^3} e^{ix \cdot \zeta} a(x, \zeta) f(\zeta) d\zeta,
\]
for $f \in \mathcal{S}(\mathbb{R}^3, \mathbb{C}^l)$, the space of Schwartz functions in $\mathbb{R}^3$, and $i = \sqrt{-1}$.

Having defined symbols and $\Psi DO$ operators of limited smoothness in $\mathbb{R}^3$, we can use the coordinate invariance of the definition and standard arguments (see [69] *Theorem 5.1, Corollary 5.2) to obtain a $\Psi DO$ calculus on any smooth closed manifold. In particular, we obtain such a calculus on $\mathbb{T}^3$. We denote the class of symbols on $\mathbb{T}^3$ of order $k$ with Sobolev regularity $r$ by $S^k_0(r, 2)(\mathbb{T}^3)$ or simply $S^k_0(r, 2)$. Given $a \in S^k_0(r, 2)(\mathbb{T}^3)$, we denote the $\Psi DO$ associated with $a$ by $Op(a)$ and the resulting space of $k$th order $\Psi DO$’s by $OPS^k_0(r, 2)$. We will not typically specify if the symbol is scalar or matrix valued since this will be clear from the context.

The (flat) Laplacian on $\mathbb{T}^3$ is denoted by $\Delta$, and we define
\[
\langle \nabla \rangle := (1 - \Delta)^{\frac{1}{2}},
\]
which is an element of $OPS^k_0(r, 2)$ for every $r \in \mathbb{R}$. Finally, we recall that
\[
\| \cdot \|_k \simeq \| \langle \nabla \rangle^k \|_0.
\]
Remark 2. In what follows, we will use Corollary 1. This Corollary follows from Proposition 1, which involved computing the principal symbol of (3.6) with \( \partial_k \mapsto \zeta_k \). For the pseudodifferential calculus introduced above, one uses \( \partial_k \mapsto i\zeta_k \) instead. In view of the homogeneity of the symbols involved and multiplying and dividing by \( i \) when necessary, it is not difficult to make the two procedures compatible.

5.2. Main estimates. We consider the linear system naturally associated with (4.23). Given \( \psi \), we define the operator \( \mathcal{F}(\psi) \) by

\[
\mathcal{F}(\psi)\Psi = \partial_t \Psi + \tilde{A}^i(\psi) \nabla_i \Psi,
\]

where \( \tilde{A}^i(\psi) \) corresponds to the matrix \( \tilde{A}^i = (\mathcal{A}^0)^{-1} \mathcal{A}^i \) of Corollary 1, but with the entries of the matrix computed using \( \psi \). Similarly, letting \( \tilde{R}(\psi) = -(\mathcal{A}^0)^{-1} \times (r_1, \ldots, r_6)^T \) correspond to \( \mathcal{R} \) in Corollary 1 with the entries computed using \( \psi \), we see that the first system (3.6), or, equivalently (4.23), can be written as

\[
\mathcal{F}(\Psi)\Psi = \tilde{R}(\Psi), \quad \Psi(0) = \Psi_0, \quad (5.1)
\]

Remark 3. In what follows, we will often think of \( \Psi \) and \( \psi \) as maps from a time interval to a suitable function space.

Proposition 2. Let \( r > 9/2 \), \( I \subset \mathbb{R} \) and

\[
\mathcal{E}_1(I) := C(I; H^r) \cap C^1(I; H^{r-1}).
\]

There exist increasing continuous functions \( \tilde{M}, \omega : [0, \infty) \to (0, \infty) \) such that if \( \Psi, \psi \in C^\infty(I \times \mathbb{T}^3) \) satisfy

\[
\mathcal{F}(\psi)\Psi = \tilde{R}(\psi), \text{ on } I \times \mathbb{T}^3,
\]

then

\[
\|\Psi(t)\|^2 \leq \tilde{M}(\|\psi\|_{L^\infty(I; H^{r-1})}) e^{\omega(\|\psi\|_{\mathcal{E}_1(I)})} \left[\|\Psi_0\|^2_r + \int_0^t \|\tilde{R}(\psi(s))\|^2_r \, ds\right] (5.3)
\]

for all \( t \in I \), where \( \Psi_0 = \Psi(0) \).

Proof. For \( \zeta = \zeta_0 dx_1 \in T^*\mathbb{T}^3 \), let \( \tilde{A} = \tilde{A}(\psi, \zeta) = \tilde{A}^i(\psi) \zeta_i \) and \( \mathcal{U} = \text{Op}(\tilde{A}) \). From the results of Section 4, we see that there exist a matrix \( \mathcal{S} = \mathcal{S}(\psi, \zeta) \) and a diagonal matrix \( \tilde{D} = \tilde{D}(\psi, \zeta) \) such that

\[
\mathcal{S} \tilde{A} = \tilde{D} \mathcal{S}.
\]

Set \( \mathcal{G} := \text{Op}(\mathcal{S}) \) and \( \tilde{D} := \text{Op}(\tilde{D}) \). From the expression for \( \tilde{A}^i(\psi) \zeta_i \), it is not difficult to see that all its entries belong to \( \mathcal{S}^0_1(r, 2) \). Denote by \( \Lambda_k = \Lambda_k(\psi, \zeta) \) all the distinct eigenvalues of \( \tilde{A} \). Noting that \( \partial_{\zeta}^2 \tilde{A}(\psi, \zeta) \) is homogeneous of degree \( 1 - |\tilde{\zeta}| \) for \( |\tilde{\zeta}| \leq 1 \) and \( \partial_{\zeta}^2 \tilde{A}(\psi, \zeta) = 0 \) for \( |\tilde{\zeta}| > 1 \), we infer that \( \Lambda_k/|\tilde{\zeta}| \) is homogeneous in \( \zeta \) of degree zero.

Because the map \( [(\psi, \zeta) \mapsto \Lambda_k(\psi, \zeta)] \in C^\infty(H^r \times T^*\mathbb{T}^3, H^r) \), it follows that

\[
\|\Lambda_k(\psi, \zeta)\|_r \leq C, \quad |\zeta| = 1
\]

for some constant \( C = C(\|\psi\|_r) \) depending on \( \|\psi\|_r \). By the homogeneity of \( \Lambda_k/|\tilde{\zeta}| \), we can conclude that

\[
\|\Lambda_k(\psi, \zeta)\|_r \leq C(1 + |\tilde{\zeta}|),
\]
for all \( \zeta \) and some \( C = C(\|\psi\|_r) \). Differentiating the characteristic polynomial of \( \tilde{A} \) with respect to \( \zeta \) and using induction immediately yield

\[
\|\partial^2_{\zeta} \Lambda_k(\psi, \zeta)\|_r \leq C_{\zeta}(1 + |\zeta|)^{1-|\alpha|},
\]
for all \( \zeta \) and some \( C_{\zeta} = C_{\zeta}(\|\psi\|_r) \). This implies, by Sobolev embedding, that \( \Lambda_k \in \mathcal{S}^0_0(r, 2) \) and therefore

\[
\tilde{D} \in O \mathcal{S}^0_0(r, 2).
\]

The projection onto the eigenspace associated to the eigenvalue \( \Lambda_k \) is given by

\[
P_k = P_k(\psi, \zeta) = \frac{1}{2\pi i} \int_{\gamma_k} (z - \tilde{A}(\psi, \zeta))^{-1} dz,
\]
where \( \gamma_k \) is a smooth contour enclosing only one pole \( \Lambda_k \). By properly choosing contours \( \gamma_k \), we can always make the eigenvalues \( \tilde{\Lambda}_i(z, \psi, \zeta) \) of \( (z - \tilde{A}(\psi, \zeta))^{-1} \) satisfy

\[
\|\tilde{\Lambda}_i(z, \psi, \zeta)\|_r \leq C = C(\|\psi\|_r), \quad |\zeta| \leq 1, \quad z \in \gamma_k
\]
for all \( k \). From the homogeneity of \( \tilde{A} \) and \( \Lambda_k \), we infer that \( P_k \) is homogeneous of degree 0 in \( \zeta \). Combining with (5.4) and (5.5), we obtain that

\[
\|P_k(\psi, \zeta)\|_{H^r} \leq C = C(\|\psi\|_r), \quad |\zeta| = 1.
\]

In light of the homogeneity of \( P_k(\psi, \cdot) \), this implies that for all \( \zeta \) we have

\[
\|P_k(\psi, \zeta)\|_{H^r} \leq C = C(\|\psi\|_r).
\]
For a given pair of \( (\psi, \zeta) \), we can always choose the contour \( \gamma_k \) in (5.5) to be fixed in a neighborhood of \( (\psi, \zeta) \). Applying a similar argument to the \( \zeta \)-derivatives of \( P_k \) and using the homogeneity of \( \partial^2_{\zeta} \tilde{A} \), direct computations lead to \( P_k \in \mathcal{S}^0_0(r, 2) \). This implies that

\[
S = S(\psi, \zeta) \in \mathcal{S}^0_0(r, 2)
\]
and thus

\[
\mathcal{S} = \mathcal{S}(\psi) \in O \mathcal{S}^0_0(r, 2)
\]
with norm depending on \( \|\psi\|_r \).

We can now invoke [69]*Corollary 3.4 to conclude

\[
\mathcal{S} = \mathcal{D} \mathcal{S} + \mathcal{R}
\]
with

\[
\mathcal{R} \in \mathcal{L}(H^s, H^s), \quad 1 - r < s \leq r - 2,
\]
where \( \mathcal{L}(X, Y) \) denotes the space of linear continuous maps between Banach spaces \( X \) and \( Y \).

We write \( \Omega = \mathfrak{a}(\nabla) \). Let \( A = A(\zeta) \) denote the symbol of \( \mathfrak{a} \), i.e. \( A = -iA/(1 + |\zeta|^2)^{\frac{1}{2}} \). Therefore, \( \mathfrak{a} \in O \mathcal{S}^0_0(r, 2) \). Then there exists a \( \Psi \text{DO} \mathcal{D} \) with symbol \( \tilde{D} \in \mathcal{S}^0_0(r, 2) \) such that

\[
SA = DS
\]
and thus

\[
\mathcal{S} = \mathcal{D} \mathcal{S} + \mathcal{R}
\]
with

\[
\mathcal{R} \in \mathcal{L}(H^{s-1}, H^s), \quad 1 - r < s \leq r - 1.
\]
We can thus rewrite (5.2) as
\[ \partial_t \Psi = i \mathfrak{A}(\psi)(\nabla)\Psi + \tilde{\mathcal{R}}(\psi), \]
or
\[ \partial_t \Psi = \mathfrak{M}(\psi)\Psi + \tilde{\mathcal{R}}(\psi). \]
Denote by $S^*$ the conjugate transpose matrix of $S$. We further set $\tilde{\mathcal{S}} := Op(S^*)$. Note that $\tilde{\mathcal{S}} = \tilde{\mathcal{S}}(\psi) \in OPS_0^1(r, 2)$. Since $S$ is homogeneous of degree 0 in $\zeta$, invoking the discussion in Section 4, we infer that
\[ \Psi^T S^*(\psi, \zeta) S(\psi, \zeta) \Psi \geq C_0 |\Psi|^2 \]
for some $C_0 = C_0(\|\psi\|_{L^\infty}) > 0$. Let $B = B(\psi, \zeta) = \sqrt{S^*(\psi, \zeta) S(\psi, \zeta) - \frac{C_0}{2} I}$ and $\mathfrak{B} = Op(B)$, where $I$ is the identity matrix and, for a positive definite matrix $A$, $B = \sqrt{A}$ denotes its square-root matrix, i.e. $B^* B = A$. It is not difficult to see via the Cholesky algorithm that $B \in S_0^0(r, 2)$. Putting $\mathfrak{B} = Op(B^*) \in OPS_0^1(r, 2)$, it follows from [69]* Corollaries 3.4 and 3.6 that
\[
\Re = \tilde{\mathcal{S}} \circ \mathcal{S} - \frac{C_0}{2} I - \mathfrak{B}^* \mathfrak{B} \tag{5.8}
\]
for all $1 - r < s < r$. Define
\[ N_r(t) := (\nabla)^r \left( \frac{C_0}{2} I + \mathfrak{B}^* \mathfrak{B} \right) (\nabla)^r. \]
It is an immediately conclusion from its definition that
\[ (N_r(t) \Psi, \Psi) \geq \frac{C_0}{2} \|\Psi\|^2. \tag{5.9} \]
We have
\[
N_r = (\nabla)^r \left( \frac{C_0}{2} I + \mathfrak{B}^* \mathfrak{B} - \tilde{\mathcal{S}} \circ \mathcal{S} \right) (\nabla)^r + (\nabla)^r (\tilde{\mathcal{S}} \circ \mathcal{S} - \tilde{\mathcal{S}} \circ \mathcal{S}) (\nabla)^r \tag{5.10}
+ (\nabla)^r (\tilde{\mathcal{S}} - \mathfrak{S}^*) \mathcal{S} (\nabla)^r + (\nabla)^r \mathfrak{S}^* \mathcal{S} (\nabla)^r.
\]
It follows from [69]* Corollary 3.4 that
\[ \tilde{\mathcal{S}} \circ \mathcal{S} - \tilde{\mathcal{S}} \circ \mathcal{S} \in \mathcal{L}(H^{s-1}, H^s), \quad 1 - r < s \leq r, \tag{5.11} \]
and from [69]* Corollary 3.6 that
\[ \tilde{\mathcal{S}} - \mathfrak{S}^* \in \mathcal{L}(H^{s-1}, H^s), \quad 1 - r < s < r, \tag{5.12} \]
Next, we compute
\[
\frac{d}{dt} (N_r \Psi, \Psi) = (N_r \frac{d}{dt} \Psi, \Psi) + (N_r \Psi, \frac{d}{dt} \Psi) + (N_r' \Psi, \Psi)
= (N_r \mathfrak{M} \Psi, \Psi) + (N_r \tilde{\mathcal{R}}, \Psi) + (N_r \Psi, \mathfrak{M} \Psi) + (N_r \Psi, \tilde{\mathcal{R}}) + (N_r' \Psi, \Psi)
= ((N_r \mathfrak{M}) \Psi, \Psi) + (N_r \tilde{\mathcal{R}}, \Psi) + (N_r \Psi, \tilde{\mathcal{R}}) + (N_r' \Psi, \Psi),
\]
where $' = \frac{d}{dt}$. We have
\[
N_r \mathfrak{M} + \mathfrak{M}^* N_r = (\nabla)^r \left( \frac{C_0}{2} I + \mathfrak{B}^* \mathfrak{B} \right) (\nabla)^r i \mathfrak{A} (\nabla) - i (\nabla)^r \mathfrak{A}^* (\nabla)^r (\nabla)^r \left( \frac{C_0}{2} I + \mathfrak{B}^* \mathfrak{B} \right) (\nabla)^r
= i (\nabla)^r \left( \frac{C_0}{2} I + \mathfrak{B}^* \mathfrak{B} \right) (\nabla)^r \mathfrak{A} (\nabla) - (\nabla)^r \mathfrak{A}^* (\nabla)^r (\nabla)^r \left( \frac{C_0}{2} I + \mathfrak{B}^* \mathfrak{B} \right) (\nabla)^r.
\]
Observe that \( \langle \nabla \rangle^r \in OPS_0^*(k, 2) \) for any \( k \). We can infer from (5.8), (5.11) and (5.12) that
\[
N_r \mathcal{U} = i N_r \mathfrak{A}(\nabla) = i \langle \nabla \rangle^r \mathfrak{S}^* \mathfrak{S} \langle \nabla \rangle^r \mathfrak{A}(\nabla) + \mathcal{R},
\]
where \( \mathcal{R} = \mathcal{R}(\psi) \in \mathcal{L}(H^r, H^{-r}) \).

To estimate the first term in the second line, we first notice that \([69]*Corollary 3.4\) implies
\[
b = b(\psi) := \left[ \langle \nabla \rangle^r, \mathfrak{A}(\psi) \right] \in \mathcal{L}(H^r, H^0),
\]
with its norm depending on \( \| \psi \|_r \). Therefore, we have that
\[
\langle \nabla \rangle^r \mathfrak{S}^* \mathfrak{S} \langle \nabla \rangle^r \mathfrak{A}(\nabla) = \langle \nabla \rangle^r \mathfrak{S}^* \mathfrak{S} \mathfrak{A}(\nabla) \langle \nabla \rangle^r + \mathcal{R},
\]
where \( \mathcal{R} = \mathcal{R}(\psi) \in \mathcal{L}(H^r, H^{-r}) \). Next, observe that by (5.7)
\[
\mathfrak{S} \mathfrak{A}(\nabla) = \mathcal{D} \mathfrak{S}(\nabla) + \mathcal{R} = \mathcal{D} \langle \nabla \rangle \mathfrak{S} + \mathcal{R},
\]
where in the second equality we used \([69, Corollary 3.4]\). We recall our convention that the operator \( \mathcal{R} \) may vary from line to line, both \( \mathcal{R} \)'s in the last two equalities satisfy
\[
\mathcal{R} = \mathcal{R}(\psi) \in \mathcal{L}(H^s, H^s) \quad \text{for all} \quad -r + 1 < s \leq r - 1.
\]
Therefore,
\[
N_r \mathcal{U} = i \langle \nabla \rangle^r \mathfrak{S}^* \mathcal{D} \langle \nabla \rangle \mathfrak{S} (\nabla)^r + \mathcal{R},
\]
where \( \mathcal{R} = \mathcal{R}(\psi) \in \mathcal{L}(H^r, H^{-r}) \) and its norm depends on \( \| \psi \|_r \).

We can carry out a similar analysis for the term \( \mathcal{U}^* N_r \mathcal{U} \). More precisely, observe that
\[
\mathcal{U}^* N_r = -i \langle \nabla \rangle \mathfrak{A}^* \langle \nabla \rangle^r \mathfrak{S}^* \mathfrak{S} \langle \nabla \rangle^r - i \langle \nabla \rangle \mathfrak{A}^* \left[ \langle \nabla \rangle^r \left( \frac{C_0}{2} I + \mathfrak{S}^* \mathfrak{S} - \mathfrak{S} \circ \mathfrak{S} \right) \langle \nabla \rangle^r \right]
+ \langle \nabla \rangle^r (\mathfrak{S} \circ \mathfrak{S} - \mathfrak{S} \mathfrak{S}) \langle \nabla \rangle^r] + \langle \nabla \rangle^r (\mathfrak{S} - \mathfrak{S}) \mathfrak{S} \langle \nabla \rangle^r.
\]
Using (5.8), (5.11), (5.12) and \([69]*Theorem 2.4\), we infer that the last three terms on the right-hand side belong to \( \mathcal{L}(H^r, H^{-r}) \). Since
\[
-i \langle \nabla \rangle \mathfrak{A}^* \langle \nabla \rangle^r \mathfrak{S}^* \mathfrak{S} \langle \nabla \rangle^r = [i \langle \nabla \rangle^r \mathfrak{S}^* \mathfrak{S} \langle \nabla \rangle^r \mathfrak{A}(\nabla)]^*,
\]
we conclude that
\[
N_r \mathcal{U} + \mathcal{U}^* N_r = i \langle \nabla \rangle \mathfrak{A}^* \mathfrak{S}^* \mathcal{D} \langle \nabla \rangle \mathfrak{S} (\nabla)^r - \langle \nabla \rangle \mathfrak{S}^* \mathfrak{A} \mathfrak{S} \langle \nabla \rangle^r + \mathcal{R}_0,
\]
where \( \mathcal{R}_0 = \mathcal{R}_0(\psi) \in \mathcal{L}(H^r, H^{-r}) \) with norm depending on \( \| \psi \|_r \). The term in the parenthesis is bounded in \( \mathcal{L}(H^0) \) due to \([69]*Corollary 3.6\).

Therefore,
\[
\frac{d}{dt} \langle N_r \mathfrak{Psi}, \mathfrak{Psi} \rangle = i \langle \langle \nabla \rangle^r \mathfrak{S}^* \mathcal{D} \langle \nabla \rangle \mathfrak{S} - \mathfrak{S}^* \mathfrak{A} \mathfrak{S} \langle \nabla \rangle^r \mathfrak{Psi}, \mathfrak{Psi} \rangle + (\mathcal{R}_0 \mathfrak{Psi}, \mathfrak{Psi}) + (N_r \mathfrak{R}, \mathfrak{Psi}) + (N_r \mathfrak{Psi}, \mathfrak{R}) + (N_r \mathfrak{Psi}, \mathfrak{Psi}). \tag{5.13}
\]

We also have
\[
|i \langle \langle \nabla \rangle^r \mathfrak{S}^* \mathcal{D} \langle \nabla \rangle \mathfrak{S} - \mathfrak{S}^* \mathfrak{A} \mathfrak{S} \langle \nabla \rangle^r \mathfrak{Psi}, \mathfrak{Psi} \rangle| \leq C_1 \| \mathfrak{Psi} \|^2,
\]
\[
|\langle \mathcal{R}_0 \mathfrak{Psi}, \mathfrak{Psi} \rangle| \leq C_2 \| \mathcal{R}_0 \mathfrak{Psi} \|_{-r} \| \mathfrak{Psi} \|_r \leq C_2 \| \mathfrak{Psi} \|^2,
\]
\[
|\langle N_r \mathfrak{R}, \mathfrak{Psi} \rangle| + |\langle N_r \mathfrak{Psi}, \mathfrak{R} \rangle| \leq C_3 \| \mathfrak{Psi} \|_r \| \mathfrak{R} \|_r \leq C_4 \| \mathfrak{Psi} \|^2 + \frac{1}{2} \| \mathfrak{R} \|^2.
\]


Here the constants $C_i$ all depend on $\|\psi\|_r$. To estimate the last term in (5.14), observe that

$$N'(t) = (\nabla)^* \partial[\mathfrak{B}^*(\psi)\mathfrak{B}(\psi)]\psi'(\nabla)^r,$$

where here $\partial$ stands for the Frechét derivative. From (5.5) and (5.6), it is not hard to see that

$$\partial\mathfrak{B}(\psi)\psi' \in S^0_r(r - 1, 2).$$

Hence [69]"Theorem 2.3 implies that

$$\partial\mathfrak{B}(\psi)\psi' = Op(\partial\mathfrak{B}(\psi)\psi') \in \mathcal{L}(H^0).$$

As $\partial\mathfrak{B}^*(\psi)\psi' = [\partial\mathfrak{B}(\psi)\psi']^*$, we immediately conclude that

$$\partial[\mathfrak{B}^*(\psi)\mathfrak{B}(\psi)]\psi' \in \mathcal{L}(H^0).$$

Now it follows that

$$|(N^r_1, \Psi, \Psi)| \leq C_0\|N^r_1\|_{\tau - r}\|\Psi\|_r \leq C_0\|\Psi\|^2,$$

where $C_0$ depends on $\|\psi\|_{\mathcal{E}_i(I)}$. In summary,

$$\frac{d}{dt}(N^r_1, \Psi, \Psi) \leq C_7\|\Psi\|^2 + C_5\|\tilde{R}\|^2$$  \hspace{1cm} (5.15)

with $C_7 = C_7(\|\psi\|_{\mathcal{E}_i(I)})$. As a direct conclusion from (5.9) and Grönwall’s inequality, we finally conclude

$$\|\Psi(t)\|^2 \leq \tilde{M}e^{\omega(\|\psi\|_{\mathcal{E}_i(I)})}\left[\|\Psi_0\|^2 + \int_0^t \|\tilde{R}(\psi(s))\|^2 ds\right]$$

where $\tilde{M}$ is a constant argument depending on $\|\psi\|_{L^\infty}$, and thus, on $\|\psi\|_{r - 1}$ by Sobolev embedding. \hfill $\square$

6. Local existence and uniqueness. We will now use the energy estimate of Proposition 2 to establish local well-posedness for the system (3.6).

6.1. Approximating sequence. We take a sequence of smooth initial data $\Psi_{0,n} \rightarrow \Psi_0$ in $H^r$ with $r > 9/2$. We inductively consider the problem

$$\mathcal{F}(\Psi_{n-1})\Psi_n = \tilde{R}(\Psi_{n-1}), \quad \Psi_n(0) = \Psi_{0,n}. \hspace{1cm} (6.1)$$

Let $\|\Psi_0\|^2 \leq K$. We may assume

$$\|\Psi_{0,n}\|^2 \leq K + 1. \hspace{1cm} (6.2)$$

Further, we define continuous functions $\mathcal{K}_i : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ with $i = 1, 2$ such that

$$\|\mathfrak{K}(\psi)\|_{\mathcal{L}(H^{r - 1})} \leq \mathcal{K}_1(\|\psi\|_r)$$

and

$$\|\tilde{R}(\psi)\|_{s} \leq \mathcal{K}_2(\|\psi\|_s), \quad s = r - 1, r.$$

We now make the following inductive assumption

$$H(n-1) : \|\psi_k\|_{C(1,H^r)} \leq C_1 \text{ and } \|\partial_t\psi_k\|_{C(1,H^{r-1})} \leq C_2 \text{ for } k = 1, 2, \cdots, n - 1.$$

Note that it follows from $H(n - 1)$ and (6.2) that by choosing $T$ small enough, we have

$$\|\Psi_k(t)\|_{r - 1} \leq M, \quad k = 1, 2, \cdots, n - 1 \text{ and } t \in [0, T].$$
for some sufficiently large uniform constant $M$ independent of $C_i$. Consequently, we can take the constant $M$ in (5.3) to be uniform in the ensuing iteration argument.

Furthermore, we choose $C_i$ in $H(n - 1)$ sufficiently large so that

$$\sqrt{M(2K_1 + 4)} \leq C_1$$

and

$$M^1C_1(C_1) + \mathcal{K}_2(C_1) \leq C_2,$$

where $M' = \|\langle \nabla \rangle \|_{\mathcal{L}(H^r, H^r-1)}$. Now we will use (5.3) to estimate

$$\|\Psi_n(t)\|^2_r \leq M \epsilon_{r_0}(\|\Psi_{n-1}\|_{r_1}) \left[ \|\Psi_{n-1}\|^2_r + \int_0^t \|\tilde{R}(\Psi_{n-1}(s))\|^2_r ds \right]$$

(6.3)

By choosing $T$ small enough, we can control

$$\|\Psi_n(t)\|^2_r \leq M (2K + 4) \quad \text{for all} \quad t \in [0, T],$$

which gives

$$\|\Psi_n\|_{C(I; H^r)} \leq C_1.$$ Plugging this estimate into (6.1) we obtain

$$\|\partial_t\Psi_n(t)\|_{r-1} \leq M^1C_1(C_1)C_1 + \mathcal{K}_2(C_1) \leq C_2.$$ This completes the verification of $H(n)$, and we conclude that

$$\|\Psi_n\|_{E_1(I)} \leq C$$

(6.4)

for all $n$ and some $C > 0$.

6.2. Energy estimate for the difference of two solutions. For $i = 1, 2$, we consider

$$\mathcal{F}(\psi_i)\tilde{w}_i = \tilde{R}(\psi_i), \quad \tilde{w}_i(0) = \tilde{w}_{0,i}.$$ Set $\psi = \psi_2 - \psi_1$ and $\tilde{w} = \tilde{w}_2 - \tilde{w}_1$. Take the difference of the above two systems to obtain

$$\partial_t\tilde{w} = \mathcal{M}(\psi_2)\tilde{w} + \mathcal{M}(\psi_1) - \mathcal{M}(\psi_2)\tilde{w}_1 + \tilde{R}(\psi_2) - \tilde{R}(\psi_1), \quad \tilde{w}(0) = \tilde{w}_{0,2} - \tilde{w}_{0,1}. \quad (6.5)$$

Let

$$\tilde{\mathcal{R}} = \mathcal{M}(\psi_1) - \mathcal{M}(\psi_2)\tilde{w}_1 + \tilde{R}(\psi_2) - \tilde{R}(\psi_1)$$

and

$$\mathcal{E}_0(I) := C(I; H^r-1) \cap C^1(I; H^r-2).$$

By (5.3), we have

$$\|\tilde{w}(t)\|^2_{r-1} \leq M \epsilon_{r_0}(\|\tilde{w}_{0,2} - \tilde{w}_{0,1}\|^2_{r-1} + \int_0^t \|\tilde{\mathcal{R}}(s)\|^2_{r-1} ds),$$

where $M = M(\|\psi_2\|_{r-2})$ and $\omega = \omega(\|\psi_2\|_{E_0(I)})$. Estimate

$$\|\mathcal{M}(\psi_1) - \mathcal{M}(\psi_2)\|_{r-1} \leq \int_0^1 \|\partial\mathcal{M}(s\psi_1 + (1 - s)\psi_2)(\psi)\|_{r-1} ds,$$

$$\leq \int_0^1 \|\partial\mathcal{M}(s\psi_1 + (1 - s)\psi_2)(\psi)(\nabla)\tilde{w}_1\|_{r-1} ds,$$

$$\leq \mathcal{K}(\|\psi_1\|_{r-1} + \|\psi_2\|_{r-1})\|\psi\|_{r-1}\|\tilde{w}_1\|_r.$$
Similarly,
\[ \| \tilde{\mathcal{R}}(\psi_2) - \tilde{\mathcal{R}}(\psi_1) \|_{r-1} \leq \mathcal{K}(\| \psi_1 \|_{r-1} + \| \psi_2 \|_{r-1}) \| \psi \|_{r-1}. \]

This produces
\[ \| \tilde{w}(t) \|_{r-1}^2 \leq M e^{t\mathcal{K}} \| \tilde{w}_{0,2} - \tilde{w}_{0,1} \|_{r-1}^2 + t(1 + \| \tilde{w}_1 \|_{r-1}^2) \mathcal{K}(\| \psi_1 \|_{r-1} + \| \psi_2 \|_{r-1}) \| \psi \|_{r-1}^2. \] (6.6)

Using (6.5), we further have
\[ \| \partial_t \tilde{w} \|_{r-2} \leq \mathcal{K}(\| \psi_2 \|_{r-2}) \| \tilde{w} \|_{r-1} + \| \tilde{F} \|_{r-2}. \] (6.7)

### 6.3. Convergence of the iterates.

Now we choose \( \psi_2 = \tilde{w}_1 = \Psi_{n-1}, \psi_1 = \Psi_{n-2} \) and \( \tilde{w}_2 = \Psi_n \). Note that as in Section 6.1, the constant \( \tilde{M} \) in (6.6) can be taken to be independent of \( n \). Estimates (6.6) and (6.7) imply
\[ \| \Psi_n - \Psi_{n-1} \|_{\mathcal{E}_0(I)} \leq \sqrt{Me^{T\mathcal{K}(C)}} \| \Psi_{0,0} - \Psi_{0,1} \|_{r-1} + \sqrt{T} (1 + \mathcal{K}) \mathcal{K}(C) \| \Psi_{n-1} - \Psi_{n-2} \|_{\mathcal{E}_0(I)} \]
\[ + \mathcal{K}(C) \sqrt{Me^{T\mathcal{K}(C)}} \| \Psi_{0,0} - \Psi_{0,1} \|_{r-1} + \sqrt{T} (1 + \mathcal{K}) \mathcal{K}(C) \| \Psi_{n-1} - \Psi_{n-2} \|_{\mathcal{E}_0(I)} \]
\[ + \mathcal{K}(C) \sup_{t \in I} \| \Psi_{n-1}(t) - \Psi_{n-2}(t) \|_{r-2}. \]

In the last line, we can use (6.6) once more to obtain
\[ \sup_{t \in I} \| \Psi_{n-1}(t) - \Psi_{n-2}(t) \|_{r-1} \leq \sqrt{Me^{T\mathcal{K}(C)}} \| \Psi_{0,0} - \Psi_{0,1} \|_{r-1} + \sqrt{T} (1 + \mathcal{K}) \mathcal{K}(C) \| \Psi_{n-2} - \Psi_{n-3} \|_{\mathcal{E}_0(I)} \].

We can choose \( T \) small and \( (\Psi_{0,n}) \) in such a way that
\[ (1 + \mathcal{K}(C)) \sqrt{Me^{T\mathcal{K}(C)}} \| \Psi_{n-1}(t) - \Psi_{n-2}(t) \|_{r-1} + \| \Psi_{0,0} - \Psi_{0,1} \|_{r-1} \leq 2^{-n}, \]
\[ \sqrt{Me^{T\mathcal{K}(C)}} \sqrt{T} (1 + \mathcal{K}) \mathcal{K}(C) \leq 1/16, \]
and
\[ \sqrt{Me^{T\mathcal{K}(C)}} \sqrt{T} (1 + \mathcal{K}) (\mathcal{K}^2(C) + \mathcal{K}(C)) \leq 1/4. \]

Set \( a_n = \| \Psi_n - \Psi_{n-1} \|_{\mathcal{E}_0(I)} \). We then have
\[ a_n \leq 2^{-n} + a_{n-1}/4 + a_{n-2}/16. \]

Using induction, it follows that
\[ a_n \leq \frac{s_n}{2^{2n-3}} + \frac{F_n}{2^{2n-4}} a_2 + \frac{F_{n-1}}{2^{2n-2}} a_1, \] (6.8)
where \( F_n \) is the \( n \)-th term of Fibonacci sequence (starting from 0) and
\[ s_n = 2^{n-3} + s_{n-1} + s_{n-2}. \]

Letting \( b = (1 - \sqrt{5})/2 \), we obtain the following identities
\[ s_n - bs_{n-1} = 2^{n-3} + (1 - b)(s_{n-1} - bs_{n-2}) \]
\[ b(s_{n-1} - bs_{n-2}) = 2^{n-4}b + b(1 - b)(s_{n-2} - bs_{n-3}) \]
\[ \vdots \]
\[ b^{n-3}(s_3 - bs_2) = b^{n-3} + b^{n-3}(1 - b)(s_2 - bs_1). \] (6.9)
We sum these expressions to conclude
\[ s_n - b^{n-2}s_2 = \sum_{k=0}^{n-3} 2^k b^{n-3-k} + (1 - b)(s_{n-1} - b^{n-2}s_1). \]

We carry out a similar computation and sum to obtain
\[ s_n - (1 - b)s_{n-1} = \sum_{k=0}^{n-3} 2^k b^{n-3-k} + b^{n-2}s_2 - (1 - b)b^{n-2}s_1 \]
\[ (1 - b)(s_{n-1} - (1 - b)s_{n-2}) = (1 - b) \sum_{k=0}^{n-4} 2^k b^{n-4-k} + (1 - b)b^{n-3}s_2 - (1 - b)^2 b^{n-3}s_1 \]
\[ \vdots \]
\[ (1 - b)^{n-3}(s_3 - (1 - b)s_2) = (1 - b)^{n-3} + (1 - b)^{n-3}bs_2 - (1 - b)^nbs_1. \]

This yields
\[ s_n - (1 - b)^{n-2}s_2 = \sum_{k=0}^{n-3} 2^k b^{n-3-k} + (1 - b) \sum_{k=0}^{n-4} 2^k b^{n-4-k} + \cdots + (1 - b)^{n-3} \]
\[ + s_2 \sum_{k=1}^{n-2} b^k (1 - b)^{n-2-k} + s_1 \sum_{k=1}^{n-2} b^{n-1-k}(1 - b)^k \]
and thus
\[ s_n \leq (n - 2)2^{n-3} + F_n s_2 \leq (n - 2)2^{n-3} + 2^{n-3}s_2, \]
where we have used that \((1 - b)^k = F_{k+2} - F_{k+1}b\). Plugging this expression into (6.8) gives
\[ a_n \leq \frac{n - 2}{2n} + \frac{s_2}{2n} + \frac{a_2}{2n-4} + \frac{a_1}{2n-2}. \]

Therefore
\[ \| \Psi_n - \Psi_{n+j} \|_{\mathcal{E}_0(I)} \leq \| \Psi_n - \Psi_{n+1} \|_{\mathcal{E}_0(I)} + \cdots + \| \Psi_{n+j-1} - \Psi_{n+j} \|_{\mathcal{E}_0(I)} \]
can be made arbitrarily small by taking \(n\) large. We thus conclude that \(\{ \Psi_n \}\) is Cauchy in \(C(I; H^{r-1}) \cap C^1(I; H^{r-2})\) and therefore converges in this space. We denote the limit by \(\Psi \in C(I; H^{r-1}) \cap C^1(I; H^{r-2})\). We can let \(n \to \infty\) in (6.1) and thus \(\Psi\) satisfies
\[ \mathcal{F}(\Psi)\Psi = \tilde{\mathcal{F}}(\Psi), \quad \Psi(0) = \Psi_0. \]

Finally, it follows from (6.4) that
\[ \| \Psi(t) \|_r + \| \partial_t \Psi(t) \|_{r-1} \leq C, \quad t \in [0, T]. \]

It remains to prove uniqueness. But this follows at once since we have an estimate for the difference of two solutions.
6.4. Continuity of solution. The proof of time-continuity of the solution with respect to the top norm follows a standard procedure: first, we prove weak continuity; then, we obtain strong continuity by showing continuity of the norm.

The weak continuity of the solution $\Psi$ can be proved by a similar argument to that of quasilinear wave equations, since in that proof the structure of the equation is not necessary but only the convergence $\Psi_n \to \Psi$ in $C(I; H^{r-1}) \cap C^1(I; H^{r-2})$ and an estimate of the form (6.4) are used.

We put
\[
\mathfrak{R}(t) = \sqrt{\frac{C_0}{2}} I + (\mathfrak{B}(\Psi(t)))^* \mathfrak{B}(\Psi(t))
\]
and
\[
\mathcal{A}_r(t) = \mathcal{A}_r(\Psi(t)) = \mathfrak{R}(t) \langle \nabla \rangle^r.
\]
Hence
\[
N_r(t) = N_r(\Psi(t)) = \mathcal{A}_r(\Psi(t))^* \mathcal{A}_r(\Psi(t)).
\]
Recall that $\mathfrak{B} \in OPS^0_0(r, 2)$. From [69]*Theorems 2.2 and 2.4, it follows that
\[
\mathfrak{R}(t) \in \mathcal{L}(H^s), \quad -r < s < r - 1.
\]
(6.10)
Fix $t_0 \in [0, T]$. We will show that $\mathcal{A}_r(t_0) \Psi(t)$ is weakly continuous in $H^0$. Given any $\epsilon > 0$ and $\phi \in H^0$, take a sequence of Schwartz’s functions $\phi_j \to \phi$ in $H^0$. Then
\[
\langle \mathcal{A}_r(t_0) \Psi(t) - \mathcal{A}_r(t_0) \Psi_n(t), \phi \rangle = \langle \mathcal{A}_r(t_0) \Psi(t) - \mathcal{A}_r(t_0) \Psi_n(t), \phi - \phi_j \rangle + \langle \mathcal{A}_r(t_0) \Psi(t) - \mathcal{A}_r(t_0) \Psi_n(t), \phi_j \rangle
\]
In view of (6.4), the first term on the RHS is bounded by
\[
\| (\mathcal{A}_r(t_0) \Psi(t) - \mathcal{A}_r(t_0) \Psi_n(t), \phi - \phi_j) \| \leq \mathscr{H}(C) \| \phi - \phi_j \|_0,
\]
so that this term can be made less than $\epsilon/2$ upon choosing $j$ large enough. Next, fixing $j$ in the second term, we have
\[
\| (\mathcal{A}_r(t_0) \Psi(t) - \mathcal{A}_r(t_0) \Psi_n(t), \phi_j) \| = \| (\langle \nabla \rangle^{r-1} (\Psi(t) - \Psi_n(t)), \langle \nabla \rangle \mathfrak{R}(t) \phi_j) \|
\]
Because $\Psi_n \to \Psi$ in $C(I; H^{r-1})$, invoking [69]*Theorem 2.4 and (6.10), we obtain
\[
\| (\mathcal{A}_r(t_0) \Psi(t) - \mathcal{A}_r(t_0) \Psi_n(t), \phi_j) \| < \epsilon/2
\]
for all $n \geq n_0$ with some large enough $n_0$. Hence,
\[
\| (\mathcal{A}_r(t_0) \Psi(t) - \mathcal{A}_r(t_0) \Psi_n(t), \phi) \| < \epsilon \quad \text{for all } n \geq n_0 \text{ and } t \in [0, T],
\]
showing that $\mathcal{A}_r(t_0) \Psi_n(t)$ converges to $\mathcal{A}_r(t_0) \Psi(t)$ uniformly in $t$ in the weak topology. Thus, $\mathcal{A}_r(t_0) \Psi(t)$ is weakly continuous in $t$ with respect to the norm of $H^0$.

We are now ready to show that $\Psi \in C(I; H^r)$. In view of the weak continuity of $\Psi(t)$, it suffices to demonstrate that the map
\[
[t \mapsto \| \Psi(t) \|_r] \quad \text{is continuous.}
\]
Applying (5.15) to (5.1) and using (6.4), we conclude that
\[
\frac{d}{dt} \| \mathcal{A}_r(t) \Psi(t) \|_0^2 \leq \mathscr{H}(C).
\]
(6.11)
This implies that
\[
\| \mathcal{A}_r(t) \Psi(t) \|_0^2 =: Y(t) \quad \text{is Lipschitz continuous in } t.
\]
(6.12)
Consider
\[ \| A_r(t_0) \Psi(t) \|_0^2 - \| A_r(t_0) \Psi(t_0) \|_0^2 = (\| A_r(t_0) \Psi(t) \|_0^2 - \| A_r(t) \Psi(t) \|_0^2) + (\| A_r(t) \Psi(t) \|_0^2 - \| A_r(t_0) \Psi(t_0) \|_0^2). \]

The first term on the RHS can be estimated as follows.
\[ \| A_r(t_0) \Psi(t) \|_0^2 - \| A_r(t) \Psi(t) \|_0^2 \leq C(t_0 - t)^2. \]

As elements in \( L(H^0) \), it is not hard to check that \( \mathfrak{R}(\Psi) \) depends continuously on \( \| \Psi \|_{r-1} \). Combining with (6.12), this observation shows that \( [t \mapsto \| A_r(t_0) \Psi(t) \|_0] \) is continuous at \( t_0 \) and thus
\[ A_r(t_0) \Psi(t) \text{ is continuous in } t \text{ at } t_0 \text{ w.r.t. } H^0. \]

Since \( t_0 \) is arbitrary, from
\[ \| \Psi(t) - \Psi(t_0) \|_0^2 \leq C \| A_r(t_0) \Psi(t) - A_r(t_0) \Psi(t_0) \|_0^2, \]
we obtain that \( \Psi \in C(I; H^r) \). Using this fact and equation (6.1), we immediately conclude
\[ \Psi \in C(I; H^r) \cap C^1(I, H^{r-1}). \]

7. Solution to the original system. It remains to prove that the solution \( \Psi \) that we obtained for the system (3.6) yields a solution to (2.2) and (2.4). The argument follows a known approximation argument by analytic functions, so the main task is to show that the analytic Cauchy problem for (2.2) and (2.4) can be solved. In fact, due to the compactness of \( T^3 \) and some minor technical points related to a localization procedure, we work in a slightly larger space than that of analytic functions, namely, Gevrey spaces.

Remark 4. In the introduction, we alluded to a local well-posedness in Gevrey spaces for equations (3.1), i.e., the projection onto the spaces orthogonal and parallel to \( u \) of equations (2.2) and (2.4). It was not shown in [14] that a Gevrey solution to (3.1) implies a Gevrey solution to (2.2) and (2.4). Because we do need Gevrey solutions to (2.2) and (2.4) to carry out the aforementioned approximation argument, we cannot rely on [14] and, therefore, we establish the desired result here.

Remark 5. In practice (e.g., when implementing numerical simulations), physicists do not use equations (2.2) and (2.4), adopting instead (3.1) as the starting point. Therefore, for applications in physics, the result obtained in [14] (see previous Remark) is enough as far as only Gevrey regularity is concerned.

7.1. The original equations in explicit form. Equation (2.4) reads
\[ (\varepsilon + A_1 + A_2 + P)(u^\mu \nabla_\mu u^\nu + u^\nu \nabla_\nu u^\mu) + u^\mu u^\nu \nabla_\nu (\varepsilon + A_1 + P) + R^{\mu \nu} \nabla_\nu (P + A_2) - 2R^{\mu \nu} \nabla_\nu Q^{\mu \nu} = 0. \quad (7.1) \]

Applying \( u^\mu \nabla_\mu \) twice to (2.2) produces:
\[ u_\nu u^\mu u^\beta \nabla_\alpha \nabla_\beta u^\nu + u^\alpha u^\beta (\nabla_\alpha u_\nu)(\nabla_\beta u^\nu) = 0. \quad (7.2) \]
We may rewrite the above equations to obtain the complete set of equations given by

\[ u_\nu u^\alpha u^\beta \nabla_\alpha \nabla_\beta u^\nu = B(\partial u), \]  
\[ B^{\mu\alpha\beta} \partial_\alpha \partial_\beta \varepsilon + B^{\mu\nu\delta}_\nu \partial_\alpha \partial_\beta u^\nu = B^\mu(\partial \varepsilon, \partial u, \partial g), \]  
\[ \text{where} \quad B^{\mu\alpha\beta} = \frac{\chi_1 u^\mu u^\alpha u^\beta + (\chi_3 + \lambda \chi_2) u^\alpha \Pi^\beta \mu + \lambda \chi_2 u^\mu \Pi^\alpha \beta}{(\varepsilon + P)}, \]  
\[ B^{\mu\nu\delta} = (\chi_2 + \lambda) u^\mu u^\nu \delta^\delta + (\chi_4 - \frac{\eta}{3}) \Pi^\mu(\alpha \delta^\beta) - \eta \Pi^\nu(\alpha \delta^\mu) + \lambda u^\nu u^\beta \delta^\beta_\nu + \lambda u^\alpha u^\beta \delta^\beta_\nu, \]  
\[ B(\partial u) \text{ and } B^\mu(\partial \varepsilon, \partial u) \text{ are analytic functions of } \varepsilon, u, \text{ and their first order derivatives and contain no term in second order derivatives of } \varepsilon \text{ or } u. \]

By constructing the vector \( U = (\varepsilon, u^\alpha) \in \mathbb{R}^5 \), we may write the above equations in matrix form as

\[ \mathbf{m}^{\alpha\beta}_{\varepsilon_\alpha} \mathbf{\xi}_\beta = \begin{bmatrix} 0 & u^\alpha u^\beta u^\nu \end{bmatrix}, \]

\[ \text{where} \quad \mathbf{m}^{\alpha\beta} \equiv \mathbf{m}^{\alpha\beta}_{\varepsilon_\alpha} \mathbf{\xi}_\beta. \]

7.2. The characteristic determinant. We will here compute the characteristic determinant of equations (7.3). Let \( \mathbf{\xi} \) be an arbitrary co-vector in spacetime. To simplify the notation, denote \( \mathbf{a} := u^\alpha \mathbf{\xi}_\alpha \) and \( \mathbf{b}^\mu := \Pi^\alpha_{\varepsilon_\alpha} \mathbf{\xi}_\alpha \), and

\[ B^\mu := B^{\alpha\beta}_{\varepsilon_\alpha} \mathbf{\xi}_\beta = \frac{\chi_1 u^\mu a^2 + (\chi_3 + \lambda \chi_2) \mathbf{a}^2 + \lambda \chi_2 u^\mu \mathbf{b}^\alpha \mathbf{b}_\alpha}{(\varepsilon + P)}, \]

\[ B^\nu := B^{\alpha\beta}_{\varepsilon_\alpha} \mathbf{\xi}_\beta = (a(\chi_2 + \lambda) u^\mu + (\chi_4 - \frac{\eta}{3}) \mathbf{b}^\mu) \mathbf{\xi}_\nu + (\lambda a^2 - \eta b^\alpha b_\alpha) \delta^\mu_\nu. \]

Also, let us define

\[ C \equiv \frac{[C_B^A]_{5 \times 5} := \mathbf{m}^{\alpha\beta}_{\varepsilon_\alpha} \mathbf{\xi}_\beta = \begin{bmatrix} 0 & u^2 u^\mu \end{bmatrix},} \]

where \( A, B = 1, 2, 3 \), with \( 1 \) denoting the first line or column index. Then, \( C_1^1 = 0 \), \( C_1^2 = a^2 u^\alpha \), \( C_1^3 = B^\mu \), and \( C_1^4 = B^\nu \). Using the Levi-Civita symbol \( \epsilon^{A B C D E} \) with \( \epsilon^{10123} = \epsilon^{10231} = 1 \), where \( \epsilon^{A B C D E} \epsilon^{F G H I J} = 5! \delta^A_{[F} \delta^B_{G} \delta^C_{H} \delta^D_{I} \delta^E_{J}] \) with the bracket \([...]\) being the anti-symmetrization of the indexes \( F G H I \), we obtain that

\[ \text{det}(\mathbf{m}^{\alpha\beta}_{\varepsilon_\alpha} \mathbf{\xi}_\beta) = \text{det}(C) = \frac{\epsilon_{A_1 A_2 A_3 A_4 A_5} \epsilon_{B_1 B_2 B_3 B_4 B_5}}{5!} C_{A_1}^{A_2} C_{A_2}^{A_3} C_{A_3}^{A_4} C_{A_4}^{A_5} C_{A_5}^{A_1} \]

\[ \]
\[ + (\chi_1 a^2 + \lambda c_2^2)(\chi_4 - \frac{4\eta}{3} b^\beta b_\beta) b^\alpha b_\alpha \]
\[ = \frac{\lambda^3 \chi_1}{\varepsilon + P} \prod_{a=1,2,\pm} ((u^\alpha \xi_\alpha)^2 - \beta_\alpha \Pi^{\alpha \beta} \xi_\alpha \xi_\beta)^{m_a}, \quad (7.9) \]
where \( m_1 = 1, m_2 = 2, \) and \( m_\pm = 1, \) while the \( \beta_\alpha \)'s are the same as the one obtained in \((4.11).\)

We have already showed that conditions \( \lambda, \eta, \chi_1 > 0 \) together with \((4.2)-(4.6)\) (which are the assumptions in Theorem 2.1) guarantee that \( 0 \leq \beta_\alpha \leq 1. \) Therefore, comparing \((u^\alpha \xi_\alpha)^2 - \beta_\alpha \Pi^{\alpha \beta} \xi_\alpha \xi_\beta \) with the characteristics of an acoustical metric (see, e.g., [34]), we conclude that \( \det(m^{\alpha \beta} \xi_\alpha \xi_\beta) \) is a product of hyperbolic polynomials.

**Remark 6** (The system's characteristics). Setting \( \det(m^{\alpha \beta} \xi_\alpha \xi_\beta) \) equal to zero, we obtain the characteristics of the system \((7.3).\) Not surprisingly, these are the same as the characteristics of equations \((3.1)\) which have been computed in [14].

### 7.3. Proof of Theorem 2.1

Let us group that unknowns \( \varepsilon, u^\alpha \) in the 5-component vector \( V = (\varepsilon, u^\alpha). \) To each component \( V^I \) we associate an index \( m_I, \) \( I = 1, \ldots, 5, \) and to each one of the 5 equations \((7.3a)-(7.3b)\) we associate an index \( n_J, \) in such a way that equations \((7.3a)-(7.3b)\) can be written as

\[ h_I^I(\partial^{m_K-n_J-1} V^K, \partial^{m_I-n_J}) V^I + b^I(\partial^{m_K-n_J-1} V^K) = 0, \quad (7.10) \]

where \( I, J = 1, \ldots, 5, \) \( h_I^I(\partial^{m_K-n_J-1} V^K, \partial^{m_I-n_J}) \) is a homogeneous differential operator of order \( m_I - n_J \) (which could possibly be zero) whose coefficients depend on at most \( m_K - n_J - 1 \) derivatives of \( V^K, \) \( K = 1, \ldots, 5, \) and there is a sum over \( I \) in \( h_I^I(\cdot) V^I. \) The terms \( b^I(\partial^{m_K-n_J-1} V^K) \) also depend on at most \( m_K - n_J - 1 \) derivatives of \( V^K, \) \( K = 1, \ldots, 5. \) The indices \( m_I \) and \( n_J \) are defined up to an overall additive constant, but the simplest choice to have equations \((7.3a), (7.3b)\) written as \((7.10)\) is \( m_I = 2, n_J = 0, \) for all \( I, J = 1, \ldots, 5. \)

Using the fact that the characteristic determinant of \((7.10)\) computed above is a product of hyperbolic polynomials, we conclude that \((7.10)\) forms a Leray-Ohya system (see [29]). We can then apply theorems A.18 and A.23 of [29] (whose proofs can be found in [19, 63]) to conclude that equations \((7.3)\) are locally well-posed in suitable\(^{12}\) Gevrey spaces.

**Remark 7.** Theorems A.18 and A.23 are applicable to systems in \([0, T] \times \mathbb{R}^n, \) whereas here we have \([0, T] \times \mathbb{T}^3. \) Thus, one needs to carry out a localization and gluing argument before invoking these theorems. Such argument is possible due to the existence of a domain of dependence for solutions guaranteed by Theorem A.19 of [29]. The procedure is exactly the same as in [29] so we will not present it here.

Equation \((7.3a)\) can be written as

\[ u^\mu u^\nu \nabla_\mu \nabla_\nu (u_\alpha u^\alpha) = 0. \]

Viewing this as an equation for \( u^\alpha u_\alpha, \) we see that it forms a Leray-Ohya equation, so it admits unique solutions in Gevrey spaces. Therefore, we conclude that a solution to \((7.10)\) satisfies \( u^\alpha u_\alpha = -1 \) provided that this condition holds initially, which is the by construction (see comment after the statement of Theorem 2.1).

\(^{12}\)From the previously mentioned theorems, it is not difficult to see that one can be very precise about the quantitative properties of solutions, including the exact Gevrey regularity. Such details, however, are not important here for our argument.
The conclusion that $\Psi$ yields a solution to (2.2) and (2.4) now follows from a known approximation argument, so we will be brief.

Consider the initial data $I = (\varepsilon(0), \varepsilon(1), u(0), u(1)) \in H^r$ for (2.2)-(2.4) and let $I_k$ be a sequence of Gevrey regular data converging to $I$ in $H^r$. For each $k$, let $V_k = (\varepsilon_k, u_k)$ be the Gevrey regular solution to (2.2)-(2.4) with data $I_k$, whose existence is ensured by the foregoing discussion. In view of the way (3.6) was derived from (2.2)-(2.4), for each $k$, we obtain a Gevrey regular solution $\Psi_k$ to (3.6), with $\Psi_k$ defined in terms of $V_k$ according to the definitions of Section 3.

Let $\Psi_0$ be initial data for (3.6) constructed out of $I$, i.e., we define $\Psi_0$ in terms of $I$ using the definitions of Section 3. This is possible since the entries of $\Psi_0$ will be simple algebraic expressions in terms of $I$.

Let $\Psi$ be the solution to (3.6) with data $\Psi_0$. Note that we do not assume that $\Psi$ is given in terms of the original fluid variables via the relations of Section 3 since at this point we do not yet have a solution to (2.2)-(2.4) with data $I$. In other words, the entries of $\Psi$ are treated as independent variables; at this point the only relation between $\Psi$ and the original system (2.2)-(2.4) is that $\Psi_0$ is constructed out of $I$.

The estimates for solutions to (3.6) derived in Section 5 combined with the estimates for the difference of solutions in Section 6.2, imply that as $I_k \to I$ in $H^r$, $\Psi_k$ converges to $\Psi$, and thus the solutions $V_k$ to (2.2)-(2.4) converge to a limit $V$ in $H^r$. Since $r > 9/2$, we can pass to the limit in the equations (2.2)-(2.4) satisfied by $V_k$ to conclude that $V$ solves (2.2)-(2.4) as well (and that $\Psi$ is in fact given in terms of $V$ by the same expressions that define $\Psi_k$ in terms of $V_k$). By construction, $V$ takes the data $I$.
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REFERENCES

[1] B. Abbott et al., Gravitational Waves and Gamma-rays from a Binary Neutron Star Merger: GW170817 and GRB 170817A, Astrophys. J. Lett., 848 (2017), L13.
[2] B. Abbott et al., GW170817: Observation of Gravitational Waves from a Binary Neutron Star Inspiral, Phys. Rev. Lett., 119 (2017), 161101.
[3] B. Abbott et al., Multi-messenger Observations of a Binary Neutron Star Merger, Astrophys. J. Lett., 848 (2017), L12.
[4] B. Abbott et al., GW170817: Measurements of neutron star radii and equation of state, Phys. Rev. Lett., 121 (2018), 161101.
[5] L. Adamczyk et al., Global A hyperon polarization in nuclear collisions: evidence for the most vortical fluid, Nature, 548 (2017), 62–65.
[6] M. G. Alford, L. Bovard, M. Hanauske, L. Rezzolla and K. Schwenzer, Viscous Dissipation and Heat Conduction in Binary Neutron-Star Mergers, Phys. Rev. Lett., 120 (2018), 041101.
[7] K. Allen, A. Collins, J. Maderer, S. Perus and E. Velasco, LIGO and Virgo make first detection of gravitational waves produced by colliding neutron stars, LIGO-Virgo Press Release, http://www.ligo.org/detections/GW170817/press-release/pr-english.pdf.
[8] M. Alqahtani, M. Nopoush and M. Strickland, Relativistic anisotropic hydrodynamics, Prog. Part. Nucl. Phys., 101 (2018), 204–248.
[9] A. M. Anile, Relativistic Fluids and Magneto-fluids: With Applications in Astrophysics and Plasma Physics (Cambridge Monographs on Mathematical Physics), Cambridge University Press, 1 edition, 1990.
[10] R. Baier, P. Romatschke, D. T. Son, A. O. Starinets and M. A. Stephanov, Relativistic viscous hydrodynamics, conformal invariance, and holography, JHEP, 04 (2008), 100.
[11] F. S. Bemfica, M. M. Disconzi, V. Hoang, J. Noronha and M. Radosz, Nonlinear Constraints on Relativistic Fluids Far From Equilibrium, arXiv:2005.11632.
[12] F. S. Bemfica, M. M. Disconzi and J. Noronha, Causality and existence of solutions of relativistic viscous fluid dynamics with gravity, Phys. Rev. D, 98 (2018), 104064, 26.
[13] F. S. Bemfica, M. M. Disconzi and J. Noronha, Causality of the Einstein-Israel-Stewart Theory with Bulk Viscosity, *Phys. Rev. Lett.*, **122** (2019), 221602.

[14] F. S. Bemfica, M. M. Disconzi and J. Noronha, Nonlinear causality of general first-order relativistic viscous hydrodynamics, *Phys. Rev. D.*, **100** (2019), 104020, 13.

[15] F. S. Bemfica, M. M. Disconzi, C. Rodriguez and Y. Shao, Local well-posedness in Sobolev spaces for first-order conformal causal relativistic viscous hydrodynamics, arXiv:1911.02504.

[16] S. Bhattacharyya, V. E. Hubeny, S. Minwalla and M. Rangamani, Nonlinear Fluid Dynamics from Gravity, *JHEP*, **02** (2008), 045.

[17] C. H. Chan, M. Czubak and M. M. Disconzi, The formulation of the Navier-Stokes equations on Riemannian manifolds, *J. Geom. Phys.*, **121** (2017), 335–346.

[18] E. A. Chodos, Looking back: The top ten physics newsmakers of the decade, *APS News*, **19**, https://www.aps.org/publications/apsnews/201002/newsmakers.cfm.

[19] Y. Choquet-Bruhat, Diagonalisation des systèmes quasi-linéaires et hyperbolicité non stricte, *J. Math. Pures Appl.*, **45** (1966), 371–386.

[20] Y. Choquet-Bruhat, *General Relativity and the Einstein Equations*, Oxford Mathematical Monographs, Oxford University Press, Oxford, 2009.

[21] D. Christodoulou, *The Formation of Shocks in 3-Dimensional Fluids*, EMS Monographs in Mathematics, European Mathematical Society (EMS), Zürich, 2007.

[22] D. Christodoulou, *The Shock Development Problem*, European Mathematical Society (EMS), Zürich, 2019.

[23] M. Czubak and M. M. Disconzi, On the well-posedness of relativistic viscous fluids with non-zero vorticity, *J. Math. Phys.*, **57** (2016), 042501, 21.

[24] S. De Groot, *Relativistic Kinetic Theory, Principles and Applications*, 1980.

[25] G. S. Denicol and J. Noronha, Divergence of the Chapman-Enskog expansion in relativistic kinetic theory, arXiv:1608.07869.

[26] G. Denicol, T. Kodama, T. Koide and P. Mota, Stability and Causality in relativistic dissipative hydrodynamics, *J. Phys. G.*, **35** (2008), 115102.

[27] G. Denicol, H. Niemi, E. Molnar and D. Rischke, Derivation of transient relativistic fluid dynamics from the Boltzmann equation, *Phys. Rev. D.*, **85** (2012), 114047.

[28] M. M. Disconzi, On the well-posedness of relativistic viscous fluids, *Nonlinearity*, **27** (2014), 1915–1935.

[29] M. M. Disconzi, On the existence of solutions and causality for relativistic viscous conformal fluids, *Commun. Pure Appl. Anal.*, **18** (2019), 1567–1599.

[30] M. M. Disconzi, V. Hoang and M. Radosz, Breakdown of smooth solutions to the Müller-Israel-Stewart-equations of relativistic viscous fluids, arXiv:2008.03841.

[31] M. M. Disconzi, M. Ifrim and D. Tataru, Derivation of transient relativistic fluid dynamics from the Boltzmann equation, *Phys. Rev. D.*, **85** (2012), 114047.

[32] M. M. Disconzi, T. W. Kephart and R. J. Scherrer, New approach to cosmological bulk viscosity, *Phys. Rev. D.*, **91** (2015), 043532, 6.

[33] M. M. Disconzi, T. W. Kephart and R. J. Scherrer, On a viable first-order formulation of relativistic viscous fluids and its applications to cosmology, *Internat. J. Modern Phys. D.*, **26** (2017), 1750146, 52.

[34] M. M. Disconzi and J. Speck, The relativistic Euler equations: remarkable null structures and regularity properties, *Ann. Henri Poincaré*, **20** (2019), 2173–2270.

[35] C. Eckart, The Thermodynamics of irreversible processes. 3. Relativistic theory of the simple fluid, *Phys. Rev.*, **58** (1940), 919–924.

[36] A. Einstein, The formal foundation of the general theory of relativity, *Sitzungsber. Preuss. Akad. Wiss. Berlin (Math. Phys.), 1914* (1914), 1030–1085.

[37] Y. Elskens and M. K.-H. Kiessling, Microscopic foundations of kinetic plasma theory: The relativistic vlasov-maxwell equations and their radiation-reaction-corrected generalization, *J. Stat. Phys.*, **180** (2020), 749–772.

[38] S. Floerchinger and E. Grossi, Causality of fluid dynamics for high-energy nuclear collisions, *JHEP*, **08** (2018), 186.

[39] Y. Fourés-Bruhat, Théorèmes d’existence en mécanique des fluides relativistes, *Bull. Soc. Math. France*, **86** (1958), 155–175.

[40] H. Freistühler, A class of Hadamard well-posed five-field theories of dissipative relativistic fluid dynamics, *J. Math. Phys.*, **61** (2020), 033101, 17pp.
[41] H. Freistühler and B. Temple, Causal dissipation and shock profiles in the relativistic fluid dynamics of pure radiation, *Proc. R. Soc. Lond. Ser. A.*, 470 (2014), 20140055, 17.
[42] H. Freistühler and B. Temple, Causal dissipation for the relativistic dynamics of ideal gases, *Proc. A.*, 473 (2017), 20160729, 20.
[43] H. Freistühler and B. Temple, Causal dissipation in the relativistic dynamics of barotropic fluids, *J. Math. Phys.*, 59 (2018), 063101, 17.
[44] R. Geroch and L. Lindblom, Causal theories of dissipative relativistic fluids, *Ann. Phys.*, 207 (1991), 394–416.
[45] R. Geroch and L. Lindblom, Dissipative relativistic fluid theories of divergence type, *Phys. Rev. D* (3), 41 (1990), 1855–1861.
[46] D. Ginsberg, A priori estimates for a relativistic liquid with free surface boundary, *J. Hyperbolic Differ. Equ.*, 16 (2019), 401–442.
[47] J. L. Guermond, F. Marpeau and B. Popov, A fast algorithm for solving first-order PDEs by $L^1$-minimization, *Commun. Math. Sci.*, 6 (2008), 199–216.
[48] M. Hadžić, S. Shkoller and J. Speck, A priori estimates for solutions to the relativistic Euler equations with a moving vacuum boundary, *Commun. Partial Differ. Equ.*, 44 (2019), 859–906.
[49] U. Heinz and R. Snellings, Collective flow and viscosity in relativistic heavy-ion collisions, *Ann. Rev. Nucl. Part. Sci.*, 63 (2013), 123–151.
[50] W. Hiscock and L. Lindblom, Stability and causality in dissipative relativistic fluids, *Annal. Phys.*, 151 (1983), 466–496.
[51] M. P. Heller, A. Kurkela, M. Spaliński and V. Svensson, Hydrodynamization in kinetic theory: Transient modes and the gradient expansion, *Phys. Rev. D* (3), 41 (1990), 1855–1861.
[52] W. Israel and J. Stewart, Transient relativistic thermodynamics and kinetic theory, *Annals Phys.*, 118 (1979), 341–372.
[53] J. Jang, P. G. LeFloch and N. Masmoudi, Lagrangian formulation and a priori estimates for relativistic fluid flows with vacuum, *J. Differ. Equ.*, 260 (2016), 5481–5509.
[54] L. D. Landau and E. Lifshitz, *Fluid Mechanics - Volume 6 (Course of Theoretical Physics)*, 2nd edition, Butterworth-Heinemann, 1987.
[55] J. Leray and Y. Ohya, Équations et systèmes non-linéaires, hyperboliques nonstricts, *Math. Ann.*, 170 (1966), 167–205.
[56] A. Lichnerowicz, *Théories Relativistes de la Gravitation et de l’Électromagnétisme*, Masson et Cie, Paris, 1955.
[57] A. Lichnerowicz, *Relativistic Hydrodynamics and Magnetohydrodynamics: Lectures on the Existence of Solutions*, W. A. Benjamin, New York, 1967.
[58] I. S. Liu, I. Müller and T. Ruggeri, Relativistic thermodynamics of gases, *Ann. Phys.*, 169 (1986), 191–219.
[59] J. Marschall, Pseudodifferential operators with nonregular symbols of the class $S^m_{p,\delta}$, *Commun. Partial Differ. Equ.*, 12 (1987), 921–965.
[60] J. Marschall, Correction to: “Pseudodifferential operators with nonregular symbols of the class $S^m_{p,\delta}$”, *Commun. Partial Differ. Equ.*, 13 (1988), 129–130.
[70] S. Miao, S. Shahshahani and S. Wu, Well-posedness of the free boundary hard phase fluids in minkowski background and its newtonian limit, \textit{arXiv:2003.02987}.

[71] E. R. Most, L. J. Papenfort, V. Dexheimer, M. Hanauske, S. Schramm, H. Stöcker and L. Rezzolla, Signatures of quark-hadron phase transitions in general-relativistic neutron-star mergers, \textit{Phys. Rev. Lett.}, 122 (2019), 061101.

[72] I. Mueller, Zum Paradox der Wärmeleitungstheorie, \textit{Zeit. fur Phys.}, 198 (1967), 329–344.

[73] I. Müller and T. Ruggeri, \textit{Rational extended thermodynamics}, in \textit{Springer Tracts in Natural Philosophy}, 2nd edition, Springer-Verlag, New York, 1998.

[74] G. B. Nagy, O. E. Ortiz and O. A. Reula, The behavior of hyperbolic heat equations’ solutions near their parabolic limits, \textit{J. Math. Phys.}, 35 (1994), 4334–4356.

[75] T. A. Oliynyk, On the existence of solutions to the relativistic Euler equations in two spacetime dimensions with a vacuum boundary, \textit{Classical Quantum Gravity}, 29 (2012), 155013, 28.

[76] T. A. Oliynyk, Stability and causality in the Israel-Stewart energy grame theory, \textit{Ann. Phys.}, 199 (1990), 18.

[77] T. S. Olson and W. A. Hiscock, Plane steady shock waves in Israel-Stewart fluids, \textit{Ann. Phys.}, 204 (1990), 331–350.

[78] J. Peralta-Ramos and E. Calzetta, Divergence-type nonlinear conformal hydrodynamics, \textit{Phys. Rev. D}, 35 (1994), 4334–4356.

[79] T. A. Ollynyk, On the existence of solutions to the relativistic Euler equations in two spacetime dimensions with a vacuum boundary, \textit{Classical Quantum Gravity}, 29 (2012), 155013, 28.

[80] T. A. Ollynyk, Dynamical relativistic liquid bodies, \textit{arXiv:1907.08192}.

[81] T. S. Olson, Stability and causality in the Israel-Stewart energy grame theory, \textit{Ann. Phys.}, 199 (1990), 18.

[82] T. S. Olson and W. A. Hiscock, Plane steady shock waves in Israel-Stewart fluids, \textit{Ann. Phys.}, 204 (1990), 331–350.

[83] J. Peralta-Ramos and E. Calzetta, Divergence-type 2+1 dissipative hydrodynamics applied to heavy-ion collisions, \textit{Phys. Rev. C}, 82 (2010), 054905.

[84] G. B. Nagy, O. E. Ortiz and O. A. Reula, The behavior of hyperbolic heat equations’ solutions near their parabolic limits, \textit{J. Math. Phys.}, 35 (1994), 4334–4356.

[85] T. A. Ollynyk, On the existence of solutions to the relativistic Euler equations in two spacetime dimensions with a vacuum boundary, \textit{Classical Quantum Gravity}, 29 (2012), 155013, 28.

[86] T. A. Ollynyk, Dynamical relativistic liquid bodies, \textit{arXiv:1907.08192}.

[87] T. S. Olson and W. A. Hiscock, Plane steady shock waves in Israel-Stewart fluids, \textit{Ann. Phys.}, 204 (1990), 331–350.

[88] J. Peralta-Ramos and E. Calzetta, Divergence-type nonlinear conformal hydrodynamics, \textit{Phys. Rev. D}, 35 (1994), 4334–4356.

[89] T. S. Olson and W. A. Hiscock, Plane steady shock waves in Israel-Stewart fluids, \textit{Ann. Phys.}, 204 (1990), 331–350.
Received August 2020; revised March 2021.

E-mail address: fabio.bemfica@ect.ufrn.br
E-mail address: marcelo.disconzi@vanderbilt.edu
E-mail address: Jameson_Graber@baylor.edu