MEAN-FIELD EQUATION FOR A STOCHASTIC MANY-PARTICLE MODEL OF QUORUM-SENSING MICROBIAL POPULATIONS
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Abstract. We prove a mean-field equation for the dynamics of quorum-sensing microbial populations. In the stochastic many-particle process, individuals of a population produce public good molecules to different degrees. Individual production is metabolically costly such that non-producers replicate faster than producers. In addition, individuals sense the average production level in the well-mixed population and adjust their production in response (“quorum sensing”). Here we prove that the temporal evolution of such quorum-sensing populations converges to a macroscopic mean-field equation for increasing population sizes. To prove convergence, we introduce an auxiliary stochastic mean-field process that mimics the dynamics of the mean-field equation and that samples independently the individuals production degrees between consecutive update steps. This way, the law of large numbers is separated from the propagation of errors due to correlations. Our developed method of an auxiliary stochastic mean-field process may help to prove mean-field equations for other stochastic many-particle processes.
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1. Introduction

Background: Effective descriptions of stochastic many-particle models in biological physics. The dynamics of biological systems are often modeled in terms of stochastic many-particle processes. For example, the temporal evolution of a microbial population can be suitably described in terms of a stochastic birth-death process to model the competition between species and their long-time evolution [42, 6, 53]. The dynamics of assemblies of epithelial cells in a tissue in terms of cellular Potts models [25, 48, 47], the spatial organization of cellular components such as actin filaments in terms of active matter models [52, 46, 38], and intra-cellular transport of molecular cargo on such filaments in terms of the totally asymmetric simple exclusion process [49, 33, 15, 32, 44, 5, 13] are further examples for the successful application of stochastic processes in biological physics.

Stochastic many-particle processes are typically formulated for certain microscopic degrees of freedom of the biological system under consideration. To verify or falsify theoretical predictions with experimental observables that characterize the various phenomenological phases of the respective biological system, effective descriptions of the underlying stochastic many-particle processes are needed. Such effective descriptions are also important to both identify the parameters and quantify their regimes that may be promising to study in an actual experiment.

As an example, consider the gene expression of individual cells in a microbial population that grows in a well-stirred flask. From an experimental point of view, the cellular production of a specific protein can be linked to the expression of a fluorescent reporter protein such as the Green Fluorescent Protein. However, it is often not possible to resolve the engineered gene expression at the single-cell level in the desired environment. In other words, it may not be possible to observe which cell produces the fluorescent protein to which degree. Instead, the question of how many cells (as opposed to which single cell) produce a certain degree of fluorescent proteins may be experimentally accessible, for example, through fluorescence-activated cell sorting (FACS).

In mathematical terms, only the empirical one-particle density of the microbial population would be experimentally accessible in this example (how many cells produce to which extent), but not the joint probability distribution of all individuals (which single cell produces to which extent). Despite this experimental restriction, the measurement of the one-particle density can be used to discriminate between different phases of the microbial population. For example, whether all individuals produce a protein to the same degree (homogeneous phase) or to different degrees (heterogeneous phase) can be discriminated by the shape of the one-particle density (unimodal or bimodal). In essence, the dynamics of the one-particle density is an effective description at the population level for the stochastic many-particle process, which describes the dynamics of protein production at the single-cell level in the above example, and distinguishes between homogeneous and heterogeneous phases.

Effective descriptions of many-particle processes in biological physics are often guessed by making use of symmetry arguments, by assuming linear response, or are heuristically derived through kinetic theories [18, 22, 56, 40, 38, 31, 2]. To validate and quantify the scope of validity of effective descriptions, to quantify the speed of convergence, and to show robustness of the modelling approach in the first place, it is necessary to prove the convergence with respect to the system size of the stochastic many-particle process to the effective description. However, proving such effective descriptions is often cumbersome, which is a well-known problem in various fields of physics such as in statistical physics.
Main result of this work: Convergence to mean-field for large $N$ in the quorum-sensing model. In this manuscript, we prove the validity of an effective description for the so-called *quorum-sensing model*, which is a stochastic many-particle process for the temporal evolution of a quorum-sensing microbial population of $N$ individuals [3].

In the quorum-sensing model, each individual produces public good molecules to different degrees and secretes those into the well-mixed environment; see illustration in Figure 1(B). Individual production is metabolically costly, such that non-producers replicate faster than producers. In addition, individuals sense the average production level in the well-mixed population and adjust their production in response (known as “quorum sensing”). As was recently shown, depending upon both the response rate and the growth rate differences, the microbial population can evolve in time into a homogeneous phase, in which all bacteria produce to the same degree, or into a heterogeneous phase, in which the population splits into two subpopulations with different production degrees [3]. These theoretical findings might explain recent experiments, and challenge currently accepted views on phenotypic heterogeneity in quorum-sensing microbial populations.

Previously, observations of numerical simulations of the quorum-sensing model were explained by the analysis of an effective mean-field equation (4) [3]. This mean-field equation describes the temporal evolution of the distribution of production degrees in the population. The derivation of this effective description included two steps: (i) the derivation of the temporal evolution equation of the reduced one-particle density $\rho^{(1)}$ for the production degrees in the population, which was obtained from the continuous-time Markov process describing the dynamics of the single-cell production degrees; (ii) the assumption of a mean-field density $\rho$ and the heuristic guess of the mean-field equation (4) that governs the temporal evolution of $\rho$.

Here, we prove that and quantify how the stochastic process of the quorum-sensing model converges to the mean-field equation (4) as the population size grows to infinity ($N \to \infty$); see Figure 2. More precisely, we establish that for any finite time $t$, the empirical density of the underlying microscopic process $\rho^{(1)}_N$ converges in probability to the mean-field density $\rho$ of the effective dynamics as $N \to \infty$ if initial correlations are not too strong, see Theorem 1. In other words, our proof yields concrete error bounds for the quality and the speed of convergence of the stochastic process to the mean-field equation. These error bounds depend upon both the population size and the initial correlations. To show convergence, we introduced an auxiliary stochastic mean-field process that mimics the temporal evolution of the mean-field equation (4) and updates the individuals’ production degrees in an independent manner; see Figure 3. This way, the law of large numbers is separated from the propagation of errors that build up due to correlations between the production degrees of the individuals, and enables to prove convergence towards mean-field as $N \to \infty$.

Significance of our results in the biological context. The proof presented in this manuscript also shows that the convergence to the mean-field equation (4) is robust against changes of microscopic details in the definition of the quorum-sensing model. In particular, convergence to mean-field does not depend upon the specific choice of the fitness function and the implemented way by which cells sense and respond to the average production level of the public good in the environment. Previously, it was already shown that the occurrence
of heterogeneous phases of the population depends only upon the qualitative behavior of both the fitness function and the response function (that is, their respective fixed point structure) \[3\]. Together with the results of this work, these robustness properties are important for the applicability of the quorum-sensing model to a biological, \emph{in vivo} or \emph{in vitro}, experiment, for which access to the qualitative form of both fitness and response might be possible \[45, 16, 27, 54, 17, 28, 37\]. In total, the convergence to mean-field presented in Theorem 1 and its proof support the biological relevance of the quorum-sensing model for phenotypic heterogeneity in quorum-sensing microbial populations.

Significance of our applied method for other stochastic many-particle models. Furthermore, we expect that our developed method of an auxiliary stochastic mean-field process could also be helpful to prove the convergence of other stochastic many-particle processes towards their respective mean-field equations. Birth and death processes in discrete systems – for example on networks – are relevant in many applications describing physical, biological, or social systems. In some of these systems, a rigorous proof of the validity of an effective description could be possible using the techniques of this manuscript.

The idea of using an auxiliary process for proving mean-field limits for many-body processes has already been successfully implemented in the continuous case, for example, in \[7, 30, 10\]. By combining these ideas with the technique of the present paper, it should be possible to generalize most of these results to the case including a random birth- and/or death process. For example, in reference \[30, 10\], the Keller-Segel equation is derived from a microscopic model describing the continuous motion of interacting amoebas by comparing their microscopic dynamics to an auxiliary system, defined by the trajectories that follow the mean-field flow. However, discrete gain and loss terms naturally occur in the description of life cycles in a colony of amoebas, which can be described by adding a birth and/or death process to the microscopic model. We envision that it should be possible to obtain and prove a Keller-Segel-like equation including a gain and/or loss term as effective description by using an auxiliary stochastic mean-field process as presented in this manuscript.

Outline of the manuscript. This manuscript is organized as follows. In Section 2, we introduce the quorum-sensing model as a stochastic many-particle process to describe the temporal evolution of quorum-sensing microbial populations; Figure 1 illustrates the model set-up, both in the individual-based and population-based description. We provide a brief overview of previous numerical and analytical results of the quorum-sensing model, and explain why this model might have biological relevance in the context of phenotypic heterogeneity of autoinducer production in quorum-sensing microbial populations. The mean-field equation (4) is introduced as an effective description of the temporal evolution of quorum-sensing microbial populations, which explains the observed phenotypic heterogeneity. Our main result for the convergence of the empirical one-particle density (derived from the microscopic, stochastic many-particle process) towards the mean-field density (the effective or macroscopic process) is presented in Theorem 1 in Section 3. Figure 2 in Section 3 summarizes the key steps of the proof. Essential to the idea of the proof is the introduction of an auxiliary stochastic mean-field process, which is explained in Section 4 and illustrated in Figure 3. The details of the proof are explained in Section 5.

2. THE QUORUM-SENSING MODEL: A STOCHASTIC MANY-PARTICLE PROCESS FOR THE TEMPORAL EVOLUTION OF QUORUM-SENSING MICROBIAL POPULATIONS

We now introduce the set-up of the quorum-sensing model in the individual-based description by closely following along the lines of reference \[3\].
State of the population. The quorum-sensing model is defined for a well-mixed population of \( N \) individuals. Each individual \( i = 1, \ldots, N \) is characterized by its production degree \( p_i \in [0, 1] \). The value of \( p_i \) denotes the extent to which an individual produces the public good. This public good is secreted into the well-mixed population and, thus, becomes equally shared amongst all individuals of the population. The limiting case \( p_i = 0 \) denotes a non-producer and \( p_i = 1 \) denotes a full producer. The state of the population at a given time is characterized by the collection of the production degrees of all \( N \) individuals \( P = (p_1, \ldots, p_N) \).

A stochastic birth-death process governs the temporal evolution of the state of the population. The state of the population \( P \) changes through a continuous-time Markov process; see Figure 1 for an illustration. The state \( P \) is updated through both reproduction of individuals and a sense-and-response mechanism, such that at most two individuals \( i \) and \( j \neq i \) change their production degree at one time; see Figure 1(B). In the following, these processes that change the state of the population are explained.

Reproduction. An individual \( i \) replicates randomly (referred to as a birth or creation event) after a time that is exponentially distributed with rate \( \phi_i \); see Figure 1(A). This replication rate \( \phi_i \) is also referred to as the individual’s fitness and depends on the individual’s production degree and on the whole population as follows. On the one hand, fitness decreases due to the individual’s metabolic costs of production quantified by the value \( c_{p_i} \) (with cost unit \( c \geq 0 \)). In other words, non-producers replicate faster than producers. On the other hand, fitness increases with the available public good in the well-mixed population. Because the secreted public good is shared equally between all individuals, it is assumed that the fitness increases by the value \( b \langle p \rangle \) (with benefit unit \( b \geq 0 \)); here \( \langle p \rangle = 1/N \sum_{i=1}^{N} p_i \) denotes the average production level in the population at that instant in time. In other words, the more producers are present in a population, the faster individuals replicate in that population.

To be explicit, the individual’s fitness could be chosen as a linear function of costs and benefits:

\[
\phi_i(P) = 1 + s(b \langle p \rangle - c_{p_i}),
\]

and may be generalized to any function \( \phi_i(P) = \phi(p_i, \langle p \rangle) \) that is bounded in Lipschitz norm (see definition in Equation (5) further below). In the chosen fitness function (1), the influence of the balance between costs and benefits is scaled by the selection strength \( 0 < s < 1/c \) and is added to the background fitness 1. The average per capita fitness is given by \( \langle \phi \rangle = 1 + s(b - c) \langle p \rangle \).

Whenever an individual splits into two offspring individuals, another individual from the population is randomly selected with probability \( 1/(N - 1) \) to die (referred to as a death or annihilation event) such that the population size \( N \) remains constant. For the choice of the fitness function (1), the time unit \( \Delta t = 1 \) means that, given a population consisting solely of non-producers, each individual will have replicated once on average.

Sense-and-response through quorum sensing. Furthermore, individuals may change their production degree via quorum sensing. For simplicity, we implemented sense-and-response as follows; see also Figure 1(B) for an illustration. At a reproduction event, both offspring individuals of ancestor \( i \) sense the average production level \( \langle p \rangle \) in the well-mixed population. With probability \( \lambda \in [0, 1] \), they independently adopt the value \( R(\langle p \rangle) \in [0, 1] \) as their production degree, whereas they inherit the ancestor’s production degree with probability \( 1 - \lambda \). We refer to the function \( R(\langle p \rangle) \) as the response function (see Figure 1(B) for a sketch), which is the same for all individuals. In this implementation of sense-and-response,
the response probability can be thought of as a response rate measured in units of the reproduction rate. We refer to the ability of an individual to sense and respond to a property of the whole population (such as the average production level \( \langle p \rangle \)) as quorum sensing. Importantly for the quorum-sensing model, sense-and-response constitute a source of innovation in the space of production degrees because an individual may adopt a production degree that was not previously present in the population.

Central to the quorum-sensing model is the feature that individuals shape their environment (through the production and secretion of the public good) and respond to this self-shaped environment (by changing their individual production), in turn. In simple terms, every individual feels the average production of all other individuals and adjusts its individual production accordingly. Thus, ecological and population dynamics are coupled in the quorum-sensing model. This coupling results in interesting collective dynamics that are summarized in the following.

**Phenomenology of the quorum-sensing model and biological significance.** Previous numerical simulations and mathematical analysis of the quorum-sensing model showed that the coupling between ecological and population dynamics through quorum sensing may induce phenotypic heterogeneity in the production of public goods in microbial populations [3]. These findings qualitatively explain recent experimental observations in microbial population dynamics [21, 26] and challenge currently accepted views on the origin of phenotypic heterogeneity [1] in quorum-sensing microbial populations.

More specifically, upon numerically simulating the stochastic process of the quorum-sensing model, one observes both homogeneous and heterogeneous (quasi-)stationary phases of the population depending on the chosen parameter values for the selection strength \( s \) and response probability \( \lambda \). For a broad range of values for \( s \) and \( \lambda \), the population evolves into a state in which all individuals produce public goods to the same degree (referred to as homogeneous phase, \( p_i = p_j \) for all \( i \) and \( j \)). For fixed selection strength \( s \), such homogeneous phases are approached if \( \lambda = 0 \) or if \( \lambda \) exceeds some threshold value. Homogeneous phases of the population are intuitively expected to occur at least for some parameter regimes because every individual in the quorum-sensing model senses the production of every other individual and responds accordingly to the average. Notably, however, the coupling between ecological and population dynamics can also yield to a stable heterogeneous production of public good molecules in the population. For intermediate values of the response probability \( \lambda \), the population may split into two subpopulations: one with a low, and a second with a high production of public good molecules. This heterogeneity in the public good production is stable for many generations. At the same time, the overall production level \( \langle p \rangle \) is robustly self-regulated if individual production is up-regulated through the response function \( R(\langle p \rangle) \). Such heterogeneous phases arise for diverse initial states of the population. The phase transitions between homogeneous and heterogeneous (quasi-)stationary phases occur if cellular response to the environment is absent (\( \lambda = 0 \)) or too frequent (high values of \( \lambda \)). In total, if individuals sense and respond to their self-shaped environment, the population may not only respond as a homogeneous collective as is typically associated with quorum sensing, but may also become a robustly controlled collective of two different subpopulations [3].

These findings may have direct applications to microbial population dynamics for which so-called autoinducers can be understood as public goods molecules. Autoinducers are small signaling molecules that enable microbes to communicate with each other in terms of a chemical language. These autoinducers are secreted into the environment and are sensed by other microbes in the population, in turn. Upon responding to the sensed level
of autoinducers in the environment, a coordinated gene expression of all cells of the population can be triggered. Such collective behavior of microbes is commonly referred to as “quorum sensing” and comprises, for example, the coordinated and collective expression of genes for virulence, biofilm formation, and bioluminescence. Recent experiments suggest that the production of autoinducers may vary between genetically identical cells in a population in that some cells of the population expressed autoinducer synthase genes during microbial growth, while others did not [21, 26]. Such a phenomenon is referred to as phenotypic heterogeneity [1]. The stable coexistence of different phenotypes in one population may serve the division of labor or act as a bet-hedging strategy and, thus, may be beneficial for the survival and resilience of a microbial species at long time scales. However, the experimentally observed phenotypic heterogeneity in the autoinducer production is not expected to occur in well-mixed populations if currently favored threshold models for quorum-sensing response are adopted [3]. The phenomenology of the quorum-sensing model shows that a microbial population can, indeed, control phenotypic heterogeneity of autoinducer production and, concomitantly, tightly adjust the average production level in the population to trigger quorum-sensing functions such as virulence. In other words, the quorum-sensing model might be relevant to explain how phenotypic heterogeneity in the production of autoinducers is established in quorum-sensing microbial populations.

Macroscopic (population-based) description and effective temporal evolution: mean-field equation (4). To describe the numerically observed quasi-stationary, heterogeneous phases of the population, we previously derived heuristically a macroscopic mean-field equation from the microscopic stochastic many-particle process. All details of both the heuristic derivation and the mathematical analysis can be found in the supplement of reference [3]\textsuperscript{1}. The central steps are outlined in the following to motivate the proof for the convergence of mean-field.

On a macroscopic (that is, population-based) description level, the population is suitably characterized by the so-called reduced one-particle density,

\begin{equation}
\rho^{(1)}(p, t) = \frac{1}{N} \left\langle \sum_{i=1}^{N} \delta(p - p_i) \right\rangle_{P(P,t)},
\end{equation}

in the spirit of a kinetic theory [31, 50], in which \(\rho^{(1)}\) denotes the probability distribution of finding any individual at a specified production degree \(p\) at time \(t\); see Figure 1(B)(ii). We also refer to \(\rho^{(1)}\) as the average density of the microscopic process as opposed to the empirical density:

\begin{equation}
\rho_{N}^{(1)}(p, t) = \frac{1}{N} \sum_{i=1}^{N} \delta(p - p_i),
\end{equation}

which is the histogram of production degrees of a single realization of the stochastic process at time \(t\); see also Definition 3 for a different formulation. The average in the definition of the average density is taken over the joint \(N\)-particle probability distribution \(P(P,t)\). In other words, the value \(P(P,t)dp_1...dp_N\) denotes the joint probability of finding the first individual with a production degree in the interval \([p_1, p_1+dp_1]\), the second individual with a production degree in the interval \([p_2, p_2+dp_2]\), and so on at time \(t\). The temporal evolution of \(P(P,t)\) is governed by a master equation for the stochastic many-particle process [20, 51, 53],

\textsuperscript{1}Please note that the average one-particle density was denoted as \(\rho_{N}^{(1)}\) in reference [3], whereas it denotes the empirical density in this manuscript; see Equation (3).
which follows from the definition of the quorum-sensing model and tracks the correlated microscopic dynamics of the production degrees of all $N$ individuals. The temporal evolution of $\rho^{(1)}$ is derived from the master equation for $P$; see [3] for details. The average density $\rho^{(1)}$ may be approximated by the mean-field density $\rho$ if one naively assumes that correlations are negligible. Under this mean-field assumption, $\rho$ evolves according to the mean-field equation:

$$\frac{\partial}{\partial t} \rho(p,t) = 2\lambda \langle \phi \rangle_{\rho t} (\delta(p - R(\langle p \rangle_{\rho t})) - \rho(p,t)) + (1 - 2\lambda) (\phi(p, \langle p \rangle_{\rho t}) - \langle \phi \rangle_{\rho t}) \rho(p,t).$$

Here, we abbreviated $\langle \phi \rangle_{\rho t} = \int_0^1 dp \phi(p)\rho(p,t)$, and analogously for $\langle p \rangle_{\rho t}$. The mean-field equation (4) conserves normalization of $\rho$, that is, $\int dp \frac{\partial}{\partial t} \rho(p,t) = 0$. Note that the mean-field equation (4) is to be understood in distributional sense, that is, it needs to be integrated over observables (for example, suitable test functions $g : [0,1] \to \mathbb{R}$ with bounded Lipschitz norm (5)) and $\rho$ is interpreted as a linear functional on the space of these observables. Two terms contribute to the mean-field equation (4) and determine how the distribution of production degrees in the population evolves in time: the sense-and-response term with prefactor $2\lambda$, and the replicator term with prefactor $1 - 2\lambda$. When quorum sensing is absent ($\lambda = 0$), the sense-and-response term vanishes and Equation (4) reduces to the well-known replicator equation of the continuous Prisoner’s dilemma \[8, 43, 29, 14, 39\]. In general, the replicator term determines how probability weight at production degree $p$ changes if the fitness $\phi(p)$ is different from the mean fitness in the population $\langle \phi \rangle_{\rho t}$. The sign of the contribution of the replicator term changes when exactly one of the two offspring individuals adapts on average ($\lambda = 1/2$). The sense-and-response term, on the other hand, encodes the ecological feedback by which individuals sense the average $\langle p \rangle_{\rho t}$ and adopt the production degree $R(\langle p \rangle_{\rho t})$ in response. The change in $\rho$ at a certain production degree is determined by the difference between the current state $\rho$ and the state in which all individuals have this production degree $R(\langle p \rangle_{\rho t})$.

The analysis of the mean-field equation (4) explains both homogeneous and heterogeneous states of the population [3]. Depending on how growth rate differences between producers and non-producers (quantified by the selection strength $s$) balance with the response rate to the environment (quantified by the response probability $\lambda$), homogeneous (unimodal) or heterogeneous (bimodal) stationary densities are approached at long times in the mean-field equation (4). The existence and the stability of heterogeneous stationary densities is a consequence of the feedback between ecological and population dynamics. In total, the analysis of the mean-field equation (4) shows that phenotypic heterogeneity arises dynamically in the quorum-sensing model and that it is robust both against changes in the definition of the stochastic many-particle process (how up-regulation and growth rate differences are implemented), and against perturbations and demographic noise of the stochastic dynamics.

3. MAIN RESULT OF THIS WORK: CONVERGENCE TO MEAN-FIELD FOR LARGE $N$

Purpose of this manuscript. In this manuscript, we prove that for any time $t > 0$ the empirical density $\rho^{(1)}_N(t)$ of the stochastic many-particle process (microscopic dynamics / process) converges in probability towards the mean-field density $\rho$ (macroscopic dynamics / process) as the number of individuals becomes large and if initial correlations are not too strong; see Figure 2 for an overview. In other words, the mean-field equation (4) exactly describes the collective dynamics of the stochastic many-particle process of the quorum-sensing model as $N \to \infty$. 

Closeness between microscopic and macroscopic process, and convergence in probability. First, let us define the notion of closeness between the microscopic and the macroscopic process, and formulate our main result. Since the empirical density $\rho^{(1)}_N$ is a sum of delta functions (a histogram) while the mean-field density $\rho$ is a continuous function, closeness of the two can only hold in a weak sense. Consequently, we introduce a weak notion of distance between functionals (for example, $\rho^{(1)}_N$ and $\rho$) in $(L^\infty)^*$, which denotes the dual space of $L^\infty$ (the space of all essentially bounded measurable functions). We then measure distances between probability distributions with the bounded Lipschitz metric, which is based on the bounded Lipschitz norm defined as follows. Defining the Lipschitz norm of a function $f \in C[0,1]$ (the space of all continuous functions on $[0,1]$) as:

$$
\|f\|_{L} := \sup_{x,y \in [0,1]} \frac{|f(x) - f(y)|}{|x - y|},
$$

the bounded Lipschitz norm of any functional $g \in (L^\infty)^*$ is given by:

$$
\|g\|_{BL} := \sup_{\|f\|_{L} = 1; f(0) = 0} \left| \int_0^1 dp \, f(p) g(p) \right| .
$$

(5)

Note that $(L^\infty)^*$ can be identified with the space of all finitely additive finite signed measures. Furthermore, any normalized and positive $g \in (L^\infty)^*$ (such that $\int_0^1 dp \, g(p) = 1$) can naturally be identified with a probability distribution. For such a normalized and positive $g$ one may drop the boundary condition $f(0) = 0$ in the definition of the bounded Lipschitz norm. Note that

$$
\|g\|_{BL} \leq \left| \int_0^1 dp \, p |g(p)| \right| \leq \|g\|_1 = \int_0^1 dp \, |g(p)| .
$$

(6)

The bounded Lipschitz metric measures the distance between two functionals $g$ and $h \in (L^\infty)^*$ as:

$$
d(g, h) := \|g - h\|_{BL} = \sup_{\|f\|_{L} = 1; f(0) = 0} \left| \int dp \, f(p) g(p) - \int dp \, f(p) h(p) \right| .
$$

(7)

Furthermore, the convergence of the empirical density of the microscopic process $\rho^{(1)}_N$ against the solution $\rho$ of the macroscopic mean-field equation (4) can at best hold in a probabilistic sense: With very small probability, always the same individual might be reproduced in a single realization of the stochastic process. Such a realization would lead to a big deviation from the solution of the mean-field equation (4). However, the occurrence of such a trajectory is improbable. To capture this intuition in mathematical terms, we define convergence in probability as follows:

**Definition 1.** Let $(\nu_N)_N$ be a sequence of probability densities and $\nu$ be a probability density. We write:

$$
\nu_N \xrightarrow{\text{in prob}} \nu \quad \text{if for any } \epsilon > 0 : \lim_{N \to \infty} \mathbb{P}(d(\nu_N, \nu) > \epsilon) = 0 .
$$

With this notion of convergence in probability, the main result of this manuscript is formulated as follows:

**Theorem 1.** Let $\rho^{(1)}_N(t)$ be the empirical one-particle density of the stochastic many-particle process (the microscopic process) and $\rho(t)$ a solution of the mean-field equation (4) (the
We assume for the initial densities that \( \rho_N^{(1)}(0) \xrightarrow{\text{in prob}} N \to \infty \rho(0) \). Then:

\[
\rho_N^{(1)}(t) \xrightarrow{N \to \infty} \rho(t) \quad \text{for any } t > 0.
\]

It is not surprising, that one of the crucial steps in proving our result makes use of the law of large numbers. However, controlling the propagation of errors, which build up by neglecting correlations of the individuals’ production degrees, with mathematical rigor is not trivial. The skeleton of our proof is summarized in Figure 2 and outlined in the following.

**Outline of the proof.** The key idea of the proof is to separate the law of large numbers argument from the estimate of the error propagation by introducing an auxiliary stochastic mean-field process; see Figure 3 for an illustration. By virtue of the auxiliary process, individuals are created and annihilated in an explicitly independent manner between consecutive update steps such that the temporal evolution of the auxiliary process mimics the mean-field dynamics (4) (see also Equation (10)). The auxiliary process is characterized by the average density \( \eta_{\text{aux}} \), and a single realization of the auxiliary process is denoted as \( \eta_{\text{aux}}^N \) (the empirical density of the auxiliary stochastic mean-field process). Note that throughout the manuscript, we denote empirical densities (\( \rho_N^{(1)} \) and \( \eta_{\text{aux}}^N \)) by the subscript \( N \), whereas average densities (\( \rho \) and \( \eta_{\text{aux}} \)) do not depend on the system size.

The idea of an auxiliary stochastic mean-field process with independent birth and death between consecutive update steps may seem paradox because the annihilation of an individual in the microscopic stochastic process always depends upon the actual state of the population: an individual with production degree \( p \) can only be annihilated if it is existing. For the auxiliary process, however, we relax this condition of an actual existence of individuals: for the realization of the auxiliary process, we count an individual with a positive mass +1 at a birth event and an individual with a negative mass \(-1\) at a death event. In other words, instead of creating/annihilating an individual, an individual with a positive/negative mass is created. This way, the empirical density (\( \eta_{\text{aux}}^N \)) may not be positive for all production degrees, but it is still normalized. The auxiliary process is implemented in such a way that we do not lose independence between consecutive update steps, see Definition 8. As a consequence, the convergence of the empirical density of the auxiliary process \( \eta_{\text{aux}}^N \) to the average density \( \eta_{\text{aux}} \) as \( N \to \infty \) is controlled with a “standard” law of large numbers argument (see Lemma 1).

The propagation of errors for the convergence of the microscopic process (\( \rho_N^{(1)} \)) to the empirical auxiliary process (\( \eta_{\text{aux}}^N \)) is then controlled by Grönwall’s inequality (see Lemma 4). Grönwall’s inequality was also applied for the convergence of the average auxiliary process (\( \eta_{\text{aux}} \)) to the mean-field density \( \rho \) (see Lemma 7; the law of large numbers was implicitly applied as well).

Note also that most of the following sections do not include the “real” time \( t \) as a variable: the microscopic process, the auxiliary stochastic mean-field process, and the auxiliary mean-field process are synchronized in time. That is, we use \( k = 0, 1, 2, \ldots \) as a variable to count the ordinal number of creation/annihilation steps of the various processes; see Figure 1(A). In other words, \( k \) labels the update steps. Since the time intervals between two creation/annihilation processes are distributed independently, the discrete label \( k \) is approximately a function of the continuous time \( t \). Only when we compare the macroscopic process (\( \rho \)) with the auxiliary mean-field process (\( \eta_{\text{aux}} \)) is the time variable recovered, and convergence with respect to synchronization of time is controlled by a law of large numbers argument (see Lemma 7).
Remark 1. The basic idea of the proof is to estimate the expectation value of the distance 
\( d(\rho_N^{(1)}(t), \rho(t)) \) as follows:
\[
E \left( d(\rho_N^{(1)}(t), \rho(t)) \right) \leq \text{Const}(t) \cdot \left( E \left( d(\eta_{N,0}^{\text{aux}}, \rho_0) \right) + N^{-1/4} \right),
\]
with some constant \( 0 < \text{Const} < \infty \) for any chosen time \( t > 0 \).

Applying Markov’s inequality then establishes an error estimate of the convergence for any \( t > 0 \):
\[
P \left( d(\rho_N^{(1)}(t), \rho(t)) > \epsilon_N \right) \leq \frac{E \left( d(\rho_N^{(1)}(t), \rho(t)) \right)}{\epsilon_N} \leq \frac{\text{Const}(t)}{\epsilon_N} \cdot \left( E \left( d(\eta_{N,0}^{\text{aux}}, \rho_0) \right) + N^{-1/4} \right).
\]
This estimate provides a quantitative control of the propagation of errors with respect to the population size \( N \). For example, if initial correlations vanish with \( N \) as \( E \left( d(\eta_{N,0}^{\text{aux}}, \rho_0) \right) \leq \text{Const} \cdot N^{-1/8} \), the choice \( \epsilon_N = N^{-1/8} \) yields the estimate:
\[
P \left( d(\rho_N^{(1)}(t), \rho(t)) > N^{-1/8} \right) \leq \text{Const}(t) \cdot N^{-1/8}.
\]
This statement quantifies our intuitive reasoning from above: Realizations of the stochastic many-particle process whose one-particle density deviate significantly \( d(\rho_N^{(1)}(t), \rho(t)) > N^{-1/8} \) from the solution of the mean-field equation (4) can actually occur (as is also seen in numerical simulations of the quorum-sensing model). However, the probability \( P \) of such an occurrence is bounded from above by \( P \leq \text{Const}(t) \cdot N^{-1/8} \). Pictorially speaking, as the population size \( N \) grows, such occurrences become less and less likely and the magnitude of such deviations becomes smaller and smaller.

4. Introduction of the auxiliary stochastic mean-field process – the central idea of the proof

4.1. The microscopic, stochastic many-particle process in a population-based description. First, the set-up of the microscopic process is revisited before we define the auxiliary stochastic mean-field process in Definition 8. In the following, we provide an alternative formulation of the stochastic many-particle process in a population-based description that is suitable for our proof; see Figure 1(B) for a comparison if the individual-based and population-based description.

As described above, an individual \( i \) reproduces at rate \( \phi_i \) (for illustration, we assume the form of the fitness in Equation (1)) that depends on both the individual’s production degree \( p_i \) and the average production level in the whole population \( \langle p \rangle \). The time taken until the next reproduction event of individual \( i \) occurs is exponentially distributed with mean \( \phi_i \). In other words, the waiting time is sampled from the probability density \( \phi_i e^{-\phi_i t} \). For our purposes it is useful to reformulate the stochastic process in the spirit of Gillespie’s stochastic kinetic Monte Carlo method [23, 24]. Instead of randomly choosing a time of reproduction for every individual independently, one can choose the time steps at which some individual of the population is reproduced randomly and, in a second step, define another random variable that selects which of the individuals reproduces. This reformulation does not change the dynamics of the microscopic, stochastic many-particle process. For this reformulation, let \( \tau_0 = 0 \) and \( \tau_k \) with \( k = 1, 2, \ldots \) be the time at which for the \( k \)th time the configuration
of the population is updated (the $k^{th}$ update step), that is, for the $k^{th}$ time an individual is created (and another individual is annihilated at the same time). The total rate of creating any individual is given by the sum of the fitnesses of all individuals: $\sum_{i=1}^{N} \phi_i = N\langle \phi \rangle = N(1 + s(b - c)(p))$. It follows that all time differences $\Delta \tau_{k+1} = \tau_{k+1} - \tau_k$ are exponentially distributed with mean $\mu_k$. Because the configuration is updated at the time $\tau_k$, also the fitness and, thus, the parameter $\mu_k$ depend on the update step $k$. Writing $\langle p \rangle_k$ for the average production degree at time $\tau_k$ (that is, $\langle p \rangle_k = \frac{1}{N} \sum_{i=1}^{N} p_i(\tau_k)$), it follows that $\mu_k = N(1 + s(b - c)\langle p \rangle_k) = N\langle \phi \rangle_k$; see Figure 1(A).

**Definition 2.** Let $\Delta \tau_{k+1}$ be the random variable for the length of the time interval between the $k^{th}$ and $(k+1)^{th}$ update step of the stochastic many-particle process of the quorum-sensing model, that is $\langle \Delta \tau_{k+1} \rangle := 1/\mu_k = N^{-1}(1 + s(b - c)\langle p \rangle_k)^{-1}$. We define $\tau_k := \sum_{l=1}^{k-1} \Delta \tau_l$ as the update times and $\langle \tau_k \rangle := \sum_{l=1}^{k-1} \langle \Delta \tau_l \rangle$ as their according average. Furthermore, we define $M(t)$ to be the maximal natural number such that $\langle \tau_{M(t)} \rangle \leq t$, and $\kappa(t)$ as the random variable given by the maximal number such that $\tau_{\kappa(t)} \leq t$. Note that, due to the definition of the fitness, the number of update steps up to time $t$ scales linearly with $N$ on average, that is $M(t) \sim O(N)$ such that $\langle \tau_{M(t)} \rangle \sim O(N^0)$.

Having defined the update times $\tau_k$ for $k \geq 1$, we next define the random variables that select two new individuals with production degree $p_{N+2k-1}^{\text{micro,}+}$ and $p_{N+2k}^{\text{micro,}+}$ for creation, and two new individuals with production degree $p_{2k-1}^{\text{micro,}+}$ and $p_{2k}^{\text{micro,}+}$ for annihilation at time $\tau_k$. The random variables $p_{N+2k-1}^{\text{micro,}+}$, $p_{N+2k}^{\text{micro,}+}$, $p_{2k-1}^{\text{micro,}+}$, and $p_{2k}^{\text{micro,}+}$ map from some probability space $\Omega_k$ onto the interval $[0, 1]$ at update step $k$ for all $k \geq 1$. Before we define the probability space $\Omega_k$, we first define the probability distribution of production degrees that we consider in the microscopic process.

The population-based description of the microscopic process begins with a set of $N$ individuals and their according production degrees $p_0^{\text{micro,}+}, \ldots, p_N^{\text{micro,}+}$. The sequence of production degrees that were initially present and that have been created until time $\tau_k$ are denoted as $P_k^{\text{micro,}+} := (p_1^{\text{micro,}+}, \ldots, p_N^{\text{micro,}+}, p_{N+1}^{\text{micro,}+}, \ldots, p_{N+2k}^{\text{micro,}+})$; the sequence of production degrees that have been annihilated until $\tau_k$ is denoted as $P_k^{\text{micro,}+} := (p_1^{\text{micro,}+}, \ldots, p_{2k}^{\text{micro,}+})$.

**Definition 3.** For any pair of sequences $P_k^{\text{micro,}+}, P_k^{\text{micro,}+}$, the empirical one-particle density of the microscopic process after $k$ update steps is given by:

$$
\rho_{N,k}^{(1)}(p) = \rho_{N}^{(1)}(p; P^{\text{micro,}+}_k, P^{\text{micro,}+}_k) := \frac{1}{N} \left( \sum_{j=1}^{N+2k} \delta(p - p_j^{\text{micro,}+}) - \sum_{j=1}^{2k} \delta(p - p_j^{\text{micro,}+}) \right).
$$

Note that $\rho_{N,k}^{(1)}$ is positive and fulfills $\int dp \rho_{N,k}^{(1)} = 1$ for all update steps $k$. Thus, $\rho_{N,k}^{(1)}$ has the form of a probability distribution for all $k$. Note also that only existing particles may be annihilated in the microscopic process. On the other hand, in the auxiliary process (see Definition 8 below), individuals may be created with a negative mass at any production degree according to the present density of particles. Therefore, the creation and annihilation of individuals at a certain production degree is independent of the previous existence of individuals at that production degree in the auxiliary process. This way, positivity of the empirical density ($\eta_{N}^{\text{aux}}$) is lost for the auxiliary process, but the normalization is still valid.
For easier comparison of the random variables \( p^{\text{micro},+} \) and \( p^{\text{micro},-} \) of the microscopic model with the yet to be defined random variables of the auxiliary model (see Definition 8), it is convenient to assume a constant probability density on \( \Omega^k \) and choose the maps \( p^{\text{micro},+} \) and \( p^{\text{micro},-} \) in such a way that the creation and annihilation probabilities coincide with those of the microscopic process.

To sample a random variable from an arbitrary probability density \( \nu \), we use the following definition:

**Definition 4.** For any probability density \( \nu \in (L^\infty)^* \), we define the random variable \( X^\nu \), with \([0,1] \to X^\nu\), through the so-called quantile function:

\[
X^\nu(\theta) := \inf \left\{ x : \int_0^x dp \, \nu(p) > \theta \right\}.
\]

Note that, because probability distributions functions are continuous from the right, the infimum is in fact a minimum. Thus, the random variable \( X^\nu(\theta) \), with \( \theta \) being uniformly distributed on \([0,1]\), is the inverse function to the cumulative distribution function of \( \nu \) that is given by \( x \mapsto \int_0^x dp \, \nu(p) \); see also Figure 4 (upper part) for an illustration.

Following this definition, the random variable \( X^\nu(\theta) \), with \( \theta \) being uniformly distributed on \([0,1]\), has probability density \( \nu \). For a given probability density \( \nu \), we also define the reproduction density that accounts for how production degrees change at an update step of the stochastic many-particle process defined by the quorum-sensing model.

**Definition 5.** For any probability density \( \nu : [0,1] \to \mathbb{R}^+ \), let \( \Phi(\nu) \) be the reproduction density of the quorum-sensing model, that is the probability density given by:

\[
\Phi(\nu)(p) := 2\lambda \delta(p - R(\langle p \rangle_\nu)) + (1 - 2\lambda) \frac{1}{1 + s(b-c)p} \nu(p),
\]

where we abbreviated the mean of \( \nu \) as \( \langle p \rangle_\nu = \int_0^1 dp \, \nu(p) \) and used the fitness function in Equation (1).

The reproduction density consists of two parts: (i) response to the average by increasing probability mass at the production degree \( R(\langle p \rangle_\nu) \) with prefactor \( 2\lambda \) (sense-and-response term), and (ii) reproduction according to relative fitness differences \( \phi(p)/\phi(\overline{p}) \cdot \nu(p) \) with prefactor \( (1 - 2\lambda) \) (replicator term). For later purposes, we mention that the notion of the reproduction density \( \Phi \) facilitates to rewrite the mean-field equation in discrete time steps as follows (compare with linearization of the mean-field equation (4)):

\[
\rho_{\tau_k+1}(p) = \rho_{\tau_k}(p) + \frac{\Delta \tau_{k+1}}{N(\Delta \tau_{k+1})\rho_{\tau_k}} (\Phi(\rho_{\tau_k})(p) - \rho_{\tau_k}(p)) + O(\Delta \tau_{k+1}^2).
\]

With these definitions, the microscopic, stochastic many-particle process is reformulated as follows.

**Definition 6.** Let the sample space \( \Omega \) be given by the sequence \( \Omega := (\Omega_1, \Omega_2, \ldots) \) where the individual sample spaces \( \Omega^k \) at update step \( k \) are given by \( \Omega^k = (\Omega_1^k, \Omega_2^k, \Omega_3^k, \Omega_4^k) \) with \( \Omega_1^k = \Omega_2^k = [0,1] \) and \( \Omega_3^k = \Omega_4^k = \{0,1\} \). We assume that all of the \( \Omega_j^k \) are independent (both in the indices \( j \) and \( k \)), that \( \omega_1^k \) and \( \omega_2^k \) are uniformly distributed on \([0,1]\), and that \( \mathbb{P}(\omega_3^k = 0) = \mathbb{P}(\omega_4^k = 0) = \lambda \). We write \( \omega^k = (\omega_1^k, \omega_2^k, \omega_3^k, \omega_4^k) \).
We now use this sample space to reformulate the microscopic process of the quorum-sensing model. In the $k$-th update step $\omega_1^k$ and $\omega_2^k$ determine the two individuals that are subsequently annihilated (with production degrees $p_{2k-1}^{\text{micro},-}$ and $p_{2k}^{\text{micro},-}$), and $\omega_3^k$ and $\omega_4^k$ determine the production degrees of the two created individuals ($p_{N+2k-1}^{\text{micro},+}$ and $p_{N+2k}^{\text{micro},+}$).

If $\omega_{3/4}^k = 0$, then the first/second newly created individual attains the production degree given by the value $R(\langle p_{1/w} \rangle)$; if $\omega_{3/4}^k = 1$ then the first/second newly created individual takes over the production degree of the first annihilated individual, that is, it attains the production degree $p_{2k-1}^{\text{micro},-}$; see Figure 1(B)(ii) for an illustration. Using this sample space and Definition 4, the microscopic process of the quorum-sensing model can be reformulated as follows to reproduce the correct probability distribution of the individuals’ production degrees:

**Definition 7.** Let $p_j^{\text{micro},+}$ be the initial production degree of the $j$-th individual for $1 \leq j \leq N$. The random variables $p_{N+2k-1}^{\text{micro},-}$ and $p_{N+2k}^{\text{micro},-}$ denote the values of the production degrees of the two individuals that are created in the $k$-th update step, and the random variables $p_{2k-1}^{\text{micro},-}$ and $p_{2k}^{\text{micro},-}$ denote the values of the production degrees of the two individuals that are annihilated in the $k$-th update step. These random variables are given by:

\[
p_{2k-1}^{\text{micro},-}(\omega^k) := X^{(1)}(p_{N,k-1}^{\omega_3^k-1})(\omega^k),
\]

\[
p_{2k}^{\text{micro},-}(\omega^k) := X^{(1)}(p_{N,k-1}^{\omega_3^k-1} - \delta(p_{2k-1}^{\text{micro},-}(\omega_1^k)))(\omega^k),
\]

\[
p_{N+2k-1}^{\text{micro},+}(\omega^k) := p_{2k-1}^{\text{micro},-} \omega_3^k + R(\langle p \rangle^{(1)}_{N,k-1})(1 - \omega_4^k),
\]

\[
p_{N+2k}^{\text{micro},+}(\omega^k) := p_{2k-1}^{\text{micro},-} \omega_4^k + R(\langle p \rangle^{(1)}_{N,k-1})(1 - \omega_4^k).
\]

Let $P_k^{\text{micro},+} := (p_1^{\text{micro},+}, \ldots, p_N^{\text{micro},+}, p_{N+1}^{\text{micro},+}, \ldots, p_{N+2k-1}^{\text{micro},+})$ and $P_k^{\text{micro},-} := (p_1^{\text{micro},-}, p_2^{\text{micro},-}, \ldots, p_{2k}^{\text{micro},-})$.

Together with Definition 3, the empirical density of the microscopic process after $k = 1, 2, \ldots$ update steps follows as:

\[
\rho_{N,k}(p) = \rho_{N,k}^{(1)}(p; P_k^{\text{micro},+}, P_k^{\text{micro},-}).
\]

The values of the random variables at the update step $k$ depend upon the probability distribution of production degrees at the update step $k - 1$. The definition above assures that only individuals present at $\tau_{k-1}$ can be chosen for annihilation and, thus, to inherit their production degree $p_{2k-1}^{\text{micro},-}$. It follows by induction that $\rho_{N,k}^{(1)}$ is in fact positive for all update steps $k$, as claimed above.

Note that $\rho_{N,k}^{(1)}(t)$ denotes the empirical density at time $t$, and $\rho_{N,k}^{(1)}$ denotes the empirical density after $k$ update steps of the coupled creation-annihilation (birth-death) process. Thus, with Definition 2, it follows that $\rho_{N,k}^{(1)}(t) = \rho_{N,t}^{(1)}$. In contrast to the random variables $\rho_{N,k}^{(1)}(t)$ and $\rho_{N,k}^{(1)}$, $\rho(t)$ is a probability density. Given that both the number of individuals is large and the dependence between the individuals is mild, one expects that $\rho_{N,k}^{(1)}$ converges in probability to $\rho(t)$ as stated in Theorem 1.

### 4.2 Definition of the auxiliary stochastic mean-field process

We now define the auxiliary stochastic mean-field process. Heuristically speaking, the temporal evolution of the production degrees of the population in the auxiliary process mimic the mean-field
dynamics defined by Equation (4); see also its discretized form (10). The central idea of the proof for the convergence of mean-field is to construct the auxiliary process in such a way that (i) the production degrees of the individuals at one update step are created with positive and negative masses, and that (ii) these masses are sampled independently of the realization of the previous update step (in contrast to the microscopic process). At one update step two particles of positive mass and two particles of negative mass are created, which are correlated in general. Important for our purpose is the independence between consecutive update steps. The respective random variables are given by \(p_{N+2k-1}^{\text{aux,+}}\) and \(p_{N+2k}^{\text{aux,+}}\) for the created production degrees, and \(p_{2k-1}^{\text{aux,-}}\) and \(p_{2k}^{\text{aux,-}}\) denote the annihilated production degrees at the \(k\)th update step of the auxiliary process. In total, the auxiliary process is defined as follows:

**Definition 8.** The average density of the auxiliary process at the \((k+1)\)th update step follows from the average density at update step \(k\) as:

\[
\eta_{k+1}^{\text{aux}} = \eta_k^{\text{aux}} - \frac{1}{N} \eta_k^{\text{aux}} + \frac{1}{N} \Phi(\eta_k^{\text{aux}}),
\]

and mimics the temporal evolution of the mean-field equation (4) at discretized time steps; see Equation (10). The initial probability distribution of production degrees in the population for the auxiliary process is given by \(\eta_0^{\text{aux}} = \rho_0\). Importantly, the update of \(\eta_k^{\text{aux}}\) is independent of the realization of the auxiliary process at the previous update step, whereas in the microscopic process the time evolution depends upon the realization of the stochastic process.

In one realization of the auxiliary stochastic mean-field process at the update step \(k\), individuals with negative and positive masses are created independently of the production degrees of the individuals present at update step \(k-1\). The respective random variables describing the values of the production degrees created and annihilated at the \(k\)th update step are given by (two individuals are created and two individuals are annihilated per update step):

\[
p_{2k-1}^{\text{aux,-}}(\omega^k) := X\Phi(\eta_k^{\text{aux}})(\omega_1^k),
\]

\[
p_{2k}^{\text{aux,-}}(\omega^k) := X\eta_k^{\text{aux}}(\omega_2^k),
\]

\[
p_{N+2k-1}^{\text{aux,+}}(\omega^k) := p_{N+2k-1}^{\text{aux,-}}(\omega_3^k) + R((p)\eta_k^{\text{aux}})(1 - \omega_3^k),
\]

\[
p_{N+2k}^{\text{aux,+}}(\omega^k) := p_{N+2k}^{\text{aux,-}}(\omega_4^k) + R((p)\eta_k^{\text{aux}})(1 - \omega_4^k).
\]

The values of \(p_{N+2k-1}^{\text{aux,+}}\) and \(p_{N+2k}^{\text{aux,+}}\) depend both on \(p_{2k-1}^{\text{aux,-}}\) and, thus, indirectly also on each other. Therefore, they are not independent. This dependence, however, is not problematic for our proof because independence holds still true for the vast majority of the individuals’ production degrees. The empirical density of the auxiliary process after \(k\) update steps is given by:

\[
\eta_{N,k}^{\text{aux}}(p) := \frac{1}{N} \left( \sum_{j=1}^{N+2k} \delta(p - p_j^{\text{aux,+}}) - \sum_{j=1}^{2k} \delta(p - p_j^{\text{aux,-}}) \right).
\]

Note that, through this definition, \(\eta_N^{\text{aux}}\) may not be positive, but is always normalized.
5. Proof of the theorem for the convergence to mean-field

5.1. Convergence of the auxiliary process \( (\eta_{N,K}^{aux} \overset{\text{in prob}}{\longrightarrow} \eta_K^{aux}) \) – Law of large numbers argument. Because individuals are created and annihilated in an independent manner between consecutive update steps in the auxiliary process, one expects that the empirical density \( \eta_{N,k}^{aux} \) converges to the average density \( \eta_k^{aux} \) of the auxiliary process for every update step \( k \) as \( N \to \infty \). Here we show that indeed \( \eta_{N,k}^{aux} \overset{\text{in prob}}{\longrightarrow} \eta_k^{aux} \). More precisely, we have Lemma 1.

**Lemma 1.** One finds a constant \( 0 < \text{Const} < \infty \) such that for a given update step \( K \) the expected difference between a single realization of the auxiliary stochastic mean-field process \( (\eta_{N,K}^{aux}) \) and the average density of the auxiliary mean-field process \( (\eta_K^{aux}) \) is estimated as:

\[
\mathbb{E} \left( d(\eta_{N,K}^{aux}, \eta_K^{aux}) \right) \leq \text{Const} \cdot \frac{K^{3/4}}{N} + \mathbb{E} \left( d(\eta_{N,0}^{aux}, \eta_0^{aux}) \right) .
\]

**Proof.** Note, that we are dealing with the auxiliary process and, thus, have independence of the random variables for the created and annihilated production degrees between consecutive update steps. The proof of Lemma 1 is based on a law of large numbers argument. Such an argument is standard, of course. However since the proof of the lemma is short and we deal with a special notion of the bounded Lipschitz distance \( d(\cdot,\cdot) \), we provide it in the following.

We first split the interval \([0,1]\) into \( n \) pieces \( I_j := \left[\frac{i-1}{n}, \frac{i}{n}\right] \) with \( 1 \leq j \leq n \). Later on, \( n \) is chosen as a function of the total number of update steps \( K \). The definition of \( d(\cdot,\cdot) \) involves taking a supremum. Taking the supremum does not commute with taking the expectation value. Therefore, we first estimate the distance \( d(\eta_{N,K}^{aux}, \eta_K^{aux}) \) of the empirical density \( \eta_{N,K}^{aux} \) from the average density \( \eta_K^{aux} \) and take the expectation value later.

Using Lipschitz continuity of \( f \) on every interval \( I_j \) (that is \( f(p) \leq |f(\frac{i-1}{n})| + |\frac{i}{n} - p| \) because \( \|f\|_{L^1} = 1 \) on every interval \( I_j \)), one obtains

\[
d(\eta_{N,K}^{aux}, \eta_K^{aux}) = \|\eta_{N,K}^{aux} - \eta_K^{aux}\|_{BL}
\]

\[
= \sup_{\|f\|_{L^1}=1} \left| \int_0^1 dp \ f(p)\eta_{N,K}^{aux}(p) - \int_0^1 dp \ f(p)\eta_K^{aux}(p) \right| ,
\]

\[
\leq \sum_{j=1}^n \sup_{\|f\|_{L^1}=1} \left| \int_{I_j} dp \ f(p) \left( \eta_{N,K}^{aux}(p) - \eta_{N,0}^{aux}(p) - \eta_K^{aux}(p) + \eta_0^{aux}(p) \right) \right| + d(\eta_{N,0}^{aux}, \eta_0^{aux}) ,
\]

\[
\leq \sum_{j=1}^n \int_{I_j} dp \ \left| f \left( \frac{j-1}{n} \right) \right| \left| \eta_{N,K}^{aux}(p) - \eta_{N,0}^{aux}(p) - \eta_K^{aux}(p) + \eta_0^{aux}(p) \right| ,
\]

\[
+ \sum_{j=1}^n \int_{I_j} dp \ \left| \frac{j-1}{n} - p \right| \left| \eta_{N,K}^{aux}(p) - \eta_{N,0}^{aux}(p) - \eta_K^{aux}(p) + \eta_0^{aux}(p) \right| + d(\eta_{N,0}^{aux}, \eta_0^{aux}) ,
\]

\[
\leq \text{Const} \cdot \left( 1 + \frac{1}{n} \right) \sum_{j=1}^n \int_{I_j} dp \ \left| \eta_{N,K}^{aux}(p) - \eta_{N,0}^{aux}(p) - \eta_K^{aux}(p) + \eta_0^{aux}(p) \right| + d(\eta_{N,0}^{aux}, \eta_0^{aux}) .
\]

It follows that

\[
\mathbb{E}(d(\eta_{N,K}^{aux}, \eta_K^{aux}))
\]
For each interval $I_j$ we now give a law of large numbers argument. We define the random variable $Y_{k,1}^{j,-}(\omega^k)$ that takes value 1 if the individual $N + 2k - 1$ with a positive mass is sampled inside the interval $I_j$ in the $k$th update step, and that takes value 0 otherwise. Accordingly, the random variable $Y_{k,2}^{j,+}(\omega^k)$ takes value 1 if individual $N + 2k$ is sampled inside the interval $I_j$. Furthermore, the random variables $Y_{k,1/2}^{j,+}$ indicate whether an individual is created with a negative mass in the interval $I_j$ at the $k$th update step:

$$
Y_{k,1}^{j,-}(\omega^k) := \begin{cases} 1 & \text{if } p_{2k-1}^{\text{aux}}(\omega^k) \in I_j, \text{ that is, if } X^{\Phi(\eta_k^{\text{aux}})}(\omega^k_1) \in I_j, \\ 0 & \text{else.} \end{cases}
$$

$$
Y_{k,2}^{j,+}(\omega^k) := \begin{cases} 1 & \text{if } p_{2k}^{\text{aux,-}}(\omega^k) \in I_j, \text{ that is, if } X^{\eta_k^{\text{aux}}}(\omega^k_2) \in I_j, \\ 0 & \text{else.} \end{cases}
$$

$$
Y_{k,1}^{j,+}(\omega^k) := \begin{cases} 1 & \text{if } p_{2k-1}^{\text{aux,+}}(\omega^k) \in I_j, \\ 0 & \text{else.} \end{cases}
$$

$$
Y_{k,2}^{j,+}(\omega^k) := \begin{cases} 1 & \text{if } p_{2k}^{\text{aux,+}}(\omega^k) \in I_j, \\ 0 & \text{else.} \end{cases}
$$

By Definition 8 of the auxiliary process, the $Y_{k}^{j,+}$ are independent for different values of $k$, that is consecutive updates with birth and death are independent. Therefore, the difference between positive and negative masses in the interval $I_j$ after $K$ update steps in one realization of the auxiliary process is obtained as:

$$
\sum_{k=1}^{K} \left( Y_{k,1}^{j,+}(\omega^k) + Y_{k,2}^{j,+}(\omega^k) - Y_{k,1}^{j,-}(\omega^k) - Y_{k,2}^{j,-}(\omega^k) \right) = N \int_{I_j} dp \left( \eta_{N,K}^{\text{aux}}(p) - \eta_{N,0}^{\text{aux}}(p) \right).
$$

By the definition of the average density $\eta^{\text{aux}}$ of the auxiliary process, it is:

$$
E \left( \sum_{k=1}^{K} \left( Y_{k,1}^{j,+}(\omega^k) + Y_{k,2}^{j,+}(\omega^k) - Y_{k,1}^{j,-}(\omega^k) - Y_{k,2}^{j,-}(\omega^k) \right) \right) = N \int_{I_j} dp \left( \eta_{N,K}^{\text{aux}}(p) - \eta_{N,0}^{\text{aux}}(p) \right).
$$

Introducing $(Z_k)_{k \in \{1, \ldots, K\}} \in \left\{ \left( Y_{k,1}^{j,+} \right)_{k \in \{1, \ldots, K\}}, \left( Y_{k,2}^{j,+} \right)_{k \in \{1, \ldots, K\}}, \left( Y_{k,1}^{j,-} \right)_{k \in \{1, \ldots, K\}}, \left( Y_{k,2}^{j,-} \right)_{k \in \{1, \ldots, K\}} \right\}$, and using independence between the different update steps, we have a law of large numbers argument for every interval $I_j$ as follows:

$$
E \left( \frac{1}{N} \sum_{k=1}^{K} Z_k - E \left( \frac{1}{N} \sum_{k=1}^{K} Z_k \right) \right) \leq \left( \frac{1}{N} \sum_{k=1}^{K} \text{Var} \left( Z_k \right) \right)^{1/2} \leq \frac{1}{N} \sqrt{\frac{K}{2}}.
$$

The last estimate exploits the independence of random variables between consecutive steps of the sampling process, and the boundedness of the variance with $\text{Var}(Y_{k,1/2}^{j,\pm}) \leq 1/4$ for all $k = 1, \ldots, K$. 

(12)
Using triangle inequality and linearity of the expectation value we obtain:

\[
\mathbb{E} \left( \left| \frac{1}{N} \sum_{k=1}^{K} \left( Y_{k,1}^{j,+} + Y_{k,2}^{j,+} - Y_{k,1}^{j,-} - Y_{k,2}^{j,-} \right) \right| \right) \leq \frac{2\sqrt{K}}{N}.
\]

Therefore, we obtain with Equation (12):

\[
\mathbb{E} \left( d(\eta_{N,K}^{\text{aux}}, \eta_{K}^{\text{aux}}) \right) \leq \text{Const} \cdot \left( 1 + \frac{1}{n} \right) \sum_{j=1}^{n} \frac{2\sqrt{K}}{N} + \mathbb{E} \left( d(\eta_{N,0}^{\text{aux}}, \eta_{0}^{\text{aux}}) \right).
\]

Choosing \( n = K^{1/4} \) yields the estimate:

\[
\mathbb{E} \left( d(\eta_{N,K}^{\text{aux}}, \eta_{K}^{\text{aux}}) \right) \leq \text{Const} \cdot \frac{K^{3/4}}{N} + \mathbb{E} \left( d(\eta_{N,0}^{\text{aux}}, \eta_{0}^{\text{aux}}) \right),
\]

which proves the lemma. In summary, the estimate for the expected distance between empirical and average density of the auxiliary process scales with the number of time steps \( K \) as \( K^{3/4} \): the factor \( K^{1/4} \) stems from the chosen number of intervals and \( \sqrt{K} \) stems from the law of large numbers on each of these intervals. \( \square \)

5.2. Convergence of the microscopic to the auxiliary process \((\rho_{N,K}^{(1)} \xrightarrow{\text{in prob}} \eta_{N,K}^{\text{aux}})_{N \to \infty} \)

– Control of error propagation with Grönwall’s inequality. We now show that the propagation of errors, which build up over time due to the correlation of production degrees, can be controlled with Grönwall’s inequality. In other words, the empirical density of the microscopic process \( \rho_{N,K}^{(1)} \) converges to the empirical density of the auxiliary process \( \eta_{N,K}^{\text{aux}} \), as \( N \to \infty \) for any finite update step \( K \), see Lemma 4.

**Lemma 2.** Let \( \nu \in (L^\infty)^* \) and \( \psi \in (L^\infty)^* \) be two one-particle probability densities, \( f \) some globally Lipschitz continuous function on \([0,1] \). Then

\[
\| \langle f \rangle_{\nu} - \langle f \rangle_{\psi} \| \leq \| f \|_L d(\nu, \psi).
\]

Here \( \langle \cdot \rangle_{\nu} \) and \( \langle \cdot \rangle_{\psi} \) means averaging with respect to \( \nu \) and \( \psi \), respectively, and \( \| f \|_L \) is the global Lipschitz constant of \( f \).

**Proof.** Plugging in the definitions, one obtains:

\[
\| \langle f \rangle_{\nu} - \langle f \rangle_{\psi} \| = \left| \int_0^1 dp \ f(p) \ (\nu(p) - \psi(p)) \right| = \| f \|_L \left| \int_0^1 dp \ \frac{f(p)}{\| f \|_L} \ (\nu(p) - \psi(p)) \right|.
\]

Since \( \| \frac{f(p)}{\| f \|_L} \|_L = 1 \) we can use it to test the supremum in the definition of the bounded Lipschitz distance \( d(\cdot, \cdot) \) and obtain that the right hand side of the last equation is indeed bounded by \( \| f \|_L d(\nu, \psi) \). \( \square \)

**Lemma 3.** Let \( \nu \in (L^\infty)^* \) and \( \psi \in (L^\infty)^* \) be two one particle probability densities. Then

\[
\mathbb{E}(|X^{\nu} - X^{\psi}|) \leq d(\nu, \psi),
\]

see Definition 4 of the quantile function \( X^{\nu} \) and \( X^{\psi} \).

**Proof.** Laisant’s formula for inverse functions states that for any invertible function \( g \), it is

\[
\int_a^b dy \ g^{-1}(y) + \int_c^d dx \ g(x) = bd - ac.
\]
Applying Laisant’s formula to the random variables \( X^\nu \) and \( X^\psi \), it follows that

\[
\mathbb{E} \left( \left| X^\nu - X^\psi \right| \right) = \int_0^1 d\theta \left| X^\nu(\theta) - X^\psi(\theta) \right| = \int_0^1 dp \left| \int_0^p dy \left( \nu(y) - \psi(y) \right) \right|,
\]

see Figure 4(A) for a sketch.

Now, let \( h : [0, 1] \to \mathbb{R} \) be given by \( h(x) := \int_0^x dp \operatorname{sgn} \left( \int_0^p dy \left( \nu(y) - \psi(y) \right) \right) \) (here \( \operatorname{sgn} \) is the signum function), that is \( h'(x) = 1 \) if \( \int_0^p dy \nu(y) > \int_0^p \psi(y) \) and \( h'(x) = -1 \) if \( \int_0^p dy \nu(y) < \int_0^p dy \psi(y) \), see Figure 4(B) for a sketch. In particular, it is \( \| h \|_1 \leq 1 \). Therefore, one may use \( h \) to estimate the supremum in the definition of the bounded Lipschitz metric \( d(\cdot, \cdot) \) as:

\[
d(\nu, \psi) \geq \int_0^1 dp \, h(p)(\nu(p) - \psi(p)).
\]

Integration by parts yields:

\[
d(\nu, \psi) \geq \int_0^1 dp \, h'(p) \int_0^p dy \left( \nu(y) - \psi(y) \right),
\]

\[
= \int_0^1 dp \left| \int_0^p dy \left( \nu(y) - \psi(y) \right) \right|.
\]

Since both \( \nu \) and \( \psi \) are normalized to 1, the boundary terms vanish in the integration by parts above.

Together with Equation (13) from above, one obtains the estimate of the lemma:

\[
\mathbb{E}(\left| X^\nu - X^\psi \right|) \leq d(\nu, \psi).
\]

\[\square\]

**Lemma 4.** There exists a constant \( 0 < \text{Const} < \infty \) such that for a given update step \( K \) one estimates:

\[
\left| \mathbb{E}\left( d(\rho_{N,k}^{(1)}, \eta_{N,k}^{\text{aux}}) \right) \right| \leq e^{\text{Const} \frac{K}{N}} \left( \mathbb{E}\left( d(\rho_{N,0}^{(1)}, \eta_{N,0}^{\text{aux}}) \right) + \frac{K^{3/4}}{N} \right).
\]

**Proof.** The proof of the lemma is based on a discrete Grönwall’s inequality.

We first estimate how the distance between one realization of the microscopic process \((\rho_{N,k}^{(1)})\) and one realization of the auxiliary process \((\eta_{N,k}^{\text{aux}})\) propagates from at a certain update step \( k \) to step \( k + 1 \). This distance measures the error that occurs upon neglecting the correlations of the individuals’ production degrees. This error propagates on average from one update step \( k \) to the next update step \( k + 1 \) as follows:

\[
\mathbb{E}\left( d(\rho_{N,k+1}^{(1)}, \eta_{N,k+1}^{\text{aux}}) \right) - \mathbb{E}\left( d(\rho_{N,k}^{(1)}, \eta_{N,k}^{\text{aux}}) \right) \leq \frac{\text{Const}}{N} \mathbb{E}\left( \left| X_{N,k}^{(1)} \right| \right) \mathbb{E}\left( \left| X_{N,k}^{(1)} - X_{N,k}^{\text{aux}} \right| \right).
\]

To see this estimate, we write:

\[
d(\rho_{N,k+1}^{(1)}, \eta_{N,k+1}^{\text{aux}})
= \sup_{\| f \|_1 = 1} \left| \int_0^1 dp \, f(p) \rho_{N,k+1}^{(1)}(p) - \int_0^1 dp \, f(p) \eta_{N,k+1}^{\text{aux}}(p) \right|,
\]

\[
\leq \sup_{\| f \|_1 = 1} \left| \int_0^1 dp \, f(p) \left( \rho_{N,k}^{(1)}(p) - \eta_{N,k}^{\text{aux}}(p) \right) \right|
\]
The latter estimate follows because the distance of the densities between consecutive update steps involves the change of at most four production degrees in the population and, thus, a change of probability mass of order $O(1/N)$ from $\rho_{N,k}^{(1)}$ to $\rho_{N,k+1}^{(1)}$ and from $\eta_{N,k}^{aux}$ to $\eta_{N,k+1}^{aux}$.

We further estimate:

$$d(\rho_{N,k+1}^{(1)}, \eta_{N,k+1}^{aux})$$

$$\leq d(\rho_{N,k}^{(1)}, \eta_{N,k}^{aux})$$

$$+ \frac{\text{Const}}{N} \sup_{f \in L^1} \int_0^1 dp \int_0^1 dw^{k+1} \left| X^{\rho_{N,k}^{(1)}},(\omega_1^{k+1}) - X^{\Phi(\eta_{N,k}^{aux})}(\omega_1^{k+1}) \right|$$

$$+ \frac{\text{Const}}{N} \sup_{f \in L^1} \int_0^1 dp \int_0^1 dw^{k+1} \left| X^{\rho_{N,k}^{(1)}, \delta(p-p_{micro}^{(k+1)})}(\omega_2^{k+1}) - X^{\eta_{N,k+1}^{aux}}(\omega_2^{k+1}) \right|$$

$$+ \frac{\text{Const}}{N} \sup_{f \in L^1} \int_0^1 dp \int_0^1 dw^{k+1} \left| \omega_3^{k+1} \left( X^{\rho_{N,k}^{(1)}},(\omega_1^{k+1}) - X^{\Phi(\eta_{N,k+1}^{aux})}(\omega_1^{k+1}) \right) \right|$$

$$+ \left( 1 - \omega_3^{k+1} \right) \left( R(\rho_{N,k}^{(1)} \eta_{N,k+1}^{aux}) - R(\rho_{N,k+1}^{(1)} \eta_{N,k}^{aux}) \right)$$

$$+ \frac{\text{Const}}{N} \sup_{f \in L^1} \int_0^1 dp \int_0^1 dw^{k+1} \left| \omega_4^{k+1} \left( X^{\rho_{N,k}^{(1)}},(\omega_1^{k+1}) - X^{\Phi(\eta_{N,k+1}^{aux})}(\omega_1^{k+1}) \right) \right|$$

$$+ \left( 1 - \omega_4^{k+1} \right) \left( R(\rho_{N,k}^{(1)} \eta_{N,k+1}^{aux}) - R(\rho_{N,k+1}^{(1)} \eta_{N,k}^{aux}) \right)$$

$$\leq d(\rho_{N,k}^{(1)}, \eta_{N,k}^{aux}) + \frac{\text{Const}}{N} \mathbb{E} \left( X^{\rho_{N,k}^{(1)}}, - X^{\eta_{N,k+1}^{aux}} \right) + \frac{\text{Const}}{N} \mathbb{E} \left( R(\rho_{N,k}^{(1)}) - R(\rho_{N,k+1}^{(1)}) \right)$$

$$\leq d(\rho_{N,k}^{(1)}, \eta_{N,k}^{aux}) + \frac{\text{Const}}{N} \mathbb{E} \left( X^{\rho_{N,k}^{(1)}}, - X^{\eta_{N,k}^{aux}} \right) .$$

The last estimate follows with the triangle inequality, the definition of the average auxiliary density (8), and Lemma 3. By applying Lemma 2 to the last line above, estimate (15) follows.

We now determine how the growth of the average error from update step $k$ to $k+1$ depends upon the error at step $k$. By applying Lemma 3 to the estimate (15), which involves the average density of the auxiliary process and not the empirical density, one obtains (also note the different meanings of the expectation values taken above and below):

$$\mathbb{E} \left( d(\rho_{N,k+1}^{(1)}, \eta_{N,k+1}^{aux}) \right) - \mathbb{E} \left( d(\rho_{N,k}^{(1)}, \eta_{N,k}^{aux}) \right)$$

$$\leq \frac{\text{Const}}{N} \mathbb{E} \left( d(\rho_{N,k}^{(1)}, \eta_{k}^{aux}) \right) ,$$

$$\leq \frac{\text{Const}}{N} \mathbb{E} \left( d(\rho_{N,k}^{(1)}, \eta_{N,k}^{aux}) \right) + \frac{\text{Const}}{N} \mathbb{E} \left( d(\eta_{N,k}^{aux}, \eta_{k}^{aux}) \right) ,$$

$$\leq \frac{\text{Const}}{N} \mathbb{E} \left( d(\rho_{N,k}^{(1)}, \eta_{N,k}^{aux}) \right) + \frac{\text{Const}}{N} \left( \frac{k^{3/4}}{N} + \mathbb{E} \left( d(\eta_{N,k}^{aux}, \eta_{k}^{aux}) \right) \right) .$$
The estimate in the first line above follows with the triangle inequality, and the second estimate follows with the law of large numbers argument from Lemma 1. Essentially, the growth of the average error from update step \( k \) to \( k + 1 \) can be attributed to the following sources: (i) propagation of errors from update step \( k \), (ii) creation of “new” errors at the update step \( k + 1 \) because of the law of large numbers, and (iii) propagation of initial errors.

From the growth of errors between two consecutive update steps, the growth of errors for any given finite number of update steps \( K \) can be controlled with Grönwall’s inequality as we show next. Grönwall’s inequality for differentiable functions \( u \) states that if \( u'(t) \) is bounded by \( u'(t) \leq \alpha u(t) + \alpha \beta \) with \( \alpha, \beta \in \mathbb{R} \), then it follows that \( u(t) \) is bounded by the solution of the differential equation given of the right-hand side \( u'(t) = \alpha u(t) + \alpha \beta \) as \( u(t) \leq u(0)e^{\alpha t} + \beta(e^{\alpha t} - 1) \). In the spirit of a discrete version of Grönwall’s inequality applied to the Estimate (16), one finds a constant \( 0 < \text{Const} < \infty \) such that for a given update step \( K \):

\[
\left| \mathbb{E} \left( d\left( \rho^{(1)}_{N,K}, \eta^{\text{aux}}_{N,K} \right) \right) \right| \leq \text{Const} \frac{K^{3/4}}{N},
\]

which concludes the proof of Lemma 4.

\[ \Box \]

5.3. Convergence of the auxiliary to the macroscopic process \((\eta^{\text{aux}}_{\kappa(t)} \xrightarrow{\text{in prob}} N \to \infty \rho_t)\) — Continuous time limit and control of time synchronization. We now show that the mean-field density of the macroscopic process \((\rho_t)\) converges in probability to the average density of the auxiliary process \((\eta^{\text{aux}}_{\kappa(t)})\) as \( N \to \infty \), see Lemma 7. In other words, we show that the average auxiliary density at update step \( \kappa(t) \) (the maximal number such that \( \tau_{\kappa(t)}\leq t \)) stays close to the mean-field density at the continuous time \( t \).

**Definition 9.** Let \( \nu \in (L^\infty)^* \) be a time-dependent density function. We define the time evolution operator:

\[
T_t(\nu) := \int_0^t dt' \left[ 2\lambda(1 + s(b - c)(p)\nu_{t'}) \left( \delta(p - R((p)\nu_{t'})) - \nu(p, t') \right) + (1 - 2\lambda)sc\left( \langle p \rangle_{\nu_{t'}} - p \right) \nu(p, t') \right],
\]

with \( \langle p \rangle_{\nu_{t'}} = \int_0^1 dp \ p \nu(p, t') \).

With this definition, the time evolution of the empirical density of the macroscopic process is given by (see Definition (1) of the fitness and the mean-field equation (4)):

\[
\rho(p, t) = T_t(p\nu) + \rho_0(p).
\]

**Lemma 5.** Let \( \nu \in (L^\infty)^* \) and \( \psi \in (L^\infty)^* \) be one-particle probability densities. Then

\[
d \left( T_t(\nu), T_t(\psi) \right) \leq \text{Const} \cdot \int_0^t dt' \ d(\nu_{t'}, \psi_{t'}) .
\]

**Proof.** After suitable rewriting, we use the triangle inequality to estimate \( d \left( T_t(\nu), T_t(\psi) \right) \) as follows:

\[
d \left( T_t(\nu), T_t(\psi) \right) = \| T_t(\nu) - T_t(\psi) \|_{BL}
\]

\[
= \| \int_0^t dt' \ [2\lambda(1 + s(b - c)(p)\nu_{t'}) \left( \delta(p - R((p)\nu_{t'})) - \nu(p, t') \right) + (1 - 2\lambda)sc\left( \langle p \rangle_{\nu_{t'}} - p \right) \nu(p, t')
\]

\[
- 2\lambda(1 + s(b - c)(p)\psi_{t'}) \left( \delta(p - R((p)\psi_{t'})) - \psi(p, t') \right) + (1 - 2\lambda)sc\left( \langle p \rangle_{\psi_{t'}} - p \right) \psi(p, t') ] \|_{BL}
\],
\[
\begin{align*}
&= \left\| \int_0^t dt' \left[ 2\lambda (1 + s(b - c)\langle p, \nu_{t'} \rangle)(\delta(p - R(\langle p, \nu_t \rangle) - \nu(p, t'))) + (1 - 2\lambda)sc(\langle p, \nu_{t'} \rangle - p)\nu(p, t') \\
&\quad - 2\lambda (1 + s(b - c)\langle p, \nu_{t'} \rangle)(\delta(p - R(\langle p, \nu_t \rangle) - \nu(p, t'))) + (1 - 2\lambda)sc(\langle p, \nu_{t'} \rangle - p)\psi(p, t') \\
&\quad + 2\lambda (1 + s(b - c)\langle p, \nu_{t'} \rangle)(\delta(p - R(\langle p, \nu_t \rangle) - \nu(p, t'))) + (1 - 2\lambda)sc(\langle p, \nu_{t'} \rangle - p)\psi(p, t') \\
&\quad - 2\lambda (1 + s(b - c)\langle p, \nu_{t'} \rangle)(\delta(p - R(\langle p, \nu_t \rangle) - \nu(p, t'))) + (1 - 2\lambda)sc(\langle p, \nu_{t'} \rangle - p)\psi(p, t') \right]\|_{BL} \\
&\leq \left\| \int_0^t dt' \left[ 2\lambda (1 + s(b - c)\langle p, \nu_{t'} \rangle)(\psi(p, t') - \nu(p, t')) + (1 - 2\lambda)sc(\langle p, \nu_{t'} \rangle - p)(\nu(p, t') - \psi(p, t')) \right]\|_{BL} \\
&\quad + \left\| \int_0^t dt' \left[ 2\lambda (1 + s(b - c)\langle p, \nu_{t'} \rangle)\delta(p - R(\langle p, \nu_t \rangle) - 2\lambda(1 + s(b - c)\langle p, \nu_{t'} \rangle)\delta(p - R(\langle p, \nu_t \rangle) \\
&\quad + s(c - 2\lambda b)(\langle p, \nu_{t'} \rangle - \langle \rho, \nu_{t'} \rangle)\psi(p, t')) \right]\|_{BL}.
\end{align*}
\]

Since \(c, b, s, \lambda, \langle p, \nu_{t'} \rangle, \langle \rho, \nu_{t'} \rangle, \|\nu\|_{BL} \) and \(\|\psi\|_{BL} \) are uniformly bounded, it follows that there exists a constant \(0 < \text{Const} < \infty \) such that

\[
d(T_t(\nu), T_t(\psi)) \leq \text{Const} \cdot \int_0^t dt' \left[ \|\psi(p, t') - \nu(p, t')\|_{BL} + \|\langle p, \nu_{t'} \rangle - \langle \rho, \nu_{t'} \rangle\|_{BL} \right].
\]

Using Lemma 2 it follows that there exists (another) constant \(0 < \text{Const} < \infty \) such that

\[
d(T_t(\nu), T_t(\psi)) \leq \text{Const} \cdot \int_0^t dt' d(\nu_{t'}, \psi_{t'}). \]
Since the average lengths of time intervals between two update steps, \( \langle \Delta \tau_k \rangle \), are bounded for all \( k \) by some constant times \( N^{-1} \), the respective variances are of order \( N^{-2} \). The estimate in the last line above then follows by recalling that \( M(t) \sim O(N) \).

We choose \( \epsilon_N := \left| t - \langle \tau_M(t) - N^{3/4} \rangle \right| \) and estimate:

\[
\epsilon_N = \left| \langle \tau_M(t) - N^{3/4} \rangle - t \right|,
\]

\[
= \left| \sum_{k=1}^{M(t)} \langle \Delta \tau_k \rangle - t \right|,
\]

\[
\leq \left| \sum_{k=1}^{M(t)-N^{3/4}} \langle \Delta \tau_k \rangle - \sum_{k=1}^{M(t)} \langle \Delta \tau_k \rangle \right| + \frac{\text{Const}}{N},
\]

\[
\leq N^{3/4} \frac{\text{Const}}{N},
\]

\[
= \text{Const} \cdot N^{-1/4}.
\]

Therefore, one obtains from Chebyshev’s inequality with the chosen \( \epsilon_N \):

\[
P\left( \left| \tau_M(t) - N^{3/4} - \langle \tau_M(t) - N^{3/4} \rangle \right| > \epsilon_N \right) \leq \text{Const} \cdot N^{-1/2}.
\]

From Equation (18) one obtains:

\[
P(\kappa(t) < M(t) - N^{3/4}) \leq CN^{-1/2}.
\]

In the same way one shows that:

\[
P(\kappa(t) > M(t) + N^{3/4}) \leq CN^{-1/2},
\]

and the lemma follows.

After these preparatory steps, we now proceed with the following lemma, which estimates the average distance between the mean-field density at the real time \( t \) and the average auxiliary density at update step \( \kappa(t) \) (that is the random variable given by the maximal number such that \( \tau_{\kappa(t)} \leq t \)). The proof exploits Grönwall’s inequality.

**Lemma 7.** For any \( t > 0 \), one estimates:

\[
\mathbb{E} \left( d(\eta_{\kappa(t)}^{\text{aux}}, \rho_t) \right) \leq \text{Const}(t) \cdot N^{-1/4}.
\]

**Proof.** We apply the triangle inequality and estimate:

\[
\mathbb{E} \left( d(\eta_{\kappa(t)}^{\text{aux}}, \rho_t) \right) \leq \mathbb{E} \left( d(\eta_{\kappa(t)}^{\text{aux}}, \eta_M^{\text{aux}}(t)) \right) + d(\eta_M^{\text{aux}}(t), \rho_t).
\]

Note that the expectation values above are taken with respect to sampling the update times. The first summand (i) addresses the distance of the average auxiliary density between different update steps; namely between a single realization of update steps \( (\kappa(t)) \) up to the given time \( t \) and the average number of update steps \( (M(t)) \) up to time \( t \). By a law of large numbers argument, we show below that:

\[
\mathbb{E} \left( d(\eta_{\kappa(t)}^{\text{aux}}, \eta_M^{\text{aux}}(t)) \right) \leq \text{Const} \cdot N^{-1/4}, \tag{19}
\]
The second summand (ii) governs the distance of the auxiliary process at average times to the macroscopic process at the real time \( t \). We show below that the propagation of errors due to different timings of the auxiliary process and the macroscopic process are controlled by applying Grönwall’s inequality, and estimate

\[
d(\eta_{M(t)}^{\text{aux}}, \rho_t) \leq \frac{1}{N} e^{\text{Const} \cdot t} .
\]

(i) First, we estimate \( \mathbb{E}\left(d(\eta_{\kappa(t)}^{\text{aux}}, \eta_{M(t)}^{\text{aux}})\right) \) in Equation (19) by splitting up the expectation value as follows:

\[
\mathbb{E}\left(d(\eta_{\kappa(t)}^{\text{aux}}, \eta_{M(t)}^{\text{aux}})\right) \leq \sup \left\{ \|\eta_{\kappa(t)}^{\text{aux}} - \eta_{M(t)}^{\text{aux}}\|_{BL} : |\kappa(t) - M(t)| \geq N^{3/4} \right\} \cdot \mathbb{P}(|\kappa(t) - M(t)| \geq N^{3/4})
\]

\[\quad + \sup \left\{ \|\eta_{\kappa(t)}^{\text{aux}} - \eta_{M(t)}^{\text{aux}}\|_{BL} : |\kappa(t) - M(t)| \leq N^{3/4} \right\} \cdot \mathbb{P}(|\kappa(t) - M(t)| \leq N^{3/4}), \]

\[
\leq \left\{ \|\eta_{\kappa(t)}^{\text{aux}} - \eta_{M(t)}^{\text{aux}}\|_{BL} \mathbb{P}(|\kappa(t) - M(t)| \geq N^{3/4}) \right\}
\]

\[\quad + \sup \left\{ \|\eta_{\kappa(t)}^{\text{aux}} - \eta_{M(t)}^{\text{aux}}\|_{BL} : |\kappa(t) - M(t)| \leq N^{3/4} \right\} . \]

Using the fact that for any probability densities \( \nu \) and \( \psi \) it is \( d_{BL}(\nu, \psi) \leq \|\nu\|_1 + \|\psi\|_1 = 2 \), one estimates:

\[
\sup \left\{ \|\eta_{\kappa(t)}^{\text{aux}} - \eta_{M(t)}^{\text{aux}}\|_{BL} \right\} \leq 2 .
\]

From Lemma 6, we obtain

\[
\mathbb{P}(|\kappa(t) - M(t)| \geq N^{3/4}) \leq \text{Const} \cdot N^{-1/2} .
\]

Since \( \|\eta_k^{\text{aux}}\|_{BL} \) and \( \|\Phi(\eta_k^{\text{aux}})\|_{BL} \) are bounded, it follows that

\[
\|\eta_{k+1}^{\text{aux}} - \eta_k^{\text{aux}}\|_{BL} = N^{-1} \|\eta_k^{\text{aux}} + \Phi(\eta_k^{\text{aux}})\|_{BL} \leq \text{Const}/N .
\]

Therefore, one obtains:

\[
\sup \left\{ \|\eta_{\kappa(t)}^{\text{aux}} - \eta_{M(t)}^{\text{aux}}\|_{BL} : |\kappa(t) - M(t)| \leq N^{3/4} \right\} \leq \text{Const} \cdot N^{3/4} N^{-1} = \text{Const} \cdot N^{-1/4} ,
\]

and the estimate in Equation (19) follows as

\[
\mathbb{E}\left(d(\eta_{\kappa(t)}^{\text{aux}}, \eta_{M(t)}^{\text{aux}})\right) \leq \text{Const} \cdot N^{-1/4} .
\]

(ii) Second, we show the estimate in Equation (20) for \( d(\eta_{M(t)}^{\text{aux}}, \rho_t) \). Recall that by Definition 5, we have

\[
\Phi(\eta_k^{\text{aux}})(p) = 2\lambda \delta \left(p - R((p)\eta_k^{\text{aux}})\right) + (1 - 2\lambda) \frac{1 + s(b(p)\eta_k^{\text{aux}} - cp)}{1 + s(b - c)p}\eta_k^{\text{aux}}(p) .
\]

We write the average density of the auxiliary process at update step \( k \) by applying Definition 8 iteratively:

\[
\eta_k^{\text{aux}}(p) = \eta_k^{\text{aux}}(p) - \frac{1}{N} \eta_{k-1}^{\text{aux}}(p) + \frac{1}{N} \Phi(\eta_{k-1}^{\text{aux}})(p) ,
\]

\[
= \eta_0^{\text{aux}}(p) + \frac{1}{N} \sum_{j=0}^{k-1} \left[ \Phi(\eta_j^{\text{aux}})(p) - \eta_j^{\text{aux}}(p) \right] ,
\]
Grönwall's inequality to the last line above, one obtains the estimate in Equation (20):

\[ 0 < \text{Const} < \infty \]

Combining the estimates for summand (i) in Equation (19) and summand (ii) in Equation (20), Lemma 7 follows.

\[ \square \]

5.4. Proof of the theorem.

Proof. We estimate the expectation value of the distance between the empirical one-particle density of the microscopic stochastic many-particle process and the mean-field density by the estimates obtained in Lemmas 1, 4 and 7. In total, one finds a 0 < Const < \infty such that

\[ \mathbb{E} \left( d(\rho^{(1)}_{N,\kappa(t)}, \rho(t)) \right) \leq \mathbb{E} \left( d(\rho^{(1)}_{N,\kappa(t)}, \eta^{\text{aux}}_{N,\kappa(t)}) \right) + \mathbb{E} \left( d(\eta^{\text{aux}}_{N,\kappa(t)}, \eta^{\text{aux}}_{\kappa(t)}) \right) + \mathbb{E} \left( d(\eta^{\text{aux}}_{\kappa(t)}, \rho(t)) \right) , \]

where, in the last line, it was exploited that the \( j \)-th update step occurs after an average time

\[ \langle \Delta t_j \rangle = N^{-1} \left( 1 + s(b - c)\langle p \rangle \eta^{\text{aux}}_{\kappa(t)} \right)^{-1} \]

Furthermore, the \( L^1 \)-norm of the above integrand is bounded. Thus, one finds a constant 0 < Const < \infty such that:

\[ \| \eta^{\text{aux}}_{\kappa(t)} - T_t(\eta^{\text{aux}}_{\kappa(t)}) - \eta^{\text{aux}}_{\kappa(t)} \|_{BL} \]

\[ \leq \left\| \int_{\langle \tau_k \rangle}^{t} dt' \left[ 2\lambda(1 + s(b - c)\langle p \rangle \eta^{\text{aux}}_{M(t'), \kappa}) \left( \delta(\langle p \rangle \eta^{\text{aux}}_{M(t'), \kappa}) - \eta^{\text{aux}}_{M(t'), \kappa} \right) \right. \]

\[ \left. + (1 - 2\lambda)sc(\langle p \rangle \eta^{\text{aux}}_{M(t'), \kappa} - p) \eta^{\text{aux}}_{M(t'), \kappa} \right] \|_{BL} , \]

\[ \leq \text{Const} \cdot (t - \langle \tau_k \rangle) , \]

\[ \leq \text{Const}/N . \]

Therefore, one estimates with the triangle inequality:

\[ \| \eta^{\text{aux}}_{\kappa(t)} - \rho_t \|_{BL} = \| \eta^{\text{aux}}_{\kappa(t)} - T_t(\eta^{\text{aux}}_{\kappa(t)}) - \eta^{\text{aux}}_{\kappa(t)} \|_{BL} + \| T_t(\eta^{\text{aux}}_{\kappa(t)}) + \eta^{\text{aux}}_{\kappa(t)} - \rho_t \|_{BL} \]

\[ \leq \| \eta^{\text{aux}}_{\kappa(t)} - T_t(\eta^{\text{aux}}_{\kappa(t)}) - \eta^{\text{aux}}_{\kappa(t)} \|_{BL} + \| T_t(\eta^{\text{aux}}_{\kappa(t)}) + \eta^{\text{aux}}_{\kappa(t)} - \rho_t \|_{BL} \]

\[ \leq \text{Const}/N + \| T_t(\eta^{\text{aux}}_{\kappa(t)}) - T_t(\rho) \|_{BL} + d(\eta^{\text{aux}}_{\kappa(t)}, \rho_0) , \]

\[ \leq \text{Const}/N + \text{Const} \cdot \int_{\langle \tau_k \rangle}^{t} dt' \left\| \eta^{\text{aux}}_{\kappa(t)} - \rho_t \right\|_{BL} . \]

The last line follows with Lemma 5 and with \( d(\eta^{\text{aux}}_{\kappa(t)}, \rho_0) = 0 \) because \( \eta^{\text{aux}}_{\kappa(t)} = \rho_0 \). By applying Grönwall’s inequality to the last line above, one obtains the estimate in Equation (20):

\[ \frac{d(\eta^{\text{aux}}_{\kappa(t)}, \rho_t)}{dt} \leq \frac{1}{N} e^{\text{Const} \cdot t} . \]

Combining the estimates for summand (i) in Equation (19) and summand (ii) in Equation (20), Lemma 7 follows. \( \square \)
\[ \leq e^{\text{Const} \cdot \frac{M(t)}{N}} \left( \mathbb{E} \left( d \left( \rho_{N,0}^{(1)}, \eta_{N,0}^{\text{aux}} \right) \right) + \frac{M(t)^{3/4}}{N} \right) + \text{Const} \cdot \frac{M(t)^{3/4}}{N} + \mathbb{E} \left( d \left( \eta_{N,0}^{\text{aux}}, \rho_0^{\text{aux}} \right) \right) + \text{Const} \cdot N^{-1/4}. \]

Note that \( \eta_0^{\text{aux}} = \rho_0 \). Note also that expectation values above are taken with respect to both sampling production degrees and sampling update times. Furthermore, for a given time \( t \), \( M(t) \) is of order \( N \). Thus, one estimates:

\[ \mathbb{E} \left( d \left( \rho_{N}^{(1)}(t), \rho(t) \right) \right) \leq \text{Const}(t) \cdot \left( \mathbb{E} \left( d \left( \eta_{N,0}^{\text{aux}}, \rho_0 \right) \right) + N^{-1/4} \right), \]

with some constant \( 0 < \text{Const} < \infty \) that depends on the chosen time \( t \). Applying Markov’s inequality establishes an error estimate of the convergence with an (even \( N \)-dependent) \( \epsilon_N \):

\[ \mathbb{P} \left( d \left( \rho_{N}^{(1)}(t), \rho(t) \right) > \epsilon_N \right) \leq \frac{\mathbb{E} \left( d \left( \rho_{N}^{(1)}(t), \rho(t) \right) \right)}{\epsilon_N} \leq \frac{\text{Const}(t)}{\epsilon_N} \cdot \left( \mathbb{E} \left( d \left( \eta_{N,0}^{\text{aux}}, \rho_0 \right) \right) + N^{-1/4} \right), \]

which proves Theorem 1.

\[ \square \]
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Figure 1. Set-up of the quorum-sensing model as a stochastic many-particle process. (A) Update steps of the population occur continuously in time after an exponentially distributed waiting time $\Delta \tau_{k+1}$ that depends on the fitness of the population $N\langle \phi \rangle_k$. The discrete label $k$ is approximately a function of the continuous time $t$; see Section 4.1 and Lemma 6. (B) Sketch of one update step in the quorum-sensing model. (i) Individual-based description. Individuals are depicted as disks and are characterized by their production degree $p_i \in [0,1]$ (indicated by fraction of dark gray filling; non-producers with $p_i = 0$ are indicated by line pattern and reproduce fastest, full producers with $p_i = 1$ are depicted in dark gray and reproduce slowest, see Equation (1)). At an update step, individual $i$ (here $p_i = 3/4$) divides into two offspring individuals, one of which replaces an individual $j$ that is randomly chosen with probability $1/(N-1)$. Each offspring individual senses the average production level in the population, $\langle p \rangle_k$ at time $\tau_k$, and either adopts, with probability $\lambda$, the value $R(\langle p \rangle_k)$ of the response function as its production degree or, with probability $1-\lambda$, inherits the production degree from the ancestor. Here, offspring individual $i$ inherits and $j$ adapts (denoted by light gray background). (ii) Population-based description. A single realization of the stochastic many-particle process can be reformulated at the level of the empirical (one-particle) density $\rho_{N,k}^{(1)}$, that is, the histogram of production degrees; see Section 4.1. At the $(k+1)$th update step, the histogram changes due to two annihilated ($p_{micro,k}^{1+2}, p_{micro,k}^{1+2}$) and two created ($p_{micro,k}^{2+1}, p_{micro,k}^{2+1}$) production degrees, whose probability distributions are defined such that they agree with the individual-based description; see Definition 7 and explanations in Section 4.1.
Figure 2. Sketch of the main steps of the proof for the convergence towards mean-field in the quorum-sensing model. We prove that the microscopic description of the stochastic many-particle process (see Figure 1) converges to the macroscopic description of the quorum-sensing model (given by the mean-field equation (4)) as $N \to \infty$. More precisely, we establish that the empirical density of the microscopic process $\rho_{N}^{(1)}$ converges in probability to the macroscopic mean-field density $\rho$ as $N \to \infty$ if initial correlations are not too strong; see Theorem 1. The steps of the proof are summarized on the right hand side of the sketch. The central idea is the introduction of an auxiliary process, which mimics the time evolution of the mean-field equation as a stochastic process and updates the production degrees of the individuals in an independent manner between different update steps ("auxiliary stochastic mean-field process" with probability density $\eta_{N,k}^{\text{aux}}$ at the $k^{\text{th}}$ update step). This way, arguments involving the law of large numbers can be separated from controlling the propagation of errors that build up due to correlations of the individuals’ production degrees. Along all arrows, we show weak convergence in probability (see Definition 1). The central argument and the lemma, in which the respective convergence is proven, are written next to the according arrows. Empirical densities ($\rho_{N}^{(1)}$ and $\eta_{N,k}^{\text{aux}}$) are denoted by the subscript $N$ while average densities ($\rho$ and $\eta_{k}^{\text{aux}}$) do not carry a subscript. We envision that our developed method to show convergence towards mean-field by introducing an auxiliary stochastic mean-field process may also be helpful for other stochastic many-particle processes.
\[ \partial_t \rho(p, t) = 2\lambda \langle \phi \rangle_{\rho_t} (\delta(p - R(\langle \rho \rangle_{\rho_t})) - \rho(p, t)) + (1 - 2\lambda) \langle \phi(p, \langle \rho \rangle_{\rho_t}) - \langle \phi \rangle_{\rho_t} \rangle \rho(p, t) \]

**Figure 3.** (A) Mean-field dynamics. The mean-field density evolves continuously in time according to mean-field equation (4). (B) Auxiliary mean-field process to prove convergence between microscopic and macroscopic dynamics. (i) The auxiliary mean-field process mimics the temporal evolution of the mean-field equation at discrete time steps; compare with the discretized mean-field equation (10). In this exemplary realization, the last update steps \( \tau_k \) and \( \tau_{k+1} \) are depicted before time \( t \) and \( t' \), respectively. For the auxiliary stochastic mean-field process, four masses \( p_{2k+1}^{\text{aux},-}, p_{2k+1}^{\text{aux},+}, p_{N+2k+1}^{\text{aux},+}, \) and \( p_{N+2k+2}^{\text{aux},+} \) are sampled at the update step \( \tau_k \) by using the average density \( \eta_k^{\text{aux}} \) following Definition 8. (ii) With these sampled masses, the empirical density of the auxiliary process is updated from \( \eta_{N,k}^{\text{aux}} \) to \( \eta_{N,k+1}^{\text{aux}} \). Note that the empirical density of the auxiliary process can be non-positive. Furthermore, the masses are sampled independently of the realization of the previous update step (in contrast to the microscopic process).
Figure 4. (A) Illustration of the application of Laisant’s formula to the expected difference of two random variables, see Equation (13). The expected difference of the two random variables $X^\nu$ and $X^\psi$ is obtained as the area enclosed by the two curves $X^\nu(\theta)$ and $X^\psi(\theta)$ for $\theta \in [0,1]$. Thus, the area is given by $\int_0^1 d\theta \ |X^\nu(\theta) - X^\psi(\theta)|$. On the other hand, the area between the two curves can be computed from the inverse functions to $X^\nu$ and $X^\psi$, which are the cumulative distribution functions $F^\nu(p) = \int_0^p dy \nu(y)$ and $F^\psi(p) = \int_0^p dy \psi(y)$, respectively, see Definition 4. Therefore, the area is also given by $\int_0^1 dp \ |F^\nu(p) - F^\psi(p)|$. The rigorous argument follows with Laisant’s formula. (B) Definition of the function $h$ that is used to estimate $d(\nu, \psi)$. $h'(x) = 1$ if $F^\nu(p) > F^\psi(p)$ and $h'(x) = -1$ if $F^\nu(p) < F^\psi(p)$, and thus $\|h\|_L \leq 1$. 
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