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ABSTRACT. In this paper we prove mesh independent a priori $L^\infty$-bounds for positive solutions of the finite difference boundary value problem

$$-\Delta_h u = f(x, u) \text{ in } \Omega_h, \quad u = 0 \text{ on } \partial \Omega_h,$$

where $\Delta_h$ is the finite difference Laplacian and $\Omega_h$ is a discretized $n$-dimensional box. On one hand this completes a result of [10] on the asymptotic symmetry of solutions of finite difference boundary value problems. On the other hand it is a finite difference version of a critical exponent problem studied in [11]. Two main results are given: one for dimension $n = 1$ and one for the higher dimensional case $n \geq 2$. The methods of proof differ substantially in these two cases. In the 1-dimensional case our method resembles ode-techniques. In the higher dimensional case the growth rate of the nonlinearity has to be bounded by an exponent $p < \frac{n}{n-1}$ where we believe that $\frac{n}{n-1}$ plays the role of a critical exponent. Our method in this case is based on the use of the discrete Hardy-Sobolev inequality as in [3] and on Moser’s iteration method. We point out that our a priori bounds are (in principal) explicit.

1. INTRODUCTION

The purpose of this paper is two-fold. The first aim is motivated by the general principle that when there exist major results for a semilinear elliptic boundary value problem, then if we formulate a reasonable discretization of this boundary value problem with a view to finding approximate solutions, then there should exist analogous results for the corresponding discretized problem. A typical example of this idea may be found in [10].

A well-known theorem of Gidas, Ni, and Nirenberg, [4], states roughly that positive solutions of the semi linear elliptic boundary value problem

$$(1) \quad -\Delta u = f(u), \quad x \in \Omega, \quad u(x) = 0, \quad x \in \partial \Omega$$

inherit symmetries of the domain $\Omega$. For example, if $\Omega$ is a ball, then all positive solutions must be radially symmetric. If $\Omega$ is a hypercube, then all positive solutions must be symmetric about the bisecting hyperplanes.

It is natural to ask whether there is a corresponding result for the corresponding discretized problem. In other words, if we replace the Laplacian in equation (1) with the corresponding finite difference Laplacian ($e_1, \ldots, e_n$ is the standard basis of $\mathbb{R}^n$ and $h_1, \ldots, h_n > 0$ stand for the mesh sizes)

$$\Delta_h u(x) := \sum_{i=1}^n \frac{u(x + h_i e_i) - 2u(x) + u(x - h_i e_i)}{h_i^2}$$

we obtain the following finite difference version of (1)

$$(2) \quad -\Delta_h u = f(u), \quad x \in \Omega_h, \quad u(x) = 0, \quad x \in \partial \Omega_h.$$
However, as recently observed in [11] and [8], the blow-up of the ∥·∥∞-norm of a family of finite-difference solutions may indicate the existence of an unbounded distributional solution induced by a supercritical exponent in the nonlinearity, cf. Remark (a) after Theorem 2.

This gives a clue to the correct result, also in [10], which can be roughly summarized as follows: as the space step of the discretization becomes small, the solutions $u_h$ become approximately symmetric. Concrete estimates of the distance from symmetry are given in terms of the difference between the solution and its reflection about the bisecting hyperplane. Full details can be found in [10]. This is an example of the general principle mentioned above. If the discretization is sufficiently fine, the properties of the continuous solution of (1) should be reflected in the properties of the discretized solution of (2).

Of course, several technical assumptions, both on the Lipschitz constants for $f$ and the behavior of the approximate solutions $u_h$ are required. One key assumption was that there exists $M > 0$ such that $\|u_h\|_\infty \leq M$. Since this can often be obtained for a wide variety of nonlinearities via the discrete maximum principle, we felt, at the time, that this assumption was not unreasonable, and indeed natural in the numerical context. After all, if $\|u_h\|_\infty \to \infty$ as a subsequence of the $h \to 0$, one would naturally think that we were not in the neighborhood of a true classical or weak solution. However, as recently observed in [11] and [8], the blow-up of the $\|·\|_\infty$-norm of a family of finite-difference solutions may indicate the existence of an unbounded distributional solution induced by a supercritical exponent in the nonlinearity, cf. Remark (a) after Theorem 2.

However, there is another large class of nonlinearities, to which the maximum principle is not applicable, but for which the true solutions of (1) can be shown to satisfy a priori bounds. A summary of these results are to be found in [11]. To extend some of the results of [10] to a discrete setting is the second aim of this paper.

These are the two goals mentioned at the beginning of this introduction. First, proving these a priori estimates will achieve the aim of proving corresponding results for solutions of the discretized problems. Second, it will extend to a much wider class of nonlinearities the approximate symmetry results of [10].

A priori estimates will be proven for positive solutions of the following generalization of (2)

\[ -\Delta_h u = f(x, u) \text{ in } \Omega_h, \quad u = 0 \text{ on } \partial \Omega_h \]

where $\Omega = (a_1, b_1) \times \ldots \times (a_n, b_n) \subset \mathbb{R}^n$ is an $n$-dimensional box and $\Omega_h$ are the finitely many points of a suitable mesh belonging to $\Omega$.

**Theorem 1** (A priori bounds in dimension $n = 1$). Let $L > 0$, $\Omega = (-L, L)$ and assume that there are continuous functions $f : \overline{\Omega} \times [0, \infty) \to \mathbb{R}$, $g : [0, \infty) \to \mathbb{R}$ and a constant $K > 0$ such that

(i) $g(0) > 0$, $g$ is strictly increasing and with $G(s) := \int_0^s g(t) \, dt$ one has

\[ \lim_{s \to \infty} \frac{s}{\sqrt{G(s)}} = 0; \]

(ii) $f(x, s) \geq g(s)$ for all $s \geq K$ and for all $x \in \overline{\Omega}$.

Moreover, let $L \geq 4h$. Then there exists a constant $\overline{M}$, which is independent of the mesh size $h$, such that if $u : \overline{\Omega}_h \to [0, \infty)$ is a non-negative solution of (2) then $\|u\|_\infty \leq \overline{M}$.

**Theorem 2** (A priori bounds in dimension $n \geq 2$). Let $n \geq 2$ and let $\Omega = (a_1, b_1) \times \ldots \times (a_n, b_n) \subset \mathbb{R}^n$ be a bounded $n$-dimensional box. Suppose there exist constants $C_1, C_2, C_3 > 0$ and $f : \Omega \times [0, \infty) \to [0, \infty)$ such that
(i) $f(x, s) \geq \lambda s - C_1$ for all $x \in \Omega$ and all $s \geq 0$ and for $\lambda > \lambda_1 = \sum_{i=1}^{n} \frac{\pi^2}{(b_i-a_i)^2}$.
(ii) $f(x, s) \leq C_2 s^p + C_3$ for some $p \in (1, \frac{n}{n-1})$.

Then there exists a constant $\overline{M}$, which is independent of the mesh size $h$, such that if $u : \overline{\Omega}_h \to [0, \infty)$ is a non-negative solution of (5) then $\|u\|_{\infty} \leq \overline{M}$. 

Remarks. (a) Let us explain the role of the exponent $\frac{n}{n-1}$ from the point of view of differential equations rather than difference equations. As it has been shown in [11], the exponent $p^* = \frac{n}{n-1}$ is a critical exponent for $n$-dimensional boxes in the following sense: if $1 < p < p^*$ then every very-weak solution (a special form of a distributional solution) of $-\Delta u = u^p$ in $\Omega$ with $u = 0$ on $\partial \Omega$ is in fact classical and if it is additionally positive then its $L^\infty$-norm is uniformly bounded. In contrast, for some $p > p^*$ one can construct unbounded very-weak solutions of the problem. Hence $p^* = \frac{n}{n-1}$ separates (uniformly) bounded solutions from unbounded very-weak solutions. Now, in the finite difference context, we meet the same exponent. We believe that for some $p > p^*$ one can construct a family of solutions of finite-difference boundary value problems of the above type where the $L^\infty$-norm of the solution tends to infinity as the mesh-size $h$ tends to zero. Some numerical evidence (in a finite-element context, however) is given in [8].

(b) For the one-dimensional as well as for the higher-dimensional case explicit upper estimates for the value of $\overline{M}$ are immediate from the proofs. Since the formulas are highly complex we decided against writing the details. However, let us point out how such a formula is constructed: at the end of the proof of Theorem 2 an explicit upper bound for the $L^2$-norm of the discrete gradient of a solution $u$ is obtained, cf. formula (30). If this is inserted into the result of Theorem 17 then one obtains an explicit upper bound for the $L^\infty$-norm of the solution $u$.

The plan of this paper is to first set up (3), the discretized version of equation (1) in Section 2, and then in Section 3 to describe the discrete function spaces in which we prove the a priori estimates. Also in Section 3 we state a number of important inequalities (Poincaré’s inequality, Sobolev’s inequality, Hardy’s inequality). The proof of theses inequalities is given in the Appendix. In Section 4 we treat the one-dimensional case and give the proof of Theorem 1. It is conceptually much different from the treatment of the higher-dimensional case. This is done in Section 5 with the essential ingredient of the Hardy-Sobolev inequality (cf. [3] where it is used to the same effect of obtaining $L^\infty$ a-priori bounds) and Moser’s iteration scheme, which we adapt to the finite-difference context. We conclude with some remarks on some possible extensions and open questions.

A final remark before we begin. Throughout the paper we will use the following notation. For $a \in \mathbb{R}$ let $a_+ = \max\{a, 0\}$ and $a_- = \min\{a, 0\}$. Let $e_1, \ldots, e_n$ be the standard basis of $\mathbb{R}^n$ and let $h := (h_1, \ldots, h_n) > 0$ be the mesh size vector of a uniform mesh $\mathbb{R}^n_h := \{(h_1z_1, \ldots, h_nz_n) : z_1, \ldots, z_n \in \mathbb{Z}\}$. We use the short-hand $\delta_i := h_ie_i \in \mathbb{R}^n$ and $h := h_1 \cdot \ldots \cdot h_n$.

2. DISCRETIZATION OF THE DOMAIN AND THE LAPLACIAN

Consider a (possibly unbounded) $n$-dimensional Euclidean box (also called hypercube)

$\Omega = (a_1, b_1) \times \ldots \times (a_n, b_n) \subset \mathbb{R}^n$

together with its closure $\overline{\Omega}$ and boundary $\partial \Omega$. We assume that

$a_i = k_ih_i, \quad b_i = l_ih_i$ with $l_i - k_i > 1$ and $k_i, l_i \in \mathbb{Z} \cup \{-\infty, \infty\}$ and $1 \leq i \leq n$.

Note that we allow $\Omega$ to have unbounded directions. For a box $\Omega$ let us define discretizations of $\overline{\Omega}$, $\Omega$ and $\partial \Omega$:

$\overline{\Omega}_h := \overline{\Omega} \cap \mathbb{R}^n_h$ the set of grid points,

$\Omega_h := \Omega \cap \mathbb{R}^n_h$ the set of interior grid points,

$\partial \Omega_h := \partial \Omega \cap \mathbb{R}^n_h$ the set of boundary grid points.
A finer description of the discrete boundary $\partial \Omega_h$ is given as follows:

$$
\partial_i^+ \Omega_h := \partial \Omega_h \cap \{ x \in \mathbb{R}^n : x_i = b_i \} \quad \text{forward boundary points in direction } e_i,
$$

$$
\partial_i^- \Omega_h := \partial \Omega_h \cap \{ x \in \mathbb{R}^n : x_i = a_i \} \quad \text{backward boundary points in direction } e_i.
$$

Let $u : \Omega_h \rightarrow \mathbb{R}$ be a given function. Our basic concept is the forward and backward finite difference quotient defined as

$$
D_i^+ u(x) := \frac{u(x + \delta_i) - u(x)}{h_i} \quad \text{for } x \in \overline{\Omega}_h \setminus \partial_i^+ \Omega_h,
$$

$$
D_i^- u(x) := \frac{u(x) - u(x - \delta_i)}{h_i} \quad \text{for } x \in \overline{\Omega}_h \setminus \partial_i^- \Omega_h
$$

for $i = 1, \ldots, n$.

**Definition 3.** Let $u : \overline{\Omega}_h \rightarrow \mathbb{R}$. For all $x \in \Omega_h$ the discrete Laplace operator of $u$ at $x$ is given by

$$
\Delta_h u(x) := \sum_{i=1}^{n} D_i^- D_i^+ u(x) = \sum_{i=1}^{n} D_i^+ D_i^- u(x) = \sum_{i=1}^{n} \frac{u(x + \delta_i) - 2u(x) + u(x - \delta_i)}{h_i^2}.
$$

**Definition 4.** A function $\phi : \overline{\Omega}_h \rightarrow \mathbb{R}$ is said to have compact support if and only if the set $\text{supp } \phi := \{ x \in \overline{\Omega}_h : \phi(x) \neq 0 \}$ is bounded and $\text{supp } \phi \subset \Omega_h$. In particular, this implies $\phi \big|_{\partial \Omega_h} = 0$.

**Lemma 5.** Let $u : \overline{\Omega}_h \rightarrow \mathbb{R}$ and $f : \Omega_h \rightarrow \mathbb{R}$ be two functions. Then

$$
\sum_{i=1}^{n} \sum_{x \in \overline{\Omega}_h \setminus \partial_i^+ \Omega_h} D_i^+ u(x) D_i^+ \phi(x) h = \sum_{x \in \Omega_h} f(x) \phi(x) h \quad \text{for all } \overline{\Omega}_h \rightarrow \mathbb{R} \text{ with compact support}
$$

holds if and only if $-\Delta_h u = f$ in $\Omega_h$.

The proof requires the following product rule

$$
D_i^- (u \cdot v)(x) = v(x) D_i^- u(x) + u(x - \delta_i) D_i^- v(x) = v(x) D_i^- u(x) + u(x - \delta_i) (D_i^+ v)(x - \delta_i)
$$

$$
D_i^+ (u \cdot v)(x) = v(x) D_i^+ u(x) + u(x + \delta_i) D_i^+ v(x) = v(x) D_i^+ u(x) + u(x + \delta_i) (D_i^- v)(x + \delta_i)
$$

and for $w : \overline{\Omega}_h \rightarrow \mathbb{R}$ with compact support the summation rule

$$
\sum_{x \in \overline{\Omega}_h \setminus \partial_i^+ \Omega_h} D_i^+ w(x) h_i = 0, \quad \sum_{x \in \overline{\Omega}_h \setminus \partial_i^- \Omega_h} D_i^- w(x) h_i = 0
$$

for each fixed $i = 1, \ldots, n$.

**Proof of Lemma 5.** We may extend $u$ and $\phi$ to all of $\mathbb{R}^n$ by setting $u = 0$, $\phi = 0$ outside $\overline{\Omega}_h$. In this way the value of $D_i^+ u(x)$ is well-defined everywhere and $D_i^+ \phi(x) = 0$ for all $x \in \partial_i^+ \Omega_h \cup \overline{\Omega}_h$ and all
Remark. If \( \leq 1 \) we compute
\[
\sum_{i=1}^{n} \sum_{x \in \Omega_h \setminus \Omega_i} D_i^+ u(x) D_i^+ \phi(x) \mathbf{h} = \sum_{i=1}^{n} \sum_{x \in \mathbb{R}^n_h} D_i^+ u(x) D_i^+ \phi(x) \mathbf{h}
\]
\[
= \sum_{i=1}^{n} \sum_{x \in \mathbb{R}^n_h} (D_i^+ u)(x - \delta_i)(D_i^+ \phi)(x - \delta_i) \mathbf{h}
\]
\[
= \sum_{i=1}^{n} \sum_{x \in \mathbb{R}^n_h} D_i^- (D_i^+ u(x) \phi(x)) \mathbf{h} - (D_i^- D_i^+ u(x)) \phi(x) \mathbf{h}
\]
\[
= \sum_{i=1}^{n} \sum_{x \in \Omega_h} - (D_i^- D_i^+ u(x)) \phi(x) \mathbf{h},
\]
where the last equality holds since the first sum \( \sum_{x \in \mathbb{R}^n_h} D_i^- (D_i^+ u(x) \phi(x)) \mathbf{h} \) vanishes and the second summand \( (D_i^- D_i^+ u(x)) \phi(x) \mathbf{h} \) has no contribution outside \( \Omega_h \) because \( \phi \) vanishes there. According to the definition \( 4 \) of the discrete Laplacian we get the claim. \( \blacksquare \)

**Remark.** If \( U : \Omega \to \mathbb{R} \) is a \( C^4 \)-function then locally
\[
\Delta_h U(x) = \Delta U(x) + O(h^2)
\]
for \( x \in \Omega_h \).

### 3. Discrete Function Spaces, Inequalities and Embeddings

We can consider spaces of functions \( u : \Omega_h \to \mathbb{R} \) defined on (possibly unbounded) domains \( \Omega_h \). Let \( 1 \leq p < \infty \) and define \( A(t) = e^{t^2} - 1 \) for \( t \in \mathbb{R} \). We define the following norms
\[
\|u\|_{L^p} = \left( \sum_{x \in \Omega_h} |u(x)|^p \mathbf{h} \right)^{1/p}, \quad \|u\|_{L^\infty} = \sup_{x \in \Omega_h} |u(x)|,
\]
\[
\|u\|_D = \left( \sum_{i=1}^{n} \sum_{x \in \Omega_h \setminus \Omega_i} |D_i^+ u(x)|^2 \mathbf{h} \right)^{1/2},
\]
\[
\|u\|_{W^{1,2}} = (\|u\|_{L^2}^2 + \|u\|_{D^1}^2)^{1/2} = \left( \sum_{i=1}^{n} \sum_{x \in \Omega_h \setminus \Omega_i} |D_i^+ u(x)|^2 \mathbf{h} + \sum_{x \in \Omega_h} |u(x)|^2 \mathbf{h} \right)^{1/2},
\]
\[
\|u\|_A = \inf \left\{ k > 0 : \sum_{x \in \Omega_h} A\left( \frac{|u(x)|}{k} \right) \mathbf{h} \leq 1 \right\}.
\]

**Remark.** For \( u \neq 0 \) the infimum in the definition of \( \|u\|_A \) is a minimum (a consequence of Fatou’s lemma). Moreover, for \( u \neq 0 \) the statement \( \|u\|_A \leq t \) is equivalent to \( \sum_{x \in \Omega_h} A\left( \frac{|u(x)|}{k} \right) \mathbf{h} \leq 1 \).

Corresponding to these norms we define the function spaces
\[
L^p(\Omega_h) := \{ u : \Omega_h \to \mathbb{R} : \|u\|_{L^p} < \infty \},
\]
\[
L^\infty(\Omega_h) := \{ u : \Omega_h \to \mathbb{R} : \|u\|_{L^\infty} < \infty \},
\]
\[
W^{1,2}(\Omega_h) := \{ u : \Omega_h \to \mathbb{R} : \|u\|_{W^{1,2}} < \infty \},
\]
\[
L^A(\Omega_h) := \{ u : \Omega_h \to \mathbb{R} : \|u\|_A < \infty \}.
\]
Moreover, we define
\[ W_{0}^{1,2}(\Omega_{h}) := \text{clos}_{W^{1,2}} \{ u : \Omega_{h} \to \mathbb{R} : u \text{ has compact support in } \Omega_{h} \} \]
where the closure is taken with respect to the \( W^{1,2} \)-norm. Finally, for \( n \geq 3 \) let
\[ D^{1,2}(\mathbb{R}^{n}) := \{ u : \mathbb{R}^{n} \to \mathbb{R} : ||u||_{L^{2}} < \infty, ||u||_{D} < \infty \}. \]

**Lemma 6.** The spaces \((L^{\infty}(\Omega_{h}), ||\cdot||_{L^{\infty}}), (L^{0}(\Omega_{h}), ||\cdot||_{A}), (L^{p}(\Omega_{h}), ||\cdot||_{L^{p}})\) for \( 1 \leq p < \infty \), \((W^{1,2}(\Omega_{h}), ||\cdot||_{W^{1,2}}), (W_{0}^{1,2}(\Omega_{h}), ||\cdot||_{W^{1,2}})\) as well as the space \((D^{1,2}(\mathbb{R}^{n}), ||\cdot||_{D})\) are Banach spaces. All five norms satisfy the inequality \( ||u_{+}||, ||u_{-}|| \leq ||u|| \). If \( \Omega_{h} = \mathbb{R}^{n}_{h} \) then functions with compact support are dense in all these Banach spaces except for \( L^{\infty}(\mathbb{R}^{n}_{h}) \). Elements of \( W_{0}^{1,2}(\Omega_{h}) \) vanish on \( \partial \Omega_{h} \) and if \( \Omega_{h} \) is bounded then they also have compact support.

**Proof.** The only nontrivial statement is the completeness of \( D^{1,2}(\mathbb{R}^{n}) \). Let \((u_{k})_{k \in \mathbb{N}} \) be a Cauchy sequence in \( D^{1,2}(\mathbb{R}^{n}) \). By the Sobolev inequality of Theorem 9 the sequence is also a Cauchy sequence in \( L^{2n/(2n-2)}(\mathbb{R}^{n}) \) and hence convergent, i.e. \( u_{k} \to u \in L^{2n/(2n-2)}(\mathbb{R}^{n}) \) as \( k \to \infty \). Moreover, from the definition of \( ||\cdot||_{D} \) it follows that for each \( i = 1, \ldots, n \) the sequence \((D^{i}_{+}u_{k})_{k \in \mathbb{N}} \) is a Cauchy sequence in \( L^{2}(\mathbb{R}^{n}) \) and hence convergent, i.e., there exist functions \( f_{i} \in L^{2}(\mathbb{R}^{n}) \) such that \( D^{i}_{+}u_{k} \to f_{i} \) as \( k \to \infty \) in the sense of \( L^{2} \)-convergence. The proof is complete if we can show that \( D^{i}_{+}u = f_{i} \). Since for a subsequence \((u_{k_{i}})_{i \in \mathbb{N}} \) we have \( u_{k_{i}}(x) \to u(x) \) as \( i \to \infty \) for almost all \( x \in \mathbb{R}^{n}_{h} \) the definition of the forward finite-difference quotient implies that \( D^{i}_{+}u_{k_{i}}(x) \to D^{i}_{+}u(x) \) as \( i \to \infty \) for almost all \( x \in \mathbb{R}^{n}_{h} \) and for \( i = 1, \ldots, n \). This implies \( D^{i}_{+}u = f_{i} \) and finishes the proof. \( \blacksquare \)

Next we give statements of four different discrete inequalities: Poincaré’s inequality in Theorem 8, a Sobolev inequality in dimension \( \geq 3 \) in Theorem 9, a Sobolev inequality in dimension 2 in Theorem 10 and Hardy’s inequality in Theorem 11. All four inequalities have continuous counterparts. For completeness the proofs, which are suitable variants of the proofs of the continuous counterparts, are given in the Appendix. Additionally, by combining the Sobolev inequality with the Hardy inequality we obtain the so-called Hardy-Sobolev inequality of Theorem 12, where the proof is given directly after the statement. We begin with the following Lemma.

**Lemma 7** (Properties of the first eigenfunction). Let \( \Omega = (a_{1}, b_{1}) \times \ldots \times (a_{n}, b_{n}) \subset \mathbb{R}^{n} \) be a bounded \( n \)-dimensional box.

(i) The first eigenvalue of the discrete Laplace-operator \((-\Delta_{h})\) with vanishing Dirichlet boundary conditions on \( \partial \Omega_{h} \) is simple and given by
\[ \lambda_{1,h} = \sum_{i=1}^{n} \frac{4}{h_{i}^{2}} \sin^{2} \left( \frac{\pi h_{i}}{2(b_{i} - a_{i})} \right) \leq \sum_{i=1}^{n} \frac{\pi^{2}}{(b_{i} - a_{i})^{2}} =: \lambda_{1} \]
with the corresponding eigenfunction
\[ \phi_{1,h}(x) = \prod_{i=1}^{n} \sin \left( \frac{\pi(x_{i} - a_{i})}{b_{i} - a_{i}} \right) > 0, \quad x \in \Omega_{h}. \]

(ii) Let \( t > 0 \) be a fixed value such that \( t||u||_{L^{1}} = \sum_{x \in \Omega_{h}} t\phi_{1,h}(x)h = 1 \). Then
\[ t\phi_{1,h}(x) \geq \frac{2^{n}}{||\Omega||^{2}} \text{dist}(x, \partial \Omega_{h})^{n} \text{ for all } x \in \Omega_{h}. \]

**Proof.** (i): By direct computation one verifies that \( u_{s}(z) = \sin \frac{\pi s(x-a)}{b-a}, 1 \leq s \leq l_{1} - k_{1} - 1 \), form a complete set of discrete eigenfunctions of \(-\Delta_{h}\) on the discrete 1-dimensional box \((a, b) \cap \mathbb{R}_{h}\) with
where \( N > 0 \). In particular, this implies that \( \lambda \) for the \( n \)-dimensional operators. Hence we can construct all eigenfunctions where the lower bound is optimal. Moreover, we have \( \| \prod_{i=1}^{n} f_i(x_i) \| \leq \prod_{i=1}^{n} |\Omega|^{1/2} = |\Omega| \) and hence \( t \geq 1/|\Omega| \). Next we use the concavity estimate \( \sin x \geq \frac{2x}{\pi} \) for \( x \in [0, \frac{\pi}{2}] \) and derive from it \( \sin \frac{\pi(x_i - a_i)}{b_i - a_i} \geq \frac{2(x_i - a_i)}{b_i - a_i} \) provided \( a_i \leq x_i \leq \frac{a_i + b_i}{2} \).

Since \( \text{dist}(x, \partial \Omega_h) = \min_{1 \leq i \leq n} \{x_i - a_i, b_i - x_i\} \) in \( \Omega_h \), we obtain \( \phi_{1,h}(x) \geq \frac{2^n \text{dist}(x, \partial \Omega_h)^n}{|\Omega|} \) for all \( x \in \Omega_h \) which finishes the proof of the claim. \( \blacksquare \)

**Remark.** Note the trivial statement: \( u \in L^p(\Omega_h) \Rightarrow u \in L^\infty(\Omega_h) \) with the embedding estimate \( \|u\|_{L^\infty} \leq h^{-1/p} \|u\|_{L^p} \), which is not stable with respect to the mesh size \( h \). In contrast, the following embeddings will be stable with respect to \( h \).

**Theorem 8** (Poincaré’s inequality). Let \( \Omega = (a_1, b_1) \times \ldots \times (a_n, b_n) \subset \mathbb{R}^n \) be a bounded \( n \)-dimensional box. Then there exists a constant \( C_P(\Omega) \) which is independent of \( h \) such that

\[
\|u\|_{L^2} \leq C_P(\Omega) \|u\|_{D} \quad \text{for all } u \in W^{1,2}_0(\Omega_h).
\]

Moreover, we have

\[
\frac{1}{\lambda_{1,h}} \leq C_P^2(\Omega) \leq \frac{1}{4n^2} \sum_{i=1}^{n} (b_i - a_i)^2,
\]

where the lower bound is optimal.
Theorem 9 (Sobolev embedding for \( n \geq 3 \)). Let \( n \geq 3 \). With \( C_S(n) := \frac{4(n-1)}{\sqrt{n(n-2)}} \leq 5 \) the following inequality holds
\[
\|u\|_{L^{2n/2}} \leq C_S(n)\|u\|_{D} \text{ for all } u \in D^{1,2}(\mathbb{R}^n),
\]
and for every mesh size vector \( h \).

Theorem 10 (Sobolev embedding for \( n = 2 \)). With \( C_S(2) := 8\sqrt{2\pi(e+256)} \) the following inequality holds
\[
\|u\|_{A} \leq C_S(2)\|u\|_{W^{1,2}} \text{ for all } u \in W^{1,2}(\mathbb{R}^2),
\]
and for every the mesh size vector \( h \). This is equivalent to
\[
\sum_{x \in \mathbb{R}^2_h} A(\frac{|u(x)|}{C_S(2)\|u\|_{W^{1,2}}})h \leq 1 \text{ for all } u \in W^{1,2}(\mathbb{R}^2) \setminus \{0\},
\]
and in particular it implies
\[
\|u\|_{L^p} \leq 2C_S(2)p\|u\|_{W^{1,2}} \text{ for all } u \in W^{1,2}(\mathbb{R}^2) \text{ and all } p \geq 2.
\]

Recall Hardy’s inequality for a bounded Lipschitz-domain \( \Omega \), cf. \cite{[2], [9]}:
\[
\int_{\Omega} \frac{u^2}{\text{dist}(x, \partial \Omega)} \, dx \leq C_H \int_{\Omega} |\nabla u|^2 \, dx \quad \text{for all } u \in W^{1,2}_0(\Omega),
\]
where \( C_H \in (0, 1/4) \) is a constant depending only on \( \Omega \). For convex domains \( \Omega \) it is known that \( C_H = 1/4 \). For an \( n \)-dimensional box we give next a discrete analogue of Hardy’s inequality.

Theorem 11 (Hardy’s inequality). Let \( \Omega = (a_1, b_1) \times \ldots \times (a_n, b_n) \subset \mathbb{R}^n \) be a bounded \( n \)-dimensional box. There exists a constant \( C_H \in (0,4] \) such that
\[
\sum_{x \in \Omega_h} \frac{u(x)^2}{\text{dist}(x, \partial \Omega_h)^2} h \leq C_H \sum_{i=1}^{n} \sum_{x \in \Omega_h \setminus \partial \Omega_h} |D_i^+ u(x)|^2 h
\]
for all \( u \in W^{1,2}_0(\overline{\Omega}_h) \) and for every mesh size vector \( h \).

Theorem 12 (Hardy-Sobolev inequality). Let \( \Omega = (a_1, b_1) \times \ldots \times (a_n, b_n) \subset \mathbb{R}^n \) be a bounded \( n \)-dimensional box and let \( \alpha, \beta \geq 0 \) be two numbers such that
\[
0 \leq \beta < 2, \quad \beta \leq \alpha \left\{ \begin{array}{ll}
\leq \frac{2n-2\beta}{n-2} & \text{if } n \geq 3, \\
< \infty & \text{if } n = 2.
\end{array} \right.
\]
Then the following Hardy-Sobolev inequality holds true
\[
\sum_{x \in \Omega_h} \frac{|u(x)|^n}{\text{dist}(x, \partial \Omega_h)^3} h \leq C_{HS}(n, \alpha, \beta, \Omega)\|u\|_{D} \quad \text{for all } u \in W^{1,2}_0(\overline{\Omega}_h),
\]
where the constant \( C_{HS}(n, \alpha, \beta, \Omega) \) is given by
\[
C_{HS}(n, \alpha, \beta, \Omega) = \left\{ \begin{array}{ll}
C_H^{\beta/2} C_S(n)^{\alpha-\beta} |\Omega|^{\frac{2(n-\beta)-(n-2)\alpha}{2n}} & \text{if } n \geq 3, \\
C_H^{\beta/2} C_S(2)^{\alpha-\beta} \left( \frac{4(\alpha-\beta)}{2-\beta} \right)^{\alpha-\beta} (1 + C_P(\Omega)^2)^{\frac{\alpha-\beta}{2}} & \text{if } n = 2.
\end{array} \right.
\]
Proof. First assume \( n \geq 3 \). By using a triple Hölder-inequality and Hardy’s inequality we obtain for \( u \in W^{1,2}_0(\Omega_h) \)

\[
\sum_{x \in \Omega_h} \frac{|u(x)|^\alpha}{\text{dist}(x, \partial \Omega_h)\beta} h = \sum_{x \in \Omega_h} \frac{|u(x)|^\beta}{\text{dist}(x, \partial \Omega_h)\beta} |u|^{\alpha-\beta} h
\]

\[
\leq \left( \sum_{x \in \Omega_h} \frac{|u(x)|^2}{\text{dist}(x, \partial \Omega_h)^2} h \right)^{\frac{\beta}{2}} \left( \sum_{x \in \Omega_h} |u|^{\frac{2n}{n-2}} h \right)^{\frac{\alpha-\beta}{2}} \left( \sum_{x \in \Omega_h} h \right)^{\frac{2(\alpha-\beta)-(n-2)\alpha}{2n}}
\]

\[
\leq C_H^{\beta/2} C_S(n)^{\alpha-\beta} |\Omega|^{\frac{2(n-\beta)-(n-2)\alpha}{2n}} \|u\|_D^\alpha.
\]

In the case \( n = 2 \) we use Hardy’s inequality and the two-dimensional Sobolev inequality (10) from Lemma 10

\[
\sum_{x \in \Omega_h} \frac{|u(x)|^\alpha}{\text{dist}(x, \partial \Omega_h)^\beta} h = \sum_{x \in \Omega_h} \frac{|u(x)|^\beta}{\text{dist}(x, \partial \Omega_h)^\beta} |u|^{\alpha-\beta} h
\]

\[
\leq \left( \sum_{x \in \Omega_h} \frac{|u(x)|^2}{\text{dist}(x, \partial \Omega_h)^2} h \right)^{\frac{\beta}{2}} \left( \sum_{x \in \Omega_h} |u|^{\frac{2(\alpha-\beta)}{2-\beta}} h \right)^{\frac{2-\beta}{2}}
\]

\[
\leq C_H^{\beta/2} \left( C_S(2) \frac{4(\alpha-\beta)}{2-\beta} \right)^{\alpha-\beta} \|u\|_D^\beta \|u\|_{W^{1,2}}^{\alpha-\beta}
\]

\[
\leq C_H^{\beta/2} C_S(2) \alpha-\beta \left( \frac{4(\alpha-\beta)}{2-\beta} \right)^{\alpha-\beta} (1 + C_P(\Omega)^2) \|u\|_D^\alpha,
\]

where we have used the inequality \( \|\cdot\|_{W^{1,2}}^2 \leq (1 + C_P(\Omega)^2) \|\cdot\|_D^2 \). \( \blacksquare \)

4. ONE-DIMENSIONAL CASE

For one-dimensional case we introduce the following notation

\((a, b)_h := (a, b) \cap \mathbb{R}_h, \quad [a, b]_h := [a, b] \cap \mathbb{R}_h, \) etc.

**Lemma 13 (Discrete Elliptic Comparison).** Let \( a, b, h \in \mathbb{R} \) with \( h > 0 \) such that \( \frac{b-a}{h} \in \mathbb{N} \setminus \{1\} \). Suppose that \( w: [a, b]_h \to \mathbb{R} \) satisfies

\[
-D_h^+ D_h^- w(x) \leq \lambda_{0,h} w(x), \quad x \in (a, b)_h, \quad w(a), w(b) \leq 0
\]

with some \( \lambda_{0,h} < \lambda_{1,h} \), where \( \lambda_{1,h} = \frac{4}{h^2} \sin^2 \left( \frac{\pi h}{2(b-a)} \right) \) is the first Dirichlet-eigenvalue of the discrete one-dimensional Laplacian on \([a, b]_h \) as given in Lemma 7. Then, \( w(x) \leq 0 \) for all \( x \in [a, b]_h \).

**Proof.** We multiply (11) with \( w_+ \), sum up over \((a, b)_h \) and exploit partial summation like in Lemma 5 to obtain

\[
\lambda_{0,h} \sum_{x \in (a, b)_h} w_+^2 (x) \geq \sum_{x \in (a, b)_h} D_h^+ w(x) \cdot D_h^+ w_+(x)
\]

\[
\geq \sum_{x \in (a, b)_h} D_h^+ w_+(x) \cdot D_h^+ w_+(x).
\]

To see the last inequality let \( x \in (a, b)_h \). If \( w(x), w(x+h) \geq 0 \) or \( w(x), w(x+h) \leq 0 \) then

\[
D_h^+ w(x) D_h^+ w_+(x) = D_h^+ w_+(x) D_h^+ w_+(x).
\]

If \( w(x) \leq 0 \leq w(x+h) \) then \( D_h^+ w(x) \geq D_h^+ w_+(x) \geq 0 \), implying

\[
D_h^+ w(x) D_h^+ w_+(x) \geq D_h^+ w_+(x) D_h^+ w_+(x).
\]
Finally, if \( w(x) \geq 0 \geq w(x + h) \) then \( D_h^+ w(x) \leq D_h^+ w_+(x) \leq 0 \), also implying
\[
D_h^+ w(x) D_h^+ w_+(x) \geq D_h^+ w_+(x) D_h^+ w_+(x).
\]
Using the variational characterization of \( \lambda_{1,h} \) from Theorem 8 we get
\[
0 \leq \sum_{x \in [a,b)_h} (D_h^+ w_+(x))^2 \leq \lambda_{0,h} \sum_{x \in [a,b)_h} w_+^2(x) \leq \frac{\lambda_{0,h}}{\lambda_{1,h}} \sum_{x \in [a,b)_h} (D_h^+ w_+(x))^2,
\]
and since \( w_+(a) = 0 \) consequently \( w_+ \equiv 0 \). \( \blacksquare \)

**Lemma 14 (Poisson problem).** Let the assumptions of Theorem 1 hold and let \( \lambda_1 \geq \lambda_0 > 0 \) such that \( \frac{h-a}{h} \in \mathbb{N} \setminus \{1\} \) and consider the Poisson problem
\[
-D_h^+ D_h^- v(x) = \mu v(x) - A, \quad x \in (a, b)_h, \quad v(a) = \gamma, v(b) = 0
\]
with \( \gamma, A \geq 0 \) and \( \mu = \frac{4}{h^2} \sin^2 \left( \frac{\pi h}{4(b-a)} \right) \). Then the unique solution is given by
\[
(12) \quad v(x) = \left( \gamma - \frac{A}{\mu} \right) \cos \left( \frac{\pi(x-a)}{2(b-a)} \right) - \frac{A}{\mu} \sin \left( \frac{\pi(x-a)}{2(b-a)} \right) + \frac{A}{\mu}
\]
and satisfies
\[
-D_h^+ v(a) \leq (\gamma + (b-a)^2 A) \frac{\pi}{2(b-a)}.
\]

**Proof.** If we compute the second order finite difference quotient of \( \sin(\nu kh) \) then one finds
\[
D_h^+ D_h^- \sin(\nu kh) = \frac{1}{h^2} \left( \sin(\nu kh + kh) - 2 \sin(\nu kh) + \sin(\nu kh - \nu h) \right)
\]
\[
= \frac{2}{h^2} \sin(\nu kh)(\cos(\nu h) - 1) = -\frac{4}{h^2} \sin^2 \left( \frac{\nu h}{2} \right) \sin(\nu kh), \quad k \in \mathbb{N}.
\]
The same equality holds if \( \sin(\nu kh) \) is everywhere replaced by \( \cos(\nu kh) \). With \( \nu = \frac{\pi}{2(b-a)} \) we see that \( w \) as given in (12) satisfies the Poisson problem with \( \frac{4}{h^2} \sin^2 \left( \frac{\nu h}{2} \right) = \mu \). Since \( \mu < \lambda_{1,h} \) (the first Dirichlet eigenvalue of the one-dimensional Laplacian on \( (a, b)_h \)) uniqueness follows from the comparison principle of Lemma 13. Finally, let us compute (using \( \sin x \leq x, 1 - \cos x \leq x \) for \( x \in (0, \pi/2) \)):
\[
-D_h^+ v(a) = \frac{1}{h} \left( \gamma - \frac{A}{\mu} \right) \left( 1 - \cos \left( \frac{\pi h}{2(b-a)} \right) \right) + \frac{A}{\mu} \sin \left( \frac{\pi h}{2(b-a)} \right)
\]
\[
\leq \frac{\gamma}{h} \left( 1 - \cos \left( \frac{\pi h}{2(b-a)} \right) \right) + \frac{A}{\mu} \sin \left( \frac{\pi h}{2(b-a)} \right) \leq \left( \gamma + \frac{A}{\mu} \right) \frac{\pi}{2(b-a)}.
\]
Since \( \sin x \geq 2x/\pi \) for \( x \in (0, \pi/2) \) we see that
\[
\mu = \frac{4}{h^2} \sin^2 \left( \frac{\nu h}{2} \right) \geq \frac{1}{(b-a)^2}
\]
which together with the previous estimate yields the result. \( \blacksquare \)

Before we give the proof of Theorem 1 we have to derive estimates from the hypotheses on \( f \) and \( g \).

**Lemma 15.** Let the assumptions of Theorem 1 hold and let \( \lambda_0 = \left( \frac{\pi}{L} \right)^2 \).

(a) There exist \( A > 0 \) such that \( f(x, s) \geq \lambda_0 s - A \) for all \( s \geq 0 \) and all \( x \in [-L, L] \).
For any \( R > K \) we have
\[
\int_0^R \frac{ds}{\sqrt{G(R) - G(s)}} \leq \frac{2R}{\sqrt{G(R)}}.
\]

Proof. (a): From (i) in Theorem 1 we have \( G(s) \leq (s - K)g(s) \), yielding
\[
\frac{s^2}{G(s)} \geq \frac{s^2}{(s - K)g(s)} \geq \frac{s}{g(s)}
\]
for \( s > K > 0 \). By assumption (ii) of Theorem 1, the l.h.s. of this inequality converges to zero and since the r.h.s. is positive, we have
\[
\lim_{s \to \infty} \frac{s}{g(s)} = 0
\]
which implies that \( g \) grows faster than any linear function. In particular, there exists \( K_1 \geq K \) such that
\[
g(s) \geq \lambda_0 s \text{ for all } s \geq K_1.
\]
Since \( g \) is continuous, we can set
\[
A_g := \max_{s \in [0, K_1]} (\lambda_0 s - g(s))_+ \geq 0,
\]
which implies
\[
g(s) \geq \lambda_0 s - A_g \text{ for all } s \geq 0.
\]
Since \( f \) is continuous on \([-L, L] \times [0, K_1] \), we repeat the argument, setting
\[
A_f := \max_{x \in [-L, L]} (\lambda_0 s - f(x, s))_+ \geq 0.
\]
Taking into account (iii) of Theorem 1 we have analogously
\[
f(x, s) \geq \lambda_0 s - A \text{ for all } s \geq 0 \text{ and } x \in [-L, L]
\]
with \( A := \max\{A_f, A_g\} \).

(b): Since \( g \) is positive and strictly increasing we get for every \( t \in (0, 1) \)
\[
G(Rt) = \int_K^{Rt} g(s)ds = t \int_K^{R/t} g(t\tau)d\tau \leq t \int_K^{R} g(t\tau)d\tau \leq t \int_K^{R} g(\tau)d\tau = tG(R) > 0.
\]
This yields
\[
\frac{1}{\sqrt{1 - \frac{G(Rt)}{G(R)}}} \leq \frac{1}{\sqrt{1 - t}}
\]
for \( t \in (0, 1) \) and we get
\[
\int_0^R \frac{ds}{\sqrt{G(R) - G(s)}} = R \int_0^1 \frac{dt}{\sqrt{G(R) - G(Rt)}} = \frac{R}{\sqrt{G(R)}} \int_0^1 \frac{dt}{\sqrt{1 - \frac{G(Rt)}{G(R)}}} \leq \frac{R}{\sqrt{G(R)}} \int_0^1 \frac{dt}{\sqrt{1 - t}} = \frac{2R}{\sqrt{G(R)}}.
\]
Proof of Theorem 1 Let $u$ be an arbitrary but fixed non-negative solution of (3). We denote $M := \|u\|_\infty$. Since our problem is symmetrical w.r.t axis reflection, we can assume that $M = u(x_0)$ with $x_0 \leq 0$. Both $R := u(x_0 + h)$ and $u(x_0 + 2h)$ are well-defined due to $L \geq 4h$ and from Lemma 15(a) we obtain

$$\frac{-M + 2R + 0}{h^2} \geq \frac{-u(x_0) + 2u(x_0 + h) - u(x_0 + 2h)}{h^2} = f(x_0 + h, R) \geq \lambda_0 R - A \geq -A$$

so that

$$M \leq 2R + Ah^2 \leq 2R + A\frac{L^2}{16}.$$  

It is therefore sufficient to find a bound for $R$ and without loss of generality we assume $R > K$. Since $0 < K < R \leq M$, there exists $x_1 \in [x_0, L - h]_h$ such that $u \geq K$ on $[x_0, x_1]_h$ and $u(x_1 + h) < K$. Since $R > K$, we have $x_1 \neq x_0$, i.e. $[x_0 + h, x_1] \neq \emptyset$. Using (i) and (ii) of Theorem 1 we see that as long as $x \in [x_0, x_1]_h$

$$D^+_h D^-_h u(x) = -f(x, u(x)) \leq -g(u(x)) < 0$$

which means that $D^-_h u(x + h) < D^-_h u(x)$ for $x \in [x_0, x_1]_h$. It follows inductively that

$$D^+_h u(x) = D^-_h u(x + h) < D^-_h u(x) < \ldots < D^-_h u(x_0 + h) = D^-_h u(x_0) = \frac{R - M}{h} \leq 0$$

and hence $u(x + h) < u(x)$ as long as $x \in [x_0 + h, x_1]_h$.

We now want to derive an upper bound for the forward difference of $u$ at $x_1$. For $x \in [x_0 + h, x_1]_h$ we have on one hand, using (ii) of Theorem 1

$$-D^+_h ((D^-_h u(x))^2) = -D^+_h (D^-_h u(x) \cdot D^-_h u(x))$$

$$= -D^+_h u(x + h) \cdot D^+_h D^-_h u(x) - D^-_h u(x) \cdot D^+_h D^-_h u(x)$$

$$\leq g(u(x))D^-_h u(x + h) = g(u(x))D^+_h u(x)$$

and on the other hand with some $\bar{u} \in [u(x + h), u(x)]$

$$D^+_h G(u(x)) = \frac{1}{h} \int_{u(x)}^{u(x + h)} g(t) dt = g(\bar{u}) \frac{u(x + h) - u(x)}{h} \geq g(u(x))D^+_h u(x).$$

Together, we obtain

$$-D^+_h ((D^-_h u(x))^2) \leq D^+_h G(u(x))$$

on $x \in [x_0 + h, x_1]_h$ and summing up over $[x_0 + h, x]_h, x \leq x_1$ we also get

$$-(D^-_h u(x + h))^2 \leq -(D^-_h u(x + h))^2 + (D^-_h u(x_0 + h))^2$$

$$= -\sum_{z \in [x_0 + h, x]_h} D^+_h [(D^-_h u(z))^2] h$$

$$\leq \sum_{z \in [x_0 + h, x]_h} D^+_h G(u(z)) h$$

$$= G(u(x + h)) - G(u(x_0 + h)).$$

This shows that

$$\begin{align*}
(D^+_h u(x))^2 \geq \begin{cases} G(R) - G(u(x + h)) & \text{if } \bar{u} < 0 \\
G(R) - G(u(x + h)) & \text{if } \bar{u} > 0
\end{cases}
\end{align*}$$
and finally for $x \in [x_0 + h, x_1]_h$

$$D^+_h u(x) \leq -\sqrt{G(R) - G(u(x + h))} < 0. \tag{15}$$

In particular, this inequality holds for $x = x_1$.

We now want to show that $[x_0, x_1]$ shrinks as $R$ goes to infinity. More precisely, we want to show that

$$x_1 - x_0 \leq \frac{2R}{\sqrt{G(R)}}.$$

Consider

$$\kappa(t) := \int_t^R \frac{dt}{\sqrt{G(R) - G(s)}}, \quad t \in [0, R]$$

with $\kappa$ being well-defined due to (13). Since $G(t)$ is increasing on $[0, R)$, we see that the function $\kappa'(t) = -\frac{1}{\sqrt{G(R) - G(t)}}$ is negative and decreasing in $t \in [0, R)$. Gathering our results we see that for $x \in [x_0 + h, x_1]_h$

$$D^+_h \kappa(u(x)) = \frac{1}{h} \int_{u(x)}^{u(x + h)} \kappa'(t) dt = \frac{1}{h} \int_{u(x)}^{u(x + h)} -\kappa'(t) dt \geq -\kappa'(u(x + h)) \cdot (-D^+_h u(x)) = \frac{-1}{\sqrt{G(R) - G(u(x + h))}} D^+_h u(x)$$

and by using (15) this results in

$$D^+_h \kappa(u(x)) \geq 1 \text{ for } x \in [x_0 + h, x_1]_h.$$

Using this and (13) we obtain

$$x_1 - x_0 \leq \sum_{x \in [x_0 + h, x_1]_h} D^+_h \kappa(u(x)) h = \kappa(u(x_1 + h)) - \kappa(R)$$

$$= \int_{u(x_1 + h)}^R \frac{1}{\sqrt{G(R) - G(s)}} ds \leq \int_0^R \frac{1}{\sqrt{G(R) - G(s)}} ds \leq \frac{2R}{\sqrt{G(R)}}.$$

Because of assumption (ii) of Theorem [1] we can define

$$R_1 := \min \left\{ r > K \mid \frac{2\rho}{\sqrt{G(\rho)}} \leq \frac{L}{2}, \forall \rho \geq r \right\}.$$

Assuming now w.l.o.g. that $R \geq R_1$, we have

$$x_1 \leq x_1 - x_0 \leq \frac{L}{2}, \quad \text{i.e.} \quad L - x_1 \geq \frac{L}{2}.$$

Let $v : [x_1, L] \to \mathbb{R}$ be the solution of

$$-D^+_h D_h v(x) = \mu v(x) - A \quad \text{for} \quad x \in (x_1, L)_h, \quad v(x_1) = u(x_1), \quad v(L) = 0$$

with $\mu = \frac{4}{h^2} \sin^2 \left( \frac{\pi h}{2(L - x_1)} \right)$. The solution and its properties are given in Lemma [14]. Since $u(x) \geq 0$ and $\mu \leq \pi^4/(4(L - x_1)^2) \leq (\pi/L)^2 = \lambda_0$ we see that $u$ satisfies

$$-D^+_h D^-_h u(x) = f(x, u(x)) \geq \lambda_0 u(x) - A \geq \mu u(x) - A \quad \text{for} \quad x \in (x_1, L)_h.$$

Since $\mu$ is smaller than the first Dirichlet eigenvalue of the one-dimensional Laplacian on the interval $[x_1, L]$ we can apply the comparison principle of Lemma [13] for $w := v - u$ and get $v(x) \leq u(x)$ on $[x_1, L]_h$ and due to $v(x_1) = u(x_1)$ also $D^+_h v(x_1) \leq D^+_h u(x_1)$. 
Using (15) and \( u(x_1) \leq R \) we get
\[
\sqrt{G(R) - G(K)} \leq \sqrt{G(R) - G(x_1 + h)} \\
\leq -D^+_h u(x_1) \\
\leq -D^+_h v(x_1) \\
\leq (u(x_1) + (L - x_1)^2 A) \frac{\pi}{2(L - x_1)} \\
\leq R \frac{\pi}{L} + A \frac{\pi}{L^2}
\]
implying
\[
\frac{G(R)}{R^2} \leq \frac{G(K)}{K^2} + \left( \frac{\pi}{L} + A \frac{\pi L}{2K} \right)^2 \\
\leq \frac{G(K)}{K^2} + \left( \frac{\pi}{L} + 2K \right)^2
\]
Since \( G(t)/t^2 \to \infty \) as \( t \to \infty \), we have the following bound
\[
R \leq \min \left\{ r > K \mid \frac{G(\rho)}{\rho^2} > \frac{G(K)}{K^2} + \left( \frac{\pi}{L} + A \frac{\pi L}{2K} \right)^2 \quad \forall \rho > r \right\}.
\]

5. Higher Dimensional Case

On the level of linear equations in higher dimensions the basic step for \( L^\infty \) a priori bounds is done via the Moser iteration scheme (see Chapter 8.5 in [6]). It turns out that this method also works in discrete settings.

**Theorem 16** (\( L^\infty \)-bounds for linear equations). Let \( \Omega \subset \mathbb{R}^n \) be a bounded \( n \)-dimensional box and let \( u \in W^{1,2}_0(\Omega_h) \) satisfy
\[
-\Delta_h u = a(x)u + b(x) \text{ in } \Omega_h, \quad u = 0 \text{ on } \partial \Omega_h.
\]
Then for \( q > \frac{n}{2} \)
\[
\|u\|_\infty \leq (2K)^q \|u\|_{L^2} + 2K \|b\|_\infty (1 + |\Omega|),
\]
with
\[
K = \max \left\{ \frac{n}{(n-2)q}, C_S(n) \sqrt{2} \|a| + 1\|_{L^q}^{1/2} \right\} \left( \frac{n(q-1)}{2q-n} \right)^2 \quad \text{if } n \geq 3,
\]
\[
K = \max \left\{ \frac{\hat{n}}{(\hat{n}-2)q}, \frac{4\hat{n}}{\hat{n} - 2} C_S(2)(1 + C_P(\Omega)) \sqrt{2} \|a| + 1\|_{L^q}^{1/2} \right\} \left( \frac{n(q-1)}{2q-n} \right)^2 \quad \text{if } n = 2,
\]
where \( C_P(\Omega) \) is the Poincaré constant of \( \Omega_h \), \( C_S(n) \) are the respective Sobolev constants and in the case \( n = 2 \) the value \( \hat{n} \) can be chosen arbitrary such that \( q > \frac{n}{2} > 1 \).

**Proof.** The proof relies on the following basic inequality \( 1 \leq \frac{1-\tau^q}{1-\tau} \leq q \) for every \( q \geq 1 \) and \( \tau \in [0,1) \). A simple consequence of this inequality is
\[
\frac{(y^{2s+1} - z^{2s+1})(y^s - y)}{(y^{s+1} - z^{s+1})^2} \geq \frac{1}{s+1} \geq \frac{1}{(s+1)^2} \quad \text{for all } s, y, z \geq 0.
\]
Set $\phi := u_+^{2s+1} \geq 0$ with $s \geq 0$. Since $\phi$ has compact support in $\overline{\Omega}_h$ the weak formulation of (16) implies

$$
\sum_{i=1}^{n} \sum_{x \in \Omega_h \setminus \partial^+ \Omega_h} D_i^+ u(x) D_i^+ \phi(x) h = \sum_{x \in \Omega_h} \left( a(x) u(x) + b(x) \right) \phi(x) h.
$$

Let $i \in \{1, \ldots, n\}$ and $x \in \overline{\Omega}_h \setminus \partial^+ \Omega_h$ be arbitrary but fixed, then

$$
D_i^+ u(x) D_i^+ \phi(x) \geq D_i^+ u_+(x) D_i^+ \phi(x).
$$

To see this, consider the following four possibilities: if $u(x), u(x + \delta_i) \geq 0$ then $D_i^+ u(x) = D_i^+ u_+(x)$, if $u(x), u(x + \delta_i) \leq 0$ then $D_i^+ \phi(x) = 0$, if $u(x) \leq 0 \leq u(x + \delta_i)$ then $D_i^+ u(x) \geq D_i^+ u_+(x)$ and $D_i^+ \phi(x) \geq 0$, and finally if $u(x) \geq 0 \geq u(x + \delta_i)$ then $D_i^+ u(x) \leq D_i^+ u_+(x)$ and $D_i^+ \phi(x) \leq 0$. In all four cases the inequality follows. Moreover, from (18) we have

$$
\frac{1}{(s + 1)^2} \left( D_i^+ u_+^{s+1}(x) \right)^2 \leq D_i^+ u_+(x) D_i^+ u_+^{2s+1}(x) = D_i^+ u_+(x) D_i^+ \phi(x).
$$

This yields

$$
\frac{1}{(s + 1)^2} \| u_+^{s+1} \|_D^2 \leq \sum_{x \in \Omega_h} \left( a(x) u(x) + b(x) \right) \phi(x) h = \sum_{x \in \Omega_h} \left( a(x) u_+(x) + b(x) \right) u_+(x)^{2s+1} h
$$

$$
\leq \sum_{x \in \Omega_h} \left( (|a(x)| u_+(x) + |b(x)|) u_+(x)^{2s+1} h \right) \leq \sum_{x \in \Omega_h} \left( (|a(x)| + 1) u_+(x)^{2s+2} + |b(x)|^{2s+2} \right) h
$$

$$
\leq \| |a| + 1 \|_{L^q} \left( \| u_+^{2s+2} \|_{L^{q'}} + \| b \|_{2s+2}^{2s+2} \right)
$$

(19)

For $n \geq 3$ we may use Sobolev’s inequality with constant $C_S(n)$. If we define the constant $C = C_S(n) \| |a| + 1 \|_{L^q}^{1/2}$ then (19) leads to

$$
\| u_+ \|_{L^{2n/(n-2)(s+1)}} \leq \left( (s + 1) C \right)^{1/(s+1)} \left( \| u_+ \|_{L^{2s+2} \cap L^{q}} + \| b \|_{2s+2}^{2s+2} \right)^{1/(2s+2)}.
$$

(20)

In the case $n = 2$ we will obtain (20) with a different constant $C$ and with $n$ replaced by $\hat{n}$ as explained at the end of the proof. Next we set $s + 1 = t$ and define recursively

$$
t_k \frac{2n}{n - 2} = 2q't_{k+1}, \quad t_0 = 1,
$$

i.e., $t_k = l^k$ with $l = \frac{n}{(n-2)q'} > 1$ for $q > \frac{n}{2}$. Furthermore, set $m_k = \| u_+ \|_{L^{2q't_k}}$. Then (20) is equivalent to

$$
m_{k+1} \leq (t_k C)^{1/t_k} \left( m_k^{2t_k} + \| b \|_{L^{2q't_k}}^{2t_k} \right)^{1/(2t_k)}, \quad m_0 = \| u_+ \|_{L^{2q'}}.
$$

(21)

We compare the sequence $(m_k)_{k \in \mathbb{N}_0}$ with the sequence $(\tilde{m}_k)_{k \in \mathbb{N}_0}$ which we suppose to satisfy

$$
\tilde{m}_{k+1} = (t_k \sqrt{2} C)^{1/t_k} \tilde{m}_k, \quad \tilde{m}_0 = \| u_+ \|_{L^{2q'}} + \| b \|_{L^\infty (1 + |\Omega|)}.
$$

Let us explain that $\tilde{m}_k \geq m_k$ for all $k \in \mathbb{N}_0$. It is clearly true for $k = 0$. Moreover, since $\tilde{m}_k$ is increasing in $k$, we have

$$
\tilde{m}_k \geq \tilde{m}_0 \geq \| b \|_{L^\infty (1 + |\Omega|)} \geq \| b \|_{L^\infty} \| \Omega \|^{1/s} \geq \| b \|_{L^s} \text{ for } s \geq 1
$$

and hence

$$
\tilde{m}_{k+1} \geq (t_k C)^{1/t_k} \left( \tilde{m}_k^{2t_k} + \| b \|_{L^{2q't_k}}^{2t_k} \right)^{1/(2t_k)}.
$$

(22)
Hence
\[ \|u_+\|_\infty = \lim_{k \to \infty} \tilde{m}_k \leq \lim_{k \to \infty} \tilde{m}_k = \prod_{i=0}^{\infty} (t_i \sqrt{2C})^{1/t_i} \tilde{m}_0 = \tilde{m}_0 \exp \left( \sum_{i=0}^{\infty} \frac{1}{t_i} \log(t_i \sqrt{2C}) \right). \]

Since
\[ \sum_{i=0}^{\infty} \frac{1}{t_i} \log(t_i \sqrt{2C}) = \sum_{i=0}^{\infty} \left( \frac{1}{t_i} \log \sqrt{2C} + \frac{i}{t_i} \log t_i \right) \leq \log \bar{C} \sum_{i=0}^{\infty} \frac{i + 1}{t_i} = \log \bar{C} \left( \frac{l}{l - 1} \right)^2, \]
where \( \bar{C} := \max\{\sqrt{2C}, l\} \), this implies the estimate
\[ \|u_+\|_\infty \leq \bar{C} \left( \frac{n(q - 1)}{2q - n} \right)^{\frac{1}{2}} \tilde{m}_0 = K \left( \|u_+\|_{L^{2q'}} + \|b\|_\infty (1 + |\Omega|) \right). \]
Adopting the proof from Gilbarg-Trudinger [6], Chapter 7.1 we get the discrete interpolation inequality
\[ \|u_+\|_{L^\beta} \leq \epsilon \|u_+\|_{L^\gamma} + \epsilon^{-\mu} \|u_+\|_{L^\alpha} \]
for \( 1 \leq \alpha \leq \beta \leq \gamma \leq \infty \) and \( \mu = \left( \frac{1}{\alpha} - \frac{1}{\beta} \right) \left( \frac{1}{\beta} - \frac{1}{\gamma} \right) \). If we apply this to (23) with \( \alpha = 2, \beta = 2q', \gamma = \infty \) and \( \epsilon = 1/(2\bar{K}) \) then we obtain
\[ \|u_+\|_\infty \leq \frac{1}{2} \|u_+\|_\infty + (2K)^{q'-1} K \|u_+\|_{L^2} + K \|b\|_\infty (1 + |\Omega|), \]
i.e.,
\[ \|u_+\|_\infty \leq (2K)^q \|u_+\|_{L^2} + 2K \|b\|_\infty (1 + |\Omega|), \]
which implies the desired inequality (17) for \( u_+ \). The inequality for \( u_- \) is derived in a similar way by replacing \( u \) with \( -u \) and \( b \) with \( -b \).

Now we come back to the case \( n = 2 \). By Poincaré’s inequality we have the estimate
\[ \|\cdot\|_{W^{1,2}}^2 \leq (1 + C_P(\Omega)^2) \|\cdot\|_{L^2}. \]
Thus from (19) we get
\[ \|u_+^{s+1}\|_{W^{1,2}}^2 \leq (1 + C_P(\Omega)^2) (s + 1)^2 \|a| + 1\|_{L^q} \left( \|u_+^{2s+2}\|_{L^{q'}} + \|b|^{2s+2}\|_{L^{q'}} \right). \]
Using the 2-dimensional Sobolev inequality from Theorem 10 and choosing \( \hat{n} \) such that \( q > \frac{\hat{n} - 2}{2} > 1 \), i.e., \( \frac{\hat{n}}{(\hat{n} - 2)q'} > 1 \) we get
\[ \|u_+^{s+1}\|_{L^{2q'}}^2 \left[ 2C_{S}(2) \frac{2\hat{n}}{\hat{n} - 2} \right]^{-2} \leq (1 + C_P(\Omega)^2) (s + 1)^2 \|a| + 1\|_{L^q} \left( \|u_+^{2s+2}\|_{L^{q'}} + \|b|^{2s+2}\|_{L^{q'}} \right). \]
Thus we may proceed with (20) where the constant \( C \) now takes the value
\[ C = \frac{4\hat{n}}{\hat{n} - 2} C_{S}(2) (1 + C_P(\Omega)) \left( \|a| + 1\|_{L^q} \right)^{1/2}. \]

Just like in the theory for linear elliptic continuous boundary value problems the above \( L^\infty \) bound for linear difference equations can be transferred to subcritical nonlinear difference equations as shown next.

**Theorem 17** (*L^\infty*-bounds for nonlinear equations). Let \( \Omega \subset \mathbb{R}^n \) be a bounded \( n \)-dimensional box. Assume \( 1 \leq p < \frac{n+2}{n-2} \) for \( n \geq 3 \) and \( 1 \leq p < \infty \) for \( n = 2 \). For \( n \geq 3 \) let \( q = \frac{2n}{(n-2)(p-1)} \) and for \( n = 2 \) choose \( q > \max\{1, \frac{2}{p-1}\} \). Let \( u \in W^{1,2}_0(\Omega_{\text{sh}}) \) satisfy
\[ - \Delta_h u = f(x, u) \text{ in } \Omega_{\text{sh}}, \quad u = 0 \text{ on } \partial \Omega_{\text{sh}}, \]
where \( f : \Omega_{\text{sh}} \times \mathbb{R} \to \mathbb{R} \) satisfies \( |f(x, s)| \leq C_2 |s|^p + C_3 \) for all \( s \in \mathbb{R}, x \in \Omega_{\text{sh}} \) and some constant \( C_2, C_3 > 0 \). Then
\[ \|u\|_\infty \leq (2K_a)^q C_P(\Omega) \|u\|_D + 2K_a C_3 (1 + |\Omega|), \]
where \( K_a \) is a constant depending on \( \Omega_{\text{sh}} \).
with
\[ K_u = \max \left\{ \frac{n}{(n-2)q}, C_S(n) \sqrt{2} \sqrt{C_2C_S(n)^{p-1}} \| u \|_{D}^{p-1} + |\Omega|^{\frac{3}{q}} \right\} \]

if \( n \geq 3 \) and
\[ K_u = \max \left\{ \frac{n}{(n-2)q}, \frac{4n}{(n-2)} \left( 2C_S(2)(1 + C_P(\Omega)) q(p-1) \right)^{\frac{p+1}{p}} \sqrt{C_2\| u \|_{D}^{p-1} + |\Omega|^{\frac{3}{q}}} \right\} \]

if \( n = 2 \), where \( C_P(\Omega) \) is the Poincaré constant of \( \Omega_h \), \( C_S(n) \) are the respective Sobolev constants. In the case \( n = 2 \) the value \( \hat{n} \) can be chosen arbitrary such that \( q > \frac{n}{2} > 1 \).

**Proof.** Let \( u \) be a solution of (24). If we define the functions
\[ \tilde{a}(x) := \frac{f(x, u(x))}{C_2|u(x)|^p + C_3}, \quad a(x) := \tilde{a}(x)C_2|u(x)|^{p-1} \text{sign} u(x), \quad b(x) := \tilde{a}(x)C_3 \quad \text{for} \ x \in \Omega_h \]
then \( u \) satisfies the linear equation
\[ -\Delta_h u = a(x) u(x) + b(x) \quad \text{in} \ \Omega_h, \quad u = 0 \text{ on} \ \partial \Omega_h. \]

For \( n \geq 3 \) we have \( q(p-1) = \frac{2n}{n-2} \) and hence we find
\[ \|\tilde{a}\|_{\infty} \leq 1, \quad ||a| + 1||_{L^q} \leq C_2\| u \|_{W^{1,q}}^{p-1} + |\Omega|^{1/q} \leq C_2C_S(n)^{p-1}\| u \|_{D}^{p-1} + |\Omega|^{1/q} \quad \text{and} \quad \|b\|_{\infty} \leq C_3. \]

Now the claim follows from Theorem 16. In the case \( n = 2 \) we get with Theorem 10
\[ \|a| + 1\|_{L^q} \leq C_2 \left\{ 2C_S(2) q(p-1) \right\}^{p-1} \| u \|_{W^{1,2}}^{p-1} + |\Omega|^{1/q} \leq C_2 \left\{ 2C_S(2) q(p-1) \right\}^{p-1} \left( C_2\| u \|_{D}^{p-1} + |\Omega|^{1/q} \right) \]

Again the claim follows from Theorem 16. \( \blacksquare \)

**Proof of Theorem 2:** Let \( \phi_{1,h} \) be a first Dirichlet eigenfunction of the discrete Laplacian on \( \Omega_h \). According to Lemma 7 we may normalize \( \phi_{1,h} \) such that \( \sum_{x \in \Omega_h} \phi_{1,h} = 1 \) and
\[ \phi_{1,h}(x) \geq \frac{2^n}{|\Omega|^2} \text{dist}(x, \partial \Omega_h)^n \quad \text{in} \ \Omega_h. \]

Testing (5) with \( \phi_{1,h} \geq 0 \) and using the hypothesis (ii) yields
\[ \lambda_{1,h} \sum_{x \in \Omega} u\phi_{1,h} = \sum_{x \in \Omega} f(x, u)\phi_{1,h} \geq -C_1 + \lambda \sum_{x \in \Omega_h} u\phi_{1,h}. \]

Since by assumption \( \lambda > \lambda_1 > \lambda_{1,h} \) we obtain
\[ \sum_{x \in \Omega_h} u\phi_{1,h} \leq \frac{C_1}{\lambda - \lambda_1} \quad \text{and} \quad \sum_{x \in \Omega_h} f(x, u)\phi_{1,h} \leq \frac{C_1 \lambda_1}{\lambda - \lambda_1}. \]
By assumption (ii) we have $1 < p < \frac{n}{n-1}$. Let us define $\bar{p} = \frac{1}{2}(p + \frac{n}{n-1})$ so that $p < \bar{p} < \frac{n}{n-1}$. Next we test (3) with the solution $u$ itself and find
\[
\sum_{i=1}^{n} \sum_{x \in \Omega_h \setminus \partial_h \Omega_h} |D_i^+ u|^2(x) h = \sum_{x \in \Omega_h} f(x, u) u h
\]
(28)
\[
= \sum_{x \in \Omega_h} \frac{u}{\phi_1,h} f(x, u) \phi_1,h \frac{1}{\bar{p}} h
\]
\[
\leq \left( \sum_{x \in \Omega_h} u^{\bar{p}} f(x, u) h \right)^{1/\bar{p}} \left( \sum_{x \in \Omega_h} f(x, u) \phi_1,h h \right)^{1/\bar{p}^*},
\]
where $\bar{p}^*$ is the conjugate exponent to $\bar{p}$. The last sum in (28) is bounded due to (27). By hypothesis (ii) one obtains
\[
\sum_{x \in \Omega_h} f(x, u) u^{\bar{p}} h \leq \sum_{x \in \Omega_h} C_2 u^{\bar{p}+p} + C_3 u^{\bar{p}} h.
\]
Using (26) we obtain
\[
\sum_{x \in \Omega_h} f(x, u) u^{\bar{p}} h \leq |\Omega|^{2(\bar{p}-1)} 2^{n(\bar{p}-1)} \sum_{x \in \Omega_h} C_2 u^{\bar{p}+p} + C_3 u^{\bar{p}} \text{dist}(x, \partial \Omega_h)^{n(\bar{p}-1)} h.
\]
(29)
Next we apply the Hardy-Sobolev inequality from Theorem 12 with $\alpha_1 = \bar{p} + p$, $\beta = n(\bar{p} - 1)$ and with $\alpha_2 = \bar{p}$, $\beta = n(\bar{p} - 1)$, respectively. Since $\bar{p} < \frac{n}{n-1}$ we see that $\beta = n(\bar{p} - 1) < \bar{p} \leq \alpha_{1,2}$ in both cases. The condition $\beta < 2$ amounts to $n(\bar{p} - 1) < 2$, i.e. $\bar{p} < 1 + \frac{2}{n}$, which is true since $\bar{p} < \frac{n}{n-1} \leq 1 + \frac{2}{n}$ for all $n \geq 2$. Finally, we need to check the condition $\alpha_{1,2} \leq \frac{2}{n-2}(n - \beta)$ for $n > 2$. It is enough to check it for $\alpha_1 = p + \bar{p}$, where it amounts to
\[
p + \bar{p} \leq \frac{2n}{n-2}(2 - \bar{p}), \quad \text{i.e.} \quad p + \bar{p} \left(1 + \frac{2n}{n-2}\right) \leq \frac{4n}{n-2}.
\]
This inequality is true, since $p, \bar{p} < \frac{n}{n-1}$. Hence the Hardy-Sobolev inequality, (28) and (29) lead to
\[
\|u\|^2_{D} \leq \left( \frac{C_1 \lambda_1 |\Omega|^2}{(\lambda - \lambda_1)2^n} \right)^{\bar{p}-1} \left( C_2 C_{HS}(n, \alpha_1, \beta, \Omega) \|u\|^p_{D} + C_3 C_{HS}(n, \alpha_2, \beta, \Omega) \|u\|^\bar{p}_{D} \right)
\]
and therefore
\[
\|u\|^\bar{p}-p_{D} \leq \max \left\{ 1, \left( \frac{C_1 \lambda_1 |\Omega|^2}{(\lambda - \lambda_1)2^n} \right)^{\bar{p}-1} \left( C_2 C_{HS}(n, \alpha_1, \beta, \Omega) + C_3 C_{HS}(n, \alpha_2, \beta, \Omega) \right) \right\}
\]
for every non-negative solution $u$ of (3). Now Theorem 17 applies and shows that $\|u\|_{\infty}$ is uniformly bounded for every non-negative solution $u$ of (3).

6. OPEN PROBLEMS AND EXTENSIONS

Let us finish our discussion with a list of open questions:

(i) Can one extend Theorem 2 to more general domains? As a start in this direction one might consider domains which are unions of $n$-dimensional boxes, e.g. an $L$-shaped domain in the case $n = 2$. The main difficulty is to find a proof for the statement
\[
\phi_{1,h}(x) \geq C(\Omega) \text{dist}(x, \partial \Omega_h)^n \text{ in } \Omega_h
\]
which appeared as (26) in the proof of Theorem 2. Here $\phi_{1,h}$ is the first Dirichlet eigenfunction of $-\Delta_h$ on $\Omega_h$ normalized by $\sum_{x \in \Omega_h} \phi_{1,h}(x) h = 1$. 

Further summation yields \( C^2 \) and hence
\[
\Delta \sum_{k_1 \in \mathbb{Z}} |u(x + k_1 \delta_1)|^{\frac{n}{n-1}} h_1 \leq \left( \sum_{k_1 \in \mathbb{Z}} |D_{k_1}^+ u(x + k_1 \delta_1)| h_1 \right)^{\frac{1}{n-1}} \cdot \prod_{i=2}^{n} \left( \sum_{k_i \in \mathbb{Z}} |D_{k_1}^+ u(x + k_1 \delta_1 + k_i \delta_i)| h_1 h_i \right)^{\frac{1}{n-1}}.
\]

This is, however, an \( h \)-dependent quantity. Using \( \sin x \geq \frac{2}{\pi} x \) for \( 0 \leq x \leq \pi/2 \) we obtain
\[
\lambda_{1,h} \geq \sum_{i=1}^{n} \frac{4}{(b_i - a_i)^2} \geq n^2 \sum_{i=1}^{n} \frac{1}{(b_i - a_i)^2}.
\]

by the harmonic-arithmetic mean inequality. This implies \( C_p(\Omega) \leq \frac{1}{2n} \sqrt{\sum_{i=1}^{n} (b_i - a_i)^2} \).}

**APPENDIX**

**Proof of Theorem 8** The operator \( -\Delta_h \) is a positive self-adjoint operator on the subspace \( W_{0}^{1,2}(\Omega_h) \) of the finite-dimensional Hilbert space \( L^2(\Omega_h) \). The first eigenvalue \( \lambda_{1,h} \) is described in Lemma 7. Therefore, the optimal (smallest) value of \( C_p(\Omega) \) in (7) is coming from Rayleigh’s characterization of the smallest eigenvalue, i.e.,
\[
\frac{1}{C_p(\Omega)^2} \leq \lambda_{1,h} = \sum_{i=1}^{n} \frac{4}{h_i^2} \sin^2 \left( \frac{\pi h_i}{2(b_i - a_i)} \right).
\]

This is, however, an \( h \)-dependent quantity. Using \( \sin x \geq \frac{2}{\pi} x \) for \( 0 \leq x \leq \pi/2 \) we obtain
\[
\lambda_{1,h} \geq \sum_{i=1}^{n} \frac{4}{(b_i - a_i)^2} \geq n^2 \sum_{i=1}^{n} \frac{1}{(b_i - a_i)^2}.
\]

by the harmonic-arithmetic mean inequality. This implies \( C_p(\Omega) \leq \frac{1}{2n} \sqrt{\sum_{i=1}^{n} (b_i - a_i)^2} \).}

**Proof of Theorem 9** We may assume that \( u \) has compact support. Then for each \( i = 1, \ldots, n \) one has
\[
u_i(x) = \sum_{k=-\infty}^{-1} D_i^+ u(x + k\delta_i) h_i
\]
and hence
\[
|\nu_i(x)|^{\frac{n}{n-1}} \leq \prod_{i=1}^{n} \left( \sum_{k_i \in \mathbb{Z}} |D_i^+ u(x + k_i \delta_i)| h_i \right)^{\frac{1}{n-1}}.
\]

Further summation yields
\[
\sum_{k_1 \in \mathbb{Z}} |\nu_i(x + k_1 \delta_1)|^{\frac{n}{n-1}} h_1 \leq \left( \sum_{k_1 \in \mathbb{Z}} |D_i^+ u(x + k_1 \delta_1)| h_1 \right)^{\frac{1}{n-1}} \cdot \prod_{i=2}^{n} \left( \sum_{k_i \in \mathbb{Z}} |D_i^+ u(x + k_1 \delta_1 + k_i \delta_i)| h_1 h_i \right)^{\frac{1}{n-1}}.
\]

or
\[
\leq \left( \sum_{k_1 \in \mathbb{Z}} |D_i^+ u(x + k_1 \delta_1)| h_1 \right)^{\frac{1}{n-1}} \cdot \prod_{i=2}^{n} \left( \sum_{k_1, k_i \in \mathbb{Z}} |D_i^+ u(x + k_1 \delta_1 + k_i \delta_i)| h_1 h_i \right)^{\frac{1}{n-1}},
\]
Lemma 18. Let \(2\)-dimensional Sobolev inequality of Theorem 10. Next we set \(u\) so that after \(n\) functions inside \(\sum_{k_1, k_2 \in \mathbb{Z}}\) we get

\[
\sum_{k_1, k_2 \in \mathbb{Z}} |u(x + k_1 \delta_1 + k_2 \delta_2)| \frac{1}{n} \leq \left( \sum_{k_1, k_2 \in \mathbb{Z}} |D^+_1 u(x + k_1 \delta_1 + k_2 \delta_2)| \right)^{\frac{1}{n-1}} \cdot \left( \sum_{k_1, k_2 \in \mathbb{Z}} |D^+_2 u(x + k_1 \delta_1 + k_2 \delta_2)| \right)^{\frac{1}{n-1}} \cdot \prod_{i=3}^{n} \left( \sum_{k_1, k_2, k_i \in \mathbb{Z}} |D^+_i u(x + k_1 \delta_1 + k_2 \delta_2 + k_i \delta_i)| \right)^{\frac{1}{n-1}},
\]

so that after \(n - 2\) further steps one arrives at

\[
\sum_{x \in \mathbb{R}^n_h} |u(x)| \frac{1}{n} \leq \prod_{i=1}^{n} \left( \sum_{x \in \mathbb{R}^n_h} |D^+_i u(x)| \right)^{\frac{1}{n}} \leq \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{x \in \mathbb{R}^n_h} |D^+_i u(x)| \right)^{\frac{1}{n}}.
\]

Using the inequality between the geometric and the arithmetic mean we arrive at

\[
\|u\|_{L^n_{n-\tau}} \leq \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{x \in \mathbb{R}^n_h} |D^+_i u(x)| \right)^{\frac{n}{n-1}} \leq \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{x \in \mathbb{R}^n_h} |D^+_i u(x)| \right)^{\frac{1}{n}}.
\]

Next we set \(u = |v|^{\gamma-1} v\) with \(\gamma = \frac{2n - 2}{n - 2}\), use the estimate

\[
|D^+_i u(x)| \leq \gamma(|v(x)|^{\gamma-1} + |v(x + \delta_i)|^{\gamma-1}) |D^+_i v(x)|
\]

and insert in (31)

\[
\left( \|v\|_{L_{n-\tau}^n} \right)^{\frac{2n-2}{n-2}} \leq \|v|^{\gamma-1} v\|_{L_{n-\tau}^n} \leq \gamma \frac{1}{n} \sum_{i=1}^{n} \sum_{x \in \mathbb{R}^n_h} \left( |v(x)|^{\gamma-1} + |v(x + \delta_i)|^{\gamma-1} \right) |D^+_i v(x)| \left( \sum_{x \in \mathbb{R}^n_h} |D^+_i v(x)|^2 \right)^{\frac{1}{2}} \leq \frac{\gamma}{n} \left( \sum_{i=1}^{n} \sum_{x \in \mathbb{R}^n_h} 4 |v(x)|^{\frac{2n-2}{n-2}} \right)^{\frac{1}{2}} \left( \sum_{i=1}^{n} \sum_{x \in \mathbb{R}^n_h} |D^+_i v(x)|^2 \right)^{\frac{1}{2}} \leq \frac{2\gamma}{\sqrt{n}} \left( \|v\|_{L_{n-\tau}^n} \right)^{\frac{n}{n-2}} \|D\|.
\]

This finishes the proof of the Sobolev inequality. □

The following results of Lemma 18, Lemma 19, Lemma 21, and Lemma 22 prepare the proof of the 2-dimensional Sobolev inequality of Theorem 10.

**Lemma 18.** Let \(p \in \mathbb{N}\) and \(a, b, c \geq 0\). Then

\[
(p + 2)(p + 1)(a^p + b^p + c^p) \geq \frac{1}{b - c} \left( \frac{b^{p+2} - a^{p+2}}{b - a} + \frac{c^{p+2} - a^{p+2}}{c - a} \right) \geq a^p + b^p + c^p.
\]

**Proof.** From

\[
\frac{1}{b - c} \left( \frac{b^{p+2} - a^{p+2}}{b - a} - \frac{c^{p+2} - a^{p+2}}{c - a} \right) = \frac{ab(a^{p+1} - b^{p+1}) + ac(c^{p+1} - a^{p+1}) + bc(b^{p+1} - c^{p+1})}{(b - c)(b - a)(c - a)}
\]
we see that all three expressions are invariant under permutations of \(a, b, c\), i.e., any convenient ordering may be assumed. The left inequality of the statement follows from an application of the mean value theorem, i.e.,

\[
\frac{1}{b - c} \left( \frac{b^p + 2 - a^p + 2}{b - a} - \frac{c^p + 2 - a^p + 2}{c - a} \right) \leq (p + 2)(p + 1) \max\{a, b, c\}^p \leq (p + 2)(p + 1)(a^p + b^p + c^p).
\]

For the right inequality of the statement, notice that

\[
\frac{1}{b - c} \left( \frac{b^p + 2 - a^p + 2}{b - a} - \frac{c^p + 2 - a^p + 2}{c - a} \right) = \frac{1}{b - c} \left( \sum_{q=0}^{p+1} (b^q - c^q) a^{p+1-q} \right)
\]

\[
= a^p + \sum_{q=2}^{p} \left( \sum_{r=0}^{q-1} b^r c^{q-1-r} \right) a^{p+1-q} + \frac{b^{p+1} - c^{p+1}}{b - c}
\]

\[
\geq a^p + b^p + c^p.
\]

\[\blacksquare\]

**Lemma 19** (Norm additivity). Let \(\Omega \subset \mathbb{R}^2\) be an 2-dimensional box such that \(\overline{\Omega} = \bigcup_i \overline{\Omega}_i\) with at most countably many 2-dimensional, mutually disjoint boxes \(\Omega_i \subset \mathbb{R}^2\). Then the following holds:

\[
\|u\|_{L^p(\Omega_h)} \leq \sum_i \|u\|_{L^p(\Omega_i,h)} \leq 4\|u\|_{L^p(\Omega_h)}
\]

\[
\|u\|_{D(\Omega_h)} \leq \sum_i \|u\|_{D(\Omega_i,h)} \leq 2\|u\|_{D(\Omega_h)}
\]

**Proof.** The sum over all boxes \(\Omega_{i,h}\) of the discrete \(L^p\)-norms includes all terms in the \(L^p\)-norm on \(\Omega_h\), and each corner point is a member of at most 4 boxes. This explains the inequality for the \(L^p\)-norms. Concerning the \(D\)-norm, again the sum over all boxes \(\Omega_{i,h}\) of the discrete \(D\)-norms includes all terms in the \(D\)-norm on \(\Omega_h\). This time, each discrete edge derivative occurs in at most 2 boxes. \[\blacksquare\]

**Remark.** Clearly, the above inequality has an \(n\)-dimensional version. The multiplicative factor in the \(L^p\)-norm becomes \(2^n\) and in the \(D\)-norm it becomes \(2^{n-1}\).

**Definition 20.** For \(n = 2\) let \(C_0 = (0, h_1) \times (0, h_2) \subset \mathbb{R}^2\) be a unit mesh-box. Consider the following partition in triangles \(\overline{C}_0 = T^1 \cup T^2\) with

\[
T^1 = \text{conv} \left\{ \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} h_1 \\ 0 \end{pmatrix}, \begin{pmatrix} h_1 \\ h_2 \end{pmatrix} \right\}, \quad T^2 = \text{conv} \left\{ \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ h_2 \end{pmatrix}, \begin{pmatrix} h_1 \\ h_2 \end{pmatrix} \right\}.
\]

Note that a box \(\overline{\Omega}\) as above can be decomposed in an at most countable union of triangles which will be written as

\[
\overline{\Omega} = \bigcup_i (T^1_i \cup T^2_i)
\]

where each \(T^\alpha_i\) is a shift of \(T^\alpha\), \(\alpha = 1, 2\).

**Lemma 21** (Interpolation lemma). Let \(n = 2\) and \(\Omega, \Omega_h\) as above with \(\overline{\Omega} = \bigcup_i (T^1_i \cup T^2_i)\). If \(u : \overline{\Omega}_h \to [0, \infty)\) is a given function then there exists a continuous, piecewise on every \(T^\alpha_i\) linear function \(\tilde{u} : \overline{\Omega} \to [0, \infty)\) such that

\[
(32) \quad u(y) = \tilde{u}(y) \quad \text{for all } y \in \overline{\Omega}_h.
\]
and
\[ D_i^+ u(x) = \frac{\partial \tilde{u}}{\partial x_i} (x) \text{ for all } x \in \overline{\Omega}_h \setminus \partial_i^+ \Omega_h \text{ and all } 1 \leq i \leq n. \]

Moreover, for \( p \in \mathbb{N} \)
\[ \frac{1}{8p^2} \sum_{x \in \overline{\Omega}_h} u(x)^p h \leq \int_{\Omega} \tilde{u}(x)^p \, dx \leq 8 \sum_{x \in \overline{\Omega}_h} u(x)^p h. \]

Finally
\[ \int_{\Omega} |\nabla \tilde{u}|^2 \, dx \leq 2 \sum_{i=1}^{\Omega} \sum_{x \in \overline{\Omega}_h \setminus \partial_i^+ \Omega_h} |D_i^+ u(x)|^2 h. \]

**Proof.** Let \( \tilde{u} \) be the linear interpolant between the values of \( u \) at the corners of each \( T_i^\alpha \). Then (33) follow immediately. Due to the additivity property of the \( L^p \) and \( W^{1,p} \)-norm from Lemma 19 it is sufficient to consider first the statements (34), (35) for the case when \( \Omega = C_0 = (0, h_1) \times (0, h_2) \) is a mesh-box and \( \overline{C}_0 = T^1 \cup T^2 \).

So let us first consider (34) where for brevity we write \( T^1 = \text{conv}\{A, B, D\}, T^2 = \text{conv}\{A, C, D\} \), cf. Figure 1 with \( A = (0, 0), B = (h_1, 0), C = (0, h_2), D = (h_1, h_2) \). On \( T^1 \) the linear interpolant \( \tilde{u} \)

\[ \tilde{u}(x_1, x_2) = u(A) + x_1 \frac{u(B) - u(A)}{h_1} + x_2 \frac{u(D) - u(B)}{h_2} \]

and
\[ \int_{T^1} \tilde{u}(x_1, x_2)^p \, d(x_1, x_2) = \frac{h_1 h_2}{(p+1)(p+2)} \frac{1}{u(D) - u(B)} \left( \frac{u(D)^{p+2} - u(A)^{p+2}}{u(D) - u(A)} - \frac{u(B)^{p+2} - u(A)^{p+2}}{u(B) - u(A)} \right). \]

Using the inequality of Lemma 18 we find
\[ (u(A)^p + u(B)^p + u(D)^p) h_1 h_2 \geq \int_{T^1} \tilde{u}(x_1, x_2)^p \, d(x_1, x_2) \geq \frac{h_1 h_2}{(p+1)(p+2)} (u(A)^p + u(B)^p + u(D)^p). \]

A similar inequality holds for \( T^2 \). Since \( \overline{C}_{0,h} = T^1 \cup T^2 \) we get
\[ \left( 2u(A)^p + u(B)^p + 2u(D)^p + u(C)^p \right) h_1 h_2 \]
\[ \geq \int_{C_0} \tilde{u}(x_1, x_2)^p \, d(x_1, x_2) \geq \frac{h_1 h_2}{(p+1)(p+2)} \left( 2u(A)^p + u(B)^p + 2u(D)^p + u(C)^p \right). \]
Together with the inequality \((p + 1)(p + 2) \leq 8p^2\) we get an inequality similar to (34) first for the mesh-box \(C_0\) and then via Lemma 19 also for the general 2-dimensional box by introducing another factor of 4 for the upper bound.

For the proof of (35) note that

\begin{equation}
\int_{C_0} |\nabla \tilde{u}|^2 \, dx = \frac{h_1 h_2}{2} \left( |\nabla \tilde{u}|_{T^1}^2 + |\nabla \tilde{u}|_{T^1}^2 \right)
\end{equation}

and

\begin{equation}
\sum_{i=1}^{2} \sum_{x \in C_{0,h} \setminus \partial^+ C_{0,h}} |D_i^+ u(x)|^2 h = h_1 h_2 \left( |D_i^+ u(A)|^2 + |D_i^+ u(C)|^2 + |D_i^+ u(A)|^2 + |D_i^+ u(B)|^2 \right).
\end{equation}

Moreover, since \(\tilde{u}\) is linear in \(T^1, T^2\) and due to (33) we have

\[
|\nabla \tilde{u}|_{T^1}^2 = |\partial_1 \tilde{u}(A)|^2 + |\partial_2 \tilde{u}(B)|^2 = |D_1^+ u(A)|^2 + |D_2^+ u(B)|^2,
\]

\[
|\nabla \tilde{u}|_{T^2}^2 = |\partial_1 \tilde{u}(C)|^2 + |\partial_2 \tilde{u}(A)|^2 = |D_1^+ u(C)|^2 + |D_2^+ u(A)|^2.
\]

Adding the last two equations and using (36), (37) we find (35) first for the mesh box \(C_0\) (with a factor \(1/2\) in the right-hand side) and then by summing over mesh-boxes and using Lemma 19 also for the 2-dimensional domain \(\Omega\). \(\blacksquare\)

The following lemma is well-known, cf. Gilbarg, Trudinger [6] or Adams [1], but usually explicit estimates for the constants have to be extracted from the proof. We state the result with explicit bounds and give a proof.

**Lemma 22.** Let \(Q\) be a two-dimensional open rectangle with edge lengths \(\alpha, \beta\) and \(\tilde{u} \in W^{1,2}(Q)\). For every exponent \(q \geq 1\) we have

\[
\int_Q |\tilde{u}|^q \, dx \leq \max \left\{ 2\sqrt{\frac{\alpha}{\beta}}, 2\sqrt{\frac{\beta}{\alpha}}, \frac{2}{\sqrt{|Q|}} \right\}^q |Q| \left( 1 + \frac{q}{2} \right)^{1+\frac{q}{2}} \|\tilde{u}\|_{W^{1,2}(Q)}^q.
\]

**Proof.** For every \(x \in Q\) there exists an open rectangle \(Q_x\) of half the edge length of \(Q\) such that 0 is a corner of \(Q_x\) and \(x + Q_x \subset Q\). For \(x \in Q\) and \(y \in x + Q_x\) we have

\[
\tilde{u}(x) = \tilde{u}(y) + \int_0^1 \frac{d}{dt} \tilde{u}(tx + (1 - t)y) \, dt = \tilde{u}(y) + \int_0^1 \nabla \tilde{u}(tx + (1 - t)y) \cdot (x - y) \, dt.
\]

After taking absolute values and integrating with respect to \(y \in x + Q_x\) we obtain

\[
\frac{1}{4} |Q| |\tilde{u}(x)| \leq \int_{x + Q_x} |\tilde{u}(y)| \, dy + \int_{x + Q_x} |x - y| \int_0^1 |\nabla \tilde{u}(tx + (1 - t)y)| \, dt \, dy
\]

\[
\leq \sqrt{|Q_x|} \|\tilde{u}\|_{L^2(Q_x)} + \int_0^1 \int_{Q_x} |z| |\nabla \tilde{u}(x + (1 - t)z)| \, dz \, dt
\]

\[
= \frac{\sqrt{|Q|}}{2} \|\tilde{u}\|_{L^2(Q)} + \int_0^1 \int_{(1-t)Q_x} |w| |\nabla \tilde{u}(x + w)|(1 - t)^{-3} \, dw \, dt.
\]

The set \(\{(t, w) : 0 \leq t \leq 1, w \in (1 - t)Q_x\}\) is the same as

\[
\left\{(t, w) : w \in Q_x, 0 \leq t \leq \min \left\{ 1 - \frac{2|w_1|}{\alpha}, 1 - \frac{2|w_2|}{\beta} \right\} \right\}.
\]
Hence, using Fubini’s theorem we obtain
\[
\frac{1}{4} |Q| \|\bar{u}(x)\| \leq \frac{\sqrt{|Q|}}{2} \|\bar{u}\|_{L^2(Q)} + \int_{Q_x} \int_0^{1-2\max\left\{\frac{|w_1|}{\alpha}, \frac{|w_2|}{\beta}\right\}} |w| \|\nabla \bar{u}(x + w)(1 - t)^{-3} dt \, dw
\]
\[
\leq \frac{\sqrt{|Q|}}{2} \|\bar{u}\|_{L^2(Q)} + \frac{1}{8} \int_{Q_x} |w| \|\nabla \bar{u}(x + w)| \left( \max\left\{\frac{|w_1|}{\alpha}, \frac{|w_2|}{\beta}\right\} \right)^{-2} dw
\]
\[
\leq \frac{\sqrt{|Q|}}{2} \|\bar{u}\|_{L^2(Q)} + \frac{1}{2} \max\{\alpha^2, \beta^2\} \int_{Q_x} |w| \|\nabla \bar{u}(x + w)|(\|w_1\| + \|w_2\|)^{-2} dw
\]
\[
\leq \frac{\sqrt{|Q|}}{2} \|\bar{u}\|_{L^2(Q)} + \frac{1}{2} \max\{\alpha^2, \beta^2\} \int_Q \|w - x\|^{-1} |\nabla \bar{u}(w)| \, dw.
\]

Next we use the following two-dimensional estimate for Riesz-potentials, cf. Gilbarg, Trudinger \[6\], Section 7.8: for \( x \in Q \), \( f \in L^2(Q) \) define the Riesz-potential \( (Rf)(x) := \int_Q |x - y|^{-1} |f(y)| \, dy \). Then for all exponents \( 1 \leq q < \infty \) we have
\[
\|Rf\|_{L^q(Q)} \leq \left(1 + \frac{q}{2}\right)^{\frac{1}{2} + \frac{1}{q}} \sqrt{\pi} |Q|^{\frac{1}{2}} \|f\|_{L^2(Q)}.
\]

Applying this to \( f = |\nabla \bar{u}| \) and using sublinearity of the norm we get
\[
\frac{1}{4} |Q| \|\bar{u}\|_{L^q(Q)} \leq \frac{|Q|^{\frac{1}{2} + \frac{1}{q}}}{2} \|\bar{u}\|_{L^2(Q)} + \frac{1}{2} \max\{\alpha^2, \beta^2\} \left(1 + \frac{q}{2}\right)^{\frac{1}{2} + \frac{1}{q}} \sqrt{\pi} |Q|^{\frac{1}{2}} \|\nabla \bar{u}\|_{L^2(Q)}
\]
and estimating \( \max\{\|\bar{u}\|_{L^2}, \|\nabla \bar{u}\|_{L^2}\} \leq \|\bar{u}\|_{W^{1,2}} \), we obtain the claim:
\[
\|\bar{u}\|_{L^q(Q)}^q \leq \max\left\{2\sqrt{\pi} \frac{\alpha}{\beta}, 2\sqrt{\pi} \frac{\beta}{\alpha}, \frac{2}{\sqrt{|Q|}}\right\} |Q| \left(1 + \frac{q}{2}\right)^{\frac{1}{2} + \frac{1}{q}} \|\bar{u}\|_{W^{1,2}(Q)}^q.
\]

\[\Box\]

**Proof of Theorem 10.** We decompose \( \mathbb{R}^2 \) into mutually disjoint open rectangles \( Q_i \) such that \( \mathbb{R}^2 = \bigcup_{i=1}^\infty Q_i \) where up to a rigid motion each \( Q_i \) is identical to a fixed box \( Q := (0, 2^k h_1) \times (0, 2^l h_2) \). The integers \( 2^k, 2^l \) are fixed such that \( 2^{-k} \leq h_1 < 2^{-k+1} \) and \( 2^{-l} \leq h_2 < 2^{-l+1} \) so that the edge lengths of \( Q \) are between 1 and 2 and the area of \( Q \) is between 1 and 4. In this way we also obtain the decomposition \( \mathbb{R}^2 = \bigcup_{i=1}^\infty Q_{i,h} \). First we establish the inequality for \( u \in W^{1,2}(Q_{i,h}) \) with norms \( \|\cdot\|_{A(Q_{i,h})} \) and \( \|\cdot\|_{W^{1,2}(Q_{i,h})} \). The inequality (8) follows by using the basic inequality \( A(st) \leq s^2 A(t) \) for \( 0 \leq s < 1 \):
\[
\sum_{x \in \mathbb{R}^2_h} A\left(\frac{u(x)}{C_S(2)\|u\|_{W^{1,2}(\mathbb{R}^2)}}\right) h \leq \sum_{i=1}^\infty \sum_{x \in Q_{i,h}} A\left(\frac{u(x)}{C_S(2)\|u\|_{W^{1,2}(\mathbb{R}^2)}}\right) h
\]
\[
\leq \sum_{i=1}^\infty \left\|\frac{u}{2}\right\|_{W^{1,2}(Q_{i,h})} A\left(\frac{2u(x)}{C_S(2)\|u\|_{W^{1,2}(Q_{i,h})}}\right) h
\]
\[
\leq \sum_{i=1}^\infty \left\|\frac{u}{2}\right\|_{W^{1,2}(Q_{i,h})} A\left(\frac{2u(x)}{C_S(2)\|u\|_{W^{1,2}(Q_{i,h})}}\right) h
\]
\[
\leq \sum_{i=1}^\infty \left\|\frac{u}{2}\right\|_{W^{1,2}(Q_{i,h})} A\left(\frac{2u(x)}{C_S(2)\|u\|_{W^{1,2}(Q_{i,h})}}\right) h
\]
provided \( C_S(2)/2 \) is the constant in (8) for the rectangle \( Q_{i,h} \). In other words: once we have the inequality (8) for the rectangle \( Q_{i,h} \) then we obtain (8) for \( \mathbb{R}^2 \) by doubling the constant.

Now we prove (8) for the rectangle \( Q_{i,h} \). It suffices to give the proof for \( u \geq 0 \). The general case follows by replacing \( u \) with \( |u| \) and using the reverse triangle inequality to verify that \( |D^+_i u(x)| \leq \frac{1}{2} \|u\|_{W^{1,2}(Q_{i,h})} \).
\[ |D_1^+ u(x)|. \] So let \( u : Q_h \to [0, \infty) \) be given and let \( \tilde{u} \) be its linear interpolation from Lemma 21. Using Lemma 22 for \( Q, 1 \leq |Q| \leq 4 \) and edge-lengths between 1 and 2 we have
\[
\int_Q \tilde{u}(x)^{2k} \, dx \leq 4(16\pi)^k(1 + k)^{1+k} \|\tilde{u}\|_{W^{1,2}(Q)}^{2k} \leq 8(32\pi)^k \|\tilde{u}\|_{W^{1,2}(Q)}^{2k}.
\]

Using (34) and (35) of Lemma 21 we obtain
\[
\sum_{x \in Q_h} u(x)^{2k} h \leq 256(32\pi)^k \|u\|_{W^{1,2}(Q_h)}^{2k}.
\]

Next we divide by \( k! \) and use the inequalities (verified by induction) \( k^k/k! \leq e^{k-1}, k^3 \leq 4^k \) to obtain
\[
\sum_{x \in Q_h} \frac{u(x)^{2k}}{k!} h \leq \frac{256}{e} (128\pi e)^k \|u\|_{W^{1,2}(Q_h)}^{2k}.
\]

Dividing again by \( C'^k \|u\|_{W^{1,2}(Q_h)}^{2k} \) and summing from \( k = 1 \) to \( \infty \) we find
\[
\sum_{x \in Q_h} A \left( \frac{u(x)}{C'|u|_{W^{1,2}(Q_h)}} \right) h \leq \frac{256}{e} \sum_{k=1}^{\infty} \left( \frac{128\pi e}{C'^k} \right)^k.
\]

The choice of \( C'^2 = 128\pi(e+256) \) makes the right hand side equal to 1. Thus, we get (8) on \( Q_h \) with this constant \( C' \) and hence (8) on \( \mathbb{R}^2_h \) with \( C_S(2) = 2C' = 8\sqrt{2\pi(e+256)} \).

Finally, for the proof of (10) let \( p \geq 2 \) and assume \( u \in W^{1,2}(\mathbb{R}^2_h) \). Let \( \lfloor p \rfloor \) be the largest integer \( \leq p \) and \( \lceil p \rceil \) be the smallest integer \( \geq p \). Then \( |u|^p \leq |u|^{|p|} \) if \( |u| \leq 1 \) and \( |u|^p \leq |u|^{|p|} \) if \( |u| \geq 1 \). Thus
\[
|u|^p = (u^2)^{p/2} \leq (u^2)^{\lfloor p/2 \rfloor} + (u^2)^{\lceil p/2 \rceil} \leq (e^{u^2} - 1) \left( \frac{p}{2} \right)^{\lfloor p/2 \rfloor} + \left( \frac{p}{2} \right)^{\lceil p/2 \rceil} \leq 2(e^{u^2} - 1) \left( \frac{p}{2} \right)^{\frac{p}{2}}.
\]

Using (9) one finds
\[
\sum_{x \in \mathbb{R}^2_h} \left( \frac{|u(x)|}{C_S(2)||u||_{W^{1,2}}} \right)^p h \leq 2^{\left\lceil \frac{p}{2} \right\rceil} \sum_{x \in \mathbb{R}^2_h} A \left( \frac{|u(x)|}{C_S(2)||u||_{W^{1,2}}} \right) h \leq 2^{\left\lceil \frac{p}{2} \right\rceil} !.
\]

By using the inequality \( (k!)^{1/k} \leq k \) and \( \left\lfloor \frac{p}{2} \right\rfloor /p \leq 1 \) for \( p \geq 2 \) the previous inequality implies
\[
||u||_{L^p} \leq 2^{1/p} C_S(2) \left( \left\lfloor \frac{p}{2} \right\rfloor ! \right)^{1/p} ||u||_{W^{1,2}} \leq 2C_S(2) \left( \frac{p}{2} \right)^{\frac{p}{2}} ||u||_{W^{1,2}} \leq 2C_S(2)p ||u||_{W^{1,2}}.
\]

This finishes the proof of Theorem 10.

**Lemma 23** (Hardy’s inequality in 1d). Let \( \Omega \subset \mathbb{R} \) be a bounded one-dimensional box. Then
\[
\sum_{x \in \Omega_h} \frac{u(x)^2}{\text{dist}(x, \partial\Omega_h)^2} \leq 4 \sum_{x \in \Omega_h \setminus \partial^+ \Omega_h} \left(D_1^+ u(x)\right)^2
\]
for all \( u \in W_0^{1,2}(\Omega_h) \).

**Proof.** Without loss of generality we can assume \( \Omega = (0, (l+1)h) \) with \( l \in \mathbb{N} \). The proof consists of three steps. We begin with showing that it is sufficient to prove
\[
\sum_{k=1}^{s} \frac{u(kh)^2}{(kh)^2} \leq 4 \sum_{k=0}^{s-1} \left( \frac{u((k+1)h) - u(kh)}{h} \right)^2
\]

(38)
for all \( u : \{0, h, \ldots, sh\} \to \mathbb{R} \) with \( u(0) = 0 \). Indeed, suppose this is proved. Then, for arbitrary \( u \in W^{1,2}_0(\Omega_h) \), we obtain using (38)

\[
\sum_{x \in \Omega_h} \frac{u(x)^2}{\text{dist}(x, \partial \Omega_h)^2} \leq \sum_{k=1}^{[l/2]} \frac{u(kh)^2}{(kh)^2} + \sum_{k=[l/2]}^l \frac{u(kh)^2}{((l+1)h - kh)^2} = \sum_{k=1}^{[l/2]} \frac{u(kh)^2}{(kh)^2} + \sum_{j=1}^{l-[l/2]+1} \frac{u((l+1-j)h)^2}{(jh)^2} \leq 4 \sum_{k=0}^{[l/2]-1} (D^+_h u(kh))^2 + 4 \sum_{j=0}^{l-[l/2]} \left( \frac{u((l-j+2)h) - u((l-j+1)h)}{h} \right)^2 \leq 4 \sum_{k=0}^l (D^+_h u(kh))^2
\]

Next we show that it does not restrict the generality to assume that \( u \in (38) \) is non-decreasing, i.e. \( u((k+1)h) - u(kh) \geq 0, 0 \leq k \leq s-1 \). Indeed, let \( u : \{0, h, \ldots, sh\} \to \mathbb{R} \), \( u(0) = 0 \) be arbitrary and define \( v : \{0, \ldots, sh\} \to \mathbb{R} \) by

\[
v(0) := u(0) = 0, \quad v((k+1)h) := v(kh) + |u((k+1)h) - u(kh)|, \quad 0 \leq k \leq s-1.
\]

By induction (assuming \( |u(kh)| \leq v(kh) \)) we see that

\[
|u(k+1)h| \leq |u(kh)| + |u((k+1)h) - u(kh)| \leq v((k+1)h)
\]

i.e., \( |u(kh)| \leq v(kh) \) for all \( k \in \{0,1,\ldots,s\} \). Since \( v \) is non-decreasing this implies (using (38) for \( v \)) that

\[
\sum_{k=1}^s \frac{u(kh)^2}{(kh)^2} \leq \sum_{k=1}^s \frac{v(kh)^2}{(kh)^2} \leq 4 \sum_{k=0}^{s-1} (D^+_h v(kh))^2 = 4 \sum_{k=0}^{s-1} (D^+_h u(kh))^2.
\]

Finally, let a non-decreasing function \( u : \{0, h, \ldots, sh\} \to \mathbb{R} \) with \( u(0) = 0 \) be given. For \( a_k \geq 0, k = 1, \ldots, s, A_k := \sum_{i=1}^k a_i \) recall inequality No. 326 with \( p = 2 \) from [7]:

\[
(39) \quad \sum_{k=1}^s \frac{A_k^2}{k^2} \leq 4 \sum_{k=1}^s a_k^2.
\]

If we set \( a_k := u(kh) - u((k-1)h) \geq 0 \) then we see that \( A_k := \sum_{i=1}^k a_i = u(kh) \) and (39) implies

\[
\sum_{k=1}^s \frac{u(kh)^2}{(kh)^2} \leq 4 \sum_{k=1}^s \left( \frac{u(kh) - u((k-1)h)}{h} \right)^2 = 4 \sum_{k=0}^{s-1} (D^+_h u(kh))^2,
\]

which is the claimed inequality (38) for non-decreasing \( u : \{0, h, \ldots, sh\} \to \mathbb{R} \) with \( u(0) = 0 \)

**Proof of Theorem [11]** We denote \( d_i(x) := \text{dist}(x, \partial_i^\circ \Omega_h \cup \partial_i^+ \Omega_h) \). Using

\[
\sum_{i=1}^n \frac{1}{d_i^2(x)} \geq \max_{1 \leq i \leq n} \frac{1}{d_i(x)^2} = \frac{1}{\min_{1 \leq i \leq n} d_i(x)^2} = \frac{1}{\text{dist}(x, \partial \Omega_h)^2}
\]
and Lemma 23 we obtain
\[
\sum_{x \in \Omega_h} \frac{u(x)^2}{\text{dist}(x, \partial \Omega_h)^2} \leq \sum_{i=1}^{n} \sum_{x \in \Omega_h} \frac{u(x)^2}{d_i(x)^2} = \sum_{i=1}^{n} \sum_{x \in \partial_i \Omega_h} \sum_{s=0}^{l_i-k_i-1} \frac{u(x+s\delta_i)^2}{d_i(x+s\delta_i)^2}
\]
\[
\leq 4 \sum_{i=1}^{n} \sum_{x \in \partial_i \Omega_h} \sum_{s=0}^{l_i-k_i-1} (D_i^+ u(x+s\delta_i))^2 = 4 \sum_{i=1}^{n} \sum_{x \in \partial_i \Omega_h \setminus \partial_i \Omega_h} (D_i^+ u(x))^2.
\]
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