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ABSTRACT
Clustering is one of the operations in the wireless sensor network that offers both streamlined data routing services as well as energy efficiency. In this viewpoint, Particle Swarm Optimization (PSO) has already proved its effectiveness in enhancing clustering operation, energy efficiency, etc. However, PSO also suffers from a higher degree of iteration and computational complexity when it comes to solving complex problems, e.g., allocating transmittance energy to the cluster head in a dynamic network. Therefore, we present a novel, simple, and yet a cost-effective method that performs enhancement of the conventional PSO approach for minimizing the iterative steps and maximizing the probability of selecting a better clustered. A significant research contribution of the proposed system is its assurance towards minimizing the transmittance energy as well as receiving energy of a cluster head. The study outcome proved proposed a system to be better than conventional system in the form of energy efficiency.
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1. INTRODUCTION
There has been extensive research work carried out towards wireless sensor network for solving various types of issues e.g. energy issues [1], traffic management issues [2], security issues [3], routing issues [4], localization issues [5] etc. There has been a voluminous amount of investigation carried out in this area for addressing such issues, but still majority of the issues are yet to meet its full-proof solution. The primary cause of this problem is basically the sensor node, which is very small in size, posses low computational capabilities, and powered by a battery that has limited lifetime. The biggest challenge for the researchers to prove the applicability of their presented system in real-time sensor node that is not found to be discussed in majority of the existing research work. However, some of the researchers avoid such problems by considering either benchmark test bed, or adopt the configuration of some real-time motes e.g. Berkley Mote, MicaZ mote [6], etc. Hence, optimization is the best possibility in such scenario of node resources constraints. There are various methods by which optimizations have been carried out towards improving the performance of sensor node e.g. neural network, genetic algorithm, swarm intelligences etc [7]. Particle Swarm Optimization (PSO) is one such technique that uses many numbers of iterations in order to explore the best solution against the problems posed [8], [9]. From computational viewpoint, PSO enhances the candidate solution in the perspective of the anticipated outcomes and given problem in wireless sensor network. The problem is optimized by considering the candidate solution and its population (also called as particles) and this form of the candidate solution is subjected to iterative processing in order to obtain personal and global best outcome from the position and velocity of the particles. The primary reason behind the adoption of PSO is basically its intelligence-based approach that can be possibly implemented on any of
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problem (be it engineering or scientific). PSO is completely independent of computing mutation which has no overlapping. The velocity of the particle can be mechanism for initiating the search process and this makes the calculation process of PSO very simple. It also offers potentially better results as compared to other optimization techniques ever used in wireless sensor network. However, there is also certain associated usage of PSO-based mechanism in wireless sensor network. PSO is associated with partial-optimization problem that also tend to minimize the accuracy level of velocity factor of the particle as well as its direction. It is also not a preferred technique for solving the scattering problems in any wireless network. Most importantly, it is an iterative process and it will be required to store lots of information pertaining to its intermediate passes in order to perform comparative analysis of the elite outcome with respect to the personal and global best solution. However, there are various work carried out in existing system where the problems associated with the energy and clustering in wireless sensor network has been found solved by PSO-based approaches. In real sense, there are only few works in existing system which has amended original PSO implementation and hence, it is quite challenging to explore the level of effectiveness of existing system. Therefore, the proposed paper introduced a novel and simple attempt where the PSO is amended to get itself free from number of increasing iterative steps as a part of research contribution. The study outcome shows that proposed revised version of PSO offers better beneficial characteristics to both energy efficiency as well as data delivery system in wireless sensor network. Section 1.1 discusses about the existing literatures where different techniques are discussed for PSO based schemes used in solving multiple ranges of problems followed by discussion of research problems in Section 1.2 and proposed solution in 1.3. Section 2 discusses about algorithm implementation followed by discussion of result analysis in Section 3. Finally, the conclusive remarks are provided in Section 4.

1.1. Background

Our prior research work has discussed different forms of approaches for retaining maximum energy in wireless sensor network [10]. This part of the study will further add different forms of contributions made by PSO in the area of wireless sensor network. Clustering-based approach was adopted for enhancing network lifetime using PSO as seen in the work of Zhou et al. [11]. Study towards cluster head selection is also carried out by Ni et al. [12] where PSO is used along with Fuzzy logic for optimizing clustering performance in sensor network. PSO algorithm was also found to optimize energy efficiency exclusively for software-defined aspects in sensory application. Xiang et al. [13] have presented a technique for energy conservation for software-defined sensor network. Issues of maintaining higher degree of fault tolerance while scheduling the allocation process of task can be also handled by PSO as seen in the work carried out by Guo et al. [14]. The work carried out by Parvin [15] has used PSO for overcoming non-participation process of nodes during aggregation process. Wu and Lin [16] have investigated the effect of PSO for exploring the specific absorption rate of wireless body area network. Study towards allocation of task is also carried out by Yang et al. [17] where the focus was laid on formulating transfer function and usage of mutation. Rahman and Matin [18] have presented their contribution towards enhancing the network lifetime using PSO for exploring the better position of the base station. Ho et al. [19] have used PSO for assisting in routing process for unmanned aerial vehicle using cooperative relay. Usage of PSO was seen in the work of Loscri et al. [20] who have used consensus aspects for searching better area in sensor network field. Chen et al. [21] have introduced a mechanism of charging deployment in order to enhance the optimality of energy performance in sensor network. Du et al. [22] have presented a mechanism of eliminating the electromagnetic interference while performing beaconing in wireless sensor network using PSO. The work carried out by Chen et al. [23] has used PSO as well as Cuckoo search technique in order to strengthen the security system of WSN. PSO was also used for addressing the self-localization problem in wireless sensor network by modifying some of its functionalities as seen in the work of Kun and Zhong [24]. Thilagavathi and Geetha [25] have presented a search algorithm for enhancing the residual energy of WSN. Elhbayan et al. [26] have presented a technique for enhancing the clustering operation while Huynh et al. [27] have developed a non-conventional PSO algorithm for prolonging the network lifetime taking case study of heterogeneous sensor network. Implementation of binary PSO for assisting in localization problem was seen in the work of Zain and Shin [28]. Cao et al. [29] have investigated the effectiveness of PSO by comparing with the conventional approach for solving localization problem. Jing et al. [30] have presented a similar approach where PSO was found to enhance the clustering operation of WSN. The combined work of Riaz and Sirrmanonjot [31] presented the sufficient authentication mechanism and achieved significant power redundancy in WSN lifetime. A novel review work on PSO based clustering routing protocol in WSN was found in Sun et al. [32] and hints for performance enhancement in the routing protocol. Rui et al. [33] discussed the clustering routing protocol in WSN and compared its performance with existing LEECH algorithm. This protocol provides the nodes energy balance and improves the network lifetime. Therefore, there are various variants of the PSO based
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approaches mainly to solve clustering, energy efficiency, and localization issues in wireless sensor network. The next section highlights the research problems that has been identified from the above mentioned research approaches.

1.2. Problem Identification
The problem identification of the proposed study is as follows:

a. Existing approaches using PSO has the split emphasis on clustering, energy efficiency, and localization problems where energy has not yet received a full proof solution.

b. The extent of amendments towards using the new version of PSO is very less and doesn't turn out to be a practically viable solution in large scale and dense networks.

c. Existing PSO techniques also renders a higher number of iterations to obtain better convergence performance. Therefore, it leads to computational complexity.

d. Compliance with standard energy modeling is less found to be adopted in existing literature, which without benchmarking is very hard to find its effectiveness against energy effectiveness.

Therefore, the problem statement of the proposed study can be stated as “Designing a computational friendly approach for formulating a novel selection of clusterhead to offer energy efficiency in a wireless sensor network.”

1.3. Proposed Solution
The proposed system adopts an analytical research methodology to implement the optimization algorithm by enhancing the operation carried out by conventional PSO. Figure 1 highlight the design flow signifying that optimization of PSO was carried out by considering decision variables formulated by sensor nodes and their respective probability of becoming a clusterhead. The decision variables are also dependent on its size and bound (lower/higher) for effective control over the PSO iterations.

The contribution of the proposed system is its novelty introduced in PSO algorithm. The algorithm uses inertial weight, damping ratio, and learning coefficient (both local and global) to initially perform updating using a novel empirical approach to obtain personal best and global best. Using the limits applied to position and velocity along with global best outcome is used for selecting the effective clusterheads. An algorithm for enhancing network lifetime is designed using 1st order Radio-Energy model for computing energy required to transmit and receive the data packet. Implementation of this model only ensures that proposed system adheres to an empirical methodology where energy modeling is formulated by its real-demands of communication. This operation is followed by minimizing the energy required for transmittance for the clusterhead that results in significant retention of the residual energy for a long run of the sensory application. The complete operation of saving the transmittance energy is carried out in two phases where the first phase focuses on the node to clusterhead and communication among clusterheads while the second phase focuses on only clusterheads to base station. The specific agenda of the proposed system is to minimize
the iteration required to explore the global best solution in PSO that assists in minimizing overheads and any form of bottleneck condition owing to increasing traffic condition in a wireless sensor network. The next section discusses the algorithm implemented to pursue the flow of proposed research objectives as shown in Figure 1.

2. ALGORITHM IMPLEMENTATION

The proposed system offers an algorithm that is constructed by enhancing the PSO algorithm ONtwo purposes. The first purpose serves for optimizing the PSO performance by obtaining a global best solution with extremely less iterative step unlike conventional PSO and the second purpose is mainly to extend the residual energy of the sensor node as far as possible. The discussions of the algorithm are as follows:

2.1. Algorithm for Optimizing PSO

This algorithm is mainly responsible for ensuring that an effective cluster head is selected for offering better optimization performance with energy efficiency. It is believed that if the cluster head is selected properly than network lifetime could be positively enhanced. Here the selection is completely based on multiple parameters, e.g., number of nodes, the position of particles, velocity of particles, updating process, cost function involved in PSO methodology. The algorithm for optimizing the PSO is mainly carried out for reducing the number of iterative steps involved in exploring the global best function in PSO. For this purpose, the algorithm considers the input of η (number of population), p (position), v (velocity), σ (variance), and r_{max} (maximum rounds) that after processing leads to the result of sol_{best} (best solution).

Algorithm for optimizing PSO

**Input**: η, p, v, σ, r_{max}.

**Output**: sol_{best}

**Start**

1. For it=1: r_{max}
2. For i=1:η
3. p→(σ_{min}, σ_{size}), v→(σ_{size}), c→cf(par(i)), pos
4. updatev, p_{best}, g_{best}
5. par(i). v=w.par(i)+c_{1}.ϕ(σ_{size}).(par(i). p_{best}-par(i).pos)+c_{2}. ϕ(σ_{size}).(g_{best}.pos-par(i).pos)/ ϕ→rand
6. par(i). pos=par(i).pos+par(i). v
7. par(i). c=cf(par(i), c_{max})
8. par(par(i).pos=par(par(i). c_{max})
9. If(par(i).c<par(i).c_{best})
10. par(par(i).c_{best}=par(par(i). c_{best})
11. g_{best}=par(i). best
12. End
13. End
14. End
15. End
16. End
17. End
18. End

The number of clusters is equivalent to the product of the number of nodes and probability of node to opt for becoming a cluster head. The algorithm initially finds the position, velocity, and cost of the particle using minimum variance, size of variance, and position attributes (Line-3) for all number of populations (η). It then opts for updating the velocity, personal best and global best (Line-4) using position and cost attribute of the particle. The next part of the study considers updating the other parameters for maximum iteration rounds using the empirical expression of velocity v (Line-5). The next part of the algorithm is for applying the maximum and minimum limits of velocity (Line-6) followed by updating the position particles using empirical expression highlighted in Line-7. The cost attribute is further evaluated considering the particle position (Line-8). If the cost of the particle is found to be less than the best value of the cost (Line-9) than the algorithm chooses to assign the normal position as best position and normal cost as best cost (Line-10). However, if the personal best cost of the particle is found to be less than the global best cost than (Line-11)
the algorithm applies the personal best cost to the global best cost (Line-12). This global best cost is finally considered to be the best solution itself (Line-12 and Line-15). For better control of the iteration, the algorithm can restrict the iteration of best cost to any value (in the proposed system, we have iterated it to 20 times to found better outcomes). Therefore, the proposed algorithm could successfully optimize the best position of the particle which is directly mapped to the selection process of the cluster head. Hence, optimizing the existing PSO offers better control of the selection mechanism that directly affects energy conservation in the data forwarding process.

2.2. Algorithm for Enhancing Network Lifetime

This algorithm is responsible for improving the network lifetime of the sensor network where the focus is laid to the energy being depleted by the clusterhead itself. It is because if the transmittance energy of clusterhead $E_{tx}$ is reduced than a significant amount of the energy could be postponed for a faster rate of depletion of the battery of a node. The algorithm takes the input of $E$ (residual energy) and $N$ (number of nodes) that after processing leads to a generation of output as $E_{out}$ (revised residual energy).

| Algorithm for Enhancing Network Lifetime |
|-----------------------------------------|
| **Input:** E, N | **Output:** E$_{out}$ |
| **Start** | |
| 1. D$_{id}$=E≤0 |  |
| 2. For $i$=1: N |  |
| 3. idx=(C$_{id}$ = $i$) |  |
| 4. End |  |
| 5. For $i$=1: N |  |
| 6. $E_{tx}=\alpha(d, PL)$ |  |
| 7. $E_{rx}=\beta(PL)$ |  |
| 8. $E_{1}=E-E_{tx}$ & $E_{2}=E(CH(idc))-E_{rx}$ //idc is a matrix that stores identity of the clustered |  |
| 9. End |  |
| 10. For $i$=1:size(CH) |  |
| 11. $E_{tx}=\alpha(d, PL+PL*P_{count}(i))$ |  |
| 12. E(CH(i))$\rightarrow$E(CH(i))$-E_{tx}$ |  |
| 13. End |  |
| 14. If $\sum E(CH)\leq 0$ |  |
| 15. Apply Algorithm-1 |  |
| 16. CH$\rightarrow$newCH(CC, N$_{in}$, xy, D$_{id}$) |  |
| 17. getE$_{out}$$\rightarrow$E |  |
| 18. End |  |
| **End** |  |

The algorithm formulates a simple condition for identifying dead node D$_{id}$ as the node with lesser residual energy E (Line-1). The initial part of the study is to obtain the center point of the cluster, and then it obtains all the index of the ith cluster (Line-3) for all the values of clusterheads (Line-2). For all the number of nodes (Line-5), the algorithm applies the first order radio-energy modeling to apply function for computing transmittance energy $a$ (Line-6) and receiving energy $\beta$ (Line-7). A closer look at the expression shows that transmittance energy depends on Euclidean distance d and packet length PL (Line-6) while receiving energy only depends on packet length (Line-7). The next step of the algorithm is mainly used for minimizing both transmittance energy $E_1$ and receiving energy $E_2$ using the expression shown in Line-8. The complete process of minimization of the energy ($E_1$ and $E_2$) is only from member node to clusterhead and clusterhead to another clusterhead. The algorithm now revises the computation by considering only communication from clusterhead to base station (Line-10) where first the coordinates of the cluster heads are obtained followed by computation of transmittance energy $E_{tx}$ (Line-11) by applying mathematical expressions of first-order radio-energy model considering the input arguments of Euclidean distance between the cluster head and base station, length of the data packet, and number of cluster head. It then reduces the energy by subtracting it with the $E_{tx}$ recently computed (Line-12). The process is carried out for all the active clusterheads in the sensor network. Interestingly, in case of the dead of any clusterhead, the algorithm applies proposed PSO (Line-15) to compute the new clusterhead (Line-14). The complete computation is carried out.
to find the dead node and identifying the position of the dead nodes so that simultaneous updates can be carried on the PSO that further optimizes the operation process involves in proposed PSO algorithm. In this case, the proposed PSO algorithm is applied considering the input arguments of (a) best position CC, (b) number of clusterheads $N_{ch}$, (c) position information $by$, and (d) dead node identity $D_{id}$. Therefore, irrespective of any position of the sensor node, the proposed algorithm is meant for reducing the transmittance energy of the cluster head. Hence, the network lifetime of the wireless sensor network is significantly enhanced with lesser dependencies on the position of the sensor nodes considering both dense and scarce network. This indirectly minimizes the computational complexities associated with the implementation of swarm intelligence algorithm in a wireless sensor network. The next section discusses the results obtained by implementing the proposed algorithm.

3. RESULT ANALYSIS

The implementation of the proposed algorithm is carried out using the Matlab and assessed concerning both energy and data delivery parameters for assessing the effect of proposed PSO-based optimization. The study outcome was compared with conventional LEACH algorithm for 1800 simulation rounds. The outcomes show that proposed system with PSO offers better network lifetime (Figure 2) and better throughput (Figure 3) as compared to LEACH.

The outcome shows that proposed system offers significantly increased retention of alive nodes with 50% improvement as considered too conventional LEACH algorithm whereas it also ensures a smooth gradient ascent for throughput curve showing better predictability of the throughput performance whereas the curve of LEACH witness 100% of node death just before even completing 50% of the simulation iteration. At the same time, proposed system doesn't have any form of storage dependencies, and hence its computational complexity is highly negligible.

4. CONCLUSION

At present, there are various research-based techniques focused on implementing PSO for solving multiple problems in a wireless sensor network that comes under the ranges of clustering, energy conservation, and localization. Although existing PSO-based techniques have made some good problems in obtaining the better outcome, we find that such solutions have overlooked the problems associated with the computational complexity in PSO due to its higher involvement of iteration. The proposed system proved that it is quite feasible to control the iteration of PSO and still obtain better energy efficiency and enhanced data delivery performance in a wireless sensor network in comparison to the existing system.
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