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Abstract
We propose a new framework to uncover the relationship between news events and real world phenomena. We present the Predictive Causal Graph (PCG) which allows to detect latent relationships between events mentioned in news streams. This graph is constructed by measuring how the occurrence of a word in the news influences the occurrence of another (set of) word(s) in the future. We show that PCG can be used to extract latent features from news streams, outperforming other graph-based methods in prediction error of 10 stock price time series for 12 months. We then extended PCG to be applicable for longer time windows by allowing time-varying factors, leading to stock price prediction error rates between 1.5% and 5% for about 4 years. We then manually validated PCG, finding that 67% of the causation semantic frame arguments present in the news corpus were directly connected in the PCG, the remaining being connected through a semantically relevant intermediate node.

1 Introduction
Contextual embedding models (Devlin et al., 2018) have managed to produce effective representations of words, achieving state-of-the-art performance on a range of NLP tasks. In this paper, we consider a specific task of predicting variations in stock prices based on word relationships extracted from news streams. Existing word embedding techniques are not suited to learn relationships between words appearing in different documents and contexts (Le and Mikolov, 2014). Existing work on stock price prediction using news have typically relied on extracting features from financial news (Falinnouss, 2007; Hagenau et al., 2013), or sentiments expressed on Twitter (Mao et al., 2011; Rao and Srivastava, 2012; Bernardo et al., 2018), or by focusing on features present in a single document (Kalyani et al., 2016; Shynkevich et al., 2015). However, relationships between events affecting stock prices can be quite complex, and their mentions can be spread across multiple documents. For instance, market volatility is known to be triggered by recessions; this relationship may be reflected with a spike in the frequency of the word "recession" followed by a spike in the frequency of the word "volatility" a few weeks later. Existing methods are not well-equipped to deal with these cases.

This paper aims to uncover latent relationships between words describing events in news streams, allowing us to unveil hidden links between events spread across time, and integrate them into a news-based predictive model for stock prices. We propose the Predictive Causal Graphs (PCG), a framework allowing us to detect latent relationships between words when such relationships are not directly observed. PCG differs from existing relationship extraction (Das et al., 2010) and representational frameworks (Mikolov et al., 2013) across two dimensions. First, PCG identifies unsupervised causal relationships based on consistent time series prediction instead of association, allowing us to uncover paths of influence between news items. Second, PCG finds inter-topic influence relationships outside the “context” or the confines of a single document. Construction of PCG naturally leads to news-dependent predictive models for numerous variables, like stock prices.

We construct PCG by identifying Granger causal pairs of words (Granger et al., 2000) and combining them to form a network of words using the Lasso Granger method (Arnold et al., 2007). A directed edge in the network therefore represents a potential influence between words. While predictive causality is not true causality (Maziarz, 2015), identification of predictive causal factors which prove to be relevant predictors over long periods of
time provides guidance for future causal inference studies. We achieve this consistency by proposing a framework for Longitudinal Predictive Causal Factor identification based on methods of honest estimation (Athey and Imbens, 2016). Here, we first estimate a universe of predictive causal factors on a relatively long time series and then identify time-varying predictive causal factors based on constrained estimation on multiple smaller time series. We also augment our model with an orthogonal spike correction ARIMA (Brockwell and Davis, 2002) model, allowing us to overcome the drawback of slow recovery in smaller time series.

We constructed PCG from news streams of around 700,000 articles from Google News API and New York Times spread across over 6 years and evaluated it to extract features for stock price predictions. We obtained two orders lower prediction error compared to a similar semantic causal graph-based method (Kang et al., 2017). The longitudinal PCG provided insights into the variation in importance of the predictive causal factors over time, while consistently maintaining a low prediction error rate between 1.5-5% in predicting 10 stock prices. Using full text of more than 1.5 million articles of Times of India news archives for over 10 years, we performed a fine-grained qualitative analysis of PCG and validated that 67% of the semantic causation arguments found in the news text is connected by a direct edge in PCG while the rest were linked by a path of length 2. In summary, PCG provides a powerful framework for identifying predictive causal factors from news streams to accurately predict and interpret price fluctuations.

2 Related Work

Online news articles are a popular source for mining real-world events, including extraction of causal relationships. Radinsky and Horvitz (Radinsky and Horvitz, 2013) proposed a framework to find causal relationships between events to predict future events from News but caters to a small number of events. Causal relationships extracted from news using Granger causality have also been used for predicting variables, such as stock prices (Kang et al., 2017; Verma et al., 2017; Darrat et al., 2007). A similar causal relationship generation model has been proposed by Hashimoto et al. (2015) to extract causal relationships from natural language text. A similar approach can be observed in (Kozareva, 2012; Do et al., 2011), whereas CATENA system (Mirza and Tonelli, 2016) used a hybrid approach consisting of a rule-based component and a supervised classifier. PCG differs from these approaches as it explores latent inter-topic causal relationships in an unsupervised manner from the entire vocabulary of words and collocated N-grams.

Apart from using causality, there are many other methods explored to extract information from news and are used in time series based forecasting. Amodeo et al. (Amodeo et al., 2011) proposed a hybrid model consisting of time-series analysis, to predict future events using the New York Times corpus. FBLG (Cheng et al., 2014) focused on discovering temporal dependency from time series data and applied it to a Twitter dataset mentioning the Haiti earthquake. Similar work by Luo et al. (Luo et al., 2014) showed correlations between real-world events and time-series data for incident diagnosis in online services. Other similar works like, Trend Analysis Model (TAM) (Kawamae, 2011) and Temporal-LDA (TM-LDA) (Wang et al., 2012) model the temporal aspect of topics in social media streams like Twitter. Structured data extraction from news have also been used for stock price prediction using techniques of information retrieval in (Ding et al., 2014; Xie et al., 2013; Ding et al., 2015; Chang et al., 2016; Ding et al., 2016). Vaca et al. (Vaca et al., 2014) used a collective matrix factorization method to track emerging, fading and evolving topics in news streams. PCG is inspired by such time series models and leverages the Granger causality detection framework for the trend prediction task.

Deriving true causality from observational studies has been studied extensively. One of the most widely used algorithm is to control for variables which satisfy the backdoor criterion (Pearl, 2009). This however, requires a knowledge of the causal graph and the unconfoundedness assumption that there are no other unobserved confounding variables. While the unconfoundedness assumption is to some extent valid when we analyze all news streams (under the assumption that all significant events are reported), it is still hard to get away from the causal graph requirement. Propensity score based matching aims to control for most confounding variables by using an external method for estimating and controlling for the likelihood of outcomes (Olteanu et al., 2017).
More recently, (Wang and Blei, 2018) showed that with multiple causal factors, it is possible to leverage the correlation of those multiple causal factors and deconfound using a latent variable model. This setting is similar to the one we consider, and is guaranteed to be truly causal if there is no confounder which links a single cause and the outcome. This assumption is less strict than the unconfoundedness assumption and makes the case for using predictive causality in such scenarios. Another approach taken by (Athey and Imbens, 2016) estimates heterogeneous treatment effects by honest estimation where the model selection and factor weight estimation is done on two sub-populations of data by extending regression trees.

Our work is motivated by these works and applies methodologies for time series data extracted from news streams. PCG can offer the following benefits for using news for predictive analytics – (1) Detection of influence path, (2) Unsupervised feature extraction, (3) Hypothesis testing for experiment design.

3 Predictive Causal Graph

Predictive Causal Graph (PCG) addresses the discovery of influence between words that appear in news text. The identification of influence link between words is based on temporal co-variance, that can help answer questions of the form: “Does the appearance of word y after δ days?” The influence of one word on another is determined based on pairwise causal relationships and is computed using the Granger causality test. Following the identification of Granger causal pairs of words, such pairs are combined together to form a network of words, where the directed edges depict potential influence between words. In the final network, an edge or a path between a word pair represents a flow of influence from the source word to the final word and this influence depicts an increase in the appearance of the final words when the source word was observed in news data.

Construction of PCG from the raw unstructured news data, finding pairwise causal links and eventually building the influence network involves numerous challenges. In the rest of the section, we discuss the design methodologies used to overcome these challenges and describe some properties of the PCG.

3.1 Selecting Informative Words:

Only a small percentage of the words appearing in news can be used for meaningful information extraction and analysis (Manning et al., 1999; Ho-vold, 2005). Specifically, we eliminated too frequent (at least once in more than 50% of the days) or too rare (appearing in less than 100 articles) (Manning et al., 2008). Many common English nouns, adjectives and verbs, whose contribution to semantics is minimal (Forman, 2003) were also removed from the vocabulary. However, named-entities were retained for their newsworthiness and a set of “trigger” words were retained that depict events (e.g. flood, election) using an existing “event trigger” detection algorithm (Ahn, 2006).

The vocabulary set was enhanced by adding bigrams that are significantly collocated in the corpus, such as, ‘fuel price’ and ‘prime minister’ etc.

3.2 Time-series Representation of Words:

Consider a corpus D of news articles indexed by time t, such that Di is the collection of news articles published at time t. Each article d ∈ D is a collection of words Wi, where ith word wi,d ∈ Wi is drawn from a vocabulary V of size N. The set of articles published at time t can be expressed in terms of the words appearing in the articles as {α1, α2, ..., αN}, where αi is the sum of frequency of the word wi ∈ V across all articles published at time t. αi corresponding to wi ∈ V is defined as, α1,i = μ1,i / |D1,i| where μ1,i = Σ|D1,i| TF(wi,d). αi is normalized by using the frequency distribution of wi in the entire time period. T(wi) represents the time series of the word wi, where i varies from 1 to N, the vocabulary size.

3.3 Measuring Influence between Words

Given two time-series X and Y, the Granger causality test checks whether the X is more effective in predicting Y, than using just Y and if this holds then the test concludes X “Granger-causes” Y (Granger et al., 2000). However, if both X and Y are driven by a common third process with different lags, one might still fail to reject the alternative hypothesis of Granger causality. Hence, in PCG, we explore the possibility of causal links between all word pairs and detect triangulated relations to eliminate the risk of ignoring confounding variables, otherwise not considered in the Granger causality test.
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However, constructing PCG using an exhaustive set of word pairs does not scale, as even after using a reduced set of words and including the collocated phrases, the vocabulary size is around 39,000. One solution to this problem is considering the Lasso Granger method (Arnold et al., 2007) that applies regression to the neighborhood selection problem for any word, given the fact that the best regressor for that variable with the least squared error will have non-zero coefficients only for the lagged variables in the neighborhood. The Lasso algorithm for linear regression is an incremental algorithm that embodies a method of variable selection (Tibshirani, 1994).

If we define $V$ to be the input vocabulary from the news dataset, $N$ is the vocabulary size, $x$ is the list of all lagged variables (each word is multivariate with a maximum lag of 30 days per word) of the vocabulary, $w$ is the weight vector denoting the influence of each variable, $y$ is the predicted time series variable and $\lambda$ is a sparsity constraint hyper-parameter to be fine-tuned, then minimizing the regression loss below leads to weights that characterize the influential links between words in $x$ that predicts $y$,

$$w = \text{argmin} \frac{1}{N} \sum_{(x,y) \in V} |w \cdot x - y|^2 + \lambda ||w||$$  \hspace{1cm} (1)

To set $\lambda$, we use the method based on consistent estimation used in (Meinshausen and Bühlmann, 2006). We select the variables that have non-zero co-efficients and choose the best lag for a given variable based on the maximum absolute value of a word’s co-efficient. We then, draw an edge from all these words to the predicted word with the annotations of the optimal time lag (in days) and incrementally construct the graph as illustrated in Figure 1.

### 3.4 Topic Influence Compression

To arrive at a sparse graphical representation of PCG, we compress the graph based on topics (50 topics in our case). Topics are learned from the original news corpus using unsupervised Latent Dirichlet Allocation (LDA)(Blei et al., 2003). Influence is generalized to topic level by calculating the weight of inter-topic influence relationships as a total number of edges between vertices of two topics. If we define $\theta_u$ and $\theta_v$ to be two topics in our topic model and $|\theta_u|$ represents the size of topic $\theta_u$, i.e. the number of words in the topic whose topic-probability is greater than a threshold (0.001), then the strength of influence between topics $\theta_u$ and $\theta_v$ is defined as,

$$\Phi(\theta_u, \theta_v) = \frac{\# \text{Edges between words in } \theta_u \text{ and } \theta_v}{(|\theta_u| \times |\theta_v|)}$$  \hspace{1cm} (2)

$\Phi(\theta_u, \theta_v)$ is termed as strong if its value is in the 99th percentile of $\Phi$ for all topics. Any edge in the original PCG is removed if there are no strong topic edges between the corresponding word nodes. This filtered topic graph has only edges between topics which have high influence strength. This combination of inter-document temporal and intra-document distributional similarity is critical to obtaining temporally and semantically consistent predictive causal factors.

### 4 Prediction Models using PCG

In this section, we present three approaches for building prediction models using PCG namely (1) direct estimation using PCG (2) longitudinal prediction which incorporates short term temporal variations and (3) spike augmented prediction which estimates spikes over a longer time window.

#### 4.1 Direct Prediction from PCG

One straightforward way of using PCG for prediction modeling is to use the Lasso regression equation used for identifying the predictive causal factors directly. We first adopt this approach by restricting the construction of PCG to the nodes of concern, which significantly speeds up the computation. This inherently ignores any predictive causal factor which only has an indirect link to the outcome node, as theorized by the Granger Causality framework. In this case, we split the data into a contiguous training data, and evaluate on the remaining testing data. If $y$ represents the target stock time series variable and $x$ represents a multivariate vector of all lagged feature variables, $w$ represents the coefficient weight vector indexed by the feature variable $z \in x$ and time lag $m, p, q$ in days, $a$ represent a bias constant and $\epsilon_t$ repre-
sents an i.i.d noise variable, then we predict future values of $y$ as follows.

\begin{equation}
y_t = a + \sum_{i=1}^{m} w_i, y_{t-i} + \sum_{z \in \mathbb{Z^j}} w_z, z_{t-j} + \epsilon_t
\end{equation}

\subsection{4.2 Longitudinal Prediction via Honest Estimation}

In scenarios where heterogeneous causal effects are to be estimated, it is important to adjust by partitioning the time series into subpopulations which vary in the magnitude of the causal effects (Athey and Imbens, 2016). In a news stream, this amounts to constructing the word influence networks given a context specified by a time window. This naive extension however can be quite computationally expensive and can limit the speed of inference considerably. However, if the set of potential causal factors are identified over a larger time series, learning their time varying weights over a shorter training period can significantly decrease the computation required.

Hence, we do a two staged honest estimation approach similar to (Athey and Imbens, 2016). In the first stage, multiple sets (instead of trees as in (Athey and Imbens, 2016)) of predictive causal factors $F(T_{rm})$, that provide overall reduction in root mean squared error (RMSE), over training data $T_{rm}$, are gathered for model selection through repeated random initialization of regression weights. For any $f \in F(T_{rm})$, we define $f$ to be a set of predictive factors which when trained over data $T_{rm}$ to predict future time series values of the target $y$, achieves $RMSE(T_{rm}, f) < \delta$, for a hyperparameter $\delta > 0$.

\begin{equation}
F(T_{rm}) = \bigcup_f \{RMSE(T_{rm}, f) < \delta\}
\end{equation}

From these sets of predictive causal factors $F(T_{rm})$, we choose the set of features $f_{LPC}(T_{rm}, T_{re})$, which gives the least expected root mean squared error on time windows $w$ of length $W$ uniformly sampled from the unseen training data used for estimation $T_{re}$ through cross validation. This model selection procedure depends on the size of the smaller time windows $W$ used to fine-tune the factors. The size of this time window is a hyperparameter to trade off long-term stability and short-term responsiveness of the predictive causal factors. We chose the time window based of 30 days for our stock price prediction due to prior knowledge that many financial indicators have a monthly cycle and hence responsiveness within that cycle is desired.

\begin{equation}
E(T_{re}, f) = \sqrt{\frac{1}{w \in T_{re}, |w|=W} \text{MSE}(w, f)}
\end{equation}

\begin{equation}
f_{LPC}(T_{rm}, T_{re}) = \min_{f \in F(T_{rm})} \left( E(T_{re}, f) \right)
\end{equation}

We then evaluate the model on an unseen time series $Te$, where the learnt predictive causal factors and their weights are used for inference.

\subsection{4.3 Spike Prediction}

One drawback of using a specific time window for estimating the weights of the predictive causal factors is the lack of representative data in the window used for training. This could mean that predicting abrupt drops or spikes in the data would be hard. To overcome this limitation, we train a composite model to predict the residual error from honest estimation by training on differences in consecutive values of the time series. Let $(\Delta y = y_t - y_{t-1}, \Delta f = f_t - f_{t-1})$ denote time series of the differences of the consecutive values of the labels and the feature variables and let $[\Delta y, \Delta f]$ denote the concatenated input variables of the model. We use a multivariate ARIMA model $M$ of order $(p, d, q)$ (Brockwell and Davis, 2002) where $p$ controls the number of time lags included in the model, $q$ denotes the number of times differences are taken between consecutive values and $r$ denotes the time window of the moving average taken to incorporate sudden spikes in values. Let the actual values of the time series of label $y$ be $y^*$, the predictions of the honest estimation model be $\hat{y}$, a training sample of significantly longer time window $T_{rs}$ with $|T_{rs}| >> W$, then the composite model is trained to predict the residuals, $res = y^* - \hat{y} = E(T_{rs}, f)$.

\begin{equation}
M = \text{ARIMA}(p, d, q)
\end{equation}

\begin{equation}
M.fit(E(T_{rs}, f), [\Delta y, \Delta f])
\end{equation}

\begin{equation}
res = M.predict(T_{re})
\end{equation}

Augmenting this predicted residual ($res$) back to $\hat{y}_{T_{re}}$ gives us the spike-corrected estimate $\hat{y}_{s}$.

\begin{equation}
\hat{y}_{s} = \hat{y}_{T_{re}} + res
\end{equation}

\section{5 Results}

In this section, we present the results from direction prediction models from PCG, followed by improvement in stock price prediction due to longitudinal and spike prediction from news streams and
compare it to a manually tuned semantic causal graph method. We analyze the time varying factors to explain the gains achieved via honest estimation.

5.1 Data and Metrics

The news dataset\footnote{https://github.com/dykang/cgraph} we used for stock price prediction contains news crawled from 2010 to 2013 using Google News APIs and New York Times data from 1989 to 2007. We construct PCG from the time series representation of its 12,804 unigrams and 25,909 bigrams over the entire news corpora of more than 23 years, as well as the 10 stock prices\footnote{https://finance.yahoo.com} from 2010 to 2012 for training and 2013 as test data for prediction. The prediction is done with varying step sizes (1, 3, 5), which indicates the time lag between the news data and the day of the predicted stock price in days. The results shown in Table 1 is the root mean squared error (RMSE) in predicted stock value calculated on a 30 day window averaged by moving it by 10 days over the period and directly comparable to our baseline (Kang et al., 2017). To evaluate the time-varying factors over a larger time window, we present average monthly cross validation RMSE % sampled over a 4 year window of 2010-13 in Table 3. Please note that the results in Table 3 are not comparable with (Kang et al., 2017) as we report a cross validation error over a longer time window.

| Step size | $C_{best}$ | PCG_uni | PCG_bi | PCG_both |
|-----------|------------|---------|--------|----------|
| 1         | 1.96       | 0.022   | 0.023  | 0.020    |
| 3         | 3.78       | 0.022   | 0.023  | 0.022    |
| 5         | 5.25       | 0.022   | 0.023  | 0.021    |

Table 1: 30 day windowed average of stock price prediction error using PCG

regressive model on the combined time series of text and historical stock values.

Comparison with the baseline: Compared to the baseline, note that our features and topics were chosen purely based on distributional semantics of the word time series. Once the features are extracted from PCG, we use the past values of stock prices and time series corresponding to the incoming word edges of PCG to predict the future values of the stock prices using the multivariate regression equation used to determine Granger Causality. As compared to their best error, PCG from unigrams, bigrams or both obtain two orders lower error and significantly outperforms $C_{best}$. The mean absolute error (MAE) for the same set of evaluations is within 0.003 of the RMSE, which indicates that the variance of the errors is also low. We attribute this gain to the flexibility of PCG’s Lasso Granger method to produce sparse graphs as compared to CGRAPH’s Vector Auto Regressive model which used a fixed number (10) of incoming edges per node already pre-filtered by a semantic parser. This imposes an artificial bound on sparsity thereby losing valuable latent information. We overcome this in PCG using a suitable penalty term ($\lambda$) in the Lasso method.

Key PCG factors for 2013: The causal links in PCG are more generic (Table 2) than the ones described in CGRAPH, supporting the hypothesis that latent word relationships do exist that go beyond the scope of a single news article. The nodes of CGRAPH are tuples extracted from a semantic parser (SEMAFOR (Das et al., 2010)) based on evidence of causality in a sentence. PCG poses no such restriction and derives topical (unfriended, FB) and inter-topical (healthcare, AMZN), sparse, latent and semantic relationships.

Inspecting the links and paths of PCG gives us qualitative insights into the context in which the word-word relationships were established. Since PCG is also capable of representing other stock time series as potential influencers in the network, we can use this to model the propagation of shocks in the market as shown in Figure 2. However,
Table 2: Stock price predictive factors for 2013 in PCG

| Stock symbol | Prediction indicators                        |
|--------------|---------------------------------------------|
| AAPL         | workplace, shutter, music                   |
| AMZN         | healthcare, HBO, cloud                      |
| FB           | unfriended, troll, politician               |
| GOOG         | advertisers, artificial intelligence, shake-up |
| HPQ          | China, inventions, Pittsburg                |
| IBM          | 64 GB, redesign, outage                    |
| MSFT         | interactive, security, Broadcom            |
| ORCL         | corporate, investing, multimedia            |
| TSLA         | prices, testers, controversy                |
| YHOO         | entertainment, leadership, investment       |

Figure 2: Inter-stock influencer links where one stock’s movement indicates future movement of other stocks (time lag annotated edges)

these links were not used for prediction performance to maintain parity with our baseline.

5.3 Time Varying Causal Analysis

We quantitatively evaluate the time varying variant of PCG by using it to extract features for stock price prediction for a longer time window.

We present average root mean squared errors in Table 3 for different values of time windows of size \( W \) (50, 100). For model selection, we used 50% of the time series and then used multiple time series of length \( W \), disjoint from the ones used for time-varying factor selection and took average of the test error on the next 30 data points using the weights learnt. We repeat this using K-fold cross validation (K=10) for choosing the model selection data and present the average errors. The variation in importance weights of predictive causal factors for stock prices (“podcast”, AAPL) and (“unfollowers”, GOOG) is shown in Figure 3 which illustrates several peaks (for weeks) when the factor in the news was particularly predictive of the company’s stock price and not significant during other weeks.

The time series and error graph shown for multiple stocks shows that the RMSE errors range between 1.5% 5% for all the test time series as shown in Figure 4. However, sudden spikes tend to display higher error rates due to the lack of training data which contain spikes. This issue is mitigated when the time window for training is increased. Increasing the window more than 100 did not improve the RMSE and came at the cost of training time. But, incorporating the spike residual PCG model, which predicts the leftover price value from the first model, provides significant improvements over the model without spike correction as seen in the last column on Table 3. Thus, we are able to achieve significant gains with an unsupervised approach without any domain specific feature engineering by estimating using an ARIMA model \((p, d, q) = (30, 1, 10)\).

6 Interpretation of Predictive Causal Factors

In order to qualitatively validate that the latent inter-topic edges learnt from the news stream is also humanly interpretable, we constructed PCG from the online archives of Times of India (TOI) 3, the most circulated Indian English newspaper. We used this dataset as, unlike the previous dataset

3https://timesofindia.indiatimes.com/archive.cms
Table 3: Variation in stock price prediction error (RMSE) % with window size and spike correction

| Stock | W=50  | W=100 | W=100 + spike |
|-------|-------|-------|---------------|
| AAPL  | 2.07  | 2.13  | 1.57          |
| AMZN  | 2.82  | 2.82  | 1.82          |
| GOOG  | 3.34  | 3.34  | 2.34          |
| IBM   | 3.27  | 3.27  | 2.27          |
| MSFT  | 3.85  | 3.85  | 2.85          |
| ORCL  | 3.96  | 3.96  | 3.96          |
| TSLA  | 4.32  | 4.32  | 4.32          |

which provided just the time series of words, we also have the raw text of the articles, which allowed us to perform manual causal signature verification. This dataset contains all the articles published in their online edition between January 1, 2006 and December 31, 2015 containing 1,538,932 articles.

6.1 Inter-topic edges of PCG

The influence network we constructed from the TOI dataset has 18,541 edges and 7,190 uni-grams and bi-gram vertices. We were interested in the inter-topic non-associative relationships that PCG is expected to capture. We observe that a few topics (5) influence or are influenced by a large number of topics. Some of these highly influential topics are composed of words describing “Agriculture”, “Politics”, “Crime”, etc. The ability of PCG to learn these edges between topical word clusters purely based on temporal predictive causal prediction further validates its use for design of extensive causal inference experiments.

6.2 Causal evidence in PCG

To validate the causal links in PCG, we extracted 56 causation semantic frame (Baker et al., 1998) arguments which depict direct causal relationships in the news corpus. We narrowed down the search to words surrounding verbs which depict the notion of causality like “caused”, “effect”, “due to” and manually verified that these word pairs were indeed causal. We then searched the shortest path in PCG between these word pairs. For example, one of the news article mentioned that “Gujarat government has set aside a suggestion for price hike in electricity due to the Mundra Ultra Mega Power Project,” and these corresponding causation arguments were captured by a direct link in PCG as shown in Table 4. 67% of the word pairs which were manually identified to be causal in the news text through causal indicator words such as “caused”, were linked in PCG through direct edges, while the rest were linked through an intermediate relevant node. As seen in Table 4, the bi-gram involving the words and the intermediate words in the path provide the relevant context under which the causality is established. The time lags in the path show that the influence between events are at different time lags. We also qualitatively verified that two unrelated words are either not connected or have a path length greater than 2, which makes the relationship weak. The ability of PCG to validate such humanly understood causal pairs with temporal predictive causality can be used for better hypothesis testing.

Table 4: Comparison with manually identified influence from news articles

| Pairs in news | Relevant paths in PCG |
|--------------|-----------------------|
| price, project | price, hike, (19), power, project |
| land, budget | land, farm, (22), railway, budget |
| price, land | price, hike, (12), land |
| strike, law | terror, strike, (25), law, ministry |
| land, bill | land, reform, (25), bill, pass |
| election, strike | election, (21), Kerala, government, (10), strike |
| election, strike | election, (18), Mumbai, University, (14), strike |
| election, strike | election, (20), Shiromani, Akali, (13), strike |

7 Conclusion

We presented PCG, a framework for building predictive causal graphs which capture hidden rela-
tionships between words in text streams. PCG overcomes the limitations of contextual representation approaches and provides the framework to capture inter-document word and topical relationships spread across time to solve complex mining tasks from text streams. We demonstrated the power of these graphs in providing insights to answer causal hypotheses and extracting features to provide consistent, interpretable and accurate stock price prediction from news streams through honest estimation on unseen time series data.
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