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Preface

Over the last 20 years, the number of new chemical or biological entities has decreased, despite major increases in pharmaceutical R&D expenditure. Clinical trials account for 58.6% of the total cost of R&D spending, with phase II trials accounting for 15.4% of the total. The cost of taking a drug to market has also increased, reaching an estimated $1,318 million in 2006 [1]. Further, 45% of Phase III trials between 1991-2000 were unsuccessful [2]. It thus makes sense to look for ways to save money, increase the speed with which new treatments can progress, and perhaps be more cautious when making the decision to proceed to Phase III.

As a way to ameliorate the current situation somewhat, Parmar et al [3] propose multi-arm multi-stage (MAMS) trials: A multi-arm trial is a trial for which a number of active treatment arms are compared to a single control group. This allows the efficacy of a number of treatments to be evaluated more quickly and using less patients than separate single-arm trials. The active treatment arms may be different doses of the same drug, a number of different drugs, or different combinations of drugs. A MAMS trial is a multi-arm trial which includes interim analyses - analysing the data at certain specified points, generally discontinuing treatments which are concluded to not work and proceeding with the remainder. The purpose of such phase II trials is to find the most efficacious treatment (or treatments) from a range of treatments, and proceed to a phase III trial as cost-effectively as possible. Given the expense of conducting clinical trials, any reduction in sample size (and thus cost) is to be welcomed.

MAMS trials are now being used in practice, and examples of this include STAMPEDE[4], FOCUS 3 [5] and ICON6 [6], conducted by the Medical Research Council (MRC).
It is possible that the advantages of multi-arm trials over single-arm trials may be enhanced further, by considering the allocation of patients between the control treatment and the active treatments: When designing a multi-arm trial, the proportion of patients allocated to a given treatment is defined by the allocation ratio, $R$. For an $R : 1$ allocation ratio, $Rn$ patients are allocated to the control arm and $n$ patients allocated to each active treatment arm. The definition of an “optimal” allocation ratio for a given trial is not fixed; it may be considered optimal to minimise variance, for example. In this study, the optimal allocation ratio will be defined as the allocation ratio which results in the smallest total sample size satisfying some required power and probability of type I error. This is an intuitive definition in the context of clinical trials, as a smaller trial will in general be more ethical (see Discussion) and less expensive than a larger one satisfying the same error rates. Thus, it is of interest to investigate whether total sample size can be considerably reduced through choice of allocation ratio. It would also be non-trivial to find if error rates and sample size can be simply maintained while allocation ratio is varied, as it may be desirable to select the allocation ratio based on the characteristics of one treatment compared with another.

For clinical trials with one active treatment arm and one control arm, the optimal allocation ratio can easily be shown to be $1 : 1$. In the case of multiple active treatment arms, the optimal allocation ratio has not been explicitly investigated, and to do so is the purpose of this study.

![Clinical trial with K active treatment arms and allocation ratio R:1](image)

Figure 1.1: Clinical trial with K active treatment arms and allocation ratio R:1

The structure of the main body of this study is as follows: The setup for a
single stage trial with $K$ active treatment arms is described in Section 2, along with a brief exposition of Dunnett’s statement regarding the optimal allocation ratio in such circumstances \[7\]. Equations for type I error and power are derived, and the methodology used to investigate how total sample size may be minimised using allocation ratio is described. A two-stage trial is then considered, using the same methodology. Figures and tables showing how total sample size changes with allocation ratio, for a range of type I error and power values, are given in Section 3. The possible ethical and financial benefits of changing allocation ratio, including a simple example, is also included in Section 3. The results, and what they could mean in practical terms, are discussed in Section 4.
2 Methods

2.0.1 One-stage design

Consider a clinical trial with one control arm and $K$ active treatment arms, with an $R : 1$ allocation ratio - that is, $Rn$ patients allocated to the control arm and $n$ patients allocated to each active treatment arm - giving a total sample size of $N = Rn + Kn$. For each active treatment $i$, a test statistic $Z_i$ is calculated by comparing that treatment’s results to those of the control treatment. The greatest of these test statistics, $Z_M$, then represents the active treatment which has performed best. If $Z_M > C$ for some critical value $C$, we conclude that this treatment has an efficacy worthy of further investigation, and we may proceed to the next phase. Otherwise, we conclude that the treatment does not have an efficacy worth pursuing, and the treatment is abandoned. In both cases, all other treatments are not considered further.

Define trial results for treatment $i$ as

$$X_{ij} \sim N(\mu_i, \sigma^2), i = 0, 1, 2, \ldots, K, \ j = 1, 2, \ldots, n,$$

The distribution of the mean of results for the control treatment, $\bar{X}_0$, is

$$\bar{X}_0 \sim N\left(\mu_0, \frac{\sigma^2}{Rn}\right).$$

The distribution of the mean of results for treatment $i$ is

$$\bar{X}_i \sim N\left(\mu_i, \frac{\sigma^2}{n}\right), \ i = 1, 2, \ldots, K.$$

With $\bar{X}_i$ as above, the distribution of the sum of the outcomes, $S_i = \sum_{j=1}^{n} X_{ij}$,
is $S_i \sim N(n\mu_i, n\sigma_i^2)$, $i = 1, 2, \ldots, K$, for the active treatments and $S_0 \sim N(Rn\mu_0, Rn\sigma_0^2)$ for the control treatment.

It is wished to test the null hypothesis that all active treatments are no better than the control: $H_0 := \mu_0 = \mu_1 = \cdots = \mu_K = 0$, where $\mu_i$ is the true mean effect of the treatment $i$. The effect of treatment $i$ is compared to the control using a standard one-sided $Z$-test, using the following test statistic:

$$Z_i = \frac{\bar{X}_i - \bar{X}_0}{\sigma \sqrt{\frac{1}{n} + \frac{1}{Rn}}}$$

$$= \frac{\frac{S_i}{n} - \frac{S_0}{Rn}}{\sigma \sqrt{\frac{R+1}{Rn}}}$$

$$= \frac{RS_i - S_0}{\sigma \sqrt{(R+1)Rn}}$$ \hspace{1cm} (2.1)

\subsection*{2.0.2 Dunnett’s result}

Dunnett [7] states, without derivation, that the optimal allocation ratio in a multi-arm trial as defined above is $\sqrt{K} : 1$. One can show this, under some simplification, in the following scenario:

Relax the requirement that a test statistic $Z_i$ must be the maximum to be considered an efficacious treatment. Then the power of the trial can be defined as

$$P(Z_i > C \mid H_A := \text{Treatment } i \text{ works satisfactorily}) = P \left( \frac{\bar{X}_i - \bar{X}_0}{\sigma \sqrt{\frac{1}{n} + \frac{1}{Rn}}} > C \mid H_A \right).$$

The optimal allocation ratio may be considered that which will maximise the power. To maximise the power, we must minimise $(1/n) + (1/Rn)$, or equivalently, minimise $\frac{R+K}{N} + \frac{R+K}{KN}$ (using the substitution $N = Rn + Kn$). Differentiating and setting equal to 0 gives:
\[
\frac{d}{dR} \left( \frac{R + K}{N} + \frac{R + K}{RN} \right) = 0
\]

\[
\Rightarrow \frac{d}{dR} \left( \frac{R}{N} + \frac{K}{N} + \frac{1}{N} + \frac{K}{RN} \right) = 0
\]

\[
\Rightarrow \frac{1}{N} - \frac{K}{R^2 N} = 0
\]

\[
\Rightarrow \frac{1}{N} = \frac{K}{R^2 N}
\]

\[
\Rightarrow R = \sqrt{K}
\]

Hence it may be argued from a theoretical perspective that the allocation ratio \(\sqrt{K} : 1\) is, if not optimal exactly, at least a reasonable approximation. It may be regarded as an approximation due to the simplification employed in (2.2) - that is, relaxing the requirement that the test statistic calculated for treatment \(i\) is the maximum of all test statistics, and focusing only on the requirement that it must be greater than the critical value \(C\), given that the treatment works satisfactorily.

### 2.0.3 Type I error

In trials with one active treatment arm, a type I error is made when it is concluded to take the active treatment forward when its true treatment effect is not clinically relevant. For multi-armed trials, a type I error is made when any active treatment is taken forward erroneously. Recall that the decision to take a treatment forward is made if the treatment performs the best - that is, its test statistic is the greatest of all test statistics - and the test statistic for that treatment exceeds some critical value \(C\). Therefore, a type I error is made if the greatest test statistic \(Z_M\) exceeds critical value \(C\) given that the true treatment effect is not clinically relevant. Thus the probability of a type I error occurring, \(\alpha\), is
\[ \alpha = P(\text{take any active treatment forward} \mid H_0 := \mu_0 = \mu_1 = \cdots = \mu_K = 0) \]
\[ = P(Z_M \geq C \mid H_0) \]

\[ \Rightarrow 1 - \alpha = P(Z_M < C \mid H_0) . \]
\[ = P(Z_1 < C, Z_2 < C, \ldots, Z_K < C \mid H_0) \]

1 – \( \alpha \) is shown in Appendix A to be equal to

\[ 1 - \alpha = \int_{-\infty}^{\infty} \Phi \left( C \sqrt{\frac{R + 1}{R}} + \frac{x}{\sqrt{R}} \right)^K \phi(x) \, dx, \quad (2.2) \]

\section*{2.0.4 Power}

Consider \( \delta \), a treatment effect of magnitude such that we would like to take forward any treatment for which \( \mu \geq \delta \). Also consider \( \delta_0 \), a treatment effect of magnitude such that we would not like to take forward any treatment for which \( \mu < \delta_0 \). Note that \( 0 \leq \delta_0 < \delta \), and for \( \delta_0 < \mu < \delta \), both taking the treatment forward and dropping the treatment are deemed acceptable. Without loss of generality, assume that under the alternative hypothesis, the true effect of treatment \( K \) is \( \delta \). The power of the study - the probability of taking forward a treatment clinically relevant effect, is then defined as

\[ 1 - \beta = P(\text{Take treatment } K \text{ forward} \mid H_A := \mu_0 = 0, \mu_1 = \mu_2 = \cdots = \mu_{K-1} = \delta_0, \mu_K = \delta) \]
\[ = P(Z_K = Z_M, Z_K \geq C \mid H_A) \]

This is known as the least favourable configuration [S], and has been employed in related studies [H1] [H2]. This hypothesis - where a single treatment has a clinically relevant effect, while all others have the greatest effect which is not clinically relevant - makes it difficult to identify the one treatment of interest. Indeed, this hypothesis minimises power by being effectively a “worst case scenario”; the actual power of the trial will exceed the theoretical power in any other circumstance. The motivation for using this hypothesis is to ensure that the power specified is always
reached.

The power \( (2.3) \) is shown in Appendix B to be

\[
1 - \beta = \int_{-\infty}^{\infty} \left[ \Phi \left( w + \frac{\sqrt{n}}{\sigma} (\delta - \delta_0) \right) \right]^{K-1} \Phi \left( w\sqrt{R} + \frac{\sqrt{Rn}\delta}{\sigma} - C\sqrt{R} + 1 \right) \phi(w) dw.
\]

(2.4)

### 2.0.5 Simulation

Equations \( (2.2) \) and \( (2.4) \) were verified using simulation: For differing configurations of \( \alpha, \) power, \( K, R, \sigma, \delta \) and \( \delta_0, \) 10,000 trials were simulated, and the resulting test statistics for each active treatment calculated. The probability of a type I error occurring was found by simulating data such that the null hypothesis \( (H_0 := \mu_0 = \mu_1 = \cdots = \mu_K = 0) \) was true, and finding the proportion of times the best-performing treatment was concluded to have a clinically relevant effect. The power was found by simulating data such that the alternative hypothesis \( (H_A := \mu_0 = 0, \mu_1 = \mu_2 = \cdots = \mu_{K-1} = \delta_0, \mu_K = \delta) \) was true, and finding the proportion of times treatment \( K \) was both the best-performing treatment and concluded to have a clinically relevant effect.

### 2.1 Function find.all

It can be seen from \( (2.2) \) that the probability of a type I error occurring, \( \alpha, \) is a function of the number of active treatment arms \( K, \) the allocation ratio \( R \) and the critical value \( C, \) but does not depend on \( n, \sigma, \delta \) or \( \delta_0. \) Thus the smallest critical value satisfying a required \( \alpha \) can be found by specifying merely \( K \) and \( R. \)

With \( K, R, \alpha \) and \( C \) known, the smallest total sample size, \( N, \) satisfying a required power (and \( \alpha \)) can then be found using \( (2.4) \) by specifying the remaining values - \( \sigma, \delta, \) and \( \delta_0. \)

Under this premise, a function, \( \text{find.all}, \) was created using the statistical package R 2.11.1 \[9\]: Given requirements for \( \alpha \) and power, and values for \( R, K, \sigma, \delta \) and \( \delta_0, \) \( \text{find.all} \) finds the smallest total sample size (and associated critical value) which satisfies the given type I error and power requirements. This total sample
size is returned, as well as the change in total sample size in comparison to using a standard 1 : 1 allocation ratio, both in number of patients and as a proportion. The function performs this for a range of allocation ratios, with the user specifying both the range and increment size. For non-integer values of \( R, Rn \) and thus \( N \) may too be non-integer values; this would not make sense in the context of clinical trials. To arrive at integer values, the function simply rounds up \( Rn \) to the nearest integer, resulting in an allocation ratio as close to \( R : 1 \) as possible. The function also evaluates the reduction in sample size of each active treatment arm. Finally, a plot is returned, giving a visual indication of how sample size changes with allocation ratio. The code for `find.all` is included in full in Appendix C.

A number of sets of arguments were used in order to investigate how sample size varies with allocation ratio. All argument values used are listed below, with the “default” values in bold:

- \( \alpha = 0.025, 0.05, 0.1, 0.2 \);
- Power = 0.8, 0.9;
- \( \sigma = 1, 1.25, 1.5, 1.75 \);
- \( \delta = 0.5, 0.6, 0.7, 0.8 \);
- \( \delta_0 = 0.075, 0.125, 0.175, 0.225 \).

One argument was varied while the rest remained fixed. The default values for \( \alpha \) (0.05) and power (0.9) are common values for trials. The default value for \( \delta (0.5) \) was chosen to be one half of the standard deviation \( \sigma (1) \), while the default value for \( \delta_0 (0.0125) \) was chosen to be one quarter of \( \delta \) - a proportion used previously [11]. Total sample size was plotted against allocation ratio \( R \), for ratios from 1:1 to 5:1, and in increments of size 0.1. Such plots were created for a range of active treatments: \( K = 2, 3, 4, 5 \), and are the results for varying \( \alpha \) and power are shown in Figures 3.1 and 3.2 in Section 3, and for varying \( \sigma, \delta \) and \( \delta_0 \) in Appendix C.

With these results, it was hoped to be able to answer the following questions:

- Is the true optimal allocation ratio \( \sqrt{K} : 1 \) as suggested by Dunnett?
- Does choosing the optimal allocation ratio result in a considerable reduction in sample size?
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• Are there any other benefits to changing allocation ratio?

The second and third questions effectively seek to answer the same underlying question:

*Can clinical trials be improved through our choice of allocation ratio?*
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2.2 Two-stage design

It could be argued that, as only one active treatment at most will be concluded to work to a satisfactory degree, having $K$ active treatment arms for the full duration of the clinical trial is not an optimal design. Indeed, it is possible to design a trial in which the effect of the $K$ active treatment arms are evaluated at an interim stage, following which the trial continues with only one active treatment alongside the control.

Formally, consider the addition of an interim analysis to the one-stage design. At this interim, results are available for $Rn_1$ patients on the control treatment and $n_1$ patients for each active treatment arm. Again, a test statistic is found for each active treatment. Interest is in the best-performing treatment, that with the greatest test statistic $Z_M$. At this interim, we select the best-performing treatment, dropping all others, and the trial continues with only two treatment arms. After the interim, $Rn_2$ patients are allocated to the control treatment and $n_2$ to the remaining active treatment. At the end of the second stage, another test statistic, $Z_2$, is calculated, taking account of the new data. If $Z_2 \geq C$ for some critical value $C$, then we conclude that the treatment works. If not, we conclude that the treatment does not work. As before, the other treatments are ignored. We fix $n_1 = n_2 = n$, to ensure that of the patients receiving the control and best-performing active treatments, half do so before the interim, and half after. The total sample size of the trial is then $N = Rn + Kn + Rn + n = n(2R + K + 1)$. Define the test statistic at the second stage as
\[ Z_{2*} = \frac{S_{2*} - S_{20}}{\sigma \sqrt{\frac{1}{2n} + \frac{1}{2Rn}}} \]
\[ = \frac{RS_{2*} - S_{20}}{\sigma \sqrt{(R + 1)2Rn}} \]
\[ = \frac{R(S_{1M} + S_+) - (S_{10} + S_{+0})}{\sigma \sqrt{(R + 1)2Rn}} \]
\[ = \frac{RS_{1M} - S_{10}}{\sigma \sqrt{(R + 1)2Rn}} + \frac{RS_+ - S_{10}}{\sigma \sqrt{(R + 1)2Rn}} \]
\[ = Z_{1M} \frac{1}{\sqrt{2}} + \frac{RS_+ - S_{10}}{\sigma \sqrt{(R + 1)2Rn}}, \]

where \( Z_{1M} \) is the test statistic of the best-performing treatment. The probability of a type I error occurring is

\[ \alpha = P(\text{take any active treatment forward}| H_0 := \mu_0 = \mu_1 = \cdots = \mu_K = 0) \]
\[ = P(Z_{2*} \geq C | H_0), \]

while the power of the study is

\[ 1 - \beta = P(\text{Take treatment } K \text{ forward}| H_A := \mu_0 = 0, \mu_1 = \mu_2 = \cdots = \mu_{K-1} = \delta_0, \mu_K = \delta) \]
\[ = P(Z_K = Z_{M}, Z_{2*} \geq C | H_A) \]

The type I error and power equations have been derived previously [11], for the case where there are three active treatment arms and the allocation ratio is 1 : 1. In the previous derivation, \( r = \frac{n_1 + n_2}{n_1} \), which is equal to 2 here, as \( n_1 = n_2 = n \). What follows are the equations, generalised to allow allocation ratio \( R \) to vary:
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\[ 1 - \alpha = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi \left( A + C \sqrt{\frac{2(R + 1)}{R}} - B \sqrt{\frac{R + 1}{R}} \right)^K \phi(A)\phi(B) \, dA \, dB \]  

(2.5)

\[ 1 - \beta = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi \left( w - C \sqrt{\frac{2(R + 1)}{R}} + u \sqrt{\frac{R + 1}{R}} + 2\sqrt{n} \frac{\delta}{\sigma} \right) \times \left[ \Phi \left( w + \sqrt{n}(\delta - \delta_0) \right) \right]^{K-1} \phi(w)\phi(u) \, dw \, du. \]  

(2.6)

The equations (2.5) and (2.6) were verified using simulation under the null and alternative hypotheses, in the same manner as for the equations in the single-stage case. Again as for the single-stage case, the smallest critical value satisfying a required \( \alpha \) may be found by specifying simply the number of treatment arms \( K \) and the allocation ratio \( R \), using (2.5). The smallest total sample size \( N \) satisfying a required power and \( \alpha \) may then be found using these values and specifying \( \sigma, \delta \) and \( \delta_0 \) for (2.6).

### 2.2.1 Function \texttt{two.stage}

The function used for the single-stage design, \texttt{find.all}, was altered to use the two-stage equations (2.5) and (2.6). However, the method used by the function - finding \( \alpha \) for a range of (3,000) critical values, choosing the most suitable one, then using this to find the power for a range of total sample sizes \( N \) - was extremely slow. This was due to the equations being double integrals rather than single, and would have taken approximately one month for the desired results to be calculated.

To solve this problem, a new function was created, \texttt{two.stage}. This function uses the same principle of finding the smallest suitable critical value, then using this to find the smallest total sample size, but does so using the bisection method: Maximum and minimum values of the critical value \( C \) are set, and \( \alpha \) is found for the midpoint of these. The midpoint becomes either the new maximum or minimum, depending on whether the calculated value of \( \alpha \) is greater or less than the required type I error, and this process is iterated until \( C \) is found to a high degree of accuracy. A similar process takes place for finding the total sample size.
N. Some of the code used was taken from a function already created to undertake a similar task [12].

This function was used to investigate how total sample size changes with allocation ratio in a similar manner as for the single-stage design: The same “default” set of arguments was used, and one varied while the rest remained fixed. Total sample size was plotted against allocation ratio, for ratios from 1:1 to 5:1, again in increments of 0.1, and for the same range of active treatments: $K = 2, 3, 4, 5$. As with the single-stage case, the underlying question is: Can clinical trials be improved through our choice of allocation ratio?
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Results

3.1 Single-stage design

3.1.1 Optimal allocation ratio

The optimal allocation ratio, $R_{OP}$, for a range of type I error, power and number of active treatments is presented in Table 3.1. Though $R_{OP}$ does increase as the number of active treatments $K$ increases, it is always $\leq \sqrt{K}$, Dunnett’s suggestion of the optimal allocation ratio. This disparity may be attributable to the fact that $\sqrt{K}$ comes from a simplification; in application, there is added complexity, including the choice of argument values for the least favourable configuration. In some instances, $R_{OP}$ is given as a range of values - for example $R_{OP} = 1.5 - 1.7$. In this case, setting $R = 1.5, 1.6$ or 1.7 will all give the smallest total sample size, and so any of these values may be considered to be optimal. The optimal allocation ratio tends to not decrease as type I error becomes more strict, but there appears to be no simple pattern explaining the trends of the tabulated values.

| Power | $1 - \beta$ | Active treatments $K(\sqrt{K})$ | | | |
|-------|-------------|-----------------|-----------------|-----------------|-----------------|
|       |             | 2 (1.41)        | 3 (1.73)        | 4 (2.00)        | 5 (2.24)        |
|       |             | 0.8 0.9         | 0.8 0.9         | 0.8 0.9         | 0.8 0.9         |
| 0.2   | 1.0 1.2     | 1.5 1.3         | 1.6 1.3         | 1.7 1.4-1.6     |
| 0.1   | 1.1-1.3 1.2 | 1.2 1.4         | 1.8 1.5         | 1.9 1.5         |
| 0.05  | 1.4 1.2     | 1.5 1.6         | 1.6-2.0 1.9     | 2.3 1.8         |
| 0.025 | 1.3 1.4     | 1.5-1.7 1.5-1.6 | 1.7 1.7         | 1.8-2.3 2.1     |

Table 3.1: Optimal allocation ratio $R_{OP}$. 
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3.1.2 Reducing total sample size

Plots of how total sample size changes with allocation ratio for differing type I error and power requirements are shown in Figures 3.1 and 3.2 respectively, with figures for other arguments included in Appendix C. The allocation ratio $\sqrt{K} : 1$ is represented by a vertical line. The “jagged” nature of the curves is due to rounding to maintain the integer nature of the sample sizes. The curves appear to be quadratic, with minima inside the interval $R_{OP} \in [1, \sqrt{K}]$.

Figure 3.1: Change in total sample size for $\alpha = 0.025, 0.05, 0.1, 0.2$ and $K = 2, 3, 4, 5$, with fixed arguments power = 0.9, $\sigma = 1$, $\delta = 0.5$, and $\delta_0 = 0.125$.
3. RESULTS

| Allocation ratio | Active treatments K |
|------------------|---------------------|
| R : 1            | 2 3 4 5             |
| N(1 : 1) 0.2     | 159 244 335 432     |
| 2 : 1            | 1.08 (-13) 1.05 (-11) 1.00 (-1) 0.99 (5) |
| R_{OP} : 1       | 0.99 (2) 0.99 (3) 0.98 (6) 0.96 (16) |
| N(1 : 1) 0.1     | 204 304 410 516     |
| 2 : 1            | 1.04 (-8) 1.00 (-1) 0.97 (14) 0.95 (26) |
| R_{OP} : 1       | 0.99 (2) 0.98 (7) 0.95 (19) 0.95 (28) |
| 0.05             | N(1 : 1)            |
| 2 : 1            | 249 364 485 606     |
| 1.03 (-7) 0.98 (9) 0.94 (29) 0.92 (46) |
| R_{OP} : 1       | 0.99 (2) 0.96 (14) 0.94 (30) 0.92 (48) |
| 0.025            | N(1 : 1)            |
| 2 : 1            | 297 428 560 702     |
| 1.01 (-3) 0.96 (18) 0.93 (38) 0.91 (65) |
| R_{OP} : 1       | 0.97 (8) 0.95 (23) 0.93 (41) 0.90 (70) |

Table 3.2: Reduction in total sample size achieved by choosing a 2 : 1 or \( R_{OP} : 1 \) allocation ratio, as a proportion of total sample size for a trial using a 1 : 1 ratio (actual reduction in brackets). Other arguments used: Power = 0.9, \( \sigma = 1 \), \( \delta = 0.5 \), \( \delta_0 = 0.125 \).

The reduction in total sample size achieved by choosing the optimal allocation ratio over the standard 1 : 1 ratio is shown in Table 3.2 as are those for choosing 2 : 1. The change in total sample size is reported as a proportion of total sample size for the 1 : 1 case. This proportional reduction in total sample size increases as the number of active treatments increases, and also as the type I error requirement becomes more strict. For the arguments considered, total sample size is only reduced by more than 5% when the number of active treatments is \( \geq 4 \) and the type I error probability is \( \leq 0.05 \). In such circumstances, similar reductions can be made by simply choosing a more conventional 2 : 1 allocation ratio. Varying power, standard deviation, \( \delta \) and \( \delta_0 \) showed no proportional decrease in total sample size; a comparison may be made with Table 3.3, which shows no proportional change in total sample size with power.

3.1.3 Other benefits

It is possible then, to use allocation ratio to decrease total sample size, though this decrease perhaps only becomes worthwhile under certain conditions - namely, when the number of active treatments is not small (i.e., \( K \geq 4 \)) and the type I
3. RESULTS

| Allocation ratio | Active treatments K |
|------------------|---------------------|
| \( R : 1 \)     | \( 2 \) 3 4 5      |
| \( 0.8 \) \( 1 - \beta \) | \( N(1 : 1) \) 186 276 370 468 |
| \( R_{OP} : 1 \) | 0.99 (2) 0.96 (10) 0.94 (22) 0.92 (37) |
| \( 0.9 \) \( 1 - \beta \) | \( N(1 : 1) \) 249 364 485 606 |
| \( R_{OP} : 1 \) | 0.99 (2) 0.96 (14) 0.94 (30) 0.92 (48) |

Table 3.3: Reduction in total sample size achieved by choosing an \( R_{OP} : 1 \) allocation ratio, as a proportion of total sample size for a trial using \( 1 : 1 \) ratio (actual reduction in brackets). Other arguments used: \( \alpha = 0.05, \sigma = 1, \delta = 0.5, \delta_0 = 0.125. \)

error requirement is strict (\( \alpha \leq 0.05 \)). However, it may not always be necessary to decrease total sample size in order to effect an improvement in a trial. So far, it has been assumed that the active and control treatments are approximately equal in toxicity and cost, and so a decrease in total sample size was sought. However, the case may arise that at least one active treatment is considerably more toxic or expensive than the control treatment. Under these circumstances, a decrease in the number of patients on the active treatments may be beneficial. Noting again Figures 3.1 and 3.2, it can be seen that it may be possible to increase allocation ratio without greatly increasing total sample size. As the function \( \text{find.all} \) is designed to find the minimum total sample size which maintains type I error and power (and as \( N = Rn + Kn \)), using \( \text{find.all} \) to increase the allocation ratio \( R \) without increasing the total sample size will result in a decrease in the number of patients on each active treatment \( n \), without compromising type I error or power.

Suppose that a slight increase in total sample size \( N \) - say, 3% - would be deemed acceptable provided there is a considerable decrease in the number of patients on the active treatments. Define \( R_{MAX} := \max \{ R \} : (Rn + Kn)/(1n + Kn) \leq 1.03 \) - that is, \( R_{MAX} \) is the greatest allocation ratio which does not increase total sample size by more than 3% (compared to the \( 1 : 1 \) case).

Table 3.4 shows the extent to which the allocation ratio may be increased without a considerable increase in total sample size. Table 3.5 quantifies this by showing the reduction in sample size for each active treatment, both by proportion and in patient numbers. As was the case for \( R_{OP} \), the benefit of choosing \( R_{MAX} : 1 \) over \( 1 : 1 \) increases both as the number of active treatments increases, and as the type I error is made more strict. However, whereas choosing \( R_{OP} : 1 \) resulted in considerable reductions only under very specific conditions, an allocation ratio of
3. RESULTS

$R_{MAX} : 1$ appears to lead to a reduction in sample size of over 20\% for each active treatment provided $\alpha \leq 0.1$ - a sensible maximum value if one hopes to avoid incorrectly proceeding to a large-scale phase III trial. Further, as the decrease in sample size is for each active treatment, the benefit is increased when it is desired to minimise the sample size of a number of active treatments. Similar, though slightly smaller, reductions in sample size result from choosing $R = 2$.

| $\alpha$ | Active treatments K | 2 | 3 | 4 | 5 |
|----------|----------------------|---|---|---|---|
| 0.2      |                      | 1.7 | 1.9 | 2.2 | 2.7 |
| 0.1      |                      | 1.9 | 2.4 | 2.9 | 3.4 |
| 0.05     |                      | 2.0 | 2.6 | 3.3 | 4.0 |
| 0.025    |                      | 2.2 | 2.9 | 3.7 | 4.5 |

Table 3.4: The maximum allocation ratio, $R_{MAX}$, that does not result in an increase in total sample size $> 3\%$ compared to a trial using 1 : 1 ratio.

| Allocation ratio | Active treatments K |
|------------------|---------------------|
| $R : 1$          | 2 | 3 | 4 | 5 |
| 0.2              | n(1 : 1) | 53 | 61 | 67 | 72 |
|                  | 2 : 1    | *  | *  | 0.84 (11) | 0.85 (11) |
| $R_{MAX} : 1$    | 0.83 (9) | 0.84 (10) | 0.82 (12) | 0.81 (14) |
| 0.1              | n(1 : 1) | 68 | 76 | 82 | 86 |
|                  | 2 : 1    | *  | 0.80 (15) | 0.80 (16) | 0.81 (16) |
| $R_{MAX} : 1$    | 0.79 (14) | 0.76 (18) | 0.74 (21) | 0.73 (23) |
| 0.05             | n(1 : 1) | 83 | 91 | 97 | 101 |
|                  | 2 : 1    | 0.77 (19) | 0.78 (20) | 0.78 (21) | 0.79 (21) |
| $R_{MAX} : 1$    | 0.77 (19) | 0.74 (24) | 0.70 (29) | 0.68 (32) |
| 0.025            | n(1 : 1) | 99 | 107 | 112 | 117 |
|                  | 2 : 1    | 0.76 (24) | 0.77 (25) | 0.78 (25) | 0.78 (26) |
| $R_{MAX} : 1$    | 0.74 (26) | 0.69 (33) | 0.67 (37) | 0.65 (41) |

Table 3.5: Reduction in sample size achieved by choosing a 2 : 1 or $R_{MAX} : 1$ allocation ratio, as a proportion of sample size for a trial using 1 : 1 ratio (actual reduction in brackets). (*) indicates that total sample size $N$ was increased by $> 3\%$. 
Example: Simplified STAMPEDE trial

The MRC’s STAMPEDE trial is a five-stage, six-arm clinical trial investigating the efficacy of three drugs across five active treatment arms for the treatment of prostate cancer \[4\]. Multi-stage trials and survival outcomes have not been considered in this study, so we consider a highly simplified version of the STAMPEDE trial as an example: Consider a single-stage clinical trial with one control arm and five active treatment arms. The active treatments for three arms are new drugs \(X, Y\) and \(Z\) respectively, while the active treatments for the remaining two arms are combination treatments, \(X + Y\) and \(X + Z\). The required type I error is \(\alpha = 0.013\) and power is \(1 - \beta = 0.85\), as for the STAMPEDE trial. For simplicity, \(\delta\) and \(\delta_0\) remain 0.5 and 0.125 respectively, while \(\sigma\) is increased to 1.5 to more closely reflect the large number of patients (3,100) estimated to be required for the STAMPEDE trial. Suppose that drugs \(Y\) and \(Z\) are particularly toxic or expensive, and so it is of interest to minimise the number of patients receiving these drugs without loss of type I error, power, or greatly increasing total sample size. The effect of choosing allocation ratios 1 : 1, 2 : 1 and \(R_{MAX} : 1\) are shown in Table 3.6. Note that the actual STAMPEDE trial uses a 2 : 1 allocation ratio.

| Allocation ratio | Reduction per active treatment | Total reduction in patients receiving drugs \(Y\) or \(Z\) |
|------------------|--------------------------------|---------------------------------------------------|
| \(R_{MAX}(4.9) : 1\) | 97 (0.63) | 4 \times 97 = 388 (0.63) |
| 2 : 1            | 61 (0.77) | 4 \times 61 = 244 (0.77) |
| 1 : 1            | 260 | – |
| \(R_{MAX} : 1\)  | 163 | 97 (0.63) |
| \(N\)            | 1560 | 1393 |
| \(n\)            | 260 | 199 |

Table 3.6: Example: Sample size reduction for each active treatment and combined reduction for treatment arms involving drugs \(Y\) or \(Z\), compared to a trial using 1 : 1 ratio (proportion in brackets).

In the example, as in Table 3.5, there is a considerable reduction in the sample size \(n\) for each active treatment, for both 2 : 1 and \(R_{MAX} : 1\) – 97 per arm for the \(R_{MAX}\) case, a reduction of almost 40%. As four of the five active treatment arms involve the toxic (or expensive) drugs \(Y\) and \(Z\), the total reduction in the number of patients being administered drugs \(Y\) or \(Z\) is 4 \times 97 = 388.

3.2 Two-stage design

Figures 3.4 and 3.5 show how total sample size changes with allocation ratio for the two-stage, “select only” case. The relationship appears to be linear, with to-
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total sample size increasing with allocation ratio. Similarly to the one-stage design (Figures 3.1 and 3.2), the plots are jagged due to rounding by the function to ensure that the sample sizes remain integers. In almost all cases examined, the optimal allocation was 1. When this was not the case, the optimal allocation was 1.1, and resulted in a total sample size reduction of just 1%. Increasing the allocation ratio can cause sharp increases in total sample size. For example, for default arguments $\alpha = 0.05$, power $= 0.9$, $\sigma = 1$, $\delta = 0.5$ and $\delta_0 = 0.125$, using a 2 : 1 ratio results in a 28% increase in total sample size, for $K = 2$. Thus, there is little to be gained by varying allocation ratio in a trial using such a design.
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Figure 3.2: Change in total sample size for power = 0.8, 0.9 and $K = 2, 3, 4, 5$, with fixed arguments $\alpha = 0.05, \sigma = 1, \delta = 0.5$, and $\delta_0 = 0.125$
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Figure 3.3: Example: STAMPEDE trial (simplified).
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Figure 3.4: Two-stage design: Change in total sample size for $\alpha = 0.025, 0.05, 0.1, 0.2$ and $K = 2, 3, 4, 5$, with fixed arguments power $= 0.9, \sigma = 1, \delta = 0.5$, and $\delta_0 = 0.125$
Figure 3.5: Two-stage design: Change in total sample size for power = 0.8, 0.9 and $K = 2, 3, 4, 5$, with fixed arguments $\alpha = 0.05, \sigma = 1, \delta = 0.5$, and $\delta_0 = 0.125$.
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Discussion

For both the one- and two-stage designs presented, I have shown how the smallest total sample size changes as allocation ratio is varied. In the one-stage design, it was expected that the optimal allocation ratio $R_{OP}$ - that which minimises tss - would be $\sqrt{K} : 1$, as suggested by Dunnett [7]. It was also expected that choosing $R_{OP} : 1$ would result in a considerable reduction in total sample size compared to using a 1 : 1 ratio, with the benefit increasing as the number of active treatments $K$ increased (as $\sqrt{K}$ moves further from 1 as $K$ increases). In reality, the optimal allocation is not strictly $\sqrt{K} : 1$, as this value was derived using a simplification of the design (see Methods), and the true design is more complex, making the optimal allocation ratio dependent on more than simply the number of active treatments. The benefit of choosing $R_{OP}$ did increase as the number of active treatments increased and as the type I error requirement was made more strict. Further, the reductions possible are generally small, only becoming $> 5\%$ under specific conditions - to wit, $K \geq 4$ and $\alpha \leq 0.05$. Even when these conditions are met, it was found that reductions of a similar magnitude by simply using an AR of 2 : 1. Choosing this allocation ratio also avoids any additional complexity which may arise from using non-integer ARs. Also, while it may be possible to find an explicit analytic solution for the optimal allocation ratio using equations (2.2) and (2.4), it seems likely that finding such a solution would be convoluted and, given these findings, of little interest. Therefore, if one wishes to reduce total sample size for a one-stage multi-arm clinical trial, it seems wise to consider using a 2 : 1 allocation ratio, and only in the case that the above conditions are met.

For the one-stage design, it was noted from Figures 3.1 and 3.2 that allocation ratio could be increased, often doubled or more, without increasing in total sample size by more than 3% compared to that for a 1 : 1 ratio. Increasing allocation ratio
without increasing tss causes the number of patients on each active treatment to decrease. As when considering reductions in tss, the benefit of choosing an increased AR is increased both as the number of active treatments is increased and as the type I error requirement is made more strict. Indeed, in the example used, where \( K = 5 \) and \( \alpha = 0.013 \), the decrease in sample size on each active treatment arm was almost 40\% compared to using a 1 : 1 ratio. This may be of use when designing a clinical trial for which there are a number of active treatments which are particularly toxic, expensive, or for some other reason it is desired to decrease the number of patients receiving such treatments. Peto [13] and Pocock [14] both advocated the use of unequal allocation ratios for reasons of ethics or finance, though they have done so with a view to decreasing the number of patients receiving the control treatment - that is, using an AR of \( R : 1 \) where \( R < 1 \). Given more time, this notion would have been explored, and the results made clear. Purely from observation of Figures 3.1 and 3.2 it seems that it would be possible to choose \( R < 1 \) without major increases in tss compared to using a 1 : 1 ratio - particularly when the number of active treatments is low and the type I error requirement is less strict.
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