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Abstract

In this paper, we study the performance of non-orthogonal multiple access (NOMA) schemes in wireless powered communication networks (WPCN) focusing on the system energy efficiency (EE). We consider multiple energy harvesting user equipments (UEs) that operate based on harvest-then-transmit protocol. The uplink information transfer is carried out by using power-domain multiplexing, and the receiver decodes each UE’s data in such a way that the UE with the best channel gain is decoded without interference. In order to determine optimal resource allocation strategies, we formulate optimization problems considering two models, namely half-duplex and asynchronous transmission, based on how downlink and uplink operations are coordinated. In both cases, we have concave-linear fractional problems, and hence Dinkelbach’s method can be applied to obtain the globally optimal solutions. Thus, we first derive analytical expressions for the harvesting interval, and then we provide an algorithm to describe the complete procedure. Furthermore, we incorporate delay-limited sources and investigate the impact of statistical queuing constraints on the energy-efficient allocation of operating intervals. We formulate an optimization problem that maximizes the system effective-EE while UEs are applying NOMA scheme for uplink information transfer. Since the problem satisfies pseudo-concavity, we provide an iterative algorithm using bisection method to determine the unique solution. In the numerical results, we observe that broadcasting at higher power level is more energy efficient for WPCN with uplink NOMA. Additionally, exponential decay QoS parameter has considerable impact on the optimal solution, and in the presence of strict constraints, more time is allocated for downlink interval under half-duplex operation with uplink TDMA mode.
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I. INTRODUCTION

Wireless power transfer (WPT) is considered as a promising solution to remotely energize low-power consuming devices that might be equipped with limited-size rechargeable batteries or do not have any embedded power source at all. Additionally, WPT is more convenient to perform when wired connections are not feasible or regular battery replacement is not easily accessible, e.g., for sensors implanted in human body. In principle, WPT is carried out using electromagnetic waves or radio signals, and hence the performance depends on the wireless link characteristics and receiving circuitry design. In recent years, numerous studies in the literature have provided concrete theoretical frameworks and promising numerical results on wireless power transfer and energy harvesting (see e.g., [1] - [3] and references therein).

As mentioned above, one advantage of WPT is to support wireless-powered communications. Each node, in these type of networks, harvests energy from either a dedicated wireless power source or ambient RF signals, and then transfers information uplink to the receiving node. Indeed, incorporating wireless-power transfer to support information transmission has a direct impact on optimal parameter values and resource allocation strategies. Hence, it is necessary to determine the optimal policies and analyze the corresponding performance characteristics [4].

Several studies in the literature investigated the feasibility and design of the transmission protocol, design of the receiving rectifier circuit, and downlink and uplink operation strategies of wireless-powered communication networks. The authors in [5] proposed harvest-then-transmit protocol in which an access point (AP) broadcasts wireless power to multiple users that aim to transfer information through uplink channels. In this work, the authors illustrated doubly near-far problem, i.e., sum-rate capacity maximization benefited nearby users and optimal solution encouraged to allocate more time to these users. A similar protocol was employed in [6] to operate remote devices introducing average symbol error rate as a constraint while formulating an optimization problem to determine the optimal time allocation that maximizes the throughput. Further related works were presented in [7] and [8] considering multiple users that are equipped with multiple antennas, but downlink energy broadcast and uplink information transfer operations are carried out over orthogonal time intervals. Meanwhile, deploying multiple antennas at the AP or base station (BS) provides the opportunity to carry out these operations in full-duplex mode. In [9], the authors
considered hybrid-AP that consists of two antennas to support simultaneous wireless power transfer and uplink information decoding, and incorporate the effect of self-interference as well. Each user transmitted data following the TDMA scheme, and harvested energy as long as it was not scheduled for transmission and any extra energy at the end of each block duration was stored for the next operation cycle. Similar work was presented in [10] assuming that each user harvested energy only before it started data transmission and the harvested energy was fully utilized in each frame interval. Meanwhile, impact of statistical queuing constraints, parameterized by the quality of service (QoS) exponent, on the optimal harvesting interval for wireless information and power transfer was investigated in [11] where we considered half-duplex downlink-uplink operation coordination, and formulated a convex optimization problem. However, due to the difficulty in obtaining closed-form expressions, we designed an algorithm to determine the optimal solution.

All these and related studies provide detailed analysis and interesting results considering either time/frequency-division multiplexed transmission schemes, or in general orthogonal multiple access. However, non-orthogonal multiple access (NOMA) has recently attracted much interest from both academia and industry as one of the prominent solutions for future 5G wireless networks as it enhances spectral efficiency. As discussed in the literature, NOMA is categorized into power-domain and code-domain NOMA based on how users’ data multiplexing is achieved [12], and it can be applied to both downlink and uplink operations. In principle, power-domain NOMA utilizes superposition coding (SC) at the transmitter and successive interference cancellation (SIC) at the receiver, and this allows multiple users to transmit information on the same sub-carrier channel simultaneously. The decoding order for SIC depends on the channel characteristics of the wireless link between each transmitter-receiver pair, i.e., the main idea is that information transmitted to the receiver with the strongest wireless link is decoded without interference. In [13], the authors provided the basics of power-domain NOMA scheme and discussed possible solutions to address the challenges that could be experienced while applying this technique. Similarly, the authors in [14] focused on power-domain NOMA with downlink operation, i.e., SC at the transmitter and SIC at the receivers. Another related work was presented in [15] considering both power and channel allocation in a downlink cellular system. Meanwhile, the authors in [16] introduced and explicitly formulated the concept of power division multiple access (PDMA), and they proposed orthogonal PDMA protocol based on bit-orthogonality principle. In
addition, they compared the energy efficiency of the proposed approach with conventional time/frequency division multiple access techniques. In fact, most of the above mentioned studies analyzed the throughput to characterize and compare the performances obtained using different approaches. However, in the presence of limited power resources, efficient utilization of the available energy to transfer each bit of information is also necessary. Hence, several studies in the literature considered energy efficiency as a compelling performance metric to design optimal resource allocation strategies for future wireless networks [17]. More specifically, the authors in [18] considered heterogeneous radio access networks, and characterized the system energy efficiency in a setting in which the cloud center transferred information downlink to different types of base stations using NOMA scheme. In this work, it is argued that system energy efficiency under NOMA depends on the number of base stations in each type, and a heuristic algorithm is proposed to sequentially determine the optimal number of base stations for each type. Energy efficient resource allocation for downlink NOMA system were also presented in [19] and [22]. The authors in [20] proposed a low-complexity suboptimal algorithm for sub-channel assignment and power allocation, whereas the authors in [22] took into account minimum required data rate for each user. A related work was presented in [21] considering fading MIMO channels. Additional references on the NOMA scheme can be found in the literature e.g., in [26] and [27].

Meanwhile, several studies have addressed the issue in regard to WPCN. In [23], uplink NOMA is introduced for wireless powered communications where uplink and downlink operations are carried out over non-overlapping intervals, and the authors formulated optimization problems which maximize the throughput. The authors in [25] studied the joint design of time allocation, downlink energy beamforming and receiver beamforming in wireless powered communication networks employing uplink NOMA. In this work, the formulated optimization problem focused on obtaining a solution that maximizes the sum rate capacity, but because of the non-convexity of the problem, an iterative algorithm was proposed. Similarly, joint optimization of base station transmit power and operating intervals for uplink NOMA in WPCNs was considered in [24]. Yet, despite these works, the impact of NOMA on the system energy efficiency (EE) in the presence of wireless-powered users has not been investigated, to the best of our knowledge. Hence, with this motivation, we study the energy-efficient time allocation strategies for WPCN with uplink power-domain NOMA. More specifically, we consider two scenarios, namely half duplex and asynchronous
transmission, based on the coordination of uplink and downlink operations, and we compare the performance gains achieved by these approaches with the conventional TDMA scheme.

The main contributions of this paper are summarized as follows:

- Energy-efficient resource allocation strategies are investigated for wireless information and power transfer considering two types of uplink-downlink coordination scenarios, namely half-duplex and asynchronous transmission.
- In both cases, we formulate optimization problems focusing on the system energy efficiency while user equipments (UEs) are allowed to transmit information-bearing signals simultaneously on the same frequency band based on non-orthogonal multiple access scheme.
- We show that the optimization problems satisfy pseudo-concavity, and subsequently derive the necessary optimality conditions for each scenario. Due to the difficulty in obtaining analytical expressions for the optimal solution, we provide iterative algorithms using the Dinkelbach’s method.
- Using numerical results, we compare the performance gains obtained by using NOMA schemes with the conventional approaches, i.e., TDMA and OFDMA in wireless powered communication networks. For instance, we observe that downlink transmission at higher power levels improves the energy efficiency, and decoding orders can establish fairness among the users.
- Furthermore, we consider delay-limited data sources, and address the impact of statistical queuing constraints on energy-efficient time allocation policies. In this case, we define and derive the system effective energy efficiency with downlink power transfer and uplink NOMA.
- We formulate optimization problems that maximize the system effective energy efficiency in the presence of constraints on buffer violation probabilities at UEs. We prove the presence of unique allocation of the optimal operating intervals, and propose an algorithm based on the bisection method.

The rest of this paper is organized as follows. The system model and preliminaries are discussed in Section II. An optimization problem that maximizes the system energy efficiency for half duplex operation is formulated, and an iterative algorithm is derived in Section III. In this section, optimal time allocation strategies for asynchronous scheme are also analyzed. In Section IV, delay-sensitive sources are considered and the impact of QoS constraints is studied. Finally, numerical results are provided and conclusions are
drawn in Sections V and Section VI, respectively.

II. SYSTEM MODEL AND PRELIMINARIES

A. System Model

In this paper, we consider multiple energy harvesting nodes as shown in Fig. 1, which operate based on the harvest-then-transmit protocol. The wireless power transmitter (WPT) has an embedded power source, and it broadcasts a deterministic signal, denoted by $W_a$ with power $P_a = |W_a|^2$, over the downlink channel to power the nearby UEs. We employ similar assumptions as in [5] and [10] that the $i^{th}$ user where $i \in \mathcal{S} = \{1, 2, \cdots, N\}$ fully utilizes the harvested energy to support data transmission and circuit power consumption in one cycle. Without loss of generality, we use a normalized unit for each cycle, i.e., $T = 1$.

In regard to the harvest-then-transmit protocol, UEs first harvest energy from the dedicated source (i.e., WPT), and then transmit data uplink to the access point (AP) employing the NOMA scheme $^1$. More explicitly, we consider two scenarios, namely half-duplex operation and asynchronous transmission, based on how downlink and uplink operations are coordinated.

1) Half-duplex operation: Here, the downlink and uplink operations are carried out over non-overlapping time intervals, i.e., all the UEs harvest energy while WPT transfers power through the downlink wireless channel over a duration $\tau_0$, and then they simultaneously transmit information-bearing signals to the AP

$^1$Although the WPT and AP are depicted as separate nodes in Fig. 1 they can also be co-located or be the same node.
for the rest of the period, i.e., $1 - \tau_0$, as shown in Fig. 2a. In such a case, the harvested energy at user $i \in S$ in one cycle can be expressed as

$$E_i^{hd} = \tau_0 |g_i|^2 P_a \quad \text{(Joules)}$$

(1)

where $\tau_0$ is the downlink energy harvesting interval which is allocated to all the users, and $g_i$ denotes the fading coefficient between the $i^{th}$ user and WPT, and hence $|g_i|^2$ is the channel power gain. We assume that the WPT-user links and user-AP links all experience frequency-flat fading, and uplink as well as downlink fading coefficients stay fixed in each frame duration. Thus, the received signal at the AP is expressed as

$$Y = \sum_{i=1}^{N} h_i X_i + N_{ap}$$

(2)

where $h_i$ is fading coefficient capturing the effect of path loss as well as small scale fading for the wireless link between user $i$ and AP, and $N_{ap} \sim C\mathcal{N}(0,1)$ is the circularly symmetric, complex Gaussian noise at the AP with unit variance. In addition, $X_i$ for $i \in S$ denotes the uplink signal from UE $i$ transmitted with power $P_i$ based on power domain NOMA scheme such that $P_i > P_j$ for $|h_i| < |h_j|$. Moreover, the AP decodes the information sent from the users in the reverse order of improving channel qualities, i.e., signal from the UE with the best channel condition is decoded last without any interference from the signals transmitted by other UEs, while the signal from UE with the worst channel is decoded first in the presence of interference from all other users.

Note that the formula for the harvested energy generally includes an energy harvesting efficiency factor, which we assume, without any loss of generality, to be equal to one.
If, without loss of generality, we assume that $|h_1| < |h_2| < \ldots < |h_N|$, then the achievable instantaneous information transfer rate of user $i$ over an uplink operation interval of $1 - \tau_0$ is given as

$$R_i = (1 - \tau_0) \log_2 \left( 1 + \frac{\gamma_i}{1 + \sum_{k=i+1}^{N} \gamma_k} \right) \text{bps/Hz}$$

(3)

where $\gamma_i = |h_i|^2 P_i$ is the received SNR from user $i$. Therefore, after some mathematical manipulation, the throughput or sum-rate capacity for the half-duplex scenario becomes

$$R_{\text{sum}} = \sum_{i=1}^{N} R_i = (1 - \tau_0) \log_2 \left( 1 + \sum_{i=1}^{N} \gamma_i \right) \text{bps/Hz}.$$  

(4)

2) Asynchronous transmission: In this scenario, UEs start harvesting energy at the same time, but as the name implies, they begin transmitting data signals to the AP at different time instants, as depicted in Fig. 2b. The advantage of this approach is that it provides an opportunity for some UEs to harvest more energy while others are scheduled for uplink information transfer. More specifically, the user with the best channel condition will be active first to send information-bearing signals to the AP. This is because the NOMA scheme encourages this UE to transmit at a lower power level, and this can be achieved if the UE harvest energy over a shorter time interval and then use the rest of the duration to transfer information uplink. Without loss of generality, we assume that UEs are ordered according to their uplink transmission starting sequence, i.e., UE 1 begins sending data first, then user 2 and so on. Hence, the harvested energy at the $i^{th}$ UE is given as follows:

$$E_{\text{at}}^{\text{ul}} = \left( \tau_0 + \sum_{j=1}^{i-1} \tau_j \right) |g_i|^2 P_a \text{ (Joules)}$$

(5)

where $\tau_i$ is the time interval between the uplink starting points of $i^{th}$ and $(i + 1)^{th}$ UEs such that

$$\sum_{i=1}^{N} \tau_i \leq 1 - \tau_0.$$  

(6)

If we assume that there are $N$ UEs, then the uplink operation time is divided into $N$ intervals, i.e., $\tau_1, \tau_2, \ldots, \tau_N$, and in fact, these time slots do not necessarily have the same duration unless all UEs experience the same channel condition. During each interval, except $\tau_1$ in which only UE 1 is active
for information transfer, multiple UEs send information-bearing signals to the AP, and hence the receiver applies successive interference cancellation to decode each UE’s information. Thus, each UE’s transmit power level depends on not only the amount of harvested energy but also the information decoding order applied at the AP. As noted above, we consider power domain NOMA scheme which encourages the UE with the best channel condition to transmit at the lowest power level as well as to be decoded without interference. Indeed, in the asynchronous operation protocol, the number of transmitting UEs increases as more time elapses. Let us denote $C_{|UE\tau_i|}$ as the total number of UEs sending information uplink during the interval $\tau_i$, and assuming $|h_1| \neq |h_2| \neq \ldots \neq |h_N|$, we have $C_{|UE\tau_i|} = i$. Thus, during $\tau_1$ UE 1 transmits to AP, and obviously its information is decoded without any interference. Intuitively, to comply with the NOMA scheme, the UE with the best channel condition is active first for information transfer. During $\tau_2$, UE 2, which is assumed to experience the second best channel gain, starts sending signals uplink to the AP. Hence, in this interval, we have two UEs, i.e., UE 1 and UE 2, that are actively sending information-bearing signals to the AP, and this triggers the application of successive interference cancellation to decode the information content of UE 1 and UE 2 from the received signal. The decoding order, according to the power-domain NOMA scheme, becomes in such a way that the UE with the best channel condition gets the priority to be decoded without an interference from the signal transmitted by the other UE, i.e., UE 2 is decoded first and then UE 1. In general, during the $i^{th}$ uplink operation interval, multiple UEs send information-bearing signals to the receiver, and the received signal at AP during interval $\tau_i$ is expressed as

$$Y_i = \sum_{k=1}^{i} h_k X_k + N_{ap}. \quad (7)$$

As noted above, the receiver successively decodes each user information in the reverse order of their channel qualities. If we assume that $|h_1| \geq |h_2| \geq \ldots \geq |h_i|$, without loss of generality, then UE $i$ will be decoded first during the interval $\tau_i$ whereas UE 1 will be the last. As a result, the achievable information rate of UE $j \in \{1, 2, \ldots, i\}$ over this interval is given as

$$R_j = \tau_i \log_2 \left( 1 + \frac{\gamma_j}{1 + \sum_{k=1}^{j-1} \gamma_k} \right) \text{ bps/Hz} \quad (8)$$

where $|h_j| < |h_k|$ for $k = 1, 2, \ldots, j - 1$. Note that following each incremental operating interval,
One or more UEs join the uplink operation, and hence the information decoding order at the receiving end is modified accordingly. The total throughput becomes the sum of the sum-rate capacity of the system over each interval until the end of \( \tau_N \). After some mathematical manipulations, we have

\[
R_{\text{sum}} = \sum_{i=1}^{k} \tau_i \log_2 \left( 1 + \sum_{j=1}^{i} \gamma_j \right). \tag{9}
\]

### B. Energy Efficiency

In wireless communication systems, user energy efficiency (EE) can be quantitatively measured by the bits of information reliably transferred to a receiver per unit consumed energy at the transmitter. In the presence of multiple users, it is also relevant and meaningful to consider system EE. Additionally, this enables the allocation of the resources in such a way that the overall energy usage becomes more efficient. With this motivation, we consider system energy efficiency which is defined as

\[
\eta = \frac{\text{Throughput}}{\text{Total consumed energy}} \quad \text{(bits/Joule).} \tag{10}
\]

The sum-rate capacity is maximized when each source transmits at its peak power level. However, this might not be the optimal strategy when energy efficiency is considered.

In practice, energy is consumed to power up data processing circuitry and send the signal to the target destination. Let \( P_{\text{cd}} \) denote the circuit power consumption at WPT during downlink operation, and assume that it is independent of the transmitted power level for \( P_a > 0 \). However, if no wireless power is transferred, there is no consumption, i.e., \( P_a = 0 \) and \( P_{\text{cd}} = 0 \). Hence, the total energy consumption during the entire downlink-uplink operation of a given cycle becomes

\[
E_{\text{tot}} = \begin{cases} 
\tau_0 P_{\text{DT}} + (1 - \tau_0) P_{\text{cu}} & \text{Half-duplex} \\
(\tau_0 + \sum_{i=1}^{N-1} \tau_i) P_{\text{DT}} + P_{\text{cu}} \sum_{i=1}^{N} \tau_i & \text{Asynchronous}
\end{cases} \tag{11}
\]

where \( P_{\text{DT}} = P_{\text{cd}} + P_a \), and \( P_{\text{cu}} \) is the power consumption at the receiver for decoding information during uplink operation.
C. Delay-Sensitive Sources and Effective Capacity

In this subsection, we address how to determine the throughput if data to be sent from the UEs are delay-sensitive. In particular, we introduce effective capacity as the throughput metric in the presence of statistical queueing constraints. We assume that, while harvesting energy, each user stores received data packets generated by a delay-sensitive source that requires certain statistical QoS guarantees described by the QoS exponent $\theta$. More specifically, the tail distribution of the buffer length is required to have an exponential decay with rate controlled by the exponent $\theta$, and hence the buffer violation or overflow probability is described as

$$\Pr\{Q_i \geq Q_{\text{max}}\} \approx e^{-\theta_i Q_{\text{max}}}$$  \hspace{1cm} (12)$$

where $Q_i$ denotes the stationary queue length in the $i^{th}$ user buffer, and $Q_{\text{max}}$ is the buffer overflow threshold. This buffer constraint limits the arrival rates that can be supported by the wireless link.

Instantaneous channel capacity provides the maximum achievable data rate at which information can be transmitted through the wireless medium. However, arrival rates at which data packets are received from the source are further limited by the buffering requirements such as the statistical queuing constraints described in (12). Let $r_i[n]$ and $R_i[n]$ denote $i^{th}$ user random arrival rate and instantaneous transmission (or equivalently service) rate, respectively, in the $n^{th}$ time slot. The corresponding asymptotic logarithmic moment generating functions (LMGF) $\Lambda_A$ and $\Lambda_C$ of the arrival and service processes, are given as follows [28]:

$$\Lambda_A = \lim_{t \to \infty} \frac{\log \left( \mathbb{E}\left\{ e^{\theta \sum_{n=1}^{t} r_i[n]} \right\} \right)}{t}$$

$$\Lambda_C = \lim_{t \to \infty} \frac{\log \left( \mathbb{E}\left\{ e^{\theta \sum_{n=1}^{t} R_i[n]} \right\} \right)}{t}.$$  \hspace{1cm} (13)

Having the buffer overflow probability to decay exponentially with rate $\theta$ as in (12) requires [28]

$$\Lambda_A(\theta) + \Lambda_C(-\theta) = 0.$$  \hspace{1cm} (14)

In this paper, we consider constant data arrival rates, i.e., we assume $r_i[n] = r$ $\forall n$, which leads to $\Lambda_A = \theta r$. Now, by solving (14), we obtain the maximum constant arrival rate, also termed as effective capacity, for
a given certain QoS exponent $\theta$ as follows [29]:

$$C_i^e(\theta_i) = -\lim_{t \to \infty} \frac{1}{t\theta_i} \log \left( \mathbb{E} \left\{ e^{-\theta_i \sum_{n=1}^{t} R_i[n]} \right\} \right).$$  \hspace{1cm} (15)$$

Assuming block fading with block duration $T$, this can be further simplified as

$$C_i^e(\theta_i) = -\frac{1}{T\theta_i} \log \left( \mathbb{E} \left\{ e^{-\theta_i T R_i[n]} \right\} \right).$$  \hspace{1cm} (16)$$

As the buffer constraint is relaxed, effective capacity approaches ergodic capacity, i.e., $\lim_{\theta_i \to 0} C_i^e = \mathbb{E}\{R_i\}$, whereas for increasingly strict constraints i.e., as $\theta_i \to \infty$, effective capacity converges to the delay-limited capacity with zero outage.

### III. Energy-efficient Time Allocation Strategies

In this section, we analyze time allocation strategies for energy harvesting and data transmission phases, considering both half-duplex and asynchronous operations. No delay or buffer constraints are imposed initially. Delay-sensitive sources and statistical QoS constraints are introduced into the analysis in Section IV.

#### A. Optimal harvesting interval with half-duplex operation

Assuming that the harvesting interval depends on the fading state realizations, the uplink transmitted signal power level from the $i^{th}$ user becomes

$$P_i = \xi_i |g_i|^2 P_a \frac{\tau_0}{1 - \tau_0}.$$  \hspace{1cm} (17)$$

Note that $\xi_i$ denotes the fraction of harvested energy utilized for data transmission while the rest, i.e., the fraction of $1 - \xi_i$, is consumed by the circuit to carry out the process. Then, substituting (17) into (3) and simplifying the expression, we get

$$R_i(\tau_0) = (1 - \tau_0) \log_2 \left( 1 + \frac{\alpha_i \tau_0}{1 - \tau_0 + \sum_{j=i+1}^{N} \alpha_j \tau_0} \right)$$  \hspace{1cm} (18)$$

where $\alpha_i = \xi_i |g_i|^2 |h_i|^2 P_a$. We first have the following characterization.
Lemma 1: The individual achievable rate of a wireless-powered UE operating in half-duplex mode with uplink NOMA strategy is concave in the harvesting interval $\tau_0$.

Proof: The expression given in (18) can be re-written as

$$R_i(\tau_0) = (1 - \tau_0) \log_2 \left( 1 + \frac{\alpha_i \tau_0}{1 + \omega_i \tau_0} \right)$$  \hfill (19)

where $\omega_i = -1 + \sum_{j=i+1}^{N} \alpha_j$. Hence, applying the second order derivative criteria to (19), we have

$$\frac{\partial^2 R_i(\tau_0)}{\partial \tau_0^2} = -\alpha_i \left[ \frac{\alpha_i ((2\omega_i + 1)\tau_0 + 1) + 2(\omega_i + 1)(\omega_i \tau_0 + 1)}{(\omega_i \tau_0 + \omega_i \tau_0 + 1)^2} \right]$$  \hfill (20)

Knowing $\omega_i \geq -1$ and $0 < \tau_0 < 1$, it is obvious that $(2\omega_i + 1)\tau_0 \leq 1$ if $\omega_i < 0$, otherwise $(2\omega_i + 1)\tau_0 > 1$. This guarantees $\frac{\partial^2 R_i(\tau_0)}{\partial \tau_0^2} < 0$ for any $\alpha_i \neq 0$, and hence $R_i$ is a concave function. This completes the proof.

Note that the total throughput, i.e., the sum of individual achievable data rates, is given by

$$R_{\text{sum}}(\tau_0) = \sum_{i=1}^{N} R_i(\tau_0) = (1 - \tau_0) \log_2 \left( 1 + \sum_{i=1}^{N} \alpha_i \frac{\tau_0}{1 - \tau_0} \right).$$  \hfill (21)

Therefore, the system energy efficiency (EE), which measures the numbers of bits of information reliably transmitted to the AP per consumed unit energy, is given as

$$\eta_{HD}(\tau_0) = \frac{\sum_{i=1}^{N} \alpha_i \frac{\tau_0}{1 - \tau_0}}{\tau_0(P_{cD} + P_a - P_{cU}) + P_{cU}}.$$  \hfill (22)

Note that each UE’s circuit power consumption is supported by the harvested energy, and hence it is not necessary to consider these explicitly while defining the total energy consumption of the system.

Proposition 1: The system EE of a wireless-powered communication network given in (22) is a pseudo-concave function of the harvesting interval $\tau_0$.

Proof: Since the system EE in (22) is a fractional function, it will satisfy pseudo-concavity according to Proposition 2.9 stated in [30] if the numerator is concave and denominator is convex. In this case, the
denominator is an affine function, and hence we only need to show that the throughput, i.e., the numerator, is concave with respect to \( \tau_0 \). Using the fact that concavity is preserved under summation and \( R_i(\tau_0) \) is a concave function of \( \tau_0 \) based on Lemma 1, we conclude that \( R_{\text{sum}} \), i.e., the throughput, is concave as well. This completes the proof.

Proposition 1 guarantees that there is a unique optimal time allocation strategy that maximizes the system EE such that the harvesting interval is within the feasible set. In order to obtain the optimal time allocation for downlink and uplink operations that maximizes the system energy efficiency, we formulate the following optimization problem:

\[
\begin{align*}
\text{(PR:1)} & \quad \max_{\tau_0} \eta_{HD}(\tau_0) \\
\text{subject to} \quad \tau_0(1 - \tau_0) \geq 0.
\end{align*}
\]

The constraint in (23b) dictates that the optimizing parameter \( \tau_0 \) is always within the feasible set, i.e., \( 0 \leq \tau_0 \leq 1 \). Since this constraint is convex, and the objective function is the ratio of a concave function over an affine function, it is obvious that (PR:1) is a concave-linear fractional programming (CLFP) problem. As noted in [30], Dinkelbach’s method can be used to solve concave-convex and concave-linear fractional programming problems, and we employ this method to identify the optimal solution. Thus, (PR:1) can be equivalently expressed as

\[
\begin{align*}
\min_{\lambda} & \quad \left\{ \max_{\tau_0} L(\tau_0, \lambda) \right\} \\
\text{subject to} & \quad (23b)
\end{align*}
\]

where

\[
L(\tau_0, \lambda) = (1 - \tau_0) \log_2 \left( 1 + \frac{\alpha_T}{1 - \tau_0} \right) - \lambda \left( \tau_0 P_\Delta + P_{cD} \right), \quad \alpha_T = \sum_{i=1}^{N} \alpha_i \quad \text{and} \quad P_\Delta = P_{cD} + P_a - P_{cU}.
\]

Since the achievable rate is concave function on downlink operating interval \( \tau_0 \) and the total energy consumption, \( \tau_0 P_\Delta + P_{cD} \), is linear, it is obvious that the Lagrangian \( L(\tau_0) \) is concave with respect to the harvesting interval \( \tau_0 \). We know that the constraint is convex, and hence, the inner optimization problem is a concave maximization or equivalently a convex minimization problem. In such a case, Karush-Kuhn-Tucker (KKT)
conditions, i.e.,

\[ \frac{\partial \mathcal{L}}{\partial \tau_0} \bigg|_{\tau_0 = \tau_0^*} = 0 \]  \hspace{1cm} (25a)

\[ \mu^* \left(1 - \tau_0^*\right) = 0, \quad \kappa^* \tau_0^* = 0, \]  \hspace{1cm} (25b)

are necessary and sufficient for the global optimality of the solution given the dual parameter \( \lambda \). From the characteristics of the EE curve, when \( \tau_0^* = 0 \) or \( \tau_0^* = 1 \), we have \( \eta_{HD}(\tau_0^*) = 0 \) for \( P_{cD} \neq 0 \). But, this cannot be the optimal value, which implies \( 0 < \tau_0^* < 1 \). As a result, \( \mu^* = 0 \) and \( \kappa^* = 0 \) in order to satisfy the complementary slackness conditions given in (25b). Taking these into account, and applying the first order optimality criteria given in (25a), we obtain

\[ \frac{\alpha_T}{1 - \tau_0 + \alpha_T \tau_0} - \ln \left(1 + \alpha_T \frac{\tau_0}{1 - \tau_0}\right) - \ln(2) \lambda P_\Delta = 0 \]  \hspace{1cm} (26)

which leads to

\[ z \ln(z) + \Omega z = \alpha' \]  \hspace{1cm} (27)

or equivalently

\[ e^{\ln(z)e^\Omega} \ln(ze^\Omega) = \alpha' e^\Omega \]  \hspace{1cm} (28)

where \( z = 1 + \alpha_T \frac{\tau_0}{1 - \tau_0} \), \( \Omega = \ln(2)\lambda P_\Delta - 1 \), and \( \alpha' = \alpha_T - 1 \). Mathematically, (28) has the form of \( Xe^X = Y \) whose solution is given by the Lambert function, i.e., \( X = \mathcal{W}(Y) \) for \( Y \geq -\frac{1}{e} \). Thus, the solution to (28) can be analytically expressed as

\[ z^* = e^{\mathcal{W}(\alpha' e^\Omega) - \Omega}. \]  \hspace{1cm} (29)

Based on the definition of \( z \) and substituting the expression given in (29), and using \( \alpha_T = \alpha' - 1 \), the solution for the optimal harvesting time can be expressed as

\[ \tau_0 = \frac{z - 1}{\alpha_T + z - 1} = \frac{e^{\mathcal{W}(\alpha' e^\Omega)} - e^\Omega}{\alpha' e^\Omega + e^{\mathcal{W}(\alpha' e^\Omega)}}. \]  \hspace{1cm} (30)
Applying the property $e^{W(x)} = \frac{x}{W(x)}$ to the above equation, and after several manipulations, we get

$$\tau_0^*(\lambda) = \frac{\alpha' - W(\alpha'e^{(\lambda P' - 1)})}{\alpha' [1 + W(\alpha'e^{(\lambda P' - 1)})]}$$

(31)

where $P' = \ln(2)P_\Delta$. The optimal harvesting time $\tau_0^*$ is a function of the parameter $\lambda$, and this parameter is iteratively updated until the optimal solution satisfies $\mathcal{R}_{sum}(\tau^*) - \lambda^*E_{tot}(\tau^*) = 0$. We provide the complete procedure below in Algorithm 1.

**Algorithm 1 EE maximization using Dinkelbach’s algorithm**

1. Given: $\epsilon$, $\lambda_0$
2. $n \leftarrow 0$
3. repeat
4. Determine $\tau_0^*$ using (31)
5. $F(\lambda_n, \tau_0^*) = \mathcal{R}_{sum}(\tau_0^*) - \lambda_nE_{tot}(\tau_0^*)$
6. $\lambda_{n+1} = \frac{\mathcal{R}_{sum}(\tau_0^*)}{E_{tot}(\tau_0^*)}$
7. $n \leftarrow n + 1$
8. until $|F(\lambda_n, \tau_0^*)| < \epsilon$
9. Set $\tau_0^* = \tau_n^*$.

**B. Energy-efficient intervals with asynchronous transmission**

1) Overlapping uplink operation: As noted above in Section II, asynchronous transmission is defined in such a way that UEs do not necessarily begin sending information-bearing signals to the AP at the same time in each downlink-uplink operation cycle. However, if a UE has started transmission, it stays active until the end of the cycle. Assuming that UEs are ordered according to their uplink starting point as mentioned earlier, the transmitted signal power level from UE $i$ is given as

$$P_i = \xi_i \frac{E_{at}^i}{\sum_{k=i}^N \tau_k}$$

$$= \xi_i |g_i|^2 P_a \left[ \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\sum_{k=i}^N \tau_k} \right]$$

(32)

where $E_{at}^i$ denotes the harvested energy by UE $i$ in the asynchronous scheme, and $\xi_i$ is the fraction of harvested energy utilized for data transmission while the rest, i.e., the fraction of $1 - \xi_i$, is consumed by the circuit to carry out the process.
Then, we substitute (32) into (8), and derive the expression for the sum-rate capacity (within the interval of duration $\tau_i$ in which $i$ users are transmitting) as a function of the operating intervals as

$$R_{\text{sum}}^i(\tau_0, \tau_N) = \tau_i \log_2 \left( 1 + \sum_{l=1}^{i} b_l \frac{\tau_0 + \sum_{j=1}^{l-1} \tau_j}{\sum_{k=1}^{N} \tau_k} \right)$$  \hspace{1cm} (33)

which leads to

$$R_{\text{sum}}^i(\tau_0, \tau_N) = \tau_i \log_2 \left( a_i + \sum_{l=1}^{i} b_l \frac{\sum_{k=1}^{N} \tau_k}{\sum_{k=l}^{2} \tau_k} \right)$$  \hspace{1cm} (34)

where $b_i = \xi_i |g_i|^2 |h_i|^2 P_a$, $a_i = 1 - \sum_{l=1}^{i} b_l$ and $\tau_N = [\tau_1, \tau_2, \cdots, \tau_N]$.

**Lemma 2:** The achievable sum-rate capacity for the two-user setting during the transmission interval of duration $\tau_i$ is jointly concave over the operating intervals $(\tau_0, \tau_1, \tau_2)$.

**Proof:** See Appendix A.

From Lemma 2, we conclude that the system throughput is a jointly concave function since concavity is preserved under summation. Note that the total sum-rate capacity is given as

$$R_{\text{tot}}(\tau_N) = \sum_{i=1}^{2} \tau_i \log_2 \left( a_i + \sum_{l=1}^{i} b_l \frac{\sum_{k=1}^{N} \tau_k}{\sum_{k=l}^{2} \tau_k} \right)$$  \hspace{1cm} (35)

Then, the system energy efficiency (EE) for asynchronous transmission scenario becomes

$$\eta_{\text{AT}}(\tau_0, \tau_1, \tau_2) = \frac{\tau_1 \log_2 \left( a_1 + \frac{b_1}{\tau_1 + \tau_2} \right) + \tau_2 \log_2 \left( a_2 + \frac{b_1}{\tau_1 + \tau_2} + \frac{b_2}{\tau_2} \right)}{P_{\text{DT}}(\tau_0 + \tau_1) + (\tau_1 P_{\text{CU}}^1 + \tau_2 P_{\text{CU}}^2)}$$  \hspace{1cm} (36)

where $P_{\text{CU}}^i$ denotes the total uplink circuit power consumption during the interval $\tau_i$.

Since the throughput is proved to be a concave function, and the total consumed power is an affine function of the operation intervals, the system EE given in (36) satisfies the criteria for pseudo-concavity based on Proposition 2.9 stated in [30]. Unlike the previous scenario where we had only one parameter to adjust, i.e., $\tau_0$, to achieve maximum energy efficiency, now there are 3 optimizing parameters, i.e., $\tau_0$, $\tau_1$, $\tau_2$, and hence obtaining the optimal time allocation strategy which maximizes the EE is a more challenging
task. Thus, we formulate the following optimization problem:

\[
\text{(PR:3A)} \quad \max_{\tau_0, \tau_2} \eta_{AT} \quad (37a)
\]

subject to

\[\sum_{i=1}^{2} \tau_i \leq 1 - \tau_0 \quad (37b)\]

\[\tau_i \geq 0, \quad i \in \{0, 1, 2\}. \quad (37c)\]

As noted above, the objective function in (37a) is pseudo-concave since the total achievable sum-rate capacity is jointly concave with respect to operating intervals \((\tau_0, \tau_1, \tau_2)\). In addition, the constraints (37b) and (37c), which define the feasible operating intervals, are convex. Thus, the optimization problem (PR:3) is also a concave-linear fractional programming problem, and hence it can be easily solved using Dinkelbach’s algorithm following a similar procedure as in the earlier scenario, but we skip the details for brevity.

2) Non-overlapping uplink operation: In this subsection, we consider a special scenario where energy harvesting by a user can still occur concurrently with the data transmission of other users, but the uplink data transmission among users follows time-division multiple access instead of allowing the activated user to use the channel until the end of the block duration. Hence, data transmissions by the users occur over non-overlapping time intervals. In such a case, the system energy efficiency expression for \(N\) users is given by

\[\eta_{AT}(\tau_0, \tau_N) = \sum_{i=1}^{N} \tau_i \log_2\left(1 + b_i \left(\frac{\sum_{k=0}^{i-1} \tau_k}{\tau_i}\right) P_{DT}(\tau_0 + \sum_{i=1}^{N-1} \tau_i) + P_{CU} \sum_{i=1}^{N} \tau_i\right) \quad (38)\]

where \(P_{CU}\) denotes the circuit power consumption of a UE assuming that each UE consumes the same amount. Therefore, the optimization problem is reformulated as follows:

\[
\text{(PR:3B)} \quad \max_{\tau_0, \tau_N} \eta_{AT} \quad (39a)
\]

subject to

\[\sum_{i=1}^{N} \tau_i \leq 1 - \tau_0 \quad (39b)\]

\[R_i(\tau_0, \tau_i) \geq R_{\text{min}}^i, \quad \forall i \in S \quad (39c)\]
where
\[ \mathcal{R}_i(\tau_0, \tau_i) = \tau_i \log_2 \left( 1 + b_i \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_i} \right) \] (40)
and \( \tau_i = [\tau_1, \cdots, \tau_i] \). The additional constraint given in (39c) is introduced in order to guarantee that each user’s rate is above a certain minimum level when non-overlapping time slots are being allocated to the users. From Lemma 2 in [10], we know that \( \mathcal{R}_i \) is a jointly concave function of downlink and uplink time intervals, i.e., \( \tau_0 \) and \( \tau_i \). Thus, the above optimization problem is still a concave-linear fractional programming problem, and (PR:3B) can be equivalently expressed as

\[
\begin{align*}
\min_{\lambda, \mu} & \left\{ \max_{\tau_0, \tau_i} G(\tau_0, \tau_i) \right\} \\
\text{subject to} & \quad (39b) \quad \text{and} \quad (39c)
\end{align*}
\] (41a)

where \( G(\tau_0, \tau_i) = \sum_{i=1}^{N} \tau_i \log_2 \left( 1 + b_i \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_i} \right) - \lambda \left( P_{DT} (\tau_0 + \sum_{i=1}^{N-1} \tau_i) + P_{CU} \sum_{i=1}^{N} \tau_i \right) \), and \( P_\Delta = P_{DT} - P_{CU} \).

Given \( \lambda \), the objective function for the inner maximization problem \( G(\tau_0) \) is a concave function while the constraints are convex, and hence Karush-Kuhn-Tucker (KKT) conditions, i.e.,

\[
\begin{align*}
\frac{\partial L}{\partial \tau_0} \bigg|_{\tau_0 = \tau_0^*} &= 0, \quad \frac{\partial L}{\partial \tau_i} \bigg|_{\tau_i = \tau_i^*} = 0 \\
\kappa_i^+ \left( \mathcal{R}_i(\tau_0, \tau_i) - R_{i \min} \right) &= 0, \quad \forall i \in S \\
\zeta^* \left( \sum_{i=0}^{N} \tau_i - 1 \right) &= 0,
\end{align*}
\] (42a)

(42b)

(42c)

are necessary and sufficient for global optimality where the Lagrangian is given as

\[ L = G(\tau_0, \tau_i) + \zeta \left( \sum_{i=0}^{N} \tau_i - 1 \right) + \sum_{i=1}^{N} \kappa_i \left( R_{i \min} - \mathcal{R}_i(\tau_0, \tau_i) \right). \] (43)

Applying the first order optimality criterion in (42a), we obtain the optimality conditions in (44) given at the top of this page. Taking the difference of (44a) and (44b), we have

\[
- \sum_{k=1}^{i} \frac{(1 - \kappa_k)b_k}{1 + b_k z_k} + (1 - k_i) \mathcal{Z}_i(z_i) + \lambda P_{CU} \ln(2) = 0
\] (45)
\[ \frac{\partial L}{\partial \tau_0} = \sum_{k=1}^{N} \frac{(1 - \kappa_k b_k)}{\ln(2) \left( 1 + b_k \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_k} \right)} - \lambda P_{DT} + \zeta = 0 \] (44a)

\[ \frac{\partial L}{\partial \tau_i} = \sum_{k>i}^{N} \frac{(1 - \kappa_k b_k)}{\ln(2) \left( 1 + b_k \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_k} \right)} - \sum_{j=1}^{i-1} b_j \frac{(1 - \kappa_i)}{1 + b_j z_j} - \frac{(1 - \kappa_i) b_i}{1 + b_i z_i} - \lambda(P_{DT} + P_{cu}) + \zeta = 0 \] (44b)

\[ \frac{\partial L}{\partial \tau_N} = (1 - \kappa_N) \log_2 \left( 1 + b_N \frac{\tau_0 + \sum_{j=1}^{N-1} \tau_j}{\tau_N} \right) - \sum_{k=1}^{N-1} \frac{b_k}{1 + b_k z_k} - \lambda P_{cu} + \zeta = 0 \] (44c)

which leads to

\[ Z_i(z_i) = \frac{b_i}{1 + b_i z_i} = \frac{\lambda P_{cu} \ln(2)}{1 - \kappa_i} + \sum_{j=1}^{i-1} \frac{b_j}{1 + b_j z_j} \] (46)

where \( Z_i(z_i) = \ln(1 + b_i z_i) - \frac{b_i z_i}{1 + b_i z_i} \) and \( z_k = \frac{\tau_0 + \sum_{j=1}^{k-1} \tau_j}{\tau_k} \). Similarly, from (44c), we have

\[ Z_N(z_N) = \frac{b_N}{1 + b_N z_N} = \frac{\lambda(P_{DT} + P_{cu}) \ln(2)}{1 - \kappa_N} + \sum_{k=1}^{N-1} \frac{b_k}{1 + b_k z_k}. \] (47)

Applying a similar approach as in \([10]\), the optimal time allocations are given as

\[ \tau_N^* = \frac{1}{1 + z_N} \] (48a)

\[ \tau_i^* = \frac{1 - \sum_{j=i+1}^{N} \tau_j^*}{1 + z_i}, \quad \text{for } i = 1, 2, \ldots, N - 1 \] (48b)

where

\[ z_i = \frac{1}{b_i} \left[ \frac{1}{\phi_i(t)} + \frac{\phi_i(t) + 1}{\ln(2) + \phi_i(t)} \right], \quad i \in \mathcal{S} \] (49)

with

\[ \phi_i = \frac{\lambda P_{cu} \ln(2)}{1 - \kappa_i} + \sum_{j=1}^{i-1} \frac{b_j}{1 + b_j z_j}, \quad i = 1, 2, \ldots, N - 1 \] (50a)

\[ \phi_N = \frac{\lambda (P_{DT} + P_{cu}) \ln(2)}{1 - \kappa_N} + \sum_{k=1}^{N-1} \frac{b_k}{1 + b_k z_k}. \] (50b)
Based on (47), we can see that, for instance, the $i^{th}$ uplink operating interval $\tau_i$ is dependent on the time intervals $\tau_N, \tau_{N-1}, \ldots, \tau_{i-1}$, and hence we should compute these intervals in order to determine $\tau_i$. This implies that the operating intervals need to be computed sequentially, i.e., first $\tau_N$, then $\tau_{N-1}$, and so on until $\tau_1$. However, in order to compute $\tau_i$, $z_i$ has to be known. It is obvious that the parameter $z_i$ needs to be computed sequentially, but according to (48) and (49), its order is different from $\tau_i$s, i.e., first $z_1$, second $z_2$, and so on until $z_N$. Since $z_i$ depends on the parameter $\phi_i$, which is explicitly defined in (49), we need to determine $\phi_1$ first and then substitute its solution in (48) to compute $z_1$. This procedure continues iteratively until we compute all the values of $z_i$s.

Hence, the optimal time interval, $\tau_0$, becomes $\tau_0^* = 1 - \sum_{i=1}^{N} \tau_i^*$. From the above expressions, we observe that the energy-efficient time allocation depends on the minimum data rate constraint. For instance, if this constraint is inactive for all UEs, then $\kappa_i = 0 \forall i$ due to complementary slackness conditions. However, if it is active for any UE, then the corresponding optimal solution will be changed in such a way that the constraint is satisfied while maximizing the system energy efficiency. Therefore, we first determine the best solution assuming all the rate constraints are satisfied with inequality, i.e., $\kappa_i = 0 \forall i \in S$ and then check if the optimal solution satisfies the rate constraint for each UE. For any constraint violation, the optimal time allocation policy will be updated taking into account all of the active constraints, and the detailed procedure is provided in Algorithm 2 on the next page.

IV. IMPACT OF STATISTICAL QoS CONSTRAINTS

In this section, we analyze the impact of QoS constraints on the optimal time allocation strategies that target the maximization of the system energy efficiency. Since effective capacity describes the maximum constant data arrival rates, i.e. characterizes the throughput in the presence of delay-limited data sources, we focus on the effective-EE to determine the number arriving bits that can be supported per one joule of consumed energy by the system in the presence of statistical queuing constraints.

Let us first address half-duplex operation. Since UEs harvest energy simultaneously and send information-bearing signals to the AP using NOMA, harvesting time becomes the only parameter to optimize for maximum performance. In the case in which each user harvests energy to support data transfer with half-duplex operation, the corresponding effective capacity expression of user $i$ given in (16) is modified by
Algorithm 2 Energy-efficient time allocation for non-overlapping scheme

1: Given: $\epsilon$
2: Define: $F(\tau_N) = \tau_i \log_2 \left(1 + b_i \frac{\tau_0 + \sum_{j=1}^{i-1} \tau_j}{\tau_i}\right)$
   
   $g(\tau_N) = p_c D(\tau_0 + \sum_{i=1}^{N-1} \tau_i) + p_c U \sum_{i=1}^{N} \tau_i$
3: $n \leftarrow 0$
4: Initialize $\lambda, \kappa_1 = \kappa_2 = \cdots = \kappa_N = 0$
5: repeat
6:   $r \leftarrow 0$
7:   repeat
8:     for $i = 1$ to $N$ do
9:       if $i \neq N$ then
10:          Determine $\phi_i$ using (50a)
11:       else
12:          Determine $\phi_N$ using (50b)
13:     end if
14:     Compute $z_i$ using (49)
15:   end for
16:   for $i = N$ to $1$ do
17:     if $i = N$ then
18:       Update $\tau_N$ using (48a)
19:     else
20:       Update $\tau_i$ using (48b)
21:     end if
22:   end for
23:   Update $\tau_0 = 1 - \sum_{i=1}^{N} \tau_i$
24:   $r \leftarrow r + 1$
25:   for $i = 1$ to $N$ do
26:     if $R_i - R_{i \min} < \epsilon$ then
27:       $\kappa_i \neq 0$
28:       Update $\kappa_i$ using gradient method
29:     end if
30:   end for
31:   until $R_i - R_{i \min} > \epsilon$
32: Determine $\Delta_n = F(\tau_N) - \lambda_n g(\tau_N)$
33: $\lambda_{n+1} = \frac{F(\tau_N)}{g(\tau_N)}$
34: $n \leftarrow n + 1$
35: until $|\Delta_n| < \epsilon$
36: Set $\tau_0^* = \tau_0$ and $\tau_i^* = \tau_i$. 
incorporating the additional parameter $\tau_0$, i.e., the harvesting interval, as follows:

$$C^e_i(\theta_i, \tau_0) = -\frac{1}{T \theta_i} \log \left( \mathbb{E} \left\{ e^{-(1-\tau_0)\theta_i \log_2 \left( 1 + \frac{\alpha_i \tau_0}{1 + \omega_i \tau_0} \right)} \right\} \right). \tag{51}$$

The sum effective capacity of users transmitting through a multiple access channel can be determined by summing up the individual effective capacities:

$$C^e(\theta, \tau_0) = \sum_{i=1}^{N} C^e_i(\theta_i, \tau_0) \tag{52}$$

where the vector of QoS exponents of different users is denoted as $\theta = [\theta_1, \theta_2, \cdots, \theta_N]$. Now, the optimization problem for maximizing the effective-EE with half-duplex operation is formulated as follows:

$$\text{(PR:4a)} \quad \max_{\tau_0} \quad -\sum_{i=1}^{N} \log \left( \mathbb{E} \left\{ e^{-(1-\tau_0)\theta_i \log_2 \left( 1 + \frac{\alpha_i \tau_0}{1 + \omega_i \tau_0} \right)} \right\} \right) \tag{53a}$$

subject to $\tau_0(1 - \tau_0) \leq 0 \tag{53b}$

Note that in (53), the objective function is the system effective energy efficiency while the constraint specifies the feasible range of the harvesting interval. Note further that effective-EE above is defined as a long-term averaged energy efficiency metric due to the presence of expectations.

**Lemma 3:** The effective-EE of energy-harvesting UEs with half-duplex protocol is pseudo-concave with respect to the harvesting interval $\tau_0$.

**Proof:** See Appendix B.

Based on Lemma 3, the objective function of (PR:4a) is pseudo-concave and hence the problem is a concave-linear fractional problem, and the optimization procedure described in Section II can easily be applied to obtain the optimal solution. Similarly, for the asynchronous transmission scenario, we have
(PR:4b) \[ \max_{\tau_0, \tau_N} \frac{\sum_{i=1}^{N} C_i^e(\theta_i, \tau_N)}{\mathbb{E}\{ P_{DT}(\tau_0 + \sum_{i=1}^{N-1} \tau_i) + P_{CU} \sum_{i=1}^{N} \tau_i \}} \] (54a)

subject to \[ \sum_{i=1}^{N} \tau_i \leq 1 - \tau_0 \] (54b)

where

\[ C_i^e(\theta_i, \tau_N) = -\frac{1}{T\theta_i} \log \left( \mathbb{E}\left\{ e^{-\Phi_i \log_2 \left( 1 + \frac{b_i p_i}{1 + \sum_{j=1}^{N} \eta_j p_j} \right)} \right\} \right) \] (55)

with \( \theta = [\theta_1, \theta_2, \cdots, \theta_N] \), \( \Phi_i = \tau_i \theta_i \) and \( p_i = \frac{\sum_{j=i}^{N-1} \tau_j}{\sum_{j=i}^{N-1} \tau_j} \). Again, similar algorithmic approaches as in Section II can be employed to solve (PR:4b).
Fig. 5: Performance gain of asynchronous transmission

Fig. 6: Impact of QoS parameter $\theta$ and circuit power consumption on the performance characteristics

V. NUMERICAL ANALYSIS

In this section, we provide numerical results considering two energy harvesting UEs communicating with an AP. We assume that the channel gain for the link between UE $i \in \{1, 2\}$ and the AP is exponentially distributed with mean $\beta_i$. In order to compare the performance gains, we consider three cases denoted by I, II and III. In the first case, we focus on energy efficient solutions that are obtained for both half-duplex and asynchronous transmissions using uplink NOMA, as discussed in this paper. In the second case, we determine the throughput maximizing time allocations for the same problems, and in the last case we apply energy-efficiency maximization for time-division multiple access (TDMA). Additionally, we consider two values, i.e., $P_{cU} = 5dB$ and $P_{cU} = 15dB$, for the uplink power consumption in order to capture its impact.
on the overall characteristics.

Fig. 3 illustrates the performance of WPCN operating in half duplex mode with uplink NOMA. According to Fig. 3a, we observe that broadcasting the downlink signal at a higher power level improves the system energy efficiency for case I. This is because, as $P_a$ increases, more energy can be harvested over a smaller time duration $\tau_0$ as shown in Fig. 3b and hence the UEs get an opportunity to transfer information over a longer time period which in turn benefits the energy efficiency. Meanwhile, comparing case I and case II as shown in Fig. 3a, we notice that allocating the harvesting interval with the goal to maximize the throughput hurts the system energy efficiency, and the degradation becomes more significant at higher values of the downlink transmit power level. Furthermore, comparing all the three cases, we observe that NOMA based uplink information transfer outperforms uplink TDMA. Intuitively, EE optimized system will be more energy-efficient than throughput optimizing systems, and hence it is expected that case I achieves better performance compared with case II. Meanwhile, for lower downlink transmit power, throughput maximizing time allocation strategy using uplink NOMA is more energy-efficient than the energy-efficiency maximizing policy for uplink TDMA as shown in Fig. 3a. One reason for this could be that the latter approach requires more time for downlink operation, and this means more energy consumption over the interval $\tau_0$. However, this is not necessarily the case for very high $P_a$ values. In regard to the achievable data rates, intuitively we expect throughput in case II to be higher than that in case I, and Fig. 3c demonstrates this fact, i.e., $R_i^{\text{Case II}} > R_i^{\text{Case I}} \forall P_a$ where $i \in \{1, 2\}$. As can be seen from the figure, the performance gain in terms of throughput is not significant at lower downlink transmit power levels, but this changes as $P_a$ increases. Furthermore, comparing the individual data rates of UE 1 and UE 2, the latter transmits data to the AP at higher rates in both cases. However, the gap between $R_1$ and $R_2$ is smaller in case I than in case II, and this reveals that energy-efficient strategy of NOMA scheme encourages fairness in data rates among UEs. It is also interesting to observe that the performance difference between uplink NOMA and uplink TDMA lies in the optimal time allocated to each UE to transmit data uplink to the receiver. As can be seen from Fig. 3b, energy-efficient downlink operating intervals for Case I and Case III are very close specially for higher $P_a$ values, and hence the way uplink interval is allocated determines the system performance.

Figs. 4 and 5 demonstrate the system performance and the corresponding optimal operating parameters
when the UEs operate in the asynchronous transmission mode. As can be seen in Fig. 4a, the system energy efficiency decreases with an increase in circuit power consumption at the receiving end, and this tradeoff characteristic depends on the wireless link power gain between each UE and the receiver. More specifically, when UEs have relatively favorable channel conditions, i.e., higher gains, each incremental circuit power hurts the EE significantly. This is because the energy efficient strategy dictates both users to harvest and to transmit synchronously, i.e., \( \tau_1 = 0 \) (as seen in the case with \( \beta_1 = 10 \) and \( \beta_2 = 2 \)). Besides, under this channel condition, we observe that \( \tau_2 > \tau_0 \) while \( \tau_1 = 0 \) and this implies more time is allocated to information transfer than energy harvesting. On the other hand, worse channel characteristics lead to \( \tau_1 \neq 0 \), and the reduction in the average energy efficiency decreases as AP circuit power consumption increases. In such a case, more time is allocated to energy harvesting, and this in turn reduces throughput and system energy efficiency. Intuitively, the impact of WPT circuit power depends on the downlink transmit power level and for higher values of \( P_a \), i.e., when \( P_a \gg P_{cD} \), the change in EE along with \( P_{cD} \) is expected to be small. Meanwhile, from Fig. 5, we observe that EE increases with downlink transmit power level (similarly as discussed earlier for the half-duplex operation) unless throughput maximization is the goal as in Case II. In addition, WPCN with uplink NOMA achieves better energy efficiency compared to case III in which TDMA is considered.

The impact of QoS parameter on the optimal time allocation strategy and the corresponding system energy efficiency is illustrated in Figs. 6a and 6b In general, stricter QoS constraint (i.e., higher value for the QoS exponent \( \theta \)) degrades the system energy efficiency as can be seen from Fig. 6a and higher circuit power consumption hurts the efficiency further as expected. In addition, we observe that uplink NOMA outperforms the TDMA approach regardless of the value of \( \theta \). However, the performance gain due to uplink NOMA diminishes with an increase in the aggregate circuit power consumption of UEs. In regard to the optimal time allocation strategy for TDMA, we observe that higher \( \theta \) forces to allocate more time for energy harvesting, i.e., leads to increased \( \tau_0 \), which in turn reduces the time for uplink information transfer.

VI. Conclusion

In this paper, we have considered energy efficiency as a performance metric, and we have investigated impact of uplink-NOMA on the overall performance of energy-harvesting communication networks. We
have taken into account half-duplex and asynchronous transmission downlink-uplink operation modes, and formulated optimization problems in both cases focusing on the maximization of the system energy efficiency. Since these are concave-linear fractional programming problems, Dinkelbach’s method can be directly applied. With this, we have obtained closed-form characterizations for the optimal time intervals and provided an algorithm to obtain the optimal solution for half duplex operation. Meanwhile, because of the difficulty in obtaining closed-form solutions for asynchronous transmission, we have analyzed the optimal solution using standard numerical tools. Finally, several insightful observations have been made through numerical results. According to the these results, we have seen that downlink transmit power improves the system energy efficiency. In addition, circuit power consumption hurts EE, but this depends on the channel characteristics. Time intervals for energy harvesting and data transmission display intricate dependence on system parameters and operational modes. Finally, we have noted that stricter delay constraints lead to degradation in energy efficiency.

APPENDIX

A. Proof of Lemma 2

For the case of two users, we have \( \tau_1 \) and \( \tau_2 \), and hence we show that the throughput in each interval is jointly concave with respect the operating intervals:

(i) During \( \tau_1 \): In this case, only UE 1 transmits information uplink to the access point, i.e.,

\[
R_{\text{sum}}^1 = \tau_1 \log_2 \left( a_1 + \frac{b_1}{\tau_1 + \tau_2} \right). \tag{56}
\]

Let \( F_i \) denote the Hessian matrix of \( R_{\text{sum}}^i \) with respect to \( \tau_1 \) and \( \tau_2 \). Then, applying the second-order derivatives, we get

\[
F_{11}^1 = \frac{\partial^2 R_{\text{sum}}^1}{\partial \tau_1^2} = -\frac{b_1(2a_1 \tau_2(\tau_2 + \tau_1)) + b_1(2\tau_2 + \tau_1)}{(\tau_1 + \tau_2)^2(a_1(\tau_1 + \tau_2) + b_1)^2}
\]

\[
F_{22}^2 = \frac{\partial^2 R_{\text{sum}}^1}{\partial \tau_2^2} = \frac{b_1 \tau_1(2a_1(\tau_2 + \tau_1)) + b_1}{(\tau_1 + \tau_2)^2(a_1(\tau_1 + \tau_2) + b_1)^2}
\]

\[
F_{12}^1 = \frac{\partial^2 R_{\text{sum}}^1}{\partial \tau_1 \partial \tau_2} = -\frac{b_1(\tau_2 - \tau_1)(\tau_2 + \tau_1) + b_1 \tau_2}{(\tau_1 + \tau_2)^2(a_1(\tau_1 + \tau_2) + b_1)^2}.
\]
\[
\ln(2) \frac{\partial h(\tau_B)}{\partial \tau_B} = -\log \left( 1 + \frac{a_i \tau_B}{1 - \tau_B + \tau_B a_s} \right) + (1 - \tau_B) \frac{a_i}{\left( 1 + \tau_B (a_i + a_s - 1) \right) \left( 1 - \tau_B + a_s \tau_B \right)}
\]

\[
\ln(2) \frac{\partial^2 h(\tau_B)}{\partial \tau^2_B} = -\left[ \frac{(1 - \tau_B) \left( 2a_i a_s + a_i^2 \right) + 2a_i a_s \tau_B (a_s + a_i)}{(1 - \tau_B + a_s \tau_B)^2 \left( 1 - \tau_B + a_i \tau_B + a_s \tau_B \right)^2} \right]
\]

(60)

Since \( F_{11}^2 F_{22}^2 - (F_{12}^2)^2 \leq 0 \), the Hessian \( F \) is a negative semi-definite matrix. Based on Theorem 21.5 given in [31], \( R_{sum}^1 \) is a jointly concave function of \( \tau_1 \) and \( \tau_2 \).

(ii) During \( \tau_2 \): Here, both UE 1 and UE 2 are transmitting, and the corresponding achievable sum-rate capacity is given as

\[
R_{sum}^2 = \tau_2 \log_2 \left( a_2 + \frac{b_1}{\tau_1 + \tau_2} + \frac{b_2}{\tau_2} \right),
\]

(58)

and applying the second order derivative, we get

\[
F_{11}^2 = \frac{\partial^2 R_{sum}^2}{\partial \tau_1^2} = \frac{2b_1 (\tau_1 + \tau_2) (a_2 + \frac{b_2}{\tau_2}) + b_2^2}{(\tau_1 + \tau_2)^3 (a_2 + \frac{b_1}{\tau_1 + \tau_2} + \frac{b_2}{\tau_2})^2}
\]

\[
F_{22}^2 = \frac{\partial^2 R_{sum}^2}{\partial \tau_2^2} = -\frac{2b_1 (\tau_1 + \tau_2) \tau_1 \left( \frac{b_1}{\tau_1 + \tau_2} \right)^3}{a_2 + \frac{b_1}{\tau_1 + \tau_2} + \frac{b_2}{\tau_2}} - \tau_1 \left( \frac{\frac{b_1}{\tau_2}}{\tau_1 + \tau_2} \right)^2
\]

\[
F_{12}^2 = \frac{\partial^2 R_{sum}^2}{\partial \tau_1 \partial \tau_2} = -\frac{b_1 \tau_2 (a_2 \tau_2 (\tau_1 - \tau_2) + \tau_1 (2b_2 + \frac{b_2}{\tau_1 + \tau_2}))}{(\tau_1 + \tau_2)^3 (a_2 + \frac{b_1}{\tau_1 + \tau_2} + \frac{b_2}{\tau_2})^2}
\]

(59)

It is obvious that \( F_{11}^2 F_{22}^2 - (F_{12}^2)^2 \leq 0 \) and hence \( R_{sum}^2 \) is also a jointly concave function of the operating intervals using a similar argument as stated above. This completes the proof.

**B. Proof of Lemma 3**

**Proof:** First, let \( h_i(\tau_B) = (1 - \tau_B) \log_2 \left( 1 + \frac{a_i \tau_B}{1 + (a_s - 1) \tau_B} \right) \) and \( H_i(\tau_B) = -\frac{1}{\theta_i} \log \left( \mathbb{E}\{e^{-\theta_i h_i(\tau_B)}\} \right) \) where \( \theta_i \)'s are given. Applying the second-order derivative criterion to \( h_i(\tau_B) \), it can be inferred from (60) given at the top of the next page that \( \frac{\partial^2 h(\tau_B)}{\partial \tau_B^2} < 0 \) for all \( \tau_B \in (0, 1) \), and hence \( h_i(\tau_B) \) is concave or \( -h_i(\tau_B) \) is convex in the domain set. This implies that \( e^{-h(\tau_B)} \) is log-convex, and \( \mathbb{E}\{e^{-h(\tau_B)}\} \) is log-convex as well.
since log-convexity is preserved under sums \cite{32}. Noting that \( \log(g(\cdot)) \) is convex for log-convex \( g(\cdot) \), clearly \( H(\tau_B) \) is a concave function of \( \tau_B \) for \( 0 < \tau_B < 1 \). Meanwhile, the sum effective capacity can be re-written as

\[
C^e(\tau_B) = \frac{H_{sm}(\tau_B)}{T}
\]

where \( H_{sm} = \sum_{i=1}^{N} H_i(\tau_B, \theta_i) \). Since convexity/concavity is preserved under sums, it is obvious that \( H_{sm} \) is also a concave function. Thus, \( C^e(\tau_B) \), is a concave function, completing the proof.
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