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Abstract
This paper considers both unrestricted and restricted Liu estimators in the presence of multicollinearity for the Poisson regression model. It also considers some new estimators of the shrinkage parameter for both unrestricted and restricted Liu estimators. Based on a simulation study and its empirical application, we found that the restricted estimator outperforms the unrestricted one. Further, the restricted Liu estimator also outperforms both the unrestricted Liu and restricted Liu estimators. Hence, this new method is a preferred option when the coefficient vector $\beta$ may belong to a linear sub-space defined by $R\beta = r$.
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1 Introduction

In empirical applications in economics when modeling the gene expression data, the dependent variables are often in the form of non-negative integers of counts, for example, in analyzing the determinants of the number of patents by a firm or in biostatistics. In such a situation, a common distributional assumption for the dependent variable $y_i$ is that it follows a Poisson distribution. More specifically, it is distributed as $Po(\mu_i)$, where $\mu_i = \exp(x'_i\beta)$, $x_i$ is the $i$th row of $X$ which is a $n \times (p + 1)$ data matrix with $p$ explanatory variables and $\beta$ is a $(p + 1) \times 1$ vector of coefficients. The parameter for the unrestricted Poisson regression model is usually estimated using the iterative weighted least squares (IWLS) algorithm as:
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\[ \hat{\beta}_{ML} = \left( X'\hat{W}X \right)^{-1} (X'\hat{W}\hat{z}), \]  

(1)

where \( \hat{W} = \text{diag} \left[ \hat{\mu}_i \right] \) and \( \hat{z} \) is a vector where the \( i \)th element equals \( \hat{z}_i = \log \left( \hat{\mu}_i \right) + \frac{y_i - \hat{\mu}_i}{\hat{\mu}_i} \). Hence, it is an iterative maximum likelihood (ML) procedure.

As has been shown by Kaçiranlar and Dawoud (2018), Månsson et al. (2012) and Türkan and Özel (2016) among others this estimator is sensitive to multicollinearity. A common solution to this problem is applying the ridge regression method (Hoerl and Kennard 1970). Another widely used method is applying the Liu type estimator introduced by Liu (1993) and introduced in the context of the Poisson regression model by Månsson et al. (2012). This method has certain advantages over the ridge regression method since it is a linear function of the biasing parameter \( d \). Therefore, this method has become more popular during recent years (see, for example, Akdeniz and Kaciranlar 1995; Kaciranlar 2003). The unrestricted Liu type estimator for the Poisson regression model is defined by Månsson et al. (2012) as:

\[ \hat{\beta}_d = \left( X'\hat{W}X + I \right)^{-1} \left( X'\hat{W}X + dI \right) \hat{\beta}_{ML}, \]

(2)

where \( 0 \leq d \leq 1 \). Different versions of this estimator for count data models have been considered by Asar and Genç (2017), where a two parameter estimator is considered, Asar (2018), where the author discussed different perspectives on this estimator and Türkan and Özel (2018) in which the authors considered a jack-knifed estimator. A review article with detailed literature review is written by Algamal (2018). In some situations, the coefficient vector \( \hat{\beta} \) is suspected to belong to a linear sub-space:

\[ R\hat{\beta} = r, \]

(3)

where \( R \) is an \( q \times p \) matrix of full rank with \( q < p \) and \( r \) is an \( q \times 1 \) vector. Under this restriction, the restricted estimator is more efficient than the OLS estimator. This method has been considered by several authors for the linear regression model (Alheety and Kibria 2009; Ehsanes Saleh and Golam Kibria 1993). The restricted maximum likelihood estimator (RMLE) of \( \hat{\beta} \) suggested by Kibria and Saleh (2012) is given by:

\[ \hat{\beta}_R = \hat{\beta}_{ML} - \hat{C}^{-1}R' \left[ R\hat{C}^{-1}R' \right]^{-1} \left( R\hat{\beta}_{ML} - r \right), \]

(4)

where \( \hat{C} = X'\hat{W}X \). However, the issue of multicollinearity still exists since the inverse of \( \hat{C} \) is instable as it is near singular. Therefore, the estimated coefficient vector has a high variance. As a solution one can use a combination of the Liu type estimator in Eq. (2) and the restricted estimator in Eq. (4). Kaçiranlar et al. (1999) have already done this and it has also been used by many others (Kibria and Saleh 2012; Li and Yang 2010; Yang and Xu 2009). Also for the logit model, Şiray et al. (2015) suggested the following estimator:
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The rest of the paper is organized as follows: Sect. 2 gives the statistical methodology and estimation technique. A simulation study has been conducted in Sect. 3 and Sect. 4 analyzes real life data to illustrate our findings. Some concluding remarks are given in Sect. 5.

2 Statistical Methodology

This section starts with the MSE properties of different estimators and then suggests some estimators for the shrinkage parameter \( d \).

2.1 MSE Properties of Different Estimators

This section first considers the MSE functions of the estimators (a detailed discussion on the derivations of the MSE functions for the Liu model are found in Månsson et al. 2012) and the expressions are presented as:

\[
MSE(\hat{\beta}_{ML}) = \sum \frac{1}{\lambda_j} \tag{6}
\]

\[
MSE(\hat{\beta}_d) = \sum \frac{(\lambda_j + d)^2}{\lambda_j(\lambda_j + 1)} + (d - 1)^2 \sum \frac{\alpha_j^2}{(\lambda_j + 1)^2} \tag{7}
\]

where \( \alpha_j^2 \) corresponds to the \( j \)th element of \( \gamma \beta \) and \( \gamma \) is the eigenvector defined so that \( \mathbf{X}'\mathbf{WX} = \mathbf{y}'\Lambda \gamma \), where \( \Lambda \) equals \( \text{diag}(\lambda_j) \) and \( \lambda_j \) are eigenvalues of the matrix \( \mathbf{X}'\mathbf{WX} \). Here it is clear that the Liu estimator can be superior to the ML estimator if one can find a value of \( d \) such that an increase in MSE due to the bias in the second term in Eq. (7) is smaller than the decrease in the variance in the first term (for details see Månsson 2013). The MSE functions for the restricted estimator and the restricted Liu type of estimator are discussed in detail in Månsson et al. (2016) and shown as:

\[
MSE(\hat{\beta}_R) = tr(\mathbf{A}) = \sum b_{ji} \tag{8}
\]
where \( A = C^{-1} - C^{-1}R'(RC^{-1}R')^{-1}RC^{-1} \) and \( b_{jj} \) are the inverse of the eigenvalues of \( A \) matrix. The effect of multicollinearity is that some of the eigenvalues of the \( X'WX \) matrix are small which inflates the MSE of the restricted Poisson estimator. However, it is possible to find a value of the shrinkage parameter \( d \) such that the restricted Liu estimator outperforms the restricted estimator (see Månsson et al. 2016).

### 2.2 Estimation of the Shrinkage Parameter

Following Månsson (2013) we suggest the following estimators of the shrinkage parameter \( d \) for the unrestricted Liu estimator:

\[
D_1 = \max \left( 0, \frac{\hat{\alpha}_{\max}^2 - 1}{1 + \hat{\alpha}_{\max}^2 + \hat{\lambda}_{\max}} \right), \quad D_2 = \max \left( 0, \text{median} \left( \frac{\hat{\alpha}_j^2 - 1}{\hat{\lambda}_j + \hat{\alpha}_j^2} \right) \right) D_3 = \max \left( 0, \frac{1}{p} \sum_{j} \frac{\hat{\alpha}_j^2 - 1}{\hat{\lambda}_j + \hat{\alpha}_j^2} \right)
\]

The first one is a version of the Hoerl and Kennard (1970) estimator and the other two are based on Kibria (2003). For the restricted Poisson estimator, we follow Månsson et al. (2016) and suggest the following estimators:

\[
D_1 = \max \left( 0, \frac{\hat{\alpha}_{\max}^2 - 1}{1 + \hat{\alpha}_{\max}^2 + \hat{\lambda}_{\max}} b_{jj,\text{max}} \right), \quad D_2 = \max \left( 0, \text{median} \left( \frac{\hat{\alpha}_j^2 - \hat{\lambda}_j}{\hat{b}_j + \hat{\alpha}_j^2} \right) \right)
\]

and \( D_3 = \max \left( 0, \frac{1}{p} \sum_{j=1}^{p} \frac{\hat{\alpha}_j^2 - \hat{\lambda}_j}{\hat{b}_j + \hat{\alpha}_j^2} b_{jj} \right) \).

We propose the following new estimators: \( D_4 = \min \left( D_1, D_2, D_3 \right) \), \( D_5 = \text{median} \left( D_1, D_2, D_3 \right) \) and \( D_6 = \max \left( D_1, D_2, D_3 \right) \). This is done for both the unrestricted and restricted estimators.

### 3 Simulation Study

Since a theoretical comparison of the estimators is not possible, in this section we do a simulation study to compare the performance of the shrinkage estimators.

#### 3.1 Simulation Techniques

Since the dependent variable is count, it is generated using pseudo-random numbers from the Poisson distribution with mean, \( \mu_i \), i.e. \( Po(\mu_i) \) where:

\[
MSE(\hat{\beta}_{R,Liu}) = \sum \frac{(\hat{\lambda}_j + d)^2}{(\hat{\lambda}_j + 1)^2} b_{jj} + (d - 1)^2 \sum \frac{\alpha_j^2}{(\hat{\lambda}_j + 1)^2}
\]
\[
\mu_i = \exp \left( \beta_0 + \beta_1 x_{i1} + \cdots + \beta_p x_{ip} \right), \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, p
\] (10)

The parameter values in Eq. (10) are chosen so that sum of squared parameters equals one. The main factor we chose to vary is the degree of correlation between the explanatory variables which is defined as \( \rho \). We consider the following three values of \( \rho \): 0.80, 0.90, and 0.95. Following Kibria (2003), we generate explanatory variables with different degrees of correlation as:

\[
x_{ij} = \left( 1 - \rho^2 \right)^{(1/2)} z_{ij} + \rho z_{ip}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, p
\] (11)

where \( z_{ij} \) are pseudo-random numbers generated using the standard normal distribution. To reduce eventual start-up value effects, we discard the first 200 observations. We change the number of independent variables and set \( p = 4, 8 \) and 12. We also change the number of observations and generate models with 20, 30, 50 and 100 degrees of freedom (denoted by \( df \)). The restrictions when \( p = 4 \) are set as:

\[
R = [1 0 -2 1] \quad \text{and} \quad r = [0]
\] (12)

while the restrictions when \( p = 8 \) are:

\[
R = [1 0 -2 1 -3 1 1 1] \quad \text{and} \quad r = [0]
\] (13)

Finally, the restrictions when \( p = 12 \) are:

\[
R = [1 0 -2 1 -3 1 1 1 1 0 -2 1] \quad \text{and} \quad r = [0]
\] (14)

We repeated this experiment 2000 times by generating new pseudo-random numbers and then estimated MSE using the formula:

\[
MSE = \frac{\sum_{i=1}^{2000} (\hat{\beta} - \beta)^2}{2000},
\] (15)

where \( \hat{\beta} \) is the estimated parameter for the restricted estimator or the restricted Liu estimator and \( \beta \) is the true value of the parameter.

### 3.2 Results

The simulated MSE values for the unrestricted and restricted estimators are presented in Tables 1 and 2 for \( p = 4 \); in Tables 3 and 4 for \( p = 8 \); and in Tables 5 and 6 for \( p = 8 \). To save space, we only give the MSE values graphically for \( p = 4 \) in Figs. 1 and 2 for unrestricted and restricted estimators respectively. In the appendix the result for the proportion of nonzero values of \( d \) are shown in Tables 11, 12, 13. The proportions are the same for the unrestricted and the restricted estimators. One can see that the degree of correlation increases the proportion of nonzero values decreases since the instability increases. The reverse effect may also be noticed for the sample size. The estimator with the least non-zero values is the optimal ones since they tend to induce more bias which is necessary to
combat the multicollinearity problem. The pattern is the same for all $p$, $df$ and $\rho$. One can see that the MSE values for all the estimators increase with the number of explanatory variables and the degree of multicollinearity and decrease with an increase in the number of observations. As can be observed from the tables and figures the MSE for the unrestricted ML estimator is always higher than the restricted estimator. There is always (for all sample sizes and different number of explanatory variables) a benefit in using the restricted estimator when

### Table 1 Estimated MSE for unrestricted Poisson regression model for $p = 4$

|     | ML | D1       | D2       | D3       | D4       | D5       | D6       |
|-----|----|----------|----------|----------|----------|----------|----------|
| $df$ | $\rho = 0.80$ |          |          |          |          |          |          |
| 20  |    | 1.510    | 0.702    | 0.726    | 0.697    | 0.692    | 0.702    | 0.730    |
| 30  |    | 1.094    | 0.618    | 0.625    | 0.616    | 0.616    | 0.618    | 0.625    |
| 50  |    | 0.839    | 0.521    | 0.521    | 0.521    | 0.521    | 0.521    | 0.521    |
| 100 |    | 0.679    | 0.409    | 0.409    | 0.409    | 0.409    | 0.409    | 0.409    |
| $df$ | $\rho = 0.90$ |          |          |          |          |          |          |
| 20  |    | 2.624    | 0.763    | 0.944    | 0.766    | 0.753    | 0.774    | 0.945    |
| 30  |    | 1.862    | 0.758    | 0.831    | 0.760    | 0.758    | 0.761    | 0.831    |
| 50  |    | 1.191    | 0.640    | 0.647    | 0.640    | 0.640    | 0.640    | 0.647    |
| 100 |    | 0.852    | 0.529    | 0.529    | 0.529    | 0.529    | 0.529    | 0.529    |
| $df$ | $\rho = 0.95$ |          |          |          |          |          |          |
| 20  |    | 5.210    | 0.762    | 1.394    | 0.802    | 0.747    | 0.810    | 1.400    |
| 30  |    | 3.225    | 0.777    | 1.033    | 0.773    | 0.771    | 0.776    | 1.036    |
| 50  |    | 2.031    | 0.774    | 0.857    | 0.774    | 0.774    | 0.774    | 0.857    |
| 100 |    | 1.217    | 0.665    | 0.671    | 0.665    | 0.665    | 0.665    | 0.671    |

### Table 2 Estimated MSE for restricted Poisson regression model for $p = 4$

|     | ML | D1     | D2     | D3 | D4 | D5 | D6 |
|-----|----|--------|--------|----|----|----|----|
| $df$ | $\rho = 0.80$ |          |          |    |    |    |    |
| 20  |    | 0.991  | 0.511  | 0.521| 0.510| 0.509| 0.510| 0.522|
| 30  |    | 0.710  | 0.468  | 0.470| 0.468| 0.468| 0.468| 0.470|
| 50  |    | 0.517  | 0.413  | 0.413| 0.413| 0.413| 0.413| 0.413|
| 100 |    | 0.380  | 0.345  | 0.345| 0.345| 0.345| 0.345| 0.345|
| $df$ | $\rho = 0.90$ |          |          |    |    |    |    |
| 20  |    | 1.760  | 0.540  | 0.608| 0.547| 0.539| 0.548| 0.609|
| 30  |    | 1.262  | 0.550  | 0.580| 0.551| 0.550| 0.551| 0.581|
| 50  |    | 0.749  | 0.469  | 0.472| 0.469| 0.469| 0.469| 0.472|
| 100 |    | 0.523  | 0.417  | 0.417| 0.417| 0.417| 0.417| 0.417|
| $df$ | $\rho = 0.95$ |          |          |    |    |    |    |
| 20  |    | 3.444  | 0.550  | 0.804| 0.574| 0.548| 0.573| 0.807|
| 30  |    | 2.226  | 0.562  | 0.658| 0.562| 0.561| 0.562| 0.658|
| 50  |    | 1.374  | 0.562  | 0.597| 0.562| 0.562| 0.562| 0.597|
| 100 |    | 0.788  | 0.492  | 0.494| 0.492| 0.492| 0.492| 0.494|
the restriction holds. Further, we also observe that the unrestricted Liu estimator outperforms both the restricted and unrestricted ML estimators in the presence of multicollinearity. One can also see that the performance of the estimators of the shrinkage parameter is fairly similar. However, the new estimator D4 consistently performs better than the other estimators. The potential explanation for this is that by using information from three different estimators we can find one that is usually closer to the optimal value.

Table 4  Estimated MSE for restricted Poisson regression model for $p = 8$

|        | ML   | D1   | D2   | D3   | D4   | D5   | D6   |
|--------|------|------|------|------|------|------|------|
| $\rho = 0.80$ |
| 20     | 2.555| 1.007| 1.028| 1.007| 1.007| 1.007| 1.028|
| 30     | 1.457| 0.805| 0.807| 0.805| 0.805| 0.805| 0.807|
| 50     | 0.808| 0.569| 0.570| 0.569| 0.569| 0.569| 0.570|
| 100    | 0.367| 0.316| 0.316| 0.316| 0.316| 0.316| 0.316|
| $\rho = 0.90$ |
| 20     | 5.573| 1.444| 1.566| 1.452| 1.444| 1.452| 1.566|
| 30     | 3.195| 1.233| 1.261| 1.233| 1.233| 1.233| 1.261|
| 50     | 1.735| 0.942| 0.944| 0.942| 0.942| 0.942| 0.944|
| 100    | 0.836| 0.602| 0.602| 0.602| 0.602| 0.602| 0.602|
| $\rho = 0.95$ |
| 20     | 11.388| 1.849| 2.408| 1.860| 1.849| 1.860| 2.408|
| 30     | 6.740| 1.673| 1.862| 1.675| 1.673| 1.675| 1.862|
| 50     | 3.751| 1.418| 1.452| 1.418| 1.418| 1.418| 1.452|
| 100    | 1.766| 0.999| 1.000| 0.999| 0.999| 0.999| 1.000|
4 Empirical Application

In this empirical application, we use a dataset from Cameron and Trivedi (2013) to estimate a recreation demand function. This is survey data on the number of recreational boating trips to Lake Somerville, East Texas in 1980. We use some explanatory variables where we focus on the cost of taking a trip to that particular lake and also to competing or substitute boating attractions at Lake Conroe and Lake Houston. When considering competitors’ prices in this demand system, it is expected
that we will find multicollinearity since the costs are not independent. The corre-
lation matrix is given in Table 7 in which one can see that all prices are correlated
with at least a value of 0.87 as the correlation coefficient. This indicates a multicol-
linearity problem.

When looking at the coefficients of the unrestricted ML estimator in Table 8
one can see that the value is negative for lakes Conroe and Sommerville and posi-
tive for Lake Houston. The negative coefficient for Lake Conroe is not as per the-
ory since an increase in a competitor’s cost should increase demand for the others.

**Fig. 1** Estimated MSE when $p=4$ for the unrestricted estimator
Fig. 2 Estimated MSE when $p=4$ for the restricted estimator

Table 7 Correlation matrix

|          | Lake Conroe | Lake Somerville | Lake Houston |
|----------|-------------|-----------------|-------------|
| Lake Conroe | 1           |                 |             |
| Lake Somerville | 0.909   | 1               |             |
| Lake Houston    | 0.963   | 0.871           | 1           |
Table 8  The estimated coefficients

|          | Lake Conroe | Lake Somerville | Lake Houston | Value of d |          | Lake Conroe | Lake Somerville | Lake Houston | Value of d |
|----------|-------------|-----------------|--------------|------------|----------|-------------|-----------------|--------------|------------|
| Unrestricted estimator |             |                 |              |            |          |             |                 |              |            |
| ML       | −0.655      | −1.969          | 2.646        | −          | −0.071   | −1.976      | 1.976           | −            | −          |
| D1       | −0.579      | −1.963          | 2.557        | 0.33       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D2       | −0.585      | −1.964          | 2.564        | 0.27       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D3       | −0.579      | −1.963          | 2.557        | 0.33       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D4       | −0.579      | −1.963          | 2.557        | 0.32       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D5       | −0.579      | −1.963          | 2.557        | 0.33       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D6       | −0.585      | −1.964          | 2.564        | 0.29       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| Restricted estimator |             |                 |              |            |          |             |                 |              |            |
| ML       | −0.655      | −1.969          | 2.646        | −          | −0.071   | −1.976      | 1.976           | −            | −          |
| D1       | −0.579      | −1.963          | 2.557        | 0.33       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D2       | −0.585      | −1.964          | 2.564        | 0.27       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D3       | −0.579      | −1.963          | 2.557        | 0.33       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D4       | −0.579      | −1.963          | 2.557        | 0.32       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D5       | −0.579      | −1.963          | 2.557        | 0.33       | −0.039   | −1.972      | 1.940           | 0.27         |            |
| D6       | −0.585      | −1.964          | 2.564        | 0.29       | −0.039   | −1.972      | 1.940           | 0.27         |            |
This may be due to multicollinearity as it may produce a wrong sign (Hoerl and Kennard 1970). Excluding this variable has only a very marginal effect on the Akaike Information Criteria (it increases from 3978 to 3993). When Lake Houston’s price is excluded AIC increases to over 5000. The counter intuitive value of the coefficient and the marginal effect that this variable actually has leads us to the following restriction:

\[ R = \begin{bmatrix} 0 & 1 \end{bmatrix} \text{ and } r = [0] \]  

(16)

Hence, we assume that a substitution effect exists only between Lake Somerville and Lake Houston. The coefficients for the full sample for both the restricted and unrestricted estimators is provided in Table 8. The largest effect is for Lake Conroe where the coefficient remains negative but is pushed towards zero indicating no substitution effect. The estimated coefficients are fairly similar for both ML and shrinkage estimators. This in all probability is due to the large sample size (660 observations). To illustrate the differences in the methods we chose to bootstrap the different observations. This is also done to link the results of our simulation study to empirical applications by changing the sample size. We chose to bootstrap 50, 100 and the full sample which corresponds to 660 observations. The full sample’s standard errors are standard ones reported and associated with the coefficients in Table 8. The bootstrapped standard errors for the shrinkage estimators are given in Tables 9 and 10 for the unrestricted and restricted estimators respectively. By bootstrapping different observation (50, 100 and the full sample of 660 observations) one can clearly see that the standard error decreases for all estimators as the sample size increases; this is as expected from theory and the simulation study. We also see that the benefits of using a shrinkage estimator are higher for a small number of observations since a decrease (compared to ML) in standard errors is more significant in such a situation. Further, the standard errors are smaller for all sample sizes for the restricted estimator. The unrestricted Liu estimator is also better than the corresponding unrestricted ML estimator. But

|               | ML  | D1  | D2  | D3  | D4  | D5  | D6  |
|---------------|-----|-----|-----|-----|-----|-----|-----|
| **n = 50**    |     |     |     |     |     |     |     |
| Lake Conroe   | 3.168 | 3.011 | 3.032 | 2.569 | 2.440 | 2.974 | 3.091 |
| Lake Somerville | 1.880 | 1.848 | 1.833 | 1.604 | 1.549 | 1.833 | 1.851 |
| Lake Houston  | 2.302 | 2.173 | 2.155 | 1.872 | 1.828 | 2.105 | 2.239 |
| **n = 100**  |     |     |     |     |     |     |     |
| Lake Conroe   | 2.009 | 1.887 | 1.942 | 1.707 | 1.623 | 1.882 | 1.967 |
| Lake Somerville | 1.230 | 1.218 | 1.216 | 1.115 | 1.095 | 1.212 | 1.222 |
| Lake Houston  | 1.471 | 1.377 | 1.394 | 1.228 | 1.180 | 1.349 | 1.433 |
| **Full sample** |     |     |     |     |     |     |     |
| Lake Conroe   | 0.882 | 0.849 | 0.866 | 0.850 | 0.829 | 0.851 | 0.866 |
| Lake Somerville | 0.554 | 0.548 | 0.554 | 0.548 | 0.538 | 0.548 | 0.554 |
| Lake Houston  | 0.460 | 0.426 | 0.449 | 0.428 | 0.415 | 0.429 | 0.449 |
when we observe the results of the simulation study, it is the restricted Liu estimator that has the lowest standard errors. It is always the estimator D4 that minimizes the bootstrapped standard errors.

### 5 Summary and Concluding Remarks

This paper introduces the unrestricted and restricted Liu estimators for the Poisson regression model. We also introduced some new estimators of \( \hat{d} \) based on different percentiles of existing estimators. Using simulation techniques, we showed that the restricted estimator outperformed the unrestricted one. We also found that the restricted Liu type estimator was superior to the restricted Poisson estimator in the presence of multicollinearity. Our study also shows that the new estimator D4 always has the lowest MSE. Finally, we illustrated the benefit of the new method using an empirical application where the demand for recreational boat trips was studied and once again we found that the proposed D4 estimator performed the best and may be recommended for practitioners.
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Appendix

See Tables 11, 12 and 13.

Table 11 Proportion of nonzero $d$ for both restricted and unrestricted Poisson regression model for $p = 4$

|       | D1   | D2   | D3   | D4   | D5   | D6   |
|-------|------|------|------|------|------|------|
| df    |      |      |      |      |      |      |
|       | $\rho = 0.80$ |      |      |      |      |      |
| 20    | 0.05 | 0.33 | 0.10 | 0.03 | 0.12 | 0.37 |
| 30    | 0.02 | 0.20 | 0.04 | 0.04 | 0.03 | 0.31 |
| 50    | 0.02 | 0.04 | 0.04 | 0.06 | 0.07 | 0.06 |
| 100   | 0.01 | 0.04 | 0.03 | 0.01 | 0.04 | 0.04 |
| df    |      |      |      |      |      |      |
|       | $\rho = 0.90$ |      |      |      |      |      |
| 20    | 0.05 | 0.20 | 0.08 | 0.05 | 0.05 | 0.24 |
| 30    | 0.03 | 0.16 | 0.03 | 0.03 | 0.03 | 0.16 |
| 50    | 0.02 | 0.08 | 0.02 | 0.02 | 0.02 | 0.08 |
| 100   | 0.01 | 0.04 | 0.03 | 0.01 | 0.04 | 0.04 |
| df    |      |      |      |      |      |      |
|       | $\rho = 0.95$ |      |      |      |      |      |
| 20    | 0.04 | 0.12 | 0.04 | 0.04 | 0.04 | 0.10 |
| 30    | 0.03 | 0.07 | 0.02 | 0.02 | 0.02 | 0.07 |
| 50    | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.04 |
| 100   | 0.01 | 0.02 | 0.03 | 0.01 | 0.04 | 0.02 |

Table 12 Proportion of nonzero $d$ for both restricted and unrestricted Poisson regression model for $p = 8$

|       | D1   | D2   | D3   | D4   | D5   | D6   |
|-------|------|------|------|------|------|------|
| df    |      |      |      |      |      |      |
|       | $\rho = 0.80$ |      |      |      |      |      |
| 20    | 0.04 | 0.20 | 0.06 | 0.03 | 0.07 | 0.22 |
| 30    | 0.02 | 0.17 | 0.03 | 0.02 | 0.03 | 0.17 |
| 50    | 0.02 | 0.11 | 0.02 | 0.02 | 0.02 | 0.11 |
| 100   | 0.01 | 0.03 | 0.03 | 0.01 | 0.04 | 0.03 |
| df    |      |      |      |      |      |      |
|       | $\rho = 0.90$ |      |      |      |      |      |
| 20    | 0.03 | 0.13 | 0.05 | 0.02 | 0.04 | 0.15 |
| 30    | 0.02 | 0.09 | 0.02 | 0.02 | 0.03 | 0.09 |
| 50    | 0.02 | 0.05 | 0.02 | 0.02 | 0.02 | 0.05 |
| 100   | 0.01 | 0.03 | 0.03 | 0.01 | 0.04 | 0.03 |
| df    |      |      |      |      |      |      |
|       | $\rho = 0.95$ |      |      |      |      |      |
| 20    | 0.02 | 0.03 | 0.02 | 0.02 | 0.02 | 0.03 |
| 30    | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 |
| 50    | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 |
| 100   | 0.01 | 0.02 | 0.03 | 0.01 | 0.04 | 0.02 |
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