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Case-cohort design is a biased sampling method. Due to its cost-effective and theoretical significance, this design has extensive application value in many large cohort studies. Case-cohort data includes a subcohort sampled randomly from the entire cohort and all the failed subjects outside the subcohort. In this paper, the adjustment for the distorted covariates is considered to case-cohort data in Cox’s model. According to the existing adjustable methods of distorted covariates for linear and nonlinear models, we propose estimating the distorting functions by nonparametrically regressing the distorted covariates on the distorting factors; then, the estimators for the parameters are obtained using the estimated covariates. The proof of consistency and being asymptotically normal is completed. For calculating the maximum likelihood estimates of the regression coefficients subject in Cox’s model, a minorization-maximization (MM) algorithm is developed. Simulation studies are performed to compare the estimations with the covariates undistorted, distorted, and adjusted to illustrate the proposed methods.

1. Introduction

Many survival data have the characteristics of large sample size and high censoring rate. The cost is very high when all variables of each individual in the data are measured. To reduce the cost and improve the efficiency of cohort studies, Prentice [1] firstly proposed the case-cohort design and gave a pseudolikelihood method to estimate regression parameters. Since the publication of the landmark article [1], case-cohort design has been applied more and more, especially with the development of big data in recent years. For example, some scholars have applied this design to Life Science [2–5] and natural disasters [6], and some other scholars have further improved this design [7, 8], respectively.

In practice, some subjects may be interfered by other factors due to their characteristics, so their corresponding real covariates cannot be observed; only the distorted covariates and the distorting factors can be observed. For example, for the Modification of Diet in Renal Disease (MDRD) study [9, 10], glomerular filtration rate (GFR) and serum creatinine (Scr) data are distorted by the body surface area (BSA). To show the relationship of the two covariates, we need to adjust them by correcting the distorting effect of BSA. The covariate-adjusted regression was introduced for situations where both predictors and response in a regression model are not directly observable, but are contaminated with a multiplicative factor that is determined by the value of an observable factor [11]. For the nonlinear regression model, how to estimate the distorting functions was proposed by nonparametric regression the predictors and response on the distorting covariates [12]. Then, the covariate-adjusted method was extended to other models [13–15]. The data studied in these documents is all complete data. In this paper, the studied data is survival data with right censored data, in which only distorted covariates and distorting factors are included, and the nonparametric method [12] to
2. Design and Estimation

2.1. Model and Design. Suppose that there are \( n \) independent subjects in the studies cohort, where \( T_i \) is the failure time, \( C_i \) is the censoring time, \( T_i = \min(T_i, C_i) \) is the observe time for the \( i \)th subject, \( \Delta_i = I(T_i < C_i) \) is the right-censoring indicator for failure, \( Y_i(t) = I(T_i \geq t) \) is the at risk process, and \( N_i(t) = \Delta_i I(T_i \leq t) \) is the counting process, where \( I(\cdot) \) is an indicator function, \( r \) is the end of study time, and \( Z_i \) is a \( p \)th covariate for subject \( i \); we focus on the time-independent covariate.

Let \( \beta = (\beta_1, \beta_2, \ldots, \beta_p) \) be the unknown \( p \)-dimensional vector of regression coefficients. \( T_i \) arises from Cox’s model as the following form:

\[
\lambda(t | Z_i) = \lambda_0(t) \exp \{ \beta^T Z_i(t) \},
\]

where \( \lambda_0(t) \) is an unspecified baseline hazard function. The corresponding partial likelihood function is widely used for the inference of \( \beta \) [18] as the following form:

\[
L_p(\beta) = \prod_{i=1}^{n} \frac{\exp \{ \beta^T Z_i(T_i) \}}{\sum_{l=1}^{n} \exp \{ \beta^T Z_l(T_l) \} }^{\Delta_i}.
\]

Under the case-cohort design, let \( \bar{A} \) denote the subcohort, which is selected from the full cohort by simple random sampling, and \( \bar{C} \) be an indicator, equaling 1 if the \( i \)th subject is selected into the subcohort and 0 otherwise. Let \( A \) denote the case-cohort sample which contained the subjects from the subcohort \( \bar{A} \) and the case outside the subcohort. Therefore, the observed data structure can be summarized as follows: \( \{ T_i, \Delta_i, (\xi_i + \Delta_i (1 - \xi_i) )Z_i(t), 0 \leq T_i \} \).

The pseudolikelihood function [1] was proposed, and the corresponding pseudolikelihood function takes the following form:

\[
L_p(\beta) = \sum_{i=1}^{n} \omega_i \Delta_i \left[ \beta^T Z_i(T_i) - \log \sum_{i=1}^{n} Y_i(T_i) \omega_i \exp \{ \beta^T Z_i(T_i) \} \right],
\]

where \( \omega_i = \Delta_i + (1 - \Delta_i) \xi_i \).

2.2. The Adjustment of Covariates. We now study that the covariates are distorted by some distorting factors. The distorted observed data structure is

\[
\{ T_i, \Delta_i, (\xi_i + \Delta_i (1 - \xi_i) )\bar{Z}_i(t), U_i, 0 \leq t \leq T_i \},
\]

where \( U_i \) is the \( i \)th distorting factor and \( \bar{Z}_i(t) \) is the \( i \)th distorted covariate. Here, \( Z_i(t) \) is unobservable, and \( \phi(U) \) is denoted as the unknown distorting functions of observable factor \( U \).

Firstly, we give some basic assumptions [12] as follows:

(i) \( \bar{Z}_i = \phi_r(U)Z_i \)

(ii) \( E[\phi_r(U)] = 1, r = 1, 2, \ldots, p \)

(iii) \( (Z_i, U) \) are independent of each other, \( r = 1, 2, \ldots, p \)

Under these assumptions, the working-likelihood function (3) can be rewritten as the following form:

\[
L_p(\beta) = \prod_{i=1}^{n} \omega_i \Delta_i \left[ \beta^T \bar{Z}_i(T_i) - \log \sum_{i=1}^{n} Y_i(T_i) \omega_i \exp \{ \beta^T \bar{Z}_i(T_i) \} \right],
\]

\[
\bar{Z}_{ri} = \phi_r(U)Z_{ri}.
\]

Now, our object is to estimate the unknown coefficients \( \beta \) based on observation (4) and function (5). From condition (A3), we have

\[
\phi_r(U) = \frac{E[\bar{Z}_r | U]}{E[\bar{Z}_r]} \quad 1 \leq r \leq p.
\]

Many scholars have exposed some methods to estimate \( \phi_r(U) \) [19]. So, we construct the function \( \phi_r(U) \) by using the classic kernel method, for \( 1 \leq r \leq p \):

\[
\bar{\phi}_r(U) = \frac{1/(nh) \sum_{i=1}^{n} K \left( (u - U_i)/h \right) \bar{Z}_{ri}}{1/(nh) \sum_{i=1}^{n} K \left( (u - \omega_i)/h \right) \bar{Z}_r} \times \frac{1}{\bar{Z}_r}.
\]

where \( \bar{Z}_r = 1/n \sum_{i=1}^{n} \bar{Z}_{ri} \), \( K(\cdot) \) is a kernel function, and \( h \) is bandwidth.
Let $\tilde{Z}_{ni} = \tilde{Z}_{ni}/\tilde{\phi}_n(U_i)$ denote the adjusted covariate. That is, we obtain the adjusted covariates by removing the distorting factors from the distorted covariates. Then, function (4) can be abbreviated as

$$
\tilde{I}_p(\beta) = \sum_{i=1}^{n} \omega_i \Delta \left[ \tilde{Z}_{i}(T_i)^{\beta^*} \log \sum_{j=1}^{n} Y_{i}(T_j)\omega_j \exp \left( \tilde{Z}_{j}(T_j)^{\beta^*} \right) \right].
$$

(8)

Under the case-cohort design, the estimate $\tilde{\beta}$ about the adjustment of covariates is defined as follows:

$$
\tilde{\beta} = \arg\max_{\beta} \tilde{I}_p(\beta).
$$

(9)

3. Consistency and Asymptotic Normality

To present the asymptotic results, we will introduce some notations. Let $\beta_0$ denote the true value of $\beta$. For $d = 0, 1, 2$, define

$$
S^d(\beta, t) = \frac{1}{n} \sum_{i \in A} Y_i(t) \exp \{ Z_i^{T} \beta \} Z_i^{a_d},
$$

$$
\tilde{S}^d(\beta, t) = \frac{1}{n} \sum_{i \in A} Y_i(t) \exp \{ Z_i^{T} \beta \} \tilde{Z}_i^{a_d},
$$

$$
Q^d(\beta, t, \omega) = \frac{1}{n} \sum_{i \in A} Y_i(t) Y_i(\omega) \exp \{ 2Z_i^{T} \beta \} Z_i^{a_d},
$$

$$
\tilde{Q}^d(\beta, t, \omega) = \frac{1}{n} \sum_{i \in A} Y_i(t) Y_i(\omega) \exp \{ 2\tilde{Z}_i^{T} \beta \} \tilde{Z}_i^{a_d},
$$

(10)

where $a^0_0 = 1, a^1 = a, a^{a_2} = a^T$ for a vector $a$.

Define

$$
E(\beta, t) = \frac{S^{(1)}(\beta, t)}{S^{(0)}(\beta, t)}
$$

$$
\tilde{E}(\beta, t) = \frac{\tilde{S}^{(1)}(\beta, t)}{\tilde{S}^{(0)}(\beta, t)}.
$$

(11)

We impose the following conditions throughout the paper. Note that convergence properties involve $n \rightarrow \infty$ and $\| \cdot \|$ refers to the Euclidean norm in these conditions:

(A1) $\int_0^T \lambda_0(t)dt < \infty$.

(A2) There exists some $\delta > 0$ such that $n^{-1/2} \sup_{\beta \in [0, r]} Y_i(t)|Z_i^T(\beta_0)^* - \delta|Z_i| \overset{p}{\rightarrow} 0$.

(A3) There exists a neighborhood $\beta$ of $\beta_0$, and functions $s^d(\beta, t)$, $d = 0, 1, 2$, defined on $\beta \times [0, r]$, which satisfy

(i) $\sup_{\beta \in [0, r]} \| S^d(\beta, t) - s^d(\beta, t) \| \overset{p}{\rightarrow} 0$, $d = 0, 1, 2$.

(ii) $s^d(\beta, t)$, $d = 0, 1, 2$, are continuous of $\beta$ on $\beta$ uniformly in $t \in [0, r]$, $s^d(\beta, t), d = 0, 1, 2$, are bounded on $\beta \times [0, r]$, and $s^{(0)}(\beta, t)$ is bounded away from zero; and $s^{(1)}(\beta, t) = \nabla_{\beta} s^{(0)}(\beta, t)$ and $s^{(2)}(\beta, t) = \nabla_{\beta} s^{(0)}(\beta, t)$ for all $\beta \in \beta$, $t \in [0, r]$.

(iii) The matrix

$$
\Sigma(\beta_0) = \int_0^t \nu(\beta_0, t,s^{(0)}(\beta_0, t))\lambda_0(t)dt
$$

is positive definite, where $\nu(\beta_0, t) = (s^{(2)}(\beta_0, t))/(s^{(0)}(\beta_0, t)) - (s^{(1)}(\beta_0, t))/(s^{(0)}(\beta_0, t))^2$.

(B1) $n/n \rightarrow \alpha$ for some $\alpha \in (0, 1)$.

(B2) The sequence of distributions of $n^{1/2} \int \tilde{E}(\beta_0, t) - n\nu(\beta_0, t)$ is tight on $\beta \times [0, r]$ of left-continuous functions with right-hand limits equipped with the product Skorohod topology.

(B3) The existing functions $Q^d(\beta, t, \omega)$, $d = 0, 1, 2$, defined on $\beta \times [0, r]^2$ which satisfy

(i) $\sup_{\beta \in [0, r]} \| Q^{(d)}(\beta, t, \omega) - q^{(d)}(\beta, t, \omega) \| \overset{p}{\rightarrow} 0$, $d = 0, 1, 2$.

(ii) $q^{(d)}(\beta, t, \omega)$, $d = 0, 1, 2$, are continuous of $\beta$ on $\beta$ uniformly in $(t, \omega) \in [0, r]^2$, and $q^{(d)}(\beta, t, \omega)$, $d = 0, 1, 2$, are bounded on $\beta \times [0, r]^2$.

(iii) $\sup_{\beta \in [0, r]} \| Q^{(d)}(\beta, t, \omega) \| \overset{p}{\rightarrow} 0$.

(B4) For $d = 0, 1, 2$,

$$
\sup_{\beta \in [0, r]} \| \tilde{S}^{(d)}(\beta, t) - S^{(d)}(\beta, t) \| \overset{p}{\rightarrow} 0,
$$

$$
\sup_{\beta \in [0, r]} \| \tilde{Q}^{(d)}(\beta, t, \omega) - Q^{(d)}(\beta, t, \omega) \| \overset{p}{\rightarrow} 0.
$$

(13)

(C) All $g_r(U) = f_r(U)p(U), 1 \leq r \leq p$, and $\phi_r(U)$ and $p(U)$ are greater than a positive constant. They are differential and their derivatives satisfy the condition that there exists a neighborhood of the origin. For example, $\Delta$ and a constant $c > 0$ such that, for any $\xi \in \Delta|g^2_r(U + \xi) - g^2_r(U)| \leq c|\xi|$, $1 \leq r \leq p$, $|p^2(U + \xi) - p^2(U)| \leq c|\xi|$.

(D1) The continuous kernel function $K(\cdot)$ satisfies the following properties:

(i) The support of $K(\cdot)$ is the interval $[-1, 1]$.

(ii) $K(\cdot)$ is symmetric about zero.

(iii) $\int_{-1}^{1} K(U)dU = 1$ and $\int_{-1}^{1} U^dK(U)dU = 0, d = 1, 2, 3$.

(D2) As $n \rightarrow \infty$, the bandwidth $h$ is in the range from $O(n^{-1/4}\log(n))$ to $O(n^{-1/8})$. 
(E) $E[Z_n]$ is bounded away from 0, $E[Z_n]^2 < \infty$. These conditions are mild and can be satisfied in most circumstances.

Conditions (A1)–(A3) are the regularity conditions for the asymptotic results of Cox’s model [20]. Conditions (B1)–(B4) are the regular conditions under the case-cohort design [21]. Conditions (C) are related to smoothness of the function $g_{\cdot, \cdot}$ and the density function $p_{\cdot, \cdot}$ of $U$. Conditions (D1)-(D2) are commonly assumed for the root consistency of kernel-based estimation [22, 23]. Condition (E) is special for this problem [12, 22].

Under these conditions, we have the following result with detailed proofs given in Appendix.

**Theorem 1. (asymptotic properties of $\hat{\beta}$).** Under conditions (A1)–(A3), (B1)–(B4), (C), (D1)-(D2), and (E), $\hat{\beta}$ converges in probability to $\beta_0$, and

$$\sqrt{n}(\hat{\beta} - \beta_0) \xrightarrow{d} N(0, \Omega(\beta_0)),$$

where the asymptotic variance matrix $\Omega(\beta_0) = \Sigma_0(\beta_0) + \Sigma_1(\beta_0)$, where

$$\Sigma_1(\beta_0) = \int_0^T \int_0^T \Psi(\beta_0, t, \omega)s^{(0)}(\beta_0, t)s^{(0)}(\beta_0, \omega)\lambda_0(t)\lambda_0(\omega)d\omega$$

$$\Psi(\beta_0, t, \omega) = (1 - \alpha)\alpha^{-1}\left\{s^{(0)}(\beta_0, t)s^{(0)}(\beta_0, \omega)\right\}^{-1}$$

$$\cdot\left\{q^{(2)}(\beta_0, t, \omega) - q^{(1)}(\beta_0, \omega, \beta_0) e(\beta_0, \omega)' - e(\beta_0, t) q^{(1)}(\beta_0, t, \omega)' \right\},$$

$$e(\beta_0, t) = \frac{s^{(1)}(\beta_0, t)}{s^{(0)}(\beta_0, t)}.$$ 

$$e(\beta_0, \omega) = \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)}$$

### 4. The Implementation of Algorithm

In Section 3, we have finished the asymptotic properties for the adjusted estimation $\hat{\beta}$. To obtain $\hat{\beta}$ by solution of function (9), we can use the Newton–Raphson algorithm. However, in the process of calculation, we find that its Hessian matrix is complicated and easily irreversible. So, we proposed the MM algorithm [16] to get $\hat{\beta}$ for the adjustment of distorted covariates under case-cohort design.

#### 4.1. Construct Surrogate

The key of the MM algorithm to construct surrogate function: combine the ideas of [16]; we expose the surrogate function $\tilde{Q}(\beta|\beta^{(m)})$ for $T(\beta)$ by using the convexity of the exponential function $e^x$ and the negative logarithm function $-\log(x)$:

$$\tilde{Q}(\beta|\beta^{(m)}) = \tilde{c}_0 + \sum_{i=1}^n \omega_i \tilde{A}_i \left[ \tilde{Z}_i(T_i) \beta^{(m)} \right] - \frac{\sum_{i=1}^n \sum_{r=1}^p Y_i(T_i) \omega_i \tilde{A}_i \tilde{g}_{\cdot, \cdot}(\beta, \beta^{(m)})}{\sum_{i=1}^n Y_i(T_i) \omega_i \exp[\tilde{Z}_i(T_i) \beta^{(m)}]} - 16$$

where $\beta^{(m)}$ is the $n$th approximate of the adjusted maximum likelihood estimation $\hat{\beta}$ defined in (9), and
\[ \tilde{c}_0 = \sum_{i=1}^{n} \omega_i \Delta_i \left\{ 1 - \log \left[ \sum_{l=1}^{n} Y_l(T_i) \omega_l \exp \left\{ \tilde{Z}_l(T_i) \beta^{(m)} \right\} \right] \right\}, \]

\[ \bar{g}_l(\beta, \beta^{(m)}) = \exp \left[ \tilde{\lambda}_{l r}^{-1} Z_{l r}(T_i)(\beta_r - \beta_r^{(m)}) + \tilde{Z}_l(T_i) \beta^{(m)} \right]. \]

(17)

with \( \tilde{\lambda}_{l r}^{-1} = 0 \) if \( \tilde{Z}_l(T_i) = 0 \), where \( \beta_r, \beta_r^{(m)}, \) and \( \tilde{Z}_{l r} \) are the \( r \)th components of \( \beta, \beta^{(m)}, \) and \( \tilde{Z}_l \), respectively.

With the surrogate function (16), we can transfer the optimization problem (9) into the problem as follows:

\[ \beta^{(m+1)} = \arg \max_{\beta} \tilde{Q}(\beta|\beta^{(m)}). \]

(18)

Following the construction process of the surrogate function (16), we can immediately conclude that

\[ \tilde{t}_p(\beta) \geq \tilde{Q}(\beta|\beta^{(m)}), \]

(19)

where \( \tilde{t}_p(\beta) = \tilde{Q}(\beta|\beta^{(m)}) \) if and only if \( \beta = \beta^{(m)} \).

Then, with \( \tilde{Q}(\beta^{(m)}|\beta^{(m)}) \geq \tilde{Q}(\beta^{(m)}|\beta^{(m)}) \), we have

\[ \tilde{t}_p(\beta^{(m+1)}) = \tilde{t}_p(\beta^{(m+1)}) - \tilde{Q}(\beta^{(m+1)}|\beta^{(m)}) + \tilde{Q}(\beta^{(m+1)}|\beta^{(m)}) \]

\[ \geq \tilde{t}_p(\beta^{(m)}) - \tilde{Q}(\beta^{(m)}|\beta^{(m)}) + \tilde{Q}(\beta^{(m)}|\beta^{(m)}) = \tilde{t}_p(\beta^{(m)}), \]

(20)

where \( \tilde{t}_p(\beta) \) is strictly ascending when \( \beta^{(m+1)} \neq \beta^{(m)} \).

With the surrogate function (16), we obtain the derivatives with respect to \( \beta \) if \( \beta = \beta^{(m)} \) as follows.

The score vector:

\[ \frac{\partial \tilde{Q}(\beta^{(m)}|\beta^{(m)})}{\partial \beta} = \sum_{i=1}^{n} \Delta_i \left[ \tilde{Z}(T_i) - \frac{\sum_{l=1}^{n} Y_l(T_i) \omega_l \tilde{Z}_l(T_i) \exp \left\{ \tilde{Z}_l(T_i) \beta^{(m)} \right\}}{\sum_{l=1}^{n} Y_l(T_i) \omega_l \exp \left\{ \tilde{Z}_l(T_i) \beta^{(m)} \right\}} \right]. \]

(21)

The negative Hessian matrix:

\[ \frac{\partial^2 \tilde{Q}(\beta^{(m)}|\beta^{(m)})}{\partial \beta \partial \beta} = \text{diag} \left\{ \frac{\partial^2 \tilde{Q}(\beta^{(m)}|\beta^{(m)})}{\partial \beta_r \partial \beta_r}, \ldots, \right\}, \]

\[ -\frac{\partial^2 \tilde{Q}(\beta^{(m)}|\beta^{(m)})}{\partial \beta_r \partial \beta_p} \right\}, \]

(22)

where

\[ -\frac{\partial^2 \tilde{Q}(\beta^{(m)}|\beta^{(m)})}{\partial \beta_r \partial \beta_p} = \sum_{i=1}^{n} \Delta_i \omega_i \frac{Y_i(T_i) \omega_i \tilde{Z}_i(T_i) \exp \left\{ \tilde{Z}_i(T_i) \beta^{(m)} \right\}}{\sum_{l=1}^{n} Y_l(T_i) \omega_l \exp \left\{ \tilde{Z}_l(T_i) \beta^{(m)} \right\}}, \]

(23)

4.2.2. Bootstrap. Bootstrap has been widely used since it was first proposed [24–26]. We adopt this method to calculate the standard error of \( \hat{\beta} \); the basic idea of the nonparametric approach is to construct an empirical distribution function by repeatedly sampling from the observed data. The steps are summarized as follows:

Step 1: \( \{ \hat{X}_1, \hat{X}_2, \ldots, \hat{X}_n \} \) are the adjusted observations under the case-cohort design, where \( \hat{X}_i = \{( T_i, \Delta_i, U_i, (1 - \xi_i) \Delta_i) \} \). We use the samples
Complexity

with $\Delta_i = 1$ as the failure cases and the samples with $\Delta_i = 0$ as the censoring objects to constitute the bootstrap case-cohort objects $\{X_i^1, X_i^2, \ldots, X_i^n\}$.

Step 2: a bootstrap replication $\hat{\beta}$ can be obtained based on $\{X_1^*, X_2^*, \ldots, X_n^*\}$.

Step 3: repeating step 1 and step 2 $B$ times, we can obtain $B$ bootstrap estimate $[\hat{\beta}_W, \hat{\beta}_C, \hat{\beta}_A]$. Therefore, the standard error of the $r$th component of $\hat{\beta}$ can be estimated by the following form:

$$
\hat{SE}(\hat{\beta}_r) = \frac{1}{B-1} \sum_{b=1}^{B} \left[ \frac{1}{B} \sum_{b=1}^{B} \hat{\beta}_r^b(b) \right]^2, \quad r = 1,2,\ldots,p.
$$

5. Simulation

As we mentioned before, if the distorting factors on covariates were ignored, the result of inference may be misled [11, 12]. In this article, we will construct several simulation studies to compare the three estimators of regression coefficients $\hat{\beta}$ for the covariates without distorting factors, with distorting factors, and adjusted with distorting factors in Cox’s model. Under the case-cohort design, $\hat{\beta}_W$ denotes the estimator calculated based on the covariates without distorting factors, $\hat{\beta}_C$ denotes the estimator calculated based on the covariates with distorting factors, and $\hat{\beta}_A$ denotes the estimator calculated based on the adjusted covariates with distorting factors, given $(Z_i, \bar{Z}_i)$, we consider the hazard function of the failure time $T_i$ as follows:

$$
\lambda(t|Z_i, \bar{Z}_i) = \lambda_0(t) \exp(\beta_1Z_i + \beta_2\bar{Z}_i).
$$

We set the true values of the parameters $\beta$ to (−0.25, 0.5), (−0.25, 0.693), and (0, 0.5). $Z_i$ is generated from a normal distribution with mean $\mu$ and variance 1.44. $\bar{Z}_i$ is generated from a uniform distribution $U((7/3) - (\sqrt{19}/2), (7/3) + (\sqrt{19}/2))$. The distorting factor $U$ is generated from a uniform distribution $U \sim U(4 - \sqrt{7}, 4 + \sqrt{7})$. The baseline hazard function $\lambda_0(t)$ is set to be 1 and $2t$. Thus, the failure time $T_i$ satisfies an exponential distribution with failure rate exp ($\beta_1Z_i + \beta_2\bar{Z}_i$) and scale parameter $\exp(\beta_1Z_i + \beta_2\bar{Z}_i)^{-1/\beta_2}$, respectively.

The censoring time $C$ is generated from a uniform distribution $U(0, c)$ with $c$ being chosen to desire the censoring rate $\rho = 80\%, 85\%$, and $90\%$.

Under the case-cohort design, 1000 full cohort samples are generated from function (27), and the corresponding distorting factor is generated. The two parts are merged to constitute the observed sample. Then, we randomly selected $\bar{n} = 150, 200$, and 300 subcohort from the full cohort.

We compare the sample bias (Bias), the sample MSE (SMSE), the sample standard deviations of estimates (SD), the means of estimated standard errors (SE), and the coverage probabilities of 95% nominal confidence intervals (CP) of the three estimators to $\hat{\beta}_W$, $\hat{\beta}_C$, and $\hat{\beta}_A$ based on 1000 independent simulated datasets and especially apply the nonparametric bootstrap approach in Section 4.2.2 with $B = 500$. We set only the covariate $Z_i$ to be distorted and adjusted. The distribution of the distorting factor $U$ is set to be $\Phi(u) = ((u + 10)^2/194.9160)$. The kernel function is set to be an Epanechnikov kernel $K(t) = (15/32)(3 - 7t^2)(|t| \leq 1)$. The optimal bandwidth $h$ is selected by the CV method in Section 4.2.1. The criteria are stopped with $\epsilon = 0.0001$. The simulation results are summarized in Table 1 with $\beta = (-0.25, 0.5)$, Table 2 with $\beta = (-0.25, 0.693)$, and Table 3 with $\beta = (0, 0.5)$, respectively.

According to the simulation results, the estimators $\hat{\beta}_W$ and $\hat{\beta}_A$ for $\beta_2$ are all unbiased, the three values of SMSE, SD, and SE are all closed, and the CP values are reasonable. However, the estimators $\hat{\beta}_C$ for $\beta_2$ are all biased, the difference between the two values of SMSE and SD is large, and the CP value is low. These facts confirm that ignoring the distorting factors may lead to the wrong results and conclusion and also explain that the proposed method about the adjustment of covariates is effective. For example, the estimator $\hat{\beta}_C$ and $\hat{\beta}_A$ for $\beta = (-0.25, 0.5)$, $\rho = 80\%, \bar{n} = 150$, for $\beta_2$, the bias is $-0.1178$, SMSE are 0.1521 and 0.1095, and CP are 0.735 and 0.947, respectively. Furthermore, we can conclude that the estimators for $\beta_1$ are all reasonable.

6. Real Data Analysis

The dataset is about the medical records of heart failure patients, from “Machine Learning Repository” (http://archive.ics.uci.edu/ml/datasets/Heart+failure+clinical+records). The original dataset version was collected by Tanvir Ahmad et al. (Government College University, Faisalabad, Pakistan) and made available by them on FigShare under the Attribution 4.0 International copyright in July 2017. The current version of the dataset was elaborated by Davide Chicco et al. and donated to the University of California Irvine Machine Learning Repository under the same Attribution 4.0 International copyright in January 2020.

This dataset contains the medical records of 299 patients who had heart failure, collected during their follow-up period, where each patient profile has 13 clinical features, including age, anaemia, creatinine phosphokinase, diabetes, ejection fraction, high blood pressure, platelets, serum creatinine, serum sodium, sex, smoking, time, and death event. The goal is to assess the association between clinical features and heart failure and its happened time. This real data is survival data which meets the requirements of the article. Death event and time are regarded as heart failure and its happened time, respectively. For the remaining 11 clinical features, through pairwise correlation analysis, we conclude that ejection fraction and serum sodium and anaemia and Creatinine phosphokinase are significantly related. Referring to relevant medical knowledge, we know that ejection fraction may distort serum sodium. And in the same way, anaemia may distort creatinine phosphokinase.

The main purpose of our research is to evaluate the
Table 1: \( \beta = (-0.25, 0.5), Z_1 \sim N(2, 1.44), Z_2 \sim U((7/3) - (\sqrt{19}/2), (7/3) + (\sqrt{19}/2)), u \sim U(4 - \sqrt{7}, 4 + \sqrt{7}) \).

| \( n \) | \( \rho \) (%) | Type | \( \lambda_0(t) = 1 \) | \( \lambda_0(t) = 2 \tau \) |
|---|---|---|---|---|
| | | Bias | SMSE | SD | SE | CP | Bias | SMSE | SD | SE | CP |
| 80 | 0.100 | \( \beta_{\psi} \) | -0.0102 | 0.0965 | 0.0960 | 0.0992 | 0.965 | 0.0146 | 0.1094 | 0.1085 | 0.1118 | 0.961 |
| | | \( \beta_{c} \) | -0.0074 | 0.0961 | 0.0958 | 0.0978 | 0.959 | -0.1158 | 0.1499 | 0.0951 | 0.0975 | 0.742 |
| | | \( \beta_{b} \) | -0.0100 | 0.0960 | 0.0955 | 0.0990 | 0.964 | 0.0050 | 0.1105 | 0.1104 | 0.1126 | 0.955 |
| | 80 | \( \beta_{\psi} \) | -0.0145 | 0.1051 | 0.1042 | 0.1053 | 0.950 | 0.0115 | 0.1167 | 0.1162 | 0.1189 | 0.960 |
| | | \( \beta_{c} \) | -0.0003 | 0.0968 | 0.0968 | 0.1030 | 0.956 | -0.1199 | 0.1575 | 0.1022 | 0.1024 | 0.724 |
| | | \( \beta_{b} \) | -0.0014 | 0.0971 | 0.1041 | 0.1041 | 0.964 | -0.0046 | 0.1201 | 0.1201 | 0.1197 | 0.950 |
| 150 | 85 | \( \beta_{\psi} \) | -0.0098 | 0.1114 | 0.1110 | 0.1153 | 0.961 | 0.0237 | 0.1306 | 0.1285 | 0.1328 | 0.957 |
| | | \( \beta_{c} \) | -0.0094 | 0.1096 | 0.1093 | 0.1141 | 0.962 | -0.1129 | 0.1563 | 0.1081 | 0.1116 | 0.802 |
| | | \( \beta_{b} \) | -0.0096 | 0.1113 | 0.1109 | 0.1152 | 0.963 | 0.0106 | 0.1292 | 0.1288 | 0.1326 | 0.954 |
| | 90 | \( \beta_{\psi} \) | -0.0090 | 0.0815 | 0.0810 | 0.0878 | 0.969 | 0.0084 | 0.0991 | 0.0988 | 0.0992 | 0.943 |
| | | \( \beta_{c} \) | -0.0051 | 0.0807 | 0.0806 | 0.0868 | 0.971 | -0.1227 | 0.1497 | 0.0858 | 0.0852 | 0.669 |
| | | \( \beta_{b} \) | -0.0009 | 0.0818 | 0.0814 | 0.0877 | 0.968 | 0.0006 | 0.1021 | 0.1013 | 0.0994 | 0.944 |
| 200 | 85 | \( \beta_{\psi} \) | -0.0027 | 0.0928 | 0.0928 | 0.0914 | 0.940 | -0.1274 | 0.1560 | 0.0900 | 0.0897 | 0.666 |
| | | \( \beta_{c} \) | -0.0048 | 0.0950 | 0.0949 | 0.0923 | 0.941 | -0.0026 | 0.1063 | 0.1063 | 0.1061 | 0.949 |
| | | \( \beta_{b} \) | -0.0049 | 0.1035 | 0.1031 | 0.1036 | 0.954 | 0.0114 | 0.1174 | 0.1174 | 0.1196 | 0.964 |
| | 90 | \( \beta_{\psi} \) | -0.0089 | 0.1038 | 0.1035 | 0.1027 | 0.949 | -0.1229 | 0.1563 | 0.0965 | 0.0986 | 0.720 |
| | | \( \beta_{c} \) | -0.0185 | 0.1034 | 0.1031 | 0.1034 | 0.953 | -0.0005 | 0.1151 | 0.1152 | 0.1188 | 0.960 |
| | | \( \beta_{b} \) | -0.0029 | 0.0732 | 0.0727 | 0.0737 | 0.951 | 0.0060 | 0.0848 | 0.0847 | 0.0850 | 0.954 |
| 300 | 85 | \( \beta_{\psi} \) | -0.0008 | 0.0725 | 0.0726 | 0.0730 | 0.941 | -0.1241 | 0.1432 | 0.0714 | 0.0712 | 0.561 |
| | | \( \beta_{c} \) | -0.0023 | 0.0727 | 0.0727 | 0.0736 | 0.950 | -0.0046 | 0.0844 | 0.0843 | 0.0848 | 0.952 |
| | | \( \beta_{b} \) | -0.0054 | 0.0804 | 0.0803 | 0.0795 | 0.948 | 0.0069 | 0.0902 | 0.0900 | 0.0929 | 0.959 |
| | 90 | \( \beta_{\psi} \) | -0.0025 | 0.0768 | 0.0768 | 0.0792 | 0.953 | -0.1325 | 0.1532 | 0.0768 | 0.0761 | 0.568 |
| | | \( \beta_{c} \) | -0.0036 | 0.0764 | 0.0763 | 0.0798 | 0.954 | -0.0114 | 0.0927 | 0.0921 | 0.0921 | 0.947 |
| | | \( \beta_{b} \) | -0.0034 | 0.0912 | 0.0912 | 0.0910 | 0.958 | 0.0062 | 0.1105 | 0.1103 | 0.1078 | 0.950 |
| | 90 | \( \beta_{\psi} \) | -0.0023 | 0.0902 | 0.0902 | 0.0904 | 0.961 | -0.1308 | 0.1575 | 0.0877 | 0.0861 | 0.632 |
| | | \( \beta_{c} \) | -0.0037 | 0.0908 | 0.0907 | 0.0909 | 0.957 | -0.0069 | 0.1093 | 0.1091 | 0.1063 | 0.947 |

Note: \( \hat{\beta}_{\psi} \) denotes the estimator calculated based on the covariates without distorting factors, \( \hat{\beta}_{c} \) denotes the estimator calculated based on the covariates with distorting factors, and \( \hat{\beta}_{b} \) denotes the estimator calculated based on the adjusted covariates with distorting factors. Algorithm: MM algorithm.
### Table 2: \( \beta = (-0.25, 0.693), Z_1 \sim N(2, 1.44), Z_2 \sim U((7/3) - (\sqrt{19}/2), (7/3) + (\sqrt{19}/2)), \eta \sim U(4 - \sqrt{7}, 4 + \sqrt{7}). \)

| \( \lambda(t) = 1 \) | \( \rho \) (\%) | Type | \( \beta_1 = -0.25 \) | \( \beta_2 = 0.693 \) |
|------------------|-----------------|----------------|-----------------|-----------------|
| \( \lambda(t) = 2r \) | \( \hat{\beta}_{\nu} \) | Bias | SMSE | SD | CP | Bias | SMSE | SD | SE | CP |
| \( 8 \) | \( 80 \) | \( \hat{\beta}_{\nu} \) | -0.0048 | 0.0998 | 0.0998 | 0.1038 | 0.985 | 0.0147 | 0.1190 | 0.1181 | 0.1228 | 0.968 |
| \( \hat{\beta}_{\nu} \) | \( 0.0005 \) | 0.0987 | 0.0988 | 0.1016 | 0.969 | -0.1921 | 0.2170 | 0.1009 | 0.1042 | 0.513 |
| \( \hat{\beta}_{\nu} \) | \( -0.0038 \) | 0.0100 | 0.0105 | 0.0138 | 0.963 | -0.0010 | 0.1237 | 0.1237 | 0.1236 | 0.944 |
| \( \hat{\beta}_{\nu} \) | \( -0.0141 \) | 0.1082 | 0.1074 | 0.1108 | 0.959 | 0.0110 | 0.1320 | 0.1316 | 0.1318 | 0.955 |
| \( 150 \) | \( 85 \) | \( \hat{\beta}_{\nu} \) | -0.0091 | 0.1042 | 0.1038 | 0.1087 | 0.964 | -0.1980 | 0.2258 | 0.1086 | 0.1088 | 0.517 |
| \( \hat{\beta}_{\nu} \) | \( -0.0137 \) | 0.1078 | 0.1070 | 0.1106 | 0.959 | -0.0058 | 0.1351 | 0.1351 | 0.1322 | 0.947 |
| \( \hat{\beta}_{\nu} \) | \( -0.0060 \) | 0.1127 | 0.1126 | 0.1207 | 0.974 | 0.0110 | 0.1462 | 0.1459 | 0.1446 | 0.953 |
| \( 90 \) | \( \hat{\beta}_{\nu} \) | \( -0.0057 \) | 0.1139 | 0.1138 | 0.1204 | 0.967 | -0.0159 | 0.1453 | 0.1445 | 0.1443 | 0.946 |
| \( \hat{\beta}_{\nu} \) | \( -0.0105 \) | 0.0941 | 0.0936 | 0.0914 | 0.949 | 0.0105 | 0.1089 | 0.1085 | 0.1092 | 0.953 |
| \( \hat{\beta}_{\nu} \) | \( -0.0017 \) | 0.0929 | 0.0929 | 0.0897 | 0.954 | -0.1969 | 0.2150 | 0.0863 | 0.0906 | 0.382 |
| \( 80 \) | \( \hat{\beta}_{\nu} \) | \( -0.0095 \) | 0.0937 | 0.0933 | 0.0913 | 0.948 | -0.0072 | 0.1111 | 0.1109 | 0.1097 | 0.949 |
| \( \hat{\beta}_{\nu} \) | \( -0.0083 \) | 0.0973 | 0.0970 | 0.0979 | 0.958 | 0.0115 | 0.1088 | 0.1083 | 0.1177 | 0.964 |
| \( \hat{\beta}_{\nu} \) | \( -0.0035 \) | 0.0955 | 0.0955 | 0.0960 | 0.954 | -0.1990 | 0.2178 | 0.0886 | 0.0949 | 0.446 |
| \( \hat{\beta}_{\nu} \) | \( -0.0079 \) | 0.0979 | 0.0977 | 0.0977 | 0.956 | -0.0087 | 0.1125 | 0.1122 | 0.1172 | 0.953 |
| \( \hat{\beta}_{\nu} \) | \( -0.0046 \) | 0.1064 | 0.1064 | 0.1084 | 0.956 | -0.0022 | 0.1264 | 0.1259 | 0.1326 | 0.971 |
| \( \hat{\beta}_{\nu} \) | \( -0.0022 \) | 0.1056 | 0.1057 | 0.1067 | 0.953 | -0.2018 | 0.2278 | 0.1057 | 0.1040 | 0.461 |
| \( \hat{\beta}_{\nu} \) | \( -0.0036 \) | 0.1060 | 0.1060 | 0.1082 | 0.957 | -0.0140 | 0.1281 | 0.1273 | 0.1312 | 0.959 |
| \( \hat{\beta}_{\nu} \) | \( -0.0025 \) | 0.0776 | 0.0776 | 0.0765 | 0.953 | -0.0088 | 0.0932 | 0.0928 | 0.0928 | 0.953 |
| \( \hat{\beta}_{\nu} \) | \( -0.0038 \) | 0.0766 | 0.0766 | 0.0752 | 0.955 | -0.2000 | 0.2139 | 0.0758 | 0.0745 | 0.260 |
| \( \hat{\beta}_{\nu} \) | \( -0.0011 \) | 0.0773 | 0.0774 | 0.0763 | 0.958 | -0.0090 | 0.0957 | 0.0953 | 0.0923 | 0.945 |
| \( \hat{\beta}_{\nu} \) | \( -0.0037 \) | 0.0833 | 0.0833 | 0.0832 | 0.947 | 0.0084 | 0.1041 | 0.1038 | 0.1024 | 0.947 |
| \( \hat{\beta}_{\nu} \) | \( 300 \) | \( 85 \) | \( \hat{\beta}_{\nu} \) | \( 0.0011 \) | 0.0822 | 0.0822 | 0.0819 | 0.945 | -0.0078 | 0.2223 | 0.0791 | 0.0791 | 0.257 |
| \( \hat{\beta}_{\nu} \) | \( -0.0027 \) | 0.0838 | 0.0838 | 0.0831 | 0.951 | -0.0014 | 0.1051 | 0.1042 | 0.1011 | 0.934 |
| \( \hat{\beta}_{\nu} \) | \( -0.0035 \) | 0.0959 | 0.0959 | 0.0951 | 0.954 | 0.0026 | 0.1153 | 0.1153 | 0.1181 | 0.949 |
| \( \hat{\beta}_{\nu} \) | \( \hat{\beta}_{\nu} \) | \( 0.0001 \) | 0.0961 | 0.0961 | 0.0940 | 0.949 | -0.2135 | 0.2302 | 0.0861 | 0.0885 | 0.326 |
| \( \hat{\beta}_{\nu} \) | \( -0.0021 \) | 0.0956 | 0.0957 | 0.0950 | 0.953 | -0.0195 | 0.1186 | 0.1170 | 0.1160 | 0.936 |

Note: \( \hat{\beta}_{\nu} \) denotes the estimator calculated based on the covariates without distorting factors, \( \hat{\beta}_{\nu} \) denotes the estimator calculated based on the covariates with distorting factors, and \( \hat{\beta}_{\nu} \) denotes the estimator calculate based on the adjusted covariates with distorting factors. Algorithm: MM algorithm.
Table 3: $\beta = (0, 0.5)$, $Z_1 \sim N(2, 1.44)$, $Z_2 \sim U((7/3) - (\sqrt{19}/2), (7/3) + (\sqrt{19}/2))$, $u \sim U(4 - \sqrt{7}, 4 + \sqrt{7})$.

| $\bar{n}$ | $\rho$ (%) | Type | $\beta_1 = 0$ | $\beta_1 = 0.5$ | $\beta_2 = 0$ | $\beta_2 = 0.5$ |
|------|-----|-------|--------|--------|--------|--------|
|      |     |       | Bias  | SMSE  | SD    | SE     | Bias  | SMSE  | SD    | SE     | CP       | Bias  | SMSE  | SD    | SE     | CP       |
| 80   | 0.0016 | 0.0899 | 0.0899 | 0.0930 | 0.961 | 0.0106 | 0.1032 | 0.1027 | 0.1084 | 0.968 |
| 85   | 0.0016 | 0.0900 | 0.0901 | 0.0920 | 0.963 | −0.1184 | 0.1490 | 0.0906 | 0.0954 | 0.759 |
| 90   | 0.0017 | 0.0903 | 0.0903 | 0.0929 | 0.957 | 0.0014 | 0.1058 | 0.1058 | 0.1091 | 0.962 |
| 150  | 0.0013 | 0.1010 | 0.1010 | 0.0999 | 0.959 | 0.0079 | 0.1107 | 0.1104 | 0.1151 | 0.964 |
| 200  | 0.0007 | 0.0991 | 0.0991 | 0.0989 | 0.961 | −0.1191 | 0.1532 | 0.0964 | 0.0998 | 0.728 |
| 300  | 0.0011 | 0.1012 | 0.1012 | 0.0997 | 0.958 | −0.0052 | 0.1114 | 0.1113 | 0.1154 | 0.952 |

Note: $\hat{\beta}_W$ denotes the estimator calculated based on the covariates without distorting factors, $\hat{\beta}_C$ denotes the estimator calculated based on the covariates with distorting factors, and $\hat{\beta}_A$ denotes the estimator calculate based on the adjusted covariates with distorting factors. Algorithm: MM algorithm.
association between these clinical features under smoothed serum sodium and creatinine phosphokinase by ejection fraction and anaemia. 

There are 96 deaths in this data, and the censoring rate is nearly 67.9%. Due to the different dimensions of the covariates, we firstly standardize each covariate. Then, we set the standardized age as $Z_1$, the standardized creatinine phosphokinase as $Z_2$, the standardized diabetes as $Z_3$, the standardized high blood pressure as $Z_4$, the standardized platelets as $Z_5$, the standardized serum creatinine as $Z_6$, the standardized serum sodium as $Z_7$, the standardized sex as $Z_8$, the standardized smoking as $Z_9$, the standardized ejection fraction as a distorting factor $U_1$, and the standardized anaemia as a distorting factor $U_2$, where $\tilde{Z}_2$ and $\tilde{Z}_7$ indicate that the covariate is distorted.

The case-cohort sample is composed of the subcohort randomly selected 100 from the whole data and the dead objects in the whole data expect the subcohort. We perform regression analysis on the sample using the proportional hazard function:

$$ x(t|Z) = x_0(t) \exp \left\{ \sum_{i=1}^q \beta_i Z_i \right\}. \quad (28) $$

Because the size of this data is small, to improve the reliability of the sampling method, the sampling process is repeated 100 times. The average value of the 100 distorted estimates is $(2.7224, 14.0226, 0.1603, 0.4295, -0.2667, 3.0520, 11.0269, -0.0742, 0.1933)^T$.

Then, for the same 100 case-cohort sample, we obtain the adjusted covariates $\tilde{Z}_2$ and $\tilde{Z}_7$ by using the proposed kernel smoothing method on $\tilde{Z}_2$ and $\tilde{Z}_7$ and replace $Z_2$ and $Z_7$ with $\tilde{Z}_2$ and $\tilde{Z}_7$, respectively. On this basis, the average of adjusted estimates is $(2.5077, 1.0344, 0.1136, 0.5474, -0.3552, 2.8577, -2.4303, 0.2115)^T$.

The kernel and bandwidth selector chosen are the same as those in Section 5. After the covariates were adjusted, the estimator of creatinine phosphokinase is adjusted from 1.0344 to 14.0226, and the estimator of serum sodium is adjusted from $-2.4303$ to $11.0269$; the estimators of other covariates changed little after adjustment. The result is reasonable and feasible in medicine and also shows that the proposed method is effective for real data.

In practice, the covariates are measured after the case-cohort sampling to reduce costs and improve efficiency. In this real data, the size of the data is small, and each covariate has been measured. To reduce the error, we repeat 100 samplings and set the average value as the estimators. For example, based on the 10th case-cohort sample from the original data, the distorted estimator is $(3.5393, -0.5883, 0.1934, 0.3712, 0.4114, 6.5332, -3.9763, 0.1236, 0.3585)^T$; then, after the adjustment of covariates in the same sample, the adjusted estimator is $(4.5125, 79.7599, 0.1690, 0.2902, 1.0486, 5.9035, 12.7945, 0.1399, 0.1720)^T$. Therefore, the estimators based on same case-cohort sample are quite different from the average of estimators, but the trends are the same. So, for real data with a large sample size, we only need to draw a case-cohort sample and measure their covariates.

### 7. Conclusion

We study the estimation in Cox’s model with the adjusted covariates by using the nonparametric method based on the kernel function under case-cohort design. Consistency and asymptotic normality of the proposed estimators are derived. We use MM algorithm for calculating the regression coefficients, where the surrogate function with a diagonal Hessian matrix is established to overcome the operation difficulty in the Newton–Raphson algorithm. Simulation and real data studies suggest that the case-cohort design can be used to reduce the cost for cohort studies and the development of the adjustment for distorted covariates has nice performance.

Here, the adjustment for survival data is discussed in Cox’s model. The method can be extended to other models, such as an accelerated failure time model [28], an additive-multiplicative model [29], and an accelerated hazards model [30]. The cost-effective case-cohort design is mainly applied to the data with the high censoring rate. However, in the sampling process, some censoring subjects have not been measured. To improve the efficiency, our future works include developments of inference for estimation with adjusted covariates under a generalized case-cohort design [31] and an outcome-dependent sampling design.

### Appendix

#### A. Proof of Asymptotic Properties

We start with a lemma, which is frequently used in the process of proof. Then, we proceed to the proof of Theorem 1, concerning consistency and asymptotic normality.

**Lemma A.1.** Let $\eta(t)$ be a continuous function, satisfying $E[\eta(T)^2] < \infty$. Assume that conditions (C), (D1)-(D2), and (E) hold. The following asymptotic representation holds:

$$ \sum_{i=1}^n (\tilde{Z}_{ir} - Z_{ir}) \eta(T_{ir}) = \frac{1}{2} \sum_{i=1}^n (Z_{ir} - E[Z_{ir}]) \frac{E[Z_{ir} \eta(T_{ir})]}{E[Z_{ir}]} + \sum_{ir} (\tilde{Z}_{ir} - Z_{ir}) \frac{E[Z_{ir} \eta(T_{ir})]}{E[Z_{ir}]} + O_p(\sqrt{n}). $$

**Proof.** Of Lemma A.1. Recall that $\tilde{Z}_{ir} = \tilde{Z}_{ir}/\phi_e(U_i)$, which is given by Section 2. Sample calculations give the following expression:
Thus, it suffices to deal with the equation $\sum_{i=1}^{n} Z_{ir} \eta(T_{ir})$.
According to the type it holds that

$$\sum_{i=1}^{n} \left( \tilde{Z}_{ir} - Z_{ir} \eta(T_{ir}) \right) = \sum_{i=1}^{n} \tilde{Z}_{ir} \eta(T_{ir}) - \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}).$$

(A.2)

\[
\sum_{i=1}^{n} \tilde{Z}_{ir} \eta(T_{ir}) = \sum_{i=1}^{n} \tilde{Z}_{ir} \eta(T_{ir}) \left( \frac{\hat{p}(U_i)}{\hat{g}_r(U_i)} \right) \tilde{Z}_{ir} = \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \left( \frac{\hat{p}(U_i)}{\hat{g}_r(U_i)} \right) (\hat{Z}_r - E[Z_r]) + \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \left( \frac{\hat{p}(U_i)}{\hat{g}_r(U_i)} \right) (\tilde{Z}_r - E[Z_r])
\]

(\ref{A.3})

First, we analyze $L_1$. The proof is divided into three steps.
Denote by $L_{11}$, $L_{12}$, and $L_{13}$ the quantities:

\[
L_{11} = \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}),
\]

\[
L_{12} = \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \frac{\hat{g}_r(U_i)}{\hat{g}_r(U_i)}
\]

(A.4)

\[
L_{13} = \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \frac{\hat{p}(U_i)}{p(U_i)}
\]

\[
L_1 = \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \frac{\hat{g}_r(U_i)}{p(U_i)} \frac{\hat{p}(U_i)}{\hat{g}_r(U_i)} = \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \frac{\hat{g}_r(U_i)}{p(U_i)} \left( 1 - \frac{\hat{g}_r(U_i)}{\hat{g}_r(U_i)} \right) + \frac{\hat{p}(U_i)}{p(U_i)} + L_1^{k_1} - L_1^{k_1}
\]

(A.6)

\[
= \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) - \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \frac{\hat{g}_r(U_i)}{g_r(U_i)} + \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \frac{\hat{p}(U_i)}{p(U_i)} + L_1^{k_1} - L_1^{k_1}
\]

\[
= L_{11} - L_{12} + L_{13} + L_1^{k_1} - L_1^{k_1},
\]

where

\[
L_1^{k_1} = \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \frac{(\hat{g}_r(U_i) - g_r(U_i^2))}{g_r(U_i) - \hat{g}_r(U_i)}
\]

(A.7)

\[
L_1^{k_1} = \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \frac{(\hat{g}_r(U_i) - g_r(U_i)) (\hat{p}(U_i) - p(U_i))}{p(U_i) \hat{g}_r(U_i)}.
\]

Equation (A.5) can be concluded by proven

Step 1: show that

\[
L_1 = L_{11} + L_{12} + L_{13} + o_p(\sqrt{n}). \quad (A.5)
\]

Applying the equation $\phi_r(\cdot) = (g_r(\cdot)/p(\cdot)E(Z_r))$, we have

\[
\frac{\hat{g}_r(U_i)}{\hat{g}_r(U_i)} \approx \frac{g_r(U_i)}{g_r(U_i)}
\]

\[
\frac{\hat{p}(U_i)}{p(U_i)} \approx \frac{p(U_i)}{p(U_i)}
\]

According to Theorem 1 of [32], Lemma 3 of [23], condition (D2), and the Law of Large Numbers (LLN) for $(1/n) \sum_{i=1}^{n} Z_{ir} \eta(T_{ir})$, we then follow the arguments used in [23] to yield the higher order term:

\[
L_1^{k_1} = O_p(h^4) + n^{-1/2} h^{-1} \log n \left\{ \sum_{i=1}^{n} Z_{ir} \eta(T_{ir}) \right\}
\]

(A.8)
Similar argument yield (A.8) for $L_{11}^k$.

Step 2: show that

$$L_{12} = \frac{1}{2} \sum_{i=1}^n Z_n \eta(T_{ir}) + \frac{1}{2} \sum_{i=1}^n Z_n \frac{E[Z_n \eta(T_{ir})]}{E[Z_n]} + o_p(n^{1/2}),$$

$$L_{13} = \frac{1}{2} \sum_{i=1}^n Z_n \eta(T_{ir}) + \frac{1}{2} \sum_{i=1}^n E[Z_n \eta(T_{ir})] + o_p(n^{1/2}).$$

(A.10)

To analyze $L_{13}$, for ease of understanding, we use $p(U)$ to express the density function of $U$ and define as follows:

$$\sum_{i=1}^n Z_n \eta(T_{ir}) = \frac{1}{2} \sum_{i=1}^n \frac{1}{h} \int Z_n \eta(T_{ir}) \frac{1}{g_r(U_i)} K\left(\frac{U_i - u}{h}\right) \delta\phi_r(u) d\delta u$$

$$+ \frac{1}{2} \sum_{i=1}^n \frac{1}{h} \int Z_n \eta(T_{ir}) \frac{1}{g_r(U_i)} K\left(\frac{U_i - u}{h}\right) j P_{r, i}(j, u) d j du + o_p(n^{1/2}),$$

(A.13)

with $P_{r, i}(\delta, U)$ being the density function of $(Z_r, U)$, $J_r = Z_r \eta(T_r)$ and $P_{r, i}(j, U)$ the density of variable $(J_r, U)$. Note that $Z_r$ and $U$ are independent, and $J_r$ and $U$ are independent. According to conditions (C), (D1)-(D2), and (E), we obtain

$$\sum_{i=1}^n Z_n \eta(T_{ir}) \frac{1}{g_r(U_i)} \frac{E[Z_n]}{g_r(U_i)} \frac{1}{h} \int K\left(\frac{U_i - u}{h}\right) \phi_r(u) p_U(u) du$$

$$+ \frac{1}{2} \sum_{i=1}^n Z_n \phi_r(U_i) E[Z_n \eta(T_r)] \frac{1}{h} \int P_{r, i}(u) \frac{1}{g_r(U_i)} K\left(\frac{U_i - u}{h}\right) du + o_p(n^{1/2})$$

$$= \frac{1}{2} \sum_{i=1}^n Z_n \eta(T_{ir}) + \frac{1}{2} \sum_{i=1}^n Z_n \frac{E[Z_n \eta(T_{ir})]}{E[Z_n]} + o_p(n^{1/2}),$$

(A.14)

$L_{13}$ can be similarly proceeded. Combining (A.5) and (A.8), we have (7):

$$L_1 = \sum_{i=1}^n (Z_n \eta(T_{ir}) - E[Z_n \eta(T_{ir})]) - \frac{1}{2} \sum_{i=1}^n (Z_n - E[Z_n]) \frac{E[Z_n \eta(T_{ir})]}{E[Z_n]}$$

$$+ n E[Z_n \eta(T_r)] + o_p(n^{1/2}).$$

(A.15)

Step 3: show that

$$L_2 = \sum_{i=1}^n (\bar{Z}_n - E[Z_n]) \frac{E[Z_n \eta(T_{ir})]}{E[T_r]} + o_p(n^{1/2}).$$

(A.16)

We need to work on

$$\sum_{i=1}^n Z_n \eta(T_{ir}) \frac{g_r(U_i)}{g_r(U_r)}$$

(A.12)

We can obtain the above sum by a U-statistic with a varying kernel with the bandwidth $h$ by applying the similar arguments used by Davis and Fang [23] again. Then, we can have the asymptotic representation [4] as
From (A.16) and the definition of $L_2$ in (A.3), we derive that

\[
L_2 = \frac{\tilde{Z}_r - E[Z_r]}{E[Z_r]} L_1
\]

\[
= \frac{\sum_{i=1}^n (Z_{ir} \eta(T_{ir}) - E[Z_r \eta(T_r)])}{E[Z_r]} \frac{\tilde{Z}_r - E[Z_r]}{E[Z_r]}
\]

\[
- \frac{1}{2} \sum_{i=1}^n (Z_{ir} - E[Z_r]) \frac{E[Z_r \eta(T_r)]}{E[Z_r]} \frac{\tilde{Z}_r - E[Z_r]}{E[Z_r]} + nE[Z_r \eta(T_r)] \frac{\tilde{Z}_r - E[Z_r]}{E[Z_r]} + o_p(n^{1/2}),
\]

where the last equality is obtained by applying LLN to $(1/n)^{\sum_{i=1}^n (Z_{ir} \eta(T_{ir}) - E[Z_r \eta(T_r)])}$ and $(1/n)^{\sum_{i=1}^n (Z_{ir}) - E[Z_r]}$. Finally, together with the asymptotic representation of $L_1$ and $L_2$ in (A.15) and (A.17), the desired result is easy to arrive at. □

**Lemma A.2.** Refine

\[
\tilde{A}(\beta, t) = \sum_{i \in C} \int_0^t \left[ Z_i \beta - \log \left( \sum_{i \in C} Y_i(U) \exp(Z_i\beta) \right) \right] dN_i(U),
\]

\[
\hat{A}(\beta, t) = \sum_{i \in C} \int_0^t \left[ \tilde{Z}_i \beta - \log \left( \sum_{i \in C} Y_i(U) \exp(\tilde{Z}_i\beta) \right) \right] dN_i(U).
\]

Assume that conditions (C), (D1)-(D2), and (E) hold, then $\tilde{A}(\beta, t)$ converge to $\hat{A}(\beta, t)$ asymptotically.

**Proof.**

\[
\tilde{A}(\beta, t) - \hat{A}(\beta, t) = \sum_{i \in C} \int_0^t \left[ (\tilde{Z}_i - Z_i) \gamma \beta - \log \left( \sum_{i \in C} Y_i(U) \exp(\tilde{Z}_i\beta) \right) \right] dN_i(U)
\]

\[
+ \sum_{i \in C} \left( \tilde{Z}_i - Z_i \right) \frac{E[Z' \beta]}{E[Z']} + o_p(\sqrt{n}).
\]

For $\sum_{i \in C} \left( \tilde{Z}_i - Z_i \right) \beta$, according to Lemma A.1,

\[
\sum_{i \in C} \left( \tilde{Z}_i - Z_i \right) \beta = \sum_{i \in C} \left( Z_i - E[Z_i] \right) \frac{E[Z' \beta]}{E[Z']} + o_p(\sqrt{n}).
\]

According to the Law of Large Numbers, (A.20) converges to 0 in probability.

Next, we prove that

\[
\sum_{i \in C} Y_i(U) \exp(\tilde{Z}_i\beta) - \sum_{i \in C} Y_i(U) \exp(Z_i\beta) \longrightarrow 0.
\]

Let

\[
\sum_{i \in C} Y_i(U) \left[ \exp(\tilde{Z}_i\beta) - \exp(Z_i\beta) \right] \longrightarrow 0.
\]
Because $\exp(\cdot)$ is differentiable function, the first derivative of $\exp(\cdot)$, and it is obtained from (A.17) that
\begin{equation}
\exp(\mathcal{Z}_t^\beta) - \exp(\mathcal{Z}_t^{\beta_0}) \xrightarrow{L} 0.
\end{equation}

By (16) and (A.21), $\mathcal{A}(\beta, t)$ asymptotically converges to $\mathcal{A}(\check{\beta}, t)$.

Under the case-cohort sampling design, let $\mathcal{A}$ denote the sample set of the subcolumn, $n$ denote the number of samples in $\mathcal{A}$, $A$ denotes the case-cohort sample, and the set of $n$ represents the number of samples in $A$. Under the case-cohort sampling design, the covariate is not completely observed; then, its likelihood function cannot be expressed as (2). According to the pseudolikelihood function given in the article of Prentice [1], the pseudolikelihood function expression is as follows:
\begin{equation}
L_F(\beta) = \prod_{i \in A} \left[ \frac{\exp(\mathcal{Z}_t^{\beta^*})}{\sum_{j \in \mathcal{Z}(\mathcal{T}_i)} \exp(\mathcal{Z}_t^{\beta^*})} \right]^{\Delta},
\end{equation}

where adventure set $\mathcal{A}(t) = \{ i : T_i \geq t, i \in \mathcal{A} \cup B(t) \}, \{ B(t) = i : N_i(t) \neq N_i(t - 1), i = 1, 2, \ldots, n \}$. Note that only when the individual fails at time $t$, the set $B(t)$ is nonempty, and the corresponding log-likelihood function is
\begin{equation}
I_F(\beta) = \sum_{i \in A} \left[ \mathcal{Z}_i^{\beta^*} - \log \sum_{j \in \mathcal{Z}(\mathcal{T}_i)} \exp(\mathcal{Z}_t^{\beta^*}) \right].
\end{equation}

Proof of Theorem 1. To derive the asymptotic properties of the proposed estimator $\check{\beta}$, we first introduce the following working likelihood function:
\begin{equation}
\tilde{I}_F(\beta) = \sum_{i \in \mathcal{C}} \left[ \mathcal{Z}_i(t) - \mathcal{Y}_i(t) \exp(\mathcal{Z}_t^{\beta}) \right] dN_i(t),
\end{equation}

which differs from the pseudolikelihood function $I_F(\beta)$ in (A.16) by using the index set $\mathcal{C}$ instead of $R(t)$. The corresponding estimator based on $\tilde{I}_F(\beta)$ is defined as
\begin{equation}
\check{\beta} = \arg \max_{\beta \in \mathcal{K}} (\tilde{I}_F(\beta)).
\end{equation}

Note the argument in [21]; we can prove that the estimator $\check{\beta}$ is asymptotically equivalent to the proposed estimator $\hat{\beta}$. That is, the asymptotic properties of $\check{\beta}$ can be obtained by proving the desired asymptotic behaviors of $\hat{\beta}$.

Note that $\tilde{I}_F(\beta) = \tilde{A}(\beta, t)$. Mimicking the discussions in Lemma 1 of [21], we obtain that
\begin{equation}
\tilde{D}(\beta, t) = n^{-1} \left\{ \tilde{A}(\beta, t) - \tilde{A}(\beta_0, t) \right\}
= n^{-1} \left\{ \tilde{A}(\beta, t) - \tilde{A}(\beta, t) \right\}
+ n^{-1} \left\{ \tilde{A}(\beta, t) - \tilde{A}(\beta_0, t) \right\}.
\end{equation}

Define
\begin{equation}
\check{D}(\beta, t) = n^{-1} \left\{ \tilde{A}(\beta, t) - \tilde{A}(\beta_0, t) \right\},
\end{equation}

where $\check{D}(\beta, t)$ converges in probability to the same limit as
\begin{equation}
D(\beta, t) = \int_0^t \left( (\beta - \beta_0)' S^{(1)}(\beta_0, U) - \log \frac{S^{(0)}(\beta_0, U)}{S^{(0)}(\beta_0, U)} \right) \cdot \lambda_0(U) du,
\end{equation}

for $\beta \in \mathcal{K}$. Therefore, $D(\beta, t)$ converges uniformly to
\begin{equation}
d(\beta) = \int_0^t \left( (\beta - \beta_0)' s^{(1)}(\beta_0, t) - \log \frac{s^{(0)}(\beta_0, t)}{s^{(0)}(\beta_0, t)} \right) \cdot \lambda_0(t) dt,
\end{equation}

which is a continuous and convex function of $\beta$ and has a unique maximum at $\beta_0$ [20, 21]. That is,
\begin{equation}
d(\beta) \leq d(\beta_0),
\end{equation}

with equality if and only if $\beta = \beta_0$.

We assume that $\tilde{\beta}$ does not converge to $\beta_0$ by a set of positive probability. So, there exists a subsequence $\{\tilde{\beta}_m\}$ of $\{\beta\}$ which converges to $\beta^*$ not equal to $\beta_0$. Since $\{\tilde{\beta}_m\}$ is the maximum, we have $D(\tilde{\beta}_m, t) = D(\beta_0, t)$. We obtain the following inequality by the uniform convergency and continuity of limit:
\begin{equation}
E \left[ E(Z_{ij}|U_i) \right] = E \left[ E(\phi(U_i)Z_{ij}|U_i) \right]
= E \phi(U_i)E(Z_{ij}|U_i)
= E(\phi(U_i))Z_{ij}
= Z_{ij}.
\end{equation}
and from the above equation, we have

\[
\tilde{Z}_i = (\tilde{Z}_{i1}, \tilde{Z}_{i2}, \ldots, \tilde{Z}_{ip})^\top = \left( \frac{Z_{i1}}{\phi_1(U_i)}, \frac{Z_{i2}}{\phi_2(U_i)}, \ldots, \frac{Z_{ip}}{\phi_p(U_i)} \right)^\top
\]

where

\[
\begin{pmatrix}
\tilde{\phi}_1^{-1}(U_i) & 0 & 0 & 0 & 0 & 0 \\
0 & \tilde{\phi}_2^{-1}(U_i) & 0 & 0 & 0 & 0 \\
0 & 0 & \ddots & 0 & 0 & 0 \\
0 & 0 & 0 & \ddots & 0 & 0 \\
0 & 0 & 0 & 0 & \ddots & 0 \\
0 & 0 & 0 & 0 & 0 & \ddots
\end{pmatrix}
\begin{pmatrix}
\tilde{Z}_{i1} \\
\tilde{Z}_{i2} \\
\vdots \\
\tilde{Z}_{ip}
\end{pmatrix}
\]

(A.36)

Under conditions (A1)-(A3), (B1)-(B4), (C), (D1)-(D2), and (E) and similar arguments in Self and Prentice [21], we obtain the following results:

\[
-\frac{1}{n} \sum_{i=1}^{n} \xi_i^2(\beta_0) \overset{L}{\to} \Sigma(\beta_0), \quad \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \zeta_i^2(\beta_0) \overset{L}{\to} N(0, \Sigma(\beta_0) + \Sigma_1(\beta_0)).
\]

(A.37)

Because \( \tilde{\beta} \) converges to \( \beta_0 \) in probability, Slutsky’s theorem, and (A.12), we can obtain

\[
\sqrt{n}(\tilde{\beta} - t\beta_0) \overset{L}{\to} N(0, \Omega(\beta_0)),
\]

(A.38)

where the asymptotic variance matrix

\[
\Omega(\beta_0) = \Sigma(\beta_0) + \Sigma_1(\beta_0),
\]

(A.39)

where

\[
\Sigma(\beta_0) = \int_0^T \tilde{\phi}_1^{-1}(\beta_0, t) \tilde{\phi}_1(\beta_0, t) \phi_1^{-1} dt,
\]

\[
\Sigma_1(\beta_0) = \int_0^T \int_0^T \tilde{\phi}_1^{-1}(\beta_0, t) \tilde{\phi}_1(\beta_0, t) \phi_1^{-1}(\beta_0, \omega) \phi_1^{-1}(\beta_0, \omega) dt d\omega,
\]

\[
\tilde{\phi}_1(\beta_0, t, \omega) = (1 - \alpha) \phi_1^{-1}(\beta_0, t) \phi_1^{-1}(\beta_0, \omega) \frac{1}{n} \sum_{i=1}^{n} \tilde{\phi}_1^{-1}(U_i).
\]

(A.40)
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