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Abstract
Continuous representations for words or phrases, trained on large unlabeled corpora are proved very useful for many natural language processing tasks. While these vector representations capture many fine-grained syntactic and semantic regularities among words or phrases, it often lacks coreferential information which is useful for many downstream tasks like information extraction, text summarization etc. In this paper, we argue that good word and phrase embeddings should contain information for identifying refer-to-as relationship and construct a corpus from Wikipedia to generate coreferential neural embeddings for nominals. The term nominal refers to a word or a group of words that functions like a noun phrase. In addition, we use coreference resolution as a proxy to evaluate the learned neural embeddings for noun phrases. To simplify the evaluation procedure, we design a coreferential phrase prediction task where the learned nominal embeddings are used to predict which candidate nominals can be referred to a target nominal. We further describe how to construct an evaluation dataset for such task from well known OntoNotes corpus and demonstrate encouraging baseline results.
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1. Introduction
Understanding relations between words and phrases is a long-standing problem in natural language processing. Various resources are collected and utilized in order to understand different types of relations between words, including synonymy, antonymy (Turney, 2008) and hierarchical relationships such as hyponymy and hypernymy (Fu et al., 2014). Coreference (a.k.a refer-to-as) relation is another important type of relations between words and phrases and has a wide range of potential applications. Previous work (Feng et al., 2015) found both textual and visual information helpful to learn refer-to-as relations between words. However, annotated data for coreferent phrases are missing. In this work, we develop a dataset from Wikipedia which can aid in learning and evaluating refer-to-as relations between a group of words which act as a noun phrase. Furthermore, the developed dataset can be leveraged to construct semantic space representations for the coreferential nominals.

Learning semantic representations for words from large unlabeled corpora (ex., Wikipedia) using co-occurrence statistics has a long history in natural language processing (Deerwester et al., 1990; Lund and Burgess, 1996; Collobert and Weston, 2008). More recent works (Mikolov et al., 2013; Pennington et al., 2014) uses log-bilinear models to learn continuous representations of words on large corpora efficiently. While these vector representations capture fine-grained syntactic and semantic regularities among words or phrases, it often lacks coreferential information. For example, "phd student" and "graduate fellow" can be co-referred to each other and this relationship should be recognized by semantic representations.

Refer-to-as relation information can benefit many natural language processing applications such as question answering (Morton, 1999), information extraction (Humphreys et al., 1997; Zelenko et al., 2004) etc. So, in this paper, we focus on the task of resolving refer-to-as relation between nominals. We design a coreferential phrase prediction task by simplifying the coreference resolution task to evaluate the utility of our proposed corpus. The automatic resolution of identifying surface forms (a.k.a mentions) which co-refer to the same abstract entity is a challenging task with a long history in computational linguistics. For example, given a paragraph, "A female motorist wearing a blue shirt abruptly made a left turn, ignoring the officer’s attempt to initiate a traffic stop. The driver continued to drive erratically to Annapolis Road.,” an automatic system has to recognize “A female motorist wearing a blue shirt” and “the driver” refer to the same entity. To deal with such a task, the underlying system has to decide whether two noun phrases are compatible and whether they can narratively replace each other. This requires a high-level understanding of the semantics of words and phrases.

In order to learn representations which can capture the coreferential relationship between nominals, we propose a corpus extracted from Wikipedia. To evaluate the learned representation of nominals from our proposed corpus, we use a simplified form of coreference resolution task and use it as a proxy to evaluate the learned representation of noun phrases. In the following, we provide an example to illustrate the advantage of utilizing coreferential information from Wikipedia in resolving nominal coreference.

Example: The September 11 attacks by al-Qaeda killed 2,996 people and caused at least $10 billion in property and infrastructure damage. It was the deadliest incident for firefighters and law enforcement officers in the history of the United States.

Resolving the nominal mention, the deadliest incident to the mention September 11 attacks requires help from external knowledge source. For example, if we know incident can be linked to attacks from a knowledge source, ex., Wikipedia, then we can resolve the coreference in the provided example. We argue that good representations of noun phrases should contain sufficient information to identify such coreferential relationship. So, we train deep neural networks to learn phrase representations based on our pro-
proposed corpus and design a coreferential phrase prediction task to evaluate the learned representations. This evaluation is complementary to common word embeddings evaluation on synonymy, hypernymy and hyponymy (Fu et al., 2014) and is more close to human’s perception of word and phrase meanings.

The traditional coreference resolution task is a supervised clustering task. Given a document, a system clusters all the mentions in the article into equivalent classes, such that each class contains mentions refer to the same entity. Despite we can plug-in word and/or phrase representations into a coreference resolution system and evaluate the soundness of the representations based on the end performance of the system but it is hard to measure the contribution of the individual word/phrase representations. As our main goal is to evaluate representations of noun phrases, we specifically focus on the nominals since previous works (Durrett and Klein, 2014) show that resolving nominal mentions are one of the hardest categories in coreference resolution.

Therefore, we propose a ranking evaluation procedure based on the intuition that many state-of-the-art approaches are based on mention ranking model (Denis and Baldrige, 2008). Given a target mention and a list of candidate mentions, the goal in our setting is to rank the mentions in the candidate list based on how likely it is co-referred with the target mention without considering the context. In this way, we can directly compare the contributions of the mention representations in a model. We propose a phrase level task where we consider the entire mention boundaries as a noun phrase. We demonstrate how to construct such mention ranking evaluation data from Ontonotes v5.0 corpus and present the results of preliminary experiments as a proof-of-concept.

2. Dataset Construction

We construct our proposed corpus on the Wikipedia dump from March 06, 2016 which contains 16.4M (approx.) articles where 6.5M (approx.) articles are redirected to another Wikipedia article. We considered rest of the 9.9M non-redirected Wikipedia articles to generate the dataset that will be used to learn the coreferential relationship between nominals. We treat each article on Wikipedia as representing an entity (or concept or idea), and the anchor text of inlinks as a mention of the entity. All the wiki links present in a Wikipedia article are extracted and tagged with appropriate part-of-speech using Stanford log-linear POS tagger. We consider the anchor text of the hyperlinks as mentions. Since we are focusing on nominals, we tag the noun phrases to identify nominals from rest of the noun phrases. Nominals are derived from the noun mentions by following a simple rule, \textit{all non-capitalized nouns are nominals}. For example, \textit{daughter} is counted as a nominal but \textit{Professor} is not. The development tool along with the constructed corpus is publicly available.\footnote{Different corpus may have different definitions of mention boundaries. For example, Ontonotes defines the largest noun phrase that represents an entity as mention, while ACE annotation uses the shortest noun phrase to identify a mention. In this work, we follow the definition in Ontonotes corpus.}

| Number of articles | 16,388,870 |
|--------------------|------------|
| Number of redirected articles | 6,466,828 |
| Number of non-redirected articles | 9,922,042 |
| Unique noun mentions | 26,660,798 |
| Unique nominal mentions | 2,512,347 |
| Unique nominal mentions (1 \leq\text{mention length} \leq 30) | 1,428,441 |

Table 1: Corpus description extracted from Wikipedia

Additionally, we consider the nominals which do not contain noun phrase but are linked to a Wikipedia article whose title contains noun phrase. For example, \textit{self-governed} mention is linked to an article titled as \textit{self-governance} is counted though \textit{self-governed} is an adjective but \textit{self-governance} is a noun phrase. Finally, nominal mentions with length 1 or more than 30 are filtered out for our experiment. Table 1 lists the complete details of the generated dataset.

3. Learning Phrase Embeddings

We propose to use coreference relationship to evaluate word and phrase embedding. It is important to note that, co-occurrence and coreference are not the same concepts. For example, “lazy dog” and “attractive cat” are very close in the low dimensional embedding space because of high co-occurrence of the words “dog” and “cat” but they cannot be co-referred. On the other hand, “phd candidate” and “graduate student” can be co-referred to each other.

As we mentioned, we reduce the coreference resolution problem to an antecedent ranking problem, since many state-of-the-art models (Wiseman et al., 2015; Chang et al., 2013; Durrett and Klein, 2013) are a variant of the mention-ranking model (Denis and Baldrige, 2008). We define the antecedent ranking problem as, given a target mention, the goal is to rank all antecedent mentions in the same document based on predicted scores such that the antecedent mentions referred to the target mention are ranked on the top. We propose to evaluate phrase embeddings to estimate the usefulness of embeddings to train supervised learning algorithms for antecedent ranking. We train an end-to-end model to produce phrase embeddings based on the training set, tune the model on the development set, and compute accuracy of the ranking based on evaluation dataset. We allow a model to use a pre-trained word embedding for initialization purpose. We construct the training and development dataset from the corpus we generated from Wikipedia and the evaluation dataset based on OntoNotes V5.0 corpus (Hovy et al., 2006) that used in the CoNLL shared task 2012 for coreference resolution (Pradhan et al., 2012). Table 2 lists the complete details of the extracted dataset.

We get coreferential mention clusters from the corpus we generate as described in section 2. Negative examples are extracted from the original corpus as described in section 2. We generate a set of 100 coreferential mention clusters for each class.

\footnote{https://github.com/wasiahmad/mining_wikipedia/tree/master/WikiMiner}
Figure 1: Neural network architecture to rank candidate mentions of a target mention

Table 2: Data Description

|          | Total nominal coref. chain | Avg. candidates per chain | Total unique terms |
|----------|---------------------------|--------------------------|--------------------|
| Train    | Total nominal coref. chain | 78,665                   | 24                 |
|          | Avg. candidates per chain  | 35,939                   |                    |
|          | Total unique terms        | 2,839                    |                    |
| Development | Total nominal coref. chain | 8,354                    | 18                 |
|          | Avg. candidates per chain  | 6,686                    |                    |
|          | Total unique terms        | 12                       |                    |
| Test     | Total nominal coref. chain | 623                      | 12                 |
|          | Avg. candidates per chain  | 2,839                    |                    |
|          | Total unique terms        | 87,766                   |                    |

Table 2: Data Description

selected using random sampling based on cosine similarity distribution. To compute similarity, we simply use pretrained word embeddings (Pennington et al., 2014). Examples of train/development dataset is provided in table 3.

**Baselines:** The “Mention Embeddings” (an unsupervised approach) baseline simply take the average of the word vectors in a phrase as the phrase embedding, and compute the cosine similarity to score phrase pairs. Formally, given the embeddings of \( n_p \) words of a phrase \( p \), \( w_1, \ldots, w_{n_p} \), the phrase embedding \( E(p) \) is:

\[
E(p) = \frac{1}{n_p} \sum_{k=1}^{n_p} w_k
\]

where \( E(p) \), \( w_k \in \mathbb{R}^{d_e} \) and \( d_e \) is a hyper-parameter, indicating word embedding size. Then, we compute the similarity score of the phrase pair as follows.

\[
\text{Sim}(p_1, p_2) = \text{cosine}(p_1, p_2) = \frac{p_1^T p_2}{\|p_1\| \|p_2\|}
\]

The “Mention Embeddings + FFNN” baseline construct mention representations like previous baseline but compute score using a two-layer feed-forward neural network.

\[
\text{Sim}(p_1, p_2) = \sigma(u^T \tanh(W[E(p_1), E(p_2)] + b))
\]

where \( W \in \mathbb{R}^{d_e \times d_e}, b \in \mathbb{R}^{d_e} \), and \( [E(p_1), E(p_2)] \) represents concatenation of the phrase embedding pair.

Inspired by (Chiu and Nichols, 2016; Ma and Hovy, 2016), we also provide a more sophisticated baseline by using bidirectional long-short term memory (LSTM) (Hochreiter and Schmidhuber, 1997) and convolutional neural network (CNN) (LeCun et al., 1998; Kalchbrenner et al., 2014) in combinations to construct mention representation and using a feed-forward neural network to score mention antecedent pairs. A general architecture for the proposed baseline methods is shown in Fig. 1.

We use a shallow bi-directional LSTM with hidden size \( \tilde{h} \) to encode contextual embeddings \( \tilde{p}_t \) of each word in the phrase,

\[
\begin{align*}
\tilde{h}_t &= \text{LSTM}(\tilde{h}_{t-1}, w_t), t = 1, \ldots, n_p \\
\tilde{p}_t &= [\tilde{h}_t, \tilde{h}_t] 
\end{align*}
\]

Where \( \tilde{p}_t \in \mathbb{R}^{2\tilde{h}} \) and \( \tilde{h} = 2\tilde{h} \).

To construct mention embeddings, we apply convolution operation on the contextual embeddings, \( \tilde{p}_t \). We can view the convolution operation as sliding window based feature extractor which captures the n-gram contextual features. A convolution operation involves a filter \( w \in \mathbb{R}^N (N = n d_e) \), which is applied to a window of \( n \) words to produce an n-gram contextual feature. The filter is applied to each possible window of \( n \) words in the mention to produce a feature
| Target Mention       | Positive Candidates                                                                 | Negative Candidates                                                                 |
|---------------------|--------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------|
| protein sequence    | amino acid sequencing, chain of amino acids, peptide sequence, protein primary structure | metabolic enzymes, biological mutations, periodic sequence, nucleotide sequence       |
| general election    | whole coalition, upcoming election, the previous election, election campaign, legislative election | the constitutional amendment, election win, the presidential election, democratic political values |
| aerial bomb         | aerial bombardment, bombing, bomb attack                                               | nuclear bomb technology, terror attacks, attack ground targets, atomic weapon        |
| highway construction| roads, road building equipment, road work construction, street construction, road building | highway marker, construction yard, railway and highway bridge, construction superintendent |

Table 3: Example of positive and negative coreference clusters generated from Wikipedia

| Model                          | NLL-Loss | MAP  | P@1  | P@5  | R@1  | R@5  |
|-------------------------------|----------|------|------|------|------|------|
| Mention Embeddings            | 1.7389   | 0.5452 | 0.5185 | 0.2374 | 0.3715 | 0.7630 |
| Mention Embeddings + FFNN     | 1.7836   | 0.4632 | 0.4995 | 0.2317 | 0.3516 | 0.7888 |
| Bidirectional-LSTM + CNN + FFNN | 1.6731   | 0.4884 | 0.4719 | 0.2475 | 0.3476 | 0.8025 |

Table 4: Performance of baseline methods.

map. Then max pooling is applied over the feature map to select one feature for one filter. In this way, all the contextual features generated by a predefined number of filters are concatenated to produce the mention representation.

A two-layer feed-forward neural network is used to score mention antecedent pairs. Embedding of the mention and it’s candidate antecedent are concatenated and given as an input to the feed-forward network. To add non-linearity after each layer, we use rectified linear units in the feed-forward network.

Hyper-parameter Tuning. We carefully tune parameters on the development set. Parameters of the model were learned using mini-batch SGD with Adam (Kingma and Ba, 2014) for optimization with the two momentum parameters set to 0.9 and 0.999 respectively. Initial learning rate was set to 0.001. We use mini-batches of size 64 and early stopping criterion to stop training if validation accuracy does not improve for 3 iterations. For the hidden size of BiLSTM, we consider the range [150, 300, 600] and found 300 results in best performance. We use convolution filters of size 1 and 2 with 256 feature maps each. Gradient clipping technique (5.0) (Graves, 2013) and dropout (0.1) (Srivastava et al., 2014) were used. We use pre-trained GloVe embeddings (Pennington et al., 2014) and fix them during training. Out-of-vocabulary words were initialized with zero vectors.

4. Evaluation Metrics and Baseline Results

In this section, we present the details of evaluation metrics and the performances of baseline methods.

Evaluation Metrics. In tradition, researchers treat coreference resolution as a supervised clustering problem and evaluate system performance by clustering metrics (Pradhan et al., 2014). However, this evaluation metric does not align with our goal of ranking antecedents for a given target mention. Therefore, we evaluate the performance by Mean Average Precision (MAP), Precision at k ($P@k$), Recall at k ($R@k$). We also report the negative log-likelihood loss for the baseline methods.

Results. The performance comparison based on the evaluation dataset between baseline models is presented in Table 4. For our proposed phrase embeddings evaluation task, averaging word vectors is a strong baseline, even without accessing training dataset, it achieves better results to the trained neural network based approaches. This could be due to the noise coming from the unlabeled corpus generated from Wikipedia. We need to deal with the noise to capture a better coreferential relationship between phrases and we are leaving this as our future work.

5. Related Works

Distributed word representations, also known as, word embeddings, typically represent words with dense, low-dimensional and real-valued vectors. Word embeddings have been empirically shown to preserve linguistic information, such as the semantic relationship between words (Mikolov et al., 2013; Pennington et al., 2014) and it helps to learn algorithms to perceive underlying semantics of the targeted task. Over the past few years, researchers have been studying different ways for evaluating word embeddings, including using hypernym-hyponym relation (Fu et al., 2014), word similarity task (Levy and Goldberg, 2014), word analogy taks (Levy et al., 2015), POS tagging task (Lin et al., 2015) and phrase-based machine translation (Zou et al., 2013). Our proposed evaluation approach is complementary to the previous ones. Besides, it is suitable to be used for evaluating phrase embedding.

Our work is inspired by previous works on supervised coreference research which show that incorporating external knowledge can improve the performance of a coreference system (CR). A variety of approaches (Ng, 2007; Ponzetto and Strube, 2006; Haghighi and Klein, 2009) have...
been shown to benefit from using external resources such as Wikipedia (Strube and Ponzetto, 2006; Ponzetto and Strube, 2007; Singh et al., 2012; Spitkovsky and Chang, 2012), WordNet (Harabagiu et al., 2001; Soon et al., 2001) or YAGO (Suchanek et al., 2007). (Rahman and Ng. 2011) examined the utility of three major sources of world knowledge and applied them to two learning-based coreference models and found improved performance when knowledge extracted from different sources are exploited in combination rather than individually. Also, previous works (Ogrodniczuk, 2013) verified that nominal facts extracted from world knowledge resources effectively perform and can be used as a source of pragmatic knowledge for coreference resolution.

6. Conclusion and Future Work

In this work, we propose a corpus to learn refer-to-as relations for nominals extracted from Wikipedia in an unsupervised way. Also, we carry out an extrinsic evaluation of phrase embeddings which can aid in resolving nominal coreference. We simplified the coreference resolution problem and presented it as an antecedent ranking task. We have provided several baseline techniques to demonstrate the efficacy of phrase embeddings in resolving nominal mentions. In future, we are interested to investigate, whether word and phrase embeddings can be trained in such a way that learned representations can capture coreferential relationship along with other linguistics regularities and patterns.
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