HOMOCLINIC GROUPS, IE GROUPS, AND EXPANSIVE ALGEBRAIC ACTIONS
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Abstract. We give algebraic characterizations for expansiveness of algebraic actions of countable groups. The notion of $p$-expansiveness is introduced for algebraic actions, and we show that for countable amenable groups, a finitely presented algebraic action is 1-expansive exactly when it has finite entropy. We also study the local entropy theory for actions of countable amenable groups on compact groups by automorphisms, and show that the IE group determines the Pinsker factor for such actions. For an expansive algebraic action of a polycyclic-by-finite group on $X$, it is shown that the entropy of the action is equal to the entropy of the induced action on the Pontryagin dual of the homoclinic group, the homoclinic group is a dense subgroup of the IE group, the homoclinic group is nontrivial exactly when the action has positive entropy, and the homoclinic group is dense in $X$ exactly when the action has completely positive entropy.

1. Introduction

Given a (continuous) action of a countable discrete amenable group $\Gamma$ on a compact metrizable space $X$, one has the topological entropy $h_{\text{top}}(X)$ of the action, lying in $[0, +\infty]$. Besides being an invariant of the action, the entropy also gives us a lot of information about the action itself. Indeed, the intuition about the entropy is that the larger the entropy is, the more complicated the action is. Thus it is very natural to ask for the relation between entropy properties of the action and the asymptotic behavior of orbits of the action, i.e. the asymptotics of $\rho(sx, sy)$ as elements $s$ of $\Gamma$ go to infinity, where $\rho$ is a compatible metric on $X$ and $x, y \in X$.

A well-known result in this direction is that of Blanchard et al. \cite{8} in the case of $\Gamma = \mathbb{Z}$. They showed that positive entropy implies Li-Yorke chaos. That is, if the $\mathbb{Z}$-action is generated by a homeomorphism $T : X \to X$ and $h_{\text{top}}(X) > 0$, then there exists an uncountable subset $Z$ of $X$ such that for any distinct $x, y$ in $Z$ one has $\limsup_{n \to +\infty} \rho(T^n x, T^n y) > 0$ and $\liminf_{n \to +\infty} \rho(T^n x, T^n y) = 0$.

In this article we concentrate on the phenomenon $\limsup_{s \to \infty} \rho(sx, sy) = 0$ for points under the action of a general group $\Gamma$. A pair $(x, y)$ of points in $X$ satisfying
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lim_{s \to \infty} \rho(sx, sy) = 0 is called asymptotic or homoclinic. In the case \( \Gamma = \mathbb{Z} \) and the action is generated by a homeomorphism \( T : X \to X \), a pair \((x, y)\) of points in \( X \) satisfying \( \lim_{n \to +\infty} \rho(T^n x, T^n y) = 0 \) is called positively asymptotic or positively homoclinic. Thus, one of the questions we want to address is the relation between \( h_{\text{top}}(X) > 0 \) and the existence of non-diagonal asymptotic pairs.

A positive result on this question is that of Blanchard et al. \[10\]. They showed that in the case \( \Gamma = \mathbb{Z} \), when \( h_{\text{top}}(X) > 0 \), there exist non-diagonal positively asymptotic pairs. On the other hand, Lind and Schmidt constructed examples of \( \mathbb{Z} \)-actions (actually toral automorphisms) which have positive entropy but no non-diagonal asymptotic pairs \[49, Example 3.4\]. Thus one has to add further conditions.

The condition we are going to add is expansiveness. An action \( \Gamma \acts X \) is called expansive if there exists \( r > 0 \) such that \( \sup_{s \in \Gamma} \rho(sx, sy) \geq r \) for all distinct \( x, y \) in \( X \). For example, for any \( k \in \mathbb{N} \) and \( A \in M_k(\mathbb{Z}) \) being invertible in \( M_k(\mathbb{Z}) \), the toral automorphism of \( \mathbb{R}^k/\mathbb{Z}^k = (\mathbb{R}/\mathbb{Z})^k \) defined by \( x + \mathbb{Z}^k \mapsto Ax + \mathbb{Z}^k \) for \( x \in \mathbb{R}^k \) is expansive if and only if \( A \) has no eigenvalues with absolute value 1 \[80, page 143\]. Bryant showed that for expansive \( \mathbb{Z} \)-actions, when \( X \) is infinite, there are non-diagonal positively asymptotic pairs \[12, Theorem 2\]. Schmidt showed that when \( \Gamma = \mathbb{Z}^d \) for some \( d \in \mathbb{N} \), every subshift of finite type (which is always expansive) with positive entropy has non-diagonal asymptotic pairs \[75, Proposition 2.1\]. These results lead us to ask the following question:

**Question 1.1.** Let a countable discrete amenable group \( \Gamma \) act on a compact metrizable space \( X \) expansively. If \( h_{\text{top}}(X) > 0 \), then must there be a non-diagonal asymptotic pair in \( X \)?

Despite all the evidence above, we do not know the answer to Question 1.1 even in the case \( \Gamma = \mathbb{Z} \). One of the main results of this article is that Question 1.1 has an affirmative answer for algebraic actions of polycyclic-by-finite groups.

Actions of countable discrete groups \( \Gamma \) on compact (metrizable) groups \( X \) by (continuous) automorphisms are a rich class of dynamical systems, and have drawn much attention since the beginning of ergodic theory. Among such actions, the so called algebraic actions, meaning that \( X \) is abelian in which case the action is completely determined by the module structure of the Pontryagin dual \( \hat{X} \) of \( X \) over the integral group ring \( Z \Gamma \) of \( \Gamma \), is especially important because of the beautiful interplay between dynamics, Fourier analysis, and commutative or noncommutative algebra.

The \( \mathbb{Z} \)-actions on compact groups by automorphisms are well understood now (cf. \[48, 60, 82, 83\]). After investigation during the last few decades, much is also known for such actions of \( \mathbb{Z}^d \) (cf. \[21, 36, 37, 42, 49, 52, 71, 74, 76, 78\]). The fact that the integral group ring of \( \mathbb{Z}^d \) is a commutative factorial Noetherian ring plays a vital role for such study, as it makes the machinery of commutative algebra available. In the last several years, much progress has been made towards understanding the algebraic actions of general countable groups \( \Gamma \) (cf. \[4, 11, 15, 17, 18, 41, 47, 62\]).
It is somehow surprising that operator algebras, especially the group $C^*$-algebras or group von Neumann algebras of $\Gamma$, turn out to be important for such a study.

Let a countable group $\Gamma$ act on a compact group $X$ by automorphisms, and denote by $e_X$ the identity element of $X$. A point $x \in X$ is called homoclinic if the pair $(x, e_X)$ is asymptotic, i.e. $sx \to e_X$ when $\Gamma \ni s \to \infty$. When $\Gamma$ is amenable, a point $x \in X$ is called IE if, for any neighborhoods $U_1$ and $U_2$ of $x$ and $e_X$ respectively, there exists $c > 0$ such that for any sufficiently left invariant nonempty finite set $F \subseteq \Gamma$ one can find some $F' \subseteq F$ with $|F'| \geq c|F|$ being an independence set for $(U_1, U_2)$ in the sense that for any map $\sigma : F' \to \{1, 2\}$ one has $\bigcap_{s \in F'} s^{-1}U_{\sigma(s)} \neq \emptyset$. The set of all homoclinic points (resp. IE points), denoted by $\Delta(X)$ (resp. IE($X$)), is a $\Gamma$-invariant subgroup of $X$. It is easy to see that $\Delta(X)$ describes all the asymptotic pairs of $X$ in the sense that a pair $(x, y)$ of points in $X$ is asymptotic if and only if $xy^{-1}$ lies in $\Delta(X)$. A group $\Gamma$ is called polycyclic-by-finite [65, page 422] if there is a sequence of subgroups $\Gamma = \Gamma_1 \triangleright \Gamma_2 \triangleright \cdots \triangleright \Gamma_n = \{e\}$ such that $\Gamma_j/\Gamma_{j+1}$ is finite or cyclic for every $j = 1, \ldots, n-1$. The polycyclic-by-finite groups are exactly the virtually solvable groups each of whose subgroups is finitely generated (cf. [79, pages 2 and 4]). One of our main results is

**Theorem 1.2.** Let $\Gamma$ be a polycyclic-by-finite group. Let $\Gamma$ act on a compact abelian group $X$ expansively by automorphisms. Then the following hold:

1. Let $G$ be a $\Gamma$-invariant subgroup of $\Delta(X)$ such that $G$ and $\Delta(X)$ have the same closure. Treat $G$ as a discrete abelian group and consider the induced $\Gamma$-action on the Pontryagin dual $\hat{G}$. Then the actions $\Gamma \curvearrowright X$ and $\Gamma \curvearrowright \hat{G}$ have the same entropy.
2. $\Delta(X)$ is a dense subgroup of IE($X$).
3. The action has positive entropy if and only if $\Delta(X)$ is nontrivial.
4. The action has completely positive entropy with respect to the normalized Haar measure of $X$ if and only if $\Delta(X)$ is dense in $X$.

Note that the assertion (3) of Theorem 1.2 answers Question 1.1 affirmatively for algebraic actions of polycyclic-by-finite groups. In the case $\Gamma = \mathbb{Z}^d$ for some $d \in \mathbb{N}$, the assertions (3) and (4) are the main results of Lind and Schmidt in [49], and the assertion (1) was proved by Einsiedler and Schmidt for $G = \Delta(X)$ in [19]. As we mentioned above, the work in [19, 49] relies heavily on the machinery of commutative algebra. When $\Gamma$ is nonabelian, we do not have such tools available anymore. Instead, the $\ell^1$-group algebra $\ell^1(\Gamma)$ and the group von Neumann algebra of $\Gamma$ play a crucial role.

This paper has three parts: expansive algebraic actions of countable groups, the local entropy theory for actions of countable amenable groups on compact groups by automorphisms, and duality for algebraic actions of countable amenable groups. Theorem 1.2 is the outcome of these three parts.

In Section 3 we give algebraic characterizations for expansiveness of algebraic actions of a countable group $\Gamma$. Given a matrix $A \in M_k(\mathbb{Z}\Gamma)$ being invertible in
$M_k(\ell^1(\Gamma))$, the canonical $\Gamma$-action on the Pontryagin dual $X_A$ of the $\mathbb{Z}\Gamma$-module $(\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^kA$ is expansive. Dynamically, our characterization says that the expansive algebraic actions of $\Gamma$ are exactly the restriction to closed $\Gamma$-invariant subgroups of $X_A$ for all such $A$.

The notion of $p$-expansiveness is introduced in Section 4 for algebraic actions of a countable group $\Gamma$, for $1 \leq p \leq +\infty$. This yields a hierarchy of expansiveness: $q$-expansiveness implies $p$-expansiveness for $p < q$ and $+\infty$-expansiveness is exactly the ordinary expansiveness. We show that, for an algebraic action of $\Gamma$ on $X$, if $\Gamma$ is amenable and $\hat{X}$ is a finitely presented $\mathbb{Z}\Gamma$-module, then the action has finite entropy if and only if it is $1$-expansive. This relies on a result of Elek [22] about the analytic zero divisor conjecture, the proof of which uses the group von Neumann algebra of $\Gamma$.

In Section 5 we study the group $\Delta^p(X)$ of $p$-homoclinic points for an algebraic action of a countable group $\Gamma$ and $1 \leq p < +\infty$. They are subgroups of $\Delta(X)$. For expansive algebraic actions, using our characterization for such actions, we show that $\Delta^1(X) = \Delta(X)$.

Section 6 gives another application of our characterization for expansive algebraic actions of a countable group $\Gamma$. We show that various specification properties are equivalent and imply that $\Delta(X)$ is dense in $X$ for such actions.

Initiated by Blanchard [6], the local entropy theory for continuous actions of a countable amenable group $\Gamma$ on compact spaces developed quickly during the last two decades (cf. [7, 10, 21, 26, 31–35]), and has been found to be related to combinatorial independence [39, 40], which appeared first in Rosenthal’s work on Banach spaces containing $\ell^1$ [69]. We develop the local entropy theory for actions of a countable amenable group $\Gamma$ on compact groups $X$ by automorphisms in Sections 7 and 8. It turns out that $IE(X)$ determines the local entropy theory and the Pinsker factor for such actions. Furthermore, when $X$ is abelian, one has $\Delta^1(X) \subseteq IE(X)$. In particular, the “if” parts of the assertions (3) and (4) of Theorem 1.2 actually hold for all countable amenable groups $\Gamma$. This also enables us to give a partial answer to a question of Deninger about the Fuglede-Kadison determinant (see Corollary 7.9), which is an application to the study of the group von Neumann algebra of $\Gamma$. We also show that, for finite entropy actions on compact groups by automorphisms, having completely positive entropy is equivalent to having a unique maximal measure.

For an algebraic action of a countable group $\Gamma$ on $X$, we treat $\hat{X}$ and $\Delta^p(X)$ as a dual pair of discrete abelian groups, with the expectation that the dynamical properties of the $\Gamma$-actions on $X$ and $\Delta^p(X)$ would be reflected in each other. We discuss the relation of the entropy properties for such pairs of actions in Section 9 for countable amenable groups $\Gamma$. It turns out that $\Delta^1(X)$ and $\Delta^2(X)$ are more closely related to the entropy properties of $\Gamma \curvearrowright X$ than any other $\Delta^p(X)$ or $\Delta(X)$. In particular, when $\hat{X}$ is a finitely presented $\mathbb{Z}\Gamma$-module, the entropy of $\Gamma \curvearrowright X$ is bounded below by that for $\Gamma \curvearrowright \Delta^1(X)$. This depends on the equivalence between
1-expansiveness and finite entropy mentioned above. Actually we establish a general result (see Theorem 9.10) stating the relation between $\Delta^1(X)$ and the entropy properties of $\Gamma \curvearrowright X$, much as the assertions of Theorem 1.2. Then Theorem 1.2 is just a consequence of this result and our characterizations of expansive algebraic actions.

In fact Theorem 1.2 holds whenever $\Gamma$ is amenable and $\mathbb{Z}^\Gamma$ is left Noetherian. It is known that a polycyclic-by-finite group is amenable and its integral group ring is left Noetherian [28] [65, Theorem 10.2.7]. On the other hand, it is a long standing open question whether $\mathbb{Z}^\Gamma$ is left Noetherian implies that $\Gamma$ is polycyclic-by-finite.
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2. Preliminary

In this section we set up some notations and recall some basic facts about group rings, algebraic actions, entropy theory, and local entropy theory.

Throughout this paper, $\Gamma$ will be a countable discrete group. All compact spaces are assumed to be metrizable and all automorphisms of compact groups are assumed to be continuous. For a group $G$, we write $e_G$ for the identity element of $G$. When $G$ is abelian, sometimes we also write $0_G$.

2.1. Group Rings. For a unital ring $R$, we denote by $R\Gamma$ the group ring of $\Gamma$ with coefficients in $R$. It consists of finitely supported $R$-valued functions $f$ on $\Gamma$, which we shall write as $\sum_{s \in \Gamma} f_s s$. The algebraic structure of $R\Gamma$ is defined by $(\sum_{s \in \Gamma} f_s s) + (\sum_{s \in \Gamma} g_s s) = \sum_{s \in \Gamma} (f_s + g_s) s$ and $(\sum_{s \in \Gamma} f_s s)(\sum_{s \in \Gamma} g_s s) = \sum_{s \in \Gamma} (\sum_{t \in \Gamma} f_t g_t^{-1}s)s$.

We denote by $\ell^\infty(\Gamma)$ the Banach space of all bounded $R$-valued functions on $\Gamma$, equipped with the $\ell^\infty$-norm $\| \cdot \|_\infty$. We also denote by $\ell^1(\Gamma)$ the Banach algebra of all absolutely summable $R$-valued functions on $\Gamma$, equipped with the $\ell^1$-norm $\| \cdot \|_1$.

Note that $\ell^1(\Gamma)$ has a canonical algebra structure extending that of $R\Gamma$, and is a Banach algebra. We shall write $f \in \ell^1(\Gamma)$ as $\sum_{s \in \Gamma} f_s s$. Note that $\ell^1(\Gamma)$ has an involution $f \mapsto f^*$ defined by $(\sum_{s \in \Gamma} f_s s)^* = \sum_{s \in \Gamma} f_s s^{-1}$.

For each $k \in \mathbb{N}$, we endow $\mathbb{R}^k$ the supremum norm $\| \cdot \|_\infty$. For each $1 \leq p \leq +\infty$, we endow $\ell^p(\Gamma, \mathbb{R}^k) = (\ell^p(\Gamma))^k$ with the $\ell^p$-norm

$$\|(f_1, \ldots, f_k)\|_p = \| \Gamma \ni s \mapsto \| (f_1(s), \ldots, f_k(s)) \|_\infty \|_p.$$  

We shall write elements of $(\ell^p(\Gamma))^k$ as row vectors.

The algebraic structures of $\mathbb{Z}^\Gamma$ and $\ell^1(\Gamma)$ also extend to some other situations naturally. For example, $(\mathbb{R}/\mathbb{Z})\Gamma$ becomes a right $\mathbb{Z}^\Gamma$-module naturally.

For any $n, k \in \mathbb{N}$, we also endow $M_{n \times k}(\ell^1(\Gamma))$ with the norm

$$\| (f_{i,j})_{1 \leq i \leq n, 1 \leq j \leq k} \|_1 := \sum_{1 \leq i \leq n, 1 \leq j \leq k} \| f_{i,j} \|_1.$$
The involution of $\ell^1(\Gamma)$ also extends naturally to an isometric linear map $M_{n\times k}(\ell^1(\Gamma)) \to M_{k\times n}(\ell^1(\Gamma))$ by 

$$(f_{i,j})_{1 \leq i \leq n, 1 \leq j \leq k} := ((f_{j,i})_{1 \leq i \leq k, 1 \leq j \leq n}.$$ 

To simplify the notation, we shall write $M_k(\cdot)$ for $M_{k\times k}(\cdot)$. Note that $M_k(\ell^1(\Gamma))$ is a Banach algebra.

2.2. Algebraic Actions. By an algebraic action of $\Gamma$, we mean an action of $\Gamma$ on a compact abelian group by automorphisms.

For a locally compact abelian group $X$, we denote by $\hat{X}$ its Pontryagin dual. Then for any compact abelian group $X$, there is a natural one-to-one correspondence between algebraic actions of $\Gamma$ on $X$ and actions of $\Gamma$ on $\hat{X}$ by automorphisms. There is also a natural one-to-one correspondence between the latter and left $\mathbb{Z}\Gamma$-module structure on $\hat{X}$. Thus, when we have an algebraic action of $\Gamma$ on $X$, we shall talk about the left $\mathbb{Z}\Gamma$-module $\hat{X}$. And when we have a left $\mathbb{Z}\Gamma$-module $W$, we shall treat $W$ as a discrete abelian group and talk about the algebraic action of $\Gamma$ on $\hat{W}$.

Note that for each $k \in \mathbb{N}$, we may identify the Pontryagin dual $(\hat{\mathbb{Z}\Gamma})^k$ of $(\mathbb{Z}\Gamma)^k$ with $((\mathbb{R}/\mathbb{Z})^\Gamma)^k = ((\mathbb{R}/\mathbb{Z})^\Gamma)^k$ naturally. Under this identification, the canonical action of $\Gamma$ on $(\hat{\mathbb{Z}\Gamma})^k$ is just the left shift action on $((\mathbb{R}/\mathbb{Z})^\Gamma)^k$. If $J$ is a left $\mathbb{Z}\Gamma$-submodule of $(\mathbb{Z}\Gamma)^k$, then $(\hat{\mathbb{Z}\Gamma})^k/J$ is identified with

$${\{(x_1, \ldots, x_k) \in ((\mathbb{R}/\mathbb{Z})^\Gamma)^k : x_1g_1^* + \cdots + x_kg_k^* = 0_{(\mathbb{R}/\mathbb{Z})^r}, \text{ for all } (g_1, \ldots, g_k) \in J\}}.$$ 

We denote by $\rho$ the canonical metric on $\mathbb{R}/\mathbb{Z}$ defined by

$$\rho(t + \mathbb{Z}, s + \mathbb{Z}) := \min_{m \in \mathbb{Z}} |t - s - m|.$$ 

For $k \in \mathbb{N}$, we denote by $\rho_\infty$ the metric on $(\mathbb{R}/\mathbb{Z})^k$ defined by

$$(2.2) \quad \rho_\infty((t_1, \ldots, t_k), (s_1, \ldots, s_k)) := \max_{1 \leq j \leq k} \rho(t_j, s_j).$$ 

An action of $\Gamma$ on a compact space $X$ is called expansive if there is a constant $c > 0$ such that $\sup_{s \in \Gamma} \rho(sx, sy) > c$ for all distinct $x, y$ in $X$, where $\rho$ is a compatible metric on $X$. It is easy to see that the definition does not depend on the choice of $\rho$. If $\hat{X} = (\mathbb{Z}\Gamma)^k/J$ for some $k \in \mathbb{N}$ and some left $\mathbb{Z}\Gamma$-submodule $J$ of $(\mathbb{Z}\Gamma)^k$, then the $\Gamma$-action on $X$ is expansive exactly when there exists $c > 0$ such that the only $x \in X$ satisfying

$$\sup_{s \in \Gamma} \rho_\infty(x_s, 0_{(\mathbb{R}/\mathbb{Z})^k}) < c$$

is $0_X$.

We shall need the following result [74, Propositions 2.2 and Corollary 2.16].

**Proposition 2.1.** Let $\Gamma$ act on a compact abelian group $X$ expansively by automorphisms. Then $\hat{X}$ is a finitely generated left $\mathbb{Z}\Gamma$-module.
2.3. Entropy. We refer the reader to [63, 64] for details on the entropy theory of countable amenable groups. Throughout this subsection $\Gamma$ will be a countable amenable group.

Let $\Gamma$ act on a compact space $X$ continuously. Fix a compatible metric $\rho$ on $X$ and a left Følner sequence $\{F_n\}_{n \in \mathbb{N}}$ in $\Gamma$, i.e., each $F_n$ is a nonempty finite subset of $\Gamma$ and $\frac{|KF_n \setminus F_n|}{|F_n|} \to 0$ as $n \to \infty$ for every finite set $K \subseteq \Gamma$. For a finite subset $F$ of $\Gamma$ and $\varepsilon > 0$, we say that a set $Z \subseteq X$ is $(F, \varepsilon)$-separated if for any distinct $y, z \in Z$ one has $\max_{s \in F} \rho(sy, sz) > \varepsilon$. Denote by $N_{F, \varepsilon}(X)$ the maximal cardinality of $(F, \varepsilon)$-separated subsets of $X$. Then the topological entropy of the action $\Gamma \curvearrowright X$ is defined as

$$h_{\text{top}}(X) = \sup_{\varepsilon > 0} \limsup_{n \to \infty} \frac{\log N_{F_n, \varepsilon}(X)}{|F_n|}.$$  

For a measure-preserving action of $\Gamma$ on a probability measure space $(X, \mathcal{B}_X, \mu)$, one also has the measure entropy or Kolmogorov-Sinai entropy $h_{\mu}(X)$ defined.

When $\Gamma$ acts on a compact group $X$ by automorphisms, the topological entropy and the measure entropy with respect to the normalized Haar measure $\mu_X$ on $X$ coincide [15, Theorem 2.2]. Thus we shall simply denote by $h(X)$ this common value, and refer to it the entropy of the action.

One has the following Yuzvinski˘i addition formula [47, Corollary 6.3]:

**Proposition 2.2.** Let $\Gamma$ act on a compact group $X$ by automorphisms. Let $Y$ be a closed $\Gamma$-invariant normal subgroup of $X$. Consider the restriction of the $\Gamma$-action to $Y$ and the induced $\Gamma$-action on $X/Y$. Then

$$h(X) = h(Y) + h(X/Y).$$

2.4. Local Entropy Theory. The local entropy theory was initiated by Blanchard [6]. We refer the readers to [24, 26] for a nice account for the case $\Gamma = \mathbb{Z}$. In [39, 40] Kerr and the second named author gave a systematic combinatorial approach to the local entropy theory for general countable amenable groups. Here we follow the terminologies in [39, 40]. Throughout this subsection, $\Gamma$ will be a countable amenable group.

**Definition 2.3.** Let $\Gamma$ act on a compact space $X$ continuously. For a tuple $A = (A_1, \ldots, A_k)$ of subsets of $X$, we say that a finite set $F \subseteq \Gamma$ is an independence set for $A$ if for every function $\sigma : F \to \{1, 2, \ldots, k\}$ one has $\bigcap_{s \in F} s^{-1} A_{\sigma(s)} \neq \emptyset$. We call a tuple $x = (x_1, \ldots, x_k) \in X^k$ an IE-tuple if for every product neighborhood $U_1 \times \cdots \times U_k$ of $x$, there exist a nonempty finite set $K \subseteq \Gamma$ and $c, \varepsilon > 0$ such that for any finite set $F \subseteq \Gamma$ with $|KF \setminus F| \leq \varepsilon|F|$ the tuple $(U_1, \ldots, U_k)$ has an independence set $F' \subseteq F$ with $|F'| \geq c|F|$. We denote the set of IE-tuples of length $k$ by $\text{IE}_k(X)$.

We need the following properties of IE-tuples [39, Proposition 3.9, Proposition 3.12, Theorem 3.15]. For a continuous action of $\Gamma$ on a compact space $X$, we denote by $\mathcal{M}(X, \Gamma)$ the set of $\Gamma$-invariant Borel probability measures on $X$.  
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Theorem 2.4. Let $\Gamma$ act on compact spaces $X$ and $Y$ continuously. Let $k \in \mathbb{N}$. Then the following hold:

1. $IE_k(X)$ is a closed $\Gamma$-invariant subset of $X^k$, for the product $\Gamma$-action on $X^k$.
2. $IE_2(X)$ has non-diagonal elements if and only if $h(X) > 0$.
3. $IE_1(X)$ is the closure of $\bigcup_{\mu \in M(X, \Gamma)} \text{supp}(\mu)$.
4. Let $\pi : X \to Y$ be a $\Gamma$-equivariant continuous surjective map. Then $(\pi \times \cdots \times \pi)(IE_k(X)) = IE_k(Y)$.
5. $IE_k(X \times Y) = IE_k(X) \times IE_k(Y)$, where we take the product $\Gamma$-action on $X \times Y$, and identify $(X \times Y)^k$ with $X^k \times Y^k$ naturally.

Definition 2.5. Let $\Gamma$ act on a compact space $X$ continuously and let $\mu \in M(X, \Gamma)$. For a tuple $A = (A_1, \ldots, A_k)$ of subsets of $X$ and a subset $D$ of $X$, we say that a finite set $F \subseteq \Gamma$ is an independence set for $A$ relative to $D$ if for every function $\sigma : F \to \{1, 2, \ldots, k\}$ one has $D \cap \bigcap_{s \in F} s^{-1} A_{\sigma(s)} \neq \emptyset$. We call a tuple $x = (x_1, \ldots, x_k) \in X^k$ a $\mu$-$IE$-tuple if for every product neighborhood $U_1 \times \cdots \times U_k$ of $x$, there exist $c, \delta > 0$ such that for any nonempty finite set $K \subseteq \Gamma$ and $\varepsilon > 0$ one can find a nonempty finite set $F \subseteq \Gamma$ with $|KF \setminus F| \leq \varepsilon|F|$ such that for every Borel set $D \subseteq X$ with $\mu(D) \geq 1 - \delta$ the tuple $(U_1, \ldots, U_k)$ has an independence set $F' \subseteq F$ relative to $D$ with $|F'| \geq c|F|$. We denote the set of $\mu$-$IE$-tuples of length $k$ by $IE_k^\mu(X)$.

We need the following properties of measure $IE$-tuples [40, Proposition 2.16, Theorem 2.21, Theorem 2.30]:

Theorem 2.6. Let $\Gamma$ act on compact spaces $X$ and $Y$ continuously. Let $\mu \in M(X, \Gamma)$ and $\nu \in M(Y, \Gamma)$. Let $k \in \mathbb{N}$. Then the following hold:

1. $IE_k^\mu(X)$ is a closed $\Gamma$-invariant subset of $X^k$, for the product $\Gamma$-action on $X^k$.
2. $IE_2^\mu(X)$ has non-diagonal elements if and only if $h_\mu(X) > 0$.
3. $IE_1^\mu(X) = \text{supp}(\mu)$.
4. Let $\pi : X \to Y$ be a $\Gamma$-equivariant continuous surjective map. Then $(\pi \times \cdots \times \pi)(IE_k^\mu(X)) = IE_k^{\pi_\mu}(Y)$.
5. $IE_k^{\mu \times \nu}(X \times Y) = IE_k^\mu(X) \times IE_k^\nu(Y)$, where we take the product $\Gamma$-action on $X \times Y$, and identify $(X \times Y)^k$ with $X^k \times Y^k$ naturally.
6. $IE_k(X)$ is the closure of $\bigcup_{\mu \in M(X, \Gamma)} IE_k^\mu(X)$.

3. Algebraic Characterizations of Expansive Algebraic Actions

In this section we prove the following algebraic characterizations for expansiveness of algebraic actions. Throughout this section $\Gamma$ will be a countable discrete group. For a unital ring $R$, a right $R$-module $\mathcal{M}$ and a left $R$-module $\mathcal{N}$, we denote by $\mathcal{M} \otimes_R \mathcal{N}$ the tensor product of $\mathcal{M}$ and $\mathcal{N}$ [1, Section 19], which is an abelian group.

Theorem 3.1. Let $\Gamma$ act on a compact abelian group $X$ by automorphisms. Then the following are equivalent:

1. the action is expansive;
(2) the left $\mathbb{Z}\Gamma$-module $\hat{X}$ is finitely generated, and if we identify $\hat{X}$ with $(\mathbb{Z}\Gamma)^k/J$ for some $k \in \mathbb{N}$ and some left $\mathbb{Z}\Gamma$-submodule $J$ of $(\mathbb{Z}\Gamma)^k$, then there exists $A \in M_k(\mathbb{Z}\Gamma)$ being invertible in $M_k(\ell^1(\Gamma))$ such that the rows of $A$ are contained in $J$;

(3) there exist some $k \in \mathbb{N}$, some left $\mathbb{Z}\Gamma$-submodule $J$ of $(\mathbb{Z}\Gamma)^k$, and some $A \in M_k(\mathbb{Z}\Gamma)$ being invertible in $M_k(\ell^1(\Gamma))$ such that the left $\mathbb{Z}\Gamma$-module $\hat{X}$ is isomorphic to $(\mathbb{Z}\Gamma)^k/J$ and the rows of $A$ are contained in $J$;

(4) the left $\mathbb{Z}\Gamma$-module $\hat{X}$ is finitely generated, and $\ell^1(\Gamma) \otimes_{\mathbb{Z}\Gamma} \hat{X} = \{0\}$.

Previously, characterizations of expansiveness for algebraic actions have been obtained in various special cases, such as the case $\Gamma = \mathbb{Z}^d$ for $d \in \mathbb{N}$ [61], the case $\Gamma$ is abelian [61], the case $\hat{X} = \mathbb{Z}\Gamma/J$ for a finitely generated left ideal $J$ of $\mathbb{Z}\Gamma$ [18], the case $X$ is connected and finite-dimensional [5], and the case $\hat{X} = \mathbb{Z}\Gamma/\mathbb{Z}\Gamma f$ for some $f \in \mathbb{Z}\Gamma$ [17].

When $\Gamma$ is abelian, we have the following characterization of expansive algebraic actions.

**Corollary 3.2.** Suppose that $\Gamma$ is abelian. Let $\Gamma$ act on a compact abelian group by automorphisms. Then the action is expansive if and only if $\hat{X}$ is a finitely generated $\mathbb{Z}\Gamma$-module and there exists $f \in \mathbb{Z}\Gamma$ being invertible in $\ell^1(\Gamma)$ such that $f\hat{X} = \{0\}$.

**Proof.** Suppose that the action is expansive. By Theorem 3.1 we can write the $\mathbb{Z}\Gamma$-module $\hat{X}$ as $(\mathbb{Z}\Gamma)^k/J$ for some $k \in \mathbb{N}$ and some left $\mathbb{Z}\Gamma$-submodule $J$ of $(\mathbb{Z}\Gamma)^k$, and find $A \in M_k(\mathbb{Z}\Gamma)$ being invertible in $M_k(\ell^1(\Gamma))$ such that the rows of $A$ are contained in $J$.

Since $\Gamma$ is abelian, $\ell^1(\Gamma)$ is a commutative algebra. Thus we can talk about the determinant $\det(B) \in \ell^1(\Gamma)$ for any $B \in M_k(\ell^1(\Gamma))$, and $B$ is invertible in $M_k(\ell^1(\Gamma))$ exactly when $\det(B)$ is invertible in $\ell^1(\Gamma)$. Furthermore, the formula of $A^{-1}$ in terms of $\det(A)$ and the minors of $A$ shows that $A^{-1}$ is of the form $(\det(A))^{-1}B$ for some $B \in M_k(\mathbb{Z}\Gamma)$.

For any $b \in (\mathbb{Z}\Gamma)^k$, we have

$$\det(A)b = \det(A)bA^{-1}A = b(\det(A) \cdot A^{-1})A = bBA \in J.$$ 

Thus $\det(A)\hat{X} = \{0\}$. This proves the “only if” part.

Now suppose that $\hat{X}$ is a finitely generated $\mathbb{Z}\Gamma$-module and there exists $f \in \mathbb{Z}\Gamma$ being invertible in $\ell^1(\Gamma)$ such that $f\hat{X} = \{0\}$. For any $h \in \ell^1(\Gamma)$ and $a \in \hat{X}$ we have

$$h \otimes a = hf^{-1} \otimes fa = 0$$

in $\ell^1(\Gamma) \otimes_{\mathbb{Z}\Gamma} \hat{X}$. Thus $\ell^1(\Gamma) \otimes_{\mathbb{Z}\Gamma} \hat{X} = \{0\}$. By Theorem 3.1 the action is expansive. This proves the “if” part. □

From Corollary 3.2 we have the following consequence, which can also be deduced from [61, Theorem 3.3].
Corollary 3.3. Suppose that \( \Gamma \) is abelian. If \( \Gamma \) acts expansively on a compact abelian group \( X \) by automorphisms and \( Y \) is a closed \( \Gamma \)-invariant subgroup of \( X \) with \( X/Y \) being a finitely generated \( \mathbb{Z}\Gamma \)-module, then the induced \( \Gamma \)-action on \( X/Y \) is expansive.

Remark 3.4. Corollary 3.3 fails for any \( \Gamma \) containing a free subgroup with 2 generators. Indeed, if elements \( s \) and \( t \) of \( \Gamma \) generate a free subgroup \( \Gamma' \), then \( \mathbb{R}\Gamma(2-s) \cap \mathbb{R}\Gamma(2-t) = \{0\} \). This can be proved first for the case \( \Gamma' = \Gamma \) using the arguments in the proof of [65, Corollary 10.3.7.(iv)], and then extended to the general case using the fact that \( \mathbb{R}\Gamma \) is a free right \( \mathbb{R}\Gamma' \)-module. It follows that the left \( \mathbb{Z}\Gamma \)-submodule \( \mathfrak{M} \) of \( \mathbb{Z}\Gamma/\mathbb{Z}\Gamma(2-t) \) generated by \( 2-s+\mathbb{Z}\Gamma(2-t) \) is isomorphic to \( \mathbb{Z}\Gamma \). Note that \( 2-t \) is invertible in \( \ell^1(\Gamma) \), thus the canonical action of \( \Gamma \) on \( X = \mathbb{Z}\Gamma/\mathbb{Z}\Gamma(2-t) \) is expansive. But \( \mathfrak{M} \) is of the form \( X/Y \) for some closed invariant subgroup \( Y \) of \( X \), and the canonical action of \( \Gamma \) on \( \mathfrak{M} = \hat{\mathbb{Z}}\Gamma = (\mathbb{R}/\mathbb{Z})\Gamma \) is not expansive.

For \( \Gamma = \mathbb{Z}^d \) with \( d \in \mathbb{N} \), the group ring \( \mathbb{Z}\Gamma \) is the ring of Laurent polynomials with \( d \) variables and integer coefficients, which is Noetherian [45, Corollary IV.4.2]. Thus, from Corollary 3.3 we obtain a new proof of the following result of Klaus Schmidt [73, Corollary 3.11]:

Corollary 3.5. Let \( d \in \mathbb{N} \). If \( \mathbb{Z}^d \) acts expansively on a compact abelian group \( X \) by automorphisms and \( Y \) is a closed \( \mathbb{Z}^d \)-invariant subgroup of \( X \), then the induced \( \mathbb{Z}^d \)-action on \( X/Y \) is expansive.

We remark that, based on Corollary 3.3, Schmidt also showed that if \( \mathbb{Z}^d \) acts expansively on a compact (not necessarily abelian) group \( X \) by automorphisms and \( Y \) is a closed \( \mathbb{Z}^d \)-invariant normal subgroup of \( X \), then the induced \( \mathbb{Z}^d \)-action on \( X/Y \) is expansive [74, Corollary 6.15].

Recall that a unital ring \( R \) is said to be left Noetherian if every left ideal of \( R \) is finitely generated. In general, we have

Conjecture 3.6. Suppose that \( \Gamma \) is amenable and \( \mathbb{Z}\Gamma \) is left Noetherian. If \( \Gamma \) acts expansively on a compact group \( X \) by automorphisms and \( Y \) is a closed \( \Gamma \)-invariant normal subgroup of \( X \), then the induced \( \Gamma \)-action on \( X/Y \) is expansive.

The proof of [74, Corollary 6.15] shows that, in order to prove Conjecture 3.6 it suffices to consider the case \( X \) is abelian.

We start preparation for the proof of Theorem 3.1. We describe first a class of expansive algebraic actions, which are analogues of the expansive principal algebraic actions studied in [17]. Conditions (2) and (3) of Theorem 3.1 state that these actions are the largest expansive algebraic actions in the sense that every expansive algebraic action is the restriction of one of these actions to a closed invariant subgroup.
Lemma 3.7. Let $k \in \mathbb{N}$, and $A \in M_k(\mathbb{Z}\Gamma)$ be invertible in $M_k(\ell^1(\Gamma))$. Then the canonical action of $\Gamma$ on $X_A := (\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^k A$ is expansive.

Proof. Let $x \in X_A$ be nonzero. Take $y \in ([-1/2, 1/2]^k)^\Gamma \subseteq (\ell^\infty(\Gamma))^k$ with $P(y) = x$, where $P$ denotes the canonical map $(\ell^\infty(\Gamma))^k \to ((\mathbb{R}/\mathbb{Z})^k)^\Gamma$. Then $y \neq 0$, and $yA^* \in \ell^\infty(\Gamma, \mathbb{Z})^k$. Since $A$ is invertible in $M_k(\ell^1(\Gamma))$, so is $A^*$. Thus we have $yA^* \neq 0$, and hence $\|yA^*\|_\infty \geq 1$. Note that $\|yA^*\|_\infty \leq \|y\|_\infty \cdot \|A^*\|_1 = \|y\|_\infty \cdot \|A\|_1$. Therefore $\|y\|_\infty \geq \|A\|_1^{-1}$. Then $\sup_{x \in \Gamma} \rho_{\infty}(x, 0_{(\mathbb{R}/\mathbb{Z})^k}) \geq \|A\|_1^{-1}$, where $\rho_{\infty}$ is the metric on $(\mathbb{R}/\mathbb{Z})^k$ defined in (2.2), and hence the canonical action of $\Gamma$ on $X_A$ is expansive. \hfill $\square$

The following lemma is inspired by a question raised by Doug Lind and Klaus Schmidt, and uses the technique of [17, Theorem 3.2].

Lemma 3.8. Let $k, n \in \mathbb{N}$, and $B \in M_{n \times k}(\mathbb{Z}\Gamma)$. Then the following are equivalent:

1. the canonical action of $\Gamma$ on $(\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^n B$ is expansive;
2. the linear map $\varphi : (\ell^\infty(\Gamma))^k \to (\ell^\infty(\Gamma))^n$ sending $y$ to $yB^*$ is injective;
3. the linear map $\psi : (\ell^1(\Gamma))^n \to (\ell^1(\Gamma))^k$ sending $z$ to $zB$ has dense image;
4. there exists $A \in M_k(\mathbb{Z}\Gamma)$ being invertible in $M_k(\ell^1(\Gamma))$ such that the rows of $A$ are contained in $(\mathbb{Z}\Gamma)^n B$.

Proof. (1)$\Rightarrow$(2): Let $y \in (\ell^\infty(\Gamma))^k$ with $yB^* = 0$. Then $(\lambda y)B^* = 0$ for every $\lambda \in \mathbb{R}$. If we denote by $P$ the canonical map $(\ell^\infty(\Gamma))^k \to ((\mathbb{R}/\mathbb{Z})^k)^\Gamma$, then $P(\lambda y) \in (\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^n B$ for every $\lambda \in \mathbb{R}$. Since the canonical action of $\Gamma$ on $(\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^n B$ is expansive, we conclude that $y = 0$.

(2)$\Rightarrow$(3): Note that we can identify $(\ell^\infty(\Gamma))^n$ and $(\ell^\infty(\Gamma))^k$ with the dual spaces of $(\ell^1(\Gamma))^n$ and $(\ell^1(\Gamma))^k$ respectively in a canonical way. For instance, for $y = (y_1, \ldots, y_k) \in (\ell^\infty(\Gamma))^k$ and $z = (z_1, \ldots, z_k) \in (\ell^1(\Gamma))^k$, the pairing is given by

$$\langle y, z \rangle := (yz^*)_{ef} = \left( \sum_{1 \leq j \leq k} y_j z_j^* \right)_{ef}.$$  

Under such identification $\varphi$ is the dual of $\psi$. If the image of $\psi$ is not dense in $(\ell^1(\Gamma))^k$, then by the Hahn-Banach theorem we can find some nonzero bounded linear functional $y$ on $(\ell^1(\Gamma))^k$, vanishing at the image of $\psi$. Since $y$ is an element of $(\ell^\infty(\Gamma))^k$, this means $yB^* = 0$, which contradicts (2). Thus the image of $\psi$ is dense in $(\ell^1(\Gamma))^k$.

(3)$\Rightarrow$(4): Since $M_k(\ell^1(\Gamma))$ is a Banach algebra, the set of invertible matrices in $M_k(\ell^1(\Gamma))$ is open. Thus we can find $z_1, \ldots, z_k \in (\ell^1(\Gamma))^n$ such that the matrix

$$\begin{pmatrix} z_1 \\ \vdots \\ z_k \end{pmatrix} \cdot B$$

is invertible in $M_k(\mathbb{Z}\Gamma)$.
in $M_k(\ell^1(\Gamma))$ is close enough to the identity matrix for being invertible. Since $\mathbb{Q}\Gamma$ is dense in $\ell^1(\Gamma)$, we may require that $z_1,\ldots,z_k \in (\mathbb{Q}\Gamma)^n$. Then we can find some $N \in \mathbb{N}$ such that $Nz_1,\ldots,Nz_k \in (\mathbb{Z}\Gamma)^k$. Now we can set

$$A = N \begin{pmatrix} z_1 \\ \vdots \\ z_k \end{pmatrix} \cdot B.$$ 

\[ (4) \Rightarrow (1): \] Define $X_A$ as in Lemma \textbf{3.7}. Then $(\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^n B \subseteq X_A$. Since the canonical action of $\Gamma$ on $X_A$ is expansive by Lemma \textbf{3.7}, its restriction on $(\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^n B$ is also expansive.

\[ \square \]

\textbf{Lemma 3.9.} Let $k \in \mathbb{N}$ and $J$ be a left $\mathbb{Z}\Gamma$-submodule of $(\mathbb{Z}\Gamma)^k$. Then the following are equivalent:

1. there exists $A \in M_k(\mathbb{Z}\Gamma)$ being invertible in $M_k(\ell^1(\Gamma))$ such that the rows of $A$ are contained in $J$;
2. $\ell^1(\Gamma) \otimes_{\mathbb{Z}\Gamma} ((\mathbb{Z}\Gamma)^k/J) = \{0\}$;
3. the left $\ell^1(\Gamma)$-module $(\ell^1(\Gamma))^k$ is generated by $J$.

\textbf{Proof.} $(1) \Rightarrow (2)$: Write the $j$-th row of $A$ as $g_j$. Denote by $e_1,\ldots,e_k$ the standard basis of $(\mathbb{Z}\Gamma)^k$. Let $w \in \ell^1(\Gamma)$, $1 \leq i \leq k$, and $f \in \mathbb{Z}\Gamma$. Then in $\ell^1(\Gamma) \otimes_{\mathbb{Z}\Gamma} ((\mathbb{Z}\Gamma)^k/J)$ we have

$$w \otimes (f e_i + J) = \sum_{1 \leq m \leq k} w f \delta_{i,m} \otimes (e_m + J)$$

$$= \sum_{1 \leq m \leq k} w f (\sum_{1 \leq j \leq k} (A^{-1})_{i,j} A_{j,m}) \otimes (e_m + J)$$

$$= \sum_{1 \leq j \leq k} w f (A^{-1})_{i,j} \otimes \sum_{1 \leq m \leq k} (A_{j,m} e_m + J)$$

$$= \sum_{1 \leq j \leq k} w f (A^{-1})_{i,j} \otimes (g_j + J) = 0.$$ 

$(2) \Rightarrow (3)$: Denote by $J'$ the left $\ell^1(\Gamma)$-submodule of $(\ell^1(\Gamma))^k$ generated by $J$. Consider the map $\ell^1(\Gamma) \times ((\mathbb{Z}\Gamma)^k/J) \to (\ell^1(\Gamma))^k/J'$ sending $(w, f + J)$ to $w f + J'$. It induces a group homomorphism $\varphi : \ell^1(\Gamma) \otimes_{\mathbb{Z}\Gamma} ((\mathbb{Z}\Gamma)^k/J) \to (\ell^1(\Gamma))^k/J'$ defined by $\varphi(w \otimes (f + J)) = w f + J'$ for all $w \in \ell^1(\Gamma)$ and $f \in (\mathbb{Z}\Gamma)^k$. Clearly $\varphi$ is surjective. Since $\ell^1(\Gamma) \otimes_{\mathbb{Z}\Gamma} ((\mathbb{Z}\Gamma)^k/J) = \{0\}$, we conclude that $(\ell^1(\Gamma))^k/J' = \{0\}$. That is, $(\ell^1(\Gamma))^k = J'$.

$(3) \Rightarrow (1)$: The condition (3) says that every $g \in (\ell^1(\Gamma))^k$ can be written as $a_1 f_1 + \cdots + a_n f_n$ for some $n \in \mathbb{N}$, $a_1,\ldots,a_n \in \ell^1(\Gamma)$, and $f_1,\ldots,f_n \in J$. Taking $g$ to the standard basis of the $\ell^1(\Gamma)$-module $(\ell^1(\Gamma))^k$, we find some $B \in M_{k \times n}(\ell^1(\Gamma))$ for some $n \in \mathbb{N}$, and some $f_1,\ldots,f_n \in J$ such that $BC$ is the identity matrix in $M_k(\ell^1(\Gamma))$.
where
\[ C = \begin{pmatrix} f_1 \\ \vdots \\ f_n \end{pmatrix}. \]

Since \( M_k(\ell^1(\Gamma)) \) is a Banach algebra, the set of invertible matrices in \( M_k(\ell^1(\Gamma)) \) is open. Approximating \( B \) by some \( B' \in M_{k \times n}(Q\Gamma) \), we may assume that \( B'C \) is invertible in \( M_k(\ell^1(\Gamma)) \). Take some suitable \( N \in \mathbb{N} \) such that \( NB' \in M_{k \times n}(\mathbb{Z}\Gamma) \). Then we may set \( A = (NB'C) \). \( \square \)

We are ready to prove Theorem 3.1.

Proof of Theorem 3.1. (1) \( \Rightarrow \) (2): By Proposition 2.1 we know that \( \widehat{X} \) is a finitely generated left \( \mathbb{Z}\Gamma \)-module. Identify \( \widehat{X} \) with \( (\mathbb{Z}\Gamma)^k/J \) for some \( k \in \mathbb{N} \) and some left \( \mathbb{Z}\Gamma \)-submodule \( J \) of \( (\mathbb{Z}\Gamma)^k \). Denote by \( \Omega \) the set of finitely generated \( \mathbb{Z}\Gamma \)-submodules of \( J \). We claim that there exists some \( \omega \in \Omega \) such that the canonical action of \( \Gamma \) on \( \mathbb{Z}\Gamma \)-module \( \omega \) is expansive.

Suppose that this fails. Let \( \omega \in \Omega \). ByLemma 3.8 we can find some nonzero \( y^\omega = (y_1^\omega, \ldots, y_k^\omega) \in (\ell^\infty(\Gamma))^k \) such that \( \langle y^\omega, f \rangle = 0 \) for every \( f \) in a finite generating set \( W \) of \( \omega \), where the pairing \( \langle y^\omega, f \rangle \) is given by the equation (3.1). Since \( \omega \) is a left \( \mathbb{Z}\Gamma \)-module, we get \( y^\omega f^* = 0 \) for all \( f \in W \), and hence \( y^\omega f^* = 0 \) for all \( f \in \omega \).

Replacing \( y^\omega \) by \( sy^\omega \) for some \( s \in \Gamma \), we may assume that \( \|y^\omega_{e\Gamma}\|_{\infty} \geq \|y^\omega\|_{\infty}/2 \). Replacing \( y^\omega \) by \( \lambda y^\omega \) for some \( \lambda \in \mathbb{R} \), we may assume that \( \|y^\omega_{e\Gamma}\|_{\infty} = 1/2 \). Then \( y^\omega \in ([-1, 1]^k)^\Gamma \). Note that \( \Omega \) is directed by inclusion. Since the space \( ([-1, 1]^k)^\Gamma \) is compact under the product topology, we can take a limit point \( z \) of the net \( \{y^\omega_{e\Gamma} \}_{\omega \in \Omega} \). Then \( zf^* = 0 \) for every \( f \in J \), and hence \( P(\lambda z) \in (\mathbb{Z}\Gamma)^k/J \) for every \( \lambda \in \mathbb{R} \), where \( P \) denotes the canonical map from \( (\ell^\infty(\Gamma))^k \) to \( ((\mathbb{R}/\mathbb{Z})^\Gamma)^k \). We also have \( \|z_{e\Gamma}\|_{\infty} = 1/2 \), and hence \( P(\lambda z) \neq 0 \) for all \( 0 < \lambda \leq 1 \). This contradicts the expansiveness of the canonical action of \( \Gamma \) on \( (\mathbb{Z}\Gamma)^k/J \). Thus our claim holds.

So let \( f_1, \ldots, f_n \in J \) such that the canonical action of \( \Gamma \) on \( (\mathbb{Z}\Gamma)^k/J \) is expansive for \( \omega = \mathbb{Z}\Gamma f_1 + \cdots + \mathbb{Z}\Gamma f_n \). By Lemma 3.8 we can find some \( A \in M_k(\mathbb{Z}\Gamma) \) being invertible in \( M_k(\ell^1(\Gamma)) \) such that the rows of \( A \) are contained in \( \omega \), and hence in \( J \). This proves (2).

(2) \( \Rightarrow \) (3) is trivial.

(3) \( \Rightarrow \) (1) can be proved as in the proof of (4) \( \Rightarrow \) (1) of Lemma 3.8.

(3) \( \Leftrightarrow \) (4) follows from Lemma 3.9. \( \square \)

4. P-expansiveness

In this section we study \( p \)-expansiveness, a weak version of expansiveness. Throughout this section \( \Gamma \) will be a countable discrete group.
Notation 4.1. Let $\Gamma$ act on a compact abelian group $X$ by automorphisms. For every $x \in X$ and $\varphi \in \hat{X}$, we denote by $\Psi_{x,\varphi}$ the function on $\Gamma$ defined by
\[
\Psi_{x,\varphi}(s) = \langle sx, \varphi \rangle - 1, \quad s \in \Gamma,
\]
where $\mathbb{T}$ denotes the unit circle in $\mathbb{C}$ and $\langle \cdot, \cdot \rangle : X \times \hat{X} \to \mathbb{T}$ denotes the canonical pairing between $X$ and $\hat{X}$.

Definition 4.2. Let $1 \leq p \leq +\infty$. We say that an action of $\Gamma$ on a compact abelian group $X$ by automorphisms is $p$-expansive if there exist a finite subset $W$ of $\hat{X}$ and $\varepsilon > 0$ such that $e_X$ is the only point $x$ in $X$ satisfying
\[
\sum_{\varphi \in W} \|\Psi_{x,\varphi}\|_p < \varepsilon.
\]

In the following we collect some basic properties of $p$-expansiveness. Assertion (4) below justifies our terminology of $p$-expansiveness. Recall that for a unital ring $R$, a left $R$-module $\mathfrak{M}$ is called finitely presented if $\mathfrak{M} = R^k/J$ for some $k \in \mathbb{N}$ and some finitely generated left $R$-submodule $J$ of $R^k$ [43, Definition 4.25]. If $R$ is left Noetherian, then every finitely generated left $R$-module is finitely presented [43, Proposition 4.29].

Proposition 4.3. Let $\alpha$ be an action of $\Gamma$ on a compact abelian group by automorphisms. Let $1 \leq p \leq +\infty$. Then the following hold:

1. If $\alpha$ is $p$-expansive, then it is $q$-expansive for all $1 \leq q \leq p$.
2. If $\alpha$ is $p$-expansive, then $\hat{X}$ is a finitely generated left $\mathbb{Z}\Gamma$-module.
3. If $\alpha$ is $p$-expansive, then for any finite subset $W$ of $\hat{X}$ generating $\hat{X}$ as a left $\mathbb{Z}\Gamma$-module, there exists $\varepsilon > 0$ such that $e_X$ is the only point $x$ in $X$ satisfying $\sum_{\varphi \in W} \|\Psi_{x,\varphi}\|_p < \varepsilon$.
4. $\alpha$ is $\infty$-expansive if and only if it is expansive.
5. Suppose that $\hat{X}$ is a finitely presented left $\mathbb{Z}\Gamma$-module. Write $\hat{X}$ as $(\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^n A$ for some $k, n \in \mathbb{N}$ and $A \in M_{n\times k}(\mathbb{Z}\Gamma)$. Then $\alpha$ is $p$-expansive if and only if the linear map $(\ell^p(\Gamma))^k \to (\ell^p(\Gamma))^n$ sending $a$ to $AA^*$ is injective.

Proof. (1). This follows from the fact that for any $f \in \ell^q(\Gamma)$ with $\|f\|_q \leq 1$, one has $\|f\|_p^p \leq \|f\|_q^p$ when $p < +\infty$ and $\|f\|_\infty \leq \|f\|_q$ when $p = +\infty$.

(2). Suppose that $\alpha$ is $p$-expansive. Let $W$ and $\varepsilon$ be as in Definition 4.2. Denote by $G$ the $\mathbb{Z}\Gamma$-submodule of $\hat{X}$ generated by $W$. If $x \in X$ satisfies $\langle x, \psi \rangle = 1$ for all $\psi \in G$, then $\Psi_{x,\varphi} = 0$ for all $\varphi \in W$ and hence $x = e_X$. By Pontryagin duality we have $G = \hat{X}$.

(3). This follows from the fact that for any $x \in X$, $\varphi, \psi \in \hat{X}$, and $a, b \in \mathbb{Z}\Gamma$ one has
\[
\|\Psi_{x,a\varphi + b\psi}\|_p \leq \|a\|_1 \|\Psi_{x,\varphi}\|_p + \|b\|_1 \|\Psi_{x,\psi}\|_p.
\]
To prove the assertions (4) and (5), we observe a general fact first. Suppose that $\hat{X}$ is a finitely generated left $\mathbb{Z}\Gamma$-module, and write $\hat{X}$ as $(\mathbb{Z}\Gamma)^k/J$ for some $k \in \mathbb{N}$ and some left $\mathbb{Z}\Gamma$-submodule $J$ of $(\mathbb{Z}\Gamma)^k$. For each $x \in X$ denote by $\Phi_x$ the function $s \mapsto \rho_\infty(s_x, 0_{\mathbb{R}/\mathbb{Z}})$ on $\Gamma$, where $\rho_\infty$ is the canonical metric on $(\mathbb{R}/\mathbb{Z})^k$ defined in the equation (2.2). Denote by $e_1, \ldots, e_k$ the standard basis of $(\mathbb{Z}\Gamma)^k$. Set $W = \{e_1 + J, \ldots, e_k + J\}$. Note that there exists $C > 0$ such that

$$C|t| \leq |e^{2\pi i t} - 1| \leq C^{-1}|t|$$

for all $t \in [-1/2, 1/2]$. It follows that there exists $C_1 > 0$ such that

$$(4.2) \quad C_1\|\Phi_x\|_p \leq \sum_{\varphi \in W} \|\Psi_{x,\varphi}\|_p \leq C_1^{-1}\|\Phi_x\|_p$$

for all $x \in X$.

(4). By the assertion (2) and Proposition 2.1 both $\infty$-expansiveness and expansiveness imply that $\hat{X}$ is a finitely generated left $\mathbb{Z}\Gamma$-module. Now the assertion (4) follows from the $p = \infty$ case of the inequalities (112) and the assertion (3).

(5). Denote by $P$ the canonical map $\ell^\infty(\Gamma, \mathbb{R}^k) \rightarrow ((\mathbb{R}/\mathbb{Z})^k)^\Gamma$. Suppose that the linear map $(\ell^p(\Gamma))^k \rightarrow (\ell^p(\Gamma))^n$ sending $a$ to $aA^*$ is not injective. Take a nonzero $a \in (\ell^p(\Gamma))^k$ with $aA^* = 0$. Then for any $\lambda \in \mathbb{R}$, one has $\lambda a A^* = 0$ and hence $P(\lambda a) \in X$. When $\lambda \rightarrow 0$, one has $\|\Phi_{P(\lambda a)}\|_p \rightarrow 0$, and hence $\sum_{\varphi \in W} \|\Psi_{P(\lambda a),\varphi}\|_p \rightarrow 0$. Since $a \neq 0$, when $|\lambda|$ is sufficiently small and nonzero, $P(\lambda a) \neq e_X$. Thus $\alpha$ is not $p$-expansive. This proves the “only if” part.

Suppose that $\alpha$ is not $p$-expansive. Then we can find a nonzero $x \in X$ such that $\|\Phi_x\|_p < \|A\|_1^{-1}$. Take a lift $\tilde{x}$ of $x$ in $\ell^p(\Gamma, \mathbb{R}^k)$ with $\|\tilde{x}\|_p = \|\Phi_x\|_p$. Then $\tilde{x}A^* \in \ell^\infty(\Gamma, \mathbb{Z}^n)$, and

$$\|\tilde{x}A^*\|_\infty \leq \|\tilde{x}A^*\|_p \leq \|\tilde{x}\|_p A^*\|_1 = \|\Phi_x\|_p A_1 < 1.$$ 

It follows that $\tilde{x}A^* = 0$. Since $P(\tilde{x}) = x$ is nonzero, $\tilde{x} \neq 0$. This proves the “if” part. \qed

Notation 4.4. For $f \in \mathbb{Z}\Gamma$, we denote by $\alpha_f$ the canonical $\Gamma$-action on $X_f := \mathbb{Z}\Gamma/\mathbb{Z}\Gamma f$. We also denote by $C_0(\Gamma)$ the space of $\mathbb{C}$-valued functions on $\Gamma$ vanishing at infinity.

By Proposition 4.3(5), for any $f \in \mathbb{Z}\Gamma$ and $1 \leq p \leq +\infty$, the action $\alpha_f$ is $p$-expansive if and only if for any nonzero $g \in \ell^p(\Gamma)$ one has $gf^* \neq 0$. The latter is related to the analytic zero divisor conjecture and has been studied extensively in [54, 58, 68].

Example 4.5. Recall that the class of elementary amenable groups is the smallest class of groups containing all finite groups and all abelian groups and is closed under taking subgroups, quotient groups, extensions, and inductive limits. Suppose that $\Gamma$ is torsion free and elementary amenable. Then for any nonzero $f \in \mathbb{C}\Gamma$ and nonzero $g \in \ell^2(\Gamma)$, one has $gf \neq 0$ [54, Theorem 2]. Thus $\alpha_f$ is 2-expansive for
every nonzero \( f \in \mathbb{Z}\Gamma \). On the other hand, by [17, Theorem 3.2], for \( f \in \mathbb{Z}\Gamma \), \( \alpha_f \) is expansive exactly when \( f \) is invertible in \( \ell^1(\Gamma) \).

**Example 4.6.** Suppose that \( s \in \Gamma \) has infinite order. Denote by \( \Gamma' \) the subgroup of \( \Gamma \) generated by \( s \). For any nonzero \( f \in \mathbb{C}\Gamma' \) and nonzero \( g \in C_0(\Gamma') \), one has \( gfu \neq 0 \) [47, Theorem 5.1]. Using the cosets decomposition of \( \Gamma \), it follows that for any nonzero \( f \in \mathbb{C}\Gamma' \) and nonzero \( g \in C_0(\Gamma') \), one has \( gfu \neq 0 \). Thus, for any nonzero \( f \in \mathbb{Z}\Gamma' \) the action \( \alpha_f \) is \( p \)-expansive for all \( 1 \leq p < +\infty \). Note that \( s^{-1} \) is not expansive by \([17, \text{Theorem 3.2}]\).

**Example 4.7.** Let \( \Gamma = \mathbb{Z}^d \) for some \( d \in \mathbb{N} \) with \( d \geq 2 \). One may identify \( \mathbb{Z}\Gamma \) with the ring \( \mathbb{Z}[u_1^{-1}, \ldots, u_d^{-1}] \) of Laurent polynomials with integer coefficients in the variables \( u_1, \ldots, u_d \). For any nonzero \( f \in \mathbb{C}\Gamma \) and nonzero \( g \in \ell^{2d}(\Gamma) \), one has \( gfu \neq 0 \) [58, Theorem 2.1]. Thus \( \alpha_f \) is \( \frac{2d}{d-1} \)-expansive for every nonzero \( f \in \mathbb{Z}\Gamma \). Set \( h = 2d - 1 - \sum_{j=1}^d(u_j + u_j^{-1}) \in \mathbb{Z}\Gamma \). Then there exists a nonzero \( g \in \ell^\infty(\Gamma) \) such that \( gh = 0 \) and \( g \in \ell^p(\Gamma) \) for all \( \frac{2d}{d-1} < p \leq +\infty \) [68, Section 7]. Thus, for any \( \frac{2d}{d-1} < p \leq +\infty \), the action \( \alpha_h \) is not \( p \)-expansive.

**Example 4.8.** Let \( \Gamma \) be a free group with canonical generators \( s_1, \ldots, s_d \), for \( d \geq 2 \). For any nonzero \( f \in \mathbb{C}\Gamma \), one has \( gfu \neq 0 \) for every nonzero \( g \in \ell^2(\Gamma) \) [55, Theorem 2]. Thus the action \( \alpha_f \) is \( 2 \)-expansive for every nonzero \( f \in \mathbb{Z}\Gamma \). Endow \( \Gamma \) with the word length with respect to \( s_1, \ldots, s_d \). For each \( n \in \mathbb{Z}_{\geq 0} \) denote by \( \chi_n \) the sum of the elements in \( \Gamma \) with length \( n \). Set \( g = \sum_{n=0}^{\infty} x_n(2d-1)^{-n} \chi_{2n} \in \ell^\infty(\Gamma) \). Then \( g\chi_1 = 0 \) and \( g \in \ell^p(\Gamma) \) for all \( 2 < p \leq +\infty \) [58, Example 6.5]. Thus, for any \( 2 < p \leq +\infty \), the action \( \alpha_{\chi_1} \) is not \( p \)-expansive.

**Example 4.9.** Let \( \Gamma = \mathbb{Z}^d \) for some \( d \in \mathbb{N} \) with \( d \geq 2 \). Denote by \( P \) the natural projection \( \mathbb{R}^d \to (\mathbb{R}/\mathbb{Z})^d = \hat{\Gamma} \). For each \( f \in \mathbb{C}\Gamma \), via the pairing between \( \Gamma \) and \( \hat{\Gamma} \) we may think of \( f \) as a function on \( \hat{\Gamma} \). Denote by \( Z(f) \) the zero set of \( f \) as a function on \( \hat{\Gamma} \). For \( f = \sum_{s \in \Gamma} \lambda_s s \in \mathbb{C}\Gamma \), set \( \bar{f} = \sum_{s \in \Gamma} \bar{\lambda}_s s \). The set \( Z(\bar{f}) \) is contained in the image of a finite union of hyperplanes in \( \mathbb{R}^d \) under \( P \) if and only if \( gfu \neq 0 \) for all nonzero \( g \in C_0(\Gamma) \) [58, Theorem 2.2]. Thus, for \( f \in \mathbb{Z}\Gamma \), if \( Z(f) \) is contained in the image of a finite union of hyperplanes in \( \mathbb{R}^d \) under \( P \) (for instance when \( Z(f) \) is a finite set), then so is \( Z(f^*) \), and hence \( \alpha_f \) is \( p \)-expansive for all \( 1 \leq p < +\infty \).

A finitely generated elementary amenable group either contains a nilpotent subgroup with finite index or has a free subsemigroup with two generators [13, Theorem 3.2].

**Example 4.10.** Suppose that \( \Gamma \) has a free subsemigroup generated by two elements \( s \) and \( t \). Set \( f = \pm 3 - (1 + s - s^2)t \in \mathbb{Z}\Gamma \). Then \( f \) is not invertible in \( \ell^1(\Gamma) \) [47, Example A.1], and thus by \([17, \text{Theorem 3.2}]\) \( \alpha_f \) is not expansive. An argument similar to that in \([49, \text{Example 7.2}]\) shows that for any \( g \in C_0(\Gamma) \), if \( g f^* = 0 \), then \( g = 0 \). Thus \( \alpha_f \) is \( p \)-expansive for all \( 1 \leq p < +\infty \).
It is well known that when $\Gamma$ is amenable, every continuous expansive $\Gamma$-action on a compact space has finite topological entropy (the case $\Gamma = \mathbb{Z}$ is proved in [80, Theorem 7.11]; the proof there also works for general countable amenable groups $\Gamma$). Next we show that 1-expansiveness and 2-expansiveness characterize finite entropy for finitely presented algebraic actions of countable amenable groups. The definition of entropy is recalled in Section 2.3.

**Theorem 4.11.** Suppose that $\Gamma$ is amenable. Let $\alpha$ be an action of $\Gamma$ on a compact abelian group $X$ by automorphisms. Suppose that $\hat{X}$ is a finitely presented left $\mathbb{Z}\Gamma$-module, and write $\hat{X}$ as $(\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^n A$ for some $k, n \in \mathbb{N}$ and $A \in M_{n \times k}(\mathbb{Z}\Gamma)$. Then the following are equivalent:

1. $h(X) < +\infty$.
2. $\alpha$ is 1-expansive.
3. $\alpha$ is 2-expansive.
4. The linear map $(\mathbb{R}\Gamma)^k \rightarrow (\mathbb{R}\Gamma)^n$ sending $a$ to $aA^* \Gamma$ is injective.
5. The additive map $(\mathbb{Z}\Gamma)^k \rightarrow (\mathbb{Z}\Gamma)^n$ sending $a$ to $aA^*$ is injective.

We need some preparation for the proof of Theorem 4.11. First we need the following result of Elek [22]. He assumed $\Gamma$ to be finitely generated and $k = 1$, which are unnecessary.

**Theorem 4.12.** Suppose that $\Gamma$ is amenable. If $A \in M_k(\mathbb{C}\Gamma)$ for some $k \in \mathbb{N}$ and $aA = 0$ for some nonzero $a \in (\ell_2^2(\Gamma))^k$, then $bA = 0$ for some nonzero $b \in (\mathbb{C}\Gamma)^k$.

We remark that the proof of Theorem 4.12 uses the group von Neumann algebra of $\Gamma$.

**Lemma 4.13.** Let $K$ and $F$ be nonempty finite subsets of $\Gamma$. Then there exists a finite subset $F_1$ of $F$ with $\left| \frac{F_1}{F} \right| \geq \frac{1}{2|K| + 1}$ and $((F_1F_1^{-1}) \setminus \{e_\Gamma \}) \subseteq \Gamma \setminus K$.

**Proof.** Let $F_1$ be a maximal subset of $F$ subject to the condition that $s' \notin Ks$ for all distinct $s, s' \in F_1$. Then $F \subseteq (\{e_\Gamma \} \cup K \cup K^{-1})F_1$. Thus $|F| \leq |\{e_\Gamma \} \cup K \cup K^{-1}| \cdot |F_1| \leq (2|K| + 1)|F_1|$. □

**Lemma 4.14.** Suppose that $\Gamma$ is amenable. Let $\Gamma$ act on a compact abelian group $X$ by automorphisms. Suppose that $\hat{X} = (\mathbb{Z}\Gamma)^k / J$ for some $k \in \mathbb{N}$ and some left $\mathbb{Z}\Gamma$-submodule $J$ of $(\mathbb{Z}\Gamma)^k$, and that there exists $0 \neq a \in (\mathbb{R}\Gamma)^k$ satisfying $ab^* = 0$ for all $b \in J$. Then $h(X) = +\infty$.

**Proof.** Denote by $K$ the support of $a$ as a $\mathbb{R}^k$-valued function on $\Gamma$. Fix a compatible metric $\rho$ on $X$. Denote by $P$ the natural projection $\ell^\infty(\Gamma, \mathbb{R}^k) \rightarrow ((\mathbb{R}/\mathbb{Z})^k)^\Gamma$. Then $P(\lambda a) \in X$ for every $\lambda \in \mathbb{R}$. If $\lambda_1, \lambda_2 \in (0, 1/\|a\|_\infty)$ are distinct, then $P(\lambda_1 a) \neq P(\lambda_2 a)$.

Let $M \in \mathbb{N}$. Take distinct $\lambda_1, \ldots, \lambda_M \in (0, 1/\|a\|_\infty)$. For each $1 \leq j \leq M$, set $Y_j = \{x \in X : x_s = (P(\lambda_j a))_s \text{ for all } s \in K\}$. 

\begin{align*}
\text{Y}_j = \{x \in X : x_s = (P(\lambda_j a))_s \text{ for all } s \in K\}.
\end{align*}
Then the sets $Y_1, \ldots, Y_M$ are pairwise disjoint closed subsets of $X$. Thus we can find $\varepsilon > 0$ such that if $x \in Y_i$ and $y \in Y_j$ for some $1 \leq i < j \leq M$, then $\rho(x, y) > \varepsilon$.

Let $F$ be a nonempty finite subset of $\Gamma$. By Lemma 4.13 we can find a finite subset $F_1$ of $F$ with $\frac{|F_1|}{|F|} \geq \frac{1}{2|KK^{-1}|+1}$ and $((F_1F_1^{-1}) \setminus \{e_{\Gamma}\}) \subseteq \Gamma \setminus KK^{-1}$. Then the sets $s^{-1}K$ for $s \in F_1$ are pairwise disjoint. For each $\sigma \in \{1, \ldots, M\}^{F_1}$, set

$$x_\sigma = \sum_{s \in F_1} s^{-1}P(\lambda_{\sigma(s)})a.$$  

Then $sx_\sigma \in Y_{\sigma(s)}$ for every $s \in F_1$. Thus the set $\{x_\sigma : \sigma \in \{1, \ldots, M\}^{F_1}\}$ is $(F, \varepsilon)$-separated. Therefore

$$N_{F, \varepsilon}(X) \geq M^{\left|F_1\right|} \geq M^{\left|F\right|/(2|KK^{-1}|+1)}.$$  

It follows that $h(X) \geq \frac{1}{2|KK^{-1}|+1} \log M$. Since $M$ is arbitrary, we get $h(X) = +\infty$. \hfill \Box

The following lemma is well known, and can be proved by a simple volume comparison argument (see for example the proof of [67, Lemma 4.10]).

**Lemma 4.15.** Let $V$ be a finite-dimensional normed space over $\mathbb{R}$. Let $\varepsilon > 0$. Then any $\varepsilon$-separated subset of the unit ball of $V$ has cardinality at most $(1 + \frac{2}{\varepsilon})^{\dim V}$.

We are ready to prove Theorem 4.11.

**Proof of Theorem 4.11.** (1)⇒(4) follows from Lemma 4.14.

(4)⇒(1): Take a compatible metric $\rho$ on $X$ such that $\rho(x, y) \geq \rho_\infty(x_{\varepsilon_{T}}, y_{\varepsilon_{T}})$ for all $x, y \in X$, where $\rho_\infty$ denotes the canonical metric on $(\mathbb{R}/\mathbb{Z})^k$ defined by the equation (2.2). Denote by $K$ the union of $\{e_{\Gamma}\}$ and the support of $A$ as a $M_{n \times k}(\mathbb{Z})$-valued function on $\Gamma$. Let $\varepsilon > 0$ and $F$ be a nonempty finite subset of $\Gamma$. Take an $(F, \varepsilon)$-separated subset $E \subseteq X$ with $|E| = N_{F, \varepsilon}(X)$. For each $x \in E$ denote by $\tilde{x}$ the element in $((0, 1)^k)^\Gamma$ such that $x$ is the image of $\tilde{x}$ under the natural map $((0, 1)^k)^\Gamma \to ((\mathbb{R}/\mathbb{Z})^k)^\Gamma$. Then $\tilde{x}A^* \in \ell^\infty(\Gamma, \mathbb{Z}^n)$ and $\|\tilde{x}A^*\|_\infty \leq \|\tilde{x}\|_\infty \|A^*\|_1 \leq \|A\|_1$.

For a finite subset $W$ of $\Gamma$, we shall identify $(\mathbb{R}^k)^W$ and $(\mathbb{R}^n)^W$ as linear subspaces of $\ell^\infty(\Gamma, \mathbb{R}^k) = (\ell^\infty(\Gamma))^k$ and $\ell^\infty(\Gamma, \mathbb{R}^n)$ respectively naturally, and denote by $p_W$ the restriction maps $\ell^\infty(\Gamma, \mathbb{R}^k) \to (\mathbb{R}^k)^W$ and $\ell^\infty(\Gamma, \mathbb{R}^n) \to (\mathbb{R}^n)^W$.

Set $F' = \{s \in F : s^{-1}K \subseteq F^{-1}\}$. We define a map $\psi : E \to ((\mathbb{Z} \cap [-\|A\|_1, \|A\|_1])^n(F')^{-1}$ sending $x$ to $p_{(F')^{-1}}(\tilde{x}A^*)$. Let $a \in ((\mathbb{Z} \cap [-\|A\|_1, \|A\|_1])^n(F')^{-1}$. We shall give an upper bound for $|\psi^{-1}(a)|$.

Consider the linear map $\xi : (\mathbb{R}^k)^{F^{-1}} \to (\mathbb{R}^n)^{F^{-1}K^{-1}}$ sending $z$ to $zA^*$. By (4) $\xi$ is injective. Thus

$$\dim \ker(p_{(F')^{-1}} \circ \xi) \leq \dim((\mathbb{R}^n)^{F^{-1}K^{-1}\setminus(F')^{-1}}) = n|F^{-1}K^{-1}\setminus(F')^{-1}|.$$  

For each $x \in E$, set $x' = p_{F^{-1}}(\tilde{x}) \in (\mathbb{R}^k)^{F^{-1}}$. Note that $\tilde{x}A^* = x'A^*$ on $(F')^{-1}$. Fix $y \in \psi^{-1}(a)$. Then $(x' - y')A^* = 0$ on $(F')^{-1}$ for all $x \in \psi^{-1}(a)$. Thus $x' - y' \in \ker(p_{(F')^{-1}} \circ \xi)$ for all $x \in \psi^{-1}(a)$. Since $E$ is $(F, \varepsilon)$-separated, from our choice of the
metric ρ we see that the set \( \{ \frac{\psi(x)}{2} : x \in \psi^{-1}(a) \} \) is \( \frac{\epsilon}{2} \)-separated under the \( \ell^\infty \)-norm, and is clearly contained in the unit ball of \( (\mathbb{R}^k)^{F^{-1}} \) with respect to the \( \ell^\infty \)-norm. By Lemma 4.15 we have

\[
|\psi^{-1}(a)| \leq (1 + \frac{4}{\epsilon})^{\dim \ker(p_{(F')}^{-1} \circ \xi)} \leq (1 + \frac{4}{\epsilon})^{n|F^{-1}K^{-1} \setminus (F')^{-1}|}.
\]

Therefore

\[
N_{F,\epsilon}(X) = |E| \leq (2\|A\|_1 + 1)^n|F'|(1 + \frac{4}{\epsilon})^{n|F^{-1}K^{-1} \setminus (F')^{-1}|} \leq (2\|A\|_1 + 1)^n|F'|(1 + \frac{4}{\epsilon})^{n|F^{-1}K^{-1} \setminus (F')^{-1}|}.
\]

When \( F \) becomes sufficiently left invariant, \( |F^{-1}K^{-1} \setminus (F')^{-1}|/|F| \) becomes arbitrarily small. It follows that

\[
h(X) \leq n \log(2\|A\|_1 + 1) < +\infty.
\]

(4) \( \Rightarrow \) (3): Suppose that (3) fails. By Proposition 4.13(5) we have \( aA^* = 0 \) for some nonzero \( a \in (\ell^2(\Gamma))^k \). Then \( aA^*A = 0 \). By Theorem 4.12 we have \( bA^*A = 0 \) for some nonzero \( b \in (\mathbb{C} \Gamma)^k \). Replacing \( b \) by its real part or imaginary part, we may assume that \( b \in (\mathbb{R} \Gamma)^k \).

Note that for any \( w \in (\ell^2(\Gamma))^n \) and \( w' \in (\ell^2(\Gamma))^k \) we have

\[
\langle wA, w' \rangle = \langle w, w'A^* \rangle,
\]

where we take \( (\ell^2(\Gamma))^k \) and \( (\ell^2(\Gamma))^n \) as the direct sum of copies of the Hilbert space \( \ell^2(\Gamma) \). Thus \( \langle bA^*, bA^* \rangle = \langle bA^*A, b \rangle = 0 \), and hence \( bA^* = 0 \). Therefore (4) fails.

(3) \( \Rightarrow \) (2) \( \Rightarrow \) (4) follows from Proposition 4.3.

(4) \( \Rightarrow \) (5) is trivial.

(5) \( \Rightarrow \) (4): Suppose that (4) fails. Then \( aA^* = 0 \) for some nonzero \( a \in (\mathbb{R} \Gamma)^k \).

Denote by \( F \) (resp. \( K \)) the support of \( a \) (resp. \( A^* \)) as a \( \mathbb{R}^k \)-valued (resp. \( M_{k \times n}(\mathbb{Z}) \)-valued) function on \( \Gamma \). Consider the equation \( bA^* = 0 \) for \( b \in (\mathbb{R} F)^k \). One can interpret it as a system of integer-coefficients homogeneous linear equations indexed by \( FK \times \{1, \ldots, n\} \) which has variables indexed by \( F \times \{1, \ldots, k\} \). These linear equations have a nonzero solution given by \( a \), thus has a nonzero integral solution. Therefore (5) fails. \( \square \)

5. P-HOMOCLINIC GROUP

In this section we study \( p \)-homoclinic points. Throughout this section \( \Gamma \) will be a countable discrete group.

When \( \Gamma \) acts on a compact group \( X \) by automorphisms, a point \( x \in X \) is said to be homoclinic [49] if \( sx \to e_X \) as \( \Gamma \ni s \to \infty \). The set of all homoclinic points, denoted by \( \Delta(X) \), is a \( \Gamma \)-invariant normal subgroup of \( X \). Note that when \( X \) is abelian, a point \( x \in X \) is homoclinic exactly when \( \Psi_{x,\varphi} \in C_0(\Gamma) \) for every \( \varphi \in \widehat{X} \), where \( \Psi_{x,\varphi} \) and \( C_0(\Gamma) \) are defined in Notations 4.1 and 4.4 respectively.
Definition 5.1. Let $\Gamma$ act on a compact abelian group $X$ by automorphisms. Let $1 \leq p < +\infty$. We say that $x \in X$ is $p$-homoclinic if $\Psi_{x, \varphi} \in \ell^p(\Gamma)$ for every $\varphi \in \widehat{X}$. We denote by $\Delta^p(X)$ the set of all $p$-homoclinic points of $X$. We also say $x \in X$ is $\infty$-homoclinic if it is homoclinic, and set $\Delta^\infty(X) = \Delta(X)$.

The set $\Delta^1(X)$ was studied in \cite{51, 77} for algebraic $\mathbb{Z}^d$-actions. In Section 9 we shall see that both $\Delta^1(X)$ and $\Delta^2(X)$ play important roles in the study of entropy theory for algebraic actions. We collect some basic properties of the $p$-homoclinic group.

Proposition 5.2. Let $\Gamma$ act on a compact abelian group $X$ by automorphisms. Let $1 \leq p < +\infty$. Then the following hold:

1. For any $p < q \leq +\infty$, one has $\Delta^p(X) \subseteq \Delta^q(X)$.
2. $\Delta^p(X)$ is a $\Gamma$-invariant subgroup of $X$.
3. If $\Gamma$ acts on a compact abelian group $Y$ by automorphisms and $\Phi : X \to Y$ is a continuous $\Gamma$-equivariant group homomorphism, then $\Phi(\Delta^p(X)) \subseteq \Delta^p(Y)$.
4. If $\widehat{X}$ is a finitely generated left $\mathbb{Z}\Gamma$-module and we write $\widehat{X}$ as $(\mathbb{Z}\Gamma)^k/J$ for some $k \in \mathbb{N}$ and some left $\mathbb{Z}\Gamma$-submodule $J$ of $(\mathbb{Z}\Gamma)^k$, then $\Delta^p(X)$ consists exactly of the elements $x \in X$ for which the function $s \mapsto \rho_\infty(x_s, 0_{(\mathbb{R}/\mathbb{Z})^k})$ on $\Gamma$ is in $\ell^p(\Gamma)$ when $p < +\infty$ or in $C_0(\Gamma)$ when $p = +\infty$, where $\rho_\infty$ is the canonical metric on $(\mathbb{R}/\mathbb{Z})^k$ defined by (2.2).
5. If $\alpha$ is $p$-expansive, then $\Delta^p(X)$ is countable.
6. If $\mathbb{Z}\Gamma$ is left Noetherian, and $\alpha$ is $p$-expansive, then $\Delta^p(X)$ is a finitely generated left $\mathbb{Z}\Gamma$-module.

Proof. The assertion (1) follows from the facts that $\ell^p(\Gamma) \subseteq C_0(\Gamma)$ and $\ell^p(\Gamma) \subseteq \ell^q(\Gamma)$ when $q < +\infty$. The assertions (2) and (3) are obvious. The assertion (4) follows from the inequalities (4.1) and (4.2).

Now we prove the assertion (5). The case $p = +\infty$ is \cite[Lemma 3.2]{49}. So we may assume $p < +\infty$. Suppose that $\alpha$ is $p$-expansive. By Proposition 4.3(2) we may write $\widehat{X}$ as $(\mathbb{Z}\Gamma)^k/J$ for some $k \in \mathbb{N}$ and some left $\mathbb{Z}\Gamma$-submodule $J$ of $(\mathbb{Z}\Gamma)^k$.

Denote by $P$ the canonical map $\ell^\infty(\Gamma, \mathbb{R}) \to ((\mathbb{R}/\mathbb{Z})^k)^\Gamma$. For each $x \in \Delta^p(X)$, by the inequalities (4.2) we can take $\tilde{x} \in \ell^p(\Gamma, \mathbb{R})$ such that $P(\tilde{x}) = x$. Since $\alpha$ is $p$-expansive, by Proposition 4.3(3) and the inequalities (4.2), we can find some $\varepsilon > 0$ such that if $x, y \in \Delta^p(X)$ are distinct, then $\|\tilde{x} - \tilde{y}\|_p > \varepsilon$. As $\ell^p(\Gamma, \mathbb{R})$ is separable under the norm $\|\cdot\|_p$, any $\varepsilon$-separated subset of $\ell^p(\Gamma, \mathbb{R})$ is countable. Therefore $\Delta^p(X)$ is countable.

To prove the assertion (6), we need the following two lemmas.

Lemma 5.3. Let $1 \leq p < +\infty$. Let $\Gamma$ act $p$-expansively on a compact abelian group $X$ by automorphisms. Assume that $\widehat{X}$ is a finitely presented left $\mathbb{Z}\Gamma$-module, and write $\widehat{X}$ as $(\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^nA$ for some $A \in M_{n \times k}(\mathbb{Z}\Gamma)$. Then $\Delta^p(X)$ is isomorphic to a $\mathbb{Z}\Gamma$-submodule of $(\mathbb{Z}\Gamma)^n/(\mathbb{Z}\Gamma)^kA^\varepsilon$. 
Proof. Denote by \( P \) the canonical map from \((\ell^\infty(\Gamma))^k = \ell^\infty(\Gamma, \mathbb{R}^k)\) to \(((\mathbb{R}/\mathbb{Z})\Gamma)^k\). For each \( x \in \Delta^p(X) \), by the inequalities (1.2) we can take \( \tilde{x} \in \ell^p(\Gamma, \mathbb{R}^k) \) such that \( P(\tilde{x}) = x \). Then \( \tilde{x}A^* \in \ell^\infty(\Gamma, \mathbb{Z}^n) \cap \ell^p(\Gamma, \mathbb{R}^n) = (\mathbb{Z}\Gamma)^n \). Thus we can define a map \( \varphi : \Delta^p(X) \to (\mathbb{Z}\Gamma)^n/(\mathbb{Z}\Gamma)^k A^* \) sending \( x \) to \( \tilde{x}A^* + (\mathbb{Z}\Gamma)^k A^* \).

If \( a \in \ell^p(\Gamma, \mathbb{R}^k) \) satisfies \( P(a) = x \), then \( a - \tilde{x} \in \ell^\infty(\Gamma, \mathbb{Z}^k) \cap \ell^p(\Gamma, \mathbb{R}^k) = (\mathbb{Z}\Gamma)^k \), and hence \( aA^* + (\mathbb{Z}\Gamma)^k A^* = \tilde{x}A^* + (\mathbb{Z}\Gamma)^k A^* \). It follows easily that \( \varphi \) is a \( \mathbb{Z}\Gamma \)-module homomorphism.

Since the action is \( p \)-expansive, by Proposition 4.3(5) the linear map \( (\ell^p(\Gamma))^k \to (\ell^p(\Gamma))^n \) sending \( a \) to \( aA^* \) is injective. If \( x \in \ker \varphi \), then \( \tilde{x}A^* \in (\mathbb{Z}\Gamma)^k A^* \), and hence \( \tilde{x} \in (\mathbb{Z}\Gamma)^k \), which implies that \( x = P(\tilde{x}) = e_X \). Thus \( \varphi \) is injective.

The next lemma is more than needed for the proof of (6), but will be useful later.

**Lemma 5.4.** Let \( k \in \mathbb{N} \), and \( A \in M_k(\mathbb{Z}\Gamma) \) such that the linear map \( T : (\ell^p(\Gamma))^k \to (\ell^p(\Gamma))^k \) sending \( a \) to \( aA^* \) is invertible for some \( 1 \leq p < +\infty \). Set \( X_A = (\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^k A \). Then \( \Delta^p(X_A) = \Delta(X_A) = P(T^{-1}((\mathbb{Z}\Gamma)^k)) \) is dense in \( X_A \), where \( P \) denotes the canonical map from \((\ell^\infty(\Gamma))^k = \ell^\infty(\Gamma, \mathbb{R}^k) \) to \(((\mathbb{R}/\mathbb{Z})\Gamma)^k \). Furthermore, \( \Delta(X_A) \) is isomorphic to \((\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^k A^* \) as left \( \mathbb{Z}\Gamma \)-modules.

**Proof.** From (1) and (4) of Proposition 5.2 we have \( \Delta(X_A) \supseteq \Delta^p(X_A) \supseteq P(T^{-1}((\mathbb{Z}\Gamma)^k)) \). Let \( x \in \Delta(X_A) \). Take \( \tilde{x} \in ([1/2, 1])^k \) with \( P(\tilde{x}) = x \). Then the function \( s \mapsto \|s\|_\infty \) on \( \Gamma \) vanishes at infinity. Since \( A^* \in M_k(\mathbb{Z}\Gamma) \), it follows that the function \( s \mapsto \|sA^*\|_\infty \) on \( \Gamma \) also vanishes at infinity. As \( \tilde{x}A^* \in (\mathbb{Z}^k)^{\Gamma} \), we conclude that \( T(\tilde{x}) = \tilde{x}A^* \in (\mathbb{Z}\Gamma)^k \). Then \( \tilde{x} \in T^{-1}((\mathbb{Z}\Gamma)^k) \), and hence \( x \in P(T^{-1}((\mathbb{Z}\Gamma)^k)) \). Therefore \( \Delta^p(X_A) = \Delta(X_A) = P(T^{-1}((\mathbb{Z}\Gamma)^k)) \).

Take \( 1 < q \leq +\infty \) with \( p^{-1} + q^{-1} = 1 \). Note that \( \ell^q(\Gamma, \mathbb{R}^k) \) can be identified with the dual space of \( \ell^p(\Gamma, \mathbb{R}^k) \) naturally, as in the equation (3.1). Denote by \( T^* \) the bounded linear map \( \ell^p(\Gamma, \mathbb{R}^k) \to \ell^q(\Gamma, \mathbb{R}^k) \) dual to \( T \). Let \( \psi \in \tilde{X}_A \) such that \( \langle \Delta(X_A), \psi \rangle = 1 \). Write \( \psi \) as \( a + (\mathbb{Z}\Gamma)^k A \) for some \( a \in (\mathbb{Z}\Gamma)^k \). Then

\[
(\tilde{y}((T^*)^{-1}(a))^*) = (\tilde{y}((T^{-1})^*(a))^*) = \langle \tilde{y}, (T^{-1})^*(a) \rangle
= (T^{-1}(\tilde{y}), a) = (T^{-1}(\tilde{y})a^*) \in \mathbb{Z}
\]

for all \( \tilde{y} \in (\mathbb{Z}\Gamma)^k \). Replacing \( \tilde{y} \) by \( s\tilde{y} \) for all \( s \in \Gamma \), we get \( \tilde{y}((T^*)^{-1}(a))^* \in \ell^q(\Gamma, \mathbb{Z}^k) \) for all \( \tilde{y} \in (\mathbb{Z}\Gamma)^k \). Taking \( \tilde{y} \) to be the canonical basis of \((\mathbb{Z}\Gamma)^k \), we get \( (T^*)^{-1}(a) \in \ell^q(\Gamma, \mathbb{Z}^k) \). When \( q < +\infty \), we get \( (T^*)^{-1}(a) \in \ell^q(\Gamma, \mathbb{Z}^k) = (\mathbb{Z}\Gamma)^k \). When \( q = +\infty \), from the surjectivity of \( T \) we see that \( A^* \) has a left inverse in \( M_k(\ell^1(\Gamma)) \) and hence \( A \) has a right inverse in \( M_k(\ell^1(\Gamma)) \). Multiplying this right inverse to \( a \) we get \( (T^*)^{-1}(a) \in \ell^1(\Gamma, \mathbb{Z}^k) \). Therefore we still have \( (T^*)^{-1}(a) \in (\mathbb{Z}\Gamma)^k \). Thus \( a \in T^*((\mathbb{Z}\Gamma)^k) = (\mathbb{Z}\Gamma)^k A \) and hence \( \psi = 0_{\tilde{X}_A} \). By the Pontryagin duality \( \Delta(X_A) \) is dense in \( X_A \).

Denote \( \varphi \) by the map \( (\mathbb{Z}\Gamma)^k \to \Delta(X_A) \) sending \( a \) to \( P(T^{-1}(a)) \). Clearly \( \varphi \) is a left \( \mathbb{Z}\Gamma \)-module homomorphism, and \( \ker \varphi \supseteq (\mathbb{Z}\Gamma)^k A^* \). If \( a \in \ker \varphi \), then \( T^{-1}(a) \in \Delta(X_A) \).
\[ \ell^\infty(\Gamma, \mathbb{Z}^k) \cap \ell^p(\Gamma, \mathbb{R}^k) = (\mathbb{Z}\Gamma)^k \] and hence \( a \in T((\mathbb{Z}\Gamma)^k) = (\mathbb{Z}\Gamma)^k A^* \). Therefore \( \ker \varphi = (\mathbb{Z}\Gamma)^k A^* \). By the first paragraph of the proof \( \varphi \) is also surjective. Thus \( \Delta(X_A) \) is isomorphic to \( (\mathbb{Z}\Gamma)^k / \ker \varphi = (\mathbb{Z}\Gamma)^k / (\mathbb{Z}\Gamma)^k A^* \) as left \( \mathbb{Z}\Gamma \)-modules. \( \square \)

When \( p < +\infty \), the assertion (6) follows from Lemma 5.3, Proposition 4.3.(2) and the fact that if a unital ring \( R \) is left Noetherian, then every finitely generated left \( R \)-module is finitely presented \[43, \text{Proposition 4.29} \]. When \( p = +\infty \), the assertion (6) follows from Proposition 4.3.(4), Theorem 3.1 and Lemma 5.4. This finishes the proof of Proposition 5.2. \( \square \)

**Example 5.5.** Let \( \Gamma, f, \) and \( Z(f) \) be as in Example 4.9. When \( f \) is irreducible in the factorial ring \( \mathbb{Z}\Gamma \) and \( Z(f) \) is finite, \( \Delta^1(X_f) \) is dense in \( X_f \) \[51, \text{Propositions 5.1 and 5.2, Lemma 6.3} \]. Denote by \( u_1, \ldots, u_d \) the canonical basis of \( \mathbb{Z}^d \). The group \( \Delta^1(X_f) \) was calculated explicitly for \( f = 2d - \sum_{j=1}^{d} (u_j + u_j^{-1}) \) in \[77, \text{Theorem 2.4, Proposition 3.1} \] and for \( f = 2 - u_1 - u_2 \) when \( d = 2 \) in \[51, \text{Section 5} \].

Lind and Schmidt \[49 \] showed that when \( \Gamma \) is finitely generated with sub-exponential growth, for any expansive action of \( \Gamma \) on a compact abelian group \( X \) by automorphisms, one has \( \Delta(X) = \Delta^1(X) \). From Theorem 3.1, Lemma 5.4 and Proposition 5.2.(1) we conclude that this holds for all \( \Gamma \):
for all \( \varphi \) homomorphisms \( \Phi \).

Lemma 5.8. Let \( G_1, G_2, \Phi, \Phi_1, \) and \( \Phi_2 \) be as above. Then the following hold:

1. \( \Phi_1 \) is injective if and only if \( \Phi_2(G_2) \) is dense in \( \widehat{G}_1 \).
2. For any \( 1 \leq p \leq +\infty \), \( \Phi_1(G_1) \subseteq \Delta^p(\widehat{G}_2) \) if and only if \( \Phi_2(G_2) \subseteq \Delta^p(\widehat{G}_1) \).

Proof. (1). This follows from the Pontryagin duality and the fact that \( \ker \Phi_1 \) consists of exactly those \( \varphi_1 \in G_1 \) satisfying \( \langle \varphi_1, \Phi_2(G_2) \rangle = 1 \).

(2). Let \( \varphi_1 \in G_1 \) and \( \varphi_2 \in G_2 \). For each \( s \in \Gamma \), we have

\[
\Psi_{\Phi_2(\varphi_2),\varphi_1}(s) = \langle s\Phi_2(\varphi_2), \varphi_1 \rangle - 1 = \langle \Phi_2(s\varphi_2), \varphi_1 \rangle - 1 = \langle s\varphi_2, \Phi_1(\varphi_1) \rangle - 1 = \langle \varphi_2, s^{-1}\Phi_1(\varphi_1) \rangle - 1 = \Psi_{\Phi_1(\varphi_1),\varphi_2}(s^{-1}).
\]

Thus \( \Psi_{\Phi_2(\varphi_2),\varphi_1} \in C_0(\Gamma) \) exactly when \( \Psi_{\Phi_1(\varphi_1),\varphi_2} \in C_0(\Gamma) \), and when \( 1 \leq p < +\infty \), \( \Psi_{\Phi_2(\varphi_2),\varphi_1} \in \ell^p(\Gamma) \) exactly when \( \Psi_{\Phi_1(\varphi_1),\varphi_2} \in \ell^p(\Gamma) \). It follows that \( \Phi_1(G_1) \subseteq \Delta^p(\widehat{G}_2) \) exactly when \( \Phi_2(G_2) \subseteq \Delta^p(\widehat{G}_1) \). \( \square \)
The above pairing has been studied by Einsiedler and Schmidt \cite{19, 20} for algebraic actions of $\Gamma = \mathbb{Z}^d$ with $d \in \mathbb{N}$ on $X$, in the case $G_1 = \hat{X}$ and $G_2 = \Delta(X)$. In view of Lemma \ref{5.8} \((G_1, G_2)\) should be thought of as a dual pair, and the dynamic properties of the $\Gamma$-actions on $\hat{G}_1$ and $\hat{G}_2$ are reflected in each other. This point of view will play a central role in Section \ref{9}.

6. Specification Properties and Dense Homoclinic Points

In this section, using Theorem \ref{3.1}, we discuss the relation between various specification properties and having dense homoclinic points for expansive algebraic actions. Throughout this section $\Gamma$ will be a countable discrete group.

Specification is a strong orbit tracing property. Ruelle \cite{72} studied the extension of the notion to $\mathbb{Z}^d$-actions. We take the definition of various specification properties from \cite{49, Definition 5.1} (see also \cite{49, Remark 5.6}), modified to the general group case.

**Definition 6.1.** Let $\alpha$ be a continuous $\Gamma$-action on a compact space $X$. Let $\rho$ be a compatible metric on $X$.

1. The action $\alpha$ has *weak specification* if there exists, for every $\varepsilon > 0$, a nonempty finite subset $F$ of $\Gamma$ with the following property: for any finite collection $F_1, \ldots, F_m$ of finite subsets of $\Gamma$ with

\begin{equation}
FF_i \cap F_j = \emptyset \text{ for } 1 \leq i, j \leq m, i \neq j,
\end{equation}

and for any collection of points $x^{(1)}, \ldots, x^{(m)}$ in $X$, there exists a point $y \in X$ with

\begin{equation}
\rho(sx^{(j)}, sy) \leq \varepsilon \text{ for all } s \in F_j, 1 \leq j \leq m.
\end{equation}

2. The action $\alpha$ has *strong specification* if there exists, for every $\varepsilon > 0$, a nonempty finite subset $F$ of $\Gamma$ with the following property: for any finite collection $F_1, \ldots, F_m$ of finite subsets of $\Gamma$ satisfying (6.1) and any subgroup $\Gamma'$ of $\Gamma$ with

\begin{equation}
FF_i \cap F_j(\Gamma' \setminus \{e_{\Gamma'}\}) = \emptyset \text{ for } 1 \leq i, j \leq m,
\end{equation}

and for any collection of points $x^{(1)}, \ldots, x^{(m)}$ in $X$, there exists a point $y \in X$ satisfying (6.2) and $sy = y$ for all $s \in \Gamma'$.

3. When $X$ is a compact group and $\alpha$ is by automorphisms of $X$, the action $\alpha$ has *homoclinic specification* if there exists, for every $\varepsilon > 0$, a nonempty finite subset $F$ of $\Gamma$ with the following property: for any finite subset $F_1$ of $\Gamma$ and any $x \in X$, there exists $y \in \Delta(X)$ with

\begin{align*}
\rho(sx, sy) &\leq \varepsilon \text{ for all } s \in F_1, \\
\rho(e_X, sy) &\leq \varepsilon \text{ for all } s \in \Gamma \setminus FF_1.
\end{align*}
The following lemma is a version of [12, Lemma 1]. The same argument also appeared in the proof of [27, Theorem 10.36].

**Lemma 6.2.** Let \( \alpha \) be an expansive continuous action of \( \Gamma \) on a compact metric space \( (X, \rho) \). Let \( d > 0 \) such that if \( x, y \in X \) satisfy \( \sup_{s \in \Gamma} \rho(sx, sy) \leq d \), then \( x = y \). Let \( x, y \in X \) satisfy \( \rho(sx, sy) \leq d \) for all but finitely many \( s \in \Gamma \). Then \( (x, y) \) is an asymptotic pair in the sense that \( \rho(sx, sy) \to 0 \) as \( \Gamma \ni s \to \infty \).

**Proof.** Take a finite subset \( W \) of \( \Gamma \) such that \( \rho(sx, sy) \leq d \) for every \( s \in \Gamma \setminus W \). Suppose that \( (x, y) \) is not an asymptotic pair. Then there exist \( \varepsilon > 0 \) and a sequence of elements \( \{s_n\}_{n \in \mathbb{N}} \) in \( \Gamma \) such that \( \rho(s_n x, s_n y) \geq \varepsilon \) for all \( n \in \mathbb{N} \) and for any finite subset \( F \) of \( \Gamma \) one has \( s_n \notin F \) for all sufficiently large \( n \in \mathbb{N} \). Passing to a subsequence of \( \{s_n\}_{n \in \mathbb{N}} \), we may assume that \( s_n x \) and \( s_n y \) converge to \( x' \) and \( y' \) in \( X \) respectively, as \( n \to \infty \). Then \( \rho(x', y') \geq \varepsilon \) and hence \( x' \neq y' \).

Let \( s \in \Gamma \). When \( n \in \mathbb{N} \) is sufficiently large, one has \( ss_n \notin W \) and hence \( \rho(ss_n x, ss_n y) \leq d \). Letting \( n \to \infty \), we obtain \( \rho(sx', sy') \leq d \). By the hypothesis on \( d \) we conclude that \( x' = y' \), which is a contradiction. Therefore \( (x, y) \) is an asymptotic pair. \( \square \)

**Theorem 6.3.** Let \( \alpha \) be an expansive action of \( \Gamma \) on a compact abelian group \( X \) by automorphisms. Then the following are equivalent:

1. \( \alpha \) has weak specification;
2. \( \alpha \) has strong specification;
3. \( \alpha \) has homoclinic specification.

Furthermore, these conditions imply

4. \( \Delta(X) \) is dense in \( X \).

**Proof.** By Theorem 3.1 we may assume that \( X = \overline{(\mathbb{Z} \Gamma)^k/J} \) for some \( k \in \mathbb{N} \) and some left \( \mathbb{Z} \Gamma \)-submodule \( J \) of \( (\mathbb{Z} \Gamma)^k \), and find some \( A \in M_k(\mathbb{Z} \Gamma) \) being invertible in \( M_k(\ell^1(\Gamma)) \) such that the rows of \( A \) are contained in \( J \). Denote by \( W \) the union of \( \{e_T\} \) and the support of \( A^* \) as a \( M_k(\mathbb{Z}) \)-valued function on \( \Gamma \). Recall the canonical metric \( \rho_\infty \) on \( (\mathbb{R}/\mathbb{Z})^k \) defined by (2.2) and the norm \( \| \cdot \|_\infty \) on \( \ell^\infty(\Gamma, \mathbb{R}^k) \) defined by (2.1). Let \( \rho \) be a compatible metric on \( X \).

(3) \Rightarrow (2): Let \( \varepsilon > 0 \). Then we can find a nonempty finite subset \( W_1 \) of \( \Gamma \) and \( \|A\|_1^{-1} > \varepsilon' > 0 \) such that if \( x, y \in X \) satisfy \( \max_{s \in W_1} \rho_\infty(x_s, y_s) \leq 2\varepsilon' \), then \( \rho(x, y) < \varepsilon \). Take a finite subset \( W_2 \) of \( \Gamma \) containing \( e_T \) such that \( \sum_{s \in \Gamma \setminus W_2} \|(A^*)^{-1} s\|_1 < \varepsilon'/(2\|A\|_1) \), where \( \|B\|_1 \) denotes the sum of the absolute values of the entries of \( B \) for \( B \in M_k(\mathbb{R}) \). If \( \tilde{x}, \tilde{y} \in \ell^\infty(\Gamma, \mathbb{R}^k) \) satisfy \( \|\tilde{x}\|_\infty, \|\tilde{y}\|_\infty \leq \|A\|_1 \) and \( \tilde{x} \) and \( \tilde{y} \) are equal on \( sW_2 \) for some \( s \in \Gamma \), then \( \|(\tilde{x}(A^*)^{-1})_s - (\tilde{y}(A^*)^{-1})_s\|_\infty \leq \varepsilon' \). Take \( \delta > 0 \) such that if \( x, y \in X \) satisfy \( \rho(x, y) \leq \delta \), then \( \rho_\infty(x_{e_T}, y_{e_T}) \leq \varepsilon' \).

By the condition (3) we can find a finite subset \( W_3 \) of \( \Gamma \) containing \( e_T \) with the following property: for any finite subset \( F_1 \) of \( \Gamma \) and any \( x \in X \), there exists
y ∈ Δ(X) with
\[ \max_{s \in F_1} \rho(s, sy) \leq \delta \quad \text{and} \quad \sup_{s \in \Gamma \setminus W_3 F_1} \rho(e_{X}, sy) \leq \delta. \]

By our choice of δ, we then have
\[ \max_{s \in F_1} \rho_{\infty}(s, sy) \leq \varepsilon' \quad \text{and} \quad \sup_{s \in \Gamma \setminus (W_3 F_1)^{-1}} \rho_{\infty}(0_{(\mathbb{R}/\mathbb{Z})^k}, sy) \leq \varepsilon'. \]

Now set \( F = (W_1 W_2 W_3^{-1} W)(W_1 W_2 W_3^{-1} W)^{-1} \).

Let \( F_1, \ldots, F_m \) be a finite collection of finite subsets of \( \Gamma \) satisfying (6.1), \( \Gamma' \) be a subgroup of \( \Gamma \) satisfying (6.3), and \( x^{(1)}, \ldots, x^{(m)} \) be points in \( X \). Take \( y^{(1)}, \ldots, y^{(m)} \in \Delta(X) \) with
\[ \max_{s \in F_j^{-1} W_1 W_2} \rho_{\infty}(x^{(j)}_s, y^{(j)}_s) \leq \varepsilon' \quad \text{and} \quad \sup_{s \in \Gamma \setminus (F_j^{-1} W_1 W_2 W_3^{-1})} \rho_{\infty}(0_{(\mathbb{R}/\mathbb{Z})^k}, y^{(j)}_s) \leq \varepsilon' \]

for each \( 1 \leq j \leq m \). Denote by \( P \) the canonical map \( \ell^\infty(\Gamma, \mathbb{R}^k) \to ((\mathbb{R}/\mathbb{Z})^k)^\Gamma \). For each \( 1 \leq j \leq m \), take a lift \( \tilde{x}^{(j)} \) and \( \tilde{y}^{(j)} \) for \( x^{(j)} \) and \( y^{(j)} \) in \( (([-1, 1]^k)^\Gamma \) respectively such that
\[ \max_{s \in F_j^{-1} W_1 W_2} \| \tilde{x}^{(j)}_s - \tilde{y}^{(j)}_s \|_\infty \leq \varepsilon' \quad \text{and} \quad \sup_{s \in \Gamma \setminus (F_j^{-1} W_1 W_2 W_3^{-1})} \| \tilde{y}^{(j)}_s \|_\infty \leq \varepsilon'. \]

Then \( \tilde{y}^{(j)} A^* \) belongs to \( \ell^\infty(\Gamma, \mathbb{Z}^k) \). Note that, for any \( s \in \Gamma \setminus (F_j^{-1} W_1 W_2 W_3^{-1} W) \), one has
\[ \| (\tilde{y}^{(j)} A^*)_s \|_\infty \leq \| A^* \|_1 \cdot \sup_{t \in \Gamma \setminus (F_j^{-1} W_1 W_2 W_3^{-1})} \| \tilde{y}^{(j)}_t \|_\infty \leq \| A \|_1 \cdot \varepsilon' < 1. \]

It follows that, as a \( \mathbb{Z}^k \)-valued function on \( \Gamma \), \( \tilde{y}^{(j)} A^* \) has support contained in \( F_j^{-1} W_1 W_2 W_3^{-1} W \). We can rewrite (6.1) and (6.3) as
\[ (F_j^{-1} W_1 W_2 W_3^{-1} W) \cap (F_j^{-1} W_1 W_2 W_3^{-1} W) = \emptyset \quad \text{for} \quad 1 \leq i, j \leq m, i \neq j, \]
and
\[ (F_i^{-1} W_1 W_2 W_3^{-1} W) \cap (\Gamma' \setminus \{ e_{\Gamma} \})(F_j^{-1} W_1 W_2 W_3^{-1} W) = \emptyset \quad \text{for} \quad 1 \leq i, j \leq m, \]
respectively. Thus the elements \( s \tilde{y}^{(j)} A^* \) of \( \mathbb{Z}^k \Gamma \) for \( s \in \Gamma' \) and \( 1 \leq j \leq m \) have pairwise disjoint support. Then we have the element \( \tilde{z} := \sum_{s \in \Gamma'} \sum_{j=1}^{m} s \tilde{y}^{(j)} A^* \) of \( \ell^\infty(\Gamma, \mathbb{Z}^k) \) with
\[ \| \tilde{z} \|_\infty = \max_{1 \leq j \leq m} \| \tilde{y}^{(j)} A^* \|_\infty \leq \| A^* \|_1 \cdot \max_{1 \leq j \leq m} \| \tilde{y}^{(j)} \|_\infty \leq \| A \|_1. \]

Set \( \tilde{y} = \tilde{z} (A^*)^{-1} \in \ell^\infty(\Gamma, \mathbb{R}^k) \) and \( y = P(\tilde{y}) \in ((\mathbb{R}/\mathbb{Z})^k)^\Gamma \).

We claim that \( y \in X \). For each finite subset \( K \) of \( \Gamma' \), define \( \tilde{z}_K = \sum_{s \in K} \sum_{j=1}^{m} s \tilde{y}^{(j)} A^* \), \( \tilde{y}_K = \tilde{z}_K (A^*)^{-1} \), and \( y_K = P(\tilde{y}_K) \). Then \( \| \tilde{z}_K \|_\infty \leq \| A \|_1 \) for every \( K \). For each \( s \in \Gamma \), when \( K \to \Gamma' \), we have \( (\tilde{z}_K)_s \to \tilde{z}_s \), and hence \( (\tilde{y}_K)_s \to \tilde{y}_s \). It follows that, when \( K \to \Gamma' \), \( y_K \) converges to \( y \). Clearly \( y_K = \sum_{s \in K} \sum_{j=1}^{m} s y^{(j)} \in X \) for each \( K \).
Therefore \( y \in X \).
For each \( s \in \Gamma' \), we have \( s \tilde{z} = \tilde{z} \) and hence \( sy = y \).

Fix \( 1 \leq j \leq m \). Note that \( \tilde{z} \) and \( \tilde{y}^{(j)}A^* \) are equal on \( F_j^{-1}W_1W_2W_3^{-1}W \supset F_j^{-1}W_1W_2 \). Since \( \| \tilde{z} \|_\infty, \| \tilde{y}^{(j)}A^* \|_\infty \leq \| A \|_1 \), by our choice of \( W_2 \) we have \( \max_{s \in F_j^{-1}W_1} \| \tilde{y}_s - \tilde{y}_s^{(j)} \|_\infty \leq \varepsilon' \). Thus \( \max_{s \in F_j^{-1}W_1} \rho_\infty(y_s, y_s^{(j)}) \leq \varepsilon' \), and hence

\[
\max_{s \in F_j, t \in W_1} \rho_\infty((sy)_t, (sx^{(j)})_t) = \max_{s \in F_j^{-1}W_1} \rho_\infty(y_s, x^{(j)}_s) \\
\leq \max_{s \in F_j^{-1}W_1} \rho_\infty(y_s, y_s^{(j)}) + \max_{s \in F_j^{-1}W_1} \rho_\infty(y_s^{(j)}, x^{(j)}_s) \\
\leq 2\varepsilon'.
\]

By our choice of \( W_1 \) and \( \varepsilon' \), we get \( \max_{s \in F_j} \rho(sy, sx^{(j)}) < \varepsilon \) as desired.

(2) \( \Rightarrow \) (1) and (3) \( \Rightarrow \) (4) are trivial.

(1) \( \Rightarrow \) (3): By Lemma 6.2 there exists \( \varepsilon' > 0 \) with the following property: if \( y \in X \) satisfies \( \rho(e_X, sy) \leq \varepsilon' \) for all but finitely many \( s \in \Gamma \), then \( y \in \Delta(X) \). Let \( \varepsilon' \geq \varepsilon > 0 \). Take \( F \) as in the definition of weak specification. Replacing \( F \) by \( F \cup F^{-1} \) if necessary, we may assume that \( F = F^{-1} \). Let \( F_1 \) be a finite subset of \( \Gamma \) and \( x \in X \). For each finite subset \( F_2 \) of \( \Gamma \setminus FF_1 \), by the choice of \( F \), taking \( x^{(1)} = x \) and \( x^{(2)} = e_X \) we can find \( y_{F_2} \in X \) such that \( \max_{s \in F_1} \rho(sx, sy_{F_2}) \leq \varepsilon \) and \( \max_{s \in F_2} \rho(se_X, sy_{F_2}) \leq \varepsilon \). Note that the set of finite subsets of \( \Gamma \setminus FF_1 \) is partially ordered by inclusion. Take a limit point \( y \) of the net \( \{ y_{F_2} \}_{F_2} \). Then \( \max_{s \in F_1} \rho(sx, sy) \leq \varepsilon \) and \( \sup_{s \in \Gamma \setminus FF_1} \rho(se_X, sy) \leq \varepsilon \leq \varepsilon' \). By our choice of \( \varepsilon' \), we conclude that \( y \in \Delta(X) \). \( \square \)

We give a new proof of the following result of Lind and Schmidt \[40, \text{Theorem 5.2} \].

**Theorem 6.4.** Suppose that \( \Gamma = \mathbb{Z}^d \) for some \( d \in \mathbb{N} \). Let \( \alpha \) be an expansive action of \( \Gamma \) on a compact abelian group \( X \) by automorphisms. Then the conditions (1), (2), (3) and (4) in Theorem 6.3 are all equivalent.

**Proof.** We just need to show that (4) \( \Rightarrow \) (3). By Theorem 5.6 and Propositions 2.1 and 5.4, we can find a compatible translation-invariant metric \( \rho \) on \( X \) such that \( \sum_{s \in \Gamma} \rho(0_X, sx) < +\infty \) for all \( x \in \Delta(X) \).

Since \( \mathbb{Z}\Gamma \) is Noetherian \[45, \text{Corollary IV.4.2} \], from Propositions 4.3 (4) and 5.2 (6) we see that \( \Delta(X) \) is a finitely generated left \( \mathbb{Z}\Gamma \)-module. Take \( z_1, \ldots, z_n \in \Delta(X) \) such that \( \Delta(X) = \sum_{j=1}^n \mathbb{Z}\Gamma z_j \).

By Theorem 3.3 \( X \) is a closed \( \Gamma \)-invariant subgroup of \( X_A := (\mathbb{Z}\Gamma)^k/(\mathbb{Z}\Gamma)^k A \) for some \( k \in \mathbb{N} \) and some \( A \in M_k(\mathbb{Z}\Gamma) \) being invertible in \( M_k(\ell^1(\Gamma)) \). Treat \( \Delta(X_A) \) as a discrete abelian group and consider the induced \( \Gamma \)-action on the Pontryagin dual \( \Delta(X_A) \). By Lemmas 5.4 and 3.7 the \( \Gamma \)-action on \( \Delta(X_A) \) is expansive. By Corollary 3.2 there exists \( f \in \mathbb{Z}\Gamma \) being invertible in \( \ell^1(\Gamma) \) such that \( f\Delta(X_A) = 0 \). In particular, \( f\Delta(X) = 0 \).
Let \( \varepsilon > 0 \). Take a nonempty finite subset \( W \) of \( \Gamma \) such that \( \sum_{j=1}^{n} \sum_{s \in \Gamma \setminus W} \rho(0_X, sz_j) < \varepsilon/(2\|f\|_1) \). Set \( F = W \Gamma^{-1} \).

Let \( F_1 \) be a finite subset of \( \Gamma \) and \( x' \in X \). By the condition (4) we can take some \( x \in \Delta(X) \) with \( \max_{s \in F_1} \rho(sx', sx) < \varepsilon/2 \).

We have \( x = \sum_{j} a_j z_j \) for some \( a_1, \ldots, a_n \in \mathbb{Z} \Gamma \). Note that \( a_j f^{-1} \) is in \( \ell^1(\Gamma) \). Let \( b_j \) be the integral part of \( a_j f^{-1} \). That is, \( b_j \in \mathbb{R} \Gamma \) has integral coefficients, and \( a_j f^{-1} - b_j \) has coefficients in \([-1/2, 1/2)\). Then \( \|b_j\|_1 \leq 2\|a_j f^{-1}\|_1 < +\infty \), and hence \( b_j \in Z \Gamma \). Note that \( x = \sum_{j} (a_j - b_j f) z_j \), and

\[
\|a_j - b_j f\|_\infty \leq \|a_j f^{-1} - b_j\|_\infty \cdot \|f\|_1 \leq \|f\|_1.
\]

Thus, replacing \( a_j \) by \( a_j - b_j f \) if necessary, we may assume that \( \|a_j\|_\infty \leq \|f\|_1 \) for all \( 1 \leq j \leq n \).

For each \( 1 \leq j \leq n \), define \( c_j \in Z \Gamma \) to be the same as \( a_j \) on \( F_1^{-1} W \) and 0 outside of \( F_1^{-1} W \). Set \( y = \sum_{j} c_j z_j \in \Delta(X) \). For each \( s \in F_1 \), since \( \rho \) is translation-invariant, we have

\[
\rho(sx, sy) = \rho(\sum_{j} s(a_j - c_j) z_j, 0_X)
\]

\[
\leq \sum_{j} \sum_{t \in \Gamma} |(s(a_j - c_j))_t| \rho(tz_j, 0_X)
\]

\[
= \sum_{j} \sum_{t \in \Gamma \setminus W} |(a_j - c_j)_{s^{-1} t}| \rho(tz_j, 0_X)
\]

\[
\leq \sum_{j} \sum_{t \in \Gamma \setminus W} \|a_j\|_\infty \rho(tz_j, 0_X)
\]

\[
\leq \|f\|_1 \sum_{j} \sum_{t \in \Gamma \setminus W} \rho(tz_j, 0_X) \leq \varepsilon/2,
\]

and hence

\[
\rho(sx', sy) \leq \rho(sx', sx) + \rho(sx, xy) \leq \varepsilon.
\]

For each \( s \in \Gamma \setminus FF_1 \), noting that \( s^{-1} W \cap F_1^{-1} W = \emptyset \), we have

\[
\rho(sy, 0_X) \leq \sum_{j} \sum_{t \in \Gamma} |(sc_j)_t| \rho(tz_j, 0_X)
\]

\[
= \sum_{j} \sum_{t \in \Gamma \setminus W} |(c_j)_{s^{-1} t}| \rho(tz_j, 0_X)
\]

\[
\leq \sum_{j} \sum_{t \in \Gamma \setminus W} \|c_j\|_\infty \rho(tz_j, 0_X)
\]

\[
\leq \|f\|_1 \sum_{j} \sum_{t \in \Gamma \setminus W} \rho(tz_j, 0_X) \leq \varepsilon/2.
\]

\( \square \)

In general, we have
Conjecture 6.5. Suppose that $\Gamma$ is amenable and $\mathbb{Z}\Gamma$ is left Noetherian. Let $\alpha$ be an expansive action of $\Gamma$ on a compact abelian group $X$ by automorphisms. Then the conditions (1), (2), (3) and (4) in Theorem 6.3 are all equivalent.

7. IE Group

In this section we study the local entropy theory for $\Gamma$-actions on compact groups by automorphisms. The basics of local entropy theory are recalled in Section 2.4. Throughout this section $\Gamma$ will be a countable amenable group, unless specified.

For a continuous action of $\Gamma$ on a compact space $X$, we denote by $M(X, \Gamma)$ the set of all $\Gamma$-invariant Borel probability measures on $X$. For a compact group $X$, we denote by $\mu_X$ the normalized Haar measure on $X$, and by $e_X$ the identity element of $X$.

Lemma 7.1. Let $\Gamma$ act on a compact group $X$ by automorphisms, and let $\nu \in M(X, \Gamma)$. Then the product map $X \times X \to X$ sending $(x, y)$ to $xy$ is a $\Gamma$-equivariant surjective continuous map, for $X \times X$ equipped with the product action, and sends the $\Gamma$-invariant measures $\mu_X \times \nu$ and $\nu \times \mu_X$ to $\mu_X$.

Proof. Denote the product map by $\pi$. Then $\pi^*(\mu_X \times \nu)$ is a Borel probability measure on $X$. Since $\mu_X$ is left-shift invariant, so is $\pi^*(\mu_X \times \nu)$. Thus $\pi^*(\mu_X \times \nu) = \mu_X$. Similarly $\pi^*(\nu \times \mu_X) = \mu_X$. The other parts of the lemma are obvious. □

Definition 7.2. Let $\Gamma$ act on a compact group $X$ by automorphisms. We say that a point $x \in X$ is an IE-point if $(x, e_X) \in IE_2(X)$. We denote the set of all IE-points by $IE(X)$.

Theorem 7.3. Let $\Gamma$ act on a compact group $X$ by automorphisms. Then the following hold:

(1) The set $IE(X)$ is a $\Gamma$-invariant closed normal subgroup of $X$.

(2) For any $k \in \mathbb{N}$, the set $IE_k(X)$ is a $\Gamma$-invariant (under the product action of $\Gamma$ on $X^k$) closed subgroup of the group $X^k$, and

$$IE_k(X) = \{(x_1y, \ldots, x_ky) : x_1, \ldots, x_k \in IE(X), y \in X\}$$

$$= \{(yx_1, \ldots, yx_k) : x_1, \ldots, x_k \in IE(X), y \in X\}.$$

(3) For any $\nu \in M(X, \Gamma)$ and $k \in \mathbb{N}$, one has $IE_k(X) \subseteq IE^\mu_k(X) = IE_k(X)$.

(4) $h(X) > 0$ if and only if $IE(X)$ is nontrivial.

(5) Let $Y$ be a closed $\Gamma$-invariant normal subgroup of $X$ and denote by $q$ the quotient map $X \to X/Y$. Consider the induced $\Gamma$-action on $X/Y$. Then $q(IE(X)) = IE(X/Y)$.

Proof. Let $k \in \mathbb{N}$.

(1) and (2). Since $\text{supp}(\mu_X) = X$, from Theorem 2.4 (3) we have $IE_1(X) = X$. It is clear from the definition of IE-tuples that if $1 \leq m < k$ and $(x_1, \ldots, x_m) \in IE_m(X)$, then $(x_1, \ldots, x_m, x_{m+1}, \ldots, x_k) \in IE_k(X)$ for $x_{m+1} = \cdots = x_k = x_1$. It
follows that the length \( k \) diagonal element \((x, \ldots, x)\) is in \( \text{IE}_k(X) \) for every \( x \in X \). In particular, \( \text{IE}_k(X) \) contains the identity element of the group \( X^k \).

Consider the product action of \( \Gamma \) on \( X \times X \). Denote by \( \pi \) the product map \( X \times X \to X \), and by \( \pi^k \) its \( k \)-fold \((X \times X)^k \to X^k \). Note that \( \pi^k \) can be identified with the product map of the group \( X^k \). By Theorem \[2.4\] one has \( \text{IE}_k(X \times X) = \text{IE}_k(X) \times \text{IE}_k(X) \). From Lemma \[7.1\] and Theorem \[2.4\](4), one gets \( \pi^k(\text{IE}_k(X \times X)) = \text{IE}_k(X) \). Thus, \( \text{IE}_k(X) \cdot \text{IE}_k(X) = \text{IE}_k(X) \). Also applying Theorem \[2.4\](4) to the inverse map \( X \to X \), one gets \((\text{IE}_k(X))^{-1} = \text{IE}_k(X) \). Therefore \( \text{IE}_k(X) \) is a subgroup of \( X^k \).

By Theorem \[2.3\](1), the set \( \text{IE}_k(X) \) is \( \Gamma \)-invariant and closed.

Since \( \text{IE}_2(X) \) is a \( \Gamma \)-invariant closed subgroup of \( X^2 \), clearly \( \text{IE}(X) \) is a \( \Gamma \)-invariant closed subgroup of \( X \). If \( x \in \text{IE}(X) \) and \( y \in X \), then \((y, y), (y^{-1}, y^{-1})\) and \((x, e_X)\) are all in \( \text{IE}_2(X) \), and hence \((x, e_X) \cdot (x, e_X) \cdot (y, y) \in \text{IE}_2(X) \). Therefore \( \text{IE}(X) \) is a normal subgroup of \( X \).

Now we show that \( \text{IE}_k(X) = \{(x_1 y, \ldots, x_k y) : x_1, \ldots, x_k \in \text{IE}(X), y \in X \} \). The case \( k = 1 \) follows from \( \text{IE}_1(X) = X \). Assume that \( k \geq 2 \). Note that, by the definition of \( \text{IE} \)-tuples, \( \text{IE}_k(X) \) is closed under taking permutation. If \( x_1, \ldots, x_k \in \text{IE}(X) \) and \( y \in X \), then the \( k \)-tuples \((x_1, e_X), (e_X, x_2), \ldots, (e_X, x_k)\) and \((y, \ldots, y)\) are all in \( \text{IE}_k(X) \), and hence

\[
(x_1 y, x_2 y, \ldots, x_k y) = (x_1, e_X, \ldots, x_k) \cdot (e_X, x_2, \ldots, e_X) \cdots (e_X, e_X, \ldots, x_k) \cdot (y, \ldots, y)
\]

is in \( \text{IE}_k(X) \).

Note that, by the definition of \( \text{IE} \)-tuples, if \((x_1, \ldots, x_k) \in \text{IE}_k(X) \) and \( 1 \leq m \leq k \), then \((x_1, \ldots, x_m) \in \text{IE}_m(X) \). Suppose that \((y_1, \ldots, y_k) \in \text{IE}_k(X) \). Let \( 2 \leq j \leq k \). Then \((y_1, y_j) \in \text{IE}_2(X) \), and hence \((e, y_jy_j^{-1}) = (y_1, y_j) \cdot (y_j^{-1}, y_j^{-1}) \in \text{IE}_2(X) \). Thus \( y_jy_j^{-1} \in \text{IE}(X) \). Set \( x_1 = e_X, x_j = y_jy_j^{-1} \) for all \( 2 \leq j \leq k \), and \( y = y_1 \). Then \((y_1, \ldots, y_k) = (x_1 y, \ldots, x_k y) \). This proves \( \text{IE}_k(X) = \{(x_1 y, \ldots, x_k y) : x_1, \ldots, x_k \in \text{IE}(X), y \in X \} \). Similarly, one has \( \text{IE}_k(X) = \{(y, x_1 y, \ldots, x_k y) : x_1, \ldots, x_k \in \text{IE}(X), y \in X \} \).

(3). Let \( \nu \in M(X, \Gamma) \). From Theorem \[2.6\](5) one gets

\[
\text{IE}^\mu_{\nu\nu}(X \times X) = \text{IE}^\mu_{\nu}(X) \times \text{IE}^\mu_{\nu}(X).
\]

By Lemma \[7.1\] and Theorem \[2.6\](4), one has

\[
\pi^k(\text{IE}^\pi_{\nu\nu}(X \times X)) = \text{IE}^\pi_{\nu\nu}(X \times X) = \nu(\text{IE}^\pi_{\mu\nu}(X)) = \text{IE}^\mu_{\nu}(X).
\]

Thus, for any \( x \in \text{IE}^\mu_{\nu}(X) \) and \( y \in \text{IE}^\nu_{\nu}(X) \), one has \( x \cdot y \in \text{IE}^\mu_{\nu}(X) \).

By Theorem \[2.6\](3), we have \( \text{IE}^\mu_{\nu}(X) = \text{supp}(\mu_X) = X \). It is clear from the definition of \( \mu_X \)-IE-tuples that if \( 1 \leq m < k \) and \((x_1, \ldots, x_m) \in \text{IE}^\mu_{\nu}(X) \), then \((x_1, \ldots, x_m, x_{m+1}, \ldots, x_k) \in \text{IE}^\mu_{\nu}(X) \) for \( x_{m+1} = \cdots = x_k = x_1 \). It follows that the length \( k \) diagonal element \((x, \ldots, x)\) is in \( \text{IE}^\mu_{\nu}(X) \) for every \( x \in X \). In particular, \( \text{IE}^\mu_{\nu}(X) \) contains the identity element \( e_X \) of \( X^k \).

For any \( y \in \text{IE}^\nu_{\nu}(X) \), we have \( y = e_X \cdot y \in \text{IE}^\mu_{\nu}(X) \). This proves \( \text{IE}^\nu_{\nu}(X) \subseteq \text{IE}^\mu_{\nu}(X) \).

Now from parts (1) and (6) of Theorem \[2.6\] we conclude \( \text{IE}_k(X) = \text{IE}^\mu_{\nu}(X) \).

(4). This follows from Theorem \[2.3\](2).
(5). By Theorem 2.4(4) we have \( (q \times q)(\text{IE}_2(X)) = \text{IE}_2(X/Y) \). It follows that 
\( q(\text{IE}(X)) \subseteq \text{IE}(X/Y) \). Furthermore, for any \( z \in \text{IE}(X/Y) \), there exists \((x, y) \in \text{IE}_2(X)\) with \( q(x) = z \) and \( q(y) = e_{X/Y} \). Then \( y \in Y \). By Assertion (2) we have \( xy^{-1} \in \text{IE}(X) \). Thus \( z = q(xy^{-1}) \in q(\text{IE}(X)) \), and hence \( \text{IE}(X/Y) \subseteq q(\text{IE}(X)) \). \( \square \)

Under the assumptions of Theorem 7.3, \( \Gamma \) has an induced action on \( X/\text{IE}(X) \) by automorphisms. Under the quotient map \( X \to X/\text{IE}(X) \), \( X/\text{IE}(X) \) is a topological factor of \( X \).

**Theorem 7.4.** Let \( \Gamma \) act on a compact group \( X \) by automorphisms. Denote by \( q \) the quotient map \( X \to X/\text{IE}(X) \). Then the following hold:

1. \( X/\text{IE}(X) \) is the largest topological factor \( Y \) of \( X \) satisfying \( h_{\text{top}}(Y) = 0 \), in the sense that \( h_{\text{top}}(X/\text{IE}(X)) = 0 \) and if \( Y \) is a topological factor of \( X \) with \( h_{\text{top}}(Y) = 0 \), then there is a topological factor map \( X/\text{IE}(X) \to Y \) such that the diagram

\[
\begin{array}{ccc}
X & \xrightarrow{q} & X/\text{IE}(X) \\
\downarrow & & \downarrow \\
Y & & \\
\end{array}
\]

commutes.

2. \( X/\text{IE}(X) \) is also the largest topological factor \( Y \) of \( X \) satisfying \( h_{\pi, (\mu_X)}(Y) = 0 \) for \( \pi : X \to Y \) denoting the factor map, in the sense that \( h_{\pi, (\mu_X)}(X/\text{IE}(X)) = 0 \) and if \( Y \) is a topological factor of \( X \) with \( h_{\pi, (\mu_X)}(Y) = 0 \), then there is a topological factor map \( X/\text{IE}(X) \to Y \) such that the above diagram in (1) commutes.

**Proof.** (1). Let \((x, y) \in \text{IE}_2(X/\text{IE}(X))\). By Theorem 2.4(4) we can find \((\bar{x}, \bar{y}) \in \text{IE}_2(X)\) with \( q(\bar{x}) = x \) and \( q(\bar{y}) = y \). By Theorem 7.3 we have \( \bar{x}\bar{y}^{-1} \in \text{IE}(X) \). Thus \( x = q(\bar{x}) = q(\bar{x}\bar{y}^{-1})q(\bar{y}) = y \). Therefore \( \text{IE}_2(X/\text{IE}(X)) \) consists of only diagonal elements, and hence by Theorem 2.4(2) one has \( h_{\text{top}}(X/\text{IE}(X)) = 0 \).

Now let \( Y \) be a topological factor of \( X \) such that \( h_{\text{top}}(Y) = 0 \). Denote by \( \pi \) the factor map \( X \to Y \). To show that there is a topological factor map \( X/\text{IE}(X) \to Y \) making the diagram in Assertion (1) commute, it suffices to show for any \( x', y' \in X \) with \( q(x') = q(y') \) one has \( \pi(x') = \pi(y') \).

Let \( x_1 \in \text{IE}(X) \) and \( y_1 \in X \). From Theorem 7.3 we get \((y_1, x_1y_1) \in \text{IE}_2(X)\). By Theorem 2.4(4) we have \((\pi \times \pi)(\text{IE}_2(X)) = \text{IE}_2(Y) \). Thus \((\pi(y_1), \pi(x_1y_1)) \in \text{IE}_2(Y) \). Since \( h_{\text{top}}(Y) = 0 \), by Theorem 2.4(2) the set \( \text{IE}_2(Y) \) consists of only diagonal elements. Thus \( \pi(y_1) = \pi(x_1y_1) \). If \( x', y' \in X \) and \( q(x') = q(y') \), then \( x'(y')^{-1} \in \text{IE}(X) \) and hence \( \pi(x') = \pi((x'(y')^{-1})y') = \pi(y') \).

(2). This can be proved using arguments similar to that for Assertion (1), using Theorem 2.6 instead of Theorem 2.4. \( \square \)

From Theorem 7.3 we get
Corollary 7.5. Let $\Gamma$ act on a compact group $X$ by automorphisms. Then the following are equivalent:

(1) $\IE(X) = X$.

(2) The only topological factor $Y$ of $X$ with $h_{\text{top}}(Y) = 0$ is the trivial factor consisting of one point.

(3) The only topological factor $Y$ of $X$ with $h_{\pi_* \mu_X}(Y) = 0$ for $\pi : X \to Y$ denoting the factor map is the trivial factor consisting of one point.

Next we show that taking the IE group is an idempotent operation.

Lemma 7.6. Let $\Gamma$ act on a compact group $X$ by automorphisms. Let $Y$ be a closed $\Gamma$-invariant normal subgroup of $X$. Then $\IE(Y)$ is a normal subgroup of $X$.

Proof. Consider the conjugation map $\pi : X \times Y \to Y$ sending $(x, y)$ to $xyx^{-1}$. Clearly $\pi$ is surjective and $\Gamma$-equivariant for $X \times Y$ equipped with the product action. By (4) and (5) of Theorem 2.4 we have $(\pi \times \pi)(\IE_2(X) \times \IE_2(Y)) = (\pi \times \pi)(\IE_2(X \times Y)) = \IE_2(Y)$. Let $x \in X$ and $y \in \IE(Y)$. Then $(x, x) \in \IE_2(X)$ and $(y, e_Y) \in \IE_2(Y)$. Thus

$$(xyx^{-1}, e_Y) = (xyx^{-1}, xe_Yx^{-1}) = (\pi \times \pi)((x, x) \times (y, e_Y)) \in \IE_2(Y),$$

and hence $xyx^{-1} \in \IE(Y)$.

Proposition 7.7. Let $\Gamma$ act on a compact group $X$ by automorphisms. Then $\IE(\IE(X)) = \IE(X)$.

Proof. By Theorem 7.3 (1) and Lemma 7.6 the group $\IE(\IE(X))$ is closed and normal in $X$. By Theorem 7.4 we have $h(X/\IE(X)) = h(\IE(X)/\IE(\IE(X))) = 0$. In virtue of Proposition 2.2 one has

$$h(X/\IE(\IE(X))) = h(X/\IE(X)) + h(\IE(X)/\IE(\IE(X))) = 0.$$ 

By Theorem 7.4 we get $\IE(\IE(X)) \supseteq \IE(X)$. Thus $\IE(\IE(X)) = \IE(X)$. \qed

Now we describe the relation between $\Delta^1(X)$ and $\IE(X)$ for algebraic actions.

Theorem 7.8. Let $\Gamma$ act on a compact abelian group $X$ by automorphisms. Suppose that $X$ is a finitely generated left $\mathbb{Z}\Gamma$-module. Then $\Delta^1(X) \subseteq \IE(X)$.

Before giving the proof of Theorem 7.8 we use it to give a partial answer to a question of Deninger. For any countable discrete (not necessarily amenable) group $\Gamma$, and any invertible element $f$ in the group von Neumann algebra $\mathcal{L}\Gamma$ of $\Gamma$, the Fuglede-Kadison determinant $\det_{\mathcal{L}\Gamma} f$ is defined [23], which is a positive real number. We refer the reader to [16, 59] and [17, Section 2.2] for background on $\mathcal{L}\Gamma$ and $\det_{\mathcal{L}\Gamma} f$. Deninger asked [16, Question 26] if $f \in \mathbb{Z}\Gamma$ is invertible in $\ell^1(\Gamma)$ and has no left inverse in $\mathbb{Z}\Gamma$, then whether $\det_{\mathcal{L}\Gamma} f > 1$. This was answered affirmatively by Deninger and Schmidt [17, Corollary 6.7] in the case $\Gamma$ is residually finite and amenable. Now we answer Deninger’s question for all countable amenable groups:
Corollary 7.9. Suppose that \( f \in \mathbb{Z}_\Gamma \) is invertible in \( \ell^1(\Gamma) \) and has no left inverse in \( \mathbb{Z}_\Gamma \). Then \( \det_{\mathbb{L}_\Gamma} f > 1 \).

Proof. Let \( X_f \) be as in Notation 4.4. Since \( f \) has no left inverse in \( \mathbb{Z}_\Gamma \), the left \( \mathbb{Z}_\Gamma \)-module \( \mathbb{Z}_\Gamma/\mathbb{L}_\Gamma f \) is nontrivial, and hence \( X_f \) consists of more than one point. As \( f \) is invertible in \( \ell^1(\Gamma) \), by Lemma 5.3 \( \Delta^1(X_f) \) is dense in \( X_f \) and hence is nontrivial. In virtue of Theorem 7.8, IE(\( X_f \)) is nontrivial. By Theorem 7.3 one has \( h(X_f) > 0 \).

Theorem 1.1 of [47] states that for any \( \sigma \in \mathbb{Z}_\Gamma \), \( \Delta^1(\Gamma) \) implies invertibility in \( \mathbb{L}_\Gamma \), we get

\[
\log \det_{\mathbb{L}_\Gamma} f = h(X_f) > 0.
\]

Therefore \( \det_{\mathbb{L}_\Gamma} f > 1 \).

Theorem 7.8 follows from Proposition 5.7 and the next result, which is inspired by the proof of [17, Theorem 5.1].

Proposition 7.10. Let \( \Gamma \) act on a compact group \( X \) by automorphisms. Let \( x \in X \) such that \( \sum_{s \in \Gamma} \rho(sx,e_x) < +\infty \) for some compatible translation-invariant metric \( \rho \) on \( X \). Then \( x \in \text{IE}(X) \).

Proof. Let \( U_1 \) and \( U_0 \) be neighborhoods of \( x \) and \( e_x \) in \( X \) respectively. Then there exists \( \varepsilon > 0 \) such that \( U_1 \supseteq \{ y \in X : \rho(y, x) < \varepsilon \} \) and \( U_0 \supseteq \{ y \in X : \rho(y, e_x) < \varepsilon \} \). Since \( \sum_{\sigma \in \Gamma} \rho(sx,e_x) < +\infty \), we can find a nonempty finite subset \( K \) of \( \Gamma \) such that \( \sum_{\sigma \in \Gamma \setminus K} \rho(sx,e_x) < \varepsilon \).

Let \( F \) be a nonempty finite subset of \( \Gamma \). By Lemma 4.13 there exists \( F_1 \subseteq F \) with \( |F_1| \geq \frac{1}{2|K|+1} \) and \( ((F_1 F_1^{-1}) \setminus \{ e \}) \subseteq \Gamma \setminus K \). Say, \( F_1 = \{ s_1, \ldots, s_{|F_1|} \} \). For each \( \sigma \in \{0, 1\}^{|F_1|} \), set

\[
y_\sigma = (s_1^{-1}x)^{\sigma(s_1)}(s_2^{-1}x)^{\sigma(s_2)} \cdots (s_{|F_1|}^{-1}x)^{\sigma(s_{|F_1|})}.
\]

We claim that \( s(y_\sigma) \in U_{\sigma(s)} \) for every \( s \in F_1 \). Let \( s \in F_1 \). Say, \( s = s_j \) for some \( 1 \leq j \leq |F_1| \). Since \( \rho \) is translation invariant, we have

\[
\rho(w_1w_2 \cdots w_k, z_1z_2 \cdots z_k) \leq \sum_{i=1}^k \rho(w_i, z_i)
\]

for all \( k \in \mathbb{N} \) and \( w_1, \ldots, w_k, z_1, \ldots, z_k \in X \). Thus

\[
\rho(s(y_\sigma), x^{\sigma(s)}) \leq \rho((ss^{-1}x)^{\sigma(s)}, x^{\sigma(s)}) + \sum_{s' \in F_1 \setminus \{s\}} \rho((s(s')^{-1}x)^{\sigma(s')}, e_x)
\]

\[
= \sum_{s' \in F_1 \setminus \{s\}} \rho((s(s')^{-1}x)^{\sigma(s')}, e_x).
\]

Since \( s(s')^{-1} \in \Gamma \setminus K \) for every \( s' \in F_1 \setminus \{s\} \), we get

\[
\rho(s(y_\sigma), x^{\sigma(s)}) \leq \sum_{s'' \in \Gamma \setminus K} \rho(s''x, e_x) < \varepsilon.
\]

Therefore \( s(y_\sigma) \in U_{\sigma(s)} \). This proves the claim. Thus \( F_1 \) is an independence set for \((U_1, U_0)\). Then \((x, e_x) \in \text{IE}_2(X)\) and hence \( x \in \text{IE}(X) \). \( \square \)
Throughout this section \( \Gamma \) will be a countable amenable group.

Let \( (X, \mathcal{B}_X, \mu) \) be a standard probability space. That is, \( (X, \mathcal{B}_X) \) is a standard Borel space [38, Section 12] and \( \mu \) is a probability measure on \( \mathcal{B}_X \). Let \( \Gamma \) act on \( (X, \mathcal{B}_X, \mu) \) via measure-preserving automorphisms. The Pinsker algebra of this action, denoted by \( \Pi(X, \mathcal{B}_X, \mu) \), is the \( \sigma \)-algebra on \( X \) consisting of \( A \in \mathcal{B}_X \) such that \( h_\mu(\{A, X \setminus A\}) = 0 \). For two sub-\( \sigma \)-algebras \( \mathcal{B}_1 \) and \( \mathcal{B}_2 \) of \( \mathcal{B}_X \), we write \( \mathcal{B}_1 \equiv \mathcal{B}_2 \mod \mu \) if for every \( A_1 \in \mathcal{B}_1 \) there exists \( A_2 \in \mathcal{B}_2 \) with \( \mu(A_1 \Delta A_2) = 0 \), and vice versa.

For a compact space \( X \) (recall that all compact spaces are assumed to be metrizable), we denote by \( \mathcal{B}_X \) the \( \sigma \)-algebra of Borel subsets of \( X \). Note that if \( X \) is a compact space and \( \mu \) is a probability measure on \( \mathcal{B}_X \), then \( (X, \mathcal{B}_X, \mu) \) is a standard probability space.

Recall that we denote by \( \mu_X \) the normalized Haar measure of a compact group \( X \). Also recall that when \( \Gamma \) acts on a compact space \( X \) continuously, we denote by \( \mathcal{M}(X, \Gamma) \) the set of all \( \Gamma \)-invariant Borel probability measures on \( X \).

The following theorem is the main result of this section, saying that \( IE(X) \) determines the Pinsker algebra with respect to \( \mu_X \).

**Theorem 8.1.** Let \( \Gamma \) act on a compact group \( X \) by automorphisms. Denote by \( q \) the quotient map \( X \to X/IE(X) \). Then the following hold:

1. \( q^{-1}(B_{X/IE(X)}) = \Pi(X, \mathcal{B}_X, \mu_X) \mod \mu_X \).
2. For any \( \nu \in \mathcal{M}(X, \Gamma) \), one has \( q^{-1}(B_{X/IE(X)}) \subseteq \Pi(X, \mathcal{B}_X, \mu_X) \subseteq \Pi(X, \mathcal{B}_X, \nu) \).

We shall need the following result of Danilenko [14, Theorem 0.4], which was proved first by Glasner, Thouvenot, and Weiss [25, Theorem 4] in the case that the actions of \( \Gamma \) on both \( (X, \mathcal{B}_X, \mu_X) \) and \( (Y, \mathcal{B}_Y, \mu_Y) \) are free and ergodic. Though Danilenko assumed \( \Gamma \) to be infinite in [14], the following result holds trivially when \( \Gamma \) is finite, since in such case the Pinsker algebra consists of measurable sets with measure 0 or 1.

**Theorem 8.2.** Let \( \Gamma \) act on two standard probability spaces \( (X, \mathcal{B}_X, \mu_X) \) and \( (Y, \mathcal{B}_Y, \mu_Y) \) via measure-preserving automorphisms. For the product action of \( \Gamma \) on \( (X \times Y, \mathcal{B}_X \times \mathcal{B}_Y, \mu_X \times \mu_Y) \), one has \( \Pi(X \times Y) = \Pi(\Pi) \mod \mu_X \times \mu_Y \).

**Lemma 8.3.** Let \( \Gamma \) act on a compact group \( X \) by automorphisms. Let \( \nu \in \mathcal{M}(X, \Gamma) \). Then \( x \cdot \Pi(X, \mathcal{B}_X, \mu_X), \Pi(X, \mathcal{B}_X, \mu_X) \cdot x \subseteq \Pi(X, \mathcal{B}_X, \nu) \) for all \( x \in X \).

**Proof.** Denote by \( \pi \) the product map \( X \times X \to X \) sending \( (x, y) \) to \( xy \). By Lemma 7.1 this is a measure-theoretic factor map \( (X \times X, \mathcal{B}_X \times \mathcal{B}_X, \mu_X \times \nu) \to (X, \mathcal{B}_X, \mu_X) \). Then \( \pi^{-1}(\Pi(X, \mathcal{B}_X, \mu_X)) \subseteq \Pi(X \times X, \mathcal{B}_X \times \mathcal{B}_X, \mu_X \times \nu) \). Let \( A \in \Pi(X, \mathcal{B}_X, \mu_X) \). By Theorem 8.2 we can find \( B \in \Pi(X, \mathcal{B}_X, \mu_X) \times \Pi(X, \mathcal{B}_X, \nu) \) with \( \mu_X \times \nu)(\pi^{-1}(A) \Delta B) = 0 \). Denote by \( \chi_{\pi^{-1}(A)} \) the characteristic function of \( \pi^{-1}(A) \). Then \( \chi_{\pi^{-1}(A)} \in L^1(X \times X, \Pi(X, \mathcal{B}_X, \mu_X) \times \Pi(X, \mathcal{B}_X, \nu), \mu_X \times \nu) \). By the Fubini
By Theorem 7.4, there is a surjective continuous map $q$ such that

Thus, for any Borel cross section $\psi$, one has $\psi$ is in $\mathbb{B}_E$. Thus we can find a Borel map $\psi$ such that $\nu(\psi(x^{-1}A)) = 0$. When $n \to \infty$, since $x_n \to x_0$ and $\nu$ is regular, we have

Thus, $\psi(\ker q) = 0$, and hence $\nu(\psi(x^{-1}A)) \to 0$. Passing to a subsequence of $\{x_n\}_{n \in \mathbb{N}}$ if necessary, we may assume that $\nu(\psi(x^{-1}A)) < \infty$. It follows that $\lim_{k \to \infty} \nu(\psi(x^{-1}A) = 0$ and hence $\nu(\psi(x^{-1}A) = 0$. Note that if $A' \subseteq \mathbb{B}_E$ satisfies $\nu(A') = 0$, then $A' \subseteq \mathbb{B}_E$. Since $\mathbb{B}_E$ is regular, we conclude that $\psi(\ker q) = 0$, and hence $\psi$ is a group homomorphism and hence is open.

We are ready to prove Theorem 8.1.

Proof of Theorem 8.1. (1) By Lemma 8.3, we have $\psi : X/Y \times \ker q' \to X/Y$ such that $\psi(z,y)$ is the identity map on $X/Y$. It is easily verified that the map $\psi : X/Y \times \ker q' \to X/Y$ sending $(z,y)$ to $\psi(z,y)$ is an isomorphism from the measurable space $(X/Y \times \ker q', \mathbb{B}_{X/Y} \times \mathbb{B}_{\ker q'})$ onto the measurable space $(X/Y, \mathbb{B}_{X/Y})$. We claim that $\nu_\psi(\mu_{X/Y \times \ker q'})$ is left-translation invariant. Let $A \subseteq \mathbb{B}_{X/Y}$ and $(z_1,y_1) \in (X/Y) \times \ker q'$. For each $z \in X/Y$, denote by $A_z$ the set $\{y \in \ker q' : (z,y) \in A\}$. Note that $A_z \subseteq \mathbb{B}_{\ker q'}$ for every $z \in X/Y$. For any $(z_2,y_2) \in (X/Y) \times \ker q'$, we have

Thus, for any $z_2 \in X/Y$, one has $\phi^{-1}(\phi(z_1,y_1)(A))_{z_2} = \psi(z_1,y_1)(A)_{z_2}$ and hence $\mu_{\ker q'}((\phi^{-1}(\phi(z_1,y_1)(A))_{z_2}) = \mu_{\ker q'}(A_{z_2})$. Therefore,

$$
(\mu_{X/Y} \times \mu_{\ker q'})(\phi^{-1}(\phi(z_1,y_1)(A))) = \int_{X/Y} \mu_{\ker q'}((\phi^{-1}(\phi(z_1,y_1)(A)))_{z_2}) d\mu_{X/Y}(z_2) \\
= \int_{X/Y} \mu_{\ker q'}(A_{z_2}) d\mu_{X/Y}(z_2) \\
= (\mu_{X/Y} \times \mu_{\ker q'})(A).
$$
This proves our claim. Therefore \( \phi_*((\mu_{X/Y} \times \mu_{\ker q'}) = \mu_{X/\IE(X)} \). Also note that the measures \( (q_1)_*(\mu_X), (q'_1)_*(\mu_{X/\IE(X)}) \), and \( q_*(\mu_X) \) are all translation invariant, and hence \( (q_1)_*(\mu_X) = (q'_1)_*(\mu_{X/\IE(X)}) = \mu_{X/Y} \) and \( q_*(\mu_X) = \mu_{X/\IE(X)} \).

We claim that \( q' \) is an isomorphism. Suppose that \( q' \) is not injective. Then we can find disjoint nonempty open subsets \( U \) and \( V \) of \( \ker q' \). Since \( \supp(\mu_{\ker q'}) = \ker q' \), we have \( 0 < \mu_{\ker q'}(U) < 1 \). By Theorem \( 7.4 \) we have \( h_{q_*(\mu_X)}(X/\IE(X)) = 0 \), and hence \( q^{-1}(\mathcal{B}_{\IE(X)}) \subseteq \Pi(X, \mathcal{B}_X, \mu_X) \). Note that \( (X/Y) \times U \in \mathcal{B}_{X/Y} \times \mathcal{B}_{\ker q'} \), and hence \( \phi((X/Y) \times U) = \psi(\psi(X/Y)U) \) is in \( \mathcal{B}_{X/\IE(X)} \). As \( q_1^{-1}(\mathcal{B}_{X/Y}) = \Pi(X, \mathcal{B}_X, \mu_X) \) mod \( \mu_X \), we can find some \( A \in \mathcal{B}_{X/Y} \) with \( \mu_X(q_1^{-1}(A)\Delta q^{-1}(\psi(X/Y)U)) = 0 \). Then

\[
(8.1) \mu_{X/\IE(X)}((q')^{-1}(A)\Delta(\psi(X/Y)U)) = q_*(\mu_X)((q')^{-1}(A)\Delta(\psi(X/Y)U)) = \mu_X(q^{-1}((q')^{-1}(A))\Delta q^{-1}(\psi(X/Y)U)) = \mu_X(q_1^{-1}(A)\Delta q^{-1}(\psi(X/Y)U)) = 0.
\]

Note that

\[
\mu_{X/\IE(X)}(\psi(X/Y)U) = \phi_*((\mu_{X/Y} \times \mu_{\ker q'})(\phi((X/Y) \times U)) = \mu_{X/Y}(X/Y) \cdot \mu_{\ker q'}(U) = \mu_{\ker q'}(U) > 0,
\]

and hence

\[
\mu_{X/Y}(A) = q'_*(\mu_{X/\IE(X)})(A) = \mu_{X/\IE(X)}((q')^{-1}(A)) = \mu_{X/\IE(X)}(\psi(X/Y)U) > 0.
\]

Then

\[
\mu_{X/\IE(X)}((q')^{-1}(A) \cap (\psi(X/Y)U)) = \mu_{X/\IE(X)}((\psi(A) \ker q') \cap (\psi(X/Y)U)) = \phi_*((\mu_{X/Y} \times \mu_{\ker q'})(\phi(A \ker q') \cap \phi((X/Y) \times U))) = \phi_*((\mu_{X/Y} \times \mu_{\ker q'})(\phi((A \ker q') \cap ((X/Y) \times U))) = \mu_{X/Y}(A) \cdot \mu_{\ker q'}(U) < \mu_{X/Y}(A) = \mu_{X/\IE(X)}(\psi(X/Y)U),
\]

contradict to the equality \( (8.1) \). Therefore \( q' \) is an isomorphism. Then \( q^{-1}(\mathcal{B}_{X/\IE(X)}) = (q_1)^{-1}(\mathcal{B}_{X/Y}) = \Pi(X, \mathcal{B}_X, \mu_X) \mod \mu_X \).

(2) Since \( \Pi(X, \mathcal{B}_X, \mu_X) \) contains all \( A \in \mathcal{B}_X \) with \( \mu_X(A) = 0 \), from the assertion (1) we conclude that \( q^{-1}(\mathcal{B}_{X/\IE(X)}) \subseteq \Pi(X, \mathcal{B}_X, \mu_X) \). Taking \( x = e_X \) in Lemma \( 8.3 \) we get \( \Pi(G, \mathcal{B}_X, \mu_X) \subseteq \Pi(X, \mathcal{B}_X, \nu) \). □

We say that an action of \( \Gamma \) on a compact group \( X \) by automorphisms has \textit{CPE} (completely positive entropy) if \( \Pi(X, \mathcal{B}_X, \mu_X) \) consists of Borel sets with \( \mu_X \)-measure 0 or 1. From Theorem \( 8.4 \) we get
Corollary 8.4. Let $\Gamma$ act on a compact group $X$ by automorphisms. Then $\IE(X) = X$ if and only if the action has CPE.

In the case $\Gamma = \mathbb{Z}^d$ for some $d \in \mathbb{N}$ and $X$ is abelian, the following corollary was proved by Lind, Schmidt, and Ward [52, Corollary 6.6] [74, Corollary 20.9].

Corollary 8.5. Let $\Gamma$ act on a compact group $X$ by automorphisms and let $Y$ be a closed $\Gamma$-invariant normal subgroup of $X$. Suppose that both the restriction of the action on $Y$ and the induced action on $X/Y$ have CPE. Then the action itself has CPE.

Proof. By Corollary 8.4 we have $\IE(Y) = Y$ and $\IE(X/Y) = X/Y$, and it suffices to show that $\IE(X) = X$. From the definition of IE tuples we have $\IE_2(Y) \subseteq \IE_2(X)$, and hence $Y = \IE(Y) \subseteq \IE(X)$. By Theorem 7.3(5) one has $\IE(X/Y) = \IE(X)/Y = X/Y$. Therefore $\IE(X) = X$ as desired. \qed

In the rest of this section we discuss when a $\Gamma$-action on a compact group by automorphisms has a unique maximal measure.

Theorem 8.6. Let $\Gamma$ act on a compact group $X$ by automorphisms. Consider the following conditions:

(1) the action has CPE;
(2) $h_\mu(X) < h_{\mu_X}(X)$ for every $\nu \in \mathcal{M}(X, \Gamma)$ not equal to $\mu_X$.

Then (2) $\Rightarrow$ (1). If furthermore $h(X) < \infty$, then (1) $\Leftrightarrow$ (2).

For the case $\Gamma = \mathbb{Z}$, Theorem 8.6 was proved by Berg [3]. Yuzvinski˘ı [82] showed that when $\Gamma = \mathbb{Z}$ and the action has finite entropy, the condition (1) is also equivalent to that $\mu_X$ is ergodic.

When $\Gamma = \mathbb{Z}^d$ for some $d \in \mathbb{N}$, Lind, Schmidt, and Ward [52, Theorem 6.14] proved Theorem 8.6 for the case $X$ is abelian, and later Schmidt [74, Theorem 20.15] established the general case. Ledrappier [46] showed that, for $\Gamma = \mathbb{Z}^2$, the canonical $\Gamma$-action on $X = \mathbb{Z}^2/\mathbb{Z}J$ is mixing with respect to $\mu_X$ and has zero entropy, where $J = 2\mathbb{Z} \Gamma + (1 - u_1 - u_2)\mathbb{Z} \Gamma$ and $u_1, u_2$ denote the canonical basis of $\mathbb{Z}^2$.

For a standard probability space $(X, \mathcal{B}_X, \mu)$, we say that two $\sigma$-algebras $\mathcal{B}_1, \mathcal{B}_2 \subseteq \mathcal{B}_X$ are independent if $\mu(A \cap B) = \mu(A)\mu(B)$ for all $A \in \mathcal{B}_1$ and $B \in \mathcal{B}_2$. We need the following result of Danilenko [14, Theorem 0.4] (in the statement of Theorem 0.4 of [14], the condition $h_\mu(X) < +\infty$ is missing).

Theorem 8.7. Let $\Gamma$ act on a standard probability space $(X, \mathcal{B}_X, \mu)$ via measure-preserving automorphisms. Suppose that $h_\mu(X) < +\infty$. Let $\mathcal{B}_1$ and $\mathcal{B}_2$ be $\Gamma$-invariant sub-$\sigma$-algebras of $\mathcal{B}_X$. Then $\mathcal{B}_1$ and $\mathcal{B}_2$ are independent if and only if $\Pi(X, \mathcal{B}_1, \mu)$ and $\Pi(X, \mathcal{B}_2, \mu)$ are independent and

$$h_\mu(\mathcal{B}_1 \vee \mathcal{B}_2) = h_\mu(\mathcal{B}_1) + h_\mu(\mathcal{B}_2).$$

We are ready to prove Theorem 8.6.
Theorem 9.1. Let $k, n \in \mathbb{N}$ and $A \in M_{n \times k}(\mathbb{Z} \Gamma)$. Let $X$ be a closed $\Gamma$-invariant subgroup of $(\mathbb{Z} \Gamma)^k/(\mathbb{Z} \Gamma)^n A$. Let $1 \leq p < +\infty$. Suppose that one of the following conditions holds:

1. $p = 1$ and the linear map $(\ell^p(\Gamma))^k \rightarrow (\ell^p(\Gamma))^n$ sending $a$ to $aA^*$ is injective.
2. There exists $C > 0$ such that $\|a\|_p \leq C\|aA^*\|_p$ for all $a \in (\ell^p(\Gamma))^k$, where the norm $\| \cdot \|_p$ is defined by the equation (2.1).

Proof. Assume that the condition (2) holds. By Proposition 2.2 and Theorem 7.4 we have

$$h(X) = h(IE(X)) + h(X/IE(X)) = h(IE(X)) = \mu_{IE(X)}(IE(X)) = \mu_{IE(X)}(X).$$

Thus $\mu_{IE(X)} = \mu_X$, and hence $IE(X) = X$. By Corollary 8.4 the condition (1) holds.

Now assume that $h(X) < \infty$ and that the condition (1) holds. Let $\nu \in \mathcal{M}(X, \Gamma)$ with $h_\nu(X) = h_{\mu_X}(X)$. We shall show that $\nu = \mu_X$. Denote by $\pi_1$ and $\pi$ the first coordinate map $X \times X \rightarrow X$ sending $(x, y)$ to $x$ and the product map $X \times X \rightarrow X$ sending $(x, y)$ to $xy$ respectively. Set $\mathcal{B}_1 = \pi_1^{-1}(\mathcal{B}_X)$ and $\mathcal{B}_2 = \pi^{-1}(\mathcal{B}_X)$. As $X$ is compact metrizable, $\mathcal{B}_{X \times X} = \mathcal{B}_X \times \mathcal{B}_X$. By [3, Lemma 1.2], both $\mathcal{B}_1$ and $\mathcal{B}_2$ are $\Gamma$-invariant sub-$\sigma$-algebras of $\mathcal{B}_{X \times X}$, and $\mathcal{B}_1 \vee \mathcal{B}_2 = \mathcal{B}_X \times \mathcal{B}_X$. The condition (1) says that $\Pi(X, \mathcal{B}_X, \mu_X)$ consists of elements in $\mathcal{B}_X$ with $\mu_X$-measure 0 or 1. Then $\Pi(X \times X, \mathcal{B}_1, \mu_X \times \nu) = \pi_1^{-1}(\Pi(X, \mathcal{B}_X, \mu_X))$ consists of elements in $\mathcal{B}_{X \times X}$ with $\mu_X \times \nu$-measure 0 or 1. Thus $\Pi(X \times X, \mathcal{B}_1, \mu_X \times \nu)$ and $\Pi(X \times X, \mathcal{B}_2, \mu_X \times \nu)$ are independent under $\mu_X \times \nu$. Note that

$$h_{\mu_X \times \nu}(\mathcal{B}_1 \vee \mathcal{B}_2) = h_{\mu_X \times \nu}(\mathcal{B}_X \times \mathcal{B}_X) = h_{\mu_X}(\mathcal{B}_X) + h_{\nu}(\mathcal{B}_X) = 2h_{\mu_X}(\mathcal{B}_X),$$

and by Lemma 7.1

$$h_{\mu_X \times \nu}(\mathcal{B}_1) + h_{\mu_X \times \nu}(\mathcal{B}_2) = h_{\mu_X}(\mathcal{B}_X) + h_{\mu_X}(\mathcal{B}_X) = 2h_{\mu_X}(\mathcal{B}_X).$$

Thus

$$h_{\mu_X \times \nu}(\mathcal{B}_1 \vee \mathcal{B}_2) = h_{\mu_X \times \nu}(\mathcal{B}_1) + h_{\mu_X \times \nu}(\mathcal{B}_2).$$

By Theorem 8.7 we see that $\mathcal{B}_1$ and $\mathcal{B}_2$ are independent with respect to $\mu_X \times \nu$. From [3, Lemma 2.6] or [74, Lemma 20.17] we conclude that $\mu_X = \nu$. \qed

9. Duality

Throughout this section $\Gamma$ will be a countable amenable group.

Let $\Gamma$ act on a compact abelian group $X$ by automorphisms, and $1 \leq p \leq +\infty$. We shall treat $\Delta^p(X)$ and its $\Gamma$-invariant subgroups $G$ as discrete abelian groups, thus consider the induced $\Gamma$-action on the Pontryagin dual $\widehat{\Delta^p(X)}$ and $\widehat{G}$ by automorphisms. The pair $(\widehat{X}, G)$ will be treated as a dual pair as at the end of Section 5.

We first give some conditions for $h(X)$ to be bounded below by $h(\Delta^p(X))$. The definition of entropy is recalled in Section 2.3.

**Theorem 9.1.** Let $k, n \in \mathbb{N}$ and $A \in M_{n \times k}(\mathbb{Z} \Gamma)$. Let $X$ be a closed $\Gamma$-invariant subgroup of $(\mathbb{Z} \Gamma)^k/(\mathbb{Z} \Gamma)^n A$. Let $1 \leq p < +\infty$. Suppose that one of the following conditions holds:

1. $p = 1$ and the linear map $(\ell^p(\Gamma))^k \rightarrow (\ell^p(\Gamma))^n$ sending $a$ to $aA^*$ is injective.
2. There exists $C > 0$ such that $\|a\|_p \leq C\|aA^*\|_p$ for all $a \in (\ell^p(\Gamma))^k$, where the norm $\| \cdot \|_p$ is defined by the equation (2.1).
Then
\[ h(X) \geq h(\Delta^p(X)). \]

To prove Theorem 9.1, we need the following lemma, of which the case \( p = 2 \) appeared in [47, Lemma 5.1].

**Lemma 9.2.** Let \( 1 \leq p < +\infty \). There exists some universal constant \( C_p > 0 \) such that for any \( \lambda > 1 \), there is some \( \delta > 0 \) so that for any nonempty finite set \( Y \), any positive integer \( n \) with \( |Y| \leq \delta n \), and any \( M \geq 1 \) one has
\[ \{|x \in \mathbb{Z}^Y : \|x\|_p \leq M \cdot n^{1/p}\} \leq C_p \lambda^n M^{|Y|}. \]

**Proof.** Let \( \delta > 0 \) be a small number less than \( e^{-1} \) which we shall determine in a moment. Let \( Y \) be a nonempty finite set, \( n \) be a positive integer with \( |Y| \leq \delta n \), and \( M \geq 1 \). For each \( x \in \mathbb{Z}^Y \), denote \( \{z \in \mathbb{R}^Y : 0 \leq z_y - x_y \leq 1 \text{ for all } y \in Y\} \) by \( D_x \). Denote \( \{x \in \mathbb{Z}^Y : \|x\|_p \leq M \cdot n^{1/p}\} \) by \( S \) and denote the union of \( D_x \) for all \( x \in S \) by \( D_S \). Then the (Euclidean) volume of \( D_S \) is equal to \( |S| \). Note that for any \( z \in D_S \), say \( z \in D_x \), one has
\[ \|z\|_p \leq \|x\|_p + \|z - x\|_p \leq M \cdot n^{1/p} + n^{1/p} \leq 2Mn^{1/p}. \]

A simple calculation shows that the function \( \varsigma(t) := (n/t)^{1/p} \) is increasing for \( 0 < t \leq ne^{-1} \). The volume of the unit ball of \( \mathbb{R}^Y \) under \( \| \cdot \|_p \) is \( \frac{(2/p)^{|Y|}(\Gamma(1/p)^{|Y|})(2Mn^{1/p})^{|Y|}}{(|Y|/p)\Gamma(|Y|/p)} \) [81, page 394], where \( \Gamma \) denotes the gamma function. By Stirling's formula [44, page 423] there exists some constant \( C' > 0 \) such that \( \Gamma(t) \geq C't^{\sqrt{2\pi}t^{-1/2}e^{-t}} \) for all \( t \geq 1/p \).

Thus the volume of \( D_S \) is no bigger than
\[ \frac{(2/p)^{|Y|}(\Gamma(1/p))^{Y}(2Mn^{1/p})^{Y}}{(|Y|/p)\Gamma(|Y|/p)} \leq \frac{(2/p)^{|Y|}(\Gamma(1/p))^{Y}(2Mn^{1/p})^{Y}}{(|Y|/p)\Gamma(|Y|/p)^{Y}} \leq \frac{|Y|^{-1/2}C_p \tilde{C}^{Y}(n/|Y|)^{Y}M^{|Y|}}{C_p \tilde{C}^{Y}(n/|Y|)^{Y}M^{|Y|}} \leq C_p \tilde{C}^{Y}(\delta n)M^{|Y|} = C_p \tilde{C}^{Y}(\delta n)^{-\delta n/p}M^{|Y|}, \]
where \( C_p = \sqrt{p/(2\pi)/C'} \) and \( \tilde{C} = \max(4e^{1/p}p^{(1-p)/p}\Gamma(1/p), 1) \). Take \( \delta > 0 \) so small that \( \tilde{C}^{\delta} \delta^{-\delta/p} \leq \lambda \). Then the volume of \( D_S \) is no bigger than \( C_p \lambda^n M^{|Y|} \).

Consequently, \( |S| \leq C_p \lambda^n M^{|Y|} \). \( \square \)

Let \( \Gamma \) act on a compact abelian group \( X \) by automorphisms. For any nonempty finite subset \( E \) of \( X \), the function \( F \mapsto \log \| \sum_{s \in F} s^{-1}E \| \) defined on the set of nonempty finite subsets of \( \Gamma \) satisfies the conditions of the Ornstein-Weiss lemma [53, Theorem 6.1], thus \( \frac{\log \| \sum_{s \in F} s^{-1}E \|}{|F|} \) converges to some real number \( c \), denoted by \( \lim_F \frac{\log \| \sum_{s \in F} s^{-1}E \|}{|F|} \), when \( F \) becomes more and more left invariant. That is, for any \( \varepsilon > 0 \), there exist a nonempty finite subset \( K \) of \( \Gamma \) and \( \delta > 0 \) such that for any nonempty finite subset \( F \) of \( \Gamma \) satisfying \( |KF \setminus F| \leq \delta |F| \) one has
Theorem 9.3. Let $\Gamma$ act on a compact abelian group $X$ by automorphisms. Then
\[ h(X) = \sup_F \lim_{F \to \infty} \frac{\log |\sum_{s \in F} s^{-1}E|}{|F|}, \]
where $E$ ranges over all nonempty finite subsets of $\hat{X}$.

In [66], Theorem 9.3 was stated and proved only for the case $\Gamma = \mathbb{Z}$, but the proof there works for general countable amenable groups.

We are ready to prove Theorem 9.1.

Proof of Theorem 9.1. Fix a compatible translation-invariant metric $\rho$ on $X$. Denote by $A^\rho$ the support of $A$ as a $M_{n \times k}(\mathbb{Z})$-valued function on $\Gamma$. When $\Gamma$ is finite and acts on a compact space $Y$ continuously, one has $h(Y) = |Y|/|\Gamma|$ when $Y$ is a finite set and $h(Y) = +\infty$ otherwise. Thus we may assume that $\Gamma$ is infinite.

By Theorem 9.3 it suffices to show
\[ \lim_{F \to \infty} \frac{\log |\sum_{s \in F} s^{-1}E|}{|F|} \leq h(X) + \delta \]
for every nonempty finite subset $E$ of $\Delta^\rho(X)$ and every $\delta > 0$. Fix such $E$ and $\delta$. Recall the canonical metric $\rho_\infty$ on $(\mathbb{R}/\mathbb{Z})^k$ defined in (2.2). Take $\varepsilon > 0$ such that for any $x \in X$ with $\lambda(x, 0_X) \leq \varepsilon$ one has $\lambda_\infty(x, 0_{(\mathbb{R}/\mathbb{Z})^k}) \leq (2\|A\|_1)^{-1}$. It suffices to show
\[ |\sum_{s \in F} s^{-1}E| \leq N_{F, \varepsilon}(X) \exp(\delta|F|) \]
for all sufficiently left invariant nonempty finite subsets $F$ of $\Gamma$.

Set $E' = E - E \subseteq \Delta^\rho(X)$. Denote by $B_{F, \varepsilon}$ the set of all $x \in X$ satisfying $\max_{s \in F} \rho(sx, 0_X) \leq \varepsilon$. Take a maximal $(F, 0)$-separated subset $V_F$ of $\sum_{s \in F} s^{-1}E$. Then for any $x \in \sum_{s \in F} s^{-1}E$, since $\rho$ is translation-invariant, one can find some $y \in V_F$ with $x - y \in B_{F, \varepsilon}$. Note that $x - y \in \sum_{s \in F} s^{-1}E'$. It follows that
\[ |\sum_{s \in F} s^{-1}E| \leq |V_F||B_{F, \varepsilon} \cap \sum_{s \in F} s^{-1}E'| \leq N_{F, \varepsilon}(X)|B_{F, \varepsilon} \cap \sum_{s \in F} s^{-1}E'|. \]

Thus it suffices to show
\[ |B_{F, \varepsilon} \cap \sum_{s \in F} s^{-1}E'| \leq \exp(\delta|F|) \]
for all sufficiently left invariant nonempty finite subsets $F$ of $\Gamma$.

Denote by $P$ the canonical projection map $\ell^\infty(\Gamma, \mathbb{R}^k) \to (\mathbb{R}/\mathbb{Z})^k$. For each $w \in E'$, take $\bar{w} \in \ell^\infty(\Gamma, \mathbb{R}^k)$ with $P(\bar{w}) = w$ and $\|\bar{w}_s\|_\infty = \rho_\infty(w_s, 0_{(\mathbb{R}/\mathbb{Z})^k})$ for all $s \in \Gamma$. Since $w \in \Delta^\rho(X)$, by Proposition 5.2 (4) one has $\bar{w} \in \ell^p(\Gamma, \mathbb{R}^k)$. Set $\bar{E} = \{\bar{w} : w \in E\}$. For each $\bar{w} \in \bar{E}$, one has $\bar{w}A^* \in \ell^\infty(\Gamma, \mathbb{Z}^n) \cap \ell^p(\Gamma, \mathbb{R}^n) = \mathbb{Z}^n\Gamma$. 

$|\log \sum_{s \in F} s^{-1}E| - c < \varepsilon$. We need the following beautiful result of Peters [66, Theorem 6]:
Denote by $K_1$ the finite subset $\bigcup_{\bar{\alpha} \in \bar{E}} \text{supp}(\bar{w}A^*)$ of $\Gamma$. Note that for any nonempty finite subset $F$ of $\Gamma$ and any $\bar{x} \in \sum_{s \in F} s^{-1}\bar{E}$, one has $\text{supp}(\bar{x}A^*) \subseteq F^{-1}K_1$.

Let $F$ be a nonempty finite subset of $\Gamma$. Let $x \in B_{F,\varepsilon} \cap \sum_{s \in F} s^{-1}E'$. Take $x' \in \ell^\infty(\Gamma, \mathbb{R}^k)$ with $P(x') = x$ and $\|x'_s\|_{\infty} = \rho_\infty(x_s, 0_{(\mathbb{R}/\mathbb{Z})^k})$ for all $s \in \Gamma$. Since $x \in \Delta^p(X)$, by Proposition 5.2 (4) one has $x' \in \ell^p(\Gamma, \mathbb{R}^k)$. Set $F' := \{s \in F : s^{-1}K \subseteq F^{-1}\}$. As $x \in B_{F,\varepsilon}$, by our choice of $\varepsilon$ one has $\|x'_s\|_{\infty} = \rho_\infty(x_t, 0_{(\mathbb{R}/\mathbb{Z})^k}) \leq (2\|A\|_1)^{-1}$ for every $t \in F^{-1}$, and hence

$$\|(x'A^*)_s\|_{\infty} \leq \left( \max_{t \in F^{-1}} \|x'_t\|_{\infty} \right) \|A^*\|_1 \leq 1/2$$

for all $s \in (F')^{-1}$. Since $x \in X$, $x'A^*$ has integral coefficients. Thus $x'A^* = 0$ on $(F')^{-1}$.

Since $P(\bar{E}) = E'$, we can find $\bar{x} \in \sum_{s \in F} s^{-1}\bar{E}$ with $P(\bar{x}) = x$. Define $\bar{x} \in \ell^p(\Gamma, \mathbb{R}^k)$ to be the same as $x'$ on $F^{-1}$ and the same as $\bar{x}$ on $\Gamma \setminus F^{-1}$. Then $\bar{x}A^* = x'A^* = 0$ on $(F')^{-1}$. Also, $\bar{x}A^* = \bar{x}A^*$ on $\Gamma \setminus (F^{-1}K_1)$, and hence $\bar{x}A^* = \bar{x}A^* = 0$ on $\Gamma \setminus (F^{-1}(K_1 \cup K^{-1}))$. Therefore $\text{supp}(\bar{x}A^*) \subseteq (F^{-1}(K_1 \cup K^{-1})) \setminus (F')^{-1}$.

Since $P(\bar{x}) = P(x') = x$, we have $P(\bar{x}) = x \in X$, and hence $\bar{x}A^*$ has integral coefficients.

Now we separate two cases.

Assume first that the condition (1) holds. Set $D = \sum_{\bar{w} \in \bar{E}} \|\bar{w}\|_1$. Note that $\|\bar{x}\|_{\infty} \leq D$ and hence

$$\|\bar{x}\|_{\infty} \leq \max(\|\bar{x}\|_{\infty}, \|x'_s\|_{\infty}) \leq D + 1.$$ 

Thus

$$\|\bar{x}A^*\|_{\infty} \leq \|\bar{x}\|_{\infty} \cdot \|A\|_1 \leq (D + 1)\|A\|_1.$$ 

Then the number of possible $\bar{x}A^*$ is at most $(2(D + 1)\|A\|_1 + 1)^n(\ell^1(K_1 \cup K^{-1}))^{-1} \setminus (F')^{-1}$. Since the map $(\ell^1(\Gamma))^k \rightarrow (\ell^1(\Gamma))^n$ sending $a$ to $aA^*$ is injective, the number of possible $\bar{x}$ is also bounded above by $(2(D + 1)\|A\|_1 + 1)^n(\ell^1(K_1 \cup K^{-1}))^{-1} \setminus (F')^{-1}$. As $P(\bar{x}) = x$, we obtain

$$|B_{F,\varepsilon} \cap \sum_{s \in F} s^{-1}E'| \leq (2(D + 1)\|A\|_1 + 1)^n(\ell^1(K_1 \cup K^{-1}))^{-1} \setminus (F')^{-1}.$$ 

When $F$ is sufficiently left invariant, the right hand side of the above inequality is bounded above by $\exp(\delta |F|)$, and hence (9.1) holds.

Next we assume that the condition (2) holds. Set $D' = \sum_{\bar{w} \in \bar{E}} \|\bar{w}A^*\|_1$. Note that $\|\bar{x}A^*\|_{\infty} \leq D'$, and hence $\|\bar{x}\|_p \leq C\|\bar{x}A^*\|_p \leq CD'|F^{-1}K_1|^{1/p}$. Define $\hat{x} \in \ell^p(\Gamma, \mathbb{R}^k)$ to be the same as $\bar{x}$ on $((F^{-1}(K_1 \cup K^{-1})) \setminus (F')^{-1})K$ and 0 on all other points of $\Gamma$. Then $\hat{x}A^* = \bar{x}A^*$ on $(F^{-1}(K_1 \cup K^{-1})) \setminus (F')^{-1}$. Note that

$$\|\hat{x}\|_p \leq \|\bar{x}\|_p + (((F^{-1}(K_1 \cup K^{-1})) \setminus (F')^{-1})K_1|^{1/p} \leq CD'|F^{-1}K_1|^{1/p} + (((F^{-1}(K_1 \cup K^{-1})) \setminus (F')^{-1})K_1|^{1/p}. $$

Since $\hat{x}A^*$ has support in $(F^{-1}(K_1 \cup K^{-1})) \setminus (F')^{-1}$, we get
\[
\|\hat{x}A^*\|_p \leq \|\hat{x}A\|_p \leq \|\hat{x}\|_p \|A^*\|_1 \\
\leq (CD'F^{-1}K_1^{1/p} + \|(F^{-1}(K_1 \cup K^{-1})) \setminus (F')^{-1}K\|^{1/p})\|A\|_1 \\
\leq (2CD' + 1)\|A\|_1 |F|^{1/p},
\]
when $F$ is sufficiently left invariant. By Lemma 9.2 for any $\lambda > 1$, when $F$ is sufficiently left invariant, the number of $y \in \mathbb{Z}^n$ with support in $(F^{-1}(K_1 \cup K^{-1})) \setminus (F')^{-1}$ and $\|y\|_p \leq (2CD' + 1)\|A\|_1 |F|^{1/p}$ is at most
\[
C_p n\lambda^{n(F)}((2CD' + 1)\|A\|_1)\left|\frac{F^{-1}(K_1 \cup K^{-1})}{|F|}\right|. 
\]
Since $\Gamma$ is infinite, it follows that when $F$ is sufficiently left invariant, the number of $\hat{x}A^*$ is at most $\exp(\delta |F|)$. As in the first case, one concludes that the inequality (9.1) holds. \hfill \square

**Question 9.4.** Could one weaken the conditions (1) and (2) of Theorem 9.1 to that the linear map $(\ell^p(\Gamma))^k \rightarrow (\ell^q(\Gamma))^n$ sending $a$ to $aA^*$ is injective?

From Theorems 4.11 and 9.1 and Proposition 4.3(5) we get

**Corollary 9.5.** Let $\Gamma$ act on a compact abelian group $X$ by automorphisms such that $\widehat{X}$ is a finitely presented left $\mathbb{Z}\Gamma$-module. Then
\[
h(X) \geq h(\Delta(X)).
\]

From Theorems 3.1, 5.6 and 9.1 we get

**Corollary 9.6.** Let $\Gamma$ act on a compact abelian group $X$ expansively by automorphisms. Then
\[
h(X) \geq h(\Delta(X)).
\]

Let $A \in M_k(\mathbb{Z}\Gamma)$ for some $k \in \mathbb{N}$. Let $1 < p, q < +\infty$ with $p^{-1} + q^{-1} = 1$. One may identify $\ell^p(\Gamma, \mathbb{R}^k)$ with the dual space of $\ell^p(\Gamma, \mathbb{R}^k)$ naturally, as using the pairing in (3.1). For the bounded linear map $T : \ell^p(\Gamma, \mathbb{R}^k) \rightarrow \ell^p(\Gamma, \mathbb{R}^k)$ sending $a$ to $aA^*$, its dual $T^* : \ell^q(\Gamma, \mathbb{R}^k) \rightarrow \ell^q(\Gamma, \mathbb{R}^k)$ sends $b$ to $bA$. Thus $T$ is invertible exactly when $T^*$ is invertible. From Theorem 9.11 and Lemma 5.4 we get

**Corollary 9.7.** Let $k \in \mathbb{N}$, and $A \in M_k(\mathbb{Z}\Gamma)$ such that the linear map $(\ell^p(\Gamma))^k \rightarrow (\ell^q(\Gamma))^k$ sending $a$ to $aA^*$ is invertible for some $1 < p < +\infty$. Set $X_A = (\mathbb{Z}\Gamma)^k / (\mathbb{Z}\Gamma)^k A$ and $X_{A^*} = (\mathbb{Z}\Gamma)^k / (\mathbb{Z}\Gamma)^k A^*$. Then
\[
h(X_A) = h(\Delta(X_A)) = h(X_{A^*}).
\]

**Remark 9.8.** Since $\Gamma$ is amenable, by a result of Herz [29, Theorem C] [30, Theorem 5], for any $k \in \mathbb{N}$, and any $1 \leq p \leq q \leq 2$ or $2 \leq q \leq p < +\infty$, every bounded linear map $\ell^p(\Gamma, \mathbb{R}^k) \rightarrow \ell^q(\Gamma, \mathbb{R}^k)$ commuting with the left-shift action of $\Gamma$ can be thought
of a bounded linear map $\ell^q(\Gamma, \mathbb{R}^k) \to \ell^q(\Gamma, \mathbb{R}^k)$. It follows that, for any $A \in M_k(\mathbb{Z}\Gamma)$ and $1 \leq p \leq q \leq 2$ or $2 \leq q \leq p < +\infty$, if the linear map $\ell^p(\Gamma, \mathbb{R}^k) \to \ell^p(\Gamma, \mathbb{R}^k)$ sending $a$ to $aA^*$ is invertible, then so is the linear map $\ell^q(\Gamma, \mathbb{R}^k) \to \ell^q(\Gamma, \mathbb{R}^k)$ sending $a$ to $aA^*$.

**Remark 9.9.** For $A \in M_k(\mathbb{Z}\Gamma)$, note that the linear map $(\ell^2(\Gamma))^k \to (\ell^2(\Gamma))^k$ sending $a$ to $aA^*$ is invertible exactly when $A$ is invertible in $M_k(\mathcal{L}\Gamma)$, where $\mathcal{L}\Gamma$ denotes the group von Neumann algebra of $\Gamma$. In [47] it is shown that, when $f \in \mathbb{Z}\Gamma$ is invertible in $\mathcal{L}\Gamma$, $h(X_f)$ can be calculated using the Fuglede-Kadison determinant of $f$, and as a consequence, $h(X_f) = h(X_{f^*})$ [47, Corollary 9.2]. Corollary 9.7 yields a new proof of this consequence, and in turn a new proof of [47, Theorem 1.1].

Recall our convention of CPE before Corollary 8.4.

**Theorem 9.10.** Suppose that $\mathbb{Z}\Gamma$ is left Noetherian. Let $\Gamma$ act on a compact abelian group $Y$ 1-expansively by automorphisms such that $\Delta^1(Y)$ is dense in $Y$. Let $X$ be a closed $\Gamma$-invariant subgroup of $Y$. Then the following hold:

1. For any $\Gamma$-invariant subgroup $G$ of $\Delta^1(X)$ with $G = \overline{\Delta^1(X)}$, one has $h(X) = h(G)$.
2. $\Delta^1(X)$ is a dense subgroup of $\text{IE}(X)$.
3. The action $\Gamma \curvearrowright X$ has positive entropy if and only if $\Delta^1(X)$ is nontrivial.
4. The action $\Gamma \curvearrowright X$ has CPE if and only if $\Delta^1(X)$ is dense in $X$.

**Proof.** (1). We show first $h(Y) = h(G_1)$ for any $\Gamma$-invariant subgroup $G_1$ of $\Delta^1(Y)$ satisfying $G_1 = Y$. Denote by $T$ the unit circle in $\mathbb{C}$. The canonical pairing $Y \times \hat{Y} \to T$ restricts to a pairing $G_1 \times \hat{Y} \to T$ which is bi-additive and equivariant in the sense defined before Lemma 5.8. Since $G_1$ is dense in $Y$, by Lemma 5.8 the induced $\Gamma$-equivariant group homomorphism $\Phi: \hat{Y} \to \hat{G}_1$ is injective and maps $\hat{Y}$ into $\hat{\Delta}^1(\hat{G}_1)$.

Since the $\Gamma$-action on $\hat{Y}$ is 1-expansive, by Proposition 4.3(2) and Proposition 5.2(6) both $\hat{Y}$ and $\Delta^1(\hat{Y})$ are finitely generated left $\mathbb{Z}\Gamma$-modules. As $\mathbb{Z}\Gamma$ is left Noetherian, every left finitely generated $\mathbb{Z}\Gamma$-module is Noetherian and finitely presented [43, Proposition 4.29]. Thus both $\hat{Y}$ and $G_1$ are finitely presented left $\mathbb{Z}\Gamma$-modules. In virtue of Corollary 9.5, we have

$$h(Y) \geq h(\hat{\Delta}^1(Y)) \geq h(\hat{G}_1),$$

and

$$h(G_1) \geq h(\Delta^1(G_1)) \geq h(Y) = h(X).$$

Therefore $h(Y) = h(\Delta^1(Y)) = h(G_1)$ as desired.

Next we show $h(X) = h(\Delta^1(X))$. As above, both $\hat{X}$ and $\hat{Y}/\hat{X}$ are finitely presented left $\mathbb{Z}\Gamma$-modules. By Proposition 5.2(3) the quotient map $Y \to Y/X$ induces an embedding $\Delta^1(Y)/\Delta^1(X) \hookrightarrow \Delta^1(Y/X)$. In virtue of Corollary 9.5 we have

$$h(X) \geq h(\Delta^1(X)),$$
and

\[ h(Y/X) \geq h(\Delta^1(Y/X)) \geq h(\Delta^1(Y)/\Delta^1(X)). \]

From Proposition 2.2 we then obtain

\[ h(Y) = h(X) + h(Y/X) \geq h(\Delta^1(X)) + h(\Delta^1(Y)/\Delta^1(X)) = h(\Delta^1(Y)). \]

From the last paragraph we have \( h(Y) = h(\Delta^1(Y)) \). Since the \( \Gamma \)-action on \( Y \) is 1-expansive and \( \bar{Y} \) is a finitely presented left \( \mathbb{Z}\Gamma \)-module, by Theorem 4.11 one has \( h(Y) < +\infty \). Thus we conclude that \( h(X) = h(\Delta^1(X)) \).

Finally we show \( h(\Delta^1(X)) = h(\hat{G}) \). For this purpose we may assume that \( \Delta^1(X) = \hat{G} = X \). Since the \( \Gamma \)-action on \( Y \) is 1-expansive, its restriction on \( X \) is also 1-expansive. From the first part of the proof we conclude that \( h(\hat{G}) = h(X) = h(\Delta^1(X)) \).

(2) By Theorem 7.8 we have \( \Delta^1(X) \subseteq \text{IE}(X) \). From Assertion (1) we have

\[ h(X) = h(\Delta^1(X)) = h(\Delta^1(X)). \]

In the above we have seen that \( h(X) \leq h(Y) < +\infty \). Thus, by Proposition 2.2 we have

\[ h(X/\Delta^1(X)) = h(X) - h(\Delta^1(X)) = 0. \]

In virtue of Theorem 7.4 (1), we conclude that \( \text{IE}(X) \subseteq \Delta^1(X) \). Therefore \( \text{IE}(X) = \Delta^1(X) \).

The assertion (3) follows from the assertion (2) and Theorem 7.3 (4). The assertion (4) follows from the assertion (2) and Corollary 8.4. \( \square \)

Example 9.11. Let \( \Gamma = \mathbb{Z}^d \) for some \( d \in \mathbb{N} \) with \( d \geq 2 \). Let \( f \in \mathbb{Z}\Gamma \) be irreducible such that \( Z(f) \) (as defined in Examples 4.9) is nonempty but finite. For instance, one may take \( f \) as \( 2d - \sum_{j=1}^{d} (u_j + u_j^{-1}) \) or \( d - \sum_{j=1}^{d} u_j \) for \( u_1, \ldots, u_d \) being the canonical basis of \( \mathbb{Z}^d \). As pointed out in Examples 4.9 and 5.5 \( \alpha_f \) (as defined in Notation 4.4) is 1-expansive and \( \Delta^1(X_f) \) is dense in \( X_f \). On the other hand, \( \alpha_f \) is not expansive [73, Theorem 3.9].

From Theorems 3.1, 5.6, 9.10, parts (1) and (4) of Proposition 4.3, and Lemma 5.4 we have

Corollary 9.12. Suppose that \( \mathbb{Z}\Gamma \) is left Noetherian. Let \( \Gamma \) act on a compact abelian group \( X \) expansively by automorphisms. Then the following hold:

1. For any \( \Gamma \)-invariant subgroup \( G \) of \( \Delta(X) \) with \( \overline{G} = \overline{\Delta(X)} \), one has \( h(X) = h(\hat{G}) \).
2. \( \Delta(X) \) is a dense subgroup of \( \text{IE}(X) \).
3. The action has positive entropy if and only if \( \Delta(X) \) is nontrivial.
4. The action has CPE if and only if \( \Delta(X) \) is dense in \( X \).
Theorem 1.2 follows from Corollary 9.12 and the fact that when \( \Gamma \) is polycyclic-by-finite, \( \mathbb{Z}\Gamma \) is left Noetherian [28, 65, Theorem 10.2.7].
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