An algorithm is proposed to solve robust control problems constrained by partial differential equations with uncertain coefficients, based on the so-called MG/OPT framework. The levels in the MG/OPT hierarchy correspond to discretization levels of the PDE, as usual. For stochastic problems, the relevant quantities (such as the gradient) contain expected value operators on each of these levels. They are estimated using a multilevel Monte Carlo method, the specifics of which depend on the MG/OPT level. Each of the optimization levels then contains multiple underlying multilevel Monte Carlo levels. The MG/OPT hierarchy allows the algorithm to exploit the structure inherent in the PDE, speeding up the convergence to the optimum. In contrast, the multilevel Monte Carlo hierarchy exists to exploit structure present in the stochastic dimensions of the problem. A statement about the asymptotic cost of the algorithm is proven, and some additional properties are discussed. The performance of the algorithm is numerically investigated for three test cases. A reduction in the number of samples required on expensive levels and therefore in computation time can be observed.
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1 Introduction

This paper addresses the optimization of systems constrained by partial differential equations (PDEs) with uncertain parameters. An optimizer is considered robust if it performs well across a wide set of realizations of those parameters. Due to the uncertainty, a given deterministic control input yields a stochastic cost. The optimizer’s performance is usually captured by introducing a risk measure, which assesses the desirability of the original cost’s distribution. The cost functional obtained by applying the risk measure to that original cost, is then deterministic again. Many different choices for the risk measure exist; see, e.g., [34, 22]. The expected value operator, which we employ in this paper, is the most straightforward one. Nevertheless, other risk measures may also be compatible with the method described in this paper. A necessary condition is that the gradient of the resulting cost exists and can be estimated to arbitrary precision using a Monte Carlo method. Not all formulations for incorporating the uncertainties are obtained as described above. Some other common approaches are described in, e.g., [1, 5, 6, 24]. However, in this paper, the term robust control problem specifically indicates the optimization of the expected value of some cost.

The robust control problem has been addressed previously using various methods. The stochastic Galerkin and stochastic collocation methods [7, 36, 35] are most suitable for lower-dimensional stochastic spaces, since the number of collocation points increases rapidly with the dimension. A proper orthogonal decomposition method has been investigated in [8], and reduced basis methods in, e.g., [10]. Recently, quasi-Monte Carlo methods have been investigated in this context [18]. Many techniques apply some existing (multigrid) solver to a sampled version of the problem. This has the drawback that the sampling is then independent of the solver’s
progress, e.g., in a multigrid solver, the sampling is the same regardless of the multigrid level. Furthermore, the sampling scheme could be adapted to the current iteration or, if applicable, optimization step. These ideas are used in, e.g., [21]. Stochastic gradient methods have been thoroughly investigated for elliptic problems in the work of Martin, Krumscheid and Nobile [29] and others [14]. Finally, MG/OPT techniques [25, 26] have been used for robust optimization. MG/OPT is a multigrid approach to optimization problems. It requires coarser optimization problems to be defined at each of the MG/OPT levels. They serve to cheaply calculate updates for the finer levels recursively. A major inspiration for our work was the method due to Kouri [20]. There, the ‘coarser’ levels correspond to taking a smaller number of sample points in the stochastic space.

In a previous paper, we showed that the multilevel Monte Carlo (MLMC) method [11, 16] can be used to efficiently generate a gradient (or Hessian vector product) for problems constrained by a PDE with uncertain coefficients [38]. These quantities are normally returned at the finest level. Unless the gradient (or Hessian) based optimization algorithm is somehow made aware of the details of the MLMC calculation, optimization steps can then only be done on the finest level. For some problems, this may result in a rather slow convergence to the optimum. To remedy this, we propose to combine this approach with the MG/OPT framework. We construct our coarser optimization problems by not only reducing the number of samples, but also by coarsening the discretization of the spatial and temporal dimensions. Each MG/OPT level thus has its own MLMC hierarchy. Coarser MG/OPT levels retain only the coarser MLMC levels, and take fewer samples on those levels. A qualitative comparison between the proposed method and the existing methods is deferred to §6. This allows some aspects that are of interest to be described in more detail first. In the final parts of the paper, a practical algorithm with stopping conditions is given. Under some assumptions, we can prove a theorem about the convergence rate of that algorithm.

The paper is structured as follows. The notation to describe the robust control problem is introduced in §2 and the corresponding optimality conditions are described in general terms in §3. Next, §4 describes the MLMC method and its properties in this context. MG/OPT and some of its properties are recalled in §5. Furthermore, details such as the precise number of samples to take at each MG/OPT and MLMC level and the specifics of the line searches and the underlying optimization algorithms are also discussed. §6 provides a qualitative comparison between the method of Kouri [20], previous multigrid based methods, e.g., [35], the MLMC method [38] and the method described in this paper. The practical algorithm is detailed in §7. The convergence rate of the cost to obtain a gradient norm of a given accuracy is investigated and some other details are discussed. Finally, §8 provides numerical evidence of the method’s performance for three fairly different model problems. These are the standard elliptic control problem with lognormal diffusion coefficient, the Dirichlet to Neumann map, and a control problem constrained by Burgers’ equation. Some concluding remarks can be found in §9.

## 2 Problem formulation

Let $(\Omega, \mathcal{A}, \mu)$ denote a complete probability space. The sample space $\Omega$ contains all possible realizations $\omega$ of the random influence. Its dimension is the stochastic dimension of the problem and may be infinite. $\mathcal{A}$ is the set of all events (subsets of $\Omega$) and $\mu$ is a measure that maps events in $\mathcal{A}$ to probabilities in $[0, 1]$. The expected value operator and the variance operator of a stochastic variable $k$ are denoted as follows

$$E[k] \triangleq \int_{\Omega} k \, d\mu(\omega), \quad \forall [k] \triangleq E[(k - E[k])^2] = E[k^2] - E[k]^2.$$ 

Let $U$ and $Y$ denote Hilbert spaces in which, respectively, the control and state reside. The PDE is then formally represented by $c(y, u) = 0$ with $c : Y \times U \to Y^*$. Due to uncertainties in the parameters of the PDE, the state $y$ is stochastic. We assume that $Y = Z \otimes L^2(\Omega)$ with $Z$ a Hilbert space over the physical domain(s) of individual (deterministic) realizations of the state, and $\otimes$ denoting the tensor product. The control $u$, however, is deterministic in this paper,
corresponding to the situation where its choice must be made without incorporating information about the specific realization of the stochastic parameters. The constraint $c$ is understood to represent the PDE for ($\mu$-almost) all realizations $\omega$ of the stochastic influence, i.e., $c(y, u) = 0$ means $c_\omega(y, u) = 0$ $\mu$-a.e. in $\Omega$, with $c_\omega : Z \times U \rightarrow \mathbb{R}$ representing one realization of the PDE. We require that $c(y, u) = 0$ can be uniquely solved for all $u \in U$, defining a mapping $S : U \rightarrow Y : u \mapsto y = S(u)$. This requirement puts a constraint on which variables can be chosen as control variables. We further assume $U, Z \subseteq L^2$ and therefore $Y \subseteq L^2 \otimes L^2(\Omega)$. In this paper we solve robust control problems for tracking type cost functionals, such as for example

$$\min_{u \in U, y \in Y} J(y, u) = \frac{1}{2} \mathbb{E}[\|y - z\|^2] + \frac{\alpha}{2} \|u\|^2 \quad \text{s.t.} \quad c(y, u) = 0, \tag{1}$$

where $\|\cdot\|$ denotes the $L^2$-norm (over the physical domain(s) of $y$ or $u$) and $z \in L^2$ denotes some deterministic target function. One can eliminate the constraint using $S$ to obtain the so-called reduced problem

$$\min_{u \in U} \hat{J}(u) \text{ with } \hat{J}(u) \defeq J(S(u), u) = \frac{1}{2} \mathbb{E}[\|S(u) - z\|^2] + \frac{\alpha}{2} \|u\|^2. \tag{2}$$

In any case, a cost functional $J : Y \times U \rightarrow \mathbb{R}$ must be such that the result is always deterministic. In this paper, this is achieved simply by employing the expected value operator. A number of other risk measures, e.g., risk measures including a penalty on the variance of the state $y$, can also be solved using the methods described in this paper [38].

3 Optimality conditions

Let $(\cdot, \cdot)_U$, $(\cdot, \cdot)_Z$ and $(\cdot, \cdot)_Y$ denote the inner products in $U$, $Z$, and $Y$, respectively. Since $Y = Z \otimes L^2(\Omega)$, we naturally take $(\cdot, \cdot)_Y = \mathbb{E}[\cdot, \cdot]_Z$. In the remainder of this text, elements of the dual space under those inner products are assumed to be pulled back to the primal space. The optimality conditions can be formally derived by introducing a Lagrange multiplier $p \in Y$, defining the Lagrangian

$$\mathcal{L}(y, u, p) \defeq J(y, u) + (p, c(y, u))_Y$$

and setting its derivatives to $p$, $y$, and $u$ to zero, yielding

$$\begin{cases}
\nabla_p \mathcal{L} = c(y, u) = 0, \\
\nabla_y \mathcal{L} = \nabla_y J + \left( \frac{\partial c}{\partial y} \right)^* [p] = 0, \\
\nabla_u \mathcal{L} = \nabla_u J + \left( \frac{\partial c}{\partial u} \right)^* [p] = 0.
\end{cases} \tag{3}$$

The symbol $^*$ is used to denote the adjoint of a linear operator. These equations are referred to as the constraint equation, the adjoint equation, and the optimality condition, in the order as stated above. Since for any $\tilde{u} \in U$,

$$\frac{\partial (p, c)_Y}{\partial u} [\tilde{u}] = (p, \frac{\partial c}{\partial u} [\tilde{u}])_Y = \mathbb{E} \left[ (p_\omega, \frac{\partial c_\omega}{\partial u} [\tilde{u}])_Z \right] = (\mathbb{E} \left[ \left( \frac{\partial c_\omega}{\partial u} \right)^* [p_\omega] \right], \tilde{u})_U,$$

the optimality condition can be rewritten as

$$\nabla_u J + \mathbb{E} \left[ \left( \frac{\partial c_\omega}{\partial u} \right)^* [p_\omega] \right] = 0. \tag{4}$$

The left hand side in (4) expresses the gradient of the reduced cost functional w.r.t. $(\cdot, \cdot)_U$, i.e., $\nabla \hat{J}$. Optimality thus requires the reduced gradient to be zero. Taking $U = L^2$, the equations
for the reduced gradient for the cost function in the example (1) simplify to

\[
\begin{cases}
  c(y, u) = 0, \\
  -\left(\frac{\partial c}{\partial y}\right)^* [p] = y - z, \\
  \nabla \tilde{j}(u) = au + \mathbb{E}\left[\left(\frac{\partial c}{\partial u}\right)^*[p_\omega]\right].
\end{cases}
\]  

(5)

**Assumption 1.** The derivatives (Fréchet derivatives) in the formulas above exist. Furthermore, the \(\omega\)-dependent quantities can be evaluated a.s., i.e., for almost all \(\omega \in \Omega\).

## 4 Multilevel Monte Carlo

Since we wish to be able to deal with high-dimensional or irregularly behaving stochastic spaces, we propose to evaluate the expected value in (5) using an MLMC method. For a given control input \(u \in U\), the so-called quantity of interest is then \(Q \in U \otimes L^2(\Omega)\), where \(Q(\omega) \triangleq \left(\frac{\partial c}{\partial u}\right)^*[p_\omega]\). Its expected value is in \(U\). The dependence of \(Q\) on \(u\) is omitted in the notation in this part of the text. Because \(Q\) depends on the solution of PDEs, one cannot generate exact samples \(Q(\omega) \in U\). Instead, we consider a hierarchy of spaces \(U_0 \subset U_1 \subset \cdots \subset U\) in which we can generate samples \(Q_\ell(\omega) \in U_\ell\) of an approximation \(Q_\ell\) of \(Q\). The subscript \(\ell\) is a measure of the accuracy of the approximation, which in our case corresponds to the level of discretization that the PDEs are solved on.

Each of the spaces \(U_\ell\) are endowed with inner products \((\cdot, \cdot)_\ell\). Prolongation operators \(I_{\ell+1}^\ell : U_\ell \to U_{\ell+1}\) and restriction operators \(I_{\ell+1}^\ell : U_{\ell+1} \to U_\ell\) are used to map between the discretization levels. Let \(I_{\ell}^\ell \triangleq I_{\ell-1}^{\ell-1} \cdots I_{1}^{0}\) if \(\ell < \ell'\) and the analogue if \(\ell > \ell'\). We require that

\[
\forall u \in U_\ell, u' \in U_{\ell'} : (I_{\ell}^\ell u, u')_{\ell'} = (u, I_{\ell}^\ell u')_{\ell'}.
\]

(6)

Furthermore, let \(I_{\ell} : U_\ell \to U\) denote the inclusion of \(U_\ell\) into \(U\).

Define \(a \lesssim b\) as \(a \leq cb\) with \(c > 0\) some constant independent of \(a\) and \(b\), and \(a \simeq b\) as \(a \lesssim b\) and \(b \lesssim a\). The following is assumed to hold.

**Assumption 2.** The numerical scheme has a weak order of convergence \(\rho\), i.e., \(\|\mathbb{E}[I_{\ell}Q_\ell - Q]\| \lesssim 2^{-\rho \ell}\) with \(\rho > 0\). The computational cost for a single sample, denoted \(C_\ell\), satisfies \(C_\ell \lesssim 2^{\kappa \ell}\) for some constant \(\kappa\).

Both \(\rho\) and \(\kappa\) depend on the algorithm employed to solve the PDE.

The MLMC method \([11, 16]\) recursively estimates an expected value on a finer level as an expected value on a coarser level (acting as a control variate) combined with a corrective term. This leads to a telescopic sum decomposition

\[
\mathbb{E}[Q_\ell] = I_{\ell}^0\mathbb{E}[Q_0] + \sum_{\ell=1}^{L} I_{\ell}^\ell\mathbb{E}[Q_\ell - I_{\ell-1}^\ell Q_{\ell-1}] = \sum_{\ell=0}^{L} I_{\ell}^L\mathbb{E}[Y_\ell]
\]

(7)

where \(Y_\ell \triangleq Q_\ell - I_{\ell-1}^\ell Q_{\ell-1}\) if \(\ell > 0\), and \(I_{0}^0\) and \(Q_{-1}\) defined in some way such that \(I_{0}^0 Q_{-1} = 0 \in U_0\). This reduces the cost by avoiding the direct estimation of \(\mathbb{E}[Q_\ell]\) on the finest level. On level \(\ell\), \(\mathbb{E}[Y_\ell]\) is estimated using the ordinary Monte Carlo (MC) method with \(n_\ell\) samples, yielding

\[
Y_{\ell,n_\ell}^{MC} \triangleq \frac{1}{n_\ell} \sum_{i=1}^{n_\ell} Y_\ell(\omega_i) = \frac{1}{n_\ell} \sum_{i=1}^{n_\ell} \left( Q_\ell(\omega_i) - I_{\ell-1}^\ell Q_{\ell-1}(\omega_i) \right).
\]

(8)

It is important to use the same stochastic realization \(\omega_i\) on both levels for each sample of \(Y_\ell\) to ensure a high correlation. The MLMC estimator is then defined as

\[
\hat{Q}_n^{ML} \triangleq \sum_{\ell=0}^{L} I_{\ell}^L Y_{\ell,n_\ell}^{MC}
\]

(9)
with \( \bar{n} = \{n_{\ell}\}_{\ell=0}^{L} \). All expectations \( \mathbb{E}[Y_{\ell}] \) in (7) should be estimated independently, ensuring that (9) is an unbiased estimator for \( Q_{L} \), i.e., \( \mathbb{E}[\hat{Q}_{\bar{n}}^{\text{ML}}] = \mathbb{E}[Q_{L}] \).

### 4.1 Mean square error

The mean square error (MSE) of \( I_{L} \hat{Q}_{\bar{n}}^{\text{ML}} \) as an estimator for \( \mathbb{E}[Q] \) can be characterized, see [11], as follows

\[
\mathbb{E}\left[\left\| I_{L} \hat{Q}_{\bar{n}}^{\text{ML}} - \mathbb{E}[Q] \right\|^2\right] = \mathbb{E}\left[\left\| I_{L} \hat{Q}_{\bar{n}}^{\text{ML}} - I_{L} \mathbb{E}\left[\hat{Q}_{\bar{n}}^{\text{ML}}\right] + I_{L} \mathbb{E}\left[\hat{Q}_{\bar{n}}^{\text{ML}}\right] - \mathbb{E}[Q]\right\|^2\right] \\
= \mathbb{E}\left[\left\| I_{L} \hat{Q}_{\bar{n}}^{\text{ML}} - I_{L} \mathbb{E}\left[\hat{Q}_{\bar{n}}^{\text{ML}}\right]\right\|^2\right] + \left\| I_{L} \mathbb{E}\left[\hat{Q}_{\bar{n}}^{\text{ML}}\right] - \mathbb{E}[Q]\right\|^2 
\]

(10)

Since (9) is an unbiased estimator for \( Q_{L} \), the bias term can be expressed as

\[
\|\mathbb{E}[I_{L} Q_{L} - Q]\|^2. 
\]

(11)

This term is due to the discretization error. It can be decreased by solving the PDE using a finer discretization, i.e., by increasing \( L \). The stochastic error can be further worked out as

\[
\mathbb{E}\left[\left\| I_{L} \hat{Q}_{\bar{n}}^{\text{ML}} - I_{L} \mathbb{E}\left[\hat{Q}_{\bar{n}}^{\text{ML}}\right]\right\|^2\right] = \mathbb{E}\left[\left\| I_{L} \mathbb{E}\left[Y_{\bar{n}}^{\text{MC}}\right] - I_{L} \mathbb{E}\left[\hat{Y}_{\bar{n}}^{\text{MC}}\right]\right\|^2\right] \\
= \sum_{\ell=0}^{L} \mathbb{E}\left[\left\| I_{\ell} \mathbb{E}\left[Y_{\ell,n_{\ell}}^{\text{MC}}\right] - I_{\ell} \mathbb{E}\left[\hat{Y}_{\ell,n_{\ell}}^{\text{MC}}\right]\right\|^2\right] \\
= \sum_{\ell=0}^{L} \int_{D_{U}} \nabla \left[I_{\ell} \mathbb{E}[Y_{\ell}^{\text{MC}}]\right] \, dx \\
= \sum_{\ell=0}^{L} \frac{1}{n_{\ell}} \int_{D_{U}} \nabla \left[I_{\ell} Y_{\ell}\right] \, dx, 
\]

(12)

where \( D_{U} \) represents the physical domain on which the control \( u \in U \) is defined. Clearly, the stochastic error can be decreased by taking more samples. Let \( V_{\ell} \triangleq \int_{D_{U}} \nabla \left[I_{\ell} Y_{\ell}\right] \, dx \). We assume the following:

**Assumption 3.** The decay of \( V_{\ell} \) satisfies \( V_{\ell} \lesssim 2^{-\phi \ell} \) for some \( \phi > 0 \).

A bound of some prescribed value \( \epsilon \) on the RMSE can be achieved by bounding the stochastic error term in (10) by \( \theta \epsilon^{2} \) and the bias term by \( (1 - \theta)\epsilon^{2} \) for some \( \theta \in [0, 1] \).

### 4.2 Cost

Denoting the cost of taking a sample of \( Y_{\ell} \) as \( C_{\ell} \), the cost \( C_{\bar{n}}^{\text{ML}} \) of the MLMC estimator can be expressed as \( C_{\bar{n}}^{\text{ML}} = \sum_{\ell=0}^{L} n_{\ell} C_{\ell} \). Minimizing this cost such that (12) is bounded by \( \theta \epsilon^{2} \), i.e.,

\[
\sum_{\ell=0}^{L} n_{\ell} V_{\ell} = \theta \epsilon^{2},
\]

and rounding upward, yields the optimal number of samples

\[
n_{\ell} = \left[ \frac{1}{\theta \epsilon^{2}} \sqrt{V_{\ell} C_{\ell}^{-1}} \sum_{i=0}^{L} \sqrt{V_{i} C_{i}} \right]. 
\]

(13)

In order to obtain numerical values for \( \bar{n} \), we need to estimate the values \( V_{\ell} \). Note that \( V_{\ell} \triangleq \int_{D_{U}} \nabla \left[I_{\ell} Y_{\ell}\right] \, dx \approx \int_{D_{U}} \nabla \left[Y_{\ell}\right] \, dx \). The integral can be approximated using an appropriate quadrature formula in \( U_{\ell} \). The variance is estimated using some warm-up samples. For the finest levels, one can extrapolate using an estimation of the decay rate \( \gamma \) in Assumption 3. This is advantageous, since the number of samples that should be taken at those levels may be smaller than any reasonable number of warm-up samples.

Under Assumptions 2 and 3, the cost of the MLMC method can be bounded as presented in [11, 16]:
Then, for any $\epsilon < e$ (Ω 

Theorem 1 (Multilevel Monte Carlo cost). Suppose that there are positive constants $\rho, \phi, \kappa > 0$ such that $\rho > \frac{1}{2} \min(\phi, \kappa)$ and

$$\|E[I_L Q_L - Q]\| \leq 2^{-\phi}$$

Then, for any $\epsilon < e^{-1}$, a value $L$ and a sequence $\tilde{n} = \{n_\ell\}_{\ell=0}^L$ exist such that the MSE

$$E\left[\|I_L Q^\text{ML}_\tilde{n} - E[Q]\|^2\right] < \epsilon^2$$

and the cost

$$C^\text{ML}_\tilde{n} \leq \begin{cases} 
\epsilon^2 & \text{if } \phi > \kappa \\
\epsilon^{-2}(\log \epsilon)^2 & \text{if } \phi = \kappa \\
\epsilon^{-2-(\kappa - \phi) / \rho} & \text{if } \phi < \kappa 
\end{cases}$$

Remark. This theorem was proven in [11] for scalar valued quantities of interest. However, since all assumptions in Theorem 1 are scalar and of the same form as the assumptions in [11], the proof is completely analogous to the one in [11, 16], which is also noted in [11, 16].

Remark. The value for $L$ in the theorem is such that the bias term (11) is small enough. In fact, as is immediately clear from [11], the theorem holds iff $L$ is chosen dependent on $\epsilon$ in such a way that the bias follows $\epsilon$, i.e., iff $\|E[I_L Q_L - Q]\|^2 \approx \epsilon^2$.

4.3 MLMC gradient estimator

The gradient $\nabla \hat{J}_L(u_L) \in U_L$ for input $u_L \in U_L$ estimated using MLMC based on sample sets $(\Omega_0, \ldots, \Omega_L)$ containing $\tilde{n} = (n_0, \ldots, n_L)$ samples respectively, can be written as

$$\nabla \hat{J}_L(u_L) = \alpha u_L + \sum_{\ell=0}^L I^\ell \frac{1}{n_\ell} \sum_{\omega \in \Omega_\ell} (Q_\ell(I^\ell u_L, \omega) - I^\ell_{\ell-1}Q_{\ell-1}(I^{\ell-1}_{\ell-1} u_L, \omega)),$$  

where the dependence of $Q_\ell$ on an approximation of $u$ in $U_\ell$ has been made explicit. Let $\nabla \hat{J}_L^0(u_L) \triangleq \alpha u_L + n_0^{-1} \sum_{\omega \in \Omega_0} Q_0(u_L, \omega)$ denote the MC estimator based on $n_0$ samples $\Omega_0$ of $\alpha u_L + Q_0(u_L, \cdot)$ for some $u_L \in U_0$. Using the fact that the MLMC estimator is the identity for the deterministic $\alpha u_L$, (15) can be alternatively expressed as

$$\nabla \hat{J}_L(u_L) = I^0 \nabla \hat{J}_L^0(I^0 u_L) + \sum_{\ell=1}^L I^\ell (\nabla \hat{J}_L^0(I^\ell u_L) - I^\ell_{\ell-1} \nabla \hat{J}_L^{\ell-1}(I^{\ell-1}_{\ell-1} u_L)).$$

Let $\hat{J}_L$ denote the cost functional estimated using MLMC with the same samples on the same levels as $\nabla \hat{J}_L$:

$$\hat{J}_L(u_L) = I^0 \hat{J}_L^0(I^0 u_L) + \sum_{\ell=1}^L (\hat{J}_L^\ell(I^\ell u_L) - I^\ell_{\ell-1} \hat{J}_L^{\ell-1}(I^{\ell-1}_{\ell-1} u_L)),$$

where $\hat{J}_L : U_L \to \mathbb{R}$ denotes the Monte Carlo estimation of the cost functional in (2) using samples $\Omega_\ell$. The notations are justified by the following theorem:

Theorem 2 (exactness of the MLMC gradient). The gradient $\nabla \hat{J}_L$ as given in (16) is the exact gradient of $\hat{J}_L$ as given in (17), w.r.t. the inner product $(\cdot, \cdot)_L$.

Proof. The previously defined $\nabla \hat{J}_L : U_L \to \mathbb{R}$ is the gradient of $\hat{J}_L$, since the derivation in §3 holds for any probability space, and therefore also for a space $\Omega_\ell$ with a finite number of equally probable samples. Consider $u_L \in U_L$ given at the level $L$. The chain rule and (6) yield

$$\frac{d}{du_L} \hat{J}_L^\ell(h_L) = \left(\nabla \hat{J}_L^\ell(h_L), I^\ell h_L\right)_L = (I^\ell \nabla \hat{J}_L^\ell(h_L), h_L)_L,$$

from which the theorem can easily be checked. \qed
In general, for a given accuracy $\epsilon$, there is a difference in the distribution $\bar{n}$ of the samples over the levels between the optimal MLMC estimator for the cost functional on one hand, and for its gradient on the other hand. In this paper, the MLMC method is constructed for the gradient, since having the gradient at a known accuracy is most important for optimization purposes [38].

5 MG/OPT

MG/OPT is a multigrid approach to optimization problems [32, 26]. It is inspired by and resembles the so-called FAS (full approximation storage) scheme applied to the optimality conditions [4, 9]. It requires approximate optimization problems at every MG/OPT level $k \in 0, \ldots, K$:

$$\min_{u_k \in U_k} \bar{J}_k(u_k).$$

(18)

An MG/OPT V-cycle improves a starting approximation $v_k$ of the solution $u_k$ that solves

$$\min_{u_k \in U_k} J_k(u_k) \triangleq \bar{J}_k(u_k) - (\tau_k, u_k)_k$$

(19)

for a given correction term $\tau_k$, whose function it is to remedy the discrepancies between the approximate optimization problems (18). The V-cycle employs some convergent optimization algorithm for problem (19) at level $k$, one iteration of which is denoted by $S_k$. In multigrid terminology, $S_k$ fulfills the role of ‘smoother’. The V-cycle is made explicit in Algorithm 1 below. Initially it must be called as MG/OPT V-cycle($v_K$, 0, $K$) and it calls itself recursively.

Algorithm 1 MG/OPT V-cycle($v_k$, $\tau_k$, $k$)

1: if $k = 0$ then
2: return $v'_0 \leftarrow S^{\nu_0+\mu_0}_0(v_0)$ (or exact minimizer $u_0$ of (19)) \triangleright Trivial case
3: end if
4: $v_{k,1} \leftarrow S^\nu_k(v_k)$ \triangleright Presmoothing
5: $v_{k-1} \leftarrow I^k_{k-1}v_{k,1}$
6: $\tau_{k-1} \leftarrow I^k_{k-1}\tau_k + \nabla \bar{J}_{k-1}(v_{k-1}) - I^k_0\nabla \bar{J}_k(v_{k,1})$
7: $v'_1 \leftarrow$ MG/OPT V-cycle($v_{k-1}$, $\tau_{k-1}$, $k-1$) \triangleright Update at the coarse level
8: $d^t_{k-1} \leftarrow v'_1 - v_{k-1}$
9: $d_k \leftarrow I^t_k d^t_{k-1}$
10: $v_{k,2} \leftarrow v_{k,1} + sd_k$ with $s \geq 0$, see §5.2
11: $v'_k \leftarrow S^\mu_k(v_{k,2})$ \triangleright Postsmoothing
12: return $v'_k$

Remark. In the description of Algorithm 1 above, all variables are named in such a way that they are assigned to only once, even across the algorithm’s own recursive invocations. This is the reason that the name of some variables is extended with the symbol ‘. Furthermore, each variable is known only by a single name; there is no aliasing. In a real implementation, one would prefer to do the opposite by overwriting several variables to save memory and to prevent allocations of new memory.

Remark. Line 6 can also be written as $\tau_{k-1} \leftarrow \nabla \bar{J}_{k-1}(v_{k-1}) - I^k_{k-1}\nabla J_k(v_{k,1})$.

5.1 Properties

Theorem 3. Consider an MG/OPT level $k \geq 1$, then $I^k_{k-1}\nabla J_k(v_{k,1}) = \nabla J_{k-1}(v_{k-1})$, i.e., the gradient of the coarse grid problem in its initial point matches the restricted fine grid gradient at that point [26].
Proof. The statement follows from
\[ \nabla J_{k-1}(v_{k-1}) = \nabla J_{k-1}(v_{k-1}) - \tau_{k-1} \]
\[ = \nabla J_{k-1}(v_{k-1}) - I_k^{-1} r_k - \nabla J_{k-1}(v_{k-1}) + I_k^{-1} \nabla J_k(v_{k,1}) \]
\[ = I_k^{-1} \nabla J_k(v_{k,1}) + I_k^{-1} \tau_k = I_k^{-1} \nabla J_k(v_{k,1}). \]

Corollary 1. Assuming \( S_k \) maps the optimal point \( u_k \) to itself, then the MG/OPT V-cycle does so for \( u_K \). Indeed, if \( v_k = u_k \), the gradients \( \nabla J_k(v_k) \) and corrections \( d_k \) are zero at all levels \( k \).

It is also instructive to state the following theorem from [4].

Theorem 4. Assume descent happens at MG/OPT level \( k-1 \), then the returned search direction \( d_k \) is a descent direction at MG/OPT level \( k \), i.e,
\[ J_{k-1}(v'_{k-1}) < J_{k-1}(v_{k-1}) \implies (\nabla J_{k-1}(v_{k,1}), d_k)_k < 0 \]
if Hess \( J_{k-1} \) is positive definite on a line connecting \( v_{k-1} \) and \( v'_{k-1} \).

Proof. For some \( v, z \in U_{k-1} \), consider the expansion
\[ J_{k-1}(v + z) = J_{k-1}(v) + (\nabla J_{k-1}(v), z)_{k-1} + \frac{1}{2} \int_0^1 (\text{Hess } J_{k-1}(v + tz)[z], z)_{k-1} \, dt. \]
Using the assumption on the Hessian and choosing \( v = v_{k-1} \) and \( z = v'_{k-1} - v_{k-1} \),
\[ (\nabla J_{k-1}(v_{k-1}), v'_{k-1} - v_{k-1})_{k-1} \leq J_{k-1}(v'_{k-1}) - J_{k-1}(v_{k-1}) < 0. \]
Now, using Theorem 3 and (6),
\[ (\nabla J_k(v_{k,1}), d_k)_k = (\nabla J_k(v_{k,1}), I_k^{-1}(v'_{k-1} - v_{k-1}))_k \]
\[ = (I_k^{-1} \nabla J_k(v_{k,1}), v'_{k-1} - v_{k-1})_{k-1} \]
\[ = (\nabla J_{k-1}(v_{k-1}), v'_{k-1} - v_{k-1})_{k-1} < 0. \]

5.2 Line search

Some of the benefits of MG/OPT depend crucially on the use of a line search along the coarse grid correction direction. This ensures global convergence of the method, meaning that the method converges to a local minimizer regardless of the starting guess. MG/OPT without line search might diverge in some cases [32]. If the problem is quadratic, \( s = 1 \) is a good choice. This is also the case if one assumes that the problem can be well approximated by a quadratic cost functional in a neighborhood of the optimal point, with the control iterates in that neighborhood.

Alternatively, in [3], Borzi presents a more sophisticated a priori choice of \( s \) under the assumption that the Hessian of \( J_k \) (equal of course to the Hessian of \( J_k \)) is elliptic and Lipschitz continuous with known Lipschitz constant \( L_k > 0 \). In that case, on MG/OPT level \( k \), one should consider the choice
\[ s = \min \left\{ 2, \frac{(-\nabla J_k(v_k), d_k)_k}{(\text{Hess } J_k(v_k)[d_k], d_k)_k + L_k \| d_k \|_2^2} \right\}. \]

In the experiments in §8, however, we use backtracking until we have descent, starting with \( s = 1 \). If we have descent, the cost function and gradient evaluation performed to come to that conclusion can be reused as the first cost function gradient pair in the postsmoothing that comes after. Therefore, if the choice \( s = 1 \) already yields descent, no additional work is done. This is more and more likely the farther along the optimization one is, if one assumes the problem to be quadratic near the optimal point. This backtracking is thus likely to happen only in the early stages of the optimization, where gradient evaluations are still cheap, as will be discussed later. The costs incurred should therefore remain minimal. Either way, if the Hessian condition in Theorem 4 holds, we are guaranteed to find a suitable \( s \) yielding descent.
5.3 Specification of MG/OPT levels

Assume that the gradient for the finest MG/OPT problem is calculated using MLMC for some requested RMSE $\epsilon$, resulting in a number of samples $(n_0, K)$ that have to be taken at the levels $0, \ldots, K$. We denote the actual sample sets as $(\Omega_0, \ldots, \Omega_{K,K})$. Gradients for the finest problem are returned on level $K$. It then remains to specify the coarser optimization problems. We propose to let the coarser problems correspond to problems in which the expected values are also approximated using MLMC, but retaining only the coarser levels and a fraction $q$ of the samples on those levels. More specifically, for $k \in \{0, \ldots, K\}$, the MLMC estimation at MG/OPT level $k$ consists of $(n_0, \ldots, n_{k,K}) = q^{K-k}(n_{1,K}, \ldots, n_{k,K})$ samples $(\Omega_0, \ldots, \Omega_{k,K})$ on levels $0, \ldots, k$. This is illustrated in Figure 1a for $K = 3$. Quantities such as the gradient are returned on level $k$. Writing down the definition explicitly yields, in analogy with (17) and (16)

\[
\hat{J}_k(u_k) = \hat{J}_0^0(k_0^0 u_k) + \sum_{\ell=1}^k (\hat{J}_\ell^k(I_k^\ell u_k) - \hat{J}_{\ell-1}^k(I_{k}^{\ell-1} u_k))
\]

\[
\nabla \hat{J}_k(u_k) = I_k^\ell \nabla \hat{J}_0^0(k_0^0 u_k) + \sum_{\ell=1}^k I_k^\ell (\nabla \hat{J}_\ell^k(I_k^\ell u_k) - \nabla \hat{J}_{\ell-1}^k(I_{k}^{\ell-1} u_k)),
\]

where $\nabla \hat{J}_k^\ell(u) \triangleq \alpha u + n_{\ell,k}^{-1} \sum_{\omega \in \Omega_{\ell,k}} Q_{\ell}(\omega, u)$ is the gradient of $\hat{J}_k^\ell$.

Note that for any $\ell \leq k$, $\Omega_{\ell,k}$ needs not be a subset of $\Omega_{\ell,k+1}$, but numerical experiments show no disadvantage if it is. Furthermore, if $\Omega_{\ell,k} \subset \Omega_{\ell,k+1}$, the MG/OPT levels are nested, removing the need to calculate $\nabla \hat{J}_{k-1}^\ell(I_k^{\ell-1} v_k)$ in Line 6, since it can be obtained from $\nabla \hat{J}_k^\ell(v_k)$. However, it is important that $\forall \ell \neq \ell' : \Omega_{\ell,k} \cap \Omega_{\ell',k} = \emptyset$. On a single MG/OPT level $k$, reusing samples on different MLMC levels yields estimators $\hat{J}_{\ell,n}^{\ell,n}$ in (8) that are no longer independent, causing the theory of the previous chapter to break down.

The number $q$ is derived from the order of convergence of the discretization scheme (2). The discretization error on level $\ell - 1$ can be expected to be $2^{-\rho(\ell-1)/2} = 2^\rho$ times larger than on level $\ell$. If one allows the stochastic error $\epsilon_{\text{stoch}} = O(n^{-1/2})$ to also be that much larger, the number of samples can be reduced by a factor $q^{-1} = 2^{2\rho}$. Usually, $1 \leq \rho \leq 2$, implying $1/4 \leq q \leq 1/16$.

Remark. Alternatively, one might simply request a RMSE that is $2^\rho$ times smaller for a coarser problem, following the rate of convergence of the discretization scheme. The resulting $n_{\ell,k}$ would be very similar.

(a) Number of samples $n_{\ell,k}$ on MLMC level $\ell$ for MG/OPT level $k$, $q = 2^{-2\rho}$ with $\rho$ the convergence order in (2).

(b) Number of smoothing (optimization) steps $\nu_k$ and $\mu_k$ in Algorithm 1 at each MG/OPT level $k$.

Figure 1: Illustration of the V-cycle structure for 4 MG/OPT levels, i.e., for $K = 3$.
5.4 Cost

Let $C_{g,k}$ denote the computational cost of a gradient evaluation at MG/OPT level $k$. Then

$$C_{g,k} = q^{k-k} \sum_{\ell=0}^{k} n_k C_{\ell}.$$  

Clearly $C_{g,k-1} < q C_{g,k}$; a gradient evaluation at MG/OPT level $k-1$ is more than $q$ times cheaper than one at level $k$. This leaves computational room to do twice as many smoothing steps at level $k-1$ than at level $k$. A possible smoothing schedule is illustrated in Figure 1b. Denote the cost of a single MG/OPT V-cycle as $C_V$ and the cost of a smoothing step at level $k$ as $C_{s,k}$. Assuming the smoother requires $c$ gradient evaluations, $C_{s,k} = c C_{g,k}$. Requiring $q < \frac{1}{2}$, we then have

$$C_V = \sum_{k=0}^{K} 2^{K-k} C_{s,k} + C_{g,k} = \sum_{k=0}^{K} (c 2^{K-k} + 1) C_{g,k} < \sum_{k=0}^{K} (c 2^{K-k} + q) C_{g,k} < \left( \frac{c}{1-2q} + \frac{1}{1-q} \right) C_{g,K}. \quad (23)$$

The gradient cost not related to the smoother and that is incurred at each level comes from the need\footnote{It is possible that the presmoother can return the gradient in its final point at no additional cost, which allows this to be free.} to calculate $\tau_{k-1}$ at Line 6. As explained in §5.2, the line search usually does not come with additional gradient evaluations. If one does not do any presmoothing, then $\tau_k$ can be simultaneously derived for all $k$ with a single gradient simulation at level $K$. This can be understood from, e.g., (22). For a given $u_k \in U_k$, assuming nested MG/OPT levels, the samples of $Q_k$, $\ell = 0, \ldots, k-1$ required to calculate $\nabla J_{k-1}(I_k^{-1} u)$ are a subset of the samples required to calculate $\nabla J_k(u_k)$. This leads to the modified cost

$$C'_V = C_{g,K} + \sum_{k=0}^{K} 2^{K-k} C_{s,k} = C_{g,K} + c \sum_{k=0}^{K} 2^{K-k} C_{g,k} < C_{g,K} + c \sum_{k=0}^{K} (2q)^{K-k} C_{g,K} < \left( \frac{c}{1-2q} + 1 \right) C_{g,K}. \quad (24)$$

Since $q < \frac{1}{2}$, the cost savings can be at most $\frac{1}{2} C_{g,K}$. The cost for $\rho = 1$ and $\rho = 2$ can be found below, for a general value of $c$ and for $c = 2$, will be the case in the experiments at the end of the paper.

\begin{center}
\begin{tabular}{ccc|ccc}
$\rho$ & $q$ & $C_V$ & $C'_V$ & $C_{V,c = 2}$ & $C'_{V,c = 2}$ \\
\hline
1 & 0.5 & $(2c + \frac{c}{2}) C_{g,K}$ & $(2c + 1) C_{g,K}$ & 5.35$C_{g,K}$ & 5.00$C_{g,K}$ \\
2 & 0.16 & $(\frac{7c + \frac{19}{15}}{2}) C_{g,K}$ & $(\frac{7c + 1}{2}) C_{g,K}$ & 3.35$C_{g,K}$ & 3.29$C_{g,K}$
\end{tabular}
\end{center} \quad (25)

5.5 Nonlinear conjugate gradient ‘smoother’

In theory, any convergent optimization algorithm can be used as the smoother. In the experiments in this paper, the nonlinear conjugate gradient (NCG) method is employed, both for pre- and post-smoothing. The smoother calls Algorithm 1 of the form $S^1_{\nu}(v(0))$, with $v(0) \in U_k$, perform $J$ iterations at discretization level $k$. In an NCG iteration $j \leq J$, a search direction $d(j) \in U_k$ is obtained as the linear combination of the steepest descent direction and the previously used direction

$$d(j) = -g(j) + \beta(j) d(j-1),$$
where $g^{(j)} = \nabla J_k(v^{(j)}) \in U_k$ denotes the gradient in iteration $j$. Initially we use $d^{(0)} = -g^{(0)}$. Several formulas for $\beta^{(j)}$ exist [5], suited for different problems and having different convergence properties. We use the Dai-Yuan formula

$$\beta^{(j)} = \frac{\|g^{(j)}\|^2_k}{(d^{(j-1)}, g^{(j)} - g^{(j-1)}_k)},$$

which may offer certain globalization advantages [12]. The current iterate is then to be updated as $v^{(j+1)} = v^{(j)} + s^{(j)} d^{(j)}$ with $s^{(j)}$ some acceptable step size. For a quadratic problem, a line search can be performed exactly using one additional gradient evaluation along the search direction, say in the point $v^{(j)} + d^{(j)}$. Furthermore, due to its linearity in that case, the gradient in the new point can be obtained for free as

$$\nabla J_k(v^{(j+1)}) = \nabla J_k(v^{(j)}) + s^{(j)} \nabla J_k(v^{(j)} + d^{(j)}).$$

Each iteration therefore really requires just one gradient evaluation. In fact, for quadratic optimization problems, this whole procedure is equivalent to applying the standard conjugate gradient method on the symmetric linear system of optimality conditions [33]. This is the case for (most) common formulas for $\beta^{(j)}$, including (26). If the problem is not quadratic, the gradient function is nonlinear. An acceptable step size $s^{(j)}$ is then sought in a problem specific manner. Two possibilities are as follows:

- Approximate the cost function along the search direction with an interpolating parabola using a second gradient evaluation and perform the procedure as described previously. Note that the interpolating parabola might be concave. A sufficient descent condition is thus needed. Furthermore, the gradient in the resulting point can no longer be obtained for free.

- Start with a well chosen step size, and do backtracking until Armijo’s sufficient descent condition [2] is satisfied.

The details and further implementational aspects of the smoother depend on the test case, and are elaborated in §8.

6 Qualitative comparison with existing methods

This section aims to provide a qualitative comparison of the method described previously with existing methods that have some resemblance to it. To that end, some methods are sketched in Figure 2. In the interest of keeping this section sufficiently concise, some slight simplifications are made in the descriptions of those methods.

The first figure, Figure 2a, shows a method that we previously developed in [38]. It estimates the cost function and gradient using MLMC, but it performs the actual optimization steps on the finest level only. This exploits structure in the stochastic space, and was shown to reduce the computational cost by some orders of magnitude if compared to the naive single level MC method. Note that the latter method, if displayed in the format of Figure 2, would consist of merely a single ‘4’ in the rightmost corner. However, the optimization itself might converge slowly, depending on the PDE constraint and the regularization of the cost function, regardless of the stochasticity of the problem.

Next, consider Figure 2c, depicting a method by Kouri [20]. This method uses MG/OPT in a somewhat different way. Finer optimization problems correspond to estimations of the statistical quantities using more sample points. It must be noted that the method uses sparse grids instead of MC points to integrate over the stochastic domain. These sparse grids are nested to reduce the cost even further. There is only one discretization level for the space and time domains. This method, like the previous one, exploits structure in the stochastic space. Our suggestion of taking fewer samples on coarser MG/OPT levels was inspired by this paper. It was shown there that such a strategy is computationally advantageous. However, sooner or
Figure 2: Qualitative comparison between different approaches. The figures give, as a function of MG/OPT level \( k \) (or the equivalent) and PDE discretization level \( \ell \), an indication of the number of samples taken. A number 1 indicates that only very few (e.g., \( 10^1 \)) samples are taken. A number 4 indicates that many (e.g., \( 10^4 \)) samples are taken.

later, an optimization step on the fine MG/OPT level must happen. This entails taking many samples on the fine (and only) discretization level, shown as the ‘4’ in the upper right corner of Figure 2c. This is a problem that occurs also for the next method, represented in Figure 2d.

Figure 2d shows the qualitative structure of a set of methods in which the number of realizations to estimate all statistical quantities is fixed first, essentially yielding a deterministic problem. Some multigrid method is then used on the resulting system of equations, containing all sampled realizations. Some methods use multigrid on the optimality conditions directly [35, 4]. Other methods might perform MG/OPT on the resulting deterministic optimization problem [4]. The label for the horizontal axis in Figure 2d may not be accurate for all methods; the label ‘Multigrid level \( k \)’ might be better suited for some. These methods are often the first choice of people with a background in multigrid. Dealing with the uncertainties at the start leads to methods that essentially use the same number of samples on all discretization levels. In light of the discussions in §4.2, this might be suboptimal. However, these methods can work well if the uncertainties are small, or low-dimensional, since then this fixed number of realizations might be small. We also note that, if the equations for all samples are solved simultaneously, as is the case in, e.g., [35], the memory requirement scales linearly with the number of samples. These methods do not really exploit structure in the stochastic space, but do exploit the PDE structure over the physical domain. The use of multigrid for dealing with PDEs is well established, and the speed at which the optimization problem itself is solved can thus be expected to be much improved.

Finally, we have the method described in this paper represented by Figure 2b. The method attempts to combine the positive aspects of the previous methods. The structure in the stochastic domain is exploited by the use of MLMC, and the reduction of the number of samples on coarser MG/OPT levels. The structure inherent in the physical domains of the PDE is exploited by considering coarser discretization levels for coarser MG/OPT levels. It avoids the ‘4’ in the upper right corner; at no point are many samples taken at the fine discretization level.
7 Robust optimization

Let \( \tau \) denote the tolerance on the gradient norm. A practical algorithm to solve the optimization problem, with details on how to choose the gradient RMSE tolerance and a rudimentary stopping condition, is presented in Algorithm 2. The superscripts can be removed without changing the algorithm’s functionality. Their only purpose is to allow a clearer description in what follows.

Algorithm 2 consists of a number (at most \( i_{\text{max}} \)) of MG/OPT V-cycles, which are described in Algorithm 1 in §5. At the start of each V-cycle, the sample sets, denoted earlier in §5 by \( \Omega_k, \epsilon \), are to be determined. During a V-cycle, the sample sets remain constant. A RMSE tolerance \( \epsilon = \epsilon^{(i)} \) is used to determine \( \hat{n} \) using (13). A random seed is chosen, which, together with \( \hat{n} \), then fully determines the sample sets \( \Omega_k, \epsilon \). Recall that (13) only ensures that the stochastic error is small enough. However, the RMSE (4.1) also contains a bias term. For now, we don’t worry about this, and assume that \( K \) is such that the bias is small enough; see also Assumption 6 below.

The algorithm needs to be able to estimate how well the V-cycle did, i.e., how effective it was in reducing the gradient norm. In Algorithm 2, the call to MG/OPT V-cycle at Line 3 therefore returns some additional information that was, for simplicity reasons, not mentioned in Algorithm 1. The outputs \( \|g_0\| \) and \( \|g^{(i)}\| \) provide the norm of the gradient at, respectively, the start and the end of the V-cycle, evaluated at the finest MG/OPT level using the sample sets employed in that V-cycle.\(^2\) The observed convergence rate of the V-cycle is then \( \|g^{(i)}\|/\|g_0^{(i)}\| \). In Line 9, we let \( \eta^{(i)} \) be this rate, unless it is worse than \( 1/2 \), in which case we let \( \eta^{(i)} = 1/2 \). The purpose of \( \eta^{(i)} \) is to serve as an indication of the convergence rate of V-cycle \( i+1 \). We ensure \( \eta^{(i)} \leq 1/2 \) to not be too pessimistic about the next V-cycle, even if the current V-cycle \( i \) performed poorly.

For optimization, a gradient is useful only if its accuracy is at least proportional to its norm. A smaller gradient is more easily distorted by a given amount of noise than a large gradient. Furthermore, the set of samples should be large enough such that the optimizer based on those samples would still work well for new random samples. Therefore, Algorithm 2 attempts to have the RMSE satisfy

\[
\epsilon^{(i)} \leq r\|g^{(i)}\|, \tag{27}
\]

where the constant \( r \) determines how large the relative RMSE \( \epsilon^{(i)}/\|g^{(i)}\| \) is allowed to be. In the experiments at the end, we set \( r = 1/2 \). At the same time, \( \epsilon^{(i)} \) cannot be too small, since then an unnecessarily large number of samples will be taken; see (13). These ideas are behind Line 10, where the RMSE \( \epsilon^{(i+1)} \) for V-cycle \( i+1 \) is determined. If (27) holds, \( \|g^{(i)}\| \) can be expected to be a good indication for the actual gradient norm, i.e., the gradient norm as it

\(^2\)The first and last smoother call in the V-cycle may be able to return these gradients for free. Depending on the smoother, the final gradient might not be cheaply available. In that case, one may return the norm of the last available gradient instead, or produce an estimation in some other cheap way.
would be if the full stochastic space $\Omega$ were considered [38]. Assuming $\eta^{(i)}$ is a good indicator for the performance of V-cycle $i + 1$, we can expect $\|g^{(i+1)}\| \approx \eta\|g^{(i)}\|$, and thus we need $\epsilon^{(i+1)} \leq r\|g^{(i+1)}\| \approx r\eta\|g^{(i)}\|$. Having $\eta^{(i)} \leq 1/2$ (see Line 9), ensures that $\epsilon^{(i+1)}$ is sufficiently small to allow for some meaningful progress in the next V-cycle, even if the previous V-cycle performed poorly. Finally, since we are not interested in a gradient norm even smaller than the tolerance $\tau$, $r\tau$ is a lower bound on our gradient’s RMSE requirement. This gradual decrease of $\epsilon$, in tandem with the decrease of $\|g^{(i)}\|$, ensures that

$$\epsilon^{(i)} \simeq \|g^{(i)}\|.$$ 

(28)

**Remark.** For the first V-cycle, no estimation of the gradient norm may be available. A reasonably large value of $\epsilon^{(1)}$ should then be provided by the user. A large value of $\epsilon^{(1)}$ has almost no effect on the total optimization time; it results in a few additional very cheap iterations.

We now turn to the rudimentary stopping criterion specified in Lines 5–8. First $\|g^{(i)}\|$ is checked for convergence in Line 4. This corresponds to checking the gradient of the iterate $v^{(i)}_K$ evaluated using the same sample sets it was obtained with in the preceding V-cycle in Line 3. This test is essentially free, as $\|g^{(i)}\|$ was already obtained. However, the most relevant performance metric is how well an iterate performs when checked against new samples. This is the purpose of Line 5. Setting RMSE $\epsilon = r\tau$, we determine new values for $\bar{n}$ using (13), and we choose new sample sets. With those sample sets, a single gradient $\nabla J_K(v^{(i)}_K)$ is calculated in the tentative solution $v^{(i)}_K$. This test is expensive as it costs a gradient calculation. The purpose of first executing Line 4 is of course to make sure that the expensive test of Line 5 is only attempted for iterates that actually have a chance at succeeding.

### 7.1 Cost

We discuss the cost as a function of the requested gradient tolerance $\tau$ under the assumptions that follow.

**Assumption 4.** The norm of the gradient converges at least linearly, i.e., $\|g^{(i)}\| \lesssim \mu^i$ for some $\mu \in (0, 1)$

This does not follow trivially from the linear convergence of, e.g., the smoothers or the full MG/OPT V-cycle, since the sample sets change from V-cycle to V-cycle. During each V-cycle a slightly different problem is thus considered. Theoretical convergence results exist for certain optimization algorithms that are fed imprecise gradient information. However, since we have not made any detailed assumptions regarding the underlying optimization scheme, this is included as an assumption in this paper.

**Assumption 5.** A single triple $\rho, \phi, \kappa$ exists such that the assumptions in Theorem 1 hold uniformly, i.e., for the same constants implicit in $\lesssim$ in a neighborhood of the optimal point.

This can be considered a smoothness assumption. The assumption follows if the implicit constants do not diverge in a neighborhood of the optimal point. Each worst case constant can then be taken. For $\phi$ in particular, the sequence (as a function of iteration $i$) of variances $V_{\ell}$ can be assumed to tend towards the variances $V_{\ell}$ at the optimal point for any $\ell$. This is observed in experiments in [38]. From Assumption 5, it follows that a single constant implicit in $\lesssim$ in expression (14) for the cost in Theorem 1 exists for all gradient calculations in a neighborhood of the optimal point.

The finest MG/OPT level $K$ is fixed when Algorithm 2 starts. We must assume that it is chosen such that the bias (11) is small enough throughout the algorithm. This means that $K = L$ must depend on $\tau$ in such a way that the following assumption is satisfied:
Assumption 6. The finest MG/OPT level $K$, equal to the finest MLMC level $L$, is chosen such that $\tau^2 \lesssim \|E[I_LQ_L - Q]\|^2 \leq r(1-\theta)\tau^2$ in a neighborhood of the optimizer $u$, where $\theta$ is the parameter described in §4.1.

Following from the second remark under Theorem 1, this assumption ensures that Theorem 1 holds for the gradient calculations where the RMSE tolerance $\epsilon^{(i)} = r\tau$, i.e., for the gradient calculations in the final V-cycle(s). At this point we have not discussed how $K$ must be determined in practice. Some possibilities of making the algorithm choose $K$ adaptively are discussed at the end of this section.

Theorem 5 (Optimization cost). Let Assumptions 4, 5, and 6 hold and let $\epsilon^{(i)}$ be independent of $\tau$. The cost $C_{\text{opt}}(\tau)$ for Algorithm 2 to reach a gradient $\|g^{(k)}\| \leq \tau$ is then

$$C_{\text{opt}}(\tau) \lesssim \begin{cases} \tau^{-2} & \text{if } \phi > \kappa, \\ \tau^{-2}(\log \tau)^2 & \text{if } \phi = \kappa, \\ \tau^{-2}(\kappa-\phi)/\rho & \text{if } \phi < \kappa, \end{cases}$$

where $\mu$ is proportional to the cost of a single MLMC gradient evaluation with RMSE tolerance $\tau$.

Proof. The total cost is

$$C_{\text{opt}}(\tau) = \sum_{i=0}^{I} C_V^{(i)}$$

with $C_V^{(i)}$ the cost of V-cycle $i$, which is proportional to the cost $C_{g,K}^{(i)}$ of a gradient evaluation at level $K$; see (23) and (24). The cost $C_{g,K}^{(i)}$ of the gradient evaluations in the final V-cycle(s) is, due to Assumptions 5 and 6, given by Theorem 1. Line 10 ensures $r\tau < \epsilon^{(i)}$, leading to

$$C_{g,K}^{(i)} \lesssim \begin{cases} \tau^{-2} & \text{if } \phi > \kappa, \\ \tau^{-2}(\log \tau)^2 & \text{if } \phi = \kappa, \\ \tau^{-2}(\kappa-\phi)/\rho & \text{if } \phi < \kappa. \end{cases}$$

From (13) and §4.2, the cost of the other gradient evaluations depends on the RMSE $\epsilon^{(i)}$ as $C_{g,K}^{(i)} \simeq (\epsilon^{(i)}/\kappa)^{-2} C_{g,K}^{(i)}$ and thus from (28), as $C_{g,K}^{(i)} \simeq (\|g^{(i)}\|/\|g^{(l)}\|)^{-2} C_{g,K}^{(i)}$. Finally, using Assumption 4, one obtains

$$C_{\text{opt}}(\tau) = \sum_{i=0}^{I} C_V^{(i)} \simeq \sum_{i=0}^{I} C_{g,K}^{(i)} \simeq \sum_{i=0}^{I} \left( \|g^{(i)}\|/\|g^{(l)}\| \right)^{-2} C_{g,K}^{(i)} \simeq \sum_{i=0}^{I} \mu^{2I-2I} C_{g,K}^{(i)} \simeq C_{g,K}^{(i)}$$

since $\mu \in (0,1)$.

7.2 Full multigrid and adaptive choice of $K$

The full multigrid (FMG) or nested iteration scheme consists of a succession of V-cycles, where the first V-cycle considers only the coarsest level and each subsequent V-cycle considers an additional finer level. Instead of the interpolation method used within the V-cycle itself, a higher order interpolation may be performed to map the result of the previous V-cycle to the finer level [9]. The early V-cycles are much cheaper and serve to provide a good initial value for the next V-cycle. In Algorithm 2, early V-cycles are already cheaper since the requested tolerance on the gradient $\epsilon$ becomes stricter as the optimization progresses. Algorithm 2 can in fact be considered to contain some FMG properties already. Since the cost of the last few V-cycles is comparable to the cost of all previous V-cycles (see §7.1), the computational time is not expected to improve significantly by using FMG in this setting.

One advantage of an FMG-like implementation is the possibility of choosing $K$ adaptively. One could start with a small value for $K$. During each V-cycle, the bias is estimated. This can easily be done based on the differences calculated in the MLMC method [11, 38]. If the bias is not small enough, i.e., if $\|E[I_KQ_K - Q]\|^2 \leq r(1-\theta)\tau^2$ does not hold, $K$ is incremented in the next V-cycle. Such an adaptive FMG-like scheme allows Assumption 6 to be satisfied automatically.
8 Numerical results

The proposed strategy is tested on three model problems. The first model problem consists of the Laplace equation where the right hand side (the source term) can be controlled at any point in the domain. This is the ubiquitous model problem analyzed in many papers, e.g., [1, 10, 14, 18, 30, 29, 35, 38]. In the second problem, the flux at the boundary of the Laplace PDE is to be controlled by the Dirichlet condition at that boundary. This model problem is more challenging for an optimization algorithm that uses only finest level information [26]. The last problem consists of the viscous Burgers’ PDE, where the state at some specified end time is to be controlled by the starting condition. Burgers’ equation is often investigated as a first test problem for algorithms in fluid dynamics, and is relevant in assessing the performance for more realistic problems. Similar problems were investigated in this context in [21, 20]. In all three cases, the uncertainty can be found in the diffusion coefficients, whose nature is discussed shortly.

We compare these with the method presented in [38] that utilizes just a single optimization level on which MLMC obtains the gradient, as illustrated in Figure 2a. One can summarize the algorithm as follows. It executes the NCG method until the gradient becomes smaller than the RMSE it is calculated with, i.e., until (27) no longer holds. New samples are then taken with a RMSE multiplied by 0.25. The details are more or less as presented in [38], with some slight differences to make the comparison as fair as possible; e.g., the definition of the RMSE is pointwise in [38], but is done using an $L^2$-norm in this paper; see §4.1. Both the equivalent number of fine grid gradient evaluations and the wall-clock time are compared. Each experiment starts with a guess of zero for the control.

The comparison with the algorithm classes represented by Figures 2c and 2d is not performed, since, for the high-dimensional uncertainties considered here, using a MC method would result in a large number of samples on the finest level. The methods in those classes usually use a more sophisticated quadrature technique, different from MC. This makes them likely better suited for problems with a smaller stochastic dimension, in which case the ‘4’ in Figures 2c and 2d denotes a reasonably small number of solves. For low-dimensional uncertainties, well implemented methods of those types have a good chance to outperform the MC based method described in this paper.

All calculations and timings are performed in Julia 1.3.1 and executed on an Intel Core™ i5-4690K CPU @ 3.50 GHz. The software that allows the reproduction of these results can be made available on request.

8.1 Stochastic field

The uncertainties manifest themselves as stochastic fields $k$, which are taken here to be lognormal, i.e., $k(x, \omega) \triangleq \exp(z(x, \omega))$, with $z$ a Gaussian field. As in [11, 17], e.g., we assume $E[z(x, \omega)] = 0$ and an exponential covariance

$$\begin{align*}
C(x, x') &= \text{Cov} [z(x, \omega), z(x', \omega)] = \sigma^2 \exp \left( - \frac{\|x - x'\|}{\lambda} \right) \tag{32}
\end{align*}$$

with $\sigma^2$ the variance of the field, $\lambda$ the correlation length, and $\|\|$ the 2-norm in $\mathbb{R}^d$. A typical realization of $k$ can be found in Figure 3a.

One way to generate samples of $z$ is to use the Karhunen-Loève (KL) expansion [27, 19]

$$z(x, \omega) = E[z(x, \omega)] + \sum_{n=1}^{\infty} \sqrt{\theta_n} \xi_n(\omega)f_n(x). \tag{33}$$

The KL expansion is the unique expansion of the above form that minimizes the total MSE if the expansion is truncated to a finite number of terms [15]. This sampling method is used in, e.g., [7, 8, 10, 11, 17]. The KL expansion represents the field at all points in the domain $D$, but one must be aware of the truncation error.
Alternatively, one can generate exact realizations of the field in a finite set of $m$ discretization points $x_1, \ldots, x_m$ by considering the resulting covariance matrix $\Sigma = (C(x_i, x_j))_{i,j=1}^m$ and a factorization of the form $\Sigma = LL^T$, such as the Cholesky factorization. Clearly, samples $z = L\xi$ with $\xi$ a vector of independent standard normal random variables, then have the desired covariance:

$$E[zz^T] = E[LL^T] = L E[\xi\xi^T] L^T = LL^T = \Sigma.$$ 

One may have observed that the covariance (32) of the stochastic field is homogeneous, meaning that it is a function of $x - x'$ only. In this case, the circulant embedding method [13, 17] can be used to very efficiently sample the stochastic field in a regular rectangular grid of points in $\mathbb{R}^2$. $\Sigma$ is then block-Toeplitz with Toeplitz blocks and can be embedded in a block-circulant matrix with circulant blocks (hence the name of the method), which can be factorized using a multidimensional FFT. Generation of $L\xi$ can then be performed in $O(m \log m)$ operations. For $d > 2$, this generalizes as one would expect. This last method is used to sample the stochastic fields in this paper.

![Figure 3: Samples of the stochastic fields used in each of the model problems, calculated using the circulant embedding method. Problem 1: A realization of the lognormal field specified by (32) with $\lambda = 0.3$ and $\sigma^2 = 0.1$. Problem 2: Another realization of the same random field, but for $x_2 \in [0, 1/4]$, the field is set to 1. Problem 3: A realization of the 1-dimensional lognormal field specified by (32) with $\lambda = 0.3$ and $\sigma^2 = 0.1$, multiplied by a scaling factor of $1e-3$.](image1)

### 8.2 Problem 1: Laplace equation

Consider the Laplace equation on $D = (0, 1)^2 \subset \mathbb{R}^2$ with boundary $\partial D$. The state $y$ can be interpreted as a temperature distribution on $D$. A heat source (or sink) on $D$ constitutes the control $u$. Problem 1 then consists of the robust optimization problem (1),

$$\min_{u \in U, y \in Y} J(y,u) = \frac{1}{2} E[\|y - z\|^2] + \frac{\alpha}{2} \|u\|^2 \quad \text{s.t.} \quad c(y,u) = 0,$$

where the constraint $c$ is given by

$$-\nabla \cdot (k(x,\omega)\nabla y(x,\omega)) = u(x) \quad \text{on } D,$$

$$y(x,\omega) = 0 \quad \text{on } \partial D. \quad (34)$$

Here $u \in U = L^2(D)$ and $y \in Y = H^1_0(D) \otimes L^2(\Omega)$. The cost is quadratic and the constraint $c$ is linear, and therefore the problem is quadratic and convex, guaranteeing a unique solution. We take $\alpha = 1e-6$ and define the target function as

$$z(x) = \begin{cases} 1 & \text{if } x \in [1/4, 3/4] \times [1/4, 3/4], \\ 0 & \text{otherwise.} \end{cases}$$

Some padding is sometimes necessary to ensure positive definiteness; for details, see, e.g. [13, 17].
The uncertainty exists in the heat conduction coefficient, which is modeled as the lognormal stochastic field $k : D \times \Omega \rightarrow \mathbb{R} ; (x, \omega) \mapsto k(x, \omega)$, defined, as explained previously, by (32) with $\lambda = 0.3$ and $\sigma^2 = 0.1$. A sample of $k$ is shown in Figure 3a.

8.2.1 Optimality conditions
Substituting the terms related to the constraint in (3) or (5) leads to the optimality conditions

$$
\begin{aligned}
-\nabla \cdot (k \nabla y) &= u & \text{on } D, \\
-\nabla \cdot (k \nabla p) &= y - z & \text{on } D, \\
\nabla \hat{J}(u) &= \alpha u + \mathbb{E}[p] = 0 & \text{on } D
\end{aligned}
$$

(35)

with $y = p = 0$ on $\partial D$.

8.2.2 Discretization and optimization details
The PDE is discretized using a finite difference method of second order, which, on these regular discretization grids, can also be interpreted as a finite element method. For all three model problems, the discretization of the optimality conditions is such that it corresponds to the optimality conditions of the discretized problem. For the implementation of the level mapping operator $I_{\ell_2}^{\ell_1}$, we use linear interpolation and full weighted coarsening, i.e., interpolation and coarsening defined by the stencils

$$
\begin{pmatrix}
\frac{1}{16} & 1 & 2 & 1 \\
2 & 4 & 2 \\
1 & 2 & 1
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
\frac{1}{4} & 1 & 2 & 1 \\
1 & 2 & 1 \\
1 & 2 & 1
\end{pmatrix}
$$

respectively. The inner products and norms are of course such that (6) holds. The problem is quadratic; the smoother is the NCG smoother as described in §5.5. We take $K = L = 4$ with a coarsest level of $17 \times 17$ and a finest level of $257 \times 257$.

8.2.3 Results
Just 2 MG/OPT V-cycles were required to reach a gradient norm of $5e^{-5}$. For the $i$-th V-cycle, Table 1 below shows the requested RMSE $\epsilon(i)$, the number of samples $\bar{n}$ used for the finest optimization problem, the cost and gradient norm before ($J_0^{(i)}$ and $\|g_0^{(i)}\|$) and after ($J^{(i)}$ and $\|g^{(i)}\|$), calculated using that V-cycle’s sample sets, the theoretical equivalent number of fine grid PDE solves and the measured wallclock time in seconds. Note that the starting cost and gradient in V-cycle $i + 1$ is not exactly equal to the final gradient of V-cycle $i$ since the sample sets used in their calculations are different. A calculation using new samples yields $J = 1.36e^{-2}$ and $\|\nabla J(u)\| = 4.47e^{-5}$. The total number of finest grid PDE solves is 637, the total time is 590 s.

| $i$ | $\epsilon^{(i)}$ | $n_0$ | $n_1$ | $n_2$ | $n_3$ | $n_4$ | $J_0^{(i)}$ | $J^{(i)}$ | $\|g_0^{(i)}\|$ | $\|g^{(i)}\|$ | Solves | Time [s] |
|-----|-----------------|-------|-------|-------|-------|-------|--------------|-------------|--------------|--------------|----------|---------|
| 1   | 1.00e-1         | 2106  | 440   | 92    | 20    | 4     | 1.27e-1      | 1.43e-2     | 2.09e-2    | 9.31e-5     | 132      | 211     |
| 2   | 2.50e-1         | 18609 | 998   | 209   | 41    | 6     | 1.41e-2      | 1.40e-2     | 1.48e-4    | 1.56e-5     | 505      | 379     |

Table 1: MG/OPT results for Problem 1.
after iteration $i$ has completed. After 26 iterations, a new sample test yields $J = 1.37e^{-2}$ and $\|\nabla J(u)\| = 4.82e^{-5}$. The total number of finest grid PDE solves is 2854, the total time is 1204 s.

\[
\begin{array}{ccccccccc}
 i & \epsilon^{(i)} & n_0 & n_1 & n_2 & n_3 & n_4 & J^{(i)} & \|g^{(i)}\| & \text{Solves} & \text{Time [s]} \\
 0 & 1.00e-2 & 2106 & 440 & 20 & 4 & 1.27e-1 & 2.10e-2 & 47(\times14) & 20(\times14) \\
 15 & 2.50e-5 & 20376 & 1160 & 237 & 47 & 13 & 1.42e-2 & 2.40e-4 & 183(\times12) & 77(\times12) \\
\end{array}
\]

Table 2: Results for Problem 1 using finest level optimization only.

Plots of the results can be found in Figure 4. First, we can observe that the control input $u$ generated using only finest level optimization looks smoother. Yet, it does not seem to yield a lower cost function. Furthermore, the residual gradient contains mostly low frequency components, while the MG/OPT gradient contains high frequencies also. This is what is expected in a multigrid-like method such as MG/OPT [9]. The smoother, as its name suggests, removes mostly high frequency components from the gradient, while it has more trouble removing low frequency components. The gradients in Figure 4 suggest that the MG/OPT method is more successful at removing components across a wide frequency spectrum. These two observations can also be made for the other two test problems.

8.3 Problem 2: Dirichlet to Neumann map

The constraint consists again of the diffusion PDE, but the control now acts on a part $\Gamma = (0, 1) \times \{0\}$ of the boundary $\partial\Omega$.

\[
\begin{aligned}
-\nabla \cdot (k(x, \omega) \nabla y(x, \omega)) &= 0 & \text{on } D, \\
y(x, \omega) &= u(x) & \text{on } \Gamma, \\
y(x, \omega) &= 0 & \text{on } \partial\Omega \setminus \Gamma.
\end{aligned}
\]

The goal is to bring the flux at $\Gamma$ as close as possible to some target flux $\phi_\Gamma \in L^2(\Gamma)$ on $\Gamma$. To that end, we optimize

\[
J(y, u) = \frac{1}{2} \mathbb{E} \left[ \int_{\Gamma} (k \frac{\partial y}{\partial n} - \phi_\Gamma)^2 \, dx \right] + \frac{\alpha}{2} \int_{\Gamma} u^2 \, dx.
\]

Figure 4: Optimization results for Problem 1. The leftmost figures show the solution $u$ and its gradient $\nabla J(u)$ obtained using MG/OPT. The figures in the middle are obtained using finest level NCG only. The rightmost figures show $E[y]$ and $V[y]$ at the optimal point. They look identical for both optimization methods. All figures are shown on the finest grid of 257 $\times$ 257.
This problem is also quadratic and convex. We take $\alpha = 1e^{-6}$ and define the target as $\phi_T(x) = \sin(\pi x)$. The uncertainty exists again in $k$ and is of the same nature as in Problem 1, except in the region $[0, 1] \times [0, 1/4]$ that touches the boundary $\Gamma$. A sample of $k$ is shown in Figure 3b. Having a deterministic zone close to the control ensures that the assumption on the variance in Theorem 1 holds. The smaller the deterministic zone is, the longer it takes before the asymptotic decay of the variance with level begins. In practice, one must then take a finer coarsest level.

We consider controls $u \in U = L^2(\Gamma)$, because it is a convenient setting for numerical optimization. However, only the controls in $H^{1/2}(\Gamma) \subset L^2(\Gamma)$ produce state realizations in $H^1(D)$. Therefore, we take the larger state space $Y = L^2(D) \otimes L^2(\Omega)$. The solution of (36) for a given boundary in $L^2(\Gamma) \setminus H^{1/2}(\Gamma)$ could then be understood as the solution to the so-called very weak form of the PDE (36) [31]. Some alternative formulations and corresponding function space settings for this type of problem are discussed in [23].

8.3.1 Optimality conditions

Evaluating (3) for this specific problem leads to the optimality conditions

$$
\begin{align*}
-\nabla \cdot (k \nabla y) &= 0 \text{ on } D, \\
-\nabla \cdot (k \nabla p) &= 0 \text{ on } D, \\
\nabla \hat{J}(u) &= \alpha u + k \frac{\partial p}{\partial n} = 0 \text{ on } \Gamma
\end{align*}
$$

(38)

with $p = 0$ on $\partial D \setminus \Gamma$ and $p = k \frac{\partial y}{\partial n} - \phi_T$ on $\Gamma$ and $y = 0$ on $\partial D$.

8.3.2 Discretization and optimization details

The discretization method is the same as in Problem 1. As in all three problems, the discretization of the optimality conditions is such that it corresponds to the optimality conditions of the discretized problem. Even though we adopt the setting $U = L^2(\Gamma)$ and $Y = L^2(D) \otimes L^2(\Omega)$, the intermediate controls and states that arise during the optimization process and those constituting the final solution have additional regularity. One reason is the first term in (37), which drives the control $u$ in a direction that constrains some of the partial derivatives of the state. While the intermediate controls and states are not shown, one can observe that the final solution is indeed smooth in Figure 5. The discretization should therefore not run into problems here.

We still use linear interpolation and full weighted coarsening. Since the space $L^2(\Gamma)$ in which $u$ resides now contains functions defined on the 1-dimensional $\Gamma$ instead of on $D$, the corresponding stencils are

$$
\frac{1}{4} \begin{bmatrix} 1 & 2 & 1 \\ 1 & 2 & 1 \end{bmatrix}
$$

Again it is important that the inner products and norms satisfy (6). The problem is quadratic and the smoother is the same as in Problem 1. We take $K = L = 5$ with a coarsest level of $9 \times 9$ and a finest level of $257 \times 257$.

8.3.3 Results

The solution is shown in Figure 5. Algorithm 1 requires 6 V-cycles to obtain a target gradient norm of $1e^{-3}$, see Table 3. The repeating numbers of samples correspond to the numbers of warmup samples used to estimate the variance. A calculation using new samples yields $J = 2.77e^{-4}$ and $\|\nabla J(u)\| = 8.35e^{-4}$. The total number of finest grid PDE solves is 1626, the total time is 1661 s.

Using the finest optimization level, the target gradient norm of $1e^{-3}$ is not reached after 200 iterations. A new sample test yields $J = 2.79e^{-4}$ and $\|\nabla J(u)\| = 2.16e^{-3}$. The total equivalent number of fine grid solves came to 22422, the total time to 10764 s. As before, the NCG steps in which new sample sets were generated are detailed in Table 4 below.
We consider the setting  

We take a constant convection coefficient $s$.

The PDE is solved using the MacCormack time stepping scheme [28], which is second order accurate in both space and time. Let $\bar{y} = [y_0, \ldots, y_m] \in \mathbb{R}^m$ be the discretization with $m + 1$

### 8.4 Problem 3: Burgers’ equation

The constraint consists of the viscous Burgers’ equation with a 1-dimensional spatial domain $D = (0, 1)$. The initial value serves as the control variable.

\[
\frac{\partial y}{\partial t} = s \frac{\partial y^2}{2 \partial x} + \frac{\partial}{\partial x} \left( k \frac{\partial y}{\partial x} \right) \quad \text{on } D \times (0, T) \triangleq D, \\
y(0, x) = 0 \quad \text{on } [0, 1] \times (0, T), \\
y(., 0) = u \quad \text{on } D. 
\]

We consider the setting $u \in L^2(D)$ and $y \in L^2(D) \otimes L^2(\Omega)$. The cost functional is

\[
J(y, u) = \frac{1}{2} \mathbb{E} \left[ \int_D ((y(x, T) - z(x))^2 \right] \mathbb{E} \left[ \frac{1}{2} \int_D u^2 \right], 
\]

with $z$ the target value at the final time $T = 1$, which we define as

\[
z(x) = \begin{cases} 
\frac{1}{2}(1 - \cos(5\pi x)) & \text{if } x \in [2/5, 4/5], \\
0 & \text{otherwise.}
\end{cases}
\]

We take a constant convection coefficient $s = -1$. The diffusion coefficient $k$ is stochastic in space and constant in time. At any time instance, $k$ is a 1-dimensional lognormal field determined by the covariance (32) with $\Lambda = 0.3$ and $\sigma^2 = 0.1$, multiplied by a scaling factor of 1e–3. The diffusion coefficient is chosen small enough such that it does not completely dominate the behavior of the PDE. A sample of $k$ can be found in Figure 3c.

#### 8.4.1 Optimality conditions

Evaluating (3) for this specific problem leads to the optimality conditions

\[
\left\{ \begin{array}{l}
\frac{\partial y}{\partial t} - s \frac{\partial y^2}{2 \partial x} - \frac{\partial}{\partial x} \left( k \frac{\partial y}{\partial x} \right) = 0 \quad \text{on } D, \\
-\frac{\partial y}{\partial t} - s \frac{\partial y}{\partial x} + \frac{\partial}{\partial x} \left( k \frac{\partial y}{\partial x} \right) = 0 \quad \text{on } D, \\
\nabla J(u) = \alpha u + \mathbb{E}[p(., 0)] = 0 \quad \text{on } (0, L)
\end{array} \right.
\]

with $y(0) = u$ and $p(., T) = z - y(., T)$ on $D$, and $p = y = 0$ on $[0, 1] \times (0, T)$.

#### 8.4.2 Discretization and optimization details

The PDE is solved using the MacCormack time stepping scheme [28], which is second order accurate in both space and time. Let $\bar{y} = [y_0, \ldots, y_m] \in \mathbb{R}^m$ be the discretization with $m + 1$
Since the problem is nonlinear, and since the stability condition (42) must remain guaranteed, the size of \( y \) does not grow much in time (see Figure 6), one can expect that a successful check of (42) for the starting value of \( y \), i.e., for the control \( u \), implies the satisfaction of (42) for all time steps.

Since the size of \( y \) does not grow much in time (see Figure 6), one can expect that a successful check of (42) for the starting value of \( y \), i.e., for the control \( u \), implies the satisfaction of (42) for all time steps.

Figure 5: Optimization results for Problem 2. The leftmost figures show the solution \( u \) and its gradient \( \nabla J(u) \) obtained using MG/OPT. The figures in the middle show the result obtained using finest level NCG only. The rightmost figures show the expected value and variance of the state \( y \) at the optimal point. They look identical for both optimization methods. The figures are shown for the finest grid of 257 × 257.

Since the problem is nonlinear, and since the stability condition (42) must remain guaranteed, the size of \( y \) does not grow much in time (see Figure 6), one can expect that a successful check of (42) for the starting value of \( y \), i.e., for the control \( u \), implies the satisfaction of (42) for all time steps.
8.4.3 Results

The solution is shown in Figure 6. To reach a gradient norm of $1 \times 10^{-4}$, Algorithm 1 required 3 iterations that are detailed in Table 5 below. A new sample calculation shows $J = 4.10 \times 10^{-4}$ and $\|\nabla J(u)\| = 7.56 \times 10^{-5}$. The total number of fine grid solves was 5252, the total time was 5800 s.

| $i$  | $\ell^{(i)}$ | $n_0$ | $n_1$ | $n_2$ | $n_3$ | $n_4$ | $J^{(i)}$ | $\|g^{(i)}\|$ | Solves | Time [s] |
|------|-------------|------|------|------|------|------|----------|-----------|--------|----------|
| 1    | 1.00e−1     | 96   | 32   | 16   | 8    | 4    | 4.69e−3  | 6.65e−2  | 8.33e−4 | 190     | 225      |
| 2    | 5.00e−5     | 5479 | 532  | 188  | 77   | 18   | 4.47e−4  | 8.51e−4  | 1.06e−4 | 3365    | 3717     |
| 3    | 5.00e−5     | 3472 | 209  | 56   | 19   | 4    | 4.11e−4  | 4.10e−4  | 1.05e−4 | 1697    | 1858     |

Table 5: MG/OPT results for problem 3.

Table 6 shows the results obtained by using finest level NCG. After the 77 iteration steps, an evaluation using new samples yields $J = 4.10 \times 10^{-4}$ and $\|\nabla J(u)\| = 8.46 \times 10^{-5}$. An equivalent of 34993 fine grid solves were required, and the total time cost was 41669 s.

| $i$  | $\ell^{(i)}$ | $n_0$ | $n_1$ | $n_2$ | $n_3$ | $n_4$ | $J^{(i)}$ | $\|g^{(i)}\|$ | solves    | time [s] |
|------|-------------|------|------|------|------|------|----------|-----------|----------|----------|
| 0    | 1.97e−3     | 64   | 32   | 16   | 8    | 4    | 4.69e−3  | 6.73e−2  | 56(×21)  | 95(×21)  |
| 22   | 5.75e−4     | 3096 | 229  | 64   | 22   | 8    | 4.42e−4  | 5.71e−4  | 578(×44) | 673(×44) |
| 65   | 5.00e−5     | 3281 | 242  | 84   | 34   | 10   | 4.11e−4  | 8.25e−5  | 645(×13) | 774(×13) |

Table 6: Results for Problem 3 using finest level optimization only.

Figure 6: Optimization results for Problem 3. The leftmost figures show the solution $u$ and its gradient $\nabla J(u)$ obtained using MG/OPT. The figures in the middle show the result obtained using finest level NCG only. While the initial state looks different, they very quickly become indistinguishable when marching toward the final state. The expected value and variance of the state $y$ shown in the rightmost figures pertain to the solution obtained using MG/OPT. The figures are shown for the finest grid of $513 \times 10001$.

9 Conclusions

A method was presented that uses the MLMC estimator for the calculation of gradients in the MG/OPT framework. Including optimization steps on the coarser levels can drastically reduce the number of iteration steps needed for a variety of problems. A theorem detailing the expected theoretical convergence was given and proven. Reaching a specified gradient
tolerance is expected to be proportional in cost to estimating a gradient with that tolerance as the requested RMSE.

The results in this paper also show the importance of integrating the uncertainty in the optimization problem itself. The details of the estimation of statistical quantities should not remain constant, but vary as the optimization progresses. Only when an accurate estimation is required, should it be calculated. This is impossible if one deals with the uncertainties and the optimization separately. In our method this principle manifests itself in the use of fewer samples on coarser MG/OPT levels, and near the start of the optimization.

We showed that the ideas in this paper can be viable for several different problems, some benefiting more than others. The various PDE constraints and cost functions do not formally require any adaptations to the proposed strategy. Generally speaking, though, two requirements need to be fulfilled for the strategy to work. First, for the MLMC estimation to work, the discretization levels should be defined in a way that ensures that realizations for the same stochastic parameters on two consecutive discretization levels remain highly correlated. While the MLMC estimation of the gradient was already investigated in [38] for the Laplace equation, the results in this paper show that MLMC can also work for other constraints, such as for the time dependent Burgers’ equation. Second, it is required that MG/OPT performs well for a deterministic version of the problem. If it does not, one cannot hope for it to work in the more general stochastic case.

While not explicitly investigated here, MG/OPT, and, therefore, the strategy in this paper, can also deal with inequality constraints. The interested reader is referred to, e.g., [37] for general information on numerically solving such problems, and to [26] for details particular to the MG/OPT method.

References

[1] A. A. Ali, E. Ullmann, and M. Hinze, Multilevel Monte Carlo analysis for optimal control of elliptic PDEs with random coefficients, SIAM/ASA Journal on Uncertainty Quantification, 5 (2017), pp. 466–492.
[2] L. Armijo, Minimization of functions having Lipschitz continuous first partial derivatives., Pacific J. Math., 16 (1966), pp. 1–3.
[3] A. Borzì, On the convergence of the MG/OPT method, PAMM: Proceedings in Applied Mathematics and Mechanics, 5 (2005), pp. 735–736.
[4] A. Borzì and V. Schulz, Multigrid methods for PDE optimization, SIAM Review, 51 (2009), pp. 361–395.
[5] A. Borzì and V. Schulz, Computational Optimization of Systems Governed by Partial Differential Equations, SIAM, Philadelphia, 2012.
[6] A. Borzì, V. Schulz, C. Schillings, and G. Von Winckel, On the treatment of distributed uncertainties in PDE-constrained optimization, GAMM-Mitteilungen, 33 (2010), pp. 230–246.
[7] A. Borzì and G. von Winckel, Multigrid methods and sparse-grid collocation techniques for parabolic optimal control problems with random coefficients, SIAM Journal on Scientific Computing, 31 (2009), pp. 2172–2192.
[8] A. Borzì and G. von Winckel, A POD framework to determine robust controls in PDE optimization, Computing and visualization in science, 14 (2011), pp. 91–103.
[9] W. L. Briggs, S. F. McCormick, et al., A multigrid tutorial, vol. 72, Siam, 2000.
[10] P. Chen and A. Quarteroni, Weighted reduced basis method for stochastic optimal control problems with elliptic PDE constraint, SIAM/ASA Journal on Uncertainty Quantification, 2 (2014), pp. 364–396.
[11] K. A. Cliffe, M. B. Giles, R. Scheichl, and A. L. Teckentrup, Multilevel Monte Carlo methods and applications to elliptic PDEs with random coefficients, Computing and Visualization in Science, 14 (2011), p. 3.
[12] Y.-H. Dai and Y. Yuan, A nonlinear conjugate gradient method with a strong global convergence property, SIAM Journal on optimization, 10 (1999), pp. 177–182.
[13] C. R. Dietrich and G. N. Newsam, Fast and exact simulation of stationary Gaussian processes through circulant embedding of the covariance matrix, SIAM Journal on Scientific Computing, 18 (1997), pp. 1088–1107.
[14] C. Geiersbach and W. Wollner, A stochastic gradient method with mesh refinement for PDE constrained optimization under uncertainty, SIAM Journal on Scientific Computing, 42 (2020), pp. A2750–A2772.
[15] R. G. Ghanem and P. D. Spanos, Stochastic Finite Elements: A Spectral Approach, Courier Corporation, Mineola, NY, 2003.
[16] M. B. Giles, Multilevel Monte Carlo methods, Acta Numerica, 24 (2015), pp. 259–328.

[17] I. G. Graham, F. Y. Kuo, D. Nuyens, R. Scheichl, and I. H. Sloan, Quasi-Monte Carlo methods for elliptic PDEs with random coefficients and applications, Journal of Computational Physics, 230 (2011), pp. 3668–3694.

[18] P. A. Guth, V. Kaarnioja, F. Y. Kuo, C. Schillings, and I. H. Sloan, A quasi-Monte Carlo method for an optimal control problem under uncertainty, SIAM/ASA Journal on Uncertainty Quantification, 9 (2021), pp. 354–383.

[19] K. Karhunen, Über lineare methoden in der wahrscheinlichkeitsrechung, Annales Academiae scientiarum Fennicae. Series A. 1, Mathematica-physica, 37 (1947), pp. 1–79.

[20] D. P. Kouri, A multilevel stochastic collocation algorithm for optimization of PDEs with uncertain coefficients, SIAM/ASA Journal on Uncertainty Quantification, 2 (2014), pp. 55–81.

[21] D. P. Kouri, M. Heinkeenschloss, D. Ridzal, and B. G. van Bloemen Waanders, A trust-region algorithm with adaptive stochastic collocation for PDE optimization under uncertainty, SIAM Journal on Scientific Computing, 35 (2013), pp. A1847–A1879.

[22] D. P. Kouri and T. M. Surowiec, Risk-averse PDE-constrained optimization using the conditional value-at-risk, SIAM Journal on Optimization, 26 (2016), pp. 365–396.

[23] K. Kunisch and B. Vexler, Constrained Dirichlet boundary control in $L^2$ for a class of evolution equations, SIAM journal on control and optimization, 46 (2007), pp. 1726–1753.

[24] H.-C. Lee and M. D. Gunzburger, Comparison of approaches for random PDE optimization problems based on different matching functionals, Computers & Mathematics with Applications, 73 (2017), pp. 1657–1672.

[25] R. Lewis and S. Nash, A multigrid approach to the optimization of systems governed by differential equations, in 8th Symposium on Multidisciplinary Analysis and Optimization, 2000, p. 4890.

[26] R. M. Lewis and S. G. Nash, Model problems for the multigrid optimization of systems governed by differential equations, SIAM Journal on Scientific Computing, 26 (2005), pp. 1811–1837.

[27] M. Loève, Fonctions aléatoires de second ordre, Revue Scientifique, (1946), pp. 195–206.

[28] R. W. MacCormack, The effect of viscosity in hypervelocity impact cratering, in AIAA Hypervelocity Impact Conference, Paper 69–354, 1969.

[29] M. Martin, S. Krumscheid, and F. Nobile, Analysis of stochastic gradient methods for PDE-constrained optimal control problems with uncertain parameters, tech. report, Mathicse-Report nr 04.2018, 2018.

[30] M. Martin, F. Nobile, and P. Tsilifis, A multilevel stochastic gradient method for PDE-constrained optimal control problems with uncertain parameters, arXiv preprint arXiv:1912.11900, (2019).

[31] S. May, R. Rannacher, and B. Vexler, Error analysis for a finite element approximation of elliptic Dirichlet boundary control problems, SIAM Journal on Control and Optimization, 51 (2013), pp. 2585–2611.

[32] S. G. Nash, A multigrid approach to discretized optimization problems, Optimization Methods and Software, 14 (2000), pp. 99–116.

[33] J. Nazareth, Conjugate gradient method, Wiley Interdisciplinary Reviews: Computational Statistics, 1 (2009), pp. 348–353.

[34] R. T. Rockafellar and S. Uryasev, The fundamental risk quadrangle in risk management, optimization and statistical estimation, Surveys in Operations Research and Management Science, 18 (2013), pp. 33–53.

[35] E. Rosseel and G. N. Wells, Optimal control with stochastic PDE constraints and uncertain controls, Computer Methods in Applied Mechanics and Engineering, 213 (2012), pp. 152–167.

[36] H. Tesluk, R. M. Kirby, D. Xu, and T. Preusser, Stochastic collocation for optimal control problems with stochastic PDE constraints, SIAM Journal on Control and Optimization, 50 (2012), pp. 2659–2682.

[37] M. Ulbrich, Semismooth Newton Methods for Variational Inequalities and Constrained Optimization Problems in Function Spaces, Society for Industrial and Applied Mathematics, Philadelphia, PA, 2011.

[38] A. Van Barel and S. Vandewalle, Robust optimization of PDEs with random coefficients using a multilevel Monte Carlo method, SIAM/ASA Journal on Uncertainty Quantification, 7 (2019), pp. 174–202.