Assessment of Outliers and Detection of Artifactual Network Segments Using Univariate and Multivariate Dispersion Entropy on Physiological Signals
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Abstract: Network physiology has emerged as a promising paradigm for the extraction of clinically relevant information from physiological signals by moving from univariate to multivariate analysis, allowing for the inspection of interdependencies between organ systems. However, for its successful implementation, the disruptive effects of artifactual outliers, which are a common occurrence in physiological recordings, have to be studied, quantified, and addressed. Within the scope of this study, we utilize Dispersion Entropy (DisEn) to initially quantify the capacity of outlier samples to disrupt the values of univariate and multivariate features extracted with DisEn from physiological network segments consisting of synchronised, electroencephalogram, nasal respiratory, blood pressure, and electrocardiogram signals. The DisEn algorithm is selected due to its efficient computation and good performance in the detection of changes in signals for both univariate and multivariate time-series. The extracted features are then utilised for the training and testing of a logistic regression classifier in univariate and multivariate configurations in an effort to partially automate the detection of artifactual network segments. Our results indicate that outlier samples cause significant disruption in the values of extracted features with multivariate features displaying a certain level of robustness based on the number of signals formulating the network segments from which they are extracted. Furthermore, the deployed classifiers achieve noteworthy performance, where the percentage of correct network segment classification surpasses 95% in a number of experimental setups, with the effectiveness of each configuration being affected by the signal in which outliers are located. Finally, due to the increase in the number of features extracted within the framework of network physiology and the observed impact of artifactual samples in the accuracy of their values, the implementation of algorithmic steps capable of effective feature selection is highlighted as an important area for future research.
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1. Introduction

Network physiology, as a paradigm, aims to describe the interaction across diverse organ systems in the form of physiological networks. Within this framework, each system is represented as a node of the network, and interactions across systems are projected as edges between the nodes [1,2]. This approach allows the monitoring of complex physiological interactions in the body, through the detection of topological transitions which occur within the networks when their physiological state changes. Consequently, a vital step in this process is the utilization of methods that would allow the extraction of features for the characterization and monitoring of the investigated network. In its initial implementation, network physiology was used for the study of sleep stages and was limited in the utilisation...
of features extracted by the bivariate measurement of pair-wise coupling using the Time Delay Stability (TDS) method. TDS measures the time delay with which modulation in the output dynamics of a given node are consistently followed by corresponding modulations in the output of another node after appropriate preprocessing of the analyzed physiological signals [3]. The initial implementation of this framework was further expanded by recent research through the combination of network physiology and entropy quantification algorithms. Within this scope, non-linear entropy quantification algorithms have been used extensively due to their capacity for effective measurement of irregularity in biological signals [4,5]. Both univariate and multivariate algorithms have been applied to multivariate signals with limited preprocessing for the extraction of features from each node and from connections between two or more nodes, respectively [6,7].

Entropy quantification algorithms are based on Shannon entropy, the initial extension of the concept of Entropy to information theory by Shannon [8], and on Conditional Entropy, defined as the amount of information observed in a sample at a time point \( n \), that cannot be explained based on previous samples from up to time point \( n - 1 \) [9]. Univariate and multivariate algorithms based on Shannon Entropy, such as Dispersion Entropy (DisEn) [10–12] and Permutation Entropy (PEn) [13, 14] alongside algorithms based on Conditional Entropy, such as Approximate Entropy (ApEn) [15], Sample Entropy (SampEn) [16,17], and Fuzzy Entropy (FuzzyEn) [18,19] have been implemented for the extraction of features from physiological recordings, to be used as nonlinear indexes for disease diagnosis and prognosis. However, while their utilisation within a network physiology paradigm could aid in the monitoring of physiological systems, the challenges introduced by the existence of artifactual outlier samples, which are a common occurrence in physiological recordings due to electromagnetic interference, loose equipment attachment, and user movement, have to be addressed [20–22]. When tested, the performance of the univariate ApEn, SampEn, and DisEn algorithms was significantly disrupted during the analysis of signal segments containing outlier samples [23–25].

For the purposes of this study, DisEn was selected for the extraction of univariate and multivariate features from formulated network segments. DisEn was selected due to its favorable performance characteristics, such as increased discrimination capacity and low computation time [11,12]. Since its original introduction in 2016 [10], novel variations have been proposed, such as Fluctuation-based Dispersion Entropy (FDisEn) [11], Reverse Dispersion Entropy (RDE) [26], and Reverse Fluctuation-based Dispersion Entropy (FRDE) [27]. In this study, the original DisEn is utilised due to the availability of an efficient multivariate implementation [12] and to test whether its sensitivity to artifactual outliers can be used as an advantage for the separation between high-quality versus artifactual network segments.

Addressing low data quality, arising from artifactual outliers, is a necessary step in order to ensure that algorithmic implementations based on network physiology are efficient at providing useful information when deployed in physiological monitoring applications. From an effectiveness standpoint, the performance of disease prognosis and clinical support algorithms can be severely limited when trained on noisy datasets [28,29]. Most importantly however, inaccuracy in the extracted features can lead to the already life-threatening phenomenon of “alarm fatigue” [30,31]. Alert systems currently deployed in intensive care units (ICU) are susceptible to producing excessive amounts of false positive alarms by mistaking artifactual outliers as indications that the patients are in a non-stable physiological state. The phenomenon of “alarm fatigue” is observed when clinical staff start ignoring alarms which they perceive as false, even when they are accurate, and as a result, put patients at risk [32,33]. While within the scope of network physiology, the characterization of the physiological state of individuals is not based simply on the univariate analysis of each separate physiological signal, but on the multivariate analysis of its representative network, it is important to ensure that deployed algorithms are capable of separating between viable network segments and network segments whose information
content is disrupted from artifactual outliers. This is a prerequisite step prior to extracting insights concerning the physiological state of monitored individuals.

With this study, we aim to address the challenge of artifactual outliers in the utilisation of entropy quantification algorithms within a network physiology framework. The main objectives of the presented work are:

- The quantification of the effect of artifactual outliers in the accuracy of univariate and multivariate DisEn feature values extracted from physiological network segments.
- The assessment of whether a simple logistic regression classifier could be effectively trained on distributions of features extracted from “normal” and “artifactual” network segments to differentiate between the two.

For these objectives, network segments are formulated from four synchronised physiological time-series: electroencephalogram (EEG), nasal respiratory (RESP), arterial blood pressure (BP), and electrocardiogram (ECG) signals. Artifactual outliers are simulated across all four signal morphologies with one signal being “disrupted” at a time to allow for the study of differences in the effect of outliers based on the signal containing them. Multiple experiments are conducted with varying percentages of outlier samples. The values of features extracted from network segments containing artifactual outliers are compared with the respective values of features extracted from the original network segments to quantify the disruptive capacity of outliers.

Finally, the logistic regression classifier is tested in two configurations—a univariate, and a network-based multivariate configuration. The two configurations are deployed to allow for comparisons between the two approaches and identify benefits, as well as potential challenges when moving from univariate to multivariate analysis for the classification of network segments.

2. Methods
2.1. Stages of the Study

The research presented in this manuscript is conducted in the following stages:

- Network Formulation and Feature Extraction: The available physiological signal recordings are segmented in multivariate network segments. For each normal network segment, 16 different variants of artifactual network segments are produced, one for each experimental setup of interest, as described in Section 2.6. From each segment, a total of 15 univariate and multivariate features are extracted.
- Statistical Analysis: Conducted separately in each experimental setup, statistical analysis is applied to each extracted feature at the level of: separate feature distributions, pairs of feature distributions, and individual feature values, as described in Section 2.7.
- Artifactual Network Segment Detection: A univariate and multivariate network-based logistic regression classifier is trained and tested in each experimental setup to assess the capacity of both configurations in detecting artifactual network segments when outliers are present in different physiological signals and at varying percentages of occurrence.

Figure 1 displays a flowchart where the methodological steps of the study are shown. The interconnections between steps indicate the way in which the outputs of one step are utilized as inputs by the following. The methodological steps are discussed in detail in the following sections.
Figure 1. The methodological steps of the study are presented, with the sections corresponding to each step indicated in each block within {}. The arrows between each block indicate the outputs of a step that are used as inputs by the next one.

2.2. Experimental Data and Preprocessing

For the formulation of a network based on multiple synchronised physiological recordings, the publicly available MIT-BIH Polysomnographic Database is chosen, which contains a total of 18 records of multiple physiological signals initially recorded for the evaluation of chronic obstructive sleep apnea syndrome and digitized at a sampling interval of 250 Hz [34,35]. For the purposes of this study, 11 records are selected based on the availability of complete and synchronised recordings of EEG, RESP, BP, and ECG signals. Each signal recording is segmented in non-overlapping windows of 7500 samples, resulting in a total of 1463 physiological signal segments, 133 per record. Within the framework of network physiology, the extracted segments are analyzed in sets of 1463 multivariate “network segments” consisting of four synchronised windows, one from each physiological signal, following the process described in Section 2.5. The length of the window is chosen, after consulting the respective literature [11,12] to ensure that it is long enough as to allow a sufficient amount of samples for the effective calculation of the output DisEn values, while at the same time being short enough to provide an adequate temporal resolution for effective monitoring of the system. No further preprocessing is applied to the signals prior to the application of a mapping function and the respective DisEn algorithms.

2.3. Univariate Dispersion Entropy

DisEn arises from the integration of Shannon entropy with symbolic dynamics, aiming to quantify the degree of irregularity in an input signal segment, in low computational time, while achieving increased discrimination capacity [10,11]. Prior to the application of DisEn, an optional but recommended preprocessing step is the application of a non-linear mapping function to the input time-series. The process followed by the algorithm for the analysis of either the original or the mapped input univariate time-series \( x_j (j = 1, 2, \ldots, N) \) of length \( N \) is the following:
1. **Production of a “quantised” time-series:** A number of classes (c) are distributed along the amplitude range of the time-series, and each sample is allocated to the nearest respective class based on its amplitude. This results in the production of a “quantised” time-series $u_i (j = 1, 2, \ldots, N)$.

2. **Formulation of embedded vectors:** An embedding dimension ($m$) and a time delay ($d$) are set for the creation of embedded vectors, $u_i^{m,c} = \{u_i^c, u_i^{c+d}, \ldots, u_i^{c+(m-1)d}\}$, of length $m$, for each $i = 1, 2, \ldots, N - (m - 1)d$.

3. **Mapping to dispersion patterns:** Each embedded vector $u_i^{m,c}$ is mapped to a respective dispersion pattern $\pi_{v_0 \cdots v_{m-1}}$ based on its corresponding classified samples. The number of potential unique dispersion patterns is $c^m$, as defined by the number of classes and the embedding dimension.

4. **Calculation of Dispersion Pattern Relative Frequency:** For each of the $c^m$ unique dispersion patterns, their relative frequency is calculated as follows:

$$
 p(\pi_{v_0 \cdots v_{m-1}}) = \frac{\#\{i | i \leq N - (m - 1)d, u_i^{m,c} has type \pi_{v_0 \cdots v_{m-1}}\} }{ (N - (m - 1)d) }.
$$

5. **Calculation of Univariate Dispersion Entropy:** Utilizing the obtained relative frequencies, the time-series’ output DisEn value is calculated using the following equation [10,11], based on Shannon’s definition of entropy:

$$
 DisEn(X, m, c, d) = - \sum_{\pi=1}^{c^m} p(\pi_{v_0 \cdots v_{m-1}}) \cdot \ln(p(\pi_{v_0 \cdots v_{m-1}})).
$$

Following the aforementioned steps, an input signal described by a single dispersion pattern would result in a minimum output DisEn value (i.e., 0) as opposed to one requiring the utilization of all possible dispersion patterns in equal probability, which would result in a maximum output value. An in-depth analysis concerning suggested mapping functions and optimization of parameter values is available in [11].

**2.4. Multivariate Dispersion Entropy**

Multivariate Dispersion Entropy (mvDE) allows the multivariate quantification of DisEn from multiple input time-series. Similarly to its univariate equivalent, the pre-processing of each individual time-series using a mapping function is recommended. Assuming a multivariate set of $p$-input time-series $X = \{x_{k,j}\}_{k=1,2,\ldots,p}$ of length $N$ each, the computational steps of mvDE are the following:

1. **Production of univariate “quantised” time-series:** In a process similar to its univariate variation, a number of classes (c) are distributed along the amplitude range of each time-series separately. For every time-series, their samples are allocated to their nearest respective class based on their amplitude. As a result, a quantised time-series $u_j (j = 1, 2, \ldots, N)$ is produced for each respective input time-series, resulting in a set of $p$-quantised time-series $U = \{u_{k,j}\}_{k=1,2,\ldots,p}$.

2. **Formulation of multivariate embedded vectors:** For the production of multivariate embedded vectors, an embedding dimension $m$ and a time delay $d$ are set for construction of initially univariate embedded vectors of length $m$ from each separate signal, similarly to the respective process for univariate DisEn. The univariate embedded vectors are then combined in sets of $p$-synchronised vectors, one from each input signal. The vectors within each group are then serially concatenated for the production of respective multivariate embedded vectors $Z(j)$, of length $mp$, for each $j = 1, 2, \ldots, N - (m - 1)d$.

3. **Mapping to multiple dispersion patterns:** In mvDE, each embedded vector is mapped to multiple dispersion patterns. Each subset of $m$ elements in $Z(j)$ is accessed, following all possible ($mp\choose m$) combinations. This formulates $\phi_j(q) (q = 1, \ldots, {mp\choose m})$ subvectors,
that are then mapped to their corresponding $\pi_{v_0...v_{m-1}}$ dispersion pattern. As a result, the total number of dispersion pattern instances is $(N - (m - 1)d)\left(\frac{m^c}{m}\right)$ and the number of unique dispersion patterns is $c^m$.

4. Calculation of Dispersion Pattern Relative Frequency: The relative frequency of each dispersion pattern is calculated in a manner similar to Equation (1), but with the correct adjustment for the increased number of instances:

$$p(\pi_{v_0...v_{m-1}}) = \frac{\#\{j|j \leq N - (m - 1)d, \phi_j(j) \text{ has type } \pi_{v_0...v_{m-1}}\}}{(N - (m - 1)d)\left(\frac{m^c}{m}\right)}.$$  (3)

5. Calculation of Multivariate Dispersion Entropy: The extracted relative frequencies are used for the calculation of the respective multivariate DisEn value based on Shannon’s definition of entropy.

$$\text{mvDE}(X, m, c, d) = -\sum_{\pi=1}^{c^m} p(\pi_{v_0...v_{m-1}}) \cdot \ln(p(\pi_{v_0...v_{m-1}})).$$  (4)

The algorithmic variation utilised in this study and described in the aforementioned steps is the fourth and, by its designers, recommended variation of the mvDE algorithm. Further details concerning the operation of the algorithm, its other variations, and the comparative evaluation of their performance are available in [12].

2.5. Extraction of DisEn Features

For each normal network segment, a total of 15 features are extracted, four of which are univariate, one for each physiological signal, and 11 of which are multivariate, based on the subnetwork combinations of: EEG-RESP, EEG-BP, EEG-ECG, RESP-BP, RESP-ECG, BP-ECG, EEG-BP-ECG, RESP-BP-ECG, EEG-RESP-BP, EEG-RESP-ECG, and EEG-RESP-ECG-BP.

In the case of univariate features, for each signal, its respective 7500 sample window is fed as input to the univariate DisEn algorithm. For each multivariate feature, the respective combination of synchronised 7500 sample windows is fed as input to the multivariate DisEn algorithm for its calculation.

Table 1 displays the parameter values which are the same for univariate and multivariate DisEn. The values were selected after consulting the performance benchmarks provided in the respective studies [11,12] and taking into consideration the number of 7500 samples contained within each input window. As a preprocessing step, each individual time-series is mapped using the normal cumulative distribution function (NCDF).

| Parameter          | Symbol | Value |
|--------------------|--------|-------|
| Embedding Dimension | $m$    | 3     |
| Number of Classes  | $c$    | 9     |
| Time Delay         | $d$    | 1     |

2.6. Production of Artifactual Network Segments

Within the scope of this study, artifactual outlier samples are simulated across all four signal morphologies—EEG, RESP, BP, and ECG—with one signal being “disrupted” at a time. Furthermore, the percentage of samples being outliers is determined by the percentage factor $P$ whose value varies across experimental setups in the levels of 0.1%, 0.5%, 1%, and 5%. As a result, a total of 16 experimental setups are formulated, containing the 1463 normal network segments and a corresponding variation of 1463 artifactual network segments.

The process through which the 1463 artifactual network segments of each experimental setup are produced, is the following:
1. Marking of Outlier Samples: Based on the percentage factor $P$, a percentage of samples are uniformly drawn from each 7500-sample window, and their amplitude is replaced with a value in the outlier amplitude range.

2. Setting the Value of Outlier Samples: The amplitude of each outlier is obtained from a Gaussian distribution with a standard deviation ($\sigma$) equal to the absolute maximum amplitude of each signal: $\sigma = \max|\text{amplitude}|$. Concerning the distribution mean ($\mu$), there are two choices to be considered. The first choice, which is in alignment with the simulation processes followed by previous studies testing the effect of outlier samples in the performance of ApEn, SampEn, and univariate DisEn [23–25], would be to ensure that outlier values are outside the physiological range of each recorded signal while maintaining the amplitude boundaries of respective sensing equipment, leading to a distribution $\mu$ equal to $outliermean = \pm 4 \times \max|\text{amplitude}|$. The second choice would be to set a lower distribution $\mu$ to ensure that a minority of outliers remain within physiological range to also cover certain scenarios where sensor miscalibration and recording interferences could produce outliers of the respective magnitude, and for that purpose, a $\mu$ equal to $outliermean = \pm 2 \times \max|\text{amplitude}|$ would be set. In order to provide results that are comparable to previous studies while at the same time covering all possible scenarios, each experimental setup is replicated for both outlier $\mu$; however, since the second case covers a wider range of scenarios, its corresponding results are reported and discussed in detail, while the results of the first case ($outliermean = \pm 4 \times \max|\text{amplitude}|$) are available in the Appendix, in Figures A1–A4 and Tables A1–A4 of this manuscript. In all experimental setups, the sign of half the outliers is set to positive and the other half to negative, following random assignment.

3. Calculation of Artifactual DisEn Features: For each experimental setup, the corresponding 1463 artifactual network segments are used to calculate the respective univariate and multivariate artifactual DisEn Features based on the same process that was followed for the normal network segments in Section 2.5.

To facilitate the reproducibility of the presented study, the function used for the simulation of outlier samples is made publicly available as Supplementary Material.

2.7. Statistical Analysis

To quantify the disruptive capacity of outlier samples in the accuracy of extracted network features, the following three-stage statistical analysis is applied.

1. Kolmogorov–Smirnov Test: Initially, each feature distribution is standardised and compared to a standard normal distribution using the Kolmogorov–Smirnov Test.

2. Mann–Whitney $U$ Test: At the second stage, and after consulting the results of the Kolmogorov–Smirnov test, the Mann–Whitney $U$ test is chosen to compare each feature distribution extracted from artifactual network segments with its corresponding feature distribution extracted from the respective normal network segments, to verify statistically significant differences between the distributions of each pair.

3. Mean Percentage Difference: Finally, for each DisEn feature extracted from an artifactual network segment, the absolute percentage difference from its original value, the one calculated from the respective network segment without outliers, is calculated. To provide a summary for every feature extracted during each experimental setup, its mean percentage difference ($MPD$) and $\sigma$ of the percentage difference are calculated.

2.8. Artifactual Network Segment Detection

For the detection of artifactual network segments, a logistic regression classifier is applied in two configurations, a univariate and a multivariate one. The univariate configuration is utilising, from each network segment, only the four DisEn features that are extracted using the physiological signal segments as separate input to the univariate DisEn algorithm, while the multivariate configuration utilises all the available 15 features of each
network segment. The choice to implement two separate algorithmic configurations is made with the following aims in mind:

- To derive insights concerning the potential benefits but also challenges that arise when moving from univariate to multivariate analysis for network segment classification.
- To identify differences in classification performance, for both configurations, based on the physiological signal containing outlier samples in each experimental setup.

For this purpose, both algorithmic configurations were tested under the same 16 experimental setups. Each setup contains features extracted from a total of 2926 segments, out of which 1463 are the original network segments, and the other 1463 are their artificial variations, as determined by the parameters of the experiment. As mentioned in Section 2.2, the 1463 network segments correspond to 11 records, or 133 segments per record. The segments selected for training and testing during each experimental setup are selected in the following two data splits.

The first data split is done at the record level, with the first nine records used for training and the last two for testing purposes. This is done to ensure that the training of the classifier is done on different patients than the ones it is tested on, and therefore, its recorded performance is patient-agnostic. This leads to the feature sets of a total of 2394 segments (1197 normal vs. 1197 artificial ones) being used for training, and a total of 532 feature sets (266 normal vs. 266 artificial ones) being used for testing.

At this point, a second data split is introduced in the training set. It is important to consider that in a field application, the classifier would never have access to the exact same network segments in both normal and artificial variations. For this reason, only half, or 1197 training sets are used, the first 599 of which correspond to feature sets of a normal network segment, while the other 598 correspond to different artificial ones. As a result, for each experimental setup, both classifier configurations are trained on 1197 distinct training feature sets and tested on 532 testing feature sets.

Finally, the performance of each configuration for a certain experimental setup is calculated as the percentage of correct network segment classifications observed for each configuration when applied to the respective testing dataset.

3. Results
3.1. Kolmogorov–Smirnov and Mann–Whitney U Test Results

With 16 experimental setups and 15 features extracted from the network segments of each setup, a total of 240 feature distributions are produced corresponding to artificial network segments, alongside 15 feature distributions corresponding to normal network segments. For the outliers with a $\mu$ of: $\text{outliermean} = \pm 2 \times \text{max|amplitude|}$, 211 out of the total 255 distributions displayed a statistically significant difference from a normal distribution after being standardised, rejecting the null hypothesis with $p$-value < 0.05. For outliers with a $\mu$ of $\text{outliermean} = \pm 4 \times \text{max|amplitude|}$, 212 out of the 255 distributions rejected the null hypothesis at $p$-value < 0.05. Taking into consideration the non-Gaussian nature of most feature distributions, the Mann–Whitney $U$ test is selected to compare in pairs, the feature distributions extracted from artificial network segments with the feature distributions extracted from the corresponding normal network segments.

Since in each experimental setup, only one of the physiological signals contains outliers, out of the 15 total features extracted per network segment, only eight of these features were extracted from signal combinations that include the “artifactual” signal. As a result, it is expected that in each experimental setup these eight feature distributions will display a statistically significant difference when compared to the distributions of features extracted from the respective normal segments. No significant difference is expected for the seven feature distributions that do not include the “artifactual” signal.
As expected, for both categories of outlier distributions with different \( \mu \) magnitude, and for all experimental setups, all feature distributions extracted from a combination of segments containing outliers have a statistically significant difference to the original feature distributions, rejecting the null hypothesis with \( p \) values \(<10^{-12}\), while no statistical difference is observed in the rest of the pairs.

### 3.2. Disruption of Feature Values Across Experimental Setups

The experimental setups presented in this study contain networks within which one physiological signal contains artifactual outliers. As a result, while network features that are not extracted from network segments containing outliers remain unaffected, the values of rest of the features display significant MPD, as highlighted by the following results. The Sections 3.2.1–3.2.4 present in detail the results for outliers with \( \text{outliermean} = \pm 2 \times \max |\text{amplitude}| \). Furthermore, concerning outliers with \( \text{outliermean} = \pm 4 \times \max |\text{amplitude}| \), the corresponding results are available in the appendix, in Figures A1–A4, and tend to follow similar patterns to the outliers of the first category, but with constant increase in the overall values of MPD, which is expected considering the increased deviation of the mean outlier amplitude from the physiological amplitude range.

#### 3.2.1. Setups with EEG Outliers

The MPD values for setups with EEG outliers are shown in Figure 2. For the univariate feature, the MPD ranges from a minimum value of 17.9% with a \( \sigma \) of 15.8% observed at a \( P \) factor of 0.1%, to a maximum value of 60.6% with a \( \sigma \) of 20% observed at a \( P \) factor of 5%. Bivariate features display a maximum MPD of 31.5% and a \( \sigma \) of 11.8% observed for the feature extracted from synchronised segments of the EEG and RESP signals at a \( P \) factor of 5%, while for the rest of the features, the MPD values do not surpass 16.6%. It is important to note the continuous decrease of MPD observed as the number of signals forming the network segments from which a feature is extracted, increases.

![Graphs showing MPD and sigma values across different setup factors](image)

**Figure 2.** The \( \mu \) and \( \sigma \) of the percentage difference are shown for each artifactual feature distribution across experimental setups where the EEG signal of the network contains a percentage of outliers determined by the corresponding \( P \)-factor.
### 3.2.2. Setups with RESP Outliers

For setups with RESP outliers, a noteworthy change is observed in the results shown in Figure 3. Significant but substantially smaller MPD values are observed for the univariate feature when compared to the EEG outlier setups, with a minimum MPD of 5% and a \( \sigma \) of 7.5% observed for a \( P \) factor 0.1% and a maximum MPD of 20.5% and a \( \sigma \) of 14.2% observed for a \( P \) factor of 5%. The bivariate features follow closely with a maximum MPD of 14.7% and a \( \sigma \) of 8.2% observed for the feature extracted from synchronised segments of the RESP and ECG signals, at a \( P \) factor of 5%, while the MPD values for the rest of the features do not surpass 7.6%.

![Figure 3](image)

**Figure 3.** The \( \mu \) and \( \sigma \) of the percentage difference are shown for each artifactual feature distribution across experimental setups where the RESP signal of the network contains a percentage of outliers determined by the corresponding \( P \)-factor.

### 3.2.3. Setups with BP Outliers

The MPD values for experimental setups with BP outliers are shown in Figure 4 and seem to follow a similar pattern to the one observed for the EEG and RESP setups. The BP univariate feature displays significant value disruption with a minimum MPD of 11.3% and a \( \sigma \) of 4.6% for a \( P \) factor of 0.1% increasing to a MPD of 48.2% with a \( \sigma \) of 6.4% for a \( P \) factor of 5%. For bivariate features, a maximum MPD of 24.9% and a \( \sigma \) of 3.6% are observed for the feature extracted from synchronised segments of the BP and RESP signals at a \( P \) factor of 5%, while the rest of the features follow with MPD values that do not exceed 13.1%.

### 3.2.4. Setups with ECG Outliers

Finally, the MPD values for experimental setups with outlier samples contained in the ECG signal are shown in Figure 5 following the same pattern. The univariate feature extracted from the ECG signal contains the highest MPD range with a minimum value of 23.2% and a \( \sigma \) of 11.7% for a \( P \) factor of 0.1%, increasing to 60.1% with a \( \sigma \) of 9.1% for a \( P \) factor of 5%. Bivariate features follow with a significant reduction in disruption. Their maximum MPD is observed in the case of the feature extracted from synchronised segments of the ECG and RESP signals with value of 29% and a \( \sigma \) of 7.1% observed at a
A factor of 5%. The rest of the features follow with MPD values that are lower than 14.2% across all respective setups.

Figure 4. The $\mu$ and $\sigma$ of the percentage difference are shown for each artifactual feature distribution across experimental setups, where the BP signal of the network contains a percentage of outliers determined by the corresponding P-factor.

Figure 5. The $\mu$ and $\sigma$ of the percentage difference are shown for each artifactual feature distribution across experimental setups where the ECG signal of the network contains a percentage of outliers determined by the corresponding P-factor.

3.3. Network Segment Classification Results

As indicated by the MPD results, outliers have a significant effect in the values of the extracted features, with the univariate feature having the largest deviations from the original values. It would therefore be important to verify whether these deviations can be used to detect artifactual network segments, in the case of the univariate classifier, and whether the inclusion of multivariate features improves performance or introduces
disruptive noise. The performances of both the univariate and multivariate classifiers are reported for the respective experimental setups which are grouped together based on the signal of the network containing outliers, following the same format as Section 3.2. In the following Sections 3.3.1–3.3.4, the results for outliers with $\text{outliermean} = \pm 2 \times \max|\text{amplitude}|$ are presented in detail, while the results for the outliers with $\text{outliermean} = \pm 4 \times \max|\text{amplitude}|$, are available in the appendix, Tables A1–A4.

3.3.1. Classification Performance with EEG Outliers

In the case of EEG outliers, a pattern of performance improvement is observed when moving from univariate to multivariate classification, as shown in Table 2. Initially, the multivariate classifier significantly outperforms the univariate one with correct classification percentages of 88.7% compared to the univariate 70.3% for a $P$ factor 0.1% and of 97.2% compared to 88.5% for a $P$ factor of 0.5%. Eventually, the univariate and multivariate classifiers reach equivalent performance levels for $P$ factors of 1% and 5%.

Table 2. Percentage of correct network segment classifications for univariate and multivariate classifiers when tested on experimental setups, with outliers located in the EEG signal of the network.

| EEG  | Univariate | Multivariate |
|------|------------|--------------|
| 0.1% | 70.3%      | 88.7%        |
| 0.5% | 88.5%      | 97.2%        |
| 1%   | 97.7%      | 98.5%        |
| 5%   | 99.1%      | 99.1%        |

3.3.2. Classification Performance with RESP Outliers

For experimental setups with RESP outliers, limited effectiveness is initially observed for both classifiers, while effective performance is achieved when moving from the univariate to the multivariate model for a $P$ factor of 5%. As shown in Table 3, both classifiers display performance that does not surpass a percentage of correct classifications of 56% for a $P$ factor of 0.1%. However, for a $P$ factor of 5%, the multivariate model achieves a percentage of 96.2% of correct classifications, significantly outperforming the univariate one with a respective percentage of 76.5%.

Table 3. Percentage of correct network segment classifications for univariate and multivariate classifiers when tested on experimental setups with outliers located in the RESP signal of the network.

| RESP | Univariate | Multivariate |
|------|------------|--------------|
| 0.1% | 55.8%      | 55.6%        |
| 0.5% | 64.1%      | 67.5%        |
| 1%   | 72.6%      | 71.2%        |
| 5%   | 76.5%      | 96.2%        |

3.3.3. Classification Performance with BP Outliers

For experimental setups with BP outliers, both univariate and multivariate classifiers achieve similar and effective performance as displayed in Table 4. The correct classification percentages are in the range of 94% to 100% for the univariate classifier and above 99% for the multivariate one. In this case, artifactual segments are detected even in significantly low percentages of outliers, indicating that the signal in which the outliers are located plays an important role in the correct classification of the corresponding network segments.
### Table 4. Percentage of correct network segment classifications for univariate and multivariate classifiers when tested on experimental setups with outliers located in the BP signal of the network.

| BP     | Univariate | Multivariate |
|--------|------------|--------------|
| 0.1%   | 94%        | 99.1%        |
| 0.5%   | 100%       | 99.6%        |
| 1%     | 99.4%      | 100%         |
| 5%     | 100%       | 100%         |

#### 3.3.4. Classification Performance with ECG Outliers

Finally, in the case of ECG outliers, a different pattern is observed when moving from a univariate to a multivariate classifier. As shown in Table 5, for a $P$ factor of 0.1%, a performance boost is noted from 61.8% of correct classifications for the univariate classifier, increasing to 68.6% for the multivariate one. However, for larger $P$ factors, the univariate classifier is constantly outperforming the multivariate one with substantial effectiveness, considering the correct classification percentage range of 94.9% to 100% as opposed to the multivariate performance range of 74.4% to 95.7%. This indicates that after a certain threshold of outliers in the network, the univariate classifier is effective, while the addition of multivariate features adds noise that substantially reduces the corresponding performance of the multivariate one.

### Table 5. Percentage of correct network segment classifications for univariate and multivariate classifiers when tested on experimental setups with outliers located in the ECG signal of the network.

| ECG    | Univariate | Multivariate |
|--------|------------|--------------|
| 0.1%   | 61.8%      | 68.6%        |
| 0.5%   | 94.9%      | 74.4%        |
| 1%     | 97%        | 80.8%        |
| 5%     | 100%       | 95.7%        |

### 4. Discussion

As part of this study, we quantified the disruptive capacity of signal-specific outliers in the values of all possible univariate and multivariate DisEn features extracted from corresponding network segments. Each network segment consists of four synchronised physiological signal segments: EEG, RESP, BP, and ECG, resulting in a total of 16 experimental setups, with each setup being defined by the signal containing the artifactual outliers and the percentage of samples set as outliers as specified by the corresponding $P$ factor, with possible values being: 0.1%, 0.5%, 1%, and 5%. Furthermore, for all 16 experimental setups, a univariate and a multivariate logistic regression classifier is trained and tested for the detection of artifactual network segments, with the percentage of correct segment classifications being reported for each setup (in Tables 2–5).

#### 4.1. Robustness of Multivariate Network Features to Univariate Outliers

Based on the results presented in Section 3.2, a pattern can be observed in the recorded MPD values. The multivariate features have significantly lower values of MPD from the correct feature values, when compared to the corresponding MPD of the univariate feature for each experimental setup. This was particularly noticeable for setups with high $P$ factor values, such as 1% or 5%, when outliers are present in the EEG and ECG signals, with the univariate MPD surpassing the corresponding multivariate MPD by at least 23%. Furthermore, the MPD becomes lower as the number of signals forming the network segments from which a feature is extracted, increases. The feature extracted from all four available signals in a network segment has consistently the lowest MPD values across all experimental setups. Finally, in the case of experimental setups with outliers in the RESP signal, while the same pattern persists, the reduction of the value of the MPD when moving from univariate to multivariate features is significantly smaller. This further indicates that
signal-specific characteristics affect the disruptive capacity of outliers, a subject that is discussed in further detail in Section 4.2.

When comparing the operation of univariate and multivariate DisEn, a core difference that provides a relative robustness to multivariate features when compared to univariate ones concerns the number of quantised samples formulating the dispersion patterns from which the value of the corresponding feature is calculated. For the univariate DisEn algorithm, as indicated in Section 2.3, the embedding dimension \((m)\) defines the number of quantised samples used to create dispersion patterns \([10,11]\). In this study, \(m = 3\) for both the univariate and multivariate algorithms. However, as mentioned in Section 2.3, in the case of multivariate features, the number of quantised samples formulating a dispersion pattern increases with the number of signals used for its extraction. As a result, the effect of outlier samples in the formulation of the corresponding dispersion patterns is reduced, leading to a reduction in their capacity to disrupt the calculation of the respective DisEn value.

Therefore, while the outliers still led to a significant disruption in the distribution of values for the corresponding multivariate features, as indicated by the results of the Mann–Whitney \(U\) test reported in Section 3.1, the relative robustness of multivariate features when compared to univariate ones indicates a potential advantage of multivariate network-based methodologies for respective applications. It would be worthwhile to expand on this study with the replication of equivalent experiments utilising other entropy quantification algorithms, such as the univariate and multivariate variations of PEn \([13,14]\) and SampEn \([16,17]\) to verify whether the robustness of multivariate features to univariate outliers is persistent across different entropy quantification methodologies.

### 4.2. Disruptive Effect of Outliers Across Physiological Signals

As indicated by the results presented in Section 3.2 and mentioned in Section 4.1, significant changes in the effect of outliers on the value of the extracted univariate features are observed, based on the signal containing the corresponding outliers. The disruption is more significant when outliers are present in the EEG and ECG signals, with slightly smaller disruption observed when outliers are present in the BP signal and significantly smaller for outliers in the RESP signal. A similar pattern was observed in a previous study, focusing on the development of univariate DisEn variations that would be robust to outliers \([25]\). When outliers are present in a signal segment, they tend to disrupt the process of allocating classes across the amplitude range of the segment \([10,12]\) by significantly expanding it based on the outliers’ amplitudes. As a result, the amount of classes allocated in the physiological range is significantly reduced, leading to a reduction of dispersion patterns representing physiological dynamics in the signal, and therefore an overall reduction of the calculated DisEn values. Signals such as the ECG \([36]\) and EEG \([37]\) contain higher-frequency components leading to rapid fluctuations in the amplitude of each signal, relative to the BP \([38]\) and especially the RESP \([39,40]\) signals. As a result, the observed decrease in DisEn values differs from signal to signal, resulting in the observed difference in \(MPD\) magnitudes.

It is important to notice that the same pattern is not observed to the same degree in the case of multivariate features. As discussed in Section 4.1, the multivariate features display a certain robustness to the effect of outliers based on the number of signals formulating the network segments from which they are extracted. No major deviations, in the values of \(MPD\), are observed among the same multivariate features across different experimental setups where the signal containing the outliers, changes. These findings indicate that the potential combination of univariate DisEn algorithms modified to be robust to the effect of outliers \([25]\) with the current multivariate DisEn variation \([12]\), could provide an effective entropy quantification interface for the extraction of features from network segments.
4.3. Performance Comparison in Artifactual Segment Detection

The classification performance observed across experimental setups and presented in Sections 3.3.1–3.3.4, indicates promising results for the detection of artifactual network segments. However, strong differences that should be taken into consideration are observed in the performance of the univariate and multivariate classifiers based on the signal containing the artifactual outliers. In the case of EEG and RESP experimental setups, the multivariate classifier outperformed the univariate one, while significant performance differences were observed between the two groups of experimental setups. In the case of the EEG signal, significant performance was achieved by the multivariate classifier even for low \( P \)-factor values, such as 0.5%, while the univariate classifier reached similar levels of performance for \( P \)-factor values of 1% and 5%. However, the RESP outliers proved much more challenging in the detection of the corresponding network segments, with only the multivariate classifier achieving effective performance at a \( P \) factor of 5%. It is important to consider that the reduced performance in the case of the experimental setups with RESP outliers was expected, especially in the case of the univariate classifier, when considering that the corresponding outliers had significantly lower disruptive capacity when compared to experimental setups with outliers in other signals, as quantified in Section 3.3.2. In the case of BP outliers, no significant performance differences were noted between the univariate and multivariate models with both classifiers displaying effective performance, as mentioned in Section 3.3.3.

However, the case of ECG outliers highlights an important challenge when deploying architectures that utilise multiple multivariate features. For \( P \) factor values of 0.5% and higher, the univariate model is not just highly effective at classifying network segments, but also outperforms the multivariate one, indicating that in this case, the multivariate features add noise that reduces the performance of the multivariate model. This highlights the necessity of utilising a machine-learning architecture that would be robust to potential noise added by the utilisation of multiple features, through effective feature selection [41–43]. This is particularly important for future applications of network physiology aiming not just at the assessment of data quality, but also at the extraction of physiological insights from networks [44–46], since in those types of applications, the most informative features will be harder to detect due to the dynamics of interest having the potential to occur at any level of multivariate interaction, as opposed to starting from outliers which initially occur at one of the univariate signals during recording.

4.4. Limitations of Current Study and Future Work

Throughout the experimental setups of this study, it is important to note that, as mentioned in Section 2.6, only one signal at a time contained artifactual outliers. This design choice for the experiments of the study was made in order to prioritise experimental setups that would provide insights, not just about the effect of artifactual outliers in the quantification processes of DisEn, but also about how these effects differ based on which physiological signal of the network contains the outliers. Consequently, this study could be further expanded through the conduction of experiments where outliers are present in more than one signal of the network at a time, this is expected to lead to higher \( MPD \) observed for multivariate features, and therefore, even better classification performance in the detection of artifactual network segments when utilising a multivariate classifier.

Furthermore, while the simulated artifactual outliers presented in this study were in alignment with previous research in the field [24,25], it would be important to replicate this study and especially the classification of artifactual network segments, utilising data sets with annotated real-world artifactual segments to further assess the applicability of the method as a deployed data quality control tool.

Finally, as indicated by the results presented in Section 3.3 and discussed in Section 4.3, the logistic regression classifier was not able to appropriately utilise the multivariate features in the case of experimental setups with ECG outliers, leading to reduced performance when compared to the univariate one. Therefore, both for the purpose of artifactual seg-
ment detection and for future applications of network physiology, it would be important to expand on this study by designing and implementing classification architectures capable of effective feature selection.

5. Conclusions

This study investigated and quantified the effect of artifactual outlier samples in the accuracy of univariate and multivariate DisEn features extracted from network segments consisting of four synchronised physiological signals. Furthermore, it presented a proof-of-concept artifactual segment detection tool deployed in univariate and multivariate configurations using the corresponding extracted features.

The results indicate that the distribution of values for each feature extracted from a network segment containing artifactual outliers is significantly altered. The largest magnitude of disruption is observed in univariate features with an MDP value in the range of 20–48% for most experimental setups, while the multivariate features display a relative robustness, which increases based on the number of signals from which they are extracted. The feature extracted from all four available signals in a network segment displays an MDP value that remains lower than 10% across experimental setups. The classification results of the study indicate that the univariate classifier performance surpasses 90% of correct segment classifications for the majority of experimental setups. A strong exception are the setups with outliers in the RESP signal where a performance of 90% correct segment classifications is surpassed only with the multivariate classifier for a $P$ factor of 5%. The multivariate classifier outperforms the univariate one in setups with EEG and RESP outliers, but underperforms when compared to the univariate one in the case of ECG outliers. These results highlight the importance of using a machine learning architecture capable of effective feature selection when moving from univariate to multivariate analysis within the framework of network physiology.

Finally, the changes observed both in terms of the percentage differences and the classification effectiveness when comparing across experimental setups in which outliers are present in different signals indicate that, in alignment with prior research [25], the characteristics of each physiological signal should be taken into consideration when assessing the impact of outlier samples in the process of entropy quantification.
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Appendix A

Figure A1. The $\mu$ and $\sigma$ of the percentage difference are shown for each artificial feature distribution across experimental setups where the EEG signal of the network contains a percentage of outliers determined by the corresponding $P$-Factor. These results correspond to experimental setups with $\text{outliermean} = \pm 4 \times \text{max}|\text{amplitude}|$. 
Figure A2. The $\mu$ and $\sigma$ of the percentage difference are shown for each artifactual feature distribution across experimental setups where the RESP signal of the network contains a percentage of outliers determined by the corresponding P-Factor. These results correspond to experimental setups with $\text{outliermean} = \pm 4 \times \max|\text{amplitude}|$.

Figure A3. The $\mu$ and $\sigma$ of the percentage difference are shown for each artifactual feature distribution across experimental setups where the BP signal of the network contains a percentage of outliers determined by the corresponding P-Factor. These results correspond to experimental setups with $\text{outliermean} = \pm 4 \times \max|\text{amplitude}|$. 
Figure A4. The $\mu$ and $\sigma$ of the percentage difference are shown for each artifactual feature distribution across experimental setups where the ECG signal of the network contains a percentage of outliers determined by the corresponding $P$-Factor. These results correspond to experimental setups with $\text{outliermean} = \pm 4 \times \text{max}[\text{amplitude}]$.

Appendix B

Table A1. Percentage of correct network segment classifications for univariate and multivariate classifier when tested on experimental setups with outliers located in the EEG signal of the network.

|         | Univariate | Multivariate |
|---------|------------|--------------|
| EEG     |            |              |
| 0.1%    | 84.2%      | 96.6%        |
| 0.5%    | 98.9%      | 99.2%        |
| 1%      | 99.2%      | 98.9%        |
| 5%      | 99.6%      | 99.6%        |

Table A2. Percentage of correct network segment classifications for univariate and multivariate classifier when tested on experimental setups with outliers located in the RESP signal of the network.

|         | Univariate | Multivariate |
|---------|------------|--------------|
| RESP    |            |              |
| 0.1%    | 63.7%      | 67.1%        |
| 0.5%    | 83.8%      | 76.3%        |
| 1%      | 89.1%      | 78.8%        |
| 5%      | 90.8%      | 95.1%        |

Table A3. Percentage of correct network segment classifications for univariate and multivariate classifier when tested on experimental setups with outliers located in the BP signal of the network.

|         | Univariate | Multivariate |
|---------|------------|--------------|
| BP      |            |              |
| 0.1%    | 99.4%      | 99.4%        |
| 0.5%    | 100%       | 100%         |
| 1%      | 100%       | 100%         |
| 5%      | 100%       | 100%         |
Table A4. Percentage of correct network segment classifications for univariate and multivariate classifier when tested on experimental setups with outliers located in the ECG signal of the network.

| ECG   | Univariate | Multivariate |
|-------|------------|--------------|
| 0.1%  | 95.5%      | 73.1%        |
| 0.5%  | 100%       | 91%          |
| 1%    | 100%       | 97.2%        |
| 5%    | 99.8%      | 100%         |

References

1. Bashan, A.; Bartsch, R.P.; Kantelhardt, J.W.; Havlin, S.; Ivanov, P.C. Network physiology reveals relations between network topology and physiological function. *Nat. Commun.* 2012, 3. [CrossRef] [PubMed]
2. Ivanov, P.C.; Liu, K.K.L.; Bartsch, R.P. Focus on the emerging new fields of network physiology and network medicine. *New J. Phys.* 2016, 18, 100201. [CrossRef] [PubMed]
3. Bartsch, R.P.; Liu, K.K.L.; Bashan, A.; Ivanov, P.C. Network Physiology: How Organ Systems Dynamically Interact. *PLoS ONE* 2015, 10, e0142143. [CrossRef]
4. Faes, L.; Porta, A.; Nollo, G.; Javorka, M. Information Decomposition in Multivariate Systems: Definitions, Implementation and Application to Cardiovascular Networks. *Entropy* 2016, 19, 5. [CrossRef]
5. Valente, M.; Javorka, M.; Porta, A.; Bari, V.; Krohova, J.; Czippelova, B.; Turianikova, Z.; Nollo, G.; Faes, L. Univariate and multivariate conditional entropy measures for the characterization of short-term cardiovascular complexity under physiological stress. *Physiol. Meas.* 2018, 39, 014002. [CrossRef]
6. Faes, L.; Nollo, G.; Jurysta, F.; Marinazzo, D. Information dynamics of brain–heart physiological networks during sleep. *New J. Phys.* 2014, 16, 105005. [CrossRef]
7. Zanetti, M.; Faes, L.; Nollo, G.; De Cecco, M.; Pernice, R.; Maule, L.; Pertile, A.; Fornaser, A. Information Dynamics of the Brain, Cardiovascular and Respiratory Network during Different Levels of Mental Stress. *Entropy* 2019, 21, 275. [CrossRef]
8. Shannon, C.E. A Mathematical Theory of Communication. *Bell Syst. Tech. J.* 1948, 27, 623–656. [CrossRef]
9. Papoulis, A.; Pillai, S.U. *Probability, Random Variables, and Stochastic Processes*, 4th ed.; McGraw-Hill: Boston, MA, USA, 2002.
10. Rostaghi, M.; Azami, H. Dispersion Entropy: A Measure for Time-Series Analysis. *IEEE Signal Process. Lett.* 2016, 23, 610–614. [CrossRef]
11. Azami, H.; Escudero, J. Amplitude- and Fluctuation-Based Dispersion Entropy. *Entropy* 2018, 20, 210. [CrossRef] [PubMed]
12. Azami, H.; Fernández, A.; Escudero, J. Multivariate Multiscale Dispersion Entropy of Biomedical Times Series. *Entropy* 2019, 21, 913. [CrossRef]
13. Bandt, C.; Pompe, B. Permutation Entropy: A Natural Complexity Measure for Time Series. *Phys. Rev. Lett.* 2002, 88, 174102. [CrossRef]
14. Morabito, F.C.; Labate, D.; La Foresta, F.; Bramanti, A.; Morabito, G.; Palamara, I. Multivariate Multi-Scale Permutation Entropy for Complexity Analysis of Alzheimer’s Disease EEG. *Entropy* 2012, 14, 1186–1202. [CrossRef]
15. Pincus, S.M. Approximate entropy as a measure of system complexity. *Proc. Natl. Acad. Sci. USA* 1991, 88, 2297–2301. [CrossRef] [PubMed]
16. Richman, J.S.; Moorman, J.R. Physiological time-series analysis using approximate entropy and sample entropy. *Am. J. Physiol.-Heart Circ. Physiol.* 2000, 278, H2039–H2049. [CrossRef] [PubMed]
17. Ahmed, M.U.; Mandic, D.P. Multivariate multiscale entropy: A tool for complexity analysis of multichannel data. *Phys. Rev. E* 2011, 84, 061918. [CrossRef]
18. Chen, W.; Wang, Z.; Xie, H.; Yu, W. Characterization of Surface EMG Signal Based on Fuzzy Entropy. *IEEE Trans. Neural Syst. Rehabil. Eng.* 2007, 15, 266–272. [CrossRef]
19. Azami, H.; Smith, K.; Escudero, J. MEMD-enhanced multivariate fuzzy entropy for the evaluation of complexity in biomedical signals. In Proceedings of the 2016 38th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Orlando, FL, USA, 16–20 August 2016; IEEE: Orlando, FL, USA; pp. 3761–3764. [CrossRef]
20. Moody, G.B. The PhysioNet/Computing in Cardiology Challenge 2010: Mind the Gap. In Proceedings of the Computing in Cardiology, Belfast, UK, 26–29 September 2010; pp. 13.
21. Azimi, I.; Pahikkala, T.; Rahmani, A.M.; Niela-Vilèn, H.; Axelin, A.; Liljeberg, P. Missing data resilient decision-making for healthcare IoT through personalization: A case study on maternal health. *Future Gener. Comput. Syst.* 2019, 96, 297–308. [CrossRef]
22. Kumar, R.B.; Goren, N.D.; Stark, D.E.; Wall, D.P.; Longhurst, C.A. Automated integration of continuous glucose monitor data in the electronic health record using consumer technology. *J. Am. Med. Inform. Assoc.* 2016, 23, 532–537. [CrossRef]
23. Garcia-Gonzalez, M.; Fernandez-Chimeno, M.; Ramos-Castro, J. Errors in the Estimation of Approximate Entropy and Other Recurrence-Plot-Derived Indices Due to the Finite Resolution of RR Time Series. *IEEE Trans. Biomed. Eng.* 2009, 56, 345–351. [CrossRef] [PubMed]
24. Molina-Picó, A.; Cuesta-Frau, D.; Aboy, M.; Crespo, C.; Miró-Martínez, P.; Oltra-Crespo, S. Comparative study of approximate entropy and sample entropy robustness to spikes. *Artif. Intell. Med.* 2011, 53, 97–106. [CrossRef]

25. Kafantaris, E.; Piper, I.; Lo, T.Y.M.; Escudero, J. Augmentation of Dispersion Entropy for Handling Missing and Outlier Samples in Physiological Signal Monitoring. *Entropy* 2020, 22, 319. [CrossRef]

26. Li, Y.; Gao, X.; Wang, L. Reverse Dispersion Entropy: A New Complexity Measure for Sensor Signal. *Sensors* 2019, 19, 5203. [CrossRef] [PubMed]

27. Jiao, S.; Geng, B.; Li, Y.; Zhang, Q.; Wang, Q. Fluctuation-based reverse dispersion entropy and its applications to signal classification. *Appl. Acoust.* 2021, 200, 107857. [CrossRef]

28. Nettleton, D.F.; Orriols-Puig, A.; Fornells, A. A study of the effect of different types of noise on the precision of supervised learning techniques. *Artif. Intell. Med.* 2010, 33, 275–306. [CrossRef]

29. Keller, J.P. Clinical alarm hazards: A “top ten” health technology safety concern. *J. Electrocardiol.* 2012, 45, 588–591. [CrossRef] [PubMed]

30. Paine, C.W.; Goel, V.V.; Ely, E.; Stave, C.D.; Zander, M.; Bonafide, C.P. Systematic Review of Physiologic Monitor Alarm Characteristics and Pragmatic Interventions to Reduce Alarm Frequency: Review of Physiologic Monitor Alarms. *J. Hosp. Med.* 2016, 11, 136–144. [CrossRef]

31. Shivers, J.P.; Mackowiak, L.; Anhalt, H.; Zisser, H. “Turn it Off!”: Diabetes Device Alarm Fatigue Considerations for the Present and the Future. *J. Diabetes Sci. Technol.* 2013, 7, 789–794. [CrossRef] [PubMed]

32. Johnson, K.R.; Hagadorn, J.I.; Sink, D.W. Alarm Safety and Alarm Fatigue. *Clin. Exp. Pharmacol. Physiol.* 2007, 34, 362–368. [CrossRef]

33. Gu, Y.; Tan, S.; Wong, K.; Ho, M.R.; Qu, L. Using GA-based feature selection for emotion recognition from physiological signals. In Proceedings of the 2008 International Symposium on Intelligent Signal Processing and Communications Systems, Bangkok, Thailand, 8–11 February 2009; pp. 1–4. [CrossRef]

34. Dominguez-Jiménez, J.; Campo-Landines, K.; Martínez-Santos, J.; Delahoz, E.; Contreras-Ortiz, S. A machine learning model for emotion recognition from physiological signals. *Biomed. Signal Process. Control* 2020, 55, 101646. [CrossRef]

35. Quinlan, J.R. Induction of decision trees. *Mach. Learn.* 1986, 1, 81–106. [CrossRef]

36. Gong, P.; Ma, H.T.; Wang, Y. Emotion recognition based on the multiple physiological signals. In Proceedings of the 2016 IEEE International Conference on Real-time Computing and Robotics (RCAR), Angkor Wat, Cambodia, 6–10 June 2016; pp. 140–143. [CrossRef]

37. Chu, Y.; Zhao, X.; Han, J.; Su, Y. Physiological Signal-Based Method for Measurement of Pain Intensity. *Front. Neurosci.* 2017, 11, 279. [CrossRef]

38. Antonacci, Y.; Astolfi, L.; Nollo, G.; Faes, L. Information Transfer in Linear Multivariate Processes Assessed through Penalized Regression Techniques: Validation and Application to Physiological Networks. *Entropy* 2020, 22, 732. [CrossRef] [PubMed]