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Abstract—Agent transparency is an important contributor to human performance, situation awareness (SA), and trust in human–agent teaming. However, agent transparency’s effects on human performance when the agent is unreliable have yet to be examined. This paper examined how the transparency and reliability of an autonomous robotic squad member (ASM) affected a human observer’s task performance, workload, SA, trust in the robot, and perceptions of the robot. In a 2 (ASM transparency) × 2 (ASM reliability) within-subject design experiment, participants monitored a simulated soldier squad that included an ASM as it traversed a simulated training environment, while concurrently monitoring the environment for targets. There was no difference in participants’ performance on the target detection task, workload, or SA due to either ASM transparency or reliability. ASM reliability influenced participant trust and perceptions of the robot. Results suggest that reliability may be a stronger influence on the human’s perceptions of the robot than transparency. Robot errors had a profound and lasting effect on the participants’ perception of the robot’s future reliability and resulted in reduced confidence in their assessments of the robot’s reliability. These findings could have important implications for the continued use of automated systems when the user is aware of system errors.
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I. INTRODUCTION

DEVELOPMENT of autonomous robotic agents for use in military operations is a priority for the U.S. military [1]. As a robotic agent’s autonomy increases, so too does the difficulty its human teammates’ experience in maintaining their awareness and understanding of the robot’s actions. Making the robot convey information to the human that would support a transparent human–robot interaction addresses these issues. In the context of human interaction with automated systems, an approach to transparency centering on error and system reliability has been considered sufficient, however human–agent interaction requires a more complex approach to transparency [2]. Agent transparency has been described as supporting an operator’s comprehension about an intelligent agent’s intent, performance, future plans, and reasoning process [3]. To achieve transparency, the agent can use its interface elements—visual and other modalities—to convey information about itself to the human. Prior studies have explored aspects of transparency related to interface design, layout, and graphics, and found that relatively simple graphic designs can be used to convey large amounts of information with little to no increase in perceived workload [4]–[6]. A more complex issue is identifying what information should be conveyed, and then how much.

The situation awareness-based agent transparency (SAT) model [3], [7] was developed to provide a framework as to what information should be conveyed by an agent and how that information should be structured to support the human’s situation awareness (SA). By making the underlying processes that the autonomous agent uses to make its decisions, actions, and projections available to the human, the agent facilitates its operator’s SA of both the environment and itself, keeping the human in the loop [7]–[9]. Agent transparency has been identified as an essential factor in calibrating operator trust in the human–agent teaming. However, agent transparency’s effects on human–agent interaction requires a more complex approach to transparency [2]. Agent transparency has been described as supporting an operator’s comprehension about an intelligent agent’s intent, performance, future plans, and reasoning process [3]. To achieve transparency, the agent can use its interface elements—visual and other modalities—to convey information about itself to the human. Prior studies have explored aspects of transparency related to interface design, layout, and graphics, and found that relatively simple graphic designs can be used to convey large amounts of information with little to no increase in perceived workload [4]–[6]. A more complex issue is identifying what information should be conveyed, and then how much.

The situation awareness-based agent transparency (SAT) model [3], [7] was developed to provide a framework as to what information should be conveyed by an agent and how that information should be structured to support the human’s situation awareness (SA). By making the underlying processes that the autonomous agent uses to make its decisions, actions, and projections available to the human, the agent facilitates its operator’s SA of both the environment and itself, keeping the human in the loop [7]–[9]. Agent transparency has been identified as an essential factor in calibrating operator trust in the human–agent teaming. However, agent transparency’s effects on human–agent interaction requires a more complex approach to transparency [2]. Agent transparency has been described as supporting an operator’s comprehension about an intelligent agent’s intent, performance, future plans, and reasoning process [3]. To achieve transparency, the agent can use its interface elements—visual and other modalities—to convey information about itself to the human. Prior studies have explored aspects of transparency related to interface design, layout, and graphics, and found that relatively simple graphic designs can be used to convey large amounts of information with little to no increase in perceived workload [4]–[6]. A more complex issue is identifying what information should be conveyed, and then how much.

The autonomous squad member (ASM) project explored human–robot interaction issues between a human and a robotic team...
member within a simulated military environment [1]. The ASM is a robotic mule that accompanies a dismounted soldier squad. The ASM’s behavior and decision-making process are based on the goal-driven autonomy goal-reasoning model [15]. Under this model, agents use in-depth information from itself and its environment to select from a list of goals, priorities, and future expectations. Previous ASM studies have explored how this surface-level decision-making information could be made available to the human and how seeing these different configurations of information affected the human’s awareness of the ASM’s actions, reasoning, perceptions, and projected outcomes, as well as the human’s perceptions of the ASM itself [4], [5]. Utilizing an icon-based (at-a-glance) display [3], [16], the ASM shared information about its current goal (SAT1), current priority (SAT2), and projected resource expenditure (SAT3). For example, the ASM may indicate that its current goal is to return to base, its current priority is to save time, and its expected resource expenditure is that it will use extra fuel to meet this goal with this priority. In this manner, the ASM can convey its current state. However, in those prior studies, the ASM did not reveal why it chose its current goal or priority, i.e., it did not share in-depth reasoning information.

In-depth SAT information describes the underlying factors that agents use to determine their goals, priorities, and projections. For instance, if the surface SAT level 2 information is that the robot has chosen a plan because it is trying to preserve its mechanical integrity, the in-depth information that motivated the robot’s prioritization may be its observation of explosions or gunfire in the area. This in-depth information can also be used to help users determine why a robot made an error. If in the instance mentioned above the robot prioritized its mechanical integrity in error, the human could see that it did so because of spurious observations of explosions or gunfire.

Reliability is a factor that influences the proper use of automation in multiple ways. Unreliable automation has been found to have a negative impact on a user’s task performance, trust in the system, and can result in disuse of the automation [18]–[21]. On the other hand, there are also examples where highly reliable automation was detrimental to human performance, resulting in overtrust and complacent behavior [7], [13], [19], [22]. Clearly, the relationship between agent reliability, transparency, and human performance is complex. Agent transparency could have a mitigating influence on the effects of agent reliability. However, agent transparency’s impact on human performance when automation is unreliable has yet to be explored. In this paper, ASM reliability was manipulated to examine how it interacted with ASM transparency.

B. Human Factors in Human–Robot Teams

In human–agent teams, the human’s perceived workload, their trust in the agent, and their perceived humanness of the agent have been shown to influence performance outcomes [5], [6], [8], [9], [13], [21], as such each of these factors will also be examined. Multiple factors inform an individual’s decision-making process, such as their individual SA or meta-awareness factors (e.g., their confidence in their SA) [23], [24].

1) Situation Awareness: Developing appropriate SA is a mission-critical goal for human–robot teams [11]. SA is defined as “the perception of the elements in the environments within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future” [9]. As such, SA refers to an individual’s dynamic understanding of “what is going on” in a given system [25]. Forming and maintaining SA is an iterative process, and the information the person receives influences how the person accepts and incorporates new information into their mental model [23]. This anticipatory thinking heavily influences their decision-making process, as does meta-awareness factors, such as their confidence in their SA [23], [24]. As the SAT model was designed to support the operator’s SA, the operator’s SA was assessed to evaluate the effectiveness of the SAT information. Confidence in SA has also been identified as a crucial element in effective decision-making and performance [26], [27]. Operators’ confidence in each of their levels of SA was assessed to determine their eventual willingness to act upon the received SAT information [24].

2) Cognitive Workload: The addition of SAT information may increase visual complexity since each increase in information adds more visual elements to the interface. As visual complexity increases, mental workload also tends to increase [28], [29]. Counterintuitively, previous studies that added visual interface elements to support different SAT levels did not report additional mental workload [6], [22]. This paper assesses how the increase in SAT information interacts with ASM reliability, and if that interaction results in a concomitant increase in workload.

3) Trust: Operator trust has been defined as: “the attitude that an agent will help achieve an individual’s goals in a situation characterized by uncertainty and vulnerability” [7].宜 Wuaptrust is essential to effective human–agent teaming; too much trust can result in operator complacency or misuse, while too little trust can result in disuse [21]. To provide support for the operator’s trust calibration, a robot needs to provide meaningful insight into its actions and why it is performing them [3], [7]. Understanding the rationale behind an agent’s behavior is crucial to the human’s development and maintenance of appropriate trust and reliance upon the agent [2], [9], [17]. Information sharing has been shown to bolster the trust and liking of team members in human–human teams [30]. This study examines how the participant’s trust in the agent was affected by errors of commission (correct actions in inappropriate contexts) that the agent committed [31], and if the display of information to support transparency information aided in mitigating the impact of the errors [32].

4) Humanness: Humanness includes both characteristics that are uniquely human (e.g., morality, civility, etc.) and those that are part of human nature (e.g., cognitive flexibility, emotionality, etc.) [33]. Robots that share information regarding their uncertainty and projections are viewed as being more like a human, compared to robots that only share their reasoning and current understanding of the environment [14]. The humanness of the robot is important in how the human perceives the robot, which in turn can affect their trust in the robot, and, if violated, how that trust could effectively be repaired [34]. In light of
this finding, this study examines how the robots’ transparency and reliability affect the human’s attributions of humanness and intelligence in the robot.

C. Current Study

This paper investigated how agent reliability and agent transparency, within the context of a supervisory control task, influence human behavior and attributions regarding the robot in a simulated military environment. The findings of this study are expected to show how the amount of agent transparency available to the human interacts with the agent’s reliability to influence human performance, perceived workload, and perceptions of the robot.

The participant’s role was to monitor a simulated dismounted soldier team, accompanied by an ASM, as it traversed a training course. Participants were given two sets of tasks. First, the participant was to monitor and evaluate the ASM, specifically its ability to correctly identify and respond to the events as each occurred. Second, participants were asked to detect threats in the surrounding environments and identify events the squad encountered. Participants completed four trials, each with a different ASM in terms of robot transparency and reliability. ASM Transparency and ASM Reliability were manipulated in each of the trials. Within-subjects evaluations, across transparency and reliability levels, compared differences in human performance on the target detection and event identification tasks, workload, SA, trust, and attributions regarding the robot. The following hypotheses are addressed.

1) Access to in-depth SAT information will be detrimental to participants’ target detection performance (H1), or mental workload (H3) when the agent is unreliable, but will not affect participant’s target detection performance, or mental workload when the agent is perfectly reliable.

2) Reduced agent reliability will reduce the participant’s target detection performance (H2) and increase operator mental workload (H4), regardless of information level.

3) Access to in-depth agent SAT information will increase operator’s SA of the agent (H5), trust in the agent (H9), and perceived humanness and intelligence of the agent (H11) when the agent is perfectly reliable, but will not increase operator’s SA of the agent, trust in the agent, or perceived humanness and intelligence of the agent when the agent is less reliable.

4) Reduced agent reliability will decrease operator’s SA of the agent (H6), trust in the agent (H10), and perceived humanness and intelligence of the agent (H12), regardless of information level.

5) Access to in-depth agent SAT information will increase operator confidence in their SA assessments (H7), regardless of agent reliability. Reduced agent reliability will decrease operator confidence in their SA assessments (H8), regardless of information level.

II. METHOD

A. Participants

A total of 56 participants (32 males, 23 females, and 1 unreported; Min$_{age}$ = 18 years, Max$_{age}$ = 31 years, and $M_{age}$ = 20.5 years) successfully completed the experiment. Participants received a cash payment ($15/h) as compensation. The study took ~3 h to complete.

B. Simulator

A custom software application was used to present the ASM display to the participant. The simulation was delivered via a commercial desktop computer system, two 22” monitors, a standard keyboard, and three-button mouse (see Fig. 1).

C. Experiment Design and Performance Measures

1) Design: The study was a 2 (ASM Transparency) × 2 (ASM Reliability) within-subjects design experiment.

ASM Transparency was manipulated by varying the depth of SAT model information displayed (see Fig. 2). In the surface-level SAT model information (S) condition, the interface displayed the at-a-glance module with information pertaining to all three SAT levels (SAT 1, SAT2, and SAT3), similar to the one used by Selkowitz et al. [5]. The ASM identified what event was occurring (LH frame), what action it should take in response to the event (center frame), and the expected outcome of this action (RH frame). In the in-depth SAT model information (D) condition, a secondary module was added below the at-a-glance module, which depicted the underlying factors that led to each specific “decision” mentioned above.
**ASM Reliability** was manipulated by varying the ASM’s error rate when it responded to events occurring in the environment. The simulated ASM determined what event was occurring by observing the squad’s actions, and its subsequent behaviors were based on its identification of the event. Errors would occur when the ASM misinterpreted the squad actions, thus misidentifying the event, and responded as if a different event was occurring. An example of such an error would be the squad encounters a potential IED and seeks cover; the ASM misinterprets their behavior as responding to an ambush and deploys smoke grenades. The ASM was either 67% reliable (U) or 100% reliable (R), similar to the rates used by Mercado et al. [6]. In a 2 × 2, counterbalanced, within-subjects design experiment each participant completed four trials, one in each of the conditions (i.e., SR, SU, DR, DU, etc.), see Fig. 3.

2) **Target Detection Task:** During each mission, participants conducted a target detection task wherein they were assigned to click on a specific vehicle whenever it appeared in the left-hand simulation screen. Each mission contained 15 targets and 80 “noise” vehicles. The participant encountered the vehicles at a rate of approximately eight vehicles per minute. To avoid potential ceiling or floor effects, participants’ efficiency at this task was assessed. First, the correct targets score was calculated by finding the ratio of correct detections to total targets (#correct/#total targets). Then, the efficiency score was calculated by finding the ratio of correct detections to the total number of clicks (#correct/#total clicks). Finally, the target detection correctness efficiency (TDCE) score was calculated by multiplying the correct targets score by the efficiency score (correct targets × efficiency).

3) **Event Identification Task:** The soldier squad encountered six events in each scenario (i.e., ambush, civilians, flooding, IED, obstacle, and sniper). Event task (ET) score reflects participants’ average time to identify events and assesses correctness by including a time penalty for each incorrect response. The time penalty is the overall average response time from all conditions (i.e., 26.35 s). Lower ET scores indicate better event identification performance.

4) **Workload:** Participants’ perceived workload was evaluated after each mission using the computerized version of the NASA-TLX [35].

5) **SA Scores:** To assess the participant’s current awareness of their environment and the ASM, SA global assessment technique style SA queries were employed [36], [37]. During each mission, the simulation was paused after each event, and the participant answered queries designed to assess their SA of the ASM and their confidence in their SA. SA1 and SA2 queries were scored as correct (+1) or incorrect (−1), with higher scores indicating better SA. SA3, however, was handled differently.

Typically, SA3 is assessed through queries about projected outcomes that can be predicted using SA1 and SA2 information available in the environment. Due to the nature of the task environment (episodic, stochastic, etc.) [38], the information available during the event could not help either the ASM or human predict the next event. However, participants could use the information available to establish expectations as to the ASM’s future reliability, which could influence the participant’s mental model and ongoing SA of the robot [39]. For the SA3 queries, participants were asked how reliable the ASM would be in the following event, based upon its performance in the current event. For purposes of this query, reliability was described as how well the robot correctly identified and responded to the event the squad encountered. Projected reliability (PR) was scored using a 4-point Likert scale (e.g., 4 = reliable, 1 = unreliable, etc.), with higher numbers indicating greater reliability. As such, if the ASM displayed reliable behavior in the current event, the projections for the following event should be “reliable” (score 4/4).

In addition to SA, the related concept of confidence in one’s SA was assessed [26], [27]. The participant rated their level of confidence in their response to each SA query using 5-point Likert scales (e.g., 5 = very confident, 1 = not confident, etc.). Higher values indicate greater participant confidence.

6) **Trust:** After each mission, the functional trust survey was administered to assess the participants’ trust in the ASM (see Fig. 4). The functional trust survey was developed in-house to distinguish the basis of an individual’s trust in an autonomous agent. It is comprised of Jian et al.’s trust in automation survey [40] which had been modified to assess trust along the four functions of automation use (i.e., A: gathering and filtering information, B: integrating and displaying information, C: suggesting or making decisions, and D: executing actions), which yields a total of 64 survey items [41]. The length and complexity of the survey have the potential to induce respondent fatigue in participants, so previous research compared the methods of possibly mitigating these factors [42]. One study successfully used this survey to measure participants’ state of trust after a single interaction [43]. In a follow-up study, they also successfully used this survey through multiple interactions to track the development of trust.

7) **Humanness:** The godspeed questionnaire series (GQS) was administered after each mission [44]. The GQS assesses an individual’s perceptions of a robot on the attributes anthropomorphism, animacy, likeability, perceived intelligence, and perceived safety via a series of bipolar Likert scale evaluations.

| ASM Reliability | ASM Transparency Level | Surface level information only (S) | Surface level plus in-depth information (D) |
|-----------------|------------------------|-----------------------------------|-------------------------------------------|
| 100% Reliable (R) | 100% Reliable/ Surface level information (SR) | 100% Reliable/ Surface level plus in-depth information (DR) |
| 67% Reliable (U) | 67% Reliable/ Surface level information (SU) | 67% Reliable/ Surface level plus in-depth information (DU) |

Fig. 3. ASM reliability by ASM transparency level design matrix.
D. Procedure

After being briefed on the purpose of the study and signing the informed consent form, participants completed a demographics survey and began training. Training was self-paced and took 60–90 min to complete. Participants were told that the ASM was a robot that uses sensors to collect and analyze information about its environment, including the actions of the soldier teammates, and then uses that information when making decisions and executing actions. They were also shown an image of the ASM, which was simulated as a six-wheeled robotic cart with no visible appendages. Participants received training on the elements of the ASM interface, their specific tasks, and how to evaluate the ASM. The training included quizzes to assess their understanding and retention of the training content, and those who scored too low on the quizzes were allowed to review the information again and be reassessed. After completing the training, there was a practice session to familiarize the participants with the experimental environment. Participants were allowed a short (under 5 min) break before continuing to the experiment.

During the experiment, participants monitored a simulated dismounted soldier team, accompanied by an ASM, as it traversed a training course. In each trial, the soldier team took a different route through the course and was accompanied by a different ASM. As the team traversed the training course, events would occur, and the team (and ASM) would have to respond accordingly. Participants were required to identify the event, as well as detect other potential threats. After each event, the simulation would freeze, and the participants received SA queries related to the event. After answering the SA queries, the simulation would resume.

Each mission simulation lasted 12–15 min. After each mission, participants assessed their perceived workload, trust in the ASM, and humanness perceptions of the ASM. Participants completed four trials (a mission in each condition, followed by the related surveys) without additional rest breaks. This portion of the study took about 90 min to complete. Upon completion, participants were debriefed and dismissed.

III. RESULTS

SPSS V24 software was used to analyze the data. Data were examined using repeated-measures ANOVAs (α = 0.05), and the Greenhouse-Geisser correction for sphericity is reported when applicable. Planned comparisons were conducted using paired t-tests to examine differences between conditions, specifically, SR–SU, SR–DR, SU–DU, and DR–DU. Unless otherwise specified, ANOVA results are reported in Table I, and planned comparisons are reported in Table II.

A. Task Performance

Participant performance on the target detection task was evaluated using the target detection correctness efficiency (TDCE) score, and performance on the event identification task was evaluated using the ET score. No difference in TDCE or ET scores due to information level or ASM reliability was found. Although the target detection and event identification tasks were not challenging and the event rate was quite low, it was still expected that the unreliable conditions would hamper performance (H1) due to increased cognitive load, and in-depth information presented during the unreliable condition would do so even more (H2). These hypotheses were not supported; there was no difference in performance regardless of agent reliability or transparency level.

B. Workload

Participant perceived cognitive workload was assessed using the NASA-TLX survey. Perceived workload was expected to increase in the unreliable conditions (H3) [21], and the addition of in-depth information in the unreliable condition would further increase workload (H4), but these hypotheses were not supported. There was no significant difference in global NASA-TLX scores due to either information level or ASM reliability.

C. Situation Awareness

There was no significant difference in the percentage of correct answers or participant confidence in their SA1 or SA2 responses between the experimental conditions (see Table I). Overall, the percent correct was over 83% for both SA1 and SA2 queries, regardless of condition, with confidence ratings of 4.6/5 and higher. As such, participants’ SA1 (perception) and SA2 (comprehension) scores were uniformly high throughout the scenarios, which did not support the expectation (i.e., H5 and H6) that SA would be positively affected when the agent was perfectly reliable. Contrary to expectations (i.e., H7 and H8), there was no difference in the self-confidence ratings of SA1 and SA2 responses.

There were significant differences in participant projections of the ASM’s reliability (PR) and their confidence in their evaluations between the experimental conditions (see Table I). Paired t-tests indicated that these differences were due to ASM reliability rather than ASM transparency (see Table II), thus not
supporting H5. In the unreliable conditions, participants rated the ASM’s future reliability lower than in the reliable conditions, which partially supported H6. In the conditions where the ASM made an error, PR scores were lower than scores in the nonerror conditions. Participant confidence in their assessment of the PR was also significantly lower in the error conditions than in the nonerror conditions. After witnessing an ASM error, participants rated their confidence in their assessment lower than when they had not witnessed an ASM error, partially supporting H8.

1) Effect of Errors on Participant Perception of Reliability and Confidence: The effect of ASM reliability on participant evaluations of PR and confidence in those evaluations was also examined for potential carry-over effects using independent samples t-tests. There were four scenarios; each scenario was comprised of six events.

The event scores were grouped as such: beginning (all events from the beginning of scenario up to the first error event), error (all events where the ASM made an error), 1st Following (the first nonerror event following an error event), and 2nd Following (the second nonerror event following an error event). Then the scores were averaged across scenarios, and the differences in scores were evaluated by whether the participant witnessed an error during that event (E; SU and DU conditions) or not (NE; SR and DR conditions). Witnessing an ASM error influenced participants’ PR and confidence throughout the rest of the scenario (see Table III).

The beginning event in each scenario was error free, and there was no difference in assessments between the NE (no error witnessed) and E (error witnessed) groups (see Fig. 5). During the error event, there was a significant difference between the two groups, as was expected. Although the events following the
Participant trust in the ASM was also assessed along the four functions of automation using one-way ANOVAs with planned comparisons. There was a significant difference in trust in the ASM’s ability to perform each of the automation functions between the experimental conditions (see Table II). Although the assessment was not statistically significant for Function B (integrating and displaying information), the effect sizes for the overall test and the planned comparisons were large, indicating there is most likely a difference in participant trust on this factor between conditions. Information level had no significant effect on operator trust, except in Function A (collecting and/or filtering information). Although the test did not show statistical significance, the effect sizes indicate that in-depth information does bolster trust, particularly when the ASM is unreliable. ASM reliability had a significant effect on participant trust across all automation functions. Participant trust in the ASM was consistently lower when the ASM was unreliable.

E. Humanness

Information level did not influence participant perceptions of the ASM, contrary to H11 (see Table II). Agent reliability did make a significant difference in participant perceptions of the ASM, supporting H12. When the ASM was reliable, participants anthropomorphized the agent more than when it was unreliable. Participants also rated the ASM as more animate, likable, intelligent, and safer to work with when the agent was reliable than when it was not.

IV. DISCUSSION

The purpose of this paper was to examine the interactive effects of agent transparency and agent reliability. To date, most research on agent transparency has focused on its utility in perfectly reliable systems. However, it is known that unreliable automation severely impacts operator performance and perceptions of a system. This paper examined whether increasing an agent’s transparency would mitigate the undesirable effects of unreliable automation.

The primary purpose of the target detection task was to act as a secondary task that would maintain participant engagement with the ASM. This task was not intended to be challenging; however, some difference in performance due to varying information level or reliability was still expected. The findings suggest that access to in-depth agent SAT information or reduced agent reliability does not distract participants enough to influence their concurrent task performance (in this case, target detection efficiency). Considered together with the other findings of this study, this suggests that when the human teammate’s tasks are independent of the agent, the agent’s reliability and transparency could have limited (if any) influence on the human’s task performance, while still having a significant impact on the human’s perceptions of the agent.

Neither agent reliability nor information level affected the participant perceived workload. Prior studies have found that perceived workload did not increase because of increased transparency when working with reliable agents [6]; these findings demonstrate this may also be true when the agent is unreliable.
This outcome may be beneficial for designers and developers seeking to support more transparent interaction between agents and humans. Participants’ SA1 (perception) and SA2 (comprehension) scores were uniformly high throughout the scenarios, as were their self-confidence ratings of SA1 and SA2 responses. These high scores could be a demonstration of the effectiveness of the SAT framework in relaying information to the participant that supported their SA1 and SA2 of the agent. Alternatively, it could also indicate that the in-depth information did not contribute further to supporting SA beyond the surface level.

Participants’ PR scores differed, depending on whether they had witnessed an ASM error. In the unreliable conditions, participants rated the ASM’s future reliability lower than in reliable conditions. Prior research has shown that users may begin their work with an unfamiliar system with overly high expectations of the system’s performance (positivity bias; [45], [46]), and witnessing an error causes them to overcorrect their expectations, resulting in lower assessments of reliability than warranted [47]. It was expected that in-depth information from the ASM would mitigate these effects by allowing participants to understand precisely where the ASM “reasoning” failed. However, that was not the case, as the information level appeared to have no influence on participants’ projections of ASM reliability.

There were carry-over effects from witnessing the ASM error. Once an error occurred, participants continued to rate the ASM as less reliable even when the ASM did not make any additional errors. These lowered ratings did improve as the ASM continued to demonstrate reliable behavior, and appeared to be trending to a point where they would once again be similar to those in the reliable conditions. These results are similar to findings that users will correct their low-reliability assessments of a system over time, so long as the user witnesses no further errors [47], indicating that the process for improving PR may be similar to trust repair [34].

Participants who witnessed an ASM error rated their confidence in their assessment lower than those who had not witnessed an ASM error. At the beginning of the scenarios, when no ASM error had occurred, there was no difference in reported confidence between participants in the two reliability conditions. Once the ASM made an error, those in the unreliable conditions reported significantly lower confidence in their predictions of ASM reliability than their reliable-condition counterparts. Surprisingly, this difference in confidence was consistent throughout the remainder of the scenario, i.e., even when no further errors occurred, participants who had witnessed an ASM error continued to report low confidence in their ability to assess and predict agent reliability.

Prior research has shown that participants report higher confidence in their responses when agreeing with a decision aid, rather than when they disagree [48], because consistently agreeing with the automation allows participants to assess the automation’s reliability apart from their own. When the ASM initially erred, the participants reported lower reliability. However, on subsequent events when the ASM did not err, and they continued to rate its reliability as lowered, participants were most likely aware of their error in rating the reduced reliability. Confidence in one’s ability to correctly assimilate information, forming accurate comprehension and projection is fundamental to SA [26]. Even though the participants’ assessment of the ASM’s future reliability increased as the error event became more distant, their continued awareness of their inability to predict the ASM’s reliability appeared to undermine their confidence in those assessments. While subjective confidence is not a reliable indicator of the validity of one’s judgments [49], persons who lack confidence tend to be overly cautious, hesitant in decision-making, and slow to enact action [24]. As such, a reduction in one’s confidence in decision-making could lead to undesirable results in a military setting.

Consistent with the findings of previous studies on automation reliability and trust [9], [21], [50], reliability, not information level, influenced participant trust. Participants also reported higher trust in the ASM when it was reliable for each of the four automation functions [41] than when it was unreliable. Information level did not affect participant trust in the ASM for the automation functions, except for the “collecting and/or filtering information” function, where participants with in-depth information reported higher trust than those with only surface-level information, in the (respectively) reliable and unreliable conditions. This finding suggests that in-depth knowledge of the underlying reasons for an agent’s actions and reasoning may bolster trust in the agent and mitigate the effects of unreliable automation, at least so far as specific functions are concerned [51], [52], [53], [54].

Participant perceptions of the ASM were affected by agent reliability, but not information level. When the ASM displayed unreliable behavior, participants rated it as having less human-like qualities (e.g., less animate, likable, intelligent, and safer to work with) than the reliable ASM. Prior research has shown that participants rate an autonomous agent as more animate, likable, intelligent, and safer when it provides information supporting all three SAT levels [5], but the addition of in-depth information did not change participants’ attitudes. We can infer that more information supporting transparency does not necessarily change the aforementioned attitude, so agent interface designers must use a deft hand when determining how much information the agent provides its human teammate, especially when they want to influence the relationship that humans have with that agent.

A. Limitations

This paper had several limitations. First, the taskload of the environmental monitoring tasks (i.e., target detection and event identification) was low, which most likely contributed to the lack of differences in task performance, workload, and SA. Second, participants were asked to take the functional trust survey after each scenario, but only the first survey was analyzed. While this single interaction provided a useful snapshot of participants’ trust in the agent, this approach cannot reveal the change in trust over time that a multiple interaction approach could.

Finally, agent transparency (i.e., information level) had little-to-no influence on the study findings. This outcome was unexpected, and several potential factors may have contributed to this outcome. It is possible that the additional information was
not prominent enough, making it difficult for the participants to realize when it changed. This potential issue could be addressed in future studies by incorporating multimodal cues that would draw attention to the updated information [57]. It is also possible that the additional information provided to the participants was not needed, as the ASM’s responses to events were clearly understood, rendering the additional information superfluous. In this study, the ASM’s responses and underlying reasons were limited, so it is possible that the participants were able to identify the error and deduce the underlying reason based on their observations of the soldier team and environment. Finally, the methodology of this study may not have been sensitive enough to tease out the effects of transparency from a more powerful manipulation of system reliability [22]. However, the current results should not be interpreted as suggesting that transparency information is not useful, as the utility of transparency information is context dependent. Indeed, a recent real-world observational study [56] revealed that understandability of the automated system had the greatest impact on operators’ trust in the system.

B. Future Research

Further investigation into the interaction between agent reliability and agent transparency is needed. Future research should explore how agent transparency interacts with agent reliability in a higher workload setting. Better understanding as to which tasks require a more in-depth understanding of the agent’s reasoning, and how to discern what that depth would entail, is also needed. Perhaps more importantly, future research should explore ways to deliver transparency information, based on the tasking requirements. The delivery mechanisms could include other modalities besides visual. Multimodal communications and bidirectional transparency based on the SAT framework could be fruitful research areas [7].

V. CONCLUSION

Humans working with autonomous robots in simple, low workload environments may not have the same SAT needs as those in environments that are more dynamic. This study demonstrated that even when SAT information does not directly support task performance, it influences the human perceptions of the robot. Participants trusted in the agent’s abilities to collect and filter information when given evidence of that activity, which suggests that future attempts to facilitate transparent human–agent interaction may benefit from reminding participants of the work the agent is doing “under the hood.” Otherwise, visualizing explanatory elements of the agent’s decision-making process, in situations where those decisions are not directly related to the human’s actions, may not benefit human performance.

Agent reliability may be a stronger influence on the human’s perceptions of the agent than agent transparency, although both are important for human–robot interaction [55]. Agent errors had a profound and lasting effect on the human teammates’ perception of the agent and their confidence in their assessments. While their undesirable assessments of the agent’s reliability appeared to diminish as the agent continued to display reliable behavior, their reduced confidence in their assessment of the agent’s reliability did not. Methods to restore the human teammates’ confidence in their assessments of the robot should be explored, as it is crucial to appropriate continued use of the robot teammate.
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