Evolutionary optimization of the Verlet closure relation for the hard-sphere and square-well fluids
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The Ornstein-Zernike equation is solved for the hard-sphere and square-well fluids using a diverse selection of closure relations; the attraction range of the square-well is chosen to be $\lambda = 1.5$. In particular, for both fluids we mainly focus on the solution based on a three-parameter version of the Verlet closure relation [Mol. Phys. 42, 1291–1302 (1981)]. To find the free parameters of the latter, an unconstrained optimization problem is defined as a condition of thermodynamic consistency based on the compressibility and solved using Evolutionary Algorithms. For the hard-sphere fluid, the results show good agreement when compared with mean-field equations of state and accurate computer simulation results; at high densities, i.e., close to the freezing transition, expected (small) deviations are seen. In the case of the square-well fluid, a good agreement is observed at low and high densities when compared with event-driven molecular dynamics computer simulations. For intermediate densities, the explored closure relations vary in terms of accuracy. Our findings suggest that a modification of the optimization problem to include, for example, additional thermodynamic consistency criteria could improve the results for the type of fluids here explored.

I. INTRODUCTION

Integral equation theories have been a recurring theoretical framework to study the structural and thermodynamic properties of both simple and complex fluids.1 The most common framework is the Ornstein-Zernike (OZ) equation.1 This is in part due to its theoretical formulation, and modern techniques for providing an efficient numerical solution.2–5 However, the OZ equation must be paired with a closure relation to get a physical solution.1 The use of a closure relation relies on approximating some physical information that produces results that commonly depend on the physical or mathematical path used to obtain a solution, leading in some cases to inconsistencies. This is normally referred to as thermodynamic inconsistency1, and it constitutes one of the biggest challenges to the use of integral equation theories.

To solve the problem of thermodynamic inconsistency, several closure relations have been developed, most of the time tailored to specific intermolecular fluids.6–9 One such case is the hard-sphere fluid, which serves as an invaluable reference model for understanding simple and complex fluids.1,10 The Percus-Yevick11 approximation is one of the first closure relations used within the OZ formalism to provide an analytical solution for the hard-sphere fluid. Still, even though the solution is exact, the problem of thermodynamic inconsistency is present when it is used to determine, for example, either the pressure or compressibility.1 This means that the latter computed through different routes might give different results, which is not desired. The main approach to solving this issue is to enforce thermodynamic consistency using different routes for all possible state variables. Verlet proposed using the first exact virial coefficients to provide a closure for the hard-sphere fluid, creating a semiphenomenological approxima-
The so-called closure relation, and in its most general form is be introduced that relates the correlation functions to the pair-g as well as the radial distribution function (RDF), defined as the OZ equation reads as

$$\chi_T = -\frac{1}{V} \left( \frac{\partial V}{\partial P} \right)_T = \frac{1}{\rho} \left( \frac{\partial \rho}{\partial P} \right)_T .$$

Following Eq. (6), together with Eq. (5), $\chi_T$ can be computed through these definitions. We refer to this way of computing $\chi_T$ as the pressure route.

A different way of computing $\chi_T$ is by using correlation functions,

$$\frac{\beta}{\langle \chi_T \rho \rangle} = 1 - \rho \int d\rho c(r) ,$$

where $c(r)$ is the direct correlation function introduced in the OZ equation, Eq. (1). Using Eq. (7) to compute $\chi_T$ is called the compressibility route.

Standard closure relations, such as HNC or PY, lead, in general, to different results for the hard-sphere fluid when using the compressibility and pressure routes. When both routes produce the same quantity for the isothermal compressibility for a given interaction potential, it is said that the OZ equation along with the closure relation used is partially thermodynamically consistent.
C. Modified Verlet bridge function

Between 1980 and 1981, L. Verlet published a series of two papers dedicated to the integral equations of hard-sphere fluids and introduced what is now called the modified Verlet (MV) bridge function\textsuperscript{12,13}. The original proposition for the bridge function by Verlet is\textsuperscript{12},

\[ B(r) = -\frac{A|\gamma(r)|^2}{1 + B\gamma(r)/2}. \tag{8} \]

By fitting the exact values of the first five virial coefficients for the hard-sphere fluid, Verlet reached the conclusion that the values for \( A \) and \( B \) that would reproduce the expected results up to the fluid-solid transition were the values \( A = 1, B = 4/5 \), which turn the original closure relation in Eq. (8) into,

\[ B(r) = -\frac{0.5|\gamma(r)|^2}{1 + 0.8\gamma(r)}. \tag{9} \]

This turned out to be a highly accurate bridge function approximation for the hard-sphere fluid, as shown by Verlet when comparing the results obtained with equations of state and computer simulations\textsuperscript{12}. Some of the advantages of this approximation are the fact that it is simple, efficient, and there are no free parameters to be fixed, contrary to the case of, for example, the Rogers-Young\textsuperscript{7} and Zerah-Hansen\textsuperscript{8} closure relations. It has been shown that even when hard-sphere mixtures are considered\textsuperscript{24,25}, the MV bridge function produces excellent results. Similar results have been obtained for the case of hard-disk fluids and their mixtures\textsuperscript{26}. More recently, the MV closure relation has been used in overcompressed and supercooled metastable hard-sphere fluids\textsuperscript{27}, as well as in the study of correlations and nonuniversal effects in glass-forming liquids\textsuperscript{28}, with good results overall.

The problem lies, as with most closure relations, in the fact that the bridge function in Eq. (9) is not thermodynamically consistent. There are other closure relations which are already thermodynamically consistent, e.g., the reference Hypernetted Chain approximation\textsuperscript{5}. This approximation comes from first principles, and the thermodynamic consistency comes from the fact that the reference potential is chosen such that the free energy of the fluid is minimized\textsuperscript{8}. Still, the problem with this closure relation, although accurate, is that it might be hard to implement and use in several different scenarios, such as being useful for different kinds of intermolecular potentials. Also, the use of a reference potential means that a approximation for the bridge function must be used for that reference potential. In the original work by Lado, Foiles, and Ashcroft\textsuperscript{4}, the hard-sphere fluid was used as the reference potential, but any other reference potential can be used as long as there is an accurate bridge function for that fluid.

In the second paper in the series\textsuperscript{13}, Verlet developed a second approach to the MV closure relation. The purpose of the reformulation was to provide a closure relation on first principles, and make the approximation partially thermodynamically consistent by introducing free parameters. The basic idea is to use Padé approximants for the bridge function, then the coefficients of such polynomials will be obtained through a minimization process that successfully reproduces the virial and compressibility routes. For more details on the formulation, we refer the reader to the original work by Verlet\textsuperscript{13}.

The form of the improved closure relation is a generalized three-parameter version of the original closure relation described by Eq. (9),

\[ B(r) = A\frac{\gamma(r)^2}{1 + B\gamma(r)/C\gamma(r)}. \tag{10} \]

To obtain the values for \( A, B, C \), Verlet used a series of steps to approximate the value of the thermodynamic pressure. In essence, the idea is to fix a value for \( A \) and \( B \), and then vary \( C \). This process is then performed once again to find \( B \), and finally to determine \( A \). To obtain an accurate estimation of the equation of state of the hard-sphere fluid, an intermediate step based on using the Carnahan-Starling equation of state\textsuperscript{20} was needed. The results obtained from this procedure revealed that good agreement with previous results reported were achieved, although the compressibility factor is underestimated at high densities.

D. The Kinoshita variation

The Kinoshita variation to the MV closure relation reads\textsuperscript{31},

\[ B(r) = -\frac{0.5|\gamma(r)|^2}{1 + 0.8|\gamma(r)|}. \tag{11} \]

and introduces the absolute value \(|\cdot|\) in the denominator, which increases the numerical stability of the closure relation, avoiding the possibility that the denominator becomes zero.

It is important to note that even though this approach seems to be a good approximation for the particular case of the hard-sphere fluid, in general, a virial expansion based on the evaluation of the virial coefficients does not lead to a proper equation of state. The reason for this is that the virial expansion is an infinite series, but computationally only truncated series can be dealt with, and so the series has to be truncated somewhere, dropping accuracy and physical relevance for higher order terms in the expansion, which are important at high particle concentrations.

III. EVOLUTIONARY OPTIMIZATION

The idea behind Evolutionary Computation (EC) is to use the powerful mechanism of evolution and apply it to complex problems, using modern computational and mathematical resources to facilitate and empower a simplified version of evolution.\textsuperscript{29} In the most general case, evolution is roughly a two-step process: first comes variation and then comes selection\textsuperscript{32}. Algorithms based on EC use these properties, and, depending on how these variations and selections occur, the algorithms are named and used differently. In particular, for this work, the focus will be on evolution strategies and their direct application to global optimization problems, which will
be addressed next. However, there are also genetic algorithms, evolutionary algorithms, and others\textsuperscript{32}.

### A. Evolution Strategies

The principal characteristics of Evolution Strategies (ES) are the ease of dealing with high-dimensional optimization problems and the low number of function evaluations. Also, unlike other EC algorithms, ES methods evaluate the fitness of the functions in batches instead of individually, allowing for more efficient computations, as well as a more efficient search of solution space. The most prominent algorithm in the ES family of methods is the CMA-ES, or Covariance Matrix Adaptation-Evolution Strategy\textsuperscript{33}. In general, ES methods do two main things. First, to perform variation, multivariate normal random vectors are used. Second, to carry out mutation, these algorithms modify different aspects of that particular probability distribution, such as mean and covariance. One of the main disadvantages of the CMA-ES is its high computational cost, having to perform the inverse of the covariance matrix at each step of the solution.

### B. Differential Evolution

Differential Evolution (DE)\textsuperscript{34,35} methods have been widely used as stochastic optimization methods due to their simplicity and efficiency in finding a solution in a short period of time. These methods perform the same steps as all ES methods, shown in Fig. 1.

During initialization a set of \( NP \in \mathbb{Z} \) candidate solutions is chosen at random, based on the upper and lower bounds of the search space. These solutions, also known as agents, will be used throughout the complete optimization procedure.

Then comes the evolution of the agents, starting with mutation. During the mutation step, a donor is computed at generation \( G \), as a weighted difference between two randomly chosen agents,

\[
V^G_{j} = X^G_{2j} + F \cdot (X^G_{3j} - X^G_{1j}),
\]

where \( F \in [0, 1] \) is a scaling vector, most commonly chosen to be \( F = 0.8 \)\textsuperscript{35,36}. Labels \( r1, r2, r3 \in \{1, 2, \cdots, NP\} \) represent different agents chosen at random from the set of available candidates. The index \( j \) takes the values \( 1, 2, \cdots, NP \).

The next step in the evolution process is that of the crossover. In this step, a new trial agent is created from the donor and a target agent. By selecting a crossover probability \( Cr \in [0, 1] \), the new trial agent is generated as,

\[
U^G_{j} = \begin{cases} 
V^G_{j} \text{ rand} \leq Cr \\
X^G_{j} \text{ rand} > Cr,
\end{cases}
\]

where \( \text{rand} \) is random number from a uniform probability distribution. This means that if the condition is met, the new trial agent is chosen instead of the agent already in the population.

The final step is called selection, and it is based on evaluating the fitness of the function and the trial agent obtained with Eq. (13). If the evaluation of the fitness is lower for the trial agent, then the trial agent \( U^G_{j} \) is kept and \( X^G_{j} \) is discarded. If not, the original target agent is kept. This process is repeated for as many generations as needed, or when a given stopping criterion is met. In the area of numerical optimization, the most common choices for stopping criteria are running time of the algorithm; target fitness of the function evaluation; or number of function evaluations\textsuperscript{37}.

In most real applications, the simplicity of DE methods is its biggest disadvantage, and several enhancements have been researched and implemented since its invention, mostly focused on the crossover operation, which is critical to the performance of the DE methods\textsuperscript{38-40}. In this work, a variation of the DE method using CMA-ES covariance matrix learning techniques\textsuperscript{41} is used to solve the unconstrained global optimization problems. The implementation used in this work is the radius limited DE method from the software BlackBox-Optim.jl\textsuperscript{42}.

### IV. METHODOLOGY

By enforcing that the isothermal compressibility computed from Eq. (6), with the pressure calculated with Eq. (5), and the isothermal compressibility given by Eq. (7) are equal to some arbitrary precision, closure relations can be partially thermodynamically consistent. The standard way of alleviating the problem of thermodynamic inconsistency is to compute \( \chi_T \) using both routes and adjust some free (non-physical) parameter, or function, such that both thermodynamic routes yield the same result. In other words, both results must come from the same free energy functional\textsuperscript{43}. This is normally achieved by enforcing not only one, but several thermodynamic routes.

In this contribution, the proposal is to use the three-parameter variation of the Verlet closure approximation, Eq. (10),

\[
B(r) = A \gamma(r)^2 \left[ \frac{1 + B \gamma(r)^2}{1 + C |\gamma(r)|} \right],
\]

where we have kept the absolute value in the denominator to ensure numerical stability. As this closure relation is an improvement to the original two-parameter version, this seems like an ideal candidate for the EC optimization method. Also, following the results from Verlet\textsuperscript{12,13}, this closure relation should yield good results not only for the hard-sphere fluid. To the best of our knowledge, this closure relation has not been implemented for the square-well fluid yet.

---

\textsuperscript{32} Genetic algorithms, evolutionary algorithms, and others.

\textsuperscript{33} Covariance Matrix Adaptation-Evolution Strategy.

\textsuperscript{34} Differential Evolution.

\textsuperscript{35} Methods have been widely used as stochastic optimization methods due to their simplicity.

\textsuperscript{36} Efficiency in finding a solution in a short period of time.

\textsuperscript{37} Most common choices for stopping criteria are running time of the algorithm; target fitness of the function evaluation; or number of function evaluations.

\textsuperscript{41} DE method using CMA-ES covariance matrix learning techniques.

\textsuperscript{42} Radius limited DE method from the software BlackBox-Optim.jl.

\textsuperscript{43} Free energy functional.
To find the new free parameters \( A, B, C \), partial thermodynamic consistency will be imposed through the use of the pressure and compressibility routes in order to obtain the same value for the isothermal compressibility. In the special case when \( A = 1/2, B = 0, C = 4/5 \), we recover the original two-parameter version of the Kinoshita variation, Eq. (11).

### A. Optimization setup

In order to solve the problem of finding the free parameters \( A, B, C \) in Eq. (14) that would provide partial thermodynamic consistency, a special type of setup needs to be implemented. It has already been stated that we seek the compressibility and virial routes to give the same result. This can be formulated as an unconstrained optimization problem, if a particular physical observable is chosen.

Let \( \chi_T(\alpha)^{-1} \) be the inverse isothermal compressibility, and \( \alpha = \{ A, B, C \} \in \mathbb{R}^3 \) is the vector of free parameters, also known as the design vector. A loss function can be defined as the squared difference between both quantities as follows,

\[
f(\alpha) \equiv \left[ \chi_T^v(\alpha)^{-1} - \chi_T^r(\alpha)^{-1} \right]^2.
\]

where \( \chi_T^v(\alpha)^{-1} \) is the inverse isothermal compressibility computed through the virial route, while \( \chi_T^r(\alpha)^{-1} \) is computed through the virial route. Then, an unconstrained optimization problem that minimizes the function \( f(\alpha) \) can be simply defined as,

\[
\minimize \ f(\alpha),
\]

In other words, for a fixed set of parameters \( \alpha \), the inverse isothermal compressibility is computed via both routes, and its difference squared is calculated. The goal of the optimization problem is to minimize this difference. If a good set of parameters is found, then the difference will be ideally zero or close to zero, which in turn would mean that both routes are giving the same result, up to an arbitrary numerical tolerance.

Now, to solve the optimization problem, the numerical procedure needs to be included in a single function evaluation. To achieve this, a black-box function is introduced that performs the following steps:

1. Take as input three fixed values, \( A, B, C \), and use them to define the closure relation in Eq. (14).
2. Solve the OZ equation with the closure relation provided in the previous step. This will output two quantities, the radial distribution function, \( g(r) \), and the direct correlation function, \( c(r) \).
3. Using Eq. (5) and Eq. (6), \( \chi_T^v(\alpha)^{-1} \) is computed.
4. Then, using Eq. (7), \( \chi_T^r(\alpha)^{-1} \) is calculated.
5. After both routes have been obtained, the squared difference of both quantities is calculated, i.e.,

\[
\left[ (\chi_T^v(\alpha, \beta))^{-1} - (\chi_T^r(\alpha, \beta))^{-1} \right]^2.
\]

An schematic representation of these steps is shown in Fig. 2, where the different steps are shown in each square of the figure. The black-box function is comprised only on the middle part of the procedure, with the closure relation and the three parameter being the input, and the squared difference of the isothermal compressibilities is the output of the function.

Given that the function is not differentiable, DE methods were used to find the best set of parameters. The general procedure is as follows:

1. An initial search space is selected. In this work, the search space is chosen for each parameter: \( A \in [-50, 0] \), \( B \in [0, 50] \), \( C \in [0, 50] \). An initial set of parameters is chosen randomly from within the search space.
2. Using the DE global optimization method, a search is performed for all global minima. Note that the optimization procedure is constrained to the bounds of the search space.
3. Only the parameters that evaluate to \( f(\alpha') \leq 0.5 \) are kept for the next step.
4. Using a local optimization method, the SBPLX method, the parameters found by the previous two steps are taken as input for the function, \( \alpha' \). Now, the search bounds are restricted to \( \alpha' \pm 1.5 \) to force the optimizer to look for a better solution within the interval.
5. The optimization procedure is stopped when the new set of parameters evaluate to \( f(\alpha^*) \leq 1 \times 10^{-12} \).

Thus, an optimal solution is found, \( \alpha^* \). These values are the ones that yield the same value for the compressibility regardless the route taken. To obtain accurate estimations of the optimal solutions and the compressibility values obtained, 15 independent solutions were determined using different random seeds and initial values. The solutions were required to have positive isothermal compressibility values, and should also give the same result regardless the route. Then, to compute the uncertainties the bias-corrected bootstrap was employed. To build 95% confidence intervals, 10⁵ bootstrap samples were used.

### B. Numerical procedure

In this work, two monocomponent fluids are considered. The first, the hard-sphere fluid, described by the intermolecular potential,

\[
u_{\text{HS}} = \begin{cases} \infty & r < \sigma \\ 0 & r \geq \sigma \end{cases} \quad (17)
\]

with \( \sigma \) being the hard-core diameter.

The square well fluid was considered as well,

\[
u_{\text{SW}} = \begin{cases} \infty & r < \sigma \\ -\varepsilon & \sigma \leq r \leq \lambda \sigma \\ 0 & r > \lambda \sigma \end{cases} \quad (18)
\]
Similarly, for the square-well fluid, the pressure reads,

\[ P_{SW} = 1 + \frac{2\pi}{3} \rho \sigma^3 \left( g(\sigma^+) + \lambda^3 \left[ g(\lambda \sigma^+) - g(\lambda \sigma^-) \right] \right). \]  

(20)

In both expressions, the value \( g(\sigma^+) \) is the value of the radial distribution at contact, as computed from the right side. Equivalently, the values \( g(\lambda \sigma^+) \) and \( g(\lambda \sigma^-) \) are the values of the RDF at the breakpoints at both sides of the potential range of the square-well fluid. In this work, all these quantities were obtained from the integral equation solutions without extrapolation due to the grid points being sufficiently small such that the values at contact could be obtained within the discretization of the correlation functions.

Furthermore, for certain closure relations, a different expression of the virial expression was needed. For the Mean Spherical approximation, the expression due to Smith, Henderson, and Tago \(^{50}\) was used. This expression reads,

\[ P_{MSA} = 1 + \frac{2\pi}{3} \rho \sigma^3 g(\sigma^+) + \frac{\pi}{3} \beta \varepsilon \rho \sigma^3 \lambda^3 \left[ g(\lambda \sigma^+) - g(\lambda \sigma^-) \right]. \]  

(21)

For the Zerah-Hansen closure relation, the expression due to Bergenholtz \textit{et al.} \(^{51}\) was used. This expression takes the following functional form,

\[ P_{ZHMSA} = 1 + \frac{2\pi}{3} \rho \sigma^3 g(\sigma^+) - \frac{2\pi}{3} \rho (\lambda \sigma)^3 \times \left( \beta \varepsilon + \frac{1}{f(\lambda \sigma)} [g(\lambda \sigma^-) - g(\lambda \sigma^+) - \beta \varepsilon] \right). \]  

(22)

In this expression, the function \( f \) is the mixing function of the Zerah-Hansen closure relation, taken to be \( f(r) = 1 - e^{-ar} \), with \( a \) being the free parameter to fix by enforcing some kind of thermodynamic consistency. In this work, the Zerah-Hansen closure relation was solved using the Brent bracketing method \(^{39}\) to enforce compressibility consistency and finding a suitable parameter for the mixing function.
C. Computer simulations

Computer simulations were used to compare the results obtained from integral equations theory. In particular, the equation of state of the square-well fluid was obtained through event-driven molecular dynamics (EDMD) using the DynamO software. The simulations were performed for systems with $N = 16384$ particles, for a wide interval of densities $\rho \in [0.1, 0.8]$, in steps of 0.1. A single isotherm $T = k_B T / e = 1.5$ was studied, which is above the critical point for $\lambda = 1.5$. All systems were initialized using a face-centered cubic configuration. A Andersen thermostat is used to thermalize the system in the NVT ensemble to the specific reduced temperature. The thermalization procedure consists of $10^5$ collisions for each system. Then, the thermostat is removed and the NVE ensemble is sampled for an additional $5 \times 10^8$ collisions. From these simulations, the pressure is calculated through a time average over the change in momentum of every collision. For each density value, 21 independent simulations were done using different random seeds and initial values for the velocities of the particles. To compute the statistical uncertainties, the bias-corrected bootstrap was employed. To build 95% confidence intervals, $10^6$ bootstrap samples were used.

V. RESULTS AND DISCUSSION

A. Hard-sphere fluid

In Table I we compare the results for the compressibility factor obtained for the hard-sphere fluid using several closure relations, as well as theoretical equations of state. The EDMD simulations of Pieprzyk et al. are taken as the ground truth for comparing the relative error in the estimation of the compressibility factor. These results are highly accurate and were obtained through extensive computer simulations. All closure relations are in good agreement with computer simulations, up to the reduced density of $\rho \sigma^3 = 0.6$. For larger densities, the estimations provided by the mean-field equations of state and the two-parameter MV closure are much better in terms of accuracy, when compared against computer simulations. Furthermore, it is important to see that most of the results reported by Verlet are reproduced here, namely, the fact that the other equation of state and computer simulations, up to the highest values of densities. In particular, this can be better observed in Fig. 3, where the compressibility factor for the highest density reported start to slightly deviate from the other equations of state, which basically overlap each other, and the computer simulation results.

A clearer picture of the relative error is seen in Fig. 4, where the relative error between approximations and computer simulations is shown. In that figure, it is observed that the three-parameter MV closure relation gives better results than the two-parameter MV closure relation for low to medium density values. However, this changes at higher densities, where the two-parameter version is clearly better. In the same way as Verlet reported his results, the three-parameter version underestimates the compressibility factor at high densities. Although not shown here, it might be possible that this behavior is due to the virial coefficients being underestimated as well, given a poor prediction of the compressibility factor. It is also interesting to note that the results obtained with the three-parameter version of the MV closure relation gives good results when compared to the exact equation of state, at least, from low to intermediate density values. When compared, the relative error is quite small and gives a good estimate overall of the equation of state. This might seem that the best closure relation overall is the three-parameter version of the MV for low to intermediate density values and that it could be supplemented with the two-parameter version for higher density values. In fact, if a fourth parameter were introduced to serve as the mixing between the two-parameter and the three-parameter versions, the optimization would remain the same and there would be almost no change in the computation time and an estimation of the compressibility factor.

Most closure relations that enforce thermodynamic consistency do not have a unique set of parameters that solve the optimization problem. A solution to this problem would be
TABLE I. Compressibility factor \( Z = \beta P/\rho \) of the hard-sphere fluid for different values of the reduced number density, \( \rho \sigma^3 \). The closure relation approximations used are the same as in Fig. 3 and Fig. 4. The number inside the parenthesis indicates the uncertainty of the last digits (see section IV). The last row indicates results for the compressibility factor obtained through computer simulations using EDMD, as reported in Pieprzyk et al.\(^{59}\).

| Closure approximation | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  | 0.6  | 0.7  | 0.8  |
|-----------------------|------|------|------|------|------|------|------|------|
| Optimized             | 1.239678(62) | 1.512(69) | 1.9682(79) | 2.5218(35) | 3.2678(76) | 4.280(11) | 5.723(36) | 7.22(42) |
| Verlet (This work)    | 1.239329 | 1.549965 | 1.953768 | 2.480814 | 3.173219 | 4.091178 | 5.322839 | 7.000663 |
| Percus-Yevick         | 1.239365 | 1.550652 | 1.957950 | 2.496940 | 3.221974 | 4.218188 | 5.622829 | 7.664554 |
| MV-Fixed              | 1.239678 | 1.512(70) | 1.9682(80) | 2.5218(35) | 3.2678(76) | 4.280(11) | 5.723(36) | 7.22(42) |

**Equations of State**

- Carnahan-Starling\(^{58}\) 1.239666 1.553165 1.966711 2.518002 3.268764 4.280814 5.723(36) 7.22(42)
- Carnahan-Starling-Kolafa\(^{57}\) 1.239717 | 1.553587 | 1.968191 | 2.521604 | 3.269914 | 4.295329 | 5.727445 | 7.769947
- Kolafa-Labík-Malijevský\(^{57}\) 1.239720 | 1.553608 | 1.968229 | 2.521614 | 3.269392 | 4.294977 | 5.726998 | 7.770104
- Hansen-Goos\(^{56}\) 1.239720 | 1.553608 | 1.968229 | 2.521606 | 3.269358 | 4.294852 | 5.726555 | 7.767971

**Simulation Methods**

- EDMD\(^{59}\) 1.2397199(12) 1.5536043(45) 1.968231(11) 2.521620(13) 3.269404(11) 4.294977(18) 5.726960(29) 7.770090(34)

![FIG. 4](image)

FIG. 4. Relative percentage deviation 100 \( \cdot (Z_{\text{sim}} - Z_X)/Z_{\text{sim}} \) as a function of the reduced particle density, \( \rho \sigma^3 \). \( Z_{\text{sim}} \) is the compressibility factor obtained from EDMD simulations, as reported in Pieprzyk et al.\(^{59}\) for the hard-sphere fluid; see section IV. \( Z_X \) is the compressibility factor obtained from different closure relations, where the symbols have the same meaning as in Fig. 3.

To increase the number of independent runs and search for the variation in the parameters and see if within the range of the latter it is possible to find, in average, the same local minima. This might be possible, but an important remark is that at higher densities, the solution of the OZ equation and the search for a local minima increases in difficulty. This can be seen in particular in the error bars from the compressibility factor of the hard-sphere fluid, Fig. 3. At the highest density explored, \( \rho \sigma^3 = 0.8 \), the error is the highest from all the other density values explored, for the specific case of the three-parameter version of the Verlet closure. This points out the fact that at the density \( \rho \sigma^3 = 0.8 \) the minima found were not accurate enough, due to poor performance of the optimization procedure, having found several minima with low accuracy and high variance. DE methods are suitable for highly nonlinear functions, but, in general, they do not always converge to the global minimum\(^{60}\). If this is the case, then the local optimizer will not find a suitable minimizer to the function. A possible solution to the problem is to incorporate even more physical information into the loss function, Eq. (16). For instance, if it could incorporate a simple regularization term\(^{61}\), it might be possible to increase the number of successful solutions for the optimization problem.

**B. Square-well fluid**

To test the ability of estimating the compressibility factor with the three-parameter MV closure relation, we have also studied the square-well fluid for a single isotherm and a single interaction range, namely, \( T^* = 1.5 \) and \( \lambda = 1.5 \), respectively. The results obtained with other closure relations, as well as the computer simulations are displayed in Fig. 5 and summarized in Table II. For this intermolecular potential, the situation is quite different when compared to the hard-sphere fluid. As we mentioned previously, to the best of our knowledge, this is the first attempt of using the three-parameter version of the MV closure relation with the square-well fluid.

From Fig. 5, it is evident that at intermediate densities, \( \rho \sigma^3 \in [0.3, 0.6] \), all closure relations give different results. The relative error reported in Fig. 6 clearly illustrates this situation. A similar result was reported by Bergenholz et al.\(^{51}\), where the use of the Zerah-Hansen closure relation gives good results when compared to accurate results from computer simulations, mostly at a density region that does not include high densities. The same results were also found in this work, i.e., the Zerah-Hansen closure relation becomes more accurate than the other closure relations explored. However, when compared with the three-parameter MV closure relation, it can
FIG. 5. Compressibility factor of the square-well fluid for an attraction parameter of \( \lambda = 1.5 \), at a reduced temperature of \( T^* = 1.5 \), as a function of the reduced particle density, \( \rho \sigma^3 \). Only the results from event-driven molecular dynamics (EDMD) simulations and optimized modified Verlet closure have error bars (see section IV). The results of the following closure relations are also displayed: the optimized, three-parameter, modified Verlet closure (MV-Opt)\(^{13}\); the Zerah-Hansen (ZH); the Percus-Yevick (PY); the two-parameter modified Verlet closure (MV-Fixed)\(^{12}\); and the Mean Spherical Approximation (MSA)\(^{30}\). The data here shown are also summarized in Table II.

be seen that both approximations give similar results, with the difference that the Zerah-Hansen closure underestimates the compressibility factor, while the three-parameter MV closure relation overestimates it. This indicates that if the results of both closure relations were, in some way, combined or mixed, both closures could complement each other and might give better results. With the idea of mixing the three-parameter MV closure relation with the Zerah-Hansen in the same optimization problem, it could be possible to provide a better estimation of the compressibility factor, with small changes to the optimization procedure. However, this case is neither explored nor reported in this contribution.

For the lowest density studied, \( \rho \sigma^3 = 0.1 \), almost all closure relations give the same value and agree well with computer simulation results. However, for the highest density case, \( \rho \sigma^3 = 0.9 \), this is not longer the case. In contrast to the hard-sphere fluid, it seems that higher densities are not really a problem for the square-well fluid. Only the two-parameter version of the MV and the Percus-Yevick give poor results when compared with the computer simulation results, as seen in Fig. 5. On the other hand, the three-parameter version gives excellent results, quite similar to those obtained by the Zerah-Hansen closure relation. The Mean Spherical Approximation is also a good closure relation for the square-well fluid, and this has been previously reported\(^{50,62}\).

The reduced densities \( \rho \sigma^3 = 0.5, 0.6 \) will now be investigated. We begin with the value of \( \rho \sigma^3 = 0.5 \). No closure relation used in this work can estimate the compressibility factor for this density accurately. Looking at the relative error in Fig. 6, it can be seen that the only closure relations that come close to a good approximation are the Mean Spherical Approximation and the Zerah-Hansen, with the Zerah-Hansen being the closest with a relative error of approximately -8%, which means that it overestimates the compressibility factor. The three-parameter MV approximation deviates quite heavily, surpassing 20% of the relative error, which is quite high. Furthermore, the two-parameter version and the Percus-Yevick equation deviate for more than 50%, i.e., both closures are clearly inaccurate and not useful at all. For the case of the \( \rho \sigma^3 = 0.6 \), the situation is similar, but it is now observed that the Mean Spherical Approximation can estimate the compressibility value with high accuracy. However, the Zerah-Hansen and the three-parameter MV still deviate quite strongly, with the Zerah-Hansen being more accurate. It is not really clear why this is the case, as it would seem by observing the adjacent density values of \( \rho \sigma^3 = 0.4 \) and \( \rho \sigma^3 = 0.7 \), that the three closure relations oscillate between their estimations. For the reduced density \( \rho \sigma^3 = 0.4 \), the Zerah-Hansen is better; for \( \rho \sigma^3 = 0.5 \) it has already been shown that neither closure relation is good enough; for \( \rho \sigma^3 = 0.6 \), the Mean Spherical Approximation is better and, finally, for \( \rho \sigma^3 = 0.7 \).
is estimated almost equally by the three, with the Mean Spherical Approximation the best.

The Percus-Yevick and the two-parameter MV closure relations are the least accurate of all closure relations explored. It is known that the Percus-Yevick does not give good estimates for the compressibility factor of the square-well fluid. This fact is clearly shown in the results of this work, where the Percus-Yevick is the worst closure relation in terms of accurately estimating the compressibility factor. At low densities, the results are quite similar to other closure relations, all estimate the compressibility factor quite well. At intermediate densities, the Percus-Yevick approximation deviates greatly from computer simulation results and other closure relations. For the case of the two-parameter MV closure relation, the situation is quite similar. In contrast, this closure relation was recently used to study the thermodynamic, static and dynamic properties of competing interaction fluids. For an interaction parameter of \( \lambda = 1.15 \), Perdomo-Pérez et al. found that the two-parameter version was an accurate closure relation for the square-well fluid, which was one of the systems studied in that work. Yet, the comparison cannot be done directly with this work, due to the attraction well being smaller, and somewhat closer to the hard-sphere fluid. In that case, the two-parameter MV closure relation could give good results for high temperatures (above the binodal), as shown in the results obtained in this work for the hard-sphere fluid. Results for square-well fluids with a shorter interaction range will be reported elsewhere.

VI. CONCLUDING REMARKS AND OUTLOOK

In this work, the three-parameter Verlet closure relation (Eq. (14)) was used to study the equation of state of the hard-sphere fluid, as well as for the square-well fluid with a well range \( \lambda = 1.5 \) at a reduced temperature \( T^* = 1.5 \) (well above the critical temperature). To fix the parameters in the closure relation, Evolutionary Algorithms were used to solve a bounded unconstrained optimization problem by enforcing thermodynamic consistency via the inverse isothermal compressibility. For the hard-sphere fluid, it was shown that the closure relation reproduces the original results by Verlet, which is the closure relation that gave good results when compared with computer simulations and mean-field equations of state, at least from low to intermediate densities. For the square-well fluid, results obtained with the Zerah-Hansen and the three-parameter Verlet closure relation were the more accurate when compared with computer simulations. At intermediate densities, both closure relations along with the Mean Spherical Approximation seemed to oscillate around the simulation results and provided good results.

Still, for a more conclusive study, several well depths and attractive ranges should be studied and at different thermodynamic state points. It should be possible to study these systems, as it has been shown in this work that the methodology works for different short range fluids. This methodology can be readily extended to other kinds of intermolecular potentials, such as long-ranged potentials like the Lennard-Jones fluid. The advantage of the proposal presented here is that by defining a general unconstrained optimization problem, and with the aid of DE algorithms, the same methodology should work, regardless the number of parameters and the specific mathematical form of the intermolecular potential.

In both fluids here considered, it seemed that a combination of closure relations might be beneficial for an accurate estimation of the compressibility factor. Similarly, the three-parameter Verlet closure relation should be included. The mixing of the two and three parameter versions of the Verlet closure relation could lead to improved results for the hard-sphere fluid. For the square-well fluid, the combination of the Zerah-Hansen and the three-parameter version could be used to get better estimations. The fact that Evolutionary Algorithms are used to solve the optimization problems implies that there is little overhead when including more parameters, as these algorithms are perfectly suited for high-dimensional and nonlinear optimization problems. We believe that the success of the three-parameter Verlet closure relation is closely related to the diagram expansion and that it has a better suited functional form to estimate the compressibility factor in both classical fluids.

Last, but not least, we should stress out that although this is not the first attempt to combine both computational intelligence and the integral equations theory formalism, this contribution opens up a new venue to use robust optimization techniques to solve the Ornstein-Zernike equation and to build a more general scheme that searches physical solutions
that guarantee thermodynamic consistency. As the choice of optimization algorithm is an important part of this framework, a new route to explore would be a direct comparison between the most common Evolutionary Computation algorithms; work in this direction is currently in progress.

ACKNOWLEDGMENTS

R. C.-P. acknowledges the financial support provided by the Consejo Nacional de Ciencia y Tecnología (CONACYT, México) through Grants Nos. 237425 and 287067.

1J.-P. Hansen and I. R. McDonald, Theory of Simple Liquids: With Applications to Soft Matter (Academic Press, 2013).

2M. J. Gillan, “A new method of solving the liquid structure integral equations,” Molecular Physics 38, 1781–1794 (1979).

3G. Zerah, “An efficient newton’s method for the numerical solution of fluid integral equations,” Journal of Computational Physics 61, 280–285 (1985).

4S. Labik, A. Malijevský, and P. Voňka, “A rapidly convergent method of solving the OZ equation,” Molecular Physics 56, 709–715 (1985).

5C. T. Kelley and B. M. Petitt, “A fast solver for the Ornstein–Zernike equations,” Journal of Computational Physics 197, 491–501 (2004).

6F. Lado, S. M. Foiles, and N. W. Ashcroft, “Solutions of the reference-hyperradial-chain equation with minimized free energy,” Physical Review A 28, 2374–2379 (1983).

7T. Tsednee and T. Luchko, “Closure for the Ornstein-Zernike equation, I: Formulation for a One-Component System,” Progress of Theoretical Physics 103, 1293–1309 (2000).

8T. Morita, “Theory of Classical Fluids: Hyper-Netted Chain Approximation,” Journal of Computational Physics 129, 1495–1504 (1995).

9P. Ballone, G. Pastore, G. Galli, and D. Gazzillo, “Additive and non-additive hard sphere mixtures,” Molecular Physics 59, 275–290 (1986).

10G. A. Martynov and A. G. Vompe, “Differential condition of thermodynamic consistency as a closure for the Ornstein-Zernike equation,” Physical Review E 48, 233–244 (1993).

11J. K. Percus and G. J. Yevick, “Analysis of classical statistical mechanics by means of collective coordinates,” Phys. Rev. 110, 1–13 (1958).

12L. Verlet, “Integral equations for classical fluids,” Molecular Physics 38, 183–190 (1980).

13L. Verlet, “Integral equations for classical fluids. ii. hard spheres again,” Molecular Physics 42, 1291–1302 (1981).

14L. Verlet and D. Levesque, “Integral equations for classical fluids,” Molecular Physics 46, 969–980 (1982).

15G. Zerah and J.-P. Hansen, “Self-consistent integral equations for fluid pair distribution functions: Another attempt,” The Journal of Chemical Physics 84, 2336–2343 (1986).

16E. Lomba, J. A. Given, G. Stell, J. J. Weis, and D. Levesque, “Ornstein-Zernike equations and simulation results for hard-sphere fluids adsorbed in porous media,” Physical Review E 48, 233–244 (1993).

17A. Santos, S. B. Yuste, and M. López de Haro, “Structural and thermodynamic properties of hard-sphere fluids,” The Journal of Chemical Physics 123, 130920 (2000).

18J. K. Percus and G. J. Yevick, “Analysis of classical statistical mechanics by means of collective coordinates,” Phys. Rev. 110, 1–13 (1958).

19L. Verlet, “Integral equations for classical fluids. i. the hard sphere case,” Molecular Physics 41, 183–190 (1980).

20L. Verlet, “Integral equations for classical fluids. ii. hard spheres again,” Molecular Physics 42, 1291–1302 (1981).

21L. Verlet and D. Levesque, “Integral equations for classical fluids,” Molecular Physics 46, 969–980 (1982).

22G. Zerah and J.-P. Hansen, “Self-consistent integral equations for fluid pair distribution functions: Another attempt,” The Journal of Chemical Physics 84, 2336–2343 (1986).

23E. Lomba, J. A. Given, G. Stell, J. J. Weis, and D. Levesque, “Ornstein-Zernike equations and simulation results for hard-sphere fluids adsorbed in porous media,” Physical Review E 48, 233–244 (1993).

24T. Tsednee and T. Luchko, “Closure for the Ornstein–Zernike equations, I: Formulation for a One-Component System,” Progress of Theoretical Physics 103, 1293–1309 (2000).

25T. Morita, “Theory of Classical Fluids: Hyper-Netted Chain Approximation,” Journal of Computational Physics 129, 1495–1504 (1995).

26P. Ballone, G. Pastore, G. Galli, and D. Gazzillo, “Additive and non-additive hard sphere mixtures,” Molecular Physics 59, 275–290 (1986).

27G. A. Martynov and A. G. Vompe, “Differential condition of thermodynamic consistency as a closure for the Ornstein-Zernike equation,” Physical Review E 48, 1012–1017 (1993).

28D.-M. Duh and A. D. J. Haymet, “Integral equation theory for uncharged liquids: The Lennard-Jones fluid and the bridge function,” The Journal of Chemical Physics 103, 2625–2633 (1995).

29L. L. Lee, “An accurate integral equation theory for hard spheres: Role of the zero-separation theorems in the closure relation,” The Journal of Chemical Physics 103, 9388–9396 (1995).

30D. A. McQuarrie, Statistical Mechanics (University Science Books, 2000).

31T. Morita, “Theory of Classical Fluids: Hyper-Netted Chain Approximation, I: Formulation for a One-Component System,” Progress of Theoretical Physics 20, 920–938 (1958).

32T. Tsednee and T. Luchko, “Closure for the Ornstein-zernike equation with pressure and free energy consistency,” Physical Review E 99, 032130 (2019).

33R. E. A. Goodall and A. A. Lee, “Data-driven approximations to the bridge function yield improved closures for the Ornstein-Zernike equation,” Soft Matter 17, 5393–5400 (2021).

34J.-P. Hansen, “The cma evolution strategy: A comparing review,” in Towards a New Evolutionary Computation: Advances in the Estimation of Distribution Algorithms, Studies in Fuzziness and Soft Computing, edited by J. A. Lozano, P. Larrañaga, I. Inza, and E. Bengoetxea (Springer, Berlin, Heidelberg, 2006) pp. 75–102.

35R. Storn and K. Price, “Differential Evolution – A Simple and Efficient Heuristic for Global Optimization over Continuous Spaces,” Journal of Global Optimization 11, 341–359 (1997).

36J. Nocedal and S. Wright, Numerical Optimization, 2nd ed. (Springer-Verlag, New York, 2006).

37F. Neri and V. Tirronen, “Recent advances in differential evolution: A survey and experimental analysis,” Artificial Intelligence Review 33, 61–106 (2010).

38S. Das and P. N. Suganthan, “Differential Evolution: A Survey of the State-of-the-Art,” IEEE Transactions on Evolutionary Computation 15, 4–31 (2011).

39S. Das, S. S. Mullick, and P. N. Suganthan, “Recent advances in differential evolution – An updated survey,” Swarm and Evolutionary Computation 27, 1–30 (2016).

40Y. Hu, H. X. Li, T. Huang, and L. Li, “Differential evolution based on covariance matrix learning and bimodal distribution parameter setting,” Applied Soft Computing 18, 232–247 (2014).

41R. Feldt, “BlackBoxOptim.jl,” https://github.com/robertfeldt/BlackBoxOptim.jl (2013–2021).

42T. H. Rowan, Functional Stability Analysis of Numerical Algorithms, Ph.D. Thesis, University of Texas at Austin (1990).

43S. G. Johnson, “The NLOpt nonlinear-optimization package,” https://github.com/juliaopt/NLOpt.jl (2013–2021).

44B. Efron and R. J. Tibshirani, An introduction to the bootstrap (CRC press, 1994).

45J. Bezanson, A. Edelman, S. Karpinski, and V. B. Shah, “Julia: A fresh approach to numerical computing,” SIAM Review 59, 65–98 (2017).
47 E. Bedolla and R. Castañeda-Priego, “OrnsteinZernike.jl,” https://github.com/edwinb-ai/OrnsteinZernike.jl (2021).
48 K.-C. Ng, “Hypernetted chain solutions for the classical one-component plasma up to Γ=7000,” The Journal of Chemical Physics 61, 2680–2689 (1974).
49 W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery, *Numerical recipes 3rd edition: The art of scientific computing* (Cambridge university press, 2007).
50 W. R. Smith, D. Henderson, and Y. Tago, “Mean spherical approximation and optimized cluster theory for the square-well fluid,” The Journal of Chemical Physics 67, 5308–5316 (1977).
51 J. Bergenholtz, P. Wu, N. Wagner, and B. D’Aguanno, “HMSA integral equation theory for the square-well fluid,” Molecular Physics 87, 331–346 (1996).
52 M. N. Bannerman, R. Sargant, and L. Lue, “DynamO: A free Sical OS(N) general event-driven molecular dynamics simulator,” Journal of Computational Chemistry 32, 3329–3338 (2011).
53 E. Schöll-Pasching, A. L. Benavides, and R. Castañeda-Priego, “Vapor-liquid equilibrium and critical behavior of the square-well fluid of variable range: A theoretical study,” The Journal of Chemical Physics 123, 234513 (2005).
54 H. C. Andersen, “Molecular dynamics simulations at constant pressure and/or temperature,” The Journal of Chemical Physics 72, 2384–2393 (1980).
55 M. P. Allen and D. J. Tildesley, *Computer simulation of liquids* (Oxford university press, 2017).
56 H. Hansen-Goos, “Accurate prediction of hard-sphere virial coefficients B6 to B12 from a compressibility-based equation of state,” The Journal of Chemical Physics 144, 164506 (2016).
57 J. Kolafa, S. Labík, and A. Malijevský, “Accurate equation of state of the hard sphere fluid in stable and metastable regions,” Physical Chemistry Chemical Physics 6, 2335–2340 (2004).
58 N. F. Carnahan and K. E. Starling, “Equation of State for Nonattracting Rigid Spheres,” The Journal of Chemical Physics 51, 635–636 (1969).
59 S. Pieprzyk, M. N. Bannerman, A. C. Bratka, M. Chudak, and D. M. Heyes, “Thermodynamic and dynamical properties of the hard sphere system revisited by molecular dynamics simulation,” Physical Chemistry Chemical Physics 21, 6886–6899 (2019).
60 R. Knobloch, J. Mlyněk, and R. Srb, “The classic differential evolution algorithm and its convergence properties,” Applications of Mathematics 62, 197–208 (2017).
61 T. Hastie, R. Tibshirani, J. H. Friedman, and J. H. Friedman, *The elements of statistical learning: data mining, inference, and prediction*, Vol. 2 (Springer, 2009).
62 W. R. Smith and D. Henderson, “Some corrected integral equations and their results for the square-well fluid,” The Journal of Chemical Physics 69, 319–325 (1978).
63 J. Largo, J. R. Solana, S. B. Yuste, and A. Santos, “Pair correlation function of short-ranged square-well fluids,” The Journal of Chemical Physics 122, 084510 (2005).
64 J. A. Barker and D. Henderson, “Perturbation Theory and Equation of State for Fluids: The Square-Well Potential,” The Journal of Chemical Physics 47, 2856–2861 (1967).
65 W. R. Smith, D. Henderson, and R. D. Murphy, “Percus-Yevick equation of state for the square-well fluid at high densities,” The Journal of Chemical Physics 61, 2911–2919 (1974).
66 R. Perdomo-Pérez, J. Martínez-Rivera, N. C. Palmero-Cruz, M. A. Sandoval-Puentes, J. A. S. Gallegos, E. Lázaro-Lázaro, N. E. Valadez-Pérez, A. Torres-Carbajal, and R. Castañeda-Priego, “Thermodynamics, static properties and transport behaviour of fluids with competing interactions,” Journal of Physics: Condensed Matter 34, 144005 (2022).