Does elderly enjoy playing Bingo with a robot? A case study with the humanoid robot Nadine
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Abstract—There are considerable advancements in medical health care in recent years, resulting in rising older population. As the workforce for such a population is not keeping pace, there is an urgent need to address this problem. Having robots to stimulating recreational activities for older adults can reduce the workload for caretakers and give them time to address the emotional needs of the elderly. In this paper, we investigate the effects of the humanoid social robot Nadine as an activity host for the elderly. This study aims to analyse if the elderly feels comfortable and enjoy playing game/activity with the humanoid robot Nadine. We propose to evaluate this by placing Nadine humanoid social robot in a nursing home as a caretaker where she hosts bingo game. We record sessions with and without Nadine to understand the difference and acceptance of these two scenarios. We use computer vision methods to analyse the activities of the elderly to detect emotions and their involvement in the game. We envision that such humanoid robots will make recreational activities more readily available for the elderly. Our results present positive enforcement during recreational activity, Bingo, in the presence of Nadine.

I. INTRODUCTION

Many nursing and elderly homes face the challenges of balancing costs and quality due to an increased demand for long-term care for the elderly. Besides, most nursing homes focus on medical and nursing procedures because they lack human resources and expertise to address the psychosocial well-being demands. As such, there is greater demand for quality services and resources, in addition to the existing challenges of human-resource shortages, limited expertise, and rising costs of healthcare and social care. To bridge the gap caused by resource shortages, we propose to deploy a social robot in nursing homes, taking advantage of AI technologies.

This research aims to apply the human–robot interaction (HRI) technology to draw the attention of the elderly and stimulate their interest. As discussed in [1] entertainment by robots constitutes a relevant and promising area of application in HRI that needs to address many different populations, including older adults. [2], and [3] discuss those game activities with robots that can help the cognitive stimulation of the elderly. Bingo is one such fun and popular activity that triggers long-term memory, making it one of the more stimulating brain games for the elderly. In this paper, we like to present a human–robot interaction study where a Humanoid Social Robot Nadine [4] facilitates multiple sessions of Bingo games for a group of elderly.

Before Nadine was deployed at the nursing home, the nursing home’s care staff used to host the Bingo sessions. We recorded two of these sessions as our baseline for the study. We studied several Bingo sessions between professional care staff and the elderly, using them to define appropriate and proactive behaviour in Nadine. We developed and deployed a module that helped Nadine host the Bingo game. Nadine can carry the game by calling out the Bingo numbers, verifying winning Bingo players, and celebrating with the winners.

This study aims to discover the acceptance and the efficacy of Nadine’s features and behaviours by elderly residents in a nursing home during multiple Bingo games. To obtain a comprehensive understanding of the effects of Nadine, we use objective tools for data analysis. The objective tools are based on cutting-edge computer vision techniques, such as Deep Neural Networks (DNNs), to automatically evaluate the emotional states and the residents’ quality of engagement.

The rest of the paper is organized as follows: We provide related work for humanoid robots assisting in the nursing home. in section II. In section III we explain the experimental setup and adaptation technique of the Nadine social robot at the nursing home. We describe the details of our data collection methods, and we provide details of our framework to analyze the data collected in section IV. In section V we present and discuss the data analysis’s experimental results. We provide conclusions in section VI.

II. LITERATURE SURVEY

Efforts have been made to enhance the overall mental health of the elderly by providing robots as companions. These robots can help the elderly live in their own homes and communities, safely and independently, by providing assistance or services [5]. [6] showed that participants in the nursing homes engaged more frequently in the presence of different types of stimuli, such as moderate levels of sound and small groups of people.

As described in [7], social assistive-robot-based systems with the abilities to perform activities, play cognitive games, and socialize, can be used to stimulate the physical, cognitive, and social conditions of older adults and restrain deterioration of their cognitive state.
In [8], [9], [10], and [11], a robot, Tangy was used to facilitate a multi-player Bingo game with seven elderly residents in a LTC facility. The robot would autonomously call out the bingo numbers and check individual cards of the players to provide help or let them know if they had won Bingo. The results of the studies showed that they had high levels of compliance and engagement during the games facilitated by the robot. Tangy was humanlike, however the appearance was not that of a realistic humanoid. The study conducted was for a short duration, which resulted in us being unable to see if the robot could hold the interest over a course of time. Also, the number of participants in each session was low, which raises the question of "if Tangy can hold the interest of a larger group?".

Other studies such as [12] with Stevie the robot show that these interactions can improve the enjoyability of the games and can be used for cognitive stimulation by playing Bingo for the elderly. The robot, Matilda, was used [13] to improve the emotional wellbeing of the elderly in three care facilities with 70 participants in Australia. They found that a Bingo game activity with Matilda positively engaged the elderly and increased their social interaction. Some participants wanted Matilda to participate in all the group activities as she rewarded the winner by singing and dancing.

Paro robot was placed at nursery homes [14], and in everyday elderly care [15]. These studies found that the extended use of Paro brought about a steady increase in the physical interaction between the elderly and the robot and also led to a growing willingness among the participants to interact with it. [16] also reported an increase in sociability within the group of elderly as well as other social benefits. When Paro took part in group activities, it positively influenced mood change, reduced loneliness, and resulted in a statistically significant increase in interactions.

[17] presented a user study where Silbot robot was hosting Bingo as part of a brain fitness instructor in an elderly care facility in Denmark. The author had highlighted hardware and software problems and mentioned battery problems, usability problems, and multiple use case issues. It was studied for two years long, and many of the issues with having for the long term were highlighted, which can be the base of our study.

In the table I we classify the available state of the art robots based on similar studies with robots conducting a recreational activity where \(\checkmark\) indicates the presence and 'X' indicates the absence of those characteristics.

| Robot and Paper | (a) Humanoid realistic appearance | (b) Facial expressions | (c) Gestures | (d) IoT | (e) Gazing | (f) Multilingual | (g) Computer Vision based analysis |
|----------------|----------------------------------|-----------------------|-------------|---------|------------|----------------|----------------------------------|
| Pepper [9]     | X                                 | X                     | ✔           | ✔       | ✔          | ✔              |                                 |
| Zora [18]      | X                                 | X                     | ✔/N/A       | ✔/N/A   | X          |                |                                 |
| Tangy [19]     | X                                 | X                     | ✔           | ✔       | ✔          | N/A            |                                 |
| Silbot [17]    | X                                 | ✔                     | ✔           | ✔       | ✔          | ✔              |                                 |
| Zora [20]      | X                                 | X                     | ✔           | ✔       | ✔          | X              |                                 |
| Zora [21]      | X                                 | X                     | ✔           | ✔       | ✔          | X              |                                 |
| Stevie [12]    | X                                 | ✔                     | X           | ✔       | X          | X              |                                 |
| Matilda [13]   | X                                 | ✔                     | ✔           | X       | N/A        | X              |                                 |
| Nadine         | ✔                                 | ✔                     | ✔           | ✔       | ✔          | ✔              |                                 |

TABLE I: Summary of the robots for recreational activity for elderly care where (a) Humanoid realistic appearance, (b) Facial expressions, (c) Gestures, (d) IoT, (e) Gazing, (f) Multilingual and (g) Computer Vision based analysis.

In most studies, robots used are not realistic as Nadine humanoid robot. Nadine can emote natural human communication with its humanlike features, as reported in [22]. Nadine can give facial expression, respond with gestures, make eye contact with the elderly, and compare these with other robots. Studies have shown that the interaction is stimulating with face and arm movements and could arouse curiosity and interest [5]. We also classify Whether the robot can speak and understand speech; if yes, is it multilingual? Next, for functionalities, we address different aspects of the vision-based capabilities of Robots. We study whether the robot can understand the environment to gaze at the elderly and understand their facial emotions. We examine if previously studied robots could control and interact with the devices (such as TV, speakers, temperature control, etc.) to facilitate the recreational activity. Further, our classification builds upon the analysis method used for the statistical results in previous studies. Specifically, if they were, AI or ML enabled.

The above are deduced from the table that has not been taken into account in the literature so far. We believe that our study could be a step forward in introducing the humanoid social Nadine robot with humanlike characteristics in appearance and its mimic of human behaviour.

III. EXPERIMENTAL SETUP

Nadine is a socially intelligent, realistic humanoid robot with natural skin, hair, and appearance. She has 27 DOF, which enables her to make facial movements and gesture effectively, as documented in [23] and [24]. Nadine was seated in a ward’s activity area in the nursing home, where she also hosts Bingo games and interacts with the elderly.

A. Architecture

Nadine’s architecture is described in [4]; it consists of three layers: perception, processing, and interaction. Nadine receives audio and visual stimuli from microphones, 3D cameras, and web cameras to perceive user characteristics and her environment, sent to the processing layer. The processing layer is the core module of Nadine that receives all results about the environment from the perception layer and acts upon them. This layer includes various submodules, such as dialogue processing (chatbot), affective system (emotions, personality, mood), and Nadine’s memory of previous encounters with users. Finally, the action/interaction layer consists of a dedicated robot controller, including emotion expression, lip synchronization, and gaze generation.

Nadine can recognize people she has met before and engage in a flowing conversation. Nadine can be considered a part of human-assistive technology [25], as she can assist people over a continuous period without any breaks. She has previously worked at different places that required her to work for long hours [26].
B. Adaptation

The studies [27] and [28] stated that most robots designed for the elderly do not fulfil the needs and requirements to perform their best. For Nadine to perform her best at nursing homes, we updated some previous models and developed new modules recommended in previous studies [29].

1) Bingo game: Before Nadine deployment at the nursing home, care staff use to host bingo sessions for the elderly. They would announce the number and use a small whiteboard to display the number for residents with hearing impairment. To do the same task of hosting the Bingo game, a new module was developed. This module enables Nadine to do the following:

- Start the session with greetings and weather information.
- Call out the bingo numbers in English and Mandarin.
- Call numbers in specific time duration and repetitions.
- Enables her to display the current number and four previous number on the TV screen.
- The numbers called out are also accompanied by hand gestures, facial expressions, gazing, and background music.
- It also allows care staff to control and customize Nadine’s Bingo sessions using an attached touch screen.
- Let’s Nadine verify winning players and applaud them.

Fabricated in-house buzzers were provided to the residents to press when they win the game. Nadine also played a cheering sound upon confirming a Bingo call from the residents.

2) Update in Nadine’s existing module: As a social humanoid robot, Nadine has an emotion engine that controls her emotions, personality, and mood during the interaction, enabling her to perceive the situation (user and environment) and adjust her emotions and behaviour accordingly. As a result, Nadine can generate different emotions such as pleasure, arousal, and dominance. For Nadine to perform best at nursing homes, she needs to appear patient and show no negativity or anger. Therefore, Nadine should exhibit a positive temperament only. A configuration file was set to different parameters that allow Nadine to stay positive and behave accordingly, even when the resident is frustrated, angry or upset with her.

Another important aspect is to reveal positive emotions in Nadine’s speech synthesis output. This mainly relates to changing the pitch, tone, and speed modulations. We modified the speech synthesizer to adapt speech output so that Nadine speaks slower and louder and in a low tone to make it easier for residents to understand her.

C. Participants

Twenty-nine participants aged 60 years above participated in our research. The experiment took place at Bright Hill Evergreen Nursing Home in Singapore. NTU Institutional Review Board has approved this study. A detailed consent form was signed before the onset of the procedure, followed
by a detailed explanation of the experiment. We ensured that our participants had no previous experience with robots or any advanced technology. All the sessions were monitored by nursing home care staff. Overall, we recorded 24 sessions with Nadine hosting Bingo and 2 with care-staff hosting Bingo.

IV. DATA COLLECTION AND ANALYSIS

To fully comprehend the effects of Nadine’s presence in the nursing home, the whole session was recorded by five cameras from different angles. Objective tools based on cutting-edge computer vision techniques were considered. We used deep neural networks (DNNs) to evaluate the emotional and physical states of the elderly automatically. The following three evaluation metrics were focused on:

- **Happiness**, which is the satisfaction level of residents during the Bingo game.
- **Movement**, which reflects Nadine’s effect on the physical movement of the elderly during the game.
- **Activity**, which is the overall care staff physical movement during the Bingo game hosted by Nadine.

To provide a quantitative analysis concerning these three metrics, the advantages of DNNs in efficient video processing were exploited. Particularly, we applied four different networks for this study: a face detector, an expression recognizer, an action detector, and an optical flow estimator [30]. The roles and detailed implementations of these networks are as follows:

- The face detector estimates the locations of faces in a given frame. Moreover, as all residents are in wheelchairs, their relative locations can be inferred based on their face locations. Also, only elderly faces are detected since the nursing care staff were wearing medical masks throughout their intervention in Nadine’s Bingo sessions. We adopted the Dlib library with its pre-trained convolutional neural network (CNN) to implement the face detector.
- The expression recognizer categorizes the expressions of a detected face. We consider two classes in our case, i.e., smiling and neutral, and constructed a CNN with ResNet-50 [31] as the backbone. The expression recognizer is trained on the CelebA dataset [32] until convergence.
- The action detector is a method to measure the motions and actions of the detected faces. It generates action proposals, which are the locations and confidences of detecting an action. We implement the action detector based on the pre-trained temporal segment network [33] provided in the MMAction2 library. The action detector informs us of the movement of the elderly during the Bingo game session as the face detector detected only their faces.
- The optical flow estimator aims at discovering moving targets. We propose to estimate dense optical flow via the recurrent all-pairs field transformation network. At this moment, for an arbitrary region in each frame, the average magnitude of the estimated optical flow in the region can be used to measure the intensity of movement of care staff during the Bingo game sessions.

With the above DNNs, we are now ready to define the quantitative measures of **Happiness**, **Movement** and **Activity**:  
**Happiness** is closely related to expressions of smiling and laughing. Hence, given a target video of \( L \) frames we define group happiness \( h \) as:

\[
h = \frac{1}{L} \sum_{l=1}^{L} \frac{1}{n_l} \sum_{t=1}^{n_l} p_t,
\]

where \( p_t \in [0, 1] \) denotes the probability of the \( t \)-th detected face in \( l \)-th frame belonging to the smiling class, which is estimated by the expression recognizer.

**Movement** of elderly is defined using action detector in the following equation where \( d_t \) is the confidence of detecting an action:

\[
b = \frac{1}{L} \sum_{l=1}^{L} \frac{1}{n_l} \sum_{t=1}^{n_l} d_t
\]

For **Activity** of the care staff, we use the optical flow estimator as following equation where \( o_l \) is the average magnitude of optical flow:

\[
f = \frac{1}{L} \sum_{l=1}^{L} \frac{1}{n_l} \sum_{t=1}^{n_l} o_t
\]

Using the above analyses (example shown in figure 2), we obtained the data for every video across all sessions and further studied it using statistical methods to get meaningful comparisons.

V. RESULTS

In order to determine whether the presence of Nadine hosting bingo games has any effect on the elderly, the video material is analyzed. Four aspects of the video material (smile, neutral, body score, optical flow) were compared between the sessions in which Nadine hosted the games and the sessions in which the caretakers hosted the games. After cleaning the footage, there were 24 sessions with 29 elderly participating in each game in which Nadine was the host and 2 sessions in which the caretakers hosted the games. For each of the sessions, there were multiple camera angles that generated the footage. The analyses were conducted by comparing all the footage from each of the available cameras without compressing them into single averages for the sessions.

To compare the scores for when Nadine hosted the games and the sessions in which the caretakers hosted the games, an independent samples t-test was conducted. The test results can be seen in table [III] while the means and the standard deviations of the four variables in the two situations can be seen in table [IV]. Before conducting the t-tests, Levene’s test of equality of variance was conducted to check for the assumption of homoscedasticity. It was determined that two of the variables had unequal variance (variables smile and body score). Therefore, for these two variables, modified degrees of freedom were used.
Fig. 2: Example results from computer vision methods. (a) Elderly faces detected in red box with smiling faces in green box, (b) Elderly body movement in three small patches and (c) staff movement in one patch.

| Variable      | Situation          | Mean  | Standard Deviation | SD Error Mean |
|---------------|--------------------|-------|--------------------|---------------|
| Smile         | Nadine present     | 0.019 | 0.015              | 0.002         |
|               | Nadine absent      | 0.010 | 0.016              | 0.002         |
| Neutral       | Nadine present     | 0.947 | 0.179              | 0.024         |
|               | Nadine absent      | 0.990 | 0.006              | 0.002         |
| Body Score    | Nadine present     | 0.172 | 0.053              | 0.007         |
|               | Nadine absent      | 0.154 | 0.015              | 0.005         |
| Optical Flow  | Nadine present     | 0.181 | 0.133              | 0.018         |
|               | Nadine absent      | 0.288 | 0.081              | 0.029         |

TABLE II: Descriptive statistics of the relevant variables in the two situations.

| Variable      | Std. Error Difference | 95% Confidence Interval of the Difference |
|---------------|-----------------------|-----------------------------------------|
| Smile         | 0.003                 | -0.004 - 0.001                          |
| Neutral       | 0.084                 | -0.174 - 0.084                          |
| Body score    | 0.019                 | -0.036 - 0.001                          |
| Optical flow  | 0.049                 | -0.204 - 0.001                          |

TABLE III: Results of the t-tests.

As can be seen from table III, three of the variables showed significant differences between the two situations: the smile variable was significantly higher in the Nadine group, while the body score and the optical flow variables were higher in the no-Nadine group. There were no differences in the neutral measurement between the two groups. This can also be seen from the figure 3 which shows the means and the 95% confidence errors (error bars).

As in order to determine whether or not the reactions of the elderly changed through time, bivariate correlations were calculated between the four variables and the serial number of the session. The higher the serial number is, the later the session was, so a correlation would imply a linear change in the variables with time. The results of the correlational analysis are presented in table IV.

| Variable      | Pearson Correlation | Significance |
|---------------|---------------------|--------------|
| Smile         | 0.249               | 0.062        |
| Neutral       | -0.241              | 0.071        |
| Body score    | -0.069              | 0.609        |
| Optical flow  | 0.113               | 0.403        |

TABLE IV: Bivariate correlations between serial number of the session and the four variables.

VI. CONCLUSION AND DISCUSSION

In this study, the effects of a humanoid robot, Nadine, on the behaviour of elders in a nursing home were investigated. Nadine humanoid social robot was placed at a nursing home where she hosted bingo game for a group of elderly. The sessions and tracked through video material obtained from several different angles in the nursing home. From the
material, four variables were measured: Smile (how many people are smiling per frame and with what intensity), neutral (how many people are sitting neutral per frame and with what intensity), body score (how many people are making body movements per frame and with what intensity), and optical flow (the overall flow in the environment per frame and its intensity).

The results indicated three significant differences in the bingo sessions in which Nadine was present compared to those in which she was not. The elderly was smiling more, they were moving around less, and the optical flow, which primarily relates to how many nursing home’s care staff had to move, was also lower. Therefore, it can be concluded that the situation in the nursing home was better when Nadine was present: the residents were calmer and happier, while the staff had less work to do. This is in line with previous research [7-11], all of which have shown the potential positive effects of employing robotic assistance in nursing homes. Since Nadine has a humanoid appearance and the ability to communicate, read and exert facial expressions related to emotions, it is logical to assume that her presence can improve the states of the residents of nursing homes while simultaneously unloading the nursing home staff. This study confirms that this may be the case since all the changes in the measured variables between the situations in which Nadine was present and those in which she was not point in that direction.

On the other hand, there were no significant changes in the variables through time. This may be due to the nature of the variables: since the effects of Nadine are that the elderly is more concentrated, happier, and less needy (seen through the lower movement of the staff), it is plausible that these effects did not change over time. Furthermore, this means that the positive effects of Nadine’s presence can be seen very early and that no period of adaptation is needed to achieve the changes. Therefore, her presence can bear immediate positive changes in a nursing home or a similar facility.

The realism of Nadine’s appearance and interactions are of paramount importance for her usage in human interactions, especially amongst the elderly. Since they are the least adopted to technology, it is beneficial to bridge this gap by using robots who look like humans. In these situations, all the benefits of having people do a particular job can be combined with the benefits of using robots, which leads to the best possible outcomes for both users and organizations. That is why research on humanoid robots is so important and why it needs to be progressed further. This study, which showed that the usage of Nadine in a bingo sessions setting could be very beneficial to the residents of the nursing home, is a step in that direction. Future studies should continue to investigate these issues and determine all the settings in which humanoid robots’ usage could be beneficial.
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