The Attractor of Evaporating Reissner-Nordström Black Holes
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Hiscock and Weems showed that there is an attractor behavior in the evolution of asymptotically flat Reissner-Nordström black hole under Hawking evaporation. If the initial charge-to-mass ratio $Q/M$ of the black hole is relatively small, then the ratio first increases until the black hole hits the attractor, and then starts to discharge towards the Schwarzschild limit. Sufficiently charged black holes, on the other hand, simply discharge steadily towards the Schwarzschild limit. In this work we further investigate the nature of the attractor, and found that it is characterized by the mass loss rate being equal to the charge loss rate. The attractor is not necessarily related to the specific heat in a general evaporating black hole spacetime, but for the Reissner-Nordström case part of the attractor lies very close to the boundary of the region where specific heat changes sign.

\section{I. INTRODUCTION: ATTRACTOR IN THE CHARGED BLACK HOLE EVOLUTION}

Black holes can lose their mass, angular momentum, and charge by emitting Hawking radiation. However, For an asymptotically flat Schwarzschild black hole, the usual model that assumes thermality holds implies that the evolution of the mass follows the Stefan-Boltzmann law:

$$\frac{dM}{dt} = -\alpha a \sigma T^4,$$

where we have set the Boltzmann constant $k_B = 1$. Here $a = \pi^2/(15\hbar^3)$ is the radiation constant, $T$ the Hawking temperature, and $\sigma = 2\pi M^2$ is the effective area whose radius corresponds to the impact parameter of the photon orbit at $r = 3M$ in the geometric optics approximation. Due to scattering at long wavelengths, the effective emission surface is actually smaller. This is governed by $\alpha$, the greybody factor, which depends on the species of the emitted particles. Unless one is concerned with the exact lifetime, the factor $\alpha$ can be neglected. We are only interested in the general feature of black hole evolution, for this reason we will set $\alpha = 1$ in this work. From this simple differential equation we can obtain the standard result that a Schwarzschild black hole takes a finite time proportional to the cube of its initial mass to completely evaporate.

On the other hand, even inclusion of just one other parameter (namely the electrical charge or the angular momentum), can render the evolution rather nontrivial. For example, evaporating black holes can spin up, and the end state of Hawking evaporation need not be Schwarzschild. Instead, the fate of a rotating black hole depends on the number and species of particles being emitted \cite{1,2}. See also the appendix of \cite{3}. While it is not so surprisingly that rotating black hole spacetime can behave in a complicated manner, what is surprising is that even non-rotating charged black holes can have nontrivial behavior under Hawking evolution. In \cite{4}, Hiscock and Weems showed that for sufficiently large Reissner-Nordström black hole, the charge-to-mass ratio is not monotonic in time.

Specifically, the metric of a Reissner-Nordström black hole is, in the units such that $G = c = 4\pi\epsilon_0 = 1$,

$$g[\text{RN}] = -\left(1 - \frac{2M}{r} + \frac{Q^2}{r^2}\right)dt^2 + \left(1 - \frac{2M}{r} + \frac{Q^2}{r^2}\right)^{-1}dr^2 + r^2 d\Omega_3^2.$$

Its event horizon is located at $r_+ = M + \sqrt{M^2 - Q^2}$ and its Hawking temperature is \cite{1}

$$T = \frac{\hbar \sqrt{M^2 - Q^2}}{2\pi \left(M + \sqrt{M^2 - Q^2}\right)^2}.$$ \hfill (3)

A larger black hole has a lower temperature, and thus is "less energetic" to pair-produce massive particles in its Hawking emission. Therefore for sufficiently large black holes, it suffices to consider massless particles and the lightest charged particle, namely the electron/positron. In this regime, charge loss can be approximated by the Schwinger formula \cite{4,5}:

$$\frac{dQ}{dt} \approx -\frac{e^4}{2\pi^3 \hbar n^2 r_+^4} \exp\left(-\frac{r_+^2}{Q_0 Q}\right),$$ \hfill (4)

where $Q_0$ is the inverse of the Schwinger critical field: $E_c := m^2e^3/\hbar c = 1.312 \times 10^{16}$ V/cm. Here $m$ and $e$ denote the mass and the charge of the positron, respectively. The Hiscock-Weems model works for sufficiently large black holes $M \gg Q_0 := \hbar e/(\pi m^3)$ \cite{4}.

Mass loss is due to the emission of neutral massless particles following the Stefan-Boltzmann law, Eq.(1), and
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the emission of electron/positron via $dQ/dt$ term, which enters via the first law of black hole thermodynamics:

$$\frac{dM}{dt} = -\alpha \sigma T^4 + \frac{Q}{r_+} \frac{dQ}{dt}. \quad (5)$$

Here, the effective emission area, which can be calculated from the metric is $[4]$

$$\sigma_{[\text{RN}]} = \frac{\pi}{8} \frac{(3M + \sqrt{9M^2 - 8Q^2})^4}{(3M^2 - 2Q^2 + M\sqrt{9M^2 - 8Q^2})}. \quad (6)$$

Assuming without loss of generality that $Q > 0$ (and so we are dealing predominantly with positrons), we can study how the charge-to-mass ratio $Q/M$ evolves by solving this system of coupled ordinary differential equations numerically.

In Fig.(1) we plotted $(Q/M)^2$ against $M$, and we observe that there are a few interesting features. Firstly, for black holes with a relatively small amount of charge, the ratio $Q/M$ would first increase. For some initial conditions this ratio can approach unity (extremal value), but it never quite reaches it (thus satisfying the third law of black hole thermodynamics, as well as the cosmic censorship). In fact, we see that there is an attractor behavior: once the curve hits the attractor it will flow along it $–$ downward – toward the Schwarzschild limit. Highly charged black holes, on the other hand, simply discharges steadily towards the Schwarzschild limit. A natural question to ask is: what characterizes the attractor curve?

![FIG. 1: The plot of $(Q/M)^2$ against $M$ of evaporating Reissner-Nordström black holes, where both $M$ and $Q$ are both functions of time governed by Eq.(4) and Eq.(5). That is, $M$ can be treated as a proxy for $t$: increasing $t$ is decreasing $M$. The arrows denote the direction of time evolution. The mass is measured in centimeters.](image)

II. THE SPECIFIC HEAT AND THE ATTRACTOR

In $[4]$, Hiscock and Weems argued that the attractor arises from the change of sign in the specific heat of the evaporating black hole.

It is well-known that for an asymptotically flat Schwarzschild black hole, its specific heat is always negative. For a static Reissner-Nordström black hole, it was shown by Davies $[7]$ that the specific heat is negative if $(Q/M)^2 < 3/4$ but becomes positive if $3/4 < (Q/M)^2 < 1$. For an evaporating black hole, the specific heat $C := dM/dT$ can be calculated via $dM/dT = (dM/dt)(dT/dt)^{-1}$. Since $dM/dt < 0$, the sign of the specific heat is given by the opposite sign of $dT/dt$, whose explicit expression is given by $^3$

$$\frac{dT}{dt} = \frac{e^4}{4\pi^4 m^2} \frac{Q^4}{r_+^2} \exp\left(\frac{-r_+^2}{4QR_0}\right) - \frac{\hbar^2}{3840\pi^2} f(M, Q), \quad (8)$$

where $f(M, Q)$ is given by the complicated expression

$$\frac{(M^2 - Q^2)^{3/2} [3M + (9M^2 - 8Q^2)^{1/2}]^4 [M - 2(M^2 - Q^2)^{1/2}]}{r_+^{10} [3M^2 - 2Q^2 + M(9M^2 - 8Q^2)^{1/2}]}.$$  

![FIG. 2: Fig.(1) with region of negative specific heat indicated in pink shade, while positive specific heat region is in unshaded white. Note that part of the attractor (in the range $3/4 < (Q/M)^2 < 1$) seems to coincide with the boundary of the positive specific heat region.](image)

In Fig.(2), the shaded pink region corresponds to region of negative specific heat, while the unshaded white region at the top right corner is the positive specific heat region.

$^3$ Here one employs the chain rule

$$\frac{dT}{dt} = \frac{\partial T}{\partial M} \frac{dM}{dt} + \frac{\partial T}{\partial Q} \frac{dQ}{dt}. \quad (7)$$

The explicit expression can then be obtained from Eq.(3), Eq.(4), and Eq.(5). Note that $[4]$ contains a typo in the second term in the denominator: the square is missing in $3840\pi^2$. 

---

2 We used the word “hit” colloquially here. The curves can come very close together near the attractor, but none of the curves ever intersect. After all, solutions of ODE is unique.
As noted by Hiscock and Weems [4], the positive specific heat region approaches the result found by Davies [7] for large enough mass\(^4\).

We see that part of the attractor (in the range \(3/4 < (Q/M)^2 < 1\)) seems to coincide with the boundary of the positive specific heat region. However, this does not explain why the attractor persists down to below \((Q/M)^2 = 3/4\). Furthermore, this cannot be the full story since the curves that enter the positive specific heat region from below do not change their behavior until they hit the upper boundary of the region (which for large \(M\) is close to extremality).

We can therefore deduce that the positive specific region does not imply or characterize the attractor curve.

III. MASS AND CHARGE DISSIPATIONS

In fact, as we mentioned, there are two distinct behaviors of charged black holes depending on its initial mass and charge. If the initial charge-to-mass ratio is relatively small, then \(Q/M\) increases first until it hits the attractor, because charge loss is relatively inefficient. The black holes are said to be in the mass dissipation regime. On the other hand, if the initial charge-to-mass ratio is relatively large, then \(Q/M\) would decrease steadily towards the attractor. These black holes are in the charge dissipation regime. Whether \(Q/M\) first increases or not depends on whether charge loss or mass loss is more efficient. Thus, it stands to reason that the attractor is when both rate are equal, i.e.,

\[
\frac{dM}{dt} = \frac{dQ}{dt}.
\]

From Eq.(4) and Eq.(5), we can obtain the condition

\[
\frac{e^4}{2\pi^2\hbar m^2} \left( 1 - \frac{\sqrt{y}}{1 + \sqrt{1 - y}} \right) \left( \frac{\sqrt{y}}{1 + \sqrt{1 - y}} \right)^3 \cdot \exp \left[ - \frac{M(1 + \sqrt{1 - y})^2}{Q_0 \sqrt{y}} \right] \cdot \left( \frac{\hbar}{2\pi M(1 + \sqrt{1 - y})^2} \right)^4,
\]

which characterizes the attractor. In fact, it was mentioned in [4] that the neighborhood around the attractor "can be roughly described as the region in which the mass-loss rate and the charge-loss rate are of the same order of magnitude". An implicit plot of the condition Eq.(11) indeed yields the attractor curve, which actually has two branches – one of which is simply the line \(y = 1\) (which eventually becomes a "repeller" that repels nearby curves away from it when \(M\) is small enough). See Fig.(3).

\(^4\)Despite the change of sign of specific heat, there is no change to the geometry, and hence there is arguably no real "phase transition". See, e.g., [8, 9].

![Figure 3: The attractor (blue curves) as characterized by the condition \(dM/dt = dQ/dt\), superimposed onto Fig.(4). For small enough \(M\), the blue line \(Q^2/M^2 \approx 1\) becomes a repeller.](image-url)

In general, the condition Eq.(10) need not have anything to do with the specific heat. On the attractor curve of the Reissner-Nordström black hole, however, we have

\[
\frac{dT}{dt} = \frac{\partial T}{\partial M} \frac{dM}{dt} + \frac{\partial T}{\partial Q} \frac{dQ}{dt}
\]

\[
= \frac{dQ}{dt} \left( \frac{\partial T}{\partial M} + \frac{\partial T}{\partial Q} \right)
\]

\[
= -\frac{\hbar}{2\pi M^2} \frac{dQ}{dt} \left[ 1 + \sqrt{1 - y} + \sqrt{y} - \sqrt{y}\sqrt{1 - y} - 2y \right]
\]

Since \(dQ/dt < 0\), the sign of \(dT/dt\) (which is opposite of that of the specific heat) is therefore the same as the sign of the expression in the square bracket in the last line. Elementary calculus shows that the function

\[
F(y) := \frac{1 + \sqrt{1 - y} + \sqrt{y} - \sqrt{y}\sqrt{1 - y} - 2y}{\sqrt{1 - y}(1 + \sqrt{1 - y})^3}
\]

is indeed positive on the interval [0, 1], with a global maximum of \(F_{\text{max}} \approx 0.26065\) at \(y \approx 0.59564\). See Fig.(4). This means that the specific heat is still negative on the attractor.

In fact, we have

\[
\frac{\partial T}{\partial Q} = -\frac{\hbar}{2\pi} \frac{Q(M - \sqrt{M^2 - Q^2})}{\sqrt{M^2 - Q^2}(M + \sqrt{M^2 - Q^2})^3} < 0,
\]

On the other hand \(\partial T/\partial M\) is positive for \(y > 3/4\) and negative for \(y < 3/4\), by the result of Davies [7]. Thus \(F(y)\) is trivially positive for \(y < 3/4\). As the charge increases to \(y > 3/4\), \(\partial T/\partial M\) changes sign and the function \(F\) approaches zero closer and closer. Finally \(F(y \to 1) = 0\) and the attractor coincides with the boundary where specific heat changes sign.

Lastly, let us remark that the portion of the attractor curve in the range \(3/4 < (Q/M)^2 < 1\) is well-approximated by the curve that satisfies

\[
\frac{\partial}{\partial y} \left( \frac{dT}{dt} \right) = 0,
\]

(15)
FIG. 4: The plot of the function $F(y) := \frac{1 + \sqrt{1 - y} + \sqrt{1 + \sqrt{1 - y}^3}}{\sqrt{1 - y}(1 + \sqrt{1 - y}^3)}$, whose sign is opposite to that of the specific heat.

FIG. 5: The attractor and the boundary of specific heat is quite close but are not equal. The approximation improves near extremality as $y \to 1$, where $y := (Q/M)^2$.

or equivalently,

$$\frac{\partial}{\partial y} \left( \frac{dT}{dt} \right)^{-1} = 0. \quad (16)$$

The latter equation also gives the line $(Q/M)^2 = 1$, which coincides with the upper boundary of the positive specific heat region for large $M$. This is indicated in Fig. (6). We shall refer to these curves as the “lower curve” and “upper curve”, respectively. Numerically the lower curve tends to a constant $(Q/M)^2 \approx 0.9336$, not the lower boundary of the positive specific heat region $(Q/M)^2 = 3/4$. The fact that this is only an approximation of the attractor can be seen from Fig. (7), which is a zoomed-in version of part of the plot in Fig. (6). The approximation gets better as $Q/M$ gets smaller.

Note that the curves in the mass dissipation regime, whose charge-to-mass ratio is increasing, do not turn around when they hit the lower boundary of the positive heat region. Neither do they turn around when hitting the lower curve of $\frac{\partial}{\partial y} \left( \frac{dT}{dt} \right)^{-1} = 0$. They continue to rise until hitting the upper boundary of the positive specific heat region, which happens to coincide with the upper curve of $\frac{\partial}{\partial y} \left( \frac{dT}{dt} \right)^{-1} = 0$.

IV. CONCLUSION

The evolution of charged black holes can be rather subtle under Hawking evaporation, since the charge-to-mass ratio need not be monotonic in time. In this short letter, we showed that the attractor of an evaporating Reissner-Nordström black holes found by Hiscock and Weems [4] is characterized by the condition $dM/dt = dQ/dt$ and clarified some aspects of its nature. The
attractor consists of two parts, which overlap:

(1) \(0 < (Q/M)^2 \lesssim 0.9336\): Well-approximated by the curve \(\frac{\partial}{\partial y} \left[ \frac{d\mathcal{T}}{dt} \right] = 0\), or equivalently, \(\frac{\partial}{\partial y} \left[ \frac{d\mathcal{T}}{dt} \right]^{-1} = 0\).

(2) \(3/4 < (Q/M)^2 < 1\): Well-approximated by the boundary of the positive specific region. For \((Q/M)^2 \approx 1\), it also satisfies \(\frac{\partial}{\partial y} \left[ \frac{d\mathcal{T}}{dt} \right]^{-1} = 0\).

It must be emphasized that positive specific heat region is not a necessary condition for the existence of an attractor. For example, evaporating dilaton charged black holes – the (Gibbons-Maeda-)Garfinkle-Horowitz-Strominger solution [11, 12] – exhibit a similar attractor behavior [10]. Nevertheless, their specific heat is always negative, since its Hawking temperature is identical to a Schwarzschild black hole of the same mass: \(T = \hbar/(8\pi M)\). Since the Hawking temperature is charge independent, the attractor curve for these GHS black holes cannot be approximated by \(\frac{\partial}{\partial y} \left[ \frac{d\mathcal{T}}{dt} \right] = 0\). In fact, the result of [10] motivated the present work to seek a better understanding between the attractor of the Reissner-Nordström case and its specific heat. We found that these two do not actually coincide even for Reissner-Nordström black holes, although part of the attractor curve between \(3/4 < y < 1\) does indeed come very close to the boundary of the positive specific heat region. An unsolved question remains: is there a deeper reason why these two come so close together yet do not coincide?
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