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Abstract

We introduce the task of changing the narrative point of view, where characters are assigned a narrative perspective that is different from the one originally used by the writer. The resulting shift in the narrative point of view alters the reading experience and can be used as a tool in fiction writing or to generate types of text ranging from educational to self-help and self-diagnosis. We introduce a benchmark dataset containing a wide range of types of narratives annotated with changes in point of view from deictic (first or second person) to anaphoric (third person) and describe a pipeline for processing raw text that relies on a neural architecture for mention selection. Evaluations on the new benchmark dataset show that the proposed architecture substantially outperforms the baselines by generating mentions that are less ambiguous and more natural.
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1. Introduction and Motivation

The narrative point of view (PoV), also called the narrative perspective, is the position from which the events in a story are observed and communicated (van Peer and Chatman 2001). There are three types of narrative perspective, mirroring the use of personal pronouns: \textit{first}, \textit{second}, and \textit{third} person. The narrative point of view influences the readers’ perspective-taking and their involvement in the characters’ thoughts and feelings. In fiction, the most common narrative perspectives are the first and third
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person. The following sentence, taken from (Herr, 1977), shows a change of the PoV of the main character, a war correspondent in Vietnam, from the original 1st person to 3rd person:

*That night, probably sleeping, {I} → {Michael} heard the sound of automatic-weapons fire outside. {I} → {He} had no real sense of waking, only of suddenly seeing three cigarettes glowing in the dark.*

The 1st person narration makes the reader feel like they are watching the story unfold through the eye of the journalist, who is the main protagonist. While the writer expresses his feelings about the events he goes through, the focus is on what he witnesses. Changing the PoV to 3rd person, and referring to him as *Michael*, takes some of that focus away and puts it on the journalist.

The second person point of view is more common in poetry, how-to guides, technical writing, and self-help texts, whereas in fiction the bulk of second person literature dates from only the past sixty years (Fludernik, 1993). In one common instantiation of this type of narrative perspective, the reader is incorporated as a character in the story and is addressed by the writer using second person pronouns. The following sentences, taken from (Evans, 2015), use the 2nd person PoV to address the reader as a potential victim of narcissism:

*It doesn’t matter how hard {you} try to do the right thing, the narcissist still finds fault with {you}. In stark contrast, {you} thought {you} could do no wrong with this person.*

While in general the 1st person perspective leads to a more immersive reading experience than a 3rd person perspective, the 2nd person point of view used in the text above is even stronger in that it facilitates an identification of the reader with the protagonist. Fludernik (1993) distinguishes between two major uses of the second person pronoun in narratives: the addressee *you* and the protagonist *you*, where the addressee can be further refined to the self-addressing *you* in interior monologue fiction. She argues that the initial ambiguity between the interpretation of *you* as the reader vs. a protagonist can develop into an increased empathy effect, achieving maximum identification in present tense texts. This can be used, for example, to manipulate readers into an empathetic identification with the protagonist from which it then proves difficult to withdraw.
when an important aspect of that character is finally revealed, a technique that forces
the reader to become aware of their own prejudice and then proceed to either change
(and thus stay consistent with the initial empathetic reading) or withdraw the empathy
altogether.

The point of view is important in other modalities as well. In video games, the
choice between the first vs. third person visual point of view was shown to moderate
psychophysiological responses during play, with avatar choice producing a more pro-
nounced effect in the third-person PoV (where the “camera” was located behind the
avatar) (Lim and Reeves, 2009), while the first-person PoV was observed to heighten
realism by providing a sense of inhabiting the representational space. The viewpoint
use is much more dynamic in film, where it is very common for it to shift from first
to third person, as for example in a shot–reverse shot sequence, where we are initially
placed to observe events from the position of the film’s protagonist, only to be looking
back at the protagonist from the viewpoint of another character moments later (Black,
2017).

In the philosophy of mind, the three perspectives are considered to reflect different
modes of epistemic access: the first person perspective is subjective because it is di-
rected at the epistemic subject’s experiences; the third person perspective is objective
because it provides access to objective knowledge of other entities; the second person
perspective is intersubjective because “it is an epistemic relation between an epistemic
subject and another sentient being’s mental states” (Pauen, 2012). Whereas the sec-
ond person perspective has been relatively less studied (Bohman, 2000), the epistemic
differences between the first and third person perspective are well established (know-
ing ourselves vs. knowing the world around us), with Choifer (2018) proposing that
both belong to a reflective mode of experience, as opposed to the ‘what-it-is-like’ non-
reflective, non-epistemic access to one’s conscious experience.

In narratives, the choice of PoV has been shown in multiple empirical studies to
have a substantial effect on modulating the reader’s engagement, perspective-taking,
and overall their immersion in the events and the mental states described in a story. van
Lissa et al. (2016) studied how narrative perspective affects readers’ responses to a com-
plex, and potentially unreliable character. Their experimental results showed that the
Table 1: Pairs of sentences written from different narrative perspectives. Verbs whose conjugation is changed due to number and person agreement are shown with dotted underlines.

manipulation of narrative perspective influences readers’ trust for the character. Salem et al. (2017) ran questionnaire studies to investigate the effect of different textual modes of narration on reading experience. Their work showed that first person narration and psycho-narration (a third person perspective of a character’s consciousness) increased the tendency to take over the perspective of the protagonist. Hartung et al. (2016) investigated the effect of personal pronouns on discourse comprehension, with results showing that first person pronouns lead to higher immersion. Using simple event sentences, Brunyé et al. (2009) found that third person pronouns facilitate the construction of a mental model from an observer’s perspective, whereas second person pronouns have the strongest effect in making the readers feel they embody an actor’s perspective.

1.1. On the utility of changing the narrative perspective

Given the substantial effect that PoV has on the readers’ perspective-taking, the manipulation of narrative perspectives can be a valuable tool in fiction writing. Fur-
thermore, in non-fiction, articles written from different perspectives can serve different purposes, some of which are illustrated in Tables 1 and 2. The first example in Table 1 is extracted from an autobiography. By converting from 1st to 3rd person PoV, the text could be used for a biography or for an encyclopedia, depending on the importance and the level of detail of the factual information conveyed. The second example is extracted from an educational text describing symptoms of a bipolar personality disorder. By converting the main character’s PoV from 3rd to 2nd person, the text becomes more suitable for readers who are interested in interpreting the symptoms in the context of their own behavior, i.e. self-diagnosis. The third example shows a sample from the abstract section of a paper, where it is common for authors to use the 1st person PoV. By converting it to 3rd person, the transformed text becomes suitable for the related work section of another paper. Note that the direction of the PoV change can be reversed, transforming the second text into the first text in each of these example pairs.

The narrative examples from Table 2 have two major characters, or roles, $E_1$ and $E_2$, whose thoughts and behaviors are originally described using the second person point of view for $E_1$ and the third person point of view for $E_2$. The two roles are in a particular relationship, e.g. client vs. lawyer, patient vs. doctor, or child vs. toxic mother. In each example pair the narrative perspectives are switched such that role $E_2$ is assigned the second person PoV, while role $E_1$ receives the third person PoV, effectively changing the target audience of the text. Thus, the first text, which was originally intended to help clients recognize trustworthy lawyers, becomes more suitable for lawyers interested in earning the trust of their clients.

The adaptation of existing stories to satisfy the requirements of a new medium provides an additional application area. A large number of games are played from a second-person viewpoint (Harrigan and Wardrip-Fruin, 2007). However, many of these games are based on previously written stories where the protagonist uses the third-person PoV. Changing the narrative perspective could assist in the adaptation of the existing story in order to generate the game’s introduction narrative or script.

In light of the above, in this paper we propose the task of changing the narrative perspectives of a text. We believe that developing a system that automatically changes the points of view would enable new types of narrative generation tasks. For example, a
Most cases aren’t slam-dunks, and it is important that [your lawyer] doesn’t make promises regarding the outcome of [your] case and should not be overconfident no matter how seasoned [he or she] is. (Possinger, 2018).

Most cases aren’t slam-dunks, and it is important that [you] don’t make promises regarding the outcome of [your client’s] case and should not be overconfident no matter how seasoned [you] are.

Communication begins from the moment [you] first meet [your doctor]. Does [he or she] greet [you] warmly? (Center, 2018)

Communication begins from the moment [your patient] first meets [you]. Do [you] greet [her], warmly?

[The toxic mother] is also likely to spot the speck in an otherwise perfect offering, and [her] perfectionism will cause [you] to never quite to feel good enough, no matter what [you] do. (Platform, 2018)

[You] are also likely to spot the speck in an otherwise perfect offering, and [your] perfectionism will cause [your child] to never quite to feel good enough, no matter what [she] does.

Table 2: Changing from 3rd to 2nd person PoV in texts already containing a 2nd person PoV. Verbs whose conjugation is changed due to number and person agreement are shown with dotted underlines.

| E₁ in 2nd, E₂ in 3rd ↔ E₁ in 3rd, E₂ in 2nd |

| Most cases aren’t slam-dunks, and it is important that [your lawyer] doesn’t make promises regarding the outcome of [your] case and should not be overconfident no matter how seasoned [he or she] is. (Possinger, 2018). |
| Most cases aren’t slam-dunks, and it is important that [you] don’t make promises regarding the outcome of [your client’s] case and should not be overconfident no matter how seasoned [you] are. |
| Communication begins from the moment [you] first meet [your doctor]. Does [he or she] greet [you] warmly? (Center, 2018) |
| Communication begins from the moment [your patient] first meets [you]. Do [you] greet [her], warmly? |
| [The toxic mother] is also likely to spot the speck in an otherwise perfect offering, and [her] perfectionism will cause [you] to never quite to feel good enough, no matter what [you] do. (Platform, 2018) |
| [You] are also likely to spot the speck in an otherwise perfect offering, and [your] perfectionism will cause [your child] to never quite to feel good enough, no matter what [she] does. |

The literature review generation system would change the narrative perspective from 1st to 3rd person in the abstract and conclusion sections that are extracted automatically from papers on a particular topic, possibly in tandem with a summarization or paraphrasing step. Another potential application would be the automatic generation or updating of Wikipedia articles using information extracted from biographies, where the 1st person PoV would need to be changed to the more neutral 3rd to make it suitable for an encyclopedic text. Although excluded from the task of narrative perspective change considered in this paper, the automatic processing of dialogues presents additional opportunities for a PoV change system. In one application, the system would be tasked with translating dialogues, where the 1st person PoV is pervasive, into an indirect speech version requiring a 3rd person PoV. This could be useful, for example, in generating meeting
notes or summaries of meetings where two or more people interact directly through dialogue.

1.2. Outline and main contributions

In the next section, we position the new task of changing the narrative perspective in the wider context of related work on text generation and narrative processing (Section 2). The following sections in the paper are then focused on its main contributions:

1. Characterizing the new task of changing the narrative perspectives of a text (Section 3).

2. Designing a neural architecture for mention selection (Section 5) that lies at the core of an end-to-end system for deictic to anaphoric PoV change, where the text is first pre-processed for mention detection, coreference resolution, and verb conjugation (Section 4).

3. Showing how coreference annotations can be used to create training examples for the mention selection task (Section 6.1).

4. Introducing a new benchmark dataset comprised of a diverse set of types of narratives that are manually annotated with deictic to anaphoric PoV changes (Section 6.2).

5. Evaluations showing the proposed architecture outperforms decision tree-based approaches and other baselines, by virtue of generating mentions that lead to text that is more fluent and less ambiguous (Section 7).

The paper ends with ideas for future work and concluding remarks (Section 8).

2. Related Work

Wiebe[1994] addressed the problem of tracking the psychological point of view in third-person fictional narrative text, which is about recognizing sentences that convey the thoughts, perceptions, and inner states of characters and mapping these psychological perspectives to the corresponding character in the story. Mani[2013] provided a
systematic overview of computational methods applied to the processing of core narratological concepts, such as narrative perspective, narrative threads, and narrative time. An annotation scheme, NarrativeML, was developed to facilitate the annotation of these concepts. More recently, Eisenberg and Finlayson (2016) trained SVM models to distinguish between first-person and third-person point of view in a narrative, as well as for determining whether the narrator is involved in the story, i.e. diegesis.

Most related to the PoV change is the task of generating referential expressions in context (GREC) (Belz et al., 2010). In one version of this task, Wikipedia articles provide the context, referential expressions to the main subject of the article are erased, and lists of possible referring expressions are provided. The task then is to select referring expressions to insert into the gaps such that the resulting text is fluent and coherent. In all GREC tasks, the PoV of the focus entity is always 3rd person, and the context, including mentions of other entities, does not have to change. The task of changing of narrative perspective, however, is more complicated in that the change from a deictic PoV (1st or 2nd) to an anaphoric PoV (3rd) may require changing the context. As explained in Section 3.1, deictic pronouns are agnostic of centering constraints, therefore changing them to anaphoric pronouns may lead to referential ambiguity, unless mentions of other entities are changed too. NeuralREG (Ferreira et al., 2018) is another relevant system, where the task is to generate referential expression in a fixed context, a delexicalized version of the WebNLG corpus (Gardent et al., 2017). In most instances, the context is composed of one or two sentences that describe in natural language the knowledge encoded in a set of RDF triples extracted from DBPedia. In contrast, the contexts in the PoV task are much longer and need to change to accommodate replacing deictic pronouns with anaphoric pronouns. Furthermore, NeuralREG uses a seq2seq decoder to generate referential expressions for entities that appear in both the training and test data. In contrast, by the definition of the PoV change task, the approach presented in this paper works with new entities at test time.

Also related to the PoV Change task is style transfer, where a text is transformed automatically from one particular style into another. The transferred style can refer to: formality (Heylighen and Marc Dewaele, 1999; Rao and Tetreault, 2018), modern English to Shakespeare English (Xu et al., 2012; Jhamtani et al., 2017), sentiment (Fu
et al., 2018; Shen et al., 2017), or gender and political slant (Prabhumoye et al., 2018).

Approaches to the PoV change task may benefit from techniques that are used in the general task of entity generation. Ji et al. (2017) presented a new type of language model, EntityNLM, which can model an arbitrary number of entities in context while generating each entity mention at an arbitrary length. Clark et al. (2018) introduced an approach to neural text generation that explicitly represented entities mentioned in the text, which was shown to benefit mention generation.

Overall, the new task of changing narrative perspectives can be seen as part of a larger interdisciplinary area concerned with computational approaches to storytelling and narrative processing. A number of diverse tasks being addressed in this area and related fields have been explored in the Storytelling Workshop series (Mitchell et al., 2018), as well as within this journal in its Special Issue on Narrative Extraction from Texts (Jorge et al., 2019). Finally, very recent developments in the field are to be presented in the upcoming Fourth International Workshop on Narrative Extraction from Texts (Text2Story) (Campos et al., 2021).

3. Task Definition and Important Aspects

We consider as input a text document in a prototypical PoV setting where at most one discourse entity has the 1st person PoV, at most one entity has the 2nd person PoV, and any number of entities have the 3rd person PoV. Given a focus entity $E$ that has PoV $p$, the task is to change the text such that $E$ is assigned a different PoV $q$. Changing the PoV of the focus entity may also require changing mentions of other entities, as needed to eliminate ambiguity or to preserve the naturalness of the original text. We will use the term confounding entities to refer to entities other than the focus entity that are affected by the PoV change. In the first example shown in Table 1, the focus entity is “Akira Kurosawa”. If the pronoun “him” were left unchanged, its referent would be ambiguous between Akira and the confounding entity his brother. The approach

\footnote{When counting the number of entities with a 1st or 2nd person PoV, we do not consider entity mentions within dialogues or direct speech, which are normally unaffected by the PoV change (as shown in some of the examples in this paper).}
that will be described in Section 4, however, has the capability to convert “him” to “her
brother”, eliminating part of the ambiguity.

Overall, the task of changing the PoV of a focus entity can be subcategorized into
one of the following 3 categories:

- **Deictic to Deictic (D2D)**: PoV change from 1st to 2nd or from 2nd to 1st.
- **Anaphoric to Deictic (A2D)**: PoV change from 3rd to 1st or from 3rd to 2nd.
- **Deictic to Anaphoric (D2A)**: PoV change from 1st to 3rd or from 2nd to 3rd.

In this paper, we focus on the deictic to anaphoric D2A case for the reason that it is
often also a required step in the A2D and D2D transformations. As will be shown in
the examples below, A2D (and similarly D2D) changes can be done in three steps:

1. Substitution of a mention string with a deictic pronoun suitable for its case (e.g.
   accusative) and number (e.g. singular);

2. Potential change in conjugation of a verb modifying the original mention string;

3. Deictic to anaphoric changes for confounding entities.

For example, given the coreference chains, changing an entity’s PoV to the 2nd personal
starts by replacing all mentions in its chain with the appropriate 2nd person pronouns
(step 1). However, the discourse may have already referred to another (confounding)
entity using the 2nd person, in which case that entity’s PoV needs to be changed to 3rd
d person to avoid ambiguity (step 3). In the examples from Table 2, in order to change
the entity $E_2$ to use the 2nd person PoV, entity $E_1$, which was already using the 2nd per-
son PoV, has to be changed to 3rd person PoV. Overall, changing the PoV may require,
directly or indirectly, a D2A change from the 2nd person to the 3rd person. The same
reasoning applies when the target PoV is 1st person. In the examples below, the A2D
task is to change the entity Cliff from a 3rd to a 1st person PoV. In the first example, the
substitution is straightforward: all the corresponding entity mentions, which are in the
nominative case, are changed to the pronoun *I*:

- $[Cliff]_1 \rightarrow [I]_1$ laughed. $[He]_1 \rightarrow [I]_1$ said, "I’m thinking of a cartoon I saw."
In the second example, there is another (confounding) entity Bill that is already using the 1st person PoV. This will need to be changed to use a different PoV (by default 3rd person), to allow Cliff to take over the 1st person PoV. This example also shows the need to change the conjugation of a verb to agree in person with the new PoV:

- \([I]_2 \rightarrow [Bill]_2 \) asked something, then \([he]_1 \rightarrow [I]_1\) said something. \([I]_2 \rightarrow [Bill]_2\)
  asked some more and \([he]_1 \rightarrow [I]_1\) explained. The details don’t matter, but as
  \([I]_2 \rightarrow [Bill]_2\) said, \([he]_1 \rightarrow [I]_1\) is \(\rightarrow\) am the mathematician of the combination.

The third example shows the need to choose a pronoun replacement appropriate for the accusative case:

- \([I]_2 \rightarrow [He]_2\) had been on the phone talking to \([Cliff]_1 \rightarrow [me]_1\) in the lab.

Note that the agreement in case and number (step 1) and the potential change in verb conjugation (step 2) required for A2D and D2D transformations are also necessary for a successful implementation of the D2A transformation. Therefore, given the need of the D2A transformation (as step 3) in A2D and D2D, we believe that successfully addressing D2A will also provide the solution for a significant number, if not the majority, of A2D and D2D transformations. This is not to say, however, that there are no situations in which A2D or D2D would require a more specialized approach: consider the example below, where the change from 3rd to 1st person PoV results in the somewhat awkward phrase "a German in my mid sixties":

- \([This\ fellow]_1 \rightarrow [I]_1\) was the son of a Nazi – a German in \([his]_1 \rightarrow [my]_1\) mid sixties whose father had served in the SS during World War II.

The example above further illustrates the complexity of the task of changing the narrative perspective. Ideally, a complete solution would have the capability to also transform the text between the mentions whenever that can preserve the naturalness and fluency of the original text. As a first step in solving the PoV change task, in this paper we consider a formulation where the change in narrative perspective is done by changing only mentions of focus entities and their confounding entities, leaving the more general transformation of text as a direction for future work.
The deictic to anaphoric PoV change that is the focus of this paper is a non-trivial task that requires selecting a third person pronoun or noun phrase to replace mentions of the focus entity $E$ such that the resulting text satisfies two major criteria:

- **Manageable ambiguity:** The selected strings lead to non-ambiguous references, e.g. when a pronoun is generated, the reader can easily and correctly infer the entity it refers to.

- **Natural text:** The text sounds natural, which generally means that it is grammatical and not repetitive in terms of the words used for mentions of the same entity.

In Section 7.2 we provide examples illustrating the various levels of referential ambiguity and naturalness used for the human evaluations. These examples were included in the annotation guidelines in order to help the human annotators reliably assign referential ambiguity and naturalness scores.

### 3.1. Interactions with Other Aspects of Language

The task of changing the PoV can be further complicated by quotations, dialogues, generic pronouns, and the use of narrator’s perspective.

The text inside quotations and dialogues is usually kept unchanged when converting the PoV, however identifying dialogues and quotations can be difficult [Pareti et al. (2013)], especially when no formatting, e.g. quotation marks, is available. Likewise, pronouns used in a generic sense are kept unchanged when converting the PoV, however identifying generic expressions is still a very difficult NLP task – [Friedrich and Pinkal (2015)](#), for instance, achieve a state-of-the-art of less than 60% F1 score. The PoV also needs to stay unchanged for the narrator’s perspective, as will be shown in the *Mother Night* [Vonnegut (1999)](#) example from Section 6.2. There, it is clear that the narration uses the voice of the author, and thus the PoV needs to stay in the 1st person.

Smith (2003) catalogued five discourse modes: Narrative, Description, Report, Information and Argument. The events in Narratives are temporally related according to narrative time, whereas in Descriptions the text progression is spatial rather than temporal. In Reports, the time of the situations expressed is evaluated against speech
time, whereas the Information and Argument modes are atemporal. The dataset created for the task of PoV change is mainly based on texts in the Narrative mode, where the alternation between different timelines may introduce additional difficulties – such an example will be shown in Section 6.2 where the narrative alternates between the past (the time of the events in the story, where the PoV changes) and the present (the narrator’s time, where the author’s voice is used extensively and therefore the original PoV needs to be preserved).

In this paper we focus on changing the PoV in English. While many aspects of the proposed approach can transfer to other languages, changes may be required depending on properties of the actual language. For example, in pro-drop languages, pronouns in subject position are allowed to be dropped in certain contexts. Therefore, in addition to overt pronouns and noun phrases, the mention selection step would also need to consider zero pronouns. There is usually a flexible word order in languages that have extensive case systems and use a high degree of morphological marking to disambiguate the semantic roles of the arguments. In such languages, word order changes may be required when changing the PoV. For example, when replacing a first person pronoun with a proper name, the case and morphological marking as well as position may differ from the original. Furthermore, coming up with unambiguous references for PoV changes will be more difficult in languages that do not make gender distinctions.

Similar to the task of generating referential expression in context (GREC) (Belz et al., 2010), the task of changing the PoV requires selecting the form of referential expression: pronoun vs. description vs. proper name. The Centering Theory (Grosz et al., 1995) relates focus of attention, choice of referring expression, and perceived coherence of utterances within a discourse segment. Accordingly, discourse entities that are salient in the current context are more likely to be realized in text using shorter expressions, such as pronouns. A similar conclusion is reached using other psycholinguistics models of reference, such as the Uniform Information Density (UID) hypothesis according to which speakers tend to convey information at a uniform rate (Jaeger, 2010; Jaeger and Buz, 2016). Applied to the choice of referring expressions, UID entails that a highly predictable referent should be encoded using a short code, e.g. a pronoun,
while an unpredictable referent should be encoded using a longer form.

However, unlike the GREC task where the PoV is always 3\textsuperscript{rd} person in a context that is given and does not need to change, in the PoV change task the context might have to change because of the switch between deictic pronouns (1\textsuperscript{st} or 2\textsuperscript{nd}) and anaphoric pronouns (3\textsuperscript{rd}). In the context of centering theory, Poesio et al. (2004) found that 2\textsuperscript{nd} person pronouns behave differently from 3\textsuperscript{rd} person pronouns. One rule in centering says that if any of the forward-looking centers (CF) are realized as a pronoun in the current sentence, then its backward-looking center (CB) should be pronominalized too. However, the corpus-driven study of Poesio et al. (2004) found that the rule does not apply to 2\textsuperscript{nd} person pronouns, confirming Walker (1993) who had suggested that they were not covered by centering. This is important for the task of PoV change, because a context that was structured for a 2\textsuperscript{nd} person PoV (which is agnostic of centering rules) might have to be altered when changed to a 3\textsuperscript{rd} person PoV to satisfy the centering rules and constraints, which specify conditions for the coherence of the resulting text. For example, in fixed-word-order languages such as English, syntactic position determines the partial ordering of the CF list, with subject ranked higher than objects, which in turn are ranked higher than other positions. When a new 3\textsuperscript{rd} person pronoun is introduced in a sentence, this might break the centering rule above, because syntactic positions positions are the same, and hence the ordering of the CF list is unchanged. Allowing other pronouns in the sentence to be replaced can alleviate this, as shown in the first example in Table 1, demonstrating the importance of developing a model that can change not only the focus entity mentions, but also realizations of other entities. In (relatively) free-word-order languages such as German, functional rather than syntactic criteria are important for the ranking of CF lists (Strube and Hahn 1999), based on the distinction between hearer-old and hearer-new discourse entities (Prince 1981). This seems to indicate that a PoV system designed for English might need to be adapted to work for free-word-order languages.

\footnote{For a more in-depth discussion of UID and factors that affect prediction, the reader is referred to (Modi et al., 2017).}
4. The PoV Change System Pipeline

To change the narrative perspective from $1^{st}/2^{nd}$ to $3^{rd}$ PoV, the raw text is processed using the pipeline of 4 steps shown below. As a running example, we will use the text below, where the focus entity (to be indexed with 2, and later named Nick) has the $1^{st}$ person PoV (as expressed through the pronoun I) and the task is to convert it to a $3^{rd}$ person PoV:

"Phil returns to Boston, to his job. I drive to the city every other week, to work a night or two at Pine Street, to see Emily." (Flynn, 2005)

**Step 1:** Identify coreference chains corresponding to the focus and confounding entities.

1.1) Perform coreference resolution (Lee et al., 2017) and named entity recognition (Honnibal and Montani, 2017) to extract all coreference chains referring to people.

[Phil]$_1$ returns to Boston, to [his]$_1$ job. [I]$_2$ drive to the city every other week, to work a night or two at Pine Street, to see [Emily]$_3$.

1.2) Identify the coreference chain corresponding to the focus entity, based on the original PoV or the name of the focus entity.

[Phil]$_1$ returns to Boston, to [his]$_1$ job. [I]$_2$ drive to the city every other week, to work a night or two at Pine Street, to see [Emily]$_3$.

1.3) Coreference chains that contain singular third person pronouns that match the gender of the focus entity will be considered confounding entities. We assume the name and the gender of the focus entity are given as input. In general, the gender cannot be determined from the text only, as deictic pronouns can refer to any gender.

[Phil]$_1$ returns to Boston, to [his]$_1$ job. [I]$_2$ drive to the city every other week, to work a night or two at Pine Street, to see [Emily]$_3$.

In sub-step 1.3, an additional set of confounding entities will be created from coreference chains that contain plural pronouns that have the original PoV of the focus entity, e.g. if the original PoV is $1^{st}$ person, then a chain containing "we" will be considered as a confounding entity. Mentions inside quotations and dialogues are ignored, as well
as pronouns that do not belong to any coreference chain (e.g. generic pronouns). First
person pronouns that refer to the narrator are ignored as well by searching for patterns
indicating a narrator’s perspective, such as "I promise you", "I guarantee you", "I guess". A
list of performative verbs (Underwood, 2009) are used to generate these patterns.

**Step 2:** Change conjugation of verbs with focus entity mentions as subjects.

2.1) Identify verbs whose subject is a focus entity mention and change their conju-
genation if necessary such that they agree in person with the new PoV, as shown
underlined in Table 1 and in bold in the example below.

\[[Phil]_1 \text{returns to Boston, to [his]}_1 \text{job.} \quad [I]_2 \text{drive} \rightarrow \text{drives to the city every other week, to work a night or two at Pine Street, to see [Emily]}_3.\]

To identify subject relations, we use a set of rules that leverage syntactic depen-
dencies extracted by the dependency parser of Dozat and Manning (2017).

2.2) Verb conjugation is changed using the dictionary from Manning et al. (2014), or
a set of simple rules for out of vocabulary verbs, such as add ‘es’ to a verb ending
in ‘s’, ‘sh’, ‘ch’, ‘x’, ‘z’, or ‘o’.

**Step 3:** Create a set \(S(E)\) of candidate mention strings for each focus or confounding
entity \(E\).

3.1) For a focus entity \(E\), we first add to \(S(E)\) their full name, first and last name,
whenever known. We then add pronouns that match their gender, i.e. either
\{she, her, herself\} or \{he, him, his, himself\}. We further leverage the syntactic
dependencies extracted with the parser used in step 2 to identify predicate nom-
inals and appositives that involve the focus entity and add them to the candidate
set, e.g. "the doctor" from "I was a doctor". Finally, we use a dictionary of rela-
tional nouns (Newell and Cheung, 2018) to identify all possessive constructions
where the focus entity modifies a relational noun, e.g. "my sister". Depending
on the gender of the focus entity, we then add to its \(S(E)\) the converse relational
phrase, e.g. either "her brother" or "her sister". Furthermore, if the confound-
ing entity "my sister" is coreferential with a name, e.g. "Mandy", we add the
corresponding possessive construction too, e.g. "Mandy’s brother" or "Mandy’s sister".
3.2) For a confounding entity $E$ that is 3rd person singular, its candidate set $S(E)$ will contain the strings of all the mentions in its coreference chain. Confounding entities that have plural 1st or 2nd person PoV need to be changed to plural 3rd person PoV, as such their $S(E)$ will contain all plural third person pronouns. Additionally, coordinated phrases that contain names will be transformed appropriately and added to the candidate set, e.g. an original occurrence of "Mandy and me" that corefers with "we" leads to "Mandy and him" or "Mandy and her" being added to $S(E)$, depending on the gender of the focus entity.

Setting $E_1$ to be the confounding entity Phil and $E_2$ to be the focus entity Nick, using the procedure above their candidate sets will be created as: $S(E_1) = \{Phil, his\}$ and $S(E_2) = \{Nick Flynn, Nick, Flynn, Nick Flynn's, Nick's, Flynn's, he, him, his, himself, he himself, his son, her son, his brother, his grandson\}$.

**Step 4:** Going from left to right, for each focus or confounding entity mention, select an appropriate string from $S(E)$, using the mention selection approach described in Section 5.

4.1) For each mention, we also use the original mention string to narrow down the choices in $S(E)$. For example, if the original mention string is a reflexive or possessive pronoun (e.g. "my" in "my sister"), then the choices of potential mention strings are constrained to reflexive pronouns or possessive pronouns and nouns, respectively (e.g. "Akira's" in "Akira's sister").

Using the same example, the final result will be:

$[Phil]_1 \rightarrow \text{return to Boston, to [his]_1 job.} [I]'_2 \rightarrow \text{[Nick]_2 drive} \rightarrow \text{drives to the city every other week, to work a night or two at Pine Street, to see [Emily]_3.}$

5. A Neural Mention Selection Model

Given a mention position $t$ in the text for an entity $E$, the mention selection task is to select from the set $S(E)$ of possible strings for that entity the best string (noun phrase or pronoun) to use as a mention $M_t$ in that context. Using the same example as in the previous section, where the focus entity $E$ is the one indexed with 2, and assuming that
it was already mentioned 5 times before the sentences in this example, then the current mention position would be 6, as shown below:

[Phil] returns to Boston, to [his] job. [M6] drives to the city every other week, to work a night or two at Pine Street, to see [Emily].

Its corresponding set of candidate string, narrowed down in sub-step 4.1 above, will be \( S(E_2) = \{ \text{Nick Flynn, Nick, Flynn, he, he himself, his son, her son, his brother, his grandson} \} \).

We train a scoring function \( \text{score}(s|C) \) to capture how appropriate a string \( s \in S(E) \) is to be used as a mention of an entity \( E \) in a context \( C \). Given \( s_i, s_j \in S(E) \), we use \( \langle s_i > s_j \rangle(C) \) to denote that \( s_i \) is more appropriate as a mention string than \( s_j \) in the context \( C \). Correspondingly, the ranking system is expected to rank \( s_i \) higher than \( s_j \), by computing \( \text{score}(s_i|C) > \text{score}(s_j|C) \). In the example, this means that the system is expected to compute \( \text{score}(\text{Nick}|C) > \text{score}(\text{he}|C) \) for mention \( M_6 \).

In our experiments, we use the margin-based ranking loss shown below, where \( \gamma \) is a tunable margin hyper-parameter:

\[
J(S(E)|C) = \sum_{s_i > s_j \in C} \max \{0, \gamma - \text{score}(s_i|C) + \text{score}(s_j|C)\}
\]

At training time, we use the observed mention string \( \hat{s} \in S(E) \) to create ranking pairs \( \langle \hat{s} > s \rangle(C) \), for all \( s \in S(E), s \neq \hat{s} \), as training examples.

Figure 1 shows the neural architecture trained to compute the ranking \( \text{score}(s_j|C) \). Given a mention position \( t \) in the text, we split the context into a left context \( C_{\text{left}} \) and a right context \( C_{\text{right}} \), i.e. \( C = [C_{\text{left}}, C_{\text{right}}] \), which are processed sequentially using two LSTM networks (Hochreiter and Schmidhuber, 1997):

- **Token-level**: \( LST M_{\text{left}}^T \) processes the \( N \) tokens in the left context \( C_{\text{left}} \) from left to right, followed by the tokens in the candidate string \( s_j \). \( LST M_{\text{right}}^T \) processes the \( N \) tokens in the right context \( C_{\text{right}} \) from right to left, stopping right after the string \( s_j \). The final states from the two LSTMs are concatenated to produce a token-level representation \( h^{(T)} \). In the example above, if \( N = 5 \) and \( s_j = \text{"Nick"} \), then \( LST M_{\text{left}}^T \) will process \( \langle ",", ",to", ",his", ",job", ",", ",Nick" \rangle \) in this order, whereas \( LST M_{\text{right}}^T \) will process \( \langle ",every", ",city", ",the", ",to", ",drives" \rangle \) in this order.
Figure 1: Computation of $\text{score}(s_j)$ using token-level and mention-level LSTMs for left and right contexts.

- **Mention-level**: $\text{LSTM}^M_{\text{left}}$ processes the tokens from the $K$ mentions in the left context $C_{\text{left}}$, from left to right, followed by the tokens in the candidate string $s_j$. $\text{LSTM}^M_{\text{right}}$ processes the tokens from the $K$ mentions in the right context $C_{\text{right}}$, from right to left. The final states from the two LSTMs are concatenated to produce a mention-level representation $h^M$. In the example above, if $K = 2$ and $s_j = \text{"Nick"}$, then $\text{LSTM}^M_{\text{left}}$ will process $\langle \text{"Phil"}, \text{"<sep>"}, \text{"his"}, \text{"<sep>"}, \text{"Nick"} \rangle$ in this order, whereas $\text{LSTM}^M_{\text{right}}$ will process $\langle \text{"<pad>"}, \text{"<sep>"}, \text{"Emily"} \rangle$ in this order.

The use of LSTMs to process the context words and mentions is motivated by the fact that sequential information is essential for mention selection. For example, it is important to know whether a pronoun was used most recently for a different entity in the current sentence vs. two sentences before, because a pronoun should have a higher likelihood to be selected if the later were true, as it is less likely to create ambiguity while maintaining naturalness. Theoretically, when augmented with the binary features described below and when using a large value for the context size $N$, the token-level LSTM should be able to capture the relevant mention-level information. However, in practice, LSTMs can still "forget" relevant information from across large spans of text. Running the second LSTM only over the mention sequence is intended to alleviate this.
The ablation results shown in Table 6 in Section 7 further validate this design choice.

Because the mention-level LSTM processes tokens from mentions, and because mentions may have a variable number of tokens, a special token \( \langle \text{sep} \rangle \) is added before each mention to mark mention boundaries. Since at test time the models will be run from left to right, this means that the strings for the relevant mentions at the right of the current mention are unknown. As such, they are replaced with a special token \( \langle \text{unk} \rangle \) that receives its own embedding. For each token that is processed by the token-level and mention-level LSTM, we use as input their contextualized embeddings provided by BERT [Devlin et al., 2019]. Additionally, for the mention-level LSTMs, the BERT embedding for each token is augmented with a vector of binary features \( \phi_i^b \) computed as follows:

1. Whether the mention belongs to the focus entity.
2. A one-hot vector for the distance \( d \) in tokens between the current mention and the previous mention. A binary feature is created for each of the following intervals:
   \[ d \leq 5, \ 5 < d \leq 10, \ 10 < d \leq 15, \ 15 < d \leq 20, \ 20 < d \leq 25, \ \text{and} \ d > 25. \]

These two features aim to help the system learn to avoid ambiguity and repetition. For example, if the mention \( M_{t-1} \) right before \( M_t \) is expressed as a pronoun, it does not refer to the focus entity, and the distance between the two mentions is small, then the system should learn to use a noun phrase for \( M_t \) in order to avoid referential ambiguity.

In addition to the states computed by the LSTMs, we also use a vector \( \phi_i^b \) of binary features, as follows:

1. Whether \( M_t \) is the first or second mention in the coreference chain for \( E \).
2. A one-hot vector for the mention length, i.e. the number of words contained in \( s_j \). A separate binary feature is created for each length in \([1, 5]\) and one binary feature for lengths greater than 5.
3. Whether the candidate string \( s_j \) for mention \( M_t \) has already been used for a previous mention in the same coreference chain.
4. Whether $s_j$ has been used for the previous mention $M_{i-1}$ in the coreference chain for entity $E$.

5. Whether $M_i$ is the subject or object of a verb.

The first two mentions in a coreference chain are usually longer noun phrases. Features 1 and 2 are expected to help the system learn to choose longer noun phrases for the first two mentions. Through features 3 and 4, the system is expected to learn to avoid repetition by using different strings. The information of whether the mention is a subject or object provided through feature 5 should help the system to choose grammatically correct mention strings, for instance avoid selecting the object pronoun "him" if the mention is in a subject position, as in "Bill told Jake to go to work". Note that in this example the original string Bill on its own cannot give any information as to whether the original mention string was in a subject or object position. Note that with the exception of feature 2, all binary features rely on coreference or syntactic dependency information, which is unlikely to be learned implicitly by the LSTM on such a small dataset, hence the utility of encoding these features explicitly.

The states from the token-level and mention-level LSTMs are concatenated with the binary features to create an overall feature vector $\phi(s_j, C) = [h^{(T)}(M)\| h^{(M)}(b)]$. Following the ranking approach of Collobert et al. (2011), this feature vector is then fed into a fully connected network with one hidden layer $(W, b)$ using tanh as non-linearity, followed by a linear output transformation $(v, \gamma)$ into a final ranking score as follows:

$$score(s_j | C) = v^T \tanh(Ws_j \phi(s_j, C) + b)$$

6. Datasets for PoV Change in English

Training deep learning models, such as the neural mention selection architecture that we propose for this task, requires a large number of training examples. However, manually annotating the corresponding large number of documents with PoV changes is prohibitive. Instead, we propose to use existing coreference resolution corpora to create training examples for the mention selection part of the PoV change task, as described in Section 6.1 below. Separately, we also create a benchmark dataset containing manual annotations of PoV changes, to be used only during testing, as described in Section 6.2.
6.1. Using Coreference Chains for Training

The CoNLL-2012 corpus \cite{Pradhan:2012} is a widely used dataset for the training and evaluation of machine learning approaches to coreference resolution. The dataset adds a coreference annotation layer to the OntoNotes corpus \cite{Hovy:2006, Weischedel:2011}. The coreference layer annotates general anaphoric relations covering a rich set of entities and events that are not limited to noun phrases or a limited set of entity types. In this paper, we use the English portion of the dataset, which is comprised of documents from various genres of text, ranging from news, to conversational telephone speech, weblogs, Usenet newsgroups, broadcast, and talk shows. For each document in the corpus, we select only the coreference chains that correspond to person entities and have the 3rd person PoV. Each of these coreference chains can be used as the focus entity, which is assumed to have been transformed from 1st to 3rd person PoV, while the remaining chains that agree in number and gender are used as confounding entities. Since input documents for the PoV change task should contain at most 1 entity with 1st or 2nd person PoV, as per the task definition in Section 3, this requires removing from the CoNLL corpus all documents that contain deictic PoVs. We use the official partition of the CoNLL-2012 corpus into training, validation, and testing. Upon filtering out documents with deictic PoVs, the statistics of the remaining documents in terms of person entities and their mentions are shown in the top 3 rows of Table 3. Overall, about half of the original CoNLL dataset is used in our experiments. Given a coreference chain $E = \{m_1, m_2, \ldots, m_T\}$, we create $S(E)$ by collecting the unique strings that are used across all the mentions in the chain. Then the mention selection part of the PoV task can be reduced to selecting, for each position $t$, the actual string in $S(E)$ that was used to express mention $m_t$.

6.2. The PoV Change Dataset

To enable the evaluation of various approaches to PoV change task, we created a separate corpus of documents in which the PoV change was done manually for the main character in each document. The major criteria for selecting documents to include in this benchmark dataset were as follow:
| Dataset       | Entities | Mentions | Men / Ent | Docs | Words     |
|---------------|----------|----------|-----------|------|-----------|
| CoNLL-train   | 1,952    | 11,727   | 6.0       | 1,143| 603,885   |
| CoNLL-dev     | 267      | 1,446    | 5.4       | 154  | 80,181    |
| CoNLL-test    | 253      | 1,496    | 5.9       | 124  | 73,582    |
| PoV-change    | 300      | 8,682    | 28.9      | 21   | 84,312    |

Table 3: The number of person entities and mentions, average mentions per entity (Men / Ent), as well as the number of documents and words in each dataset.

1. The text should contain a first- or second-person narrative with a sufficiently large number of mentions (at least 10), such that a mention selection component would have to make non-trivial decisions. This typically means generating names, nouns, and pronouns that refer to the corresponding entity unambiguously, while maintaining the naturalness of the text.

   - Because dialogues an direct speech are left unchanged (Section 3.1), 1\textsuperscript{st} and 2\textsuperscript{nd} person pronouns that appear in such contexts are not counted.

2. To enable the evaluation of a system’s capability to avoid referential ambiguity, the text should also contain one or more confounding entities, with a non-trivial total number of mentions (at least 5). This means that the narrative should have one or more characters of the same gender as the focus character, which for the first-person PoV would be the narrator.

3. The corpus should contain texts written in different styles, in order to capture a diverse set of referential devices and situations.

Upon a thorough exploration of the texts in the original (full) CoNLL corpus, we found that only 3 texts satisfied these criteria: one from the training portion (a2e_0015), one from development (c2e_0040), and one from test (c2e_0029). In the broadcast news part of the corpus, for example, first and second person pronouns appear solely in dialogues in direct speech. Telephone conversations, talk shows, and broadcast conversations consist solely of dialogues, whereas the only situations in which first and second person points of view appeared in news and magazine texts were in direct speech. The only 3 texts that satisfied the corpus inclusion criteria were all found in the Usenet
newsgroups part of CoNLL. In Usenet too the 1st and 2nd person pronouns are predominantly within dialogues and direct speech, although the dialogues are often implicit: a newsgroup post either responds to the author of an earlier post or addresses all readers of the newsgroup using 2nd person pronouns. These types of narratives also often contain numerous imperative statements, e.g. "Excuse me if I am unable to answer", "Do not misunderstand me" (c2e_0024), "I wish that you were more logical, my dear brother" (a2e_0011), "If you think i am exaggerating things to scare people, then shut up", "Think of whether you have actual power to" (c2e_0034), "Please guard your moral bottom line"(c2e_0033), or rhetorical questions, e.g. "What do you need?", "Do you get excited?", "Are you worried?", "Are you determined?" (c2e_0012). For both imperative statements and rhetorical questions it is unclear whether a PoV change would make sense.

Since the training part is used to train the mention selection methods, from the CoNLL corpus we manually annotated only the document c2e_0040 from development and c2e_0040 from test that satisfied the corpus inclusion criteria (making sure to eliminate c2e_0040 from development during hyper-parameter tuning). We completed the PoV change corpus by manually annotating an additional set of 19 texts, which were taken from the sources listed in Table 4. In 18 texts the PoV was changed from 1st to 3rd person, whereas in the text from Evans (2015) the PoV was changed from 2nd to 3rd person. The inclusion of only one text with a 2nd person PoV is a consequence of the fact that in narratives the second person point of view is much less common, compared to first person. The manual annotation was done by a graduate in Linguistics.

The texts were selected to provide a mix of fiction and non-fiction, as well as a combination of short stories, web articles, and book excerpts, and not be dominated by dialogue. For instance, *Sweetness* [Morrison(2015)] is an emotional confession of a mulatto mother about how she treated her black daughter. She often addresses the reader directly, which makes it hard to change the PoV without modifying more of the text. *Mother Night* [Vonnegut(1999)] is a novel written as a fictional memoir of a former Nazi propagandist named Howard Campbell. The narrative alternates between present and past and the narrator’s voice is heavily present, which makes this a more complex text. For example:
Table 4: The sources used for the PoV change dataset. Cf = total number of confounding entities; \( M_{ei} \) = average number of mentions per confounding entity; \( MC_e \) = average number of mention candidates per entity; P, R, and \( F_1 \) are the precision, recall, and F-measure of the end-to-end PoV changes system on each document.

| Source     | Genre / Type                    | Cf | \( M_{ei} \) | \( MC_e \) | P  | R  | \( F_1 \) |
|------------|---------------------------------|----|--------------|-------------|----|----|----------|
| Chu (2013) | Fiction / Short story           | 14 | 33.4         | 3.5         | 70.3 | 73.8 | 72.0     |
| Chiang (1991) | Fiction / Short story       | 7  | 33           | 4.9         | 59.5 | 65.4 | 62.3     |
| Herr (1977) | Non-fiction / Book excerpt      | 37 | 10.5         | 3.4         | 71.7 | 72.0 | 71.8     |
| Flynn (2005) | Fiction / Book excerpt       | 34 | 13.5         | 3.3         | 73.8 | 76.5 | 75.1     |
| Bryson (2010) | Non-fiction / Book excerpt     | 13 | 17.7         | 2.6         | 71.4 | 72.2 | 71.8     |
| Pollan (2018) | Fiction / Book excerpt     | 17 | 12           | 2.8         | 83.9 | 81.7 | 82.8     |
| Solnit (2013) | Non-fiction / Book excerpt     | 20 | 20.2         | 3           | 73.8 | 72.7 | 73.2     |
| Samatar (2013) | Fiction / Short story       | 15 | 19.9         | 3.8         | 74.0 | 74.5 | 74.2     |
| Vonnegut (1999) | Fiction / Book excerpt     | 18 | 11.1         | 3.7         | 70.3 | 67.0 | 68.6     |
| Asimov (1953) | Fiction / Book excerpt       | 7  | 41.3         | 4.1         | 73.5 | 72.5 | 73.0     |
| Koul (2016) | Non-fiction / Short story      | 9  | 16.2         | 3.1         | 73.5 | 74.4 | 73.9     |
| Evans (+) (2015) | Non-fiction / Web article   | 4  | 57.5         | 5.0         | 62.8 | 69.2 | 65.8     |
| CoNLL-c2e-0029 | Non-fiction / Web forum      | 6  | 9.7          | 3.6         | 74.2 | 72.0 | 73.1     |
| CoNLL-c2e-0040 | Non-fiction / Web forum      | 1  | 4.0          | 2.5         | 82.8 | 80.0 | 81.4     |
| Ungerleider (2016) | Non-fiction / Web article  | 9  | 17.7         | 4.2         | 71.5 | 73.6 | 72.5     |
| Morrison (2015) | Fiction / Short story       | 16 | 11.4         | 3.4         | 74.3 | 77.7 | 76.0     |
| Biss (2009) | Non-fiction / Book excerpt     | 10 | 9.1          | 3.1         | 68.1 | 67.0 | 67.5     |
| Miller (2016) | Fiction / Short story        | 9  | 6.3          | 2.9         | 81.9 | 80.5 | 81.2     |
| Anwood (1998) | Fiction / Book excerpt       | 17 | 27.4         | 3.6         | 68.9 | 70.2 | 69.5     |
| Key (2015) | Non-fiction / Short story      | 9  | 21.4         | 3.8         | 74.0 | 73.2 | 73.6     |
| Sartre (1969) | Fiction / Book excerpt       | 7  | 16.7         | 4.1         | 70.0 | 68.3 | 69.1     |

- **When he → Kraft opened up, I → Campbell saw that he was a painter. There was an easel in the middle of his living room ...**
- **When I talk about Kraft, alias Potapov, I’m a lot more comfortable than when I talk about Wirtanen, who has left no more of a trail than an inchworm crossing a billiard table. Evidences of Kraft are everywhere.**

In the first paragraph above, the writer recounts Campbell’s story, using the past tense. Then, in the second paragraph, he switches to the present tense, providing additional information about one of the characters and expressing his feelings regarding him. As this is clearly the voice of the author, it needs to stay in the 1st person.
To enable assessing the performance of mention selection, these articles were also manually annotated with coreference chains and verb conjugation changes. The PoV change dataset is used solely for evaluation purpose and was originally partitioned into validation and testing, as shown in Table 4 in the top 14 rows and bottom 7 rows, respectively. Eventually, as tuning on the development portion of the PoV dataset did not lead to better mention selection accuracy when compared with tuning on CoNLL development data, the PoV change results were computed over all 21 documents. The statistics of the full PoV dataset are shown in the last line of Table 3. While the number of texts may seem small, the number of words is comparable (slightly larger) than in CoNLL-test. This is because the PoV documents are much larger than those in CoNLL. On average, a PoV document has 4,015 words, whereas the CoNLL-test document is on average only 593 words long. Out of the 19 PoV documents that are not from CoNLL, the smallest document is (Biss, 2009) with 1,106 words, whereas the largest is (Chu, 2013) with 7,611 words. Furthermore, the number of person entities is larger in PoV than in CoNLL-test, whereas the total number of mentions in PoV is more than 3 times the number of mentions in CoNLL-test. Coupled with the fact that PoV documents are much longer, this results in an average number of mentions per person entity in PoV that is almost 5 times larger than in CoNLL-test. The longer coreference chains in the PoV dataset are important in that they enable evaluating the ability of PoV change systems to select mention strings that are not repetitive or ambiguous over larger spans of texts, and in the presence of multiple confounding entities.

Given an input text and a focus entity, there may be multiple solutions to the task of PoV change, each a with different trade-off between the manageable ambiguity and naturalness criteria. To get a sense of the potential differences, a fragment from the autobiography of Kurosawa (1983) was annotated independently by two annotators. There are 169 focus entity mentions in the annotated fragment. In 121 mention conversions both annotators used the same pronouns, whereas in 22 mention conversions both used the same noun phrases – including one situation where both used a noun plus pronoun combination, but one chose to use anaphora and the other cataphora. There are 26 cases where one chose to use pronouns and the other chose to use noun phrases, as in the example below:

```plaintext
26
```
{I} → {Akira} had been one year old at the time. The dimly lit place where {I} → /he/ /the baby/ sat in a tub lodged between two boards was the room that served as both kitchen and bath in the house where {my} → {his} father was born.

In most cases the two annotators chose to use noun phrases during transition between past and present, then for clarity, and lastly for stylistic reasons. Overall, the inter-annotator agreement was 84.6%.

7. Experimental Evaluation

The training portion of the CoNLL-2012 corpus is used to train two LSTM-based models: a model that uses only the token-level LSTMs, and a model that uses both the token-level and mention-level LSTMs. The size of the hidden state of LSTM cell is set to 50, whereas the size of the hidden layer of the fully connected network that computes the ranking score is set to 100. We use \( N = 50 \) words and \( K = 10 \) mentions for both the left and right contexts. If there are less than \( N \) words or \( K \) mentions available, we use a special token \( \langle \text{pad} \rangle \) with its own embedding to pad the sequence.

The models are implemented in PyTorch. The learning rate, the margin \( \gamma \), and the dropout rates are tuned using grid search on the validation portion of CoNLL-2012, which is also used for early stopping. The models are then tested separately on the corresponding test portion of CoNLL and the PoV dataset. Because models that were originally tuned on the PoV development portion obtained the same results as models tuned on CoNLL-dev, we combined the development portion of PoV with the test portion and report results on the entire set of 21 documents using models trained and tuned solely on CoNLL. Optimization is performed with the Adam algorithm [Kingma and Ba (2015)]. Testing is done in auto-regressive mode, by doing mention selection from left to right. The models were tuned and trained on a desktop computer with an Intel Core i7-8700K CPU @3.70GHz with 16GB memory, and an NVIDIA GeForce GTX 1080 with 8GB memory. Training the tuned model on this platform took 16 hours and 50 minutes.
Table 5: Comparative model performance (%) in terms of accuracy for Mention Selection, Precision (P), Recall (R), and F1 score for End-to-End.

| Model                        | Mention Selection | PoV End-to-End |
|------------------------------|-------------------|----------------|
|                              | CoNLL  | PoV  | P | R | F1 |
| LSTM: Token + Mention        | 74.1   | 75.2 | 71.6 | 73.0 | 72.3 |
| LSTM: Token                  | 70.9   | 73.4 | 69.7 | 71.1 | 70.4 |
| Decision Trees               | 52.7   | 57.2 | 49.1 | 50.0 | 49.5 |
| Random Forests               | 57.7   | 59.8 | 54.7 | 55.8 | 55.2 |
| Gradient Boosted Trees       | 64.8   | 62.9 | 57.2 | 58.3 | 57.7 |
| Random Selection             | 33.9   | 33.6 | 21.6 | 22.1 | 21.8 |
| Only Pronouns                | 28.6   | 42.5 | 37.1 | 37.8 | 37.4 |
| Most Common String\*         | 45.4   | 48.8 | 37.1 | 37.9 | 37.5 |

7.1. Automatic Evaluation

Models are evaluated using precision (P), recall (R), and F₁ score with respect to both the mention and verb conversions, using the manual annotations as ground truth. Thus, if the system changed a total of $N$ words, and $N_1$ of them were correctly changed, then precision is calculated as $N_1/N$. If the ground truth specifies that $N_2$ words should have been changed, then recall is calculated as $N_1/N_2$. The F₁ measure is then calculated as the harmonic mean of precision and recall. For the mention selection evaluations, since the number of mentions to change is known, i.e. $N$ is always the same as $N_2$, we report accuracy as the percentage of mentions that were changed to the ground truth string. Table 5 reports two types of test results: End-to-End refers to the performance of the end-to-end system, where mention detection, coreference resolution, verb conjugation, and generation of $S(E)$ are done automatically by the system; Mention Selection refers to the performance of the mention selection component, using the manual annotations for everything else. Since the CoNLL dataset does not have the verb conjugation annotation for the 1st person PoV, we report only the mention selection performance for it. Furthermore, the End-to-End performance of the full LSTM: Token + Mention model on each document in the PoV dataset is presented in the last 3 columns of Table 4.
We also present the system performance when mention selection is done using 2 simple baselines and 3 trained decision tree-based approaches. The Random Selection baseline chooses a string from $S(E)$ at random. The Only Pronouns baseline uses only pronouns, making sure that they satisfy gender, number, and case agreement. We also present the results of a Most Common String approach which uses only the most common string across all mentions of $E$. Note that this approach cannot be used in practice because it needs to know the true counts of strings from $S(E)$, which is unknown at test time. We also implemented mention selection using 3 decision tree-based approaches: Decision Trees, Random Forests, and Gradient Boosting Trees. A set of binary features are calculated for each of the 10 mentions before and after the current mention, as follows:

1. The distance $d$ in words between the mention and the current mention. A separate binary feature is created for each of the following distance intervals: $d \in [0, 5]$, $d \in (5, 10]$, $d \in (10, 15]$, $d \in (15, 20]$, $d \in (20, 25]$, $d > 25$.
2. If the mention string is a pronoun, proper noun or common noun.
3. If the mention belongs to the same entity as the current mention.
4. If the mention belongs to the same sentence as the current mention.
5. If the mention has the same number and gender as the current mention.
6. If the mention string is the same as the string from $S(E)$ used for the current mention.
7. The mention length $l$ in words. A separate binary feature is created for each value of $l \in [1, 5]$ and for $l > 5$.
8. If the mention is $\langle pad \rangle$.

A similar set of binary features are extracted for the 10 mentions that appear before the current mention and belong to the same entity as the current mention. A BERT score is calculated for each mention string from $S(E)$, and used as a feature to indicate how likely it is for that string to appear in the context for the current mention. Other features used for the current mention include its part of speech, its length, and whether it is the subject or object of a verb. Finally, we use the original mention string to narrow down the choices in $S(E)$, as described in Section 5. Note that the binary features used by the decision tree-based models subsume all the binary features used in the mention-level
and token-level LSTMs.

The decision tree-based models are trained as binary classifiers. For each \( s \in S(E) \), if \( s \) is the correct string for the current mention, then the label is positive, otherwise negative. During testing, for a given mention position, the string \( s \) from \( S(E) \) that obtains the highest probability to be positive is selected as the correct mention string. We used decision trees as a baseline as we were also interested in the performance of ML models that can ultimately be encoded as rules. Furthermore, ensembles of decision trees such as Random Forests and Gradient Boosted Trees are known to be very effective ML models.

The results in Table 5 demonstrate the importance of modeling the entities separately through the mention-level LSTMs, as the full Token + Mention model outperforms the Token model on both datasets. The mention selection performance on the PoV change dataset is better than the end-to-end performance, which is expected due to error propagation from previous stages in the pipeline. The proposed LSTM-based models significantly outperform the baselines, and also perform better than the decision tree approaches. The mention selection performance on the PoV dataset is slightly better than on CoNLL. This is because the CoNLL performance is calculated solely based on mention conversions, while PoV performance numbers are based on both mention selection and verb conjugations, which have a relatively higher accuracy. All trained models were tuned on the CoNLL validation data. We also tuned on PoV validation data, however that lead to very similar performance.

Table 4 also shows the precision (P), recall (R), and F1 measure of the End-to-End pipeline for each article. The key factor affecting the performance appears to be the average number of mention candidates per entity \( MC_e \), with values greater than 3.8 leading to a more marked decrease in performance. Figure 2 shows the accuracy of the mention selection model \( LSTM: \) Token + Mention as a function of the size of the set of candidate entities \( S(E) \). Overall, as expected, the mention selection accuracy trends down as the size of \( S(E) \) increases.

Table 6 shows the results of 5 ablation tests, demonstrating that all components of the mention selection architecture are beneficial to the final End-to-End performance: the token-level LSTM, the mention-level LSTM, the token-level binary features \( \phi_t^b \),
and the overall vector of binary features $\phi^p$. We ran statistical test of significance using the one-tailed paired T-test over the F1 results for the 21 documents in the PoV change dataset, i.e. 21 results for each of the systems in the comparison. The following comparisons were highly statistically significant ($p$-value $< 0.01$):

- **LSTM: Token + Mention** is better than **LSTM: Token**, i.e. the mention-level LSTM is useful.

- **LSTM: Token + $\phi^b_t$** is better than **LSTM: Token**, i.e. the token-level binary features are useful.

Furthermore, the following comparison was statistically significant ($p$-value $< 0.05$):

- **LSTM: Token + Mention** is better than **LSTM: Mention**, i.e. the token-level LSTM is useful too.

Table 7 shows the performance of each component in the system pipeline. For each component, the evaluation is done under the assumption that the preceding components in the pipeline run without errors, e.g. for the verb identification results we assume that the mention detection and coreference resolution, on which verb detection identification depends, are entirely correct.

Sample texts generated by the system are shown in Table 8. Most of these example show that the system is able to make sophisticated mention selection decisions, where
| Model | P   | R   | F1  |
|-------|-----|-----|-----|
| LSTM: Token + Mention | 71.6 | 73.0 | 72.3 |
| LSTM: Token + Mention − $\phi^b$ | 71.3 | 72.8 | 72.0 |
| LSTM: Token + Mention − $\phi^t$ | 71.3 | 72.7 | 72.0 |
| LSTM: Token | 69.7 | 71.1 | 70.4 |
| LSTM: Mention | 71.0 | 72.4 | 71.7 |
| LSTM: Token + $\phi^t$ | 71.1 | 72.5 | 71.8 |

Table 6: Ablation results (%) for the End-to-End scenario in terms of Precision (P), Recall (R), and F1 score.

| Pipeline component | P   | R   | F1  |
|--------------------|-----|-----|-----|
| Coreference resolution | 91.1 | 96.9 | 93.9 |
| Verb identification | 75.2 | 76.7 | 75.9 |
| Verb conjugation | 100.0 | 100.0 | 100.0 |
| Generation of $S(E)$ | 99.1 | 99.1 | 99.1 |

Table 7: Performance (%) in terms of Precision (P), Recall (R), F1 score for each component in the pipeline.

Pronouns alternate with names and noun phrases in order to alleviate potential ambiguity introduced by confounding entities, while also preserving the naturalness of the text. In sentences 1 and 3, for instance, the system learns to not use the same third person pronoun for different entities mentioned in subject position in consecutive clauses.

There are also instances where, even though the system selection is different from the manual annotation, the result still sounds acceptable. In sentence 2, the system preferred “his” over the annotated string “this old man”. Upon searching the training data, we found similar possessive constructions, as in “And so this explanation of his is untruthful.”, which may explain this mention selection. In sentence 6, even though the system preferred ‘he” over “his father” for the third mention, it is still an acceptable selection: while it increases the ambiguity, it makes the text sound more natural. For the confounding entity in sentences 7 and 9, the system selected “the first guide” as in the manual annotation, but not “this fellow”, preferring to use the name instead. This is probably due to the fact that most of the common nouns used in the CoNLL training data are titles or occupations, such as “the president” or "the correspondent". However, even though the annotated ”this fellow" is more coherent with the article’s style, the
Focus Entity: I (Campbell), Confounding Entity: George Kraft
1. When \([he]_1 \rightarrow [Kraft]_1\), opened up, \([I]_2 \rightarrow [Campbell]_2\) saw that \([he]_2\) was a painter. There was an easel in the middle of \([his]_1\) living room with a fresh canvas on it, and there were stunning paintings by \([him]_1\) on every wall.
2. George Kraft was only one of \([his]_1\) names. The real name of \([this\ old\ man]_1 \rightarrow [his]_1\) was Colonel Iona Potapov.

Focus Entity: I (Nick), Confounding Entity: Nick’s father
3. Even before \([he]_2\) became homeless \([I]_1 \rightarrow [Nick]_1\), had heard whispers, sensed \([he]_2 \rightarrow [his\ father]_2\) was circling close, that they were circling each other; like planets unmoored.
4. \([I]_1 \rightarrow [Nick]_1\) even knew what kind, a Town Taxi, a black and white. In \([my]_1 \rightarrow [his]_1\) early twenties, after \([I]_1 \rightarrow [he]_1\) dropped out of college and moved to Boston, \([I]_1 \rightarrow [he]_1\) would involuntarily check the driver of each that passed, uncertain what it would mean, what \([I]_1 \rightarrow [he]_1\) would do, if it was \([my]_1\) to \([his]_1\) father behind the wheel.
5. \([I]_1 \rightarrow [Nick]_1\) could have given \([him]_2\) a key, offered a piece of \([my]_1 \rightarrow [his]_1\) floor. A futon. A bed. But \([I]_1 \rightarrow [he]_1\) never did. If \([I]_1 \rightarrow [he]_1\), let \([him]_2 \rightarrow [his\ father]_2\) inside \([I]_1 \rightarrow [he]_1\) would become \([him]_2\).
6. If you asked \([me]_1 \rightarrow [him]_1\) about \([my]_1 \rightarrow [his]_1\) father then - the years \([his\ father]_2 \rightarrow [he]_1\) lived in a doorway, in a shelter, in an ATM - \([I]_1 \rightarrow [Nick]_1\) would say, “Dead.” \([I]_1 \rightarrow [he]_1\)’d say, “Missing.” \([I]_1 \rightarrow [he]_1\)’d say, "I don’t know where he is.”

Focus Entity: I (Michael), Confounding Entity: Fritz (the guide)
7. At least on paper, nothing about \([the\ first\ guide]_1\) \([I]_2 \rightarrow [Michael]_2\) chose to work with sounds auspicious.
8. \([I]_2 \rightarrow [Michael]_2\) surprised \([myself]_2 \rightarrow [himself]_2\) by liking \([Fritz]_1\) as much as \([I]_2 \rightarrow [he]_2\) did.
9. \([I]_2 \rightarrow [Michael]_2\) could just forget about the whole idea of being anywhere in range of a hospital emergency room. Then there was the fact that while \([I]_2 \rightarrow [he]_2\) was from a family that had once been reluctant to buy a German car, \([this\ fellow]_1 \rightarrow [Fritz]_1\) was a German in \([his]_1\) mid-sixties whose father had served in the army during World War II.
10. \([Fritz]_1\) told \([me]_2 \rightarrow [Michael]_2\) what to expect if \([I]_2 \rightarrow [he]_2\) were \([was]_1\) to work with \([him]_1\).

Table 8: Sample texts generated by the system. Entity mentions are shown between brackets, indexed by their coreference chain. Highlighted in red are the system outputs that are different from the manual annotations shown in light gray.

System generated mention does decrease the ambiguity.

7.2. Human Evaluation

Evaluating the output of a PoV change system is complicated by the fact that there may be multiple solutions for choosing mention strings that achieve felicitous, non-

33
ambiguous reference while also maintaining the naturalness of a sentence. Inspired by work in style transfer (Shen et al. 2017; Rao and Tetreault 2018; Prabhumoye et al. 2018), we conducted human-based evaluations to assess the quality of the Manual-ly annotated text vs. the system-generated text in the Mention Selection and End-to-End scenarios. To obtain high quality annotations from Amazon Mechanical Turk (MTurk) workers, we followed Clark et al. (2018) and only used US-located workers with a HIT approval rate greater than 95% and a number of approved HITs greater than 1,000. Each worker was presented with a paragraph from a story in the PoV dataset, one sentence at a time. For each mention in the sentence, the worker was asked to map it to the corresponding discourse entity, i.e. its referent, by selecting from a predefined list of entities known to appear in the original version of that paragraph. To understand the context of the current sentence, the previous sentences were also shown to the worker. Each worker was asked to annotate three versions of the paragraph: Manual, System: Mention Selection, and System: End-to-End. The three versions were presented in random order.

To estimate referential ambiguity, each worker was asked to indicate how easy it was to map the mention string \( m \) to its referent entity, using a rating \( \text{amb}(u, m) \) ranging from 0: Hard (high ambiguity), to 1: Moderate (some ambiguity), to 2: Easy (no ambiguity). The workers also had the option of indicating whether the mention could not be mapped to any of the listed entities, using an Impossible rating. This can happen when a wrong string is used for that mention, mainly due to mistakes in coreference resolution that propagate in the construction of \( S(E) \). Below are examples illustrating ratings of entity disambiguation difficulty, which were provided as part of the instructions to the MTurk workers:

**Previous sentences:** The door to Reynolds’ apartment is also open. Leon walks down the entryway to the living room, hearing a hyperaccelerated polyphony from a digital synthesizer.

1. **Current sentence:** Evidently, it’s Reynolds’s own work; the sounds are modulated in ways undetectable to normal hearing, and even Leon can’t discern any pattern to them.

   ◯ Easy ○Moderate ○Hard ○Impossible

   **Analysis:** The mention string “Leon” clearly refers to Leon. Correspondingly, there is no referential ambiguity.

2. **Current sentence:** Evidently, it’s Reynolds’s own work; the sounds are modulated in ways
undetectable to normal hearing, and even he can't discern any pattern to them.

○ Easy ○ Moderate ○ Hard ○ Impossible

**Analysis:** The pronoun "he" may refer to either Leon or Reynold. However, according to the context, it is Reynold’s own work, therefore it should be Leon who cannot discern the pattern. Correspondingly, there is some referential ambiguity.

3. **Current sentence:** Evidently, it’s his own work; the sounds are modulated in ways undetectable to normal hearing, and even he can't discern any pattern to them.

○ Easy ○ Moderate ○ Hard ○ Impossible

**Analysis:** Due to the referential ambiguity of the preceding pronoun "his", we do not know whose work it is, therefore it is hard to determine who "he" refers to. Correspondingly, there is a high level of referential ambiguity for the pronoun "he".

4. **Current sentence:** Evidently, it’s Reynold’s own work; the sounds are modulated in ways undetectable to normal hearing, and even James can’t discern any pattern to them.

○ Easy ○ Moderate ○ Hard ○ Impossible

**Analysis:** There are only two choices in the entity list: Leon Greco and Reynolds. The name "James" cannot refer to either of them, therefore entity disambiguation is impossible.

Each worker $w$ was also instructed to rate the naturalness $nat(S, w)$ of the current sentence $S$, where a sentence was considered to sound natural if it was grammatical and not repetitive in terms of the words used for the entity mentions. The naturalness ratings ranged from 0: Poor, to 1: Fair, to 2: Good. Below are examples illustrating ratings of naturalness of sentences which were provided as part of the instructions to the MTurk workers:

1. **Current sentence:** Michael never saw the need for them himself, a little contact or anything that even sounded like contact would give him more speed than he could bear.

○ Good ○ Fair ○ Poor

**Analysis:** The sentence is grammatical and appropriately uses the name "Michael" to ground the entity and personal pronouns for subsequent mentions.

2. **Current sentence:** Michael never saw the need for them himself, a little contact or anything that even sounded like contact would give Michael more speed than he could bear.

○ Good ○ Fair ○ Poor

**Analysis:** The name "Michael" is unnecessarily used a second time, whereas a pronoun would have been a more natural choice. This makes the sentence sound a bit repetitive.
3. Current sentence: Michael never saw the need for them himself, a little contact or any-
thing that even sounded like contact would give Michael more speed than Michael could
bear.

○ Good ○ Fair ○ Poor

Analysis: The name "Michael" is used three time, twice in a row, which makes the sen-
tence sound very repetitive and thus unnatural.

In total, 5 text fragments from the PoV dataset were evaluated by 5 workers each. The number of sentences and mentions in each paragraph are shown in Table 9. In total, a similar number of sentences was used for human evaluations in related tasks, such as [Xu et al., 2012; Clark et al., 2018; Prabhumoye et al., 2018]. We also tested if the workers were consistent in their evaluations of the 3 versions, i.e. if previous sentences of any two versions are the same, ideally a worker should give the same ratings whenever the currently evaluated sentence is identical in these two versions. Evaluations that were done at random or that were inconsistent were rejected and the tasks were resubmitted until each text had 5 evaluations.

|       | $T_1$ | $T_2$ | $T_3$ | $T_4$ | $T_5$ | Total |
|-------|-------|-------|-------|-------|-------|-------|
| Sentences | 10    | 8     | 11    | 12    | 10    | 51    |
| Mentions  | 21    | 16    | 26    | 30    | 50    | 143   |

Table 9: Number of sentences and mentions in each of the 5 text fragments $T_k$, and in total.

7.2.1. Human Evaluation Results

For each sentence $S$ evaluated by MTurk workers, we compute a referential score $ref(S)$ and a naturalness score $nat(S)$. Given the ambiguity $amb(m, w)$ assigned by worker $w$ to mention $m$, the referential score of sentence $S$ is calculated as follows:

$$ref(S, w) = \frac{1}{|S|} \sum_{m \in S} amb(m, w) \cdot C(m, w)$$

(3)

where the correctness $C(m, w) = +1$ if $m$ is mapped by $w$ to the correct entity, and $C(m, w) = -1$ otherwise. If the mapping of $m$ was rated as impossible, the corresponding term in the sum above is set directly to $-2$. The referential score indicates how successful the mention string was in referring to the correct entity. If the worker
Figure 3: Referential and naturalness scores for each evaluated sentence in the Manual version.

Figure 4: Referential and naturalness scores for each evaluated sentence in the Mention Selection version.

Figure 5: Referential and naturalness scores for each evaluated sentence in the End-to-End version.
mapped the mention to the correct entity, the easier the mapping, the higher the score. Conversely, if the mapping was incorrect, the more confident the worker was, the higher the penalty. Thus, the referential score ranges from −2 for a confident but incorrect entity mapping to +2 for a confident and correct mapping. A referential score of −2 is also given to an impossible mention-entity mapping caused by coreference errors. The overall referential and naturalness scores for a sentence are calculated by averaging over the 5 workers:

\[
    ref(S) = \frac{1}{5} \sum_{w=1}^{5} ref(S, w) \tag{4}
\]

\[
    nat(S) = \frac{1}{5} \sum_{w=1}^{5} nat(S, w) \tag{5}
\]

Figures 3, 4 and 5 show scatter plots of the naturalness vs. referential scores for all sentences from the three versions. Darker colors indicate multiple sentences with the same scores. Sentences scoring high on both criteria should appear close to the top right corner, corresponding to the maximum possible scores \( ref(S) = 2 \) and \( nat(S) = 2 \). In terms of naturalness, the distribution of the system generated sentences (Mention Selection and End-to-End) is comparable to the manually annotated annotations. We attribute this at least in part to the use of contextual BERT embedding, which helps in selecting mention strings that lead to syntactically correct sentences. The system has the tendency to select pronouns over noun phrases, which makes the generated sentences sound natural but may also introduce ambiguity, as evidenced in Figures 4 and 5 where the system referential scores are distributed slighter farther away from the optimal.

The overall referential and naturalness scores of the generated mentions of the 3 versions are shown in Table 10. If we map the \([-2, 2]\) score ranges to the \([0, 100]\) interval so that 0 correspond to the minimum score possible, in terms of referential scores the Mention Selection system obtains 81% of the possible maximum, the End-to-End system obtains 80.75%, compared to 87.25% for our Manual annotations. In terms of naturalness, the Mention Selection system obtains 91% of the possible maximum, the End-to-End system obtains 89.25%, compared to 91.75% for the Manual annotation.
8. Conclusion and Future Work

We introduced the task of changing the narrative perspectives and proposed a pipeline architecture where a mention selection model is trained on data extracted from a corpus annotated with coreference chains. We annotated a benchmark dataset with point of view changes, using text from a wide range of types of narratives. Evaluations on a newly created PoV benchmark dataset showed that the proposed architecture substantially outperforms the baselines and comes close to the manual annotation in terms of referential quality and naturalness. To account for the existence of multiple solutions to the PoV change of a text, we also ran and compared human evaluations of the system output and the manual annotations. To the best of our knowledge, the system presented in this paper is the first to address the problem of changing the narrative perspective of a text. To enable progress in this area, we are making the datasets and the code publicly available. The source code and datasets are publicly available at \url{https://github.com/chenmike1986/change_pov}.

The approach introduced in this paper has the potential for a wide range of applications, such as the generation of self-diagnosis texts, or text written from a neutral, third-person perspective. The manipulation of narrative perspectives can also be valuable in fiction, where the aim would be to alter the reading experience.

In future work, we plan to extend the approach such that text between mentions is also allowed to change, which is expected to further improve the naturalness of the converted text.
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