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Abstract—In spite that Federated Learning (FL) is well known for its privacy protection when training machine learning models among distributed clients collaboratively, recent studies have pointed out that the naive FL is susceptible to gradient leakage attacks. In the meanwhile, Differential Privacy (DP) emerges as a promising countermeasure to defend against gradient leakage attacks. However, the adoption of DP by clients in FL may significantly jeopardize the model accuracy. It is still an open problem to understand the practicality of DP from a theoretic perspective. In this paper, we make the first attempt to understand the practicality of DP in FL through tuning the number of conducted iterations. Based on the FedAvg algorithm, we formally derive the convergence rate with DP noises in FL. Then, we theoretically derive: 1) the conditions for the DP based FedAvg to converge as the number of global iterations (GI) approaches infinity; 2) the method to set the number of local iterations (LI) to minimize the negative influence of DP noises. By further substituting the Laplace and Gaussian mechanisms into the derived convergence rate respectively, we show that: 3) The DP based FedAvg with the Laplace mechanism cannot converge, but the divergence rate can be effectively prohibited by setting the number of LIs with our method; 4) The learning error of the DP based FedAvg with the Gaussian mechanism can converge to a constant number finally if we use a fixed number of LIs per GI. To verify our theoretical findings, we conduct extensive experiments using two real-world datasets. The results not only validate our analysis results, but also provide useful guidelines on how to optimize model accuracy when incorporating DP into FL.
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I. INTRODUCTION

In the past decade, machine learning models have demonstrated unprecedented data processing capability in numerous applications. To well train machine learning models, it is unavoidable to massively collect data samples from users, which gives rise to the concern on user privacy leakage [1], [2]. This concern has significantly hindered the widespread application of machine learning techniques. In light of this, Federated Learning (FL) [3] has been proposed to allow decentralized clients to collaboratively train machine learning models by merely exchanging intermediate computations (i.e., gradients) with the parameter server (PS). Raw data samples are locally kept on clients. However, it has been pointed out that the leaked gradient information can still be exploited by malicious entities to crack user privacy [4], [5], [6], [7], [8]. To further enhance the protection of user privacy, Differential Privacy (DP) has been employed to add additional noises to client gradients before they are uploaded to the PS [9], [10], [11].

Unfortunately, the adoption of DP may lower the model accuracy significantly, which has become a major obstacle for the application of DP in FL [9], [10], [11]. Taking the popular FedAvg algorithm [9] as an example, the naive adoption of DP in FedAvg may cause 2-10 times training loss than the original model [10]. For many real-world applications, such high performance deterioration can significantly reduce the effectiveness of advanced machine learning models, and is somewhat unacceptable at all. As FedAvg represents a large family of gradient descent (GD) based algorithms widely used in FL, it is questionable how practical DP will be when being applied to FL.

Typically, clients and the PS in FL works together with the following manner: clients conduct a number of local iterations (LI) before their gradients plus DP noises are uploaded to the PS for aggregation. By receiving the computations from multiple selected clients, the PS conducts a round of aggregation and distributes new results to clients for the next round of global iteration (GI) [12]. Apparently, it is only necessary to add the DP noises to clients’ gradients after the last round of LIs before they are disclosed to the PS. The noises distort the disclosed gradients against attacks, which meanwhile impair the convergence of FL [10], [11], [13].

In this work, we investigate how to improve the practicality of DP in FL through tuning the number of conducted local or global iterations. Intuitively, we can improve the model accuracy if the number of LIs is tuned properly since there is no need to add noises after each LI except the last LI. Firstly, we derive the convergence rate of the FedAvg algorithm distorted by the DP noises. Secondly, we derive the conditions for the DP based FedAvg to converge, and formally derive the formula to set the number of LIs according to the DP mechanism to minimize the negative influence of DP noises. At last, we conduct case study by using the Laplace mechanism and the Gaussian mechanism, through which we theoretically unveil that: 1) The learning error of the DP based FedAvg with the Gaussian mechanism can finally converge to a constant number if we use a fixed number of LIs per GI; 2) The DP noises also provide useful guidelines on how to optimize model accuracy when incorporating DP into FL.

1 Users are used interchangeably with clients in this paper.
2 Note that clients may have different privacy budgets and are independent in noise generation [14], [15].
based FedAvg with the Laplace mechanism will diverge with the number of GLs, but the divergence rate can be lowered substantially by setting the number of LIs according to our method.

Overall, our contributions in this paper can be summarized as below:

- To the best of our knowledge, we are the first to theoretically study the practicality of DP in FL through tuning the numbers of LIs and GLs, which paves the way towards a better understanding of the complicated relation between the random noises introduced by DP and the final FL model accuracy.
- We formally derive the convergence rate of FedAvg with DP noises and the convergence conditions. By substituting the Laplace and Gaussian mechanisms into the convergence rate, we theoretically investigate how to optimally tune the number of LIs and GLs so as to minimize the influence of DP noises.
- Extensive experiments with real-world datasets are conducted to validate the correctness of our theoretic results, and demonstrate the practical merit of our work, which provides us a way to optimize the FL model accuracy even if DP is adopted.

The rest content is organized as follows. The related state-of-the-art works are discussed in Sec. II. The preliminary knowledge is introduced in Sec. III. The DP-FedAvg algorithm is elaborated in Sec. IV. The derivation and optimization of the converge rate of DP-FedAvg are presented in Sec. V. The experiment results are presented and explained in Sec. VI before we finally conclude our paper in Sec. VII.

II. RELATED WORK

A. Federated Learning

The FL framework was originally proposed in the works [3], [16], [17], which applied FL on mobile devices to predict the next word of mobile users’ text input. Both FedAvg and FedSGD algorithms employed in neural network based models were empirically studied with extensive experiments in [3]. Later on, the convergence rate of FedAvg/FedSGD was analyzed in [18] with non-IID data sample distributions.

Since the inception of FL, it has attracted tremendous attentions. Kairouz et al. [12] and Li et al. [19] conducted a holistic overview of FL with in-depth technical discussions on possible weaknesses of FL. It has been proved that FL can improve the protection of user privacy to some extent [12]. However, the leakage of the gradient information can still result in the leakage of user privacy, which can be exploited by malicious users to design various attack strategies [4], [5], [6], [7], [8].

B. Differential Privacy

Other than FL, DP is another widely adopted approach to preserve user privacy [20]. The principle of DP is to add noises to individual users’ private information before it is disclosed. Consequently, malicious attackers cannot exactly crack users’ private information even if the information is leaked. Thanks to its ability for preserving privacy, it has been applied in personalized recommendation systems [21], location based services [22], meta learning [23] and so on. However, the shortcoming of DP is that the service quality will be lowered because service providers cannot obtain precise user information as well [9], [10], [24].

C. Applying DP in FL

DP can be applied to machine learning such as FL to enhance the privacy protection level. In FL, there exist two schemes to add DP noises: the global DP scheme and the local DP scheme. The former one adds noises to the aggregated gradient information on the server side before the gradient information is distributed to clients [13], [25]. Whereas the latter one adds noises to the gradient information on users before it is uploaded to the server [9], [26], [27], [28].

There are many existing works [29], [13], [25] that targeted to design mechanisms to add global DP noises in machine learning systems such as FL. For example, the work [13] particularly focused on using DP to mask whether a client participates in the training (i.e., client-level DP).

Prior works on the incorporation of LDP are elaborated as follows. Wu et al. [10] theoretically analyzed the convergence performance when local DP is used in a distributed learning system. Only the gradient descent algorithm is considered in this work, and its analysis proved that the GD algorithm can converge if the sample population approaches infinity, which however is impossible in practice. In addition, the scenario considered in this paper is not a typical FL setting, and the influence of the non-IID sample distribution is ignored. Wei et al. [11] considered both global DP and local DP in FL system. Their theoretical analysis validated that the number of global iterations and the number of engaged clients in each global iteration should be neither too large nor too small to minimize the final loss function. However, only the FedSGD algorithm with IID sample distribution was mentioned in this work, which was not consistent with an FL scenario. The analysis of the FedAvg algorithm and the influence of the number of local iterations were absent in the above work.

Other than the above LDP mechanism that can guarantee the privacy budget over all rounds of global iteration, there exist a number of other works that designed and analyzed a loose LDP mechanism that can only guarantee the privacy budget for a single round of global iteration [9], [28], [30]. For example, Seif et al. [28] relaxed the local $\epsilon$-DP in wireless FL settings, which gave fixed noises in each iteration and used advanced composition rule to track the total privacy leakage over $T$ iterations. However, the privacy leakage will increase to infinity with $T$, though they can obtained a converged upper bound finally.

In summary, prior works have demonstrated that it is promising to incorporate DP into FL. However, how to minimize the negative influence of the noises incurred by DP has been overlooked by existing works. Especially, how to set up the number of LIs and how it affects the final model accuracy have not been explored yet, and this gap will be filled by our work.
Before we introduce our algorithm, we list the symbols and notations used in this paper, as shown in Table I. Some of them will be defined later in the following sections.

| Symbol        | Description |
|---------------|-------------|
| N             | the set of all clients |
| N             | the number of all clients |
| \( \mathcal{M}(\theta) \) | the model with parameters \( \theta \) |
| \( p \)        | the dimension of the parameter |
| \( l \)        | the client |
| \( n_l \)      | the number of data owned by client \( l \) |
| \( D_l \)      | the dataset of client \( l \) |
| \( d \)        | a batch of data |
| \( f \)        | the loss function |
| \( \nabla f \)  | the gradient of function \( f \) |
| \( t \)        | the index of GI |
| \( k \)        | the index of the local iterations |
| \( \mathcal{P}_E \) | the engagement pool in \( t \)-th GI |
| \( b \)        | the size of the engagement pool |
| \( \eta \)      | the learning rate |
| \( T \)        | the total number of iterations |
| \( E \)        | the number of LIs to be executed |
| \( T_g \)      | the total number of GIs to be executed |
| \( I_t \)      | the number of GIs that client \( l \) will participate |
| \( \epsilon, \delta \) | DP parameters |
| \( M \)        | DP mechanism |
| \( C_E \)      | the set of global communication round |
| \( w \)        | the noise generated by DP mechanism |
| \( \Gamma \)   | the non-IID measurement |

### III. PRELIMINARIES

#### A. FedAvg

In FL, there is a group of clients \( \mathcal{N} \) with cardinality \( N \) that aim to collaboratively train a model \( \mathcal{M}(\theta) \), where \( \theta \in \mathbb{R}^p \) represents the parameters of the model. Each client \( l \) has a private data set \( D_l \) with cardinality \( n_l \). A trusted parameter server is responsible for sending model parameters to clients and aggregating updates reported back from clients in each round of global iteration. To train the model \( \mathcal{M}(\theta) \), which can be represented by the loss function \( f(\theta) \), a common approach is to design gradient descent (GD) based algorithms (e.g., FedAvg, FedSGD \cite{1}) to iteratively reduce the loss function.

In FedAvg, each client updates the model on the local dataset \( D_l \) for \( E \) epochs, following the rule:

\[
\theta \leftarrow \theta - \eta \nabla f(\theta; d),
\]

where \( d \in D_l \) represents a batch of data samples owned by client \( l \) and \( \eta \) is the learning rate.

After every \( E \) local iterations, the PS conducts a global iteration by aggregating clients’ models following the rule:

\[
\theta_{t+1} = \sum_{l \in \mathcal{P}_t} \frac{1}{n_l} \sum_{d \in D_l} n_l \theta_l^t,
\]

where \( \mathcal{P}_t \) represents the set of clients engaged in the global iteration \( t \). FedSGD is a special case of FedAvg by setting \( E = 1 \) and \( d = D_l \). For both FedAvg and FedSGD, the PS can only communicate with a certain number of clients, which may be randomly selected due to the limitation of communication capacity.

To ease our discussion, we define the following notations. Let \( T_g \) denote the total number of GIs to be executed, \( E \) denote the number of LIs to be executed by each engaged client per GI and \( b \) denote the number of clients engaged by the PS in each round of GI. Note that \( b \) clients execute \( E \) local iterations in parallel, and thus the total number of iterations \( T \) to be executed is equal to the product of \( E \) and \( T_g \), i.e., \( T = ET_g \).

#### B. Differential Privacy

Both FedAvg and FedSGD assume that the PS can be trusted and clients’ privacy cannot be cracked through gradient information. However, such assumptions are not always valid\cite{6, 5, 7, 8}. Thereby, the DP technique is introduced to add noises to gradients generated by clients before their gradients are aggregated.

We briefly introduce the essential concepts in DP\cite{20, 31} before we introduce how to incorporate DP into FedAvg.

**Definition 1 ((\( \epsilon, \delta \))-Differential Privacy).** A randomized function \( \Omega \) gives \( \epsilon \)-differential privacy if for any data sets \( D_1 \) and \( D_2 \) differing on at most one entry, and all \( S \subseteq \text{Range}(\Omega) \),

\[
\Pr\{\Omega(D_1) \in S\} \leq \exp(\epsilon) \times \Pr\{\Omega(D_2) \in S\} + \delta.
\]

The traditional Laplace mechanism gives \( (\epsilon, 0) \)-DP, while the Gaussian mechanism gives \( (\epsilon, \delta) \)-DP. By tolerating some possibility of fails (represented by \( \delta \)), the Gaussian mechanism performs better on the utility under composition. We will introduce detailed Laplace and Gaussian mechanisms later. For generality, we use \( M \) to denote the noise generator of DP mechanisms.

### IV. CLIENT BASED DP-FEDAVG ALGORITHM

In this section, we introduce the client based DP-FedAvg algorithm and the implementation of two most frequently used DP mechanisms, i.e., Laplace and Gaussian.

#### A. Algorithm Framework

Before the algorithm details are presented, we define some useful notations as follows. The index set of FL GIs is defined as \( C_E = \{1 \ast E, 2 \ast E, \ldots, T_g \ast E\} \). For any iteration in \( C_E \), the PS aggregates parameters returned by clients. For the sake of clarity, we use two indicators \( t \) and \( k \) throughout this paper where \( k = 0, 1, \ldots, T \) represents the index of any LI and \( t = 0, 1, 2, \ldots, T_g \) represents the index of any GI. The relation between \( k \) and \( t \) is \( t = \lfloor\frac{k}{T_g}\rfloor \). It implies that the \( k \)-th LI occurs just before the \( t \)-th GI where \( t = \lfloor\frac{k}{T_g}\rfloor \). In each round of GI, we formally define the set of clients who are engaged to exchange gradients with the PS as the engaged client pool (ECP) denoted as \( \mathcal{P}_t \) with cardinality \( b \). In our work, the clients in \( \mathcal{P}_t \) are selected from the complete client set \( \mathcal{N} \) with a round robin manner.

The LIs are executed by a client only if the client is engaged in \( \mathcal{P}_t \). The client receives the latest model from the PS (denoted by the parameter \( \theta_{t,E} \)) where \( tE \) represents the total number of LIs conducted until the \( t \)-th GI. Then, the client updates the model on the local dataset for \( E \) rounds before the client returns the updated model with noises added.
with the rule $\tilde{\theta}_{t+1}^i = \theta_t^i - \eta_t \nabla f_i(\theta_t^i)$. Here $w_t^i$ represents the DP noises which will be further introduced later. The PS updates the model with the same rule of the FedAvg algorithm by aggregating models returned from engaged clients. The details of the client based DP-FedAvg algorithm are presented in Algorithm 1.

Algorithm 1: The Client Based DP-FedAvg Algorithm. $f_t(\theta_t^i)$ is a simplified form of $f(\theta_t^i; D_t)$.

**Server executes:**

initialize $\theta_0$

for $t \leftarrow 0$ to $T_g - 1$ do

choose $b$ clients as a group $P_t \subset \mathcal{N}$ with a round robin manner

foreach client $l \in P_t$ in parallel do

$\tilde{\theta}_t^i \leftarrow \text{ClientUpdate}(\theta_t^i, E)$

$\theta_t^i \leftarrow \frac{1}{N} \sum_{l \in P_t} \eta_t \nabla f_i(\theta_t^i)$

end

end

for $i \leftarrow 0$ to $p - 1$ do

$w_t[i] \leftarrow \mathcal{M}$

end

$\tilde{\theta}_{t+1}^i \leftarrow \theta_t^i + w_t^i$

return $\tilde{\theta}_{t+1}^i$

To facilitate our discussion, we present the overall iteration rules of Algorithm 1 here again as

$$v_{k+1}^i = \nu_{k+1}^i - \eta_k \nabla f_i(\theta_k^i),$$

$$\theta_{k+1}^i = \left\{ \begin{array}{ll} v_{k+1}^i, & \text{if } k \in \mathcal{E}_t, \\ \frac{1}{b} \sum_{l \in \mathcal{P}_t} \frac{1}{n_l} v_{k+1}^i + w_t^i, & \text{if } k \in \mathcal{E}_t \end{array} \right.,$$

where

$$w_t^i = \frac{N}{b} \sum_{l \in \mathcal{P}_t} \frac{1}{n_l} w_t^i$$

is the average of noises from $b$ engaged clients. Here, for convenience, we use $k$ to denote the iteration index regardless of global or local iterations. For $k + 1 \in \mathcal{E}_t$, local parameters represented by $\theta_{k+1}^i$ will be aggregated with other engaged clients and DP noises.

Different from the original FedAvg algorithm, the DP noise (i.e., $w_t^i = \frac{N}{b} \sum_{l \in \mathcal{P}_t} \frac{1}{n_l} w_t^i$) is the factor that can impede the convergence of DP-FedAvg. We name the term $w_t^i$ as the "noise item".

### B. DP Mechanisms

The DP mechanism determines how to set $w_t^i$ on each client before the updated model is returned to the server. In this work, we consider two most frequently used mechanisms (i.e., Laplace and Gaussian) in the convergence analysis. In fact, other DP mechanisms can be substituted into our framework as well by setting $w_t^i$ with a different form.

According to the composition rule of DP [31], we cannot consider the DP privacy budget for each iteration separately. Suppose that the PS conducts $T_g$ rounds of GLs, then each client will participate $T_i$ rounds of GLs where $T_i = \frac{T_g}{b}$. Here we assume that the PS selects $b$ clients for every GI in a round robin manner and $N$ is the total number of clients in the system. Let $\tilde{\eta}_k = \max_{t \in [k] \cap \{1, \ldots, T_g\}} \tilde{\eta}_t$ where $\tilde{\eta}_t$ denote the learning rate of the $k$-th iteration. The Laplace and the Gaussian mechanisms can be defined as below.

**Theorem 1** (Laplace Mechanism). Let $\xi_i$ denote the $L_1$-sensitivity of $\nabla f_i$. Algorithm 1 is $\epsilon$-differential private over $T_i$ rounds if $M = \text{Lap}(0, \frac{1}{\epsilon} \xi_i)$ where $\sum_{i=1}^{N} \tilde{\eta}_i E(\xi_i)$ is the $L_1$-sensitivity of $\theta_{t+1}^i - \theta_t^i$ after the client conducts $E$ rounds of GLs.

**Corollary 1.1.** The variance of the noise item of the Laplace Mechanism is

$$\mathbb{E}\left\{||w_t^i||_2^2\right\} = 2p b \frac{\eta_t^2}{n^2} \tilde{\eta}_t^2,$$

where $p$ is the dimension of $\theta$, $n = \sum_{i=1}^{N} n_i$ and $\tilde{\eta}_t^2$.

The detailed proof of Theorem 1 is presented in Appendix A.

**Theorem 2** (Gaussian Mechanism [29]). Assume the gradient is bounded as $||\nabla f_i||_2 \leq \xi_2$. There exist constants $c_1$ and $c_2$ so that given the sampling probability $q$ on each client and the number of GLs $T_i$ that client $l$ participates, for any $\epsilon < c_1 q^2 T_i$, Algorithm 1 is $(\epsilon, \delta)$-differential private for any $\delta > 0$ if $M = \mathcal{N}(0, \sigma^2 \xi^2_2)$ with

$$\sigma = c_2 q \sqrt{T_i \log(1/\delta) / \epsilon},$$

where $\Xi_2 = \tilde{\eta}_t E(\xi^2_2)$.

In Algorithm 1 each client uses the full batch of samples for GLs implying that the sampling probability $q = 1$.

**Corollary 2.1.** The variance of the noise item of the Gaussian Mechanism is

$$\mathbb{E}\left\{||w_t^i||_2^2\right\} = 2p c_2 n \log(1/\delta) \frac{\eta_t^2 T_g^2}{n^2} \tilde{\eta}_t^2.$$

The detailed proof of Theorem 2 is presented in Appendix B.

To simplify our analysis, we define the asymptotic variance of the DP noise item as follows.

**Definition 2.** The asymptotic variance of the noise item of a DP mechanism $M$ is defined as $\nabla M = O(\eta_t^2 E(\xi^2_2) T_g^2)$, where $z \in [0, 2]$ is a constant number determined by the DP mechanism.

In the definition of the asymptotic variance, all variables not related with the number of GLs or GLs are regarded as constant numbers and ignored. We define $\nabla M$ based on the fact that $\eta_t^2 E(\xi^2_2)$ affects the function sensitivity, while $\eta_t^2$ represents the number of Gibbs each client needs to participate.
Meanwhile, we let $0 \leq z \leq 2$ because the privacy budget at most increases linearly with $T_t$ according to the composition rule.

This is a very generic definition that can depict most existing DP mechanisms devised for FL, such as [10], [11]. The asymptotic variances of the noise items of the Laplace and Gaussian mechanisms introduced as above can be obtained as

\begin{align}
V_{\text{Laplace}} &= O(\nu^2_0 E^2 T_g^2), \\
V_{\text{Gaussian}} &= O(\nu^2_0 E^2 T_g).
\end{align}

Obviously, how to set $E$ and $T_g$ will affect the variance of the noise item, and hence it will affect the convergence of DP-FedAvg. Meanwhile, we note that the asymptotic variance of the Gaussian mechanism is lower than that of the Laplace mechanism, and therefore the Gaussian mechanism can yield a better convergence rate. We conduct the convergence analysis of DP-FedAvg in the next section.

V. CONVERGENCE ANALYSIS OF CLIENT BASED DP-FEDAVG

In this section, we give the theoretic analysis of the convergence of FedAvg when DP mechanisms are applied on the client side.

A. Definitions and Assumptions

In FL, it is well-known that the distribution of data samples is non-IID, that is, the training data samples of different clients may be drawn from distinct distributions. By leveraging the measure of the degree of non-IID in [18], we define the degree of non-IID as below.

Definition 3. The degree of non-IID is quantified by

$$\Gamma = f^* - \sum_{i \in N} \frac{n_i}{n} f^*_i,$$

where $f^*$ represents the loss function with global optimal parameters and $f^*_i$ represents the loss function with local optimal parameters.

To ease our discussion, we define $\hat{\theta}_k = \sum_{i \in N} \frac{n_i}{n} \theta_k^i$ and $\bar{\nu}_k = \sum_{i \in N} \frac{n_i}{n} \nu_k^i$ to denote the global parameters by averaging over all clients. Similarly, we also define $\hat{\nu}_k^i = \sum_{i \in N} \frac{n_i}{n} \nu_k^i$ to denote the sampled global parameters. We use $\nabla f_i(\theta_k)$ to denote the global gradient and $\nabla f_i(\theta_k^i) = \sum_{i \in N} \frac{n_i}{n} \nabla f_i(\theta_k^i)$ to denote the sampled global gradient.

Definition 4. Define $Y_k = \mathbb{E} \left\{ \|\hat{\theta}_k - \theta^*\|_2 \right\}$ as the expected distance between the current, global parameters and the optimal parameters after $k$ iterations.

Similar to the assumptions made in many previous papers [32], [33], [34], [18], we also make the same following assumptions to simplify our analysis.

Assumption 1. The loss function $f$ is $\lambda$-smooth. Formally, there exists a constant $\lambda > 0$, and

$$f(\theta) \leq f(\theta') + \langle \nabla f(\theta'), \theta - \theta' \rangle + \frac{\lambda}{2} \|\theta - \theta'\|_2^2.$$

Assumption 2. The loss function $f$ is $\mu$-strongly convex. Formally, there exists a constant $\mu > 0$, and

$$f(\theta) \geq f(\theta') + \langle \nabla f(\theta'), \theta - \theta' \rangle + \frac{\mu}{2} \|\theta - \theta'\|_2^2.$$

Assumption 3. The expectation of gradients is bounded in terms of

$$\mathbb{E} \left\{ \|\nabla f_i(\theta_k^i)\|_2^2 \right\} \leq G^2, \forall i \in N, 0 \leq k < T.$$

B. Convergence Rate of DP-FedAvg

To derive the upper bound of the convergence rate of Client based DP-FedAvg, we need to utilize the following lemmas.

Lemma 1. (Unbiased sample). The round robin sampling of clients is unbiased, and thus we have

$$\mathbb{E} \left\{ \hat{\nu}_k \right\} = \bar{\nu}_k.$$

Lemma 2. (Bounding the divergence of the parameters of sampled clients in $P_k$). Let Assumption 3 hold, the gap between $\hat{\nu}_{k+1}^b$ and $\bar{\nu}_{k+1}^b$ is bounded as

$$\mathbb{E} \left\{ \|\hat{\nu}_{k+1}^b - \bar{\nu}_{k+1}^b\|_2 \right\} \leq 4\nu_0^2 G^2 \frac{N - b}{N - 1}.$$

Lemma 3. (Bounding the divergence of local parameters). Let Assumption 3 hold, the expectation of the average distance between $\theta_k$ and $\theta_k^i$’s is

$$\mathbb{E} \left\{ \sum_{i \in N} \frac{n_i}{n} \|\theta_k - \theta_k^i\|_2 \right\} \leq 4\nu_0^2 \lambda G^2.$$

Lemma 4. (Upper bound in one step of FedAvg). Let Assumptions 2 and 3 hold, in one step of DP-FedAvg, we have

$$\|\bar{\nu}_{k+1} - \theta^*\|_2 \leq \frac{\lambda \nu_0}{\mu + \gamma} \|\theta_k - \theta^*\|_2^2 + 2 \sum_{i \in N} \frac{n_i}{n} \|\theta_k - \theta_k^i\|_2^2 + 6\lambda \nu_0^2 \Gamma.$$

The detailed proof of Lemma 1 is presented in Appendix. The proof of Lemma 2 and 3 can be found in [18], Lemma 4 can be proved by modifying the proof of in [18] a little bit. The only difference is that each client executes local iterations with a full batch of samples owned by the client in our case.

Theorem 3. Let Assumptions 2 and 3 hold, and $\nu_0 = \frac{2}{\mu + \gamma}$ where $\gamma = \max(\frac{8\nu_0}{\mu}, E)$. The convergence rate of the DP-FedAvg algorithm is bounded by

$$Y_k \leq \frac{1}{k + \gamma} \left( \frac{4}{\mu^2} \lambda \omega_0 + \gamma Y_0 \right) + \frac{t}{\mu^2 (k + \gamma - 1)} \omega_1,$$

$$\omega_0 = 6\Gamma + 8(E-1)^2 G^2 + \frac{E^2 G^2}{N - b} \frac{N - 1}{N - b},$$

where $\omega_1 = C_M E^2 T_g^2$ and $C_M$ represents a constant number related with the DP mechanism. For example, $C_M = 8\nu_0^2 \frac{4}{\mu^2}$ for Laplace mechanism and $C_M = 8\nu_0^2 \log(1/\delta) \frac{4}{\mu^2}$ for
Gaussian mechanism. Here z is a constant number defined in Definition 2 and its value is dependent on the DP mechanism.

Here, we derive the convergence rate of DP-FedAvg with a general DP mechanism. t is the index of the global iteration, and thus \( t = \binom{\mathcal{E}}{z} \). As we can see from the convergence rate, \( \omega_0 \) governs the convergence of DP-FedAvg without the noise item; while \( \omega_1 \) is the influence of the noise item on the convergence rate. The proof of Theorem 3 leverages Lemmas 1, 2, 3 and 4 which can be found in the Appendix with details.

C. Asymptotic Analysis

To focus on the influence of iteration times, we conduct asymptotic analysis of the convergence rate by regarding all variables not related to the LI or GI as constant numbers.

1) Convergence Conditions: The convergence rate derived in Theorem 3 can be simplified as

\[
Y_T = O \left( \frac{E^2}{T} \right) + O \left( \frac{\omega_1}{ET} \right),
\]

\[
= O \left( \frac{E^2}{T} \right) + O \left( E^{1-z}T^{z-1} \right). \tag{4}
\]

Here, we utilize the fact that \( \omega_1 = O(E^2T_g^z) \) and \( ET_g = T \) is the total number of iterations. Through Eq. (4), we prove the convergence conditions of DP-FedAvg as follows.

**Theorem 4.** \( Y_T \) of the client based DP-FedAvg with the mechanism \( \mathcal{M} \) will converge to 0 as \( T \) approaches infinity, if \( z < 1 \) in \( \mathcal{V}_M \). The number of LIs should be set as \( E = O(T^{\frac{1}{1+z}}) \) to achieve the fastest convergence rate \( O(T^{\frac{1}{1+z}}) \).

**Proof.** We first prove the convergence conditions. From the first term in Eq. (4), we have \( E < O(\sqrt{T}) \), otherwise the first term will diverge. Thus, for the second term we have \( O(E^{1-z}T^{z-1}) < O(T^{\frac{1}{1+z}-z}) \). It converges only if \( \frac{1}{1+z} - z - 1 < 0 \) which implies that \( z < 1 \).

Then, we prove the optimal value of \( E \) is \( O(T^{\frac{1}{1+z}}) \). Since \( Y_T = O(\frac{E}{T}) + O(E^{1-z}T^{z-1}) \), it is a convex function with respect to \( E \). By letting the differentiation of \( Y_T \) with respect to \( E \) equal to 0, we have \( O(\frac{E}{T}) + O(E^{-z}T^{-z}) = 0 \). It turns out that we should set \( E = O(T^{\frac{1}{1+z}}) \).

**Theorem 5.** \( Y_T \) of the client based DP-FedAvg with the mechanism \( \mathcal{M} \) cannot converge to 0 as \( T \) approaches infinity, if \( z \geq 1 \) in \( \mathcal{V}_M \). The number of LIs should be set as \( E = O(T^{\frac{1}{1+z}}) \) to minimize the influence of the DP noise item, which gives rise to the lowest divergence rate \( O(T^{\frac{1}{1+z}}) \).

**Proof.** From the proof of Theorem 4, we can see that \( Y_T \) cannot converge if \( z \geq 1 \).

Similar to the proof of Theorem 4, we should set \( E = O(T^{\frac{1}{1+z}}) \) to achieve \( Y_T = O(T^{\frac{1}{1+z}}) \). However, due to \( z \geq 1 \), \( Y_T \) will diverge with the minimum rate \( O(T^{\frac{1}{1+z}}) \) as \( T \) approaches infinity.

**Corollary 5.1.** If \( z > 1 \) in \( \mathcal{V}_M \), there exists a \( T^* \) such that can minimize \( Y_T \).

The proof is straightforward given that \( Y_T \) is a convex function with respect to \( T \) and \( Y_T \) will diverge if \( z > 1 \). Unfortunately, it is extremely difficult to precisely derive \( T^* \) due to the difficulty to exactly estimate the value of each parameter such as \( \mu \), \( T \) and \( G \) in \( Y_T \).

2) **Case Study:** For the Laplace and the Gaussian mechanisms, they are the special cases of our general analysis. For the Laplace mechanism, we have \( z = 2 \), which implies that the Laplace mechanism can never converge. The divergence rate can be minimized by setting \( E \) as an increasing function of \( T \). According to the Theorem 5, we should set \( E = O(T^{\frac{1}{2}}) \) and \( Y_T \) will diverge with the lowest rate \( O(T^{\frac{1}{2}}) \) as \( T \) approaches infinity.

**Remark:** We can see the significance of our study from this case study. If we set \( E = O(1) \) for the Laplace mechanism, \( Y_T \) will diverge with the rate \( O(T) \), which is much higher than the optimal rate \( O(T^{\frac{1}{2}}) \). Thus, setting \( E \) properly with our method can markedly improve the practicability of DP in FL.

The DP based FedAvg with the Gaussian mechanism is a very special case. According to the Theorem 5, \( Y_T \) cannot converge to 0. However, if we set \( E = O(1) \), \( Y_T \) will converge to \( O(1) \) as \( T \) approaches infinity.

VI. Experiment

In this section, we carry out extensive experiments with two real-world datasets to validate our theoretical analysis.

A. Dataset, Description and Preprocessing

1) **Lending Club Dataset:** The Lending Club dataset [10] contains about 890,000 loan data records. Each record in the dataset includes some features of borrowers (e.g., zip code, address, request amount of money, and interest rate).

The dataset is used to predict customers’ interest rates. We first clean the data by discarding meaningless features (e.g., ID, address, and job title). Then we convert some valuable text features to numbers, such as job year and grade. We discard those features missed by more than 70% of data records. After the above preprocessing operations, there remain 66 features, though some features are redundant and some are almost always 0. We use Principal Component Analysis (PCA) to further reduce 66 features into 10 effective features. In the experiments, we use randomly sampled 500,000 data records as the whole dataset. And then we randomly sample 80% data as the training dataset and the rest as the test dataset. To setup the non-IID distribution, all records in the training dataset are sorted by the interest rate in ascending order before they are evenly grouped into \( N = 5,000 \) groups. Each client will be assigned a single sample group.

2) **FEMNIST Dataset:** FEMNIST is an open source dataset presented in [35] as a benchmark for FL study. FEMNIST contains 803,267 hand-written image samples written by 3,500 users. There are 62 labels (i.e., 10 digits, 26 lowercase, 26 uppercase) in the dataset. We use 90% samples to train the model and the rest as the test set. Because FEMNIST is naturally unbalanced and non-IID, we simulate 3,500 clients and assign each client with a user’s samples.
B. Models and Experimental Settings

We construct a Linear Regression (LR) model with 11 parameters for the Lending Club dataset to predict the interest rate of each borrower. Mean Square Error (MSE) is used to define the loss function and evaluate the model prediction performance.

For the FEMNIST dataset, we construct a Convolutional Neural Network (CNN) model to classify images. The CNN model consists of two convolutional layers followed by one fully connected layer. The first convolution layer uses $7 \times 7$ kernels with padding 3. The second layer uses $3 \times 3$ kernels with padding 1. The first layers have 32 channels while the second has 64 channels. Both convolutional layers are followed by a ReLU and $2 \times 2$ max pool. The fully connected layer has 62 units and takes the flattened output of the second convolutional layer as the input. The CNN model contains 214,590 parameters. CrossEntropy is used to define the loss function.

In the experiments, we use the MSE loss function and the model accuracy on the test datasets to evaluate the LR model and CNN model, respectively. We can evaluate the model performance over the test set after each round of global iteration. If $E > 1$, the model is only evaluated when $k \in C_E$.

For each case, we implement a benchmark model, which is a special case with $\epsilon = \infty$, i.e., there is no DP noise. To get rid of the influence of the randomness due to random noises and random client selection in ECPs, we plot the average results by executing each experiment case for 20 times. By default, we set $b = 500$ for the LR model and $b = 350$ for the CNN model.

We impose the Laplace mechanism on the LR model and the Gaussian mechanism on the CNN model. Throughout the following experiments, we set a fixed $\delta = 0.0001$ for the Gaussian mechanism.

In practice, it is very difficult to exactly compute the sensitivity, i.e., $\xi$, of the gradient functions, and thus we use the norm clipping technique with a clipping threshold $\zeta$ to restrict the range of client’s gradients. If a client’s some gradient exceeds $\zeta$, it will be clipped to $\zeta$. Formally, the gradient is clipped by

$$\nabla f_i(\theta_k) = \nabla f_i(\theta_k) / \max \left(1, \frac{\|\nabla f_i(\theta_k)\|_1}{\zeta}\right),$$

where we set $\zeta = 150$ for LR model and $\zeta = 3$ for CNN model. This technique is firstly introduced by [29] and widely used in the implementation of DP in practical machine learning systems [25], [13].

C. Results and Discussions

In this part, we present the results of our experiments.

1) Impact of $\epsilon$: To inspect the influence of the privacy budge on the model training process, we conduct experiments by enumerating different $\epsilon$’s. For the LR model, we set $T = 100$, $E = 1$ and $\epsilon = 1.0, 3.0, 5.0$ or $\infty$; while for the CNN model, we set $T = 250$, $E = 5$ and $\epsilon = 10.0, 20.0, 30.0$ or $\infty$. Note that we set relatively large $\epsilon$’s for the CNN model due to the large number of parameters in CNN. Similar $\epsilon$’s were also used in other works such as [11], [10].

The loss function of the LR model is obtained on the test set of the Lending Club dataset. In Fig. 1 we can observe that there exists a gap between the loss function curves with DP noises and the loss function curve with $\epsilon = \infty$. In particular, the loss function diverges rapidly when $\epsilon$ is very small. It shows the challenge to make DP based FL practical, especially when the privacy budget is small.

The accuracy of the CNN model evaluated on the FEMNIST test set is plotted in Fig. 2 against the iteration times. In Fig. 2 we can draw a similar conclusion that the model accuracy can be impaired by the DP noises significantly such that implementing DP in FL is challenge when $\epsilon$ is small.

2) Impact of $T$: We conduct experiments to verify Theorem 5 which states that: 1) $Y_T$ approaches infinity as $T$ increases and there exists some $T^* < \infty$ such that $Y_T$
is optimized if the Laplace mechanism is adopted; 2) $Y_T$ converges to $O(1)$ as $T$ approaches infinity if the Gaussian mechanism is adopted.

**TABLE II: Final global loss of the experiment in Fig. 3**

| $\epsilon$ | $T^*$ | final global loss of $T^*$ | worst |
|-----------|-------|---------------------------|-------|
| 1.0       | 10    | 27.40                     | 1963.41 |
| 3.0       | 30    | 23.55                     | 26.82 |
| 5.0       | 30    | 23.13                     | 24.94 |
| $\infty$ | 100   | 22.59                     | 24.06 |

In Fig. 3 we evaluate the LR model using the Lending Club dataset and the Laplace mechanism by varying $T$ from 0 to 100 with a step size 10 and set $E = 1$. We plot the loss function $Y_T$ against $T$. Note that $Y_T$ is different from $Y_k$ where $Y_T$ is the final loss after $T$ iterations and $Y_k$ is the loss after $k$ iterations. We also show the accurate value of $T^*$ and the corresponding loss in Table III. As we can see that the loss function diverges finally as $T$ increases. For each experiment case, there exists some $T^*$ such that the minimum value of the loss function is achieved.

For the CNN model, we use the FEMNIST dataset for evaluation by varying $T$ from 0 to 500 with a step size of 50 and $E = 5$. As shown in Fig. 4 the model accuracy gets stable at some value as $T$ approaches infinity per the Gaussian mechanism is adopted. This result implies that $Y_T$ approaches $O(1)$ instead of diverging to infinity as $T$ approaches infinity.

3) **Impact of $E$:** We conduct experiments to show the importance to tune $E$, i.e., the number of local iterations, in DP-FedAvg.

We enumerate different $E$’s to see how $E$ can affect the model training process. In Fig. 5 we evaluate the LR model using the Lending Club dataset and the Laplace mechanism, by enumerating $E = 1, 2, 3, 4, 6, 12$ and fixing $T = 120$ with different $\epsilon$’s. Similarly, in Fig. 6 we evaluate the CNN model by fixing $T = 240$ and enumerating $E = 1, 2, 3, 4, 6, 8, 12, 24$ with different $\epsilon$’s. To accurately show the optimal $E$, we list the results in Fig. 5 and Fig. 6 in Table III and Table IV.

Through observing Fig. 5 and Fig. 6 we can draw the following observations.

- In both Fig. 5 and Fig. 6 for all cases with different $\epsilon$’s, if $E$ has not been set properly, the performance of the trained model can be very poor. For example, the loss function of the LR model is very high if $E = 1$ when $\epsilon = 1.0$. This experiment manifests the importance to tune $E$ in DP based FL.
- $E$ should be neither too large or too small. Intuitively, if $E$ is too large, it means $T_g$ will be too small and the model training process is not iterated sufficiently. Inversely, if $E$ is too small, it means $T_g$ is too large, and hence the model training process can be impaired by the large DP noises. Recall that $\nabla_M = O(\eta^2 E^2 T_g^2)$.
- Through comparing cases with different $\epsilon$’s in both figures, we can find the rule of thumb that $E$ should be set a larger value if $\epsilon$ is smaller.

To verify Theorem 3 we conduct the experiment by using the Lending Club dataset and the Laplace mechanism. In this
TABLE III: Final global loss of the experiment in Fig. 5

| $\epsilon$ | $E^*$ | Final global loss of $E^*$ | worst |
|------------|-------|--------------------------|-------|
| 1.0        | 12    | 40.44                    | 3568.41 |
| 3.0        | 3     | 25.95                    | 28.78  |
| 5.0        | 2     | 23.94                    | 26.65  |
| $\infty$   | 1     | 22.58                    | 26.14  |

Fig. 6: Comparing the model accuracy of DP-FedAvg after $T$ iterations with various $E$'s, fixed $T = 50$ and different $\epsilon$'s by using FEMNIST and the Gaussian mechanism.

experiment, we set $E$ as a function of $T$. Specifically, we enumerate $E = 1, T^+, T^+, T^\frac{1}{2}$ or $T$ by varying $T$ from 1 to 120 with a step size of 10. Note in this experiment, we set $b = 5000$ to enable very small $T_g$ (i.e., $T_g = 1$). If $E$ (as a function of $T$) is not an integer, it will be rounded to the nearest integer. According to Theorem 4, it is optimal (as a function of $T$) to set $E^* = T^{2/3}$. The result is presented in Fig. 7, which indeed confirms the correctness of our theoretical analysis. The curve with $E = T^{2/3}$ is the best one achieving the lowest loss function. Although, $Y_T$ will diverge with the increase of $T$, its divergence rate is very low if $E = T^{2/3}$. Another important implication is that the setting of $T$ is not very sensitive if $E$ is chosen properly.

VII. CONCLUSION

We investigate the practicability of DP mechanisms in FL. A general DP based FedAvg algorithm is presented first. Then, both the Laplace mechanism and the Gaussian mechanism are introduced into the general DP based FedAvg algorithm. Through tuning the number of local/global iterations, we show from both theoretical analysis and experimental study that it is very important to set the number of iteration times properly such that the influence of the DP noises can be minimized.

TABLE IV: Test accuracy of the experiment in Fig. 6

| $\epsilon$ | $E^*$ | Test accuracy of $E^*$ | worst |
|------------|-------|-----------------------|-------|
| 10         | 24    | 0.4663                | 0.0509 |
| 20         | 12    | 0.6347                | 0.0521 |
| 30         | 12    | 0.6781                | 0.3500 |
| $\infty$   | 2     | 0.7470                | 0.7088 |

Fig. 7: Comparing the final global loss of DP-FedAvg after $T$ iterations with a fixed $\epsilon = 3$ and different $E$'s by using the Lending Club dataset and the Laplace mechanism.

Specifically, via defining the asymptotic variance of the DP noises, we derive the conditions for DP-FedAvg to converge, and the optimal choice of the number of local iterations. The Lending Club and FEMNIST datasets are utilized to conduct extensive experiments. The experiment results not only verify our theoretical analysis, but also demonstrates that the choice of the number of local iterations can heavily affect the model training performance.

APPENDIX A

PROOF OF THEOREM 1

Proof. We first show that the Laplace mechanism gives $\frac{1}{T}$-DP in each global iteration. Assume $D_i, D'_i$ are two data set differing at most one data. We have

$$\|
\begin{align*}
\Omega_t(D_i) - \Omega_t(D'_i)\|_1 \\
= \|
\begin{align*}
\theta_t^{(t+1)E} - \theta_t^{(t+1)E'}\|_1 \\
= \left|\sum_{i=TE}^{(t+1)E-1} \eta_i \left(\nabla f_{i'}(\theta_i') - \nabla f_i(\theta'_i)\right)\right|_1 \\
\leq \left|\sum_{i=TE}^{(t+1)E-1} \eta_i \left|\nabla f_{i'}(\theta_i') - \nabla f_i(\theta_i')\right|_1 \\
\leq E\bar{\xi}_t \|
\end{align*}
\right|
\end{align*}
\right|_1
$$
\( \forall t, \forall z \in \mathbb{R}^p \), we have
\[
\frac{\Pr_{P_t}(z)}{\Pr_{P_t^l}(z)} = \prod_{i=0}^{p-1} \left( \frac{\exp \left( -\frac{\|\Omega_t(D_t)[i] - z[i]\|^2}{\beta_i^2} \right)}{\exp \left( -\frac{\|\Omega_t(P_t)[i] - z[i]\|^2}{\beta_i^2} \right)} \right)
\]
\[
= \prod_{i=0}^{p-1} \exp \left( \frac{\|\Omega_t(D_t)[i] - z[i]\|^2}{\beta_i^2} - \frac{\|\Omega_t(P_t)[i] - z[i]\|^2}{\beta_i^2} \right)
\leq \prod_{i=0}^{p-1} \exp \left( \frac{\epsilon \|\Omega_t(D_t)[i] - \Omega_t(P_t)[i]\|^2}{\Xi T_i} \right)
\leq \exp \left( \frac{\epsilon T}{T_i} \right).
\]
Corollary 3.15 in [31] proves this Laplace mechanism gives \( \epsilon \)-DP over \( T_i \) rounds.

**APPENDIX B**

**PROOF OF THEOREM 2**

**Proof.** We show that the accumulated gradient is bounded.
\[
\|\theta_{tE}^{\lambda} - \theta_{(t+1)E}^{\lambda}\|_2 = \left( \sum_{i=1}^{(t+1)-1} \eta_i \nabla f_t(\theta_i^{\lambda}) \right)_2
\leq \left( \sum_{i=1}^{(t+1)-1} \eta_i \|\nabla f_t(\theta_i^{\lambda})\|_2 \right)
\leq \sum_{i=1}^{(t+1)-1} \eta_i \nabla f_i^{\lambda}
\leq \sum_{i=1}^{(t+1)-1} \eta_i \xi_2
\leq \Xi E \eta_i = \Xi_2.
\]
Then by utilizing the Theorem 1 in [29], we show that the Gaussian mechanism gives \((\epsilon, \delta)\)-differential privacy for each client.

**APPENDIX C**

**PROOF OF COROLLARY 1.1**

**Proof.** We first show that for each client \( l \),
\[
\mathbb{E}\left\{ \|w_l^i\|_2^2 \right\} = \mathbb{E}\left\{ \sum_{i=0}^{p-1} |w_l^i[i]|^2 \right\}
= \mathbb{E}\left\{ |w_l^i[0]|^2 \right\}
= 2p(\beta_i^2 \xi_1^2) = \frac{2pT_i^2}{\epsilon^2}.
\]
where we use the fact that \( w_l[i] \) are IID random variables. For \( b \) clients, we have
\[
\mathbb{E}\left\{ \|w_l^i\|_2^2 \right\} = \frac{N^2}{b^2 n^2} \mathbb{E}\left\{ \left( \sum_{l \in \mathcal{P}} n_l w_l^i \right)_2 \right\}
= \frac{N^2}{b^2 n^2} \sum_{l \in \mathcal{P}} \mathbb{E}\left\{ \|n_l w_l^i\|_2^2 \right\}
= \frac{N^2}{b^2 n^2} \sum_{l \in \mathcal{P}} \frac{\Xi^2 T_i^2}{n^2 \epsilon^2} n^2
= 2pN \frac{\Xi^2 T_i^2}{n^2 \epsilon^2} n^2.
\]

The second equality holds because \( w_l^i \) are independent and \( \mathbb{E}\{w_l^i\} = 0 \).

**APPENDIX D**

**PROOF OF COROLLARY 2.1**

**Proof.** We first show that for each client \( l \),
\[
\mathbb{E}\left\{ \|w_l^i[0]\|^2 \right\} = \mathbb{E}\left\{ \sum_{i=0}^{p-1} |w_l^i[i]|^2 \right\}
= p \mathbb{E}\left\{ |w_l^i[0]|^2 \right\}
= 2p(\sigma_i^2 \xi_2^2)
\leq 2pc^2 \log(1/\delta) \frac{\Xi^2 T_i^2}{\epsilon^2}.
\]
where we use the fact that \( w_{i+1}[i] \) are IID random variables. For \( b \) clients, we have
\[
\mathbb{E}\left\{ \|w_l^i\|_2^2 \right\} = \frac{N^2}{b^2 n^2} \mathbb{E}\left\{ \left( \sum_{l \in \mathcal{P}} n_l w_l^i \right)^2 \right\}
= \frac{N^2}{b^2 n^2} \sum_{l \in \mathcal{P}} \mathbb{E}\left\{ \|n_l w_l^i\|_2^2 \right\}
= 2pc^2 N \log(1/\delta) \frac{\Xi^2 T_i^2}{n^2 \epsilon^2} n^2.
\]
The second equality holds because \( w_l^i \) are independent and \( \mathbb{E}\{w_l^i\} = 0 \).

**APPENDIX E**

**PROOF OF LEMMA 1.1**

**Proof.** Taking expectation, we obtain
\[
\mathbb{E}\{\psi_k^h\} = \frac{N}{b} \mathbb{E}\left\{ \sum_{l \in \mathcal{P}} \frac{n_l}{n} \nu_k \right\}
= \frac{N}{b} \sum_{p \in \phi_h(N)} \frac{1}{c} \left( \sum_{l \in \mathcal{P}} \frac{n_l}{n} \nu_k \right),
\]
where \( \phi_h(N) \) represents the set of all subset of \( N \) whose size is \( b \), and \( c = |\phi_h(N)| \). For instance, if \( N = \{1, 2, 3\} \), \( \phi_2(N) = \{\{1, 2\}, \{1, 3\}, \{2, 3\}\} \), \( c = 3 \). Because we sample clients with equal probability and without replacement, each client appears identically and at most once in every \( \mathcal{P} \). Therefore, since there are totally \( cb \) clients sampled, each client is sampled \( \frac{cb}{N} \) times. We change the order of summation and obtain
\[
\sum_{p \in \phi_h(N)} \sum_{l \in \mathcal{P}} \frac{n_l}{n} \nu_k = \sum_{l \in \mathcal{N}} \frac{cb}{N} \frac{n_l}{n} \nu_k.
\]
Plugging this into (5) and recalling the definition of \( \psi_k \), we finish the proof.


\section*{Appendix F
Proof of Theorem \[5\]

\textit{Proof.} Based on the updating rule in \((1)\), we have

\[\|\hat{\theta}_{k+1} - \theta^\ast\|_2^2 = \left\{ \|\hat{\theta}_{k+1} - \theta^\ast\|_2^2, \quad \text{if } k + 1 \notin C_E, \right.\]
\[\left. \|\hat{\theta}_{k+1}^b + w_k^b - \theta^\ast\|_2^2, \quad \text{if } k + 1 \in C_E. \right\}
\]

(6)

If \(k + 1 \in C_E\), we have

\[\|\hat{\theta}_{k+1}^b + w_k^b - \theta^\ast\|_2^2 = \|\hat{\theta}_{k+1}^b - \theta^\ast\|_2^2 + \|w_k^b\|_2^2 + 2 \langle \hat{\theta}_{k+1}^b - \hat{\theta}_{k+1}^\ast, w_k^b \rangle. \]
\]

(7)

After taking expectation, the last term will vanish and the second term has been bounded by Corollary \(1\) and \(2\). For the first term, we show that

\[\|\hat{\theta}_{k+1} - \theta^\ast\|_2^2 = \|\hat{\theta}_{k+1} - \hat{\theta}_{k+1} + \hat{\theta}_{k+1} - \theta^\ast\|_2^2 = \|\hat{\theta}_{k+1} - \hat{\theta}_{k+1}\|_2^2 + \|\hat{\theta}_{k+1} - \theta^\ast\|_2^2 + 2 \langle \hat{\theta}_{k+1} - \hat{\theta}_{k+1}, \hat{\theta}_{k+1} - \theta^\ast \rangle. \]
\]

Taking expectation on both sides, using Lemma \(1\) and combining \(2\) and \(3\), we obtain

\[\mathbb{E}\left\{ \|\hat{\theta}_{k+1} - \theta^\ast\|_2^2 \right\} \leq (1 - \mu k)\mathbb{E}\left\{ \|\hat{\theta}_k - \theta^\ast\|_2^2 \right\} + 6\lambda\eta_2^2 \Gamma \]
\[+ 8\eta_2(E - 1)^2G^2 + 4E^2\eta_2^2G^2 \frac{N - b + 1}{N - 1 + b}. \]
\]

(8)

From Corollary \(1\) and \(2\), we note that the sensitivity depends on the learning rate. Therefore, we divide the variance of the noise item into two parts, the learning rate, \(\eta_2^2\), and other constants related to specific mechanisms. Since we assume \(\eta \leq 2\eta_{k+1} \leq 2\eta_{k+1} + 1\), we have \(\eta_2 \leq 4\eta_2\), if \(k + 1 \in C_E\).

As a result, \(\mathbb{E}\left\{ \|w_k\|_2^2 \right\} \leq \eta_2^2 \omega_0\), \(k + 1 \in C_E\). \(\omega_1 = C_M E^2 \Gamma^2\) and \(C_M\) represents a constant number related with the DP mechanism. For example, by substituting Corollary \(1\) we obtain \(C_M = 8pb \frac{N - 1}{N - 1 + b}\) for Laplace mechanism; by substituting Corollary \(2\) we obtain \(C_M = 8pc_2 \log(1/\delta) \frac{N - 1}{N - 1 + b}\) for Gaussian mechanism. Therefore, plugging \(7\) and \(8\) into \(9\), we obtain

\[Y_{k+1} \leq \begin{cases} \frac{(1 - \mu k)Y_k + \eta_k^2 \omega_0,} & \text{if } k + 1 \notin C_E, \\ \frac{(1 - \mu k)Y_k + \eta_k^2 \omega_0 + \eta_k^2 \omega_1,} & \text{if } k + 1 \in C_E, \end{cases} \]

where \(\omega_0 = 6\lambda \Gamma + 8(E - 1)^2G^2 + 4E^2G^2 \frac{N - b + 1}{N - 1 + b}\).

Note here we slightly enlarge the upper bound when \(k + 1 \notin C_E\) to highlight the impact of noise item, because \(4E^2G^2 \frac{N - b + 1}{N - 1 + b}\) does not cause any significant impact on the final convergence rate. Let \(\eta_k = \frac{\alpha}{\mu^2}\), where \(\mu \geq 2\) and \(\gamma > 1\) such that \(\eta_k \leq \min \left(\frac{\alpha}{\mu^2}, \frac{1}{\mu} \right)\) and \(\eta_k \leq 2\eta_{k+1}\), we claim that

\[Y_k \leq \frac{\varphi}{k + \gamma} + \frac{\alpha^2 t}{(k + \gamma - 1)^2 \omega_1}, \]

(9)

where \(\varphi = \max \left(\frac{\alpha^2}{\mu^2} \omega_0, \gamma Y_0\right)\), \(t = \lfloor \frac{k}{\mu} \rfloor\). We will use induction to prove this. First of all, when \(k = 0\), this is obviously true according to the definition of \(\varphi\). Assume this holds for \(Y_k\). If \(k + 1 \notin C_E\), we have

\[Y_{k+1} \leq \left(1 - \mu k\right)Y_k + \eta_k^2 \omega_0 \]
\[\leq \left(\frac{k + \gamma - \mu \alpha}{k + \gamma}\right) \left(\frac{\varphi}{k + \gamma} + \frac{\alpha t}{(k + \gamma - 1)^2 \omega_1}\right) \]
\[+ \left(\frac{\alpha}{k + \gamma}\right)^2 \omega_0 \]
\[= \frac{k + \gamma - 1}{(k + \gamma)^2} \varphi + \frac{\alpha^2}{(k + \gamma)^2} \omega_0 - \frac{\mu \alpha - 1}{(k + \gamma)^2} \varphi \]
\[\leq \frac{k + \gamma - 1}{(k + \gamma)^2} \varphi \leq \frac{\varphi}{k + \gamma + 1}. \]

(10)

Recalling that \(\mu \alpha \geq 2\), for the last term of \(10\), we have

\[\frac{(k + \gamma - 2) \varphi}{(k + \gamma - 1)^2} - \frac{k + \gamma - 1}{(k + \gamma)^2} \leq \frac{\alpha^2}{k + \gamma - 1} \omega_1 \]
\[= \frac{\alpha^2}{(k + \gamma)^2} \omega_1. \]

(11)

Plugging \(11\) and \(12\) into \(10\), we finally obtain

\[Y_{k+1} \leq \frac{\varphi}{k + \gamma + 1} + \frac{\alpha^2 t}{(k + \gamma)^2 \omega_1}. \]

If \(k + 1 \in C_E\), we have

\[Y_{k+1} \leq \left(1 - \mu k\right)Y_k + \eta_k^2 \omega_0 \]
\[\leq \left(\frac{k + \gamma - \mu \alpha}{k + \gamma}\right) \left(\frac{\varphi}{k + \gamma} + \frac{\alpha^2 t}{(k + \gamma - 1)^2 \omega_1}\right) \]
\[+ \left(\frac{\alpha}{k + \gamma}\right)^2 \omega_0 + \left(\frac{\alpha}{k + \gamma}\right)^2 \omega_1 \]
\[= \frac{k + \gamma - 1}{(k + \gamma)^2} \varphi + \frac{\alpha^2}{(k + \gamma)^2} \omega_0 - \frac{\mu \alpha - 1}{(k + \gamma)^2} \varphi \]
\[+ \frac{(k + \gamma - \mu \alpha) \alpha^2 t}{(k + \gamma)(k + \gamma - 1)^2} \omega_1 \]
\[+ \left(\frac{\alpha}{k + \gamma}\right)^2 \omega_1. \]

The first three terms are as same as in \(10\); so we can use \(11\) again.

Recalling that \(t = \lfloor \frac{k}{\mu} \rfloor\) and \(k + 1 \in C_E\), which implies that \(\lfloor \frac{k + 1}{\mu} \rfloor = \lfloor \frac{k}{\mu} \rfloor + 1\), we only need to show

\[\frac{(k + \gamma - 2) \varphi}{(k + \gamma - 1)^2} - \frac{k + \gamma - 1}{(k + \gamma)^2} \leq \frac{\alpha^2 t}{(k + \gamma)^2} \omega_1 \]
\[\leq \frac{(k + \gamma - 1)^2 \omega_1}{(k + \gamma)^2} \omega_1 \]
\[\leq \frac{\alpha^2 t}{(k + \gamma)^2} \omega_1. \]

which has been proved in \(12\). Therefore, we proved that \(9\) holds both when \(k + 1 \notin C_E\) and \(k + 1 \in C_E\).

Let \(\alpha = \frac{2}{\mu}\) and \(\gamma = \max(E, \frac{8}{\mu})\), we have \(\eta_k = \frac{2}{\mu^2} \omega_0 + \gamma Y_0\). Hence, we finally obtain

\[Y_k \leq \frac{1}{k + \gamma} \left(\frac{4}{\mu^2} \omega_0 + \gamma Y_0\right) + \frac{4}{\mu^2} t \omega_1. \]

\[\square\]
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