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Abstract

We study the probability distribution, $P_N(T)$, of the coincidence time $T$, i.e. the total time spent by $N$ independent one-dimensional Brownian walkers in a vicinity of vanishing length. We consider in details two geometries: Brownian motions all starting from 0, and Brownian bridges. Using a Feynman–Kac representation for the moment generating function of this coincidence time, we map this problem onto some observables in three related models (i) the propagator of the Lieb–Liniger model of quantum particles with pairwise delta function interactions (ii) the moments of the partition function of a directed polymer in a random medium (iii) the exponential moments of the solution of the Kardar–Parisi–Zhang equation. Using these mappings, we obtain closed formulae for the probability distribution of the coincidence time, its tails and some of its moments. Its asymptotics at large and small coincidence time are also obtained for arbitrary fixed endpoints. The universal large $T$ tail, $P_N(T) \sim \exp(-3T^2/(N^3 - N))$ is obtained, and is independent of the geometry. We investigate the large deviations in the limit of a large number of walkers through a Coulomb gas approach. Some of our analytical results are compared with numerical simulations.
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1 Introduction and Main Results

1.1 Introduction

In this article, we study independent and identical diffusive Brownian processes. We want to characterise in details the statistics of the time spent by identical diffusing particles in the vicinity of each other, which we call the coincidence time. This problem is relevant for instance to analyse reaction networks of the type

$$A + A \rightarrow B.$$ (1)
Indeed, for chemical species to react, they first have to encounter each other and then overcome the potential barriers. This takes a finite amount of time and this coincidence time plays a crucial role in the kinetics of the reaction. The behaviour of this coincidence time is highly dependent on the spatial dimension, as it is clear that the higher the dimension, the harder it is for diffusing particles to encounter one another. We limit our study of this problem to the case of dimension $d = 1$, where the number of encounters is maximum. We model the identical diffusing particles via independent one dimensional Brownian motions $x_i(\tau)$ on the time interval $\tau \in [0, t]$

$$\dot{x}_i(\tau) = \eta_i(\tau) \quad \text{with} \quad \langle \eta_i(\tau) \rangle = 0 \quad \langle \eta_i(\tau)\eta_j(\tau') \rangle = 2D\delta_{i,j}\delta(\tau - \tau').$$  

(2)

where below we choose units such that $D = 1$. We consider the case where the $N$ diffusing particles are emitted at $t = 0$ from a single point-like source

$$x_i(0) = x_0 \quad \text{for} \quad i = 1, \ldots, N.$$

We define the total time spent by these particles in a close vicinity of length $\ell$ to each other as

$$T_N(\ell; t) = \sum_{i \neq j}^{N} \int_0^t \Theta\left[\frac{\ell}{2} - |x_i(\tau) - x_j(\tau)|\right] d\tau,$$  

(3)

where $\Theta(x)$ is the Heaviside step-function. We are particularly interested in the limit where the length $\ell$ is small compared to all the other scales of the problem and therefore define in the limit $\ell \to 0$,

$$T_N(t) = \lim_{\ell \to 0} \frac{1}{\ell} T_N(\ell; t) = \sum_{i \neq j}^{N} \int_0^t \delta[x_i(\tau) - x_j(\tau)] d\tau.$$  

(4)

We will refer to this observable as the coincidence time of $N$ diffusing particles, i.e. the amount of time that these independent particles spend crossing each other. Note however that $T_N(t)$ does not have the dimension of a time, which is a usual property of the local time of a stochastic process [1–3]. Using the Brownian scaling, the process has a trivial rescaling to the time interval $\tau \in [0, 1]$, and we obtain the equality

$$T_N(t = 1) = T_N = \frac{T_N(t)}{\sqrt{t}}.$$  

(5)

We will see in the following that the $N$-dependence is however highly non-trivial. The case $N = 2$ can be solved quite easily by considering the process $z(\tau) = \frac{1}{\sqrt{2}}(x_1(\tau) - x_2(\tau))$ which is also a simple diffusive process of same diffusion coefficient $D = 1$,

$$\dot{z}(\tau) = \xi(\tau), \quad \text{with} \quad \langle \xi(\tau) \rangle = 0 \quad \langle \xi(\tau)\xi(\tau') \rangle = 2D\delta(\tau - \tau').$$  

(6)

The coincidence time $T_2$ of the two Brownian particles can be expressed in terms of the local time $L_t(x)$ of the process $z(\tau)$ defined as

$$L_t(x) = \int_0^t d\tau \delta(z(\tau) - x).$$  

(7)

Setting $x = 0$, we obtain

\[1\] For calculational convenience below, each pair appears twice in the sum in our definition (4).
\[ L_t(0) = \int_0^t d\tau \delta(z(\tau)) = \int_0^t d\tau \delta \left( \frac{1}{\sqrt{2}}(x_1(\tau) - x_2(\tau)) \right) = \sqrt{2} \int_0^t d\tau \delta(x_1(\tau) - x_2(\tau)) = \frac{T_2(\tau)}{\sqrt{2}}. \]  

The joint PDF of the local time \( L_t(0) = L \) and the final position \( z(t) = x_f \) was obtained by Borodin et al. [2] and exploited by Pitman [3] and reads

\[
\mathcal{P}_{\text{joint}}(L, x_f) = \frac{1}{2} \sqrt{\frac{1}{D\pi t^3}} |x_f| + 2DL e^{-\frac{(x_f+2DL)^2}{8D}}. 
\]

We set \( t = 1 \) and remind that \( D = 1 \) in our convention. Using now the identities \( L_1(0) = T_2/\sqrt{2} \) together with \( z(1) = (x_1(1) - x_2(1))/\sqrt{2} \), we obtain the joint PDF of the coincidence time \( T_2 = T \) and the final algebraic distance between the diffusive particles \( d = x_1(1) - x_2(1) \) as

\[
P_{\text{joint}}(T, d) = \frac{1}{2} \mathcal{P}_{\text{joint}} \left( \frac{T}{\sqrt{2}}, \frac{d}{\sqrt{2}} \right) = \frac{(d| + 2T)^2}{2\sqrt{8\pi}} e^{-\frac{(d| + 2T)^2}{8}}. \]

However, as soon as \( N = 3 \), one cannot define independent processes for which our coincidence time is a simple observable.

Here we will study the Probability Distribution Function (PDF) of \( T_N \) for two cases. Brownian motions and Brownian bridges. In the first case (Brownian motion) one defines the Moment Generating Function (MGF) \( \langle e^{-cT_N(t)} \rangle_{x_0} \), where \( \langle \ldots \rangle_{x_0} \) denotes the expectation value with respect to the PDF of \( T_N(t) \) for given initial conditions \( x(\tau) = x_0 = (x_0, \ldots, x_N) \). This MGF can be expressed in the Feynman–Kac framework as an \( N \)-dimensional path integral

\[
\langle e^{-cT_N(t)} \rangle_{x_0} = \int_{\mathbb{R}^N} dy Z_N(y, t|x_0; c), \quad \text{with,} 
\]

\[
Z_N(y, t|x_0; c) = \int_{x(0)=x_0}^{x(t)=y} \mathcal{D}x(\tau) e^{-\int_0^t \left[ \sum_{i=1}^N \frac{\dot{x}_i(\tau)^2}{4} + 2c \sum_{i<j}^N \delta[x_i(\tau) - x_j(\tau)] \right] d\tau, \]

where \( x(\tau) = (x_1(\tau), x_2(\tau), \ldots, x_N(\tau)) \). In this expression we wrote the sum \( \sum_{i\neq j} \) as \( 2 \sum_{i<j} \) to represent the coincidence as a delta interaction between each pair of Brownian motions. As the final point \( y \) is arbitrary, we integrated here over all the possible realisations. This situation corresponds to the right panel in Fig. 1. In the second case (Brownian bridges) we define the MGF as the following expectation value with fixed initial and final positions

\[
\langle e^{-cT_N(t)} \rangle_{x_0, y} = \frac{Z_N(y, t|x_0; c)}{Z_N(y, t|x_0; c = 0)} \]

where \( Z_N(y, t|x_0; c = 0) = (4\pi t)^{-N/2} e^{-(y-x_0)^2/(4t)} \) is the free propagator. This situation corresponds to the left panel in Fig. 1.

The function \( Z_N(y, t|x_0; c) \) can be interpreted as the imaginary time \( N \)-body propagator of the bosonic Lieb–Liniger Hamiltonian [4]

\[
-\delta_t Z_N = -\hat{H}_N(c)Z_N \quad \text{with} \quad \hat{H}_N(c) = \sum_{i=1}^N \hat{P}_i^2 + 2c \sum_{i<j}^N \delta(\hat{x}_i - \hat{x}_j). \]
Fig. 1 Plot of a simulation of $N = 3$ diffusive particles for a diffusion coefficient $D = 1$ starting from $x_0 = (0, 0, 0)$. Left: Brownian bridges with endpoints in $y = (0, 0, 0)$. Right: Brownian motions with arbitrary final points. We therefore see that this MGF, Eq. (13), for non-interacting diffusing classical particles is mapped onto the propagator of a quantum problem of identical bosons with a contact interaction. This problem is also related to other well-studied models: the directed polymer in a random potential, equivalent to the Kardar–Parisi–Zhang (KPZ) stochastic growth equation. Indeed, consider an elastic polymer of length $t$ and fixed endpoints $x_0$ and $y$, in a random potential $\xi(x, t)$. Its partition function reads

$$Z(y, x_0, t) = \int_{x(0) = x_0}^{x(t) = y} Dx(\tau) e^{-\int_0^t \left[ \frac{\dot{x}(\tau)^2}{4} + \xi(x(\tau), \tau) \right] d\tau}.$$  \hspace{1cm} (15)

One may then compute the $N$-point correlation function of the partition function, averaged with respect to the random potential (denoted as $E[\cdots]$) and obtain

$$E\left[ \prod_{i=1}^N Z(y_i, x_0, t) \right] = E\left[ \int_{x_0}^{x(t)=y} Dx(\tau) e^{-\int_0^t \sum_{i=1}^N \left[ \frac{\dot{x}_i(\tau)^2}{4} + \xi(x_i(\tau), \tau) \right] d\tau} \right].$$  \hspace{1cm} (16)

Taking now $\xi(x, t)$ as a Gaussian white noise of variance $\bar{c} > 0$,

$$\mathbb{E}\left[ \xi(x, t) \right] = 0 \hspace{0.5cm} \text{and} \hspace{0.5cm} \mathbb{E}\left[ \xi(x, t)\xi(x', t') \right] = 2\bar{c}\delta(x - x')\delta(t - t'),$$ \hspace{1cm} (17)

the replica average in Eq. (16) reduces to the Lieb–Liniger real time propagator in Eq. (12) [5–8] with the value of the parameter $c = -\bar{c}$, and satisfies the same evolution equation (14). The directed polymer partition function $Z(y, x_0, t)$ is also equal to the droplet solution of the KPZ equation, through a Cole–Hopf transformation,

$$\log Z(y, x_0, t) = h(y, x_0, t), \hspace{0.5cm} \text{where} \hspace{0.5cm} \partial_t h = \partial_y^2 h + (\partial_y h)^2 + \sqrt{2\bar{c}} \xi(y, t).$$ \hspace{1cm} (18)

Both the directed polymer and the KPZ equation correspond to the choice $c = -\bar{c} < 0$, i.e. to the attractive Lieb–Liniger model.

The moments (16) of the directed polymer problem, which correspond to exponential moments for the KPZ height field, have been studied extensively recently and exact formulae

\[\text{Springer}\]
have been obtained for the droplet solution at arbitrary time [8–12]. The MGF of our diffusion problem, for \( N \) independent Brownian bridges, and negative value of the parameter \( c = -\tilde{c} \) is thus related to these moments as follows

\[
\langle e^{cT_N(t)} \rangle_{0,0} = \frac{\mathbb{E} \left[ Z(0,0,t)^N \right]}{Z_0(0,0,t)^N},
\]

(19)

where \( Z_0(x,0,t) = \frac{1}{\sqrt{4\pi t}} e^{-x^2/(4t)} \) is the free Brownian propagator (for \( c = 0 \)). Explicit expressions of these moments were derived from the Bethe ansatz. Note that all initial and final points here are set to 0.

In this paper, we obtain complementary exact formula for the MGF for positive value \( c > 0 \), i.e. for the Laplace transform of the coincidence time \( \langle e^{-cT_N(t)} \rangle \). We study in particular the case of \( N \) independent Brownian bridges denoted \( \langle e^{-cT_N(t)} \rangle_{BB} \equiv \langle e^{-cT_N(t)} \rangle_{0,0} \), and the case of \( N \) Brownian motions starting from the same point, \( x_0 = 0 \), with free final points, denoted \( \langle e^{-cT_N(t)} \rangle_{BM} \equiv \langle e^{-cT_N(t)} \rangle_0 \). We also use the formula (19) for negative \( c = -\tilde{c} < 0 \) to obtain the large \( T \) asymptotics of the PDF of \( T_N(t) \). For that particular asymptotic behavior we obtain some more results for arbitrary fixed final points, using a formula for \( \langle e^{-cT_N(t)} \rangle_{0,y} \).

We now summarize our main results.

1.2 Summary of the Main Results

**Brownian bridges** We obtain an exact formula for the PDF of the rescaled coincidence time \( T_N \) for \( N \) Brownian bridges as

\[
P_{N,BB}(T) = \partial_T^{N+1} \int_{\mathbb{R}_+^N} d\mathbf{r} \Theta \left( T - \sum_{\ell} r_\ell \right) \det_{1 \leq i,j \leq N} e^{-\frac{(r_i-r_j)^2}{4}}.
\]

(20)

where \( \Theta(x) \) is the Heaviside step-function (\( \Theta(x) = 1 \) if \( x \geq 0 \) while \( \Theta(x) = 0 \) if \( x < 0 \)).

For \( N = 2, 3 \), we obtain explicit formulae for \( P_{N,BB}(T) \) respectively in Eqs. (43) and (47). For general \( N \), we extract the small and large \( T \) asymptotic behaviours as

\[
P_{N,BB}(T) = \begin{cases} 2^{\frac{N(N-1)}{2}} \frac{G(N+2)}{\Gamma(N(N-1))} T^{N(N-1)-1} + \mathcal{O}(T^{N(N-1)+1}), & T \to 0, \\
\frac{N!2^{N-1} \pi^{N-1}}{N^{3/2}} \alpha_N^N H_{N-1} \left( \sqrt{\alpha_N T} \right) e^{-\alpha_N T} + \mathcal{O}(e^{-\beta_N T^2}), & T \to \infty,
\end{cases}
\]

(21)

where \( G(n) = \prod_{k=1}^{n-2} k! \) is the Barnes-G function, \( \Gamma \) is the usual Gamma function, \( H_p(x) = e^{x^2} (-\partial_x) p e^{-x^2} \) is the Hermite polynomial of degree \( p \) and the exponential factors are

\[
\alpha_N = \frac{3}{(N-1)N(N+1)}, \quad \beta_N = \frac{3}{(N-2)(N-1)N}.
\]

(22)

We also obtain the mean coincidence time in Eq. (57) and the variance in Eq. (61).

**Brownian motions** We obtain an exact formula for the MGF of the rescaled coincidence time \( T_N \) for \( N \) Brownian motions (i.e. with free final points), which depend on the parity of \( N \). It is given in Eq. (96) for even values of \( N \) and in Eq. (97) for odd values. For \( N = 2, 3 \), we obtain explicit formulae for the PDF \( P_{N,BM}(T) \),

\[
P_{2,BM}(T) = \sqrt{\frac{2}{\pi}} e^{-\frac{4T^2}{\pi}}, \quad P_{3,BM}(T) = \sqrt{\frac{2}{\pi}} e^{-\frac{4T^2}{3}} (e^{\frac{4}{3}T^2} - 1).
\]

(23)
For arbitrary values of \( N \), we obtained the expression of the PDF as:

\[
P_{N,BM}(T) = N \partial_T^{N+1} \int_{R_+^N} \text{d}r \ \Theta \left( T - \sum_{\ell=1}^N r_\ell \right) \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_\ell) \times \text{Pf}_{1 \leq k, \ell \leq N-1} \left[ \text{erf} \left( \frac{r_k - r_\ell}{\sqrt{2}} \right) \right]
\]  

(24)

\[
P_{N,BM}(T) = \partial_T^{N+1} \int_{R_+^N} \text{d}r \ \Theta \left( T - \sum_{\ell=1}^N r_\ell \right) \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_\ell) \times \text{Pf}_{1 \leq k, \ell \leq N} \left[ \text{erf} \left( \frac{r_k - r_\ell}{\sqrt{2}} \right) \right]
\]  

(25)

We further extracted the small and large \( T \) behaviours as

\[
P_{N,BM}(T) = \left\{ \begin{array}{ll}
I_N T^{N(N-1)\frac{1}{2}-1} + \mathcal{O}(T^{N(N-1)\frac{1}{2}+1}), & T \to 0, \\
2^{N-1} \sqrt{\frac{3}{\pi N(N^2-1)}} e^{-\alpha_N T^2} + \mathcal{O}(e^{-\beta_N T^2}), & T \to \infty,
\end{array} \right.
\]  

(26)

where \( I_N \) is given in Eq. (136). The coefficients \( \alpha_N \) and \( \beta_N \) are the same as for the Brownian bridge in Eq. (22). We also obtain the mean coincidence time in Eq. (120) and the variance in Eq. (122).

Finally, we extended our study to \( N \) Brownian walkers with arbitrary fixed endpoints. The small \( T \) asymptotics of the PDF for arbitrary final points \( y \) (all initial points being at 0) is given in (134). The large \( T \) asymptotics of the PDF for any choice of initial and final points is displayed in (140).

A trivial consequence of our work is the PDF \( P_{N}^{C}(T) \) of the coincidence time for \( N \) Brownian walkers interacting pairwise via a delta interaction of strength \( c \) (of any sign). It is given in terms of the PDF for non-interacting Brownian \( P_{N}(T) \) calculated here, simply as

\[
P_{N}^{C}(T) = \int_{0}^{+\infty} dT' e^{-cT'} P_{N}(T) / P_{N}(T')
\]  

(27)

The remaining of the paper is organised as follows. Section 2, is dedicated to the results for the case of Brownian bridges. In Sect. 2.1, we describe how the Bethe ansatz applied to the Lieb–Liniger model allows to obtain a formula for the MGF. In Sect. 2.2, we derive the exact formula in Eq. (20) for the PDF of the coincidence time \( T_N = T \) for arbitrary \( N \). In Sect. 2.3, we analyse this formula for \( N = 2, 3 \). In Sect. 2.4, we derive the asymptotic behaviours for \( T \to 0 \) and \( T \to \infty \) for arbitrary \( N \). In Sect. 2.5, we obtain the mean and variance for arbitrary \( N \). Finally, in Sect. 2.6, we analyse the large \( N \) limit via Coulomb gas techniques. In Sect. 3, we extend all previous results—except the Coulomb gas—to the Brownian motions in the same fashion and derive the exact PDF for arbitrary \( N \) Brownian motions given in Eqs. (25) and (24). In Sect. 4, we study some properties of the coincidence time for \( N \) Brownian with arbitrary fixed endpoints. We obtain the exact expression of its PDF for \( N = 2 \) and \( N = 3 \), the small \( T \) asymptotics for any \( N \) and the large \( T \) asymptotics.
for arbitrary initial and final points. The latter is obtained using the properties of the ground state of the Lieb–Liniger model.

2 Coincidence Time for Brownian Bridges and KPZ Equation with Droplet Initial Conditions

2.1 Bethe Ansatz Solution of the Lieb–Liniger Model for Droplet Initial Conditions

The Lieb–Liniger Hamiltonian in Eq. (14) is an exactly solvable model using the Bethe ansatz. Here we need only the symmetric eigenstates of $\hat{H}_N(c)$, which in the repulsive case $c > 0$, are single particle states. The eigen-energies $E_k$ of this system defined on a circle of radius $L$ form, in the large $L$ limit, a continuum indexed by $N$ real momenta $\{k_i\}$’s such that

$$\hat{H}_N(c)|\Psi_k^c\rangle = E_k|\Psi_k^c\rangle, \quad \text{with} \quad E_k = k^2 = \sum_{i=1}^{N} k_i^2,$$

(28)

$$\langle x |\Psi_k^c\rangle = \frac{C_k}{N!} \sum_{\sigma \in S_N} \prod_{i < j} \left(1 - \frac{ic \text{ sign}(x_j - x_i)}{k_{\sigma(j)} - k_{\sigma(i)}} \right) e^{i \sum_{j=1}^{N} x_j k_{\sigma(j)}},$$

(29)

$$C_k = \left( \prod_{i < j} \frac{(k_i - k_j)^2}{(k_i - k_j)^2 + c^2} \right)^{1/2}.$$

(30)

where the $|\Psi_k^c\rangle$ denote the eigenstates of $\hat{H}_N(c)$. The calculation is similar to the one in refs. [8–11] except that we retain here for $c > 0$ only the particle states. Consider the imaginary time propagator at coinciding endpoints

$$Z_N(0, t | 0; c) = \langle 0 | e^{-\hat{H}_N(c) t} | 0 \rangle = \int_{\mathbb{R}^N} \frac{dk}{(2\pi)^N} \langle 0 |\Psi_k^c\rangle \langle\Psi_k^c|0\rangle e^{-E_k t}.$$

(31)

We now use that $\langle 0 |\Psi_k^c\rangle = C_k$ and we arrive at the following Laplace transform for the PDF of the coincidence time for $N$ Brownian bridges

$$\langle e^{-c T_N(t)} \rangle_{BB} = (4\pi t)^{N/2} \int_{\mathbb{R}^N} \frac{dk}{(2\pi)^N} e^{-k^2 t} \prod_{i < j} \frac{(k_i - k_j)^2}{(k_i - k_j)^2 + c^2}.$$

(32)

where we have divided by the result at $c = 0$ which coincides with the free propagator $Z_N(0, t | 0; 0) = (4\pi t)^{-N/2}$.

We note that there is an alternative formula for the moments of the directed polymer problem, which was derived using Macdonald processes [12,13]. Using this formula we can write the MGF of $N$ Brownian bridges equivalently as

$$\langle e^{-c T_N(t)} \rangle_{BB} = (4\pi t)^{N/2} \int_{i \mathbb{R}^N} \frac{dz}{(2i\pi)^N} e^{i z^2} \prod_{i < j} \frac{z_i - z_j}{z_i - z_j + c}.$$

(33)

Note that this formula is valid only for $c > 0$, otherwise the contours are different. Using the symmetrization identity

$$\sum_{\sigma \in S_n} \prod_{i > j} \frac{z_{\sigma(i)} - z_{\sigma(j)} + c}{z_{\sigma(i)} - z_{\sigma(j)}} = n!$$

(34)

one can show that this formula is in agreement with (32).
2.2 Probability Distribution Function of the Coincidence Time

In this section we obtain from Eq. (32) an expression for the PDF of the coincidence time for the \( N \) Brownian bridges. First, we use the Cauchy identity

\[
\prod_{i < j} \frac{(k_i - k_j)^2}{(k_i - k_j)^2 + c^2} = \frac{\det_{1 \leq \ell, m \leq N} \left( \frac{c}{c + i(k_\ell - k_m)} \right)}{c + i(k_\ell - k_m)} = \sum_{\sigma \in S_N} \text{sign}(\sigma) \prod_{\ell = 1}^{N} \frac{c}{c + i(k_\ell - k_{\sigma(\ell)})}. \tag{35}
\]

We then introduce the auxiliary variables \( r = (r_1, \ldots, r_N) \) such that

\[
\prod_{i < j} \frac{(k_i - k_j)^2}{(k_i - k_j)^2 + c^2} = c^N \sum_{\sigma \in S_N} \text{sign}(\sigma) \int_{\mathbb{R}_+^N} dr e^{-c \sum_\ell r_\ell} \prod_{\ell = 1}^{N} e^{-ir_\ell(k_\ell - k_{\sigma(\ell)})} \tag{36}
\]

\[
\prod_{i < j} \frac{(k_i - k_j)^2}{(k_i - k_j)^2 + c^2} = c^N \sum_{\sigma \in S_N} \text{sign}(\sigma) \int_{\mathbb{R}_+^N} dr e^{-c \sum_\ell r_\ell} \prod_{\ell = 1}^{N} e^{-ik_\ell(r_\ell - r_{\sigma(\ell)})}. \tag{37}
\]

Replacing in Eq. (32), we are now able to compute the integrals over \( k \), yielding

\[
\langle e^{-cT_N(t)} \rangle^{BB} = c^N \int_{\mathbb{R}_+^N} dr e^{-c \sum_\ell r_\ell} \sum_{\sigma \in S_N} \text{sign}(\sigma) \prod_{\ell = 1}^{N} e^{-\frac{(r_\ell - r_{\sigma(\ell)})^2}{4}} \tag{38}
\]

\[
\langle e^{-cT_N(t)} \rangle^{BB} = c^N \int_{\mathbb{R}_+^N} dr e^{-c \sum_\ell r_\ell} \det_{1 \leq i, j \leq N} \left( e^{-\frac{(r_i - r_j)^2}{4}} \right). \tag{39}
\]

To invert the Laplace transform, we use the simple relation

\[
\int_0^\infty \delta(x - z)e^{-ax}dx = e^{-az}, \quad z \geq 0, \quad a \geq 0. \tag{40}
\]

As the probability to have a negative coincidence time is identically zero, the factor \( c^N \) can be replaced simply after Laplace inversion by \( \partial_N^T \). Inverting the Laplace transform of this expression, we obtain the PDF \( P_{N, BB}(T) \) of the rescaled coincidence time \( T_N = T_N(t = 1) \) as

\[
P_{N, BB}(T) = \partial_N^T \int_{\mathbb{R}_+^N} dr \delta \left( T - \sum_\ell r_\ell \right) \det_{1 \leq i, j \leq N} \left( e^{-\frac{(r_i - r_j)^2}{4}} \right) = \partial_N^{N+1} \int_{\mathbb{R}_+^N} dr \Theta \left( T - \sum_\ell r_\ell \right) \det_{1 \leq i, j \leq N} \left( e^{-\frac{(r_i - r_j)^2}{4}} \right) \tag{41}
\]

where \( \Theta(x) \) is the Heaviside step function. We start by analysing the case of \( N = 2, 3 \), where the PDF can be computed explicitly before considering the general behaviour for arbitrary values of \( N \). This formula (41) is the most compact general expression that we could find. We show in the next section that it can be used to derive explicitly the PDF for small values of \( N = 2, 3 \).
2.3 Full Distribution of the Coincidence Time for $N = 2, 3$ Brownian Bridges

Distribution for $N = 2$. In the case of $N = 2$, we will see how to extract the full PDF from Eq. (41). Setting $N = 2$, we may compute exactly the determinant in the integrand, yielding

$$P_{2,BB}(T) = \partial_T^3 \int_0^T dr_1 \int_0^{T-r_1} dr_2 \left[ 1 - e^{-\frac{(r_1-r_2)^2}{2}} \right]$$

$$= -\partial_T^3 \int_0^T dr_1 \int_0^{T-r_1} dr_2 e^{-\frac{(r_1-r_2)^2}{2}}. \quad (42)$$

The first term in the integrand vanishes when deriving with respect to $T$. The PDF can then be derived in a few steps as

$$P_{2,BB}(T) = -\partial_T^2 \int_0^T d\epsilon e^{-\frac{(T-\epsilon)^2}{2}} = -\partial_T^2 \int_0^T du e^{-\frac{u^2}{2}} = Te^{-\frac{T^2}{2}}. \quad (43)$$

The asymptotic behaviours of this PDF are simple to extract as

$$P_{2,BB}(T) = \begin{cases} T + O(T^3), & T \to 0, \\ Te^{-\frac{T^2}{2}}, & T \to \infty. \end{cases} \quad (44)$$

In Fig. 2, we compare our analytical formula of Eq. (43) with the numerical simulations of Brownian bridges (see “Appendix C” for the details of the simulations), showing an excellent agreement.

Note that in the case $N = 2$, this result can be obtained directly from Eq. (10) by setting the final distance between the diffusive particles $d = 0$ and ensuring the normalisation of the probability

$$P_{2,BB}(T) = \frac{P_{\text{joint}}(T, d = 0)}{\int_0^\infty P_{\text{joint}}(T, d = 0) dT} = Te^{-\frac{T^2}{2}}. \quad (45)$$

As noted previously this method cannot be generalised to larger values of $N$, a contrario with our exact formula in Eq. (41).

Distribution for $N = 3$. Starting from $N = 3$, the distribution cannot be obtained from a simple rescaling of the local time of a single Brownian motion, and we need to use our results...
Fig. 3 Comparison between the coincidence time obtained numerically for $N = 3$ Brownian bridges on the time interval $\tau \in [0, 1]$ and diffusion coefficient $D = 1$ and the analytical result in Eq. (47). Left: linear scale, right: logarithmic scale

in Eq. (41) for the Brownian bridge. In the case of $N = 3$, the determinant appearing in the integrand can still be computed quite easily, yielding

$$P_{3,\text{BB}}(T) = \partial_t^4 \int_0^T \int_0^{T-r_1} \int_0^{T-r_1-r_2} \int_0^{T-r_1-r_2-r_3} \, d r_1 \, d r_2 \, d r_3 \times \left[ 1 - 3e^{-\frac{(r_1-r_2)^2}{2}} + 2 \prod_{i=1}^{3} e^{-\frac{(r_i-r_{i+1})^2}{4}} \right],$$

where we used the symmetry between the $r_i$’s. After some computations (see “Appendix B” for details), we finally obtain the PDF

$$P_{3,\text{BB}}(T) = \frac{T}{2} e^{-\frac{T^2}{2}} + \frac{1}{8} \sqrt{\frac{2\pi}{3}} e^{-\frac{T^2}{8}} \left( T^2 - 4 \right) \text{erf} \left( \sqrt{\frac{3}{8}} T \right), \quad (47)$$

Its asymptotic behaviours read

$$P_{3,\text{BB}}(T) = \begin{cases} \frac{T^5}{80} + O(T^7), & T \to 0, \\ \frac{1}{8} \sqrt{\frac{2\pi}{3}} \left( T^2 - 4 \right) e^{-\frac{T^2}{8}} + O(e^{-\frac{T^2}{\tau}}), & T \to \infty. \end{cases} \quad (48)$$

In Fig. 3, we compare the analytical formula of Eq. (47) with the numerical simulations of Brownian bridges (see “Appendix C” for the details of the simulations), showing an excellent agreement.

2.4 Asymptotic Behaviours of $P_{N,\text{BB}}(T)$ for Arbitrary $N$

We now come back to the case of $N$ Brownian bridges and analyse the tails of the PDF $P_{N,\text{BB}}(T)$ of the rescaled coincidence time $T_N = T_N(t)/\sqrt{t}$ respectively for $T \to 0$ and $T \to \infty$. 
2.4.1 Small \( T \) Limit of the Probability Distribution Function

To obtain the small \( T \) limit of \( P_{N,\text{BB}}(T) \), it is convenient to consider the \( c \to +\infty \) limit of \( \langle e^{-cT_N}\rangle_{\text{BB}} \), which is given in Eq. (32). The trajectories which contribute to a small coincidence time are repelled from each others. In the Lieb–Liniger picture, this is consistent with the repulsive case where the states are described as single particle states rather than bound state. Taking the large \( c \to +\infty \) limit of Eq. (32), we obtain

\[
\langle e^{-cT_N}\rangle_{\text{BB}} \approx \frac{1}{\pi N^2} e^{-N(N-1)} \int_{\mathbb{R}^N} dk e^{-k^2} \prod_{i<j} (k_i - k_j)^2 = 2\frac{G(N + 2)}{c^{N(N-1)}},
\]

where \( G(n) = \prod_{k=1}^{n-2} k! \) is the Barnes \( G \) function. We have used the Mehta integral formula e.g. (1.5)-(1.6) in [14]. Inverting the Laplace transform, we obtain the small \( T \) behavior

\[
P_{N,\text{BB}}(T) \approx \frac{2}{\pi} \frac{G(N + 2)}{N(N - 1)} T^{N(N-1)-1} + \mathcal{O}(T^{N(N-1)+1}).
\]

Note that setting \( N = 2, 3 \), using \( G(4) = 2, G(5) = 12 \) and \( \Gamma(6) = 120 \), one recovers explicitly the result of the first line of Eqs. (44) and (48).

2.4.2 Large \( T \) Limit of the Probability Distribution Function

To study the large \( T \) limit of \( P_{N,\text{BB}}(T) \), one needs to investigate the \( c \to -\infty \) limit of the expectation \( \langle e^{-cT_N}\rangle_{\text{BB}} \) which is dominated by large values of \( T_N \). The trajectories which contribute to a large coincidence time are attracted to each others. In the Lieb–Liniger picture, this corresponds to the attractive case, where particles form bound states called strings. Upon increasing \( \tilde{c} = -c \), the potential becomes more and more attractive and the trajectories become dominated by the configuration where all the bosons are bounded into a single string.

Mathematically, for \( c = -\tilde{c} < 0 \) the expression of the moments of the directed polymer partition function is more involved as it involves a sum over string states [8–12,15]. Nonetheless, in the limit \( \tilde{c} \to +\infty \), the energy spectrum of the Lieb–Liniger model is dominated by its ground state which is a single string containing all particles with energy \( E_0(N) = -\tilde{c}^2 \frac{N(N^2-1)}{12} \). It follows from the contribution of the ground state to the moment (see e.g. (65–66) in Supp. Mat. of [16] replacing \( t \) by \( \tilde{c}^2 t \) and multiplying by \( c^N \) that

\[
\langle e^{-cT_N}\rangle_{\text{BB}} = \frac{N! (4\pi)^{N-1}}{N^{3/2}} e^{-\frac{c^2}{2} \frac{N(N-1)}{12}} \left[ 1 + \mathcal{O}\left(e^{-\frac{1}{2} N(N-1)\tilde{c}^2}\right)\right]
\]

One can check that this behavior is consistent with the following \( T \to \infty \) asymptotics

\[
P_{N,\text{BB}}(T) = \frac{N! 12^{N-1} 0.5^{N-1}}{N^{3/2}} \sqrt{\alpha_N} (-\partial_T)^{N-1} e^{-\alpha_N T^2} + \mathcal{O}(e^{-\beta_N T^2}) = \frac{N! 12^{N-1} 0.5^{N-1}}{N^{3/2}} \alpha_N^{\frac{N}{2}} H_{N-1} \left( \sqrt{\alpha_N} T \right) e^{-\alpha_N T^2} + \mathcal{O}(e^{-\beta_N T^2}),
\]

\( \odot \) Springer
where $H_p(x) = e^{x^2}(-\partial_x)^p e^{-x^2}$ is the Hermite polynomial of degree $p$. The exponential factors are equal to

$$
\begin{align*}
\alpha_N &= \frac{3}{N(N^2 - 1)} \\
\beta_N &= \frac{3}{N^3 - 3N^2 + 2N}
\end{align*}
$$

This is checked by calculating the Laplace transform of (52) using a saddle point approximation (with a saddle point for $T^* = \tilde{c} \alpha_N^{-1} > 0$ for $\tilde{c} = -c > 0$).

For completeness, we provide this asymptotics explicitly for $N = 2, 3$.

- $N = 2$, $P_{2,BB}(T) = T e^{-\frac{T^2}{2}}$. This matches Eq. (43).
- $N = 3$, $P_{3,BB}(T) = \frac{1}{8} \sqrt{\frac{2\pi}{T}} e^{-\frac{T^2}{8}} (T^2 - 4) + \mathcal{O}(e^{-\frac{T^2}{2}})$. This matches Eq. (48).

### 2.5 Mean and Variance of the Coincidence Time for $N$ Brownian Bridges

In this section, we compute the two first cumulant of the Brownian bridge coincidence time $T_N$ for arbitrary values of $N$.

**Mean value of $T_{N,BB}$** To compute the first moment $T_{N,BB}$, there are two alternative methods. We may obtain it by expanding Eq. (33) for small $c$ or we may use the Brownian bridge propagator to compute it directly. In this section, we present both of these methods. We start by considering Eq. (33). We take a derivative of this equation with respect to $c$ to obtain

$$
\langle T_N e^{-cT_N} \rangle_{BB} = (4\pi)^{\frac{N}{2}} \int_{i\mathbb{R}^N} \frac{dz}{(2i\pi)^N} e^{z^2} \prod_{i<j} \frac{(z_i - z_j)}{(z_i - \bar{z}_j)} + c \sum_{i<j} \frac{1}{(z_i - \bar{z}_j)} + c^c.
$$

We introduce the auxiliary variables $r$ and take the limit $c \to 0^+$ to recast this integral as

$$
\langle T_N \rangle_{BB} = (4\pi)^{\frac{N}{2}} \int_{i\mathbb{R}^N} \frac{dz}{(2i\pi)^N} e^{z^2} \sum_{i<j} \int_0^\infty dr e^{-(z_i - \bar{z}_j + 0^+)r}.
$$

where the $0^+$ term is explicitly written for convergence. We may then change variables from $z_\ell \to ik_\ell$ and compute the integrals for $\ell \neq i, j$, yielding

$$
\langle T_N \rangle_{BB} = \frac{4\pi}{2} \frac{N(N - 1)}{2} \int_0^\infty dr \int_{\mathbb{R}^2} \frac{dk_1 dk_2}{(2\pi)^2} e^{-k_1^2 - k_2^2} e^{-i(k_1 - k_2)r - 0^+r} = \frac{N(N - 1)}{2} \int_0^\infty dr e^{-\frac{r^2}{2}} = \frac{N(N - 1)}{2} \sqrt{\frac{\pi}{2}}.
$$

Alternatively, this computation can be done by introducing the Brownian bridge propagator

$$
P_{BB}(x, \tau|x_0, 0, 1) = \frac{e^{-\frac{(x-x_0)^2}{4D\tau(1-\tau)}}}{\sqrt{4\pi D\tau(1-\tau)}}.
$$

where the symbol $P_{BB}(x, \tau|x_0, 0, 1)$ denotes the propagator of the Brownian from $x_0$ at time $t = 0$ to $x$ at time $\tau$ conditioned on being $x_0$ at time $t = 1$. The mean value of the coincidence time of our process can simply be computed as (now taking $D = 1$)
\[
\langle T_N \rangle_{BB} = \int_0^1 \, d\tau \sum_{i \neq j} \langle \delta(x_i(\tau)) - x_j(\tau)) \rangle = \int_0^1 \, d\tau \sum_{i \neq j} \int_{-\infty}^{\infty} P_{BB}(x_i, \tau|x_0, 0, 1)^2 \, dx_i \\
= N(N-1) \int_0^1 \frac{d\tau}{\sqrt{\tau(1-\tau)}} \int_{-\infty}^\infty \frac{dx}{4\pi} e^{-\frac{x^2}{\tau}} = \frac{N(N-1)}{\sqrt{2}} \sqrt{\frac{\pi}{2}},
\]
which coincides with the above result.

**Variance of** \( T_{N, BB} \) The second moment of the distribution can be obtained in a similar fashion either using the cumulant generating function in Eq. (33) or the Brownian bridge propagator in Eq. (58). Using the propagator we obtain that there are three different kinds of contributions

\[
\langle T^2_N \rangle = \int_0^1 \, d\tau_1 \int_0^1 \, d\tau_2 \sum_{i \neq j} \sum_{\ell \neq m} \langle \delta(x_i(\tau_1) - x_j(\tau_1)) \delta(x_m(\tau_2) - x_\ell(\tau_2)) \rangle \\
= \frac{N!}{(N-4)!} \left[ \int_0^1 \, d\tau \int_{-\infty}^{\infty} P_{BB}(x, \tau|0, 0)^2 \, dx \right]^2 \\
+ 8 \frac{N!}{(N-3)!} \int_0^1 \, d\tau_1 \int_{\tau_1}^1 \, d\tau_2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P_{BB}(x, \tau_1|0, 0, 1)^2 \\
\times P(y-x, \tau_2 - \tau_1|0, 1) P_{BB}(y, \tau_2|0, 0, 1) \, dx \, dy \\
+ 4 \frac{N!}{(N-2)!} \int_0^1 \, d\tau_1 \int_{\tau_1}^1 \, d\tau_2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(x, \tau_1|0, 0)^2 \\
\times P(y-x, \tau_2 - \tau_1|0, 1)^2 \, dx \, dy,
\]
where

\[
P(x, \tau|0, 0) = (4\pi \tau)^{-1/2} e^{-x^2/(4\tau)}
\]
is the free Brownian propagator. The first term in this expansion gives a disconnected contribution \( \frac{N!}{(N-4)!} (T_2)^2 \). After a careful computation, we obtain the variance for the Brownian bridge

\[
\text{Var} \langle T_N \rangle_{BB} = \langle [T_N - \langle T_N \rangle_{BB}]^2 \rangle_{BB} = \frac{N!}{(N-3)!} \left[ \frac{8\pi}{9\sqrt{3}} - \frac{\pi}{2} \right] \\
+ \frac{N!}{(N-2)!} \left[ 1 - \frac{\pi}{4} \right].
\]

This is the last result that we obtain for arbitrary \( N \) Brownian bridges.

In the limit of a large number of walkers, \( N \to +\infty \) limit we find

\[
\langle T_N \rangle_{BB} \simeq \frac{1}{2} \sqrt{\frac{\pi}{2}} N^2, \quad \text{Var} \langle T_N \rangle_{BB} \simeq \left( \frac{8\pi}{9\sqrt{3}} - \frac{\pi}{2} \right) N^3
\]
(62)

This scaling with \( N \) is characteristic of the regime of typical fluctuations. We will now explore another regime, the large deviation regime, dominated by rare fluctuations.

**2.6 Coulomb Gas Method for** \( N \to \infty \)

We now study the limit of a large number of walkers \( N \to \infty \). We will study the moment generating function of the coincidence time \( T_N \), in that limit for \( c > 0 \). As we show below, there is a natural scaling regime, \( c \sim \sqrt{N} \), which allows to use a Coulomb gas approach. This regime corresponds to large positive \( c \), hence to events where the coincidence time \( T_N \) is much smaller than its average \( \langle T_N \rangle \). Exponentiating the integrand of Eq. (32), we get
\[ \langle e^{-cT_N(t)} \rangle_{BB} = \pi^{-N/2} \int_{\mathbb{R}^N} d^k e^{-S_N(k)} \] (63)

where the action is given by
\[ S_N(k) = \sum_i k_i^2 + \sum_{i<j} \log \left[ 1 + \frac{c^2}{(k_i - k_j)^2} \right] \] (64)

For the two terms to be of the same order we must scale \( k_i = \sqrt{N} p_i \) and \( c = \sqrt{N} \tilde{c} \). Introducing the empirical density \( \rho(p) = \frac{1}{N} \sum_i \delta(p - p_i) \) we rewrite the action as
\[ S_N(k) = N^2 S_c[\rho] + o(N^2) \] (65)

where we have defined the Coulomb gas energy functional
\[ S_c[\rho] = \int_{\mathbb{R}} dp \, p^2 \rho(p) + \frac{1}{2} \int_{\mathbb{R}^2} dp dp' \rho(p) \rho(p') \log \left[ 1 + \frac{\tilde{c}^2}{(p - p')^2} \right]. \] (66)

We can evaluate the integral in (63) using a saddle point approximation and obtain
\[ \langle e^{-cT_N(t)} \rangle_{BB} \propto \exp \left[ -N^2 \Psi \left( \frac{c}{\sqrt{N}} \right) \right], \] (67)

where from its definition the rate function \( \Psi(\tilde{c}) \) is defined on \( \tilde{c} \in [0, +\infty) \) and must be positive, increasing \( \Psi'(\tilde{c}) \geq 0 \) and concave \( \Psi''(\tilde{c}) \leq 0 \), with \( \Psi(0) = 0 \). It is determined by minimizing the Coulomb gas energy
\[ \Psi(\tilde{c}) = \min_{\rho} \left[ S_c[\rho] - \mu \left( \int_{\mathbb{R}} \rho(p) dp - 1 \right) \right] \] (68)

with respect to the density \( \rho(p) \), where we have introduce a Lagrange multiplier \( \mu \) to enforce the normalization constraint \( \int_{\mathbb{R}} dp \rho(p) = 1 \). We denote \( \rho^*(\tilde{c}, p) \) the minimizer of the action \( S_c[\rho] \) under the normalisation constraint. Note that for \( \tilde{c} = 0 \), there is no normalised density allowing to minimise \( S[\rho] \). Computing the functional derivative, we obtain an integral equation for \( \rho^*(\tilde{c}, p) \), valid for \( p \) in the support of \( \rho^*(\tilde{c}, p) \)
\[ p^2 + \int_{\mathbb{R}} dp' \rho^*(\tilde{c}, p') \log \left[ 1 + \frac{\tilde{c}^2}{(p - p')^2} \right] = \mu(\tilde{c}). \] (69)

Multiplying this equation with \( \rho^*(\tilde{c}, p) \) and integrating with respect to \( p \), we obtain
\[ \int_{\mathbb{R}^2} dp dp' \rho^*(\tilde{c}, p) \rho^*(\tilde{c}, p') \log \left[ 1 + \frac{\tilde{c}^2}{(p - p')^2} \right] = \mu(\tilde{c}) - \int_{\mathbb{R}} dp \rho^*(\tilde{c}, p) p^2. \] (70)

Replacing in Eq. (66), this yields a simpler expression, which can be interpreted as a virial theorem, for the rate function \( \Psi(\tilde{c}) \) for general value of \( \tilde{c} \)
\[ \Psi(\tilde{c}) = \int_{\mathbb{R}} dp \, \frac{p^2}{2} \rho^*(\tilde{c}, p) + \frac{\mu(\tilde{c})}{2}. \] (71)

Note also that taking a derivative of Eq. (69) with respect to \( p \), we obtain an equation that does not depend on the Lagrange multiplier \( \mu \) and reads, for any \( p \) in the support of \( \rho^*(\tilde{c}, p') \)
\[ p = \int_{\mathbb{R}} \rho^*(\tilde{c}, p') dp' \frac{\tilde{c}^2}{p - p'} \frac{1}{\tilde{c}^2 + (p - p')^2}. \] (72)
Solving this integral equation for arbitrary values of $\tilde{c}$ is quite non-trivial and left for future studies. Here we will only solve this equation perturbatively in the regime $\tilde{c} \to \infty$. The density $\rho^*(\tilde{c}; p)$ can be expressed as a perturbative series of $\tilde{c}^{-2}$

$$\rho^*(\tilde{c}; p) = \rho_{sc}(p) + \frac{1}{\tilde{c}^2} \delta \rho_1(p) + O\left(\frac{1}{\tilde{c}^4}\right),$$

(73)

where the leading order of the density $\rho_{sc}(p)$ does not depend on $\tilde{c}$. It is solution of the integral equation

$$\int_{\mathbb{R}} \frac{\rho_{sc}(p')dp'}{p-p'} = p.$$  

(74)

The general solution of the equation $\int_{a}^{b} \frac{\rho(p')dp'}{p-p'} = g(p)$ (i.e. assuming a single interval support) can be obtained by the Tricomi formula [17]

$$\rho(p) = \frac{1}{\pi \sqrt{p - a} \sqrt{b - p}} \left[ \int_{a}^{b} \rho(p')dp' - \int_{a}^{b} \frac{dp'}{\pi} \sqrt{p - a} \sqrt{b - p'} g(p') \right].$$

(75)

We expect in this case that $a = -b$ and that the density $\rho_{sc}(p)$ is normalised. Inserting these two conditions, we obtain

$$\rho(p) = \frac{2 + a^2 - 2p^2}{2\pi \sqrt{a^2 - p^2}}, \quad -\sqrt{a} \leq p \leq \sqrt{a}.$$  

(76)

Imposing that this density vanishes at the edges in $\pm a$, we obtain $a = \sqrt{2}$. The solution of Eq. (74) is then the Wigner semi-circle law

$$\rho_{sc}(p) = \frac{\sqrt{2} - p^2}{\pi}, \quad -\sqrt{2} \leq p \leq \sqrt{2}.$$  

(77)

Computing the next order term, we obtain for $p \in [-\sqrt{2}, \sqrt{2}]$

$$\int_{-\sqrt{2}}^{\sqrt{2}} \frac{\delta \rho_1(p')dp'}{p-p'} = \int_{-\sqrt{2}}^{\sqrt{2}} \rho_{sc}(p')(p-p')dp' = p.$$  

(78)

The solution at first order of perturbation must have a vanishing integral $\int_{-\sqrt{2}}^{\sqrt{2}} \delta \rho_1(p)dp$ for the density to be normalised. Using again the Tricomi formula in Eq. (75), this yields

$$\delta \rho_1(p) = \frac{1 - p^2}{\pi \sqrt{2} - p^2}, \quad -\sqrt{2} \leq p \leq \sqrt{2}.$$  

(79)

We may then compute the rate function at order $\tilde{c}^{-2}$. Evaluating the Lagrange multiplier from Eq. (69) at, e.g. $p = 0$, we obtain

$$\mu(\tilde{c}) = 2 \log \tilde{c} - 2 \int_{\mathbb{R}} dp \rho_{sc}(p) \log |p|
+ \frac{1}{\tilde{c}^2} \left[ \int_{\mathbb{R}} dp \rho_{sc}(p) p^2 - 2 \int_{\mathbb{R}} dp \delta \rho_1(p) \log |p| \right] + O(\tilde{c}^{-4})$$

(80)

$$= 2 \log \tilde{c} + 1 + \log 2 + \frac{1}{\tilde{c}^2} \left( \frac{1}{2} + 1 \right) + O(\tilde{c}^{-4}).$$
Denoting the saddle points \(\tilde{z}_3\) again, the first three terms match exactly the large \(N\) Laplace variable this is the regime responding to configurations of Brownian paths which strongly repel each other, i.e. in the times \(T_1\) dominated at large \(N\) that there exists intermediate deviation regimes, e.g. in (82). The matching of these two regimes is illustrated in Fig. 4.

If we assume that the above variational problem has a well-behaved solution for any \(\tilde{c}\), then the MGF has the large deviation form Eq. (67). That is then consistent with the PDF of \(T\) having the following large deviation tail in the regime \(T \sim N^{3/2}\)

\[
P_{N, BB}(T) \sim e^{-N^2 G(\tilde{T})}, \quad \tilde{T} = \frac{T}{N^{3/2}}.
\]

Indeed substituting this form in the definition of the Laplace transform, the integral is dominated at large \(N\) by the maximum of its integrand

\[
\int_0^{+\infty} dT P_{N, BB}(T) e^{-cT} \sim \int_0^{+\infty} dT e^{-N^2 (G(\tilde{T}) + \tilde{c} \tilde{T})} \sim e^{-N^2 \min_{\tilde{T} \geq 0}[G(\tilde{T}) + \tilde{c} \tilde{T}]}
\]

Hence the rate function \(G(\tilde{T})\) is then determined via a Legendre transform

\[
\Psi(\tilde{c}) = \min_{\tilde{T} \geq 0} [G(\tilde{T}) + \tilde{c} \tilde{T}], \quad G(\tilde{T}) = \max_{\tilde{c} \geq 0} [\Psi(\tilde{c}) - \tilde{c} \tilde{T}]
\]

Denoting the saddle points \(\tilde{T}^*(\tilde{c})\) and \(\tilde{c}^*(\tilde{T})\) we have \(\tilde{T}^*(\tilde{c}) \simeq \frac{1}{\tilde{c}} - \frac{1}{\tilde{T}}\) at large \(\tilde{c}\) and \(\tilde{c}^*(\tilde{T}) \simeq \frac{1}{\tilde{T}} - \tilde{T}\) at small \(\tilde{T}\). We obtain the small \(\tilde{T}\) expansion

\[
G(\tilde{T}) = \log \left( \frac{1}{\tilde{T}} \right) - \frac{1}{4} + \frac{1}{2} \log 2 + \frac{\tilde{T}^2}{2} + o(\tilde{T}^2)
\]

Again, the first three terms match exactly the large \(N\) limit of (50).

The large deviation regime studied above thus corresponds to events of probability \(-\log P = O(N^2)\) in the double limit \(N, T \to +\infty\) with \(T \sim N^{3/2}\), i.e. to coincidence times \(T\) much smaller than the average (and typical) one \(T = \langle T_N \rangle_{BB}\). It equivalently corresponds to configurations of Brownian paths which strongly repel each other, i.e. in the Laplace variable this is the regime \(c \sim \sqrt{N} > 0\). This is illustrated in Fig. 4.

It is then clear from the figure that the result (50) for the PDF, which corresponds to small \(T = O(1)\) and fixed \(N\), should match for large \(N\) the large \(\tilde{c}\) limit. One cannot exclude however that there exists intermediate deviation regimes, e.g. for \(T \sim \langle T_N \rangle_{BB} \sim N^2\).
Fig. 4  Schematic representation of the different regimes for the PDF of the coincidence time $T$, $P_N(T)$, in the limit of large $N$. The average $T$ is $\langle T_N \rangle \sim N^2$, and the typical fluctuations live in a window $|T - \langle T_N \rangle| \sim N^{3/2}$ around it. The large deviation regime studied in the text via the Coulomb gas is represented in blue and correspond to $T \sim N^{3/2} \ll \langle T_N \rangle$ and has rate $N^2$. We have shown that its left part, which corresponds to $T \ll N^{3/2}$ (and $\tilde{c} \gg 1$ for the corresponding MGF) matches the regime $T \sim 1$ which is also indicated. The matching of its right part, i.e. $N^{3/2} \ll T \ll N^2$ (and $\tilde{c} \ll 1$ for the corresponding MGF), towards the typical regime remains to be studied. We note that the right tail of the regime of typical fluctuations is consistent with the existence of a right large deviation regime for $|T - \langle T_N \rangle| \sim N^2$ of rapidity $N$, which remains to be studied.

One notes for instance that the upper tail at fixed $N$ and large $T$ behaves as $P_N(T) \sim e^{-T^2/N^3}$ (see formula (52)). Inserting $T \sim \langle T_N \rangle_{BB}$ we see that this factor in the upper tail can be of order $e^{-O(N)}$ at most. Studying this regime at large $N$ would require to extend the above Coulomb gas on the $c < 0$ side, which is left for future studies.

3 Coincidence Time for Brownian Motions and KPZ Equation with Flat Initial Condition

Let us now turn to the case of the Brownian motion, where the final points are not fixed (i.e. they are integrated upon). This is connected to the directed polymer with one free endpoint, equivalently with the Kardar–Parisi–Zhang equation with a flat initial condition. A solution for the latter was given in [18,19]. We will use this solution here both for $c > 0$ and $c < 0$. Since it was obtained by first calculating the moments for the half-flat initial condition we start by the latter, which corresponds to $N$ Brownians all starting at 0 and ending on a given half line.

3.1 Bethe Ansatz Solution of the Lieb–Liniger Model for Half-Flat Initial Conditions

Consider the partition sum of the directed polymer with half-flat initial condition

$$Z_w(x, t) = \int_{-\infty}^{0} dy e^{i \eta y} Z(x, y, t)$$  (89)
From Eq. (52) in [20], or Eq. (88) in [19], we have the following: restoring the factors of \( \tilde{c} \) (by a change of units), with \( c = -\tilde{c} \), restricting to \( c \geq 0 \) and retaining only the single particle states (as they are the only states of the repulsive Lieb–Liniger model), we obtain

\[
\mathbb{E} \left[ Z_w(x, t)^N \right] = \prod_{j=1}^{N} \int_{\mathbb{R}} \frac{dk}{2\pi} \frac{e^{-k^2 t - i x k_j}}{ik_j + w} \times \prod_{1 \leq i < j \leq N} \frac{(k_i - k_j)^2}{(k_i - k_j)^2 + c^2} \frac{i k_i + i k_j + 2w + c}{i k_i + i k_j + 2w}
\]

(90)

From this we obtain the MGF for the coincidence time of \( N \) Brownian walkers which start at \( x \) and reach the half line \( ]-\infty, 0] \), as

\[
\langle e^{-c T_N} \rangle_{\text{half-BM}} = \mathbb{E} \left[ Z_w(x, t)^N \right] / Z^0_w(x, t)^N, \quad Z^0_w(x, t) = \int_{\mathbb{R}} \frac{dk}{2\pi} \frac{e^{-k^2 t - i x k}}{ik + w}
\]

(91)

It is written here in presence of an extra weight \( e^{w x} \), which can then be considered in the limit \( w = 0^+ \).

### 3.2 Flat Initial Conditions as a Limit of the Half-Flat

The moments of the partition sum of the directed polymer with one free endpoint i.e. \( Z_{\text{flat}}(t) = \int_{\mathbb{R}} dy Z(x, y, t) \), associated to the Kardar–Parisi–Zhang equation with flat initial condition, can be obtained from the ones for the half-flat initial condition in the double limit \( x \to -\infty \) and \( w \to 0^+ \), as performed in [19]. In that limit only paired strings and strings with zero momenta remain: this provides the MGF for the coincidence time of unconstrained Brownians walkers all starting at 0.

#### 3.2.1 Moment Generating Function and Probability Distribution Function for \( N = 2, 3 \)

We start with the lowest moments, from Eqs. (52) and (56) in [19], and consider \( c > 0 \), in which case we keep only the contribution of single particle states. The first moment is simply \( \mathbb{E} [ Z_{\text{flat}}(t) ] = 1 \) for all times \( t \). We consequently focus on the moments at time \( t = 1 \).

**\( N = 2 \)** From the second moment we obtain the result for two walkers

\[
\langle e^{-c T_2} \rangle_{\text{BM}} = \mathbb{E} \left[ Z_{\text{flat}}(1)^2 \right] = 4c \int_{\mathbb{R}} \frac{dk}{2\pi} \frac{e^{-2k^2}}{4k^2 + c^2} = e^{c^2} \left( 1 - \text{erf} \left( \frac{c}{\sqrt{2}} \right) \right)
\]

(92)

The inverse Laplace transform then yields

\[
P_{2,\text{BM}}(T) = L^{-1} \langle e^{-c T_2} \rangle_{\text{BM}} = \int_{\mathbb{R}} \frac{dk}{2\pi} e^{-2k^2} 4 \cos(2kT) = \sqrt{\frac{2}{\pi}} e^{-\frac{T^2}{2}}
\]

(93)

This result compares very well with the numerical simulations in Fig. 5.

**\( N = 3 \)** The third moment gives the result for three walkers

\[
\langle e^{-c T_3} \rangle_{\text{BM}} = \mathbb{E} \left[ Z_{\text{flat}}(1)^3 \right] = 12c \int_{\mathbb{R}} \frac{dk}{2\pi} \frac{k^2 e^{-2k^2}}{(k^2 + c^2)(4k^2 + c^2)}
\]

(94)
Fig. 5 Comparison between the coincidence time obtained numerically for $N = 2$ Brownian motions on the time interval $\tau \in [0, 1]$ and diffusion coefficient $D = 1$ and the analytical result in Eq. (93) (some details on the simulations are provided in “Appendix C”). Left: linear scale, right: logarithmic scale.

Fig. 6 Comparison between the coincidence time obtained numerically for $N = 3$ Brownian motions on the time interval $\tau \in [0, 1]$ and diffusion coefficient $D = 1$ and the analytical result in Eq. (95). Left: linear scale, right: logarithmic scale.

The inverse Laplace transform then yields

$$P_{3,\text{BM}}(T) = \mathcal{L}^{-1}(e^{-cT_3})_{\text{BM}} = \int_{\mathbb{R}} \frac{dk}{2\pi} e^{-2k^2} (\cos(kT) - \cos(2kT))$$

$$= \sqrt{\frac{2}{\pi}} e^{-\frac{T^2}{2}} \left( e^{\frac{3}{8}T^2} - 1 \right)$$

(95)

This result compares very well with the numerical simulations in Fig. 6.

3.2.2 Moment Generating Function for Arbitrary $N$

In the case of Brownian motions, the expression of the MGF of the coincidence time of $N$ walkers depends on the parity of $N$:

For $N$ even

$$\langle e^{-cT_N} \rangle_{\text{BM}} = \frac{(2c)^\frac{N}{2} N!}{(\frac{N}{2})!} \prod_{p=1}^{\frac{N}{2}} \int_{\mathbb{R}} \frac{dk_p}{2\pi} \frac{e^{-2k_p^2}}{4k_p^2 + c^2} \left( \frac{(k_p - k_q)^2}{(k_p - k_q)^2 + c^2} \frac{(k_p + k_q)^2}{(k_p + k_q)^2 + c^2} \prod_{1 \leq p < q \leq \frac{N}{2}} \right)$$

(96)
For $N$ odd

$$
\langle e^{-cT_n} \rangle_{\text{BM}} = \frac{(2c)^{N-1} N!}{(N-1)!} \prod_{p=1}^{N-1} \int_{R} \frac{dk_p}{2\pi} \frac{2k_p e^{-2k_p^2}}{(k_p^2 + c^2)(4k_p^2 + c^2)} \times \prod_{1 \leq p < q \leq N-1} \frac{(k_p - k_q)^2}{(k_p - k_q)^2 + c^2} \frac{(k_p + k_q)^2}{(k_p + k_q)^2 + c^2}
$$

These results are obtained from Eq. (108) in [19] by noting that for $c > 0$ and $N$ even only particle states with paired momenta $(k_1, -k_1, \ldots, k_{N/2}, -k_{-N/2})$ contribute, while for $N$ odd there are $N - 1$ paired momenta and one zero momentum.

### 3.3 Probability Distribution Function of the Coincidence Time

In this section, we obtain from Eqs. (96) and (97) an expression for the PDF of the coincidence time for $N$ Brownian motions.

**For $N$ even** For $p \in [1, N/2]$, define the conjugate variables

$$
X_{2p} = c - 2ik_p, \quad X_{2p-1} = c + 2ik_p
$$

and observe that

$$
\frac{(k_p - k_q)^2}{(k_p - k_q)^2 + c^2} \frac{(k_p + k_q)^2}{(k_p + k_q)^2 + c^2} = \frac{(X_{2q} - X_{2p})(X_{2q-1} - X_{2p-1})(X_{2q-1} - X_{2p})(X_{2q} - X_{2p-1})}{(X_{2p} + X_{2q})(X_{2p-1} + X_{2q-1})(X_{2p-1} + X_{2q})(X_{2p} + X_{2q-1})}
$$

Then one rewrites Eq. (96) as

$$
\langle e^{-cT_n} \rangle_{\text{BM}} = \frac{(2c)^N N!}{(N/2)!} \prod_{p=1}^{N/2} \int_{R} \frac{dk_p}{2\pi} e^{-2k_p^2} \prod_{p=1}^{N/2} \frac{1}{X_{2p}X_{2p-1}} \times \prod_{1 \leq p < q \leq N} \frac{X_q - X_p}{X_q + X_p}
$$

Using the explicit values of $X_{2p}$ and $X_{2p-1}$ we simplify the expression as

$$
\langle e^{-cT_n} \rangle_{\text{BM}} = \frac{c^N N!}{(N/2)!} \prod_{p=1}^{N/2} \int_{R} \frac{dk_p}{2\pi} \frac{ie^{-2k_p^2}}{k_p} \prod_{p=1}^{N/2} \frac{1}{X_p} \times \prod_{1 \leq p < q \leq N} \frac{X_q - X_p}{X_q + X_p}
$$

Using formulae (9.1) and (9.4) of Bruijn [21], we write the last part of (101) as

$$
\prod_{p=1}^{N} \frac{1}{X_p} \prod_{1 \leq p < q \leq N} \frac{X_q - X_p}{X_q + X_p}
$$

$$
= \int_{R_+^N} dr \ e^{-c \sum \ell r_\ell} \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_\ell) \prod_{p=1}^{N} e^{-2ik_p(r_{2p} - r_{2p-1})}
$$

$(\copyright)$ Springer
From this identity, we obtain after anti-symmetrizing the last exponential w.r.t $r_{2p}$ and $r_{2p-1}$

$$
\langle e^{-cT_N} \rangle_{BM} = \frac{c^N N!}{2^{N} (N/2)!} \int_{\mathbb{R}^N_+} \text{d}r \ e^{-c \sum_{\ell=1}^{N} r_{\ell}} \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_{\ell})
$$

$$
\times \prod_{p=1}^{N} \int_{\mathbb{R}} \frac{dk_p}{2\pi} e^{-2k_p^2 \sin(2k_p(r_{2p-1} - r_{2p}))} \frac{r_{2p-1} - r_{2p}}{k_p}
$$

$$
= \frac{c^N N!}{2^{N} (N/2)!} \int_{\mathbb{R}^N_+} \text{d}r \ e^{-c \sum_{\ell=1}^{N} r_{\ell}} \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_{\ell}) \prod_{p=1}^{N} \text{erf} \left( \frac{r_{2p-1} - r_{2p}}{\sqrt{2}} \right)
$$

(103)

where we computed the integral w.r.t \{k_p\}'s. The final trick consists in (i) changing the labels in the $r$ variables in the error function from $r_{2p}$ to $r_{\sigma(2p)}$ where $\sigma$ belongs to the symmetric group $S_N$, (ii) using the fact that there are $N!/2^{N/2}(N/2)!$ ways of pairing $N$ objects ($N$ is even) and (iii) using the definition of the Pfaffian of an anti-symmetric matrix

$$
Pf(A) = \sum_{\sigma \in S_N, \sigma(2p-1) < \sigma(2p)} \text{sign}(\sigma) \prod_{p=1}^{N/2} A_{\sigma(2p-1), \sigma(2p)}$$

To finally obtain

$$
\langle e^{-cT_N} \rangle_{BM} = c^N \int_{\mathbb{R}^N_+} \text{d}r \ e^{-c \sum_{\ell=1}^{N} r_{\ell}} \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_{\ell})
$$

$$
\times \text{Pf} \left[ \text{erf} \left( \frac{r_k - r_{\ell}}{\sqrt{2}} \right) \right]
$$

(104)

Inverting the Laplace transform of this expression, we obtain the PDF $P_{N,BM}(T)$ of the rescaled coincidence time $T_N = T(t = 1)$ as

$$
P_{N,BM}(T) = \delta_T^N \int_{\mathbb{R}^N_+} \text{d}r \ \delta \left( T - \sum_{\ell=1}^{N} r_{\ell} \right) \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_{\ell})
$$

$$
\times \text{Pf} \left[ \text{erf} \left( \frac{r_k - r_{\ell}}{\sqrt{2}} \right) \right]
$$

(105)

where $\Theta(x)$ is the Heaviside step function. Even though the product of sign functions can itself be written as a Pfaffian, we have not tried to simplify further Eq. (105).

For $N$ odd For $p \in [1, (N - 1)/2]$, define the conjugate variables

$$
X_{2p} = c - 2ikp, \quad X_{2p-1} = c + 2ikp
$$

(106)

and define $X_N = c$. Then, in a similar fashion as the even $N$ case, one rewrites Eq. (97) as

$$
\langle e^{-cT_N} \rangle_{BM} = \frac{c^N N!}{(N/2)!} \prod_{p=1}^{N-1} \int_{\mathbb{R}} \frac{dk_p}{2\pi} \frac{i e^{-2k_p^2}}{k_p} \prod_{p=1}^{N} \frac{1}{X_p} \prod_{1 \leq p < q \leq N} \frac{X_q - X_p}{X_q + X_p}
$$

(107)
By the same argument as in the even $N$ case, using Bruijn’s results [21], the moment generating function reads

\[
\langle e^{-cT_N} \rangle_{\text{BM}} = \frac{c^N N!}{2^{N-1} (N-1)!} \int_{\mathbb{R}^N_+} dr \ e^{-c \sum_{\ell} r_{\ell}} \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_{\ell}) \times \prod_{p=1}^{N-1} \text{erf} \left( \frac{r_{2p-1} - r_{2p}}{\sqrt{2}} \right)
\]

We have to be careful in the odd case as there are $N$ variables $r$ but only $N-1$ of them are involved in the error functions whereas all $N$ variables are involved in the product of sign functions. We now wish to employ the same Pfaffian trick as the even $N$ case and hence have to consider all \( (N-1)! / (2^{N-1} (N-2)! ) \) ways of pairings $N-1$ objects. Hence, we obtain our final expression for the moment generating function in the odd $N$ case

\[
\langle e^{-cT_N} \rangle_{\text{BM}} = Nc^N \int_{\mathbb{R}^N_+} dr \ e^{-c \sum_{\ell} r_{\ell}} \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_{\ell}) \times \sum_{1 \leq k, \ell \leq N-1} \text{Pf} \left[ \text{erf} \left( \frac{r_k - r_{\ell}}{\sqrt{2}} \right) \right]
\]

Inverting the Laplace transform of this expression, we obtain the PDF $P_{N,\text{BM}}(T)$ of the rescaled coincidence time $T_N = T_N(t = 1)$ as

\[
P_{N,\text{BM}}(T) = N \partial_T^N \int_{\mathbb{R}^N_+} dr \ \delta \left( T - \sum_{\ell=1}^{N} r_{\ell} \right) \prod_{1 \leq k < \ell \leq N} \text{sign}(r_k - r_{\ell}) \\
\times \sum_{1 \leq k, \ell \leq N-1} \text{Pf} \left[ \text{erf} \left( \frac{r_k - r_{\ell}}{\sqrt{2}} \right) \right]
\]

where $\Theta(x)$ is the Heaviside step function. We have verified that for $N = 2, 3$, these formulae give back the results for the PDF and the MGF for the coincidence time of Brownian motions. For $N = 2, 3$ we only have to use a $2 \times 2$ Pfaffian, $\text{Pf}_{1 \leq i, j \leq 2} A_{ij} = A_{12}$, hence the calculation is elementary.

### 3.4 Asymptotic Behaviour of $P_{N,\text{BM}}(T)$ for arbitrary $N$

#### 3.4.1 Small $T$ Limit of the Probability Distribution Function

We now discuss the small $T$ behavior of the PDF $P_{N,\text{BM}}(T)$ of $T_N = T_N(t) / \sqrt{t}$. It can be extracted from the $c \to +\infty$ limit of $\langle e^{-cT_N} \rangle_{\text{BM}}$. When $c$ is increased, the interaction in the Lieb–Liniger model becomes more repulsive and the corresponding Brownian trajectories with small coincidence time are those where none of the Brownian are bounded together. Taking the large $c \to +\infty$ limit of Eqs. (96) and (97) we see that the leading term is in
all cases $c^{-N(N-1)/2}$. Inverting the Laplace transform, we obtain the small $T$ behavior of $P_{N,BM}(T)$ as

$$P_{N,BM}(T) = I_N T^{N(N-1)/2 - 1} + O(T^{N(N-1)/2 + 1}), \quad (112)$$

where $I_N$ depends on the parity of $N$.

**For $N$ even**

$$I_N = \frac{2^N N!}{(N/2)! \Gamma \left( \frac{N(N-1)}{2} \right)} \prod_{p=1}^{N/2} \int_{\mathbb{R}} \frac{dk_p}{2\pi} e^{-2k_p^2} \prod_{1 \leq p < q \leq N/2} (k_p^2 - k_q^2)^2 = \frac{\Gamma(N + 1)}{2^{N(N-2)/2} (2\pi)^{N/2} \Gamma \left( \frac{N(N-1)}{2} \right)} \prod_{k=1}^{N/2-1} \Gamma(2k + 1) \quad (113)$$

**For $N$ odd**

$$I_N = \frac{2^{N-1} N!}{(N-1) \Gamma \left( \frac{N(N-1)}{2} \right)} \prod_{p=1}^{(N-1)/2} \int_{\mathbb{R}} \frac{dk_p}{2\pi} k_p^2 e^{-2k_p^2} \prod_{1 \leq p < q \leq (N-1)/2} (k_p^2 - k_q^2)^2 = \frac{\Gamma(N/2 + 1)}{2^{-N(N-3)/2} (2\pi)^{(N+1)/2} \Gamma \left( \frac{N(N-1)}{2} \right)} \prod_{k=1}^{N-1} \Gamma(2k + 1). \quad (114)$$

The $k$ integrals are typical examples of Selberg integrals, and further details can be found in Ref. [14] in Sect. 1.4 and after changing variables from $\{x_i\}$’s to $\{k_i = x_i/\sqrt{2}\}$. One can check that these results agree with the small $T$ expansion of the formula for the PDF in the cases $N = 2, 3$ given above, i.e. $I_2 = \sqrt{\frac{2}{\pi}}$ and $I_3 = \frac{3}{4\sqrt{2\pi}}$.

### 3.4.2 Large $T$ Limit of the Probability Distribution Function

Similarly to Sect. 2.4.2, we determine the large $T$ tail of the PDF $P_{N,BB}(T)$ of $T_N = \overline{T_N(t)}/\sqrt{T}$ by investigating the $c \to -\infty$ limit of the Lieb–Liniger model. It again determined by the same ground state as in Sect. 2.4.2. From Eqs. (65–66) in Ref. [16] it follows that the MGF in the $c \to -\infty$ limit reads

$$\langle e^{-cT_N} \rangle_{BM} = 2^{N-1} e^{2N(N-1)/c} \left[ 1 + O \left( e^{-\frac{4}{3}N(N-1)^2} \right) \right] \quad (115)$$

As in Sect. 2.4.2 we find the $T \to \infty$ asymptotics

$$P_{N,BM}(T) = 2^{N-1} \sqrt{\frac{3}{\pi N(N^2 - 1)}} e^{-\alpha_NT^2} + O(e^{-\beta_NT^2}) \quad (116)$$

with the exponential factors again given by Eqs. (54), i.e. $\alpha_N = \frac{3}{N(N^2 - 1)}$ and $\beta_N = \frac{3}{N^3 - 3N^2 + 2N}$. For completeness, we compute this asymptotics explicitly for $N = 2, 3$. 

Springer
• $N = 2$

$$P_{2,\text{BM}}(T) = \sqrt{\frac{2}{\pi}} e^{-\frac{T^2}{2}}$$

(117)

This matches Eq. (93).

• $N = 3$

$$P_{3,\text{BM}}(T) = \sqrt{\frac{2}{\pi}} e^{-\frac{T^2}{2}} + O(e^{-\frac{T^2}{2}})$$

(118)

This matches Eq. (95).

### 3.5 Mean and Variance of the Coincidence Time for $N$ Brownian Motions

**Mean value of $\langle T_N \rangle_{\text{BM}}$**

To compute the first moment, we may use the propagator for a single Brownian motion with diffusion coefficient $D$

$$P(x, \tau | x_0, 0) = \frac{e^{-\frac{(x-x_0)^2}{4D\tau}}}{\sqrt{4\pi D\tau}},$$

(119)

together with the fact that we consider i.i.d. variables. The mean value of the coincidence time of the Brownian motion can be obtained (setting $D = 1$) as

$$\langle T_N \rangle_{\text{BM}} = \int_0^1 d\tau \sum_{i \neq j} \langle \delta(x_i(\tau) - x_j(\tau)) \rangle = \int_0^1 d\tau \sum_{i \neq j} \int_{-\infty}^{\infty} P(x_i, \tau | x_0, 0)^2 dx_i$$

$$= N(N - 1) \int_0^1 d\tau \frac{dx}{\sqrt{\tau}} \int_{-\infty}^{\infty} e^{-\frac{x^2}{2\tau}} = \frac{N(N - 1)}{2} \sqrt{\frac{2}{\pi}}.$$  

(120)

As expected, we have $\langle T_N \rangle_{\text{BM}} < \langle T_N \rangle_{\text{BB}}$.

**Variance of $\langle T_N \rangle_{\text{BM}}$**

We may still use the free propagator to compute the second moment of the distribution. Using again the Brownian propagator, we obtain

$$\langle T_N^2 \rangle = \int_0^1 d\tau_1 \int_0^1 d\tau_2 \sum_{i \neq j} \sum_{\ell \neq m} \langle \delta(x_i(\tau_1) - x_j(\tau_1)) \delta(x_m(\tau_2) - x_{\ell}(\tau_2)) \rangle$$

$$= \frac{N!}{(N - 4)!} \left[ \int_0^1 d\tau \int_{-\infty}^{\infty} P(x, \tau | 0, 0)^2 dx \right]^2$$

$$+ \frac{N!}{(N - 3)!} \int_0^1 d\tau_1 \int_0^1 d\tau_2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(x, \tau_1 | 0, 0)^2 P(y - x, \tau_2 - \tau_1 | 0, 0)$$

$$\times P(y, \tau_2 | 0, 0) dx dy$$

$$+ \frac{N!}{(N - 2)!} \int_0^1 d\tau_1 \int_0^1 d\tau_2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(x, \tau_1 | 0, 0)^2 P(y - x, \tau_2 - \tau_1 | 0, 0)^2 dx dy.$$  

(121)

After a careful computation, we finally obtain

$$\text{Var} \ (\langle T_N \rangle_{\text{BM}}) = \langle (\langle T_N \rangle_{\text{BM}})^2 \rangle_{\text{BM}}$$

$$= \frac{N!}{(N - 3)!} \left[ \frac{2}{3} - \frac{2}{\pi} \right] + \frac{N!}{(N - 2)!} \left[ \frac{1}{2} - \frac{1}{\pi} \right].$$  

(122)
We note that the variance ratio \( \text{Var}(T_N)_{BM}/\text{Var}(T_N)_{BB} \) decreases monotonically from 0.846638... for \( N = 2 \) to 0.724549... for infinite \( N \). The ratio of relative variances \( \left( \frac{\text{Var}(T_N)_{BM}}{\text{Var}(T_N)_{BB}} \right)^2 \) decreases from 2.088996... for \( N = 2 \) to 1.7877536... for infinite \( N \).

### 4 Coincidence Time for Arbitrary Fixed Final Points

As mentioned in Sect. 2.1 there is an alternative formula (33) to the one from the Bethe ansatz, for the moments of the directed polymer problem, obtained from the study of Macdonald processes. It turns out that this formula can be extended to arbitrary final points \( y \) [12,13] (while the starting points are still all at zero, i.e. \( x_0 = 0 \)) and for arbitrary values of \( c \). From this formula, specialized to the case \( c > 0 \), we immediately obtain that for \( y_1 \leq y_2 \leq \cdots \leq y_N \), the Laplace transform of the PDF of the coincidence time for \( N \) such Brownian walkers is

\[
\langle e^{-c T_N(t)} \rangle_{0,y} = (4\pi t)^{N/2} \int_{\mathbb{R}^N} \frac{dz}{(2i\pi)^N} e^{i(z+\frac{T}{2})^2} \prod_{i<j} \frac{z_i - z_j}{z_i - z_j + c},
\]

(123)

We note that the r.h.s. of (123) is invariant by a global shift of the endpoints \( y_i \to y_i + w \). This global shift corresponds to adding a linear drift to each of the Brownians which has no effect on the coincidence time.

#### 4.1 Exact Distribution for \( N = 2, 3 \)

**Distribution for** \( N = 2 \). We start from Eq. (123) where we have set \( N = 2 \) and \( t = 1 \). This yields

\[
\langle e^{-c T_N(t)} \rangle_{0,y} = 4\pi \int_{\mathbb{R}^2} \frac{dz_1 dz_2}{(2i\pi)^2} e^{(z_1 + \frac{y_1}{2})^2 + (z_2 + \frac{y_2}{2})^2} \frac{z_1 - z_2}{z_1 - z_2 + c}, \quad y_1 \leq y_2.
\]

(124)

Taking the inverse Laplace transform and introducing the change of variables \( z_j \to ik_j \) one obtains

\[
P_2(T, y_1, y_2) = 4\pi \int_{\mathbb{R}^2} \frac{dk_1 dk_2}{(2\pi)^2} (ik_1 - ik_2) e^{-(k_1 - \frac{i y_1}{2})^2 - (k_2 - \frac{i y_2}{2})^2 - iT(ik_1 - ik_2)}
\]

\[
= -\partial_T \int_{\mathbb{R}^2} \frac{dk_1 dk_2}{\pi} e^{-(k_1 - \frac{i y_1}{2})^2 - (k_2 - \frac{i y_2}{2})^2 - iT(k_1 - k_2)}.
\]

(125)

The two Gaussian integrals can now be computed and one obtains

\[
P_2(T, y_1, y_2) = \frac{1}{2} (2T + y_2 - y_1) e^{-\frac{T}{2}(T+y_2-y_1)}, \quad y_1 \leq y_2.
\]

(126)

Note that setting \( y_2 = y_1 \), we recover the result for the Brownian bridge (43). Alternatively, the result for the Brownian motion (93) is obtained by computing

\[
P_{2, BM}(T) = 2 \int_{-\infty}^{\infty} dy_1 \int_{y_1}^{\infty} dy_2 e^{-\frac{y_1^2+y_2^2}{4\pi}} P_2(T, y_1, y_2).
\]

(127)

Finally, symmetrising the problem by releasing the constraint \( y_1 \leq y_2 \), by defining

\[
P_{2, \text{sym}}(T, y_1, y_2) = \frac{1}{2} (2T + |y_2 - y_1|) e^{-\frac{T}{2}(T+|y_2-y_1|)},
\]

(128)
we may obtain the joint PDF of the coincidence time, the algebraic distance \( d \) between
the Brownian defined as \( d = y_1 - y_2 \) (with \( d \in \mathbb{R} \)) and their center of mass position
\( u = (y_1 + y_2)/2 \). It reads

\[
\tilde{P}_2(T, d, u) = \frac{e^{-\left(\frac{d}{2} + u\right)^2}}{4\pi} P_{2,\text{sym}} \left( T, -\frac{d}{2} + u, \frac{d}{2} + u \right)
\]

We may then recover the joint PDF of \( d \in \mathbb{R} \) and \( T \in \mathbb{R}_+ \) in Eq. (10) by integrating over
the center of mass position \( u \),

\[
P_{\text{joint}}(T, d) = \int_{-\infty}^{\infty} \tilde{P}_2(T, d, u) du = \frac{(2T + |d|) e^{-\frac{1}{8}(2T + |d|)^2}}{2\sqrt{8\pi}}.
\]

**Distribution for** \( N = 3 \). The distribution for \( N = 3 \) can be obtained from Eq. (123) but
its expression is quite cumbersome and not very enlightening. Therefore, we only reproduce
here its asymptotic behaviours for \( y_1 < y_2 < y_3 \)

\[
P_3(T, y_1, y_2, y_3) = \begin{cases} \frac{(y_2 - y_1)(y_3 - y_2)(y_3 - y_1)}{16} T^2 + \mathcal{O}(T^3), & T \to 0 \\ \frac{1}{4}\sqrt{\frac{\pi}{6}} e^{\frac{(y_1+y_3-2y_2)^2}{24}} \int \frac{dz}{(2i\pi)^N} e^{\left(\zeta + \frac{x}{2}\right)^2} \prod_{i<j} (z_i - z_j). & T \to \infty. \end{cases}
\]

Note that taking two equal points \( y_2 = y_3 \), the PDF behaves for small \( T \) as
\( P_3(T, y_1, y_2, y_2) = (y_1 - y_2)^2 T^3/24 + \mathcal{O}(T^4) \), while for all equal points \( y_1 = y_2 = y_3 \), we recover the expression
in Eq. (48).

### 4.2 Small T Asymptotics of the PDF for Any N and for Any Fixed Final Points

From (123) one can extract the small \( T \) asymptotics for any \( N \) and any fixed final points \( y \).
In the large \( c \) limit it becomes

\[
\langle e^{-cT_N} \rangle_{0,y} \simeq (4\pi)^{\frac{N}{2}} c^{-\frac{N(N-1)}{2}} \int_{\mathbb{R}^N} \frac{dz}{(2i\pi)^N} e^{(z + \frac{x}{2})^2} \prod_{i<j} (z_i - z_j). \]

\[
= (4\pi)^{\frac{N}{2}} c^{-\frac{N(N-1)}{2}} \int_{\mathbb{R}^N} \frac{dz}{(2i\pi)^N} e^{z^2} \prod_{i<j} \left( -\frac{y_i}{2} + \frac{y_j}{2} \right). \]

\[
= (2c)^{-\frac{N(N-1)}{2}} \prod_{i<j} (y_j - y_i). \]

The second line follows from the fact that the first line is antisymmetric in the \( y_i \) and upon
the shift \( z_i \to z_i - y_i/2 \), that is is a polynomial of degree \( N(N-1)/2 \) in the \( y_i \). Taken together
these properties imply that it is proportional to the Vandermonde product \( \prod_{i<j} (y_j - y_i) \).
Upon inverse Laplace inversion we obtain

\[
P_N(T, y) \simeq \frac{1}{2^{\frac{N(N-1)}{2}} \Gamma(\frac{N(N-1)}{2})} \prod_{i<j} |y_j - y_i| T^{\frac{N(N-1)}{2} - 1}.
\]
where we use that it must be a symmetric function of the endpoints. It agrees with the above results for \( N = 2, 3 \). The results \((112), (113), (114)\) for the BM is recovered from the identity

\[
P_{N,\text{BM}}(T) = \int_{\mathbb{R}^N} \frac{dy}{(4\pi)^{N/2}} e^{-\sum_i y_i^2} P_N(T, y)
\]

(135)

Using again the Mehta integral formula e.g. (1.5)–(1.6) in Ref. [14] we recover \((112)\) with an amplitude

\[
I_N = \frac{1}{2} \frac{N(N-1)}{\Gamma \left( \frac{N(N-1)}{2} \right)} \left( \frac{2}{\sqrt{\pi}} \right)^N \prod_{j=1}^N \Gamma \left( 1 + \frac{j}{2} \right)
\]

(136)

One checks that this (simpler) expression for \( I_N \) is equivalent to those in \((113), (114)\) obtained by a quite different method. To prove the equivalence, one takes Eqs. \((113)\) and \((114)\) and insert the duplication formula \( \Gamma(2k+1) = \Gamma(k+\frac{1}{2})\Gamma(k+1)2^{2k}/\sqrt{\pi} \) and the identity \((136)\) follows.

**4.3 Large \( T \) Asymptotics of the PDF for any \( N \) and Arbitrary Final and Initial Points**

A formula for \( P_N(T) \) for any \( N \) and arbitrary initial and final points seems out of reach at present. Indeed it would require to handle all eigenstates of the Lieb–Liniger Hamiltonian \((14)\), i.e. with arbitrary symmetry, and not just the fully symmetric (i.e. bosonic) ones. For attempts at solving this problem in the KPZ/directed polymer context using the so-called generalized Bethe ansatz see Refs. [22–27].

It is however possible to extract the leading asymptotics at large \( T \) for arbitrary fixed final and initial points. Indeed, as discussed above, this asymptotics is controled in the MGF by large negative values \( c = -\tilde{c} < 0 \). In that limit, all moments are dominated by the ground state of the Lieb–Liniger Hamiltonian \((14)\). The key fact is that this ground state is the bosonic one which we used before, where all particles are bound in a single string. Eigenstates with other symmetries have a higher energy (and at zero total momentum, differ by a finite gap from the ground state). To treat the case of arbitrary endpoints we now use the known form of the ground state eigenfunction

\[
\Psi_{0,k}(x) = N!e^{-\frac{\tilde{c}}{2} \sum_{1 \leq i < j \leq N} |x_i-x_j| + ik \sum_j x_j}
\]

(137)

where \( k \) is the momentum of the center of mass of the string. Its energies are \( E_{0,k}(N) = -\frac{c^2}{12} N(N^2-1) + Nk^2 \). Note that we must sum over all values of \( k \), i.e. it is a ground state manifold, but this is already what we did above to obtain the large \( T \) asymptotics for the BB and the BM. We can now write, in the large \( \tilde{c} \) limit

\[
Z_N(x, t | y; c) = \langle x | e^{-\frac{\tilde{c}T_N(c)}{2}} | y \rangle = e^{\frac{c^2}{12} N(N^2-1)t} \int_{\mathbb{R}^N} \frac{dk}{2\pi} \frac{Ne^{-Nk^2t}}{||\Psi_{0,k}||^2} \Psi_{0,k}(x) \Psi_{0,k}^*(y)
\]

(138)

where the norm is \( ||\Psi_{0,k}||^2 = N!N^2e^{1-N}L \). As in Ref. [8], we keep the leading order in large \( L \), but the factors of \( L \) cancel in the final result. This leads to the moment generating function

\[
\langle e^{\tilde{c}T_N} \rangle_{0, y} = \frac{Z_N(x, 1 | y; c)}{Z_N(x, 1 | y; c = 0)} = (4\pi)^{\frac{N}{2}} e^{\frac{1}{2} \sum_i (x_i-y_i)^2} Z_N(x, 1 | y; c = 0)
\]
\[
\begin{align*}
\simeq (4\pi)^{N/2} c^{N-1} N! e^{N^3/12} e^{\frac{e}{2} \sum_{i<j} (|y_i - y_j| + |x_i - x_j|)} \\
\times \int_{\mathbb{R}} \frac{dk e^{-Nk^2}}{2\pi N} e^{\sum_j (k(x_j - y_j) + \frac{(x_j - y_j)^2}{4})} \\
= (4\pi)^{N/2} c^{N-1} N! N^{-\frac{3}{2}} e^{N^3/12} e^{\frac{e}{2} \sum_{i<j} (|y_i - y_j| + |x_i - x_j|)} \\
\times e^{-\frac{1}{4N} \left[ \sum_j (x_j - y_j)^2 + \sum_i (y_i - x_i)^2 \right]} 
\end{align*}
\] (139)

From this we obtain the following leading large \( T \) asymptotics for the PDF of the coincidence time with fixed initial and final points

\[
P_N(T, x, y) \simeq \frac{N! 2^{N-1} \pi^{N-1}}{N^{3/2}} e^{\sum_{i=1}^N \left( \frac{(y_i - \bar{y} + \bar{y} + \bar{x})^2}{4} - \frac{\alpha_N}{4} (d[y] + d[x])^2 \right)} \\
\times (-\alpha_T)^{N-1} e^{-\alpha_N (d[y] + d[x]) T - \alpha_N T^2} 
\] (140)

\[
d[y] := \sum_{1 \leq i < j \leq N} |y_i - y_j|, \quad \bar{y} := \frac{1}{N} \sum_{i=1}^N y_i, \quad \alpha_N = \frac{3}{N(N^2 - 1)} 
\] (141)

Hence to this order in the large \( T \) expansion, the PDF depends only on (i) the sum of the total distance of the final points, \( d[y] \), and of the initial points, \( d[x] \) and (ii) the sum of the squares of the centered variables \( y_i - x_i - (\bar{y} - \bar{x}) \).

We thus note that the PDF is invariant by the global shift \( y_i - x_i \rightarrow y_i - x_i + \omega \), an exact property, not restricted to the tail, as previously discussed. We also note that the PDF is symmetric in the simultaneous exchange of all initial and final points \( y \leftrightarrow x \), which again should be an exact property from the time reversibility of Brownian motion.

### 4.4 Mean Coincidence Time for Arbitrary Final Points

We can extend the calculation of Sect. 2.5 using formula (123) for arbitrary final points \( y \). The generalization being straightforward we give only a few steps. One finds for \( y_1 \leq y_2 \leq \cdots \leq y_N \).

\[
\langle T_N \rangle_{\alpha, y} = 4\pi \sum_{i < j} \int_0^\infty dr \int_{\mathbb{R}^2} \frac{dk_i dk_j}{(2\pi)^2} e^{-\left( k_i^2 \frac{y_i}{2} \right)^2 - \left( k_j^2 \frac{y_j}{2} \right)^2 - i(k_i - k_j)r - 0^+ r} 
\] (142)

\[
= \sum_{i < j} \int_0^\infty dr e^{-\frac{1}{2} r(y_j - y_i)} 
\]

\[
= \sqrt{\frac{\pi}{2}} \sum_{i < j} e^{\frac{1}{2}(y_j - y_i)^2} \left( 1 - \text{erf} \left( \frac{y_j - y_i}{2\sqrt{2}} \right) \right) 
\] (143)

Note that it decays as \( \langle T_N \rangle_{\alpha, y} \sim \sum_{i < j} \frac{1}{y_j - y_i} \) when the final points are all taken very far apart.

### 5 Conclusion

We have investigated the probability distribution function \( P_N(T) \) of the total pairwise coincidence time \( T_N = T \) of \( N \) independent Brownian walkers in one dimension. Our main results
have been obtained for two special geometries: (i) Brownian motions (BM) starting from the same point 0 and (ii) Brownian bridges (BB). We have obtained explicit expressions for the moment generating function (MGF), i.e. the expectation of $e^{-cT_N}$. We have mapped, through a Feynman–Kac path integral representation, the determination of the MGF to the calculation of a Green function in the Lieb–Liniger model of quantum particles interacting with a pairwise delta interaction. Restricting to Brownians all starting all at 0 allows to consider only bosonic states, i.e. the delta Bose gas. For $c > 0$ the MGF is the standard Laplace transform of $P_N(T)$, for which we obtained a formula for any $N$ using the eigenstate (spectral) decomposition of the repulsive Bose gas. Laplace inversion then led us to a compact formula for $P_N(T)$ for each geometry, one involving a determinant (for the BB) and the other one a Pfaffian (for the BM).

We found that at small $T$ the PDF vanishes with two different sets of exponents for the BM and the BB, and we obtained their exact amplitudes, related to Selberg integrals. We have displayed very explicit formula for $N = 2, 3$ which we checked with excellent accuracy using extensive numerical simulations of Brownian motions. We also obtained the mean and the variance of the coincidence time $T_N$ as a function of $N$. At large $N$, the mean grows as $N^2$ and the variance as $N^3$. We then considered the double limit of large $N$ and large $T$, and, using a Coulomb gas approach, we showed the existence of a large deviation tail $P_N(T) \sim e^{-O(N^2)}$ for $T \sim N^{3/2}$. Although we obtained explicit formula for small $T/N^{3/2}$, obtaining the full solution remains a challenge. Furthermore, investigation of other possible regimes in this double large $T, N$ limit remain for future work.

We have shown that for $c < 0$ the MGF is related to the exponential moments of the one dimensional Kardar–Parisi–Zhang (KPZ) equation, equivalently to the moments of the directed polymer in a random potential. These moments are calculated using a summation over the eigenstates of the attractive Lieb–Liniger model. These include bound states called strings. Here we obtained the large $T$ asymptotics of $P_N(T)$ from the contribution of the ground state of the Lieb–Liniger model, for the BB and the BM. We were able to extend this asymptotics to arbitrary fixed initial and final endpoints for the BM. Our main result is that the PDF of the coincidence time has a universal decay at large $T$, of the form $P_N(T) \sim \exp(-3T^2/(N^3 - N))$, and only the pre-exponential factor depends on the geometry. For the BB we used the connection to the droplet solution of the KPZ equation, and for the BM to the flat initial condition. It would be interesting to use other known solutions of the KPZ equation, such as the stationary initial condition or KPZ in a half-space, to obtain properties on the coincidence time of Brownian walkers with different constraints. More generally, it would interesting to establish other universal properties of the distribution coincidence time using the knowledge of the spectral properties of the Lieb–Liniger model. We hope that this work will motivate further studies of the coincidence properties of multiple diffusions.
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Appendix A: Expected Value of the Coincidence Time for Non Identical Diffusing Particles

Considering independent particles with different diffusion coefficients $D_i$ and initial velocity $v_i$, we may compute the mean coincidence time using the independence together with the Brownian propagator.
We verify that this result only depends on the difference of speeds $v_i - v_j$ and not on the speed of the centre of mass $\bar{v} = \frac{1}{N} \sum_{i=1}^{N} v_i$. It is therefore not affected by a global shift of the speed $v_i \rightarrow v_i + v$.

**Appendix B: Details of the Calculations of the Distribution for $N = 3$ Brownian Bridges**

In this section, we detail the steps to obtain Eq. (47). We start from Eq. (46) that we reproduce here

$$P_{3,\text{BB}}(T) = \partial_T^3 \int_0^T \int_0^{T-r_1} \int_0^{T-r_1-r_2} \int_0^{T-r_1-r_2-r_3} \Sigma_3 \Theta(T - u_1 - u_2 - u_3) e^{-\frac{(u_1-u_2)^2}{2}}$$

The first term in the integrand will give a zero contribution as after integration it is proportional to $T^3$ and derived four times with respect to $T$. The second term can be computed as

$$= -3\partial_T^4 \int_0^T \int_0^{T-u_1} \int_0^{T-u_1} \int_0^{T-u_2} \left[ 1 - 3e^{-\frac{(u_1-u_2)^2}{2}} + 2\prod_{i=1}^{3} e^{-\frac{(u_i-u_{i+1})^2}{2}} \right]$$

Finally, the third term in the integrand of Eq. (B.1) can also be obtained explicitly

$$= 2\partial_T^3 \int_0^T \int_0^{T-u_1} \int_0^{T-u_1} \int_0^{T-u_2} \Sigma_3 e^{-\frac{1}{4}[(u_1-u_2)^2+(u_2-u_3)^2+(u_1-u_3)^2]}$$

$$= 2\partial_T^3 \int_0^T \int_0^{T-u_1} \int_0^{T-u_1} \int_0^{T-u_2} e^{-\frac{1}{4}[(u_1-u_2)^2+(2u_2+u_1-T)^2+(2u_1+u_2-T)^2]}$$

$$= 2\partial_T^3 \int_0^T \int_0^{T-u_1} \int_0^{T-u_1} \int_0^{T-u_2} e^{-\frac{1}{8}(T^2-Tu_1)} e^{-\frac{1}{4}[(u_1-u_2)^2+u_2^2+(u_1-u_2)^2]}$$

$$= 2\partial_T^3 \int_0^T \int_0^{T-u_1} \int_0^{T-u_1} \int_0^{T-u_2} e^{-\frac{1}{8}(T^2-Tu_1)} e^{-\frac{1}{4}[(u_1-u_2)^2+u_2^2+(u_1-u_2)^2]}$$
variables of unit variance. To simulate the Brownian bridge, we consider the process

$$
\frac{1}{2}(T-u_1) - \int_0^T \frac{\pi}{6} e^{-\pi x^2/6} \left[ \int_0^T \frac{1}{2} e^{-2(T-u_1)} e^{-\frac{(T-3u_1)^2}{8}} \sqrt{\frac{3}{8}} \right] du_1
$$

Computing the derivative in Eq. (B.3) and combining this term with Eq. (B.2), we obtain the final result for $N = 3$ Brownian bridges in Eq. (47).

**Appendix C: Details of the Numerical Simulations**

Our numerical simulations of the Brownian motion are realized from independent random walks

$$
x_{BM,i+1,j} = x_{BM,i,j} + \sqrt{2} \eta_{i+1,j}, \quad x_0 = 0,
$$

for $T = 10^4$ steps and $j = 1, \ldots, N$ where the $\eta_{i,j}$'s are Gaussian centered i.i.d random variables of unit variance. To simulate the Brownian bridge, we consider the process

$$
x_{BB,i,j} = x_{BM,i,j} - \frac{i}{T} x_{BM,T,j},
$$

to ensure $x_{BB,T} = x_{BB,0} = 0$. To measure the local time we just add for each $j \neq k$ the number of steps $i$ where $|x_{i,j} - x_{i,k}| < \ell$ and divide by $2\ell T$. We chose for the simulations $\ell = 0, 01$.
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