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Abstract: The aim of the study was to increase the speed, quantity and quality of solutions in intelligent systems aimed at solving the problem of structural–parametric synthesis of models of large discrete systems with a given behavior. As a hypothesis, it was assumed that the adapted model of an artificial neural network is able to control changes in the parameters of the functioning of the operators of the genetic algorithm directly in the process of solving the problem of intelligent structural–parametric synthesis of models of large discrete systems. To solve the problem of managing the process of intelligent search for solutions based on a genetic algorithm, an artificial neural network, which is used as an add-in, must dynamically change the “destructive” ability of operators based on data about the current and/or historical state of the population. In the article, the theory of Petri nets is used as a single mathematical device capable of modeling the work of evolutionary procedures. This mathematical tool is able to simulate the operation of a genetic algorithm adapted to solving the problem of structural–parametric synthesis of models of large discrete systems with a given behavior; simulate the operation and training of an artificial neural network; combine the genetic algorithm with a control add-in based on an artificial neural network to prevent attenuation and premature convergence; simulate the process of recognizing the state of the population; and simulate the operation of the models obtained as a result of the synthesis. As an example of the functioning of the proposed approach, the article presents the results of a computational experiment, which considers the problem of structural–parametric synthesis of computer technology based on the developed models of the element base-RS, D and T triggers that are capable of processing a given input vector into the required (reference) output. In the software implementation of the proposed approach, calculations on the CPU and CPU+GPGPU technologies were used.
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1. Introduction

Modern computer-aided design systems contain parametric optimization modules that allow for a given structure of the designed system to select such values of the parameters of the functioning of its elements, at which the designed system is able to satisfy the user. Automation of the process of searching and optimizing the structure of the synthesized system is also a non-trivial task, and the more elements, connections between them and parameters of their functioning included in the structure of the synthesized system,
the greater the amount of computing power required by modern automated systems to solve the problem.

At present time, many studies are aimed at solving the problem of improving the performance of computer technology: increasing the speed of computers; increasing the number of computers within a single device and synchronizing computers of one or more devices. However, this problem cannot be solved only with the help of hardware, so it is important to improve mathematical methods for finding solutions to the problem of structural–parametric synthesis.

One approach that has proven itself well in various subject areas is the use of intelligent methods. This class usually includes such mathematical tools as evolutionary strategies, differential evolution, genetic algorithms, programming of gene expression, artificial neural networks, etc.

In this paper, the use of a genetic algorithm is proposed as the main mathematical tool for solving the problem of structural–parametric synthesis of models of large discrete systems with a given behavior.

This mathematical apparatus belongs to the class of heuristic methods, the use of which is due to the solution of optimization and modeling using random selection, combination and variation of the desired structures of the synthesized system and the parameters of the functioning of the components. The adaptation of the genetic algorithm was carried out using the theory of Petri nets. In general, the proposed model is able to solve the problem, but directly in the genetic algorithm, taking into account the specifics of this tool, during the synthesis of solutions, such situations may arise in which the population is in a local extremum, premature convergence is observed, etc. The way out of this situation can be restarting the search procedure or manual correction of the parameters of the functioning of the operators of the genetic algorithm by the operator of the intelligent system. The use of such approaches affects not only the search time for solutions, but also the quality of the solutions obtained as a result of intelligent synthesis, so it is advisable to adjust the parameters of the operators of the genetic algorithm directly in the process of its operation, in order to avoid the above problems.

Modern research suggests the relevance of solving this problem, as researchers in this subject area develop adaptive methods for correcting the parameters of the functioning of genetic algorithms. The development of new approaches to the implementation of the genetic algorithm, which is able to adapt to the solution of the task directly in the process of finding solutions, is relevant. This approach was considered in the papers [1,2].

One of the promising methods in this field is the synergy of artificial neural networks and genetic algorithms [3], because the mathematical apparatus of artificial neural networks has proven itself well in solving control problems.

When using an artificial neural network as a control add-in over a genetic algorithm, it is advisable to apply a change in the destructive ability of its operators, the more expressed is the destructive ability, the greater the dispersion of individuals in the population over the solution space, which allows to knock the population out of the local extremum, with a decrease in the destructive ability, the population is able to conduct a more thorough study of the solution area in which it is currently located. Therefore, it is advisable to classify the parameters of the functioning of operators, in accordance with their destructive capacity. This classification will allow an artificial neural network to control the movement of the population in the decision space.

To simulate the operation of a genetic algorithm and an artificial neural network, it is advisable to use a single mathematical apparatus that will describe the operation of the selected intelligent methods, control the procedure of intelligent structural–parametric synthesis, and describe the structure and parameters of the synthesized models. The use of the theory of Petri nets is proposed as such a mathematical device. This mathematical apparatus has been widely used in various subject areas and a large number of extensions that allow users to model not only discrete, but also continuous systems.
On the basis of a single obtained model (Petri net) of a genetic algorithm under the control of an artificial neural network, a number of computational experiments are conducted, the task of which is to evaluate the increase in the convergence rate of the genetic algorithm, calculate the number of solutions found and determine whether it is possible to reduce the number of attenuations of the genetic algorithm. At the same time, for the experiment, a software implementation was carried out, using devices with a different number of computers: CPU and CPU+GPGPU. This allowed us to test the proposed model based on the Petri net for adequacy when working with the GPGPU technology, because this technology cannot provide an increase in performance if the branch block is used incorrectly, which is a "bottleneck" in the software implementation of many models and methods.

2. Literature Review for the Research Area

In the field of development of methods of structural–parametric synthesis, a large number of studies are conducted, since the solution of this problem is in demand in various subject areas: search for solutions in socio-economic systems, technological systems, energy systems, synthesis and reengineering of business processes, etc. This is due to the wide spread of specialized software tools and design automation services, and a logical requirement for a new generation of automation systems is the availability of specialized automation models for structural and parametric synthesis of developed systems, which will be able to synthesize a system based on the existing element base, and a given behavior (input and output vector) will be able to synthesize a solution within an adequate time.

Since the task of structural synthesis is quite time-consuming, it requires the improvement of existing methods and the development of new ones. In the field of parametric synthesis, the following methods are commonly used: heuristic methods, search methods, diagonal method, finite state machine synthesis method, etc. For the most part, these methods are based on a pre-known structure of the synthesized system, and the task is to find a parameterized structure that can transform the input set X into the set Y formed at the output of the system.

When solving the problem of structural synthesis, researchers use analytical methods, methods based on graph theory, heuristic methods, etc. In this case, the task is reduced to the synthesis of the system structure, that is, the selection of components and connections between them. The listed methods can be classified into standard ones: selection from ready-made prototype structures; construction of a private structure from a general one; directed search in the “AND-OR” tree; directed search in the state tree.

Usually, structural synthesis is associated with parametric synthesis, because the elements that make up the structure of the synthesized system function in accordance with the specified parameters. An exception may be cases in which the structure obtained as a result of the synthesis ensures the operability of the system, and the parameters of the functioning of the system elements are designed to improve the quality of the system functioning. Thus, we can talk about the relevance of the problem of structural–parametric synthesis of systems [4,5].

In the structural–parametric synthesis of a large discrete system with a given behavior, the number of elements and parameters of their functioning is so large that the solution of this problem by iteration is impossible even with the use of modern computing systems. Therefore, it is advisable to use the methods of directed search. The range of such methods is quite wide:

- Genetic algorithms;
- Simulated annealing method;
- A set of algorithms based on the ant colony method;
- Algorithm with a pair breakdown;
- Algorithm with a return on a failed step;
- Algorithm with recalculation in case of an unsuccessful step;
- Search with bans, etc.
In recent times, a large number of studies in the field of structural–parametric synthesis have been aimed at the use of artificial intelligence methods, among which the genetic algorithm is widely used.

Genetic algorithms are commonly referred to as heuristic methods that are used in the following tasks: solution search, optimization and modeling. To solve the problem, the genetic algorithm uses random selection and combination based on mechanisms similar to natural selection. At the same time, this algorithm does not guarantee an accurate or optimal solution, but this solution is sufficient to solve the problem [6].

The application of this algorithm is associated with a number of difficulties, among which it is worth noting the possibility of damping, premature convergence, population concentration in the area of the local extremum, etc. Therefore, many studies are aimed at solving this problem. Modern approaches to solving the problem of increasing the convergence of a genetic algorithm can be classified as follows: creating new operators of the genetic algorithm; upgrading existing operators; changing the number and order of operation of operators; adjusting the number of individuals in the initial population; and development of an adaptive genetic algorithm that can change the parameters of functioning in the process of operation.

The most promising direction in solving time-consuming tasks is the development of a genetic algorithm that can adapt to the solution of the problem in the process of work. For this purpose, it is customary either to combine evolutionary procedures, for example, to use an ant algorithm or an artificial neural network [3], or to use methods of changing the settings of the parameters of the operator’s functioning by using fuzzy logic methods or elitism strategies, or to create a structure of two genetic algorithms [7,8], one of which solves the problem of configuring the parameters of the operators functioning of the second.

In general, setting up a genetic algorithm in a specific subject area is quite complex, and optimizing the parameters of the functioning of operators in one subject area for a specific problem cannot guarantee the efficiency of work when solving a similar problem [9]. Thus, the application of this evolutionary procedure in solving the problem of structural–parametric synthesis of large discrete systems with a given behavior requires the choice of a control add-in that can change the parameters of the operators functioning directly in the process of the evolutionary procedure.

In this paper, we propose the use of an artificial neural network to solve the problem of structural–parametric synthesis of models of large discrete systems with a given behavior.

3. Materials and Methods

To achieve the goal of research to improve speedwork, quantity and quality of synthesized models of large discrete systems with a given behavior of solutions in intelligent information systems based on genetic algorithms, the paper proposes the use of artificial neural networks.

At the same time, the problem of determining the mathematical apparatus, that combines the selected evolutionary methods into a single model and support simulation modeling, arose. The apparatus would allow us to conduct computational experiments on the resulting models to assess their adequacy. For this purpose, the paper proposes the use of the mathematical apparatus of the theory of Petri nets.

The mathematical apparatus of the theory of Petri nets is widely used and has a large number of extensions (types), among which it is worth noting temporary networks, inhibitory networks, continuous networks, nested networks, color networks, information networks, etc. This variety allows you to model discrete systems in different subject areas.

In Reference [10], it was proposed to use nested Petri nets to model the operation of a genetic algorithm (see Figure 1). Nested Petri nets allow using a multi-level approach, which consists in the fact that the top-level label of the model is a Petri net PN.
networks, etc. This variety allows you to model discrete systems in different subject areas.

In Reference [10], it was proposed to use nested Petri nets to model the operation of a genetic algorithm (see Figure 1).

Figure 1. Model of a genetic algorithm based on Petri nets.

The operation of the presented model is as follows:
- It is required to create models of the element base based on the theory of Petri nets;
- Encode each of the elements with a binary string;
- Perform encoding of the types of inter-element relationships with a binary string;
- Form the initial population in the form of a binary string that contains information about the elements and the relationships between them, while being a second-level model based on the Petri net, and place it in the positions of layer A;
- Calculate the fitness function for each individual of the population (to calculate the fitness function, the input vector is given to the input of the second-level model, the model operation is simulated, the resulting output vector is compared with the reference output vector by the Hamming distance. The resulting values of the target function are written to the label);
- The SEL transition performs the function of a selection operator, selects pairs for crossing based on the target function, and moves the population to the positions of layer B;
- CROSS transitions perform the work of the crossing operator and moves the population to the positions of layer D;
- MUT transitions perform the work of the mutation operator and moves the population from the position of the E layer;
- The RED transition performs the work of the reduction operator, i.e., it calculates the fitness function of the individuals in the population and destroys the individuals with the highest value of the fitness function in a given volume, after which it returns the population to the position of layer A;
- Process the specified number of cycles with the population [10].

Let us consider an example of how the model used works; let us say that you need to find a configuration of triggers that converts the input vector (0, 1, 1, 0) to the output vector (1, 0, 1, 0).
We define the objective function by using the concept of a metric space and considering the resulting vector at the output of the synthesized model and the reference output vector as Euclidean elements with a distance as follows:

\[ \rho_1(x, y) = \sum_{w=1}^{W} |x_w - y_w| \]

where \( y = (y_1, \ldots, y_n) \).

The smaller \( \rho_1 \) is, the closer the PN model is to the specified property. If \( \rho_1 = 0 \), then the model PN has the specified property.

**Step 1.** A population of four individual configurations is randomly formed (Table 1).

| Configurations       | Triggers     | Initial State | Substitution |
|----------------------|--------------|---------------|--------------|
| Configuration 1      | (T, T, RS, RS)| (1, 1, 1, 0)  | \( F_1 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 2 & 1 & 4 & 3 \end{pmatrix} \) |
| Configuration 2      | (RS, T, T, D)| (0, 0, 0, 0)  | \( F_2 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 3 & 2 & 4 & 1 \end{pmatrix} \) |
| Configuration 3      | (RS, D, RS, RS)| (1, 0, 0, 1)  | \( F_3 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 1 & 2 & 4 & 3 \end{pmatrix} \) |
| Configuration 4      | (RS, D, D, D)| (0, 1, 0, 0)  | \( F_4 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 2 & 4 & 3 & 1 \end{pmatrix} \) |

An image of an individual population represented by a network top-level label and simulating the operation of the configuration \( (T, T, RS, RS) \) in the initial state \( (1, 1, 1, 0) \) is shown in Figure 2.
Step 2. Choose the two best configurations.
The input vector (0, 1, 1, 0) is fed to the input of each configuration and the distance (the sum of the modules of the coordinate differences) between the resulting output vector and the required output vector is calculated (1, 0, 1, 0). The smaller the distance, the better the configuration (see Table 2).

**Table 2.** The value of the fitness function of individuals of the initial population.

| Configuration  | Output Vector | Distance |
|----------------|---------------|----------|
| Configuration 1 | (1, 0, 0, 1)  | 2        |
| Configuration 2 | (1, 0, 0, 1)  | 2        |
| Configuration 3 | (0, 1, 0, 1)  | 4        |
| Configuration 4 | (1, 0, 0, 1)  | 2        |

The best configurations are 1, 2 and 4. Configurations 1 and 4 are randomly selected.

Step 3. Crossing configurations.
A split point is randomly selected—in the middle of the individual (see Table 3).

**Table 3.** Split point.

| Parents | Triggers | State | Substitution |
|---------|----------|-------|--------------|
| Configuration 1 | (T, T, | RS, RS) | (1, 1, | 1, 0) | \( F_1 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 2 & 1 & 4 & 3 \end{pmatrix} \) |
| Configuration 4 | (RS, D, | D, D) | (0, 1, | 0, 0) | \( F_4 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 2 & 4 & 3 & 1 \end{pmatrix} \) |

As a result of crossing, Configurations 5 and 6 are obtained. The substitutions do not change (\( F_1 = F_5, F_4 = F_6 \)) (see Table 4).

**Table 4.** Crossing result.

| Descendants | Triggers | State | Substitution |
|-------------|----------|-------|--------------|
| Configuration 5 | (T, T, | D, D) | (1, 1, | 0, 0) | \( F_5 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 2 & 1 & 4 & 3 \end{pmatrix} \) |
| Configuration 6 | (RS, D, | RS, RS) | (0, 1, | 1, 0) | \( F_6 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 2 & 4 & 3 & 1 \end{pmatrix} \) |

Step 4. Mutation of the descendant configuration.
Configuration 6 is randomly selected. The last RS trigger is randomly selected and randomly changed to the D trigger. The result is Configuration 7 (see Table 5).

**Table 5.** Mutation of the descendant configuration.

| Configuration 7 | Triggers | Initial state | Substitution |
|-----------------|----------|---------------|--------------|
| Configuration 7 | (RS, D, | RS, D) | (0, 1, 1, 0) | \( F_7 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 2 & 4 & 3 & 1 \end{pmatrix} \) |

Step 5. Reduction of configurations.
The input vector (0, 1, 1, 0) is fed to the input of the descendant configurations and the distance (the sum of the modules of the coordinate differences) between the resulting output vector and the required output vector is calculated (1, 0, 1, 0) (see Table 6).
Table 6. The value of the fitness function for Configuration 5 and Configuration 7.

| Configuration | Output Vector | Difference |
|---------------|---------------|------------|
| Configuration 5 | (1, 0, 0, 1) | 2          |
| Configuration 7 | (1, 0, 1, 0) | 0          |

The two weakest configurations must be removed from the population (see Table 7).

Table 7. Reduction of configurations.

| Configuration | Difference |
|---------------|------------|
| Configuration 1 | 2          |
| Configuration 2 | 2          |
| Configuration 3 | 4          |
| Configuration 4 | 2          |
| Configuration 5 | 2          |
| Configuration 7 | 0          |

Configuration 3 is the weakest. From the four configurations that are in the penultimate place, Configuration 2 is randomly selected.

Step 6. Checking the algorithm shutdown criterion (see Table 8).

Table 8. Population after reduction.

| Configuration | Difference |
|---------------|------------|
| Configuration 1 | 2          |
| Configuration 4 | 2          |
| Configuration 5 | 2          |
| Configuration 7 | 0          |

Configuration 7 is the required configuration.

Thus, the work of the model of the genetic algorithm based on nested Petri nets is performed.

To simulate the operation of an artificial neural network, it is also advisable to use the mathematical apparatus of the theory of Petri nets. At the same time, it is necessary to provide for the possibility of training the network. Therefore, as a means of storing information about the weight of synapses, it is necessary to use labels that can be changed during network training without compromising the structure of the artificial neural network.

The model of the genetic algorithm (shown in Figure 1) based on nested Petri nets should be modified to take into account the task of controlling the genetic algorithm. As the work of operators in the top-level network is modeled by transitions, accordingly, it is necessary to adapt this model by adding a transition layer for each operator, each transition in the operator layer models the work with certain functioning settings.

When forming a single model, it is necessary to provide for the connection of an artificial neural network model and a genetic algorithm. For this purpose, it is advisable to use positions, the presence of labels in the positions allows you to change the trajectory of the population according to the model of the genetic algorithm, thereby ensuring changes in the parameters of the operators.

The mathematical apparatus of Petri net theory has the property of parallelism, which is supported by the selected artificial intelligence methods and GPGPU technology. This feature allows us to apply parallel computing in the software implementation of the developed model and evaluate the increase in performance, taking into account the use of this technology.
4. Results

In this paper, we consider the simulation of the perceptron using the theory of Petri nets with further integration with the model of the genetic algorithm for solving the problem of structural–parametric synthesis of large discrete systems.

Figure 3 shows a logical model of an elementary perceptron.

![Diagram of the elementary perceptron.](image)

The structure of this model consists of the following elements:
- \( S \)-elements, the purpose of which is to model the receptor layer or the input layer of an artificial neuron;
- \( A \)-elements intended for association modeling (hidden layer);
- \( R \)-elements are used to model the response of an artificial neural network (the output layer of the neural network);
- \( W \) is the interaction matrix, i.e., the weights of the synapses connecting the layers of the artificial neural network;
- \( B \) is the displacement neuron [11].

Then the perceptron can be represented in the following form:

\[
NS = \langle S, A, R, W, B \rangle \tag{1}
\]

\[
S = (S_1, \ldots, S_K), \tag{2}
\]

where \( S_i \) is the \( i \)-th perceptron receptor.

\[
A = (A_1, \ldots, A_L), \tag{3}
\]

where \( A_i \) is the \( i \)-th association of the perceptron.

\[
R = (R_1, \ldots, R_M), \tag{4}
\]

where \( R_i \) is the \( i \)-th perceptron reaction.

\[
W = (W_1, \ldots, W_O), \tag{5}
\]

where \( W_i \) is the \( i \)-th weight of the connection between the layers \( S, A, \) and \( R \) of the perceptron.

\[
B = (B_1, \ldots, B_C), \tag{6}
\]

where \( B_i \) is the \( i \)-th displacement neuron with the corresponding weight.
When modeling an artificial neural network using the mathematical apparatus of Petri net theory, Formula (1) can be represented as follows:

$$PN_{NS} = \langle P_s, \ P_{NA}, \ P_R, \ P_W, \ P_B, \ PN_{contr}, \ M_0, \ L, \ T, \ P_{out} \rangle,$$

where $PN_{NS}$ is a Petri net that simulates the operation of a perceptron;

$P_s$—positions simulating the perceptron receptor (the set of input positions of the artificial neural network model):

$$P_s = \{ P_{Si} \}_{i = 1}^n$$

where $n$ is the number of inputs to the artificial neural network.

$PN_A$ is a Petri net that simulates the operation of the association (provided by $\sum_{i=1}^{n} w_i \ast x_i \ast b_i$):

$$PN_A = \{ P_{NAi} \}_{i = 1}^G$$

where $G$ is the number of neurons in the layer.

$P_R$—positions that preserve the perceptron response (the set of output positions of the artificial neural network model):

$$P_R = \{ P_{Ri} \}_{i = 1}^G$$

$P_W$—position that stores the weight factor value:

$$P_W = \{ P_{Wi} \}_{i = 1}^Q$$

where $Q$ is the number of $W$-type connections in the artificial neural network.

$P_B$—position that stores the value of the weight coefficient of the connection of the correcting neuron and the $PN_A$:

$$P_B = \{ P_{Bi} \}_{i = 1}^D$$

where $D$ is the number of connections of the correcting neuron layer with the $PN_A$.

$PN_{contr}$—a Petri net that provides the sequence of triggering layers of the artificial neural network model:

$M_0$—initial network marking;

$L$—arcs that connect components into a single network;

$T$—junctions that connect components to a single network;

$P_{out}$—output positions.

$$P_{out} = \{ P_{outi} \}_{i = 1}^e$$

where $e$ is the number of neurons in the output layer of the artificial neural network.

The Petri net is usually displayed as positions $P$, transitions $T$, arcs $L$, and the initial marking $M_0$ [12,13]:

$$PN = \langle P, \ T, \ L, \ M_0 \rangle,$$

Then, we have the following:

$$PN_{cont} = \langle P_{cont}, \ T_{cont}, \ L_{cont}, \ M_{0cont} \rangle,$$

Accordingly, Formula (7) can be presented in the following form:

$$PN_{NS} = \langle \{ P_{Si} \}_{i = 1}^n, \ \{ P_{NAi} \}_{i = 1}^G, \ \{ P_{Wi} \}_{i = 1}^Q, \ \{ P_{Bi} \}_{i = 1}^D, \ \{ P_{cont} \}, \ \{ T_{cont} \}, \ \{ L_{cont} \}, \ \{ M_{0cont} \}, \ M_0, \ L, \ T \rangle.$$
Figure 4. Example of an artificial neural network.

Based on the representation (16) and Figure 4, the model of an artificial neural network based on a Petri net can be represented as follows (see Figure 5).

According to (16), we have the following:
- \( P_b = \{P_0, P_1, P_2, P_3\} \) (\( P_3 \)—correction neuron);
- \( P_R = \{P_{10}, P_{11}\} \);
- \( P_W = \{P_4, P_5, P_6, P_7, P_8, P_9, P_{18}, P_{19}\} \);
- \( P_B = \{P_{12}, P_{13}, P_{17}\} \);
- \( \text{Pout} = \{P_{16}\} \);
- \( \text{PNcont} = <\{P_{20}, P_{21}, P_{22}, P_{23}, P_{24}, P_{25}, P_{26}, P_{27}, P_{31}, P_{32}, P_{33}, P_{34}, P_{35}\}, \{T_0, T_1, T_2, T_3, T_4, T_5, T_6, T_7, T_8, T_9, T_{10}, T_{11}, T_{12}, T_{13}, T_{14}, T_{15}\}, \{L_{\text{ang}}, L_{\text{rl}}, M_0, P_{\text{cont}}\}>; \)
- \( M_0 = \{1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 1, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0\}. \)
Since in the proposed model the labels simulate the input data and the weights of the synapses, it is advisable to modernize their representation (see Table 9)

**Table 9.** Representation of the initial marking in the developed model.

| $M_i$ | $K$ | $K_n$ | $W_n$ (или $B_n$) |
|-------|-----|-------|-------------------|
| $P_0$ | 1   | $K_n$ | 0.02              |
|       | 2   |       | $-0.3$            |
|       | $N$ |       | $0.34$            |
|       | $n$ |       |                   |

$M_i$—$i$-th marking of the Petri net;
$P_0$—position in the artificial neural network model based on the Petri net;
$K$—the number of labels in $P_0$ (from 0 to $n$);
$K_n$—the ordinal number of the placemark in the $P_0$ position;
$W_n$ (или $B_n$) is the weight of the label, where $n$ is the ordinal number of the label.

Then, for the presented model of the artificial neural network in Figure 4, the initial marking of the Petri net can be represented in the following way (see Table 10).

**Table 10.** Example of the initial marking.

| $M_0$ | $M_1$ | $K$ | $K_1$ | $W_{1,0}$ | $P_9$ | $K$ | $K_1$ | $W_{1,2}$ | $P_{10}$ | $K$ | $K_1$ | $W_{1,3}$ | $P_{11}$ | $K$ | $K_1$ | $W_{1,5}$ | $P_{12}$ | $K$ | $K_1$ | $W_{1,7}$ | $P_{13}$ | $K$ | $K_1$ | $W_{1,9}$ | $P_{14}$ |
|-------|-------|-----|-------|-----------|-------|-----|-------|-----------|-----------|-----|-------|-----------|-----------|-----|-------|-----------|-----------|-----|-------|-----------|-----------|-----|-------|-----------|-----------|
| $P_0$ | 1 1 1 | 1   |      |           | $P_9$ | K   | K_1  | W_{1,6}  |           | P_{18} | K   | K_1  | W_{1,7}  |           | P_{27} | K   | K_0  | W_{0,0}  |           | P_{36} | K   | K_0  | W_{0,0}  |           |
| $P_1$ | 1 1 1 | 1   |      |           | $P_{10}$ | K   | K_0  | W_{0,0}  |           | P_{19} | K   | K_1  | W_{1,8}  |           | P_{28} | K   | K_0  | W_{0,0}  |           | P_{37} | K   | K_0  | W_{0,0}  |           |
| $P_2$ | 1 1 1 | 1   |      |           | $P_{11}$ | K   | K_0  | W_{0,0}  |           | P_{20} | K   | K_0  | W_{0,0}  |           | P_{29} | K   | K_0  | W_{0,0}  |           | P_{38} | K   | K_0  | W_{0,0}  |           |
| $P_3$ | 1 1 1 | 1   |      |           | $P_{12}$ | K   | K_1  | $B_{1,3}$ |           | P_{21} | K   | K_0  | W_{0,0}  |           | P_{30} | K   | K_0  | W_{0,0}  |           | P_{39} | K   | K_0  | W_{0,0}  |           |
| $P_4$ | 1 1 1 | 1   | 0.5   |           | $P_{13}$ | K   | K_1  | $B_{1,4}$ |           | P_{22} | K   | K_0  | W_{0,0}  |           | P_{31} | K   | K_0  | W_{0,0}  |           | P_{40} | K   | K_0  | W_{0,0}  |           |
| $P_5$ | 1 1 1 | 1   | $-0.3$ |           | $P_{14}$ | K   | K_0  | W_{0,0}  |           | P_{23} | K   | K_0  | W_{0,0}  |           | P_{32} | K   | K_0  | W_{0,0}  |           | P_{41} | K   | K_0  | W_{0,0}  |           |
| $P_6$ | 1 1 1 | 1   | 0.2   |           | $P_{15}$ | K   | K_0  | W_{0,0}  |           | P_{24} | K   | K_0  | W_{0,0}  |           | P_{33} | K   | K_0  | W_{0,0}  |           | P_{42} | K   | K_0  | W_{0,0}  |           |
| $P_7$ | 1 1 1 | 1   | 0.4   |           | $P_{16}$ | K   | K_0  | W_{0,0}  |           | P_{25} | K   | K_0  | W_{0,0}  |           | P_{34} | K   | K_0  | W_{0,0}  |           | P_{43} | K   | K_0  | W_{0,0}  |           |
| $P_8$ | 1 1 1 | 1   | 0.6   |           | $P_{17}$ | K   | K_1  | $B_{1,3}$ |           | P_{26} | K   | K_0  | W_{0,0}  |           | P_{35} | K   | K_0  | W_{0,0}  |           | P_{44} | K   | K_0  | W_{0,0}  |           |
|       |       |     |       |           | $P_{18}$ | K   | K_1  | $B_{1,5}$ |           | P_{27} | K   | K_0  | W_{0,0}  |           | P_{36} | K   | K_0  | W_{0,0}  |           | P_{45} | K   | K_0  | W_{0,0}  |           |

Thus, the model of an artificial neural network based on the mathematical apparatus of the Petri net theory fully corresponds to the model presented in Figure 5.

To control the genetic algorithm, it was necessary to develop a model of an artificial neural network using the proposed approach. For this purpose, the genetic algorithm presented in Figure 1 (see Figure 6) was adapted.
Figure 6. Adaptation of the genetic algorithm to the solution of the problem of structural–parametric synthesis and control of the search procedure using an artificial neural network model.
Let us consider in more detail the use and application of the upgraded model of the genetic algorithm.

When solving the problem of controlling a genetic algorithm in the process of solution synthesis, it is advisable to consider the work of operators:

\[ GA = \langle Sel, Cross, Mut, Red \rangle, \]  
(17)

where we have the following:
- \( SEL \) is the selection operator;
- \( CROSS \) is the crossing operator;
- \( MUT \) is the mutation operator;
- \( RED \) is the reduction operator.

Each operator has different operating parameters. Under the parameters of the operators, we can understand the following:

**SEL operator:**
- Tournament selection;
- Roulette selection;
- Combined (based on tournament and roulette), etc.

**CROSS operator:**
- Single-point;
- Two-point;
- Multipoint, etc.

**MUT operator:**
- Single-position mutation;
- Multi-position mutation
- Probability of triggering the mutation operator, etc.

**RED operator:**
- Leave a certain number of individuals in the population with the fitness function value not lower than the specified threshold;
- Leave all individuals in the population regardless of the value of the target function, etc.

Depending on the selected parameter of the operator’s performance, its resolution, i.e., the ability to change the binary string of the chromosome, changes, which in turn affects the movement of the population in the solution space.

In this case, the operators can be represented as follows:

\[ SEL = \{ Parsel_i \}_{i=1}^R, \]  
(18)

where \( Parsel_i \) — \( i \)-th parameter of \( SEL \) operator’s functioning;

\[ CROSS = \{ Parcross_j \}_{j=1}^S, \]  
(19)

where \( Parcross_j \) — \( j \)-th parameter of \( CROSS \) operator’s functioning;

\[ MUT = \{ Parmut_k \}_{k=1}^J, \]  
(20)

where \( Parmut_k \) — \( k \)-th parameter of \( MUT \) operator’s functioning;

\[ RED = \{ Parred_o \}_{o=1}^U, \]  
(21)

where \( Parred_o \) — \( o \)-th parameter of \( RED \) operator’s functioning.

Then the genetic algorithm can be represented as a combination of the parameters of its operators:
In this case, the operators can be represented as follows:

$$GA = \langle \text{Parsel}_i, \text{Parcross}_j, \text{Parmut}_k, \text{Parred}_o \rangle,$$  \hfill (22)

The use of the theory of Petri nets is proposed as an instrumental simulation of the genetic algorithm and artificial neural networks. A Petri net is a bipartite directed graph consisting of two types of vertices—positions and transitions connected by arcs. $PN = (P, T, L)$, where $P$ is the positions, $T$ is the transitions, and $L$ is the relation between the vertices corresponding to the arcs of the graph. The marking of the network is also used—the function $M$, which matches each position with a non-negative integer. The marking can be characterized by the vector $M = \langle M(P_1), \ldots, M(P_n) \rangle$, where $n$ is the number of positions in the network. In the graphical representation, the marking $M$ corresponds to the number of marks in the positions of the Petri net.

As in the model shown in Figure 1, the top-level transitions model the operation of the operators of the evolutionary procedure, and the positions serve to store labels, which in turn are models of individuals in the population.

Then the simulation model of the genetic algorithm can be represented as follows:

$$PN_{GA} = \langle P, T, L, M_0 \rangle,$$  \hfill (23)

where we have the following:

- $P$—network positions;
- $T$—network transitions;
- $L$—connecting arcs;
- $M_0$—initial marking of the network.

Positions need to be divided into two types: positions for storing the population and positions for managing the parameters of the operators.

$$P = \langle P_{\text{Sel},i}, P_{\text{Cross},j}, P_{\text{Mut},m}, P_{\text{Red},m}, P_{\text{Sel cont},r}, P_{\text{Cross cont},l}, P_{\text{Mut cont},j}, P_{\text{Red cont},u} \rangle,$$  \hfill (24)

where the positions for storing the population are as follows:

- $P_{\text{Sel},i} = \{ P_{\text{Sel},i} \}_{i=1}^I$—set of positions for storing the population of individuals in the SEL layer;
- $P_{\text{Cross},j} = \{ P_{\text{Cross},j} \}_{j=1}^J$—set of positions for storing the population of individuals in the CROSS layer;
- $P_{\text{Mut},m} = \{ P_{\text{Mut},m} \}_{m=1}^M$—set of positions for storing the population of individuals in the MUT layer;
- $P_{\text{Red},m} = \{ P_{\text{Red},m} \}_{m=1}^M$—set of positions for storing the population of individuals in the RED layer.

Transitions $T$ can simulate the operation of operators with different functioning parameters.

$$T = \{ T_{\text{sel}}, T_{\text{cross}}, T_{\text{mut}}, T_{\text{red}} \},$$  \hfill (25)

where $T_{\text{sel}} = \{ T_{\text{sel}} \}_{r=1}^R$—transitions that simulate the operation of the SEL operator with a certain function parameter $R$;

$$T_{\text{cross}} = \{ T_{\text{cross}} \}_{j=1}^J$$—transitions that simulate the operation of the CROSS operator in the connected layer $S$ with a certain function parameter $J$;

$$T_{\text{mut}} = \{ T_{\text{mut}} \}_{m=1}^M$$—transitions that simulate the operation of the MUT operator in the connected layer $J$ with a certain function parameter $M$;

$$T_{\text{red}} = \{ T_{\text{red}} \}_{u=1}^U$$—transitions that simulate the operation of the RED operator with a certain $U$ function parameter.

In addition to the positions and transitions in the simulation model of the genetic algorithm based on Petri nets, it is necessary to determine the connecting arcs of $L$.

$$L = \langle L_{\text{inc}}, L_{\text{exc}} \rangle,$$  \hfill (26)
where $L_{inc}$—the included arcs along which the labels pass (achieved by “exciting” the transition by placing the label from the control neural network in the corresponding control position);

$L_{exc}$—disabled arcs (connected to the control position where there are no labels).

The value $M_0$ corresponds to the initial marking of the developed model based on Petri nets.

Operating is performed as follows:

At the beginning, the model of an artificial neural network based on Petri nets, built according to the principle shown in Figure 5, is connected to the one presented at the selected control positions (at the beginning of the work, the transitions with operator functions defined by the expert in Figure 6 are connected $P_{Sel \ cont,1}$, $P_{Cross \ cont,1}$, $P_{Mut \ cont,1}$, $P_{Red \ cont,1}$. The connection uses a different number of labels, since the number of transitions in the layers is different). Secondly, search criteria are entered. In the end the model is being launched.

The neural network model analyzes the state of the population and the genetic algorithm. In the proposed model, the following positions are highlighted: $P_{sel}$, $P_{cross}$, $P_{mut}$ and $P_{red}$, which are connected to the corresponding outputs of the artificial neural network model. The presence of labels in these positions activates a transition with a given parameter of the functioning of the genetic algorithm operator.

To solve the problem of increasing the speed and number of solutions found in an intelligent system of structural-parametric synthesis, it is necessary to develop a model of an artificial neural network based on the mathematical apparatus of Petri nets, that provides recognition of the state of the population and, if necessary, changes the parameters of the functioning of operators.

As an example, consider a population of 250 individuals. The model of a fully connected neural network can consist of the following:
- 251 neurons of the input layer (250 neurons for input data and one correction neuron);
- 250 neurons of the first hidden layer;
- 100 neurons of the second hidden layer;
- 5 neurons of the output layer (attenuation, attenuation, convergence, convergence and non-interference).

Training of the neural network is carried out by using the method of back propagation of the error. The activation function is $f(x) = \tanh(x)$.

The value of the fitness function of each individual in the population is used as input data:

$$In = \left\{ F_{fit,i} \right\}_{i=1}^{250}$$

For software implementation, we use the Python programming language and the Numba and PyCUDA modules.

For training, we used data obtained as a result of a computational experiment to find the configuration of a memory element (following the example of the genetic algorithm described earlier, but on a larger configuration):
- Element base based on RS, D and T triggers (models of which are made using the mathematical apparatus of Petri nets);
- The dimension of the configuration of the simulated device is 26X10;
- Static inter-component connections;
- Specified input vector—1010 0101 0101 0101 0101 0101 0101 0010 1010 1010 1010 1010 1010 1001;
- Specified output vector (the reference vector into which the synthesized device should process the specified input vector)—1000 1101 1001 0101 0001 1001 1111 1110 1010 1010 0000 1111 1001;
- The value of the fitness function is calculated from the Hamming distance between the reference vector and the output vector obtained after running the synthesized models;
- Number of training data for an artificial neural network—100 variants for each variant of the population state;
- The number of populations to be processed for solution synthesis is 200.

An example of the data that were used to train a neural network in a graphical representation is shown in Figure 7.

**Figure 7.** Example of input data for training an artificial neural network.

As a result of the training, the values of the synapse weight coefficients were obtained, which were used in modeling an artificial neural network using Petri net theory.

Based on the approach proposed in this paper, two models (a genetic algorithm and a neural network) were combined, and two computational experiments were conducted, the task of which was to do the following:

(1) The first involved estimating the number of solutions found that meet the search criteria, using a model of a genetic algorithm without an artificial neural network (Figure 1): Table 11 column 2 calculation on the CPU, as well as using its INS to control the GA Table 11 column 3 calculation on the CPU. The second experiment was the use of GPGPU technology [14] in software implementation for a model of a genetic algorithm without an artificial neural network in Table 3 column 4 and a model of a genetic algorithm using an artificial neural network in Table 11 column 5. The estimation of the number of solutions found was carried out when processing 200 generations of the population, using GPGPU + CPU, as well as using CPU only (see Table 11).
Table 11. Computational experiment 1.

| No. | Intel Core i5-9300H @ 2.4 GHz | Intel Core i5-9300H GB @ 2.4 GHz + Nvidia GEFORCE GTX 1650 4 GB |
|-----|-------------------------------|-------------------------------------------------------------|
|     | Fixed Inter-Component Connections without ANN | Fixed Inter-Component Connections with ANN | Fixed Inter-Component Connections without ANN | Fixed Inter-Component Connections with ANN |
|     | Time spent Processing 200 Generations, s. | Number of Solutions Found, Pcs. | Time Spent processing 200 Generations, s. | Number of Solutions Found, pcs. | Time Spent Processing 200 Generations, s. | Number of Solutions Found, pcs. |
| 1   | 168.4 | 0 | 178.4 | 1 | 63.13 | 1 | 76.13 | 1 |
| 2   | 174.1 | 1 | 183.1 | 1 | 62.03 | 0 | 76.03 | 2 |
| 3   | 165.8 | 1 | 172.8 | 2 | 62.27 | 1 | 73.27 | 1 |
| 4   | 163.2 | 0 | 173.2 | 1 | 57.40 | 1 | 64.4 | 1 |
| 5   | 180.3 | 0 | 193.3 | 0 | 63.10 | 0 | 75.1 | 1 |
| 6   | 190.8 | 1 | 198.8 | 1 | 69.60 | 0 | 86.6 | 1 |
| 7   | 220.4 | 1 | 236.4 | 1 | 77.47 | 0 | 88.47 | 2 |
| 8   | 160.3 | 0 | 177.3 | 1 | 60.43 | 2 | 68.43 | 0 |
| 9   | 176.9 | 0 | 183.9 | 2 | 65.97 | 1 | 81.97 | 1 |
| 10  | 194 | 0 | 207 | 0 | 67.67 | 0 | 78.67 | 0 |
| 11  | 178.5 | 0 | 186.5 | 0 | 63.50 | 0 | 79.5 | 0 |
| 12  | 194.4 | 0 | 201.4 | 1 | 68.70 | 0 | 76.8 | 1 |
| 13  | 186.4 | 0 | 198.4 | 0 | 65.13 | 1 | 74.13 | 1 |
| 14  | 177.5 | 0 | 185.5 | 1 | 63.17 | 1 | 74.17 | 1 |
| 15  | 188.2 | 0 | 201.2 | 0 | 67.73 | 0 | 76.73 | 1 |
| 16  | 200.3 | 0 | 214.3 | 0 | 70.77 | 0 | 87.77 | 2 |
| 17  | 190.2 | 2 | 208.2 | 1 | 69.40 | 0 | 80.4 | 1 |
| 18  | 160.4 | 0 | 178.4 | 0 | 56.47 | 0 | 63.47 | 0 |
| 19  | 195.3 | 0 | 205.3 | 1 | 70.10 | 1 | 84.1 | 2 |
| 20  | 194 | 0 | 207 | 1 | 68.67 | 1 | 83.67 | 1 |
| 21  | 178.3 | 0 | 192.3 | 1 | 61.77 | 1 | 74.77 | 0 |
| 22  | 172.9 | 0 | 187.9 | 0 | 64.63 | 0 | 81.63 | 0 |
| 23  | 167.4 | 1 | 183.4 | 0 | 59.80 | 1 | 69.8 | 0 |
| 24  | 176.7 | 0 | 186.7 | 0 | 64.57 | 0 | 77.57 | 2 |
| 25  | 194.3 | 0 | 208.3 | 2 | 71.77 | 0 | 80.77 | 1 |
| 26  | 183.5 | 0 | 193.5 | 0 | 64.17 | 0 | 78.17 | 1 |
| 27  | 220.2 | 1 | 232.2 | 1 | 80.40 | 0 | 90.4 | 1 |
| 28  | 186.7 | 0 | 198.7 | 0 | 69.23 | 1 | 86.23 | 1 |
| 29  | 197.1 | 0 | 213.1 | 1 | 72.70 | 1 | 87.7 | 1 |
| 30  | 170 | 0 | 177 | 0 | 63.67 | 0 | 78.67 | 2 |
| Average | 183.55 | 0.23 | 195.4 | 0.66 | 66.38 | 0.46 | 78.5 | 0.93 |

(2) The second involved determining, according to the evaluation of the performance improvement, the estimate of the time it would take to synthesize the first solution that meets the criteria: the model of the genetic algorithm without the INS Table 12 column 2 calculation on the CPU; the model of the genetic algorithm with the INS Table 12 column 3 calculation on the CPU; the model of the genetic algorithm without the INS Table 12 column 4 calculation on the CPU + GPGPU; the model of the genetic algorithm with the INS Table 12 column 5 calculation on the CPU + GPGPU; the waiting time for the solution is set to 3000 s, in case of not finding solutions, and the number is 0 (see Table 12).

For the computational experiment, we used Lenovo IdeaPad L340 Gaming; Intel Core i5-9300H @ 2.4 GHz processor; 8 Gb RAM; 512 Gb SDD; Nvidia GEFORCE GTX 1650 4 GB video card. The initial setup of the genetic algorithm operators is as follows:

- Selection operator—tournament selection;
- Crossing operator—single-point;
- Mutation operator—multipoint (mutation probability 0.3);
- Reduction operator—50% of individuals with the best fitness function value remain in the population.
Table 12. Computational experiment 2.

| No. | Intel Core i5-9300H @ 2.4 GHz | Intel Core i5-9300H GB @ 2.4 GHz + Nvidia GEFORCE GTX 1650 4 GB |
|-----|-------------------------------|-------------------------------------------------------------|
|     | Fixed Inter-Component Connections without ANN | Fixed Inter-Component Connections with ANN | Fixed Inter-Component Connections without ANN | Fixed Inter-Component Connections with ANN |
|     | Time spent Searching for a Solution, s | Number of Solutions Found, pcs | Time spent Searching for a Solution, s | Number of Solutions Found, pcs | Time spent Searching for a Solution, s | Number of Solutions Found, pcs | Time spent Searching for a Solution, s | Number of Solutions Found, pcs |
| 1   | 208 | 1 | 299 | 1 | 149 | 1 | 181 | 1 |
| 2   | 152 | 1 | 234 | 1 | 119 | 1 | 3000 | 0 |
| 3   | 224 | 1 | 153 | 1 | 178 | 1 | 222 | 1 |
| 4   | 141 | 1 | 1000 | 2 | 114 | 1 | 147 | 1 |
| 5   | 122 | 1 | 154 | 1 | 115 | 1 | 144 | 1 |
| 6   | 3000 | 0 | 136 | 1 | 1239 | 1 | 690 | 1 |
| 7   | 91 | 1 | 86 | 1 | 3000 | 0 | 174 | 2 |
| 8   | 108 | 2 | 108 | 1 | 84 | 1 | 127 | 1 |
| 9   | 145 | 1 | 191 | 2 | 129 | 2 | 178 | 1 |
| 10  | 118 | 1 | 162 | 1 | 64 | 1 | 115 | 1 |
| 11  | 141 | 1 | 1678 | 1 | 100 | 1 | 329 | 1 |
| 12  | 107 | 1 | 68 | 1 | 74 | 1 | 97 | 1 |
| 13  | 141 | 1 | 104 | 1 | 114 | 1 | 131 | 1 |
| 14  | 3000 | 0 | 93 | 1 | 342 | 1 | 367 | 3 |
| 15  | 3000 | 0 | 142 | 1 | 3000 | 0 | 243 | 1 |
| 16  | 152 | 1 | 70 | 1 | 113 | 1 | 161 | 2 |
| 17  | 163 | 1 | 745 | 1 | 123 | 1 | 172 | 1 |
| 18  | 3000 | 0 | 3000 | 0 | 1280 | 1 | 1302 | 1 |
| 19  | 3000 | 0 | 890 | 1 | 170 | 1 | 207 | 2 |
| 20  | 171 | 1 | 193 | 1 | 107 | 1 | 118 | 1 |
| 21  | 142 | 1 | 1734 | 1 | 85 | 1 | 91 | 1 |
| 22  | 222 | 1 | 149 | 1 | 198 | 1 | 120 | 1 |
| 23  | 3000 | 0 | 111 | 1 | 457 | 1 | 385 | 1 |
| 24  | 130 | 1 | 205 | 1 | 124 | 1 | 149 | 2 |
| 25  | 159 | 1 | 114 | 2 | 140 | 1 | 156 | 1 |
| 26  | 101 | 1 | 1190 | 1 | 253 | 1 | 303 | 1 |
| 27  | 2543 | 1 | 145 | 1 | 108 | 1 | 1110 | 1 |
| 28  | 3000 | 0 | 110 | 1 | 230 | 1 | 273 | 1 |
| 29  | 176 | 1 | 125 | 1 | 155 | 1 | 195 | 1 |
| 30  | 174 | 1 | 93 | 1 | 148 | 1 | 156 | 2 |
| Average | 814.3 | 0.8 | 514.01 | 1.06 | 417.06 | 0.96 | 386.1 | 1.2 |

5. Discussion

In the course of the study, the model of a genetic algorithm based on nested Petri nets was modernized, aimed at solving the problem of structural–parametric synthesis of large discrete systems with a given behavior, in order to increase the speed, quantity and quality of solutions that meet the search criteria. For this purpose, it was proposed to implement a control add-in by using the mathematical apparatus of artificial neural networks. In order to use a single mathematical apparatus, an artificial neural network was modeled by using the theory of Petri nets.

When combining evolutionary procedures, it is proposed to use control positions that connect the desired transition with certain parameters of the functioning of the genetic algorithm operator. The transition is connected by moving the placemark to the desired position, which allows the population to change the trajectory of movement within the framework of the genetic algorithm model.

To control the procedure for synthesizing solutions based on a genetic algorithm, the resolution of the operators is used. When a population is found in a local extremum or the genetic algorithm fades, the artificial neural network increases the destructive capacity, thereby knocking the population out of the inefficient solution domain and scattering it across the solution space in order to find new extremes. Moreover, an artificial neural network can reduce the destructive ability of operators, which allows you to perform a thorough study of the area, if there is a convergence of the GA, thereby speeding up this process.

When modeling an artificial neural network with a Petri net, the use of labels as a storage of information about the weight of synapses of neurons is proposed. This approach makes it possible to simplify the process of functioning of the evolutionary procedure and will further simplify the modeling of the learning process.

The use of the mathematical apparatus of the theory of Petri nets made it possible to perform a software implementation using GPGPU technology, because this mathematical...
apparatus and the selected algorithms have the property of parallelism, which allows you to distribute the calculation flows to a large number of calculators.

Based on the results of computational experiments, we can say that the use of artificial neural networks as a control add-in over the genetic algorithm allows to increase the number of synthesized solutions for a given number of processed populations, but loses in time characteristics to the usual genetic algorithm (see the average time spent on processing 200 generations of the population and the average number of solutions found, Table 3, calculation on the CPU and CPU + GPGPU), this can be explained by an increase in computational load. It is worth noting. That the number of solutions found in the GA under the control of the INS is greater than that of a simple genetic algorithm.

The use of GPGPU technology in the software implementation practically eliminates the time required for an artificial neural network to make decisions and adjust the parameters of the functioning of the genetic algorithm operators.

However, it is worth noting that, when searching for the first solution that will meet the search criteria, the genetic algorithm under the control of the ANN shows significantly better time required to synthesize solutions, and it also has a larger number of solutions found. (See the average time spent searching for a solution and the average number of solutions found, Table 4, calculation on CPU and CPU + GPGPU.)

6. Conclusions

Recent research suggests that the development of artificial intelligence cannot be performed by using a single mathematical apparatus or an applied algorithm. Therefore, it is advisable to find new solutions by combining existing approaches. The synergy of the neural network approach and genetic algorithms is a promising direction that can be widely used. This kind of unification requires specialized synchronization methods, which can be achieved by choosing a universal and well-developed mathematical apparatus. In this paper, an approach based on the theory of Petri nets was first proposed. The use of this mathematical tool will allow you to fully reveal the properties of parallelism [15,16] that are inherent in the genetic algorithm and artificial neural network [17,18], and it will also allow you to use parallel computing in software implementation. We should remember that the mathematical apparatus of the theory of Petri nets was created as a tool aimed at modeling computer technology, which allows us to talk not only about the possibility of software implementation of the proposed models and methods, but also about the hardware implementation.

In the framework of further research, it is promising to conduct a thorough study of the influence of the destructive ability of the operators of the genetic algorithm on the distribution of individuals in the population in the solution space. This study will improve the performance of the genetic algorithm, as well as reduce the number of individuals in the initial population, which will reduce the load on the calculators, without losing quality, and will not increase the time it will take to synthesize solutions.

An adaptive genetic algorithm controlled by an artificial neural network will make it possible to synthesize solutions for large discrete systems with a given behavior not only on static inter-component connections but also to use a dynamic inter-component bus, in which the connections between the elements can change during the operation of the simulated system.

Based on the above, we can conclude the practical significance, innovation and prospects of the proposed approach.
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