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Abstract: The usage of energy in everyday life is growing day by day as a result of the rapid growth in the human population. One solution is to increase electricity generation to the same extent as the human population, but this is usually practically impossible. As the population is increasing, the need for electrical usage is also increasing. Therefore, smart grids play an important role in making efficient use of existing energy sources like solar, wind and battery storage systems. By managing demand, the minimization of power consumption and its consequent costs. On the load side, residential and commercial types use a large amount of the total energy produced by renewable energy sources. As a result, in this work, we use DSM (Demand-side Management) to schedule various appliances on loads to minimize energy consumption. Smart grid plays a major role in the integration of renewable energy sources as well as in the minimization of cost of energy (COE). Smart meters like advanced metering infrastructure are also used to reduce load demand. Therefore, in this work, an Enhanced sine cosine algorithm (ESCA) is proposed to solve the optimization problem. The proposed method consists of loads like residential and commercial types. The proposed method considered the comparison with the Genetic Algorithm (GA) and Ant colony optimization (ACO). Simulation results were carried out by using MATLAB software. The results show the Enhanced sine cosine algorithm (ESCA) is best when compared to other algorithms like GA and ACO in the minimization of the cost of energy.
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1 Introduction

Renewable Energy Sources

Because of the tremendous increase in population and energy consumption, renewable energy sources such as solar PV and wind energy systems are becoming more prominent. As they provide several benefits to both people and the environment. These resources are friendly and emit less carbon dioxide than other conventional energy sources, including heavy crude, coal, oil and gas. According to the IPCC in 2007,
carbon dioxide levels are anticipated to rise 40–110% in 2030. The main objective is to reduce the emissions of carbon dioxide and reduce the air impacts of these hazardous emissions. This, in turn, contributes to controlling the rise in global temperature [1,2]. As a result, the renewable energy percentage is projected to increase from 18 per cent in 2007 to 23 per cent in 2035. A hybrid energy system consists of two or more different energy sources for the production of the most efficient energy from renewable energy resources (solar and wind) [3,4].

In renewable energy sources, solar and wind are the two sources which produce efficient energy. Owing to their non-polluting aspect, they also protect the ecosystem. These sources of energy contribute to reducing worldwide greenhouse gas emissions. They often contribute to making the energy mix flexible by reducing the consumption of fossil fuels, which are confined to themselves. Furthermore, because of the availability of renewable energy sources to produce power for traditional power generation systems in remote areas, there is a greater program promoting the use of renewable energy sources. In renewable sources, solar PV has several advantages over wind energy systems, such as less maintenance, no mechanical components and very simple installation. But on the other side, wind energy is cheaper, particularly on a large scale. However, wind energy requires trained operational and maintained employees [5,6]. Fig. 1 shows the overview of the integration of renewable energy sources with smart grid and utilization of loads like residential and commercial loads, whereas the smart grid has advantages of two-way communication between the generation of power and utilization of load, using of smart appliances like smart meters.

![Figure 1: Block diagram of renewable energy sources with smart grid](image)

When renewable energy resources have an intrinsic discontinuity, a backup energy system is typically used in collaboration with both solar PV and wind energy systems to maintain a continuous power supply. Two sources give backup for renewable energy sources. One is a diesel generator and the other is a battery storage system. However, diesel generators require fuel, which leads to high costs because fuel prices are higher than in the past, as well as an increase in environmental pollution. Whereas the battery storage system is more efficient than the diesel generator. The generation of power varies in solar PV and wind energy systems due to seasonal changes. Hence, the battery storage system is more beneficial than a diesel generator in terms of season changes for backup energy systems. Hybridized renewable energy sources which combine two sources of energy, such as solar PV and wind energy system setup, give
better performance than the individual renewable energy source implementation in terms of consistency, precision, effectiveness and overall cost [7].

There are several benefits of batteries as a backup, such as output efficiency, high energy and extended service life. Lithium-ion is regarded to be the finest energy storage solution compared to other battery types, particularly for renewable energy.

2 Smart Grids

With smart appliances and technologies, modern technology has made it possible for the safe and successful use of energy resources. It is essential to properly utilise sources of energy in the housing, commercial and manufacturing sectors by utilising smart appliances, such as smart meters, smart washing machines, smart fans, and smart refrigerators, smart lights, smart security alarms and smart air conditioners etc. Fig. 1 shows the block diagram of renewable energy sources with the smart grid which can be applicable for commercial and domestic loads. Apart from traditional electrical grids, the smart grid ensures optimal energy utilization more efficiently and cost-effectively. A smart grid is a sophisticated structure made up of several segments. Smart grid demand-side management provides an opportunity in which devices are predetermined set on time-based energy costs. It is an economic incentive that convinces consumers to shift appliances from peak to off-peak time slots. Demand-side management includes two features. One is energy management and the second is demand management or demand response. Energy management is concerned with the efficient use of energy. Demand response can be accomplished from two programs, a pricing-based program and an incentive-based program. When an incentive-based program detects a peak, the utility will wirelessly turn the condition of the recipient’s device from on to off by delivering a quick note to a load unit, an energy management controller.

As a result, the utility will significantly decrease the maximum to the appropriate amount. In the pricing base, the customer is advised to use their equipment during certain hours as off-peak hours. Consumers can reduce the cost of electricity and power consumption through an integrated connection of a smart meter with the utility. By intelligent planning of appliances, energy usage can be reduced to 10%-25%. This means that planning will be effective on the aim and energy resources. The smart grid frequently incorporates renewable energy sources to simplify and clear the operation.

2.1 Utilization of Renewable Energy for Smart Grid Scalability

In a renewable electricity ecosystem, smart grids afford significant DRES (Distributed renewable energy sources), outlet and play benefits as well as the ability to accommodate future energy requirements through interconnecting regional generation units within the system [8]. Smart grids will have the capacity to organise renewable power via power control techniques, enabling further DRES usage across energy sources [9]. To ensure system reliability, smart grids employ load demands that seem to be dynamic but are also frequency-controlled. Incorporation of minimal extent renewable sources of energy (RES) involves challenges along with transients and voltage unbalance, and therefore requires system coordination [10]. Smart grids address several difficulties with minimizing disturbances as well as admitting that consumers can manage overall energy demand. Using this technique, distributed generation plus backup might be used for supplying the system in distributed sections. Wind or solar power remain widely implemented renewable energy technologies mainly because of their abundant supply across the environment, although they are inconsistent, they are driving the market growth in power generation. Electric cars have been used as power storage, either regaining control by fuelling vehicles whenever supply increases or reducing load requirements [11]. Merging renewable power generation sources alongside plug-in hybrid electric vehicles (PHEVs) seems to have a considerable influence on overall resources and benefits by reducing fuel usage and carbon intensity [12]. The loads are applicable for residential loads like Tv, Refrigerators,
lighting bulbs, water pump motors, household appliances and electronic appliances like laptops, mobile phones and DC types of loads etc, smart meters will help in minimizing the usage of cost as per the requirement of the load.

2.2 Smart Metering Overview

The impact of durability and adaptability on maintaining and performance of rapidly developing digital distribution networks has been expanding rapidly. Both the viability and economic implications of automation systems are confirmed using actual assessment and surveillance, including management of various components together at the power plant, distributor, and level of utility. Technology and devices such as smart meters (SMs) are being adopted to achieve a self-efficient distribution model [13,14].

Smart meters are most often used to estimate the induced power and also to automatically maintain their input whenever possible by using appropriate one-way interaction with the developing premise in automated meter reading (AMR) [15,16]. While connecting SMs using various new features, major functional improvements occur through the process and even a concept called Advanced or enhanced metering incorporation (AMI) was developed [17]. In linking additional SMs, the update included based on time-coordinated readings, an elevated information gathering device, distant software, and multiple information systems. Mostly as a solution, SM is designed with the following approaches.

1) Estimations as well as data analysis during actual and non-real periods. (e.g., voltages and currents).
2) Using a two-way communication system to send/receive information to certain other smart meters.
3) Operational capability, i.e., reconfigurable characteristics both online or manually.
4) Accessibility in management, i.e., the ability to perform system control virtually or regionally.

2.3 Smart Metering in Smart Grid Applications

Several SM features listed so far have gained numerous advantages through establishing an energy-efficient solution for electricity grid monitoring and controlling. A large number of current studies rely upon time-varying supply-side control by utilizing power demand information to construct consumer behaviour which always shows buyers intentions. SMs on the other hand, are often used in communication systems, including energy analysis and optimization. Smart meters are different types such as digital meters, smart payment meters, Prepaid energy meters [PPEM].

A smart meter is essentially a forum for consumers and utilities to interact and to communicate in a two-way manner. A Smart meter serves as a conduit between the smart home and the service provider (power supply). After a certain amount of time has passed, the smart meter transmits messages to the utilities, the server reminding it of the current load, prior information and so on. The smart grid becomes increasingly recognisable throughout every day to meet the daily electricity demand. A dedicated and valuable energy system is also accessible to meet the current demand of the consumer. The smart grid plays a significant role in reducing the energy costs of the consumer [18].

3 Modelling of Energy Sources

3.1 Model of Solar Photovoltaic System (PV)

The input power of solar photovoltaic (PV) is considered from the total radiation is given by [19].

\[
I_T = I_B r_B + I_D r_D + (I_B + I_D) r_R \tag{1}
\]

Here \(I_T\) = Total solar radiation (kW/m\(^2\)) and \(I_B\) is beam solar radiation and \(I_D\) is diffuse solar radiation (kW/m\(^2\)). The tilt angle is considered on the longitude and latitude of the geographical location. Here the total output depends on all radiations and their location.
The output power of solar photovoltaic is calculated with the surface area $A/m^2$ with the below formula [20].

$$P_{PVS}(t) = I_T A \eta$$  \hspace{1cm} (2)

Here, the hourly generated power is kW = $P_{PVS}(t)$, the efficiency of the system is $\eta$

3.2 Model of (WES) Wind Energy System

The following equations show to calculate wind speed with hub height.

$$\frac{v(h)}{v(h_r)} = \left( \frac{h}{h_r} \right)^x$$  \hspace{1cm} (3)

Here $v(h)$ is wind velocity of hub height, $v(h_r)$ is wind velocity of reference height.

The generated power of wind energy system is with $P_{WES}(t)$ as shown below [21].

$$P_{WES}(t) = \begin{cases} \frac{0}{1000} \rho_A A_S v(t)^3 \eta_g C_P, & v_{cut-in} \leq v < v_{rated} \\ \frac{P_{Rated}}{v_{rated}} \leq v \leq v_{cut-out} & \end{cases}$$  \hspace{1cm} (4)

Here air density is represented as $\rho_A$ (1.2 kg/m³), the swept area of the rotor in a wind turbine is denoted as $(A_S)$ and the co-efficient of power for a model of a wind turbine is given is $C_p$, generator efficiency is represented as $\eta_g$, $v$ is wind velocity (m/s). $P_{rated}$ is for rated power, $v_{rated}$ is rated velocity of wind and remaining are cut-out and cut-in speed of wind turbine respectively.

3.3 Model of ESS (Energy Storage System)

Batteries play a major role in the energy storage system from different energy sources like renewable and non-renewable. The combined energy sources from renewables can be stored and utilized by batteries. They charge the battery when the load demand is less and they discharge the energy when the generation of power is low. This is based on the load demand. Here the total time is given $t$ for renewable energy and PV, WES (wind energy system) (WT) is represented in the below equation.

$$P_{renw}(t) = \sum_{n_{PV}} P_{PVS}(t) + \sum_{n_{WT}} P_{WES}(t)$$  \hspace{1cm} (5)

Here $N_{PV}$ is the total number of PV panels and $N_{WT}$ is the total number of wind turbines.

The battery power is calculated by the following equation.

$$P_{BATT}(t) = P_{renw}(t) - \frac{P_{load}(t)}{\eta_{inv}}$$  \hspace{1cm} (6)

Eq. (6) represents the charging and discharging of the battery. The positive is a representation of charging of a battery and the negative is the representation of discharging of a battery. The state of charge (SOC) of a battery can be used to calculate the operation of discharging and charging using the equation below [22].

$$SOC(t + 1) = SOC(t) + \left( \frac{P_{BATT}(t)}{V_{Bus}} \right) \times \eta_h \times \Delta t$$  \hspace{1cm} (7)

Here, $v_{bus}$ is the bus voltage and is the efficiency of the battery. The efficiency of different types of batteries varies because different materials are used in them, such as li-ion batteries and lead-acid
batteries, and the efficiency changes based on all characteristics. is the step time for one hour, and the battery’s lifetime is determined by the charging and discharging cycles of the battery; the battery’s lifetime is calculated using the following equation [23, 24].

\[
\text{Lifetime}_{\text{battery}} = \frac{\text{Capacity} \times N_{\text{cycles}}}{\text{Annual Energy discharged from battery}}
\]

Here \(N_{\text{cycles}}\) is the total number of full cycles of a battery until the failure of the battery.

The load considered for the system is around 150 kW, Battery 50 kW, Renewable energy sources like solar and wind is 100 kW.

### 3.4 Operational Strategy of Renewable Energy System

The operational strategy of renewable energy systems is classified into three types, which are as follows:

- **Type 1:** \(P_{\text{renw}}(t) = \frac{P_{\text{load}}(t)}{\eta_{\text{inv}}}\) the sum of power generated by renewable energy sources like solar PV and WES is infused to meet the load with the help of an inverter when RES is equal to load demand.

- **Type 2:** \(P_{\text{renw}}(t) > \frac{P_{\text{load}}(t)}{\eta_{\text{inv}}}\) the additional amount of power generated from renewable energy is stored in a battery as an Energy Storage System (ESS), when RES is more the extra power is saved in the battery.

- **Type 3:** \(P_{\text{renw}}(t) < \frac{P_{\text{load}}(t)}{\eta_{\text{inv}}}\) whenever renewable energy sources are unable to fulfil the load demand the battery storage will satisfy the load demand, when RES is lesser than load then power.

### 3.5 Objective Function

The main objective of this work paper is to reduce the cost of energy (COE) from renewable energy sources, and it is given as follows

\[
\text{COE}(/\text{kWh}) = \frac{\text{Total annualized cost of RES (PV and WES)}}{\sum_{t=1}^{8760} E_{\text{generated}}(t)}
\]

Here, 8760 (hours) is considered for time for one year.

The combination of energy sources like solar, wind and battery were used to minimize the cost of energy by demand-side management, whenever the load is needed for commercial and domestic purposes it will operate as per the operational strategy of the renewable energy system as explained in the above section.

### 4 Literature Review

In the field of optimizing, Holland introduced a breakthrough concept in 1977 in which evolutionary ideas in nature were replicated on a computer for resolving optimization issues [25]. Since then, the GA algorithm has revolutionised to approach problems. In the diverse field of study, researchers are challenged to come up with solutions to complex issues. The overall concept of the GA algorithm is fairly simple. This method was primarily inspired by Darwin’s theory of evolution. In GA, a given optimization task is started by producing a set of random solutions. Paradigms derived from nature may be simplistic, yet powerful in optimising problems, as demonstrated by the GA algorithm. After the GA method was proposed, the subject of stochastic optimization methods received more interest. As a result of success, several years after GA was invented, PSO (Particle Swarm Optimization) was developed [26].

The PSO algorithm imitates the communal and individualized behaviour of foraging herds, groups of fish, flocks of birds. The optimization process, like the GA method, begins with a collection of randomly generated solutions. Besides the collection of solutions, there is indeed a set of velocity values that are suitable for protecting and specifying the amount of activity caused by particles during the test, when a
particle is optimising its velocity is adjusted depending on the best solution and it is discovered so far, and best solutions are saved for results, hence the success of PSO algorithm is mainly due to this factor only. As a result of GA and PSO algorithms evolution, various other algorithms have been invented and suggested as well.

4.1 Sine Cosine Algorithm

A sine cosine algorithm was developed by Mirjalili in [27]. An initial number of random solutions is used in population-based optimization approaches to begin the performance analysis. An objective function evaluates this random collection periodically, and a system of regulations form the foundation of an optimization method. Due to the stochastic nature of population-based approaches, there is no assurance that a solution will be found in a just single run of the algorithm. The chance of finding the optimal global rises when the number of possible variables and optimization cycles, iterations is sufficient or increased. Because of the difference among the algorithms in the field of stochastic population-based optimization, the method of enhancement is divided into two sections exploration and exploitation [28]. During the first phase, an optimization algorithm rapidly merges the random solutions into a unique solution with a greater incidence of unpredictability to find suitable opportunities in the solution space. However, there are incremental modifications to random solutions throughout the exploitation phase, and slight differences are far lower than during the exploration phase [29].

The below positional updating equations are used in this study. For both phases, the following questions have been posed:

\[
X_{t+1}^i = X_t^i + r_1 \times \sin(r_2) \times |r_3 P_t^i - X_t^i| \\
X_{t+1}^i = X_t^i + r_1 \times \cos(r_2) \times |r_3 P_t^i - X_t^i|
\]

Here \(X_t^i\) is the position of the current solution in \(i\)-th dimension at \(t\)-th iteration.

\(P_t^i\) is the position of the destination point in \(i\)-th dimension.

\(r_1, r_2, r_3\) are random numbers.

In the following, these two analytical solutions are integrated to create the following formula:

\[
X_{t+1}^i = \begin{cases} 
X_t^{i+1} = X_t^i + r_1 \times \sin(r_2) \times |r_3 P_t^i - X_t^i| & r_4 < 0.5 \\
X_t^{i+1} = X_t^i + r_1 \times \cos(r_2) \times |r_3 P_t^i - X_t^i| & r_4 \geq 0.5 
\end{cases}
\]

Here \(r_4\) is a random number in the range of [0,1]

SCA has four major parameters, as shown by the above equations as \(r_1, r_2, r_3\) and \(r_4\). Here, the \(r_1\) parameter specifies the location of the next position (direction of movement) that can be either inside or outside the area between the solution and destination. The \(r_2\) parameter specifies the distance between the direction of destination in outside or inside. The \(r_3\) parameter is a random weighting parameter for the destination, if the destination \((r_3 > 1)\) then it is emphasized (enhanced) and if \((r_3 < 1)\) then it is deemphasized. The \(r_4\) parameter swaps between sine and cosine elements in an equal manner in Eq. (12).

Fig. 2 shows the effects of sine and cosine elements which are considered in Eqs (10) and (11). These equations consist of sine and cosine elements. Hence, they are named Sine Cosine Algorithm (SCA). Fig. 2 represents the proposed equations that create a region in the search space between two solutions. Although a two-dimensional version is shown in Fig. 2, it should be emphasized that this formula may be expanded to multiple dimensions. The cyclical structure of the sine and cosine increases the possibility of one solution being relocated around the other. This ensures that the space defined by the two solutions is exploited. Solutions must be able to check beyond the region amongst their respective destinations while exploring the computational complexity. The SCA algorithm improves over PSO and genetic algorithm (GA) due to
its unique optimization techniques and conceptual benefits, as well as other current algorithms in the majority of the cases, and it’s been used to solve a variety of real issues.

![Figure 2: Effects of sine and cosine equations](image1)

Fig. 2 shows the conceptual representation of the sine and cosine equations impacts on the range of $[-2, 2]$. Fig. 3 represents how altering the range of sine and cosine components needs a solution to update its location outside or within the region between itself and other responses. A random number is defined for $r_2$ in the range of $[0, 2\pi]$ in Eq. (12). As a result, this method ensures both exploration and exploitation of the objective function. A balancing equation is required for an algorithm to balance both exploration and exploitation and to converge to the global optimum solution. To balance Eqs. (10)–(12), the following formula is employed.

![Figure 3: A conceptual representation of the sine and cosine equations impacts on the range of $[-2, 2]$](image2)

$$r_1 = a - t \frac{a}{T}$$  \hspace{1cm} (13)

Here, $a$ represents constant, $T$ represents the maximum number of iterations and $t$ represents the current iteration.

As the number of iterations increases, the range of the sine and cosine functions decreases. Fig. 3 shows the SCA discovers a solution while searching for a solution where the sine and cosine functions are in the range of $[1, 2]$ and $[-2, -1]$, although for ranges $[-1, 1]$ this method exploits the search space.
Fig. 4 shows the flow chart of the sine cosine algorithm (SCA) [30], it represents the steps followed in the optimization process. Many test cases must be used to confirm the effectiveness of a method in the field of optimization combining meta-heuristics and optimization computation. This is because of the algorithms’ stochastic character. A collection of random solutions is used to begin the optimization process in the SCA algorithm. The algorithm subsequently stores the best solutions discovered so far, identifies them as the target position, and moves on to the next step. It is only after the individual’s ideal position has been updated that the algorithm adjusts its next-generation position. Other solutions are updated concerning it. Furthermore, when the iteration counter increases, the limits of sine and cosine functions are adjusted to maximise the exploitation of the search space. In its default mode of operation, SCA ends the optimization process when its iteration counter reaches its maximum number of iterations. Furthermore, some other termination conditions, like the total number of function evaluations or the precision of the derived optimal solution, might be evaluated. The major purpose of having combinatorial optimization techniques is to be able to function in an untenable optimal solution to examine certain potential areas of this space region.

**Figure 4**: Flow chart of sine cosine algorithm (SCA)
4.2 Importance of Sine Cosine Algorithm (SCA)

The proposed scheme might effectively estimate the best solution of optimization techniques employing the above service providers for the aforementioned reasons:

- About individual-optimization types of algorithms, SCA develops as well as enhances a collection of randomized solutions to a specific issue, therefore it aims at raising exploration and minimization of local optima.
- Once the cosine and sine algorithms obtain an expected value higher than 1 or even lower than −1, distinct segments of solution space are analyzed.
- Whenever the sine and cosine values are present around −1 and 1, desirable sections of the solution space are explored.
- The SCA methodology employs an adjustable range in the sine and cosine co-efficient to gently switch between exploring and exploiting.
- The finest estimation of the optimum solution is maintained as a parameter by the desired location, which has never been reduced throughout the optimization process.
- Although the responses of SCA periodically upgrade their positions in response to a globally optimal solution up to this point, there is a possibility for enhancement that depends on the best locations of metaheuristic algorithms.
- Unless the proposed SCA approach considers optimization issues like a black box, it might easily apply to challenges in a variety of areas with appropriate error execution.

4.3 Steps of Algorithm SCA

Step 1: Randomly generate the search agents and the size of the population. Initially, set the number of iterations, the autonomous evolution algebra, the iteration count, and any other variables as needed.

Step 2: Evaluate every population and compute the fitness value of each separately for the individual search agent.

Step 3: Update new position by using Eq. (11) and evaluate fitness function by using Eq. (10), and update the best solution by using the combined equation that is Eq. (12).

Step 4: Replace the least fit search agents with the best individual in the population and update the new population, if it reached the condition then for the next step otherwise to step 2.

Step 5: It stops the iterations if the criteria are met otherwise it will take to step 2 again, and if met to criteria the final optimal feature criteria are obtained.

5 Results and Discussion

Fig. 5 shows the total cost of energy at average load demand. But the load will be the same as before unscheduled loads with other algorithms. After scheduling the loads with algorithms depending on the cost of high and low, it will change. The average load demand is considered at normal hours when there is no need for an additional power supply. The average cost of load demand is considered to be 100$ (USD). The load will be the same after scheduling with algorithms and the cost will vary from each other. Fig. 5, shows Enhanced SCA gives less cost of energy when compared to other algorithms such as GA and ACO. SCA has around 90$ (USD) in average load demand. The cost will vary due to demand hours of the day, but the load supply will be the same to satisfy the load demand.
Fig. 6 shows the total cost of energy for the maximum load demand where the consumption of load will be high due to the peak hours of the day. As the load demand is increased, the consumption of electricity also increases with it. The cost considered at the time of the maximum load demand is 135$. The total cost of energy by using enhanced SCA is around 105$ on maximum load demand. The load demand varies from morning, afternoon and night. The maximum load demand will be in the afternoon to evening, around 12 pm to 8 pm, including domestic and commercial purposes. When compared to GA and ACO, Enhanced SCA (ESCA) gives the best results in minimization of the total cost of energy in Fig. 5 as the total cost of energy on average demand as well as on maximum load demand in Fig. 6.

Fig. 7 shows the peak average ratio (PAR), PAR depends on its value if Peak average ratio increased or decreased then it affects the grid stability. Grid stability will change if PAR is changing but in the cost minimization, it does not affect the stability of the grid. Fig. 7 shows the comparison of PAR with other algorithms. However, Enhanced SCA (ESCA) having less PAR scenario when compared with the GA and ACO.

Fig. 8 shows the cost of energy (COE) per hour. It shows every hour cost in a day (24 h). The cost of energy varies from load to other algorithm techniques. The cost of energy depends on the utilization load in hours, such as normal hours, as well as peak hours in a day depending on the load demand. Fig. 8 gives the
results of applied algorithms with load in a day (24 h). By adjusting particular loads to specific low-demand hours, the suggested algorithms efficiently reduce the cost of energy usage without affecting their performance. As per the results, the cost of energy (COE) has been minimized by applying algorithms and the proposed method, Enhanced SCA (ESCA), gives the best results in the minimization of the cost of energy in a day when compared to GA and ACO algorithm techniques. As a result, the PAR is reduced and user comfort is increased, resulting in a reduction in consumption load. However, PAR is reduced it doesn’t have any effect on the stability of the grid because the cost of price is related to the load demand.

Fig. 9 shows the load with renewable energy sources and batteries. It shows how renewable energy sources are satisfying the load demand with PV and wind energy systems along with battery storage management. The combination of PV and wind energy systems is used to show the load demand and the battery will depend on the demand for load with charging and discharging of power. Fig. 9, shows that the stored energy from the battery is used in the daytime as per load requirement in peak hours, and the extra energy stored in the daytime is used in the nighttime from 4 pm to 10 pm to reduce the cost of electricity. Hence, renewable energy sources with batteries can reduce the cost of energy (COE) by using the proposed method of Enhanced SCA (ESCA) when compared with GA and ACO.
Fig. 10 shows the results of the load profiles of maximum load profile and average load profile. The maximum curve of the load profile is due to the high usage of power in domestic as well as commercial. The consumption of load will be more due to peak hours for domestic purposes, like from 6 am to 11 am, and 4 pm to 10 pm approximately. While in commercial purposes, like from 10 am to 5 pm, such as schools, institutions, and business centres etc. The average load profile depends on the load with normal usage of electrical appliances for domestic as well as commercial purposes. When there are no peak hours, the average load consumption will be used. Fig. 10 curve shows the difference between the maximum load demand and the average load demand in a day (24 h). The curve graphs show the maximum load demand is around 140 kW and the average load demand is around 120 kW in peak hours. The rest of the load demand varies between the periods of 100 kW to 140 kW.

Fig. 11 shows the consumption of hourly load by using different algorithms. The different algorithms like GA, ACO, and the proposed algorithm method Enhance SCA (ESCA). The graph results show the consumption of load with the GA method and ACO method. The actual load consumption in peak hours is about 140 kW, whereas the other GA and ACO also reduced the consumption of the hourly load, which gives results in reducing the cost of energy (COE). When compared to the above two methods, the proposed method ESCA is best at minimization of cost of energy with less consumption of the hourly load. The graph results in Fig. 11 show the ESCA consuming around 115 kW in peak hours when compared to actual load and other methods like GA and ACO.
Tab. 1 shows the comparison of loads and their cost of energy (COE) per-hourly load, the table shows the minimization of cost of energy when compared with other algorithms like GA and ACO with the proposed algorithm method Enhanced SCA (ESCA).

Table 1: Comparison of loads and minimization of cost of energy (COE)

| S. no | Type of algorithm | Load (kW) maximum, average | Cost minimization USD ($) hour maximum, average |
|-------|-------------------|-----------------------------|-----------------------------------------------|
| 1     | Load              | 140, 100                    | 45, 27                                        |
| 2     | GA                | 130, 95                     | 39, 25                                        |
| 3     | ACO               | 125, 95                     | 35, 25                                        |
| 4     | ESCA              | 115, 90                     | 29, 22                                        |

The further scope of the proposed method can be applicable with hybridization of optimization techniques like integration with other algorithm methods to improve the efficiency as well to minimize the cost of energy along with different energy sources with the smart grid integration.

6 Conclusion

In this research, the load is considered with renewable energy sources and batteries. It shows how renewable energy sources are satisfying the load demand with PV and wind energy systems along with battery storage management. A demand-side management method for the energy optimal solution is discussed. Different algorithm techniques are applied in the optimization process to get the best solution. As per the results, the proposed method, Enhanced SCA (ESCA), gives the best results in minimization of cost of energy (COE) and also in less consumption of hourly load than other methods like GA and ACO. However, the cost of energy can be reduced by using the part of the smart grid with the help of smart meters for domestic and commercial purposes. The smart grid also plays a major role in the integration of renewable energy sources with battery storage systems. The advantages of smart are clear above with the help of smart meters. Apart from smart meters, the consumption of the hourly load is managed by using different algorithms. Algorithms like GA, ACO, and the proposed algorithm method Enhance SCA (ESCA) are used in this work. The consumption load will be more due to peak hours for domestic purposes, like from 6 am to 11 am, and 4 pm to 10 pm approximately. The proposed method, ESCA, is best at minimization of the cost of energy with less consumption of the hourly load. The ESCA
consumes around 110 kW in peak hours when compared to actual load and other methods like GA and ACO. Grid stability will change if PAR (Peak average ratio) changes, but cost minimization does not affect the stability of the grid.
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