Identification and characterization of DNA sequences that prevent glucocorticoid receptor binding to nearby response elements
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ABSTRACT
Out of the myriad of potential DNA binding sites of the glucocorticoid receptor (GR) found in the human genome, only a cell-type specific minority is actually bound, indicating that the presence of a recognition sequence alone is insufficient to specify where GR binds. Cooperative interactions with other transcription factors (TFs) are known to contribute to binding specificity. Here, we reasoned that sequence signals preventing GR recruitment to certain loci provide an alternative means to confer specificity. Motif analyses uncovered candidate Negative Regulatory Sequences (NRSs) that interfere with genomic GR binding. Subsequent functional analyses demonstrated that NRSs indeed prevent GR binding to nearby response elements. We show that NRS activity is conserved across species, found in most tissues and that they also interfere with the genomic binding of other TFs. Interestingly, the effects of NRSs appear not to be a simple consequence of changes in chromatin accessibility. Instead, we find that NRSs interact with proteins found at sub-nuclear structures called paraspeckles and that these proteins might mediate the repressive effects of NRSs. Together, our studies suggest that the joint influence of positive and negative sequence signals partition the genome into regions where GR can bind and those where it cannot.

INTRODUCTION
A critical step in the control of gene expression is played by transcriptional regulatory factors (TFs) that bind to genomic DNA binding sites and regulate target genes. In eukaryotes, TFs generally have short (6–20 bp) and degenerate recognition sequences. For example, the glucocorticoid receptor (GR), a hormone-controlled TF, can bind regions matching the consensus sequence at just six positions over the 15 positions of the motif (1). This means that a myriad of potential GR binding sequences (GBSs) are encoded in the genome of which only a cell-type specific minority is bound. Therefore, mechanisms must exist that specify which of the potential GBSs are actually bound. For one, the chromatin context in which GBSs are embedded plays a pivotal role in restricting where in the genome GR can bind with the majority of GR binding occurring at preexisting loci of accessible chromatin as specified by DNase I sensitivity assays (2). Furthermore, nucleosome presence and positioning influence GR binding (3,4) and DNA methylation correlates with TF binding and might directly interfere with the ability of TFs to bind DNA (5). Another level of organization that might influence where TFs bind is provided by the three-dimensional organization of the genome in the nucleus. For example, inactive genomic regions are enriched in lamin-associated domains (6) that often accumulate in the nuclear periphery or near nucleoli (7). Similarly, the nucleus contains several distinct nuclear bodies, including paraspeckles, which are linked to regulation of gene expression (8).

The information necessary to specify the genome-wide pattern of TF binding is, at least in part, encoded in the DNA sequence. In theory, such sequence-encoded signals can influence TF binding either positively or negatively. Candidate sequence signals can be identified by computational approaches that search for overrepresented sequences at TF-bound regions. For example, in genomic regions bound by GR, the over-represented motifs correspond to GR binding preferences, in addition to several other sequence motifs of cooperating TFs (9,10). These cooperatin-
ing factors can play a role in making chromatin accessible to facilitate GR binding to nearby GBSs (9).

Here, we focus instead on sequence motifs that are under-represented at GR bound loci. So far, most of the focus has been on over-represented sequences, which are good candidates to play a role in either directly or indirectly recruiting TFs of interest to defined genomic loci. We reasoned that under-represented motifs might serve the opposite function, i.e. restricting GR binding, and their functional analysis could contribute to understanding which signals (positive and negative) guide GR to the appropriate genomic loci. We tested the activity of such under-represented sequences and found that they can indeed interfere with GR binding to nearby GBSs by mechanisms that appear not to involve changes in chromatin accessibility, but rather implicate proteins associated with a specific sub-nuclear structure called paraspeckles.

**MATERIALS AND METHODS**

**Cell lines, transient transfections and luciferase assays**

U2OS and U2OS cells stably expressing GR (11) were grown in DMEM supplemented with 5% fetal bovine serum (FBS). Transient transfections were done essentially as described (12). Luciferase activity was measured using the dual luciferase assay kit (Promega).

**ChIP-seq data sets**

We identified GR ChIP-seq peaks in U2OS cells previously (13) (ArrayExpress accession:E-MTAB-2731). The other public data sets were downloaded as processed peak BED files from GEO (www.ncbi.nlm.nih.gov/geo/) (MyoD: GSM1197184, HoxD13: GSM1091901). The MyoD and HoxD13 peak coordinates were relative to the mouse assembly mm9 and the chicken assembly galGal3, respectively.

**Motif analysis of TF-bound regions**

The ChIP-seq peak sequences were first extended (±4 kb around the peak summit) and then scanned with the complete TRANSFAC collection of vertebrate position-specific scoring matrices (PSSMs) (version 2010.1, 907 motifs), using the program RSAT matrix-scan (14,15). Sequence segments were considered as a match if the P-value associated to the weight score was less than 10^{-3}. For each sequence segment, the weight score is a classic log ratio of the likelihood between two models: the motif model (represented by the PSSM) and the background model that should best recapitulate the searched sequences (14). Here, a specific background model was trained for each TF data set on the peak sequences using a Markov chain of order 1, which accounts for the CpG depletion of vertebrate genomes and all other dinucleotide content. To ensure that the results were robust to the chosen background model, we have performed additional tests varying the background model (various training sets or markov orders, including a local sliding window; see Supplementary Notes). The number of matches at each position were then summed and normalized by the number of scanned regions. Scanning a large 8 kb window around the peak summit ensures to visualize the ‘basal’ number of matches for each motif. A P-value of the local under/over-representation of motifs is computed using a chi-square test in 50 bp bins, where the expected number of matches is uniform, by dividing the total number of matches over the 8 kb sequences by the number of bins. We also performed de novo motif discovery as complementary approach to motif scanning (Supplementary Notes).

**Comparison of motif depletion between bound and unbound GBSs**

To generate the set of bound GBSs, we extracted 300 bp around the peak summits from the above-mentioned 8 kb regions, and retained only the 300 bp fragments having one or more GBS matches (total number of GBSs: 58195). For the control set of unbound GBSs, we extracted GBS-matches (RSAT matrix-scan, P-value threshold 10^{-3}) from all genomic regions that are neither located under a GR ChIP-seq peak assayed in other cell lines available in our lab (U2OS, A549, IMR90, K562, Nalm6), nor in the ENCODE blacklist. Out of all these GBS matches, we randomly selected the same number as in the bound GBSs and extracted 1 kb regions centered on the GBSs. These two data sets (bound and unbound) were then scanned for exact matches of the word TTAATTAA within 10bp bins (RSAT dna-pattern).

**Plasmids**

Reporter plasmids to test the effect of candidate sequences on nearby GBSs (‘Negative Regulatory Sequences (NRS) reporters’) were constructed by first inserting the GBS sequence of interest (see Supplementary Table S1) by ligating oligonucleotides with overhangs to facilitate direct cloning into the XmaI and BglIII sites of PGL3 promoter (Promega). Subsequently, oligonucleotides encoding the candidate or control sequence with overhangs to facilitate direct cloning (see Supplementary Table S1) were ligated into the Asp718 and NotI sites. Constructs with NRS2 or control sequence shifted by 10 bp or 20 bp were cloned using the oligos listed in Supplementary Table S1 to facilitate direct cloning into the BglIII and Asp718 sites of PGL3 promoter. Constructs to stably integrate the NRS reporters at the AAVS1 locus were designed as described previously (16). In short, the NRS reporter was amplified using primers JT163 and JT164 (see Supplementary Table S1), amplicons were digested with Eco31I and cloned into SalI and Asp718 linearized SAA-GFP plasmid (16). NRS reporters for zebrarfish were constructed by multisite-gateway cloning (Invitrogen) using p3E-TagRFP, pME-e1b promoter and p5E-GAB-6GBS as entry clones and pDEST_cry_ECFP (17) as destination vector. Subsequently, two copies of control or candidate NRS sequences were integrated into the AscI site downstream of the 6 GBSs using oligos (see Supplementary Table S1) with overhangs to facilitate direct cloning. To test the effect of NRSs on MyoD-driven transcription, we generated reporters containing 3 copies of the MyoD recognition sequence flanked by a single copy of either control or candidate sequences. This was done by digesting the GRE2;Gal4; reporter (18) with PstI and SpeI and subsequent ligations.
using oligos with overhangs to facilitate direct cloning as listed in Supplementary Table S1. The chicken MyoD expression construct (pVax-MyoD) was a kind gift of the Mundlos laboratory (MPIMG, Berlin). Gal4-DBD fusion proteins of NONO, PSPC1 and SFPQ have been described previously (19). 2×gal4-2×GRE-luciferase (carrying two gal4 binding sites and two GBSs) and matching construct lacking the 2 gal4 binding sites have been described previously (18).

Stable integration of NRS reporters using ZFNs

Stable integration of reporter genes at the AAVS1 (‘safe harbor’) locus of U2OS cells stably expressing GR was performed as described previously (16). In short, cells were transfected with 10 μg of donor reporter construct and 0.5 μg of an expression construct encoding zinc-finger-nucleases against the AAVS1 locus using the Amaxa nucleofector Kit V (Lonza). Three weeks post transfection, GFP-positive cell pools were isolated by fluorescence-activated cell sorting (FACS). From this GFP-positive population of cells, we isolated single-cell derived clones that were genotyped for correct integration of the reporter at the AAVS1 locus using one primer targeting the donor construct (Luc-fw: tcaaaagcgaagcttggtgc) and another primer targeting the AAVS1 locus directly flanking the site of integration (R5 ctgggataccccgaagtg).

Chromatin immunoprecipitation (ChIP)

ChIP experiments targeting GR were essentially done as described (1) using protein A/G beads (Santa Cruz) except for the washing step which consisted of 5 washes with 10 mM Tris-HCl pH 8.0, 1 mM EDTA, 500 mM NaCl, 5% Glycerol, 0.1% Sodium deoxycholate, 0.1% SDS, 1% Triton X-100, 0.5 mg/l BSA, followed by 2 washes with 20 mM Tris, pH 8.0, 1 mM EDTA, 250 mM LiCl, 0.5% NP-40, 0.5% sodium deoxycholate. GR binding at the integrated GBS loci and at the endogenous FKBp5 locus (positive control) and RPL19 locus (negative control) was analyzed by qPCR.

Stable integration and analysis of NRS-reporters in zebrafish

Stable integration of NRS reporters in zebrafish was done using Tol2-transgenesis using the Tol2Kit (20). Briefly, 10 μg plasmid pCS2FA-transposase from the kit was linearized with NotI, treated with proteinase K and subjected to transgenesis using the Amaxanucleofector Kit V (Lonza). Three weeks post transfection, GFP-positive cell pools were isolated by fluorescence-activated cell sorting (FACS). From this GFP-positive population of cells, we isolated single-cell derived clones that were genotyped for correct integration of the reporter at the AAVS1 locus using one primer targeting the donor construct (Luc-fw: tcaaaagcgaagcttggtgc) and another primer targeting the AAVS1 locus directly flanking the site of integration (R5 ctgggataccccgaagtg).

Supplementary Table S2), RNA was purified, reverse transcribed using random primers and cDNA was analyzed by quantitative real-time PCR (qRT-PCR). Data were analyzed using the ∆∆Ct method using efla, a gene not affected by dexamethasone treatment, for normalization. To control for differences in the number of integrations, we used ECFP mRNA concentration as a reference.

Electrophoretic mobility shift assays (EMSA)

EMSA were performed as described (1) using either an oligonucleotide encoding a GBS (in bold) flanked by the control sequence (underlined) or by the NRS2 sequence (underlined).

Control: TAGGTACGAGGTTAGGCTTGCTTAGCC
CGAGAAGAACAAATGTCTTGATC
NRS2: TAGGTATTAATTCATTAATCAGCCCG
GAGAACAAATGTCTTGATC

DNase I assays

DNase I assays were done as described (21) by growing U2OS cells in 6 well tissue culture plates to confluence, washing them with phosphate buffered saline (PBS) and scraping them into 1 ml DNase I buffer (20 mM HEPES pH 7.4, 0.5 mM CaCl2, 5% glycerol, 3 mM MgCl2, 0.2 mM spermine, 0.2 mM spermidine) plus 0.2% NP40 alternative. Next, cells were homogenized by vortexing, incubated on ice for 5 min and centrifuged for 5 min at 500 g, 4°C to pellet nuclei. Nuclei were resuspended in 200 μl DNase I buffer and 50 μl aliquots were DNase I treated (or mock treated to normalize for the amount of chromatin in input) by the addition of 25 μl of DNase I buffer containing 1.5 μl DNase I (Qiagen, 2.7 μl/μl) and then incubated at 37°C for 8 min. The reaction was stopped by addition of an equal volume of 2x stop buffer (50 mM Tris pH 7.4; 200 mM NaCl; 100 mM EDTA; 2% SDS, 200 μg/ml proteinase K) and samples were incubated at 65°C for 4 h to remove proteins. Finally, DNA was purified using the PCR purification kit (Qiagen) and regions of interest were analyzed by qPCR (primers listed in Supplementary Table S2).

MNase I assays

Nuclease occupancy was analyzed essentially as described (22), with slight modifications to enable analysis by qPCR. Cells were grown to confluence in 10 cm dishes and treated with 1 μM dexamethasone or 0.1% ethanol respectively for 60 min. Prior to harvesting, cells were washed once with PBS, resuspended in 11.3 μl ice-cold lysis buffer (10 mM Tris pH 7.4; 10 mM NaCl; 3 mM MgCl2; 0.5% IGEPAL) per cm² and transferred to 1.5 ml Eppendorf tubes. Chromatin was collected by centrifugation at 1600 RPM for 15 min at 4°C. Resulting pellets were resuspended in 200 μl storage buffer (50 mM Tris pH 7.4; 40 % glycerol; 5 mM MgCl2; 0.1 mM EDTA) per 107 cells. Chromatin samples were flash-frozen in liquid nitrogen as aliquots, and then stored at −80°C. Prior to measuring the concentration of total DNA, aliquots were diluted 1:10 in storage buffer and 0.4 volumes of 5 M NaCl was added to disrupt protein/DNA interactions other than those between histones and DNA. Subsequently, each sample was split in
two of which one half was treated with MNase whereas the other half was untreated to normalize for the amount of input. For each sample containing 0.8 μg genomic DNA in 50 μl storage buffer, an equal volume of MNase reaction buffer (50 mM Tris pH 7.4; 25 mM KCl; 2.5 mM CaCl₂; 5 mM MgCl₂; 12.5 % glycerol) was added containing 1 μl MNase (NEB; ~200 kunitz) for MNase-treated samples. Samples were incubated for 10 min at 30°C, and the reaction stopped by adding 100 μl stopping buffer (50 mM Tris pH 7.4; 200 mM NaCl; 100 mM EDTA; 2% SDS) supplemented with 15 μl Proteinase K. Samples were incubated for 120 min at 60°C, phenol-chloroform extracted and purified mononucleosomal DNA from the test conditions was purified by cutting out the gel-slice corresponding to a DNA size of approximately (100–220 bp) from an 1.5% agarose gel using primers targeting either the GAPDH with low predicted nucleosome occupancy), the +1 nucleosome of GAPDH (region of high predicted nucleosome occupancy) or the genomically integrated NRS reporters (primers listed in Supplementary Table S2).

DNA pull-down and mass spectrometry

Biotin-labeled oligos encoding either control or candidate sequences as indicated below were used for DNA pull-down assays performed essentially as described previously (23).

Control: CAAAAGATCGTGCAGACTTGAAACCG AGGTAGGCTTGCTAGCCCGG
NRS1: CAAAAGATCGTGCAGACTTGAAACCG GTTAATTAACACTAGCCCGG
NRS2: CAAAAGATCGTGCAGACTTGAAACCG TTCAATTAACACTAGCCCGG

For each pull-down, ~0.5 mg each of pre-cleared nuclear proteins from HeLa cells and dsDNA-loaded Dynal MyOne C1 streptavidin magnetic beads (Invitrogen) were mixed and incubated for 3 h at 4°C. Next, beads were washed 4 times with 20 mM Tris-HCl pH 7.3, 10% glycerol, 0.1 M KCl, 0.2 mM EDTA, 10 mM K glutamate, 0.04% NP40. DNA-bound proteins were either released by direct trypsin digestion on beads. Alternatively, proteins were released by restriction digestion of the DNA, precipitated with ice-cold acetone (~20°C, overnight) and subsequently trypsin digested. Digests were desalted by C18 StageTips and dissolved in 5% acetonitrile, 2% formic acid for liquid chromatography tandem mass spectrometry (LC-MS/MS) analysis. LC-MS/MS was carried out by nanoflow reverse phase liquid chromatography (RPLC) (Agilent, Santa Clara, CA, USA) coupled online to a Linear Ion Trap (LTQ)-Orbitrap XL mass spectrometer (Thermo Electron Corp). Briefly, the LC separation was performed using a PicoFrit analytical column (75 μm ID × 150 mm long, 15 μm Tip ID (New Objectives, Woburn, MA, USA)) in-house packed with 3 μm C18 resin (Reprosil-AQ Pur, Dr Maisch, Germany). Peptides were eluted using a nonlinear gradient from 2 to 40% solvent B over 160 min at a flow rate of 200 nl/min (solvent A: 97.9% H₂O, 2% acetonitrile, 0.1% formic acid; solvent B: 97.9% acetonitrile, 2% H₂O, 0.1% formic acid). A total of 1.8 kV were applied for nano-electrospray generation. A cycle of one full FT scan mass spectrum (300–2000 m/z, resolution of 60 000 at m/z 400) was followed by 10 data-dependent MS/MS scans acquired in the linear ion trap with normalized collision energy (setting at 35%). Target ions already selected for MS/MS were dynamically excluded for 60 s.

Raw MS data were processed with MaxQuant software (version 1.5.0.0) (24), applying the label-free quantification algorithm (25) and searched against the human proteome database UniProtKB with 88.717 entries, released in 11/2014. A false discovery rate (FDR) of 0.01 for proteins and peptides and a minimum peptide length of 7 amino acids were required. A maximum of two missed cleavages was allowed for the tryptic digest. Cysteine carboxymethylation was set as fixed modification, while N-terminal acetylation and methionine oxidation were set as variable modifications. MaxQuant-processed output files can be found in Supplementary Table S3.

esiRNA knockdown

For esiRNA knockdown experiments, 10,000 transgenic cells were seeded per well of a 48-well plate. The next day, these cells were transfected with a mix of 75 ng of each esiRNAs (Sigma-Aldrich) against SFPQ and NONO (EHU 158661, EHU 071361) or a non-target esiRNA control (RL) using lipofectamine 2000 (Invitrogen). Thirty two hours post transfection, cells were treated for 16 h with 1 μM dexamethasone, or 0.1% ethanol as vehicle control. Cells were lysed and luciferase activity was measured.

RESULTS

Identification of under-represented sequence motifs at GR-bound loci

We performed motif analysis in GR bound regions, by scanning a window of 8 kb centered on the peak summit of GR binding peaks (based on ChIP combined with next generation sequencing (ChIP-seq)) with the complete collection of motifs from the TRANSFAC database. As expected, this analysis showed a local enrichment at the peak summit of the canonical GBS for all cell lines examined, and of several other motifs (e.g. AP1) (Figure 1A and data not shown). Interestingly, we also identified many sequence motifs that were under-represented at GR-bound regions across all cell lines tested (Figure 1A and data not shown). As many of these under-represented sequences have a high AT content (examples of depleted sequences: TTTGTTT, TTAAT-TAA), we first assumed an artifact of the ChIP procedure as AT-rich sequences tend to be depleted during the ChIP procedure (26). Nevertheless, a study of a large panel of ENCODE ChIP-seq data sets also concluded that a GC-rich environment is a general feature of TF binding (27). The observed local depletion of AT-rich sequences thus concurs with this study and, rather than being an experimental artifact, might also reflect the fact that AT-depletion could be beneficial for TF binding.

We thus hypothesized that the observed under-representation could reflect a role in modulating GR binding. If the under-represented motifs indeed play a role in preventing GR binding to nearby GBSs, the depletion should be more pronounced for bound GBSs when...
Figure 1. Analysis of motif occurrence around GR-bound regions. (A) DNA sequences from GR ChIP-Seq peaks in U2OS cells stably expressing GR were aligned at the peak summit, and flanking genomic DNA ±4000 bp was extracted. The entire collection of TRANFAC vertebrate motifs was used to scan these 8 kb regions. The normalized number of hits for each motif is shown as a heatmap focusing on the most central 2 kb region, where red and blue denote motif enrichment and under-representation, respectively. Representative examples of motifs that are either enriched or under-represented around the peak summit of GR-bound regions are displayed. The motif for GR (M00205) is made from very few binding sites but nonetheless is very similar to GR motifs constructed from ChIP-seq data sets. The detailed list of matrices and ranking is available as supplementary file 2. (B) Percentage of 10 bp bins with a sequence match to the word TTAATTAA in 1 kb regions centered on 58195 GBSs, extracted from bound (regions located within GR ChIP-seq peaks in U2OS, plain line) or unbound (regions located outside of any ChIP-seq peaks in five cell lines, dotted line). The central grey area indicates the localization of GBSs (regions incompatible with the word TTAATTAA).

compared to other GBS-like sequences in the genome not bound by GR. To test this, we generated two sets of 1 kb sequences centered on a GBS. The first set consisted of sequences from GR-bound regions, whereas the second set contains GBS matches in genomic regions that are not bound by GR in any of the five cell lines we examined (U2OS, A549, IMR90, K562, Nalm6). Next, we compared the occurrence profiles of the word TTAATTAA (candidate sequence used later in the experimental validations) and found that the depletion was more pronounced for the bound set of GBSs (Figure 1B). Together, our analyses uncovered several sequence motifs that are under-represented at GR-bound regions.

Under-represented sequences interfere with GR binding
To test if the under-represented sequences are not simply an experimental artifact, we set out to test if their presence interferes with GR binding to GBSs nearby. As a proxy for reduced GR binding, we first determined if the presence of an under-represented sequence influences the ability of GR to activate transcription from a nearby GBS. We therefore constructed reporters that encode a GBS sequence upstream of a minimal promoter driving the expression of a luciferase reporter gene. In addition, the GBSs were flanked by either a control sequence (random) or by one of three under-represented candidate sequences (Figure 2A). The first candidate sequence was chosen because its depletion is cell-type specific with a marked depletion at GR-bound regions for U2OS and Nalm-6 cells, whereas no obvious depletion was observed for IMR90 or A549 cells. The second and third candidate sequence are derived from motifs that are depleted across all cell types and resemble a large collection of highly similar depleted motifs that are recognized by members of the homeobox family of transcription factors.
Figure 2. Effects of depleted sequences on GR-dependent gene-activation. (A) U2OS cells were transfected with ‘NRS-reporters’ that contain a GR binding sequence (GBS) flanked by either a control or one of 3 depleted sequences from GR-bound genomic regions (candidates) and a luciferase reporter gene. Normalized luciferase activity for cells either treated with vehicle control (−) or dexamethasone (dex) ± standard error of mean (SEM) (n = 3) is shown. (B) Same as for (A), except that spacing between GBS and control/depleted sequence was increased by 5, 10 or 20 base pairs, respectively. (C) Effect of presence of sequences as indicated in NRS-reporters was tested for a broad panel of AT-rich sequences. Fold activation upon dex treatment ±SEM (n = 3) is shown. Activities relative to control reporter (set at 1) are shown.

As expected, GR activated transcription of reporters with GBSs flanked by the control sequence (Figure 2A). Next, we examined the effect of flanking the GBS by one of the candidate sequences. For candidate #1, GR-dependent activation was not compromised, in fact stronger than that seen for the control sequence indicating that this sequence does not influence GR’s ability to bind to GBSs nearby. In contrast, when the GBSs were flanked by candidate sequences #2 or #3, a marked decrease in activation was observed for all GBSs examined (Figure 2A, other GBS sequences tested showed the same results: data not shown). Notably, the effect was specific for the hormone-dependent activation of the reporters, as the basal activity was not affected by the presence of either candidate sequence (Figure 2A).

One possible explanation for the effects observed for candidates #2 and #3 is that they are bound by proteins, which prevent GR from interacting with the nearby GBSs by steric hindrance. To test this, we increased the spacing between GBS and test sequences by 5 bp, the equivalent of approximately half a DNA helical turn and by 10 bp and 20 bp to increase the spacing. Similar to the observation with the initial reporters, GR-dependent activation was reduced (Figure 2B). This indicates that these sequences do not require an exact positioning relative to the GBS to exert their effect although the effect appears to become weaker with increased spacing (Figure 2B). A common feature of many under-represented candidate sequences was their high AT-content. To test if the effects observed for candidates #2 and #3 were sequence-specific or a general feature of AT-rich sequences, we tested the effect of several additional AT-rich sequences in our reporters (Figure 2C). This analysis showed that although some other AT-rich sequences also had a small negative effect on GR-dependent activation, their effects were markedly smaller than those observed for candidates #2 and #3 (Figure 2C) indicating that their effect is sequence-specific rather than a simple consequence of being AT-rich.

The negative effect of the candidate sequences on GR-dependent activation suggests that these sequences interfere with GR’s ability to bind to GBSs nearby. To test this hypothesis directly, we set out to generate cell lines with stably integrated reporters with GBSs flanked by candidate sequences using zinc finger nucleases targeting the AAVS1 ‘safe harbor’ locus (1) (Figure 3A). Mirroring what we saw for the transiently transfected reporters, the integrated reporters showed a robust activation of the luciferase reporter
Figure 3. Depleted sequences attenuate GR-dependent activation and binding in the genomic context. (A) Schematic of donor NRS-reporter construct and of the AAVS1 locus after targeted integration of the reporter. (B) Populations of reporter cell lines were treated overnight with 1 μM dexamethasone (dex) or 0.1% ethanol as vehicle control. Luciferase activity was measured and average activity, relative to ethanol-treated control cell line, ±SEM (n = 3) is shown. (C) Effect of depleted sequences on genomic GR binding. Populations of cell lines with stably integrated reporters as indicated, were treated for 90 min with 1 μM dexamethasone (dex) or 0.1% ethanol as vehicle control. Fold increase in genomic GR binding upon dex treatment ±SEM (n = 3) as determined by chromatin immunoprecipitation for each line was determined by qPCR for bound (FKBP5) and unbound (RPL19) control regions and at the GBS locus of the integrated NRS reporters (integr. GBS).
gene upon hormone treatment when the GBS was flanked by the control sequence (Figure 3B). In contrast, the cell-lines encoding candidate sequences #2 or #3 showed a reduced GR-dependent activation compared to the control cell line (Figure 3B: ~75% reduction for candidate #2 and ~95% for candidate #3 when compared to control).

Next, we tested the effect of the candidate sequences on GR binding at the integrated reporter using ChIP assays. To compare the efficiency and specificity of the ChIP assay between our cell lines with stably integrated reporters, we first examined GR binding at the endogenous GR target site FKBPs and found a comparable enrichment for all cell lines examined (Figure 3C). As expected, no binding was observed for any of the clonal lines at the RPL19 control locus where GR does not bind. In contrast, at the integrated GBS, a robust GR recruitment was observed when the GBS was flanked by the control sequence (~8-fold increase in binding upon dexamethasone-treatment) but not when the GBS was flanked by either candidate #2 or #3, (<2-fold increase upon dexamethasone treatment, Figure 3C). Taken together, these results show that candidate sequences #2 and #3 interfere with the binding of GR to nearby GBSs and we, therefore, refer to these sequences from now on as negative regulatory sequences 1 and 2 (NRS1 and NRS2).

NRSs interference is conserved across vertebrate species

To investigate if the effects of NRSs on GR binding are conserved across species and to test for potential cell-type specificity, we set out to study their effects in Danio rerio (zebrafish). Zebrafish have functional glucocorticoid receptor signaling (28) and have diverged from humans some 450 million years ago (29). Similar to the experiments described above in mammalian cells, we tested the effects of NRSs in zebrafish using reporter constructs for which GBS sequences were flanked by NRS or control sequences upstream of a ecfp promoter driving expression of a TagRFP reporter gene (Figure 4A). The reporter constructs contained a cassette that drives expression of ECFP in the eye lens to score transgenic fish and were randomly integrated using the Tol2 transposase (20). For all reporter constructs, little to no RFP expression was observed when the transgenic fish were treated with DMSO as vehicle control (data not shown). Upon treatment with dexamethasone to activate GR, visual inspection of transgenic fish showed expression of the RFP reporter for 56% of transgenic fish when the GBS was flanked by the control sequence (Figure 4B). The fraction of RFP-positive fish was markedly smaller when the GBS was flanked by either NRS1 or NRS2, (22% for NRS1, 6% for NRS2). Furthermore, the absence of RFP expression was not restricted to specific cells or tissues, but observed throughout the animal, arguing that the effects of NRSs occur throughout the body. Because visual quantification is subjective, we also quantified hormone-induced activation of the TagRFP mRNA. Therefore, we compared TagRFP mRNA levels between DMSO (vehicle) and dexamethasone-treated fish. In line with our visual inspection, we found that hormone-dependent activation of TagRFP was lower when the GBSs were flanked by NRS2 (1.3-fold) when compared to GBSs flanked by control (4.0-fold) whereas regulation of the endogenous GR-responsive gene FKBPs gene was comparable for both populations of transgenic fish and no obvious regulation was seen for the ECFP gene, which was used to score transgenic fish (Figure 4C). Together, these experiments show that the activity of NRSs is conserved across species and active regardless of tissue examined.

NRSs do not majorly affect DNA conformation and chromatin accessibility

To understand how NRSs interfere with GR binding, we tested several possible mechanisms by which they might exert their effects. First, we tested a possible role of NRS-induced changes in DNA conformation. We therefore compared the binding of GR between a GBS flanked by the control sequence with that seen when the GBS is flanked by NRS2 using EMSAs. These experiments showed that the binding was indistinguishable between the two sequences (Figure 5A), indicating that the ability of NRSs to interfere with GR binding requires additional cellular components that are not present when analyzing naked DNA.

Genomic GR binding is strongly correlated with accessible chromatin, with the majority of binding (>90%) occurring at DNase I hypersensitive sites (2). Thus, one explanation for the effect of NRSs could be that they render nearby genomic regions inaccessible. To test this, we assayed the influence of NRSs on chromatin accessibility using DNase I assays. We first established assay conditions at which the majority of a control ‘open’ region, FKBPs, was degraded after DNase I treatment, whereas the majority of DNA was resistant to DNase I treatment for a control ‘closed’ region, IGFBP1 (Figure 5B). These assays showed that we can indeed discriminate between open and closed regions and that comparable results are obtained for these control regions for all transgenic cell lines examined. For the GBS locus of the integrated reporter, we found that the locus was relatively sensitive to DNase I digestion (~80% degraded) indicative of an ‘open’ chromatin context. Surprisingly however, the presence of an NRS sequence did not result in a change in the sensitivity to DNase I, suggesting that NRSs do not prevent GR binding by changing chromatin accessibility (Figure 5B).

Another possible explanation for the effect of NRSs could be that they change the positioning or presence of nucleosomes. To analyze the effect of NRSs on the position of nucleosomes, we performed MNase assays. In this assay, the presence of a nucleosome protects DNA from digestion by MNase, whereas regions lacking nucleosomes are more efficiently digested. Consistent with expectation, the MNase assay showed that the +1 nucleosome region of GAPDH was resistant to MNase digestion, whereas the nucleosome-depleted region upstream of the TSS of GAPDH was very sensitive to MNase digestion (Figure 5C). We next examined the nucleosome occupancy at the GBS locus of the integrated luciferase reporter gene for each of the cell lines and found that this locus was relatively resistant to MNase digestion but that the presence of an NRS sequence did not result in a marked change in MNase sensitivity (Figure 5C).

Together, these experiments indicate that the effects of NRSs do not appear to be a consequence of changes in either chromatin accessibility or nucleosome density. How-
ever, given the resolution of the data, we cannot rule out that NRSs induce subtle changes in the positioning of nucleosomes that might influence whether the GBS is available for GR binding or not.

NRSs interact with paraspeckle-associated proteins

Since the NRS sequences appeared to neither exert their effect by changing the conformation of the DNA nor by influencing the local chromatin accessibility, we set out to identify NRS-interacting proteins reasoning that this might provide mechanistic insights. Therefore, we used the NRS sequences as baits for DNA pull-down assays and compared bound nuclear proteins between NRS and control sequences by mass spectrometry (Figure 6A). These experiments resulted in the identification of 11 proteins that were at least 2-fold enriched for NRS sequences relative to control in at least two out of three experiments (Figure 6B). Five of these 11 proteins are enriched for both NRS sequences, which is not that surprising given that they are similar in sequence (both contain TTAATT) and might interfere with GR binding by interacting with the same protein(s). Of these five shared NRS-binding proteins, three are known paraspeckle-associated proteins (Figure 6B). Arguing for a possible role of these proteins in mediating the effects of NRSs, published studies have shown that SFQ and NONO act as co-repressors and interfere with DNA binding of the androgen and progesterone receptor, two close homologs of GR (30,31). Given their established role in repressing the activity of steroid hormone receptors and the fact that we identified multiple paraspeckle-associated proteins, we decided to focus our attention on these proteins. To test if paraspeckle proteins play a role in mediating the repressive effects of the NRS sequences, we tested the effect of reducing SFQ and NONO levels using esiRNAs. Because SFQ and NONO have been reported to play redundant roles (19), we knocked-down their expression simultaneously (Figure 6C). Indicative of a role of paraspeckle proteins in mediating the effects of NRSs, we found that reducing SFQ and NONO levels resulted in an increase in reporter activity when the GBS was flanked by either NRS1 or 2 (Figure 6D: 53% for NRS1; 63% for NRS2). Arguing that this effect is at least somewhat specific, a smaller (∼25%) effect was observed when the GBS was flanked by the control sequence (Figure 6D). To further test if paraspeckle-associated protein can influence GR binding to GBSs, we tested the effect of specifically recruiting candidate proteins to GBS-driven reporters. The targeted recruitment was accomplished by using a reporter for which the GBS is flanked by gal4 DNA binding sites (18) and by expressing the candidate proteins as fusion proteins with the Gal4 DNA binding domain (Figure 6E). Consistent with the ability of paraspeckle-associated proteins to negatively influence GR binding to GBSs nearby, we found that the expression of Gal4 fusion proteins of SFQ and NONO resulted in a reduced ability of GR to activate expression of the luciferase reporter gene (Figure 6E). Furthermore, another paraspeckle-associated protein, PSPC1, also resulted in small decrease in reporter activity. To test if these effects were a consequence of targeted recruitment
Figure 5. Characterization of the NRS sequences. (A) EMSA comparing binding of the DNA binding domain of GR to a GBS sequence flanked by either the control sequence (left) or by NRS2 (right). (B) DNase I accessibility assay was performed with populations of transgenic cells with stably integrated reporters as indicated. Regions of interest were analyzed by qPCR (FKBP5: control accessible region; IGFBP1: control inaccessible region; integr. GBS: integrated reporter region). Results are shown as % of input remaining after DNAse I digestion ±SEM (n = 3). (C) Nucleosome occupancy was analyzed using micrococcal nuclease (MNase) assays for populations of transgenic cells with stably integrated reporters as indicated. Regions of interest were analyzed by qPCR. Integr. GBS: integrated reporter region. Results are shown as % of input remaining after MNase digestion ±SEM (n = 3).

and not simply an effect of over-expression, we also assayed their effect on a control reporter where the GBS sequences were not flanked by Gal4 DNA binding sites. For this reporter however, co-expression of none of the paraspeckle-associated proteins showed a marked effect (Figure 6E), indicating that their effect requires the targeted recruitment of these proteins to the GBS locus. Together, these data argue that paraspeckle-associated proteins binding to the NRS sequences may play a role in preventing GR from binding to GBSs nearby.

NRSs affect other transcription factors

To test if NRS can also influence other TFs, we examined the motif occurrence around genomic regions bound by MyoD, a muscle-specific basic helix-turn-helix transcription factor (Supplementary Figure S1A). We found that, similar to GR-bound regions, certain motifs were over-represented around MyoD-bound regions (e.g. the MyoD consensus motif) whereas other motifs were under-represented, including two motifs from which the NRS sequences were derived (Supplementary Figure S1A). To test if these under-represented sequence could negatively influence DNA-binding and transcriptional regulation by MyoD, we flanked three MyoD binding sites by a single control or NRS sequence upstream of a luciferase reporter gene. Since little to no MyoD expression is observed in U2OS cells (32), activation of this reporter could be achieved by co-transfecting a MyoD-expression con-
Figure 6. Identification and characterization of NRS-associated proteins. (A) Workflow for the label-free identification of NRS-specific interaction partners was as follows: DNA pull-downs were performed to identify and quantify proteins from a nuclear extract using biotin-labeled oligos encoding either NRS1, NRS2 or control sequence. Shown is the overlap of NRS interacting proteins (> 2-fold enrichment over control bait in at least 2 out of 3 experiments). (B) Identity and description of the 11 NRS-interacting proteins that were identified. (C) Efficacy of esiRNA knockdown. RNA levels for genes as indicated were quantified by qPCR, two days after transfection with esiRNAs targeting SFPQ and NONO. Percentage relative to non-target control ±SEM (n = 4) is shown. (D) Effect of esiRNA knockdown of paraspeckle genes SFPQ and NONO on genomically-integrated NRS-reporters. Thirty six hours after populations of cell lines, with stably integrated reporters as indicated, were transfected with esiRNAs, cells were treated overnight with EtOH as vehicle control or 1 µM dex. Percentage activity relative to dex-treated non-target control ±SEM (n = 3) is shown. (E) Targeted recruitment of paraspeckle-associated proteins interfered with GR-dependent transcriptional activation. Expression constructs for Gal4 DNA binding domain fusion proteins as indicated were co-transfected with luciferase reporters encoding two GBSs next to two Gal4 binding sequences (left) or with reporters lacking Gal4 binding sequences as control (right). Reporter activity relative to dex-treated cells expressing the Gal4-DBD only ± SEM (n = 3) is shown.

DISCUSSION

Sequences matching the GR motif are ubiquitously found in the genome, yet only a cell-type-specific minority of these potential binding sites appears to be actually occupied. This raises the question: what discriminates the subset that is GR-bound from the subset of potential binding sites that is not? For one, regions bound by GR are typically enriched for other sequence motifs that are bound by other factors that cooperate with GR to facilitate selective recruitment to a subset of potential recognition sequences (10). Such factors can play a role in the establishment or maintenance of accessible chromatin, which is a major determinant of GR binding. However, even within the universe of accessible chromatin, the presence of a GBS is a poor predictor of GR binding, as many GBSs with a high motif score are not occupied by GR (12), unpublished data from the Meijsing lab). We reasoned that other sequence signals may prevent GR binding to GBSs nearby. If such sequences existed, they should be depleted at GR-bound sites and scanning of GR-bound regions with collections of known motifs identified...
several such candidate sequences. Similarly, de novo motif discovery approaches focusing on under-represented motifs could be used to uncover such sequences. When we compare bound regions with unbound regions with a GBS match (300 bp window centered on GBS), we find an exact match to the TTAATTAA NRS1 sequence for 0.8% for bound regions whereas this number is 1.6% for unbound regions. This indicates that NRS1 could explain the lack of binding for a small fraction of unbound GBSs. Notably, we identify several additional depleted sequences and other studies have also described sequences that, when present near GBSs, negatively influence GR’s ability to regulate transcription (33). These sequences were identified using naturally occurring deletion mutants of the mouse mammary tumor virus (MMTV), a model system to study GR signaling. The effects of these sequences were attributed to cut-like homeobox 1 (Cux1) and special AT-rich sequence binding protein 1 (SATB1) (34, 35). Interestingly, our genome-wide analysis uncovered that the recognition sequences of Cux1 (Transfac M00102) and SATB1 (Transfac M101232) are depleted near GR binding sites (Supplementary Figure S2), indicating that their effect is not restricted to the MMTV but may play a more general role in controlling where in the genome GR binds.

Our mechanistic studies indicated that neither changes in DNA shape, nor in chromatin accessibility or nucleosome density appear to be responsible for mediating the effects of NRSs. To our surprise, this suggests that a mechanism other than chromatin accessibility is responsible for mediating the effect of NRSs. One possible mechanism could be that proteins binding to NRSs might interfere with GR binding by steric hindrance. However, we do not think this is the mechanism responsible, for several reasons. First, when we shifted the NRS by 5 bases, half a DNA helical turn, NRSs still exerted their effect, indicating that their activity does not require a precise positioning relative to the GBS. Similarly, the NRSs and TF binding sites had a different relative positioning in the reporters used to study the effect of NRSs in zebrafish and on MyoD, yet NRSs exerted their effect. Furthermore, when we used baits in our DNA pull-down assays where we flanked the GBSs by naked DNA, showed that NRSs require cellular components to exert their effect. To identify proteins involved in mediating the effects of NRSs, our mass-spectrometry analysis uncovered 3 paraspeckle-associated proteins that were reproducibly identified as NRS-binders. Functional assays (Figure 6D and E) indicated that these proteins may indeed play a role in mediating the effects of NRSs. We envision several mechanisms by which paraspeckle-associated proteins might interfere with GR binding (Figure 7). First, SFPQ interacts with the corepressor Sin3A which in turn interacts with histone deacetylases (36) which are linked to gene repression possibly by influencing TF:DNA interactions. Alternatively, paraspeckle-associated proteins might directly bind to GR and thereby prevent it from interacting with GBSs (Figure 7A). In this scenario, NRSs would dynamically interact with the paraspeckle-associated proteins resulting in an increased local concentration. Arguing for a direct role of paraspeckle-associated proteins, GR directly interacts with SFPQ (37). Furthermore, studies have show that SFPQ interferes directly with DNA binding of the androgen receptor (30) and the progesterone receptor (31), which have DNA binding domains virtually indistinguishable from GR. Another explanation could be that NRSs might serve as anchoring sites that direct the NRS-encoding genomic loci to subnuclear regions, like paraspeckles, which may be less permissive to TF binding (Figure 7B). Of note, genomic regions associated with nuclear lamina often have a high AT content, similar to the NRSs, and are lowly expressed (38). Furthermore, Cux1 and SATB1, that bind the negative regulatory sequences identified in a previous study, can bind to matrix attachment regions that play a role in chromatin looping and nuclear architecture (39). Although our analysis indicated that paraspeckle-associated proteins may play a role in mediating the effect of NRS, their knock-down only resulted in a partial reduction of NRS activity. Our attempts to ChIP SFPQ at NRSs failed to show binding arguing that perhaps other or additional, yet unknown, mechanisms are in place that mediate the effects of NRSs. Alternatively, the partial reversion could reflect the fact that the NRS-encoding paraspeckle components, which are expressed at high levels in the cell, was incomplete (Figure 6C). Moreover, compensatory effects of other (unknown) factors might have resulted in only partial reduction of NRS activity.

NRSs can influence genomic binding by GR and possibly other TFs, and our experiments in zebrafish indicate that they influence GR binding throughout the body. This prompts the question about the biological significance of NRS-mediated restriction of genomic binding by GR and other TFs might be. One possibility could be that NRSs constitutively restrict where TFs can bind in the genome to reduce the search-space for TFs to find regulatory sequences and to assure that the limited pool of TFs expressed in a cell localizes to the appropriate binding sites. NRSs resemble the recognition sequence of TFs from the homeobox family including Hox proteins, a family of TFs that define different cellular identities along the anterior-posterior axis (40). Thus, a possible function of these sequences might be that they play a role in preventing the binding of certain TFs, like GR which is expressed throughout the body, to binding sites near promoters of Hox-controlled target genes to prevent spurious activation of these genes at either the wrong place or the wrong time. Importantly, our studies indicated that the NRS sequences restrict binding by mechanisms other than simply restricting chromatin accessibility. This would provide the possibility for some TFs, that are resistant to the actions of NRSs, to bind and regulate transcription while at the same time preventing binding of other TFs that might interfere with proper regulation of those genes. Accordingly, when we examined genomic regions bound by HoxD13 (Supplementary Figure S3A), we find an enrichment of the HoxD13 consensus motif and for the motifs with marked depletions at GR-bound regions (Supplementary Figure S3B: M00742, M1363 and M01294). Conversely, the GR consensus motif is depleted at HoxD13-bound regions (Supplementary Figure S3C) per-
Figure 7. Cartoon depicting how NRS sequences and paraspeckle-associated proteins might cooperate to influence TF binding to nearby response elements. (A) By blocking TF:DNA interactions or (B) by influencing sub-nuclear positioning.

haps as a consequence of the fact that GR cannot bind and therefore GR recognition sequences are lost over time in these regions.

NRS activity might also be context-specific to facilitate the condition-specific binding and activation of transcriptional programs by GR. In this regard, it is known that the paraspeckle component SFPQ binds to the promoter of anti-viral genes like IL8 and represses its expression (41). Upon viral infection, expression of the long non-coding RNA NEAT1 is induced, which in turn sequesters SFPQ from the IL8 promoter, thereby releasing its repressive effect and activating expression of the IL8 gene. This raises the intriguing possibility that viral infection might change the repertoire of available GR binding sites by releasing the repressive effect of paraspeckle-associated proteins on GR-binding to GBSs near NRSs.

In summary, our study shows that the analysis of TF-bound genomic loci can not only identify sequences that play a positive role in TF binding but also has the potential to uncover sequences that restrict TF binding to certain parts of the genome. In this study, we uncovered two sequences that showed the potential to restrict TF binding. Our analysis moreover uncovered additional under-represented sequences, indicating that the spectrum of sequences that play a role in restricting where in the genome TFs bind might be larger. Our simple approach to identify sequences that restrict TF binding to certain parts of the genome can be applied to any ChIP data and can thus help uncover how the combined action of positive and negative sequence signals specify where in the genome TFs bind.
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