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Abstract—This paper analyzes how the distortion created by hardware impairments in a multiple-antenna base station affects the uplink spectral efficiency (SE), with focus on Massive MIMO. This distortion is correlated across the antennas, but has been often approximated as uncorrelated to facilitate (tractable) SE analysis. To determine when this approximation is accurate, basic properties of distortion correlation are first uncovered. Then, we separately analyze the distortion correlation caused by third-order non-linearities and by quantization. Finally, we study the SE numerically and show that the distortion correlation can be safely neglected in Massive MIMO when there are sufficiently many users. Under i.i.d. Rayleigh fading and equal signal-to-noise ratios (SNRs), this occurs for more than five transmitting users. Other channel models and SNR variations have only minor impact on the accuracy. We also demonstrate the importance of taking the distortion characteristics into account in the receive combining.
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I. INTRODUCTION

The common practice in academic communication research is to consider ideal transceiver hardware whose impact on the transmitted and received signals is negligible. However, the receiver hardware in a wireless communication system is always non-ideal [2]: for example, there are non-linear amplifications in the low-noise amplifier (LNA) and quantization errors in the analog-to-digital converter (ADC). Hence, there is a mismatch between the signal that reaches the antenna input and the signal that is obtained in the digital baseband. In single-antenna receivers, the mismatch over a frequency-flat input and the signal that is obtained in the digital baseband.

The distortion correlation is studied both analytically and experimentally in [20], in the related scenario of multi-antenna transmission with non-linear hardware. The authors observed distortion correlation for single-stream transmission in the sense that each element of the complex-valued distortion vector has the same angle as the corresponding element in the signal vector, leading to a similar directivity of the radiated signal and distortion. However, the authors of [20] conjectured that the hardware distortion is “practically uncorrelated” when transmitting multiple precoded data streams. In that case, each signal vector is a linear combination of the precoding vectors where the coefficients are the random data. Hence, the directivity changes rapidly with the data and does not match any of the individual precoding vectors. The conjecture from [20] was proved analytically in [21] for the case when many data...
streams are transmitted with similar power. The error-vector magnitude analysis in [22] shows that an approximate model where the BS distortion is uncorrelated across the antennas gives accurate results, while [23] provides a similar result when considering a model that also includes mutual coupling and noise at the transmitter side. Nevertheless, [24] recently claimed that the model with uncorrelated BS distortion “do not necessarily reflect the true behavior of the transmitted distorted signals”. [25] stated that the model is “physically inaccurate”, and [26] says that it “can yield incorrect conclusions in some important cases of interest when the number of antennas is large”. These papers focus on the power spectral density and out-of-band interference, assuming setups with non-linearities at the BS, while the UEs are equipped with ideal hardware. In contrast, the works [8], [18] promoting the uncorrelated BS distortion model also consider hardware distortion at the UEs and claim that it is the dominant factor in Massive MIMO. Hence, the question is if the statements from [24]–[26] are applicable when quantifying the uplink SE in typical Massive MIMO scenarios with hardware impairments at both the UEs and BSs. In other words:

Is the SE analysis in prior works on Massive MIMO with uncorrelated BS distortion trustworthy?

A. Main Contributions

This paper takes a closer look at the question above, with the aim of providing a versatile view of when models with uncorrelated hardware distortion can be used for SE analysis in the uplink with multiple-antenna BSs. To this end, we develop in Section II a system model with a non-ideal multiple-antenna receiver and explain the characteristics of hardware distortion along the way. Achievable SE expressions are provided and we develop a new receive combining scheme that maximizes the SE. The analysis is performed under the assumption of perfect channel state information (CSI), while the imperfect case is studied numerically. We study amplitude-to-amplitude (AM-AM) non-linearities analytically in Section III with focus on maximum ratio (MR) combining. The characteristics of the quantization distortion are then analyzed in Section IV. We quantify the SE with both non-linearities and quantization errors in Section V. In particular, we compare the SE with distortion correlation and the corresponding SE under the simplifying assumption (approximation) of uncorrelated distortion, to show under which conditions these are approximately equal. The major conclusions are then summarized in Section VI while the extensive set of conclusions are clearly marked throughout the paper.

We consider a single-cell scenario with $K$ UEs in this paper, for notational convenience. However, the analytical results are readily extended to a multi-cell scenario by letting some of the $K$ UEs represent UEs in other cells. The only difference is that we should only compute the SE of the UEs that reside in the cell under study.

The conference version [1] of this paper considers only non-linearities and contains a subset of the analysis and proofs.

Reproducible research: All the simulation results can be reproduced using the Matlab code and data files available at: https://github.com/emilbjornson/distortion-correlation

### Notation:
- Boldface lowercase letters, $x$, denote column vectors and boldface uppercase letters, $X$, denote matrices.
- The $n 	imes n$ identity matrix is $I_n$. The superscripts $^*$, $^t$ and $^H$ denote transpose, conjugate, and conjugate transpose, respectively.
- The Moore-Penrose inverse is denoted by $\hat{X}$.
- The error-vector magnitude is $|\cdot|$. The superscripts $(\cdot)^+$ is the product of matrices, $\text{erf}(\cdot)$ is the error function, $j$ is the imaginary unit, while $R(\cdot)$ and $\mathbb{Z}(\cdot)$ give the real and imaginary part of a complex number, respectively.

II. System Model and Spectral Efficiency

We consider the uplink of a single-cell system where $K$ single-antenna UEs communicate with a BS equipped with $M$ antennas. We consider a symbol-sampled complex baseband system model [26].

The channel from UE $k$ is denoted by $h_k = [h_{k1} \ldots h_{kM}]^T \in \mathbb{C}^M$. A block-fading model is considered where the channels are fixed within a time-frequency coherence block and take independent realizations in each block, according to an ergodic stationary random process. In an arbitrary coherence block, the noise-free signal $u = [u_1 \ldots u_M]^T \in \mathbb{C}^M$ received at the BS antennas is

$$u = \sum_{k=1}^K h_k s_k = H s$$

where $H = [h_1 \ldots h_K] \in \mathbb{C}^{M \times K}$ is the channel matrix and $s_k \in \mathbb{C}$ is the information-bearing signal transmitted by UE $k$. Since we want to quantify the SE and Gaussian codebooks maximizes the differential entropy, we assume $s = [s_1 \ldots s_M]^T \sim \mathcal{N}(0, \sigma I_M)$ where $p$ is the variance. The UEs can have unequal pathlosses and/or transmit powers, which are both absorbed into how the channel realizations $h_k$ are generated. Several different channel distributions are considered in Section V. We will now analyze how $u$ is affected by non-ideal receiver hardware and additive noise. To focus on the distortion characteristics only, $H$ is assumed to be known in the analytical part of the paper. Imperfect channel knowledge is considered in Section VI.

A. Basic Modeling of BS Receiver Hardware Impairments

We focus now on an arbitrary coherence block with a fixed channel realization $H$ and use $E[H \{ \cdot \}]$ to denote the conditional expectation given $H$. Hence, the conditional distribution of $u$ is $\mathcal{N}(0, C_{uu})$ where $C_{uu} = E[H uu^H] = \sigma HH^H \in \mathbb{C}^{M \times M}$ describes the correlation between signals received at different antennas. It is only when $C_{uu}$ is a scaled identity matrix that $u$ has uncorrelated elements. This can only happen when $K \geq M$. However, we stress that $K < M$ is of main interest in Massive MIMO [8] (or more generally in any multiuser MIMO system).

1This model is sufficient to study the inband communication performance, while a continuous-time model is needed to capture out-of-band interference. Hence, we are implicitly assuming that no out-of-band interference exists. See [25], [29] for recent studies of out-of-band distortion in Massive MIMO.
The BS hardware is assumed to be non-ideal but quasi-memoryless, which means that both the amplitude and phase are affected. The impairments at antenna \( m \) are modeled by an arbitrary deterministic function \( g_m(\cdot) : \mathbb{C} \rightarrow \mathbb{C} \), for \( m = 1, \ldots, M \), which can describe both continuous non-linearities and discontinuous quantization errors. These functions distort each of the components in \( u \), such that the resulting signal is
\[
z = \begin{bmatrix} g_1(u_1) \\ \vdots \\ g_M(u_M) \end{bmatrix} \triangleq g(u). \tag{2}
\]
By defining \( C_{zu} = \mathbb{E}[H(zu^H)] \), we can express \( z \) as a linear function of the input \( u \) by exploiting that \( C_{zu}C_{uu}^H \) is the linear minimum mean-squared error (LMMSE) estimate of \( z \) given \( u \) [28, Sect. 15.8]. Notice that we used the Moore-Penrose inverse since \( C_{uu} \) is generally rank-deficient. We can further define the “estimation error” \( \eta = g(u) - C_{zu}C_{uu}^H u \) which we will call the additive distortion term. This leads to the input-output relation
\[
z = g(u) = C_{zu}C_{uu}^H u + \eta. \tag{3}
\]
By construction, the signal \( u \) is uncorrelated with \( \eta \); that is, \( \mathbb{E}[uu^*] = C_{uu} \) and \( \mathbb{E}[\eta\eta^*] = C_{uu} \). However, \( u \) and \( \eta \) are clearly not independent.

This derivation has not utilized the fact that \( u \) is Gaussian distributed (for a given \( H \)), but only its first and second order moments. Hence, the model in (3) holds also for finite-sized constellations. Since the SE will be our metric, we utilize the full distribution to simplify \( C_{zu}C_{uu}^H \) in (3) using a discrete complex-valued counterpart to the Bussgang theorem [3].

**Lemma 1.** Consider the jointly circular-symmetric complex Gaussian variables \( x \) and \( y \). For any deterministic function \( f(\cdot) : \mathbb{C} \rightarrow \mathbb{C} \), it holds that
\[
\mathbb{E}\{f(x)y^*\} = \mathbb{E}\{f(x)\} \mathbb{E}\{x\} \mathbb{E}\{x^*\} / \mathbb{E}\{|x|^2\}. \tag{5}
\]

**Proof:** Note that \( y = \mathbb{E}\{yx\} / \mathbb{E}\{|x|^2\} x + \epsilon \), where \( \epsilon = y - \mathbb{E}\{yx\} / \mathbb{E}\{|x|^2\} x \) has zero mean and is uncorrelated with \( x \). The Gaussian distribution implies that \( \epsilon \) and \( x \) are independent. Replacing \( y \) with this expression in the left-hand side of (5) and noting that \( \mathbb{E}\{f(x)e^{*}\} = 0 \) yields the right-hand side of (5).

Using Lemma 1 it follows that (cf. [29, Appendix A])
\[
C_{zu} = \mathbb{E}[H(zu^H)] = DC_{uu}. \tag{6}
\]

where \( D = \text{diag}(d_1, \ldots, d_M) \) and \( d_m = \frac{\mathbb{E}[H(g_m(u_m)^*u_m^H)]}{\mathbb{E}[|u_m|^2]} \). Inserting (6) into (3) yields
\[
z = Du + \eta \tag{7}
\]
with \( \eta = g(u) - Du \). The following observation is thus made.

**Observation 1.** When a Gaussian signal \( u \) is affected by non-ideal BS receiver hardware, the output is an element-wise scaled version of \( u \) plus a distortion term \( \eta \) that is uncorrelated (but not independent) with \( u \).

If the functions \( g_m(\cdot) \) are all equal and \( C_{uu} \) has identical diagonal elements, \( D \) is a scaled identity matrix and the common scaling factor represents the power-loss jointly incurred by the hardware impairments. In this special case, \( Du \) has the same correlation characteristics as \( u \).

The distortion term has the (conditional) correlation matrix
\[
C_{\eta\eta} = \mathbb{E}[H(\eta\eta^H)] = C_{zz} - C_{zu}C_{uu}^H C_{zu} = C_{zz} - DC_{uu}D^H \tag{8}
\]
where \( C_{zz} = \mathbb{E}[H(zz^H)] \). In the special case when \( C_{uu} \) is diagonal and \( \mathbb{E}[H(g_m(u_m))] = 0 \) for \( m = 1, \ldots, M \), \( C_{\eta\eta} \) is also diagonal and the distortion term has uncorrelated elements. This cannot happen unless \( K \geq M \).

**Observation 2.** The elements of the BS distortion term \( \eta \) are always correlated in multiuser MIMO if \( K < M \).

This confirms previous downlink [20], [21], [24], [25] and uplink [26] results, derived with different system models. The equivalent model of the receiver distortion derived in this section is summarized in Fig. [1] The question is now if the simplifying assumption of uncorrelated distortion (e.g., made in [16–18]) has significant impact on the SE.

### B. Spectral Efficiency with BS Hardware Impairments

Using the signal and distortion characteristics derived above, we can compute the SE. The signal detection is based on the received signal \( y \in \mathbb{C}^M \) that is available in the digital baseband and is given by
\[
y = z + n = Du + \eta + n = \sum_{k=1}^{K} D_h k s_k + \eta + n \tag{9}
\]
where \( n \sim \mathcal{N}_c(0, \sigma^2 I_M) \) accounts for thermal noise that is (conditionally) uncorrelated with \( u \) and \( \eta \). The combining vector \( v_k \) is used to detect the signal of UE \( k \) as
\[
v_k^H y = v_k^H D_h k s_k + \sum_{i=1, i \neq k}^{K} v_k^H D_h i s_i + v_k^H \eta + v_k^H n. \tag{10}
\]

This result holds even if \( C_{uu} = pHH^H \) is rank-deficient, in which case the Moore-Penrose inverse can be obtained by computing an eigenvalue decomposition of \( C_{uu} \) and inverting all the non-zero eigenvalues. To prove the second equality, we need to utilize the fact that the null space of \( C_{uu} \) is contained in the null space of \( C_{zu} = \mathbb{E}[H(zu^H)]H^H \).

\[2\] This result holds even if \( C_{uu} = pHH^H \) is rank-deficient, in which case the Moore-Penrose inverse can be obtained by computing an eigenvalue decomposition of \( C_{uu} \) and inverting all the non-zero eigenvalues. To prove the second equality, we need to utilize the fact that the null space of \( C_{uu} \) is contained in the null space of \( C_{zu} = \mathbb{E}[H(zu^H)]H^H \).

\[3\] In practice, the initially independent noise at the BS is also distorted by the BS hardware, which results in uncorrelated noise (conditioned on a channel realization \( H \)) by following the same procedure as above.
In the given coherence block, $\eta$ is uncorrelated with $u$, thus the distortion is also uncorrelated with the information-bearing signals $s_1, \ldots, s_K$ (which are mutually independent by assumption). Hence, we can use the worst-case uncorrelated additive noise theorem [5] to lower bound the mutual information between the input $s_k$ and output $v_k^H y$ in (10) as
\[
I(s_k; v_k^H y) \geq \log_2 (1 + \gamma_k)
\]
for the given deterministic channel realization $H$, where $\gamma_k$ represents the instantaneous signal-to-interference-and-noise ratio (SINR) and is given by
\[
\gamma_k = \frac{p v_k^H D h_k h_k^H D_k v_k}{v_k^H (\sum_{i \neq k} p D h_i h_i^H D_k + C_{\eta \eta} + \sigma^2 I_M) v_k}.
\]
(12)

The lower bound represents the worst-case situation when the uncorrelated distortion plus noise term $\eta + n$ is colored Gaussian noise that is independent of the desired signal and distributed as $\eta + n \sim N(0, C_{\eta \eta} + \sigma^2 I_M)$. Note that this is only the worst-case conditional distribution in a coherence block (for a given $H$), while the marginal distribution of $\eta + n$ is the product of Gaussian random variables [8 Sec. 6.1].

**Observation 3.** Treating the BS distortion as statistically independent of the desired signal is a worst-case modeling when computing the mutual information.

Since $\gamma_k$ is a generalized Rayleigh quotient with respect to $v_k$, it is maximized by [8 Lemma B.10]
\[
v_k = p \left( \sum_{i=1, i \neq k}^K p D h_i h_i^H D_k + C_{\eta \eta} + \sigma^2 I_M \right)^{-1} D h_k
\]
(13)
\[
= p \left( C_{zz} + \sigma^2 I_M - D h_k h_k^H D_k \right)^{-1} D h_k.
\]
(14)

We call this the distortion-aware minimum-mean squared error (DA-MMSE) receiver as it takes into account not only inter-user interference and noise, but also the distortion correlation. This new combining scheme is a novel contribution of this paper. To apply DA-MMSE, it is sufficient for the BS to know the channel $D h_k$ and the correlation matrix $C_{zz} + \sigma^2 I_M$ of the received signal in (9).

**Observation 4.** The BS distortion correlation affects the SINR and can be utilized in the receive combining. The direction of the SE-maximizing receive combining is changed by the distortion correlation.

Substituting (13) into (12) yields
\[
\gamma_k = p h_k^H D_k \left( \sum_{i=1, i \neq k}^K p D h_i h_i^H D_k + C_{\eta \eta} + \sigma^2 I_M \right)^{-1} D h_k.
\]
(15)

Recall that $H$ is just one channel realization from some arbitrary ergodic fading process. Hence, the ergodic achievable SE $I(s_k; v_k^H y, H) = E_H \{ I(s_k; v_k^H y) \}$ over the fading channel in (9) is lower bounded by
\[
E_H \{ I(s_k; v_k^H y) \} \geq E_H \{ \log_2 (1 + \gamma_k) \}
\]
(16)

where $E_H \{ \cdot \}$ denotes the expectation with respect to $H$.

**C. Spectral Efficiency with UE Hardware Impairments**

In practice, there are hardware impairments at both the BS and UEs. To quantify the relative impact of both impairments, we next assume that $s_k = c_k + \omega_k$ for $k = 1, \ldots, K$, where $c_k \sim N(0, \kappa p)$ is the actual desired signal from UE $k$ and $\omega_k \sim N(0, (1-\kappa)p)$ is a distortion term. The parameter $\kappa \in [0, 1]$ determines the level of hardware impairments at the UE side, potentially after some predistortion algorithm has been applied. For analytical tractability, we assume that $c_i$ and $\omega_k$ are independent, thus the transmit power is $E\{ |s_k|^2 \} = \kappa p + (1-\kappa)p = p$ irrespective of $\kappa$. The independence can be viewed as a worst-case assumption [5, 8], but is mainly made to apply the same methodology as above to obtain the achievable SE
\[
I(s_k; v_k^H y, H) = E_H \{ I(s_k; v_k^H y) \} \geq E_H \{ \log_2 (1 + \gamma_k) \}
\]
(17)

with
\[
\gamma_k = \frac{\kappa p v_k^H D h_k h_k^H D_k v_k}{v_k^H (\sum_{i \neq k} p D h_i h_i^H D_k + (1-\kappa)p D h_i h_i^H D_k + C_{\eta \eta} + \sigma^2 I_M) v_k}.
\]
(18)

This SINR is also maximized by DA-MMSE in (13), as it can be proved using [8 Lemma B.4]. The reason is that the desired signal and UE distortion are received over the same channel $D h_k$, thus such distortion cannot be canceled by receive combining without also canceling the desired signal.

**Observation 5.** The UE distortion does not change the SE-maximizing receive combining vector at the BS.

III. QUANTIFYING THE IMPACT OF NON-LINEARITIES

The BS distortion term $v_k^H C_{\eta \eta} v_k$ appears in (12) and (18). To analyze the characteristics of this term and, particularly, the impact of the distortion correlation (i.e., the off-diagonal elements in $C_{\eta \eta}$), we now focus on the AM-AM distortion caused by the LNA. This can be modeled, in the complex baseband, by a third-order memoryless non-linear function [2]
\[
g_m(u_m) = u_m - a_m |u_m|^2 u_m, \quad m = 1, \ldots, M.
\]
(19)

This is a valid model of amplifier saturation when $a_m \geq 0$ and for such input amplitudes $|u_m|$ that $|g_m(u_m)|$ is an increasing function. This occurs for $|u_m| \leq \sqrt{\frac{1}{2a_m}}$, while clipping occurs for input signals with larger amplitudes. In practice, the LNA is operated with a backoff to avoid clipping and limit the impact of the non-linear amplification. The value of $a_m$ depends on the circuit technology and how we normalize the output power of the LNA. We can model it as [31]
\[
a_m = \frac{\alpha}{b_{off} E\{ |u_m|^2 \}}.
\]
(20)
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where \( \mathbb{E} \{ |u_m|^2 \} \) is the average signal power and \( b_{\text{off}} \geq 1 \) is the back-off parameter selected based on the peak-to-average-power ratio (PAPR) of the input signal to limit the risk for clipping. The parameter \( \alpha > 0 \) determines the non-linearities for normalized input signals with amplitudes in \([0, 1]\). The worst case is given by \( \alpha = 1/3 \), for which the LNA saturates at unit input amplitude. A smaller value of \( \alpha = 0.1340 \) was reported in [31] for a GaN amplifier operating at 2.1 GHz. These amplifiers are illustrated in Fig. 2 for \( b_{\text{off}} = 1 \).

We can use this model to compute \( C_{uu} \) in closed form. We let \( \rho_{ij} = \mathbb{E}[u_i u_j^*] = [C_{uu}]_{ij} \) denote the \((i,j)\)th element of \( C_{uu} \). With this notation, we have

\[
d_m = \frac{\mathbb{E}[h (g_m(u_m) u_m^*)]}{\mathbb{E}[|u_m|^2]} = \rho_{mm} - 2a_m \rho_{mm}^2 = 1 - 2a_m \rho_{mm}
\]

(21)

for \( m = 1, \ldots, M \) and thus

\[
[DC_{uu}]_{ij} = d_i \rho_{ij} d_j^* = (1 - 2a_i \rho_{ii}) \rho_{ij} (1 - 2a_j \rho_{jj}).
\]

(22)

**Lemma 2.** With the third-order non-linearities in (19), the distortion term's correlation matrix in (9) is given by

\[
[C_{uu}]_{ij} = 2a_i a_j \rho_{ij}^2 \rho_{ij}.
\]

(23)

**Proof:** The proof is given in Appendix A.

The BS distortion correlation matrix in Lemma 2 can be expressed in matrix form as

\[
C_{uu} = 2A (C_{uu} \odot C_{uu}^\dagger \odot C_{uu}) A
\]

(24)

where \( A = \text{diag}(a_1, \ldots, a_M) \). Since the information signal \( u \) typically has correlated elements (i.e., \( C_{uu} \) has non-zero off-diagonal elements), (24) implies that also the distortion has correlated elements. The correlation coefficient between \( u_i \) and \( u_j \) is

\[
\xi_{u_i, u_j} = \frac{\mathbb{E}[h (u_i u_j^*)]}{\sqrt{\mathbb{E}[|u_i|^2] \mathbb{E}[|u_j|^2]}} = \frac{\rho_{ij}}{\sqrt{\rho_{ii} \rho_{jj}}}
\]

(25)

while the correlation coefficient between \( \eta_i \) and \( \eta_j \) is

\[
\xi_{\eta_i, \eta_j} = \frac{\mathbb{E}[h (\eta_i \eta_j^*)]}{\sqrt{\mathbb{E}[|\eta_i|^2] \mathbb{E}[|\eta_j|^2]}} = \frac{|\rho_{ij}|^2 \rho_{ij}}{\sqrt{\rho_{ii} \rho_{jj}}} = |\xi_{u_i, u_j}|^2 \xi_{u_i, u_j}.
\]

(26)

Clearly, \( |\xi_{\eta_i, \eta_j}| = |\xi_{u_i, u_j}| \leq |\xi_{u_i, u_j}| \) since \( |\xi_{u_i, u_j}| \in [0, 1] \).

**Observation 6.** The distortion terms are less correlated than the corresponding signal terms.

While this observation applies to the uplink, similar results for the downlink can be found in [20], [21].

### A. Quantifying the Distortion Terms With Non-Linearities

If the BS distortion terms are only weakly correlated, it would be analytically tractable to neglect the correlation. This effectively means using the diagonal correlation matrix

\[
C_{\eta \eta}^{\text{diag}} = C_{\eta \eta} \odot I_M
\]

(27)

which has the same diagonal elements as \( C_{\eta \eta} \). This simplification is made in numerous papers that analyze SE [9], [16]–[18]. We will now quantify the impact that such a simplification has when the BS distortion is caused by the third-order non-linearity in (19). For this purpose, we consider i.i.d. Rayleigh fading channels \( h_k \sim \mathcal{CN}(0, I_M) \) for \( k = 1, \ldots, K \). The average power received at BS antenna \( m \) in (20) is

\[
\mathbb{E}\{ |u_m|^2 \} = \mathbb{E} \left\{ \left| p \sum_{k=1}^{K} h_{km} \right|^2 \right\} = pK.
\]

(28)

The impact of distortion correlation can be quantified by considering the distortion term \( v_k \) in (12) and (18) and comparing it with \( v_k \) in (21) where the correlation is neglected. To make a fair comparison, we consider MR combining with

\[
v_k = \frac{h_k}{\sqrt{\mathbb{E}[|h_k|^2]}}
\]

(29)

which does not suppress distortion (in Section III-C we showed that BS distortion correlation can be exploited to reject distortion by receiver combining, but that is not utilized here).

**Lemma 3.** Consider i.i.d. Rayleigh fading channels and \( a_m \) given by (20), then

\[
\frac{\mathbb{E}[h_k^* C_{\eta \eta} h_k]}{\mathbb{E}[|h_k|^2]} = \frac{2 \alpha^2 p}{b_{\text{off}}} \left( K + 6 + \frac{9}{K} + \frac{4}{K^2} + \frac{2M(K+1)}{K^2} \right)
\]

(30)

which is approximated by

\[
\frac{\mathbb{E}[h_k^* C_{\eta \eta}^{\text{diag}} h_k]}{\mathbb{E}[|h_k|^2]} = \frac{2 \alpha^2 p}{b_{\text{off}}} \left( K + 6 + \frac{11}{K} + \frac{6}{K^2} \right)
\]

(31)

if the BS distortion correlation is neglected.

**Proof:** The proof is given in Appendix B.

The BS distortion term in (31) without correlation is independent of the number of antennas, which implies that the distorted signal components are non-coherently combined by MR combining. In contrast, the correlated BS distortion term in (30) contains an additional term \( 2(M-1)(K+1)/K^2 \) that grows linearly with the number of antennas. Hence, the correlation creates extra distortion that is also coherently combined by MR combining, as also observed in [26].

In both cases, there is one component that grows with \( K \) and several components that reduces with \( K \). Hence, we can
expect the distortion terms to be unimodal functions of \( K \), such that they are first reducing and then increasing with \( K \).

The average distortion power with MR combining is larger when the distortion terms are correlated, since

\[
\frac{\mathbb{E}\{\|h_i^\|C_{\eta 0}h_k\}}{\mathbb{E}\{\|h_k\|^2\}} = \frac{\mathbb{E}\{h_i^hC_{\eta 0}h_k\}}{\mathbb{E}\{h_k^hC_{\eta 0}h_k\}} = 1 + \frac{2(M-1)}{(K+2)(K+3)}
\]

is larger than one and also independent of \( \alpha \) and \( b_{\text{off}} \). The size of the second term depends on the relation between \( M \) and \( K \); it is linearly increasing with \( M \) and quadratically decreasing with \( K \).

In addition to the BS distortion term, the denominator of the SINR in (18) also contains the term \( (1-\kappa)p\|h_k^hDh_k\|^2 \) which originates from the UE distortion. When using MR combining in (29), it can be computed as follows.

**Lemma 4.** Consider i.i.d. Rayleigh fading channels and \( a_{in} \) given by (20), then

\[
\frac{\mathbb{E}\{h_i^hDh_k\}}{\mathbb{E}\{\|h_k\|^2\}} = (M+1) + \frac{4\alpha(MK+K+M+3)}{b_{\text{off}}K} + \frac{\alpha^2(MK^2+8K+11+2MK+K^2+M)}{b_{\text{off}}^2K^2}.
\]  

**Proof:** The proof is given in Appendix C.

The first term in (33) is dominant since \( \alpha/b_{\text{off}} < 1 \). Hence, the UE distortion will basically grow linearly with \( M \), similar to the correlated BS distortion term in (30). The UE distortion is also affected by \( K \), but the impact is rather small since \( K \) only appears in the two non-dominant terms. We will show numerically that the UE distortion grows with \( K \).

### B. What Happens if the Distortion Correlation is Neglected?

We will now quantify the size of the BS and UE distortion terms. We consider a Massive MIMO setup with \( M = 200 \), a worst-case LNA with \( \alpha = 1/3 \), \( b_{\text{off}} = 7 \text{dB} \), and an SNR of \( p/\sigma^2 = 0 \text{dB} \). We consider high-quality transmitter hardware with \( \kappa = 0.99 \) [8, Sect. 6.1.2] and the signal-to-distortion power ratio \( \kappa/(1-\kappa) = 99 \), which is higher than \( \|D_{\text{in}}D_{\text{in}}^h\|/\|C_{\eta 0}\| = 85 \) for the LNA. The solid and dash-dotted curves in Fig. 3 show (30) and (31), normalized by the noise, as a function of \( K \). The dashed curve in Fig. 3 shows the UE distortion based on (33).

The BS distortion terms are first reducing with \( K \) and then slowly increasing again, since the LNA distortion originates from all the UEs and their total transmit power is \( pK \). The correlation has a huge impact on the BS distortion term when there are few UEs. Quantitatively speaking, it is more than 10 dB larger than without correlation. The reason is that the correlation gives the distortion vector \( \eta \) a similar direction as \( h_k \), for \( k = 1, \ldots, K \), when \( K \) is small. Hence, the distortion effect is amplified by MR combining. The gap to the curve with uncorrelated distortion reduces with \( K \). In the shaded part, the gap reduces from 15.3 to 5.5 dB. This is expected from (32), since the elements of \( \eta \) becomes less correlated when \( K \) grows.

The UE distortion is a slowly increasing function of \( K \) in Fig. 3. The correlated BS distortion is the dominant factor for \( K \leq 3 \), but for larger values of \( K \) (as is the case in Massive MIMO), the UE distortion becomes much higher (5 dB larger in this example). The reason is that many of the term in the BS distortion expression (particularly the ones that depend on \( M \)) reduce with \( K \).

**Observation 7.** The correlation of the BS distortion reduces with \( K \). The BS distortion will eventually have a smaller impact than the UE distortion, which doesn’t reduce with \( K \).

The first part of this observation is in line with the downlink analysis in [20], [21], [25] and the uplink analysis in [26], while the second part is a new observation. Note that the prior works did not quantify the impact of BS distortion on the SE.

### C. Distortion Directivity with One or Multiple UEs

When there is only one UE in the network, the \( M \times M \) signal correlation matrix \( D_{\text{in}}D_{\text{in}}^h = pDh_1h_1^hD^h \) has rank one. This property carries over to the distortion term’s correlation matrix in (24), which becomes

\[
C_{\eta \eta} = \frac{2\alpha^2p}{b_{\text{off}}^2}h_1h_1^h
\]

where \( \hat{h}_1 = \left[ |h_{11}|^2h_{11} \ldots |h_{1M}|^2h_{1M} \right]^T \in \mathbb{C}^M \) is the eigenvector corresponding to the only non-zero eigenvalue. Due to the AM-AM distortion, the \( m \)-th element of \( D_{\text{in}}h_1 \) and \( \hat{h}_1 \) have the same phase, but different amplitudes. In the special case of far-field free-space propagation, which is sometimes misleadingly referred to as line-of-sight (LoS) propagation, the elements of \( \hat{h}_1 \) have equal amplitude and, hence, \( D_{\text{in}}h_1 \) and \( \hat{h}_1 \) become parallel. However, in practice, the multi-path propagation leads to substantial amplitude variations in both LoS and non-LoS scenarios, as demonstrated by the measurement results in [32]. Hence, \( D_{\text{in}}h_1 \) and \( \hat{h}_1 \) are generally non-parallel vectors when \( M \geq 2 \).

**Observation 8.** For \( K = 1 \) and \( M \geq 2 \), the BS distortion vector \( \eta \) has a related but different direction than the desired signal vector \( D_{\text{in}}s_1 \).
This has important implications on the receive combining. As a baseline scheme, we use

$$v_k = \frac{Dh_k}{\|Dh_k\|}$$

(35)

for UE $k$, since the effective channel in (9) is $Dh_k$. We call this distortion-aware MR (DA-MR) combining to differentiate it from conventional MR in (29) which does not take $D$ into account. With this scheme, the BS distortion term $v_i^\dagger C_{\eta\eta} v_1$ grows linearly with $M$, as it can be inferred from (30) or [26].

However, we can instead take the channel vector $Dh_1$ and project it onto the orthogonal subspace of $\hat{h}_1$ to obtain the receive combining vector

$$v_1 = \left( I_M - \frac{1}{\|\hat{h}_1\|^2} \hat{h}_1 \hat{h}_1^\dagger \right) Dh_1 \left( I_M - \frac{1}{\|\hat{h}_1\|^2} \hat{h}_1 \hat{h}_1^\dagger \right) Dh_1. $$

(36)

For $M \geq 2$, this results in $v_i^\dagger C_{\eta\eta} v_1 = 0$ and $v_i^\dagger Dh_1 \neq 0$. We call this approach distortion-aware zero-forcing (DA-ZF) combining. It can be generalized to a multiuser case by taking the channel of a given UE and projecting it orthogonally to the subspace jointly spanned by the co-user channels and $C_{\eta\eta}$.

Fig. 4 compares the desired signal term $\kappa p |v_i^\dagger Dh_1|^2$ and BS distortion term $v_i^\dagger C_{\eta\eta} v_1$ (normalized by the noise power) with DA-MR and the corresponding desired signal term achieved by DA-ZF. These terms are shown as a function of $M$ for $K = 1$, i.i.d. Rayleigh fading, $\alpha = 1/3$, $b_{\text{att}} = 7$ dB, $\kappa = 0.99$, and SNR $p/\sigma^2 = 0$ dB.

With DA-MR, both the signal and distortion grow linearly with $M$, which will lead to SINR saturation in (18) as $M \to \infty$, as previously observed in [26]. In contrast, when using DA-ZF, the BS distortion is forced to zero in the SINR expression, while the desired signal is still growing linearly with $M$. Hence, DA-ZF removes the SINR saturation due to BS distortion. The price to pay is a loss in signal power, which is approximately 50% smaller than with DA-MR.

Observation 9. When the BS distortion is correlated, it can be suppressed by receive combining by sacrificing a part of the array gain.

The DA-ZF scheme was only introduced to demonstrate this key property, but is not needed in practice. DA-MMSE will find the SE-maximizing tradeoff between achieving a strong signal power and suppressing interference and distortion.

When $K$ increases, the ranks of $D C_{\eta\eta} D^\dagger$ and $C_{\eta\eta}$ also grow. While the rank of the signal correlation matrix equals $K$, the rank of the distortion correlation matrix grows substantially faster, as one might expect from Observation 6. This is illustrated in Fig. 5 for the same setup as in the last figure, but with $M = 200$ and $K \in \{5, 10, 15\}$. This figure shows the eigenvalues of $C_{\eta\eta}/\text{tr}(C_{\eta\eta})$ in decaying order, averaged over different i.i.d. Rayleigh fading realizations. There are 75 non-zero eigenvalues when $K = 5$, while all the 200 eigenvalues are non-zero when $K = 10$. As $K$ continues to increase, the difference between the largest and smallest eigenvalues reduces. This uplink result is in line with previous downlink results in [21] that quantify how many UEs are needed to approximate $C_{\eta\eta}$ as a scaled identity matrix.

IV. QUANTIFYING THE IMPACT OF QUANTIZATION

The finite-resolution quantization in the ADCs is another major source of hardware distortion at the receiving BS. The real and imaginary parts are quantized independently by a quantization function $Q(\cdot)$ using $b$ bits. The $L = 2^b$ quantization levels, $\ell_1, \ldots, \ell_L$, are symmetric around the origin such that $\ell_n = -\ell_{L-n+1}$ for $n = 1, \ldots, L$. The thresholds are denoted $\tau_0, \ldots, \tau_L$ (with $\tau_0 = -\infty$, $\tau_L = \infty$), such that

$$Q(x) = \ell_n \quad \text{if} \quad x \in [\tau_{n-1}, \tau_n), \quad n = 1, \ldots, L. \quad (37)$$

Using this general quantization model, the matrices $D$ and $C_{\eta\eta}$ from Section I can be characterized. The elements $d_1, \ldots, d_M$ of $D$ follow directly from [19] Th. 1) and become

$$d_m = \sum_{n=1}^{L} \frac{\ell_n}{\sqrt{\pi \rho_{mm}}} \left( e^{-\frac{\tau_n^2}{\rho_{mm}}} - e^{-\frac{\tau_{n-1}^2}{\rho_{mm}}} \right). \quad (38)$$
The diagonal elements of $C_{zz}$ are computed as

$$
[C_{zz}]_{ii} = \mathbb{E}\{(Q(\Re(u_i)) + jQ(\Im(u_i))) (Q(\Re(u_i)) - jQ(\Im(u_i)))\} \\
= 2\mathbb{E}\{Q(\Re(u_i))Q(\Re(u_i))\} = \int_{-\infty}^{\infty} \frac{2(Q(z))^2}{\sqrt{\pi} \rho_{ii}} e^{-\frac{z^2}{\rho_{ii}}} dz \\
= \frac{L}{\sqrt{\pi} \rho_{ii}} \int_{\tau_n}^{\tau_{n-1}} e^{-\frac{z^2}{\rho_{ii}}} dz \\
= \frac{L}{\sqrt{\pi} \rho_{ii}} \left(\text{erf}\left(\frac{\tau_n}{\sqrt{\rho_{ii}}}\right) - \text{erf}\left(\frac{\tau_{n-1}}{\sqrt{\rho_{ii}}}\right)\right) \\
= \frac{L}{\sqrt{\pi} \rho_{ii}} \left(\text{erf}\left(\frac{\tau_n}{\sqrt{\rho_{ii}}}\right) - \text{erf}\left(\frac{\tau_{n-1}}{\sqrt{\rho_{ii}}}\right)\right) \\
(39)
$$

where (a) follows from the independence of the real and imaginary part of $u_i$, that $\mathbb{E}\{Q(\Re(u_i))\} = \mathbb{E}\{Q(\Im(u_i))\} = 0$ due to the quantization level symmetry, and by exploiting that $\Re(u_i) \sim \mathcal{N}(0, \rho_{ii}/2)$. The remaining steps follow from direct computation.

The off-diagonal elements of $C_{zz}$ can be computed in the same way, but do not lead to closed-form expressions (the expectation of error functions of random variables lacks an analytical solution). This is, at least, an indication of the existence of distortion correlation, since otherwise the off-diagonal elements would simply match the corresponding elements in $DC_{uu}D^\dagger$. In what follows, we will compute $C_{zz}$ by Monte-Carlo methods to quantify the distortion correlation.

A. Correlation in Quantization Distortion

To quantify the impact of distortion correlation in the quantization, we consider i.i.d. Rayleigh fading channels with $M = 100$ antennas and either $K = 1$ or $K = 2$ UEs. ADC resolutions $b \in \{1, 2, \ldots, 8\}$ are considered and the quantization thresholds are optimized numerically using the Lloyd algorithm [33] for each $b$.

Fig. 6 shows the correlation coefficients $\xi_{uu}$, $\xi_{uj}$ for the signal and $\xi_{uj}$, $\xi_{uj}$ for the distortion, where we have averaged over different channel realizations. For $K = 1$, we have $\xi_{uu} = 1$, but since the Rayleigh fading channel gives different phases to $u_i$ and $u_j$, their real and imaginary parts are different; thus, the quantization distortion correlation is substantially smaller. While the signal correlation is independent of the ADC resolution, the distortion correlation decays rapidly when $b$ increases. The distortion correlation is nearly zero for $b \geq 6$ with $K = 1$ and for $b \geq 4$ with $K = 2$. If we would continue increasing $K$, the correlation between $u_i$ and $u_j$ will decrease, which also leads to less correlation between the distortion terms $\eta_i$ and $\eta_j$. This is similar to the decorrelation with the number of UEs that we observed for non-linearities in Section III.

The distortion correlation leads to eigenvalue variations in $C_{yy}$. The correlation due to quantization has similar impact as the correlation due to non-linearities: the dominating eigenvectors are similar to the channel vectors. To demonstrate this, Fig. 7 shows $\mathbb{E}[\|h_i^\dagger C_{yy} h_i\|^4]/\mathbb{E}[\|h_i^\dagger h_i\|^2]$ (normalized by the SNR $p/\sigma^2 = 0$ dB) as a function of the number of antennas. This represents the power of the BS distortion term in the SINR when using MR combining. We consider $K = 5$, i.i.d. Rayleigh fading, and a varying number of quantization bits. In all cases, the distortion term grows linearly with $M$, which means that the quantization errors at the different antennas are (partially) coherently combined—otherwise, the curves would be flat. However, both the slope and the distortion power decay rapidly as $b$ increases. For $b \geq 4$, the linear increase is barely visible, and for $b \geq 6$, the distortion power is negligible as compared to the noise.

At what point the quantization distortion correlation can be neglected in the SINR computation depends on the SNRs of the UEs. If one of the $K$ UEs has a much higher SNR than the others, then the impact of distortion correlation becomes similar to the $K = 1$ case. Hence, based on the previous figures, we make the following observation that applies for any $K$.

Observation 10. The quantization distortion is correlated between antennas, but the impact of the correlation is negligible for bit resolutions $b \geq 6$ and the entire quantization distortion term is negligible at typical SNRs.

Since the energy consumption of a 6bit ADC with a sampling frequency of a few GHz is only a few mW [34], [35], one can use a hundred of them in Massive MIMO without an appreciable impact on the total energy consumption. In other words, by using 6bit ADCs, one can jointly achieve a
negligible quantization distortion and energy consumption, so there is no need to consider lower ADC resolutions than that. The quantization distortion correlation is often neglected in the literature (cf. [16], [17]) and this is a valid approximation when considering high/medium-resolution ADCs. However, since the Massive MIMO literature contains many papers on low-resolution ADCs (cf. [19], [30]–[38]), it is not necessarily a good approximation in every situation. In the next section, we will investigate the joint impact of distortion from non-linearities and quantization on the SE.

V. HOW MUCH IS THE SE AFFECTED BY NEGLECTING DISTORTION CORRELATION AT THE BS?

In the previous sections, we have shown that the BS distortion caused by non-linearities and quantization is correlated between the antennas. At the same time, we noticed that the correlation from non-linearities has a limited impact on the distortion terms in the SINR for $K \geq 5$ (see Fig. 3) and, for typical bit resolutions ($\beta \geq 4$), the quantization distortion also appears to be small. As stated in the title, the main purpose of this paper is to demonstrate that the distortion correlation has a negligible impact on the SE in Massive MIMO scenarios (i.e., $M > 100$ and $K \in [10, 50]$ UEs). To do so, we will compute the SE expressions derived in Section II-C numerically in different scenarios, with both non-linearities and quantization errors.

A. Impact of the Number of UEs

We first consider a varying number of UEs. We assume i.i.d. Rayleigh fading with $M = 100$ antennas and the SNRs are $\rho / \sigma^2 = 0 \text{ dB}$. The non-ideal hardware at the BS and UEs are represented by $\alpha = 1/3$, $b_{\text{off}} = 7 \text{ dB}$, $b = 6$, and $\kappa = 0.99$. As discussed in Section II-B, these parameters give (slightly) higher hardware quality at the UEs than at the BS. This assumption is made in an effort to not underestimate the impact of BS distortion.

Fig. 8 shows the SE per UE, as a function of the number of UEs. We consider either optimal DA-MMSE combining from [13] or DA-MR combining from [35]. The solid lines in Fig. 8 represent the exact SE, taking the correlation of the BS distortion into account, while the dashed lines represent approximate SEs achieved by neglecting the distortion correlation; that is, using $C_{\text{diag}}$ defined in (27) instead of $C_{\eta \eta}$. By neglecting the correlation, we get a biased SE that is higher than in practice. However, although the choice of the receive combining scheme has a large impact on the SE, the approximation error is negligible for $K \geq 5$ with both schemes, which is the case in Massive MIMO. For $K < 5$, the shaded gap ranges from 9.8% to 4.3% when using DA-MMSE, which is still rather small.

Observation 11. The distortion correlation has small or negligible impact on the uplink SE in Massive MIMO with i.i.d. Rayleigh fading and equal SNRs for all UEs.

This is in line with the Massive MIMO paper [18] and the book [8], which make similar claims but without providing analytical or numerical evidence.

B. Impact of SNR Differences and Channel Model

Next, we set $K = 5$ and vary the SNRs of the UEs by drawing values from $-10 \text{ dB}$ to $10 \text{ dB}$ uniformly at random. The other simulation parameters are kept the same, except that we consider three different channel models:

1) i.i.d. Rayleigh fading, as defined above.
2) Correlated Rayleigh fading, where the BS is equipped with a uniform linear array and the UEs are uniformly distributed in the angular interval $[-60^\circ, 60^\circ]$ around the boresight. The spatial correlation is computed using the local scattering model from [8, Sec. 2.6] with Gaussian distribution and $10^\circ$ angular standard deviation.
3) Free-space propagation, with the same array type and UE distribution as in 2). This model is also relevant for mmWave communications with one strong signal path.

Fig. 9 shows the cumulative distribution functions (CDFs) of the SE per UE for different SNR realizations, for each of the channel models. The SNR variations lead to substantial differences in SE among the UEs. For all channel models, the UEs with low SNRs have a negligible gap between the case with correlated BS distortion and where the correlation is neglected. Clearly, it is not the BS distortion that limits the SE in these cases. When considering the UEs with high SE (i.e., strong SNR), the gap is wider and depends strongly on the channel model and combining scheme. For the Rayleigh fading cases in Figs. 9(a) and 9(b), the curves have almost the same shape. When using DA-MMSE, neglecting the correlation leads to around 6% higher SE than what is achievable, while the gap becomes as large as 25% when using DA-MR. Moreover, the figure reaffirms that there is much to gain from using DA-MMSE when there is hardware distortion.

The curves have a different shape in the free-space propagation scenario, since the channel vectors are nearly orthogonal in this case [8], except for UEs with very similar angles to the BS [39]. DA-MR and DA-MMSE become identical for the UEs with high SNR, since the distortion dominates and the BS distortion is hard to suppress in this case [26]. If the distortion correlation is neglected, the SE becomes up to 10% larger than in reality.

Fig. 8: SE per UE as a function of the number of UEs with $M = 100$. We compare DA-MMSE and DA-MR when correlation of the BS distortion is either neglected (uncorr) or accounted for (corr). Every UE has the same SNR in this figure.
Observation 12. When there are SNR variations, the distortion correlation has negligible impact on the uplink SE for low-SNR UEs, while the impact is noticeable for high-SNR UEs. This observation applies to a variety of channel models.

Note that when one UE has much higher SNR than the others, the vast majority of the distortion will be “created” by this UE’s signal. Hence, we can expect the distortion to behave somewhere in between $K = 1$ in Fig. 8 and the point where all the UEs have equal SNR. In practice, there can be 50 dB pathloss differences for UEs in a cell, but uplink power control is normally used to compress the differences (i.e., avoid near-far effects), leading to pathloss differences of the type considered in Fig. 9. If max-min fairness power-control is used, then the pathloss differences are removed completely.

C. Impact of ADC Resolution

We will now illustrate to what extent the quantization distortion and its correlation between the antennas impact the SE. The same basic setup as in Fig. 8 is considered. Fig. 10 shows the SE per UE for $K = 5$ and the same parameter values as in Fig. 8, except that the ADC resolution $b$ is now varied from 1 to 10 bits. The SE grows monotonically with $b$, but saturates after $b = 4$. If there were SNR variations between the UEs, or fewer UEs, the saturation would occur at slightly larger bit resolutions. However, since today’s systems have ADC resolutions of around 15 bits and there are 6-bit ADCs that only consume 1.3 mW while operating at 1 Gsample/s [35], it is unlikely that the quantization distortion will be a limiting factor in practical Massive MIMO systems. In fact, one might want to have even more bits in practice, to achieve robustness against unintentional interference (e.g., from the adjacent band [26]) and intentional jamming.

Observation 13. Quantization distortion is not the main limiting factor for the SE in Massive MIMO, for practical ranges of ADC resolutions.

D. Asymptotic Analysis

The distortion characteristics are important when analyzing the asymptotic SE when $M \to \infty$. To study this case, using the closed-form expressions developed in Section III, we neglect the quantization distortion and consider $K = 1$, which is the case when the distortion correlation is most influential (although it cannot be considered Massive MIMO due to the single UE antenna). Fig. 11 shows the SE for a varying number of antennas, reported in logarithmic scale from $M = 10$ to $M = 1000$, for an SNR of 0 dB and i.i.d Rayleigh fading. To study what type of hardware distortion limits the SE, we show the results with ideal hardware, non-ideal hardware at both the UE and BS (using the same parameters for non-linearities as...
above), and when only having non-ideal hardware at either the UE or the BS.

There is a substantial performance gap between having ideal hardware and the realistic case of non-ideal hardware at both the UE and BS. In fact, the gap grows as $\log_2(M)$ since the SE has no upper limit when using ideal hardware. The choice between DA-MMSE and DA-MR has a huge impact on the asymptotic limit under hardware impairments. When using DA-MR, the convergence to the limit is fast and the curve with only non-ideal BS hardware gives a similar convergence, which implies that the BS distortion is the main limiting factor. In contrast, when using DA-MMSE, the curve with only non-ideal BS hardware goes to infinity, as expected from Section III-C where we demonstrated that spatial receiver processing can completely remove the BS distortion. Consequently, the curve with only non-ideal UE hardware converges to the same limit as the curve with non-ideal hardware at both the UE and BS. Note that it does not matter if the BS distortion is correlated or uncorrelated in this limit, but many hundreds of antennas are needed to fully neglect the BS distortion.

**Observation 14.** When using the optimal DA-MMSE combining, the UE distortion is the limiting factor as $M \to \infty$, since the BS distortion is suppressed by spatial processing. Since the suboptimal DA-MR combining does not suppress the BS distortion, it can become the main asymptotic limiting factor when using this scheme.

This observation explains why different authors have reached different conclusions when studying the asymptotic SE under hardware impairments. For example, [8], [18] claim that the UE distortion that limits the asymptotic SE and these works advocate for using combining schemes that suppresses interference and distortion. In contrast, [26] notes that the BS distortion “limits the effective SINR that can be achieved, even if the number of antennas is increased” since the paper assumes MR combining and does not consider UE distortion.

**E. Imperfect CSI**

Until now, we have assumed that the BS knows the channel $H$ perfectly. The extension of our analytical results to imperfect CSI is non-trivial and deserves to be studied in detail in a separate paper. However, to demonstrate that nothing radically different is expected to happen, we will provide a numerical comparison between the performance achieved with perfect CSI and when the channels are estimated using least-square estimation. In the latter case, $K$-length orthogonal pilot sequences from a DFT matrix are transmitted in every coherence interval [8, Sec. 3]. We consider the same setup as in Fig. 8 but with $K = 5$ and varying SNR. Fig. 12 shows the SINR per UE that is obtained by averaging over the channel realizations in the numerator and denominator of (18). Note that if one would derive an achievable SE for the imperfect CSI case (which is a non-trivial task), it would probably not contain that exact SINR expression but something similar. We only consider DA-MR since the extension of DA-MMSE combining to the imperfect CSI case is also non-trivial.

Fig. 12 shows that the SINR loss from having imperfect CSI is substantial at low SNR (e.g., $-10$ dB), while it is small at high SNR (e.g., $10$ dB). The general behavior is otherwise the same in both cases: The BS distortion correlation has a negligible impact at low SNRs and a small but noticeable gap at higher SNRs. Hence, we expect all or most of the observations that are made in this paper to hold true also under imperfect CSI.
VI. CONCLUSIONS AND OUTLOOK

The hardware distortion in a multiple-antenna BS is generally correlated across antennas. The correlation reduces the SINR, but we have shown that its impact on the SE is negligible, particularly when using DA-MMSE combining, which can utilize the correlation to effectively suppress the distortion. Even in Massive MIMO systems with 100–200 antennas, approximating the BS distortion as uncorrelated when computing the SE only leads to overestimating the SE by a few percent and the bias reduces as more UEs are added. Since Massive MIMO is typically designed to serve tens of UEs, the error is negligible in the typical use cases. We demonstrated this by first deriving SE expressions with arbitrary quasi-memoryless distortion functions and then quantifying the impact of third-order AM-AM non-linearities and quantization errors. Analytical results were used to establish the basic phenomena qualitatively and then numerical results were used to quantify their impact on the SE.

The worst-case scenario for hardware distortion seems to be when serving one single-antenna UE at high-SNR in free-space propagation [26]. In this specific case, which is not MIMO since the UE has only one antenna, approximating the BS distortion as uncorrelated leads to an SE overestimation of around 1 bit/s/Hz, assuming that the BS and UE have hardware of similar quality. This can be shown by comparing the SEs in the case where the BS distortion is negligible (e.g., uncorrelated distortion) with it being equally large as the UE distortion:

\[
\log_2 \left(1 + \frac{\kappa pM}{(1 - \kappa)pM + O(1)} \right)
\]

BS distortion is negligible and included in \(O(1)\)

\[
- \log_2 \left(1 + \frac{\kappa pM}{2(1 - \kappa)pM + O(1)} \right)
\]

BS distortion is equally large as UE distortion

\[
\rightarrow \log_2 \left(\frac{1}{1 - \frac{\kappa pM}{2}} \right) < 1, \quad M \to \infty
\]

where \(O(1)\) denotes the interference, distortion, and noise terms that are independent of \(M\). In the typical Massive MIMO scenarios studied in this paper, the approximation error is substantially smaller than 1 bit/s/Hz.

Additional phenomena may arise when using other channel propagation and hardware models as well as processing methods. In a multi-cell setup, the inter-cell interference reduces the SINR, in the same way as additional intra-cell UEs with low SNRs would do. If the interference increases, the relative impact of hardware distortion will reduce, making the uncorrelated-distortion approximation more accurate. Frequency-selective fading leads to reduced correlation [21], since every channel tap basically acts as an individual UE channel when computing the distortion characteristics. The inclusion of AM-PM distortion will likely also lower the correlation. The worst-case assumption of treating distortion as noise when computing the SE is practically convenient but might be vastly suboptimal. Compensation algorithms can be used to mitigate distortion in the digital baseband; particularly when dealing with non-destructive non-linearities that in principle can be inverted, although modeling inaccuracies and noise amplification will limit the invertibility in practice. For example, when using practical finite-sized constellations, we can apply the same receive combining as described in this paper and the same SINR is achievable, but a maximum a posteriori detector needs to be designed to adjust the decision boundaries to the distortion characteristics.

In conclusion, the uncorrelated distortion model advocated in [2], [8], [18] (and used in numerous other papers) gives accurate results when analyzing the SE of multiuser MIMO systems. However, when using this model, one should always verify that the considered setup is one where the distortion indeed has negligible impact on the SE. We demonstrated that Massive MIMO is such a setup, for various numbers of UEs, channel models, and SNR ranges. Hence, although it might be “physically inaccurate” to neglect distortion correlation, we can do it when analyzing the SE. The only reservation is that a BS deployed for Massive MIMO (e.g., \(M \geq 100, \ K \geq 10\)) will likely also perform single-user SIMO (single-input multiple-output) communication when the traffic is low and then the correlation is more influential, but the SE loss should not be more than 1 bit/s/Hz.

APPENDIX A

PROOF OF LEMMA 2

The conditional correlation matrix of \(z\) has elements

\[
|C_{zz}|_{ij} = \mathbb{E}[H \{ g (u_i) (g_j (u_j))^* \}]
\]

\[
= \mathbb{E}[H \{ u_i u_j^* \} - a_i \mathbb{E}[H \{ |u_i|^2 u_i u_j^* \} - a_j \mathbb{E}[H \{ u_i |u_j|^2 u_j^* \} + a_i a_j \mathbb{E}[H \{ |u_i|^2 |u_j|^2 u_i u_j^* \}]
\]

\[
= \rho_{ij} - 2 a_i \rho_{ii} \rho_{ij} - 2 a_j \rho_{jj} \rho_{ij} + a_i a_j (2 |\rho_{ij}|^2 \rho_{ij} + 4 \rho_{ij} \rho_{ii} \rho_{jj})
\]

\[
= (1 - 2 a_i \rho_{ii} \rho_{ij} (1 - 2 a_j \rho_{jj} + 2 a_i a_j |\rho_{ij}|^2 \rho_{ij})
\]

where the first expectation in (41) equals \(\rho_{ij}\), while the second and third expectations can be computed using Lemma 1. To compute the last expectation, we follow the procedure in the proof of Lemma 1 to show that \(u_i = \frac{\rho_{ij}}{\rho_{jj}} u_j + \epsilon\), where \(\epsilon \sim \mathcal{N}_C(0, \rho_{ii} - |\rho_{ij}|^2 \rho_{jj})\) is independent of \(u_j\). Substituting this into the last expectation, it follows that

\[
\mathbb{E}_H [|u_i|^2 |u_j|^2 u_i u_j^*]
\]

\[
= \mathbb{E}_H \left\{ \rho_{ij} \frac{\rho_{ij}}{\rho_{jj}} u_j + \epsilon \right\} \mathbb{E}_H [|u_j|^2 (\frac{\rho_{ij}}{\rho_{jj}} u_j + \epsilon) u_j^*]
\]

\[
= |\rho_{ij}|^2 \mathbb{E}_H [|u_j|^6] + 2 |\rho_{ij}| \mathbb{E}_H [|u_j|^4] \mathbb{E}_H [|\epsilon|^2]
\]

\[
= |\rho_{ij}|^2 \frac{\rho_{ij}}{\rho_{jj}} 6 \rho_{jj} + 2 |\rho_{ij}| 2 \rho_{jj} \rho_{jj} \rho_{ii} - |\rho_{ij}|^2 \rho_{jj}
\]

\[
= 2 |\rho_{ij}|^2 \rho_{ij} + 4 \rho_{ij} \rho_{jj}
\]

By using (22) and (42), we obtain the elements of the distortion term’s correlation matrix in (8) as

\[
[C_{zz}]_{ij} = [C_{zz}]_{ij} - [DC_{uu} D^*_{uu}]_{ij} = 2 a_i a_j |\rho_{ij}|^2 \rho_{ij}
\]

This is the final result given in (23).
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For the assumed channel and hardware model, we have
\[ \mathbb{E}\{\|h_k\|^2\} = M \] and \( \alpha_m = \frac{\alpha}{h_{\text{dit}} R} \). Furthermore, using (44) and \( \rho_{ij} = p \sum_{n=1}^{K} h_n h_{nj} \), we have
\[
\mathbb{E}\{h_i^H C_{\eta i} h_k\} = \sum_{i=1}^{M} \sum_{j=1}^{M} 2a_i a_j p^3 \mathbb{E}\{h_i^H \sum_{n=1}^{K} h_n h_{nj} h_k^H\} = B_{ij}
\]
where \( 2a_i a_j p^3 = 2 \frac{\alpha^2 p^2}{h_{\text{dit}} R^2} \). The expectations \( B_{ij} \) can be computed by expanding the summations and then using the following lemma.

Lemma 5. If \( h \sim \mathcal{N}_C(0,1) \), then for \( p = 1, 2, \ldots \) we have \( \mathbb{E}\{\|h\|^p\} = p! \).

Proof: This follows from the moments of the exponential distribution, since \( |h|^2 \sim \text{Exp}(1) \).

Using Lemma 5 results in
\[ B_{ij} = \left\{ \begin{array}{ll} K^3 + 6K^2 + 11K + 6 & i = j, \\ 2K^2 & i \neq j. \end{array} \right. \]

(46)

Since there are \( M \) terms with \( i = j \) and \( M(M-1) \) terms with \( i \neq j \), we finally obtain (31) after some algebra. The correlation between distortion terms is neglected, (31) is achieved analogously by setting \( B_{ij} = 0 \) for \( i \neq j \).

APPENDIX C
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For the assumed channel and hardware model, we have \( a_m = \frac{\alpha}{h_{\text{dit}} R} \), and \( \rho_{nm} = p \sum_{n=1}^{M} |h_{nm}|^2 \). Moreover,
\[
\mathbb{E}\{h_i^H D h_k\} = \mathbb{E}\left\{ \left( \sum_{m=1}^{M} |h_{km}|^2 (1 - 2a_m \rho_{nm}) \right)^2 \right\}
\]
\[
= \mathbb{E}\left\{ \sum_{m=1}^{M} |h_{km}|^2 \left( 1 - A \sum_{n=1}^{M} |h_{nm}|^2 \right)^2 \right\}
\]
\[
= \sum_{m_1=1}^{M} \sum_{m_2=1}^{M} \mathbb{E}\{ |h_{km_1}|^2 |h_{km_2}|^2 \}
\]
\[
- 2A \mathbb{E}\{ |h_{km_1}|^2 |h_{km_2}|^2 \sum_{n=1}^{M} |h_{nm_1}|^2 \}
\]
\[
+ A^2 \mathbb{E}\{ |h_{km_1}|^2 |h_{km_2}|^2 \left( \sum_{n=1}^{M} |h_{nm_1}|^2 \right) \left( \sum_{n=1}^{M} |h_{nm_2}|^2 \right) \}
\]
where \( A = \frac{2\alpha}{h_{\text{dit}} R} \). It remains to compute the expectations in (47)–(49) and divide with \( \mathbb{E}\{\|h_k\|^2\} = M \) to obtain (33).

Direct computation of (47) using Lemma 5 yields \( M^2 + M \), while the expression in (48) becomes
\[
-2A \left( (K-1)(M^2 + M) + 2M(M-1) + 6M \right)
\]
\[
= -2AM(K + K + M + 3).
\]

(50)

Finally, (49) is computed by expanding all the summations and identifying the correlated terms. This results in
\[
A^2 M \left( MK^2 + 8K + 11 + 2MK + K^2 + M \right).
\]

(51)
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