Escaping orbits are rare in the quasi-periodic Littlewood boundedness problem
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Abstract

We study the superlinear oscillator equation \( \ddot{x} + |x|^\alpha - 1 x = p(t) \) for \( \alpha \geq 3 \), where \( p \) is a quasi-periodic forcing with no Diophantine condition on the frequencies and show that typically the set of initial values leading to solutions \( x \) such that \( \lim_{t \to \infty} (|x(t)| + |\dot{x}(t)|) = \infty \) has Lebesgue measure zero, provided the starting energy \( |x(t_0)| + |\dot{x}(t_0)| \) is sufficiently large.

1 Introduction

The dynamics of the Duffing-type equation

\[ \ddot{x} + G'(x) = p(t), \]  

have been studied extensively due to its relevance as a model for the motion of a classical particle in a one-dimensional potential field \( G(x) \) affected by an external time-dependent force \( p(t) \). In the 1960's, Littlewood [Lit66b] asked whether solutions of (1.1) stay bounded in the \((x, \dot{x})\)-phase space if either

\[ (i) \ G'(x)/x \to +\infty \ \text{as} \ x \to \pm\infty \]  
or \[ (ii) \ \text{sign}(x) \cdot G'(x) \to +\infty \ \text{and} \ G'(x)/x \to 0 \ \text{as} \ x \to \pm\infty. \]

Despite it’s harmless appearance, this question turned out to be a quite delicate matter. Whether some resonance phenomena occur, obviously does not only depend on the growth of \( G \), but also on the properties of \( p \) with respect to regularity and (quasi)-periodicity. The most investigated case is that of a time-periodic forcing \( p \). The first affirmative contribution in that regard is due to Morris [Mor76], who showed the boundedness of all solutions to

\[ \ddot{x} + 2x^3 = p(t), \]
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where $p$ is continuous and periodic. Later, Dieckerhoff and Zehnder [DZ87] were able to show the same for

$$\ddot{x} + x^{2n+1} + \sum_{j=0}^{2n} p_j(t)x^j = 0,$$

where $n \in \mathbb{N}$ and $p_j \in C^\infty$ are 1-periodic. In the following years, this result was improved by several authors (see [Bin89], [LL91], [Lev91], [Nor92], [LZ95] and the references therein). If however the periodicity condition is dropped, Littlewood [Lit66b] himself showed that for any odd potential $G$ satisfying the super-/sublinearity condition there exists a bounded forcing $p$ leading to at least one unbounded trajectory. Later, Ortega [Ort05] was able to prove in a more general context that for any given $C^2$-potential one can find an arbitrarily small $p \in C^\infty$ such that most initial conditions (in the sense of a residual set) correspond to unbounded solutions of (1.1). Even in the time-periodic case Littlewood [Lit66a] constructed $G \in C^\infty$ and a periodic $p$ such that there is at least one unbounded solution. (Actually both [Lit66b] and [Lit66a] contain a computational mistake; see [Lev92], [Lon91] for corrections.) Let us also mention [Zha97], where Zharintsky improved the latter result for the superlinear case such that the periodic $p$ can be chosen continuously. These counterexamples show that besides periodicity and regularity assumptions on $p$ an additional hypothesis on $G$ is needed if one hopes for boundedness of all solutions. Indeed, all positive results mentioned above suppose the monotone growth of $G'(x)/x$. This condition guarantees the monotonicity of the corresponding Poincaré map and thus enables the authors to use KAM theory.

We also want to point out the related problem of the so called Fermi-Ulam “ping pong” [Fer49, Ula61]. The latter is a model for a particle bouncing elastically between periodically moving walls. In [LL91], it was first shown that for sufficiently regular motions the velocity of the particle stays bounded for all time and many results followed ever after.

In the last twenty years a wealth of works on the Littlewood boundedness problem has been published, including the sublinear, semilinear and other cases (see [KY99], [Li01], [Wan09], [Liu09] and the references therein for some examples). Since those are far too many to be presented here, let us focus on the superlinear oscillator equation

$$\ddot{x} + |x|^{\alpha-1}x = p(t),$$

where $\alpha \geq 3$. In [LZ95], Levi and Zehnder were able to show that for a quasi-periodic forcing $p$ all solutions are bounded, if the frequencies of $p$ satisfy a diophantine condition. In the present paper we shall omit this restriction on the frequencies and investigate the resulting long term behavior of solutions. But since in that case the tools related to invariant curve theorems are not available, one needs a different approach. In [KO18], Kunze and Ortega presented a technique applicable in the above situation. Using a refined version of Poincaré’s recurrence theorem due to Dolgopyat [Dol08], they proved that under appropriate conditions almost all orbits of a certain successor map $f$ are recurrent. In particular, they used this theorem to show that quasi-periodic forcing functions $p$ lead to recurrent orbits in the Fermi-Ulam “ping pong”. Here, we want to do the same for (1.2).

If $x(t)$ denotes a solution to this equation, we consider the map

$$\psi : (v_0, t_0) \mapsto (v_1, t_1),$$

which sends the time $t_0$ of a zero with negative derivative $v_0 = \dot{x}(t_0)$ to the subsequent zero $t_1$ of this form and its corresponding velocity $v_1 = \dot{x}(t_1) < 0$. This map will be well
For large energies the trajectory spins clockwise around the origin defined for $|v_0|$ sufficiently large, since in this case the corresponding solution oscillates quickly. Defining the forward iterates $(v_n, t_n) = \psi^n(v_0, t_0)$ for $n \in \mathbb{N}$, we study the escaping set

$$E = \{(v_0, t_0) : \lim_{n \to \infty} v_n = -\infty\}. \quad (1.3)$$

Especially, for any solution $x$ such that $\lim_{t \to \infty} (|x(t)| + |\dot{x}(t)|) = \infty$ there is a time $t_0$ with $(\dot{x}(t_0), t_0) \in E$. Now, let us state the main result. Note however, that due to the vague definition of $\psi$ this formulation of the theorem will still be somewhat imprecise. A rigorous definition of the successor map $\psi$ and its domain $(-\infty, v^\ast) \times \mathbb{R}$ will be given only in the last section. We refer the reader to this part and Theorem 6.1 below for the complete statement.

**Theorem 1.1.** Let $p \in C^4(T^N)$ generate the family of forcing functions

$$p_\Theta(t) = p(\theta_1 + t \omega_1, \ldots, \theta_N + t \omega_N), \quad \Theta = (\bar{\theta}_1, \ldots, \bar{\theta}_N) \in T^N, \quad (1.4)$$

for fixed rationally independent frequencies $\omega_1, \ldots, \omega_N > 0$. Let $(v_n, t_n)_{n \in \mathbb{N}} = (\psi^n(v_0, t_0))_{n \in \mathbb{N}}$ denote a generic complete forward orbit associated to system (1.2) with $p$ replaced by $p_\Theta$ and let $E_\Theta$ denote the corresponding escaping set (1.3). Then, for almost all $\Theta \in T^N$, the set $E_\Theta$ has Lebesgue measure zero.

Here $T$ stands for the torus $\mathbb{R}/\mathbb{Z}$ and $C^k(T^N)$ denotes the space of functions $p \in C^k(\mathbb{R}^N)$ that are $1$-periodic in each argument.

**Remark 1.2.** For $\alpha > 3$ the same holds, if only $p \in C^2(T^N)$ is imposed. Just Theorem 3.3 of the second section requires higher regularity and the latter is needed only for $\alpha = 3$.

Let us give a short outline of the paper. As mentioned above, the theorem about escaping sets by Kunze and Ortega is the main tool used therein. It deals with certain quasi-periodic successor maps $(t_0, r_0) \mapsto (t_1, r_1)$ on $\mathbb{R} \times (0, \infty)$ and associated maps $f(\bar{\Theta}_0, r_0) = (\bar{\Theta}_1, r_1)$ on $T^N \times (0, \infty)$. If one can find an adiabatic invariant-type function $W$, such that

$$W(f(\bar{\Theta}, r)) \leq W(\bar{\Theta}, r) + k(r),$$

where $k : (0, \infty) \to \mathbb{R}$ is a decreasing and bounded function such that $\lim_{r \to \infty} k(r) = 0$, then most orbits are recurrent. Section 2 is dedicated to presenting the terminology and general setup needed in order to state this theorem. For a more detailed description as well as the proof, we refer the reader to [KO18]. In the subsequent section we basically follow [KOT13] by developing three diffeomorphisms that transform the underlying equation (1.2) into a more convenient form suitable
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for the setup. First we restate the problem in terms of action-angle coordinates \((\bar{\vartheta}, r)\) associated to the unperturbed system, as was already done by Morris [Mor76]. Afterwards, we consider a transformation \(S\) by which the time \(t = \phi\) and the old Hamiltonian become the new conjugate variables, whereas the old symplectic angle \(\vartheta = \tau\) is chosen as the new independent variable. This trick was refined by Levi [Lev91] in the context of Littlewood’s boundedness problem. In the third part of this section, we present a canonical change of variables \(T\) developed by Kunze and Ortega [KO13] that preserves the structure of the Hamiltonian, while making the new momentum coordinate \(I\) an adiabatic invariant in the sense of the estimate above. Those transformations can be shortly illustrated as follows:

\[
(x, \dot{x}; t) \xrightarrow{R} (\bar{\vartheta}, r; t) \xrightarrow{S} (\phi, I; \tau) \xrightarrow{T} (\varphi, I; \tau)
\]

The estimate is confirmed in the next section, where we show that the time-2\(\pi\) map \(\Phi(\varphi_0, I_0)\) of the resulting system defines an area-preserving successor map. Subsequently we prove that all three transformations retain the quasi-periodic structure if \(p_\vartheta(t)\) from (1.4) is taken as the forcing function. This links the developed set of coordinates \((\varphi, I)\) to the setup of the second section. Finally, the map \(\psi\) is defined properly, leading to a restatement of the main result. We end the paper with a proof of this theorem, where it is shown that initial conditions in \(E_{\bar{\vartheta}}\) correspond to non-recurrent orbits \((\varphi_n, I_n)_{n \in \mathbb{N}}\).

2 A theorem about escaping sets

In this section we want to state the aforementioned theorem about escaping sets of Kunze and Ortega. But first we need to introduce some basic notation and terminology.

2.1 Measure-preserving embeddings

We will write \(T = \mathbb{R}/\mathbb{Z}\) for the standard torus and denote the class in \(T^N\) corresponding to a vector \(\Theta = (\theta_1, \ldots, \theta_N) \in \mathbb{R}^N\) by \(\bar{\Theta} = (\bar{\theta}_1, \ldots, \bar{\theta}_N),\) where \(\bar{\theta}_j = \theta_j + \mathbb{Z}\). Similarly, \(\bar{\vartheta}\) will indicate the class in \(S^1 = \mathbb{R}/2\pi\mathbb{Z}\) associated to some \(\vartheta \in \mathbb{R}\). Denote by \(\mu_{TV}\) the unique Haar measure such that \(\mu_{TV}(T^N) = 1\). From now on we will consider functions

\[
f : D \subset T^N \times (0, \infty) \to T^N \times (0, \infty),
\]

where \(D\) is an open set. We will call such a function measure-preserving embedding, if \(f\) is continuous, injective and furthermore

\[
(\mu_{TV} \otimes \lambda)(f(B)) = (\mu_{TV} \otimes \lambda)(B)
\]

holds for all Borel sets \(B \subset D\), where \(\lambda\) denotes the Lebesgue measure on \(\mathbb{R}\). It is easy to show that under these conditions, \(f : D \to \bar{D}\) is a homeomorphism, where \(\bar{D} = f(D)\).

Since we want to use the iterations of \(f\), we have to carefully construct a suitable domain on which these forward iterations are well-defined. We initialize \(D_1 = D\), \(f^1 = f\) and set

\[
D_{n+1} = f^{-1}(D_n), \quad f^{n+1} = f^n \circ f \quad \text{for} \quad n \in \mathbb{N}.
\]
This way $f^n$ is well-defined on $D_n$. Clearly, $f^n$ is a measure-preserving embedding as well. Also, it can be shown inductively that $D_{n+1} = \{(\bar{\Theta}, r) \in D : f(\bar{\Theta}, r), \ldots, f^n(\bar{\Theta}, r) \in D\}$ and therefore $D_{n+1} \subset D_n \subset D$ for all $n \in \mathbb{N}$. Initial conditions in the set

$$D_{\infty} = \bigcap_{n=1}^{\infty} D_n \subset \mathbb{T}^N \times (0, \infty)$$

correspond to complete forward orbits, i.e. if $(\bar{\Theta}_0, r_0) \in D_{\infty}$, then

$$(\bar{\Theta}_n, r_n) = f^n(\bar{\Theta}_0, r_0)$$

is defined for all $n \in \mathbb{N}$. It could however happen that $D_{\infty} = \emptyset$ or $D_n = \emptyset$ for some $n \geq 2$.

### 2.2 Quasi-periodic functions

Let $\omega_1, \ldots, \omega_N > 0$ be rationally independent and consider the map

$$\iota : \mathbb{R} \to \mathbb{T}^N, \quad \iota(t) = (t\omega_1, \ldots, t\omega_N).$$

For $N > 1$ this homomorphism is injective and the image $\iota(\mathbb{R}) \subset \mathbb{T}^N$ is dense. If $N = 1$, then $\iota$ is surjective. Moreover, for a fixed $\bar{\Theta} \in \mathbb{T}^N$ we define the map

$$\iota_{\bar{\Theta}} : \mathbb{R} \to \mathbb{T}^N, \quad \iota_{\bar{\Theta}}(t) = \bar{\Theta} + \iota(t).$$

Let $C^k(\mathbb{T}^N)$ be the space of functions $u : \mathbb{R}^N \to \mathbb{R}$, that are 1-periodic in each argument and have continuous derivatives up to the $k$-th order. We will call a function $u : \mathbb{R} \to \mathbb{R}$ \textit{quasi-periodic (with frequency $\omega$)}, if there is a function $u \in C^0(\mathbb{T}^N)$ such that

$$u(t) = u(\iota(t)) \quad \text{for all} \quad t \in \mathbb{R}.$$ 

Now, consider a measure-preserving embedding $f : D \subset \mathbb{T}^N \times (0, \infty) \to \mathbb{T}^N \times (0, \infty)$, which has the special structure

$$f(\bar{\Theta}, r) = (\bar{\Theta} + \iota(F(\bar{\Theta}, r)), r + G(\bar{\Theta}, r)), \quad (2.1)$$

where $F, G : D \to \mathbb{R}$ are continuous. For $\bar{\Theta} \in \mathbb{T}^N$ let

$$D_{\bar{\Theta}} = (\iota_{\bar{\Theta}} \times \text{id})^{-1}(D) \subset \mathbb{R} \times (0, \infty).$$

On these open sets we define the maps $f_{\bar{\Theta}} : D_{\bar{\Theta}} \subset \mathbb{R} \times (0, \infty) \to \mathbb{R} \times (0, \infty)$ given by

$$f_{\bar{\Theta}}(t, r) = (t + F(\bar{\Theta} + \iota(t), r), r + G(\bar{\Theta} + \iota(t), r)). \quad (2.2)$$

Then $f_{\bar{\Theta}}$ is continuous and meets the identity

$$f \circ (\iota_{\bar{\Theta}} \times \text{id}) = (\iota_{\bar{\Theta}} \times \text{id}) \circ f_{\bar{\Theta}} \quad \text{on} \quad D_{\bar{\Theta}},$$

i.e. the following diagram is commutative:

\[
\begin{array}{ccc}
D & \xrightarrow{f} & \mathbb{T}^N \times (0, \infty) \\
\iota_{\bar{\Theta}} \times \text{id} \uparrow & & \iota_{\bar{\Theta}} \times \text{id} \uparrow \\
D_{\bar{\Theta}} & \xrightarrow{f_{\bar{\Theta}}} & \mathbb{R} \times (0, \infty)
\end{array}
\]
Therefore $f_{\Theta}$ is injective as well. Again we define $D_{\Theta,1} = D_{\Theta}$ and $D_{\Theta,n+1} = f^{-1}_{\Theta}(D_{\Theta,n})$ to construct the set

$$D_{\Theta,\infty} = \bigcap_{n=1}^{\infty} D_{\Theta,n} \subset \mathbb{R} \times (0, \infty),$$

where the forward iterates $(t_n, r_n) = f^n_{\Theta}(t_0, t_0)$ are defined for all $n \in \mathbb{N}$. This set is equivalently defined through the relation

$$D_{\Theta,\infty} = ((\iota \times \text{id})^{-1}(D_{\infty}).$$

Now we can define the escaping set

$$E_{\Theta} = \{(t_0, r_0) \in D_{\Theta,\infty} : \lim_{n \to \infty} r_n = \infty\}.$$

Finally we are in position to state the theorem [KO18, Theorem 3.1]:

**Theorem 2.1.** Let $f : D \subset \mathbb{T}^N \times (0, \infty) \to \mathbb{T}^N \times (0, \infty)$ be a measure-preserving embedding of the form (2.1) and suppose that there is a function $W = W(\bar{\Theta}, r)$ satisfying $W \in C^1(\mathbb{T}^N \times (0, \infty))$,

$$0 < \beta \leq \partial_r W(\bar{\Theta}, r) \leq \delta$$

for $\bar{\Theta} \in \mathbb{T}^N, \ r \in (0, \infty)$, with some constants $\beta, \delta > 0$, and furthermore

$$W(f(\bar{\Theta}, r)) \leq W(\bar{\Theta}, r) + k(r) \text{ for } (\bar{\Theta}, r) \in D,$$

where $k : (0, \infty) \to \mathbb{R}$ is a decreasing and bounded function such that $\lim_{r \to \infty} k(r) = 0$. Then, for almost all $\bar{\Theta} \in \mathbb{T}^N$, the set $E_{\bar{\Theta}} \subset \mathbb{R} \times (0, \infty)$ has Lebesgue measure zero.

The function $W$ can be seen as a generalized adiabatic invariant, since any growth will be slow for large energies.

### 3 Transformation of the problem

For $\alpha \geq 3$, consider the second order differential equation

$$\dddot{x} + |x|^{\alpha-1}x = p(t),$$

where $p \in C^k_0(\mathbb{R})$ is a (in general) non periodic forcing function. Here, $C^k_0(\mathbb{R})$ denotes the space of bounded functions with continuous and bounded derivatives up to order $k$. Solutions $x(t)$ to (3.1) are unique and exist for all time. To see this, we define

$$E(t) = \frac{1}{2} \ddot{x}(t)^2 + \frac{1}{\alpha + 1} |x(t)|^{\alpha+1}.$$

Then $|\dot{E}| = |p(t)\ddot{x}| \leq |p(t)| \sqrt{2E}$, and therefore

$$\sqrt{E(t)} \leq \sqrt{E(t_0)} + \frac{1}{\sqrt{2}} \left| \int_{t_0}^{\tau} |p(s)|ds \right|.$$

So $E$ is bounded on finite intervals and thus $x$ can be continued on $\mathbb{R}$. 

3.1 Action-angle coordinates

First we want to reformulate (3.1) in terms of the action-angle coordinates of the unperturbed system, that is

\[ \ddot{x} + |x|^{\alpha-1}x = 0. \]  
(3.2)

The orbits of (3.2) are closed curves, defined by \( \frac{1}{2}y^2 + \frac{1}{(\alpha+1)}|x|^{\alpha+1} = \text{const.} \) and correspond to periodic solutions. For \( \lambda > 0 \) let \( x_{\lambda} \) denote the solution of (3.2) having the initial values \( x_{\lambda}(0) = \lambda, \quad \dot{x}_{\lambda}(0) = 0 \).

Using the homogeneity of the problem, we get \( x_{\lambda}(t) = \lambda x_1(\lambda^{\frac{\alpha}{\alpha-1}}t). \) In particular \( x_{\lambda} \) has a decreasing minimal period \( T(\lambda) = \lambda^{\frac{\alpha}{\alpha-1}}T(1). \) Thus we can find the unique number \( \Lambda > 0, \) such that \( T(\Lambda) = 2\pi. \) We will use the notation \( c(t) = x_\Lambda(t), \quad s(t) = \dot{c}(t), \)

since in a lot of ways these functions behave like the trigonometric functions \( \cos \) and \( \sin: \) \( c \) is even, \( s \) is odd, and both are anti-periodic with period \( \pi. \) Hence they have zero mean value, i.e.

\[ \int_{0}^{2\pi} c(t) \, dt = \int_{0}^{2\pi} s(t) \, dt = 0. \]

In this case however, \( (c(t), s(t)) \) spins clockwise around the origin of the \( (x, \dot{x}) \)-plane. Furthermore \( c(t), s(t) \) meet the identity

\[ \frac{1}{2} s(t)^2 + \frac{1}{(\alpha+1)}|c(t)|^{\alpha+1} = \frac{1}{(\alpha+1)}\Lambda^{\alpha+1} \quad \forall t \in \mathbb{R}. \]  
(3.3)

Now we can define a change of variables \( \eta : S^1 \times (0, \infty) \to \mathbb{R}^2 \setminus \{0\}, \quad (\bar{\theta}, r) \mapsto (x, v) \) by

\[ x = \gamma r^{\frac{\alpha}{\alpha-1}} c(\bar{\theta}), \quad v = \gamma^{\frac{\alpha+1}{2}} r^{\frac{\alpha}{\alpha+1}} s(\bar{\theta}), \]

where \( \gamma > 0 \) is determined by

\[ \gamma^{\frac{\alpha+1}{2}} \frac{2}{\alpha + 3} \Lambda^{\alpha+1} = 1. \]

This choice of \( \gamma \) makes \( \eta \) a symplectic diffeomorphism, as can be shown by an easy calculation. Moreover, from (3.3) follows the identity

\[ \frac{1}{2} v^2 + \frac{1}{(\alpha+1)}|x|^{\alpha+1} = \kappa_1 r^{\frac{3\alpha+1}{\alpha+1}}, \]  
(3.4)

where \( \kappa_1 = \frac{1}{\alpha+1}(\gamma \Lambda)^{\alpha+1}. \) Adding a new component for the time, we define the transformation map

\[ \mathcal{R} : \mathbb{R}^2 \setminus \{0\} \times \mathbb{R} \to S^1 \times (0, \infty) \times \mathbb{R}, \quad \mathcal{R}(x, v; t) = (\eta^{-1}(x, v; t). \]

Going back to the perturbed system, the old Hamiltonian

\[ h(x, \dot{x}; t) = \frac{1}{2} x^2 + \frac{1}{(\alpha+1)}|x|^{\alpha+1} - p(t)x. \]
expressed in the new coordinates is

\[ \mathcal{H}(\dot{\vartheta}, r; t) = \kappa_1 r^{\frac{2(\alpha+1)}{\alpha+3}} - \gamma r^{\frac{2}{\alpha+3}} p(t) c(\dot{\vartheta}). \]  

(3.5)

For simplicity’s sake let us denote the lift of \( \mathcal{H} \) onto \( \mathbb{R} \times (0, \infty) \times \mathbb{R} \) by the same letter \( \mathcal{H} \). The associated differential equations then become

\[ \begin{cases} \dot{\vartheta} &= \partial_r \mathcal{H} = \frac{2(\alpha+1)}{\alpha+3} \kappa_1 r^{\frac{2(\alpha+1)}{\alpha+3}} - \frac{2}{\alpha+3} \gamma r^{\frac{2}{\alpha+3}} p(t) c(\dot{\vartheta}) \\ \dot{r} &= -\partial_\vartheta \mathcal{H} = \gamma r^{\frac{2}{\alpha+3}} p(t) s(\dot{\vartheta}) \end{cases} \]  

(3.6)

It should be noted that solutions to (3.6) only exist on intervals \( J \subset \mathbb{R} \), where \( r(t) > 0 \). Therefore, we can only make assertions about solutions of the original problem (3.1) defined on intervals, where \( (x, \dot{x}) \neq 0 \), when working with these action-angle coordinates.

### 3.2 Time-energy coordinates

In order to construct a measure preserving embedding one could take the Poincaré map of Hamiltonian system (3.6). However, to fit the setting of subsection 2.2 this map would need to have the time (and thus the quasi-periodic dependence of the system) as the first variable. Therefore, we will follow [Lev91] and take the time \( t \) as the new “position”-coordinate, the energy \( \mathcal{H} \) as the new “momentum” and the angle \( \vartheta \) as the new independent variable.

Since the first term in (3.6) is dominant for \( r \to \infty \) one can find \( r_s \) such that

\[ \partial_r \mathcal{H}(\vartheta, r; t) \geq 1 \quad \text{for all} \quad r \geq r_s. \]  

(3.7)

**Remark 3.1.** The value of \( r_s \) depends upon \( \alpha, \gamma, \kappa_1, ||c||_{C^1_b} \) and \( ||p||_{C^1_b} \), where again \( \alpha, \gamma, \kappa_1, ||c||_{C^1_b} \) are uniquely determined by the choice of \( \alpha \). We will call quantities depending only upon \( \alpha \) and \( ||p||_{C^1_b} \) constants. Let us also point out, that \( r_s \) can be chosen “increasingly in \( ||p||_{C^1_b} \)”. By this we mean, that if \( r_s = r_s(\alpha, ||p||_{C^1_b}) \) is the threshold corresponding to some \( p \in C^1_b(\mathbb{R}) \), then (3.7) also holds for any forcing \( \tilde{p} \in C^1_b \) with \( ||\tilde{p}||_{C^1_b} \leq ||p||_{C^1_b} \). Indeed, all thresholds we will construct have this property.

Now consider a solution \((\vartheta(t), r(t)) \) of (3.6) defined on an interval \( J \), where \( r(t) > r_s \) for all \( t \in J \). Then the function \( t \mapsto \vartheta(t) \) is invertible, since

\[ \dot{\vartheta}(t) = \partial_r \mathcal{H}(\vartheta(t), r(t); t) \geq 1. \]

Adopting the notation of [KOT13], we will write \( \tau = \vartheta(t) \) and denote the inverse by \( \phi \), i.e. \( \phi(\tau) = t \). Since \( \vartheta(t) \) is at least of class \( C^2 \), the same holds for the inverse function \( \phi \) defined on \( \vartheta(J) \). Let us now define

\[ I(\tau) = \mathcal{H}(\tau, r(\phi(\tau)); \phi(\tau)) \quad \text{for} \quad \tau \in \vartheta(J). \]

This function will be the new momentum. It is a well known fact that the resulting system is again Hamiltonian. To find the corresponding Hamiltonian, we can solve the equation

\[ \mathcal{H}(\vartheta, H; t) = I \]
Furthermore, we can choose \( \alpha, \gamma, \kappa \) (depending upon \( R_H \)). Since \( \vartheta \), a suitable sense: 

\[
\Omega = \{(t, I; \vartheta) \in \mathbb{R}^3 : I > H(\vartheta, r; t)\}.
\]

Indeed, by implicit differentiation it can be verified that

\[
\phi' = \partial_I H, \quad I' = -\partial_{\vartheta} H,
\]

where the prime ‘ indicates differentiation with respect to \( \tau \). Using the new coordinates, we have to solve

\[
\kappa_1 H^{\frac{\alpha_0 + 1}{2}} - \gamma H^{\frac{2}{\alpha + 1}} p(\varphi)c(\tau) = I
\]

or equivalently

\[
H = I^{\frac{\alpha_0 + 1}{2}} (1 - \kappa_1^{-1} \gamma H^{\frac{2}{\alpha + 1}} p(\varphi)c(\tau))^{\frac{\alpha_0 + 1}{2}}.
\]

Since \( p \in C^6 \) and \( c \in C^3 \), also \( H \) will be of class \( C^3 \). Moreover, we can find \( l_\ast > 0 \) (depending upon \( \alpha, \gamma, \kappa_1, ||c||_{C_0}, ||p||_{C_0} \) and \( r_\ast \)) such that

\[
\{(\varphi, I; \tau) \in \mathbb{R}^3 : I \geq l_\ast \} \subset \Omega.
\]

Furthermore, we can choose \( l \), so large that the solution \( H \) of (3.8) satisfies

\[
\alpha_0 I^{\frac{\alpha_0 + 1}{2}} \leq H \leq \beta_0 I^{\frac{\alpha_0 + 1}{2}} \quad \text{for} \quad I \geq l_\ast
\]

for some constants \( \alpha_0, \beta_0 > 0 \). Let

\[
\kappa_0 = \kappa_1^{-\frac{\alpha_0 + 1}{2}} = \left( \frac{2(\alpha + 1)}{\alpha + 3} \right)^{\frac{\alpha_0 + 1}{2}}.
\]

To approximate the solution \( H(\varphi, I; \tau) \) of (3.9), one can use the Taylor polynomial of degree one for \( (1 - z)^{-\frac{\alpha_0 + 1}{2}} \) and then plug in the highest order approximation \( \kappa_0 I^{\frac{\alpha_0 + 1}{2}} \) for the remaining \( H \) on the right-hand side. Therefore we define the remainder function \( R \in C^3(G) \) through the relation

\[
H(\varphi, I; \tau) = \kappa_0 I^{\frac{\alpha_0 + 1}{2}} + \frac{(\alpha + 3)}{2(\alpha + 1)} \gamma \kappa_0 \frac{\alpha_0 + 4}{\alpha_0 + 1} p(\varphi)c(\tau)I^{\frac{\alpha_0 + 3}{\alpha_0 + 1}} + R(\varphi, I; \tau).
\]

The corresponding system is described by

\[
\begin{align*}
\phi' &= \partial_I H = \kappa_0 \frac{\alpha_0 + 4}{(\alpha + 1)(\alpha + 2)} I^{\frac{\alpha_0 + 1}{2}} + \frac{\alpha_0 + 1}{2(\alpha + 1)} \gamma \kappa_0 \frac{\alpha_0 + 4}{\alpha_0 + 1} p(\varphi)c(\tau)I^{\frac{\alpha_0 + 3}{\alpha_0 + 1}} + \partial_I R, \\
I' &= -\partial_{\vartheta} H = -\frac{\alpha_0 + 1}{2(\alpha + 1)} \gamma \kappa_0 \frac{\alpha_0 + 4}{\alpha_0 + 1} p(\varphi)c(\tau)I^{\frac{\alpha_0 + 3}{\alpha_0 + 1}} - \partial_{\vartheta} R.
\end{align*}
\]

The change of variables \( (\vartheta, r, t) \leftrightarrow (\varphi, I; \tau) \) can be realized via the transformation map \( S : \mathbb{R} \times [r_\ast, \infty) \times \mathbb{R} \to \mathbb{R} \times (0, \infty) \times \mathbb{R} \) defined by

\[
S(\vartheta, r; t) = (t, H(\vartheta, r; t); \vartheta).
\]

So \( S \) maps a solution \( (\vartheta(t), r(t)) \) of (3.6) with the initial condition \( (\vartheta(t_0), r(t_0)) = (\vartheta_0, r_0) \) onto a solution \( (\varphi(\tau), I(\tau)) \) of (3.11) with initial condition \( (\varphi(\vartheta_0), I(\vartheta_0)) = (t_0, H(\vartheta_0, r_0; t_0)) \). The following lemma by Kunze and Ortega [KO13, Lemma 7.1] shows that \( R \) is small in a suitable sense:
Lemma 3.2. There are constants $C_0 > 0$ and $I_{C_0} \geq I_\ast > 0$ (depending upon $\|p\|_{C^4_0(\mathbb{R})}$) such that
\[
|\tau| + |\partial_{\phi}\tau| + I|\partial_{\phi}\tau| + |\partial_{\phi\phi}\tau| + I|\partial_{\phi\phi\phi}\tau| + \int |\partial_{\phi\phi\phi\phi}\tau| \leq C_0 I^{\frac{3(\alpha+\beta)}{2\alpha(\alpha+1)}},
\]
holds for all $\phi, \tau \in \mathbb{R}$ and $I \geq I_{C_0}$.

Now we could use these coordinates and a corresponding Poincaré map for Theorem 2.1. But since it can be tricky to find a suitable function $W$, we would like the energy variable $I(\tau)$ itself to be an adiabatic invariant in the sense of (2.3). However, for $\alpha = 3$ we do not have $I' \to 0$ as $I \to \infty$. Therefore we have to do one further transformation. For $\alpha > 3$ this last step would not be necessary.

3.3 A last transformation

In [KO13, Theorem 6.7] Ortega and Kunze constructed a change of coordinates, which reduces the power of the momentum variable in the second term of (3.10) while preserving the special structure of the Hamiltonian. Since in their paper they had to use this transformation several times consecutively, the associated theorem is somewhat general and too complicated for our purpose here. Thus we will cite it only in the here needed form.

For $\mu > 0$ we set
\[
\Sigma_\mu = \mathbb{R} \times [\mu, \infty) \times \mathbb{R}.
\]

Theorem 3.3. Consider the Hamiltonian $H$ from (3.10), i.e.
\[
H(\phi, I; \tau) = \kappa_0 I^{\frac{(\alpha+3)}{2\alpha(\alpha+1)}} + f(\phi) c(\tau) I^{\frac{2\alpha+1}{2\alpha(\alpha+1)}} + R(\phi, I; \tau),
\]
where $f(\phi) = \frac{(\alpha+3)}{2\alpha(\alpha+1)} \gamma \kappa_0^\alpha p(\phi)$, and $I_{C_0}$ from Lemma 3.2. Then there exists $I_\ast > I_{C_0}$, $I_\ast > 0$ and a $C^1$-diffeomorphism
\[
\mathcal{T} : \Sigma_{I_\ast} \to \mathcal{T}(\Sigma_{I_\ast}) \subset \Sigma_{I_\ast}, \quad (\phi, I; \tau) \mapsto (\varphi, I; \tau),
\]
which transforms the system (3.11) into $\varphi' = \partial_\tau H_1$, $I' = -\partial_\varphi H_1$, where
\[
H_1(\varphi, I; \tau) = \kappa_0 I^{\frac{(\alpha+3)}{2\alpha(\alpha+1)}} + f_1(\varphi) c_1(\tau) I^{\frac{2\alpha+1}{2\alpha(\alpha+1)}} + R_1(\varphi, I; \tau).
\]

The new functions appearing in $H_1$ satisfy
(a) $f_1(\varphi) = -\frac{\alpha+3}{2\alpha(\alpha+1)} \kappa_0 f(\varphi) = -\left(\frac{\alpha+3}{2\alpha(\alpha+1)}\right)^2 \gamma \kappa_0^{\alpha+3} \dot{p}(\varphi),$
(b) $c_1 \in C^4(\mathbb{R}), c_1'(\tau) = c(\tau), \int_0^{2\pi} c_1(\tau) d\tau = 0,$
(c) $b_a = -\frac{3\alpha^2-3\alpha-9}{2(\alpha+3)(\alpha+1)} \times \frac{3-\alpha}{2(\alpha+1)} \leq 0,$ and
(d) $R_1 \in C^3(\Sigma_{I_\ast})$ satisfies (3.12) for all $I \geq I_\ast$ and with some constant $\tilde{C}_0 > 0$.

The quantities $I_{\ast}, I_\ast, \tilde{C}_0$ can be estimated in terms of $\alpha, \kappa_0, \|f\|_{C^4_0(\mathbb{R})}, \|c\|_{C^0(\mathbb{R})}$, and $C_0$ from Lemma 3.2. Furthermore, the change of variables $\mathcal{T}$ has the following properties:
(i) $\mathcal{T}(\cdot, \cdot; \tau)$ is symplectic for all $\tau \in \mathbb{R}$, i.e. $d\varphi \wedge dI = d\phi \wedge dI$.  

(ii) \( T(\phi, I; \tau + 2\pi) = T(\phi, I; \tau) + (0, 0; 2\pi), \) and
(iii) \( I/2 \leq I(\phi, I; \tau) \leq 2I \) for all \( (\phi, I; \tau). \)

Even if we omit the proof here, let us note that the change of variables can be realized via the generating function
\[
\Psi(\phi, I; \tau) = -I^{\frac{\alpha+3}{2(\alpha+1)}} f(\varphi)c_1(\tau),
\]
where \( c_1 \) is uniquely determined by the conditions in \((b)\). Therefore \( T \) is implicitly defined by the equations
\[
I = I + \partial_\phi \Psi, \quad \varphi = \phi + \partial_I \Psi
\]
and one can determine \( H_1 \) through the relation
\[
H_1(\varphi, I; \tau) = H(\phi, I; \tau) + \partial_\tau \Psi(\phi, I; \tau).
\]

4 The successor map

Consider the new Hamiltonian from Theorem 3.3 that is
\[
H_1(\varphi, I; \tau) = \kappa_0 I^{\frac{\alpha+3}{2(\alpha+1)}} + f_1(\varphi)c_1(\tau)I^{b_0} + R_1(\varphi, I; \tau),
\]
which is well-defined on the set \( T(\Sigma_{I_{\ast}}) \) and \( 2\pi \)-periodic in the time variable \( \tau \). The corresponding equations of motion are
\[
\begin{cases}
\varphi' = \partial_I H_1 = \kappa_0^{\frac{\alpha+3}{2(\alpha+1)}} I^{\frac{\alpha+3}{2(\alpha+1)}} + b_0 f_1(\varphi)c_1(\tau)I^{b_0-1} + \partial_I R_1, \\
I' = -\partial_\varphi H_1 = -f_1(\varphi)c_1(\tau)I^{b_0} - \partial_\varphi R_1,
\end{cases}
\]
(4.1)
where \( f_1(\varphi) = -I^{\frac{\alpha+3}{2(\alpha+1)}} k_0^{\frac{\alpha+3}{2(\alpha+1)}} \gamma \hat{p}(\varphi). \)

Now suppose \((\varphi_0, I_0, \tau_0) \in T(\Sigma_{I_{\ast}}) \) and denote by \((\varphi(\tau; \varphi_0, I_0, \tau_0), I(\tau; \varphi_0, I_0, \tau_0))\) the solution of (4.1) with the initial data
\[
\varphi(\tau_0) = \varphi_0, \quad I(\tau_0) = I_0.
\]
We want to construct a subset \( \Sigma_{I_{\ast}} = \mathbb{R} \times [I_{\ast}, \infty) \times \mathbb{R} \subset T(\Sigma_{I_{\ast}}) \) such that \((\varphi, I)\) is defined on the whole interval \([\tau_0, \tau_0 + 2\pi]\) whenever \((\varphi_0, I_0, \tau_0) \in \Sigma_{I_{\ast}}. \) Similar to [KO13] Lemma 4.1, we state:

**Lemma 4.1.** There exists a constant \( I_{\ast} > I_{\ast} \) (depending only upon \( \alpha, \|f\|_{C^k(\mathbb{R})}, \|c\|_{C^k(\mathbb{R})} \) and \( \hat{C}_0 \) from Theorem 3.3) such that \( \Sigma_{I_{\ast}} \subset T(\Sigma_{I_{\ast}}) \) and for any \((\varphi_0, I_0, \tau_0) \in \Sigma_{I_{\ast}}\) the solution \((\varphi, I)\) of (4.1) with initial data
\[
\varphi(\tau_0) = \varphi_0, \quad I(\tau_0) = I_0
\]
exists on \([\tau_0, \tau_0 + 2\pi]\), where it satisfies
\[
\frac{I_0}{4} \leq I(\tau) \leq 4I_0 \text{ for } \tau \in [\tau_0, \tau_0 + 2\pi].
\]
(4.2)
Proof. Suppose $I_0 \geq I_\ast \geq 4I_\ast$, then (iii) from Theorem \[3.3\] yields $\Sigma_{I_\ast} \subset T(\Sigma_{I_\ast})$. Now, let $T > 0$ be maximal such that $I_0/4 \leq I(\tau) \leq 4I_0$ holds for all $\tau \in [\tau_0, \tau_0 + T)$. On this interval we have

$$\left(I^{1-b_a}\right)' = (1 - b_a)I^{-b_a}I' = (1 - b_a)I^{-b_a}(-\dot{f}_1(\varphi)c_1(\pi)I^{b_a} - \partial_x R_1)$$

and thus

$$|\left(I^{1-b_a}\right)'| \leq |(1 - b_a)|\left(||\dot{f}_1||c_0\right) + |\partial_x R_1|I^{-b_a} \leq |(1 - b_a)|\left(||\dot{f}_1||c_0\right) + \tilde{C}_0 = \tilde{C},$$

with $\tilde{C}_0 > 0$ from (d) of Theorem \[3.3\] since $b_a = -\frac{3a^2 - 2a - 9}{2(a + 3)(a + 1)} > \frac{3(1-a)}{2(a+1)}$. Now assume $T \leq 2\pi$, then for $I_{\ast\ast}$ sufficiently large we conclude

$$\left(\frac{I_0}{2}\right)^{1-b_a} \leq I_0^{1-b_a} - 2\pi\tilde{C} \leq I(\tau)^{1-b_a} \leq I_0^{1-b_a} + 2\pi\tilde{C} \leq (2I_0)^{1-b_a}$$

on the whole interval $[\tau_0, \tau_0 + T)$. This contradicts the definition of $T$ and thus completes the proof. \[\square\]

We can therefore consider the Poincaré map $\Phi : \mathbb{R} \times [I_\ast, \infty) \to \mathbb{R}^2$ corresponding to the periodic system \[4.1\], defined by

$$\Phi(\varphi_0, I_0) = (\varphi(5\pi/2; \varphi_0, I_0, \pi/2), I(5\pi/2; \varphi_0, I_0, \pi/2)).$$

(4.3)

The choice $\tau_0 = \frac{\pi}{2}$ is basically due to computational advantages, since $c(\vartheta) = 0$ if and only if $\vartheta = \pi/2 + m\pi$ with $m \in \mathbb{Z}$. Moreover, values of $\tau = \vartheta$ in $\pi/2 + 2\pi\mathbb{Z}$ correspond exactly to those zeros of the solution $x(t)$, where $\dot{x} < 0$.

$$\Phi(\varphi_0, I_0) = (\varphi_1, I_1).$$

Now that we have defined a suitable successor map, we can prove that $I$ is an adiabatic invariant in the sense of equation \[2.3\]:

**Lemma 4.2.** There is a constant $C > 0$ (depending only upon $\alpha$, $\|\dot{f}_1\|_{C_0^2(\mathbb{R})}$, $\|c\|_{C_0(\mathbb{R})}$ and $\tilde{C}_0$) such that

$$|I_1 - I_0| \leq CI_0^{b_a}$$

holds for all $(\varphi_0, I_0) \in \mathbb{R} \times [I_\ast, \infty)$.

**Proof.** With a similar reasoning like in the proof of Lemma \[4.1\] we get

$$|I'(\tau)| = |\dot{f}_1(\varphi)c_1(\pi)I^{b_a}(\tau) - \partial_x R_1| \leq ||\dot{f}_1||_{C_0} ||c_1||_{C_0} I(\tau)^{b_a} + \tilde{C}_0 I(\pi)^{\frac{3(1-a)}{2(a+1)}}$$

$$\leq \left(||\dot{f}_1||_{C_0} ||c_1||_{C_0} + \tilde{C}_0\right) I(\tau)^{b_a} \leq \left(||\dot{f}_1||_{C_0} ||c_1||_{C_0} + \tilde{C}_0\right) 4^{-b_a} I_0^{b_a}.$$

Now integrating over $[\pi/2, 5\pi/2]$ gives us

$$|I_1 - I_0| \leq 2\pi \left(||\dot{f}_1||_{C_0} ||c_1||_{C_0} + \tilde{C}_0\right) 4^{-b_a} I_0^{b_a}.$$

\[\square\]
5 Quasi-periodicity

So far all our considerations have dealt with the case of a general forcing function \( p \in C^4_b(\mathbb{R}) \). Now we will replace \( p(t) \) by \( p(\bar{\Theta}(t)) \) from (1.4) and show that the quasi-periodicity is inherited by the Hamiltonian system (4.1). But first let us clarify some notation.

In this section, we will mark continuous functions with an argument in \( \mathbb{T}^N \) with bold letters. Each such function \( u \) gives rise to a family of quasi-periodic maps \( \{ u(\bar{\Theta}) \} \) via the relation

\[
\frac{d}{dt} u_\Theta(t) = \partial_\omega u(\ii(\bar{\Theta}(t))).
\]

Note that since \( \ii(\bar{\Theta}) \) lies dense in \( \mathbb{T}^N \), the function \( u \in C(\mathbb{T}^N) \) is also uniquely determined by this property. Moreover, for \( u \in C^1(\mathbb{T}^N) \) we introduce the notation

\[
\partial_\omega = \sum_{i=1}^N \omega_i \frac{\partial}{\partial \theta_i},
\]

so that

\[
\frac{d}{dt} u_\Theta(t) = \partial_\omega u(\ii(\bar{\Theta}(t))).
\]

So let us plug the forcing \( p(\bar{\Theta}(t)) \) associated to \( p \) from the main theorem into (3.1). Then \( p_{\bar{\Theta}} \in C^4_b(\mathbb{R}) \), because

\[
\| p_{\bar{\Theta}} \|_{C^4_b(\mathbb{R})} \leq \max(1, \| \omega \|_\infty)^4 \| p \|_{C^4(\mathbb{T}^N)}
\]

holds. Therefore all results of section 3 are applicable. Considering Remark 3.1, this also implies that we can find new constants \( r, I \) etc. depending only upon \( \alpha, \omega \) and \( \| p \|_{C^4(\mathbb{T}^N)} \) such that corresponding estimates hold uniformly in \( \bar{\Theta} \in \mathbb{T}^N \).

Since \( R \) and \( S \) basically leave the time variable \( t \) unchanged, it is straightforward to prove that the transformation to action-angle coordinates as well as the change to the time-energy coordinates \( (\phi, I) \), preserves the quasi-periodic structure (cf. [LZ95, p. 1242]). Thus we find functions

\[
\mathbf{H}, \mathbf{R} : \mathbb{T}^N \times [I_*, \infty) \times \mathbb{R} \to \mathbb{R} \times [I_*, \infty) \times \mathbb{R}
\]

of class \( C^3 \) depending on \( p \) such that

\[
\mathbf{H}(I, I; \tau) = \mathbf{H}(\ii(\phi), I; \tau), \quad \mathbf{R}(I, I; \tau) = \mathbf{R}(\ii(\phi), I; \tau).
\]

holds for every \( \bar{\Theta} \in \mathbb{T}^N \).

Remark 5.1. Let us note, that the functions \( \mathbf{H}, \mathbf{R} \) etc. now depend on the choice of \( \bar{\Theta} \). Thus it would be more precise to write \( \mathbf{H}_{\bar{\Theta}}, \mathbf{R}_{\bar{\Theta}} \) and so on, but for reasons of clarity we will omit the index throughout this section. The functions \( \mathbf{H}, \mathbf{R} \) etc. on the other hand are uniquely determined by \( p \).

However it requires a bit more work, to see that also the transformation \( \mathcal{T} \) defined in Theorem 3.3 retains the quasi-periodic properties. We recall that this change of variables is defined by

\[
I = I + \partial_\phi \Psi, \quad \phi = \phi + \partial_I \Psi,
\]

where \( \Psi(\phi, I; \tau) = \int_{-i}^{i} \frac{d}{dt} f(\phi) \| c_1(\tau) \). Let \( f \in C^4(\mathbb{T}^N) \) be the function one obtains by replacing \( p \) in the definition of \( f \) by \( p \). Inspired by [SM71, p. 261], we can prove the following lemma:
Lemma 5.2. Suppose $I_{ss} \geq 2\pi \max(1, \|\omega\|_\infty^4)\|f\|_{C^4(\mathbb{T}^N)}\|c\|_{C^4(\mathbb{R})}$ and consider
\[ \varphi(\phi, I; \tau) = \phi - \frac{3 - \alpha}{2(\alpha + 1)} I \frac{\partial_{s} \tilde{c}}{\partial \omega} c_1(\tau) f(\phi), \]
then for $I \geq I_{ss}, \tau \in \mathbb{R}$ the inverse can be written in the form
\[ \phi(\varphi, I; \tau) = \varphi + q(\varphi, I; \tau), \]
where $q(\varphi, I; \tau) = q(\iota_\mathcal{O}(\varphi), I; \tau)$ with $q \in C^4(\mathbb{T}^N \times [I_{ss}, \infty) \times \mathbb{R})$.

Proof. First consider the function $w(\phi, \varphi, I, \tau) = \phi - \frac{3 - \alpha}{2(\alpha + 1)} I \frac{\partial_{s} \tilde{c}}{\partial \omega} c_1(\tau) f(\phi) - \varphi$, where $I \geq I_{ss}$. Since $I_{ss} \geq \|f\|_{C^4(\mathbb{R})}\|c\|_{C^4(\mathbb{R})}$ we have $\partial_{s} w \geq \frac{3 - \alpha}{(\alpha + 1)}$. Since also $w \in C^4(\mathbb{R}^2 \times [I_{ss}, \infty) \times \mathbb{R})$ the equation $w = 0$ defines a unique solution $\phi(\varphi, I; \tau)$ of class $C^4$.

If there was such a function $q$ we should have
\[ q(\varphi, I; \tau) = \varphi - \frac{3 - \alpha}{2(\alpha + 1)} I \frac{\partial_{s} \tilde{c}}{\partial \omega} c_1(\tau) f(\varphi + q(\varphi, I; \tau)). \tag{5.1} \]

Let us now fix some $I \geq I_{ss}$, and $\tau \in \mathbb{R}$. For simplicity’s sake we will drop the dependence of this variables and thus write $q(\varphi)$ for $q(\varphi, I; \tau)$ etc. Since $f(\phi) = f(\iota_\mathcal{O}(\phi))$, equation (5.1) translates into
\[ q(\tilde{\Omega}) - \frac{3 - \alpha}{2(\alpha + 1)} I \frac{\partial_{s} \tilde{c}}{\partial \omega} c_1(\tau) f(\tilde{\Omega} + \iota(q(\tilde{\Omega}))) = 0 \quad \text{for all } \tilde{\Omega} \in \mathbb{T}^N. \]

We instead consider the equation
\[ q - \sigma \left( \frac{3 - \alpha}{2(\alpha + 1)} I \frac{\partial_{s} \tilde{c}}{\partial \omega} c_1(\tau) f(\tilde{\Omega} + \iota(q)) \right) = 0, \quad \sigma \in [0, 1] \]
and search for a solution $q(\tilde{\Omega}; \sigma)$. Differentiation with respect to $\sigma$ yields the ordinary differential equation
\[ \frac{dq}{d\sigma} = \chi(\tilde{\Omega} + \iota(q); \sigma), \quad q(\tilde{\Omega}; 0) = 0, \]
where
\[ \chi(\tilde{\Omega}; \sigma) = \frac{\frac{3 - \alpha}{2(\alpha + 1)} I \frac{\partial_{s} \tilde{c}}{\partial \omega} c_1(\tau) f(\tilde{\Omega})}{1 - \sigma \frac{3 - \alpha}{2(\alpha + 1)} I \frac{\partial_{s} \tilde{c}}{\partial \omega} c_1(\tau) \partial_\omega f(\tilde{\Omega})}. \]
As above, the denominator is greater than $1 - \frac{3 - \alpha}{2(\alpha + 1)} > 0$ by assumption. Thus, the right-hand side $\chi$ is $C^4(\mathbb{T}^N \times [0, 1])$ for all $\tilde{\Omega} \in \mathbb{T}^N$. Therefore the differential equation has a unique solution $q(\tilde{\Omega}, \sigma)$ for all $\sigma \in [0, 1]$. Now, the function $q(\varphi) = q(\iota_\mathcal{O}(\varphi), 1)$ has the desired properties. \hfill \Box

Remark 5.3. Without loss of generality we can impose the assumption of Lemma 5.2 since $\|f\|_{C^4(\mathbb{T}^N)} \leq \gamma \kappa_0^2 \|p\|_{C^4(\mathbb{T}^N)}$ and thus $I_{ss}$ still depends only upon $\alpha, \omega$ and $\|p\|_{C^4(\mathbb{T}^N)}$.

Now, since
\[ H_1(\varphi, I; \tau) = H(\phi, I; \tau) + \partial_\omega \Psi(\phi, I; \tau), \]
we have $H_1(\varphi, I; \tau) = H(\phi, I; \tau) + q(\varphi, I; \tau) + \partial_\omega \Psi(\phi, I; \tau)$.
where $\partial_t \Psi(\varphi, I; \tau) = -I^{\frac{1}{2\alpha}} f(\varphi)c(\tau)$, and because of Lemma 5.2 we have

$$H_1(\varphi, I; \tau) = H(\varphi + q(\varphi, I; \tau), I; \tau) - I^{\frac{1}{2\alpha}} f(\varphi + q(\varphi, I; \tau))c(\tau).$$

Moreover, $I$ can be expressed as

$$I = I - I^{\frac{1}{2\alpha}} f(\varphi)c_1(\tau) = I - I^{\frac{1}{2\alpha}} f(\varphi + q(\varphi, I; \tau))c_1(\tau).$$

Hereby motivated, we define the $C^1$-maps $I, H_1 : \mathbb{T}^N \times [I_-, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$I(\Omega, I; \tau) = I - I^{\frac{1}{2\alpha}} \partial_\varphi f(\Omega + t(q(\Omega, I; \tau)))c_1(\tau)$$

and further

$$H_1(\Omega, I; \tau) = H(\Omega + t(q(\Omega, I; \tau)), I(\Omega, I; \tau); \tau) - I^{\frac{1}{2\alpha}} f(\Omega + t(q(\Omega, I; \tau)))c(\tau).$$

Then the relation $H_1(\varphi, I; \tau) = H_1(t_0(\varphi), I; \tau)$ holds for all $(\varphi, I; \tau) \in \mathbb{R} \times [I_-, \infty) \times \mathbb{R}$.

### 6 Proof of the main result

Let us recall equation (1.2), that is

$$\dot{x} + |x|^\alpha x = p(t), \quad \alpha \geq 3,$$

where $p \in C^1_b(\mathbb{R})$. Denote by $x(t; v_0, t_0)$ the solution of this equation to the initial condition $x(t_0) = 0, \dot{x}(t_0) = v_0$.

Now set $I^* = \max\{4I_-, (2\kappa_1)^{\frac{1}{\alpha+1}}\}$ and define $v_* = -2 \sqrt{I^*}$. Thus $v_*$ is a constant depending only upon $\alpha, \omega$ and $\|p\|_{C^1(\mathbb{T}^N)}$. Then, consider the function $\psi$ that maps the initial values $(v_0, t_0) \in (-\infty, v_*) \times \mathbb{R}$ to $(v_1, t_1)$, where $v_1 = \dot{x}(t_1; v_0, t_0)$ and

$$t_1 = \inf\{s \in (t_0, \infty) : x(s; v_0, t_0) = 0, \dot{x}(s; v_0, t_0) < 0\}.$$

We want to show, that this map is well defined on $(-\infty, v_*) \times \mathbb{R}$. To this end, let us recall the transformations of section 3

$$(x, v; t) \xrightarrow{\mathcal{R}} (\bar{\vartheta}, r; t) \leftrightarrow (\vartheta, r; t) \xrightarrow{\mathcal{S}} (\phi, I; \tau) \xrightarrow{\mathcal{T}} (\varphi, \bar{I}; \tau)$$

Since $x = 0$ and $v < 0$ corresponds to $\bar{\vartheta} = \pi/2$ and therefore $\theta = \tau \in (\pi/2 + 2\pi\mathbb{Z})$, one variable becomes redundant if we stay on the lower $y$-axis. Therefore we consider restrictions of the transformation maps onto some 2-dimensional subspaces, namely:

$$\mathcal{R}_0 : (-\infty, 0) \times \mathbb{R} \rightarrow (0, \infty) \times \mathbb{R}, \quad \mathcal{R}_0(v, t) = (\pi_2(\mathcal{R}(0, v; t)), \pi_3(\mathcal{R}(0, v; t))),$$

$$\mathcal{S}_0 : [r_*, \infty) \times \mathbb{R} \rightarrow \mathbb{R} \times (0, \infty), \quad \mathcal{S}_0(r, t) = (\pi_1(\mathcal{S}(\pi/2, r; t)), \pi_3(\mathcal{S}(\pi/2, r; t))),$$

and

$$\mathcal{T}_0 : \mathbb{R} \times [I_-, \infty) \rightarrow \mathbb{R} \times (0, \infty), \quad \mathcal{T}_0(\phi, I) = (\pi_1(\mathcal{T}(\phi, I; \pi/2)), \pi_3(\mathcal{T}(\phi, I; \pi/2))),$$

where $\pi_j : \mathbb{R}^3 \rightarrow \mathbb{R}$ denotes the projection on to the $j$-th component. For $|v_0|$ sufficiently large, let $\mathcal{S}_0(v_0, t_0) = (r_0, t_0)$, $\mathcal{S}_0(r_0, t_0) = (\phi_0, I_0)$ and $\mathcal{T}_0(\phi_0, I_0) = (\varphi_0, \bar{I}_0)$. Plugging $x_0 = 0$ into (3.4) and the definition of $I_0$ give us

$$\frac{1}{2} v_0^2 + \kappa_1 I_0^{\frac{2\alpha+1}{\alpha}} = \mathcal{H}(\pi/2, r_0; t_0) = I_0,$$  \quad (6.1)
due to $c(\pi/2) = 0$. Moreover, Theorem 3.3 yields $2I_0 \geq I_0 \geq \frac{4}{4}$. So in total we have

$$I_0 \geq \frac{I_0}{2} = \frac{v^2}{4}.$$  

This implies $(T_0 \circ S_0 \circ R_0)((-\infty, v_\ast) \times \mathbb{R}) \subset \mathbb{R} \times (I^*, \infty)$. For $I_0 > I^*$ on the other hand, Lemma 4.1 yields the existence of the corresponding solution $(\varphi, I) (\tau; \varphi_0, I_0, \pi/2)$ to system (4.1) on $[\pi/2, 5\pi/2]$ and guarantees $I(\tau) > I_{\ast}$. But since

$$T_0^{-1}((\mathbb{R} \times [I_{\ast}, \infty)) \subset \mathbb{R} \times (I_{\ast}, \infty) and S_0^{-1}((\mathbb{R} \times [I_{\ast}, \infty))) \subset \mathbb{R} \times [r_{\ast}, \infty). \quad (6.2)$$

$(\varphi, I)$ can be transformed back to a solution $x(t; v_0, t_0)$ of the original problem (1.2) and

$$(v_1, t_1) = (R_0^{-1} \circ S_0^{-1} \circ T_0^{-1})(\varphi(5\pi/2), I(5\pi/2))$$

has all the desired properties. Thus, $\psi$ can be equivalently defined in the following way:

$$\psi: (-\infty, v_\ast) \times \mathbb{R} \to (-\infty, 0) \times \mathbb{R}, \quad \psi = (R_0^{-1} \circ S_0^{-1} \circ T_0^{-1}) \circ \Phi \circ (T_0 \circ S_0 \circ R_0)$$

Finally we are ready to state and prove the main theorem.

**Theorem 6.1.** Let $p \in C^4(\mathbb{T}^N)$ generate the family of forcing functions

$$p_\Theta(t) = p(\theta_1 + tw_1, \ldots, \theta_N + tw_N), \quad \Theta = (\tilde{\theta}_1, \ldots, \tilde{\theta}_N) \in \mathbb{T}^N,$$

for fixed rationally independent frequencies $\omega_1, \ldots, \omega_N > 0$. Let $(v_n, t_n)_{n \in J} = (\psi^n(v_0, t_0))_{n \in J}$ denote a generic orbit associated to system (1.2) with $p$ replaced by $p_\Theta$. The escaping set $E_\Theta$ consists of those initial values $(v_0, t_0) \in \mathbb{R}^2$ such that

(a) $v_0 < v_\ast$,

(b) the corresponding orbit satisfies $\mathbb{N} \subset I$, and

(c) $\lim_{n \to \infty} v_n = -\infty$.

Then, for almost all $\Theta \in \mathbb{T}^N$, the set $E_\Theta$ has Lebesgue measure zero.

The proof will be divided in two parts: First we are going to construct a measure-preserving embedding suitable for Theorem 2.1 which basically translates into the successor map $\Phi$ of system (4.1). Therefore it can be shown that for almost all $\Theta \in \mathbb{T}^N$ the corresponding escaping set $E_\Theta$ has Lebesgue measure zero. In the second part we will prove that initial values in $E_\Theta$ correspond to points in $E_\Theta$ and conclude $\lambda^2(E_\Theta) = 0$ for almost all $\Theta \in \mathbb{T}^N$.

### 6.1 Escaping orbits of the transformed system

For $\tilde{\Theta} \in \mathbb{T}^N$, denote by $(\varphi_\Theta(\tau; \varphi_0, I_0, \pi/2), I_\Theta(\tau; \varphi_0, I_0, \pi/2))$ the solution to system (4.1) with initial data $\varphi(\pi/2) = \varphi_0, I(\pi/2) = I_0$ and forcing function $p = p_\Theta$. Furthermore, we will write $(\varphi(\tau; \tilde{\Theta}_0, I_0, \pi/2), I(\tau; \tilde{\Theta}_0, I_0, \pi/2))$ for the solution of

$$\dot{\varphi} = \partial_I H_1(\tilde{\Theta}_0 + t(\varphi), I; \tau), \quad \dot{I} = -\partial_\omega H_1(\tilde{\Theta}_0 + t(\varphi), I; \tau),$$

\quad (6.3)
with $H_1$ defined as in the last section and the initial values $\varphi(\pi/2) = 0$, $I(\pi/2) = I_0$.
If we have $\bar{\Theta}_0 = \iota_0(\varphi_0)$ these solutions meet the identity
\[ (\varphi_0(\tau; \varphi_0, I_0, \pi/2), I_\bar{\Theta}_0(\tau; \varphi_0, I_0, \pi/2)) = (\varphi_0 + \varphi(\tau; \bar{\Theta}_0, I_0, \pi/2), I(\tau; \bar{\Theta}_0, I_0, \pi/2)). \] (6.4)

Let $F, G : D \to \mathbb{R}$, where $D = \mathbb{T}^N \times (I^*, \infty)$, be defined by
\[ F(\bar{\Theta}_0, I_0) = \int_{\tau_0}^{\tau_0 + \pi/2} \varphi'(\tau; \bar{\Theta}_0, I_0, \pi/2) \, d\tau \]
and
\[ G(\bar{\Theta}_0, I_0) = \int_{\tau_0}^{\tau_0 + \pi/2} I'(\tau; \bar{\Theta}_0, I_0, \pi/2) \, d\tau, \]
respectively. And consider $g : D \to \mathbb{T}^N \times (0, \infty)$ given by
\[ g(\bar{\Theta}_0, I_0) = (\bar{\Theta}_0 + \iota(F(\bar{\Theta}_0, I_0)), I_0 + G(\bar{\Theta}_0, I_0)). \]

Then $F$ and $G$ are continuous, since the solution of (6.3) depends continuously upon the initial condition and the parameter $\bar{\Theta}_0$. Therefore $g$ has special form (2.1). The corresponding family of maps of the plane $\{g_{\bar{\Theta}}\}_{\bar{\Theta} \in \mathbb{T}^N}$ as in (2.2) is
\[ g_{\bar{\Theta}} : D_{\bar{\Theta}} \subset \mathbb{R} \times (0, \infty) \to \mathbb{R} \times (0, \infty), \]
\[ g_{\bar{\Theta}}(\varphi_0, I_0) = (\varphi_0 + F(\bar{\Theta} + \iota(\varphi_0), I_0), I_0 + G(\bar{\Theta} + \iota(\varphi_0), I_0)), \]
where $D_{\bar{\Theta}} = (t_0 \times \text{id})^{-1}(D) = \mathbb{R} \times (I^*, \infty)$. Because of (6.4) these maps coincide with the successor map $\Phi$ of (4.3) for the forcing function $p_{\bar{\Theta}}$.

The injectivity of $g$ is a consequence of the unique resolvability of the initial value problem
\[ \varphi' = \partial_1 H_1(\bar{\Theta}_1 + \iota(\varphi), I; \tau), \quad I' = -\partial_\omega H_1(\bar{\Theta}_1 + \iota(\varphi), I; \tau), \]
with $\varphi(5\pi/2) = 0$ and $I(5\pi/2) = I_1$, where $(\bar{\Theta}_1, I_1) = g(\bar{\Theta}_0, I_0)$.

It remains to proof that $g$ is measure-preserving. Since the maps $g_{\bar{\Theta}}$ correspond to a Hamiltonian flow, Liouville’s theorem yields $\det J_{g_{\bar{\Theta}}}(\varphi_0, I_0) = 1$, i.e.
\[ 1 = \left(1 + \partial_\omega F(\bar{\Theta} + \iota(\varphi_0), I_0)\right)\left(1 + \partial_{I_0} G(\bar{\Theta} + \iota(\varphi_0), I_0)\right) - \left(\partial_{I_0} F(\bar{\Theta} + \iota(\varphi_0), I_0)\right)\left(\partial_\omega G(\bar{\Theta} + \iota(\varphi_0), I_0)\right). \]

Since this is valid for all $\bar{\Theta} \in \mathbb{T}^N$ and all of $D_{\bar{\Theta}}$, it follows
\[ 1 = (1 + \partial_\omega F) (1 + \partial_{I_0} G) - (\partial_{I_0} F) (\partial_\omega G). \]

However, as shown in [KOT8, Lemma 3.3] this implies that the map $g$ is orientation- and measure-preserving.

Hence we have shown that $g$ is a measure-preserving embedding. Now, we have to find functions $W, k$ as described in Theorem 2.1. Since $C$ from Lemma 4.2 depends only upon $\|f\|_{C^4(\mathbb{R})}$, this constant is uniform in $\bar{\Theta} \in \mathbb{T}^N$. Therefore, if we take $W(\bar{\Theta}_0, I_0) = I_0$, Lemma 4.2 implies
\[ W(g(\bar{\Theta}_0, I_0)) - W(\bar{\Theta}_0, I_0) = I_1 - I_0 \leq k(I_0), \]
where $k(I_0) = CT_0^{b_0}$ with $C$ as mentioned above and $b_0 < 0$ from Theorem 3.3. That way $W$ and $k$ meet all demanded criteria. Thus the measure-preserving embedding $g$ satisfies all conditions of Theorem 2.1 and we are finally ready to apply it. This gives us $\lambda^2(E_\Theta) = 0$ for almost all $\Theta \in \mathbb{T}^N$ for the escaping set

$$E_\Theta = \{(\varphi_0, I_0) \in D_{\Theta,\infty} : \lim_{n \to \infty} I_n = \infty\},$$

where $D_{\Theta,\infty}$ is the set of initial conditions leading to complete forward orbits of $g_\Theta$ as described in subsection 2.2.

### 6.2 Undoing the transformations

Now let $\Theta \in \mathbb{T}^N$ be fixed and consider the set

$$\tilde{E}_\Theta = (R_0^{-1} \circ S_0^{-1} \circ T_0^{-1})(E_\Theta).$$

Our strategy will be to show $\lambda^2(\tilde{E}_\Theta) = 0$ and $E_\Theta \subset \tilde{E}_\Theta$. Since $T^{-1}(\cdot, \cdot, \tau)$ is symplectic for all $\tau \in \mathbb{R}$, it follows $\lambda^2(T_0^{-1}(E_\Theta)) = \lambda^2(E_\Theta) = 0$. Also, due to (6.2) it is $S_0^{-1}(T_0^{-1}(E_\Theta)) \subset [r_\ast, \infty) \times \mathbb{R}$. But then, since $S_0(r_0, t_0) = (t_0, \mathcal{H}(0, r_0, t_0))$, the definition of $r_\ast$ (3.7) yields $|\det J_{S_0}(\phi, I)| = |\partial_\tau \mathcal{H}(0, S_0(\phi, I))|^{-1} \leq 1$ on $T_0^{-1}(E_\Theta)$. Hence

$$\lambda^2(S_0^{-1}(T_0^{-1}(E_\Theta))) = \lambda^2(T_0^{-1}(E_\Theta)) = 0.$$

Finally, due to (6.1), (4.2) and the definition of $I^*$ we have

$$\kappa_1 r_0^\frac{2(\nu + 1)}{\nu + 3} > \frac{I^*}{2} \geq \frac{1}{2} (2\kappa_1)^{\frac{\alpha_2}{\nu^2}}$$

for $(r_0, t_0) \in S_0^{-1}(T_0^{-1}(E_\Theta))$ and consequently $|\det J_{S_0}(r_0, t_0)| = \left| - \frac{2\kappa_1 r_0^\frac{2(\nu + 1)}{\nu + 3}}{\nu + 3} \right| < 1$. Therefore we can conclude

$$\lambda^2(\tilde{E}_\Theta) = 0.$$

It remains to show that $E_\Theta \subset \tilde{E}_\Theta$. If $E_\Theta$ is empty there is nothing to prove. Otherwise let $(v_0, t_0) \in E_\Theta$ and consider the corresponding orbit

$$(v_n, t_n) = \psi^n(v_0, t_0), \quad n \in \mathbb{N}.$$

Above we have demonstrated $\psi = (R_0^{-1} \circ S_0^{-1} \circ T_0^{-1}) \circ \Phi \circ (T_0 \circ S_0 \circ R_0)$, which means

$$(v_n, t_n) = (R_0^{-1} \circ S_0^{-1} \circ T_0^{-1})(\varphi_n, I_n)$$

with the notation as usual. Since also

$$I_n \geq \frac{v_n^2}{2}$$

holds for all $n \in \mathbb{N}$, we can conclude $I_n \to \infty$ as $n \to \infty$. But this implies $(\varphi_0, I_0) \in E_\Theta$ and therefore completes the proof.
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