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Abstract

We study the space of local operators in the sinh-Gordon model in the framework of the bootstrap form factor approach. Our final goal is to identify the operators obtained by solving bootstrap equations with those defined in terms of the Lagrangian field. Here we try to identify operators at some very particular points, where the phenomenon of operator resonance takes place. The operator resonance phenomenon being perturbative, nevertheless, results in exact identities between some local operators. By applying an algebraic approach developed earlier for form factors we derive an infinite set of identities between particular descendant and exponential operators in the sinh-Gordon theory, which generalize the quantum equation of motion. We identify the corresponding descendant operators by comparing them with the result of perturbation theory.

1. Introduction

In this paper we continue developing the algebraic method for studying the structure of the space of local operators in two-dimensional integrable massive field theories, started in [1] and continued in [2–6].

A description of the space of local operators is a necessary step for finding exact solutions to integrable models of quantum field theory. In a variety of models of conformal field theory the space of local operators (as well as the space of states) is completely described in terms of the representation theory of chiral algebras, and in the simplest case of the Virasoro algebra [7]. This description makes it possible to find exact expressions for correlation functions. One of the most useful methods of calculating correlation functions is the free field representation [8, 9], where the conformal blocks are represented in terms of an auxiliary free field. In the case of massive integrable field theory there is no algebra acting in the physical space similar to the chiral algebras in the conformal field theory. Exact expressions for correlation functions are only known in some very particular cases that are equivalent to free field theories, such as the Ising model [10]. Nevertheless, integrability imposes very strong restrictions on the $S$ matrix and form factors of local operators. Owing to this fact the $S$ matrices of many integrable theories including the sinh-Gordon theory are known exactly [11, 12]. For any given model, the form factors of local operators are defined as matrix elements in the basis of eigenstates of the Hamiltonian. In integrable cases they satisfy a set of linear difference equations called form factor axioms [13–15]. For a given integrable field theory every solution to these equations corresponds to a unique local operator. The form factors can also be expressed in terms of a free field theory in an auxiliary space of the spectral parameter [16, 17]. From the algebraic point of view this construction deforms the free field representation of the conformal field theory [18].

The infrared (large distance) asymptotics of the correlation functions can be found in terms of the form factors. The ultraviolet (small distance) asymptotics can be found independently of the integrability by means of conformal perturbation theory [19]. In principle, both expansions converge fast enough to interpolate with an acceptable numeric precision. The main obstacle is that there is no natural way to identify particular fields in the Lagrangian theory as solution to the form factor equations. In a number of cases such an identification was found. In particular, in the sinh-Gordon theory this identification
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was established for the so-called exponential fields (see below) \[20,21\]. For general local operators no answer is known. Some proposals for the representation of general operators were proposed \[20,22\]. A free field construction developing the Ansatz of [22] was proposed in [1]. In [1] it was shown that it is, in fact, based on a special limit of the deformed Virasoro algebra \[23\]. An important ingredient of the free field description of the deformed Virasoro algebra are the so-called screening operators. In fact, the deformed Virasoro algebra can be defined as the current algebra that commutes with the screening operators \[23,25\]. It was shown in \[3,4\] that the existence of screening operators results in the emergence of identities between form factors of different local operators. Here we will discuss a particular class of these identities, which correspond to the so-called resonance identities in conformal perturbation theory.

The operator resonance phenomenon was first described in \[19\]. It is related to ultraviolet divergences in conformal perturbation theory. If a local operator \(O_0(x)\) of conformal dimension \(\Delta\) is mixed in the \(k\)th order of perturbation theory with another operator \(O_1(x)\) of conformal dimension \(\Delta_1\), such that \(\Delta_0 > \Delta_1 + k(1 - \Delta_{\text{pert}})\), where \(\Delta_{\text{pert}}\) is the dimension of the perturbation field, the perturbative integrals in correlation functions of the operator \(O_0(x)\) diverge at small scales and a renormalization of this operator is necessary. The renormalized operator has the form \(O_0^{\text{ren}} = O_0 + CO_1\), where \(C\) is a divergent \(c\)-numeric coefficient. In the marginal case \(\Delta_0 = \Delta_1 + k(1 - \Delta_{\text{pert}})\) the coefficient \(C\) diverges as a logarithm of the ultraviolet cutoff \(\log \Lambda\). The cutoff \(\Lambda\) under the logarithm must be nondimensionalized by some arbitrarily chosen mass scale \(\lambda\). This results in an ambiguity in the definition of the renormalized operator \(O_0^{\text{ren}}\), which depends on \(\lambda\). If the operator \(O_0\) is a member of a continuous family of operators \(O_\Delta\), the correlation functions \(\langle O_\Delta(x) \cdots \rangle\) all possess a pole at the point \(\Delta = \Delta_0\). The residue of this pole is proportional to \(\langle O_1(x) \cdots \rangle\) so that we may identify, up to a constant factor, \(\text{Res}_{\Delta = \Delta_0} O_\Delta(x)\) with the operator \(O_1(x)\). Identities of such a form are called resonance identities. The physical renormalized operator \(O_0^{\text{ren}}\) can be defined as the finite part of the \(\Delta - \Delta_0\) expansion of \(O_\Delta\). This finite part is again defined up to addition of \(O_1(x) \log \lambda\). In the present article we will only be interested in the uniquely defined singular part.

The importance of the resonance phenomenon for the theory of form factors was first noticed in [26]. It was found that in the perturbed \(Z_N\)-parafermion models, the form factors of some operators, obtained by the use of standard general formulas, exactly vanish. This was shown to be compensated by infinite normalization factors, so that the vanishing form factors were interpreted as a result of resonance identities, and small deviations from the resonance points were necessary to obtain physical operators. On the other hand, resonance identities turn out to be very useful for the bootstrap theory of form factors. Indeed, resonance identities are perturbatively exact, so that they can be compared to exact identities for form factors obtained in the framework of the bootstrap theory.

In the present paper we find a wide class of resonance identities for form factors in the sinh-Gordon model, which generalize the identities obtained in [3,4]. To do it we study further properties of the algebra of screening operators, which have not been taken into account before. By comparing these results to the perturbative ones [27] we will identify some particular operators defined in terms of form factors with those defined in terms of the Lagrangian field.

The sinh-Gordon model is a model of a real scalar boson field \(\varphi(x)\) with action

\[
S[\varphi] = \int d^2x \left( \frac{1}{16\pi} (\partial_\nu \varphi)^2 - \mu e^{\varphi} - e^{-\varphi} \right).
\]

Here \(b\) is a dimensionless parameter, which determines the dynamics of the system, while \(\mu\) is a dimensionless parameter with dimension (mass)\(^{2+2b}\). The space of local operators of the model consists of exponential operators \(e^{\alpha \varphi(x)}\) and their Fock descendants:

\[
\partial^k_\nu \varphi \cdots \partial^l_\nu \varphi \partial^{k_1} \varphi \cdots \partial^{l_1} \varphi e^{\alpha \varphi},
\]

where \(\partial = \frac{1}{2}(\partial_\nu - \partial_\bar{\nu})\) and \(\bar{\partial} = \frac{1}{2}(\partial_\nu + \partial_\bar{\nu})\). The operators \(\{1,2\}\) form a Fock space generated from the exponential operator by the Laurent components of the field \(\varphi(x)\). The pair of nonnegative integers \((L, \bar{L}) = (\sum k_i, \sum l_i)\) is called the level of the descendant operator. Since in this paper we mostly consider spinless operators, for which \(\bar{L} = L\), we refer to the single integer \(L\) as the level of a spinless descendant operator.

This picture is based on the massless free field theory at the point \(\mu = 0\). The perturbation essentially modifies the structure of the space of local operators. Due to the specific form of the perturbation not all local operators are independent. First, the fields with different values of \(\alpha\) are related by the so-called

\[
\text{physical renormalized } O_\Delta = O_\Delta + \Delta_{\text{pert}} O_\Delta(x) \text{ diverge at small scales and a renormalization of this operator is necessary.}
\]
reflection relations [28,29]. Second, note that the basis (1.2) does not contain the mixed derivatives \( \partial^k \partial^l \varphi \) \((k,l > 0)\). In the classical theory they are excluded by means of the equation of motion

\[
\partial \partial \varphi = 2\pi \mu b (e^{b \varphi} - e^{-b \varphi}),
\]

so that instead of mixed derivatives we obtain fields with shifted parameter \( \alpha \). In the quantum theory we do not have this possibility. Nevertheless, at generic points of \( \alpha \), conformal perturbation theory guarantees the completeness of the basis (1.2). But at some particular values of \( \alpha \), completeness breaks down due to the operator resonance phenomenon. In the sinh-Gordon model these identities eliminate mixed-derivative descendant operators and, in a sense, generalize the equation of motion (1.3). Here we study the resonance identities in the sinh-Gordon model in the framework of the form factor approach. This makes it possible to identify some operators by comparison with the results of perturbation theory.

Recalling the identification of the operators expressed by the reflection relations, for the exponential operators:

\[
e^{\alpha \varphi(x)} = R_\alpha e^{(Q-\alpha)\varphi(x)} = R_{-\alpha} e^{(-Q-\alpha)\varphi(x)},
\]

Here \( Q = b + b^{-1} \) and \( R_\alpha \) is an analytic function of \( \alpha \). The function \( R_\alpha \) is called reflection coefficient and is known exactly. It is related to the vacuum expectation values \( G_\alpha = \langle e^{\alpha \varphi} \rangle \) of the exponential operators:

\[
R_\alpha = G_\alpha / G_{Q-\alpha}.
\]

The explicit form of \( G_\alpha \) can be found in [30], but we will not need it in what follows. The two reflections (1.4) lead to the coincidence of an infinite chain of local operators:

\[
G_{(2k+1)Q-\alpha} e^{\alpha \varphi(x)} = G_\alpha e^{(2k+1)Q-\alpha} \varphi(x),
\]

\[
G_{2kQ+\alpha} e^{\alpha \varphi(x)} = G_\alpha e^{(2kQ+\alpha)} \varphi(x),
\]

(1.5)

where \( k \) is any integer. The reflection relations (1.4) for the exponential operators generate the corresponding relations between descendant operators, though they look more complicated.

Turning our attention to the resonance identities, since the sinh-Gordon model can be considered as a perturbation of the Liouville theory, let us first consider the resonance identities in the latter. The Liouville field theory is defined by the action

\[
S_L[\varphi] = \int d^2 x \frac{(\partial \varphi)^2}{16\pi} - \mu e^{b \varphi}.
\]

(1.6)

The conformal symmetry of the Liouville theory is described by two Virasoro algebras, which act in the space of local operators, with generators \( L_k \) and central charge \( c = 1 + 6Q^2 \) in the standard notation. The exponential operators play the roles of primary fields. For special values of the parameter \( \alpha \),

\[
\alpha = \alpha_{mn} \equiv \frac{1}{2} \left( \frac{m}{b^{-1}} + \frac{n}{b} \right), \quad m,n \in \mathbb{Z}_{>0},
\]

(1.7)

the corresponding representations of both Virasoro algebras are degenerate. One can define two homogeneous operators \( D_{mn} = L_m^n + \cdots \) and \( \bar{D}_{mn} = L_{-m}^{-n} + \cdots \), which generate the level \((m,n,0)\) and \((0,mn)\) null-vectors in the Verma modules. In the Fock space they annihilate the corresponding exponents:

\[
D_{mn} e^{\alpha_{mn} \varphi} = \bar{D}_{mn} e^{\alpha_{mn} \varphi} = 0.
\]

Evidently, \( D_{mn} \bar{D}_{mn} e^{\alpha \varphi} = 0 \) at the point \( \alpha = \alpha_{mn} \), but if we slightly move away from this point, the operator \( D_{mn} \bar{D}_{mn} e^{\alpha \varphi} \) will be nonzero. Consider the \( \alpha \)-derivative of the exponential field

\[
(\varphi e^{\alpha \varphi}(x)) = \frac{de^{\alpha \varphi(x)}}{d\alpha}.
\]

(1.8)

Then it can be shown that the operator \( D_{nn} \bar{D}_{nn} (\varphi e^{\alpha_{mn} \varphi}) \) is a nonzero primary field. Al. Zamolodchikov [31] found it to be proportional to the operator \( e^{\alpha_{m,-n} \varphi} \),

\[
D_{mn} \bar{D}_{mn} (\varphi e^{\alpha_{mn} \varphi})(x) = 2B_{mn} e^{\alpha_{m,-n} \varphi(x)},
\]

(1.9)
and calculated the proportionality coefficients $B_{mn}$ (see Appendix A for their explicit form). He called these identities the higher Liouville equations of motion, since the particular equation with $m = n = 1$ is nothing but the usual equation of motion $\partial \partial \phi = 2 \pi \mu b \phi^b$.

In [27] the higher equations of motion (1.9) were interpreted as resonance identities in the theory of a free massless boson perturbed by the field $e^{\phi}$. The operator on the l.h.s. turns out to be the residue of an operator finitely defined in the free field theory, but possessing a pole at $\alpha = \alpha_{mn}$ in the Liouville theory. If we add an extra perturbation $e^{-\mu b \phi}$, a similar consideration leads to a generalization of the identity (1.9) to the sinh-Gordon model.

The form of the resonance identities in the sinh-Gordon theory depends on the parity of the product $mn$. In the present paper, on the basis of the form factor approach, we argue that they have the form

$$D_{mn} \bar{D}_{mn}(\phi e^{\alpha_{mn} \phi}) = \begin{cases} 2B_{mn}(e^{\alpha_{m,-n} \phi} - e^{-\alpha_{m,-n} \phi}), & \text{if } m, n \in 2\mathbb{Z} + 1, \\ 2B_{mn}e^{\alpha_{m,-n} \phi}, & \text{otherwise}. \end{cases} \quad (1.10)$$

This is the main result of the present paper. In the case $m = n = 1$ the identity is the equation of motion $\partial \partial \phi = 4 \pi \mu b \phi b \phi$.

The equation (1.10) is consistent with the result of [27], where a conjectural form for odd $mn$ was derived from the general properties of the model, including the resonance condition and analytic properties of the exact vacuum expectation values of the exponential operators:

$$D_{mn} \bar{D}_{mn}(\phi e^{\alpha_{mn} \phi}) = 2B_{mn}e^{\alpha_{m,-n} \phi} - \sum_{s \in 2\mathbb{Z}, 0 \leq s < \min(m,n)} 2D^{(s)}_{mn}e^{\alpha_{m,n+2m-2s} \phi}. \quad (1.11)$$

Here $D^{(s)}_{m,n+2m-2s}$ is an operator in the Heisenberg algebra of the field $\phi(x)$ that creates an $s(m + n - s)$ level spinless descendant. The operator $D^{(0)}_{mn}$ is a $c$-number.

Our present result means that, in fact, all $D^{(s)}_{mn} \equiv 0$ for $s > 0$ and

$$D^{(0)}_{mn} = B_{mn}G_{m,-n}/G_{m,n+2m}, \quad (1.12)$$

where $G_{mn} = G_{\alpha_{mn}}$. Indeed, the operator $e^{\alpha_{m,-n} \phi} e^{\alpha_{m,n+2m} \phi} = G_{m,n+2m} G_{m,-n}^{-1} e^{\alpha_{m,-n} \phi}$ according to the reflection relations (1.5).

In [27] it was explained that this is the case if $m = 1$ or $n = 1$. But why can it be so for $m, n \neq 1$? We think that the reason is that the operators $D^{(s)}_{mn}e^{\alpha_{m,n+2m-2s} \phi}$ must be in resonance with the operator $e^{\alpha_{m,n+2m} \phi}$, and are actually proportional to it. Hence, their individual contributions cannot be separated and we can assign the whole result to $e^{\alpha_{m,n+2m} \phi}$. Besides, it was argued in [27] that the vacuum expectation value $\langle D_{mn} \bar{D}_{mn}(\phi e^{\alpha_{mn} \phi}) \rangle$ should be exactly zero, if $m, n$ are odd. This fixes the coefficient $D^{(0)}_{mn}$.

The case of even $mn$ has already been studied in the form factor approach in [24], but the method used there cannot be applied to odd values of $mn$. Here we propose a new representation for the form factors of the operator $D_{mn} \bar{D}_{mn}(\phi e^{\alpha_{mn} \phi})$, which makes it possible to describe both cases.

Note that the reflection relations and the $\phi \rightarrow -\phi$ symmetry lead to an infinite set of higher equations of motion for the descendants of every operator $\phi e^{\alpha_{mn} \phi}$. That is, identities exist for every operator $D_{m'n'} \bar{D}_{m'n'}(\phi e^{\alpha_{mn} \phi})$, where $m' = \pm m + 2k > 0$, $n' = \pm n + 2k > 0$ ($k$ integer). Explicit expressions in the general case are omitted, since they are rather cumbersome and give nothing to understanding.

The paper is organized as follows. In Sect. 2 we review the free field realization of form factors proposed in [1]. In Sect. 3 we discuss the properties of the screening operators described in [24] and find some important relations that involve two types of screening operators. In Sect. 4 we use these identities to obtain the identities between local operators in the sinh-Gordon theory. Some discussion of results and perspectives are given in Sect. 5.

2. Free field realization for form factors

In principle, the dynamics of a relativistic quantum field theory on the plane is completely determined by its mass spectrum and its $S$ matrix. In the case under consideration the spectrum consists of a unique neutral boson. The relation between the mass $m$ and the parameter $\mu$ is exactly known [32]. The
The integrability of the sinh-Gordon model results in the fact that the scattering is factorized and completely described by the two-particle $S$ matrix $S(\theta_1 - \theta_2)$, where $\theta_i$ is a rapidity of $i$th particle defined by the relations $p_i^0 = m \text{ch} \theta_i$, $p_i^1 = m \text{sh} \theta_i$. Explicitly, the $S$ matrix of the sinh-Gordon model is a scalar function given by

$$S(\theta) = \frac{\text{th} \frac{1}{2}(\theta - i \pi r)}{\text{th} \frac{1}{2}(\theta + i \pi r)} \quad r = \frac{1}{1 + b^2}. \quad (2.1)$$

We will be interested in the form factors of local operators. Let $O(x)$ be a local operator, $|\theta_1, \ldots, \theta_N\rangle$ be an eigenstate (defined as an in-state) with $N$ particles with the rapidities $\theta_1 < \cdots < \theta_N$. Then the matrix elements

$$\langle \theta_{k+1}, \ldots, \theta_N|O(0)|\theta_1, \ldots, \theta_k\rangle = F_0(\theta_1, \ldots, \theta_k, \theta_{k+1} + i \pi, \ldots, \theta_N + i \pi)$$

define analytic functions $F_0(\theta_1, \ldots, \theta_N)$. These functions are called form factors of the local operator $O(x)$, and the operator $O(x)$ is uniquely determined by the full set of its form factors.

In the sinh-Gordon model the form factors of local operators have the form

$$F_0(\theta_1, \ldots, \theta_N) = \rho N J_0(e^{\theta_1}, \ldots, e^{\theta_N}) \prod_{i<j} R(\theta_i - \theta_j), \quad (2.2)$$

where $\rho$ is a constant and $R(\theta)$ is an $O$-independent function. Their explicit form are given in Appendix A.

The functions $J_0(x_1, \ldots, x_N)$ are rational symmetric functions. We will often use the shorthand notation $X = (x_1, \ldots, x_N)$ for the variables and $J_0(X) = J_0(x_1, \ldots, x_N)$ for these functions.

Consider the exponential operators $e^{i \varphi}$. It will be convenient to rewrite them in the form

$$e^{i \varphi(x)} = G_{\alpha} V_\alpha(x), \quad a = \frac{1}{2} - \frac{\alpha}{Q}. \quad (2.3)$$

The $J$-functions corresponding to the operator $V_\alpha(x)$ are given by [21]

$$J_\alpha(X) \equiv J_{V_\alpha}(X) = \sum_{X = X_- \sqcup X_+} e^{i \pi (\#X_- - \#X_+)} a \prod_{x \in X_- \quad y \in X_+} f \left( \frac{x}{y} \right), \quad (2.4)$$

where

$$f(x) = \frac{(x + q)(x - q^{-1})}{x^2 - 1}, \quad q = e^{-i \pi r}. \quad (2.5)$$

Here the sum is taken over all partitions of the set (more precisely, multiset) $X$ into two disjoint subsets $X_-$ and $X_+$. It was shown in [11] that this function can be represented as a matrix element of special currents constructed in terms of auxiliary free bosons. Namely, consider the Heisenberg algebra generated by the elements $\partial_\alpha$, $\hat{a}$, $d_k^\pm$ ($k \in \mathbb{Z} \setminus \{0\}$) with the commutation relations

$$[\partial_\alpha, \hat{a}] = 1, \quad [d_k^\pm, d_l^\mp] = k A_k^\pm \delta_{k+l,0}, \quad (2.6)$$

where

$$A_k^\pm = (\pm)^k (q^{k/2} - q^{-k/2})(q^{k/2} - (-)^k q^{-k/2}). \quad (2.7)$$

All other commutators vanish. Define the vacuum vectors

$$a\langle 1|\hat{a} = a\langle 1|a, \quad \hat{a}|1\rangle = a|1\rangle, \quad a\langle 1|d_k^\pm = 0, \quad d_k^\pm |1\rangle = 0 \quad (k > 0). \quad (2.8)$$

The action of the Heisenberg algebra on the vacuum vectors $a\langle 1|$ and $|1\rangle_a$ generates the Fock spaces, which will be denoted $F_a$ and $F_a^\perp$, respectively. The gradation of the Fock spaces is defined naturally: $\text{deg} d_k^\pm = k$ for $F_a$ and $\text{deg} d_k^\pm = -k$ for $F_a^\perp$.
Define the vertex operators
\[ \lambda_{\pm}(x) = \exp \sum_{k \neq 0} q_k x^{-k} \]  
(2.9)

Their operator products look like
\[ \lambda_\pm(z_1) \lambda_\pm(z_2) = : \lambda_\pm(z_1) \lambda_\pm(z_2) :, \]
\[ \lambda_\mp(z_1) \lambda_\pm(z_2) = \lambda_\mp(z_2) \lambda_\pm(z_1) = f \left( \frac{z_2}{z_1} \right) : \lambda_\mp(z_1) \lambda_\pm(z_2) : \quad (z_2 \neq \pm z_1). \]
(2.10)

The currents
\[ t(z) = e^{i\sigma x} \lambda_\mp(z) + e^{-i\sigma x} \lambda_\pm(z), \quad s(z) = : \lambda_\mp(z) \lambda_\pm(-z) :. \]
(2.11)

generate the algebra SV_{q,q}. Now we are ready to rewrite the r.h.s of (2.4) in terms of the Heisenberg algebra. Namely,
\[ J_a(X) = a(1|t(X)|1) \quad |t(X) = t(x_1 t(x_2) \cdots t(x_N)). \]
(2.12)

This expression admits a simple generalization. Consider a commutative algebra \( \mathcal{A} \) generated by the elements \( c_{-1}, c_{-2}, \ldots \). This algebra admits a natural gradation \( \mathcal{A} = \bigoplus_{L=0}^{\infty} \mathcal{A}_L \) by assuming deg \( c_{-k} = k \).

We will need two representations of the algebra \( \mathcal{A} \) in terms of the free bosons \( d^\pm_k \):
\[ \pi(c_{-k}) = \frac{d^+_k - d^-_k}{A^+_k}, \quad \pi'(c_{-k}) = \frac{d^+_k + d^-_k}{A^+_k}. \]
(2.13)

Define the vectors
\[ a|h\rangle = a(1|\pi(h), \quad |h\rangle_a = \pi(h)|1\rangle_a, \quad \forall h \in \mathcal{A}. \]
(2.14)

These vectors form what we call \( \mathcal{A} \)-subspaces in the spaces \( \mathcal{F}_a, \mathcal{F}'_a \):
\[ \mathcal{F}_a^\mathcal{A} = \{ a|h\rangle \mid h \in \mathcal{A} \} \subset \mathcal{F}_a, \quad \mathcal{F}'_a^\mathcal{A} = \{ |h\rangle_a \mid h \in \mathcal{A} \} \subset \mathcal{F}_a. \]
(2.15)

The grading of \( \mathcal{A} \) and those of the Fock spaces \( \mathcal{F}_a \) and \( \mathcal{F}_a' \) are consistent.

A pair of elements \( h, h' \in \mathcal{A} \) define a set of functions
\[ J_{a}^{h h'}(X) = a(1|t(X)|h'\rangle_a. \]
(2.16)

By substituting these functions into (2.2) one defines a set of functions \( F_{a}^{h h'}(\theta_1, \ldots, \theta_N) \), which satisfy the form factor axioms and, hence, define an operator \( V_{a}^{h h'}(x) \). In [4] it was argued that for generic \( a \), if \( h \in \mathcal{A}_L, h' \in \mathcal{A}_{L'} \), the operator \( V_{a}^{h h'}(x) \) is a linear combination of the level \( (L - k, L - k) \) descendants of the operator \( V_{a}^{0 h}(x) \) with \( 0 \leq k \leq \min(L, L') \) with a nonzero highest level component.

The functions \( J_{a}^{h h'}(X) \) are explicitly calculated by using eqs. (2.10), (2.11) together with the commutation relations
\[ [\pi(c_{-k}), \lambda_{\pm}(z)] = (\mp)^{k+1} z^k \lambda_{\pm}(z), \]
\[ [\pi'(c_{-k}), \lambda_{\pm}(z)] = - (\pm)^{k+1} z^{-k} \lambda_{\pm}(z), \quad a(1|\pi(c_{-k}) = 0, \]
(2.17a)
\[ [\pi'(c_{-k}), \pi'(c_{-l})] = - (1 + (-1)^k) k(A^+_k)^{-1} \delta_{kl}. \]
(2.17c)

Note that equation (2.17c) reflects the fact that in the massive theory the two chiralities are not independent in contrast to the conformal field theory. This simple equation implicitly underlie all our results that concern descendants with two chiralities, including the resonance identities.

In what follows we shall need the following properties of the functions \( J_{a}^{h h'}(X) \). First of all, the following quasiperiodicity property immediately follows from (2.11):
\[ J_{a}^{h h'}(X) = (-1)^N J_{a}^{h h'}(X). \]
(2.18)

Second, the function \( J_a(X) \) is even in \( a \):
\[ J_{-a}(X) = J_a(X). \]
(2.19)
In the case of exponential fields $h = h' = 1$ these two equations express the reflection properties (1.5), which can be rewritten in terms of the operator $V_0(x)$ as

$$V_0(x) = V_{-a}(x) = V_{a+2}(x),$$

and the fact that the particle of the sinh-Gordon model is odd in the field $\varphi$.

The reflection property of descendant operators is not so explicit. It was proven in [1] that there exists an analytic family $r_a$ of linear maps on $\mathcal{A}$ such that

$$J^h(X) = J^{h_a}(h_a^{-1}(X)).$$

The explicit form of the reflection map $r_a$ is actually known up to the third level.

3. Screening operators

The representation (2.16) is valid and nondegenerate for generic values of the parameter $a$. The nondegeneracy means that there is a one-to-one correspondence between the space of descendants over $\mathcal{A}$ and the elements of the algebra $\mathcal{A} \otimes \mathcal{A}$, which consists of linear combination of pairs $h h' = h \otimes h'$. Surely, there are special values, at which the representation is degenerate, i.e. there exists an element $g \in \mathcal{A} \otimes \mathcal{A}$ such that $J^g(X) = 0$. It means that in the vicinity of these special points we need to take into account derivatives $\frac{d}{d a} J^g(X)$ to enumerate all operators.

It was shown in [1] that degeneration takes place at the following values of $a:

$$a_{mn} = \frac{r_m}{2} + \frac{(1-r)n}{2}, \quad m, n \in \mathbb{Z}.$$ (3.1)

These values correspond to the values $\alpha = \alpha_{mn}$, where resonances take place. From the algebraic point of view these values have the special property of being those at which the screening operators emerge. Below we show that in the form factor approach, the resonance identities arise directly due to the screening operators.

Now let us describe the algebra of screening operators introduced in [1]. First, define the currents

$$S(z) = \delta : \exp \sum_{k \neq 0} \frac{d^- - d^+}{k(q^{k/2} - q^{-k/2})} z^{-k};$$

$$S(z) = \tilde{\delta} : \exp \left( \sum_{k \neq 0} \frac{d^- - d^+}{k(q^{k/2} - q^{-k/2})} z^{-k} \right);$$

$$\sigma(z) = \delta : \exp \left( \sum_{k \neq 0} \frac{d^-}{k(q^{k/2} - q^{-k/2})} \tilde{q}^{-k} \right);$$

$$\tilde{\sigma}(z) = \tilde{\delta} : \exp \left( \sum_{k \neq 0} \frac{d^-}{k(q^{k/2} - q^{-k/2})} \tilde{q}^{-k} \right);$$

$$\epsilon(z) = \delta \tilde{\delta} \exp \sum_{k \in 2\mathbb{Z}+1} \frac{2(d^- - d^+)}{k(q^{k/2} - q^{-k/2})} z^{-k},$$

where

$$\delta = e^{(1-r)a}, \quad \tilde{\delta} = e^{r a}, \quad \tilde{q} = e^{-i \pi (1-r)} = e^{-i \pi q^{-1}}.$$ (3.3)

The currents (3.2) together with $t(z)$ defined in (2.11) generate an algebra, which will be described below. The currents $S(z)$ and $\tilde{S}(z)$ are called screening currents.

Note that there is a kind of symmetry between the currents $S(z)$, $\sigma(z)$ and $\tilde{S}(z)$, $\tilde{\sigma}(z)$. The currents with tilde are obtained from those without by the substitution $r \rightarrow 1 - r$. To save space we will avoid duplicating relations that can be obtained one from another by this substitution.

It will be convenient to use the Laurent components of the currents. For any current $O(z)$ we will define the components $O_k$:

$$O(z) = \sum_{k \in \mathbb{Z}} O_k z^{-k}, \quad O_k = \oint \frac{dz}{2\pi i} z^{-k} O(z).$$ (3.4)
As usual, we always assume that in the product $A_k B_l$, the contour of the first operator envelops all the poles of the operator product $A(z)B(z')$, while the contour of the second one leaves them outside.

The components of the currents $(3.2)$ act on the Fock modules $\mathcal{F}_a$ as follows

$$S_k, \sigma_k : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_{a - (1 - r)})_{L - k},$$

$$\tilde{S}_k, \tilde{\sigma}_k : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_{a - r})_{L - k},$$

$$\epsilon_k : (\mathcal{F}_a)_L \rightarrow (\mathcal{F}_{a - 1})_{L - k}. \hspace{1cm} (3.5)$$

Note that the operators $S_k, \tilde{S}_k$ and $\epsilon_k$ map $\mathcal{A}$-subspaces into $\mathcal{A}$-subspaces, so that they can be used to construct $J$-functions for local operators.

The modes $S_k$ satisfy the commutation relations

$$S_k S_l = -S_{l+2} S_{k-2}. \hspace{1cm} (3.6)$$

Their commutation relations with the current $t(z)$ look like

$$[S_k, t(z)] = 2B z^{h} \sigma(z) \cos \left( \pi \alpha - \frac{\pi r}{2} (k - 1) \right), \hspace{1cm} (3.7)$$

where $B = q^{1/2} + q^{-1/2}$. To complete the picture let us give the relation between $S_k$ and $\sigma(z)$:

$$S_k \sigma(z) = z^2 \sigma(z) S_{k-2}. \hspace{1cm} (3.8)$$

The same relations with the substitution $r \rightarrow 1 - r$ (and, hence, $q \rightarrow \tilde{q}$, $B \rightarrow \tilde{B} = \tilde{q}^{1/2} + \tilde{q}^{-1/2}$) are valid for $\tilde{S}_k, \tilde{\sigma}(z)$.

To establish the relations that contain both types of screening currents consider the operator product

$$S(z') \tilde{S}(z) = \frac{z'^2}{z^2} \tilde{S}(z) S(z') = \frac{z'^2}{z^2 + z'^2} : S(z') \tilde{S}(z) :. \hspace{1cm} (3.9)$$

The residues of the poles are proportional to the following normally ordered operators:

$$: S(\pm iz) \tilde{S}(z) : = \epsilon(\tilde{q}^{-1/2} z), \hspace{1cm} (3.10)$$

These two identities can be rewritten in terms of the Laurent components as follows:

$$S_k \tilde{S}_l - \tilde{S}_{l-2} S_{k+2} = \frac{j'}{2} \left( q^{(k+l)/2} + (-1)^l q^{-(k+l)/2} \right) \epsilon_{k+l}, \hspace{1cm} (3.11)$$

$$[S_k, \epsilon_l] = [\tilde{S}_k, \epsilon_l] = 0. \hspace{1cm} (3.12)$$

We see that the screening modes generally do not commute, but their ‘commutator’ can be expressed in terms of the operators that generate conserved charges. Due to the operator products

$$\epsilon(z') t(z) = t(z) \epsilon(z') = \frac{z' + z}{z^2 - z} : \epsilon(z') t(z) :. \hspace{1cm} (3.13)$$

the operator $\epsilon(z)$ only produces a simple factor in any matrix element between $\mathcal{A}$-states:

$$a_{-1} \langle h| \epsilon(z) t(X)| h' \rangle_a = a \langle h| t(X)| h' \rangle_a \prod_{i=1}^{N} \frac{z + x_i}{z - x_i}, \hspace{1cm} h, h' \in \mathcal{A}. \hspace{1cm} (3.14)$$

Note that this does not mean that the modes $\epsilon_k$ commute with $t(z)$. Due to the pole in (3.13) we have

$$[\epsilon_k, t(z)] = 2z^k : \epsilon(z) t(z) :. \hspace{1cm} (3.15)$$

This identity will be used later. The commutation relation between the $\tilde{S}_k$ and $\sigma(z)$ will be produced later, after some more notation has been introduced.
Now specialize to the Fock spaces $F_{mn} = F_{amn}$, $F'_{mn} = F'A_{amn}$. Define two operators

$$\Sigma|_{F_{mn}} = \int \frac{dz}{2\pi i} z^{-n+m} S(z) = S_{m-n+1}, \quad (3.16)$$

$$W|_{F'_{mn}} = \int \frac{dz_1}{2\pi i} \frac{dz_2}{2\pi i} z^{-m-n+2} z_1^{-m-n+2} S(z_1) S(z_2) F^m(z_2/z_1) = \sum_{k=1}^{\infty} F_k^n S_{m-n+3-k} S_{m-n+1+k}, \quad (3.17)$$

where $F^m(z)$ is a formal series of the form

$$F^m(z) = \sum_{k=1}^{\infty} F_k^n z^k = \sum_{k=1}^{\infty} (-1)^{k-1} q^{k/2} - (-)^n q^{-k/2} z^k. \quad (3.18)$$

The operators satisfy the relations

$$\Sigma^2 = 0, \quad [\Sigma, W] = 0. \quad (3.19)$$

They are used as building blocks of the screening operators defined as

$$Q^{(s)} = \begin{cases} W^{s/2}, & \text{if } s \in 2\mathbb{Z}; \\ \Sigma W^{(s-1)/2}, & \text{if } s \in 2\mathbb{Z} + 1. \end{cases} \quad (3.20)$$

In particular, $\Sigma = Q^{(1)}$ and $W = Q^{(2)}$ are the two simplest screening operators. The screening operators act on the Fock spaces as

$$Q^{(s)} : (F_{mn})_l \rightarrow (F_{m,n-2s})_{l-s(m-n+s)}. \quad (3.21)$$

Besides, they map the $A$-subspaces into $A$-subspaces. The main property of the screening operators is that they commute with the current $t(z)$:

$$[Q^{(s)}, t(z)]|_{F_{mn}} = 0, \quad \text{if } s - n \in 2\mathbb{Z}. \quad (3.22)$$

The definition of the operators $\Sigma$, $W$, $\tilde{Q}^{(s)}$ is evident. Note however that $\tilde{Q}^{(s)}$ acts on the spaces $F'_{mn}$ as follows

$$\tilde{Q}^{(s)} : (F'_{mn})_l \rightarrow (F'_{m-2s,n})_{l-s(n-m+s)}. \quad (3.21b)$$

Looking at (3.11) we see that the only cases when $S_k$ and $\tilde{S}_l$ commute are those for which $l$ is odd and $k + l = 0$. Hence

$$[\Sigma, \tilde{S}]|_{F'_{mn}} = 0, \quad \text{if } m, n \in 2\mathbb{Z} + 1. \quad (3.23)$$

It can be also shown (see Appendix B) that

$$[\Sigma, \tilde{W}]|_{F'_{mn}} = \begin{cases} 0, & m \in 2\mathbb{Z}, \\ n - m - 1 \epsilon_0 \Sigma, & m \in 2\mathbb{Z} + 1. \end{cases} \quad (3.24)$$

It is assumed that $n \in 2\mathbb{Z} + 1$. The commutator $[\tilde{S}, [F', W]]$ looks analogously.

Eq. (3.22) can be interpreted as saying that the operators $S_k$ transform the current $t(z)$ into the current $\sigma(z)$, which, in contrast to $t(z)$, has no physical meaning. It turns out that the operators $\tilde{S}_k$ are able to transform the current $\sigma(z)$ back to $t(z)$, but for some particular values of $a$. Namely,

$$\tilde{S}_k \sigma(z) - z^{-2} \sigma(z) \tilde{S}_k|_{F_{mn}} = (-1)^m B^{-1} z^{n-m} : \epsilon(z) t(z) : |_{F_{mn}}, \quad \text{if } m \in 2\mathbb{Z} + 1. \quad (3.25)$$

It is easily proven from the operator product

$$\sigma(z) \tilde{S}(z') = \frac{z^2}{z'^2} \tilde{S}(z') \sigma(z) = \frac{z^2}{(z - \tilde{q}^{1/2} z')(z - \tilde{q}^{-1/2} z')} : \sigma(z) \tilde{S}(z') : \quad (3.26)$$

and the identity

$$: \sigma(z) \tilde{S}(\tilde{q}^{1/2} z') : = : \epsilon(z) \lambda(z) : . \quad (3.27)$$

We will use the property (3.25) while deriving operator identities in the next section.
4. Operator identities

Now we apply the above algebra to the derivation of the resonance identities \[11\]. Their l.h.s. must be a \(m \times n\) level spinless descendant of the operator \(\varphi e^{\alpha \sigma + \varphi}\). We will search the corresponding \(J\)-functions in the form \(a \langle N_{mn} | t(X) | h^r \rangle_a\) in the vicinity of the point \(a = a_{mn}\), where \(N_{mn} \in \mathcal{A}_{mn}\) is such an element that the vector \(\varphi_{mn} \langle N_{mn} \rangle\) is a singular vector, while \(h^r\) is a more or less generic element in \(\mathcal{A}_{mn}\). As we discussed in \[3\] the singular vector represents the descendant \(\mathcal{D}_{mn} e^{\alpha \sigma + \varphi}\), which is the null vector. This singular vector is explicitly expressed in terms of the Macdonald polynomials of the elements \(c_k\), but it is more convenient to write it in terms of the screening operators. There are two representations of the same singular vector:

\[
\begin{align*}
\varphi_{mn} \langle N_{mn} \rangle &\sim m, -n \langle 1 | Q^{(n)} \rangle, \\
\varphi_{mn} \langle N_{mn} \rangle &\sim -m, n \langle 1 | \bar{Q}^{(m)} \rangle.
\end{align*}
\]

The existence of these two forms reflects the \(b \leftrightarrow b^{-1}\) symmetry of the model \[20\] and is analogous to the symmetry of screening operators in the conformal field theory \[8\]. In \[3\] we used the first representative for \(a \langle N_{mn} \rangle\), which made it possible to find the representative for even values of \(mn\) only. Below we use the second representative. The arbitrary vector \(| h^r \rangle_a\) will be chosen in the form \(Q^{(m)} | 1 \rangle\).

More precisely, denote by \(Q^{(s)}_m, \bar{Q}^{(s)}_m\) the operators \(Q^{(s)}, \bar{Q}^{(s)}\) defined according to rules described in the previous section so as if they act on the space \(\bar{F}_{mn}\), but we allow them to act on any space \(\mathcal{F}_a\). Let \(m, n > 0\). Define the functions

\[
I^{(mn)}_a(X) = a^{-rm} \langle 1 | \bar{Q}^{(m)}_a t(X) Q^{(m)}_a \rangle_{m, m+2n} | a + (1-r)m \rangle.
\]

(4.1)

It is important that the vectors \(a^{-rm} \langle 1 | \bar{Q}^{(m)}_a \rangle_{m, m+2n} | a + (1-r)m \rangle\) lie in the spaces \(\mathcal{F}_a^A\) and \(\bar{F}_a^A\) correspondingly on the same level \(mn\). It means that, being substituted into \((4.2)\) in the place of \(J_D\), the functions \(I^{(mn)}_a(X)\) produce the form factors of a level \(mn\) descendant of the operator \(V_\alpha(x)\), which will be denoted \(U^{(mn)}_a(x)\).

Now we want to specialize this function to the value \(a = a_{mn}\). If either \(m\) or \(n\) is even, the matrix element \(I^{(mn)}_{a_{mn}}\) is given by

\[ I^{(mn)}_a(X) = I^{(mn)}_{a_{mn}}(X), \]

(4.2)

where

\[
I^{(mn)}_{a_{mn}}(X) \equiv I^{(mn)}_{a_{mn}}(\varnothing) = (-1)^{m(n+1)} \frac{m! | n+m | !}{2 | 2 | !}.
\]

(4.3)

In operator form these identities read

\[ U^{mn}_a(x) = I^{mn}_{a_{mn}} V_{m, -n}(x), \quad \text{if } mn \in 2\mathbb{Z}, \]

(4.4)

where \(U^{mn}_a(x) = I^{mn}_{a_{mn}}(x)\). Up to a factor the r.h.s. coincides with that of \([11]\) for even \(mn\). The l.h.s. is an \(mn\) level descendant, which is consistent with \(D^{mn}_{mn} \mathcal{D}^{mn}_{mn} (\varphi e^{\alpha \sigma + \varphi})\). We identify

\[
\mathcal{D}^{mn}_{mn} \mathcal{D}^{mn}_{mn} (\varphi e^{\alpha \sigma + \varphi}) (x) = \frac{2B_{mn}G_{m, -n} U^{mn}_a(x)}{I^{mn}_{a_{mn}}}, \quad \text{if } mn \in 2\mathbb{Z}.
\]

(4.5)

As we already said, identities equivalent to \((4.2), (4.3)\) were derived in \[3, 4\], but there the function

\[ m, -n \langle 1 | Q^{(m)} t(X) Q^{(n)} | 1 \rangle_{m, n+2m} \]

was used, instead of \(I^{mn}_{a_{mn}}(X)\). In fact, it is proportional to \(I^{mn}_{a_{mn}}(X)\) since the two representatives of the vector \(mn; \varphi\) are proportional. For even values of \(mn\) the proportionality coefficient is readily given by

\[
\begin{align*}
m, -n \langle 1 | Q^{(m+n)} | 1 \rangle_{m, n+2m} = \kappa_{mn} m, -n \langle 1 | \bar{Q}^{(m+n)} | 1 \rangle_{m, n+2m} = \frac{s! \prod_{i=1}^{s} F_{2i-1}^n}{s! \prod_{i=1}^{s} F_{2i}^n}.
\end{align*}
\]

(4.6)

where the coefficients

\[
\kappa_{mn} = m, -n \langle 1 | Q^{(m+n)} | 1 \rangle_{m, n+2m} = \begin{cases}
s! \prod_{i=1}^{s} F_{2i-1}^n, & \text{if } m + n = 2s \in 2\mathbb{Z}, \\
(-1)^s s! \prod_{i=1}^{s} F_{2i}^n, & \text{if } m + n = 2s + 1 \in 2\mathbb{Z} + 1,
\end{cases}
\]

(4.7)
where conjectured in [4] and can be checked by a direct calculation (see Appendix C).

If both $m$ and $n$ are odd, from (3.23) and (4.24) we immediately conclude that $I_{mn}(X) = 0$. From the general philosophy of what we should do in the degenerate case, we expect that the necessary level $mn$ descendant can be expressed in the form of a derivative with respect to $a$,

$$I_{mn}'(X) = \left. \frac{d}{da} I_{mn}^{(m,n)}(X) \right|_{a=a_{mn}}.$$

Indeed, this derivative turns out to have the form

$$I_{mn}'(X) = \pi K_{mn} (J_{m,-n}(X) - J_{m,n+2m}(X)),$$  \hspace{1cm} (4.8)

where

$$K_{mn} = -(-1)^{\frac{n-m}{2}} \frac{m-1}{2} \frac{m+n}{2}.$$

(4.9)

In operator notation eq. (4.8) reads

$$U_{mn}'(x) = \pi K_{mn} \left( V_{m,-n}(x) - V_{m,n+2m}(x) \right), \hspace{1cm} m, n \in \mathbb{Z} + 1.$$  \hspace{1cm} (4.10)

Here $U_{mn}'(x)$ corresponds to the functions $I_{mn}'(X)$ as the $J$-functions. By comparing it with (4.11) we conclude that, if we identify

$$D_{mn} \bar{D}_{mn} (\varphi e^{a_{mn} \varphi}) (x) = \frac{2B_{mn} G_{m,-n}}{\pi K_{mn}} U_{mn}'(x), \hspace{1cm} \text{if } mn \in \mathbb{Z},$$

(4.11)

the coefficients $D_{mn}^{(s)}$ in the r.h.s. of (4.11) vanish for all $s > 0$, while $D_{mn}^{(0)}$ is given by (4.12).

Now let us produce the detailed derivation of the identities (4.2) and (4.8).

### 4.1. Even level identities

Consider first the case of even $m \times n$. To calculate $I_{mn}(X)$ notice that in this case $\bar{Q}^{(m)}$ in (4.1) commutes with $t(X)$. Hence,

$$I_{mn}(X) = -m,n \langle 1| t(X) \bar{Q}^{(m)} Q^{(m)} |1 \rangle_{m,n+2m} = -m,n \langle 1| t(X) \bar{Q}^{(m)} Q^{(m)} |1 \rangle_{m,n+2m} - m,n \times -m,n \langle 1| \bar{Q}^{(m)} Q^{(m)} |1 \rangle_{m,n+2m}.$$

The first factor on the r.h.s. is nothing but $J_{m,-n}(X) = J_{m,n}(X)$, which is the ‘functional’ part of the r.h.s. of eq. (4.2). The last factor is constant and can be calculated explicitly. Here we give some more general expressions, since we shall need them later. In Appendix D we prove that

$$J_{mn}'(s) = m-2s,n \langle 1| \bar{Q}^{(s)} Q^{(s)} |1 \rangle_{m,n+2s} = (-1)^{\left(\frac{n-m}{2}\right)} \frac{\left(\frac{n-m+2s}{2}\right)!}{\left(\frac{n-m}{2}\right)!} \text{ if } s \in \mathbb{Z} \text{ and } m - n + s \geq 0.$$  \hspace{1cm} (4.12)

For even values of $m$ we have $I_{mn} = J_{mn}'$, which immediately proves (4.3). In the case of odd $m$ and even $n$ we have

$$-m,n \langle 1| \bar{Q}^{(m)} Q^{(m)} |1 \rangle_{m,n+2m} = -m,n \langle 1| \bar{Q}^{(m-1)} \Sigma \bar{Q}^{(m-1)} |1 \rangle_{m,n+2m}$$

$$= -m,n \langle 1| \bar{Q}^{(m-1)} \Sigma \bar{Q}^{(m-1)} |1 \rangle_{m,n+2m} + (-1)^{\frac{m+n}{2}} - m,n \langle 1| \bar{Q}^{(m-1)} \epsilon_0 Q^{(m-1)} |1 \rangle_{m,n+2m}.$$  \hspace{1cm} (4.13)

The first term on the second line vanishes, since, due to (3.24),

$$\Sigma Q^{(m-1)} |1 \rangle_{m,n+2m} = Q^{(m-1)} \Sigma |1 \rangle_{m,n+2m} = Q^{(m-1)} \Sigma s_{m,n+1} |1 \rangle_{m,n+2m} = 0.$$  \hspace{1cm}

In the second term the operator $\epsilon_0$ commutes with $Q^{(m-1)}$ and then only shifts the zero mode of the ket-vacuum. Hence,

$$-m,n \langle 1| \bar{Q}^{(m)} Q^{(m)} |1 \rangle_{m,n+2m} = (-1)^{\frac{m+n}{2}} - m,n \langle 1| \bar{Q}^{(m-1)} Q^{(m-1)} |1 \rangle_{m-2,n+2m-2}$$

$$= (-1)^{\frac{n-m}{2}} J_{m-2,n}' = I_{mn},$$

q.e.d.
4.2. Odd level identities: the m = 1 case

Our next aim is to consider the case of odd values of both m, n and to prove the identity \[4.18\]. Since the general proof is rather cumbersome, let us start with the simplest case \(m = 1\) to better explain the idea.

Evidently, by taking into account the fact that in the matrix element \([4.1]\) only the \(t\)-currents are \(a\)-dependent, and using the product rule, we obtain in the \(m = 1\) case

\[
I'_{m}(X) = N \sum_{i=1}^{N} -1,\sigma (1|\tilde{Q}^{(1)} t(x_{i})t(\tilde{X}_{i})Q^{(1)}|1)_{1,n+2} = N \sum_{i=1}^{N} -1,\sigma (1|\tilde{\Sigma} t(x_{i})t(\tilde{X}_{i})\Sigma|1)_{1,n+2}.
\]

Here \(\tilde{X}_{i} = X \setminus \{x_{i}\}\). Since \(t'(x_{i})\) commutes with every \(t(x_{j})\), we put it to the left. The screening operators are explicitly \(\tilde{\Sigma}|_{\mathcal{F}_{1,n}} = \tilde{S}_{n},\Sigma|_{\mathcal{F}_{1,n+2}} = S_{-n}\).

First pull \(\Sigma\) to the left. It commutes with \(t(\tilde{X}_{i})\) and \(\tilde{\Sigma}\), but catches on \(t'(x_{i})\). Due to \([3.57]\) we have

\[
[t'(x), \Sigma]|_{\mathcal{F}_{1,n+2}} = 2\pi (-1)^{\frac{n+1}{2}} Bz^{-n}\sigma (z) \quad (n \in 2\mathbb{Z} + 1).
\]

Then

\[
I'_{m}(X) = 2\pi (-1)^{\frac{n+1}{2}} B \sum_{i=1}^{N} x_{i}^{-n} \times -1,\sigma (1|\tilde{\Sigma} t(x_{i})t(\tilde{X}_{i})|1)_{1,n+2}.
\]

Now we want to push the operator \(\tilde{\Sigma}\) to the right. Again, it commutes with \(t(\tilde{X}_{i})\), but catches on \(\sigma (x_{i})\). By applying eq. \([3.25]\) for \(m = 1\) we obtain

\[
I'_{m}(X) = 2\pi (-1)^{\frac{n+1}{2}} \sum_{i=1}^{N} -1,\sigma (1|\epsilon (x_{i})t(x_{i}) : t(\tilde{X}_{i})|1)_{1,n+2}. \tag{4.13}
\]

Eq. \([4.13]\) makes it possible to represent \(\epsilon (x_{i})t(x_{i}) : (4.14)\). For matrix elements between \(A\)-states it means:

\[
\sum_{i=1}^{N} a^{-1} \langle h | \epsilon (x_{i})t(x_{i}) : t(\tilde{X}_{i})|h'a\rangle = a^{-1} \langle h |\frac{1}{2} |\epsilon_{0}, t(X)|h'a\rangle
\]

\[
= \frac{1}{2} (a \langle h |t(X)|h'a\rangle - a^{-1} \langle h |t(X)|h'a^{-1}\rangle) = \frac{1}{2} a \langle h |t(X)|h'a\rangle - a^{-1} \langle h |t(X)|h'a^{-1}\rangle. \tag{4.14}
\]

Substituting this in \([4.13]\) we finally obtain

\[
I'_{m}(X) = \frac{1}{2} \frac{a}{a^{-1}} \pi (J_{1,n+2}(X) - J_{-1,n}(X)). \tag{4.15}
\]

This proves \([4.18]\) in the case \(m = 1\). In the particular case \(n = 1\) we have got the fourth (and the simplest) proof, in the framework of the form factor approach, of the identity equivalent to the equation of motion. Another three proofs can be found in \([22,13]\).

4.3. Odd level identities: the general case

Consider now the general matrix element

\[
I'_{mn}(X) = \sum_{i=1}^{N} -m,n \langle 1|\tilde{W}^{m+1} \tilde{\Sigma} t(x_{i})t(\tilde{X}_{i})\Sigma W^{m+1}|1\rangle_{m,n+2m}.
\]

Pushing the operator \(\Sigma\) to the left and taking into account the fact that it commutes with \(\tilde{Q}^{(m)}\), we obtain

\[
I'_{mn}(X) = 2\pi i n+1 B \sum_{i=1}^{N} x_{i}^{-m-1} \times -m,n \langle 1|\tilde{W}^{m+1} \tilde{\Sigma} t(x_{i})t(\tilde{X}_{i})W^{m+1}|1\rangle_{m,n+2m}. \tag{4.16}
\]
Now push the operator $\tilde{\Sigma}$ to the right. Using the commutation relation (3.24) we get

$$I'_{mn}(X) = \pi^{n-m}_{m,n}(1|W^{s/2}_{s/2}|1)W^{s/2}_{s/2}|1\rangle_{m,n+2s}$$

$$- 2\pi^{n}_{m,n}(m-1)B_1\sum_{i=1}^{N}x_i^{m-n-3} \times -m,n,1|W^{m-1}_{m,1}\sigma(x_i)l(\bar{X}_i)\Sigma W^{m-3}_{m-1}|1\rangle_{m-2n+2m-2}.$$ 

Pushing again $\Sigma$ to the left in the second term we obtain it in the form similar to (4.16):

$$I'_{mn}(X) = (1 - (-1)^{n}n^{m-n}_{-m+2n+2}(1|W^{m-1}_{m,1}\sigma(x_i)l(\bar{X}_i)\Sigma W^{m-3}_{m-1}|1\rangle_{m,n+2m}$$

$$+ 2\pi^{n+1}_{m,n}(m-1)B_1\sum_{i=1}^{N}x_i^{m-n-5} \times -m,n+2(1|W^{m-3}_{m-1}\Sigma\sigma(x_i)l(\bar{X}_i)\Sigma W^{m-3}_{m-1}|1\rangle_{m-2n+2m-2}$$

$$= (1 - (-1)^{n}n^{m-n}_{-m+2n+2}(s_{s/2}j_{m,n+2s-2s}X_{m,n+2s}(X) - j_{m,n-2s}(X)).$$

where we used the notation

$$J^{(s)}_{mn}(X) = m-2s,n,1|W^{s/2}_{s/2}|1\rangle_{m,n+2s}.$$  \hspace{1cm} (4.17)

Evidently, $J^{(s)}_{mn}(\varnothing) = J^{(s)}_{mn}$. Taking (4.15) as initial condition for the iteration procedure we get

$$I'_{mn}(X) = \sum_{s \geq \varnothing} \sum_{m \geq \varnothing} (-1)^{n-m}_{m,n}B_1\sum_{i=1}^{N}x_i^{m-n-3} \times -m,n,1|W^{m-1}_{m,1}\sigma(x_i)l(\bar{X}_i)\Sigma W^{m-3}_{m-1}|1\rangle_{m-2n+2m-2}$$

The functions $J^{(s)}_{mn}(X)$ correspond to a level $s(n - m + s)$ spinless descendant operator over $V_{mn}(x)$. But this is not the end of the story. Checking the resonance conditions we see that this operator may occur in resonance with the exponential operators $V_{m,n+2s}(x)$ and $V_{m,n-2m+2s}(x)$. In the form factor construction it reveals itself in the possibility to reduce the functions $J^{(s)}_{mn}(X)$ to a linear combination of $J_{m,n+2s}(X)$ and $J_{m,n-2m+2s}(X)$. Below we show that

$$J^{(s)}_{mn}(X) = (-1)^{n+s}_{m,n}B_1\sum_{i=1}^{N}x_i^{m-n-3} \times -m,n,1|W^{m-1}_{m,1}\sigma(x_i)l(\bar{X}_i)\Sigma W^{m-3}_{m-1}|1\rangle_{m-2n+2m-2}$$

if $n \geq m - s$. With this result eq. (4.15) reduces to (4.18), q.e.d.

To prove (4.19) first of all pull $W^{s/2}_{s/2}$ in the r.h.s. of (4.17) to the left. We have

$$J^{(s)}_{mn}(X) = m-2s,n,1|W^{s/2}_{s/2}|1\rangle_{m,n+2s} \times m,n+2s(1|l(X)|1_{m,n+2s} + C^{(s)}_{mn}(X)$$

$$= J^{(s)}_{mn}I_{m,n+2s}(X) + C^{(s)}_{mn}(X),$$

where

$$C^{(s)}_{mn}(X) = m-2s,n,1|W^{s/2}_{s/2}|l(X),W^{s/2}_{s/2}|1_{m,n+2s}$$

$$= \sum_{j=1}^{s/2} m-2s,n,1|W^{s/2}_{s/2}W^{s/2}_{s/2-j}|1_{m,n+2s}$$

$$= -2\pi^{n}_{m,n}(m-1)B_1\sum_{i=1}^{N}x_i^{m-n-1} \times -m,n,1|W^{m-1}_{m,1}\Sigma\sigma(x_i)l(\bar{X}_i)\Sigma W^{m-3}_{m-1}|1\rangle_{m,n+2s}$$

$$= -nB_1\sum_{i=1}^{N}x_i^{m-n-1} \times -m,n,1|W^{s/2}_{s/2}\sigma(x_i)l(\bar{X}_i)\Sigma W^{s/2}_{s/2-1}|1\rangle_{m,n+2s}.$$  \hspace{1cm} (4.21)

We used the fact that $\Sigma W^{k}$ commutes with $l(x)$ for any $k$. Now push $\Sigma$ to the left and commute it with $W^{s/2}_{s/2}$.

$$C^{(s)}_{mn}(X) = (-1)^{m+n}_{m,n}B_1\sum_{i=1}^{N}x_i^{m-n-3} \times -m,n,1|W^{s/2}_{s/2-1}\Sigma\sigma(x_i)l(\bar{X}_i)W^{s/2-1}_{s/2-1}|1\rangle_{m,n+2s}.$$  \hspace{1cm} (4.20)
Pushing $\tilde{\Sigma}$ to the right we get
\[
C^{(s)}_{mn}(X) = \left(\frac{s}{2}\right)^2 (1 - (-1)^N) \times m_{-2s+4,n+4}(1|\tilde{W}^{s/2-1}l(X)W^{s/2-1}|1)_{m,n+2s} + i^n B \left(\frac{s}{2}\right)^2 (s - 2) \sum_{i=1}^{N} x_i^{m-n-5} \times m_{-2s+4,n+4}(1|\tilde{W}^{s/2}\sigma(x_i)l(\tilde{X}_i)\Sigma W^{s/2-1}|1)_{m,n+2s} = \left(\frac{s}{2}\right)^2 \left( (1 - (-1)^N) J^{(s-2)}_{m,n+4}(X) - C^{(s-2)}_{m,n+4}(X) \right).
\]

The last line follows from the last line of (4.21) and, together with (4.20), provides a recurrence relation for $J^{(s)}_{mn}(X)$:
\[
J^{(s)}_{mn}(X) = J^{(s)}_{mn} J_{m,n+2s}(X) - \left(\frac{s}{2}\right)^2 \left( (-1)^N J^{(s-2)}_{m,n+4}(X) - J^{(s-2)}_{m,n+4} J_{m,n+4}(X) \right). \tag{4.22}
\]

The function $J^{(s)}_{mn}(X)$ is given explicitly by (4.12). The initial condition for the recurrence relation is provided by the evident fact that $J^{(0)}_{mn}(X) = J_{mn}(X)$. By using the fact that $J_{-m,n-2m}(X) = (-1)^N J_{mn}(X)$ we easily check that the r.h.s. of (4.19) solves the recurrence relation.

5. Conclusion

We derived the identities (1.10) between the operators defined in terms of exact bootstrap form factors that correspond to resonance identities in the perturbation theory of the sinh-Gordon model. We calculated form factors in the framework of the algebraic approach and used the current algebra. To do it we needed to calculate the derivatives of form factors of a descendant field in the parameter $\alpha$ (or, equivalently, $a$). The novel technical tool, which makes it possible to find such derivatives, was the use of the relation (3.25). It allowed us to get rid of the currents $\sigma(z)$, in combination with the relations (3.23) and (4.24), and to reduce some complicated expressions, which contained $W$ and $\tilde{W}$, to $J$-functions of exponential fields. In particular, this drastically simplifies the derivation of the equation of motion. A generalization of this construction to the sine-Gordon model is an open question.

A generalization of the relation (3.22) turns out to have some important applications. In particular, it makes it possible to study form factors of the conserved currents and their products. Another field of application is to select the local operators consistent with the reductions. Results dealing with these subjects will be published soon.
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Appendix A. Some reference data

Here, for reference purposes we produce some explicit expressions omitted in the main text.

The coefficients $B_{mn}$ in the higher equations of motion (1.9) and the resonance identities (1.11), (1.10) are given by [31]
\[
B_{mn} = b^{1+2n-2m} \left( \mu^{\pi \Gamma(b^2)} \Gamma(1-b^2) \right)^n \times \frac{\Gamma(n - mb^2)}{\Gamma(1 - n + mb^2)} \prod_{1-n \leq k \leq n-1} (kb^{-1} + lb). \tag{A.1}
\]

The constant $\rho$ and the function $R(\theta)$, which enter the form factors according to (2.22), are [21]
\[
\rho = \left(2 \cos \frac{\pi r}{2}\right)^{-1/2} \exp \int_0^{\pi (1-r)} \frac{dt}{2\pi \sin t} \quad \text{and} \quad R(\theta) = \exp \left(-4 \int_0^{\infty} \frac{dt}{t} \frac{\sin \frac{\pi t}{2} \sin \frac{\pi (1-r) t}{2} \sin \frac{\pi t}{2} \sin \frac{\pi (1-r) t}{2}}{\sin^2 \pi t \sin^2 \pi t} \sin(\pi \theta t) \right). \tag{A.2}
\]
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Appendix B. Proof of (3.24)

Let us calculate $[\Sigma, \tilde{W}]$ for odd values of $n$. The calculation of $[\tilde{S}, W]$ repeats it literally, and we omit it. By using the definition of $\tilde{W}$ and the commutation relation (3.11) we obtain

$$[\Sigma, \tilde{W}]_{|_{\mathcal{F}_m}} = \frac{i^{m-n-3}}{2} \sum_{k=1}^{\infty} \frac{F_m^k}{(q^{-k/2} + (-1)^m q^{k/2})} e_{-k} \tilde{S}_{n-m+1+k}$$

$$- \frac{i^{m-n-1}}{2} \sum_{k \neq 0} (-1)^{k-1} (q^{k/2} + (-1)^m q^{-k/2}) e_k \tilde{S}_{n-m+1-k}$$

$$= \frac{i^{m-n-1}}{2} \sum_{k \in \mathbb{Z}} (-1)^{k-1} (q^{k/2} + (-1)^m q^{-k/2}) e_k \tilde{S}_{n-m+1-k} + \frac{i^{m-n-1}}{2} (1 - (-1)^m) e_0 \tilde{S}. \quad \text{(B.1)}$$

We used the fact that $e_k$ commutes with $\tilde{S}_l$. The sum in the last line reduces to the integral

$$- \oint \frac{dz}{2\pi i} e^{n-m} \left( \epsilon(-q^{-1/2}z) \tilde{S}(z) - (-1)^m \epsilon(-q^{1/2}z) \tilde{S}(z) \right)$$

$$= -\delta^2 \delta^2 \oint \frac{dz}{2\pi i} e^{n-m} \left( S^+(iz) - (-1)^m S^+(-iz) \right) = -i^{n-m-1} (1 + (-1)^n) \delta^2 \delta^2 S^+(z) = 0,$$

where $S^+(z) = : S^{-1}(z) :$. Here we used the fact that

$$\epsilon(-q^{k/2}z) \tilde{S}(z) = \delta^2 \delta^2 S^+(\mp iz). \quad \text{(B.2)}$$

Hence, the first term in the last line of (B.1) vanishes, while the second one provides the r.h.s. of (3.24).

Appendix C. Calculation of the coefficients $\kappa_{mn}$

Here we prove eq. (4.7). Let $m + n = 2s$. Then $Q^{m+n} = W^*$ and we have

$$\kappa_{mn} = m, m-2s \langle 1| W^* | 1 \rangle_{m, m+2s}$$

$$= \sum_{k_1, \ldots, k_s \geq 1}^{s} \prod_{i=1}^{s} F_k^{m} \times \prod_{i=1}^{s} S_{2s+1-2i-k_i} \prod_{i=1}^{s} S_{-2s-1+2i+k_i} | 1 \rangle_{m, m+2s}.$$

The terms on the r.h.s. can only be nonzero if, for all $i$, $k_i \leq 2s - 1$, otherwise one or other of the corresponding screening operators that contains it kills one of the vacuum vectors. Besides, the integers $k_i$ must be odd. Indeed, if any $k_i$ is even, the mode $S_{2s+1-2i-k_i}$ being commuted to the left produces the state $| 1 \rangle | S_{2s-1-k_i} \rangle$ of the degree $2s - 1 - k_i$, which is an odd integer. Every term that enters this state contains $c_{-k}$ with odd $k$. The corresponding operator $\pi(c_{-k})$ commutes with every $\tilde{S}$ and, hence, kills the ket-vacuum $| 1 \rangle$.

Lastly, the terms that contain $k_i = k_j$ vanish, since by commuting the operators we get a product of the form $S_{2s+1-2i-k_i} S_{2s+1-2i-k_j}$, which is zero. Altogether, (1) all $k_i$ are odd, (2) $1 \leq k_i \leq 2s - 1$, and (3) all $k_i$ are different. Therefore, nonzero terms are enumerated by transpositions $l \in S_s$, so that $k_i = 2l_i - 1$. All $s!$ nonzero terms coincide and equal to

$$\prod_{i=1}^{s} F_{2i-1}^{m} \times m, m-2s \langle 1| S_{0}^{2s+1} | 1 \rangle_{m, m+2s}.$$

The matrix element here is equal to one, so that $\kappa_{mn} = s! \prod_{i=1}^{s} F_{2i-1}^{m}$, which proves the first case of (4.7).

Now let $m + n = 2s + 1$. Then

$$\kappa_{mn} = m, m-2s-1 \langle 1| W^* \Sigma | 1 \rangle_{m, m+2s+1} = m, m-2s-1 \langle 1| W^* S_{-2s} | 1 \rangle_{m, m+2s+1}.$$
By the same argument we reduce it to

\[
\kappa_{mn} = s! \prod_{i=1}^{s} F_{2i}^{n} \times m, m-2s-1(1|S_{0}^{s}S_{2}^{s}S_{-2s}|1)_{m, m+2s+1}
\]

\[
= (-1)^{s}! \prod_{i=1}^{s} F_{2i}^{n} \times m, m-2s-1(1|S_{0}^{s+1}|1)_{m, m+2s+1} = (-1)^{s}! \prod_{i=1}^{s} F_{2i}^{n},
\]

which proves the second case.

**Appendix D. Proof of (4.12)**

First, write down the operators \(W, \tilde{W}\) explicitly:

\[
m-2s,n(1|\tilde{W}^{s/2}W^{s/2}|1)_{m, n+2s} = \sum_{\{0 \leq k, l \leq K\}} \frac{s}{2} \prod_{i=1}^{s/2} \tilde{F}_{K+1-k}^{m} F_{K+1-l}^{n} \times m-2s,n(1|S_{k-2s+2i+2} S_{k-2s+2i} S_{k-2s+2l} S_{k-2s+2l+2}|1)_{m, n+2s}. \quad (D.1)
\]

Here \(K = n - m + 2s - 2\). The summation variables \(k, l \) \((i = 1, \ldots, s/2)\) run over all nonnegative integers, but we may restrict the sum to even values, because of the reason explained in Appendix C. The terms with \(k = k_j\) or \(l = l_j\) \((i \neq j)\) vanish due to the identities \(\tilde{S}_{k} \tilde{S}_{k-2} = \tilde{S}_{k} \tilde{S}_{k-2} = 0\). Moreover, the expression under the sum is symmetric with respect to permutations of \(k_i\) and those of \(l_i\). Hence the summation sign in \((D.1)\) can be substituted by

\[
\left(\frac{s}{2}\right)^{2} \sum_{0 \leq k_{1} < k_{2} < \ldots < k_{s/2} \leq K} \sum_{0 \leq l_{1} < l_{2} < \ldots < l_{s/2} \leq K}
\]

Now it is time to push \(\tilde{S}_{k}\) to the right and \(S_{k}\) to the left. It can be shown that after that they kill the right and left vacuum vectors respectively. Hence, only their commutators will contribute the matrix element. But the commutator of \(\tilde{S}_{k}\) and \(S_{k}\) is proportional to \(\epsilon_{k+l}\), which commutes with everything. It kills the right vacuum if \(k+l > 0\), and kills the left vacuum if \(k+l < 0\). It means that only the terms with \(k_i = l_i\) will contribute the sum, and the corresponding matrix elements are all equal to \((-1)^{(n-m)s/2}\). Therefore,

\[
m-2s,n(1|\tilde{W}^{s/2}W^{s/2}|1)_{m, n+2s} = (-1)^{(n-m)s} \left(\frac{s}{2}\right)^{2} \sum_{0 \leq k_{1} < k_{2} < \ldots < k_{s/2} \leq K} \sum_{k_{i} \in \mathbb{Z}} \prod_{i=1}^{s/2} \tilde{F}_{K+1-k}^{m} F_{K+1-l}^{n}.
\]

However, the product \(\tilde{F}_{K+1-k}^{m} F_{K+1-l}^{n}\) is equal to \(-1\) for \(k_i\) even giving the total sign factor \((-1)^{s/2}\). The cardinal number of the set of admissible values of \((k_1, \ldots, k_{s/2})\) is equal to \(\binom{K/2+1}{s/2}\), which proves \((4.12)\).
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