Plant community legacy effects on nutrient cycling, fungal decomposer communities and decomposition in a temperate grassland
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A B S T R A C T

Soil legacies mediated by plant species-specific microbial communities are major drivers of plant community dynamics. Most soil legacy studies focus on the role of pathogens and mutualists in driving these processes, while much less is known about plant litter-mediated changes to the soil microbial community. Here, we used an existing plant-soil feedback field experiment in which plant communities with different growth strategies (i.e., fast versus slow) and different proportions of functional groups (i.e., grasses versus forbs) were allowed to condition the soil over contrasting temporal scales (i.e., one versus two years) in a natural grassland. In the feedback phase, we removed the existent plant community, and replaced it with a standardized response plant community. We then tested the legacy effects of these different soil conditioning treatments on decomposition processes, nutrient cycling and soil decomposer community composition. Soil legacy effects on decomposition and the soil decomposer community composition were most evident right after the start of the feedback phase, but disappeared soon after the new community established. The soil conditioning time and years since disturbance affected most of the soil functions consistently, while no strong effects of plant functional group and plant growth strategy were found. We conclude that after disturbance, it is recovery time, not soil legacy effects, that is the most important factor driving soil functions.

1. Introduction

Plants and the soil are intimately linked. Plant growth can be greatly influenced by soil microbes (Bardgett and van der Putten, 2014) and the soil microbiome is in turn shaped by plants growing in that soil (Philippon et al., 2013). This interaction between plants and soil microbes, can leave a lasting signature in the soil, commonly referred to as soil legacy (Kostenko et al., 2012). These changes to the soil microbiome influence the growth of other plants growing later in that same soil, and this can be a driver of plant community dynamics and succession (Heinen et al., 2020b). Most of the research on soil legacies considers plant-mediated changes to the abiotic properties of the soil, as well as to belowground pathogens and mutualists, as the primary factors influencing plants growing later in the same soil (Ehrenfeld et al., 2005; Heinen et al., 2020b; Kos et al., 2015; van der Putten et al., 2016). Less is known about plant litter-mediated effects on the soil decomposer community (but see Freschet et al., 2013; Zhang et al., 2016). Litter decomposition is, however, an essential aspect of soil legacies, as

* Corresponding author.
E-mail addresses: rjoni2487@uni.sydney.edu.au, r.jongen@live.nl (R. Jongen).
1 Current address: School of Life and Environmental Sciences, Coastal and Marine Ecosystems, The University of Sydney, Sydney, NSW 2006, Australia.
2 Current address: Louis Bolk Institute, Kosterijland 3-5, 3981 AJ Bunnik, The Netherlands.
3 Current address: Technische Universität München, Wissenschaftszentrum Weihenstephan für Ernährung, Landnutzung und Umwelt, Lehrstuhl für Terrestrische Ökologie, Freising, Germany.
4 Current address: Ministry of Agriculture, Viticulture and Rural Development, Administration of Technical Agricultural Services, Agri-environment Department, Research and Innovation, BP. 1904, L - 1019 Luxembourg, Luxembourg.
5 Current address: Institute of Plant Sciences, University of Bern, Altenbergrain 21, 3013 Bern, Switzerland.
6 Current address: Department of Environmental Biology, Institute of Environmental Sciences, Leiden University, Einsteinweg 2, 2333 CC Leiden, The Netherlands.
7 These authors contributed equally to this work.

https://doi.org/10.1016/j.soilbio.2021.108450
Received 10 August 2021; Received in revised form 28 September 2021; Accepted 30 September 2021
Available online 1 October 2021
0038-0717/© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
decomposition affects nutrient availability and thereby future plant performance (Ke et al., 2015; De Long et al., 2019; Veen et al., 2018; Zhang et al., 2016). Despite these findings, our understanding of how plant communities and their traits influence soil functions such as decomposition, nutrient cycling and soil decomposer communities in natural grasslands is limited.

Plant communities greatly differ in the quality and quantity of the litter and rhizodeposits they return to the soil (Broeckling et al., 2008; Cornell et al., 2008). These distinct plant residues are a food source for decomposers, and as they accumulate over time, shape the soil decomposer community (De Dyne and van der Putten, 2005; Lunghini et al., 2013; McGuire and Treseder, 2010). Further, the quality of plant litter is determined by its chemical characteristics, which is closely linked to the functional traits of a plant (Cornell et al., 2008; Quested et al., 2007). Plant functional traits can be grouped by using the plant economic spectrum, which classifies plants based on the growth strategies that they have developed to handle abiotic and biotic environmental conditions (Díaz et al., 2016; Reich, 2014; Wright et al., 2004). Specifically, the more acquisitive target of fast-growing plants, such as longer, finer roots and leaves with larger surface area, allow them to rapidly acquire resources, while slow-growing plants demonstrate the opposite pattern in order to survive in resource-limited environments (Funk et al., 2017; Reich, 2014). In addition, fast-growing plants produce high quality litter that is poorly defended and thus highly labile (Reich, 2014), and this promotes rapid decomposition and nutrient mineralization (Bardgett, 2017). Slow-growing plants, on the other hand, typically produce litter rich in structural and chemical defence compounds (Reich, 2014). This promotes the growth of slow-growing soil organisms such as mycelial fungi (Bardgett, 2017). As a result, the soil microbial community shifts in such a way that the decomposition rate is expected to be slower and in parallel, the rate of nutrient cycling slows down (Reich, 2014).

Similar to plants with the same growth strategies, plants from the same functional group, such as grass species and forb species, exert unique effects on soil processes and properties (McLaren and Turkington, 2010; Tilman et al., 1997). For example, grasses generally have dense, fibrous roots, which allow them to recover quickly after being grazed (McNaughton, 1983), while forbs generally invest more in aboveground tissue and create longer, less dense tap root systems. Furthermore, grasses leave a soil legacy which positively affects other functional groups, probably due to changes in the soil biotic community and resulting nutrient shifts (Cortois et al., 2016; Heinen et al., 2020a, 2020b), while forb litter decomposition generally creates a more deleterious effect on future plant growth (Xiong and Nilsson, 1999), likely due to higher concentrations of allelopathic chemicals in forb litter (Bonanomi et al., 2006). In addition, forbs tend to produce more labile litter compared to grasses (Cornelissen, 1996; Xiong and Nilsson, 1999), meaning that soils conditioned by higher densities of forbs will be better primed to accelerate decomposition and have different fungal decomposer communities (Francioli et al., 2020).

In natural grassland ecosystems, plants grow in multispecies communities and are subjected to constant changes in abiotic conditions. Yet, most of the evidence for plant trait effects on decomposition comes from short, single-species experiments under controlled greenhouse conditions. Testing these concepts in the field over a longer period with multiple species interacting with each other, is needed to properly understand soil legacy effects and verify experiments performed under controlled conditions (Bezemer et al., 2006; Ehrenfeld et al., 2005; Veen et al., 2012). We used an existing plant-soil feedback field experiment comprised of plant communities with different growth strategies (i.e., fast versus slow) and different proportions of functional groups (grasses versus forbs) that were allowed to condition the soil over contrasting temporal scales (i.e., one versus two years) (De Long et al., 2019; Heinen et al., 2020h; Steinauer et al., 2020). We have earlier shown that having more grasses in the community in the conditioning phase leads to more forbs in the feedback community and vice versa, and that this is mainly driven by fungal pathogens (Heinen et al., 2020h). However, we do not know whether soil functions are affected by the legacy of plants. The design of this experiment allowed us to simultaneously test for the effects of plant growth strategy, plant functional group composition, and temporal effects on decomposer microbes, decomposition and nutrient cycling.

During the feedback phase of the experiment, we tested the following hypotheses: 1) Plant communities comprised of fast-growing plants will leave soil legacies in saprotrophic microbial communities that increase decomposition and nutrient cycling rates, while the opposite will be true for slow-growing communities. 2) Plant communities dominated by forbs will leave soil legacies that lead to faster decomposition and nutrient cycling rates compared to those comprised mostly of grasses. 3) Temporal conditioning by plant communities for longer time periods will strengthen the effects of growth strategy and functional group composition, with subplots conditioned for two years showing stronger effects than those that were conditioned for one; and 4) As the feedback phase progresses, soil legacy effects of temporal conditioning, community growth rate and functional group composition on nutrient cycling and decomposition will become weaker.

2. Material and methods

2.1. Study site

In 2015 the field experiment was set up in a restored grassland site (abandoned from agricultural use in 1996), “De Mossel” (Natuurmonumenten, Ede, The Netherlands, 52° 04′ N, 5° 45′ E). Soils are holt-podzol, sandy loam (94% sand, 4% silt, 2% clay, –5% organic matter, 5.2 pH, 2.5 mg kg⁻¹ N, 4.0 mg kg⁻¹ P, 16.5 mg kg⁻¹ K) (Jeffery et al., 2017). Average daily temperatures in the area are 16.7 °C in summer months and 1.7 °C in winter months. Average monthly precipitation ranges from 48 to 76 mm (www.climate-data.org).

2.2. Phase 1: conditioning phase

The experimental design is described in detail in De Long et al. (2019). Briefly, 100 plots of 250 × 250 cm were each divided into three 83 × 250 cm subplots. Plots were allocated into four blocks and within each block, each plot was randomly allocated to a specific treatment combination, and subplots randomly allocated to different duration of conditioning (Fig. 1); see below.

In May 2015 (i.e., 2-year legacy treatments), the topsoil (+4 cm in depth) including all vegetation was removed from the first randomly chosen subplot within each plot. Each bare subplot was then sown with a mixture of either fast- or slow-growing grasses or forbs taken from a subset of 24 grassland species that all co-occur locally at this site (Table S6). Plots were sown with mixtures of either fast- or slow-growing grass and forb species (Fig. 1b and c): i) three fast- or slow-growing forb species (100%); ii) three fast- or slow-growing grass species (100%); iii) forb dominated mixtures consisting of three fast- or slow-growing forbs (75%) and three fast- or slow-growing grasses (25%); and iv) grass dominated mixtures consisting of three fast or slow-growing grasses (75%) and three fast- or slow-growing forbs (25%). For each of the four mixtures there were three different species combinations (Fig. 1b). Finally, in each block, one plot was assigned to a treatment in which the vegetation was removed from one of the subplots, but without sowing (bare soil control). These plots served as unconditioned control, as is done in other plant-soil feedback pot experiments (e.g., Kos et al., 2015; Wang et al., 2019). In total, this resulted in 25 plant community treatment combinations (2 community growth rates (fast, slow) × 4 functional group mixture types (100%, 75%, 25% 0% forbs) × 3 species combinations (three fast and three slow species combinations) + 1 bare control), which were replicated across four blocks (100 plots).

In May 2016 (i.e., 1-year legacy treatments), all vegetation was removed from a second randomly selected subplot within each of the 100 plots and sown with the same target community (or kept bare) as the
2.3. Phase 2: feedback phase

On 12–16 June 2017, the vegetation was removed from all three subplots within each plot using a sod-cutting machine, cut to a depth of c. 3 cm (IB300, IBEA, Tradate, Italy). On June 20, 2017, each subplot was sown with 33 grassland species that occur at the site (Table S6), including the 24 species that were used in the conditioning phase.

2.4. Decomposition: The Teabag Index

In order to assess how the soil conditioning treatments may have affected decomposition processes in the feedback phase, green (EAN 8710908903595) and rooibos (EAN 8722700188438) Lipton teabags were used in line with The Teabag Index as described in Keuskamp et al. (2013). All teabags were oven-dried at 40 °C for 48 h, dry weights were recorded and each teabag was given a unique labelling code and placed

Fig. 1. Schematic showing a timeline of the main methods used in the field and the different treatments of the field-based plant–soil feedbacks experiment. (A) Temporal conditioning: local plant communities were removed in 2015 and 2016, respectively, from two randomly assigned separate subplots within each plot and sown with new conditioning communities. The vegetation in one subplot within each plot was left intact to act as a local control community. AG = aboveground. (B) Community growth rate: three different fast-growing communities (i.e., F1, F2, F3) and three different slow-growing communities (i.e., S1,S2, S3) were sown into each of the cleared subplots. (C) Functional group proportions: 12 fast- and 12 slow-growing plant communities that consisted of different combinations of grasses versus forbs (i.e., 100% grasses; 100% forbs; 25% grasses; 75% forbs; 25% forbs; 75% grasses) were sown. In addition to the different plant communities, one plot had its vegetation removed and was maintained as bare soil beginning in 2015 and 2016. All treatments were replicated across four blocks. Abbreviations of the different species used to create the fast-and slow-growing communities: Ac = Agrostis capillaris, Ae = Arrhenatherum elatius, Am = Achillea millefolium, Ao = Anthoxanthum odoratum, Ap = Alopecurus pratensis, Bm = Briza media, Cc = Crepis capillaris, Cv = Clinopodium vulgare, Df = Deschampsia flexuosa, Dg = Dactylis glomerata, Eh = Epilobium hirsutum, Fo = Festuca ovina, Gem = Geranium molle, Gm = Galium mollugo, Gs = Gnaphalium sylvaticum, Hl = Holcus lanatus, Lp = Lolium perenne, Ma = Myosotis arvensis, Pl = Plantago lanceolata, Pp = Phleum pratense, Ra = Rumex acetosa, Tf = Trisetum flavescens, Tm = Tripleurospermum maritimum, To = Taraxacum officinale. Figure adapted from De Long et al. (2019).
into the field on 26 July 2017 and 19 July 2018. The bottom of each teabag was placed approximately 8 cm beneath the soil surface, with the top of each teabag ending up approximately 5 cm beneath the soil surface. Two teabags of each type were alternately placed in either the top or bottom third of each subplot, resulting in a total of four teabags per subplot. After 90 and 91 days in the field, respectively, on 25 October 2017 and 18 October 2018, teabags were taken out of the soil, brought back to the lab and dried at 40 °C for 48 h. Each teabag was carefully cleaned, cut open and the dried tea was picked clean of all large roots before dry weights were recorded. The mass of the tea remaining was used to determine the mass loss and the values of the two duplicates were averaged to provide a single data point per subplot prior to analysis. For the plots where only one tea bag was found or one of the tea bags was damaged, the value of the remaining tea bag was used. The litter stabilization factor (S) and decomposition rate (K) were calculated using formulas and data presented in Keuskamp et al. (2015). Briefly, the decomposition rate (K) is based on the mass lost from the tea bags during their time in the soil. The stabilization factor (S) stands for the transformation of some components of the tea bags from fast-decomposing molecules into slow-decomposing molecules under the influence of environmental factors. These components are then said to be stabilized (Keuskamp et al., 2015).

2.5. Soil sampling

In order to link the patterns observed in decomposition of the tea bags with nutrient cycling, soils were sampled twice; one time roughly two months after the establishment of the responding plant community in September 2017 and a second time in August 2018 in order to assess whether the plant community legacy effects on the soil nutrients could be linked to the nutrients taken up by the resin capsules (see below) and if the soil saprotrophic microbial community could be linked to decomposition and nutrient cycling.

Nine soil cores were taken from each experimental subplot (1.3 cm diameter, 10 cm depth), then bulked and homogenized. Sub-samples for molecular analysis were taken immediately after homogenization (within 4h of sampling) and stored frozen (−80 °C) until DNA extraction.

Soil samples for analysis of nutrient content were dried at 40 °C and sieved through a 2 mm sieve.

2.6. Nutrient availability: resin capsules

To assess if plant-available N and P concentrations in the soil was related to soil legacies that remained as the responding plant community developed, a resin capsule (PST1 capsule, Unibest Bozeman, Bozeman, MT, USA) containing approximately 1 g of mixed bed ionic resins was placed in each subplot approximately 5 cm below the soil surface (Gundale et al., 2014) on 7 July 2017 and 19 July 2018. After 110 and 91 days in the field, respectively, resin capsules were then collected from the field on 25 October 2017 and 2 November 2018, and stored at 4 °C until ions were extracted with three extractions of 10 mL 1 M KCl which were then pooled into one sample. Extracts were frozen at −18 °C until analysed for NH₄-N, NO₃-N and PO₄-P on a QuAAtro Auto-analyser (Seal Analytical, Mequon, WI, USA).

2.7. Nutrient availability: soil chemistry and soil organic matter

Approximately 3 g of dried soil was mixed with 30 mL of 0.01 M CaCl₂. The mixture was shaken for 2 h at 250 rpm, then centrifuged for 5 min at 1693 g. Next, 15 mL of the supernatant was filtered through a Whatman Puradisc Aqua 30 syringe filter with cellulose acetate membrane. Subsequently, 12.87 mL of the filtrate and 130 μL HNO₃ were mixed in a clean 15 mL tube. The sample was mixed using a vortex and analysed for soil extractable Fe, Zn, P, S, K and Mg by inductively coupled plasma - optical emission spectrometer (ICP-OES, Thermo Scientific iCAP 6500 Duo Instrument with axial and radial view and CID detector microwave digestion system). The remaining part of the filtrate was transferred to a 15 mL tube to measure soil NO₂⁻+NO₃⁻ N and NH₄⁻ N on a QuAAtro Autoanalyser (Seal Analytical, Mequon, Wisconsin, USA).

Soil organic matter content was estimated by the loss-on-ignition (LOI) method (Heiri et al., 2001). Approximately 5 g of soil was oven dried at 105 °C, weighed, heated at 550 °C and weighed again. Soil organic matter was calculated as the percentage weight loss between the oven dried and heated samples.

2.8. Soil microbial community

DNA was extracted from 0.75 g of soil using the Powersoil DNA isolation kit (Qiagen, Hilden, Germany) according to the manufacturers’ protocol. The fungal DNA was amplified using primers ITS1mix and ITS4Rngs (Tedersoo et al., 2014) under conditions presented in Heinen et al. (2020). Purified amplicons were tagged using Nextera XT DNA library preparation kit sets A, B, and C (Illumina, San Diego, CA, USA), and equimolarly pooled. Fungi were sequenced in two separate libraries (300 samples from 2017 and 300 samples from 2018) using Illumina MiSeq PE250 at McGill University and Genome Quebec Innovation Center. Extraction negatives and mock communities were sequenced along the samples.

Fungal sequences were analysed using the and PIPTIS pipeline (Gweon et al., 2015). The taxonomy was assigned using the rdp classifier against the UNITE fungal ITS database (Nilsson et al., 2019). Finally, the OTU table was parsed against the FunGuild (v1.1) database (Nguyen et al., 2016) to assign putative life strategies to taxonomically defined OTUs and this was further curated using in-house databases (Hannula et al., 2017). Here we especially focused on the guild ‘saprotrophs’ and their assignment to trait level was performed manually. All singletons and all reads from other than fungal origin (i.e. plant material and protists) were removed from the datasets. To account for large differences in read numbers, all samples with less than 1000 reads or more than 60 000 reads were removed. We further divided the known saprotrophic fungi (making up around 40% of the total fungal community) into fungal functional trait-groups and analysed these groups.

2.9. Plant biomass

Aboveground plant biomass was measured in the plots during the conditioning phase in June 2017 and during the feedback phase in September 2017 and August 2018. Aboveground biomass was harvested by randomly selecting two 25 × 25 cm squares in the middle of each plot. The biomass was clipped just above the surface of the soil, put in paper bags to be dried at 40 °C for at least 72 h and weighed. We explored whether aboveground plant community biomass before and during the period of decomposition affected the decomposition rate or stabilization factor in both 2017 and 2018.

2.10. Statistical analyses

We analysed the data using general linear mixed models. First, we analysed the temporal legacy effect of the different plant communities (i.e., local control, 1-year, 2-year legacies) as a fixed factor. Plot identity (i.e., each unique plot that occurred only once in the experiment, which simultaneously accounts for the block and plot effects) was included as a random factor. We did not include the fixed factors community growth rate and percentage cover of forbs in this model because the local control plots did not receive these treatments.

Second, we analysed the temporal legacy effects of the different sown plant communities (i.e., 1-year, 2-year legacies), community growth rate (i.e., fast versus slow) and the percentage cover of forbs (i.e., 0%, 25%, 75%, 100%) as fixed factors. Plot identity (i.e., each unique plot that had been divided into three subplots) and plant community identity (i.e., fast: F1, F2, F3 and slow: S1, S2, S3) were included as random factors.
To explore how differences in decomposition and nutrient cycling varied between the two seasons, year (i.e., 2017, 2018) was added as a fixed factor in each of the above models. The models were corrected for using time as a covariate in an auto-regressive moving average correlation structure (Pinheiro and Bates, 2006). Whenever significant effects were found, post-hoc tests were performed using the lsmeans package in R (Lenth, 2016) with Tukey HSD adjustment, which accounts for multiple comparisons. All data were transformed as necessary to meet the model assumptions. All analyses were performed in R (R Core Team, 2015) with the package nlme (Bates et al., 2015).

From the molecular data, we selected fungi that were allocated to the guild ‘saprotroph’. The relative abundance of saprotrophs from total fungi was then calculated per sample and fungal richness was evaluated using the phyloseq package in R (McMurdie and Holmes, 2013). The relative abundance and richness data were analysed using the package nlme. Data were arcsin square root transformed to meet requirements for normality of the data. The effects of the plant community legacies on the community structure of saprotrophic fungi was estimated using PERMANOVA with Bray-Curtis distance in vegan after normalising the data using total sum scaling (TSS) and removal of rare species (present in less than 5 samples with relative abundance of less than 0.01%). Further, the saprotrophs were divided into finer groups (genus level) that were analysed with the package nlme after arcsin square root transformation. Finally, the fungal data was correlated with decomposition and nutrient parameters using Pearson correlation coefficients and significance was corrected for false discovery rates (FDR) using the corr.plot function in R.

### 2.11. Data availability

Sequences are available in ENA under accession number PRJEB31856 and PRJEB47911. Data on teabag decomposition, resin capsules, soil chemistry and plant biomass was made available in Dryad under accessions 10.5061/dryad.h18931zmt.

### 3. Results

#### 3.1. Decomposition

In 2017, the legacy effect of community growth rate (i.e., fast versus slow) and the percentage cover of forbs (i.e., 0%, 25%, 75%, 100%) significantly affected the decomposition rate, which was higher in soils...
that were conditioned by forbs ($F_{3,88} = 5.07, p = 0.003$; Fig. 2a). Specifically, decomposition rate was highest in subplots that had a soil legacy of 100% forb cover in fast communities, and a similar trend was observed in plots of 75% fast growing forbs (significant community growth rate x percentage cover of forbs interaction, $F_{3,88} = 4.16, p = 0.008$; Fig. 2a). Neither the legacy effect of community growth rate nor percentage cover of forbs affected the stabilization factor (S) in 2017 (Fig. 2c).

In 2018, the community growth rate (i.e., fast versus slow) did not affect the decomposition rate, ($F_{3,88} = 2.13, p = 0.140$, Fig. 2b), but the stabilization factor was higher in plots conditioned by slow than in those conditioned by fast communities irrespective of time of conditioning and plant functional group ($F_{3,88} = 4.84, p = 0.030$; Fig. 2d).

The decomposition rate was slightly but not significantly affected by year ($F_{1,421} = 3.74, p = 0.054$; Fig. 2e), but the stabilization rate was significantly higher in 2018 than in 2017 ($F_{1,421} = 121.66, p < 0.001$, Fig. 2f). In neither one of the years, did temporal soil legacies (i.e., local control, 1-year, 2-year) affect the decomposition rate nor the stabilization factor (Fig. 2e and f).

We further examined if aboveground plant community biomass before and during the period of decomposition affected the decomposition rate or stabilization factor, but found no relationship between plant biomass and the decomposition rate or the stabilization factor (Figure S1).

### 3.2. Fungal community and decomposition

There were no significant relationships between saprotrophic fungal diversity, richness or relative abundance on the decomposition parameters (K and S) in 2017 or 2018 (Figure S2). Furthermore, neither the relative abundance nor richness of saprotrophic fungi was influenced by duration of legacy, percentage cover of forbs or community growth rate. However, the sampling time affected the abundance of saprotrophic fungi: in 2018 more saprotrophs were found across treatments than in 2017 ($F_{1,325} = 35.26, p < 0.001$; Fig. 3). The community structure of saprotrophic fungi was affected most strongly by year (pseudo-$F_{3,350} = 22.99, R^2 = 0.062, p < 0.001$) but also by duration of conditioning (1 or 2 years; pseudo-$F_{3,350} = 2.18, R^2 = 0.006, p = 0.015$), the percentage cover of the forbs of the conditioning plant community (pseudo-$F_{3,350} = 2.18, R^2 = 0.015, p = 0.006$) and the interaction between percentage cover of forbs and community growth rate (percentage cover of forbs x community growth rate; pseudo-$F_{3,350} = 1.75, R^2 = 0.015, p = 0.002$; Fig. 3).

The relative abundance of 28 out of 61 fungal groups varied between the two years. Saprotrophic fungal families/classes were significantly affected by the duration of conditioning by the plant community or percentage cover of forbs or growth speed of the conditioning community (Fig. 3; Table S5). Six (out of 61) fungal groups were affected by the duration of the conditioning. There were more Pseudeurotiaceae (Thelebolales, Leotiomycetes), Pyronemataceae (Pyronema, Leotiomycetes) and Acremonium (Hypocreales, Sordariomycetes) in one-year conditioned plots and more unidentified Hypocreales (Sordariomycetes), Chaetomiaceae (Sordariomycetes) and Filobasidiales (Tremellomycetes) in two-year conditioned plots. For Filobasidiales this was observed in interaction with time of sampling and especially in 2018 the two-year legacy increased their abundance. Only two saprotrophic fungal groups showed a decrease in abundance with increasing forb cover: Ascomycetaceae (Pezizales, Pezizomycetes) and unidentifed Hypocreales (Hypocreales; Sordariomycetes) were enriched in soils that contained more grasses. For unidentified Hypocreales, this was dependent on the duration of conditioning (interaction $F = 8.01, p < 0.005$) and the most unidentified Hypocreales were detected in soils with 2 year of conditioning with grasses. Two saprotrophic fungal groups were affected by the growth speed of the conditioning community: Leotiaceae (Helotiales, Leotiomycetes) were enriched in soils with fast-growing communities and Clavicipitaceae (Hypocreales, Sordariomycetes) in soils with slow-growing plants in the conditioning phase.

We further related the individual fungal trait groups to the decomposition parameters (i.e., K and S; Figure S3a). Ten fungal groups correlated negatively and five groups correlated positively with S, while no fungal groups correlated significantly with K. The fungal orders and families that were negatively associated with the stabilization factor were Acroseriales and Archagriales (Dothideomycetes), Chaetothyriales and Onygenales (Eurotiomycetes), Saccharomycetales (Saccharomycetes), Pseudeurotiaceae (Leotiomycetes; Thelebolales), unidentified Hypocreales, Clavicipitaceae and Nectriaceae (Sordariomycetes; Hypocreales) and Chaetomiaceae (Sordariomycetes; Sordariales). The fungal orders/families positively correlated with the
3.3. Nutrient availability: resin capsules

In both 2017 and 2018, temporal legacies (i.e., local control, 1-year, 2-year) significantly altered nutrient availability (Figure S4). In 2017, NO\textsubscript{3} concentrations were highest in control subplots, followed by 1-year and 2-year legacies, respectively (p < 0.001, Figure S4; Table S1), while for NO\textsubscript{2}–NO\textsubscript{4} and PO\textsubscript{4} concentrations were highest in control subplots followed by 2-year and 1-year legacies, respectively (NO\textsubscript{2}–NO\textsubscript{4}: p < 0.001, Figure S4, Tables S1 and S2; PO\textsubscript{4}: p < 0.001, p = 0.002, Figure S4, Tables S1 and S2). In 2018, NH\textsubscript{4} concentrations were not affected by temporal soil legacies, but NO\textsubscript{2}–NO\textsubscript{4} concentrations were higher in subplots with a control legacy compared to subplots with 1-year and 2-year legacies (p < 0.001, Figure S4; Table S1). PO\textsubscript{4} concentrations were highest in control subplots followed by 2-year and 1-year legacies, respectively (p < 0.001, p = 0.004, Figure S4). Between years, NH\textsubscript{4} concentrations were 950% higher in 2017 than 2018, while NO\textsubscript{2}–NO\textsubscript{4} and PO\textsubscript{4} concentrations were 170% and 200% higher in 2018 than 2017, respectively (p < 0.001, Figure S4; Table S3).

In 2017, the legacy of the percentage cover of forbs of the conditioning community (i.e., 0%, 25%, 75%, 100%) significantly affected NO\textsubscript{2}–NO\textsubscript{4} concentrations (p = 0.048), but post-hoc tests revealed no significant differences between treatments (Figure S5; Table S2). Concentrations of PO\textsubscript{4} were higher in subplots with legacies of 2-year slow growing communities compared to 1-year slow-growing communities, but no differences were detected between legacies of 1-year and 2-year fast communities (significant legacy × speed interaction, p = 0.031, Figure S5; Table S2). Finally, across both years, PO\textsubscript{4} concentrations were higher in both fast and slow 2-year temporal legacy communities than in 1-year temporal legacy slow communities, but there were no differences between fast and slow 2-year temporal legacy communities and 1-year temporal legacy fast communities (significant temporal legacy × community growth rate interaction, p = 0.044, Figure S5; Table S3).

Correlation analyses of fungal groups and available nutrient data showed that no saprotrophic fungal group correlated with NO\textsubscript{2}–NO\textsubscript{4} and that only a few groups were positively correlated with the content and cycling of PO\textsubscript{4} (Figure S3b). Only the Hypocreales families Acremonium and Sarcocladium and unidentiﬁed Hypocreales positively correlated with NH\textsubscript{4} collected in resin capsules. Five groups were negatively correlated. These groups were partially the same that were positively correlated with the stabilization factor (S), namely Dothideales (Dothideomycetes; Orbiliaceae; Orbiliales), Filobasidiales and Tremellales (Tremellomycetes; Mucoraceae; Mucorales). For PO\textsubscript{4} cycling only 7 significant correlations were detected and these were all negative (Figure S3b).

3.4. Nutrient availability: soil chemistry and soil organic matter

Temporal legacies (i.e., local control, 1-year, 2-year) significantly altered soil chemistry and soil organic matter content (Figures S6-S8; Table S4). In both 2017 and 2018, NH\textsubscript{4}, Fe, P, S, K concentrations were higher in control subplots, compared to 1-year and 2-year legacies (Figures S6, S7; Table S4). In 2017, NO\textsubscript{2}–NO\textsubscript{4} and Zn concentrations were not affected by temporal soil legacies. Soil organic matter content was higher in control subplots, compared to 1-year and 2-year legacies (Figure S8; Table S4), while Mg concentrations were highest in control subplots, followed by 2-year and 1-year legacies, respectively (Figure S6; Table S4). In 2018, Zn concentrations were not affected by temporal soil legacies. NO\textsubscript{2}–NO\textsubscript{4} and Mg concentrations and soil organic matter content were highest in control subplots, followed by 2-year and 1-year legacies, respectively (Figure S7, S8; Table S4). Both soil chemistry, as well as the soil organic matter content were not significantly affected by the percentage cover of forbs or the community growth rate. Only in 2017, there was a significant interaction between the community growth rate and the percentage cover of forbs on K concentration, but post-hoc tests revealed no significant differences (F\textsubscript{3,88} = 2.794, p = 0.045). Between years, NO\textsubscript{3}–NO\textsubscript{2} concentrations were 235% higher in 2018 than in 2017 (F\textsubscript{2,760} = 926.9, p < 0.001), but we did not find the same results for the other elements measured. Soil organic matter content did not differ between years for the feedback phase, but was higher before than during the feedback phase (F\textsubscript{2,760} = 48.6, p < 0.001).

3.5. Plant biomass

As for the other variables measured, temporal legacies (i.e., local control, 1-year, 2-year) significantly affected aboveground biomass (Figure S9, Table S7). In June 2017, at the end of the conditioning phase, aboveground biomass was highest in control subplots, followed by 2-year and 1-year legacies, respectively (Figure S9; Table S7). Furthermore, aboveground biomass was lower in forb-dominated than grass-dominated plant communities (F\textsubscript{4,88} = 13.3, p < 0.001; Figure S10, Table S8). In the feedback phase, aboveground biomass was higher in control subplots than in to 1-year and 2-year legacies in both September 2017 and September 2018 (Figure S9, Table S7). In September 2018, there was an interaction between temporal legacy and speed of community growth rate on the aboveground biomass (F\textsubscript{1,88} = 5.0, p = 0.03), but post-hoc tests revealed no significant differences between treatments (Figure S10, Table S8). Between years, aboveground biomass was on average 144% higher in September 2018 than in September 2017 (F\textsubscript{2,760} = 126.3, p < 0.001).

4. Discussion

We tested whether soil conditioning by plants with different functional traits affects soil saprotrophic microbes and soil functions such as decomposition rate and nutrient cycling. We show that, three months after the start of the feedback phase, the decomposition rate was higher in plots that had a 100% forb cover, but only when these plots were previously sown with fast-growing plants. This is in line with previous work that shows decomposition is accelerated in soils conditioned by forbs compared to grasses (Bardgett, 2017; Chen et al., 2017; Francioli et al., 2020) and that fast-growing plant communities leave a soil legacy that promotes rapid decomposition (Bardgett, 2017; Reich, 2014).

We observed strong legacy effects of forb cover and community growth speed on decomposition rates immediately after the start of the feedback phase. However, 15 months after the start of the feedback phase, these effects disappear. We have previously shown that during the conditioning phase the functionally dissimilar plant communities (fast vs slow and grasses vs forbs) shaped the soil microbial community and soil processes (Steinauer et al., 2020), and that three months after the start of the feedback phase we found that the effect of the conditioning vegetation on the bacterial community had already disappeared, while the fungal legacy was longer-lasting (Heinen et al., 2020b). In the current study we show that while the saprotrophic fungal community is influenced by the soil legacy in the first months after the responding plant community was sown, there is no detectible legacy of the previous plant community on the soil saprotrophic community 15 months later. This is in line with findings that show that after introduction of new plants, the soil fungal community slowly (within months) changes depending on the identity of the current plants (Dini-Andreote et al., 2015; Hamula et al., 2019). In our present study, each plot, with soil legacies from different conditioning plant communities, was sown with a standardized plant community in the feedback phase. This standardized response plant community may explain why after the conditioning plant community was removed, the soil legacy was diluted over time as the new plants re-conditioned the soil. To what extent the soil microbial
community is influenced by both the past and current vegetation, and how this changes over time, requires further studies with a more frequent sampling regime.

Although we did not detect an effect of the previous plant community on the total saprotrophic fungal community after 15 months, there was a legacy effect that generated relationships between certain saprotrophic fungal genera and decomposition rates in the soils. For example, the growth speed of the conditioning plant community had a lasting effect on both Leotiaaeae, which were enriched as a legacy of fast-growing communities, and Clavicipitaceae, a group known for many plant endophytic and animal parasitic fungi, which were enriched in the legacy of slow-growing communities. Plants can benefit from an association with Clavicipitaceae by gaining protection against herbivores and pathogens (Clay, 1990). These fungal endophytes have been also shown to slow down decomposition of not only the host plants’ litter, but also the litter derived from a different, endophyte-free plant species, possibly through an indirect change of the soil micro-environment (Omacini et al., 2004). Our results showed that the stabilization rate in 2018, 15 months after the start of the feedback phase, was higher in slow-growing communities. High values of the stabilization factor indicate an inhibition of decomposition (Keuskamp et al., 2013), which could thus be related to the enrichment of Clavicipitaceae in the slow-growing communities. In addition, there was a legacy effect of plant community composition (forbs vs grasses) on several fungal groups probably due to priority effects and fungi specialised to decompose certain litter types (Veen et al., 2019).

The stabilization rate is calculated from the green tea mass loss, while the decomposition rate is calculated from the rooibos tea mass loss (Keuskamp et al., 2013). Interestingly, no fungal group was related to the decomposition rate (K), while the stabilization factor (S) was affected by several fungal groups. Specifically, ascomycete saprotrophs such as Pleosporaales and Orbiliomycetes, basidiomycete yeasts (Filobasidiales and Tremellales) and Mucorales were positively correlated with stabilization of the litter. These decomposers are fast-growing and very common in grassland ecosystems and usually both use easily available carbon from root exudates but can also break down cellulose (Hannula et al., 2020). The lack of any correlation between fungal trait groups and the decomposition rate might be explained by the tea type characteristics. Rooibos tea consists of recalcitrant, woody material, while green tea more closely resembles the litter characteristics of the local plant community. It is therefore possible that the fungal community in the soil was more specialized (i.e., produces the necessary enzymes) to decompose green tea compared to rooibos tea. Since the decomposition rate is calculated from the rooibos tea mass loss, this might explain the lack of any relation between the decomposition rate, nutrient cycling and aboveground biomass. In the case of the rooibos litter (i.e., the more recalcitrant litter), using teabags instead of locally collected litter may have uncoupled the microbial community and litter decomposition. It has indeed recently been found that each tea type harbours a unique microbial community (Pioli et al., 2020), confirming a high specialization of saprotrophic fungi in substrate use (Prescott and Grayston, 2013; van der Wal et al., 2013).

In contrast with our expectations and previous studies (Díaz et al., 2016; Reich, 2014), we found no major differences between plots conditioned by fast-vs slow-growing communities and forb-vs grass dominated plots in terms of nutrient cycling or plant productivity. This could be partially explained by results from the conditioning phase, where we also found significant differences in nutrient cycling and plant productivity between fast- and slow-growing plant communities (Steinauer et al., 2020). The fast-growing plant communities likely did not leave a legacy that promoted rapid nutrient cycling in the conditioning phase. It is possible that the difference in growth speed between the fast- and slow-growing plants was not big enough, and hence we did not find a legacy of plant community growth speed. Interestingly, at the end of the conditioning phase we did find a lower aboveground productivity and a lower NO$_3$–NO$_2$ concentration in plots conditioned by forbs, but this did not have any effect on the biomass of the plants in the feedback phase. We speculate that this might be explained by the physical disturbance as a result of the removal of the conditioning community. This may have caused dead soil organisms to breakdown, thereby releasing more plant-available nutrients into the soil (Choi et al., 2017), which negated any legacy effects.

Temporal soil legacies affected most of the parameters measured. In general, nutrient availability, soil organic matter and plant biomass were highest in control plots compared to the 1-year and 2-year legacy plots. This could be explained by the disturbance of the top soil removal. The factor that seems to be consistently affecting all parameters measured in our system, is the time since disturbance of setting up the feedback phase. In 2018, two years after the start of the feedback phase, we found more saprotrophs across treatments, plants produced more aboveground biomass and soils contained higher NO$_3$–NO$_2$ and PO$_4$ concentrations than in 2017. The removal of the top soil inevitably leads to disturbance and may confound abiotic and biotic interactions (De Long et al., 2019). Soil disturbances can have large effects on soil communities and it may take a long time for the soil community to recover (Geisen et al., 2019; Resch et al., 2019). In addition, we do not rule out that potential legacy effects may have been reduced or eliminated by the partial removal of nutrients and microorganisms. However, in our study soils were 1) conditioned for a much longer period of time than similar studies that did find strong effects on the responding plant community (Kardol et al., 2013; Kulmatiski and Kardol, 2008; Leckberg et al., 2018) and 2) sods were shaken vigorously to ensure that as much soil as possible fell back into the plots. Ultimately, the cons of the disturbance caused by the top soil removal are outweighed by the pros of this design, which allows us to study plant community effects under more realistic, natural conditions compared to more artificial methods, such as the chemical removal of plants or growing plants in the greenhouse (De Long et al., 2019). We did indeed find an effect of the conditioning plant community on the responding community and on plant pathogenic fungi (see (Heinen et al., 2020b)), and it is possible that the effects on saprotrophic fungi and soil functions fade away faster and are more difficult to detect under field conditions.

In summary, the results of this study show that the period of soil conditioning time and the time since the disturbance due to the setting up of the feedback phase affects most of the soil functions consistently. Plants with different functional traits (fast- vs slow-growing, grasses vs forbs) create distinct soil communities (Heinen et al., 2020b; Steinauer et al., 2020), however the legacy effects on decomposition and the soil fungal community disappear soon after a new plant community establishes. In addition, the disturbance due to initiating the feedback phase does not negatively affect the legacy effect on the responding plant community (Heinen et al., 2020b), but here we found no legacy effect of the number of conditioning years on decomposition and the decomposer community. Hence, the method we selected to remove the previous plant community is possibly too invasive to study the legacy effects of conditioning time on these soil processes. Growing the conditioning plant community for a longer period of time generally results in stronger effects as more plant residues accumulate in the soil, shaping more distinct soil microbial communities (Eisenhauer et al., 2012).

Our results highlight that although soil legacy effects on soil nutrient cycling, decomposition and saprotrophic communities exist, these effects are rather short-lived, and that it is time after disturbance, not soil legacy effects that impact on soil functions. This means that even though legacy effects of current plant communities on future plant communities can be observed relatively quickly (Heinen et al., 2020b), this does not mean that soil functionality, an important component of a healthy ecosystem, is affected in parallel. This has important implications for nature management practices, and pulls focus on the need for long-term, routinely collected assessments of soil properties and processes. Thorough knowledge of soil functionality is key to correctly evaluate the success of restoration efforts and critical to restore the functioning of degraded terrestrial ecosystems.
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