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Abstract

Recent studies pointed out that knowledge distillation (KD) suffers from two degradation problems, the teacher-student gap and the incompatibility with strong data augmentations, making it not applicable to training state-of-the-art models, which are trained with advanced augmentations. However, we observe that a key factor, i.e., the temperatures in the softmax functions for generating probabilities of both the teacher and student models, was mostly overlooked in previous methods. With properly tuned temperatures, such degradation problems of KD can be much mitigated. However, instead of relying on a naive grid search, which shows poor transferability, we propose Meta Knowledge Distillation (MKD) to meta-learn the distillation with learnable meta temperature parameters. The meta parameters are adaptively adjusted during training according to the gradients of the learning objective. We validate that MKD is robust to different dataset scales, different teacher/student architectures, and different types of data augmentation. With MKD, we achieve the best performance with popular ViT architectures among compared methods that use only ImageNet-1K as training data, ranging from tiny to large models. With ViT-L, we achieve 86.5% with 600 epochs of training, 0.6% better than MAE that trains for 1,650 epochs.

1. Introduction

Knowledge distillation (KD) (Hinton et al., 2015) is an extensively studied technique in recent years, whose initial goal is to transfer the “dark knowledge” from a teacher model to a student model. It works by providing the student with more intuitive targets than the ground truth one-hot labels to learn. It has been widely explored in various fields, including model compression (Beyer et al., 2021), supervise learning (Pham et al., 2021), domain adaptation (Tian et al., 2019). Besides of those applications of KD, many other works aims at improving the vanilla KD via introducing extra supervisions, including intermediate features (Romero et al., 2014), attention maps (Zagoruyko & Komodakis, 2016), relations (Park et al., 2019), etc.

However, recent papers pointed out that knowledge distillation suffers from two problems: (1) Teacher-student gap (Mirzadeh et al., 2020; Cho & Hariharan, 2019) Even though the performance of a teacher model can improve, the performance of the student model does not necessarily follow the same trend. (2) The incompatibility with strong augmentation (Das et al., 2020; Cui & Yan, 2021) When the teacher’s performance improves via strong augmentation, the performance of the distilled student model might actually degrade. To demonstrate the two problems, we conduct a series of pilot studies. We train ResNet56 teacher models with different data augmentations, and use ResNet20 to distill those teacher models, with results shown in Table 1. Besides, we train a series of ResNet models with different depths, and use those teachers to distill ResNet20 student, with results shown in Table 2. In Table 1, we can see that the strongest teacher (trained with CutMix (Yun et al., 2019)) actually results in worse student performance than the teacher trained with normal data augmentation. Besides, as shown in Table 2, the distilled student’s performance decline with the improvement of teacher’s performance.

However, in the pilot studies, we observe that a key fac-

---

### Table 1. Knowledge distillation is not compatible with strong augmentation. (Das et al., 2020; Cui & Yan, 2021)

| Augmentation          | Teacher acc. | Student acc. |
|-----------------------|--------------|--------------|
| Normal                | 73.3         | 70.4         |
| LabelSmooth (Szegedy et al., 2016) | 73.3 | 68.1 |
| Mixup (Zhang et al., 2017) | 74.3 | 67.9 |
| CutMix (Yun et al., 2019) | **76.0** | 68.8 |

### Table 2. Knowledge distillation suffers from teacher-student gap. (Mirzadeh et al., 2020; Cho & Hariharan, 2019)

| Teacher      | Teacher acc. | Student (ResNet20) acc. |
|--------------|--------------|-------------------------|
| ResNet32 (He et al., 2016) | 71.0 | **70.8** |
| ResNet56 (He et al., 2016) | 73.3 | 70.4 |
| ResNet110 (He et al., 2016) | 75.4 | 70.5 |
| ResNet164 (He et al., 2016) | **75.8** | 69.9 |
The temperature is used to control the degree of softness of the targets. With lower temperatures, the student pays much more attention to match the maximal logits of the teacher outputs. On the other hand, higher temperatures encourage the student to also focus on the logits other than the maximal ones. With different augmentations or teacher architectures, the distributions of the teachers’ output logits may vary significantly. We empirically find that the soft logit of a teacher trained with CutMix is too noisy to provide effective supervision for distillation. This problem becomes severe for larger teacher models, because those models are usually trained with augmentations of data deformations of larger degrees. Besides, prior arts (Hinton et al., 2015) assigned the same temperature to both the student and the teacher, trying to match them with the same degree of softness. These approaches do not take the capacity gap between the teacher and the student into consideration. For example, it might be harder for a student (e.g., ResNet18 (He et al., 2016)), to distill from a larger teacher (e.g., ResNet101) than a smaller one (e.g., ResNet50), given that the same temperature is used for both the teacher and student.

One of our key findings is that, with a proper temperature, the aforementioned degradation problems in KD can be much mitigated. We show that vanilla KD can beat state-of-the-art distillation methods on distilling vision transformers (Dosovitskiy et al., 2020).

Previous works (Beyer et al., 2021; Cho & Hariharan, 2019) simply conduct a grid search to identify an optimal temperature, and fix it for the entire learning process. In this paper, we propose Meta Knowledge Distillation (MKD) to learn the distillation function with learnable meta-parameters \( \phi \), including the temperatures \( \{ \tau_t, \tau_s \} \) of the teacher and the student, respectively. The meta-parameters are adjusted online during the students’ training process with a meta objective that minimizes the validation loss on a preserved validation set, allowing the distillation function to dynamically adapt over time to the gradients of learning objective. We apply MKD to various distillation scenarios, and obtain consistent gains over the manually provided meta-parameters suggested by previous methods. Empirically, we validate that MKD is robust to different scales of the datasets, architectures of the teacher or student models, and different types of data augmentation. While previous work (Touvron et al., 2021a) shows that vanilla KD does not work on Vision Transformer (ViT), we show that MKD improves ViT consistently. We achieve the best accuracy of ViT without changing architectures when training on ImageNet-1K (Deng et al., 2009) dataset only. Specifically, we achieve 77.1% top-1 accuracy with ViT-T, 2% better than Manifold Distillation (Jia et al., 2021). We also achieve 86.5% top-1 accuracy with ViT-L, surpassing the reported performance 85.15% in (Dosovitskiy et al., 2020), which is trained with 10x larger ImageNet-21k (Deng et al., 2009).

In summary, our contributions are as follows:

1. We identify the temperature hyperparameters of both the teacher and student are overlooked by previous studies of the problems of knowledge distillation, and find that proper temperatures can mitigate those problems.

2. We propose MKD to learn the distillation function by dynamically adapting the temperatures over time to the gradients of the training objective.

3. With MKD, we achieve the best accuracy of ViT without changing architectures when training on ImageNet-1K dataset only, surpassing the results trained with 10x larger dataset.

2. Temperature Matters for Knowledge Distillation

Although the problems of knowledge distillation have been widely discussed in different literatures (as stated in Section 1), we find that the conclusions were reached by previous methods based on a fixed temperature. A properly tuned temperature can sometimes lead to opposite conclusions. We perform a grid search over temperatures to verify their impacts on the performance of KD. We train ResNet56 teacher models with different data augmentations, and use ResNet20 to distill those teacher models. Besides, we train a series of ResNet models with different depths, and use those teachers to distill ResNet20 student. The setting is the same as Tables 1 and 2, but different temperatures are applied. We use the same temperature for the teacher and the student by default.

As shown in Figure 1, the optimal temperatures vary for different teachers, and we can obtain opposite conclusions under different temperatures. For example, in Figure 1 (left), R32 is the best teacher when the temperature is 4, but the worst teacher when using temperature of 9. Besides, in Figure 1 (right), the teacher using normal data augmentation performs best when using temperatures of 3 among other teachers, but performs worst when the temperature is set as 0.75.

We also grid search different temperatures for both the teacher (ResNet56) and student (ResNet20), with results shown in Figure 2. We find that using the same temperature
for the teacher and the student leads to sub-optimal results, even sometimes the worst results. As shown in Figure 2, the worst performance is obtained when using the same temperatures 0.75 for both the teacher and student.

We notice some recent papers try to study the compatibility of label smooth and KD. Müller et al. (2019) showed that teachers trained with label smoothing lead to inferior student networks compared to teachers trained with hard targets. In contrast, Shen et al. (2021) reached a different conclusion showing that teachers trained with label smoothing produce better students. In our study, we can reach both conclusion by using different temperatures. As shown in Figure 1 (left), when using lower temperatures (i.e. \( \tau \leq 1 \)), the teacher trained with label smoothing produces slightly better results. However, when using higher temperatures (i.e. \( \tau > 1 \)), the conclusion is opposite.

The temperatures for the teacher and the student play important roles in KD, and the optimal temperatures vary a lot under different distillation setups, as shown in our empirical studies. To address this problem, we introduce our Meta Knowledge Distillation in Section 3.

3. Meta Knowledge Distillation

In contrast to prior work improving knowledge distillation, which has sought to design new distillation loss (Tian et al., 2019), new distillation pipeline (Mirzadeh et al., 2020), and new distillation targets (Pham et al., 2021), we aim to improve knowledge distillation (Hinton et al., 2015) via meta learning the temperature parameters to automatically adapt to various datasets, teacher-student pairs, and augmentations.

3.1. Problem Formulation

In the original formulation of knowledge distillation (KD) (Hinton et al., 2015), a student model is trained to match the targets provided by a teacher model, which tries to provide more information than the ground truth one-hot labels. The targets are usually softened by a fixed temperature in the softmax function and the entropy increases as the temperature increases.

Formally, we consider a student model \( S \) with parameters \( \theta_s \) for distilling the teacher. We denote the output logits from the teacher and the student as \( z_s \) and \( z_t \), respectively. The student is trained to minimize the cross-entropy (CE) loss between its predicted probability \( p_s \) and the teacher’s output probability \( p_t \), where \( p_s \) and \( p_t \) are softened by their corresponding temperatures \( \tau_s \) and \( \tau_t \) respectively.

\[
\min_{\theta_s} \text{CE}(p_s, p_t), \quad (1)
\]

where \( p_s = \text{softmax}(z_s/\tau_s) \), \( p_t = \text{softmax}(z_t/\tau_t) \).

In prior arts, \( \tau_s \) and \( \tau_t \) are manually chosen as the same constant greater than 1. However, as we discussed in Sec. 2, the temperatures play a key role in distillation, and the optimal temperatures vary in different distillation setups, which are difficult to tune manually. Besides, the temperatures control the degree of softness of the targets provided by the teacher. Using a fixed temperature for different distillation setups, including teach/student architectures, augmentation types, datasets, can be sub-optimal. Intuitively, the temperatures are expected to be adjusted according to according to the different training setups.

We take an explicit approach to tackle this problem: we aim at meta-learning the temperatures of both the teacher and student to dynamically adjust the softness of the learning targets according to the student’s on-the-fly performance on the validation set,

\[
\min_{\phi} L_v(\theta_s, \phi), \quad \text{s.t.} \quad \theta_s = \text{argmin}_{\theta_s} L_t(\theta_s), \quad (2)
\]

where \( L_t \) and \( L_v \) denote the training and validation losses, and \( \phi = \{ \tau_s, \tau_t \} \) are meta-parameters (temperatures) to be optimized on the meta level.
3.2. Meta-learning Temperatures for Better Distillation

Our Meta Knowledge Distillation (MKD) aims at jointly updating the student’s parameters $\theta_s$ and temperature meta-parameters $\phi$. We apply the underlying distillation loss to a batch of training samples to pre-update the student. We then measure the performance of the pre-updated student with a batch of validation samples to update the meta-parameters. The student would be finally optimized with the updated meta-parameters.

Specifically, starting from the current $\theta_s$ and $\phi$, MKD first pre-updates $\theta_s$ by optimizing the distillation objective using a batch of training samples, resulting in pre-updated parameters $\theta'_s$,

$$\theta'_s = \theta_s - \alpha \frac{\partial L_s(\theta_s, \phi)}{\partial \theta_s}, \quad \text{(3)}$$

where $\alpha$ is the step size. Note that we approximate $\arg\min_{\theta_s} L_s(\theta_s)$ in Equation (2) with an one-step update following Equation 3, as updating $\theta_s$ until full convergence is infeasible.

MKD then measures the performance of the pre-updated parameters $\theta'_s$ with a new batch of validation samples, and utilizes the differentiable meta-objective $L_v(\theta'_s)$ to update $\phi$. The gradient of $\phi$ can be obtained by applying the chain rule of gradients,

$$\frac{\partial L_v(\theta'_s)}{\partial \phi} = \frac{\partial L_v(\theta'_s)}{\partial \theta'_s} \frac{\partial \theta'_s}{\partial \phi}. \quad \text{(4)}$$

The meta-optimization is conducted via stochastic gradient descent, such that the meta-parameters $\phi$ are updated as

$$\phi \leftarrow \phi - \beta \frac{\partial L_v(\theta'_s)}{\partial \phi}, \quad \text{(5)}$$

where $\beta$ is the meta step size. Intuitively, our proposed MKD aims at updating meta-parameters in the direction that minimizes the validation loss along the normal updates.

After that, MKD updates the student’s original parameters $\theta_s$ with the updated meta-parameters $\phi$, \n
$$\theta_s \leftarrow \theta_s - \alpha \frac{\partial L_s(\theta_s, \phi)}{\partial \theta_s}. \quad \text{(6)}$$

In contrast to MPL (Pham et al., 2021), our approach does not reuse the student’s update, as it make the student’s updates follow those of the meta-parameters. We illustrate our method in Algorithm 1.

3.3. Temperature Prediction Network

Instead of directly updating the temperatures, we opt to make the temperatures output by an extra small network, $\tau_i$, which takes a learnable embedding $e$ as input. The extra small network is implemented as a 2-layer multi-layer perceptron (MLP) followed by a sigmoid function $\sigma$,

$${\{\tau_s, \tau_l\} = \tau_{\text{init}} + \sigma(\text{MLP}(e)) - 0.5, \quad \text{(7)}$$

where $\tau_{\text{init}}$ denotes the initial temperature. We found that the extra small network has larger capacity than simply updating the two temperature and thus can adapt the training process much faster, leading to better performance.

3.4. Alternative Meta-learning Objective

The meta-parameters $\phi$ are optimized to minimize the CE loss between the student’s output and the ground-truth one-hot labels on a preserved validation set. However, in our experiments, we find that the CE loss might not truly indicate the actual performance. As long as the logit value of the correct class decreases, the loss decreases, but the performance does not necessarily increase. To address this problem, we also propose an alternative and more aggressive meta-objective that only optimizes the incorrect samples,

$$L_v(\theta_s) = \sum_{i \in G} \sum_{j=1}^{c} (p_s^{(ij)} - y^{(ij)})^2, \quad \text{(8)}$$

where $\mathcal{G}$ denotes the indexes of the incorrectly classified samples in a validation batch, and $c$ denotes the number of classes, $p_s^{(ij)}$ returns the $j$th predicted probability value of $i$th sample, and $y^{(ij)}$ returns the $j$th ground-truth probability value of $i$th sample.

4. Experimental Setup

We apply Meta Knowledge Distillation (MKD) on various teacher-student pairs and augmentations setups, and compare MKD against state-of-the-art distillation methods on standard benchmarks such as CIFAR-100 (Krizhevsky et al., 2009), and ImageNet-1K (Deng et al., 2009).

Datasets. CIFAR-100 contains 50K images from 100 classes for training and 10K for testing. ImageNet-1K provides 1.2 million images of 1k classes for training and 50k
images for validation. For those datasets, we preserve 10% of the training set for optimization of the meta parameters, i.e. 5k images for CIFAR-100 and 128k for ImageNet-1K.

**Experimental setup.** For the small-scale CIFAR-100 benchmark, we follow CRD (Tian et al., 2019), and experiment with different teacher-student pairs, including ResNet (He et al., 2016) of different depths and widths. We mainly compare our results with vanilla KD (Hinton et al., 2015) and state-of-the-art distillation method CRD (Tian et al., 2019).

For large-scale ImageNet benchmark, we experiment with the state-of-the-art architecture, Vision Transformer (ViT) (Dosovitskiy et al., 2020), and mainly use the following three setups.

1. For fair comparison with previous distillation methods for ViTs (Touvron et al., 2021a; Jia et al., 2021), we employ the same teacher-student model pairs, i.e. ViT-T and ViT-S (Touvron et al., 2021a) to distill CaiT-S24 (Touvron et al., 2021b).

2. To compare with state-of-the-art ViT performances (He et al., 2021; Steiner et al., 2021), we use a stronger teacher BEiT-L (Bao et al., 2021) with students ranging from ViT-T to ViT-L (Dosovitskiy et al., 2020).

3. We also experiment with a fixed student ViT-T, and use teachers of different performances (i.e. ViT-S, ViT-B, and ViT-L), to verify that whether a better teacher consistently leads to better distilled students.

**Training details.** On CIFAR-100 benchmark, all the models are trained with SGD for 300 epochs, initial learning rate of 0.05, minimal learning rate of 0.0005 with cosine decay, weight decay of $5 \times 10^{-4}$. The teacher models are trained with CutMix (Yun et al., 2019), while the students are not. Besides, we employ regular random crop and flip for data augmentation. For CRD, we use the nice official code \(^1\) and the default hyperparameters of CRD.

As ViT is sensitive to the choice of training hyperparameters, we mainly follow the popular training recipe in (Touvron et al., 2021a), but employ different dropping patch ratios (Huang et al., 2016) for different students. We add a new distillation token to the student network for distillation. It works similarly to the class token (Dosovitskiy et al., 2020) but its supervision is from the teacher. We do not use extra network augmentations such as relative position (Bao et al., 2021) or layer scaling (Bao et al., 2021; Touvron et al., 2021b). We distill ViT-T or ViT-S using a regular setting of training for 300 epochs, and distill ViT-base or ViT-large for 600 epochs (MAE (He et al., 2021) uses much more epochs, i.e. 1600). When comparing with previous best results, i.e. Table 5, we train ViT-S for 600 epochs. In contrast to previous works that rely on a weight hyper-parameter to balance the cross-entropy loss term on ground-truth one-hot labels and the loss term on soft labels, we employ a simpler form that only minimizes the cross-entropy loss on soft labels from the teacher as Equation (1). We employ AdamW optimizer (Loshchilov & Hutter, 2017) to optimize meta-parameters, with a learning rate of $3 \times 10^{-4}$ and weight decay of $5 \times 10^{-4}$. For more details, please refer to the Appendix A.

For ViT, we find that the changing the temperatures during the training process is less important than the final converged temperatures, as ViT is a powerful network and can adapt to new temperatures quickly. Therefore, we fix and adopt the temperature learned from ViT-T. We only activate our proposed meta-learning strategy in the last 100 training epochs to maintain high training efficiency.

5. **Main Results**

5.1. **Distilling ViT on ImageNet-1K**

**Comparisons with ViT distillation methods.** In Table 3, we compare Meta Knowledge Distillation (MKD) with previous Vision Transformer (ViT) (Dosovitskiy et al., 2020) distillation methods (Touvron et al., 2021a; Jia et al., 2021) using the same teacher-student pairs. MKD improves the performances by large margins (i.e. 4.2% for ViT-T, and 2.3% for ViT-S), indicating the potential of ViT when trained with better supervisions.

Previous work (Touvron et al., 2021a) shows that the vanilla KD does not work on ViT, and proposes a hard distillation method to pursue better performance. In contrast, our MKD is based on the vanilla KD, and achieves even better performance by adapting the temperatures. For instance, we achieve 76.4% with ViT-T, +2% and +4.2% better than the performances of the student trained with better supervisions.

Manifold distillation (Jia et al., 2021) designs more complex distillation targets, and requires specific teacher architectures. Comparing with their approach, our MKD is more accurate while being simpler and more flexible. Our MKD is able to be applied to various teacher-student pairs, and can take advantage of much stronger teacher, as shown in Table 4.

**Better teachers lead to better students.** In Table 4, we experiment on distilling ViT-T with teachers of different capacities. We observe that the performance of the student improves as the teachers’ capacities increase. Specifically, distilling from BEiT-L, the performance of the student improves 1.2%, compared with distilling from DeiT-S.
We achieve 77.1% with ViT-T by training for 300 epochs, 0.5% better than previous best result (Touvron et al., 2021a), which trains for 1000 epoch.

**MKD overcomes degradations.** Prior arts point out that KD suffers from the teacher-student gap and is incompatible with strong data augmentation. Those problems prevent KD from learning from better teachers or advanced data augmentations. In contrast, our MKD mitigates those degradation problems by adaptively adjusting the temperatures. We do not notice the degradation of students even when the teacher is 50× larger than the student. Note that both the teachers and the students in Table 4 are trained with strong data augmentations, such as Mixup (Zhang et al., 2017) and CutMix (Yun et al., 2019). Those results demonstrate the robustness and the effectiveness of our MKD.

**Comparisons with previous results of ViT.** In Table 5, we compare our distilled ViT models with previous approaches, including distillation, pre-training with large scale datasets followed by finetuning, and self-supervised methods. All MKD results are obtained by distilling BEiT-L (87.5%).

With MKD, we achieve the best performance on popular ViT architectures among compared methods that use only ImageNet-1K as training data, across tiny to large models. Our MKD distilled ViT-L obtains 86.5% accuracy, +3.9% better than training without distillation (He et al., 2021). Compared with MAE that employs self-supervised training for 1,600 epochs, our MKD achieves better results with much fewer training epochs.

Training large ViT models is nontrivial (Steiner et al., 2021), and previous works proposed different techniques (Touvron et al., 2021a; He et al., 2021) to achieved good results. We provide a promising approach to train ViTs by distillation, which is more accurate, simpler, and faster.

**5.2. CIFAR-100 Results**

In Table 6, we compare our MKD with other distillation methods on CIFAR-100 with different teacher-student pairs. Our method outperforms compared methods for different teacher-student pairs.

Besides using MKD alone, we also experiment with combining CRD (Tian et al., 2019) and the proposed MKD. As shown in Table 6, compared to CRD, vanilla KD produces worse results when combined with CRD. In contrast, we obtain consistent gains over the strong baseline.

**6. Ablation Studies**

In this section, we investigate individual components of our Meta Knowledge Distillation on the CIFAR-100 benchmark. The ablation studies are conducted with the setup of distilling ResNet32x4 to ResNet8x4. The teacher and the student are trained with CutMix for data augmentation. For other details, please see more details in Section 4.
The evolution curves of temperatures during training.

Table 7. Baseline results of ablation studies.

| Method                  | Top-1 Acc. (%) |
|-------------------------|----------------|
| Teacher (ResNet32x4)    | 81.9           |
| Student (ResNet8x4)     | 73.4           |
| KD (CRD) (Hinton et al., 2015) | 71.2     |
| CRD (Tian et al., 2019) | 70.9           |
| KD (grid search) (Hinton et al., 2015) | 73.7     |
| MKD                     | 74.4           |

MKD vs. grid search We list the baseline results in Table 7, including the results of vanilla Knowledge Distillation (KD), CRD (Tian et al., 2019), and our MKD. We see that the default KD setting provided by CRD fail to improve the student (71.2% vs. the train-from-scratch result of 73.4%). However, after grid searching the temperatures, vanilla KD obtains 73.7%, being slightly better than the train-from-scratch result. In contrast, our MKD improves our grid searched results, and achieves 74.4%.

Meta-learning targets. The meta-learning targets of MKD can be flexibly designed, as shown in Table 8. As for the capacity gap between the teacher and the student, using different temperatures for them allows more flexible control of the their softness of outputs. We see that jointly learning separate temperatures for the teacher and the student achieves best results. In contrast, using a shared temperature for both the teacher and student is widely used in previous works and leads to inferior performances, which demonstrates that a shared temperature is insufficient for better knowledge transfer. We further visualize the adaptation of the temperatures over the course of training in Figure 3.

Initial temperatures. The influence of the initial temperature is studied in Table 9. We experiment with the widely used temperatures, and presents the accuracy difference after applying MKD. We see that MKD is robust to initial temperatures, and obtains consistent performance gains over the initial temperatures. Note that for ImageNet-1K, comparing to the best grid-searched temperature, MKD also obtains 0.5% accuracy gain.

Ways to generate temperatures. We experiment on two ways to generate temperatures, 1) two learnable parameters directly updated via back-propagation, and 2) generating temperatures from a small neural network, as expressed in Equation (7). The later approach obtains 1% performance gain compared with the former.

Previous meta-hyperparameter-optimization works (Xu et al., 2018; Li et al., 2017; Baik et al., 2020; Khodak et al., 2019) usually employ the first approach to optimize their hyperparameters. In contrast, we propose to generate the hyperparameters to be learned with a small neural network, e.g. 2-layer MLP network. The neural network has larger capacity, and is able to adapt faster, leading to better performance. Baik et al. (Baik et al., 2020) employ similar strategy to generate hyperparameters, but requires additional state as the input.

Meta loss functions. We compare different meta loss functions in Table 11. Using cross-entropy (CE) loss on the validation set to optimize is a natural choice, and has been utilized in previous works (Pham et al., 2021). However, as stated in Section 3.4, the CE loss may not indicate the true performance. As a result, we propose an alternative that only optimizes the incorrect samples as express in Equation (8), which leads to better results on CIFAR-100.

Transfer temperatures across dataset We apply the grid searched temperatures on a source dataset and transfer the
searched temperatures to to a target dataset. As shown in Table 12, transferring the temperatures leads to inferior performance. For instance, directly searching on ImageNet-1K is 5.8% better than transferring from CIFAR-100. The results also suggest that the temperatures should be adjusted for different datasets. The results provide the strong justification of adaptively and separately searching the temperatures for different distillation setups.

### 7. Related Works

**Knowledge distillation** The initial idea of knowledge distillation (KD) is introduced by the work of (Buciluǎ et al., 2006) and (Hinton et al., 2015), attempting to transfer the knowledge of a cumbersome model (teacher) to a lightweight model (student). Buciluǎ et al. (2006) achieve the knowledge transferring by matching logits. Hinton et al. (2015) propose to soft the logits before softmax with a temperature, and match the soften probabilities of the teacher and the student for distillation. The soften probabilities provide useful information about the learned representation of the teacher model, and the temperature is able to control which part of the information to focus on. After that, a lot of works try to improve KD with various techniques. FitNets (Romero et al., 2014) proposes to match the intermediate features for better knowledge transfer. Zagoruyko et al. (Zagoruyko & Komodakis, 2016) transfer the attention map of intermediate features from the teacher to the student. CRD (Tian et al., 2019) introduce contrastive objective for representation transfer, which achieves state-of-the-art results. Other papers (Park et al., 2019; Yim et al., 2017; Huang & Wang, 2017; Kim et al., 2018; Ahn et al., 2019; Koratana et al., 2019) have proposed various distillation criteria based on representations.

**Meta-learning for hyperparameter optimization** Hyperparameters are hard to tune manually, and lots of works try to automate the tuning by meta-learning. Meta-SGD (Li et al., 2017) optimize the learning rate along model parameters. Xu et al. (Xu et al., 2018) propose to learn the return function in Reinforcement Learning with tunable meta-parameters, and use specialization form for different scenarios. Baik et al. (Baik et al., 2020) propose to update the hyperparameters (i.e. learning rate and weight decay coefficients) with meta-optimization. Their work uses the learning state as the input of the meta-model to produce the hyperparameters, but our work does not.

### 8. Conclusion

In this paper, we propose Meta Knowledge Distillation to meta-learn the distillation loss with learnable temperatures. While recent works point out that knowledge distillation suffers from two degradation problems, our study show that those problems can be much mitigated with proper temperatures to the teacher and the student. Our MKD can adaptively adjust the temperatures over the training process according to the gradients of the learning objective. With extensive experiments, we show that our MKD is robust to different scales of the datasets, architectures of the teacher or student models, and different types of data augmentation. We achieve the best performance with popular ViT architectures among compared methods that use only ImageNet-1K as training data, across tiny to large models.
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A. Appendix

A.1. Training details on CIFAR-100

The train setting on CIFAR-100 is in Table 13.

| config                      | value                              |
|-----------------------------|------------------------------------|
| optimizer                   | SGD                                |
| learning rate               | 0.05                               |
| weight decay                | 0.0005                             |
| batch size                  | 64                                 |
| learning rate schedule      | cosine decay                       |
| training epochs             | 300                                |
| augmentation                | random crop and flip               |
| LabelSmooth *(Szegedy et al., 2016) | 0.1                             |
| Mixup *(Zhang et al., 2017) | 0.2                                |
| CutMix *(Yun et al., 2019)  | 1.0                                |

A.2. Training details on ImageNet

We follow the standard ViT architecture (Dosovitskiy et al., 2020). It consists of a stack of Transformer blocks (Vaswani et al., 2017), and each block consists of a multi-head self-attention block and an FFN block, with LayerNorm(Ba et al., 2016). The ViT-T and ViT-S are introduced in DeiT (Touvron et al., 2021a).

Our training of ViT follows common practice of supervised ViT training. The default setting is in Table 14.

| config                      | value                              |
|-----------------------------|------------------------------------|
| optimizer                   | AdamW (Loshchilov & Hutter, 2017)  |
| learning rate               | 0.001 (T/S/B), 0.0003 (L)          |
| weight decay                | 0.05                               |
| batch size                  | 1024                               |
| learning rate schedule      | cosine decay                       |
| warmup epochs               | 5                                  |
| training epochs             | 300 (T/S), 600 (S/B/L)             |
| augmentation                | RandAug(9, 0.5) (Cubuk et al., 2020)|
| LabelSmooth *(Szegedy et al., 2016) | 0.1                             |
| Mixup *(Zhang et al., 2017) | 0.8                                |
| CutMix *(Yun et al., 2019)  | 1.0                                |
| drop path *(Huang et al., 2016) | 0.0 (T/S/B), 0.3 (L)          |

A.3. Training details of meta-parameters

For our proposed temperature prediction network, we employ a 2-layer MLP with ReLU activation between the layers. The output is scaled with sigmoid function. The input embedding dimension is set to 8, and the hidden dimension is set to 16.

The default setting to train meta-parameters is in Table 14.
### Table 15. Training settings of meta-parameters

| config                  | value                                      |
|-------------------------|--------------------------------------------|
| optimizer               | AdamW \cite{Loshchilov2017}                |
| learning rate           | 0.0003                                     |
| weight decay            | 0.00005                                    |
| batch size              | 1024 (ImageNet), 64 (CIFAR)                |
| learning rate schedule  | cosine decay                               |