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We study electron-positron pair creation by a strong and slowly varying electric field, assisted by a weaker and more rapidly changing field (e.g., in the keV regime) plus an additional high-energy (say MeV) photon. It turns out that this combination can yield a pair creation probability which is exponentially larger than in the case where one (or more) of the three ingredients is missing. Apart from a deeper understanding of these non-perturbative phenomena, this double enhancement may pave the way for an experimental verification of this fundamental prediction.
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I. INTRODUCTION

One of the fundamental predictions of quantum field theory which has so far resisted a direct experimental verification is the Sauter-Schwinger effect, i.e., the creation of electron-positron pairs out of the quantum vacuum due to a strong electric field [1–3]. In order to observe this striking phenomenon, the electric field should not be too far below the Schwinger critical field $E_S = m^2 c^3 / (\hbar q)$ which is determined by the electron charge $q$ and mass $m$ and thus quite large $E_S \approx 1.3 \times 10^{18} \text{V/m}$.

For a constant electric field $E$, the leading-order probability per unit time and volume is given by ($\hbar = c = 1$)

$$P_{e^+e^-} = \frac{q^2 E^2 V}{4 \pi} \exp \left\{ \frac{\pi m^2}{qE} \right\}. \quad (1)$$

As another scenario, the combined impact of a strong and constant electric field $E$ plus an additional photon with wave-number $K$ and frequency $\Omega = |K|$ can also exponentially enhance the pair-creation probability [3]. In contrast to the first scenario, this enhancement mechanism is only effective for photon frequencies $\Omega$ of the order of the electron mass, i.e., in the MeV regime.

In the following, we consider a combination of these two scenarios, i.e., a strong and constant electric field $E$ plus a weaker time-dependent field, as in (2), plus an additional high-energy photon. For example, one could envisage that $E$ represents the focus of an optical laser (which can be approximated by a constant field), while the weaker field $\varepsilon E f(t)$ is generated by a focused XFEL beam (in the multi-keV regime). Naively, one might expect that the interaction of this field (2) with the high-energy photon can be treated within the locally constant field approximation because the photon energy (of order MeV) is much larger than the XFEL frequency $\omega$. This would suggest that the weaker field has negligible effect.

For example, an optical laser has a typical focus size of $\Delta t \Delta V \sim (\mu \text{m})^4$, and thus one would need a field strength of $E \approx 8 \times 10^{16} \text{V/m}$, i.e., six percent of the critical field $E_S$, in order to have a probability of order one. Translated into an intensity, this corresponds to $I = e_0 E^2 \approx 2 \times 10^{27} \text{W/cm}^2$, see also [4]. Even though this magnitude is still beyond present day technology, there are several experimental initiatives which intend to reach ultra-high field strengths coming excitingly close to this value.

This motivates the search for enhancement mechanisms which might reduce the required field strength. As one possible scenario, it has been found [5] that the superposition of a strong and constant electric field $E$ with a weaker time-dependent field, such as

$$E(t) = E [1 + \varepsilon f(t)] e_z, \quad (2)$$

where $f(t)$ could be a Sauter pulse $f(t) = 1 / \cosh^2(\omega t)$, for example, can induce an exponentially enhanced pair-creation probability (dynamically assisted Sauter-Schwinger effect, see e.g., [3,7]). Here, we consider even functions $E(-t) = E(t)$ for simplicity. Since the relevant parameter here is the combined Keldysh parameter $\gamma = m \omega^2 / (q E)$, this enhancement mechanism can be operative already at frequency scales $\omega$ well below the electron mass scale $m$.

II. WKB APPROACH

Because the electric field (2) consists of a very large number of coherent photons, we treat it as a classical (external) background field $A^{\text{class}}_\mu(t)$ in temporal gauge. In analogy to the Furry picture, this allows us to treat this field (2) non-perturbatively. Thus, the total field operator is given by $A_\mu(t, r) = A^{\text{class}}_\mu(t) + A^{\text{quant}}_\mu(t, r)$ where $A^{\text{quant}}_\mu(t, r)$ contains the additional high-energy photon. Then, the amplitude for the transition from an initial state with one photon $|\in\rangle = \hat{a}_K |0\rangle_n$ to a final state containing an electron-positron pair can be estimated via time-dependent perturbation theory with the interaction
Hamiltonian

\[ \hat{H}_{\text{int}} = q \int d^3 r \left( \frac{\hbar^2}{2m} \frac{\partial}{\partial \mathbf{r}} \right) \hat{\psi} \gamma^\mu \hat{A}_\mu^{\text{quant}} \hat{\psi}, \]  

(3)

where the fermionic field operator \( \hat{\psi} \) satisfies the Dirac equation \((\hat{H}_0\)-dynamics\) in the background \( \hat{A}_\mu^{\text{class}}(t) \)

\[ (i\gamma^\mu \partial_\mu - q\gamma^\mu \hat{A}_\mu^{\text{class}} - m) \hat{\psi} = 0. \]  

(4)

Compare [13], where similar methods were used to study photon-stimulated pair production in constant fields, see also [13, 15]. Since \( \hat{A}_\mu^{\text{class}}(t) \) only depends on time, we may describe the position dependence of \( \hat{\psi} \) by a spatial Fourier decomposition. The remaining temporal dependence is then treated via the WKB approximation

\[ \hat{\psi}(t,r) = \sum_s \int d^3 k \left( e^{i\mathbf{k}\cdot\mathbf{r}} u_{\mathbf{k},s}(t) e^{-i\hat{S}_k^+(t)} \hat{c}_{\mathbf{k},s} + e^{-i\mathbf{k}\cdot\mathbf{r}} v_{\mathbf{k},s}(t) e^{+i\hat{S}_k^-(t)} \hat{d}_{\mathbf{k},s} \right), \]  

(5)

where \( \hat{d}_{\mathbf{k},s}^\dagger \) and \( \hat{c}_{\mathbf{k},s} \) are the (initial) creation and annihilation operators \( \hat{c}_{\mathbf{k},s} |0_m\rangle = \hat{d}_{\mathbf{k},s}^\dagger |0_m\rangle = 0 \) for positrons and electrons with wave-number \( \mathbf{k} \) and spin \( s \), respectively. The associated spinor components \( u_{\mathbf{k},s}(t) \) and \( v_{\mathbf{k},s}(t) \) are slowly varying with time, while the remaining rapid temporal oscillation is given by the exponential of the phase (eikonal or Hamilton-Jacobi) function

\[ \hat{S}_k^\pm(t) = \sqrt{m^2 + [\mathbf{k} \pm q \hat{A}^{\text{class}}(t)]^2}. \]  

(6)

Strictly speaking, there is a mixing of positive \( e^{-i\hat{S}_k^+(t)} \) and negative \( e^{+i\hat{S}_k^-(t)} \) frequencies in front of \( \hat{c}_{\mathbf{k},s} \) (and analogously for \( \hat{d}_{\mathbf{k},s}^\dagger \)) which reflect pair creation from the field \( \hat{E} \) alone, i.e., without the additional high-energy photon. These terms are neglected here, but we have checked that this approximation does not affect our main results.

Now we may estimate the amplitude for creating an electron-positron pair with wave-numbers \( \mathbf{k}^\pm \) by inserting (5) into (3). The spatial integral in (3) yields \( \delta^3(\mathbf{k}^+ + \mathbf{k}^- - \mathbf{K}) \). In the following, we focus on the symmetric case \( \mathbf{k}^+ = \mathbf{k}^- = \mathbf{K}/2 \) (c.f. [13, 14]) since it gives the largest amplitude – it corresponds to the saddle point of the remaining momentum integration from [5]. After these steps, the amplitude \( \mathfrak{A} \) for pair creation is determined by a time integral

\[ \mathfrak{A} = \int dt M(t) \exp \left\{ -i\Omega t + iS_k^+(t) + iS_k^-(t) \right\}, \]  

(7)

where \( M(t) \) is a slowly varying prefactor containing the spinors \( u_{\mathbf{k},s}^\dagger(t) \) and \( v_{\mathbf{k},s}(t) \) etc. The remaining exponential is rapidly oscillating (along the real time axis) which motivates estimating this time integral by the saddle point method.

### III. SADDLE-POINT APPROXIMATION

The saddle points \( t_s \) in the complex \( t \)-plane of the integral (7) are given by the implicit equation

\[ \Omega = \hat{S}_{k^+}^+(t_s) + \hat{S}_{k^-}^-(t_s). \]  

(8)

Interestingly, after inserting (6), the saddle points \( t_s \) do not depend on the frequency \( \Omega \), but just on the direction of the photon momentum \( \mathbf{K} \) relative to \( \hat{E} \) field. In the following, we consider the perpendicular case \( \mathbf{K} \perp \hat{E} \) because it yields the largest pair creation probability, see also [8]. The dependence on the angle between \( \mathbf{K} \) and \( \hat{E} \) will be discussed elsewhere [10]. In this perpendicular case, we obtain the same values for \( t_s \) as already discussed in [17] for the case without the additional high-energy photon, i.e., just the field \( \hat{A} \).

#### A. Sauter pulse

Following [5, 17], we first discuss the case where the background field \( \hat{A}^{\text{class}}(t) \) has poles at imaginary times \( t_s = \pm i\tau_s \), e.g., where the function \( f(t) \) in (2) is given by a Sauter pulse \( f(t) = 1/\cosh^2(\omega t) \) or a Lorentzian profile \( f(t) = 1/(1 + \omega^2 t^2) \). Introducing the combined effective Keldysh parameter as

\[ \gamma_s = \frac{m}{q\epsilon\tau_s}, \]

(9)

we obtain the same threshold behavior as already discussed in [5, 17]. Below threshold \( \gamma_s < 1 \), the ordinary saddle point \( t_s = i\tau_s \) dominates and the weak field \( \propto \epsilon \) has negligible impact for small \( \epsilon \). Above threshold \( \gamma_s > 1 \), however, the additional saddle points introduced by the weak field \( t_s \approx \pm i\tau_s \) dominate. In this case, we may estimate the pair creation probability via the saddle point method and obtain

\[ P_{e^+e^-} \sim \exp \left\{ -2\arcsin \left[ \frac{1}{\gamma_\perp} - \frac{\Omega}{m_\perp \gamma_\perp} \right] \right\}, \]

(10)

where \( m_\perp^2 = m^2 + k_\perp^2 = m^2 + (\Omega/2)^2 \) denotes the effective transversal mass and \( \gamma_\perp = \gamma_s m_\perp/m \) (remember that we are considering the perpendicular case \( \mathbf{K} \perp \hat{E} \) here). Comparing the above result (10) to Eq. (12) in [5] for dynamically assisted pair production without the high-energy photon, we find that the first two terms in the second line of (10) can be obtained from Eq. (12) in [5] by replacing \( m \) and \( \gamma_s \) with \( m_\perp \) and \( \gamma_\perp \). Since this essentially corresponds to heavier particles (c.f. [13]), this change alone would lead to a reduction of the exponential (i.e., pair-creation probability \( P_{e^+e^-} \)). However, because of the last term \( \propto \Omega \) in [10], which stems from the \( \exp(-i\Omega t) \) term in (7), the total exponential is larger in our doubly assisted case.
Let us discuss some limiting cases of this result \([10]\). For vanishing photon frequency \(\Omega \to 0\), we recover Eq. (12) in \([3]\) for dynamically assisted pair production by the electric field \([2]\) alone. As the Keldysh parameter approaches the threshold, \(\gamma_s \downarrow 1\), the effect of the weak field becomes negligible and we recover Eq. (5) in \([8]\). Thus, our doubly assisted result \([10]\) includes the two “singly” assisted cases mentioned in the introduction in two different limits. However, our result \([10]\) is in general larger than both these limits.

For very high photon frequencies \(\Omega\), one might expect the locally constant field result \(P_{e^+e^-} \sim e^{-\chi/(3\chi)}\) with \(\chi = qE\Omega/m^3\), see, e.g., Eq. (36) in \([18]\). Instead we find

\[
\lim_{\Omega \to \infty} \frac{I}{(10)} = \exp \left\{ -\frac{2}{3\chi} - \frac{1}{2\gamma_s^2} \right\} \geq e^{-\frac{1}{4\gamma_s^2}},
\]

which (recall \(\gamma_s > 1\)) is larger than the locally constant field result. This failure of the locally constant field approximation suggests the following picture: Even though the transversal oscillations of the photon \(\Omega = |K|\) and the electron-positron pair \(k_{\pm} = K/2\) are too fast to resolve the temporal variations in \(E(t)\), the longitudinal behavior of the electron-positron wave-functions is much slower and thus does feel the time-dependence of \(E(t)\).

Finally, if the frequency scale \(\omega\) of the weak field is very high, we find

\[
\lim_{\gamma_s \to \infty} \frac{I}{(10)} = e^{-2\tau_s(2m\omega - \Omega)},
\]

which for \(\Omega \to 0\) agrees with Eq. (30) in \([19]\) (see also \([20]\)). Note that this result \([12]\) is independent of the electric field strength \(E\) and also gives the exponent for the case without the strong field. As one would expect, this exponent \([12]\) can be derived via perturbation theory \([16]\). However, since we are mostly interested in pair creation in the non-perturbative regime, we want to avoid very large values of \(\gamma_s\).

### B. Sinusoidal profile

As another important example, let us consider an oscillating profile \(f(t) = cos(\omega t)\). As the associated vector potential \(A_{\mu}^{\text{class}}(t) \propto \left[ t + \varepsilon \sin(\omega t)/\omega \right] \) is analytic in the entire complex plane, the situation is qualitatively different from the previous subsection. The saddle points \(t_s\) are given by the transcendental equation \([17]\)

\[
\omega t_s + \varepsilon \sin(\omega t_s) = \pm i\gamma,
\]

with \(\gamma = m\omega/(qE)\). In contrast to the previous subsection, the threshold value \(\gamma_{\text{crit}}\) now depends on the strength of the weak field and scales as \(\gamma_{\text{crit}} \sim |\ln \varepsilon|\) \([17]\). Again, below threshold \(\gamma < \gamma_{\text{crit}}\), the weak field \(\propto \varepsilon\) has negligible impact for small \(\varepsilon\). Above threshold \(\gamma > \gamma_{\text{crit}}\), however, the saddle points in \([13]\) move towards the real-time axis and thus the pair creation probability is amplified exponentially. Unfortunately, we do not obtain a simple explicit analytic solution as in \([10]\), but we have an implicit expression by inserting the solution \(t_s\) into the saddle-point estimate \(P_{e^+e^-} \sim \exp \{ -\chi_s(\gamma_s(t_s) + S_{k^+}(t_s) - \Omega t_s) \}\), which can easily be evaluated numerically, see Fig. 2.

### IV. WORLD-LINE INSTANTONS

Instead of the WKB approach sketched above, we can also derive the pair-creation probability via the world-line instanton formalism \([21–24]\), which has proven useful for studying non-perturbative pair production in many cases \([5, 17, 21, 29]\), see also \([30, 41]\) (It is also interesting to compare these worldline instantons with the semiclassical tunneling trajectories in \([13]\).) This formalism was used in \([31, 32]\) to obtain the probability of photon stimulated pair production in constant fields.

To this end, let us consider the transition amplitude \(\Gamma\) for an initial photon with wave vector \(K_\mu\) and polarization \(\epsilon_\mu\) transforming into a final photon with \(K'_\mu\) and \(\epsilon'_\mu\). We consider for simplicity scalar QED here, which gives the same exponent as spinor QED. In the world-line formulation, this amplitude can be expressed as \([33, 35]\)

\[
\Gamma = q^2 \int_0^\infty \frac{d\tau}{T} \int \frac{dx^\mu}{2} \int d\tau_1 \int d\tau_2 \epsilon_\mu(\tau_2) \epsilon'_\mu(\tau_1) e^{-iA}(14)
\]

where \(dx^\mu\) denotes the path integral over all periodic \(x^\mu(t) = x^\mu(0)\) trajectories \(x^\mu(\tau)\) parametrized by \(\tau\) and \(\dot{x}^\mu = dx^\mu/d\tau\).

The action \(A\) is given by

\[
A = \frac{Tm^2}{2} + \int_0^1 d\tau \left( \frac{\dot{x}_\mu \dot{x}^\mu}{2T} + A_{\mu,\text{class}} x^\mu + J_\mu x^\mu \right),
\]

with the “current” \(J_\mu(\tau) = K_\mu \delta(\tau - \tau_2) - K'_\mu \delta(\tau - \tau_1)\).

Roughly speaking, \(\Gamma\) corresponds to a polarization and wave-vector dependent index of refraction. It can be used to study vacuum birefringence and related phenomena \([22]\). Here, we are interested in the imaginary part of \(\Gamma\) in forward direction, i.e., for \(K_\mu = K'_\mu = (\Omega, K)\) and \(\epsilon_\mu = \epsilon'_\mu\), which, in analogy to the optical theorem, describes photon absorption into an electron-positron pair \([8, 31, 32, 37, 38]\).

In order to compute \(\Im \Gamma\), we again employ the saddle-point method \([31, 32]\). The saddle point of the first integral in \([14]\) over \(T\) (usually called proper time) is given by

\[
T_s^2 = \frac{4}{v_0^2} \int_0^1 d\tau_0 \dot{x}_\mu(\tau_0)^2/m^2.
\]

The saddle points of the path integral over \(dx^\mu\) are solutions of the Lorentz type equation \(\dot{x}^\mu = T(F^\mu\chi \dot{x}_\nu + J^\mu)\) respecting the periodicity constraint \(x^\mu(1) = x^\mu(0)\) and are called world-line instantons. For the remaining \(\tau_1\), integrations, we may exploit the translational invariance in \(\tau\) \([32, 35]\), which implies that the integrand only depends on \(\tau_2 = \tau_2 - \tau_1\). As expected from symmetry considerations, the saddle point for \(\tau_2\) is at \(\tau_2 = 1/2\).
The calculation is similar to that in [23] for pair production without a stimulating photon. Here the instanton oscillates between two turning points given by the saddle points ±t∗ above, and by changing variable from τ to t(τ) (c.f. [23, 26]), we can calculate the exponent (for these purely time-dependent fields) without using the explicit instanton solution. Altogether, we find ΩΓ ∼ exp{−Ainst} where Ainst is the action (15) evaluated at the saddle point, i.e., at the world-line instanton trajectory. Comparison with the previous section reveals that we obtain the same exponent Pe+e− ∼ exp{−23 [S′+h (t∗) + S′−h (t∗) − Ωt∗]} as in the WKB approach.

However, apart from recovering our earlier results obtained via the WKB approach, the world-line instanton allows us to go beyond the scenario considered above. Similar to [17], let us consider a standing wave profile

$$E(t, x) = E [1 + ε \cos(ωt) \cos(ωx)] e_z ,$$

(16)

plus the associated magnetic field B(t, x). If the additional high-energy photon is incident perpendicularly $K = Ke_x$, we find instanton solutions which stay confined to a plane of constant x if that value of x corresponds to a maximum (or minimum) of the electric field, such as $x = 0$. Thus, these instanton trajectories are the same as in the case of a purely time-dependent field (2), i.e., they do not “feel” the transversal spatial dependence $cos(ωx)$ at all. As a consequence, we find the same instanton action $A_{inst}$ and thus the same pair-creation exponent ΩΓ ∼ exp{−Ainst} as in the purely time-dependent case.

V. CONCLUSIONS

Starting with the Sauter-Schwinger effect in a strong and constant field $E$, we find that the pair creation probability $P_{e+e−}$ can be enhanced exponentially by the combined impact of a weak time-dependent field plus a high-energy photon in addition to the strong and constant field. This doubly assisted Sauter-Schwinger effect is accompanied by a failure of the locally constant field approximation. Similar to previous considerations, we studied weak fields in the shape of a Sauter pulse (or other profiles with poles at imaginary times, such as a Lorentzian) as well as oscillating behavior and found qualitative differences, see Figs. 1 and 2.

Comparing two alternative approaches, the WKB method and the world-line instanton technique, we confirm that they yield the same exponent for the pair creation probability $P_{e+e−}$. The latter approach also allows us to generalize our results to standing waves (i.e., vacuum solutions of the Maxwell equations) and we find that they yield the same exponent as the purely time-dependent case, see also [17]. (The prefactor in front of the exponential, which is not considered here, will probably be different.) Note that we are still in the nonperturbative regime (with respect to the electric field), in $−(E/E_S)A_{inst}$.

FIG. 1: (Color online) The solid black curve shows the instanton action $A_{inst}$, i.e., the exponent in the pair-creation probability $P_{e+e−} ∼ e^{−A_{inst}}$, in units of $E_S/E$ as a function of the effective Keldysh parameter $γ_e$ for $Ω = m$ and a Sauter pulse, see Eq. (10). The horizontal dashed green line corresponds to photon-stimulated pair production in a constant electric field (i.e., the limit $γ_e \rightarrow 0$) while the dotted orange curve corresponds to pair production by the photon and the weak field alone, which is practically identical to the field strength independent exponent (12). For intermediate values of $γ_e$ above threshold $γ_e > 1$, the black curve (doubly assisted Sauter-Schwinger effect) lies significantly above the other curves where one ingredient is missing. (Note that with only the strong field $−(E/E_S)A_{inst} = −π$, as in [1].)

FIG. 2: (Color online) Analogous to Fig. 1 but for a sinusoidal weak field instead of a Sauter pulse (with the same value for $Ω = m$). Compared to the Sauter pulse, the threshold is smoother and depends on the strength $ε = 10^{−3}$ of the weak field: we see that the weak field starts to become important around $γ ∼ |ln ε| ≈ 7$, as expected.
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