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Abstract

We propose a neural agent to solve the navigation instruction following problem in a photo-realistic environment. We explicitly align the spatial information in both instruction and the visual environment, including landmarks and spatial relationships between the agent and landmarks. Our method significantly improves the baseline and is competitive with the SOTA in unseen environments. The qualitative analysis shows that explicitly modeled spatial reasoning improves the explainability of the action decisions and the generalizability of the model.

1 Introduction

Vision and Language Navigation (VLN) task (Anderson et al., 2018) requires the agent to carry out a sequence of actions in an indoor photo-realistic simulated environment in response to corresponding natural language instructions, as shown in figure 1. It is a challenging task because, apart from understanding the language and vision modalities, the agent needs to learn the connection between them without explicit intermediate supervision.

To address this challenge, recent works start to consider the semantic structure from both language and vision sides. Hong et al. (2020a) train an implicit entity-relationship graph allowing an agent to learn the latent concepts and relationships between different components (scene, object and direction). They use the object features extracted from Faster-RCNN (Ren et al., 2015) instead of only using ResNet visual features, which can easily overfit to the training environment (Hu et al., 2019). Although the grounding ability of their agent improves, their experimental results show that the object features do not help the navigation independently unless their relationships to the scene and direction are modeled. And we are left with the question of how to achieve successful navigation with object representations independently.

Besides, the recent research finds that indoor navigation agents rely on both landmark and direction tokens in the instruction when making action decisions (Zhu et al., 2021). To model landmarks, one of the difficulties is letting the agent know which landmarks it should pay attention to at each navigation step. Previous works (Tan et al., 2019; Ma et al., 2018; Wang et al., 2019; Zhu et al., 2020) mainly use the surrounding visual information as a clue to indicate the landmark tokens that the agent should focus on. However, the semantics of instruction should also play an important role. For example, with the understanding of the instruction “go to the table with chair, and then walk towards the door”, the agent needs to give the same attention to “table” and “chair”, and less attention to “door” at the first navigation step. In terms of direction tokens, no method distinguishes the direction tokens related to motions, such as “turn left”, and the spatial description of landmarks, such as “table on the left”. However, modeling these different cases explicitly can help explain the agent’s actions.

In this paper, we propose a neural agent, namely Explicit Object Relation Alignment Agent (EXOR), to explicitly align the spatial semantics between instructions and the visual environment. Specifically, we first select the important landmarks in the instructions after splitting the long instruction into spatial configurations (Dan et al., 2020; Zhang et al., 2021). Then we obtain the most relevant objects in the visual environment based on their align-
In the base model, the language representation \( s \) is obtained with an LSTM encoder. The image representations are the concatenation of the ResNet visual features and direction encoding. Formally, the panoramic image features and candidate image features are represented as \( f^p \) and \( f^c \) respectively. The agent first attends to the panoramic image representation \( f^p \) with the previously hidden context feature \( h_{t-1} \) of the LSTM decoder. The attended panoramic image features are input to the LSTM decoder to get the agent’s current state representation \( h_t \). The agent then uses \( h_t \) to attend to the instructions and makes action decisions by learning the connections between the weighted instruction and candidate images. As shown in figure 2, our method is to model the alignments between landmarks and objects and their spatial relations to enrich the image features of the base model.

**Landmark-object alignment and spatial relations modeling** We describe four components of this module as follows.

1) **Spatial Configuration Representation** We split the long instructions into smaller sub-instructions called spatial configurations. A spatial configuration contains fine-grained spatial roles, such as motion indicator, landmark, spatial indicator, trajectory (Dan et al., 2020). For example, the instruction "go to the bathroom and stop" can be split into two spatial configurations, which are "go to the bathroom" and "stop". In the first configuration, "go" is the motion indicator; "bathroom" is the landmark. In the second configuration, "stop" is the motion indicator. We follow the method used in (Zhang et al., 2021) to re-organize the contextual embedding of tokens \( s \) into \( m \) spatial configuration representations \( C = [C_1, C_2, \ldots, C_m] \). The hidden context \( h_t \) of the decoder then attends to the spatial configurations \( C \) to obtain the attended spatial configuration weights denoted as \( \beta = \text{softmax}(C^T \hat{W}_c h_t) \), where \( \hat{W}_c \) is the learned weights.

2) **Landmark Selection** Landmark phrases in instructions are split into groups per spatial configuration. We assign the attention weights of each spatial configuration to all its included landmarks. The attention weights of landmarks are the same if they are in the same configuration. Then we sort all weighted landmarks and select the top-\( k \) important ones for the agent to focus on at each navigation step. Formally, each configuration contains \( n \) landmarks, denoted as \( L = \langle L_1, L_2, \ldots, L_n \rangle \). The total number of landmarks is \( m \times n \) in \( m \) spatial

---

**2 Related Work**

The visual and textual co-grounding in the VLN task is to learn the connection between instruction and the visual environment. The early methods (Anderson et al., 2018; Ma et al., 2018; Tan et al., 2019; Wang et al., 2019) use attention mechanisms to build language and vision connections in neural navigation agents. The second branch of works (Hu et al., 2019; Hao et al., 2020; Majumdar et al., 2020; Hong et al., 2020a) obtains the pre-trained vision and language representation based on the transformer models to improve the navigation performance largely. The third branch of works (Hong et al., 2020b; Li et al., 2021; Qi et al., 2020; Zhang et al., 2021) models the semantic structure from both language and vision sides. In this paper, we mainly compare with the third branch of works.
configurations. After sorting all landmarks based on the spatial configuration weights $\beta$, we can obtain top-$k$ selected landmark representations, as $\hat{L} = [\hat{L}_1, \hat{L}_2, \ldots, \hat{L}_k]$. We get the best result when $k$ is 3 (see Appendix A.3 for the experiment).

3) Landmark-Object Alignment After getting top-$k$ landmarks, the next step is to align them with the corresponding objects in the image. We use Faster-RCNN to detect 36 objects in each image, and the object representation of the i-th image is $O_i = [o_{i,1}, o_{i,2}, \ldots, o_{i,36}]$. We compute the cosine similarity scores between the j-th landmark in top-$k$ landmarks and all objects in the i-th image, and select the object with the highest similarity score as the most relevant object to the j-th landmark, as $\hat{O}_{i,j} = \max(\cos_sim(\hat{L}_j, O_i))$. Then the aligned objects in the i-th image are denoted $\hat{O}_i = [\hat{O}_{i,1}, \hat{O}_{i,2}, \ldots, \hat{O}_{i,\hat{k}}]$. We get $k$ aligned objects since we have top-$k$ landmarks. Finally, we concatenate the aligned object representations with the candidate image features $f_i^c$, and the i-th candidate image feature is updated as $f_i^c = [f_i^c; \hat{O}_i^\top]$.

4) Landmark-Object Relation Alignment On the text side, there are mainly three different cases of spatial relations used in the navigation instructions. Case 1. Motions verbs, such as “turn left to the table”; Case 2. Relative spatial relationships between agent and landmarks, such as “on your left”; Case 3. Spatial relationships between landmarks, such as “vase on the table”. This work mainly investigates the spatial relations from the agent’s perspective, and we only model the first two cases. We extract “landmark-relation” pairs for each landmark in the instructions (based on syntactic rules). For Case 1, we pair the spatial relation with all landmarks in the configuration. For example, “turn left to the table with chair”, the extracted pairs are {table-left} and {chair-left}. For Case 2, we pair the relation with the related landmark. For example, “go to the sofa on the right”, the extracted pair is {sofa-right}. We encode the spatial relations for the landmarks in six bits $[left, right, front, back, up, down]$. The bit is set to 1 for the landmark if its paired relation has the corresponding value. On the image side, we encode the six spatial relations too. We obtain the spatial relations of objects in the visual environment based on the relative angle, the difference between the agent’s initial direction and the navigable direction. The spatial relations are the same for all objects if they are in the same image. Formally, for the obtained top-$k$ landmarks, we denote their spatial encoding as $R^L_i = [R^L_{i,1}, R^L_{i,2}, \ldots, R^L_{i,k}]$. For the top-$k$ objects aligned with those landmarks, the spatial relations in i-th navigable image are represented as $R^O_i = [R^O_{i,1}, R^O_{i,2}, \ldots, R^O_{i,k}]$. We compute the inner product of the spatial encoding between top-$k$ landmarks and the top-$k$ aligned objects to obtain the spatial similarity score between the instruction and the i-th image, that is, $\text{sim}_{i}^{R} = \hat{R}^L_i \cdot \hat{R}^O_i$. Then we concatenate each aligned object spatial encoding with the corresponding similarity score, denoted as $\hat{O}_{i,R} = [[\text{R}_{i,1}; \text{sim}_{i,1}^{R}]; [\text{R}_{i,2}; \text{sim}_{i,2}^{R}]; \ldots, [\text{R}_{i,k}; \text{sim}_{i,k}^{R}]]$. Finally, we further concatenate $\hat{O}_{i,R}$ with the candidate image features $f_i^c$ which is concatenated with the aligned object features, and i-th candidate images features is updated as $\hat{f}_i^c = [f_i^c; \hat{O}_{i,R}]$. The updated image representations are then used to make action decisions for the agent.

4 Experiments

Dataset We use Room-Room(R2R) dataset (Anderson et al., 2018) built upon the Matterport3D dataset. It contains 7198 paths and 21567 instructions with an average length of 29 words. The whole dataset is divided into training, seen validation, unseen validation, and unseen test set.

Evaluation Metrics We mainly report three evaluation metrics. Success Rate (SR), Success rate weighted by normalized inverse Path Length (SPL) (Anderson et al., 2018), and the Success weighted by normalized Dynamic Time Warping (SDTW) (Ibarco et al., 2019). Appendix A.1 shows their detailed description.

Results and Analysis Table 1 shows the performance of our model compared with baselines and other competitive models on unseen validation and test set. Our result is better than the baseline model even with their augmented data (Tan et al., 2019) (Row#1 and Row#2), showing our improved generalizability. We obtain significantly better results than SpC-NAV, which models the semantic structure in both language and image modalities. Compared with OAAM, which learns the object-vision matching with the augmented data, we get much better SDTW, showing that our agent can genuinely follow the instruction to the destination. However, Ent-Rel (SOTA) achieves better results, for which we provide further analysis in the next section.
Table 1: Experimental Results Comparing with Baseline Models (* means data augmentation).

| Method          | Val Seen | Unseen | Test(Unseen) |
|-----------------|----------|--------|--------------|
|                 | SR↑ SPL↑ | SDTW↑  | SR↑ SPL↑     |
| 1 Env-Drop      | 0.47     | 0.43   |              |
| 2 Env-Drop*     | 0.50     | 0.48   | 0.37         |
| 3 SpC-NAV       | 0.45     | 0.42   | 0.46         |
| 4 OAAM*         | 0.54     | 0.50   | 0.39         |
| 5 Ent-Rel       | 0.52     | 0.50   | 0.46         |
| 6 ExOR (ours)   | 0.52     | 0.49   | 0.46         |

Table 2: Results on Scene & Object Alignment.

| Method          | Val Seen | Unseen | Test(Unseen) |
|-----------------|----------|--------|--------------|
|                 | SR↑ SPL↑ | SDTW↑  | SR↑ SPL↑     |
|                 |          |        |              |
| 1 Mask Scene    | 0.47     | 0.44   | 0.48         |
| 2 No Mask       | 0.52     | 0.50   | 0.48         |

Table 3: Ablation Study.

### Scene & Object Alignment

Ent-Rel (Hong et al., 2020a) distinguishes the landmarks which are **scenarios** from **objects**. Scene tokens describe the location at a coarse level, such as “bathroom”, while object tokens describe the exact landmarks, such as “table”. To evaluate the agent’s performance given the instructions with only object tokens, we mask all scene tokens in the instructions and experiment on Ent-Rel and our model. Table 2 shows the experimental results in the unseen validation set. Compared with Ent-Rel, our model performs slightly better given the instruction with only object tokens but worse with scene and object tokens. One of the reasons is that Faster-RCNN often does not detect the scenes. For example, the aligned object labels in the image for the landmark “bedroom” are “floor”, “roof”, “wall”, which are only parts of the bedroom. Our explicit modeling of the alignment between landmarks and objects can be easily applied to other VLN neural agents to enrich the visual representation. For Ent-Rel, our method not only can enrich their visual features, but the explicitly extracted spatial relations can also reduce the redundancy of their built entity relation graph. Potentially, our method can be helpful to improve the performance and explainability of their model.

### Ablation Study

Table 3 shows the ablation study results. Row#1 is the baseline model. Row#2 (Obj) shows that explicitly modeling important landmarks and aligned objects improve the performance compared to the baseline. Rel (row#3) is the result after modeling the spatial relation tokens describing the relative relation between agent and landmark. Rel_v (row#4) is the result after modeling the spatial relations in motions. The improved SDTW shows the modeling of spatial relations can help the agent to follow the instructions. However, the spatial terms directly describing the landmark are more helpful than the spatial terms in motions. **Qualitative Analysis** Figure 3 shows qualitative analysis examples. The selected k-important landmarks are “door”, “table”, “painting” in figure 3a. The agent makes a correct decision by selecting the viewpoint that contains the objects aligned with all three landmarks. Figure 3b shows an example after modeling spatial relations. Although three navigable viewpoints have the object “door”, the agent selects the aligned object with the “left” direction. However, we find that relation alignments will be helpful when the object alignments are done correctly. Appendix A.4 shows the extra analysis. Also, in figure 3c, we provide an example to visualize the navigation process using the selected landmark based on the spatial configurations.

### 5 Conclusion

In this paper, we select the important landmarks from the linguistic instructions and design a neural model to let the agent focus on the aligned objects with the important landmarks. We also explicitly model the spatial relations between the agent and the landmarks from the agent’s perspective on both instruction and image sides. Our experiments show that both explicit object-landmark alignments and the spatial relations modeling improve the results.
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A Appendix

A.1 Evaluation Metric

We mainly report three evaluation metrics. (1) Success Rate (SR): the percentage of the cases where the predicted final position lays within 3m from the goal location. (2) Success rate weighted by normalized inverse Path Length (SPL) (Anderson et al., 2018): normalizes Success Rate by trajectory length. It considers both the effectiveness and efficiency of navigation performance. (3) the Success weighted by normalized Dynamic Time Warping (SDTW) (Ilharco et al., 2019): penalizes deviations from the referenced path and also considers the success rate.

A.2 Implementation Details

We use PyTorch to implement our model. The contextual embedding is 512-d. We use 300-d GloVe (Pennington et al., 2014) embedding to represent motion indicator, landmark, and object label. The optimizer is ADAM, and the learning rate is $1e^{-4}$ with a batch size of 32.

A.3 The Number of Selected Landmarks

We experimented to find the best number of important landmarks the agent should select. Figure 4 shows the SPL results with different k values on validation seen and unseen dataset. We find that the best result is obtained when k is 3. It also shows that letting the agent focus on only one landmark or all landmarks in the instruction will hurt their navigation performance. Table 4 shows the statistics on the extracted spatial configurations on train and validation seen/unseen dataset. On average, each instruction can be split into about four spatial configurations, and about 76% of spatial configurations contain landmarks. If so, selecting top3 landmarks means that the agent mainly focuses on the landmark-object alignment in 3 spatial configurations at most at each navigation step.

Table 4: Statistics of Spatial Configuration

|          | Train | Val Seen | Val Unseen |
|----------|-------|----------|------------|
| 1 Instructions | 14025 | 1021 | 2349 |
| 2 Configs | 3027 | 3901 | 9025 |
| 3 Configs with Landmark | 14053 | 1225 | 7303 |
| 4 Configs with relation | 13543 | 1142 | 2566 |

Figure 4: SPL Results with Different K Values.

A.4 Extra Qualitative Examples

Figure 5a shows another example of landmark and object alignments. It contains two spatial configurations: “walk past the kitchen towards the dining room” and “stop before you reach the table”. In the first configuration, the landmarks are “kitchen’ and “dining room”; in the second configuration, the landmark is “table”. By merely using the visual environment as a clue for viewpoint selection, the agent will select the second navigable viewpoint because of its detected “kitchen” view. However, based on the instruction semantics, the “kitchen” is an object the agent passes by, and the “table” is the final goal. In some cases, our method can handle such situations by using the selected landmarks. In this example, the model allows the agent to focus on the aligned object such as “table”, which appear later in the spatial configuration. It increases the probability of selecting the first viewpoint. Also, we find that relation alignments modeling will be helpful only when the object alignments are done correctly. If the object alignments fail, for example, when the agent makes mistakes during navigation or the aligned objects can not be detected, modeling relations can worsen the situation. For instance, in figure 5b, for both navigable viewpoints, the object “bathroom” can not be detected, and in this case, further modeling relations leads to making wrong decisions.

Figure 5: Extra Qualitative Examples