Chronobiology Meets Quantum Biology: A New Paradigm Overlooking the Horizon?
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Biological processes and physiological functions in living beings are featured by oscillations with a period of about 24 h (circadian) or cycle at the second and third harmonic (ultradian) of the basic frequency, driven by the biological clock. This molecular mechanism, common to all kingdoms of life, comprising animals, plants, fungi, bacteria, and protists, represents an undoubted adaptive advantage allowing anticipation of predictable changes in the environmental niche or of the interior milieu. Biological rhythms are the field of study of Chronobiology. In the last decade, growing evidence hints that molecular platforms holding up non-trivial quantum phenomena, including entanglement, coherence, superposition and tunnelling, bona fide evolved in biosystems. Quantum effects have been mainly implicated in processes related to electromagnetic radiation in the spectrum of visible light and ultraviolet rays, such as photosynthesis, photoreception, magnetoreception, DNA mutation, and not light related such as mitochondrial respiration and enzymatic activity. Quantum effects in biological systems are the field of study of Quantum Biology. Rhythmic changes at the level of gene expression, as well as protein quantity and subcellular distribution, confer temporal features to the molecular platform hosting electrochemical processes and non-trivial quantum phenomena. Precisely, a huge amount of molecules plying scaffold to quantum effects show rhythmic level fluctuations and this biophysical model implies that timescales of biomolecular dynamics could impinge on quantum mechanics biofunctional role. The study of quantum phenomena in biological cycles proposes a profitable “entanglement” between the areas of interest of these seemingly distant scientific disciplines to enlighten functional roles for quantum effects in rhythmic biosystems.
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INTRODUCTION

Biosystems are featured by multifrequency periodicity of electrochemical phenomena and biological processes. On planet Earth living organisms have become adapted to the sidereal period of Earth’s rotation on its axis (precisely 23 h 56 min and 4 s as for November 2021), dictating the alternation of sunlight and darkness and a solar day of 24 h on average. The intensity of natural lighting varies in relation to several factors: 1) incident light intensity at a geographical location naturally changes by approximately eight orders of magnitude during rotation of the Earth; 2) the distribution of relative...
darkness, counting twilight, moonlight, and starlight, shows striking seasonal variation due to the Earth’s orbital motion as well as axis tilt; and 3) the Moon’s orbit around the Earth and moonlight intensity set off regular changes in nighttime light environment (Gaston et al., 2014). Direct solar radiation, which reaches the ground without being disturbed by its path through the atmosphere, represents the energy source that makes life possible on planet Earth, which can be considered as a closed system comprising an enormous number of subsystems, including ecosystems. A unidirectional flow of energy passes through the ecosystems via processes that allow the transfer of energy and that transform light energy into biomass. This flow of energy that defines and governs the biotic component within the system persists in the trophic webs of ecosystems, in particular in the form of high-energy phosphate bonds available in biological systems which are a source of energy at the molecular level. The external environment represents a composite dimension in continuous modification and all living beings are in constant relationship with it through biological machineries. Many of the changes affecting the external environment occur with foreseeable rhythmicity over physical time intervals of variable duration and ranging from hours to years.

**CHRONOBIOLGY**

Chronobiology is the scientific discipline that studies the biological processes in relation to the chronological dimension and explores and quantifies size and set of periodic patterns of biotic phenomena in living beings. Rhythmicity with 24 ± 4 h swinging period is named “circadian” (from *circa dies*, i.e., roughly 1 day) a definition conceived by Franz Halberg in the early fifties (Halberg et al., 1955; Visscher and Halberg 1955). Cycles with time intervals below ~24 h are defined “ultradian”, while cycles with time intervals above ~24 h are defined “infradian”. Three properties hallmark circadian rhythms: 1) they persist (or free-run) with a period of ~24 h in the absence of an external time cue (or *zeitgeber*); 2) retune according to modifications in environmental cues, most remarkably the everyday light/darkness alternation (entrained and phase shifted by light) and temperature cycles; and 3) time interval length does not vary over a wide range of physiologically applicable temperatures (temperature compensation). Living beings are capable to anticipate predictable environmental changes and in the wild carry out daily life activities, such as feeding, fasting, resting, hunting, migrating, and mating, at profitable times during the day/year, with distinguishing seasonal adjustments, through endogenous molecular clockworks that external signals, primarily light and temperature, can synchronize to daily and seasonal changes (Harmer et al., 2001; Buhr et al., 2001; Buhr and Takahashi, 2013; Jagannath et al., 2017; Cox and Takahashi, 2019). In the past, the first scientific observations suggesting the presence of a regulatory mechanism inside living beings closely connected to environmental changes were those realized in 1729 (and reported in "Histoire de l'Académie Royale des Sciences de Paris, Année MDCCXXIX") by Jean Jacques d’Ortus De Marian. These scientific observations were accomplished on *Mimosa pudica*, a perennial herbaceous plant belonging to the Mimosaceae family whose leaves showed a capacity to react to tactile stimuli and circadian variations in light intensity ordered by the day/night cycle. Biological clocks might have been present in the earliest life forms and could have endowed pervasively also organisms lacking inner biomembranes, with the aim to separate in the temporal dimension incompatible biochemical reactions or organize chronological sequences of biologically associated processes (photosynthesis and nitrogen fixation, oxidation reduction, and DNA transcription). However, from an evolutionary point of view, endogenous biological clocks could have provided individual and species survival advantages. On the basis of this hypothesis, when the Earth was devoid of an extensive ozone layer, life forms might have emerged only if they could endow an entrainable biological clock driving DNA synthesis nocturnally and in coincidence with a minimal level of ionizing radiation from the Sun. In more recent years, further studies have highlighted the presence of a sort of endogenous peacemaker, a factual biological clock responsible for regulating circadian rhythms in life forms ranging from insects and mammals to plants, fungi, and even in prokaryotic organisms such as cyanobacteria (Iwasaki et al., 2002; Xu et al., 2003; Johnson, 2004; Axmann et al., 2007; Johnson, 2007; Woelfle et al., 2007; Johnson et al., 2008).

**The Circadian Timing System**

All physiological and behavioral processes show nycthemeral fluctuations that in mammals, as well as in the subgroup of primates known as the Great Apes and including humans, are managed by a hierarchical organization named circadian timing system (Honma, 2018). This multipart anatomical and cellular architecture comprises a central pacemaker in the ventral hypothalamus operated by the neurons of the suprachiasmatic nuclei (SCNs), entrained by natural or artificial light-related photic stimulus conveyed from the retina via the retino-hypothalamic tract to the SCNs. The central pacemaker located in the SCNs functions as a cellular network capable of generating circadian on/off firing sequences in cell-autonomous and self-sustained mode *in vitro, in vivo*, and *ex vivo*, essential for guiding the rhythmic activity of the whole organism, well beyond the sleep/wake cycle, for instance, daily oscillation of body temperature, serum hormone levels, and metabolic fluxes (Tarquini and Mazzoccoli, 2017). The circadian timing system is commonly described as being constituted by three interrelated elements among which the information flow may be routed upstream and downstream: 1) input pathways, which collect and conduct environmental cues; 2) transducers, which elaborate and integrate the time-related signal (biological clocks); and 3) effector pathways, which convey signals to downstream elements (Ukai and Ueda, 2010). Environmental photic cues are perceived in the inner retina by neurons transferring information from the eye to the brain, the retinal ganglion cells (RGCs). Among these RGCs, some specialized blue-light (lambdamax ~480 nm)-responsive neuronal cells, called intrinsically photosensitive RGCs (ipRGCs), express a visual pigment called melanopsin (encoded by the *Opn4* gene).
Light with ~480 nm wavelength activates melanopsin to trigger a G-protein cascade that causes membrane depolarization (Gooley et al., 2010). These photosensitive ganglion cells project to the SCN directly via the retino-hypothalamic tract. Basically, timekeeping is sustained by the intrinsic activity of autonomous cellular timepieces within the SCN of the hypothalamus, where single SCN neurons tick with robust and synchronized self-sustained oscillations, which allow the SCN to uphold coherent tissue rhythmicity. In sequence, the SCNs drive phase harmonization among cellular self-sustained and cell-autonomous oscillators present in almost every peripheral tissue (Dibner et al., 2010). The SCN drives rest/fasting and activity/feeding cycles and these behavioral rhythms act as the most effective time cue for the biological clocks of body tissues and organs (Kornmann et al., 2007; Bechtold and Loudon, 2013; Mendoza, 2019). Autonomic nervous system fibers of the sympathetic and the parasympathetic limbs, body temperature rhythms, hormones, such as melatonin and cortisol (through glucocorticoid receptors), and the transcription factor serum response factor (SRF) communicate to organ systems phased signals from the SCNs, which on the other hand are not reset/entrained by feeding-related signals (Mendoza, 2007; Challet, 2019; Mistlberger and Antle, 2011; Mohawk et al., 2012; Schibler et al., 2015).

**The Biological Clock**

In all the kingdoms of the Tree of Life, convergent evolution drove development of endogenous molecular clockworks, allowing daily and seasonal adjustment of cellular and organismal physiology to environmental cycles. Biological clocks allowed anticipation of rhythmically recurrent ambient changes, conferring advantage over selective pressure and driving natural selection, with emergence of profitable genotypic/phenotypic features (Dunlap, 1999). In almost every mammalian cell and peripheral tissue, rhythmicity of cell processes and physiological functions are driven by molecular clockworks. These peripheral biological oscillators go on ticking even when the SCNs have been surgically ablated in animal models, signifying that within peripheral tissues circadian oscillators are capable to function autonomously. The mechanism operating cellular timekeeping is built predominantly on transcription–translation feedback loops (TTFLs) in which circadian proteins directly or indirectly affect the frequency of expression of the genes that encode them defined as clock genes (Takahashi et al., 2008). Although the proteins encoded from such genes are not conserved across the domains of life and differ among various organisms, their TTFL-related organization and their functions are rather comparable, even if co-evolution of intermingled non-transcriptional (peroxiredoxin proteins) oxidation–reduction cycles have been described as well (Edgar et al., 2012).

**Plants and Molecular Clockworks**

Plants are equipped with endogenous biological clocks driving circadian and seasonal oscillations of photosynthesis and several other processes throughout the life cycle, such as development, reproduction, as well as flowering, germination, growth, reproduction, and pollination time. The organization of the molecular clockwork in plants, similarly to insects and animals, comprises complex intertwining TTFLs, whose architecture has been mainly investigated in Arabidopsis thaliana, extensively used as a model organism in plant biology, and classified in the taxonomic family of the Brassicaceae in the eudicotyledonous group of angiosperm vascular plants. Considering exclusively the core loop, not mentioning epigenetic, posttranscriptional, and posttranslational modifications, the MYB transcription factors CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and LATE ELONGATED HYPOCOTYL (LHY) are expressed at dawn and repress the expression of TIMING OF CAB EXPRESSION 1 (TOC1) also known as PSEUDO–RESPONSE REGULATOR 1 (PRR1), while at dusk, CCA1 and LHY levels diminish unleashing the expression of TOC1, which in turn represses CCA1 and LHY transcription together with other PRR family members (PRR9/PRR7/PRR5). Multiple interlocked negative feedback loops are driven by GIANTEA (GI), EARLY FLOWERING (ELF), and LUX ARRHYTHMO (LUX), as well as REVEILLE (RVE), LIGHT–REGULATED WD (LWD), and NIGHT LIGHT–INDUCIBLE AND CLOCK–REGULATED (LNK) that work as positive regulators (Sanchez and Kay, 2016).

**Insects and Molecular Clockworks**

In Drosophila melanogaster, the more frequently studied insect model, the transcription factors Clock (Clk) and Cycle (Cyc) set out the expression of period (Per) and timeless (Tim) encoding genes, and successively Per and Tim proteins accrue overnight and suppress Clk/Cyc activity through direct Per-Clk/Cyc interactions and Clk/Cyc phosphorylation. Sunlight affects in a direct way the biological clock in Drosophila melanogaster mainly activating cryptochrome (cry), an inner brain blue-light photoreceptor expressed rhythmically with circadian pattern, whose activation by light causes rapid Tim degradation at dawn and retunes daily the molecular clockwork (Emery et al., 1998).

**Mammals and Molecular Clockworks**

In mammals, similarly, the TTFL is operated by a positive limb and a negative limb managed by the heterodimers CLOCK/BMAL and CRY/PER, respectively, making going on the feedback loop circuits. In the first loop, heterodimerization at the cytoplasmic level of two helix–loop–helix proteins (helix–loop–helix, HLH), Circadian Locomotor Output Cycles Kaput (CLOCK, or the analog NPAS2 in neuronal tissues) and Brain and Muscle Arnt-Like protein 1 (BMAL1), allows their penetration into the nucleus, and the link with the E-box sequences in clock and clock-controlled genes promoters thus allowing the expression of Period proteins (PER1, PER2, and PER3) and Crytochrome proteins (CRY1 and CRY2) thanks to the rhythmic activation of the respective genes. The repression of this mechanism with consequent closure of the loop occurs when the accumulation of PER and CRY proteins in the cytoplasm leads to the formation of heteropolymeric complexes of unknown stoichiometry that return to the nucleus to inhibit the transactivation of CLOCK:BMAL1 (Gachon et al., 2004;
In addition to this first loop, a second circuit is associated to drive the expression of BMAL1 gene: CLOCK:BMAL1 heterodimer, in fact, promotes the transcription of REV-ERB (α, β orphan nuclear receptor) and ROR (α and γ) proteins, belonging to the family of orphan nuclear receptors connected to retinoic acid. REV-ERB and ROR, therefore, become an integral part of the loop as important regulation elements (Hardin and Panda, 2013). Specifically, they bind to specific response elements (retinoic acid-related orphan receptor response elements, ROREs) on BMAL1 promoters allowing, respectively, repression or the activation of transcription of BMAL1 gene. The general mechanism is very complex and has important repercussions at the level of cellular metabolism. Indeed, CLOCK:BMAL1 activates the rhythmic expression of numerous downstream genes encoding functional proteins managing rhythmic patterns and crucial cellular processes (Duong et al., 2011; Koike et al., 2012; Ye et al., 2014). Posttranslational modifications (PTMs) of clock proteins adjust the molecular clockwork functioning and protein phosphorylation is one of the most important PTMs; for example, serine/threonine protein kinase casein kinase I ε (CKIε) is a key regulator of period length, binds to and phosphorylates BMAL1 and the PERIOD and CRYPTOCHROME proteins, as well as multiple other circadian cogs (Eide et al., 2002; Gallego and Virshup, 2007; Gao et al., 2013). CLOCK:BMAL1 heterodimers drive the circadian transcription of downstream effector genes, known as clock-controlled and tissue-specific output genes, some of which are encoded by the transcription factors DBP, HLF, TEF, DECs, and the REV-ERBs nuclear receptors, implicated in multiple physiologic functions (Yamaguchi et al., 2000). DBP (albumin D-site-binding protein), HLF (hepatic leukemia factor), and TEF (thyrotroph embryonic factor) are the three members of the proline and acidic amino acid-rich basic leucine zipper (PAR bZIP) transcription factor family, whose expression is under direct circadian control, with transcription driven by the CLOCK:BMAL1 dimers and suppressed by PER:CRY heterodimers (Falvey et al., 1995; Fonjallaz et al., 1996). E4BP4 protein is closely related to DBP. Its promoter contains a RORE element, making it susceptible to transcriptional suppression by REV-ERB’s. Hence, although E4BP4 expression follows an oscillatory pattern, its phase is opposite to that of DBP. Besides, the basic helix-loop-helix transcription factors DEC1 and DEC2 are reported to be circadian components involved in the molecular clockwork. The orphan nuclear hormone receptors REV-ERBa and REV-ERBβ act as negative transcriptional regulators by binding ROR-specific response elements (RORE) in gene promoters, thus preventing the binding of the positive transcription regulator RORa (Takahashi 2017). An additional level of regulation is represented by SIRT1 (silent mating type information regulation 2 homologue, homolog 1), a type III nicotinamide (NAM) adenine dinucleotide (NAD+) dependent protein, and histone deacetylase (HDAC), impacting the molecular clockwork functioning at different levels: 1) deacetylating histone H3, which induces cycles of chromatin modifications and remodeling with epigenetic regulation of transcriptional activity; 2) propping up the amplitude of transcription for numerous core clock genes, counting BMAL1, PER2, and CRY1; and 3) deacetylating with circadian pattern BMAL1 and PER2, decreasing PER2 stability. SIRT1 activity hinges on intracellular levels of NAD+, and NAD+/NADH ratio gauges cellular oxidation-reduction and metabolic activity. Cytosolic and nuclear NAD + levels go through circadian fluctuations driven by 24-h periodicity of expression of the rate-limiting enzyme driving the NAD + salvage pathway, nicotinamide phosphoribosyltransferase (NAMPT), encoded by a clock-controlled gene under direct BMAL1 transcriptional control. Interestingly, in vitro experiments showed that DNA-binding activity of CLOCK:BMAL1 heterodimers is influenced by NAD(P)+/NAD(P)H ratio. (Asher et al., 2008; Nakahata et al., 2008; Nakahata et al., 2009; Ramsey et al., 2009; Asher and Schibler, 2011; Sahar and Sassone-Corsi, 2013). NAD+/NADH ratio is also adjusted through NAMPT activation by AMP-activated protein kinase (AMPK), serving as an additional nutrient sensor and regulator of biological clock pacing through CRY1 and CRY2 protein phosphorylation, with tagging for degradation (Fulco et al., 2008; Lamia et al., 2009; Jordan and Lamia, 2013) (Figure 1).

QUANTUM BIOLOGY

Recurring chemical processes sustain life and make it possible for organisms to stay alive. First and foremost, biology is propelled by chemistry, which covers composition, structure, properties, behavior, and reshuffling of atoms, molecules, and ions upon reaction with other substances, and chemistry obeys the rules of quantum mechanics. The study of applications of quantum mechanics and theoretical chemistry to biological phenomena and processes represents the field of interest and research in Quantum Biology (Longuet-Higgins, 1962; Wolynes, 2009). Quantum Biology scrutinizes non-trivial quantum effects in biological processes exploiting fundamental physics laws, modeling biological systems through computations taking into consideration quantum mechanical effects (Table 1). Effectively, experimental data imply the likelihood, at least at some point in a range of biological processes, of quantum entanglement, quantum superposition, quantum coherence, and quantum tunneling (Ball 2011; Lambert et al., 2013; Marais et al., 2018; Konik, 2021) (Figure 2). The main source of energy that fuels chemical reactions in biosystems and is incorporated and accumulated by living organisms in the form of nutrients is supplied by solar radiation. Transient excited states with chemical and physical features significantly diverging from the original molecules are elicited by absorption of electromagnetic radiation, mainly but not exclusively of the visible light spectrum. Chemical reactions prompted and got going by the absorption of energy in the form of light from the solar flux are defined photochemical reactions, for example, photosynthesis. These biological processes encompass quantum mechanical transformation of energy into forms that are functional for chemical
conversions and implicate light absorption, excited electronic states creation, excitation energy conveyance, and electrons/protons relocation in chemical reactions (Ball 2011; Lambert et al., 2013; Marais et al., 2018). Quantum Biology represents an emerging area of research, at present proposing theoretical frameworks reliant on proceeding investigations, but thought on all over the 20th century by forerunner quantum physicists, such as Erwin Schrödinger, Niels Bohr, Pascual Jordan, and Max Delbruck, who envisaged and proposed potential relevance of quantum mechanics in biological phenomena. On the occasion of lectures delivered under the auspices of the Dublin Institute for Advanced Studies at Trinity College, in February 1943 and published in 1944 in the book “Was ist Leben - What Is Life? The Physical Aspect of the Living Cell” (Schrödinger, 1944), Schrödinger suggested the concept of genetic information stored in life forms through an arrangement of covalent chemical bonds in DNA base pairs just like in an “aperiodic crystal” in which “quantum leaps”

**FIGURE 1** | Scheme representing the core cogs of the mammalian molecular clockwork. The transcriptional/translational feedback loop entails a positive (activating) limb operated by BMAL1:CLOCK heterodimer transcriptional activity and a negative limb (inhibitory) operated by the PER:CRY heterodimer. Rhythmic BMAL1 expression is driven by an additional loop through the nuclear receptors REV-ERBs and RORs. Color code: red circles and lines indicate inhibitory activity, and green circles and lines indicate activating function. CLOCK — Circadian Locomotor Output Cycles Kaput, BMAL1 — Brain and Muscle Arnt-Like protein 1, PER1-2 — (Period proteins), CRY1-2 — Cryptochrome proteins, REV-ERBs — Reverse transcript of erythroblastosis gene α, β, and RORs — RAR-related orphan receptor α, β, and γ proteins. See text for more explanations.

**TABLE 1** | Glossary of chronobiological and quantum mechanical terms

| Term | Definition |
|------|------------|
| Chronobiology | The scientific discipline that studies the time-related features of biological processes |
| Circadian rhythm | A biological cycle with ~24-hour time interval |
| Biological clock | Molecular clockwork hardwired by genes and proteins operating a transcriptional and translational feedback loop with adjustable time delay |
| Quantum Biology | The study of applications of quantum mechanics and theoretical chemistry to biological phenomena and processes |
| Entanglement | The link of a fundamental nature existing between constituent particles of a quantum system through which the quantum state of each constituent of the system instantly depends on the state of the other constituents |
| Superposition | The ability of a quantum system to be in multiple states at the same time until it is measured |
| Coherence | The ability of a quantum state to maintain its entanglement and superposition in the face of interactions and the effects of thermalization |
| Tunneling | The ability of a particle to have a determinate possibility of crossing an energy barrier |
| Photosynthesis | The process occurring in eukaryotic organisms through which light energy is transformed into chemical energy |
| Frenkel excitation | Electron–hole pair of small radius in a single atomic site |
| DNA mutation | Alteration of DNA sequence from point mutation and base substitution hindering base pairing |
| Phototransduction | The photochemical reaction occurring when light energy conveyed through the optical system of the eye is transduced into an electric phenomenon in the retina |
| Magnetoreception | A type of sensory perception based on sensing by living beings of spatial alignment of the geomagnetic field lines through radical-pair and spin-chemical-related processes |
| Radical pair | Product of spin-conserving electron transfer reaction in a molecule with an odd number of electrons |
could trigger mutations (Varn and Crutchfield, 2016). Successively, Löwdin proposed proton tunneling as an additional DNA mutation mechanism, foreseeing Quantum Biology as a new field of study (Löwdin, 1963).

**PHOTOSYNTHESIS**

Photosynthesis is the process through which light energy is transformed into chemical energy, occurring in eukaryotic organisms of the Viridiplantae kingdom, also called Chlorobionta, comprising two phyla: Chlorophyceae (diatoms and green, yellow-green, red, brown, and golden algae) and Streptophyceae (charophyte algae and embryophytic land plants, including liverworts, mosses, hornworts, lycopsids, ferns, gymnosperms, and flowering plants) (Simpson, 2019). In photosynthetic organisms, light energy (photons) is absorbed through electronic excitation in various light-harvesting apparatus chromophores, called antennae, and represented, for instance, by multifeatured symmetrical circular structures in purple bacteria, phycobilin in cyanobacteria, and chlorophyll pigments in green plants. Overall, photosynthesis generates Frenkel excitons, bound electron–hole pairs held in a chromophore (Lloyd, 2011). Exciton is a bound state of an electron (negatively charged) and a hole (positively charged) which are strongly attracted to each other by the electrostatic Coulomb force between them. It is present in all systems where electrons can be excited to higher states and is an electrically neutral quasi-particle with slightly less energy than the unbound electron–hole state that can transport energy and momentum and move freely through the medium or can be scattered by impurities. Excitons are metastable with a finite lifetime (from picosecond to few nanosecond recombination lifetime) and the excited electron can fall back into the empty hole with emission of a photon. Frenkel excitons are transferred to a reaction center where charge separation permits energy transformation into functional chemical energy in the cells, with electronic quantum coherence allowing fast excitation energy transfer to reaction centers, avoiding conversion into thermal vibration or fluorescence emission. In cyanobacteria, photoautotrophic
prokaryotes performing oxygenic photosynthesis, the dominant photosystem is represented by Photosystem I (PSI), which in thylakoids assembles in well-organized and far-reaching macromolecular arrays, affording maximal packing efficiency more than energy transfer (MacGregor-Chatwin et al., 2017). Higher photosynthetic organisms contain chlorophyll a and chlorophyll b, double-membrane-bounded chloroplasts to yield and stockpile photosynthetic products, and cell walls are mainly made of cellulose. The main energy transformation reactions of photosynthesis take place in the chloroplast thylakoids, photosynthetically active, and highly folded membranes with piled (grana) and non-piled (stromal) lamellae sections compactly filled with photosynthetic complexes (Albertsson, 2001). These comprise chlorophyll and membrane protein (photosystem I, cytochrome b6f, photosystem II, and ATP synthase). Photosystem I (PSI) and photosystem II (PSII) gather sunlight energy and employ it to reduce electron acceptors, to yield the NADPH essential to fix CO2. Appropriate pigment–pigment and protein–protein interactions in thylakoids are essential to attain utmost efficiency of photosynthetic reactions. In thylakoid membranes of higher plants, photosystems I and II perform linear electron transport in the grana, while in the stroma lamellae, cyclic electron transport is performed by photosystem I, which endows a greater quantity of pigments and captures a greater amount of quanta with respect to photosystem II (Albertsson, 2001). Sunlight is efficiently kept by photosynthetic complexes and the excitation energy is transported to and deep rooted in reaction centers, where energy is transformed into useful chemical products through charge separation. Spectroscopical analysis at 77 K (~196 °C) showed superpositions of excitonic states as slowly dephasing quantum beats in the two-dimensional electronic spectra of the Fenna–Matthews–Olson (FMO), the trimeric bacteriochlorophyll a complex of the thermophilic green sulfur bacterium Chlorobium tepidum (inhabiting dimly lit deep oceans), which transfers energy with nearly 100% efficiency from the chlorosome (a photosynthetic light-harvesting antenna complex) to the reaction center (the site of the light reactions of photosynthesis). The study suggests that energy conveyance is seemingly operated by quantum mechanics models: energy transfer does not happen through a classical random walk-like transmission of the exciton to the reaction center, but surprising evidence of coherent quantum energy transfer was shown (Engel et al., 2007; Ishizaki and Fleming, 2009). Excitations move by multiple trails simultaneously to get to the reaction center and wavelike characteristics upkeep the striking efficiency of this energy transfer process, profiting the phenomenon of long-term quantum coherence and electronic quantum states progressively evolving superpositions, which allow to exploit countless energy-transmitting pathways at the same time. (Engel et al., 2007; Panitchayangkoon et al., 2010). However, excessively rapid decay on a timescale of 60 femtoseconds was recently reported, jostling the hypothesis of long-term quantum features supporting electron transfer to the reaction center (Duan et al., 2017), even if sufficiently long-lasting coherences were recently shown in chlorophyll complexes (Thyrrhaug et al., 2018).

Photosynthesis and Circadian Rhythms

At present, the essential role of quantum effects in photosynthesis, at least during energy transfer after light harvesting, represents a topic of active debate, with the assessment of different representations, i.e., electron tunneling, environmental noise pushing electron quantum walks, geometric symmetries in the complex allowing quantum networks-like perfect state transfer, vibrational motion, and nuclear dynamics in chromophores. In higher plants, photosynthesis shows patterns of circadian rhythmicity driven by the molecular clockwork, which controls rhythmic 24-h oscillation in the quantity of photosynthesis proteins localized in the chloroplast. Approximately 70% of chloroplast transcripts show circadian regulation and a nuclear-encoded regulator of chloroplast genes transcriptions, SIGMA FACTOR5 (SIG5), functioning as a circadian signal, joins the biological oscillator with chloroplasts allowing adjustment of photosynthetic efficiency according to diel and temporary fluctuations of environmental light intensity (Noordally et al., 2013). In turn, carbohydrates levels signal back to the molecular oscillator gauging photosynthesis activity and chloroplast glucose production (Belbin et al., 2017). Besides, photosynthetic electron transport generates backward signaling that regulates the alternative splicing of nuclear-encoded transcripts encoding splicing factors, such as SR protein among others, triggered by depletion of plastoquinones pool (Petrillo et al., 2014; Dodd et al., 2015).

DNA MUTATION

The material containing hereditary information transmitted from one generation to the next is constituted, in all living organisms, of a nucleic acid called deoxyribonucleic acid (DNA). Genetic information is stored in DNA strands according to a code based on four nitrogenous bases, called adenine (A), thymine (T), guanine (G), and cytosine (C), which forms a nucleotide when linked with deoxyribose and a phosphate group allowing nucleotides to unite among them by phosphodiester covalent bonds. Every DNA molecule is double stranded, i.e., two complementary helices of nucleotides are coupled by hydrogen bonds between G-C and A-T base pairs, with entanglement suggested to play a key role in establishing the stability of the DNA double helix (Rieper et al., 2010).

Alteration of DNA sequence, defined as point mutation, can be caused by DNA copying faults through cell division, chemical damage (mutagens, carcinogens), virus infections, ionizing radiation (gamma rays and X-rays), or ultraviolet (UV) light (UVA 315–400 nm, UVB-280–315 nm, and UVC 100–280 nm), with cyclobutane pyrimidine dimer (CPD) or pyrimidine (6,4)-pyrimidone (6-4 PP) as the main DNA photochemical product (Pfeifer et al., 2005). A model of DNA mutation, through which base substitution thwarts base pairing with universal G:C → A:T mutation bias in all life kingdoms and modification of the DNA strand structure, invokes interbase double proton transfers (DPT) and quantum-mechanical tunneling effect with impact on genetic stability (Löwdin, 1963).
Proton tunneling in DNA involves tautomeric forms of bases which are not easy to determine experimentally and the use of computational tools is often involved. The tools of quantum information theory have made it possible to highlight that bi-directional quantum tunneling events take place between chemically bonded atoms, but a useful quantum entanglement cannot be generated due to the oneness of electrons in case of tunneling of an electron pair defining a covalent bond. However, an effective quantum entanglement can be acquired by a covalent bond if it has a particular quantity of ionic character, especially if it involves an electron-negative atom and a classic H bond. On the other hand, in addition to thermal equilibrium, an effective quantum entanglement can be generated by tunneling the electrons of the proton acceptor atom or the proton of the H atom into a partially covalent H bond. Besides, a decrease in the amount of ionic character of the proton donor covalent bond increases the amount of this entanglement. The effective entanglement shared in partially covalent H bonds could be used in biosystems, particularly in the molecular recognition processes involved in DNA replication (Pusuluk et al., 2018).

Experiments performed in Escherichia (E.) Coli grown in deuterium oxide-enriched media showed decreased spontaneous mutation rate; considering that quantum tunneling probability is inversely correlated with the mass of the particle, replacement of the normal hydrogen atom from the DNA with its heavier isotope deuterium reduces the probability of this quantum phenomenon, so that the results observed in E. Coli cultured in deuterated environment suggest a role played by diminution of quantum tunneling (Srivastava, 2019).

DNA Mutation and Circadian Rhythms
Altered base pair bonds are re-established in a (blue) light-dependent manner by photolyases, DNA repair enzymes dependent on the cofactor flavin adenine dinucleotide (FADH), through a cyclic electron transfer process called photoreactivation, which splits thymine dimer bonds and re-establishes DNA integrity. Photolyase is excited by blue light and transfers an electron to the cofactor FADH−, which then donates the electron through quantum tunneling to the photoproducts dimer to break the bond and repair DNA (Thompson and Sancar, 2002). Photolyases and cryptochromes belong to the photolyase/cryptochrome family of flavoproteins, which bind two chromophores, flavin adenine dinucleotide (FAD) and 5,10-methylenetetrahydrofolate (MTHF) or 8-hydroxy-7,8-didehydro-7,8-dideazaribavlin, with their well-conserved ~500 amino acids core domain. A molecular clockwork regulatory function of photolyases, precisely with repressor role, has been described for the diatom Phaeodactylum tricornutum, the green alga Ostreococcus tauri, the rat-kangaroo Potorous tridactylus, and a nuclopolyhydrovirus (ChchNPV) infecting the lepidopterans Chrysodeixis chalcites. This baculovirus expresses the photolyase-like genes phr1 and phr2, encoding CPD photolyase PHR1 and 6-4 PP photolyase PHR2, the latter showing ability to bind the CLOCK protein and to impede in vitro CLOCK/BMAL1-driven transcription in HEK 293T cells and NIH 3T3 cells (Biernal et al., 2012). Interestingly, experiments performed in human quiescent fibroblasts, synchronized with a dexamethasone pulse, showed that the severity of UV-light induced DNA damage and the proficiency of the Nucleotide Excision Repair process depend on circadian time of exposure and time-related chromatin remodeling, mainly through relaxation induced by histone acetylation, both driven by a functioning biological clock (Kang and Sancar, 2009; Bee et al., 2015; Kang, 2021). The Nucleotide Excision Repair process works through the nanomachinery correcting UV-light induced DNA photolesions (along with DNA bulky adducts from chemicals, base alterations form reactive oxygen species and intrastrand DNA crosslinks from various exogenous or endogenous agents) (Kang and Sancar, 2009; Bee et al., 2015; Kang, 2021).

VISUAL PHOTOTRANSDUCTION
Phototransduction is the photochemical reaction occurring when light energy conveyed through the optical system of the eye is transduced into an electric phenomenon in the retina starting with an electrochemical signal sent by way of the ganglion cells to the brain through the optic nerve. In the absence of light, the photoreceptors are depolarized to a membrane resting potential of ~40 mV, while light hyperpolarizes the plasma membrane of the photoreceptor to ~70 mV. Following light absorbance, a photon is captured by a photoreceptor (Sia et al., 2014). Opsin molecules, membrane proteins located in the outer segments of the photoreceptors, contain a light-absorbing chromophore (11-cis retinal, an aldehyde of vitamin A) covalently bound to opsin. The photon interacts with 11-cis retinal, which undergoes photoisomerization to all-trans retinal and induces structural change in the photoreceptor, activation of G-protein-coupled receptors (GPCRs) and cyclic guanosine 3’-5’ monophosphate (cGMP)-related signal transduction pathways, and arising of a visual signal (Sia et al., 2014). Photoisomerization of 11-cis retinal to all-trans retinal occurs with energy conversion from a resting ground state to a higher energy excited state, indicating non-trivial quantum effects. The process takes place in less than 200 femtoseconds and with high specificity and invariant ϕ(λ) (wavelength-dependent efficiency) for blue light exposure (ϕ = 0.65 ± 0.01 between 450 and 500 nm), with quantum yield reducing by up to 5% at higher wavelengths (between 500 and 750 nm). Moreover, energy transfer in phototransduction triggers rhodopsin conformational change and successively signal transduction, possibly involving conformational quantum superposition and quantum coherence effects (Sia et al., 2014).

Visual Phototransduction and Circadian Rhythms
Retinal physiology shows circadian patterns of variation. Efforts to recognize the retinal cells capable to drive rhythmicity have produced contradictory results, despite that retinal cell types generally express core clock genes and, in the retina, are present all the components of a circadian clock circuitry, specifically neuroepithelial cells accomplished to oscillatory
phototransduction (Ruan et al., 2006; Tosini et al., 2007; Ruan et al., 2008). Among the candidate circadian factors, photoactive cryptochrome proteins play different and independent roles in driving 24-h rhythmicity in retinal physiology, mainly related to CRY1, while CRY2 seems in a certain way less essential. Studies performed in mouse retina showed that CRY1 is expressed in cone photoreceptors, amacrine cells, and retinal ganglion cells and its deletion dampens or impedes pupillary light responses and retinal rhythms, such as contrast sensitivity rhythm and photopic electroretinogram b-wave amplitude. On its side, CRY2 retinal cell localization was limited to the photoreceptor layer and its deletion attenuated only photopic electroretinogram b-wave amplitude (Wong et al., 2018).

MAGNETORECEPTION

Magnetoreception is a type of sensory perception based on sensing by living beings of spatial alignment of the geomagnetic field lines (for an accurate description of the Earth’s magnetic field refer to https://web.ua.es/docivis/magnet/earths_magnetic_field2.html). In migrating and non-migrating animals, magnetoreception pivots on sensitivity to axial course and inclination in space of geomagnetic field lines. Examples of animal magnetoreception are found in all major branches of the animal kingdom, including really different species ranging from migratory birds to fishes, crustaceans, amphibians, and insects, such as robins, silvereyes, garden warblers, salmons, spiny lobsters, sea turtles, spotted newts, honeybees, beetles, cockroaches, fruit flies, dragonflies, butterflies, and moths, among others. Animal species use geomagnetic field sensing for orientation and navigation by way of the axis and dip angle of the Earth’s magnetic field lines, using the eyes as the site of magnetoreception, seemingly through the radical pair and spin-chemical processes in cryptochromes and chromophores as phototransducers, involving enduring quantum phenomena such as quantum coherent superposition and entanglement (Cai et al., 2010; Gauger et al., 2011). This basic mechanism works as an inclination only compass through electron spin-dependent photochemical compounds production in response to geomagnetic field lines axis and dip angle. Photon absorption results in the production within the cryptochrome proteins of a couple of radicals, molecules with an unpaired electron each, possibly entangled, charging a radical pair with two possible states, singlet (S0) with antiparallel spin and triplet (T0) with parallel spin. The radical pair oscillates between these two states (just like Bell states and quantum bits), with the singlet-to-triplet ratio depending on the radical-pair orientation with respect to the geomagnetic field lines direction (Figure 3). Birds perceive the Earth’s magnetic field exploiting photochemical transformations in cryptochrome flavoproteins. Blue or green light absorption produces a radical pair of electrons in an oriented cryptochrome molecule within the bird’s retina. The radical pair goes through coherent quantum wavering between entangled singlet and triplet states and a spin-dependent electron transition then allows current to flow only if the spins in the pair are in a particular symmetry state. The cryptochrome molecule orientation with respect to the Earth’s magnetic field determines the rate of current flow (Lloyd, 2011). The radical-pair singlet and triplet states join with different biochemical reactions, whose products modulate neural signaling from the avian retina to the brain and render

FIGURE 3 | Scheme representing the radical-pair reaction mechanism for avian magnetoreception. The basic reaction scheme of the magnetoreception in birds encompasses light absorption by and chemical reaction of the radical pair in Cryptochrome molecules in the eyes. Activation by photons with adequate energy elicits an electron transfer reaction producing the radical pairs in their excited singlet states. The state of the pair can remain in a singlet state or become a triplet state, with different singlet- and triplet-state ratios depending on the geomagnetic field influence.
information about the geomagnetic field lines direction (Ritz et al., 2004; Ritz et al., 2009; Guerra et al., 2014; Wiltshko and Wiltshko, 2014; Wiltshko et al., 2021).

**Magnetoreception and Circadian Rhythms**

The avian magnetic compass has been deeply investigated and is hallmarked by light dependence and insensitivity to polarity. Magnetoreception in orientation behavior is generally not possible in the dark (even if many land birds migrate at night), light from the short-wavelength end of the spectrum is needed and the direction of very weak magnetic fields may affect radical-pair electrons reactivity and, consequently, the way they catalyze biochemical reactions/products (Wiltshko and Wiltshko, 2014; Wiltshko et al., 2021). The interaction of entangled electron pairs with the Earth’s magnetic field changes the ratio between singlet and triplet pairs and, in turn, the alteration of the singlet–triplet swapping dynamics changes the production of the reaction products, with response degree hinging on the orientation of the radical pair with respect to the direction of the geomagnetic field lines products (Wiltshko and Wiltshko, 2014; Wiltshko et al., 2021). Magnetically sensitive radical pairs are generated in cryptochrome proteins, which are the putative receptor molecules susceptible to being activated by the wavelengths of light that allow magnetic compass orientation, with cryptochrome-dependent magnetosensitivity not necessarily relying on a properly ticking molecular clockwork, as shown in *Drosophila melanogaster* (Gegear et al., 2008). In eukaryotic organisms, cryptochromes are solely capable to yield radical pairs through photoreduction and oxidation reaction upon interaction with full-spectrum light (white) or a single optical frequency with wavelength up to but not exceeding ~565 nm, comprising ultraviolet, blue, turquoise, and green light (only temporarily and after exposure to white light in the case of the latter wavelength). Flavin adenine dinucleotide (FAD), the chromophore of cryptochrome protein, goes through a redox cycle, with a recurring sequence of photoreduction and re-oxidation (producing the FADox, the dark resting form, and in (FAD), the chromophore of cryptochrome protein, goes through a redox cycle, with a recurring sequence of photoreduction and re-oxidation (producing the FADox, the dark resting form, and in consequence, the way they catalyze biochemical reactions/products (Wiltshko and Wiltshko, 2014; Wiltshko et al., 2021). The interaction of entangled electron pairs with the Earth’s magnetic field changes the ratio between singlet and triplet pairs and, in turn, the alteration of the singlet–triplet swapping dynamics changes the production of the reaction products, with response degree hinging on the orientation of the radical pair with respect to the direction of the geomagnetic field lines products (Wiltshko and Wiltshko, 2014; Wiltshko et al., 2021). Magnetically sensitive radical pairs are generated in cryptochrome proteins, which are the putative receptor molecules susceptible to being activated by the wavelengths of light that allow magnetic compass orientation, with cryptochrome-dependent magnetosensitivity not necessarily relying on a properly ticking molecular clockwork, as shown in *Drosophila melanogaster* (Gegear et al., 2008). In eukaryotic organisms, cryptochromes are solely capable to yield radical pairs through photoreduction and oxidation reaction upon interaction with full-spectrum light (white) or a single optical frequency with wavelength up to but not exceeding ~565 nm, comprising ultraviolet, blue, turquoise, and green light (only temporarily and after exposure to white light in the case of the latter wavelength). Flavin adenine dinucleotide (FAD), the chromophore of cryptochrome protein, goes through a redox cycle, with a recurring sequence of photoreduction and re-oxidation (producing the FADox, the dark resting form, and in sequence FAD (●) (-) and FADH (-) redox forms of flavin), and during this photocycle radical pairs are produced (Wiltshko and Wiltshko, 2014; Wiltshko et al., 2021). A light-induced electron-transfer reaction produces a spin-correlated radical pair with singlet and triplet states and this cryptochrome-based radical-pair sensor transduces the effects of the geomagnetic field on the photochemistry of the radical pair (Wiltshko and Wiltshko, 2014; Wan et al., 2021; Wiltshko et al., 2021). The radical pair must be in a coherent superposition of the quantum states of the two-electron spins and when the spin coherence perseveres more than a few microseconds, the yield of the sensor holds a precise characteristic defined spike. When the quantum mechanical spin energy levels of radicals formed in cryptochromes escape crossings, then the spike is activated, potentially conveying a directionality accuracy suitable to clarify the navigational behavior of migratory birds in the wild (Hiscock et al., 2016). In the retina of birds, five isoforms of cryptochromes are found: cryptochrome 1a (Cry1a), cryptochrome 1b, cryptochrome 2, cryptochrome 4a, and cryptochrome 4b. The currently reliable scientific data points to Cry1 or Cry4 as the likely receptors for sensing directions. Cry1 is expressed with circadian rhythmicity and could mediate in a time-related manner the effects of the geomagnetic field on the photochemistry of the radical pair (Wiltshko and Wiltshko, 2014; Wiltshko et al., 2021). However, actually Cry4 is becoming a stronger magnetoreceptor candidate than Cry1 isoforms, as independent groups were not able to purify Cry1 isoforms with FAD content, which puts a question mark on the nature of Cry1s in being a real photosensor (Ozturk, 2021; Warrant, 2021). On the other hand, another hypothesis suggests that the avian light-induced biochemical radical-pair mechanism for magnetoreception should rely on constantly expressed retinal cryptochromes. The expression of Cry1, Cry2, and Cry4 genes was measured over a 24-h daily cycle in the retina of the migratory bird *Taeniopygia guttata* (zebra finch) and Cry1 and Cry2 showed circadian oscillation, whereas Cry4 expression was not rhythmic, suggesting it could be the best possible magnetoreceptor for light-dependent magnetic compass in birds, according to this alternative hypothesis (Pinzon-Rodriguez et al., 2018). Likewise, studies performed in *Erithacus rubecula*, the European robin, migrating during the night, revealed *in vitro* magnetic field sensing operated by Cry4, with a crucial role played by a photoreduction pathway, routed by flavin–tryptophan radical pairs in a four-tryptophan chain, in producing magnetic field influences as well as in balancing and facilitating detection of potential signals (Xu et al., 2021). At this time, a magnetic sense is not supposed to be present in human beings; however, evidence that human CRY2, which shows abundant retinal expression, can work as a magnetosensor in a light-dependent manner in the magnetoreception system was revealed in experiments using transgenic *D. melanogaster*-expressing human CRY2 (Foley et al., 2011). Biological effects in humans might be triggered by lengthy exposure to weak (~1 μT) to extremely low-frequency (ELF, 50/60 Hz) magnetic field through biophysical mechanisms implicating radical pairs as short-lived chemical reaction intermediates and compatible with the effects of a static magnetic field of the same strength as the geomagnetic field (~50 μT) (Hore, 2019). In previous studies, solar cycle-dependent geomagnetic field disturbances were correlated with retrospectively assessed long-term variability of amount and hematopoietic cell content of umbilical cord blood (UCB), derived from approximately 18,000 UCB donations collected in Cord Blood Banks in Northern and Southern Italy from 1999 to 2011 (Mazzoccoli et al., 2016; Scholkmann et al., 2016). The geomagnetic field disturbances for solar cycles were quantified by the Dcx index, the corrected and extended version of the disturbance storm time (Dst) index, gauging the average deviation in the geomagnetic horizontal component (H) from its normal value, obtained as daily values by the Dcx index server of the University of Oulu, Finland (http://dcx.oulu.fi). UCB yield fluctuations were associated with distinctive correlation patterns and on circadecadal, yearly, monthly, and diurnal timescales with time-related trends of geomagnetic activity magnitude changes, as modulated by solar activity (Mazzoccoli et al., 2016; Scholkmann et al., 2016). The time-qualified patterns of correlation between UCB yield and geomagnetic activity variations are enticing and the biophysical mechanisms responsible for this relationship need to be further addressed to define biophysical intermediates and explore in detail if and how the flavoprotein
cryptochrome could be involved with radical-pair/spin-correlated photochemistry changes and geomagnetic field sensing in humans as well.

MITOCHONDRIAL RESPIRATION

Mitochondria are subcellular organelles that produce the greater part of energy in the cell in the form of chemical ATP with really high (60–70%) efficiency. This efficiency rate is due to a quantum mechanism in the process of intracellular energy conversion, which is actuated by quantum tunneling of electrons and hydrogen ions (H+) through potential barriers. In order to transfer charged particles (electrons, protons, and H+) to the electron transport chain proteins, the mitochondrial inner membrane must be overstepped (Mailloux et al., 2013). Long-range electron tunneling on the order of 15–30 Å plays a role in redox reactions in enzymes of cellular respiration. Oxidation of hydrogen ions from carbohydrates and fats yields mitochondrial ATP through the electron transport chain, in which four protein complexes (named complex I–IV) are entailed in transferring electrons from NADH and FADH2 to molecular oxygen. Electrons from NADH are transferred to NADH dehydrogenase (complex I protein), a big L-shaped inner mitochondrial membrane-bound enzyme (Mailloux et al., 2013). Complex I is crucial in the respiratory electron transport chain by coupling the transfer of electrons from NADH to ubiquinone to produce the proton gradient across the membrane necessary for ATP synthesis. This complex induces two cysteine ligands involved in electron tunneling pathways between neighboring Fe/S clusters, which endow specific electronic properties due to the antiferromagnetically coupled high-spin iron atoms (Hayashi and Stuchebrukhov, 2010). From complex I, electrons are transferred to coenzyme Q to produce CoQH2 and then electrons flow to cytochrome-containing complex III, and next to complex IV, where electrons reduce molecular O2 to an oxygen atom that can bind to the hydrogen ions to produce H2O. Electrons movement through the electron transport chain produces energy and induces proton movement (H+ pumping) out of the mitochondrial matrix into the intermembrane space and this charge movement generates a magnetic and a capacitance potential energy across the matrix (Mailloux et al., 2013). This pushes ATP synthesis through complex V (ATP synthase), adding one phosphate group to interconvert ADP to ATP and driving protons (H+) back into the matrix in a process identified as oxidative phosphorylation. Lastly, energy signals are transformed into electrochemical outputs for ATP transfer at the outer mitochondrial membrane, which hosts a large channel permeable to anions, cations, and ATP, named mitochondrial porin, a voltage-dependent anion channel (Mailloux et al., 2013).

ENZYMATIC ACTIVITY

In complex biological systems, interactions among molecules occur with specialness and rapidness, as in the case of the interactions among enzymes and substrates, envisaged as activation energy (barrier) lowering and reaction rate acceleration accomplished by enzymes through time-honored preferential binding enzyme–substrate interaction at the activated complex, usually known as increased transition-state binding. Enzymes are natural catalytic proteins with active sites held in their inner core that is linked to the encompassing solvent by conduits called tunnels, which assist dynamic shuttling of substrates and products. In addition to this function, they support substrate specificity and enantioselectivity, controlling the access of ligands to the active site while hindering exposure to the solvent-embracing protein surface. In biological catalysis, hydrogen bonds between an enzyme and its substrate trigger tautomerization of the substrate to proceed to the ensuing catalysis, with proton tunneling playing a role in this process (Klinmann and Kohen, 2013). Besides, transition from the minor tautomer to the major tautomer form involves quantum system dynamics in driving forward the reaction without demanding any extra catalytic activity, with transition states moving through quantum superposition (Pusuluk et al., 2018). The role of proton tunneling in enzyme catalysis has been examined, especially pinpointing the class of oxidoreductases, which oxidize a substrate by transferring its hydrogen (H) to an acceptor molecule through intermolecular H-bonds. These enzymes endow sizeable separations among redox sites, however, electrons are able to transfer in an exponentially distance-dependent and faintly temperature-dependent manner. Long-distance electrons transfer in oxidoreductases possibly exploits single-step quantum mechanical tunneling. The relationship between protein dynamics and the quantum mechanical hydrogen tunneling hints at the inference of protein dynamics for optimal catalysis attainment. Data-based evidence corroborates ranked thermodynamically equilibrated motions driving H-donor/acceptor distance and active-site electrostatics, establishing a miscellanea of conformations suited for H-tunneling (Klinmann and Kohen, 2013). However, H-tunneling reactions are neither universally nor exclusively present in enzyme systems, and in addition to proton-coupled electron transfer, other quantum mechanical–molecular mechanical catalytic mechanisms should be considered as well. Along with quantum effects in the transfer of hydrogen-like species in enzyme-catalyzed reactions, quantum mechanical phenomena driven by protein dynamics can play a

Mitochondrial Respiration and Circadian Rhythms

Enzymes involved in main mitochondrial pathways, such as pyruvate metabolism, fatty acids uptake, and oxidation, as well as in the Krebs cycle and the respiratory chain complexes, show variations featured by circadian rhythmicity and Ca2+-mediated signaling plays a role in setting the fluctuation of mitochondrial metabolism well timed with its retroactive tuning of the molecular clockwork (Neufeld-Cohen et al., 2016; Scrima et al., 2020). Furthermore, mitochondrial respiratory activity shows time-qualified oscillations dependent on a functioning molecular clockwork, related to fluctuations in cellular NAD content and BMAL1-driven rhythms of NAMPT and Sirtuins 1/3 expression, with reversible acetylation in the electron transport chain of a single subunit of Complex I (Peek et al., 2013; Cela et al., 2016; Scrima et al., 2016).
pivotal role in enzyme action other than H-transfers and electron transfers in proteins.

**Enzymatic Activity and Circadian Rhythms**

Regarding thermodynamic stability and free-energy scenarios, non-rhythmically expressed proteins and proteins expressed with circadian rhythmically and ultradian pattern (oscillating with a frequency two or three times faster than 1 cycle every 24-h) were analyzed for electrochemical properties and components of Gibbs free energy, calculated in the force field/protein design FoldX 4.0 algorithm (Buß et al., 2018). They showed antithetical patterns of correlation with the free energy value related to interresidue close contacts and presented by electrostatic contribution of interactions at interfaces (interresidue Van der Waals’ clashes and electrostatic interactions). Overall, the results suggested higher thermodynamic stability of proteins oscillating with circadian and ultradian rhythmicity, which include the greater part of catalytic proteins, whose expression is broadly driven by the biological clock (Genov et al., 2019). Sustained quantum entanglement and coherence could have been evolutionarily actuated through tertiary and quaternary structure development of these proteins, which could augment the percentage of the reaction that occurs through hydrogen tunneling. In this regard, proteins encoded by genes with expression featured by 24-h frequency harmonics, and particularly those with peak frequency at 1 cycle per 12-h, are more phylogenetically conserved and yet evolutionarily driven by fitting to rhythmic environmental as well as geophysical changes, primarily light/temperature cycles related to dawn/dusk transition, and could render a peculiar genomic signature of evolutionistic eras (Castellana et al., 2018; Genov et al., 2019).

**CONCLUSION**

Time-related variations at multiomics level rhythmically modify amount and subcellular distribution of structural and functional cellular components providing the molecular scaffold within which electrochemical processes as well as non-trivial quantum phenomena can take place. The latter can occur independently of environmental factors or are induced by the interaction of cellular elements with external impulses of various kinds, more often and more importantly linked to electromagnetic radiation with a specific wavelength range. Quantum features including entanglement, superposition, coherence, and tunneling have been principally advocated in light-harvesting processes, such as photosynthesis and photoreception, as well as in processes related to electromagnetic radiation in the spectrum of visible light and ultraviolet rays, such as magnetoreception and DNA mutation, or not strictly related to exposure to light, such as mitochondrial respiration and enzymatic activity. Chronobiology studies biological rhythms and Quantum Biology studies quantum effects in biological systems. Intracellular space–time fluctuations of biomolecules hosting quantum effects suggest valuable and gainful intermingling between these two scientific disciplines, based on physical science and life science, to conciliate complexity of biosystems and counterintuitivity of quantum mechanics.
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