Rising speed limits for fluxons via edge quality improvement in wide MoSi thin films
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Ultra-fast vortex motion has recently become a subject of extensive investigations, triggered by the fundamental question regarding the ultimate speed limits for magnetic flux quanta and enhancements of single-photon detectors. In this regard, the current-biased quench of a dynamic flux-flow regime – flux-flow instability (FFI) – has turned into a widely used method for the extraction of information about the relaxation of quasiparticles (unpaired electrons) in the superconductor. However, the large relaxation times $\tau_e$ deduced from FFI for many superconductors are often inconsistent with the fast relaxation processes implied by their single-photon counting capability. Here, we investigate FFI in 15 nm-thick 182 µm-wide MoSi strips with rough and smooth edges produced by laser etching and milling by a focused ion beam. For the strip with smooth edges we deduce, from the current-voltage ($I$-$V$) curve measurements, a factor of 3 larger critical currents $I_c$, a factor of 20 higher maximal vortex velocities of 20 km/s, and a factor of 40 shorter $\tau_e$. We argue that for the deduction of the intrinsic $\tau_e$ of the material from the $I$-$V$ curves, utmost care should be taken regarding the edge and sample quality and such a deduction is justified only if the field dependence of $I_c$ points to the dominating edge pinning of vortices.

I. INTRODUCTION

Ultra-fast vortex motion in superconductors has recently attracted great attention both experimentally [1–6] and theoretically [7–12]. This attention is triggered by the fundamental question regarding the ultimate speed limit for magnetic flux transport via superconducting vortices and the phenomena of generation of sound [13, 14] and spin waves [15, 16] by fluxons moving at velocities of a few km/s. Furthermore, high-velocity vortex dynamics is essential for the photoreponse of superconductor microstrip single-photon detectors (SMSPDs). Operated at large bias currents [17–20], which enable a vortex-assisted mechanism of single-photon counting [21], such microstrips appear as viable candidates for various applications requiring large-area detectors, e.g. free-space quantum cryptography, deep space optical communication, etc. If an SMSPD is capable of carrying a close-to-deparing transport current, its intrinsic detection efficiency is predicted to reach almost 100% [21]. Thus, materials with large critical currents are in demand for SMSPDs and require the understanding of vortex matter under far-from-equilibrium conditions. In this regard, current-biased quenches of the dynamic flux-flow regime provide a way for the extraction of information about the relaxation of quasiparticles (unpaired electrons) [4] in the superconductor. The deduced quasiparticle relaxation times are then often used for judging whether a material could be potentially suitable for the use in single-photon detectors [5, 22–25].

The physical phenomenon underlying this judgement is known as the flux-flow instability (FFI) [1–12, 22–25]. FFI occurs in the regime of fast vortex motion and, in the current-driven regime, it becomes apparent as a sudden jump to a highly-resistive state in the current-voltage ($I$-$V$) curve of the superconductor. Microscopically, FFI is associated with the diffusion of quasiparticles from the vortex cores to the surrounding superconducting medium, and the subsequent retrapping of the quasiparticles by other vortices. According to Larkin and Ovchinnikov (LO) [26–28], close to the superconducting transition temperature $T_c$, the maximal vortex velocity (instability velocity) $v^*$ is linked with the quasi-particle energy relaxation time $\tau_e$ via the expression $v^* = \sqrt{D(14\zeta(3))^1/2(1-T/T_c)^1/2(\pi\tau_e)^1/2}$, where $D$ is the electron diffusion coefficient and $\zeta(x)$ is the Riemann zeta function. This LO expression suggests that materials with shorter $\tau_e$ should, in principle, allow for higher vortex velocities. The essential assumptions in the LO theory [26, 27] were (i) the perfect periodicity of the vortex lattice, (ii) the absence of defects and edges in the superconductor, and (iii) neglect of heating effects associated with the Joule dissipation. Accordingly, the LO theory can take into account neither collective effects leading to the dynamic transformation of the vortex lattice nor vortex-pinning and edge-barrier effects. In subsequent studies, however, it was revealed that larger $v^*$ can be realized in materials with a weak uncorrelated disorder [29–31], via the vortex guiding effect [3] or via addition of a GHz-frequency ac current to the dc bias current [32]. At the same time, in a uniform system, the highest vortex velocities were experimentally observed in a direct-write Nb-C superconductor with a small diffusion coefficient and fast relaxation of quasiparticles ($\tau_e \approx 20$ ps) [5] and in bridges of lead[1] which has a large diffusion coefficient and a short inelastic electron-phonon relaxation time ($\tau_{ep} \approx 20$ ps) [33]. Remarkably, while many dirty superconductors (NbN [34], MoSi [18], NbRe [35], NbReN [25] etc.) possess good single-photon detection capability, $v^*$ and $\tau_e$ deduced from FFI are
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not always consistent with the fast relaxation processes implied by photon-counting experiments. For instance, the deduced \( v^* \) values of \( \approx 1 \text{ m/s} \) for \( \alpha \)-MoSi [24, 36], 0.1-0.5 km/s for MoSi [37], 0.3-0.7 km/s for \( \beta \)-W and NbReN [23, 25], 0.2 km/s for NbN [38] yield \( \tau_c \) on the (sub-)ns time scale.

Recently, it was predicted theoretically and confirmed experimentally that FFI does not necessarily occur in the entire volume of the sample, but it can have a local character [8]. If the sample is inhomogeneous, then in the flux-flow regime it could be that regions with slower and faster moving vortices coexist, leading to the formation of normally conducting domains in the regions where \( v^* \) is reached first. Once the current density exceeds some threshold current density (determining the equilibrium of the nonisothermal normal/superconducting boundary) [39, 40] these domains begin to grow and the whole sample transits to the normal state [8]. In this case, the standard relation \( v^* = V^*/(B L) \) \([V^*]: \text{measured voltage just before the transition}, \ B: \text{magnitute of the applied magnetic field}, \ L: \text{distance between the voltage leads} \] can no longer yield the instability velocity quantitatively. Nevertheless, the functional relations between the LO instability parameters in the case of a local FFI remain the same as in the case of a global FFI, but require renormalization of the sample length [8]. At the same time, it is worth noting that regardless of the FFI character, the places where FFI is actually nucleating are determined by defects at that edge through which vortices enter the sample [7]. Microscopically, such defects affect the vortex motion primarily via the local suppression of the edge barrier for vortex entry either due to variation of material parameters (critical temperature, electron mean free path etc.) or due to the local enhancement of the transport current density (current-crowding effect) near geometrical defects [41-45].

Here, we compare the non-equilibrium state generated by vortex motion in MoSi strips with focused ion beam (FIB)-milled and laser-etched edges. We choose MoSi because it is known for its very weak intrinsic pinning and as a material which is promising for single-photon detectors [18, 19, 46, 47]. Specifically, for MoSi strips with smooth edges milled by FIB we reveal that the critical current \( I_c \) is controlled by the edge barrier in a wide range of magnetic fields and \( I_c \) is close to the depairing current \( I_{dep} \) at \( B = 0 \), which is indicative of a high homogeneity of the material. From the \( I-V \) curves we deduce instability velocities \( v^* \) in the 5-20 km/s range and energy relaxation times \( \tau_e \) on the 20 ps time scale. By contrast, in the laser-etched MoSi strip, \( I_c \) is several times smaller than \( I_{dep} \). \( I_c(B) \) does not show indications for edge-barrier effects and the \( v^* \) values are an order of magnitude smaller and close to the values deduced in the past for MoSi [36, 37] and other dirty superconductor films [23, 24, 38]. We explain these differences by the change in the quality of the close-to-edge regions by the laser etching process which leads to a strong local inhomogeneity, bulk pinning and, thus, to a much lower instability velocity. Our results imply that for strips where no care was taken about the edge quality and bulk homogeneity, and whose magnetic field dependence of the critical current does not attest to the dominating edge-barrier effect, FFI only allows for the deduction of some “indicative” relaxation time exceeding the intrinsic \( \tau_c \) in the material.

**II. EXPERIMENT**

The non-equilibrium state generated by fast vortex motion is investigated for two 15 nm-thick amorphous superconducting MoSi strips differing by the edge roughness. The experimental geometry is shown in Fig. 1(a). The MoSi films were deposited by dc magnetron co-sputtering of elemental molybdenum and silicon targets onto Si wafers covered with a thermally grown 230-nm-thick SiO\(_2\) layer. The \( \text{Mo}_{70}\text{Si}_{30} \) composition of the films was ensured by using the calibrated deposition rates and inspection of thicker film replica by energy-dispersive x-ray (EDX) spectroscopy. The films were deposited onto 5 nm-thick Si buffer layers and covered with 3 nm-thick Si layers for protection against oxidation. The films have a flat morphology, with an rms surface roughness of less than 0.1 nm, as deduced from atomic force microscopy (AFM) scans in the range \( 1 \times 1 \mu \text{m}^2 \). Microstructural characterization of MoSi lamellas by transmission electron microscopy (TEM: Tecnai F30, 300 kV) revealed high structural uniformity of the films, see Fig. 1(b). An exemplary selected area electron diffraction pattern of the MoSi film is shown in Fig. 1(c). The absence of diffraction rings in Fig. 1(c) attests to an amorphous microstructure of the material, in contrast with various polycrystalline microstructures [48, 49].

For electrical resistance measurements the films were patterned into a four-probe geometry, with a strip length \( L = 616 \mu \text{m} \) and width \( W = 182 \mu \text{m} \). One strip was etched out by laser beam (sample L) and another strip by Ga FIB milling (sample F). The use of different patterning techniques allowed for the realization of rough and smooth edges, respectively, see also Fig. 1(d) and (e).

Laser etching was done under ambient conditions using an LGI-505 gas laser source, with 337 nm wavelength, 7 ns pulse duration and up to 1000 pulses per second of the laser. The beam power, focal spot size and speed of the beam rastering are decisive for the edge quality. These parameters were adjusted to produce an edge shown in Fig. 1(d). The discrete spatial character of the laser beam impact is seen as a circle-footprint contrast variation along the groove etched in the substrate (region 1 in Fig. 1(d)). Gaussian flanks of the laser beam, with a focal spot diameter of about 6 \( \mu \text{m} \), caused evaporation of the MoSi film within a region of width 2-3 \( \mu \text{m} \) along the edge (region 2). As a result, an irregular, saw-tooth-like strip edge profile (red thin line in Fig. 1(d)) was created in sample L, characterized by an irregular variation of the edge barrier for vortex entry into the interior of the strip (region 3). The variation of the composition of sample L induced by the laser etching process within a region of width \( w_L \simeq 1 \mu \text{m} \) along the edge, is shown in the inset in Fig. 1(d). The local film composition was inferred from EDX spectroscopy at 5 kV/1.6 nA for a series of 100 \( \times \) 100 nm\(^2\) areas probed at different distances from the strip edge. The larger oxygen content in the close-to-edge region leads to a degradation of the superconducting properties. The larger relative contents of Si and O with respect to the \( \text{Mo}_{70}\text{Si}_{30} \) composition are because of the significantly larger thickness (of about 90 nm) of the layer probed by 5 kV electrons than the film thickness.

FIB milling was done in a dual-beam scanning electron mi-
The maximal value of the dissipation-free current $I_c$ the superconductor can carry is of primary importance for both, its superconducting transition width $\Delta T_c = 0.23$ K, determined as the temperature interval between the 10% and 90% of the resistance at 7 K. Application of a magnetic field leads to a broadening of the transition, accompanied with its systematic shift toward lower temperatures, see Fig. 2(c). Near $T_c$, the temperature dependence of the upper critical field $B_{c2}(T)$ exhibits a slope $\frac{dB_{c2}}{dT} = -2.23$ T/K, whose extrapolation toward zero temperature yields $B_{c2}(0) \approx 10.2$ T, see the inset in Fig. 2(a). This slope corresponds to an electron diffusion coefficient $D$ of 0.49 cm$^2$/s, as deduced from the relation $D = -1.097(\frac{dB_{c2}}{dT})^{-1} |_{T=T_c}$ [50]. The coherence length and the penetration depth at zero temperature are estimated [17] as $\xi(0) = \sqrt{\hbar D / 1.76k_B T_c} = 5.9$ nm and $\lambda(0) = 1.05 \cdot 10^{-3} \sqrt{\frac{\mu B_{c2} T_c}{T_c}} \approx 495$ nm, with the Pearl length $\Lambda = 2 \xi^2(0) / d \approx 32 \mu$m. Thus, our strips are thin and wide, with $d \ll \lambda(0)$ and $\xi \ll \Lambda \lesssim W$.

III. RESULTS AND DISCUSSION

A. Critical current and current-voltage curves

The maximal value of the dissipation-free current $I_c$ the superconductor can carry is of primary importance for both, its...
use in single-photon detectors and the realization of ultra-fast vortex motion. Theoretically, at zero magnetic field, this current is given by the pair-breaking current $I_{\text{dep}}$, whose temperature dependence can be described by the expression

$$I_{\text{dep}}(T) = I_{\text{dep}}(0)(1 - (T/T_c)^2)^{3/2}, \quad \text{where}$$

$$I_{\text{dep}}(0) = \frac{0.74W[\Delta(0)]^{3/2}}{eR_C\hbar D\sqrt{1 + W/\Lambda}}$$

for dirty superconductors[17, 51, 52]. In Eq. (1), $\Delta(0)$ is the superconducting gap at zero temperature, $e$ the electron charge, and $R_C$ the sheet resistance. The factor $\sqrt{1/(1 + W/\Lambda)}$, which is absent for narrow strips ($W \ll \Lambda$), takes into account the nonuniform current distribution in strips with $W \gtrsim \Lambda$ [53]. With the BCS ratio $\Delta(0) \approx 1.76k_BT_c$ we obtain $I_{\text{dep}}(0) \approx 144 \text{mA}$ for our MoSi strips.

The theoretical dependence $I_{\text{dep}}(T)$ calculated by Eq. (1) is compared with the experimentally measured $I_c(T)$ in Fig. 2(d). We used the 0.5 mV voltage criterion for the deduction of the critical current $I_c$ from the $I$-$V$ curves, as illustrated in Fig. 3. This criterion corresponds to the lowest voltage at the foot of the zero-field resistance jump for sample F. Note that in the investigated temperature range $0.5 < t < 1$, where $t = T/T_c$ is the reduced temperature, $I_c$ varies between $0.3I_{\text{dep}}$ and $0.5I_{\text{dep}}$ for sample L and it is between $0.6I_{\text{dep}}$ and $0.9I_{\text{dep}}$ for sample F; see the inset in Fig. 2(d).

The $I$-$V$ curves for both samples are presented in Fig. 3 for $T = 5 \text{K}$ ($0.78T_c$). In panels (a) and (d) of Fig. 3 we label three distinct regimes in the $I$-$V$ curves: (I) the flux-flow regime, (II) the FFI, and (III) the normal conducting regime. Panels (b) and (e) of Fig. 3 show in more detail the nonlinear conductivity regimes preceding the voltage jumps. The last points (A) before the jumps correspond to the instability current $I^*$ related to the instability voltage $V^*$. A comparison of the $I$-$V$ curves for both samples suggests that sample L transits into the highly-resistive state at noticeably smaller currents than sample F. Herewith, nonlinear up-turns in the $I$-$V$ curves at the foot of the instability jump occur in a broader range of currents for sample F. This behavior is illustrated by the evolution of the instability point $A_L$ for sample L to the instability point $A_F$ for sample F for the $I$-$V$ curves taken at the same field of 69 mT in panels (b) and (e). The extended regime of nonlinear conductivity (I-B) for sample F is also seen in the $dV/dI$ versus $I$ representation in Fig. 3(c) and (f), as compared to the regime of almost linear conductivity (regime I for sample L and regime I-A for sample F) at smaller currents. In this way, at a given magnetic field magnitude, sample F exhibits larger $V^*$ than sample L. This enhancement is most pronounced at low magnetic fields.

**B. Field dependence of the critical current**

Magnetic-field dependence of the critical current allows for the identification of various states the superconductor is passing with increase of the magnetic field[5, 53, 54]. Namely, at low magnetic fields the sample can be in the vortex-free (Meissner) state, resulting in a linear decrease of $I_c(B)$. At higher fields, the decrease slows down, with a crossover at $B_{\text{stop}}$ demarcating a transition to the mixed state [55]. In the Meissner state ($B < B_{\text{stop}}$),

$$I_c(B) = I_c(0)(1 - B/2B_{\text{stop}}),$$

$$B_{\text{stop}} = \frac{\Phi_0}{2\sqrt{3\pi\xi(T)W}}$$

contains the factor $\sqrt{1 + W/\Lambda}$ because of the width $W \gtrsim \Lambda$. Equation (2) allows us to estimate $B_s = 2B_{\text{stop}}$ as 0.3 mT for sample F. The physical meaning of $B_s$ is the field value at which the surface barrier for vortex entry is suppressed at $I = 0$. The magnetic field dependence of the critical current for both samples is presented in Fig. 4(a). One can see that for sample F the theoretically calculated $B_{\text{stop}} \sim 0.15 \text{mT}$ is not very far from the experimental $B_{\text{stop}} \sim 0.2 \text{mT}$ and that the very steep decrease of $I_c(B)$ for sample F at $B \rightarrow 0$ (see the inset in Fig. 4(a)) could be an indication for a vortex-free state. Furthermore, the value of $I_c(0)$ for sample F is a factor of 3 larger than $I_c(0)$ for sample L, attesting to strong edge-
barrier effects. For $1 \text{ mT} \leq B \leq 100 \text{ mT}$, $I_c(B)$ for sample F is described well by the dependence $I_c(B) = I_c(0)B_{\text{stop}}/2B$, indicating the dominating role of the edge barrier for vortex entry in sample F at $B \leq 100 \text{ mT}$. In general, one could expect a slowing down towards the dependence $I_c(B) \sim B^{-0.5}$ in larger fields [5] because of the transition to the regime of dominating intrinsic (volume) pinning. Indeed, such a transition occurs at larger fields ($\geq 300 \text{ mT}$, not shown) in sample F, pointing to the very small contribution of bulk pinning. This finding is in line with the high structural homogeneity of the amorphous MoSi films (see also Fig. 1(b) and (c)).

By contrast, in sample L, the dependence $I_c(B)$ is flattened at $B \leq 5 \text{ mT}$. This behavior cannot be explained by a reduction of the edge barrier since the edge roughness leads only to a decrease of $I_c(0)$ and $B_{\text{stop}}$ but not to the change of the functional dependence $I_c(B)$. We believe that this behavior is connected with the change of the structure of MoSi by the laser-beam impact, within a distance of about $2 \mu \text{m}$ from the edge, leading to a strong inhomogeneity of MoSi near the edge and the appearance of vortex pinning there. Some indication for the vortex pinning comes not only from the drastically different dependence of $I_c(B)$ in sample L in comparison with sample F, but also from the comparison of their $I$-$V$ curves. Namely, Fig. 3(a) reveals an exponential shape of the $I$-$V$ curves which could be considered as an indication of the vortex creep in the near-edge region of sample L.

C. Maximal vortex velocity

The magnetic field dependence of the maximal vortex velocity $v^\ast$, deduced by using the standard relation $v^\ast = V^\ast/(BL)$, is presented in Fig. 4(b). For both samples $v^\ast(B)$ decreases with increase of $B$, roughly following the $v^\ast \sim B^{-1/2}$ law. However, the $v^\ast$ values differ substantially, with $v^\ast$ for sample F being a factor of $\sim 20$ larger than for sample L in the whole range of magnetic fields. For instance, for sample F, $v^\ast$ reaches $\sim 13 \text{ km/s}$ at $5 \text{ mT}$, decreases to $\sim 7 \text{ km/s}$ at $200 \text{ mT}$, and then slowly decreases to $\sim 3 \text{ km/s}$ at $1 \text{ T}$. At the same time, for sample L, $v^\ast \approx 800 \text{ m/s}$ at $5 \text{ mT}$, decreases to $300 \text{ m/s}$ at $200 \text{ mT}$ and remains nearly constant with a further increase of the magnetic field.

According to LO, the instability velocity $v^\ast$ is independent of the magnetic field. As was argued by Doetinger et al. [56], the discrepancy between the field-dependent experimental $v^\ast$ and the field-independent theoretical $v^\ast$ can be overcome by taking into account the magnetic field dependence of the vortex lattice parameter. Namely, the non-equilibrium electron distribution is spatially uniform only whilst $v^\ast \tau_e$ is larger than the intervortex distance $a$. This regime is realized at high magnetic fields, as is also in line with our data in Fig. 4(b), where an almost constant $v^\ast$ is observed at $B \gtrsim 600 \text{ mT}$. At smaller fields the system can be recovered to a spatially homogeneous state by allowing $v^\ast$ to grow accordingly to the increase of $a$ with decrease of the applied magnetic field, $a = \sqrt{2\Phi_0/\sqrt{3}B}$, where $\Phi_0$ is the magnetic flux quantum. The LO expression is then complemented [56] with the term $a/\sqrt{D\tau_e}$, yielding

$$v^\ast = \left[\frac{(1 - \pi/4)D[14\zeta(3)]^{1/2}}{\tau_e}\right]^{1/2} \left(1 + \frac{a}{\sqrt{D\tau_e}}\right).$$

The fits of our experimental data to Eq. (3) are shown by solid lines in Fig. 4(b). Herewith, $v^\ast(B)$ is calculated while varying the energy relaxation time used as the only fitting parameter. Specifically, the fits shown in Fig. 4(b) were obtained with $\tau_e = 700 \text{ ps}$ and $19 \text{ ps}$ for sample L and sample F, respectively. The ratio $\tau_e/L/\tau_e F \approx 40$ illustrates that the fits by Eq. (3), which is widely used in recent works [23, 24], yield $\tau_e$ differing by more than an order of magnitude for strips made from the same material, but differing by the edge quality.

D. Larkin-Ovchinnikov-Bezuglyj-Shklovskij (LOBS) model

The LO theory was generalized by Bezuglyj and Shklovskij (BS) [28] for a finite rate of heat removal from the superconductor to the substrate. Based on the heat balance equation, BS introduced a new field parameter, the overheating field $B_T$

$$B_T = 0.374k_B^{-1}eR_0 h\tau_e,$$

where $k_B$ is the Boltzmann constant and $h$ the heat removal coefficient. The parameter $B_T$ separates the region of small
fields $B \lesssim B_T$ at which heat removal is fast enough and the instability is of non-thermal nature from the region of large fields $B_T \lesssim B \lesssim 0.4B_{c2}$ with insufficient heat removal and the heating mechanism dominating the instability. BS derived a scaling law for the electric field strength $E^*$ and the current density $j^*$ at the instability point

$$\frac{E^*}{E_0} = (1 - f(b)) \left(\frac{j^*}{j_0}\right)^{-1},$$

(5)

where $E_0$, $j_0$ and $f$ are defined as

$$E_0 = 1.02B_T(D/\tau_e)^{1/2}(1 - t)^{1/4},$$

$$j_0 = 2.62(\sigma_n/e)(D\tau_e)^{-1/2}k_B\xi(1 - t)^{3/4},$$

$$f = [1 + b + (b^2 + 8b + 4)^{1/2}/3(1 + 2b)]^{-1},$$

(6)

with the reduced magnetic field $b = B/B_T$ and the normal state conductivity $\sigma_n$. If one fits the entirety of the experimentally deduced instability points $(E^*/E_0)/(j^*/j_0)$ to Eq. (6), then the field dependence of the power density at the instability point, $P_0 \equiv E_0j_0 = h/d(T_c - T)$ allows one to deduce the overheating field $B_T$ and the heat removal coefficient $h$. Substitution of $h$ and $B_T$ into Eq. (4) yields then the relaxation time $\tau_e$. The best fits of the experimental data to Eq. (6) for both samples are presented in Fig. 4(c) and (d). For sample L the fit is very poor since in the range of currents $0.4 \lesssim (j^*/j_0) \lesssim 0.8$ the experimental data strongly deviate below the curve calculated by Eq. (6), see the hatched area in Fig. 4(c). The fit in Fig. 4(c) was done with $E_0 = 1.15$ V/cm and $j_0 = 0.45$ MA/cm$^2$, yielding $B_T = 50$ mT, $h = 0.54$ W/Kcm$^2$, and $\tau_e = 23$ ps. For sample F the fit is almost perfect as the experimental data fall onto the curve calculated by Eq. (6) in the entire range of magnetic fields. The fit in Fig. 4(d) was done with $E_0 = 16$ V/cm and $j_0 = 1.83$ MA/cm$^2$, yielding $B_T = 80$ mT, $h = 32.7$ W/Kcm$^2$, and $\tau_e = 0.6$ ps. If one associates $\tau_e$ with the electron-phonon scattering time $\tau_{ep}$ in the LO model[27], the deduced $\tau_e$ is at least one order of magnitude smaller than one could expect from $\tau_e$ found in similar low-$T_c$ highly disordered superconductors[57–59]. We note that the LO theory was developed neglecting the diffusion term in the kinetic equation. This approximation is justified when the intervortex distance $a$ is smaller than the quasiparticles diffusion length $l_e = \sqrt{D\tau_e}$, with $l_{e\perp} \approx 34$ nm and $l_{e\parallel} \approx 7$ nm suggesting that the deduced $\tau_e$ values can hardly be treated even as order-of-magnitude estimates. Nonetheless, while the values of $\tau_e$ deduced from the LOBS model[28] differ from those deduced from the model of Doettinger et al[56], the ratio between the deduced relaxation times is almost the same, $\tau_{e\perp}/\tau_{e\parallel} \approx 40$.

E. Numerical modeling

To get further insights into the spatiotemporal evolution of the order parameter in the strips with and without edge defects, we numerically solve the modified TDGL equation in conjunction with the heat balance equation. The essential equations and the considered boundary conditions are detailed in Appendix A.
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FIG. 5. (a) $I$-$V$ curves calculated by the numerical solution of the TDGL for a superconducting strip with width $W = 100\xi$ at $T = 0.8T_c$ for $B = 0.05B_0$ for the vortex entry via the edge with a defect and via the (opposite) smooth edge. (b) Snapshots of the superconducting order parameter $|\Delta|$ are shown at the different current values $I/I_{dep} = 0.34$ (point A) and $I/I_{dep} = 0.37$ (point A'), corresponding to the instability points in panel (a). Dashed lines encage the regions of nucleation and evolution of vortex rivers. (c,d) Nucleation of vortex jets (branched vortex rivers) upon vortex entry through an edge defect. For the studied system, the parameter $B_0 = \Phi_0/(2\pi\xi_0^2) \approx 4.9$ T, where $\xi_0 = \sqrt{T_c\xi(0)} = 7.8$ nm.

The shapes of the edges of sample L are unknown and their exact modeling is not feasible with the currently available computation capabilities. Therefore we consider the effects of single edge defects of different shapes and an array of defects located near the edge of the strip. The defects are simulated as regions with a locally suppressed critical temperature. The results of TDGL simulations for a single defect are presented in Fig. 5. Figure 5(a) presents the $I$-$V$ curves calculated for the vortex entry through the edge containing a single, semicircle-shaped edge defect in comparison with the $I$-$V$ curve for the vortex entry through the perfectly straight edge of the same strip. The simulations suggest that the low-dissipative regime of nonlinear conductivity extends toward larger currents (and, hence, higher vortex velocities) for the vortex entry via the perfect edge (point A’ Fig. 5(a)). The spatial dependences of the superconducting order parameter at the last points before the instability jumps are illustrated in Fig. 5(b). Panel A in Fig. 5(b) illustrates the case when vortices enter via the edge containing a semicircle-shaped defect, while panel A’ illustrates the case when they enter via the opposite smooth edge. The influence of the edge defect
on the vortex dynamics is twofold. First, due to the current-crowding effect the defect suppresses the edge barrier for the penetration of vortices, turning the defect into the place of nucleation of vortex rivers [7]. Such vortex rivers represent self-organized Josephson-like junctions formed by chains of fast-moving vortices, which eventually evolve to normal domains expanding across the entire sample upon its abrupt transition to the highly-resistive state. Second, the local deflection of the current flow direction from the y axis (see Fig. 1(a)) near the defect leads to the deviation of the Lorentz force direction and, hence, the direction of vortex motion from the x axis. As a result, a diverging “jet” of vortices is formed, as indicated by the dashed lines in panel A in Fig. 5(b).

By contrast, when vortices enter via the perfect edge (panel A’ in Fig. 5(b)), the only effect which remains in comparison with the previously considered case is the local enhancement of the current density near the edge defect. Panel A’ in Fig. 5(b) shows that the nucleation of vortex rivers occurs at many different points along the perfect edge, while only those nucleated at the edge in front of the defect develop faster because of the larger current density. Figure 5(c) and (d) illustrate the development of vortex “jets” upon vortex entry via the edge containing a triangle-shaped and a slit-shaped defect.

The simulations also allow us to explain the role of a single defect on the FFI observed in Ref. [5]. As in that experiment, our model gives a several-percent suppression of \( I^* \) and \( V^* \) when vortices enter via an edge of the strip containing a defect compared to entry through the smooth edge, while \( I_c \) can be suppressed by more than two times (depending on the size and shape of the defect). That experimental observation [5] follows from the considered model, where FFI starts near the edge because of the higher local current density \( j \) and the electronic temperature \( T_e \), but in the rest of the strip the vortices have to move at a large enough velocity to allow for the appearance of vortex rivers [60]. Thus, the edge defect increases \( j \) and \( T_e \) in comparison with the strip with the smooth edge and it leads to smaller \( I^* \) and \( V^* \), but their values do not change drastically since the change in the current distribution decays fast with increase of the distance from the defect (approximately inversely proportional to the square of the distance).

In our experiment, the difference in \( I^* \) and \( V^* \) for samples L and F is several times larger. In comparison with Ref. [5] in our case the laser etching not only creates edge defects but it also changes the material composition of the close-to-edge regions. To take this into account in the simulations, we introduced randomly distributed defects (each defect has a size of \( 2\xi_c \times 2\xi_c \) with a locally suppressed \( T_c \)) in the close-to-edge region of width \( 25\xi_c \) for the strip with \( W = 100\xi_c \). However, the results for this system are similar to the ones for the strip with a single edge defect, namely, a relatively small suppression of \( I^* \) and \( V^* \) while the critical current could be suppressed significantly (as in the case of a single defect).

A comparison of the experimental results for samples L and F implies that FFI appears first in the close-to-edge region of sample L with width \( 2\mu m \ll 182\mu m \) (which is inhomogeneous due to the laser etching) and only then the FFI spreads to the rest of the superconducting strip. Unfortunately, our model does not describe this process. We also tried to simulate the initial FFI by introducing a local increase of the escape time \( \tau_{esc} \) of nonequilibrium phonons to the substrate in the close-to-edge region. Specifically, \( \tau_{esc} \) was larger by an order of magnitude in the region with width \( 25\xi_c \) for a strip with \( W = 100\xi_c \). Indeed, we have found that in that region FFI sets on first but it does not spread deep into the strip, because of the cooling of the close-to-edge regions via diffusion of hot electrons to the neighboring regions. We have to note that the so-called healing length at the chosen parameters in our simulations is much larger than the length of penetration of the electric field. Whether it plays an important role or does not for spreading of the normal region into the interior of the strip should be clarified in further investigations.

IV. CONCLUSION

To sum up, we have investigated the effects of edge quality on the critical current and maximal vortex velocities in wide thin films of MoSi. The edges of different quality were produced by laser etching (sample L) and milling by a focused ion beam (sample F). The smooth edges in sample F have allowed for (i) a factor of about 3 increase of the zero-field critical current, (ii) a factor of 20 enhancement of the maximal vortex velocity up to about 20 km/s, and (iii) a factor of 40 smaller estimate for the energy relaxation time on the 20 ps time scale.

Our results have following implications for superconducting devices. First, the enhancement of the current-carrying capability of the strips is relevant for superconductor microstrip single-photon detectors (SMSPDs). Namely, to achieve the theoretically predicted intrinsic detection efficiency of about 100%, SMSPDs should be biased by close-to-deparing critical currents [21]. In particular, in the MoSi strips with FIB-milled edges at 5 K the zero field critical current has increased by a factor of 3, reaching 87% of the Ginzburg-Landau pair-breaking current. Second, the improvement of the current-carrying capability has allowed for the enhancement of the maximal vortex velocity, providing access to the previously inaccessible regimes (in this material) of generation of sound and spin waves via a Cherenkov-type mechanism [14–16], with a rich physics of fluxon-phonon and fluxon-magnon interactions [13, 61]. From the viewpoint of basic research, our findings could be relevant for a possible explanation of the inconsistency between the (sub-)ns relaxation times deduced from current-voltage measurements for many dirty superconductors, despite their potential (or already proven) capability of single-photon counting [23–25, 36–38].

In all, our findings suggest the edge quality check as a route to improvement of the critical current in superconducting microstrip single-photon detectors and imply that homogeneous, dirty-limit superconductors with weak pinning should generally allow for ultra-fast vortex motion at velocities exceeding 10 km/s. In particular, our results imply that for strips where no care was taken about the edge quality and the magnetic field dependence of the critical current does not attest to the dominating edge pinning of vortices, the flux-flow instability only allows for the deduction of some “indicative” relaxation time exceeding the intrinsic \( \tau_e \) in the material.
APPENDIX A

Simulation results presented in Fig. 5 rely upon the solution of the modified TDGL equation [21]

\[
\frac{\pi \hbar}{8k_B T_c} \left( \frac{\partial}{\partial t} + \frac{2ie \phi}{\hbar} \right) \Delta = \frac{e^2}{2} \left( \nabla - \frac{2eA}{\hbar c} \right)^2 \Delta + \left( 1 - \frac{T}{T_c} \right) \frac{\Delta^2}{\Delta_{\text{mod}}^2} \Delta + \frac{i(\text{div}j_{\text{US}} - \text{div}j_{\text{GL}})}{|\Delta|^2} e \Delta D + \frac{e\Delta D}{\sigma_n \sqrt{2} \sqrt{1 + T/T_c}}
\]

where \( \xi_{\text{mod}}^2 = \pi \sqrt{2} \hbar D/(8k_B T_c \sqrt{1 + T/T_c}) \), \( A \) is the vector potential, \( \phi \) the electrostatic potential, \( D \) the diffusion coefficient, \( \Delta_{\text{mod}}^2 = (\Delta_0 \tanh(1.74 \sqrt{T_c/T_c - 1})^2)/(1 - T_c/T_c) \), \( \sigma_n = 2e^2D\eta N(0) \) the normal-state conductivity, \( N(0) \) the single-spin density of states at the Fermi level, and \( j_{\text{US}} \) and \( j_{\text{GL}} \) are the superconducting current densities in the Usadel and Ginzburg-Landau models.

\[
j_{\text{US}} = \frac{\pi \sigma_n}{2\hbar c} |\Delta| \tanh \left( \frac{\Delta}{2k_B T_c} \right) q_s,
\]

where \( q_s = \nabla \phi - 2eA/c \), \( \phi \) is the phase of \( \Delta = |\Delta|e^{i\phi} \), and

\[
j_{\text{GL}} = \frac{\pi \sigma_n}{4e\hbar k_B T_c} |\Delta|^2 q_s.
\]

At \( T_c \) very close to \( T_c \) the Ginzburg-Landau expression for the superconducting current is not valid quantitatively and one needs to use the Usadel expression for \( j_{\text{US}} \). In this case the TDGL equation should also be modified since the ordinary TDGL equation leads to \( \text{div} j_{\text{GL}} = 0 \) in the stationary case, while one needs \( \text{div} j_{\text{US}} = 0 \). Accordingly, by adding the term \( \text{div}(j_{\text{US}} - j_{\text{GL}}) \) in the TDGL equation one provides \( \text{div} j_{\text{US}} = 0 \).

At \( T_c \to T_c \) the modified TDGL equation reduces to the ordinary TDGL equation and \( \text{div} j_{\text{US}} - j_{\text{GL}} \) goes to zero.

The electron and phonon temperatures, \( T_e \) and \( T_p \), respectively, are found from the solution of the following equations

\[
\frac{\partial}{\partial t} \left( \frac{\pi^2 k_B^2 N(0) T_e^2}{3} - \mathcal{E}_0 \delta_0(T_e, |\Delta|) \right) = \nabla k_e \nabla T_e - \frac{96 \zeta(5) N(0) k_B^4 T_e^5 - T_p^5}{\tau_0} + jE,
\]

\[
\frac{\partial T_p}{\partial t} = \frac{T_p^4 - T_e^4}{\tau_{\text{esc}}} + \frac{24 \zeta(5)}{\pi^4} \frac{15 T_e^5 - T_p^5}{T_c},
\]

where \( \mathcal{E}_0 = 4N(0)(k_B T_e)^2 \), \( \mathcal{E}_0 \delta_0(T_e, |\Delta|) \) is the change in the energy of electrons due to the transition to the superconducting state, \( k_e \) is the heat conductivity in the superconducting state

\[
k_e = k_{\text{US}} \left( 1 - \frac{6}{\pi^2 (k_B T_e)^3} \int_0^{\frac{\pi}{2}} \frac{e^{\frac{2e}{\hbar k_B T_e} d\xi}}{(e^{\frac{2e}{\hbar k_B T_e}} + 1)^2} \right),
\]

\[k_{\text{US}} = 2D\pi^2 k_B^2 N(0)/T_c^3 \] is the heat conductivity in the normal state, the term \( jE \) describes Joule dissipation, and \( \tau_{\text{esc}} \) is the escape time of nonequilibrium phonons to the substrate. The parameter \( \gamma \) is defined as \( \gamma = \frac{8\pi^2 C_e(T_e)}{5 C_p(T_e)} \), where \( C_e(T_c) \) and \( C_p(T_c) \) are the heat capacities of electrons and phonons at \( T = T_c \), and the characteristic time \( \tau_0 \) controls the strength of the electron-phonon and phonon-electron scattering [21]. Values of the parameters \( \gamma = 9 \) and \( \tau_0 = 925 \) ns used in the calculations are estimates for NbN. Their variation only leads to quantitative changes in the \( I-V \) curves.

The current continuity equation \( \text{div}(j_{\text{US}} + j_n) = 0 \) is solved to find the electrostatic potential. Here, \( j_n = -\sigma_n \nabla \phi \) is the normal current density. At the edges where vortices enter and exit the microstrip we use the boundary conditions \( j_{\text{US}} |_{n} = j_{\text{US}} |_{e} = 0 \) and \( \partial T_e/\partial n = 0 \), \( \partial |\Delta|/\partial n = 0 \) at the edges along the current direction \( T_c = T \), \( |\Delta| = 0 \), \( j_{\text{US}} |_{n} = 0 \), \( j_{\text{US}} |_{e} = I/wd \). The latter boundary conditions model the contact of the superconducting strip with a normal reservoir being in equilibrium. This choice provides a way “to inject” the current into the superconducting microstrip in the modeling. The modeled length of the microstrip is \( L = 4w \).
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