Research Article

High Accuracy Analysis of Nonconforming Mixed Finite Element Method for the Nonlinear Sivashinsky Equation

Lele Wang and Xin Liao

School of Mathematics, Zhengzhou University of Aeronautics, Zhengzhou 450046, China

Correspondence should be addressed to Xin Liao; woshiliaoxin@126.com

Received 15 February 2020; Accepted 15 April 2020; Published 30 April 2020

1. Introduction

Under certain conditions, the dilute binary alloy will solidify, at which point the solid-liquid interface is unstable and has a cellular structure. When the solute rejection coefficient is close to unity, near the stability threshold, the characteristic cell size may significantly exceed the diffusion width of the solidification zone. The Sivashinsky equation describes the dynamic of the onset and stabilization of the cellular structure, which is considered as the following fourth-order nonlinear equation [1, 2]:

\[
\begin{align*}
   u_t + \Delta^2 u + au & = \Delta f (u), \quad (X, t) \in \Omega \times (0, T], \\
   u & = \Delta u = 0, \quad (X, t) \in \partial \Omega \times (0, T], \\
   u(X, 0) & = u^0(X), \quad X \in \Omega,
\end{align*}
\]

where \( \Omega \) is the interior of the rectangle \([0, a] \times [0, b], \ X = (x, y), \ T > 0, \ a > 0, \ b > 0, \ a > 0 \) are fixed constants, \( u^0(X) \) is a given smooth function, and \( f(u) = (1/2)u^2 - 2u \). Due to the nonlinearity of this equation, it is very difficult to find out the true solution. Thus, a lot of numerical simulation methods have been considered for (1), such as the finite difference method, finite element method (FEM for short), and region decomposition method. For one-dimensional case, Benammou and Omrani [3] studied the FEM and obtained the convergence analysis of the original variable \( u \) in \( L^2 \)-norm; Momani [4] presented a numerical scheme based on the region decomposition method; and Omrani and Reza and Kenan [5, 6] provided two kinds of finite difference schemes and proved the uniqueness and convergence, respectively. For two-dimensional case, Denet [7] gave the stability of the solution under the rectangular region; Rouis and Omrani [8] proposed a linearized three-level difference scheme; and Ilati and Dehghan [9] derived an error analysis by a meshless method based on radial point interpolation technique.

As it is known to all that in regard to the fourth-order problem, the conforming Galerkin finite element (FE for short) approximation space belongs to \( H^2(\Omega) \), and FE solution in turn shall be \( C^1 \)-continuous. This leads to the higher degree of piecewise polynomials, and the related computation is complicated and difficult (both triangular Bell element and rectangular Bogner–Fox–Schmit element [10] are typical examples). The MFEM is an optimal choice to overcome the above deficiencies, which transforms a fourth-order problem into 2 coupled second-order problems.
by introducing an intermediate variable; thus, the low-order elements can be used to solve. The nonconforming MFEM brings down the smoothness requirement on FE solution compared to the conforming case. Readers with more interests may refer [11–15] and the references listed. For problem (1), Omrani [1] developed the convergence analysis of the corresponding variables in the semidiscrete and fully-discrete schemes by using conforming MFEM; however, situation involving nonconforming MFEM was not available till now.

It is also well known that the superconvergence analysis is an important approach to improve the precision of FE solution. More precisely, based on the so-called integral identity technique, the order of error in $H^1$-norm between FE approximation $u_h$ and the interpolation of the exact solution $I_h u$ is much better than that of $u$ and $I_h u$; this fascinating characteristic is called superclose. The global superconvergence will then be investigated by adding a simple postprocessing without changing the existing FE program. Meanwhile, superconvergence is critical in practical engineering numerical calculation and has always been a research hotspot. To find out more applications, readers may refer [12, 15–23]. As far as our knowledge is concerned, research on superconvergence for Sivashinsky equation is yet to be found.

The main purpose of this article is to develop a nonconforming MFE scheme for problem (1), and the superclose and superconvergence results of the original variable $u$ and auxiliary variable $p$ in the broken $H^1$-norm are obtained for the B-E fully-discrete scheme. The outline is organized as follows: in Section 2, the MFE spaces and variational formulation are introduced. In Section 3, based on the special property of the nonconforming $EQ_l^{1ot}$ element (when $u \in H^3(\Omega)$, the consistency error is of order $O(h^2)$ which is one order higher than the interpolation error), the superclose results for the above two variables are deduced. In Section 4, the global superconvergence properties are derived with the help of interpolation postprocessing technique. In Section 5, a numerical example is given to verify the theoretical analysis. In the last section, a brief conclusion is drawn.

Throughout this article, $C$ denotes a positive constant that may take different values at different places but remains independent of the subdivision parameter $h$ and time step $\Delta t$. Meanwhile, we use the notations as in [10] for the Sobolev spaces $W^{m,p} (\Omega)$ with norm $\| \cdot \|_{m,p}$ and seminorm $| \cdot |_{m,p}$, where $m$ and $p$ are nonnegative integer numbers. Especially, for $p = 2$, $p$ will be omitted in the above norms and seminorms. Furthermore, we define the space $L^p (a, b; Y)$ with the norm $\| \Phi \|_{L^p (a, b; Y)} = \int_a^b \| \Phi (t) \|_p^2 \, dt$ ($1 \leq p < \infty$) and $\| \Phi \|_{L^\infty (a, b; Y)} = \text{ess sup}_{t \in [a, b]} \| \Phi (t) \|_Y$ ($p = \infty$).

2. The MFE Spaces and Variational Formulation

Let $\Omega$ be a rectangular domain with edges parallel to the coordinate axes, $T_h$ be a rectangular subdomain of $\Omega$ which need not satisfy the regular condition [10]. For all $K \in T_h$, $K = [x_K - h_{x_K}, x_K + h_{x_K}] \times [y_K - h_{y_K}, y_K + h_{y_K}]$, assume that the barycenter of $K$ by $(x_K, y_K)$, and the four vertices and four sides are $z_i, i = \frac{1}{2} z_{i+1} (\text{mod} 4) (i = 1, 2, 3, 4)$, respectively. $h_K = \max \{ h_{x_K}, h_{y_K} \}, h = \max_{K \in T_h} h_K$.

The nonconforming $EQ_l^{1ot}$ element space [17–21, 24, 25] is defined by

$$V_h = \{ v_h \mid v_h | K \in \text{span} \{ 1, x, y, x^2, y^2 \}, \forall K \in T_h, \int_F |v_h| \, ds = 0, F \subset \partial K \},$$

where $[v_h]$ stands for the jump of $v_h$ across the boundary $F$ and $[v_h] = v_h$ if $F \subset \partial \Omega$.

Then, we denote the norm on $V_h$ as $\| \cdot \|_{V_h} = (\Sigma_{K \in T_h} |[v_h]|^2)^{1/2}$.

The corresponding interpolation operator is defined as $I_h: v \in V = H^1_0(\Omega) \rightarrow I_h v \in V_h, I_h \mid K = I_K$, satisfying

$$\int_K (v - I_K v) \, d x \, d y = 0, \quad i = 1, 2, 3, 4, \forall K \in T_h.$$

Let $p = f (u) - \Delta t u$; then, the mixed variational formulation for (1) is find $(u, p) \in V \times V$ such that

$$\begin{aligned}
(u_t, v) + \langle \nabla p, \nabla v \rangle + \alpha (u, v) &= 0, & \forall v \in V, \\
p_q - (\nabla u, \nabla q) - (f (u), q) &= 0, & \forall q \in V, \\
 u(X, 0) &= u^0(X), \\
p(X, 0) &= p^0(X) = f (u^0(X)) - \Delta t u^0(X),
\end{aligned}$$

where $(u, v) = \int_\Omega uv \, d x \, d y$.

3. Superclose Analysis for the Fully-Discrete Approximation Scheme

In this section, the superclose analysis for the B-E fully-discrete scheme will be studied.

Let $\{ t_n | t_n = n \Delta t; n = 0, 1, 2, \ldots, N \}$ be a uniform partition of $[0, T]$ with the time step $\Delta t = (T/N)$. For a given continuous function $u$ on $[0, T]$, we define that $u^n = u(X, t_n), \bar{u}^n = u^n - u^{n-1}/\Delta t$.

The following lemma is introduced first which is important in the superclose analysis.
Lemma 1 (see [18]). For all $v_h \in V_h$, we get
\[
\| u - I_hu \|_h + h\| u - I_hu \|_h \leq Ch^2\| u \|_2, \quad u \in H^2(\Omega),
\] (5)
\[
(\nabla (u - I_hu), \nabla v_h)_h = 0,
\] (6)
\[
\| v_h \|_0 \leq C\| v_h \|_h.
\] (7)
\[
\sum_K \int_{\Delta K} \frac{\partial u}{\partial n} v_h ds \leq Ch^2\| u \|_3, \quad u \in H^3(\Omega),
\] (8)
where $(u, v)_h = \sum_K \int_{\Delta K} u v dx dy$.

Then, the B-E fully-discrete approximation scheme for (4) is find $(U^n_h, P^n_h) \in V_h \times V_h$ such that
\[
\begin{cases}
(\nabla U^n_h, \nabla v_h)_h + \alpha (U^n_h, v_h) = 0, & \forall v_h \in V_h, \\
(P^n_h, q_h) = (f(U^n_h), q_h), & \forall q_h \in V_h, \\
U^n_h = I_hu^n, & \text{with}
\end{cases}
\] (9)

where $R^n_t = u^n - \nabla I_hu^n = (1/\Delta t) \int_{t_{n-1}}^{t_n} (\tau - t_{n-1})u_t(\tau) d\tau$.

The existence and uniqueness of the solution for problem (9) can be found in [1].

Next focus will be placed on the superclose of $\| U^n_h - I_hu^n \|_h$ and $\| P^n_h - I_hp^n \|_h$.

\[\| U^n_h - I_hu^n \|_h + \| P^n_h - I_hp^n \|_h \leq C(h^2 + \Delta t).
\] (10)

Proof. Let $u^n - U^n_h = (u^n - I_hu^n) + (I_hu^n - U^n_h) = \theta^n + \rho^n$ and $p^n - P^n_h = (p^n - I_hp^n) + (I_hp^n - P^n_h) = \xi^n + \eta^n.$

The error equations can be derived from (1), (6), and (9):

\[
(\nabla \rho^n, \nabla v_h)_h + \alpha (\rho^n, v_h) = - (\nabla \theta^n, v_h) - \alpha (\theta^n, v_h) + \sum_K \int_{\Delta K} \frac{\partial \rho^n}{\partial n} v_h ds - (R^n_t, v_h),
\] (11a)

\[
(\eta^n, q_h) = - (\nabla \rho^n, \nabla q_h) + (f(u^n)) - f(U^n_h, q_h) - \sum_K \int_{\Delta K} \frac{\partial \eta^n}{\partial n} q_h ds,
\] (11b)

where $R^n_t = u^n - \nabla I_hu^n = (1/\Delta t) \int_{t_{n-1}}^{t_n} (\tau - t_{n-1})u_t(\tau) d\tau$.

Firstly, taking $v_h = \eta^n$ in (11a) and $q_h = \nabla \rho^n$ in (11b) and then subtracting them, there holds

\[
\frac{1}{2\Delta t} \left( \| \rho^n \|_h^2 - \| \rho^{n-1} \|_h^2 \right) + \sum_{i=1}^{S} A_i = \left( R^n_t, \eta^n \right) + \left( \xi^n, \nabla \rho^n \right) - \left( f(u^n) - f(U^n_h), \nabla \rho^n \right) + \sum_K \int_{\Delta K} \frac{\partial u^n}{\partial n} \rho ds
\] (12)

It is easy to verify that

\[
\frac{1}{2\Delta t} \left( \| \rho^n \|_h^2 - \| \rho^{n-1} \|_h^2 \right) + \sum_{i=1}^{S} A_i = \left| R^n_t, \eta^n \right| \leq C\Delta t \int_{t_{n-1}}^{t_n} \| u_t \|_h^2 dr + \frac{1}{6} \| \eta^n \|_h^2;
\] (13)

By virtue of Lemma 1, we arrive at
\[ |A_1 + A_2 + A_3| = \left| \left( \equiv \rho^n, \eta^n \right) + \alpha (\rho^n, \eta^n) + \alpha (\rho^n, \eta^n) \right| \leq Ch^4 \left( \frac{1}{\Delta t} \int_{t_{n-1}}^{t_n} \|u_r\|_2^2 dt + \|u_r\|_2^2 \right) + C\|\rho^n\|_h^2 + \frac{1}{\epsilon} \|\eta^n\|_h^2 \] 

(14)

\[ |A_4| = \sum_k \int \frac{\partial \rho^n}{\partial n} \eta^n ds \leq Ch^4 \|\rho^n\|_h^2 + \frac{1}{\epsilon} \|\eta^n\|_h^2. \] 

(15)

By using the derivative transfer technique and (5), there holds

\[ |A_5 + A_6| = \left| \left( \equiv \rho^n, \eta^n \right) + \sum_k \int \frac{\partial \rho^n}{\partial n} \eta^n ds \right| = \left| \sum_k \int \frac{\partial \rho^n}{\partial n} \eta^n ds \right| \leq Ch^4 \left( \frac{1}{\Delta t} \int_{t_{n-1}}^{t_n} \|u_r\|_2^2 dt + \|u_r\|_2^2 \right) + C\|\rho^n\|_h^2

+ \epsilon \|\eta^n\|_h^2 + \sum_k \int \frac{\partial \rho^n}{\partial n} \eta^n ds \right). \] 

(16)

In order to estimate \( A_5 \), the following assumption is given which will be proved later:

\[ \|U_0^n\|_{0,\infty} < M, \quad n = 0, 1, 2, \ldots, N, \] 

(17)

where \( M = 1 + \|u\|_{L^2([0,T],[L^2])} \).

Then, we have

\[ |A_7| = \left( f (u^n) - f (U_0^n), \equiv \rho^n \right) = \left( \frac{1}{2} \left( (u^n)^2 - (U_0^n)^2 \right), \equiv \rho^n \right) + 2(u^n - U_0^n, \equiv \rho^n) \]

\[ = \left( \frac{1}{2} \left( \theta^n + \rho^n \right) (u^n + U_0^n), \equiv \rho^n \right) + 2(\theta^n + \rho^n, \equiv \rho^n) \]

\[ \leq C \|\theta^n + \rho^n\|_h \|u^n + U_0^n\|_{0,\infty} \|\equiv \rho^n\|_0 + C \|\theta^n + \rho^n\|_0 \|\equiv \rho^n\|_0 \]

\[ \leq Ch^4 \|u^n\|_2^2 + \epsilon \|\equiv \rho^n\|_0^2 + C\|\rho^n\|_h^2 \] 

(18)

Substituting (13)–(18) into (12), we get

\[ \frac{1}{2\Delta t} \left( \|\rho^n\|_h^2 - \|\rho^{n-1}\|_h^2 \right) + \frac{1}{2} \|\eta^n\|_h^2 \leq Ch^4 \left( \|\rho^n\|_h^2 + \|u_r\|_2^2 + \frac{1}{\Delta t} \int_{t_{n-1}}^{t_n} \|u_r\|_2^2 dt \right) + C\|\rho^n\|_h^2 + C\|\rho^{n-1}\|_h^2 + \epsilon \|\eta^n\|_h^2 + \left( \sum_k \int \frac{\partial u^n}{\partial n} \eta^n ds \right). \]

(19)

Multiplying by \( 2\Delta t \) and then summing up the above inequality, by applying discrete Gronwall’s lemma, we can obtain

\[ \|\rho^n\|_h^2 + 2\Delta t \sum_{i=1}^{n} \|\eta_i\|_h^2 \leq C(\hbar^4 + (\Delta t)^2) + 4\epsilon \Delta t \sum_{i=1}^{n} \|\equiv \rho_i\|_0^2. \]

(20)

Secondly, taking the difference between two time levels \( n \) and \( n-1 \) of (11b) reduces to

\[ (\equiv \rho^n, \eta^n, q_h) - (\nabla \equiv \rho^n, \nabla q_h)_h = - (\equiv \rho^n, \equiv \eta^n, q_h) \]

\[ + (\equiv \rho^n (f (u^n) - f (U_0^n)), q_h) - \sum_k \int \frac{\partial \rho^n}{\partial n} q_h ds. \]

(21)

Choosing \( q_h = \equiv \rho^n \) in (11a) and \( q_h = \equiv \eta^n \) in (21) and then adding them, we can get

\[ \|\equiv \rho^n\|_0^2 + (\equiv \eta^n, \equiv \eta^n) + \alpha (\equiv \rho^n, \equiv \rho^n) \]

\[ = - (\equiv \rho^n, \equiv \eta^n, \equiv \eta^n) - \alpha (\equiv \rho^n, \equiv \rho^n) + \sum_k \int \frac{\partial \rho^n}{\partial n} \equiv \rho^n ds \]

\[ - (\equiv \rho^n, \equiv \rho^n) - (\equiv \rho^n, \equiv \eta^n) + (\equiv \rho^n (f (u^n) - f (U_0^n)), \equiv \eta^n) \]

\[ - \sum_k \int \frac{\partial (\equiv \rho^n)}{\partial n} \equiv \eta^n ds \]

\[ = \sum_{i=1}^{N} B_i. \]

(22)

It is not difficult to verify that

\[ (\equiv \rho^n, \equiv \eta^n, \equiv \eta^n) \geq \frac{1}{2\Delta t} \left( \|\equiv \eta^n\|_0^2 - \|\equiv \eta^{n-1}\|_0^2 \right), \]

\[ a(\equiv \rho^n, \equiv \rho^n) \geq \frac{\alpha}{2\Delta t} \left( \|\equiv \rho^n\|_0^2 - \|\equiv \rho^{n-1}\|_0^2 \right), \]

\[ |B_i| = \left( \equiv \rho^n, \equiv \rho^n \right) \leq C\Delta t \int_{t_{n-1}}^{t_n} \|u_r\|_2^2 dt + \frac{1}{\epsilon} \|\equiv \rho^n\|_0^2. \]

(23)
By (5) and (17), there holds

$$|B_1 + B_2 + B_3| = \left| \left( \overline{\partial}_t \vartheta' + \overline{\partial}_1 \rho'' \right) + a \left( \vartheta', \overline{\partial}_1 \rho'' \right) \right|$$

$$\leq Ch^4 \left( \frac{1}{\Delta t} \int_{t_{n-1}}^{t_n} \left[ \|u_t\|_2^2 + \|p_1\|_2^2 \right] d\tau + \|u''\|_2^2 \right) + \frac{1}{6} \|\overline{\partial}_1 \rho''\|_0^2 + C \|\eta''\|_0^2,$$  \hspace{1cm} (24)

$$|B_6| = \left| \left( \overline{\partial}_1 \eta - f (U^n) \right) \right|$$

$$= \left( \overline{\partial}_1 \eta \left( \frac{\vartheta' + \vartheta''}{2} + \frac{\rho'' + \rho'''}{2} \right) + \frac{U_n^m + U_{n-1}^m}{2} \left( \overline{\partial}_1 \vartheta' + \overline{\partial}_1 \rho'' \right), \eta'' \right) \right) - \left( 2 (\overline{\partial}_1 \vartheta' + \overline{\partial}_1 \rho''), \eta'' \right)$$

$$\leq Ch^4 \left( \|u''\|_2^2 + \|u'''\|_2^2 + \frac{1}{\Delta t} \int_{t_{n-1}}^{t_n} \|u_t\|_2^2 d\tau \right) + \frac{1}{6} \|\overline{\partial}_1 \rho''\|_0^2 + C \|\rho''\|_0^2 + C \|\rho''\|_h^2 + C \|\eta''\|_h^2.$$  \hspace{1cm} (25)

From derivative transfer technique and (8), it can be proved that

$$|B_3| = \left| \sum_k \frac{\partial \rho''}{\partial n} \overline{\partial}_1 \rho'' ds \right|$$

$$= \overline{\partial}_t \left( \sum_k \frac{\partial \rho''}{\partial n} \rho'' ds \right) - \sum_k \frac{\partial \rho''}{\partial n} \rho'' ds$$

$$\leq \frac{Ch^4}{\Delta t} \int_{t_{n-1}}^{t_n} \|p_1\|_2^2 d\tau + C \|\rho''\|_h^2 + \overline{\partial}_t \left( \sum_k \frac{\partial \rho''}{\partial n} \rho'' ds \right),$$  \hspace{1cm} (26)

$$|B_7| = \left| \sum_k \frac{\partial \rho''}{\partial n} \eta'' ds \right| \leq \frac{Ch^4}{\Delta t} \int_{t_{n-1}}^{t_n} \|u_t\|_2^2 d\tau + \|\eta''\|_h^2.$$  \hspace{1cm} (27)

Then, substituting (23)–(27) into (22) reduces to

$$\frac{1}{2} \left( \frac{\partial \rho}{\partial t} \rho''\right)^2 + \frac{\partial}{2 \Delta t} \left( \|\rho''\|_0^2 - \|\rho''\|_2^2 \right) + \frac{1}{2 \Delta t} \left( \|\eta''\|_0^2 - \|\eta''\|_2^2 \right)$$

$$\leq Ch^4 \left[ \frac{1}{\Delta t} \int_{t_{n-1}}^{t_n} \left( \|u_t\|_2^2 + \|p_1\|_2^2 \right) d\tau + \|u''\|_2^2 + \|u''\|_2^2 \right]$$

$$+ C (\Delta t) \int_{t_{n-1}}^{t_n} \|u_t\|_2^2 d\tau + \overline{\partial}_t \left( \sum_k \frac{\partial \rho''}{\partial n} \rho'' ds \right)$$

$$+ C \|\eta''\|_0^2 + C \|\rho''\|_0^2 + \|\eta''\|_h^2 + C \|\rho''\|_h^2.$$  \hspace{1cm} (28)

Multiplying by $2\Delta t$ and summing up the above inequality and then plugging (28) into (20), by discrete Gronwall’s lemma again, choosing appropriate $\Delta t$ and $\epsilon > 0$ such that $1 - Cc \Delta t > 0$, by applying (8) and noting that $\rho^0 = 0$, $\eta^0 = 0$, we can obtain

$$\Delta t \sum_{i=1}^n \|\overline{\partial}_1 \rho''\|_0^2 + \|\rho''\|_h^2 + \Delta t \sum_{i=1}^n \|\eta''\|_h^2 \leq C (h^4 + (\Delta t)^2).$$  \hspace{1cm} (29)

At last, choosing $v_h = \overline{\partial}_1 \eta''$ in (11a) and $q_h = \overline{\partial}_1 \rho''$ in (21) and then substituting them, it yields

$$\left( \nabla \overline{\partial}_1 \eta'', \nabla \eta'' \right)_h + \left( \overline{\partial}_1 \rho'' \right)_h = - \left( \overline{\partial}_1 \vartheta', \overline{\partial}_1 \eta'' \right) - \left( \overline{\partial}_1 \vartheta', \overline{\partial}_1 \rho'' \right)$$

$$- \left( \overline{\partial}_1 \vartheta', \overline{\partial}_1 \rho'' \right) + \left( \overline{\partial}_1 \vartheta', \overline{\partial}_1 \rho'' \right)$$

$$+ \sum_k \frac{\partial \rho''}{\partial n} \overline{\partial}_1 \rho'' ds$$

$$= \sum_{i=1}^8 D_i.$$  \hspace{1cm} (30)

Similar to the estimates of (20) and (29), we have
\[
\left( \nabla \varphi', \eta'' \right)_h + \varphi'' \tau \geq \frac{1}{2} \Delta t \left( \| \eta'' \|_h^2 - \| \eta'' - \eta' \|_h^2 \right),
\]

\[
|D_1 + D_2| = \left| \left( \bar{\varphi}, \theta'' , \bar{\varphi}, \eta'' \right) + a(\theta'', \bar{\varphi}, \eta'') \right|
\leq \| \bar{\varphi} \|_0 \left( \| \theta'' \|_h^2 + \| \bar{\varphi} \|_h^2 \right) + C h^4 \left( \int_{t_{n-1}}^{t_n} \| u_{tt} \|_h^2 \, dt + \int_{t_{n-1}}^{t_n} \| u_t \|_h^2 \, dt \right) + C \| \eta'' - \eta' \|_h^2.
\]

\[
|D_3 + D_4 + D_5| = -\alpha(\rho^n, \bar{\varphi}, \eta^n) + \sum_k \frac{\partial \rho^n}{\partial n} \bar{\varphi}, \eta^n \|_h \left( R^n_1, \bar{\varphi}, \eta^n \right)
\leq \| \bar{\varphi} \|_0 \left( \| \rho^n \|_h^2 + \| \eta^n \|_h^2 \right) + C \| \bar{\varphi}, \eta^n \|_h + C \| \rho^n \|_h + C \| \rho^n - \rho^{n-1} \|_h^2.
\]

\[
|D_6 + D_7| = \left( \bar{\varphi}, \xi^n, \bar{\varphi}, \rho^n \right) - \left( \bar{\varphi}, (f(\eta^n) - f(U^n_0)), \bar{\varphi}, \rho^n \right)
\leq \| \bar{\varphi} \|_0 \left( \| \rho^n \|_h^2 + \| \eta^n \|_h^2 \right) + C \| \bar{\varphi}, \rho^n \|_h + C \| \rho^n \|_h + C \| \rho^n - \rho^{n-1} \|_h^2.
\]

\[
|D_8| = \sum_k \left( \frac{\partial \varphi^n}{\partial n} \right) \| \rho^n \|_h \left( R^n_1, \bar{\varphi}, \eta^n \right)
\leq \| \bar{\varphi} \|_0 \left( \| \rho^n \|_h^2 + \| \eta^n \|_h^2 \right) + C \| \bar{\varphi}, \rho^n \|_h + C \| \rho^n \|_h + C \| \rho^n - \rho^{n-1} \|_h^2.
\]

Substituting (31)–(35) into (30), we have

\[
\frac{1}{2} \Delta t \left( \| \eta'' \|_h^2 - \| \eta'' - \eta' \|_h^2 \right) \leq \| \bar{\varphi} \|_0 \left( \| \rho^n \|_h^2 + \| \eta^n \|_h^2 \right) + C \| \bar{\varphi}, \rho^n \|_h + C \| \rho^n \|_h + C \| \rho^n - \rho^{n-1} \|_h^2.
\]

Multiplying by 2\Delta t and summing up the above inequality, by discrete Gronwall’s lemma and (29), there holds

\[
\| \eta'' \|_h^2 + \Delta t \sum_{i=1}^{n} \| \bar{\varphi}, \rho^n \|_h^2 \leq C (h^4 + (\Delta t)^2).
\]

With (29) and (37), the proof is completed.

Finally, we use mathematical induction to verify assumption (15) which is similar to the technique used in [22, 23, 26].

Let \( \mu^k = U^k - I_h U^k \). Initially, when \( n = 0 \), we have \( \| \mu^0 \|_{0,\infty} = \| U^0 - I_h U^0 \|_{0,\infty} \leq C h < 1 \), and the assumption is true.

Furthermore, we assume that when \( n = k - 1 \), there holds \( \| \mu^{k-1} \|_{0,\infty} < 1 \). Then, by Theorem 1, we have \( \| U^{k-1}_h - I_h U^{k-1}_h \|_{0,\infty} \leq C (h^2 + \Delta t) \).

Additionally, we consider the situation at \( n = k \). We know that \( \| \mu(t) \|_{0,\infty} \) is continuous function about time \( t \), so there exists \( \delta > 0 \), for \( \forall \epsilon > 0 \); when \( |t_{k-1} - t_k| = \Delta t < \delta \), there holds

\[
\| \mu^{k-1} \|_{0,\infty} < \epsilon.
\]

Taking \( \epsilon = \Delta t \) in (38), we have
\[ \| u^n \|_h + \| p^n \|_h \leq C(\| h^2 + \Delta t \|). \]
\[
\begin{align*}
\left\{ \begin{array}{l}
(u, v) + (\nabla p, \nabla v) + \alpha(u, v) &= (g(X), v), \\
(p, q) - (\nabla u, \nabla q) &= (f(u), q), \\
u(X, 0) &= u^0(X), \\
p(X, 0) &= p^0(X) = f(u^0(X)) - \Delta u^0(X).
\end{array} \right.
\end{align*}
\]
The exact solutions are $u(x, y, t) = (1 + t^2) \sin \pi x \sin \pi y$ and $p(x, y, t) = (1/2)(1 + t^3)^2 (\sin \pi x)^2 (\sin \pi y)^2 + 2(\pi^2 - 1)(1 + t^2) \sin \pi x \sin \pi y$.

The fully-discrete approximation scheme for (45) is find $(U_h^n, P_h^n) \in V_h \times V_h$ such that

$$
\begin{align*}
\mathcal{L}_h U_h^n &= g(X, v_h), \\
\mathcal{L}_h P_h^n &= f(U_h^n, q_h),
\end{align*}
$$

Then, the convergence, superclose, and superconvergence results of $u$ and $p$ in the broken $H^1$-norm at time $t = 0.1$ and 0.5 are listed in Tables 1–4, respectively.

From Tables 1 and 2, we can see that $\|u^n - U_h^n\|_{L_2}$ are convergent at order $O(h)$ and $\|u^n - I_{2h}U_h^n\|_{L_2}$ are convergent at order $O(h^2)$, which coincide with the theoretical analysis. Meanwhile, the results of $\|u^n - I_{2h}U_h^n\|_{L_2}$ are
better than $\|u^n - U^n_h\|_h$, which indicate the superiority of the superconvergence algorithm. The results of $p$ in Tables 3 and 4 are consistent with those of $u$ in Tables 1 and 2.

6. Conclusions

In this work, we study the nonconforming MFEM for fourth-order nonlinear Sivashinsky equation. The superconvergence results of the relevant variables in the broken $H^1$-norm are obtained, which are one order higher than those of convergence. Furthermore, a numerical example demonstrates the efficiency of the theoretical analysis.
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