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Abstract
We completely characterize the conditions under which a complex unitary number is an eigenvalue of the non-backtracking matrix of an undirected graph. Further, we provide a closed formula to compute its geometric multiplicity and describe an algorithm to compute this multiplicity without making a single matrix computation. The algorithm has time complexity that is linear in the size of the graph.
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1 Introduction

The non-backtracking matrix of a graph \( G \) was first introduced by Hashimoto in the study of Zeta functions of graphs [11]. He and others proved that the poles of the Zeta function of a graph coincide with the reciprocals of the eigenvalues of the non-backtracking matrix [20, 2]. Subsequently, the non-backtracking (NB) matrix became a point of focus of modern spectral graph theory. It is now known that the NB eigenvalues,\(^1\) independently of their relationship to the Zeta function, contain rich information about the structure of the underlying graph, and have thus been used in multiple applications and theoretical settings [5, 3, 22, 23].

The NB matrix encodes the adjacency of oriented edges of an undirected graph, thus its entries are all 0 or 1. We give a formal definition in the next Section. Being a non-negative matrix, Perron-Frobenius theory can be used to describe the eigenvalues \( \lambda \) that have maximal magnitude. At the other end of the spectrum, the eigenvalue \( \lambda = 0 \) can be shown, via elementary methods, to be related to the existence of nodes of degree 1, or more generally, of subgraphs that are tree-like. Up to now, these were the only two families of NB eigenvalues whose properties have been fully described in the general case of arbitrary graphs. The difficulty in making general claims about the NB eigenvalues is that, in contrast to the classical matrices studied in spectral graph theory, the NB matrix is not symmetric, in fact it is not even normal. Thus most of the existing tools from spectral graph theory do not apply to it.

In this work, we study a third family of NB eigenvalues, namely those complex numbers on the unit circle, and fully describe how they are related to the structure of the graph. In particular, we establish that only those unitary numbers that are also roots of unity can be NB eigenvalues of a graph. Additionally, we characterize the subgraphs that constitute the support of an eigenfunction corresponding to a unitary NB eigenvalue, and describe all possible ways in which these subgraphs may be connected to the rest of the graph. Finally, we provide closed formulas to compute the geometric multiplicity of unitary NB eigenvalues, and we show an algorithm that computes said formulas efficiently.

The rest of this manuscript is structured as follows. In Section 2 we establish our notation, make the principal definitions, and state some well-known results. In Section 3 we discuss the real case, that is, we describe the NB eigenvalues \( \lambda = \pm 1 \) and compute their geometric and algebraic multiplicities. Subsequent sections are dedicated solely to the nonreal case. Section 4 establishes the first properties of nonreal unitary eigenvalues and their eigenfunctions, and we show that a subgraph that is the support of an eigenfunction must always be a graph subdivision. The \( r \)-subdivision of a graph \( G \) is built by replacing each edge in \( G \) by a chain of \( r \) edges, joined by nodes of degree 2. Thus, Section 5 studies the special case of graphs that are subdivisions of another graph. In Section 6 we determine all possible ways in which a graph subdivision may be glued to some other graph while leaving the unitary NB eigenfunctions intact, and we argue this procedure is the only mechanism by which unitary numbers appear in the NB spectrum of any graph. Finally, Section 7 states and proves our main results on the geometric multiplicity of nonreal unitary NB eigenvalues in the general case.

\(^1\)In this work we use “NB” to mean non-backtracking, and the phrase “NB eigenvalues” to refer to the eigenvalues of the NB matrix.
2 Background

Conventions and notation A graph $G$ is comprised of a set of nodes $V(G)$ and a set of edges $E(G)$. All graphs considered are finite, undirected, unweighted, connected, and possibly contain self-loops or multi-edges. The degree of node $v \in V(G)$ is the number of edges that contain it and is denoted $d_v$. A self-loop $(v,v) \in E(G)$ adds two units to the degree.

If a complex number $z$ satisfies $|z| = 1$, we say it is unitary (a.k.a. unimodular). Given a unitary $\lambda$, if there exists an integer $q$ such that $\lambda^q = 1$ then $\lambda$ is said to be a $q$th root of unity. The smallest positive such $q$ is the order of primitivity of $\lambda$, and in this case $\lambda$ is a primitive $q$th root of unity.

Multiplicity of eigenvalues Let $A$ be a square matrix and let $(\lambda,\mathbf{v})$ be a pair such that $A\mathbf{v} = \lambda \mathbf{v}$. The algebraic multiplicity of $\lambda$, denoted $AM_A(\lambda)$, is the multiplicity of $\lambda$ as a root of the polynomial $\det(A - tI)$. The geometric multiplicity of $\lambda$, denoted $GM_A(\lambda)$, is the dimension of the nullspace of $(A - \lambda I)$. It is always the case that $AM_A(\lambda) \geq GM_A(\lambda)$. If $G$ is a graph, we write $AM_G(\lambda), GM_G(\lambda)$ to refer to the multiplicities of $\lambda$ as an eigenvalue of the non-backtracking matrix of $G$. We drop the subscript when clear from context.

NB walks and NB matrix Consider a graph $G$ with $n$ nodes and $m$ edges. Let $\bar{E}$ be the set of oriented edges, i.e., if nodes $u$ and $v$ are neighbors in $G$, both oriented edges $u \rightarrow v$ and $v \rightarrow u$ are members of $\bar{E}$. A walk in $G$ is a sequence of oriented edges that are consecutively adjacent. The length of a walk is the number of oriented edges in it. A walk of the type $u \rightarrow v \rightarrow u$ is called a backtrack. A non-backtracking walk, or NB walk, is a walk that does not contain any backtracks. The NB matrix of $G$ is denoted by $B$ and can be understood as the adjacency matrix of its oriented edges, ignoring backtracks. Concretely, $B$ is indexed in the rows and columns by $\bar{E}$, and is defined as

$$B_{k\rightarrow l,i\rightarrow j} = 1\{j = k\} (1 - 1\{i = l\}).$$ (2.1)

In words, $B_{k\rightarrow l,i\rightarrow j}$ is one whenever $k$ equals $j$ and the walk $i \rightarrow j = k \rightarrow l$ is a valid walk of length 2 that is not a backtrack, and it is zero otherwise. Importantly, the quantity $B^-_{k\rightarrow l,i\rightarrow j}$ is equal to the number of NB walks starting with $i \rightarrow j$ and ending with $k \rightarrow l$ of length $r + 1$.²

Let $\mathbf{v}$ be a function defined on $\bar{E}$ and let $A = (a_{ij})$ be the adjacency matrix of $G$. In this case, eq. (2.1) yields (see fig. 2.1)

$$(B\mathbf{v})_{k\rightarrow l} = \sum_i a_{ij} \mathbf{v}_{i\rightarrow k} - \mathbf{v}_{l\rightarrow k}. \quad (2.2)$$

The first term in the right-hand side will appear many times in our discussion so we define, for any function $\mathbf{v}$ and node $k$,

$$\mathbf{v}^k := \sum_i a_{ik} \mathbf{v}_{i\rightarrow k} \quad \text{and} \quad k\mathbf{v} := \sum_i a_{ik} \mathbf{v}_{k\rightarrow i}, \quad (2.3)$$

which we pronounce “$\mathbf{v}$ into $k$” and “$\mathbf{v}$ from $k$”, respectively.

²The notation $B_{k\rightarrow l,i\rightarrow j}$ is, strictly speaking, unambiguous only when the graph simple, i.e., when it contains no self-loops or multi-edges. When the graph is not simple, we should instead use the following notation: for an oriented edge $e \in \bar{E}$, write $s(e)$ and $t(e)$ for its source and target endpoints. Then, the NB matrix is indexed as $B_{s(e)\rightarrow t(e),s'(e)\rightarrow t'(e)}$. We choose to use the former notation throughout the paper, so as to not complicate our formulas with multiple repetitions of $s(\cdot)$ and $t(\cdot)$. Notational choices notwithstanding, we reiterate that every result in this manuscript applies to a finite, undirected, unweighted, and connected graph regardless of whether or not it is simple.
NB eigenvalues and eigenfunctions  Let D be the diagonal degree matrix. Then, the Ihara determinant formula ([1, 15]) states

\[
\det (I - tB) = (1 - t^2)^{m-n} \det \left( I - tA + t^2 (D - I) \right).
\]  (2.4)

Note the left-hand side of eq. (2.4) is the characteristic polynomial of B evaluated at 1/t. Importantly, the Ihara determinant formula works on any (simple or non-simple) graph even if it is disconnected, though we continue to assume connectedness for the sake of simplicity.

Now suppose v is an eigenfunction of B with eigenvalue \( \lambda \). Then eq. (2.2) yields

\[
\lambda v_{k \rightarrow l} + v_{l \rightarrow k} = \overrightarrow{v}^k.
\]  (2.5)

Since B is a non-negative matrix, Perron-Frobenius theory implies that when it is also irreducible, it admits a simple, real and positive eigenvalue whose corresponding eigenfunction has all positive entries. This is called the Perron eigenfunction. If v is the Perron eigenfunction of B, the quantity \( \overrightarrow{v}^k \) is called non-backtracking centrality of node k by some authors [17].

It is known (see [10, 21]) that the nodes of degree 1 do not affect the nonzero part of the spectrum, thus in the rest of the manuscript we assume that each node in G has degree greater than 1.

Remark 1 (Circle graphs). The special case when G is a circle graph is important for our later discussion. Suppose G is a circle graph of length \( r \). In this case B is the direct sum of two cyclic permutations going around the cycle in opposite directions. Hence, the NB eigenvalues are precisely the \( r \)th roots of unity, each with multiplicity two, and there exists a full basis of eigenfunctions.
3 The real case

We begin our discussion with the real roots of unity, namely ±1. The algebraic multiplicity of ±1 as an NB eigenvalue is well-known [11, 10, 19], though we include the full derivations here for the sake of completeness and because the author has arrived at them independently. The geometric multiplicities are a novel result, as far as the author can tell, though [13] studies the eigenfunctions of +1.

Consider a graph $G$ with $n$ nodes and $m$ edges. Recall we assume that $G$ is connected and contains no nodes of degree 1. In particular, $G$ is not a forest, and we have $m \geq n$, with equality if and only if $G$ is a circle graph. Let $B$ be the NB matrix of $G$. Equation (2.4) implies that ±1 are always eigenvalues of $B$, each with algebraic multiplicity at least $m - n$. Here we establish that $\text{AM}(1) = \text{GM}(1) = m - n + 1$, and $\text{AM}(-1) = \text{GM}(-1) = m - n + 1$ when $G$ is bipartite and $\text{AM}(-1) = \text{GM}(-1) = m - n$ otherwise.

3.1 Algebraic multiplicity

Recall that $D - A$ is called the Laplacian matrix of $G$, which is always singular, and whose rank is $n - 1$ if and only if the graph is connected. An argument closely related to the following proof can be found in [10, 19], though we have arrived at it independently.

**Proposition 3.1.** Let $G$ have at least two cycles. Then $\text{AM}(1) = m - n + 1$.

**Proof.** Define $f(t) := \det(I - tA + t^2(D - I))$ and observe that $f(1) = \det(D - A) = 0$. Therefore, $f(t) = (t - 1)f(t)$ for some $g(t)$. This fact, together with eq. (2.4) imply $\text{AM}(1) \geq m - n + 1$. Thus, showing $g(1) \neq 0$ finishes the proof. First, note that $g(1)$ equals $f'(1)$. The so-called Jacobi formula shows $f'(1) = \text{Tr}[\text{adj}(D - A)(D - A + D - 2I)]$; see e.g. eq. (41) of [4]. Further, well-known properties of the adjugate show that $\text{adj}(D - A) = \eta 11^\top$ for some nonzero $\eta$; see e.g. [18] and section 0.8.2 of [12]. Finally, observe that $m > n$ since $G$ is not a circle graph. All together, we have

$$
g(1) = f'(1) = \text{Tr}[\text{adj}(D - A)(D - A + D - 2I)]$$

$$= \eta \text{Tr}[11^\top(D - A) + 11^\top(D - 2I)]$$

$$= \eta 1^\top(D - A)1 + \eta 1^\top(D - 2I)1$$

$$= \eta(2m - 2n) \neq 0 \tag{3.1}$$

For our treatment of the eigenvalue $-1$, recall that $D + A$ is called the signless Laplacian of $G$.

**Proposition 3.2.** Let $G$ have at least two cycles. Then $\text{AM}(-1) = m - n + 1\{G$ is bipartite\}.

**Proof.** Define $f(t)$ as in Proposition 3.1 and observe that $f(-1) = \det(D + A)$. It is known that $D + A$ is singular if and only if $G$ is bipartite [8]. Therefore, if $G$ is not bipartite, then $f(-1) \neq 0$ and $\text{AM}(-1) = m - n$ due to eq. (2.4). If $G$ is bipartite, we have $f(-1) = 0$ and thus we can write $f(t) = (1 + t)g(t)$. To finish, we show $g(-1) \neq 0$. Let the partition of the node set be $U_1$ and $U_2$ and define the node function $u$ by putting $u_i = 1$ if $i \in U_1$ and $u_j = -1$ if $j \in U_2$. One can check that $(D + A)u = 0$, which implies $\text{adj}(D + A) = \eta uu^\top$ for some scalar $\eta$. Finally, a similar procedure as in Proposition 3.1 shows that

$$
g(-1) = f'(-1) = \text{Tr}[\text{adj}(D + A)(2I - D)] = \eta u^\top(2I - D)u = \eta(2n - 2m) \neq 0. \tag{3.2}$$

$\square$
3.2 Geometric multiplicity

Proposition 3.3. Let $G$ have at least two cycles. Then $GM(1) = m - n + 1$.

Proof. Since $GM$ is bounded above by AM, we have $GM(1) \leq m - n + 1$. Thus we only need to show that there exists a set of $m - n + 1$ linearly independent functions that satisfy $Bv = v$. Inspection of eq. (2.5) when $\lambda = 1$ shows that there exists a global constant $h$ such that

$$v_{k \to l} + v_{l \to k} = h = \bar{v}^k,$$  \hspace{1cm} (3.3)

for any neighboring nodes $k, l$. Summing the left equation over each of the $m$ edges yields

$$\frac{1}{2} \sum_{k,l} a_{kl} (v_{k \to l} + v_{l \to k}) = mh,$$  \hspace{1cm} (3.4)

while summing the right equation over each of the $n$ nodes yields

$$nh = \sum_k \bar{v}^k.$$  \hspace{1cm} (3.5)

Note the sums in the last two equations sum each of the components of $v$ exactly once and thus $nh = mh$. Since $G$ is not a circle graph, we have $m > n$ and $h = 0$. In other words, $v$ satisfies the system

$$\begin{cases}
\bar{v}^k = 0 & \text{for each node } k, \\
v_{k \to l} + v_{l \to k} = 0 & \text{for each edge } k - l.
\end{cases}$$  \hspace{1cm} (3.6)

We finish by arguing there are exactly $m - n + 1$ linearly independent solutions of eq. (3.6). Suppose the nodes $C = \{v_1, \ldots, v_r\}$ form a non-self-intersecting cycle in $G$, and consider the vector $v^C$ with components

$$v^C_{v_i \to v_{i+1}} := 1 \text{ and } v^C_{v_{i+1} \to v_i} := -1,$$  \hspace{1cm} (3.7)

where the index $i$ is taken modulo $r$, and zero elsewhere. Then, $v^C$ satisfies eq. (3.6). Now take a spanning tree $T$ of $G$. Each edge not in $T$ defines a non-self-intersecting cycle in $G$, and there are $m - n + 1$ such edges, say $\{e_1, \ldots, e_{m-n+1}\}$. Let $\{C_1, \ldots, C_{m-n+1}\}$ be the corresponding set of cycles, each $C_j$ being defined by $e_j$. For each cycle $C_j$, construct the vector $v^{C_j}$ as before, that is, with components equal to $+1$ on edges going around $C_j$ in one direction, components equal to $-1$ going around $C_j$ in the other direction, and zero elsewhere. Each vector $v^{C_j}$ is a solution of eq. (3.6). Finally, $\{v^{C_j}\}$ is a linearly independent set because each $v^{C_j}$ is nonzero in the component corresponding to $e_j$, while for each $i \neq j$, $v_i$ is 0 on that component.

Corollary 3.4. $GM(1)$ is the number of linearly independent ways there are to assign electrical current flows to the edges of $G$ in such a way that they satisfy Kirchoff’s law of circuits.

Proof. If $G$ represents an electrical circuit and the value of $v_{k \to l}$ is the current flow in the direction of $k$ to $l$, then eq. (3.6) is exactly equivalent to Kirchoff’s law.

Proposition 3.5. Let $G$ have at least two cycles. Then $GM(-1) = m - n + 1$ if $G$ is bipartite and $GM(-1) = m - n$ if $G$ is not bipartite.
Proof. Inspection of eq. (2.5) when $\lambda = -1$ and an argument similar to that in Proposition 3.3 shows that if $Bv = -v$ then
\[
\begin{aligned}
\vec{v}^k &= 0 \quad \text{for each node } k, \\
v_{k \rightarrow l} &= v_{l \rightarrow k} \quad \text{for each edge } k - l.
\end{aligned}
\tag{3.8}
\]
To fix ideas, suppose the nodes $C = \{w, x, y, z\}$ form a cycle of length 4 in $G$, and consider the function $v$ with $v_{w \rightarrow x} = v_{x \rightarrow w} = v_{y \rightarrow z} = v_{z \rightarrow y} = 1$, and $v_{x \rightarrow y} = v_{y \rightarrow x} = v_{z \rightarrow w} = v_{w \rightarrow z} = -1$, and zero elsewhere. Then, $v$ satisfies eq. (3.8). In general, a vector thusly constructed from a cycle $C$ of even length will satisfy eq. (3.8). The dimension of the space spanned by the even-length cycles has been studied in [6, 7, 9], and it is known to be $m - n + 1$ when $G$ is bipartite and $m - n$ otherwise.

**Corollary 3.6.** The eigenspace of $\lambda = 1$ admits a basis where each element is supported on a different cycle, while the eigenspace of $\lambda = -1$ admits a basis where each element is supported on a different cycle of even length.

**Proof.** These bases were exhibited in the proofs of Propositions 3.3 and 3.5.

The rest of this manuscript is dedicated to study the nonreal unitary NB eigenvalues. This section showed that the real eigenvalues are related to the existence of arbitrary cycles in $G$. The next sections will establish that the existence of nonreal eigenvalues is related to the existence of a particular class of subgraphs, namely graphs that are *subdivisions* of other graphs.

## 4 Eigenfunctions of unitary eigenvalue

### 4.1 Non-leaky functions

Suppose $Bv = \lambda v$. By the properties of unitary matrices, $\lambda$ is unitary if and only if
\[
B^* Bv = BB^* v = v.
\tag{4.1}
\]
Therefore, our discussion starts by computing $B^* B$ and $BB^*$; see fig. 4.1.

**Lemma 4.1.** Let $B$ be the NB matrix of any graph $G$. Then for any function $v$, the following hold
\[
(B^* Bv)_{k \rightarrow l} = (d_l - 2) \vec{v}^k + v_{k \rightarrow l} \quad \text{and} \quad (BB^* v)_{k \rightarrow l} = (d_k - 2) k \vec{v} + v_{k \rightarrow l}.
\tag{4.2}
\]

**Proof.** This is direct from the definition of $B$. For brevity, we show only the case of $B^* B v$.
\[
(B^* Bv)_{k \rightarrow l} = \sum_{i \rightarrow j} \mathbf{1} \{i = l\} \left(1 - \mathbf{1} \{j = k\}\right) \sum_{r \rightarrow s} \mathbf{1} \{i = s\} \left(1 - \mathbf{1} \{j = r\}\right) v_{r \rightarrow s}
\]
\[
= \sum_{j \neq k} a_{jl} \left(\sum_r a_{rl} (v_{r \rightarrow l} - v_{j \rightarrow l})\right)
\]
\[
= (d_l - 1) \vec{v}^k - \vec{v}^l + v_{k \rightarrow l}.
\]
Equation (4.1) features the first appearance of $k \vec{v}$ ("$v$ from $k$") in our discussion. When $v$ is an eigenfunction, $\vec{v}^k$ and $k \vec{v}$ are related as follows.
Figure 4.1: The action of $B, B^*, B^*B$ and $BB^*$ on a function $v$. a) The value of $v$ at each directed edge is color-coded. b) The value of $(Bv)_{k\rightarrow l}$ equals the sum of the values along edges incoming to $k$, ignoring the backtrack; cf. fig. 2.1. Overlapping arrows represent the sum of the corresponding color-coded quantities. c-e) The result of applying $B^*, B^*B, BB^*$ is similarly depicted.

**Lemma 4.2** (See [16]). Suppose $Bv = \lambda v$. Then for any node $k$ we have

$$ (d_k - 1) \vec{v}_k = \lambda^k \vec{v} \quad \text{(4.4)} $$

*Proof.* Replacing eq. (2.3) in eq. (2.5) and summing over all neighbors of $k$ we obtain the result. \qed

Lemma 4.2 implies that for an eigenfunction $v$, we have $\vec{v}^{\ell} = 0$ if and only if $k^{\ell} \vec{v} = 0$ (recall we only consider graphs with minimum degree at least 2). Therefore, and in view of eq. (4.1) and Lemma 4.1, to understand the eigenfunctions of unitary eigenvalues, it is sufficient to understand those functions $v$ that satisfy $(d_k - 2) \vec{v}^{\ell} = 0$ for each node $k$. The following example and the accompanying fig. 4.2 provide a structural interpretation of this condition.

**Example 4.3** (Eigenfunction supported on a cycle). Let $G$ be a graph with NB matrix $B$ and let $D$ be a set of nodes whose induced subgraph is a cycle. Let $k \in D$ and $l \not\in D$ be neighboring nodes. Suppose $Bv = \lambda v$ with $\lambda \neq 0$ and assume $v$ is supported solely on the edges among the nodes in $D$. Since $k \rightarrow l$ and $l \rightarrow k$ are not in the support of $v$, we have

$$ 0 = \lambda v_{k\rightarrow l} = (Bv)_{k\rightarrow l} = \vec{v}^{\ell} - v_{l\rightarrow k} = \vec{v}^{\ell} \quad \text{(4.5)} $$
Figure 4.2: Example of leakiness. The nodes in $D$ induce a cycle. The node $k \in D$ has a neighbor $l \notin D$. **Left:** a function $v$ supported on $D$. **Right:** if $v$ is an eigenfunction, the sum of all values incoming to $k$ must be zero. If $(Bv)_{k \rightarrow l}$ is non-zero, we say that $v$ leaks out of $D$ via $k$. Nodes with degree 2 can never leak.

Thus, a necessary condition for $v$ to be an eigenfunction supported on a cycle $D$ is that for every $k$ in $D$ with a neighbor not in $D$, we must have $\vec{v}^k = 0$. If $k \in D$ has no neighbors outside of $D$, i.e. if its degree is 2, then there is no restriction on $\vec{v}^k$. In other words, $v$ satisfies $(d_k - 2)\vec{v}^k = 0$ for each $k$, and therefore $B^*Bv = v$ by Lemma 4.1, and $BB^*v = v$ due to Lemma 4.2. Therefore, $\lambda$ is unitary. Lastly, if $r$ is the length of the cycle induced by $D$, we have $B^r v = v$ and thus $\lambda^r = 1$.

The following terminology captures the property $(d_k - 2)\vec{v}^k = 0$, inspired by Example 4.3.

**Definition 4.4 (Non-leaky functions).** Consider a function $v$ (not necessarily an eigenfunction) with support $D$ (not necessarily a cycle). If there is a $k \in D$ such that $(d_k - 2)\vec{v}^k \neq 0$, we say that $v$ leaks out of $D$ via $k$, or simply that $v$ is leaky. If $v$ does not leak via any node, we say that $v$ is non-leaky; see fig. 4.2. Every NB eigenfunction $v$ of unitary eigenvalue $\lambda$ is non-leaky, because it must satisfy $BB^*v = B^*Bv = v$; see Lemma 4.1. However, there are non-leaky functions that are not eigenfunctions, namely, linear combinations of eigenfunctions of different unitary eigenvalues.

The utility of non-leaky functions, which include eigenfunctions of unitary eigenvalue, is that they can be studied by focusing only on their support and neglecting the rest of the graph, or, in other words, by detaching their support from the rest of the graph. In what follows, we will mainly use this idea implicitly by focusing only on the support of an eigenfunction and ignoring the rest of the graph. In section 6, we define a construction that is converse to this detachment which we call gluing.

### 4.2 Support of an eigenfunction

We now characterize those unitary complex numbers that may possibly be NB eigenvalues, and then we characterize the graphs that may possibly be the support of an eigenfunction of unitary eigenvalue. Some of the following arguments require the graph to have no nodes of degree 1. However, as previously mentioned, the nodes with degree 1 have no influence on the nonzero eigenvalues [10, 21]. Thus, the results here are valid for arbitrary graphs, without restriction, as they concern only nonzero eigenvalues.

**Definition 4.5.** Given a NB eigenfunction $v$ of a graph $G$, its support is the set of edges $k - l$ such that at least one of $v_{k \rightarrow l}$ or $v_{l \rightarrow k}$ is nonzero.
Lemma 4.6. Let $G$ be a graph with no nodes of degree 1 and NB matrix $B$. Suppose $Bv = \lambda v$ with $\lambda \neq 0$ and let $H$ be the graph induced by the support of $v$. Then, $H$ has no nodes of degree 1.

Proof. Assume there is a node $x \in H$ with degree 1 in $H$ and degree $d > 1$ in $G$. Suppose $y$ is the only neighbor of $x$ that exists in $H$. We show that both $v_{x \rightarrow y} = 0$ and $v_{y \rightarrow x} = 0$, which is a contradiction.

Since $v$ is an eigenfunction, we have $\lambda v_{x \rightarrow y} = \sum_{i \neq y} a_{ix} v_{i \rightarrow x}$. But the right-hand side is zero since otherwise $x$ would have degree greater than 1 in $H$. Since $\lambda \neq 0$, we have $v_{x \rightarrow y} = 0$.

Let $z \in G \setminus H$ be a neighbor of $x$ with $z \neq y$. We can always choose such $z$ because $d > 1$. We now have $0 = \lambda v_{x \rightarrow z} = v_{y \rightarrow x} + \sum_{i \neq y} a_{ix} v_{i \rightarrow x} - v_{z \rightarrow x} = v_{y \rightarrow x}$, which finishes the proof.

Most of the main results that follow are essentially corollaries of the upcoming Key Lemma, which determines the behavior of a NB eigenfunction on a specific type of subgraph called NB chain.

Definition 4.7 (NB chain). Suppose $G$ has a NB path of the form $k = i_0, i_1, \ldots, i_{p-1}, i_p = l$, where the nodes at the endpoints $k$ and $l$ have degrees strictly greater than 2 and each $i_j$ has degree exactly 2 for $j = 1, \ldots, p - 1$. This path is called an NB chain of length $p$. Note $k$ and $l$ may in fact be the same node, in which case this is a closed NB chain. If two nodes $k$ and $l$ with degrees greater than 2 are neighbors, the path $k = i_0, i_1 = l$ is a NB chain of length one. Note every graph with minimum degree at least 2 that is not a cycle must always contain at least one NB chain.

Lemma 4.8 (Key Lemma). Let $G$ have NB matrix $B$ with $Bv = \lambda v$ and $|\lambda| = 1$. Suppose $k$ and $l$ are two nodes, not necessarily distinct, with degrees greater than 2 joined by a NB chain $k = i_0, i_1, \ldots, i_p = l$ of length $p$. If $v$ is nonzero on at least one of the edges $i_j \rightarrow i_{j+1}$, then it is nonzero on all of them, and in that case we have $\lambda^2 = 1$.

Proof. Since $v$ is an eigenfunction of unitary value, it satisfies $B^*Bv = BB^*v = v$. By Lemma 4.1, this implies $\tilde{v}^k = \tilde{v}^l = 0$ since $d_k, d_l > 2$. To fix ideas, suppose $k$ and $l$ are neighbors, i.e., $p = 1$. The fact that $\tilde{v}^k = 0$ and eq. (2.5) give $\lambda v_{k \rightarrow l} + v_{l \rightarrow k} = 0 = \lambda v_{l \rightarrow k} + v_{k \rightarrow l}$. Multiply the first equation by $\lambda$ and replace in the second to obtain $(\lambda^2 - 1) v_{k \rightarrow l} = 0$. Since $v_{k \rightarrow l}$ is nonzero we have $\lambda^2 = 1$.

Now assume $p > 1$. Similarly to above, we have

$$\lambda v_{k \rightarrow i_1} + v_{i_1 \rightarrow k} = 0 \quad \text{and} \quad \lambda v_{l \rightarrow i_{p-1}} + v_{i_{p-1} \rightarrow l} = 0.$$  \hspace{1cm} (4.6)

Further, since $d_{i_j} = 2$ for each $j = 1, \ldots, p - 1$, we have the following 2 $(p - 1)$ equations

$$\lambda v_{i_j \rightarrow i_{j+1}} = v_{i_{j-1} \rightarrow i_j} \quad \text{and} \quad \lambda v_{i_j \rightarrow i_{j-1}} = v_{i_{j+1} \rightarrow i_j}.$$ \hspace{1cm} (4.7)

Multiplying $\lambda v_{l \rightarrow i_{p-1}} + v_{i_{p-1} \rightarrow l} = 0$ by $\lambda^{2p-1}$ and using eqs. (4.7) iteratively yields $(\lambda^{2p} - 1) v_{l \rightarrow i_{p-1}} = 0$. But eqs. (4.7) and the fact that $v$ is nonzero in at least one of the edges $i_j \rightarrow i_{j+1}$ imply that $v_{l \rightarrow i_{p-1}} \neq 0$. Thus we have $\lambda^{2p} = 1$.

Theorem 4.9. Let $G$ be a graph with NB matrix $B$, and suppose $Bv = \lambda v$ with $|\lambda| = 1$. Then, $\lambda$ is a root of unity.

Proof. Let $H$ be the support of $v$. By Lemma 4.6, $H$ has minimum degree at least 2. If $H$ is a circle graph, say of length $r$, then immediately every NB eigenvalue is a $r^{th}$ root of unity, as pointed out in Remark 1. If, on the other hand, $H$ contains at least two cycles, then it must contain at least one NB chain. In that case, let $p$ be the length of some NB chain in $H$. By Lemma 4.8, we have $\lambda^{2p} = 1$. \qed
The support of eigenfunctions of real unitary eigenvalue is characterized by Corollary 3.6. The following result characterizes the nonreal case.

**Theorem 4.10.** Let $G$ be a graph with at least two cycles, with NB matrix $B$, and suppose $Bv = \lambda v$ with unitary nonreal $\lambda$. Let $p^*$ be the smallest positive integer such that $\lambda^{p^*} = 1$. Let $H$ be the support of $v$. Then, each edge of $H$ must be part of a unique NB chain and the length of any NB chain in $H$ is a multiple of $p^*$.

**Proof.** Note Theorem 4.9 guarantees that $p^*$ exists and the assumption that $\lambda$ is nonreal implies $p^* > 2$.

Now take an edge $x \to y$ in $H$. If both $x$ and $y$ have degrees greater than 2, then $x \to y$ is a NB chain of length 1. Otherwise, if $y$ has degree exactly 2, let $z \neq x$ be its other neighbor and consider the chain $x \to y \to z$. Now repeat this process extending the chain by one edge in either direction until both endpoints have degrees greater than 2; this is always possible since $G$ is not a circle graph.

This process defines the unique NB chain that contains $x \to y$.

Let $P$ be the set of all lengths of NB chains in $H$. Theorem 4.9 guarantees that each such length must be greater than 1, because otherwise we would have $\lambda^2 = 1$. Take two different lengths $p$ and $p'$.

Again by Theorem 4.9 we have $\lambda^{2p} = 1 = \lambda^{2p'}$. But $\lambda^2 \neq 1$ and thus $p$ and $p'$ cannot be coprime, i.e., one must divide the other. Repeating the same argument for each pair of lengths, and letting $\hat{p}$ be the maximum common divisor of $P$, we must have $\lambda^{\hat{p}} = 1$ and therefore $\hat{p}$ is a multiple of $p^*$.

Theorem 4.10 establishes that the graph induced by the support of a NB eigenfunction must be comprised entirely of NB chains all of whose lengths are multiples of the same number. These graphs are otherwise known as graph subdivisions, and are the subject of the next section.

## 5 Graph subdivisions

**Definition 5.1 (Graph subdivision).** Given a graph $G$ (possibly with multi-edges or self-loops) its $r$-subdivision is the graph created by inserting $r - 1$ nodes in each edge of $G$. In other words, each edge $(k, l)$ in $G$ is replaced by a chain $k = i_0, i_1, \ldots, i_r = l$ where each $i_j$ has degree 2 for $j = 1, \ldots, r - 1$.

Further, note that if $G$ is the $r$-subdivision of $G'$ and $G'$ is in turn the $r'$-subdivision of some $G''$, then $G$ is the $(r \times r')$-subdivision of $G''$.

Consider a graph $H$ that is the $p$-subdivision of some other graph $G$. If $G$ has no nodes of degree less than 3, then every NB chain in $H$ has length exactly $p$. If $G$ has one node of degree 2, then $H$ has one NB chain of length exactly $2p$. In general, every edge in $H$ is contained in a unique NB chain and the length of this chain must be a multiple of $p$. See fig. 5.1. In light of this observation, Theorem 4.10 can be rephrased as follows.

**Corollary 5.2 (of Theorem 4.10).** $H$ must be the $p^*$-subdivision of some other graph.

For this reason, we dedicate this section to studying the NB spectrum of graph subdivisions. Kotani and Sunada [15] were first to note the following relationship involving graph subdivisions. Let $H$ be the $r$-subdivision of $G$, and let $B_H, B_G$ be their NB matrices, respectively. Then,

$$\det(tI - B_H) = \det(t^rI - B_G).$$

In other words, the NB eigenvalues of $H$ are exactly the $r^{th}$ roots of the NB eigenvalues of $G$. 


Figure 5.1: NB chains and graph subdivisions. A graph \( G \) (top) and its \( p \)-subdivision (bottom) for the case \( p = 2 \). The length of every chain in the subdivision is a multiple of \( p \). a) If the graph has no nodes of degree 2, then every chain in the subdivision has length \( p \). b) Since \( G \) has nodes of degree 2, its subdivision has chains of length \( 2p \). c) In general, the maximum length of a NB chain in the subdivision is \( p \) times the maximum length of a NB chain in the original graph \( G \).

The eigenfunctions of a subdivision can also be constructed from the eigenfunctions of the original graph and vice versa, as the next result shows.

**Proposition 5.3.** Let \( H \) be the \( r \)-subdivision of a graph \( G \) and suppose \( v \) is an eigenfunction of \( H \) with unitary eigenvalue \( \lambda \). Let \( k, l \) be neighbors in \( G \), and let \( k = k_0(l), k_1(l), \ldots, k_r(l) = l \) be the corresponding NB chain in \( H \). Define the vector \( u \) as

\[
\begin{align*}
    u_{k \to l} &:= v_{k \to k_1(l)}, \quad \text{for each } k \text{ with } d_k > 2, \quad (5.2a) \\
    u_{k \to j} &:= u_{i \to k}/\lambda^r, \quad \text{for each } k \text{ with } d_k = 2 \text{ and distinct neighbors } i, j. \quad (5.2b)
\end{align*}
\]

Then, \( u \) is a NB eigenfunction of \( G \) with eigenvalue \( \lambda^r \). We say that \( u \) is the vector subdivision, or simply the subdivision, of \( v \).

**Proof.** First we show that \( u \) satisfies

\[
\lambda^r u_{k \to l} = -u_{l \to k}, \quad \text{for each edge } k \to l \text{ in } G \text{ where } d_k > 2. \quad (5.2c)
\]

We do so in three cases.

**Case 1:** Assume \( k, l \) are neighbors with \( d_k, d_l > 2 \). By eq. (5.2a) we have \( u_{k \to l} = v_{k \to k_1(l)} = -\lambda^{-1}v_{k_1(l) \to k} \), where last equality comes from \( \lambda v_{k \to k_1(l)} + v_{k_1(l) \to k} = \vec{v}^k = 0 \) which holds since \( \lambda \) is unitary. Further, recall that each \( k_i(l) \) has degree 2 and thus

\[
\begin{align*}
    u_{k \to l} &= -\lambda^{-1}v_{k_1(l) \to k} = -\lambda^{-1}\lambda^{-1}v_{k_2(l) \to k_1(l)} = -\lambda^{-2}\lambda^{-2}v_{k_3(l) \to k_2(l)} = \ldots = -\lambda^{-r+1}v_{l \to k_{r-1}(l)}.
\end{align*}
\]
Since \( d_l > 2 \), applying eq. (5.2a) again yields the desired equation,

\[
\begin{align*}
\mathbf{u}_{k \rightarrow t} &= -\lambda^{-r} \mathbf{v}_{l \rightarrow k_r-1(l)} = -\lambda^{-r} \mathbf{u}_{l \rightarrow k}.
\end{align*}
\]  
\[ (5.4) \]

**Case 2:** Assume \( k, l \) are neighbors with \( d_k > 2 \) and \( d_l = 2 \). Let \( i \neq k \) be the only neighbor of \( l \). In this case we use an auxiliary set of node labels: set \( l_q(k) := k_r-q(l) \) for \( q = 0, 1, \ldots, r \). In this case, eq. (5.2b) gives \( \lambda^r \mathbf{u}_{l \rightarrow k} = \mathbf{u}_{l_i \rightarrow l} \). To fix ideas, assume \( d_i > 2 \). Equation (5.2a) yields

\[
\lambda^r \mathbf{u}_{l \rightarrow k} = \mathbf{u}_{l_i \rightarrow l} = \mathbf{v}_{l_i \rightarrow i_1(l)}.
\]  
\[ (5.5) \]

But each \( d_{i_j(l)} = 2 \), thus

\[
\lambda^r \mathbf{u}_{l \rightarrow k} = \mathbf{v}_{l_i \rightarrow i_1(l)} = \lambda^r \mathbf{v}_{i_1(l) \rightarrow i_2(l)} = \ldots = \lambda^{r-1} \mathbf{v}_{l_{r-1}(l) \rightarrow t}.
\]  
\[ (5.6) \]

But \( d_l = 2 \) as well, so

\[
\lambda^r \mathbf{u}_{l \rightarrow k} = \lambda^{r-1} \mathbf{v}_{l_{r-1}(l) \rightarrow t} = \lambda^{r-1} \lambda^r \mathbf{v}_{l_{r-1}(l) \rightarrow k} = \lambda^r \mathbf{v}_{l_{r-1}(k) \rightarrow k} = \lambda^{r-1} \lambda^r \mathbf{v}_{l_{r-2}(k) \rightarrow k} = \ldots = \lambda^r \mathbf{u}_{k \rightarrow l}.
\]  
\[ (5.7) \]

Finish by noting \( \lambda^r \mathbf{v}_{k \rightarrow l_{r-1}(k)} + \mathbf{v}_{l_{r-1}(k) \rightarrow k} = \mathbf{v}^k = 0 \) and applying eq. (5.2a) again,

\[
\lambda^r \mathbf{u}_{l \rightarrow k} = \lambda^{2r-1} \mathbf{v}_{l_{r-1}(k) \rightarrow k} = -\lambda^{2r-1} \lambda^r \mathbf{v}_{k \rightarrow l_{r-1}(k)} = -\lambda^{2r} \mathbf{u}_{k \rightarrow l},
\]  
\[ (5.8) \]

as desired. If \( d_i = 2 \), we let \( i' \) be the node of degree greater than 2 closest to \( l \) other than \( k \). Applying the previous argument inductively to each node between \( l \) and \( i' \) deals with this latter case.

**Case 3:** Assume \( k, l \) are neighbors with \( d_k = d_l = 2 \). This case is handled in a similar way by induction on the number of nodes between \( k \) and \( l \) and the two nodes closest to them with degree greater than 2.

Now we proceed to show that \( \mathbf{u} \) is an eigenfunction of \( G \) with eigenvalue \( \lambda^r \). Let \( G \) have NB matrix \( \mathbf{B} \) and \( k \) have degree \( d_k = 2 \) with distinct neighbors \( l \) and \( j \). We have, by eq. (5.2b),

\[
(\mathbf{B} \mathbf{u})_{k \rightarrow t} = \mathbf{u}^k - \mathbf{u}_{l \rightarrow k} = \mathbf{u}_{j \rightarrow k} = \lambda^r \mathbf{u}_{k \rightarrow l},
\]  
\[ (5.9) \]

as desired. Now suppose \( d_k > 2 \). By eq. (5.2c) we have

\[
(\mathbf{B} \mathbf{u})_{k \rightarrow t} = \mathbf{u}^k - \mathbf{u}_{l \rightarrow k} = \mathbf{u}^k + \lambda^r \mathbf{u}_{k \rightarrow l}.
\]  
\[ (5.10) \]

Showing \( \mathbf{u}^k = 0 \) finishes the proof. Indeed, we have

\[
\mathbf{u}^k = \sum_l \mathbf{u}_{l \rightarrow k} = -\lambda^r \sum_l \mathbf{u}_{k \rightarrow l} = -\lambda^r \sum_l \mathbf{v}_{k \rightarrow k_1(l)} = (-\lambda^r)^k \mathbf{v} = 0,
\]  
\[ (5.11) \]

where we have used eqs. (5.2a) and (5.2c) and the fact that \( \mathbf{v} \) is non-leaky in \( H \).

\[ \Box \]

**Remark.** Proposition 5.3 builds an eigenfunction of the original graph \( G \) from an eigenfunction of the subdivision \( H \). The converse is also possible, by applying the same procedure in reverse. Furthermore, this construction preserves linear (in)dependence. In other words, the eigenfunctions of \( G \) uniquely determine those of \( H \) and vice versa.
We can now characterize some of the NB eigenvalues of graph subdivisions as follows.

**Theorem 5.4.** Given a graph $G$ with at least two cycles, $n$ nodes, and $m$ edges, suppose $H$ is its $r$-subdivision. Let $\lambda$ be a $r^{th}$ root of unity. Then, $\lambda$ is an eigenvalue of $H$ and it satisfies $\text{AM}_H(\lambda) = \text{GM}_H(\lambda) = m - n + 1$. Further, let $\mu$ be a $r^{th}$ root of $-1$. Then each $\mu$ is an eigenvalue of $H$ and it satisfies $\text{AM}_H(\mu) = \text{GM}_H(\mu) = m - n + 1 \{G \text{ is bipartite}\}$.

**Proof.** Recall 1 is always a NB eigenvalue of $G$ and eq. (5.1) implies $\lambda$ is an eigenvalue of $H$. Moreover, eq. (5.1) also implies $\text{AM}_H(\lambda) = \text{AM}_G(1)$. Using Proposition 5.3, given an eigenfunction $u$ of $G$ of eigenvalue 1, we can construct a unique eigenfunction $v$ of $H$ of eigenvalue $\lambda$, and vice versa. In other words, we also have $\text{GM}_H(\lambda) = \text{GM}_G(1)$. The fact $\text{AM}_H(\lambda) = \text{GM}_H(\lambda) = m - n + 1$ then follows from the fact that $\text{AM}_G(1) = \text{GM}_G(1) = m - n + 1$, which was established in Propositions 3.1 and 3.3.

Since $G$ contains at least two cycles, it admits $-1$ as an eigenvalue by Proposition 3.5. By an argument similar to that of the previous paragraph, $\mu$ is an eigenvalue of $H$ that satisfies $\text{AM}_H(\mu) = \text{AM}_G(-1) = \text{GM}_G(-1) = \text{GM}_H(\mu)$. By Propositions 3.2 and 3.5, the value of this expression is $m - n + 1$ is $G$ is bipartite and $m - n$ otherwise. 

**Remark.** In general, graph subdivisions may have unitary eigenvalues not covered by the preceding Theorem. Namely, if $H$ is the $r$-subdivision of $G$ and $G$ admits a nonreal unitary eigenvalue $\lambda$, then each $r^{th}$ root of $\lambda$ is an eigenvalue of $H$.

Up to this point we have studied the setting where a graph $G$ has at least two cycles and contains an eigenvalue $\lambda$ with $\lambda^r = 1$. We now know that the support of each eigenfunction of $\lambda$ must be a subgraph $H$ that is the $r$-subdivision of some other graph. Furthermore, each such subgraph $H$ is actually the support of many eigenfunctions for each $r^{th}$ root of unity, as shown in Theorem 5.4. Section 5.1 will study the same setting but in the case where $G$ has exactly one cycle (since we are assuming minimum degree at least 2, this means $G$ is precisely a circle graph). Section 6 determines how these subgraphs $H$ may be connected to the rest of the graph $G$.

### 5.1 The case of circle graphs

Let $G$ be a circle graph of length $r$. As noted in Remark 1, the NB eigenvalues of $G$ are precisely the $r^{th}$ roots of unity, each with multiplicity 2. This is seen by decomposing its NB matrix $B$ in two permutation matrices. The next example shows an alternative way of obtaining the same result.

**Example 5.5.** Let $O$ be the graph with one node and one self-loop. The NB matrix of $O$ is the $2 \times 2$ identity matrix. Note the circle graph $G$ of length $r$ is precisely the $r$-subdivision of $O$. Equation (5.1) then shows that the eigenvalues of $G$ are exactly the $r^{th}$ roots of unity and each has multiplicity 2.

In view of this observation, everything we have shown about graph subdivisions applies as well to circle graphs. For example, the support of each NB eigenfunction is always the entirety of $G$, and $G$ can be considered as a pathological case of a NB chain: a closed chain whose endpoint has degree 2.

What makes circle graphs special, and the reason why the previous sections do not consider circle graphs, is that circle graphs possess special NB eigenfunctions that other graphs do not.

**Lemma 5.6.** Let $G$ be a circle graph of length $r$ with a node $k$, and let $\lambda$ be one of the $r^{th}$ roots of unity. Define the subspaces
\[
V = \{ \mathbf{v} : \mathbf{Bv} = \lambda \mathbf{v} \},
\]
\[
W(k) = \{ \mathbf{v} : \mathbf{Bv} = \lambda \mathbf{v} \text{ and } \mathbf{v}^k = 0 \}. 
\] (5.12)

Then, we have \( \dim V = 2 \) and \( \dim W(k) = 1 \), for any \( k \).

**Proof.** Note \( V \) is the eigenspace corresponding to \( \lambda \), and we have already discussed its dimension is 2. Now choose an arbitrary node \( k \) and write \( W := W(k) \). Label the nodes of \( G \) consecutively as \( k = i_1, \ldots, i_r \) and consider the following two functions.

\[
\begin{align*}
\mathbf{v}_{ij} \rightarrow i_{j+1} = \lambda^{-j}, & \quad \mathbf{v}_{ij+1} \rightarrow i_j = 0, \\
\mathbf{u}_{ij} \rightarrow i_{j+1} = 0, & \quad \mathbf{u}_{ij+1} \rightarrow i_j = \lambda^{-j},
\end{align*}
\] (5.13)

where \( j \) is taken modulo \( r \). Elementary calculations show the following claims, which finish the proof.

- \( \{ \mathbf{u}, \mathbf{v} \} \) is a basis of \( V \),
- \( \mathbf{u}, \mathbf{v} \not\in W \),
- the only linear combinations of \( \mathbf{u}, \mathbf{v} \) that lie in \( W \) are multiples of \( \mathbf{u} - \mathbf{v} \).

In contrast, in graphs with two or more cycles, \( W(k) \) is generally equal to \( V \), for example when \( d_k > 2 \). This will be of utmost importance in the following sections, as we will make extensive use of the set of nodes \( k \) which satisfy \( \mathbf{v}^k = 0 \) for a fixed function \( \mathbf{v} \). Due to this observation, in what follows we will always separate our results based on whether \( G \) is a circle graph or not.

### 6 Gluing non-leaky functions

Consider a graph \( G \) that is the \( r \)-subdivision of some other graph, and consider an arbitrary graph \( H \). How may we connect, or *glue*, \( G \) to \( H \) so that the resulting graph is such that i) it contains \( G \) as a subgraph, and ii) it admits \( r \)th roots of unity as NB eigenvalues? This setting may be considered a converse to the setting studied in previous sections where we started by considering a graph that admits a root of unity as eigenvalue and concluded that it must contain a subgraph that is an \( r \)-subdivision.

The following construction formalizes the notion of gluing alluded to in the previous paragraph.

**Definition 6.1 (Non-leaky gluing).** Let \( G, H \) be two graphs with node sets \( V(G), V(H) \) and edge sets \( E(G), E(H) \), respectively, and suppose \( \mathbf{v} \) is a NB eigenfunction of \( G \). Now define the set

\[
N := N(G, \mathbf{v}) = \{ k \in V(G) : \mathbf{v}^k = 0 \}. 
\] (6.1)

By definition, \( \mathbf{v} \) does not leak via any of the nodes in \( N \). Now construct a graph \( X \) by identifying (or gluing) the nodes in \( N \) with nodes in \( H \). More formally, let \( \sim \) be an equivalence relation in \( V(G) \coprod V(H) \), where \( \coprod \) denotes disjoint union. In this construction we only consider equivalence relations \( \sim \) such that each equivalence class is either trivial or it contains exactly one node from \( N \) and one node from \( V(H) \). Define \( X \) as having node set \( V(X) = \langle V(G) \coprod V(H) \rangle / \sim \) and edge set \( E(X) = E(H) \coprod E(G) \). The equivalence relation \( \sim \) is called a *non-leaky gluing equivalence relation*, or simply a *non-leaky gluing*. See Figure 6.1 for examples.
Figure 6.1: **Non-leaky gluing and detaching.** For each row, gluing $G$ to $H$ by identifying the nodes by color, except for the gray nodes, produces the graph $X$. The colored nodes in the left column comprise (a subset of) the set $N \subset V(G)$. The three rows produce the same graph $X$ via different gluing operations. Conversely, when analyzing $X$, one can detach a subgraph $G$ to study the (non-leaky) eigenfunctions supported on it. 

- **a)** Gluing an odd-length circle. The gluing equivalence relation in this case has one equivalence class comprised of the two green nodes, one in $G$ and one in $H$.
- **b)** Gluing an even-length circle. The gluing has two non-trivial equivalence classes: one containing the two purple nodes and another containing the two green nodes.
- **c)** Gluing a graph with two cycles. The gluing has two non-trivial equivalence classes: one containing the two pink nodes and another containing the two green nodes. 

**a-c)** In each row, the gluing is such that each gray node belongs to a trivial equivalence class, i.e. a class that contains a single element.
Remark. In what follows, it is a technical necessity that at least one of the graphs \( G, H \) in Definition 6.1 has minimum degree at least 2 and that the non-leaky gluing \( \sim \) is chosen in such a way that the resulting graph \( X \) also has minimum degree at least 2. However, we will not need this level of generality and instead will require, for the sake of simplicity, that both \( G \) and \( H \) have minimum degree at least 2, which guarantees that \( X \) has minimum degree at least 2, regardless of the gluing \( \sim \).

**Theorem 6.2.** Let \( G, H \) be two graphs with minimum degree at least 2 and suppose \( v \) is a NB eigenfunction of \( G \) with unitary eigenvalue \( \lambda \). Consider the set \( N(G,v) \) as in Definition 6.1, and let \( \sim \) be a non-leaky gluing. Construct \( X \) by gluing \( G \) to \( H \) using \( \sim \). Then, \( \lambda \) is a NB eigenvalue of \( X \) with an eigenfunction \( u \) that is supported on (a copy of) \( G \), i.e. \( u \) is equal to \( v \) in \( E(G) \subset E(X) \) and zero in \( E(H) \subset E(X) \). We say \( \lambda \) and \( v \) are transferred to \( X \) by gluing \( G \).

**Proof.** Suppose we prove that \( u \) is non-leaky in \( X \). Then, since it is a non-leaky eigenfunction whose support is isomorphic to \( G \) with eigenvalue \( \lambda \), it is also an eigenfunction of \( X \) with eigenvalue \( \lambda \). Thus it suffices to show that \( u \) is non-leaky in \( X \).

Let \( M \subset N(G,v) \) be the set of nodes that are glued by \( \sim \), that is, the set of nodes that belong to a non-trivial equivalence class. Note the node set of \( X \) can be partitioned in three disjoint sets:

\[
V(X) = (V(G) \setminus M) \coprod (V(H) \setminus M) \coprod M.
\]

We proceed by proving that each node \( k \in V(X) \) satisfies \((d_k - 2) \tilde{u}^k = 0\), depending on which set of the partition it belongs to. These cases are illustrated in fig. 6.2.

**Case 1:** Let \( k \in V(G) \setminus M \). By construction, every edge \( l \to k \) incident to \( k \) is an edge of \( G \). Since \( u \) equals \( v \) on all of \( E(G) \), we have \((d_k - 2) \tilde{u}^k = (d_k - 2) \bar{v}^k = 0 \) because \( v \) is non-leaky in \( G \).

**Case 2:** Let \( k \in V(H) \setminus M \). The only edges \( l \to k \) incident to \( k \) are edges of \( H \). Since \( u \) is zero in \( E(H) \), we have \( \tilde{u}^k = 0 \).

**Case 3:** Let \( k \in M \). We can partition the edges incident to \( k \) as those that belong to \( E(G) \) and those that belong to \( E(H) \). Then we have

\[
\tilde{u}^k = \sum_{i \to k \in E(G)} u_{i \to k} + \sum_{j \to k \in E(H)} u_{j \to k} = \bar{v}^k + 0 = 0,
\]

where the second equation uses again the fact that \( u \) equals \( v \) in \( E(G) \) and equals zero in \( E(H) \). \( \square \)

Remark. The preceding proof holds regardless of what \( \sim \) is. In other words, the eigenfunction is transferred regardless of how the graph is glued, as long as \( \sim \) is a valid non-leaky gluing. Note also that \( M \) may be a proper subset of \( N(G,v) \). Indeed, one need not glue every possible node.

If \( G \) in Theorem 6.2 is a subdivision, then we have shown that non-leaky gluing is the answer to the question at the start of this section. That is, non-leaky gluing describes exactly all possible ways of connecting a graph subdivision \( (G) \) to another graph \( (H) \) so that the resulting graph \( (X) \) admits the prescribed unitary eigenvalues. Indeed, trying to glue \( G \) in any other way would, by definition, cause the transferred functions to leak and thus no longer be eigenfunctions of \( X \).
6.1 Characterizing the set $N(G,v)$

This section is dedicated to characterizing the set $N(G,v)$ when $G$ is a subdivision. First, note that when $\lambda$ is a real root of unity, eqs. (3.6) and (3.8) imply that every node is in $N(G,v)$, for any eigenfunction $v$. For the nonreal case, we first prove a technical Lemma, which is essentially a continuation of the Key Lemma 4.8.

Lemma 6.3. Let $G$ be a graph with NB eigenfunction $v$ of nonreal unitary eigenvalue $\lambda$. Suppose $k,l$ are nodes in $G$ with degrees greater than 2 and such that $k = i_0, i_1, \ldots, i_p = l$ is a NB chain of length $p$. Additionally, suppose $\lambda$ has order $q$, that is, $\lambda^q = 1$ and $\lambda^{q'} \neq 1$ for any $0 < q' < q$. If $v$ is nonzero on at least one of the edges of the chain, then

$$\{ i_j : 0 \leq j \leq p \text{ and } 2j \text{ is a multiple of } q \} \subset N(G,v),$$

and no other node in the chain is in $N(G,v)$.

Proof. We may assume without loss of generality that $v_{k \to i_1} = 1$. Observe that eqs. (4.7) from the Key Lemma 4.8 also apply in the present situation. We may use these equations to find

$$v_{i_j \to i_{j+1}} = \lambda^{-j}, \text{ for each } j = 0, \ldots, p - 1.$$  \hspace{1cm} (6.5)

This, plus the fact that $\vec{v} = 0$, yields $v_{i_p \to i_{p-1}} = -\lambda^{-p}$ and therefore

$$v_{i_j \to i_{j-1}} = -\lambda^{-2p+j} = -\lambda^j, \text{ for each } j = 1, \ldots, p.$$  \hspace{1cm} (6.6)

where the last equation uses the fact $\lambda^{2p} = 1$, implied by the Key Lemma 4.8.

Now let $j \in \{1, \ldots, p-1\}$. Since $i_j$ has degree exactly 2, we have

$$\vec{v}' = v_{i_{j-1} \to i_j} + v_{i_{j+1} \to i_j} = \lambda^{-(j-1)} - \lambda^{j+1}. $$  \hspace{1cm} (6.7)
Therefore,
\[
\vec{v}^j = 0 \iff \lambda^{2j} = 1.
\] (6.8)

Since \(\lambda\) is nonreal, eq. (6.8) is non-trivial. Note \(j\) is a solution if and only if \(2j\) is a multiple of \(q\). Thus
\[
\{i_j : 0 < j < p \text{ and } 2j \text{ is a multiple of } q\} \subset N(G, v).
\] (6.9)

Additionally, since the degrees of \(k, l\) are larger than 2 and \(v\) is non-leaky, we immediately have
\[
\vec{v}^k = \vec{v}^l = 0.
\] (6.10)

Finally, the Key Lemma implies that \(2p\) is a multiple of \(q\). This fact plus eqs. (6.9) and (6.10) are equivalent to eq. (6.4). No other node is in the chain due to eq. (6.8), and the proof is finished.

**Corollary 6.4.** Under the assumptions of Lemma 6.3, further suppose \(\lambda\) has order \(p\) or \(2p\). Then the following claims are true.

1. The endpoints of the chain are in \(N\), i.e. \(\{k, l\} \subset N(G, v)\).
2. If \(\lambda\) has order \(p\) and \(p\) is even, then \(i_{p/2} \in N(G, v)\).
3. No other node in the chain is in \(N(G, v)\).

**Proof.** Direct from Lemma 6.3 when \(q \in \{p, 2p\}\). \(\square\)

Having determined the nodes in a single NB chain that are members of \(N(G, v)\), fully characterizing this latter set is merely a corollary. For convenience, we introduce the following terminology.

**Definition 6.5.** Let \(H\) be a subdivision of \(G\). There is a natural inclusion from the node set of \(G\) to the node set of \(H\), up to relabelling of the nodes. A node in the image of this inclusion is called a true node. A node of \(H\) that is not a true node is called a subdivision node. Now suppose \(H\) is the \(r\)-subdivision of \(G\). If \(r\) is even, each NB chain in \(H\) has a subdivision node that is exactly in the middle of it; we call this node the middle node. If \(r\) is odd, there are no middle nodes. See Figure 6.3.

**Proposition 6.6 (Gluing primitive roots in a subdivision).** Let \(G\) be a graph with minimum degree at least 2 and with at least two cycles and suppose \(G\) is the \(r\)-subdivision of some graph \(H\). Let \(v\) be an eigenfunction of \(G\) corresponding to eigenvalue \(\lambda\) such that \(\lambda\) has order exactly \(r\). Then,
\[
N(G, v) = \{u \in V(G) : u \text{ is a true node or a middle node}\}.
\] (6.11)

**Proof.** The result follows from applying Corollary 6.4 in turn to each NB chain of \(G\), and the observation that each true node is always the endpoint of some NB chain. \(\square\)

**Proposition 6.7 (Gluing arbitrary roots in a subdivision).** Let \(G, r, H\) and \(v\) be as in Proposition 6.6. Additionally, suppose \(\lambda\) has order \(q\), not necessarily equal to \(r\). Then, each true node of \(G\) is in \(N(G, v)\). A subdivision node is in \(N(G, v)\) if and only if its distance to the nearest true node is a multiple of \(q/2\), as long as said distance is an integer. There are no other nodes in \(N(G, v)\).

**Proof.** Direct from applying Lemma 6.3 to each NB chain of \(G\) in turn. \(\square\)
Figure 6.3: True and middle nodes in graph subdivisions. A graph $G$ (left) and its 3-subdivision (middle) and 4-subdivision (right). a) When $G$ is the graph $O$ with one node and one self-loop, its subdivisions are the circle graphs. b) A graph with two cycles, cf. fig. 6.1(c). True nodes are color-coded. Middle nodes are purple. Subdivision nodes that are not middle nodes are gray.

The case when $G$ is a circle graph is essentially the same though the proof is more subtle, due to the discussion in section 5.1.

**Proposition 6.8 (Gluing a circle).** Suppose $G$ is a circle graph of length $r$ and fix one of its NB eigenvalues $\lambda$. With the notations of section 5.1, let $v \in W$ and let $w$ be the unique node such that $\vec{v}w = 0$. Then the following are true.

1. If $r$ is odd then $N(G,v) = \{w\}$.
2. If $r$ is even then $N(G,v) = \{w,w'\}$, where $w'$ is the node diametrically opposite $w$.
3. Among all eigenfunctions of $\lambda$, $v$ is the only one that admits non-empty $N(G,v)$, up to scalar multiples and up to the choice of $w$.

**Proof.** We may consider $w$ to be the two endpoints of a (closed) NB chain in $G$, and relabel the rest of the nodes as $w = i_0, i_1, \ldots, i_r = w$. In the present situation, almost all assumptions of Lemma 6.3 are valid except for one exception: the endpoints of the stipulated NB chain do not have degrees greater than 2 (in the present case, both endpoints are $w$). However, by construction we have $\vec{v}w = 0$. This is in fact the only property of the endpoints that was used in Lemma 6.3 and we can therefore apply it here. We conclude that $w \in N(G,v)$, that if $r$ is even then $i_{r/2}(=w')$ is also in $N(G,v)$, and that no other node is in $N(G,v)$.

The third claim is true because if an eigenfunction $u$ satisfies $\vec{u}w = 0$ then it must be a scalar multiple of $v$. Lastly, one may construct a different function $x$ that satisfies $\vec{x}z$ for some other node $z$. In that case, the result is the same up to a relabeling of the nodes.

**Remark.** Example 5.5 argued that the circle graph $G$ of length $r$ is the $r$-subdivision of the graph $O$ with one node and one self-loop. Thus, $G$ has a single true node and, if $r$ is even, a single middle node (up to relabelling of the nodes). In this light, Propositions 6.6 and 6.8 have equivalent conclusions.
We close this section by exhibiting some further properties of the set $N$.

**Corollary 6.9.** Let $G$ be a graph subdivision with at least two cycles. Suppose $\lambda$ is a NB nonreal unitary eigenvalue of $G$ with order $q$, and let $v_1, v_2$ be two eigenfunctions of $\lambda$. Furthermore, suppose $\mu \neq \lambda$ is another nonreal unitary eigenvalue also with order $q$ and with eigenfunction $u$. Then $N(G, u) = N(G, v_1) = N(G, v_2)$.

**Proof.** The proofs of Propositions 6.6, 6.7, and 6.8 depend only on the order of primitivity of $\lambda$ and the length of the underlying chain and not on the actual value of $\lambda$ or on any other property of $v$. Since every edge in a graph subdivision is contained in exactly one NB chain, the claim follows.

**Definition 6.10.** If $G$ has at least two cycles and $\lambda$ is a unitary NB eigenvalue with $\lambda^q = 1$ and eigenfunction $v$, define $N(G, q) := N(G, v)$. This is well defined due to Corollary 6.9. If $G$ has no eigenvalues satisfying $\lambda^q = 1$, we let $N(G, q) := \emptyset$.

**Corollary 6.11.** Let $G$ be a graph subdivision with at least two cycles and $q$ be a positive integer such that $N(G, q)$ is non-empty. Let $X$ be the result of gluing $G$ to another graph $H$ by identifying some nodes in $N(G, q)$. If $\lambda^q = 1$ is a NB eigenvalue of $G$ then all eigenfunctions of $\lambda$ are transferred to $X$.

**Proof.** Direct from Corollary 6.9.

**Corollary 6.12.** Let $G$ be a graph subdivision with at least two cycles, and let $q, q'$ be two positive integers such that $q$ is a multiple of $q'$. Then, $N(G, q) \subset N(G, q')$. Furthermore, if $q$ is odd, then $N(G, 2q) = N(G, q)$.

**Proof.** The first claim is direct from Proposition 6.7. For the second claim, suppose $q$ is odd. In this case, Proposition 6.7 states that for every node in $N(G, q)$, the distance to the nearest true node is in the set $\{0, q/2, 3q/2, 2q, \ldots\}$, while for every node in $N(G, 2q)$, the distance to the nearest true node is in the set $\{0, q, 2q, \ldots\}$. But the distance must always be an integer, and we are done.

**Remark.** Results 6.9 and 6.12 also apply to the case when $G$ is a circle graph, because the NB eigenvalues of the circle graph of length $r$ are the $r^{th}$ roots of unity, each with multiplicity 2. On the other hand, result 6.11 does not apply to circle graphs. Indeed, result 6.8 showed that in this case only one out of the two different eigenfunctions is transferred.

**Remark.** Theorem 6.2 showed that a single eigenfunction is transferred to $X$ via non-leaky gluing. Corollary 6.11 extends this result, for graphs with at least two cycles, to prove that all eigenfunctions of all eigenvalues of the same order $q$ are transferred at the same time. Furthermore, when $q$ is odd, Corollary 6.12 shows that all eigenfunctions of all eigenvalues with order $q$ and $2q$ are transferred at the same time.

### 6.2 Partial support

Before we can make general claims about the geometric multiplicity in the nonreal case, we must first consider the following situation. Construct $X$ by gluing $G$ and $H$ together. The previous sections establish when the eigenfunctions of $G$ and $H$ are transferred to $X$. However, it is possible that new eigenfunctions arise in $X$ that come neither from $G$ nor $H$. This happens, for example, when there are subgraphs $G', H'$ of $G, H$, respectively, that serve as partial support of an eigenfunction.
Example 6.13. Let $\lambda$ be a primitive sixth root of unity. Figure 6.4a shows two graphs $G$ and $H$ that are glued by identifying the color-coded nodes to form a graph $X$. Note $G$ is the 3-subdivision of a (multi-)graph with one even cycle (cf. fig. 6.3b). Therefore, we have $\text{GM}_G(\lambda) = 1$. The graph $H$ does not contain a subgraph that is a 3- or 6-subdivision and has minimum degree 2, thus we have $\text{GM}_H(\lambda) = 0$. The graph $X$ contains a subgraph that is a 3-subdivision (far right, thick purple edges). A straightforward computation shows that this purple subgraph is the 3-subdivision of a graph that contains two linearly independent even cycles. Therefore, $\text{GM}_X(\lambda) = 2$. Since $G$ and $H$ have been glued to form $X$, one of the eigenfunctions of $\lambda$ in $X$ can be identified with the unique eigenfunction of $\lambda$ in $G$. The other eigenfunction of $X$ comes from the fact that $H$ contains a single NB chain of length 3 (top row, middle, thick red edges). This NB chain is such that, after the gluing, together with the copy of $G$ in $X$, it forms a larger subgraph that is a 3-subdivision (far right, thick purple edges). This NB chain in $H$ is what we call partial support: it is a subgraph that does not support an eigenfunction, but when glued in certain ways to other graphs, it augments the maximal subgraph in $X$ that can support eigenfunctions.

Figure 6.4b shows an alternative pair of graphs $G$ and $H$ that, when glued by identifying the color-coded nodes, yield the same graph $X$ as in fig. 6.4a. In this case, however, there is no instance of partial support, as all the eigenfunctions in $X$ come from the eigenfunctions in $G$.

In the rest of the manuscript we will assume that gluings are made such that there is no partial support. As illustrated example 6.13, a sufficient condition for this is the following. Let $S$ be a maximal connected subgraph of $X$ that is a subdivision, and recall we can write $E(X) = E(G) \coprod E(H)$. Then, we require that either $E(S) \subset E(G)$ or $E(S) \subset E(H)$. 

Figure 6.4: Example of partial support. See Example 6.13.
7 Geometric multiplicity

Let $X$ be a connected graph possibly with multi-edges or self-loops, and let $\lambda$ be a root of unity of order $q$. In this section we compute the geometric multiplicity of $\lambda$ as a NB eigenvalue of $X$. It is clear by now that to do so, we must first find all NB chains in $X$ of the appropriate length and then assemble them in subgraphs of $X$ that may support an eigenfunction of $\lambda$. In this section, by $H \subset G$ we mean $E(H) \subset E(G)$.

Definition 7.1. For a fixed positive integer $q > 2$, define

$$C_q := \{ C_q \subset G : C_q \text{ is a NB chain whose length is a multiple of } q \text{ or } q/2 \}. \quad (7.1)$$

Note the case when the length of a chain is a multiple of $q/2$ is only relevant when $q$ is even. Furthermore, let $C_q$ be the subgraph assembled from all such chains,

$$E(C_q) := \bigcup_{C_q \subset C_q} E(C_q). \quad (7.2)$$

Note $C_q$ may be disconnected. Therefore we define

$$S_q := \{ S_q \subset C_q : S_q \text{ is a connected component of } C_q \}. \quad (7.3)$$

Each $S_q \in S_q$ that contains at least two cycles supports at least one eigenfunction of $\lambda$. Since each $S_q$ is maximal with respect to inclusion, there is no instance of partial support (see section 6.2).

If $q$ is odd, we can directly use the graphs $S_q$ to compute the multiplicity of $\lambda$. However, if $q$ is even, we need sometimes consider the graph of which $S_q$ is a subdivision.

Definition 7.2. For a graph $S$ that is the subdivision of some other graph, we write $\text{coll}(S, q)$ for the graph whose $q$-subdivision is $S$, if it exists. In that case, we say $\text{coll}(S, q)$ is the collapse of $S$.

Theorem 7.3 (Main Theorem). Let $X$ be a connected graph with at least two cycles, possibly with multi-edges or self-loops, and let $\lambda$ be a root of unity of order $q > 2$. If $S_q$ is empty, we have $\text{GM}_X(\lambda) = 0$. If $S_q$ is non-empty and $q$ is odd,

$$\text{GM}_X(\lambda) = \sum_{S_q \in S_q} |E(S_q)| - |V(S_q)| + 1. \quad (7.4)$$

If $S_q$ is non-empty and $q$ is even,

$$\text{GM}_X(\lambda) = \sum_{S_q \in S_q : q \mid r(S_q)} |E(S_q)| - |V(S_q)| + 1 + \sum_{S_q \in S_q : q \nmid r(S_q)} |E(S_q)| - |V(S_q)| + 1 \{ \text{coll}(S_q, q) \text{ is bipartite} \}, \quad (7.5)$$

where $r(S)$ is the maximum integer $r$ such that $S$ is the $r$-subdivision of some other graph.

Proof. We claim that each eigenfunction of $\lambda$ must be supported on $S_q$. Recall the components $S_q$ of $S_q$ were assembled using chains whose length is a multiple of $q$ or $q/2$, which guarantees that the distance between every pair of nodes with degrees greater than 2 is a multiple of $q/2$. Thus, every such node in $S_q$ is in $N(S_q, q)$ by Theorems 6.7 and 6.8, which in turn means we may conceive of $S_q$
as having been glued to $X \setminus S_q$ to form $X$ by a valid non-leaky gluing. Therefore, every eigenfunction of $\lambda$ in $S_q$ is transferred to $X$, and there are no others (other than linear combinations thereof).

Since each $S_q$ is a subdivision, we may use Theorem 5.4 to compute the number of eigenfunctions transferred. If $q$ is odd, each $S_q$ is always a $q$-subdivision of some other graph. Thus, in this case the number of eigenfunctions transferred is $|E(S_q)| - |V(S_q)| + 1$.

Now assume $q$ is even. In this case, each $S_q$ may be a $q$-subdivision or not. If it is not, then it must be a $q/2$-subdivision. This is because $S_q$ is assembled from chains whose lengths devide $q$ or $q/2$.

If $S_q$ is a $q$-subdivision, or equivalently if $q|r(S_q)$, the $q$th roots of unity are eigenvalues of $S_q$ corresponding to the eigenvalue +1 in $coll(S_q, q)$. Again due to Theorem 5.4, there are $E(coll(S_q, q)) - V(coll(S_q, q)) + 1$ of these eigenvalues. This in turn equals $E(S_q) - V(S_q) + 1$, as taking subdivisions does not change the number of cycles in a graph.

If $S_q$ is not a $q$-subdivision, or equivalently if $q \nmid r(S_q)$, it must be a $q/2$-subdivision, and the $q$th roots of unity are eigenvalues of $S_q$ corresponding to the eigenvalue −1 in $coll(S_q, q)$. Using Theorem 5.4 again finishes the proof.

Remark 2. The Main Theorem 7.3 does not claim that each $S_q$ is the support of an eigenfunction of $\lambda$. This is in fact the case when $S_q$ has minimum degree at least 2. However, it is possible that some $S_q$ have nodes of degree 1, for example if there is a “dangling” open NB chain. In this case, the dangling chain is not part of the support of any eigenfunction, as the support must always have minimum degree at least 2, see Theorem 4.6. Nevertheless, this case does not affect the formulas (7.4) and (7.5) because such a dangling chain does not change the value of the expression $|E(S_q)| - |V(S_q)|$.

See the upcoming examples and Figure 7.1e for an illustration.

7.1 Examples

Figure 7.1 shows illustrative applications of the Main Theorem 7.3 to several graphs. For each row, the left-most column shows a graph $X$, while subsequent columns show all components $S_q$ for $q \in \{3, 4, 6, 12\}$. Each panel in each column (except for the first column) shows the geometric multiplicity of any unitary $\lambda$ with order $q$ (column) in $X$ (row). In each panel, gray nodes do not belong to any NB chain and golden nodes belong to multiple NB chains. Other nodes are color-coded according to the unique NB chain they belong to.

Figure 7.1a shows a typical application of our results. Note $X$ contains a copy of the complete graph on four nodes, $K_4$, glued to the golden node. This subgraph could be replaced with any other graph $G$ and the results would be unchanged (unless of course $G$ contained further NB chains).

Figure 7.1b shows that a simple relocation of $K_4$ when compared to Figure 7.1a destroys many eigenfunctions but preserves others. Even though both instances contain a cycle of length 12, the chains that comprise the cycle have different lengths.

In Figure 7.1c, relocating $K_4$ again destroys some eigenfunctions and preserves others. Note in this case $S_6$ is non-empty though it does not support any eigenfunctions for unitary eigenvalues of order 6 because i) $q = 6$ is even, ii) we have $r(S_6) = 3$, iii) $q$ does not divide $r(S_6)$, and iv) $|E(S_6)| - |V(S_6)| = 0$.

The graph $X$ in Figure 7.1d has the same multiplicities as the graph $X$ in Figure 7.1a, even though the chains in these examples are different. This is because even orders consider chains of length $q/2$.

Figure 7.1e illustrates Remark 2. Even when some $S_q$ contain nodes of degree 1, the value of the expression $|E(S_q)| - |V(S_q)|$ never changes.
Figure 7.1: Illustrative applications of the Main Theorem 7.3.
Figure 7.1f illustrates the case of multiple edges. If two nodes share multiple edges and both nodes have degrees greater than 2 (not pictured), then each of these multiple edges is not part of any NB chain with length greater than 1 and thus does not affect the multiplicities of nonreal unitary eigenvalues. If two nodes share exactly two edges, and furthermore one of those nodes has degree 2, as pictured in Figure 7.1f, then we have a single closed NB chain of length 2. This chain appears as one of the components $S_4$. However, this component does not support any eigenfunction since i) $q = 4$ is even, ii) we have $r(S_4) = 2$, iii) $q$ does not divide $r(S_q)$, and iv) $|E(S_q)| - |V(S_q)| = 0$. In this example, there is another component $S'_4$ which does support an eigenfunction. The case of self-loops is similar (not pictured for space reasons): each self-loop counts as a closed NB chain of length 1 and therefore does not affect the multiplicities of nonreal unitary NB eigenvalues.

Figure 7.1g is similar to Figure 7.1f though it shows that the case when there are multiple components for a single $q$ with different $r(S_q)$ is not unique to the existence of multi-edges. Furthermore, the graph $X$ in Figure 7.1g also contains NB chains of length 5 and 7. This means that $S_q$ is non-empty for $q \in \{5, 7, 10, 14\}$. However the expression $|E(S_q)| - |V(S_q)| + 1$ is always zero in these cases.

### 7.2 Algorithm

Note the formulas in Theorem 7.3 do not involve a single matrix computation nor in fact computing the NB matrix itself. Algorithm 1 computes these formulas efficiently.

**Algorithm 1** Compute geometric multiplicity of unitary eigenvalue

```
1: function ComputeGeometricMultiplicity($X, q$)  
2:   $C_q \leftarrow$ GETCHAINS($X, q$)              ▶ Stage 1: get chains and initialization
3:   $\overline{C}_q \leftarrow$ graph whose edge set is $C_q$
4:   $S_q \leftarrow$ CONNECTEDCOMPONENTS($\overline{C}_q$)
5:   $m \leftarrow 0$
6:   if $q$ is odd then
7:     for all $S_q \in S_q$ do
8:       $m = m + |E(S_q)| - |V(S_q)| + 1$
9:     return $m$
10:   else
11:     for all $S_q \in S_q$ do
12:       $r(S_q) \leftarrow$ MAXIMUMSUBDIVISIONNUMBER($S_q$)
13:       if $q$ divides $r(S_q)$ then
14:         $m = m + |E(S_q)| - |V(S_q)| + 1$
15:       else
16:         $\text{coll}(S_q, q) \leftarrow$ COLLAPSE($S_q, q$)
17:         if $\text{IsBipartite}(\text{coll}(S_q, q))$ then
18:           $m = m + |E(S_q)| - |V(S_q)| + 1$
19:         else
20:           $m = m + |E(S_q)| - |V(S_q)|$
21:     return $m$
```

To discuss the time complexity of Algorithm 1, let us first discuss the auxiliary functions used. The function CONNECTEDCOMPONENTS($X$) returns a collection of connected components of $X$, while the function $\text{IsBipartite}(X)$ returns True if $X$ is bipartite and False otherwise. Both these algorithms are well known and can be computed in a single depth-first traversal of the graph.
The function \textsc{GetChains}(X, q) returns a collection of NB chains of X whose length is a multiple of \( q \) or \( q/2 \). This can be achieved in a single depth-first traversal of the graph, by keeping track of the current number of consecutive times that a node of degree 2 was observed. When a node of degree greater than 2 is observed, the length of the current chain, if any, is checked for divisibility against \( q \) and \( q/2 \). If the check is successful, the current chain is stored, otherwise it is discarded.

The function \textsc{MaximumSubdivisionNumber}(X) computes the maximum integer \( r \) such that \( X \) is the \( r \)-subdivision of some graph. This is done by first obtaining the NB chains in \( X \) while keeping track of the lengths of each chain found, and then computing the greatest common divisor of all lengths.

The function \textsc{Collapse}(X, q) returns \text{coll}(X, q), the graph whose \( q \)-subdivision is \( X \). This is done in a single depth-first traversal of \( X \), by adding a new edge to \text{coll}(X, q) for every \( q \) edges of \( X \) visited.

\textbf{Theorem 7.4.} Fix a graph \( X \) with \( m \) edges and \( n \) nodes, and an integer \( q > 2 \). Let \( k \) be the number of NB chains in \( X \) whose lengths divide \( q \) or \( q/2 \). Algorithm 1 computes formulas (7.4) and (7.5) in \( O(m + k \log^2 m) \) time.

\textbf{Proof.} Let \( p_1, \ldots, p_k \) be the lengths of the chains in \( X \) whose lengths divide \( q \) or \( q/2 \). In the following we make the natural assumptions \( q < m \) and \( n < m \), and note \( p_j < \sum_i p_i < m \) for each \( j \). Let us analyze Algorithm 1 line by line.

Line 2 requires a depth-first traversal, whose worst case scenario time complexity is \( O(m + n) \). Additionally, Line 2 performs two integer divisions per chain. Using the Euclidean algorithm for integer division on a chain with length \( p \), this is upper bounded by \( O((\log p + \log q)^2) \); see [24, 14]. Under our assumptions, this is \( O(\log^2 m) \). Thus the total complexity of Line 2 is upper bounded by \( O(m + n + k \log^2 m) \).

Line 4 performs a depth-first traversal of \( \overline{C}_q \), which is always faster than a traversal of \( X \) and is thus upper bounded by \( O(m + n) \).

Line 6 takes constant time, as determining whether an integer is even can be done by looking at its last binary digit.

Lines 8, 14, 18, and 20 compute \(|E(S_q)|\) and \(|V(S_q)|\), both of which can be computed in a single graph traversal taking \( O(|E(S_q)| + |V(S_q)|) \) time. Since each of these lines is executed only once for each \( S_q \), when the algorithm finishes running, the total time it takes to run these lines equals \( O(|E(\overline{C}_q)| + |V(\overline{C}_q)|) \), upper bounded again by \( O(m + n) \).

Line 12 computes the chains in \( S_q \), taking \( O(|E(S_q)| + |V(S_q)|) \) time, and then computes the greatest common divisor among the lengths of said chains. As it must perform this once for each \( S_q \), the total time taken is upper bounded by \( O(m + n + \sum_i (\log p_i + \log q)^2) = O(m + n + k \log^2 m) \).

Line 13 takes \( O((\log r(S_q) + \log q)^2) \). Accounting for each component \( S_q \), this yields \( O(k \log^2 m) \).

Lines 16 and 17 take \( O(|E(S_q)| + |V(S_q)|) \) time each, for a total of \( O(m + n) \) when the algorithm finishes running.

All other lines take constant time. The assumption \( n < m \) yields the result.

\textbf{Remark.} Note that if the numbers \( q, p_i, m \) fit in a single-precision variable, the time complexity for integer division becomes upper bounded by \( O(\log m) \) instead of \( O(\log^2 m) \). Furthermore, when the number of nodes of degree 2 in \( X \) is small compared to \( m \), or equivalently when \( k \ll m \), the time complexity is essentially linear for large enough \( m \).
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