Progress in Lattice QCD at nonzero density using the Complex Langevin equation
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Abstract. Recent progress in direct simulations of QCD at nonzero chemical potentials is reported upon. After a brief introduction to the sign problem in lattice QCD and a quick description of the complex Langevin equation we show recent results and discuss open questions.

1. Introduction

Lattice simulations of QCD are based on a path integral formulation using the partition sum

\[ Z = \int DU e^{-S_g[U]} \det M(\mu, U), \]

where the dependence on the quark chemical potential \( \mu \) is indicated. At \( \mu = 0 \) the measure in this integral is positive, therefore importance sampling can be used to calculate various thermodynamical operators, propagators, etc. In contrast, at \( \mu \neq 0 \) the determinant is in general complex resulting in a sign problem, invalidating direct simulations with importance sampling. Many methods have been proposed to evade the sign problem, see the reviews in the context of lattice QCD [1]. Most of these methods have some shortcomings, typically they are applicable at low chemical potentials (\( \mu < T \) with the temperature \( T \)). While there are many proposals for different dense phases as well as a critical point, a large part of the phase diagram of QCD still remains unknown.

Recently two methods using analyticity have emerged as good candidates for an eventual solution of the QCD sign problem. They are the Complex Langevin equation (CLE) [2] and the Lefschetz thimble method [3]. Both are based on the complexification of the field manifolds, with the CLE expanding the theory to this manifold, while the thimble method shifting the original manifold into the complex plane while keeping the dimension of integrations fixed.

The Complex Langevin method was invented more than thirty years ago as a generalization of the stochastic quantization [4] (which uses the real Langevin equation), but it has had many practical problems over the years as well as unsatisfactory theoretical understanding. Recently there has been a definite progress in both grounds: On the theoretical side, there is a theorem which guarantees correct results as long as some conditions are satisfied [5]. Coupled with the gauge cooling procedure [6] this has allowed direct simulations of among others full QCD with light quarks [7, 8], at least in the high temperature regime.

The CLE is briefly introduced in section 2 and some results are presented in section 3.
2. The complex Langevin equation

The complex Langevin equation for scalar field $x$ and action $S(x)$ is written as

$$\partial_\tau x = -\partial_x S(x) + \eta(\tau)$$

with the Gaussian noise $\eta(\tau)$ satisfying $\langle \eta(\tau) \eta(\tau') \rangle = \delta(\tau - \tau')$. For a complex action the fields are complexified, and the original theory is supposed to be recovered by analytical continuation

$$\int dx P(x) O(x) = \int dx dy P(x, y) O(x + iy)$$

where $P(x) = \exp(-S(x))$ is the (complex) measure on the real axis, $P(x, y)$ is the real probability distribution of the complexified scalar field constructed by solving the complex Langevin equation. In practice this means that one calculates the average by collecting data along the solution of the CLE for the analytically continued observables (after thermalization).

For holomorphic actions the correctness of the results can be assessed by observing the decay of $P(x, y)$ at large $x$ and $y$ [5], where wrong convergence is signalled by slow (power law) decay.

For gauge theories the discretised update is written as

$$U_{x,\nu}^{x} (\tau + \epsilon) = \exp\left[ i \sum_a \lambda_a (-\epsilon D_{ax\nu} S[U] + \sqrt{\epsilon} \eta_{ax\nu}) \right] U_{x,\nu}(\tau),$$

where $\lambda_a$ are the generators of the gauge group, i.e. the Gell-Mann matrices. The drift force is calculated from the action $S[U]$ with the left derivative

$$D_{ax\nu} f(U) = \partial_\alpha f(e^{i\alpha \lambda_a} U_{x,\nu}) \bigg|_{\alpha = 0}.$$

Here a complex action leads to a complex drift force, and thus the original SU(3) manifold of the link variables expands to the non-compact SL(3,C), i.e. they are no longer unitary. Since the gauge symmetry also complexifies, each configuration has a gauge orbit with infinite volume. In practice this leads to the breakdown of naive CLE simulations of gauge theories. This behaviour is cured by gauge cooling [6], which uses the imaginary directions of the gauge symmetry to get the configurations closer to the original manifold, and thus keeping the system from trying to explore the non-compact directions of SL(3,C) connected to gauge symmetry.

In the case of fermionic theories, an additional problem can appear, as the measure of the theory is written as $e^{-S_g[U]} \det M(U, \mu)$. This measure can have zeroes on the complexified manifold, which is reflected by a pole in the drift term. If the distribution around the singularities is non-vanishing, incorrect results can be obtained, as first noticed in [9]. A zero of the measure outside the support of the complexified distribution can not invalidate the results, but in contrast, it can lead to incorrect results even in the cases where fast decay is observed, if the process gets close to the singularities [10]. Recently it has been proposed that a variation of the gauge cooling algorithm might be able to modify the process such that the zeros of the measure are avoided [11].

3. Numerical Results

Heavy dense QCD (HDQCD) is defined by dropping the spatial fermionic hoppings from $M(U, \mu)$, which thus corresponds to static fermionic particles. This can also be understood as the simultaneous limit $m, \mu \rightarrow \infty$ with the bare quark mass $m$, while the combination $\kappa e^{\mu}$ is kept fixed with $\kappa = 1/(4m)$). HDQCD shares common features with QCD, while it is much simpler, in particular the fermionic determinant simplifies to a product of spatially local determinants. It has been studied with the CLE [6] as well as reweighting [12]. In the CLE
treatment the gauge cooling stabilizes simulations as long as the lattice spacing is not too large (corresponding to a lower limit of the $\beta$ parameter of the plaquette action). This allows to map out the phase diagram by fixing $\beta$ to some fixed value, and changing the temporal extent of the lattice to perform a temperature scan. The chemical potential can be freely changed, the CLE method works fine also in the cases where the sign problem is hard. The Polyakov loop and the fermionic density is plotted in Fig. 1. The onset transition at high chemical potentials is nicely indicated by the fermionic density. One also observes that the transition gets sharper at lower densities, as required by the Silver-Blaze phenomenon. At higher chemical potentials, the fermionic density saturates, as all the available fermionic states on the lattice are filled. The deconfinement transition at zero chemical potential is shown by the nonzero value of the Polyakov loop, as well as the onset transition at high chemical potentials. The decay at large chemical potential is the consequence of the lattice artifact of saturation, therefore it has no relevance for continuum physics. So in this theory the onset transition and the deconfinement seem to be connected. The order of the transitions can be determined with e. g. finite size scaling [13]. The phase diagram of HDQCD is thus very simple compared to the expected phase diagram of full QCD, this is because quarks can’t move spatialially in this theory.

In full QCD the fermionic contribution to the drift term is written as

$$K_{F ax y}^{E} = \frac{N_{F}}{4} Tr[M^{-1}(\mu, U)D_{ax y} M(\mu, U)].$$

As this involves the inverse of the typically very large matrix $M(\mu, U)$, a stochastic estimator is used to calculate it using the Conjugate Gradient (CG) algorithm [7]. Here we report on simulations using the plaquette action and unimproved staggered fermions. Using gauge cooling this procedure allows simulations at not too small $\beta$ values. The main cost of the simulations is the inversion of fermionic matrix with CG, similarly to Hybrid Monte Carlo (HMC) simulations. In Fig. 2 the behavior of various observables as a function of the chemical potential is shown at some fixed temperature in the deconfined phase. One observes the expected behavior with the increase and eventual saturation of the fermionic density, also signalled by the Polyakov loops and its inverse as well as the chiral condensate.

We have performed comparisons between the CLE and the multiparameter reweighting method [14], where one rewrites the measure using a positive ensemble e.g. using zero chemical potential [15]. This allows to use HMC simulations, however overlap and sign problems might
Figure 2. Various observables measured in full QCD with 2 flavours of staggered fermions as a function the chemical potential at a fixed temperature. The quantities are plotted in lattice units.

Figure 3. The spatial plaquettes (left) and the Polyakov loop (right) measured using the CLE and reweighting as a function of the chemical potential.

prevent extracting usable results if $\mu$ is large. In Fig. 3 we show the spatial plaquettes and the Polyakov loop at a fixed temperature in the deconfined phase as a function of the chemical potential. One notes that the reweighting starts to develop large errors around $\mu = 1.5T$ signalling unreliable results, while the complex Langevin results follow the expected behavior. The correctness of CLE can also be independently assessed by looking at distributions of observables, where a slow (power law) decay indicates wrong results.

In Fig. 4 the Polyakov loop is shown as a function of the $\beta$ parameter of the action. We have increased the lattice size to $N_T = 6$ and 8 while keeping the pion mass over the temperature approximately fixed, and also exploring a system with larger pion mass at $N_T = 8$. As expected, at low $\beta$, the CLE simulations break down, similarly to HDQCD, as the gauge cooling can not keep the process close to the SU(3) manifold. In HDQCD, increasing the lattice size allowed to go into the confined phase already at $N_T = 8$. In contrast, full-QCD results show that $N_T = 8$ is not sufficient to reach into the confined phase. It is an open question whether a further increase in the lattice size alone will allow for exploration of the confined phase in full QCD.
Figure 4. The Polyakov loop on 12^3 × 6 (left) and 16^3 × 8 (right) lattices measured using the CLE and reweighting as a function of the chemical potential.
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