QUANTITATIVE UNIQUE CONTINUATION FOR SPECTRAL SUBSPACES OF SCHRÖDINGER OPERATORS WITH SINGULAR POTENTIALS
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Abstract. Recent (scale-free) quantitative unique continuation estimates for spectral subspaces of Schrödinger operators are extended to allow singular potentials such as certain $L^p$-functions. The proof is based on accordingly adapted Carleman estimates. Applications include Wegner and initial length scale estimates for random Schrödinger operators and control theory for the controlled heat equation with singular heat generation term.

1. Introduction

The focus of the present note is laid on quantitative unique continuation estimates. Such estimates are inequalities of the type

$$\|\psi\|^2_{L^2(S)} \geq C \|\psi\|^2_{L^2(\Lambda)}$$

for functions $\psi$ in the spectral subspace of a lower semibounded self-adjoint operator $H$ in $L^2(\Lambda)$ up to energy $E$, where $S \subset \Lambda \subset \mathbb{R}^d$ and $C$ is a positive constant depending on the geometry of the set $S$, the energy $E$, and the operator $H$. Of special interest is an explicit form of this dependence. In particular, inequality (1) is called scale-free if the constant $C$ is independent of $\Lambda$. If $H$ is the negative Laplacian, $\Lambda = \mathbb{R}^d$ and $S \subset \mathbb{R}^d$ is a so-called thick set, then inequality (1) follows from the well-known Logvinenko-Sereda theorem [LS74], see also [Pan61, Pan62, Kac73, Kov00, Kov01] and [EV20, Egi21, ES21] for the case of different domains $\Lambda$. Nowadays, there is a huge amount of literature on quantitative unique continuation estimates under various assumptions on $\Lambda$, the operator $H$, geometric properties of the set $S$, or the length on the energy interval, see, e.g., [LR95, LZ98, JL99, RMV13, Kle13, NTTV18, NTTV20b, SS21, LM].

Quantitative unique continuation estimates have various applications in several fields of mathematics such as control theory for the heat equation, see, e.g., [LR95, LZ98, JL99, NTTV20a, ENS+20], and as well as the theory of random Schrödinger operators, see, e.g., [BK05, CHK07, GKI13, BK13, RMV13, Kle13, TT18, NTTV18, MR22, ST20].

In case of Schrödinger operators $H = -\Delta + V$, scale-free quantitative unique continuation has almost exclusively been considered for bounded potentials $V$. There has been a recent attempt to remove this boundedness
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assumption in [KT16], but its result is restricted to short energy intervals only. As a consequence, it is not suitable for certain applications, e.g., in control theory or in the theory of random Schrödinger operators. Other results dealing with singular lower order terms, such as [SS80, Wol92, KT01], are not quantitative and concern only qualitative unique continuation.

In the present note we extend earlier results on quantitative unique continuation for bounded potentials [NTTV20b, NTTV18] to a certain class of unbounded potentials. Compared to the above mentioned [KT16], our result holds for energy intervals of arbitrary length, and our class of unbounded potentials covers and extends (for \( d \geq 2 \)) the ones from [KT16].

The paper is organized as follows: The basic notations and the statement of the main result, Theorem 2.1, are given in Section 2, followed by a discussion of several applications in Section 3. In Section 4 we provide some technical results and examples for the class of potentials we consider. Thereafter, Section 5 is devoted to adaptations of two Carleman estimates, and in Section 6 we conclude the proof of of the main result, where the previously mentioned Carleman estimates play an essential role. Some technical details are postponed to Appendix A.

2. The main result

Let \( \Lambda \) be a generalized rectangle of the form \( \Lambda = \times_{j=1}^{d} (a_j, b_j) \) for some \( a_j, b_j \in \mathbb{R} \cup \{ \pm \infty \} \), \( a_j < b_j \), \( j = 1, \ldots, n \), and let \( V: \Lambda \to \mathbb{R} \) be measurable such that the domain of the associated self-adjoint multiplication operator in \( L^2(\Lambda) \) contains \( H^1(\Lambda) \), that is, \( D(V) \supset H^1(\Lambda) \). We call such potentials \( V \) admissible (on \( \Lambda \)).

We show in Lemma 4.1 below that an admissible potential on \( \Lambda \) is infinitesimally \( \Delta \)-bounded on \( L^2(\Lambda) \) and satisfies
\[
\| V\psi \|_{L^2(\Lambda)}^2 \leq \lambda_1 \| \nabla \psi \|_{L^2(\Lambda)}^2 + \lambda_2 \| \psi \|_{L^2(\Lambda)}^2, \quad \psi \in H^1(\Lambda),
\]
for some \( \lambda_1, \lambda_2 \geq 0 \). Thus, the Schrödinger operator
\[
H^* = -\Delta^*_\Lambda + V: L^2(\Lambda) \supset D(\Delta^*_\Lambda) \to L^2(\Lambda), \quad \bullet \in \{ D, N, \text{per} \},
\]
is self-adjoint and lower semibounded, where \( -\Delta^D_{\Lambda} \) and \( -\Delta^N_{\Lambda} \) denote the Dirichlet and Neumann realizations of the Laplacian on \( \Lambda \), and \( -\Delta^\text{per}_{\Lambda} \) denotes the Laplacian with periodic boundary conditions (where applicable), respectively.

Let \( G > 0 \) and \( \delta \in (0, G/2) \). We consider equidistributed sets of the form
\[
S_\delta = \bigcup_j B_j,
\]
where the union is taken over all \( j \in (G\mathbb{Z})^d \) with \( j + (-G/2, G/2)^d \subset \Lambda \) and each \( B_j \) is a ball of radius \( \delta \) contained in \( j + (-G/2, G/2)^d \); we always assume that \( \Lambda \) is such that the above union for \( S_\delta \) is non-empty. Let us emphasize that unique continuation estimates from equidistributed sets were considered earlier in [RMV13, Kle13].

Our main result reads as follows.
Theorem 2.1. Let $H^*_\Lambda$ and $S_\delta \neq \emptyset$ be as above. Then there is a constant $N > 0$, depending only on the dimension $d$, such that for all $E \in \mathbb{R}$ and all $\psi \in \text{Ran} \ P_{H^*_\Lambda}(E)$ we have
\[
\|\psi\|_{L^2(S_\delta)}^2 \geq (\delta |G|)^{N-(1+G^2\lambda_1+G^{4/3}\lambda_2^{1/3}+G^{\sqrt{\max\{0,E\}}})} \|\psi\|_{L^2(\Lambda)}^2,
\]
where $P_{H^*_\Lambda}(E)$ denotes the spectral projection of $H^*_\Lambda$ associated with the interval $(-\infty,E]$ and $\lambda_1, \lambda_2 \geq 0$ are as in (2).

The theorem covers the main result of [NTTV20b] for essentially bounded potentials $V$ (with $\lambda_1 = 0$ and $\lambda_2 = \|V\|_{\infty}^2$) and extends it to the class of admissible potentials, which contains certain singular and, in particular, unbounded potentials that were not treated before, see Example 4.4 below and the discussion thereafter.

It should also be mentioned that the statement of Theorem 2.1 is not necessarily limited to the case where in each coordinate the same boundary conditions are imposed. In principle, we may instead impose in each coordinate of $\Lambda$ Dirichlet, Neumann, or (quasi-)periodic (if applicable) boundary conditions separately with essentially the same proof. One only has to make sure that the domain of the corresponding Laplacian on $\Lambda$ belongs to $H^2(\Lambda)$, which is guaranteed, for instance, by [See21, Example 4.2].

3. Applications

Let $V: \mathbb{R}^d \to \mathbb{R}$ be admissible on $\mathbb{R}^d$. Then the constants from (2) can be chosen independently from $\Lambda$, provided that $\Lambda$ contains a cube of a given, fixed, side length, see Lemma 4.5 below. In this sense, the quantitative unique continuation estimate from Theorem 2.1 is scale-free. This property carries over into the constants appearing in our applications.

3.1. Control theory. We consider the controlled heat equation with a singular heat generation term $-V$, that is,
\[
\dot{u}(t) + H^*_\Lambda u(t) = 1_{S_\delta} f(t), \quad t \in (0,T], \quad u(0) = u_0 \in L^2(\Lambda), \quad (3)
\]
where $f \in L^2((0,T);L^2(\Lambda))$ is a so-called control function and $T > 0$ is a given final time. The system (3) is called null-controllable in time $T > 0$ if for all initial states $u_0 \in L^2(\Lambda)$ there exists a control function $f \in L^2((0,T);L^2(\Lambda))$ such that the mild solution to (3) satisfies
\[
u(T) = e^{-H^*_\Lambda T} u_0 + \int_0^T e^{-H^*_\Lambda (T-s)} 1_{S_\delta} f(s)ds = 0.
\]
Moreover, the control cost in time $T$ is defined as
\[
C_T = \sup_{\|u_0\|=1} \inf \{ \|f\|_{L^2((0,T);L^2(\Lambda))} : u(T) = 0 \}.
\]

An immediate application of Theorem 2.1 is that the controlled heat equation (3) is null-controllable in time $T$ and the cost satisfies
\[
C_T \leq \frac{1}{\sqrt{T}} \left( \frac{G}{\delta} \right)^{K(1+G^2\lambda_1+G^{4/3}\lambda_2^{1/3})} \exp \left( \frac{KG^2 \ln^2(G/\delta)}{T} - \kappa_- T \right),
\]
where $\kappa_- = \min\{\kappa,0\}$ with $\kappa = \inf \sigma(H^*_\Lambda)$, and $K > 0$ is a constant depending only on the dimension $d$. 
We briefly explain the main steps needed for the proof of this statement. The first step is a reformulation of Theorem 2.1. More precisely, for all $\psi \in \text{Ran} P_{H^*_1}(E)$ and all $E \geq \kappa$ we have

$$\|\psi\|^2_{L^2(\Lambda)} \leq d_0 e^{d_1 \sqrt{E-\kappa}} \|\psi\|^2_{L^2(S_d)},$$

where

$$d_0 = (G/\delta)^{N(1+G^2\lambda_1+G^{4/3}\lambda_2^{1/3})} \quad \text{and} \quad d_1 = NG \ln(G/\delta).$$

It is well known that inequalities of this type imply a so-called final state observability estimate for the dual system to (3) with an (explicitly given) observability constant $C_{\text{obs}}$, see, e.g., [LR95, FI96, Mill10, TT11, WZ17, BPS18, NTTV20a]. By Douglas’ lemma [Dou66], see also [DR77], this observability estimate implies that the controlled heat equation (3) is null controllable in time $T$, and that the control cost in time $T$ satisfies $C_T \leq \sqrt{C_{\text{obs}}}$. The desired estimate on the control cost (4) follows in this framework from Theorem 2.8 (if $\kappa \geq 0$) and Theorem 2.12 (if $\kappa < 0$) in [NTTV20a].

3.2. Random Schrödinger operators. In what follows, we denote by $\Lambda_1(y)$ the cube of side length $l > 0$ centered at $y \in \mathbb{R}^d$. Let $V_0$ be an admissible potential, $H_0 = -\Delta + V_0$, and let $H_\omega = H_0 + V_\omega$ with $V_\omega = \sum_{j \in \mathbb{Z}^d} \omega_j u_j$, where $(\omega_j)$ are independent and uniformly distributed random variables on [0, 1] and where $u_j \in L^p(\mathbb{R}^d)$, $p > d/2$, is supported in $\Lambda_1(j)$. Moreover, we assume that there are balls $B_j \subset \Lambda_1(j)$ of radius $\delta > 0$ such that $1_{B_j} \leq u_j$ for all $j \in \mathbb{Z}^d$. We set $W = \sum_{j \in \mathbb{Z}^d} u_j$. For this type of random Schrödinger operator, under suitable additional assumptions, our main result now implies initial length scale and Wegner estimates. Such estimates are useful, for instance, in proofs of localization via multi-scale analysis, see, e.g., [Sto01, GK01, GK13] and the references therein.

Note that the statements below hold true also for more general models, but for brevity and simplicity, we only consider the model introduced here.

3.2.1. Initial length scale estimate. We assume that there exists an interval $(a,b) \subset \mathbb{R}$ that, for each $L \in \mathbb{N}$, $x \in \mathbb{Z}^d$ and $t \in [0,1]$, belongs to the resolvent set of the box restriction $H^*_{0,\Lambda_L(x)} + tW|_{\Lambda_L(x)}$; cf. condition (H3’) in [ST20]. Then, upon replacing Proposition 3.1 in [ST20] by Theorem 2.1, in dimension $d \geq 3$, the reasoning in the last mentioned paper can easily be adapted to show that for all $q > 0$ and all $\alpha \in (0,1)$ there is some $L_0 \in \mathbb{N}$ such that for all $L \geq L_0$ and all $x \in \mathbb{Z}^d$ the random operator $H_\omega$ satisfies

$$\mathbb{P}(\sigma(H^*_{\omega,\Lambda_L(x)}) \cap [b, b + L^{-\alpha}] = \emptyset) \geq 1 - L^{-q}.$$

The proof relies on a delicate interplay of certain parameters. Roughly speaking, one needs to trade for large $G$ a lower bound for the probability of the event that at least one site $j$ in each cube of a family of cubes of side length $G$ satisfies $\omega_j \geq 1/2$, which is of the form $1 - G^{-d}$, against the constant of the unique continuation estimate in terms of $G$.

With this in mind, in the current setting of Theorem 2.1 the lower bound for the quotient $\|\psi\|^2_{L^2(S_d)} / \|\psi\|^2_{L^2(\Lambda)}$ is proportional to $\exp(-G^{2+\varepsilon})$ for large
G, as compared to \( \exp(-G^{4/3+\varepsilon}) \) for bounded V in [ST20]. As a consequence, the corresponding reasoning is now restricted to the case \( d \geq 3 > 2 + \varepsilon \).

It is however possible to provide a subclass of admissible potentials for which a more favorable dependence of the constant on the scaling parameter \( G \) is available and, thus, a lower bound proportional to \( \exp(-G^{s+\varepsilon}) \) for large \( G \) and some \( s < 2 \); the latter allows also \( d = 2 \) in the above mentioned reasoning, as considered in [ST20]. To be more precise, a subclass for which this holds is described as follows: Suppose that \( V: \mathbb{R}^d \to \mathbb{R} \) is measurable such that \( V^2 \) is admissible. Then, the considerations in Section 4 below show that also \( V \) is admissible and that there are \( a, b \geq 0 \) such that on every generalized rectangle \( \Lambda \) with \( S_\delta \neq \emptyset \) the constants \( \lambda_1, \lambda_2 \) in (2) can be chosen as \( \lambda_1 = a/G \) and \( \lambda_2 = Ga + b \). For large \( G \), this leads to \( G^2 \lambda_1 = Ga \) and \( G^{4/3} \lambda_2^{1/3} \leq G^{5/3}(a + b)^{1/3} \); hence we obtain a lower bound for \( \|\psi\|^2_{L^2(S_\delta)} / \|\psi\|^2_{L^2(\Lambda)} \) proportional to \( \exp(-G^{5/3+\varepsilon}) \).

3.2.2. Wegner estimate. We assume that the single-site potentials \( (u_j) \) are uniformly admissible. By this we mean that the corresponding constants from (2) can be chosen independently of \( j \). Hence, \( W \) is admissible and so is the sum \( V_0 + W \). Note that \( 0 \leq V_\omega \leq W \) implies that \( V_0 + V_\omega \) is also admissible. In view of Lemma 4.5 (b) below, the corresponding constants from (2) on \( \Lambda_L, L \in \mathbb{N} \), can then be chosen independently of \( \omega \) and \( L \); we denote them by \( \lambda_1 \) and \( \lambda_2 \).

Our main result implies that for every \( E_0 \in \mathbb{R} \) there are constants \( C, \varepsilon_0 > 0 \) and \( \tau \in (0, 1) \) such that for all \( \varepsilon \in (0, \varepsilon_0) \), all \( L \in \mathbb{N} \), and all \( E \in \mathbb{R} \) satisfying \( E + 3\varepsilon \leq E_0 \) we have

\[
E(\text{Tr} \chi_{[E-\varepsilon, E+\varepsilon]}(H^\omega_{\Lambda_L})) \leq C\varepsilon^\tau L^d.
\]

This is obtained by following the proof in [NTTV18]. Denoting the eigenvalues of a non-negative operator \( H \) with discrete spectrum (enumerated non-decreasingly and counting multiplicities) by \( E_k(H), k \in \mathbb{N} \), one only needs to verify the corresponding eigenvalue lifting for admissible potentials, i.e., the fact that

\[
E_k(H^\omega_{\Lambda_L} + \varepsilon W|\Lambda_L) \geq E_k(H^\omega_{\Lambda_L}) + \varepsilon^{1/\tau}, \quad \varepsilon \leq \varepsilon_0,
\]

for some \( \varepsilon_0 > 0 \), \( \tau \in (0, 1) \) depending only on \( E_0 \) and the model parameters. This estimate follows easily from our main result as soon as we have verified that for all \( \omega \) with \( E_k(H^\omega_{\Lambda_L}) \leq E_0 \) we have \( E_k(H^\omega_{\Lambda_L} + \varepsilon W|\Lambda_L) \leq E_0 + K \) for some constant \( K \geq 0 \) depending only on \( E_0, \lambda_1, \) and \( \lambda_2 \), see the proof of Theorem 2.10 in [NTTV18] for details.

In order to verify such an upper bound, we let \( M_k \subset \text{Ran} \, P_{H^\omega_{\Lambda_L}}(E_0) \) be the linear span of the eigenfunctions of \( H^\omega_{\Lambda_L} \) associated to the first \( k \) eigenvalues, enumerated non-decreasingly and counting multiplicities. Then the variational characterization of eigenvalues implies

\[
E_k(H^\omega_{\Lambda_L} + \varepsilon W|\Lambda_L) \leq \sup_{\psi \in M_k, \|\psi\|_2^2 = 1} \left[ \langle \psi, H^\omega_{\Lambda_L} \psi \rangle_{L^2(\Lambda_L)} + \langle \psi, \varepsilon W|\Lambda_L \psi \rangle_{L^2(\Lambda_L)} \right].
\]

Now the arguments used in the proof of Lemma 6.1 below show that there is a constant \( K = K(E_0, \lambda_1, \lambda_2) \) such that for all normalized \( \psi \in M_k \) it holds
\[ \langle \psi, H^* \omega, \psi \rangle_{L^2(\Lambda)} \leq E_0 \text{ and } \langle \psi, W|\Lambda \psi \rangle_{L^2(\Lambda)} \leq K. \] Hence, we obtain the desired inequality for \( E_k(H^* \omega, \psi + \varepsilon W|\Lambda \psi). \)

It should be noted that Wegner estimates with unbounded single-site potentials already exist for more restrictive models, cf., e.g., \([\text{KSS98b, KSS98a, CHN01}]\) or the survey \([\text{Ves08}]\).

4. The class of admissible potentials

First we provide some properties of admissible potentials that are the core of our considerations.

**Lemma 4.1.** Let \( V : \Lambda \to \mathbb{R} \) be admissible. Then

(a) \( V \) is infinitesimally operator bounded with respect to the Laplacian \( \Delta^* \) on \( L^2(\Lambda) \), \( \bullet \in \{ D, N, \text{per} \} \). More precisely, there are constants \( a, b \geq 0 \) such that

\[
\| V\psi \|_{L^2(\Lambda)} \leq a\varepsilon \| \Delta^* \psi \|_{L^2(\Lambda)} + \left( \frac{a}{\varepsilon} + b \right) \| \psi \|_{L^2(\Lambda)}
\]  

for all \( \psi \in \mathcal{D}(\Delta^*) \) and all \( \varepsilon > 0 \).

(b) There are constants \( \lambda_1, \lambda_2 \geq 0 \) such that

\[
\| V\psi \|_{L^2(\Lambda)}^2 \leq \lambda_1 \| \nabla \psi \|_{L^2(\Lambda)}^2 + \lambda_2 \| \psi \|_{L^2(\Lambda)}^2
\]  

for all \( \psi \in H^1(\Lambda) \).

**Proof of Lemma 4.1.** (a) We clearly have \( \mathcal{D}(\Delta^{1/2}) \subset H^1(\Lambda) \subset \mathcal{D}(V) \). Hence, the claim follows from the more general statement in \([\text{Tre08, Corollary 2.1.20}]\) and its proof.

(b) We have \( \mathcal{D}(\nabla) = H^1(\Lambda) \subset \mathcal{D}(V) \), where \( \nabla \) denotes the gradient as a closed operator in \( H^1(\Lambda) \). This implies that \( V \) is relatively bounded with respect to the gradient, see, e.g., \([\text{Kat80, Remark IV.1.5}]\), which agrees with the claim. \( \square \)

Note that Lemma 4.1 (a) ensures that the operator sum \( H^* = -\Delta^* + V \) with an admissible potential \( V \) is self-adjoint on \( \mathcal{D}(\Delta^*) \) and lower semi-bounded.

**Remark 4.2.** (1) \( V \) is admissible if \( V^2 \) is form bounded with respect to the Neumann Laplacian \(-\Delta^N\). Indeed, an inequality like (6) then holds for all \( \psi \in \mathcal{D}(\Delta^N) \subset \mathcal{D}(V^2) \), which extends to (6) by taking the closure for \( \nabla \).

(2) If \( V : \Lambda \to \mathbb{R} \) is measurable with \( \mathcal{D}(\Delta^N) \subset \mathcal{D}(V^2) \), then \( V \) is admissible. Indeed, in this case, \( V^2 \) is \( \Delta^N \)-bounded, see, e.g., \([\text{Kat80, Remark IV.1.5}]\). The claim follows from the fact that \( V^2 \) is also form bounded with respect to \(-\Delta^N\), see, e.g., \([\text{Kat80, Theorem VI.1.38}]\), and part (1).

As a consequence of the above considerations, we obtain the following result, which describes a subclass of admissible potentials that allows for a more explicit control of the involved constants \( \lambda_1 \) and \( \lambda_2 \).

**Corollary 4.3.** Let \( V : \Lambda \to \mathbb{R} \) be measurable and assume that \( V^2 \) is admissible. Then \( V \) is admissible, and there are \( a, b \geq 0 \) such that for every \( \varepsilon > 0 \) the corresponding constants \( \lambda_1, \lambda_2 \) from Lemma 4.1 (b) can be chosen as \( \lambda_1 = a\varepsilon \) and \( \lambda_2 = a/\varepsilon + b \).
Proof. We already know from Lemma 4.1 (a) that $V^2$ is infinitesimally operator bounded with respect to $\Delta^N_\Lambda$. Let $\tilde{a}, \tilde{b} \geq 0$ denote the corresponding constants in (5). Following the proof of [Kat80, Theorem VI.1.38], we obtain that $V^2$ is form bounded with respect to $-\Delta^N_\Lambda$ with

$$\|V\psi\|_{L^2(\Lambda)}^2 \leq 2\tilde{a}\varepsilon \langle (-\Delta^N_\Lambda)\psi, \psi \rangle_{L^2(\Lambda)} + \left(\frac{2\tilde{a}}{\varepsilon} + 2\tilde{b}\right) \|\psi\|_{L^2(\Lambda)}^2$$

for all $\psi \in D(\Delta^N_\Lambda) \subset D(V^2)$ and all $\varepsilon > 0$. The claim with $a = 2\tilde{a}$ and $b = 2\tilde{b}$ now follows from Remark 4.2 (1). □

We now give some examples of admissible potentials.

Example 4.4. (1) Every real-valued $V \in L^\infty(\Lambda)$ is admissible.

(2) It follows from [KM82, Lemma 2.1] that $V^2$ is form bounded with respect to $-\Delta^N_\Lambda$ if $V \in L^p(\Lambda)$ with $p \geq d$ for $d \geq 3$, $p > 2$ for $d = 2$ and $p = 2$ for $d = 1$. Therefore, by Remark 4.2 (1), such potentials are admissible.

(3) If $V: \mathbb{R}^d \to \mathbb{R}$ is measurable such that $V^2$ belongs to the Kato class in $\mathbb{R}^d$ (see, e.g., [AS82] or [CFKS87, Section 1.2] for a discussion), then $V^2$ is infinitesimally form bounded with respect to the Laplacian. Hence $V$ is admissible on $\mathbb{R}^d$ by Remark 4.2 (1). In particular, this is the case if $V$ belongs to $L^p_{\text{loc,unif}}(\mathbb{R}^d)$ with $p > d$ for $d \geq 2$ and $p = 4$ for $d = 1$.

Since the admissible potentials clearly form a vector space, also sums of potentials from (1) and (2) (resp. (1) and (3)) in Example 4.4 are admissible. Therefore, in dimension $d \geq 2$, this class essentially covers the singular potentials considered in [KT16]. However, potentials of the type (3) in the previous example have not been discussed in the latter paper.

Obviously, we can always trivially extend an admissible potential on some generalized rectangle to the whole of $\mathbb{R}^d$, and the corresponding constants $\lambda_1$ and $\lambda_2$ from Lemma 4.1 (b) carry over. However, for the considerations in Section 6 below, this way of extension does not retain enough information of the potential on $\mathbb{R}^d \setminus \Lambda$. We first need to extend it in a more sophisticated way to a large enough generalized rectangle containing $\Lambda$. More precisely, if $\Lambda = \times_{j=1}^d (a_j, b_j) \neq \mathbb{R}^d$, we extend $V$ to a potential $\hat{V}: \hat{\Lambda} \to \mathbb{R}$ on

$$\hat{\Lambda} = \times_{j=1}^d (\tilde{a}_j, \tilde{b}_j) \quad \text{with} \quad (\tilde{a}_j, \tilde{b}_j) = (a_j - (b_j - a_j), b_j + (b_j - a_j))$$

by symmetric reflections with respect to the boundary hyperplanes of $\Lambda$ in case of Dirichlet or Neumann boundary conditions and periodically in case of (quasi-)periodic boundary conditions; if we work with mixed boundary conditions, this extension has to be done in each coordinate separately.

The next lemma shows that the extended potential is admissible (on $\hat{\Lambda}$) with the same constants. This ensures that the procedure may be repeated as many times as needed before extending trivially to the whole of $\mathbb{R}^d$.

Lemma 4.5. (a) Let $V: \Lambda \to \mathbb{R}$ be admissible, and define $\hat{\Lambda}$ and $\hat{V}: \hat{\Lambda} \to \mathbb{R}$ as above. Then, $\hat{V}$ is admissible on $\hat{\Lambda}$, and the corresponding constants $\lambda_1, \lambda_2$ from Lemma 4.1 (b) agree with those of $V$ on $\Lambda$. 
(b) Let $V : \mathbb{R}^d \to \mathbb{R}$ be admissible on $\mathbb{R}^d$ and $\Lambda$ be a generalized rectangle containing a cube of side length $L_0 > 0$. Then $V|_\Lambda$ is admissible on $\Lambda$, and the corresponding constants from Lemma 4.1 (b) can be chosen such that they depend only on $L_0, d$, and the constants $\lambda_1, \lambda_2$ associated to $V$ on $\mathbb{R}^d$.

Proof. (a) Let $\psi \in H^1(\tilde{\Lambda})$. By construction of $\tilde{\Lambda}$ and $\tilde{V}$, there are affine transformations $R_1, \ldots, R_l : \mathbb{R}^d \to \mathbb{R}^d$, $l \in \mathbb{N}$, each $R_j$ being either a reflection with respect to a boundary hyperplane of $\Lambda$ or a translation, such that $L^2(\tilde{\Lambda}) = L^2(\Lambda) \oplus \bigoplus_{j=1}^l L^2(R_j\Lambda)$ and $\tilde{V} \circ R_j|_\Lambda = V$. For each $j \in \{1, \ldots, l\}$ we then have $\psi \circ R_j|_\Lambda \in H^1(\Lambda)$ and, therefore,

$$\|\tilde{V}\psi\|^2_{L^2(R_j\Lambda)} = \|V(\psi \circ R_j)\|^2_{L^2(\Lambda)} \leq \lambda_1 \|\nabla \psi \circ R_j\|^2_{L^2(\Lambda)} + \lambda_2 \|\psi \circ R_j\|^2_{L^2(\Lambda)} = \lambda_1 \|\nabla \psi\|^2_{L^2(R_j\Lambda)} + \lambda_2 \|\psi\|^2_{L^2(R_j\Lambda)}.$$ 

Summing over $j$ concludes the proof.

(b) Let $\psi \in H^1(\Lambda)$ and let $\tilde{\Lambda}$ be as above. We extend $\psi$ to $\tilde{\Lambda}$ by symmetric reflections with respect to the boundary surfaces of $\Lambda$. Now, let $\varphi \in C^\infty_c(\mathbb{R}^d)$ be a smooth function with values in $[0, 1]$ satisfying $\varphi \equiv 1$ on $\Lambda$, $\varphi \equiv 0$ on $\mathbb{R}^d \setminus \{x \in \mathbb{R}^d : \text{dist}(x, \Lambda) < L_0/2\}$, and $\|\nabla \varphi\|^2_{L^2(\Lambda)} \leq (2/L_0)^2$. Then $\text{supp} \, \varphi \subset \Lambda$, and $\varphi \psi \in H^1(\mathbb{R}^d)$, and we obtain

\[
\|V\psi\|^2_{L^2(\Lambda)} \leq \|V\varphi\psi\|^2_{L^2(\mathbb{R}^d)} \leq \lambda_1 \|\nabla (\varphi \psi)\|^2_{L^2(\mathbb{R}^d)} + \lambda_2 \|\varphi \psi\|^2_{L^2(\mathbb{R}^d)} \leq 2\lambda_1 (\|\nabla \psi\|^2_{L^2(\Lambda)} + \|\nabla \varphi\|^2_{L^2(\Lambda)} \|\psi\|^2_{L^2(\Lambda)}) + \lambda_2 \|\psi\|^2_{L^2(\Lambda)} \leq 2 \cdot 3^d \lambda_1 \|\nabla \psi\|^2_{L^2(\Lambda)} + 3^d (8\lambda_1/L_0^2 + \lambda_2) \|\psi\|^2_{L^2(\Lambda)}. \]

5. Carleman estimates with an admissible potential

In this section we present two Carleman estimates valid for Schrödinger operators with admissible potentials. Both Carleman estimates improve or complement earlier results in the literature. The first Carleman estimate, cf. Section 5.1, goes back to [Ves03, EV03], where an inequality of this kind is proven for a class of second order parabolic operators. In the elliptic setting, quantitative versions are proven for the pure Laplacian in [BK05, KT16], and for second order elliptic operators in [NRT19]. The second Carleman estimate, cf. Section 5.2, complements the Carleman estimate of [LR95] where second order elliptic operators are considered.

Roughly speaking, our main observation is that we can add an admissible potential in an existing Carleman estimate. For our purposes, that is for the proof of Theorem 2.1, we implement this for the Carleman estimate given in [KT16] and a special case of the one in [LR95].

In the following, we denote by $\nabla_{d+1}$ and $\Delta_{d+1}$ the gradient and the Laplacian on $\mathbb{R}^{d+1}$, while $\nabla$ and $\Delta$ denote the corresponding expressions on $\mathbb{R}^d$. By abusing notation slightly, for admissible $V : \mathbb{R}^d \to \mathbb{R}$ we use the same symbol to denote $V : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ with $V(x, t) = V(x)$, $t \in \mathbb{R}$.

5.1. Generalization of the first Carleman estimate. Let $\rho > 0$, and define on $\mathbb{R}^{d+1}$ the weight function $w$ by

$$w(y) = \varphi(|y|/\rho), \quad \varphi(r) = r \exp\left(- \int_0^r \frac{1 - e^{-t}}{t} \, dt\right).$$
For future reference we note that $w$ satisfies
\[ |y|/(\rho e) \leq w(y) \leq |y|/\rho \quad \text{and} \quad |\nabla w(y)|^2 \leq w^2(y)/|y|^2 \leq 1/\rho^2 \]
for all $y \in B_\rho(0) \setminus \{0\}$.

**Theorem 5.1.** Let $V: \mathbb{R}^d \to \mathbb{R}$ be admissible. Then there are constants $\alpha_0, C_0 \geq 1$ such that for all $\alpha \geq \alpha_0$ and all $\Psi \in H^2(\mathbb{R}^{d+1})$ with support in $B_\rho(0) \setminus \{0\}$ we have
\[
\int_{\mathbb{R}^{d+1}} \alpha^2 \omega^{1-2\alpha} |\nabla_{d+1} \Psi|^2 + \alpha^3 \omega^{-1-2\alpha} |\Psi|^2 \leq C_0 \rho^4 \int_{\mathbb{R}^{d+1}} \omega^{2-2\alpha} |(-\Delta_{d+1} + V)\Psi|^2.
\]
The dependency of $\alpha_0$ on $V$ and $\rho$ is quantified in (10) below.

**Proof.** The case $V \equiv 0$ in the theorem agrees with [KT16, Lemma 2.1]. Let us denote the constants in this case by $\hat{\alpha}_0, \hat{C}_0 \geq 1$. It remains to show that we can insert $V$ on the right-hand side of (8). To this end, we estimate $|\Delta_{d+1} \Psi|^2 \leq 2|(-\Delta_{d+1} + V)\Psi|^2 + 2|V\Psi|^2$ and subsume the resulting term $2\hat{C}_0 \rho^4 I$ with
\[
I = \int_{\mathbb{R}^{d+1}} \omega^{2-2\alpha} |\Psi|^2 = \int_{\mathbb{R}} \|(Vw^{-\alpha}\Psi)(\cdot, t)\|_{L^2(\mathbb{R}^d)}^2 dt
\]
in the left-hand side of (8) by appropriate choices of $C_0$ and $\alpha_0$ that do not depend on $\Psi$. More precisely, since $w$ is smooth on the support of $\Psi$, we have $w^{1-\alpha}(\cdot, t)\Psi(\cdot, t) \in H^1(\mathbb{R}^d)$ for all $t \in \mathbb{R}$. Thus
\[
I \leq \int_{\mathbb{R}} \lambda_1 \|\nabla (w^{-1-\alpha}(\cdot, t)\Psi(\cdot, t))\|^2_{L^2(\mathbb{R}^d)} + \lambda_2 \|w^{1-\alpha}(\cdot, t)\Psi(\cdot, t)\|^2_{L^2(\mathbb{R}^d)} dt.
\]
The product rule and (7) imply that the inequality
\[
|\nabla_{d+1}(w^{1-\alpha}\Psi)|^2 \leq 2w^{2-2\alpha} |\nabla_{d+1} \Psi|^2 + 2(\alpha - 1)^2 |\Psi|^2 w^{-2\alpha}/\rho^2
\leq 2w^{2-2\alpha} |\nabla_{d+1} \Psi|^2 + 2(\alpha/\rho)^2 w^{-1-2\alpha} |\Psi|^2
\]
holds almost everywhere, where we have taken into account that both sides vanish outside of $B_\rho(0) \setminus \{0\}$. Plugging this into the estimate for $I$, we see that we have proven (8) with $C_0 = 4\hat{C}_0$, provided that
\[
\alpha \rho^2 - 4\lambda_1 \hat{C}_0 \rho^4 \geq \alpha \rho^2 / 2 \quad \text{and} \quad \alpha^3 - 2\hat{C}_0 \rho^4 (2\lambda_1 (\alpha \rho^2) / \lambda_2) \geq \alpha^3 / 2.
\]
The latter is clearly satisfied for all $\alpha \geq \alpha_0$ with
\[
\alpha_0 = \max\{\hat{\alpha}_0, 8\hat{C}_0 \lambda_1 \rho^2 + (4\hat{C}_0 \lambda_2 \rho^4)^{1/3}\},
\]
which proves the claim. \(\square\)

### 5.2. Generalization of the second Carleman estimate.

We define the weight function
\[
u: \mathbb{R}^d \times \mathbb{R} \ni (x, t) \mapsto -t + t^2/2 - |x|^2/4 \in \mathbb{R}.
\]
For $\rho > 0$, let $B_\rho^+ = \{x \in \mathbb{R}^{d+1} : |x| < \rho, x_{d+1} \geq 0\}$. Moreover, we denote by $C_{\mathbb{C}_\rho}(B_\rho^+)$ the set of all functions $F: \mathbb{R}^{d+1} \to \mathbb{C}$, $\mathbb{R}^{d+1} = \mathbb{R}^d \times [0, \infty)$, that satisfy $F(x, 0) = 0$ for all $x \in \mathbb{R}^d$ and for which there exists a smooth function $\hat{F}$ on $\mathbb{R}^{d+1}$ with supp $\hat{F} \subset B_\rho$ satisfying $F = \hat{F}$ on $\mathbb{R}^{d+1}$. 
Theorem 5.2. Let $V : \mathbb{R}^d \to \mathbb{R}$ be admissible, let $\rho \in (0, 2 - \sqrt{2})$, and let $u$ be the weight function given in (11). Then there are constants $\beta_0, C_1 \geq 1$ such that for all $\beta \geq \beta_0$ and all $\Psi \in C_0^\infty(B_\rho^+)$ we have

$$\int_{\mathbb{R}^{d+1}} e^{2\beta u} \left( |\nabla\nabla_{d+1}\Psi|^2 + \beta^3 |\Psi|^2 \right) \leq C_1 \left( \int_{\mathbb{R}^{d+1}} e^{2\beta u} \left| (\Delta_{d+1} + V)\Psi \right|^2 + \beta \int_{\mathbb{R}^d} e^{2\beta u(\cdot, 0)} \left| (\partial_{\xi}(\cdot, 0)) \Psi \right|^2 \right)$$

The dependency of $\beta_0$ on $V$ and $\rho$ is given in (12) below.

In the particular case where $V \equiv 0$, Theorem 5.2 follows from the Carleman estimate given in Proposition 1 in the appendix of [LR95]. This Carleman estimate is formulated for arbitrary real-valued weight functions $u \in C^\infty(\mathbb{R}^{d+1})$ satisfying

(i) $(\partial_{d+1} u)(x) \neq 0$ for all $x \in B_\rho^+$, and
(ii) for all $\xi \in \mathbb{R}^{d+1}$ and $x \in B_\rho^+$ the implication

$$2\langle \xi, \nabla \psi \rangle = 0 \quad |\xi|^2 = |\nabla u|^2 \quad \Rightarrow \quad \sum_{j,k=1}^{d+1} (\partial_{j,k} u)(\xi_j \xi_k + (\partial_j u)(\partial_k u)) > 0.$$

holds.

The particular weight function (11) has been suggested in [JL99]. With this choice, (i) and (ii) are satisfied if $\rho \in (0, 2 - \sqrt{2})$.

Proof of Theorem 5.2. We have already noted that the theorem holds in the case that $V \equiv 0$. Let $\tilde{\beta}_0, \tilde{C}_1 \geq 1$ be the corresponding constants for this case. The proof of the theorem is now analogous to the one of Theorem 5.1. We only need to replace (9) by

$$|\nabla(e^{\beta u}\Psi)|^2 \leq 2e^{2\beta_0 u} \left( |\nabla\Psi|^2 + \beta^2 \rho^2 |\Psi|^2 / 4 \right) \quad \text{on supp } \Psi \subset B_\rho(0),$$

and choose

$$\beta_0 = \max\{\tilde{\beta}_0, 2\tilde{C}_1 \lambda_1 \rho^2 + (4\tilde{C}_1 \lambda_2)^{1/3}\}. \quad (12)$$

This proves the theorem with $C_1 = 4\tilde{C}_1$. □

6. Unique continuation with singular potentials

In this section we revisit the proof in [NTTV20b], which is in turn based on [JL99], and apply the Carleman estimates obtained in the previous section to consider the class of admissible potentials $V$ in the context of unique continuation. Note that in Section 5 we have assumed that the potential under consideration is admissible on the whole of $\mathbb{R}^d$. In light of Lemma 4.5 and the preceding discussion, this is no restriction since we can always extend the potential $V$ on $\Lambda$ in a suitable way. Recall that the operator $H_{\Lambda}^*$ is self-adjoint and lower semibounded by Lemma 4.1 (a).

As in [JL99, NTTV20b] we need to introduce the concept of ghost dimension in order to deal with spectral projections. It allows to treat elements of a spectral subspace as eigenfunctions of a similar operator in higher dimensions.
Let us abbreviate $H = H^\bullet_\Lambda$, and denote by $(\mathcal{F}_t)_{t \in \mathbb{R}}$ the family of unbounded self-adjoint operators

$$\mathcal{F}_t = \int_{-\infty}^{\infty} s_t(\lambda) \, dP_H(\lambda), \quad s_t(\lambda) = \begin{cases} \sinh(\sqrt{\lambda t}) / \sqrt{\lambda} & \lambda > 0 \\ t & \lambda = 0 \\ \sin(\sqrt{-\lambda t}) / \sqrt{-\lambda} & \lambda < 0 \end{cases}$$

in $L^2(\Lambda)$, where $P_H(\lambda)$ is the spectral projection of $H$ associated with the interval $(-\infty, \lambda]$. For fixed $\psi \in \text{Ran} \, P_H(E)$ we define the function $\Psi: \Lambda \times \mathbb{R} \to \mathbb{C}$ by

$$\Psi(\cdot, t) = \mathcal{F}_t \psi \in \text{Ran} \, P_H(E) \subset \mathcal{D}(H).$$

This function belongs to $H^2(\Lambda \times (-T, T))$ for every $T > 0$. Moreover, it follows from [NTTV20b, Lemma 2.5] that $\langle \partial_t \Psi(\cdot, 0), \psi \rangle = \psi$ and

$$H(\Psi(\cdot, t)) = (\partial^2_t \Psi)(\cdot, t).$$

As in [NTTV20b], we can extend the operator $H$ to a sufficiently large generalized rectangle $\tilde{\Lambda}$, where the potential $V$ is extended as described in Section 4. The accordingly extended functions $\psi$ and $\Psi$ inherit the properties mentioned above, in particular, (14). This enables us to apply the Carleman estimates from Section 5.

For the sake of completeness, we recall in Appendix A certain aspects of the ghost dimension construction, which were left out in the last mentioned article.

The following lemma provides an appropriate replacement of [NTTV20b, Proposition 2.9] that allows us to come back from $\Psi$ to the original function $\psi$.

**Lemma 6.1.** Let $\tau > 0$ and $\psi \in \text{Ran} \, P_H(E)$, $E \geq 0$. Then

$$\frac{\tau}{2} \|\psi\|^2_{L^2(\Lambda)} \leq \|\Psi\|^2_{H^1(\Lambda \times (-\tau, \tau))} \leq 2\tau(1 + (1 + \omega)\tau) e^{2\tau \sqrt{E}} \|\psi\|^2_{L^2(\Lambda)},$$

where $\omega = (1 + 2\lambda_1 E + \lambda_2^2 + 2\lambda_2)/2$.

**Proof.** In the following we write $\Psi_t = \Psi(\cdot, t) \in \text{Ran} \, P_H(E)$ for fixed $t$.

For the proof of the lower bound we follow verbatim the proof of Proposition 2.9 in [NTTV20b]. We only need to adapt the reasoning for the upper bound to the present case of admissible $V$. In view of (14), we obtain following [NTTV20b] that

$$\int_{\Lambda} |\nabla \Psi_t|^2 = -\int_{\Lambda} V |\Psi_t|^2 + \int_{\Lambda} \overline{\Psi_t} \partial^2_t \Psi_t$$

and, therefore,

$$\|\Psi\|^2_{H^1(\Lambda \times (-\tau, \tau))} \leq \int_{-\tau}^{\tau} \int_{\Lambda} |\nabla V| |\Psi_t|^2 + |\overline{\Psi_t}||\partial^2_t \Psi_t| + |\partial_t \Psi_t|^2.$$

Using Young’s inequality, we obtain for all $\mu > 0$ that

$$\langle \Psi_t, |V| \Psi_t \rangle_{L^2(\Lambda)} \leq \frac{1}{2\mu} \|V \Psi_t\|^2_{L^2(\Lambda)} + \frac{\mu}{2} \|\Psi_t\|^2_{L^2(\Lambda)}.$$

(15)
Moreover, by Lemma 4.1 (b) we have
\[ \| V \Psi_t \|_{L^2(\Lambda)}^2 \leq \lambda_1 \langle \Psi_t, -\Delta \Psi_t \rangle_{L^2(\Lambda)} + 2 \| \Psi_t \|_{L^2(\Lambda)}^2 \]
\[ \leq \lambda_1 \left[ \langle \Psi_t, H \Psi_t \rangle_{L^2(\Lambda)} + \langle \Psi_t, |V| \Psi_t \rangle_{L^2(\Lambda)} \right] + 2 \| \Psi_t \|_{L^2(\Lambda)}^2 . \]
From this inequality and (15) with \( \mu = \lambda_1 \) we find
\[ \| V \Psi_t \|_{L^2(\Lambda)}^2 \leq 2\lambda_1 \langle \Psi_t, H \Psi_t \rangle_{L^2(\Lambda)} + 2 \left( \frac{\lambda_1^2}{2} + \lambda_2 \right) \| \Psi_t \|_{L^2(\Lambda)}^2 \]
\[ \leq (2\lambda_1 E + \lambda_1^2 + 2\lambda_2) \| \Psi_t \|_{L^2(\Lambda)}^2 , \]
where for the last step we have taken into account that \( \Psi_t \in \text{Ran} \, P_{H}(E) \) and, thus, \( \langle \Psi_t, H \Psi_t \rangle_{L^2(\Lambda)} \leq E \| \Psi_t \|_{L^2(\Lambda)}^2 \). In turn, substituting (16) into (15) with \( \mu = 1 \) gives
\[ \int_A \| V \Psi_t \|_{L^2(\Lambda)}^2 \leq \frac{1}{2} (1 + 2\lambda_1 E + \lambda_1^2 + 2\lambda_2) \| \Psi_t \|_{L^2(\Lambda)}^2 = \omega \| \Psi_t \|_{L^2(\Lambda)}^2 . \]
Thus, we obtain
\[ \| \Psi \|_{H^2(\Lambda \times (-\tau, \tau))}^2 \leq 2 \int_{-\infty}^{E} I(\lambda) \, d \| P_{H}(\lambda) \psi \|_{L^2(\Lambda)}^2 \]
with
\[ I(\lambda) = \int_0^\tau (\partial_t s_t(\lambda))^2 + (\partial^2_t s_t(\lambda))s_t(\lambda) + (1 + \omega)s_t(\lambda)^2 \, dt \]
\[ \leq (1 + \omega) \int_0^\tau (s_t(\lambda))^2 \, dt + (\partial_t s_t(\lambda))s_t(\lambda) . \]
The rest of the proof is exactly as in [NTTV20b], but with \( \| V \|_{L^2(\Lambda)}^2 \) replaced by \( \omega \).

Remark 6.2. Inequality (16) in the above proof formulates that the action of the admissible potential \( V \) on elements of the spectral subspace for \( H \) is comparable to that of a bounded potential.

Proof of Theorem 2.1. It suffices to consider the case \( G = 1 \); the general case then follows from a standard scaling argument, see the proof of [NTTV20b, Corollary 2.2].

We use \( K_j, j \in \mathbb{N}, \) to denote constants depending only on the dimension \( d \). We first observe that with Lemma 6.1 and the Carleman estimates from Section 5 at hand, we may follow the proof of [NTTV20b, Theorem 2.1] for bounded potentials \( V \); cf. also the more comprehensive proof of [Tau18, Theorem 3.17]. Here one only needs to replace \( \| V \|_{L^2(\Lambda)}^2 \) by \( \omega \) from the statement of Lemma 6.1. This leads to
\[ \| \Psi \|_{L^2(S_\delta)} \geq K_1 D_1^{-2} (D_2 D_3)^{-2/\gamma} \| \psi \|_{L^2(\Lambda)} , \]
where \( D_1, D_2, D_3, \) and \( \gamma \) satisfy
\[ D_1^2 \leq \delta^{-K_2(1+\beta_0)}, \ D_2^{2/\gamma} \leq \delta^{-K_3(1+\alpha_0)} \text{ and } D_3^{2/\gamma} \leq \delta^{-K_4(\log(1+\omega)+\sqrt{E}).} \]
It remains to estimate \( \alpha_0, \beta_0 \) and \( \log(1+\omega) \). To this end, we observe
\[ \log(1+\omega) \leq K_5 \omega^{1/6} \leq K_6 (1 + \lambda_1 + \lambda_2^{1/3} + \sqrt{E_+}) , \]
and recalling (10), (12), and since in the proof of [NTTV20b, Theorem 2.1] the parameter \( \rho \) in the first Carleman estimate is bounded by a constant depending only on the dimension \( d \), we have

\[
\alpha_0 \leq K_7 (1 + \lambda_1 + \lambda_2^{1/3}) \quad \text{and} \quad \beta_0 \leq K_8 (1 + \lambda_1 + \lambda_2^{1/3}).
\]

This finishes the proof of the theorem. \( \square \)

**Appendix A. Remarks on ghost dimension**

We use the notation from Section 6. Set \( \kappa = \inf \sigma(H) \) and let \( \psi \in \text{Ran} P_H(E) \) for some \( E \geq \kappa \). According to [NTTV20b, Lemma 2.5], the corresponding function \( \Psi \) as defined in (13) is infinitely \( L^2(\Lambda) \)-differentiable with respect to \( t \) with derivatives

\[
\partial^k_t \Psi(\cdot, t) = \left( \int_{[\kappa, E]} \partial^k_t s_t(\lambda) \, dP_H(\lambda) \right) \psi \in D(H), \quad k \in \mathbb{N}. \quad (17)
\]

Here, \( \partial^k_t \Psi(\cdot, t) \in D(H) \) follows from the fact that each \( \partial^k_t s_t \) is bounded on \([\kappa, E]\]. Moreover, each \( \partial^k_t \Psi \) belongs to \( L^2(\Lambda \times (-T, T)) \) for every \( T > 0 \).

**Lemma A.1.** \( \Psi \) is infinitely weakly differentiable with respect to \( t \), and the corresponding weak derivatives coincide with their \( L^2(\Lambda) \) analogues.

**Proof.** First we show that

\[
\lim_{h \to 0} \int_J \left\| \partial^{k+1}_t \Psi(\cdot, t) - \frac{\partial^k_t \Psi(\cdot, t + h) - \partial^k_t \Psi(\cdot, t)}{h} \right\|^2_{L^2(\Lambda)} \, dt = 0
\]

for each bounded interval \( J \subset \mathbb{R} \) and each \( k \in \mathbb{N}_0 \), where \( \partial^k_t \Psi(\cdot, t) \) is given by (17). To this end, it suffices to observe that

\[
\left\| \partial^{k+1}_t \Psi(\cdot, t) - \frac{\partial^k_t \Psi(\cdot, t + h) - \partial^k_t \Psi(\cdot, t)}{h} \right\|^2_{L^2(\Lambda)}
\]

\[
= \int_{[\kappa, E]} \left| \partial^{k+1}_t s_t(\lambda) - \frac{\partial^k_t s_{t+h}(\lambda) - \partial^k_t s_t(\lambda)}{h} \right|^2 \, d\langle P_H(\lambda) \psi, \psi \rangle
\]

\[
\leq C \|\psi\|^2_{L^2(\Lambda)}
\]

with

\[
C = \sup_{(t, \lambda) \in \tilde{J} \times [\kappa, E]} \left| \partial^{k+2}_t s_t(\lambda) \right|^2 < \infty, \quad \tilde{J} = \{t \pm |h| : t \in J\},
\]

where we have taken into account the mean value theorem of differential calculus.

Now, let \( \varphi \in C_c^\infty(\Lambda \times \mathbb{R}) \). The above then implies by Fubini’s theorem and Cauchy-Schwarz inequality that

\[
\int_{\Lambda \times \mathbb{R}} (\partial^{k+1}_t \Psi)(x, t) \varphi(x, t) \, d(x, t)
\]

\[
= \lim_{h \to 0} \int_{\Lambda \times \mathbb{R}} \left( \frac{\partial^k_t \Psi(x, t + h) - (\partial^k_t \Psi)(x, t)}{h} \right) \varphi(x, t) \, d(x, t).
\]
On the other hand, by change of variables with respect to $t$, we obtain
\[
\int_{\Lambda \times \mathbb{R}} \frac{(\partial^k_t \Psi)(x, t + h) - (\partial^k_t \Psi)(x, t)}{h} \varphi(x, t) \, dx \, dt
\]
\[
= \int_{\Lambda \times \mathbb{R}} \frac{\varphi(x, t - h) - \varphi(x, t)}{h} \, dx \, dt
\]
\[
\xrightarrow{h \to \infty} - \int_{\Lambda \times \mathbb{R}} (\partial^k_t \Psi)(x, t)(\partial_t \varphi)(x, t) \, dx \, dt,
\]
where for the latter we have taken into account Lebesgue’s dominated convergence theorem. The claim then follows by induction over $k$. □

**Lemma A.2.** For every $T > 0$ we have $\Psi \in H^2(\Lambda \times (-T, T))$.

**Proof.** It follows from Lemma 6.1 that $\Psi \in H^1(\Lambda \times (-T, T))$. Thus, it remains to show that
\[
\sum_{|\mu| = 2} \|\partial^\mu \Psi\|_{L^2(\Lambda \times (-T, T))}^2 < \infty.
\]
To this end, we write
\[
\sum_{|\mu| = 2} \|\partial^\mu \Psi\|_{L^2(\Lambda \times (-T, T))}^2 = \|\partial^2_\tau \Psi\|_{L^2(\Lambda \times (-T, T))}^2
\]
\[
+ \|\nabla_x \partial_\tau \Psi\|_{L^2(\Lambda \times (-T, T))}^2 + \sum_{|\mu| = 2} \|\partial^\mu_x \Psi\|_{L^2(\Lambda \times (-T, T))}^2. \tag{18}
\]
We already know that the first summand on the right-hand side is finite. In order to treat the second summand, we choose $c \geq 0$ with
\[
\langle (-\Delta^*_\Lambda) f, f \rangle_{L^2(\Lambda)} \leq 2\langle H f, f \rangle_{L^2(\Lambda)} + c\|f\|_{L^2(\Lambda)}^2
\]
for all $f \in \mathcal{D}(\Delta^*_\Lambda) = \mathcal{D}(H)$, which is possible since $V$ is infinitesimally operator and thus also infinitesimally form bounded with respect to $-\Delta^*_\Lambda$. Applying this for $f = (\partial_\tau \Psi)(\cdot, t)$ yields
\[
\|\nabla_x (\partial_\tau \Psi)(\cdot, t)\|_{L^2(\Lambda)}^2 = \langle (-\Delta^*_\Lambda)(\partial_\tau \Psi)(\cdot, t), (\partial_\tau \Psi)(\cdot, t) \rangle_{L^2(\Lambda)}
\]
\[
\leq 2\langle H(\partial_\tau \Psi)(\cdot, t), (\partial_\tau \Psi)(\cdot, t) \rangle_{L^2(\Lambda)} + c\| (\partial_\tau \Psi)(\cdot, t)\|_{L^2(\Lambda)}^2
\]
\[
= \int_{[\kappa, E]} (2\lambda + c)(\partial_\tau s_t(\lambda))^2 \, d(P_H(\lambda)\psi, \psi)_{L^2(\Lambda)}
\]
\[
\leq (2E + c)\| (\partial_\tau \Psi)(\cdot, t)\|_{L^2(\Lambda)}^2.
\]
Integrating the latter over $t \in (-T, T)$ shows that also the second summand $\|\nabla_x \partial_\tau \Psi\|_{L^2(\Lambda \times (-T, T))}$ on the right-hand side of (18) is finite.

Let us now turn to the third summand. Since $V$ is infinitesimally operator bounded with respect to $\Delta^*_\Lambda$, we may choose $\bar{c} \geq 0$ with
\[
\|\Delta^*_\Lambda f\|_{L^2(\Lambda)}^2 \leq 4\|H f\|_{L^2(\Lambda)}^2 + \bar{c}\|f\|_{L^2(\Lambda)}^2
\]
for all \( f \in \mathcal{D}(\Delta^* A) = \mathcal{D}(H) \). Using \([\text{See21, Example 4.2}]\), we now obtain for \( f = \Psi(\cdot,t) \) that

\[
\sum_{|\mu|=2} \left\| \frac{\partial^{|\mu|}}{\partial x^\mu} \Psi(\cdot,t) \right\|_{L^2(\Lambda)}^2 \leq 2 \sum_{|\mu|=2} \frac{1}{|\mu|} \left\| \frac{\partial^{|\mu|}}{\partial x^\mu} \Psi(\cdot,t) \right\|_{L^2(\Lambda)}^2
\]

= \left\| \Delta^* A \Psi(\cdot,t) \right\|_{L^2(\Lambda)}^2
\]

\leq 8 \left\| H \Psi(\cdot,t) \right\|_{L^2(\Lambda)}^2 + 2\tilde{c} \left\| \Psi(\cdot,t) \right\|_{L^2(\Lambda)}^2
\]

\[
= \int_{[\kappa,E]} (8\lambda^2 + 2\tilde{c}) s_t(\lambda)^2 \psi^*(F_H(\lambda) \psi)_{L^2(\Lambda)} \]

\leq (8 \max\{|\kappa|,|E|\}^2 + 2\tilde{c}) \left\| \Psi(\cdot,t) \right\|_{L^2(\Lambda)}^2.
\]

Integrating the latter over \( t \in (-T,T) \) finally shows that also the third summand on the right-hand side of (18) is finite. This completes the proof. \( \square \)
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