Explanation of Magnetic Destruction of Superconductor Using Schrodinger Equation in the Energy Space
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ABSTRACT

The Wave function of Schrodinger Equation is expressed in terms of time dependent energy eigen function and spatial dependent wave function in the energy space, which gives spatial energy probability. This equation is utilized to find quantum momentum dependent on temperature. This in turn is used to find quantum complex resistance. This expression shows that the superconducting resistance vanishes for temperatures less than a certain critical value. This result conforms to superconductor conventional theory and empirical relations. The application of external magnetic field destroys superconductivity when its strength exceeds a certain critical value. The expression of the relationship between the critical magnetic field and the critical temperature is typical to the conventional one. This is the first time to obtain the conventional relationship for the superconductor’s resistance and critical magnetic field in one model in the energy space.

1. INTRODUCTION

The history of atomic physics starts and dates from the Plank quantum hypothesis. According to this hypothesis electromagnetic waves behave some times as particles or discrete quanta having energy proportional to the frequency. This means that light and other electromagnetic waves behave as waves and as particles sometimes [1]. Later on Debrogglie proposed that the wave-particle duality characterizes constituents of atoms, atomic and subatomic world in general [2]. This duality represents the cornerstone of the so called quantum mechanics, which describes the behavior of the atomic world [3]. Quantum Mechanical laws describe successfully many physical phenomena like spectra and magnetic resonance [4]. Quantum laws are mainly based on wave particle duality. One of the most widely used ones is Schrodinger equation.
This equation describes the evolution of the quantum system in terms of the wave function in the coordinate space. When expanding the wave function in terms of the energy eigen function, and substituting it in Schrödinger equation, one gets the evolution of the wave function in the energy space. The Hamiltonian of the quantum system can be expressed as a time operator which gives time dependent energy eigen function. Or it can be expressed as coordinate dependent operator, which gives spatial dependent energy eigen function. The former gives spatially dependent evolution and energy wave function, while the latter gives time dependent evolution and energy eigen function. In spite of these successes quantum mechanics suffer from noticeable setbacks. For example, no quantum gravitational laws are proposed to describe successfully all early universe phenomena besides the behavior of exotic objects like black holes, quasars, pulsars, and neutron stars besides supernova [5]. The behavior of bulk matter sometimes cannot be explained easily by using quantum laws. This includes superconductivity and biophoton behavior [6, 7]. Some attempts were made to remedy some of these defects. The destroying superconducting state by magnetic field was explained by some models [8]. The pressure effects were also explained by some models [8]. But none of them tries to find the conventional expression for the critical magnetic field and its temperature dependence and at the same time obtains the ordinary empirical vanishing of the superconductor’s resistance beyond a certain critical value [9, 10].

Thus new alternatives are needed to widen the scope of view for the superconductor’s phenomena.

One of these new alternatives was tried by using the energy wave function in the energy space to explain magnetic distraction of superconductor, by derivation of the expression of the critical magnetic field flux density in terms of temperature and critical temperature. This is done by expanding Schrödinger wave function in terms of time dependent energy eigen value, which is done in Section 2. Sections 3 and 4 are devoted to discussion and conclusion.

2. THE ENERGY SPACE SCHRODINGER WAVE FUNCTION MODEL

The ordinary Schrödinger equation takes the form

\[ i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 + V \Psi \]  

(1)

where \( \Psi \) stands for the wave function, \( V \) represents the potential. Consider that particles behave as a harmonic oscillator affected by electronic crystal potential \( V_0 \) and external magnetic potential \( V_m \). This means that the total potential \( V \) is given by:

\[ V = V_1 + V_0 - V_m = \frac{1}{2} kx^2 + V_0 - V_m \] 

(2)

where \( k \) is the elastic constant and \( x \) is the displacement. Where the magnetic potential is assumed to oppose the crystal one. The time dependent wave function takes the form

\[ \Psi = u_k e^{-iE_k t} = u_k e^{-i\omega_k t} \]  

(3)

\[ E_k = \hbar \omega_k \]  

(4)

The energy is denoted by \( E \) and the angular frequency is denoted by \( \omega \). In contrast to the ordinary conventional energy wave function which is time dependent one assume here spatial dependent energy wave function, by suggesting:

\[ \Psi = \sum_k c_k u_k \] 

(5)

\[ c_k = c_k \left( E, x \right) \] 

(6)

The energy eigen function and the energy wavefunction are denoted by \( u \) and \( c \) respectively. Here the energy eigen function is time dependent in the form:
\[ u_k(t) = u_k = Ae^{-iE_kt} = Ae^{-i\omega t} \]  

This is different from spatial dependent energy eigen function which satisfies the relation

\[ \hat{H}u_n = \left( -\frac{\hbar^2}{2m} \nabla^2 + V \right)u_n = E_n u_n \]

\[ u_n = u_n(x) \]

\[ i\hbar \frac{\partial \Psi}{\partial t} = \sum_k E_k c_k u_k \]

\[ \sum_k E_k c_k u_k = -\frac{\hbar^2}{2m} \sum_k u_k \nabla^2 c_k + \sum_k V c_k u_k \]  

Multiply both sides by \[ \bar{u}_n \] then use the identity

\[ \int \bar{u}_n u_k dt = \delta_{nk} = |A|^2 \int e^{i\omega t} e^{-i\omega t} dt \]

Then integrate to get:

\[ \sum_k E_k c_k \int \bar{u}_n u_k dt = -\frac{\hbar^2}{2m} \sum_k \bar{u}_n u_k \nabla^2 c_k + \sum_k V c_k \int \bar{u}_n u_k dt \]

where

\[ V = V_k \]

is time independent

\[ E_n C_n = -\frac{\hbar^2}{2m} \nabla^2 c_n + V_n C_n \]

\[ V = V_n = V(r) \]

Rearranging yields:

\[ -\frac{\hbar^2}{2m} \nabla^2 c_n = (E_n - V) c_n \]

New one can suggest a solution:

\[ c_n = Ae^{ikx} \]

where:

\[ \nabla^2 c_n = -k^2 c_n \]

A direct substitution of (15) in (13) gives:

\[ \frac{\hbar^2 k^2}{2m} = E_n - V \]

\[ k = \frac{1}{\hbar} \sqrt{2m(E_n - V)} \]

Assume now that the total energy is in the form of thermal energy, \textit{i.e.}:

\[ E_n = KT \]

Assume also that the electrons are affected by a crystal force or repulsive force from surrounding...
electron force gas. In this case, for uniform potential

\[ V = V_0 \] (18)

With the aid of Equations (16) and (18), one gets:

\[ K = \frac{1}{\hbar} \sqrt{2m(KT - V_0)} \] (19)

The resistance can be expressed as real and imaginary part in the form of real superconducting part \( R_s \) and imaginary term \( R_i \), i.e.:

\[ R = R_s + iR_i = R_s + iR_i \] (20)

Bridging the gap between classical and quantum laws through the momentum, one gets:

\[ R = \frac{U}{I} = \frac{mv^2}{ne^2A} = \frac{mv}{ne^2A} = \frac{hk}{ne^2A} \] (21)

where:

\[ P = mv = \hbar k \]

\[ V = \frac{ke}{e} = \frac{1}{2} \frac{mv^2}{e} = U \] (22)

Inserting Equation (19) in (21) yields:

\[ R = \frac{\sqrt{2m(KT - V)}}{ne^2A} \] (23)

\( R \) is imaginary when:

\[ KT < V_0 \] (24)

Assume now the critical temperature \( T_c \) to be defined by:

\[ V_0 = KT_c \] (25)

Thus \( R \) is imaginary when:

\[ KT < KT_c \]
\[ T < T_c \] (26)

where:

\[ R = \frac{\sqrt{2mk(T - T_c)}}{ne^2A} \] (27)

In this case according to Equations (20) and (27), one gets:

\[ R = R_i = \frac{\sqrt{2mk(T_c - T)}}{ne^2A} \] (28)

In view of Equation (20), the Sc resistance vanishes, i.e.:

\[ R_s = 0 \] (29)

For all temperatures less than the critical temperature \( T_c \) defined by Equation (25), i.e.:

\[ T \leq T_c \] (30)

This means that the resistance vanishes for all temperatures beyond the critical temperature \( T_c \). This result agrees with what is well known fact that the superconductors resistance vanishes beyond a certain
critical value [9, 10].

However let an external magnetic field be applied such that it acts as an attractive force with potential $V_m$ other than $V_0$ which result from the electron cloud. In this case the total potential is given to be:

$$V = V_0 + V_m$$ (31)

In view of Equations ((16), (17), (23) and (24)) one gets:

$$R = \sqrt{\frac{2m(KT - KT_c + V_m)}{ne^2A}}$$ (32)

The Sc is destroyed, when $R$ is no longer imaginary, and this hold when:

$$V_m \geq KT_c$$ (33)

This means that the Sc is destroyed when the magnetic field strength exceeds a certain critical value corresponding to the critical magnetic potential:

$$V_m = KT_c$$ (34)

which is in complete agreement with experiment.

But the magnetic potential $V_m$ is related to the magnetic flux density $B$ according to the relation

$$V_m = \mu_m B \cos \theta$$ (35)

where $\mu_m$ is the atomic dipole moment. Thus from (34) one gets

$$B_c = KT_c (\mu_m \cos \theta)^{-1} n^{-1}$$ (36)

where $n$ stands for the number of atoms having energy $E$. Thus according to Maxwell distribution law

$$n = n_0 e^{-x} (\mu_m \cos \theta)^{-1} n^{-1}$$ (37)

where

$$x = BE = \frac{E}{\gamma KT_c} = \frac{T}{T_c}$$ (38)

where one uses Equation (17) and assumes the average energy to be given by

$$\bar{E} = \gamma KT_c$$ (39)

Thus for $(T < T_c)$, $x < 1$

$$n = n_0 (1 - x), \ n^{-1} = n_0^{-1} (1 + x)$$ (40)

Inserting (40) in (36) gives

$$B_c = KT_c (\mu_m \cos e)^{-1} (1 - x)(1 + x) = KT_c (\mu_m \cos e)^{-1} \left(1 - \gamma^{-2} \left(\frac{T}{T_c}\right)^2\right)$$ (41)

which in the conventional relation of the critical in the stand and texts [9, 10]. Where

$$\gamma^{-2} = 1.1.07$$ (42)

3. DISCUSSION

A new approach for expressing the wave function in the energy space is proposed here. In the conventional ordinary one the energy eigen function is spatial dependent as shown by Equation (8), and the energy wave function is time dependent, thus it gives the probability that the energy is $E_k$ at a certain time. In this new trend the energy eigen function is time dependent as Equation (7) indicates. Since $\Psi$, in
Equation (5) depends on time and space, thus $c_k$ depend on $x$. Thus the energy wave function gives the probability, that the particle energy is $E_k$ at a certain point $x$.

Although (7) and (14) gives free travelling wave solution, but Equation (5) suggests that the wave function $\Psi$ is the form of a wave bucket as for as $K$ is changed, when the energy $E_k$ changes by changing the potential from point to point according to Equation (16). The energy wave function Equation (13) resembles that of Schrodinger.

By suggestion free travelling wave solution as suggested by Equation (14), a useful expression for the wave number is found in Equation (16). This wave number is energy and potential dependent. One can assume that the total energy in the form of thermal energy according to Equation (7), and assume repulsive electron cloud uniform potential $V_0$ to get a useful expression for the wave number in Equation (19). To relate the wave number to the resistance one utilizes the expression of it in terms of the momentum in classical mechanics and replace it by the quantum momentum which depends on the wave number $K$, as shown by Equation (21). The resistance is expressed in complex form according to Equation (20). The super conducting resistance vanishes when $R$ is a purely imaginary number. According to Equation (27) this happens when $T < T_c$.

Which agrees completely with experimental observations.

The Sc is destroyed when an external magnetic field is applied which adds to the potential term an additional magnetic potential as shown by Equation (31). Thus the resistance $R$ which is given by Equation (32), shows that the Sc is destroyed when the applied magnetic field exceeds a certain critical value according to Equation (34). The relation obtained for the critical magnetic field agrees with the empirical one.

This result agrees also with experimental observation which shows that Sc is destroyed when the applied external magnetic field exceeds a certain critical value [9, 10].

4. CONCLUSION

Using time dependent energy eigen function, the spatial evolution of the energy wave function is obtained. A useful expression for Sc resistance which vanishes beyond the critical temperature is found also. This expression conforms to that well known behavior of conventional superconductors. This model shows also that application of external magnetic field destroys superconductivity when it exceeds a certain critical value. A useful expression of the critical magnetic flux density in terms of the temperature and critical temperature which is typical to ordinary conventional one is also obtained.
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