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Abstract
In the present paper, two pivotal statistics are suggested to construct prediction intervals of future observations from the exponential and Pareto distributions in the context of ordered ranked set sample. Our study encompasses two cases. The first case, when the sample size is assumed to be fixed and the second case when the sample size is assumed to be a positive integer-valued random variable. In addition to deriving explicit forms for the distribution functions of the two pivotal statistics, we consider some special cases for the random size of the sample. Moreover, a simulation study is carried out to assess the efficiency of the suggested methods. Finally, an example representing lifetime data is analyzed.
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1 Introduction
The idea of ranked set sampling (RSS) introduced by McIntyre (1952) was being as a procedure to improve the precision in estimation of average yield from large plots of arable crops without a large increase in the number of fields from which detailed expensive and tedious measurements needed to be collected. The RSS is a way used to work out the problems associated with getting a non-representative sample from a population. It uses simple random samples (SRS) to obtain a more structural
and representative sample from the population and consequently to develop efficient inferential procedures.

Takahasi and Wakimoto (1968) provided the mathematical structure for the RSS. Balakrishnan (2007) introduced the concept of order statistics from independent and non-identically distributed (INID) random variables (RVs) to introduce the ordered ranked set sampling (ORSS). Moreover, Balakrishnan and Li (2008) proved that the best linear unbiased estimators based on the ORSS are more efficient than the best linear unbiased estimators based on the RSS for the two-parameter exponential, normal, and logistic distributions. Some Bayesian prediction problems based on the RSS and ORSS were studied by Mohie El-Din et al. (2015, 2017). They got the two-sample Bayesian prediction intervals for the observables from the Pareto distribution based on complete and censored data. Lately, there has been considerable development in the statistical literature based on RSS. Various of these works have used the parametric performance of RSS; see, e.g., Adatia (2000), Alodat and Al-Sagheer (2007), Chen et al. (2021), Qian et al. (2021), Sadek et al. (2015), Shaibu and Muttlak (2004), and Stokes (1995). On the other hand, some other works have used the nonparametric performance of RSS; see, e.g., Bhoj (2016), Bohn (1996), Gemayel et al. (2015), and Salehi et al. (2015).

An important obstacle that frequently faces the experimenter in life testing experiments is the prediction of unknown future observations based on current obtainable sample (informative sample). For instance, the experimenters or the manufacturers would like to put bounds for the life of their products so that their guarantee limits could be reasonably set, and customers would like to know the bounds for the life of the product to purchase those manufactured products. Many authors have considered the prediction of future events, especially future order statistics and generalized order statistics, in the life-testing experiments. Among these authors are Aly et al. (2019), Barakat et al. (2014a, 2020, 2021a), Fan et al. (2019), Hsieh (1996), Kaminsky and Nelson (1998), Lawless (2003), Shah et al. (2020), Valiollahi et al. (2017), and Wu et al. (2020).

When it is impossible to predict the size of the sample previously, because some observations continually get lost for several reasons, it is essential to consider that the size of the sample is an integer RV. This phenomenon is frequently found in many biological, agricultural and some quality control problems. Raqab (2001) found prediction intervals for the future generalized order statistics based on the exponential distribution. Barakat et al. (2011, 2018) attained prediction intervals for future exponential lifetimes based on random generalized order statistics. Recently, Barakat et al. (2021b) suggested a new method for constructing an efficient point predictor for the future order statistics when the sample size is a RV. The suggested point predictor is based on some characterization properties of the distributions of order statistics.

Censoring shows an important role in reliability and lifetime experiments when the experimenter cannot observe the lifetimes of all test units. The usual censoring schemes are type-I and type-II censoring which do not allow survival units to be removed from the test at points excluding the terminal point of the experiment. This will be important when a compromise between reduced time of experimentation and the observations of extreme lifetimes are observed. On the basis of a Type-II censored sample, Barakat et al. (2014b) developed two pivotal statistics to construct prediction intervals of future observations from any arbitrary continuous cumulative distribution function (CDF).
The prediction intervals for future order statistics based on type II censoring have been studied by many authors, among them are Lawless (1977), Mohie El-Din et al. (2015, 2017), Patel (1989), Raqab and Barakat (2018), and Raqab and Nagaraja (1995).

Remark 1 Usually, the need of the prediction arises naturally in lifetime tests with type II censored sample as in the usual order statistics and record values. In RSS case we have two scenarios. Consider a random sample of size \( n^2 \) of i.i.d RVs, where each of these RVs measures the lifetime of a repairable parallel system. According to the RSS technique, these RVs are divided into \( n \) sets (\( n \) SRSs) each of them contains \( n \) RVs. In the first scenario we apply the Type-II censored sample technique on the sets themselves. For example, we put all these sets independently in a lifetime test and wait to get the first failure “\( x^*_1 : n \)”, then remove the set in which the first failure was appeared. Wait for the second failure to occur among the remaining sets and once we get it “\( x^*_2 : n < x^*_1 : n \)”, remove the set in which the second failure was appeared. Continue up to \( r \) failure and end the test at this stage to get the observed ORSS \( x^*_1 : n \leq x^*_2 : n \leq \ldots \leq x^*_r : n \). In the second scenario, we apply the usual RSS technique to determine the \( n \) failed systems (we assumed in RSS technique that these failed systems have the random failure-times \( X_{1(1:n)}, X_{2(2:n)}, \ldots, X_{n(n:n)} \)). After repairing all these failed items put them again in the lifetime test with censored sample (at \( r \)) by these way we get \( r \) observed ORSS \( x^*_1 : n \leq x^*_2 : n \leq \ldots \leq x^*_r : n \), i.e., we first the get the unordered diagonal RVs \( x_{1(1:n)}, x_{2(2:n)}, \ldots, x_{n(n:n)} \), and then based on the Type-II censored sample we may get the first \( r \) observed ORSS \( x^*_1 : n \leq x^*_2 : n \leq \ldots \leq x^*_r : n \). The second scenario was adopted in Kotb (2016) and Mohie El-Din et al. (2017).

The novelty of this article is to apply a general method for predicting future observations from the exponential and Pareto distributions based on the ORSS when the sample size is assumed to be fixed or when the sample size is assumed to be a positive integer-valued RV. The rest of this article is organized as follows: In Sect. 2, the basic setup and description of the lifetime model based on the RSS are presented. In Sect. 3 the distributions of the two suggested pivotal quantities are derived. In Sect. 4, in order to examine the efficiency of the suggested methods, a simulation study is applied on the exponential and Pareto lifetime distributions for fixed sample size and for some cases of random sample size, such as binomial and discrete uniform random sample sizes. In Sect. 5, a real data set is analyzed by using the suggested methods. Finally, Sect. 6 is dedicated to some concluding remarks.

2 The model description

Assume that a SRS of size \( n \) is drawn from the population and is ranked with respect to the variable of interest. Subsequently, the unit with the first order is quantified and the remaining are not determined. Next, the second SRS of a size \( n \) is drawn, and the units of the sample are ranked by verdict (judgment), and only the unit with second order is quantified. This procedure is continued until the \( n \)th SRS of size \( n \) is drawn after that ranked it as well as the unit with order \( n \) is quantified. This achieves an observed RSS denoted by \( \mathbf{x} = (x_{1(1:n)}, x_{2(2:n)}, \ldots, x_{n(n:n)}) \), \( x_{i(i:n)} = x_{i:n} \) \( (i = 1, 2, \ldots, n) \).
Generally, from Scheme 1, the procedure of ORSS can be described as follows: The $n$ observed units within RSS are ordered and denoted by $x^* = (x_{1:1:n}^*, x_{2:2:n}^*, \ldots, x_{n:n}^*)$, where $x_{1:1:n}^* \leq x_{2:2:n}^* \leq \cdots \leq x_{n:n}^*$. We first note that $x_{i:(i:n)}$ ($i = 1, 2, \ldots, n$) are INID RVs. The probability density function (PDF), CDF, and survival function of $x_{i:(i:n)}$, denoted by $f_{i:n}(x)$, $F_{i:n}(x)$, and $\overline{F}_{i:n}(x)$, respectively, are actually the PDF, CDF, and survival function of the $i$th order statistic from a SRS of size $n$, and are given by

\begin{align}
  f_{i:n}(x) &= \sum_{t=0}^{i-1} \tilde{c}_{t,i}(n)(1 - F(x))^{n+t-i} f(x) I(0 < x < \infty), \\
  F_{i:n}(x) &= \sum_{l=i}^{n} \sum_{j=0}^{l} c_{l,j}(n)(1 - F(x))^{n-l+j} I(0 \leq x < \infty),
\end{align}

and

\begin{equation}
  \overline{F}_{i:n}(x) = \sum_{v=1}^{i} w_{v,i}(n)(1 - F(x))^{n+v-i} I(0 \leq x < \infty),
\end{equation}

respectively [cf. Mohie El-Din et al. (2017), see also Arnold et al. (1992) and David and Nagaraja (2003)], where $I(0 \leq x < \infty)$ is the usual indicator function,

\begin{align}
  \tilde{c}_{t,i}(n) &= (-1)^t i \binom{n}{i} \binom{i - 1}{t}, \\
  c_{l,j}(n) &= (-1)^j \binom{l}{j} \binom{n}{l}, \quad \text{and}
  \\
  w_{v,i}(n) &= \frac{\tilde{c}_{v-1,i}(n)}{(n + v - i)}.
\end{align}

Assume that $x_{i:n}^*$ ($i = 1, 2, \ldots, n$) is the ORSS obtained by arranging $x_{i:(i:n)}$ ($i = 1, 2, \ldots, n$) in increasing order of magnitude. Then, using the results for order statistics from INID RVs [(see Balakrishnan (2007), Balakrishnan and Li (2008), and Barakat and Abdel Kader (2004)), the joint probability density function (JPDF) of $x_{r:n}^*$ and $x_{s:n}^*$ ($1 \leq r < s \leq n$) is given by

\begin{equation}
  f_{r:s:n}(x, y) = \frac{1}{(r - 1)!(s - r - 1)!(n - s)!} \text{Per}_{A_{r,s:n}},
\end{equation}

where $\text{Per}_{A_{r,s:n}}$ is the probability of the event $x_{r:n}^* < x < y < x_{s:n}^*$. 
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where \( \text{Per} \mathbf{A} = \sum_{\mathbf{p}} \prod_{j=1}^{n} (q_{i,j}) \) is the permanent of the matrix \( \mathbf{A} = (q_{i,j}) \) of size \( n \times n \),

\[
\mathbf{A}_{r,s,n} = \begin{pmatrix}
F_{1:n}(x) & F_{2:n}(x) & \cdots & F_{n:n}(x) \\
\frac{f_{1:n}(x)}{F_{1:n}(y)} & \frac{f_{2:n}(x)}{F_{2:n}(y)} & \cdots & \frac{f_{n:n}(x)}{F_{n:n}(y)} \\
F_{1:n}(y) - F_{1:n}(x) & F_{2:n}(y) - F_{2:n}(x) & \cdots & F_{n:n}(y) - F_{n:n}(x) \\
\frac{f_{1:n}(y)}{F_{1:n}(y)} & \frac{f_{2:n}(y)}{F_{2:n}(y)} & \cdots & \frac{f_{n:n}(y)}{F_{n:n}(y)}
\end{pmatrix},
\]

\( \{r-1\} \) rows, \( \{1\} \) row, \( \{s-r-1\} \) rows, \( \{1\} \) row, \( \{(n-s)\} \) rows.

Thus, we readily write the JPDF of \( x_{r:n}^s \) and \( x_{s:n}^r \) \((1 \leq r < s \leq n)\) as

\[
f_{r,s,n}^*(x, y) = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{\mathbf{p}} \left( \prod_{k=1}^{r-1} F_{i_k:n}(x) \right) \prod_{k=r+1}^{s-1} \left[ F_{i_k:n}(y) - F_{i_k:n}(x) \right] \prod_{k=s+1}^{n} F_{i_k:n}(y),
\]

\[ \text{(6)} \]

where \( \sum_{\mathbf{p}} \) is the sum over all \( n! \) permutations \((i_1, i_2, \ldots, i_n)\) of \((1, 2, \ldots, n)\). By substituting the PDF, CDF, and the survival function defined in (1), (2), and (3), respectively, into (6), the JPDF of \( x_{r:n}^s \) and \( x_{s:n}^r \) \((1 \leq r < s \leq n)\) can be written as

\[
f_{r,s,n}^*(x, y) = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \times \sum_{\mathbf{p}} \left( \prod_{k=1}^{r-1} \sum_{l_k=0}^{n} \sum_{j_k=0}^{l_k} c_{i_k, j_k} (n-1-F(x))^{n-l_k+j_k} \right) \times \sum_{i_r=0}^{s-1} \tilde{c}_{i_r, i_r} (n-1-F(x))^{n+r-i_r} f(x) \times \left[ \prod_{k=r+1}^{s-1} \sum_{\nu_k=1}^{i_k} w_{\nu_k, i_k}(n) (1-F(x))^{n+\nu_k-i_k} - (1-F(y))^{n+\nu_k-i_k} \right] \times \sum_{i_s=0}^{s-1} \tilde{c}_{i_s, i_s} (n-1-F(y))^{n+i_s-i_s} f(y) \times \left[ \prod_{k=s+1}^{n} \sum_{\nu_k=1}^{i_k} w_{\nu_k, i_k}(n) (1-F(y))^{n+\nu_k-i_k} \right] .
\]

\[ \text{(7)} \]

It is further assumed that the lifetimes of the \( n^2 \) units in the original \( n \) SRSs are independent RVs which follow either the exponential distribution, \( \text{Exp}(\theta) \), with the scale parameter \( \theta > 0 \) (remember that a RV \( X \sim \text{Exp}(\theta) \) if its PDF is
$f(x) = \theta \exp(-\theta x) I(0 \leq x < \infty)$ or Pareto distribution, $\text{Pareto}(\beta, \alpha)$, with the scale parameter $\beta > 0$, and shape parameter $\alpha > 0$ (remember that a RV $X \sim \text{Pareto}(\beta, \alpha)$ if its PDF is $f(x) = \frac{\gamma}{x^{\gamma + 1}} \exp(-\frac{x}{\gamma}) I(\gamma < x < \infty)$).

Upon making use of the identities

\[
\prod_{k=1}^{r-1} \sum_{l_k=i_k}^{n} Y_{l_k, j_k}(l_k, n) = \sum_{l_1=i_1}^{n} \sum_{j_1=0}^{l_1} \sum_{l_2=i_2}^{n} \ldots \sum_{l_{r-1}=i_{r-1}}^{n} \sum_{j_{r-1}=0}^{l_{r-1}} \prod_{k=1}^{r-1} Y_{l_k, j_k}(l_k, n),
\]

and

\[
\prod_{k=s+1}^{n} \Delta_{v_k}(i_k) = \sum_{v_{s+1}=1}^{i_{s+1}} \sum_{v_{s+2}=1}^{i_{s+2}} \ldots \sum_{v_n=1}^{i_n} \prod_{k=s+1}^{n} \Delta_{v_k}(i_k),
\]

where $i_1 < i_2 < \ldots < i_n$ are positive integers, the JPDF (7) based on $\text{Exp}(\theta)$ and $\text{Pareto}(\beta, \alpha)$ can be simplified as

\[
f_{r,x,n}^*(x, y) = \frac{\beta^2}{(r-1)! (s-r-1)! (n-s)!} \sum_{\mathbf{p}} \sum_{l,v,h} A_{l,v,h}^\alpha \left( r, s, n \right)
\times \exp \left[ -\beta \left( \sum_{k=1}^{r-1} (n-l_k + j_k) + (n+t_r - i_r + 1) \right.ight.
\left. + \sum_{k=r+1}^{s-1} (n+v_k - i_k) \right] x \left. \exp \left[ -\beta \sum_{k=r+1}^{s-1} h_k (n+v_k - i_k) (y-x) \right] \right]
\times \exp \left[ -\beta \left( \sum_{k=s+1}^{n} (n+v_k - i_k) + (n+t_s - i_s + 1) \right) y \right], (8)
\]

\[
g_{r,x,n}^*(x, y) = \frac{\alpha^2}{(r-1)! (s-r-1)! (n-s)!} \sum_{\mathbf{p}} \sum_{l,v,h} A_{l,v,h}^\alpha \left( r, s, n \right)
\times \exp \left[ -\alpha \left( \sum_{k=1}^{r-1} (n-l_k + j_k) + (n+t_r - i_r + 1) \right.ight.
\left. + \sum_{k=r+1}^{s-1} (n+v_k - i_k) \right] \ln x - \ln x \right]
\times \exp \left[ -\alpha \sum_{k=r+1}^{s-1} h_k (n+v_k - i_k) (\ln y - \ln x) \right]
\times \exp \left[ -\alpha \left( \sum_{k=s+1}^{n} (n+v_k - i_k) + (n+t_s - i_s + 1) \right) \ln y - \ln y \right], (9)
\]
respectively, where \( l = (l_1, l_2, \ldots, l_{r-1}), j = (j_1, j_2, \ldots, j_{r-1}), v = (v_{r+1}, v_{r+2}, \ldots, v_{s-1}), h = (h_{r+1}, h_{r+2}, \ldots, h_{s-1}), \psi = (\psi_{s+1}, \psi_{s+2}, \ldots, \psi_n) \),

\[
\sum_{l_1, j_1, v_1, h_1}^{r, s, n} n l_1 n l_2 \cdots n l_{r-1} i_{r-1} i_{r+1} i_{s-1} \times \sum_{h_{r+1}=0}^{h_{r+2}=0} h_{r+1} \sum_{h_{s-1}=0}^{h_{s-1}=1} h_{s-1} \sum_{v_{r+1}=1}^{v_{r+2}=1} v_{r+1} \sum_{v_{s-1}=1}^{v_{s-1}=1} v_{s-1}
\]

\[
A_{l, j, v, h, u}(r, s, n) = \left( \prod_{k=1}^{r-1} c_{l_k, j_k}(n) \right) \tilde{c}_{l_r, i_r}(n) \left( \prod_{k=r+1}^{s-1} (-1)^{h_k} w_{v_k, i_k}(n) \right) \tilde{c}_{l_s, i_s}(n)
\]

\[
\tilde{Q}_{l, j, v, h, u}(r, s, n) = \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k)
\]

\[
+ \sum_{k=s+1}^{n} (n + v_k - i_k) + (n + t_s - i_s + 1).
\]

### 3 The suggested pivotal statistics and their CDFs

In this section, we will utilize the pivotal method to construct prediction intervals for the unknown value of future ORSS \( x_{s:n}^* (s = r + 1, r + 2, \ldots, n) \) based on the observed values \( x_{i:n}^* (i = 1, 2, \ldots, r) \). The pivotal method uses a pivotal quantity which is an explicit function of the observed values \( x_{1:n}^* \leq x_{2:n}^* \leq \cdots \leq x_{r:n}^* \) and the unknown future ORSS \( x_{s:n}^* (s = r + 1, r + 2, \ldots, n) \). Moreover, the pivotal function is invertible and has a well defined CDF, for more details, see Barakat et al. (2014b). The pivotal quantities are essential tools for constructing the prediction intervals for the future ORSS. Namely, if \( Q \) is a pivotal quantity for the future ORSS \( X_{s:n}^* (s = r + 1, \cdots, n) \), then for any \( 0 < \delta < 1 \), there will exist \( q_1 \) and \( q_2 \) depending on \( \delta \) and two functions \( \ell_1(x_{1:n}^*, x_{2:n}^*, \cdots, x_{r:n}^*) \) and \( \ell_2(x_{1:n}^*, x_{2:n}^*, \cdots, x_{r:n}^*) \) (not depending on \( x_{s:n}^* \)) such that

\[
P(\ell_1(x_{1:n}^*, x_{2:n}^*, \cdots, x_{r:n}^*) < x_{s:n}^* \leq \ell_2(x_{1:n}^*, x_{2:n}^*, \cdots, x_{r:n}^*))
\]

\[
= P(q_1 < Q < q_2) = \delta.
\]

Consequently, in this case the interval \([\ell_1, \ell_2]\) is a \( \delta \) 100\% predictive confidence interval (PCI) for \( x_{s:n}^* \). We suggest the following two pivotal quantities based on \( \text{Exp}(\theta) \) and Pareto(\( \beta, \alpha \)), respectively, by

\[
\Psi_{ORSS}^r.s.n = \frac{x_{s:n}^* - x_{r:n}^*}{x_{r:n}^*} (1 \leq r < s \leq n)
\]

\( \odot \) Springer
and
\[ \Phi_{r,s:n}^{ORSS} = \frac{\ln x_{s:n}^* - \ln x_{r:n}^*}{\ln x_{r,n}^*} \quad (1 \leq r < s \leq n). \]  

(11)

**Remark 2** It is worth noting that the suggested pivotal quantities in (10) and (11) have salient features that they are scale-free and shape-free pivotal quantities, respectively. This fact enables us to use the pivotal quantities defined in (10) and (11) for any \( \text{Exp}(\theta) \) with an unknown scale parameter, \( \theta \), and any Pareto(\( \beta, \alpha \)) with an unknown shape parameter \( \alpha \).

### 3.1 The CDF of the pivotal statistic based on the exponential distribution

In this subsection, we derive the PDF and CDF of the pivotal statistic \( \Psi_{r,s:N}^{ORSS} \) based on the \( \text{Exp}(\theta) \), when the sample size is assumed to be a positive integer-valued RV which is independent on all the lifetimes of the \( n^2 \) units in the original \( n \) SRSs.

**Theorem 3.1.1** Let \( x_{1:N}^* \leq x_{2:N}^* \leq \cdots \leq x_{n^2:N}^* \) be the first observed ORSS based on \( \text{Exp}(\theta) \), where \( N \) is a positive integer-valued RV which is independent on all the lifetimes of the \( n^2 \) units in the original \( n \) SRSs. Then, the CDF \( F_{\Psi_{r,s:N}^{ORSS}} \) of the pivotal quantity \( \Psi_{r,s:N}^{ORSS} \) is given by

\[
F_{\Psi_{r,s:N}^{ORSS}}(x) = 1 - ((r - 1)!(s - r - 1)!(n - s)!)^{-1} \sum_{n=s}^{\infty} \sum_{r,s,n} \sum_{l,s,r} A_{l,s,r} P_{l,s,r}(r, s, n)
\]

\[
\times \left\{ \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\}
\]

\[
\times \left\{ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right\}
\]

\[
+(n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) + \left( \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) \right)
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\}^{x-1} P_s(n) \right. (0 \leq x < \infty), \]

(12)

where \( P_s(n) = \mathbb{P}(N = n | N \geq s) \) is the left truncated distribution of \( N \) at \( s \). Moreover, a \((1 - \gamma)100\%\) PCI for \( x_{s:N}^* \) \((s = r + 1, r + 2, \ldots, N)\) is \([x_{r:N}^*, (1 + \gamma)x_{r:N}^*]\), where \( F_{\Psi_{r,s:N}^{ORSS}}(\psi) = 1 - \gamma \).

**Proof** First we note that, the JPDF of \( x_{r:N}^* \) and \( x_{s:N}^* \) \((1 \leq r < s \leq N)\) takes the form

\[
f_{r,s:N}(x, y) = \sum_{n=s}^{\infty} f_{r,s:n}^*(x, y) P_s(n),
\]

(13)
(see Raghunandanan and Patil (1972)), where the JPDF \( f^{*}_{r, s; N}(x, y) \) is defined in (8). We now derive the JPDF of \( \chi_{r, s; N} = \chi^{*}_{r, s; N} - \chi^{*}_{r, N} \) and \( \tau = \chi^{*}_{r, N} \) by using the standard transformation method

\[
f_{\chi_{r, s; N}, \tau}(\chi, \tau) = \frac{\theta^2}{(r - 1)!(s - r - 1)!(n - s)!} \sum_{n=s}^{\infty} \sum_{r, s, n} A_{r, s, n}(r, s, n) \times \exp \left[ -\theta \left( \sum_{k=1}^{r-1} (n_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right) \right]
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right) \times \exp \left[ -\theta \left( \sum_{k=s+1}^{n} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) \right) \times \right] P_s(n).
\]

Therefore, again by using the standard transformation method, the JPDF of \( \Psi^{r, s; N}_{s; N} = \frac{\chi_{r, s; N}}{\tau} \) and \( \tau \) is given by

\[
f_{\Psi^{r, s; N}_{s; N}, \tau}(\psi, \tau) = \frac{\theta^2}{(r - 1)!(s - r - 1)!(n - s)!} \sum_{n=s}^{\infty} \sum_{r, s, n} A_{r, s, n}(r, s, n) \times \exp \left[ -\theta \left( \sum_{k=1}^{r-1} (n_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right) \right]
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right) \times \exp \left[ -\theta \left( \sum_{k=s+1}^{n} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) \right) \times \right] P_s(n).
\]

Consequently, the PDF of \( \Psi^{r, s; N}_{s; N} \) is given by

\[
f_{\Psi^{r, s; N}_{s; N}}(\psi) = ((r - 1)!(s - r - 1)!(n - s)!)^{-1} \sum_{n=s}^{\infty} \sum_{r, s, n} A_{r, s, n}(r, s, n) \times \exp \left[ -\theta \left( \sum_{k=1}^{r-1} (n_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right) \right]
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right) \times \exp \left[ -\theta \left( \sum_{k=s+1}^{n} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) \right) \times \right] P_s(n).
\]
After routine calculations, the CDF of $\Psi_{r,s:N}^{ORSS}$ can be obtained. □

**Corollary 3.1** Under the provisions of Theorem 3.1.1, if $N$ is non-random integer, i.e., $P(N = n) = 1$ $(n \geq s)$, then the CDF of $\Psi_{r,s:N}^{ORSS}$ takes the form

\[
F_{\Psi_{r,s:N}^{ORSS}}(\psi) = 1 - ((r - 1)! (s - r - 1)! (n - s)!)^{-1} \sum_{n=s}^{\infty} \sum_{r,s,n} A_{L_r \sum_{l=0}^r \sum_{s_n=0}^s} (r, s, n) \\
\times \left( \left\{ \sum_{k=r+1}^{s-1} h_k (n + v_k - i_k) + (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \right) \\
\times \left( \left\{ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right\} \right) \\
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right) (n - \psi)^{-1} \right) I(0 \leq \psi < \infty).
\]

**Corollary 3.2** Under the provisions of Theorem 3.1.1, if $N$ has a binomial distribution with parameters $\zeta$ and $p$ (i.e., $N \sim \text{Binomial}(\zeta, p)$), the CDF of $\Psi_{r,s:N}^{ORSS}$ takes the form

\[
F_{\Psi_{r,s:N}^{ORSS}}(\psi) = 1 - ((r - 1)! (s - r - 1)! (n - s)!)^{-1} \sum_{n=s}^{\infty} \sum_{r,s,n} A_{L_r \sum_{l=0}^r \sum_{s_n=0}^s} (r, s, n) \\
\times \left( \left\{ \sum_{k=r+1}^{s-1} h_k (n + v_k - i_k) + (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \right) \\
\times \left( \left\{ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right\} \right) \\
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right) (n - \psi)^{-1} \right) I(0 \leq \psi < \infty).
\]
$$\begin{align*}
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + u_k - i_k) \right) \psi)}\right)^{-1} \\
\times \left(\frac{\varsigma}{n}\right) p^n(1 - p)^{\varsigma-n},
\end{align*}$$

(18)

where $P(N \geq s) = 1 - \sum_{\eta=0}^{s-1} \left(\frac{\varsigma}{\eta}\right) p^n(1 - p)^{\varsigma-\eta}$.

**Corollary 3.3** Under the provisions of Theorem 3.1.1, if $N$ has a discrete uniform distribution with parameters $\varsigma$ and $\kappa$ (i.e., $N \sim \text{Uniform}(\kappa, \varsigma)$), the CDF of $\Psi_{r,s:N}^{ORSS}$ takes the form

$$F_{\Psi_{r,s:N}^{ORSS}}(\psi) = 1 - ((r - 1)! (s - r - 1)! (n - s)! P(N \geq s))^{-1}$$

$$\times \sum_{n=s}^{r.s.n} \sum_{l,l',l''} A_{l,l',l''}(r, s, n)$$

$$\times \left\{ \left( \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + u_k - i_k) \right) \right\}$$

$$\times \left\{ \left( \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=1}^{s-1} (n + v_k - i_k) \right) \right\}$$

$$+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + u_k - i_k) + \left( \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) \right)$$

$$+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + u_k - i_k) \right) \psi)}\right)^{-1} \right.$$ 

$$\times (\varsigma - \kappa + 1)^{-1} I(0 \leq \psi < \infty),$$

(19)

where $P(N \geq s) = \begin{cases} 1, & \text{if } s \leq \kappa, \\ 1 - \frac{s-\kappa}{\varsigma-\kappa+1}, & \text{if } s > \kappa. \end{cases}$

**3.2 The CDF of the pivotal statistic based on the Pareto distribution**

In this subsection, we derive the PDF and CDF of the pivotal statistic $\Phi_{r,s:N}^{ORSS}$ based on the Pareto($\beta, \alpha$) when the sample size is assumed to be a positive integer-valued RV. For simplicity, we take $\beta = 1$.

**Theorem 3.2.1** Assume that $x_{1:N}^* \leq x_{2:N}^* \leq \cdots \leq x_{r:N}^*$ are the first observed ORSS based on Pareto(1, $\alpha$), where $N$ is a positive integer-valued RV, which is independent
on all the lifetimes of the \( n^2 \) units in the original \( n \) SRSs. Then, the CDF \( G_{r,s,N}^{\text{ORSS}} \) of statistic \( \Phi_{r,s;N}^{\text{ORSS}} \) is given by

\[
G_{r,s,N}^{\text{ORSS}}(x) = 1 - ((r - 1)!(s - r - 1)!(n - s)!)^{-1} \sum_{n=s}^{\infty} \sum_{r,s,n} \sum_{k=r+1}^{r-s} h_k(n + v_k - i_k) + (n + t_k - i_k + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \times \left( \sum_{k=r+1}^{s-1} (n + v_k - i_k) + \left( \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) + (n + t_k - i_k + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right)^{-1} \right) P_s(n)I(0 \leq x < \infty).
\]

Moreover, a \((1 - \gamma)100\%\) PCI for \( x_{s,N}^* \) \((s = r + 1, r + 2, \ldots, N)\) is \([x_{r,N}^*, x_{r,N}^{*(1+\phi)}]\), where \( G_{r,s,N}^{\text{ORSS}}(\phi) = 1 - \gamma\).

**Proof** By using (9) and (13) (with replacing \( f_{r,s;N} \) and \( f_{r,s;n} \) by \( g_{r,s;N} \) and \( g_{r,s;n} \), respectively, in (13)), we get

\[
g_{r,s;n}(x, y) = \frac{\alpha^2}{(r - 1)!(s - r - 1)!(n - s)!} \times \sum_{n=s}^{\infty} \sum_{r,s,n} \sum_{k=r+1}^{r-s} \beta \alpha \Theta_{l,j,y;h,v}(r,s,n) A_{l,j,y;h,v}(r,s,n) \times \exp \left[ -\alpha \left( \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) \right. \right. \\
+ \left. \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right] \ln x - \ln x \right] \times \exp \left[ -\alpha \left( \sum_{k=s+1}^{n} (n + v_k - i_k) + (n + t_s - i_s + 1) \right) \ln y - \ln y \right] \times \exp \left[ -\alpha \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k)(\ln y - \ln x) \right] P_s(n).
\]
We can obtain the JPDF of $\sigma_{r,s:N} = \ln x_{r:N}^* - \ln x_{s:N}^*$ and $\varphi = \ln x_{r:N}^*$ by using the standard transformation method.

$$g_{\sigma_{r,s:N},\varphi} (\omega, \varphi) = \frac{\alpha^2}{(r-1)!s!(s-r-1)!(n-s)!} \times \sum_{n=s}^{\infty} \sum_{l=1}^{r,s,n} \sum_{j=1}^{r,s,n} \beta^2 \left[ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right] \times \exp \left[ -\left( \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) \right) \right] \times \exp \left[ -\left( \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right) \right] \times P_s(n). \quad (22)$$

Thus, again by using the standard transformation method, the JPDF of $\Phi_{r,s:N}^{ORSS} = \frac{\sigma_{r,s:N}}{\varphi}$ and $\varphi$ is given by

$$g_{\Phi_{r,s:N}^{ORSS},\varphi} (\phi, \varphi) = \frac{\alpha^2}{(r-1)!s!(s-r-1)!(n-s)!} \times \sum_{n=s}^{\infty} \sum_{l=1}^{r,s,n} \sum_{j=1}^{r,s,n} \beta^2 \left[ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right] \times \exp \left[ -\left( \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) \right) \right] \times \exp \left[ -\left( \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right) \right] \times \left( \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right) \times P_s(n). \quad (23)$$
If $\beta = 1$, the PDF of $\Phi_{r,s:N}^{ORSS}$ is given by

$$g_{\Phi_{r,s:N}^{ORSS}}(\phi) = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{n=s}^{\infty} \sum_{r,s,n} \sum_{l,j,y,h,u} A_{l,j,y,h,u}(r, s, n) \times \left( \left\{ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=s+1}^{s-1} (n + v_k - i_k) \right\} \times \left\{ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=s+1}^{s-1} (n + v_k - i_k) \right\} \times \left\{ \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \times \phi \right)^{-2} I(0 \leq \phi < \infty).$$

(24)

After routine calculations, the CDF of $\Phi_{r,s:N}^{ORSS}$ can be obtained.

**Corollary 3.4** Under the provisions of Theorem 3.2.1, if $N$ is non-random integer, i.e., $P(N = n) = 1$ ($n \geq s$), then the CDF of $\Phi_{r,s:N}^{ORSS}$ takes the form

$$G_{\Phi_{r,s:N}^{ORSS}}(\phi) = 1 - ((r-1)!(s-r-1)!(n-s)!)^{-1} \sum_{r,s,n} \sum_{l,j,y,h,u} A_{l,j,y,h,u}(r, s, n) \times \left( \left\{ \sum_{k=1}^{r-1} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \times \left\{ \sum_{k=1}^{r-1} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \times \left\{ \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \times \phi \right)^{-1} I(0 \leq \phi < \infty).$$

(25)

**Corollary 3.5** Under the provisions of Theorem 3.2.1, if $N \sim \text{Binomial}(\zeta, p)$, the CDF of $\Phi_{r,s:N}^{ORSS}$ takes the form

$$G_{\Phi_{r,s:N}^{ORSS}}(\phi) = 1 - ((r-1)!(s-r-1)!(n-s)!P(N \geq s))^{-1} \times \sum_{n=s}^{\zeta} \sum_{r,s,n} \sum_{l,j,y,h,u} A_{l,j,y,h,u}(r, s, n) \times \left( \left\{ \sum_{k=1}^{r-1} \sum_{v,h} \right\} \times \left\{ \sum_{k=1}^{r-1} \sum_{v,h} \right\} \times \left\{ \sum_{k=1}^{n} \right\} \times \phi \right)^{-1} I(0 \leq \phi < \infty).$$
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\[
\times \left( \left\{ \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \right.
\]

\[
\times \left( \left\{ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right\} \right.
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) + \left( \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) \right)^{-1} 
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \right)
\]

\[
\times \left( \left\{ \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \right.
\]

\[
\times \left( \left\{ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right\} \right.
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) + \left( \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) \right)^{-1} 
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \right)
\]

\[
\times (\zeta - \kappa + 1)^{-1} I(0 \leq \phi < \infty), \tag{26}
\]

where \( P(N \geq s) = 1 - \sum_{\eta=0}^{s-1} \left( \frac{\zeta}{\eta} \right) p^n (1 - p)^{\zeta-n} \).

**Corollary 3.6** Under the provisions of Theorem 3.2.1, if \( N \sim \text{Uniform}(\kappa, \zeta) \), the CDF of \( \Phi_{r,s;N}^{ORSS} \) takes the form

\[
G_{r,s;N}^{ORSS}(\phi) = 1 - ((r - 1)!(s - r - 1)!(n - s)!P(N \geq s))^{-1} 
\]

\[
\times \sum_{n=s}^{\zeta} \sum_{r,s,n} \sum_{l,j,v,h,u} A_{l,j,v,h,u}(r, s, n) 
\]

\[
\times \left( \left\{ \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) + (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \right.
\]

\[
\times \left( \left\{ \sum_{k=1}^{r-1} (n - l_k + j_k) + (n + t_r - i_r + 1) + \sum_{k=r+1}^{s-1} (n + v_k - i_k) \right\} \right.
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) + \left( \sum_{k=r+1}^{s-1} h_k(n + v_k - i_k) \right)^{-1} 
\]

\[
+ (n + t_s - i_s + 1) + \sum_{k=s+1}^{n} (n + v_k - i_k) \right\} \right)
\]

\[
\times (\zeta - \kappa + 1)^{-1} I(0 \leq \phi < \infty), \tag{27}
\]

where \( P(N \geq s) = \begin{cases} 
1, & \text{if } s \leq \kappa, \\
1 - \frac{s-\kappa}{\zeta-\kappa+1}, & \text{if } s > \kappa. 
\end{cases} \)
4 Simulation study

In the present section, we perform a Monte Carlo simulation study to examine the performance of the suggested PCIs for future ORSS based on the two important lifetime distributions $\text{Exp}(\theta)$ and Pareto$(1, \alpha)$. Our study is carried out for a non-random sample size and the random sample size $N$, where $N$ is binomially or uniformly distributed. Our goal here is to show the practical importance of the methods presented in the previous sections and making comparisons between the pivotal quantities $\Psi_{r,s:N}$ and $\Phi_{r,s:N}$. Though the complicated form of $F_{ORSS}(\Psi)$ and $G_{ORSS}(\phi)$ (see Theorems 3.1.1, 3.2.1 and their corollaries), simulation studies are conducted and the equations $F_{ORSS}(\Psi) = 1 - \gamma$ and $G_{ORSS}(\phi) = 1 - \gamma$ are solved numerically using Mathematica 12 to obtain the probability coverage (PC) and average interval width (AIW) for $x^*_s$ ($s = r + 1, r + 2, \ldots, N$) based on the pivotal quantities $\Psi_{r,s:N}$ and $\Phi_{r,s:N}$. Moreover, for each of the distributions $\text{Exp}(1)$ and Pareto$(1, 1)$ (note that, in view of Remark 2, the choice $\theta = \alpha = 1$ does not lose our study its generality), we generate ORSS, each of them has random size $N$, when the random sample size is assumed to be distributed as: Binomial$(7, p)$ ($p = 0.4, 0.7, 0.9$) and Uniform$(2, 7)$. The PCs and AIWs of the obtained PCIs are displayed in Tables 1, 2 and 3 for different choices of $N$.

We compare the performance of the two different pivotal quantities and assess the PCIs in terms of the AIWs and PCs. Generally, the PCIs in all cases of this study are good and acceptable in the sense of the PC and AIW. For example, in the all cases of our simulation study, the PCIs for prediction of the future events in the case of RSS are comparable, based on the PC and AIW, to those of Barakat et al. [7,8] for prediction of the future events in the case of SRS. On the other hand, we found that the increasing $r$ comparing with $N$ (or $n$) (i.e., decreasing the number of the unobserved (future) observations) yields a shorter AIW. Moreover, the results pertain to the pivotal quantity $\Psi_{r,s:N}$ are generally better than the results that pertain to the pivotal quantity $\Phi_{r,s:N}$ (even when $P(N = n) = 1$). Finally, when $N \sim \text{Binomial}(\varsigma, p)$, the increasing of $p$ generally yields a shorter AIW.

5 Data analysis (Wooden toy prices)

Here, we present the analysis of real data, which are fitted by the exponential and Pareto distributions, to illustrate and assess the methods described in Sect. 3. All the computations are conducted using Mathematica 12 software. These real data were presented in [Hand et al. (1994), p. 48]. The following, Table 4, are the prices (in £) of the 31 different children’s wooden toys on sale in a Suffolk craft shop in April 1991. The quoted source uses them in exercises on graphical presentation of data. For checking whether the exponential and Pareto distributions are appropriate for describing these data, we first note that the Pareto distribution (with $\beta = 1$) may only describe this data set if we slightly modified it by discarding the three observations 0.5000, 0.6500 and 0.9000, which have values less than 1, and approximate the value 0.9900 to 1. Therefore, for the exponential distribution we treat with the data given...
Table 1  The PC and AIW when \( \tilde{N}_s \) has Binomial(7, \( p \)) (\( p = 0.4, 0.7, 0.9 \))

|   |   |   |   | PC\( \Psi_{90\%} \) | AIW\( \Psi_{90\%} \) | PC\( \Psi_{95\%} \) | AIW\( \Psi_{95\%} \) | PC\( \Phi_{90\%} \) | AIW\( \Phi_{90\%} \) | PC\( \Phi_{95\%} \) | AIW\( \Phi_{95\%} \) |
|---|---|---|---|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 2 | 3 | 0.4 | 4 | 0.9292 | 2.5314 | 0.9672 | 3.8190 | 0.9319 | 4.8437 | 0.9699 | 7.3073 |
|   | 3 | 0.7 | 5 | 0.9057 | 1.4185 | 0.9550 | 2.1357 | 0.9099 | 3.6626 | 0.9581 | 5.5134 |
|   | 3 | 0.9 | 6 | 0.9000 | 0.9240 | 0.9498 | 1.3790 | 0.8982 | 3.0808 | 0.9481 | 4.6182 |
| 2 | 4 | 0.4 | 5 | 0.9236 | 3.8148 | 0.9753 | 5.4513 | 0.9275 | 9.7193 | 0.9708 | 13.8773 |
|   | 4 | 0.7 | 5 | 0.9097 | 3.1065 | 0.9582 | 4.5040 | 0.9065 | 7.7972 | 0.9554 | 11.3147 |
|   | 4 | 0.9 | 6 | 0.9090 | 1.8787 | 0.9524 | 2.6625 | 0.9064 | 6.3175 | 0.9543 | 8.9681 |
| 2 | 5 | 0.4 | 6 | 0.9297 | 4.7584 | 0.9760 | 6.6460 | 0.9508 | 14.9059 | 0.9777 | 20.9111 |
|   | 5 | 0.7 | 6 | 0.9228 | 4.0928 | 0.9674 | 5.6941 | 0.9290 | 13.0879 | 0.9646 | 18.1066 |
|   | 5 | 0.9 | 6 | 0.9099 | 3.0443 | 0.9428 | 3.7561 | 0.9086 | 10.2390 | 0.9505 | 13.7362 |
| 3 | 4 | 0.4 | 5 | 0.9202 | 2.3142 | 0.9796 | 3.2580 | 0.9258 | 3.1218 | 0.9759 | 4.3945 |
|   | 4 | 0.7 | 5 | 0.9119 | 1.8199 | 0.9599 | 2.5769 | 0.9149 | 2.4597 | 0.9603 | 3.4722 |
|   | 4 | 0.9 | 6 | 0.9029 | 1.0170 | 0.9539 | 1.4218 | 0.9026 | 1.8954 | 0.9509 | 2.6512 |
| 3 | 5 | 0.4 | 6 | 0.9324 | 3.3086 | 0.9847 | 4.3898 | 0.9307 | 5.8129 | 0.9830 | 7.7299 |
|   | 5 | 0.7 | 6 | 0.9245 | 2.7596 | 0.9784 | 3.7182 | 0.9242 | 5.1123 | 0.9756 | 6.8831 |
|   | 5 | 0.9 | 6 | 0.9058 | 1.9659 | 0.9484 | 2.4599 | 0.8995 | 4.0850 | 0.9484 | 5.3223 |
| 4 | 5 | 0.4 | 6 | 0.9323 | 2.2824 | 0.9836 | 3.1184 | 0.9393 | 2.5065 | 0.9842 | 3.4277 |
|   | 5 | 0.7 | 6 | 0.9207 | 1.9521 | 0.9773 | 2.7004 | 0.9223 | 2.1562 | 0.9778 | 2.9794 |
|   | 5 | 0.9 | 6 | 0.9095 | 1.3116 | 0.9593 | 1.8175 | 0.8936 | 1.6427 | 0.9528 | 2.2877 |
Table 2 The PC and AIW when $\tilde{N}_s$ has Uniform(2, 7)

| $r$ | $s$ | $\tilde{N}$ | $\text{PC}\Psi_{90\%}$ | $\text{AIW}\Psi_{90\%}$ | $\text{PC}\Psi_{95\%}$ | $\text{AIW}\Psi_{95\%}$ | $\text{PC}\Phi_{90\%}$ | $\text{AIW}\Phi_{90\%}$ | $\text{PC}\Phi_{95\%}$ | $\text{AIW}\Phi_{95\%}$ |
|-----|-----|-------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| 2   | 3   | 5           | 0.9173                 | 1.4347                 | 0.9617                 | 2.1704                 | 0.9155                 | 3.8606                 | 0.9591                 | 5.8424                 |
|     | 4   | 5           | 0.9292                 | 2.5153                 | 0.9668                 | 3.5985                 | 0.9066                 | 7.7389                 | 0.9576                 | 11.0718                |
|     | 5   | 6           | 0.9085                 | 3.5575                 | 0.9554                 | 5.0504                 | 0.9073                 | 11.3044                | 0.9647                 | 17.3001                |
|     | 6   | 7           | 0.9228                 | 4.3666                 | 0.9564                 | 5.6630                 | 0.9283                 | 17.9791                | 0.9686                 | 23.4231                |
| 3   | 4   | 5           | 0.9283                 | 1.2902                 | 0.9724                 | 1.9199                 | 0.9299                 | 2.2496                 | 0.9641                 | 3.0792                 |
|     | 5   | 6           | 0.9212                 | 2.5252                 | 0.9672                 | 3.5184                 | 0.9203                 | 4.4334                 | 0.9651                 | 6.0862                 |
|     | 6   | 7           | 0.9367                 | 3.1458                 | 0.9749                 | 4.2723                 | 0.9335                 | 6.7831                 | 0.9731                 | 9.2119                 |
| 4   | 5   | 6           | 0.9056                 | 1.6033                 | 0.9662                 | 2.3752                 | 0.9048                 | 1.7566                 | 0.9641                 | 2.6023                 |
|     | 6   | 7           | 0.9316                 | 2.4580                 | 0.9750                 | 3.4111                 | 0.9332                 | 3.4270                 | 0.9773                 | 4.7683                 |
| 5   | 6   | 7           | 0.9181                 | 1.5549                 | 0.9788                 | 2.5264                 | 0.9153                 | 1.4598                 | 0.9781                 | 2.3746                 |
Table 3  The PC and AIW when the sample size is fixed

| n  | r  | s  | PC|AIW |PC|AIW |PC|AIW |PC|AIW |PC|AIW |
|----|----|----|---|-----|---|-----|---|-----|---|-----|---|-----|
| 3  | 2  | 3  | 0.9019 | 4.5738 | 0.9517 | 6.8369 | 0.8989 | 5.8989 | 0.9497 | 8.8197 |
| 4  | 2  | 3  | 0.9006 | 2.0839 | 0.9474 | 3.1073 | 0.8990 | 3.9732 | 0.9490 | 5.9246 |
| 3  | 4  | 4  | 0.9016 | 5.6776 | 0.9502 | 8.0727 | 0.8958 | 10.8752 | 0.9463 | 15.4629 |
| 5  | 2  | 3  | 0.9021 | 1.3339 | 0.9528 | 1.9891 | 0.8994 | 3.3856 | 0.9479 | 5.0484 |
| 4  | 0.9035 | 2.9061 | 0.9525 | 4.1071 | 0.8991 | 7.4118 | 0.9496 | 10.4748 |
| 5  | 0.9018 | 6.2099 | 0.9504 | 8.6613 | 0.9022 | 15.8481 | 0.9467 | 22.1041 |
| 6  | 3  | 4  | 0.9012 | 1.6925 | 0.9499 | 2.3458 | 0.8999 | 2.2901 | 0.9521 | 3.1740 |
| 5  | 0.8972 | 4.5812 | 0.9457 | 6.0565 | 0.8951 | 6.1995 | 0.9462 | 8.1960 |
| 6  | 0.8900 | 3.4030 | 0.9512 | 4.6186 | 0.8997 | 2.6957 | 0.9475 | 3.6586 |
| 6  | 2  | 3  | 0.8995 | 0.9763 | 0.9519 | 1.4564 | 0.9015 | 3.1029 | 0.9517 | 4.6287 |
| 4  | 0.9001 | 1.9746 | 0.9497 | 2.7895 | 0.9005 | 6.2969 | 0.9518 | 8.8955 |
| 5  | 0.9007 | 3.4027 | 0.9499 | 4.7094 | 0.8955 | 10.8524 | 0.9489 | 15.0199 |
| 6  | 0.9008 | 6.6384 | 0.9481 | 9.1652 | 0.8989 | 21.0202 | 0.9491 | 29.0213 |
| 3  | 4  | 0.9024 | 1.0901 | 0.9492 | 1.5101 | 0.9007 | 1.9044 | 0.9549 | 2.6380 |
| 5  | 0.8968 | 2.3442 | 0.9471 | 3.0627 | 0.9027 | 4.0960 | 0.9510 | 5.3515 |
| 6  | 0.8964 | 4.9787 | 0.9489 | 6.4389 | 0.9000 | 8.7654 | 0.9496 | 11.3363 |
| 4  | 5  | 0.8982 | 1.5405 | 0.9515 | 2.0746 | 0.8959 | 1.6889 | 0.9471 | 2.2745 |
| 6  | 0.9042 | 4.1860 | 0.9530 | 5.3869 | 0.9000 | 4.5541 | 0.9506 | 5.8605 |
| 5  | 6  | 0.9018 | 3.2449 | 0.9521 | 4.3439 | 0.9001 | 2.2520 | 0.9493 | 3.0147 |
| 7  | 2  | 3  | 0.8960 | 0.7697 | 0.9475 | 1.1432 | 0.8991 | 2.9469 | 0.9466 | 4.3104 |
Table 3 continued

| n | r   | s   | PC$\Psi_{90\%}$ | AIW$\Psi_{90\%}$ | PC$\Psi_{95\%}$ | AIW$\Psi_{95\%}$ | PC$\Phi_{90\%}$ | AIW$\Phi_{90\%}$ | PC$\Phi_{95\%}$ | AIW$\Phi_{95\%}$ |
|---|-----|-----|-----------------|-------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 4 | 0.8933 | 1.5069 | 0.9441 | 2.0248 | 0.8988 | 5.6986 | 0.9432 | 7.6575 |
| 5 | 0.8930 | 2.3304 | 0.9449 | 3.2294 | 0.8912 | 8.8899 | 0.9443 | 12.3191 |
| 6 | 0.8901 | 3.6511 | 0.9496 | 5.1869 | 0.8992 | 14.4526 | 0.9446 | 18.9576 |
| 7 | 0.8959 | 6.8295 | 0.9483 | 9.3021 | 0.8945 | 25.9228 | 0.9424 | 35.0997 |
| 3 | 4 | 0.8966 | 0.7975 | 0.9447 | 1.0964 | 0.8994 | 1.7253 | 0.9490 | 2.3639 |
| 5 | 0.9022 | 1.5747 | 0.9478 | 2.0138 | 0.9003 | 3.3484 | 0.9472 | 4.3315 |
| 6 | 0.8882 | 2.6509 | 0.9526 | 3.5605 | 0.8943 | 5.6976 | 0.9529 | 7.6524 |
| 7 | 0.8998 | 5.2766 | 0.9508 | 6.7830 | 0.8957 | 11.3554 | 0.9477 | 14.5971 |
| 4 | 5 | 0.8956 | 0.9883 | 0.9513 | 1.3591 | 0.8974 | 1.3680 | 0.9533 | 1.8743 |
| 6 | 0.8995 | 2.0984 | 0.9472 | 2.6599 | 0.9036 | 2.9896 | 0.9542 | 3.8501 |
| 7 | 0.9001 | 4.5748 | 0.9460 | 5.5356 | 0.9006 | 6.3334 | 0.9427 | 7.6440 |
| 5 | 6 | 0.9012 | 1.4735 | 0.9495 | 1.9485 | 0.8994 | 1.3813 | 0.9511 | 1.8264 |
| 7 | 0.9017 | 3.9923 | 0.9545 | 5.1060 | 0.8996 | 3.7415 | 0.9535 | 4.7853 |
| 6 | 7 | 0.9027 | 3.1528 | 0.9485 | 4.1514 | 0.9010 | 1.9678 | 0.9488 | 2.5911 |
Algorithm 1
1: Determine the distribution from which the RSS data will be drawn.
2: Determine the distribution of the random sample size $N$ and select its parameters.
3: Select the values of $r$ and $s$.
4: Solve the nonlinear equations $F_{\text{ORSS}}(\psi) = 1 - \gamma$ and $G_{\text{ORSS}}(\phi) = 1 - \gamma$ accurately to obtain the values of $\psi$ and $\phi$ at $\gamma = 0.05, 0.10$.

Monte Carlo Simulation:
5: Generate a random integer $\tilde{N}_s$ from the left truncated binomial distribution or discrete uniform distribution at $s$.
6: Generate $\tilde{N}_s$ random samples, $x_{i(1:\tilde{N}_s)}, x_{i(2:\tilde{N}_s)}, \ldots, x_{i(\tilde{N}_s:\tilde{N}_s)}$ ($i = 1, 2, \ldots, \tilde{N}_s$) each of size $\tilde{N}_s$ by the transformation:
   
   \[
   x_{i(j:\tilde{N}_s)} = \begin{cases} 
   \frac{1}{\theta} \ln \left(1 - U_{j:\tilde{N}_s}\right)^{-1}, & \text{if } x \sim \text{Exp}(\theta), \\
   \beta \left(1 - U_{j:\tilde{N}_s}\right)^{-1/\alpha}, & \text{if } x \sim \text{Pareto}(\beta, \alpha),
   \end{cases}
   \]

   where $U_{j:\tilde{N}_s}$ ($j = 1, 2, \ldots, \tilde{N}_s$) are independent and identical uniform(0,1) RVs.
7: Obtain $\tilde{N}_s$ ordered observations, $x_{s:\tilde{N}_s} \leq x_{s+1:\tilde{N}_s} \leq \ldots \leq x_{\tilde{N}_s:\tilde{N}_s}$, from RSS sample.
8: Determine the lower and upper bounds of the PCI, utilizing Theorems 3.1.1 and 3.2.1, based on the pivotal quantities $\Psi_{r,s:N}$ and $\Phi_{r,s:N}$, and compute their AIWs, say $\text{AIW}_{\Psi_{r,s:N}}$ and $\text{AIW}_{\Phi_{r,s:N}}$, respectively.
9: Check if $x_{s:\tilde{N}_s}$ lies within the PCI based on the two pivotal quantities $\Psi_{r,s:N}$ and $\Phi_{r,s:N}$.
10: Repeat steps 5-9, 10,000 cycles.
11: Calculate the integer part of the average sample size, $\bar{N}$, the PC and AIW of the PCI of $x_{s:\tilde{N}_s}$ based on $\Psi_{r,s:N}$ and $\Phi_{r,s:N}$, respectively.

Table 4 The prices (in £) of 31 different children’s wooden toys

| Price  | 4.2000 | 1.1200 | 1.3900 | 0.5000 | 0.9900 | 11.5000 | 7.3600 | 4.7500 | 11.5900 |
|--------|--------|--------|--------|--------|--------|---------|--------|--------|---------|
| 1.4500 | 2.0000 | 5.1200 | 8.6900 | 3.9900 | 0.9000 | 9.8000  | 2.1500 | 1.9900 |
| 1.8500 | 1.7400 | 6.2400 | 1.9900 | 5.8100 | 1.7000 | 2.8500  | 2.6000 | 3.0000 |
| 12.2000| 1.3500 | 10.0000| 0.6500 |        |        |         |        |        |         |

in Table 4, while for the Pareto distribution we treat with the same data after the preceding modification. We check whether the exponential and Pareto distributions are appropriate for describing these data sets by using three different goodness-of-fit tests, Cramér-von Mises, Pearson $\chi^2$, and Kolmogorov-Smirnov. Via these tests, we found that Exp($\hat{\theta} = 0.2358$) and Pareto ($\hat{\beta} = 1$, $\hat{\alpha} = 0.8694$) are the best fitted distributions for these data sets, see Table 5. We also use the empirical distribution function to check whether the exponential and Pareto distributions are appropriate for describing these data sets. Figures 1 and 2 show, respectively, the empirical distribution function versus the fitted exponential and Pareto survival functions for the given data. Visually, the shown empirical functions for the fitted survival functions are very near, indicating very good fit.

Sticking to Scheme 1, a SRS of size 5 is selected randomly without replacement from each of the two data sets of sample size 31 (for the exponential distribution) and 28 (for the Pareto distribution), respectively. The first smallest observation is measured from each of the first two selected sets. Next, the second SRS of size 5 is selected...
Table 5  Fitting real data for the exponential and Pareto distributions based on three different tests

| Tests and p-value | Distribution  | Exp(θ) | Pareto(β, α) |
|------------------|---------------|--------|--------------|
| Maximum likelihood estimation | exp(θ) = 0.2358 | ~ | ~ |
| Cramér-von Mises | 0.3537 | 0.1212 |
| Pearson χ² | 0.2404 | 0.3986 |
| Kolmogorov-Smirnov | 0.4415 | 0.2425 |

Fig. 1  The empirical and fitted exponential survival function

Fig. 2  The empirical and fitted Pareto survival function
randomly without replacement from the remaining data from each of the two data sets, and the second smallest observation is measured from each of the second selected sets. This procedure is continued until the fifth SRS of size 5 is selected randomly without replacement from the remaining data from each of the two data sets, and the largest observation is measured from each of the last selected sets. Therefore, we get the two RSSs (1.12,0.65,1.39,8.69,2.60) and (1.12,6.24,1.74,2.60,5.81) for Exp(0.2358) and Pareto(1,0.8694), respectively.

By using the procedure of ORSS in Schemes 2, we predict the last \( (N - 3) \) observations (which will be assumed to be unobserved), based on the first three observations when the sample size is supposed to be fixed or random, i.e. \( x_{4:5}^* \) and \( x_{5:5}^* \) when the sample size is fixed and \( x_{s:N}^* \) (\( s = 4, ..., N \)) when the sample size \( N \) is a RV. The quantile values (for \( \gamma = 0.05, 0.10 \)), PCIs (for \( x_{s:N}^* \), \( s = 4, ..., N \)), and their interval widths (IWs) are constructed based on the exponential and Pareto distributions and displayed in Tables 6 and 7.

In the most cases, the real values of \( x_{s:n}^* \) and \( x_{s:N}^* \) (\( s = 4, 5 \)) lay in the PCIs for the two distributions, see Table 6. Moreover, the results pertain to the exponential distribution are generally better than the results that pertain to the Pareto distribution based on the IW (this may be due to the exponential distribution has a better fitting than the Pareto distribution based on the p-value, as Table 5 shows). Finally, the binomially distribution assumption of the sample size generally gives a better result than the uniform distribution assumption.

| ORSS design based on fitted Exp(0.2358) | ORSS design based on fitted Pareto(1,0.8694) |
|----------------------------------------|---------------------------------------------|
| 1.12 1.85 2.85 10.00 11.59 \( \rightarrow \) 1.12 1.85 2.85 10.00 11.59 \( \rightarrow \) 1.12 1.85 2.85 10.00 11.59 \( \rightarrow \) 1.12 | 0.50 0.65 4.20 7.36 9.80 \( \rightarrow \) 0.65 4.20 6.24 7.36 9.80 \( \rightarrow \) 1.39 1.35 1.39 1.39 1.39 \( \rightarrow \) 1.74 1.74 1.74 1.74 1.74 \( \rightarrow \) 1.74 |
| 0.90 1.35 1.39 6.24 11.50 \( \rightarrow \) 1.39 1.35 1.39 1.39 1.39 \( \rightarrow \) 1.74 1.74 1.74 1.74 1.74 \( \rightarrow \) 1.74 | 0.90 1.35 1.39 6.24 11.50 \( \rightarrow \) 1.39 1.35 1.39 1.39 1.39 \( \rightarrow \) 1.74 1.74 1.74 1.74 1.74 \( \rightarrow \) 1.74 |
| 1.74 1.99 2.15 8.69 12.20 \( \rightarrow \) 8.69 1.45 1.70 1.99 2.60 \( \rightarrow \) 2.60 1.00 1.99 2.00 5.12 \( \rightarrow \) 5.81 5.81 \( \rightarrow \) 5.81 | 0.90 1.35 1.39 6.24 11.50 \( \rightarrow \) 1.39 1.35 1.39 1.39 1.39 \( \rightarrow \) 1.74 1.74 1.74 1.74 1.74 \( \rightarrow \) 1.74 |

Scheme 2. ORSS design

6 Conclusion

By exploiting Theorems 3.1.1, 3.2.1, and their corollaries, a scale-free and shape-free pivotal quantities for the exponential and Pareto distributions were used, respectively, to construct prediction intervals for future observations based on the ORSS. The explicit forms of the PDFs and CDFs of the pivotal quantities were derived.

A simulation study was performed to scrutinize the efficiency of the proposed methods for different choices of the random sample size. This simulation study (Tables 1, 2 and 3) revealed that if we fixed the value of \( s \), the average width of the predictive confidence interval of \( x_{s:N}^* \) decreases, with increasing \( r \). On the other hand, if we fixed the value of \( r \), the average width of the predictive confidence interval of \( x_{s:N}^* \) increases, with increasing \( s \). Consistently, the average width of the predictive confidence interval of \( x_{s:N}^* \) decreases with increasing the value of the sample size.
| Dist. of N       | r | s | N   | $\psi_{r,s}$ | PCI $\psi_{90\%}$ | PCI $\psi_{95\%}$ | $x^*_N$ | PCI $\psi_{90\%}$ | PCI $\psi_{95\%}$ | IW $\psi_{90\%}$ | PCI $\psi_{95\%}$ | IW $\psi_{95\%}$ |
|-----------------|---|---|-----|------------|-----------------|-----------------|--------|-----------------|-----------------|----------------|-----------------|----------------|
| Fixed           | 3 | 4 | 5   | 0.8705     | (0.22901)       | (0.31740)       | 2.6000 | (1.3900,4.5732) | (1.3900,5.8018) | 3.1832         | (1.3900,5.0207) | 4.4119         |
|                 | 5 | 5 | 5   | 5.2517     | (0.61995)       | (0.81960)       | 8.6900 | (1.3900,10.0073)| (1.3900,12.7825)| 8.6173         | (1.3900,7.8059) | 11.3925        |
| Binomial(7,0.9) | 3 | 4 | 6   | 0.8705     | (0.19010)       | (0.26120)       | 2.6000 | (1.3900,4.0323) | (1.3900,7.1655)| 3.1832         | (1.3900,6.0835) | 4.6935         |
|                 | 5 | 7 | 7   | 5.2517     | (0.4155)        | (0.53352)       | 8.6900 | (1.3900,7.1655)| (1.3900,8.8059)| 5.7755         | (1.3900,6.0835) | 7.4159         |
| Uniform(2,7)    | 3 | 4 | 6   | 0.8705     | (0.23703)       | (0.33766)       | 2.6000 | (1.3900,4.6847) | (1.3900,9.9476)| 3.2947         | (1.3900,9.9476) | 4.6935         |
|                 | 5 | 7 | 7   | 5.2517     | (0.46224)       | (0.61565)       | 8.6900 | (1.3900,7.8152) | (1.3900,9.9476)| 6.4252         | (1.3900,9.9476) | 8.5576         |

Table 6 Lower and upper bounds for $x^*_N (s = 4, ..., N)$ based on exponential (0.2358)
Table 7 Lower and upper bounds for $\ln x^*_s; N$ ($s = 4, ..., N$) based on Pareto (1,0.8694)

| Dist. of $N$ | $r$ | $s$ | $N$ | $\phi_{r,s}$ | PCI $\Phi_{90\%}$ | PCI $\Phi_{95\%}$ | $\ln x^*_s; N$ | PCI $\Phi_{90\%}$ | IW $\Phi_{90\%}$ | PCI $\Phi_{95\%}$ | IW $\Phi_{95\%}$ |
|--------------|-----|-----|-----|-------------|-------------------|-------------------|----------------|-------------------|----------------|-------------------|----------------|
| Fixed        | 3   | 4   | 5   | 0.8415      | (0.2,2.901)       | (0,3.1740)        | 1.7595         | (0.9555,3.1437)  | 2.1882         | (0.9555,3.9883)  | 3.0328          |
|              | 5   | 5   | 0.9162 | (0.6,1.995) | (0,8.1960)       | 1.8309           | (0.9555,6.8792) | 5.9237         | (0.9555,8.7869) | 7.8314          |
| Binomial(7,0.9) | 3   | 4   | 6   | 0.8415      | (0.1,9.085)       | (0,2.6712)        | 1.7595         | (0.9555,2.7791)  | 1.8236         | (0.9555,3.5079)  | 2.5524          |
|              | 5   | 7   | 0.9162 | (0.4,1.429) | (0,5.4677)       | 1.8309           | (0.9555,4.9141) | 3.9586         | (0.9555,6.1800) | 5.2245          |
| uniform(2,7) | 3   | 4   | 6   | 0.8415      | (0.2,3.703)       | (0,3.3766)        | 1.7595         | (0.9555,3.2203)  | 2.2648         | (0.9555,4.1819)  | 3.2244          |
|              | 5   | 7   | 0.9162 | (0.4,6.224) | (0,6.1565)       | 1.8309           | (0.9555,5.3723) | 4.4168         | (0.9555,6.8381) | 5.8826          |
In all cases, the average width of the predictive confidence interval of $x_{\gamma}^{*}$ based on the pivotal quantity $\Psi_{ORSS}^{r,s;N}$ is less than the corresponding average width of $x_{\gamma}^{*}$ based on the pivotal quantity $\Phi_{ORSS}^{r,s;N}$. In most cases, the average width of the predictive confidence interval of $x_{\gamma}^{*}$ for fixed sample size is less than the corresponding average width of $x_{\gamma}^{*}$ when the sample size is random. Constantly, the probability coverage is about to $1 - \gamma$. Finally, an example for real lifetime data is analyzed to demonstrate the applicability of the obtained results.
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