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ABSTRACT
Understanding the chemical processes during starless core and prestellar core evolution is an important step in understanding the initial stages of star and disk formation. This project is a study of deuterated ammonia, o-NH$_2$D, in the L1251 star-forming region toward Cepheus. Twenty-two dense cores (twenty of which are starless or prestellar, and two of which have a protostar), previously identified by p-NH$_3$ (1,1) observations, were targeted with the 12m Arizona Radio Observatory telescope on Kitt Peak. o-NH$_2$D $J_{K_aK_c} = 1_{11} - 1_{01}$ was detected in 13 (59%) of the NH$_3$-detected cores with a median sensitivity of $\sigma_{\text{mb}} = 17$ mK. All cores detected in o-NH$_2$D at this sensitivity have p-NH$_3$ column densities $> 10^{14}$ cm$^{-2}$. The o-NH$_2$D column densities were calculated using the constant excitation temperature (CTEX) approximation while correcting for the filling fraction of the NH$_3$ source size. The median deuterium fraction was found to be 0.11 (including 3$\sigma$ upper limits). However, there are no strong, discernible trends in plots of deuteration fraction with any physical or evolutionary variables. If the cores in L1251 have similar initial chemical conditions, then this result is evidence of the cores physically evolving at different rates.
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1 INTRODUCTION
Starless, prestellar, and protostellar cores are dense regions in molecular clouds with a rich molecular gas phase chemistry (Bergin & Tafalla 2007; Di Francesco et al. 2007; André et al. 2014; Dunham et al. 2014; Jørgensen et al. 2020). Deuterated molecules allow us to observe cold and dense regions within cores to learn more about the chemical evolution of these cores early in the star and planet formation process. The chemistry during the starless and prestellar core phases has far-reaching effects for future disk and planet formation process. The chemistry during the starless and prestellar core phases have far-reaching effects for future disk and planet formation chemistry by setting the initial chemical conditions immediately prior to the formation of a disk and protostar (e.g., Clevees et al. 2014; Jensen et al. 2021).

Deuterated isotopologues of molecules, where one or more hydrogen atoms have been replaced by a deuterium atom, were first identified toward Orion with the detection of the DCN molecule (Jefferts et al. 1973). They have been found in dense molecular cores over a wide range of densities and temperatures and are prevalent in cold ($T \sim 10$ K), dense ($n > 10^6$ cm$^{-3}$) regions (Ceccarelli et al. 2014). Fractionation of the molecular D/H ratios have been observed that can be many orders of magnitude larger (i.e. Lis et al. 2002; Paire et al. 2004) than the local Galactic atomic D/H ratio of 1.5 $\times$ 10$^{-5}$ and primordial D/H ratio of 2.6 $\times$ 10$^{-5}$ (Linsky 2003; Rogers et al. 2007; Cooke et al. 2016; Planck Collaboration et al. 2016). Gas-phase deuteration chemistry is primarily driven by ion-molecule chemistry where collisional ionization from cosmic rays and secondary electrons form H$_2$D$^+$ which reacts with the most abundant molecule, H$_2$, to form the ion H$_3^+$ (Watson 1974; Klemperer 2006). At low temperatures, the forward reaction of the H$_3^+$ ion with HD is favored to form H$_2$D$^+$ via the exothermic reaction H$_3^+$ + HD forms H$_2$D$^+$ + 240 K (Millar et al. 1989; Roberts et al. 2003). This ion can then react with other gas phase molecules to transfer D to those molecules or form new molecules (i.e. CO + H$_2$D$^+$ forms DCO$^+$; Yu 2009). Low temperatures, $T_R \sim 10 – 20$ K, in the dense regions ($> 10^6$ cm$^{-3}$) of the clouds also force the freeze-out...
of molecules like CO (Willacy et al. 1998; Bacmann et al. 2002; Cazaux et al. 2017). Since CO is a significant destruction route for H$_2$D$^+$, its depletion enhances the gas phase H$_2$D$^+$ abundance. Icy grain surface chemistry also plays a role in chemical deuteriation (Tielens 1983), and allows further formation of deuterated species (Fedoseev et al. 2014). This gas phase and solid state chemistry at low temperatures leads to an increase in the overall molecular D/H ratios which then leads to the deuterium fractionation of other species.

NH$_3$ is a popular molecular tracer that has been used to probe the structure of dense cores (Ho & Townes 1983; Benson & Myers 1989; Iijima et al. 1999; Seo et al. 2015; Friesen et al. 2017) since its lowest inversion transition has an optically thin critical density of 2 $\times$ 10$^3$ cm$^{-3}$ at 10 K (Shirley 2015). It also resists depletion except in the coldest and densest regions of prestellar cores (Friesen et al. 2009; Ruskaan et al. 2011; Chitsazzadeh et al. 2014; Pineda et al. 2022; Caselli et al. 2022). The singly-deuterated version of ammonia, NH$_2$D, is potentially an excellent probe of dense gas that has spent a significant amount of time at high densities and at low temperatures (Olberg et al. 1985; Tiné et al. 2000; Saito et al. 2000; Shah & Wootten 2001; Hatchell 2003; Roueff et al. 2005; Harju et al. 2017). It forms primarily in the gas phase from ion-molecule reactions (Le Gal et al. 2014; Hily-Blant et al. 2018), such as NH$_3$ + H$_2$D$^+$ forms NH$_2$D$^+$, which then undergo dissociative recombination (DR) with a free electron to form NH$_2$D (see Öjekull et al. 2004 for the measurements of the DR branching ratios of NH$_3$); unfortunately, there are no published laboratory measurements of the branching ratio for DR of NH$_3$D$^+$. NH$_2$D is an ablate asymmetric top molecule with a permanent electric dipole moment mostly aligned with the c-axis ($\mu_a = -0.18$ D, $\mu_c = 1.463$ D; Cohen & Pickett 1982). Like NH$_3$, NH$_2$D inverts via quantum tunneling and this inversion splits rotational energy levels in the ground vibrational state into symmetric ($v = 0\alpha$) and anti-symmetric ($v = 0\beta$) levels. The rotation-inversion energy levels are denoted by the quantum numbers $J_{K,\alpha}$ where the $z$ superscript corresponds to the inversion symmetry substate (+$\Rightarrow v = 0\alpha$ and $\Rightarrow v = 0\beta$). Furthermore, NH$_2$D has a mirror plane with C$_3$ symmetry resulting in symmetric (ortho) and anti-symmetric (para) nuclear wavefunctions with respect to the interchange of the two symmetric hydrogen atoms. Due to Fermi-Dirac statistics, each rotation-inversion energy level is classified as either ortho (o-NH$_2$D) or para (p-NH$_2$D) depending on whether $-1\times K_{\alpha,\beta}$ is equal to $-1$ (ortho) or $+1$ (para) where $i_x = 0$ for $v = 0\alpha$ and $i_x = 1$ for $v = 0\beta$.

Astrochemical studies typically focus on details of a single object or a small subset of objects located in different clouds. Therefore, there are a lack of surveys that focus on the chemistry of the entire dense core population within a single cloud. This work is an observational study of singly-deuterated ammonia, o-NH$_2$D, in the c-type rotation-inversion transition $1_1^1 \rightarrow 0_0^1$ (optically thin critical density of 7 $\times$ 10$^3$ cm$^{-3}$ using the definition in Shirley 2015) toward the entire NH$_3$-identified core population in the nearby Lynds 1251 (L1251) molecular cloud. L1251 is an isolated molecular cloud actively forming low-mass stars, located in the near side of the Cepheus Flare (Grenier et al. 1989; Kun et al. 2008). Maps of CO 1-0 indicate that the cloud has a cometary, filamentary shape spanning over 7 pc in length (Sato et al. 1994). Twenty-two dense cores, identified by the NH$_3$ survey of Keown et al. 2017, were observed using the 12m Arizona Radio Observatory Telescope on Kitt Peak (see Figure 1). These observations attempted to detect deuterated ammonia (o-NH$_2$D) to subsequently study the chemical evolution of these cores. If NH$_2$D is present, the core (whether starless or prestellar) is predicted to be more evolved and more gravitationally bound (Friesen et al. 2013). This study encompasses an entire population of dense cores in a single star-forming cloud, which will allow us to compare each core based on the amount of NH$_2$D in cores with presumably similar chemical initial conditions.

Section 2 outlines the observational details and source selections. Section 3 is an analysis of derived parameters such as filling fraction, column density, and velocity dispersion. Filling fraction is not assumed to be 1; we discuss its calculation and the ramifications of a non-unity filling fraction. We discuss our results in Section 4 and report the deuterium ratio for each core. Plots of several physical and evolutionary parameters show variation between cores with NH$_2$D detection and those without. Chemical evolution simulations were run to understand o-NH$_2$D abundance throughout the lifetime of the core. We compare our observed deuteration ratios to chemical models of prestellar deuteration in the literature.

### 2 OBSERVATIONS

The data was obtained using the Arizona Radio Observatory (ARO) 12 m Telescope on Kitt Peak. Observations were made with the 3 mm sideband separating dual polarization receiver. The AROWS spectrometer, with a resolution of 0.1362 km s$^{-1}$, was used for all observations. The two polarizations (vertical and horizontal) were averaged together. Observations occurred from October 25, 2018 to December 2, 2018. A total of 22 sources were observed in the o-NH$_2$D $1_1^1 \rightarrow 0_0^1$ transition at 85.926278 GHz toward the Cepheus L1251 molecular cloud. These cores were first mapped in p-NH$_2$D (1,1) and (2,2) by Keown et al. 2017 and we point towards the peak ammonia (1,1) intensity position. Figure 1 shows the surveyed portion of L1251 with all 22 sources. We use the shorthand notation “Cxx” to name each source where the “C” means Cepheus and the “xx” is a two digit number that corresponds to the catalog number in Keown et al. 2017. The angular resolution of our 12m observations is 70.16". The telescope pointing corrections are performed every two hours and are typically less than 5". We assume the distance to the sources is 351$^{+30}_{-39}$ pc from an analysis of stellar photometry data with GAIA parallax distances (including their quoted 5% systematic error added in quadrature; Zucker et al. 2020). Since Keown et al. (2017) assumed a distance of 300 pc, then all distance dependent quantities reported in their paper have been scaled to the new distance. Absolute position switching was used during observations. We chose three off positions which were checked to be devoid of o-NH$_2$D emission. Each source was observed for a minimum of 4 hours in multiples of 5 minute scans; alternating 30 seconds on source and then 30 seconds off source. The data reductions made use of the CLASS package in GILDAS software (Pety 2005). Observations of Jupiter, Mars, or Saturn were used for pointing and focusing every 2 hours during the observations.

Spectra obtained at the ARO 12 m telescope are calibrated on the $T_A^*$ scale using the chopper-wheel calibration method (Kutner & Ulich 1981). The consistency of the telescope calibration was checked each shift using observations of the prestellar core L183. The coordinates of L183 in J2000.0 epoch are 15$^{h}$ 54$^m$ 08.6$^s$, -02$^\circ$ 52′ 40.0″. This source was chosen because of its high integrated intensity in o-NH$_2$D (see Figure 2) with an average intensity of 1.57 ± 0.08 K km s$^{-1}$. The maximum variation observed was 9% from the average value. Observations of Mars were used to calculate the main beam efficiency of the telescope. The polarization-averaged main beam efficiency was calculated to be 0.847 ± 0.032. Observations were placed onto the main beam temperature scale ($T_{mb}$) by
Figure 1. Three regions of L1251 with all twenty-two sources identified (o-NH$_2$D detections shown in blue; non-detections shown in red). Background image is H$_2$ column density from Di Francesco et al. 2020.

Figure 2. Plot of integrated intensity (T$^*_A$ scale) vs Modified Julian Date for the calibration source L183.

dividing the observed spectrum by the main beam efficiency, $T_{mb} = T^*_A / \theta_{mb}$. The median baseline rms of the 22 observed cores was $\sigma_{T_{mb}} = 17$ mK.

2.1 Starless vs. Protostellar Classification

The vast majority (20 out of 22) of NH$_2$-identified cores in L1251 are characterized as starless or prestellar. We checked for far-infrared point sources by comparing the Herschel 70 $\mu$m image with the NH$_3$ core positions (Di Francesco et al. 2020). Bright 70 $\mu$m emission can be expected from the warm dust surrounding Class 0 and I protostars (Dunham et al. 2014). Only two cores, C05 and C11, have clearly associated 70 $\mu$m point sources that were within the GBT beam (32") of the NH$_3$ (1,1) intensity peak. C05 is most closely associated with the 0.8 L$_\odot$ Class 0/I protostar L1251B-IRS1, while two more Class I protostars, L1251B-IRS2 and L1251B-IRS4 are projected near the core edge (Lee et al. 2006). C11 contains an 0.8 L$_\odot$ Class 0 protostar, L1251A-IRS3, with a long, collimated infrared jet (Lee et al. 2010). We classify C05 and C11 as protostellar.

There were two cases with close associations where a 70 $\mu$m source was near the edge of the NH$_3$ core making their classification less certain. C14 is 60" from a 70 $\mu$m source to its northwest that is associated with the 0.6 L$_\odot$ Class 0 protostar L1251A-IRS4 (Lee et al. 2010). It is not clear that this protostar is directly associated with the NH$_3$ core. A 70 $\mu$m source is also found in between C06 and C12 which is a Class II protostar (Lee et al. 2006). We classify C06 and C12 as starless.

We list whether the core is associated with a protostar in Table 1. All five cores associated with or nearby 70 $\mu$m point sources are detected in o-NH$_2$D $^1_{11} \rightarrow ^1_{01}$, which may imply a relation between the presence of a 70 $\mu$m source and more evolved chemistry. We do not analyze the two high confidence protostellar sources as a separate subset in the remainder of the paper due to the small sample size.

3 SPECTRAL ANALYSIS

o-NH$_2$D emission was detected in 13 (59%) of the NH$_3$-detected cores identified by Keown et al. (2017). For the analysis of the hyperfine structure of o-NH$_2$D emission, we use the splitting due to both the N and D atoms ($F_1 = J + I_N$ and $F = F_1 + I_D$; Daniel et al. 2016) to designate two hyperfine quantum numbers for each hyperfine energy level ($F_1$, $F$). See Appendix A for more details. All spectral line data were analyzed using the GILDAS CLASS software hyperfine fitting routines to determine the total optical depth ($\tau$), line centroid ($V_{LSR}$), and FWHM line width ($\Delta v$) and the results are presented in Table 2. The CLASS fitting routine assumes hyperfine statistical equilibrium among the hyperfine transitions (see Keto & Rybicki 2010). Unfortunately, for 9 of the 13 detections, the signal-to-noise (SNR) of the spectrum was not sufficient ($SNR > 7$) to accurately constrain the optical depth. In this section, we analyze the hyperfine fit parameters, correct for the source-beam filling fraction, and calculate the column densities of o-NH$_2$D.

3.1 Velocity Centroid and Velocity Dispersion

The velocity centroid for both o-NH$_2$D $^1_{11} \rightarrow ^1_{01}$ and p-NH$_3$ (1,1) are well determined from fitting the hyperfine pattern, even for low SNR spectra, because of the multiple hyperfine transitions. All sources, with the exception of C05, are well fit by a single velocity component (Figure 3). There are two velocity components evident in the spectrum of C05. We shall exclude this source from the following discussion. The o-NH$_2$D $^1_{11} \rightarrow ^1_{01}$ $V_{LSR}$ and the p-NH$_3$ (1,1) $V_{LSR}$ are compared in Figure 4. There is excellent agreement between the o-NH$_2$D and the p-NH$_3$ (1,1) velocity centroids with an average ratio of 1.0 and a median difference between $V_{LSR}$ of 0.029 $km s^{-1}$. The source with the biggest $V_{LSR}$ difference is C05, which has multiple velocity components and is disregarded in later calculations. The source with the second biggest difference is C12, which may be potentially multi-peaked (unresolved) and has the second largest linewidth. Even though the ARO 12 m beamsize is...
Figure 3. o-NH$_2$D $^{1}_1 ightarrow ^1_0$ spectra of all twenty-two sources in order. The y-axis is the $T_{mb}$ scale and the x-axis is $v_{\text{LSR}}$.

2.1 times larger in angular diameter than the GBT beamsize, this result indicates that the o-NH$_2$D emission in the larger beam is not strongly affected by gradients in the core kinematics compared to NH$_3$ observed in the smaller beam (cf. Chen et al. 2019b).

The FWHM line width was determined from the hyperfine fits assuming every hyperfine transition has the same FWHM line width. The mean FWHM line width for o-NH$_2$D $^{1}_1 ightarrow ^1_0$ is $\Delta v = 0.50 \pm 0.24$ km s$^{-1}$ and the median value is 0.42 km s$^{-1}$. We note that the cores with the largest o-NH$_2$D line widths (excluding the multi-component source C05) are C06 (0.82 $\pm$ 0.06 km s$^{-1}$), and C12 (0.71 $\pm$ 0.01 km s$^{-1}$) hinting that the dense gas in these cores is possibly affected by nearby protostellar activity.

The thermal and non-thermal components of velocity dispersion were calculated from

$$\sigma^2 = \sigma_{nt}^2 + \sigma_{th}^2 = \frac{\Delta v^2}{8\ln(2)} - \frac{kT_k}{\mu_{mol} m_H} + \frac{kT_k}{\mu_p m_H}$$

where $\Delta v$ is the observed FWHM line width, $T_k$ is the gas kinetic temperature (from Keown et al. 2017 NH$_3$ (1,1) and (2,2) observations), $k$ is the Boltzmann constant, $\mu_{mol} = 17$ amu for the molecular mass of NH$_3$ and 18 amu for the molecular mass of ...
The average ratio of non-thermal to thermal dispersion is \( \frac{\sigma_{nt}}{\sigma_{th}} = 0.93 \pm 0.42 \) with a median ratio of 0.88. This ratio implies an almost equal amount of thermal to nonthermal support in each core detected on average.

The ratio between the o-NH\(_2\)D non-thermal velocity dispersion and the p-NH\(_3\) non-thermal velocity dispersion (from an NH\(_3\) intensity weighted average over the source; Keown et al. 2017) is 1.16 ± 0.29 for the subset of 12 sources with single velocity components that are detected in both lines. Again, this ratio is consistent with the o-NH\(_2\)D emission not being strongly affected.

The average nonthermal velocity dispersion of o-NH\(_2\)D is \( \sigma_{nt} = 0.18 \pm 0.08 \) km s\(^{-1}\), while the average thermal velocity dispersion (equal to the sound speed) is \( \sigma_{th} = 0.19 \pm 0.01 \) km s\(^{-1}\). The average ratio of non-thermal to thermal dispersion is \( \frac{\sigma_{nt}}{\sigma_{th}} = 0.93 \pm 0.42 \) with a median ratio of 0.88. This ratio implies an almost equal amount of thermal to nonthermal support in each core detected on average.

The ratio between the o-NH\(_2\)D non-thermal velocity dispersion and the p-NH\(_3\) non-thermal velocity dispersion (from an NH\(_3\) intensity weighted average over the source; Keown et al. 2017) is 1.16 ± 0.29 for the subset of 12 sources with single velocity components that are detected in both lines. Again, this ratio is consistent with the o-NH\(_2\)D emission not being strongly affected.

**NH\(_2\)D, \( m_H \) is the mass of hydrogen, and \( \mu_H = 2.34 \) is the mean mass of a gas particle (Fuller & Myers 1992).**

| Core | RA        | Dec    | 70 \( \mu \)m | Mass | Radius | \( \bar{n} \) | \( T_K \) |
|------|-----------|--------|---------------|------|--------|-------------|---------|
| 1    | 22\(^{h}\)36\(^{m}\)41.6\(^{s}\) | 75°08'22.1" | 2.7 ± 0.5  | 6.5 ± 0.8 | 3.0 ± 0.6 | 11.0 ± 1.7 |
| 2    | 22\(^{h}\)37\(^{m}\)36.7\(^{s}\) | 75°11'44.0" | 3.8 ± 0.8  | 5.3 ± 0.7 | 7.0 ± 1.6 | 10.5 ± 0.6 |
| 3    | 22\(^{h}\)39\(^{m}\)02.9\(^{s}\) | 75°11'46.6" | 2.7 ± 0.5  | 2.2 ± 1.1 | 34.8 ± 18.3 | 11.3 ± 0.5 |
| 4    | 22\(^{h}\)39\(^{m}\)41.4\(^{s}\) | 75°09'46.2" | 4.2 ± 0.8  | 7.8 ± 1.1 | 2.7 ± 0.5 | 10.3 ± 1.6 |
| 5    | 22\(^{h}\)38\(^{m}\)47.5\(^{s}\) | 75°11'14.1" | 3.1 ± 0.7  | 1.6 ± 1.4 | - | 13.1 ± 0.7 |
| 6    | 22\(^{h}\)39\(^{m}\)17.3\(^{s}\) | 75°10'34.8" | 2.1 ± 0.4  | 2.2 ± 1.1 | 25.6 ± 13.1 | 10.7 ± 0.5 |
| 7    | 22\(^{h}\)38\(^{m}\)00.9\(^{s}\) | 75°11'39.7" | 1.5 ± 0.3  | 3.1 ± 0.8 | 9.8 ± 2.7 | 9.4 ± 0.7 |
| 8    | 22\(^{h}\)29\(^{m}\)40.5\(^{s}\) | 75°13'32.0" | 7.5 ± 1.5  | 6.8 ± 1.0 | 7.1 ± 2.5 | 9.5 ± 0.6 |
| 9    | 22\(^{h}\)27\(^{m}\)35.2\(^{s}\) | 75°12'05.4" | 2.3 ± 0.4  | 5.3 ± 0.9 | 4.1 ± 0.9 | 8.9 ± 1.3 |
| 10   | 22\(^{h}\)28\(^{m}\)01.0\(^{s}\) | 75°13'59.6" | 10.0 ± 2.1 | 11.5 ± 1.1 | 2.2 ± 0.7 | 9.1 ± 0.9 |
| 11   | 22\(^{h}\)30\(^{m}\)31.2\(^{s}\) | 75°14'08.6" | 7.1 ± 1.4  | 7.1 ± 0.9 | 6.0 ± 2.1 | 9.8 ± 0.5 |
| 12   | 22\(^{h}\)39\(^{m}\)30.0\(^{s}\) | 75°11'00.7" | 3.8 ± 0.8  | 2.9 ± 1.0 | 28.7 ± 10.4 | 10.0 ± 0.6 |
| 13   | 22\(^{h}\)39\(^{m}\)29.4\(^{s}\) | 75°11'25.2" | 2.5 ± 0.5  | 3.2 ± 0.9 | 15.0 ± 4.8 | 11.6 ± 0.4 |
| 14   | 22\(^{h}\)31\(^{m}\)09.5\(^{s}\) | 75°13'19.7" | 12.0 ± 2.5 | 9.1 ± 1.0 | 5.3 ± 1.9 | 9.9 ± 0.4 |
| 15   | 22\(^{h}\)35\(^{m}\)24.6\(^{s}\) | 75°18'52.8" | 3.7 ± 0.7  | 5.7 ± 0.8 | 5.3 ± 1.6 | 12.5 ± 1.6 |
| 16   | 22\(^{h}\)39\(^{m}\)38.4\(^{s}\) | 75°11'48.3" | 4.5 ± 1.0  | 3.1 ± 0.9 | 31.1 ± 11 | 9.5 ± 0.3 |
| 17   | 22\(^{h}\)39\(^{m}\)03.5\(^{s}\) | 75°13'01.9" | 1.2 ± 0.3  | 4.4 ± 0.8 | 3.8 ± 0.9 | 10.3 ± 1.7 |
| 18   | 22\(^{h}\)39\(^{m}\)20.2\(^{s}\) | 75°13'29.1" | 6.6 ± 1.4  | 6.2 ± 1.0 | 7.8 ± 2.3 | 9.4 ± 1.3 |
| 19   | 22\(^{h}\)35\(^{m}\)52.9\(^{s}\) | 75°18'46.8" | 10.0 ± 2.1 | 9.1 ± 1.0 | 4.3 ± 1.1 | 10.5 ± 0.8 |
| 20   | 22\(^{h}\)35\(^{m}\)33.5\(^{s}\) | 75°16'57.5" | 3.1 ± 0.7  | 3.8 ± 1.2 | 13.1 ± 4.3 | 12.9 ± 2.7 |
| 21   | 22\(^{h}\)24\(^{m}\)04.0\(^{s}\) | 75°04'19.5" | 1.8 ± 0.4  | 4.9 ± 1.2 | 3.9 ± 1.1 | 10.0 ± 1.9 |
| 22   | 22\(^{h}\)21\(^{m}\)25.0\(^{s}\) | 75°04'20.3" | 1.9 ± 0.4  | 5.0 ± 0.9 | 3.9 ± 0.8 | 10.5 ± 1.7 |
by gradients in the core kinematics compared to p-NH$_3$ on average even though the 12m beam is larger than the GBT beam. There are, however, individual cases where the ratio is as small as 0.63 (C19) and as large as 1.64 (C06). There is no statistical difference in the observed FWHM line width of the p-NH$_3$ (1,1) transition between o-NH$_2$D-detected cores and o-NH$_2$D-non-detected cores ($\Delta v = 0.40 \pm 0.11$ km s$^{-1}$ vs. $\Delta v = 0.35 \pm 0.12$ km s$^{-1}$), calculated from the observed velocity dispersion.

### 3.2 Source Size & Filling Fraction

The filling fraction, $f$, measures the coupling between the source integrated intensity emission ($I(\theta, \phi)$) and the telescope beam ($P_n(\theta)$). If we assume that the source integrated intensity distribution on the sky can be approximated by a Gaussian with FWHM $\theta_{\text{src}}$, then the filling fraction is given by

$$f = \frac{\int I(\theta, \phi) P_n(\theta) d\Omega}{\int P_n(\theta) d\Omega} = \frac{\theta_{\text{src}}^2}{\theta_{\text{src}}^2 + \theta_{\text{beam}}^2}, \quad (2)$$

where $\theta_{\text{beam}}$ is the ARO 12 m beam size (70.16$''$). For example, if the source FWHM matches the telescope beam FWHM, then $f = 0.5$ and the observed intensity is reduced by a factor of 0.5 due to the source-beam coupling. We calculated the filling fraction for each source and applied the correction to the observed main beam line temperature, $T_R = T_{\text{mb}}/f$.

We determine the NH$_3$ (1,1) half-peak intensity of each source to calculate the source size used for the filling fraction calculations. This is done by finding the solid angle, $\Omega_{\text{obs}}$ (square arcseconds), of the contour at half-peak intensity. The uncertainty on the solid angle is calculated from the contours corresponding to $\pm 1\sigma$ error in the p-NH$_3$ (1,1) integrated intensity of 0.154 K km/s. The angular source size is determined by converting $\Omega_{\text{obs}}$ into the angular diameter of a circle with the same solid angle and then by deconvolving the GBT telescope beam size (32$''$). $\theta_{\text{src}}^2 = \frac{4\Omega_{\text{obs}}}{\pi} - 32^2$. The filling fraction in the ARO 12m telescope beam is reported in Table 3. The average filling fraction found using Equation 2 across all 22 sources was found to be $f = 0.38 \pm 0.12$ with a median value of 0.38. Because of the close proximity of some of the sources, the half-peak intensity contour may encompass multiple sources. In these cases, we assign the median filling fraction of 0.38 (see §3.3 for a different procedure for the optically thick sources). We also calculate the filling fraction for the GBT beam using the same method and find an average filling fraction $f_{\text{GBT}} = 0.82$.

For any other calculations that use radius, we use the p-NH$_3$ (1,1) dendrogram leaves to estimate the source size. These were calculated using p-NH$_3$ (1,1) integrated intensity maps and summing over the pixels identified within the source from the dendrogram analysis presented in Keown et al. 2017. The source size was then calculated from the radius of a circle that has the same area as the dendrogram leaf and de-convolving the GBT beam size. This source size is used for all calculations in the paper that utilize the radius of the core. Errors in the dendrogram-derived source size were estimated by summing the perimeter pixels and assuming an error of $\pm$ 0.5 pixels. This dendrogram-derived radius and error are reported in Table 1.

### 3.3 Column Densities

o-NH$_3$D column densities were calculated using the CTEX method (CTEX = constant excitation temperature approximation) where the same excitation temperature, $T_{\text{ex}}$, is assumed for all energy levels in a Boltzmann distribution (see Appendix A of Caselli et al. 2002 and Mangum & Shirley 2015). The CTEX column density was calculated from the strongest hyperfine component ($J_{K_a,K_c}$, $F_1$, $F = 1^+_1$, 2, 3, 1$^-1$, 2, 3) by assuming a Gaussian line profile with FWHM line width, $\Delta \nu$, from the equation

$$N(o - NH_3D) = \frac{R_1}{h\nu_iA_i} \frac{Q_{\text{byp}}(T_{\text{ex}}) u_\nu(T_{\text{ex}})}{\exp(-E_{\nu_i}/kT_{\text{ex}})} \times \frac{\pi}{4 \ln 2} \tau \Delta \nu \quad (3)$$

where $R_1 = 14/81$ is hyperfine relative intensity (see Appendix A), $\delta_{\nu,i} = 2F + 1 = 7$ is the statistical weight of the upper hyperfine energy level, $A_i = 5.23 \times 10^{-6}$ s$^{-1}$ is the hyperfine transition spontaneous emission coefficient (Daniel et al. 2016), $Q_{\text{byp}}$ is the partition function summed over all of the o-NH$_3$D $J_{K_a,K_c}$, $F_1$ energy levels, $u_\nu(T) = (8\pi\hbar^3/3c^3)\exp(\hbar\nu/kT) - 1$ is the Planck energy density (erg cm$^{-3}$ Hz$^{-1}$), $E_{\nu,i}/k = 20.0894$ K is the upper energy level of the hyperfine transition above the ground rotation-inversion level of o-NH$_3$D ($\nu_0$, $i$), and $\tau$ is the total line optical depth summed over all hyperfine transitions. The excitation temperature is determined from the velocity integrated radiative transfer equation for position-switched observations (see §3 of Mangum & Shirley 2015),

$$T_{\text{ex}} = \frac{h\nu}{k} \ln \left(1 + \frac{h\nu}{W_\nu} \exp(h\nu/kT_{\text{mb}}) - 1 + \frac{T_{\text{mb}}d\nu}{W_\nu} \right)^{-1} \quad (4)$$

where $W_\nu = \int 1 - \exp(-\tau(\nu)) \ d\nu$ is the equivalent width (km s$^{-1}$) integrated over the entire theoretical hyperfine pattern for a given optical depth and FWHM line width, assuming a Gaussian line profile for each hyperfine line. For optically thin emission lines, there is a degeneracy between the optical depth and the excitation temperature meaning that $T_{\text{ex}}$ must be assumed to determine a column density. Optically thick emission lines do not have this degeneracy but their analysis requires an accurate determination of the optical depth for an accurate determination of the column density. One difficulty with deriving optical depth from hyperfine fitting is that an accurate determination of the total optical depth requires very high signal-to-noise ratio spectra. Only 3 cores (C03, C12, and C16) were found to be optically thick with reliable fits.
\( \tau > 1 \) and \( 3\sigma_{\tau} < \tau \) from the CLASS hyperfine fitting. We shall use these three sources to constrain a plausible range in \( T_{\text{ex}} \) to be applied to all sources. An additional complication is that all three reliably optically thick sources do not have well constrained filling fractions, therefore we must find an alternative method for simultaneously constraining this quantity.

In order to constrain the filling fraction of the optically thick sources and ultimately their excitation temperature, we compared the results between the CTEX method and an alternative method of determining the column density using RADEX, a constant density, constant temperature non-LTE statistical equilibrium radiative transfer code (Van der Tak et al. 2007). We chose the escape probability formalism for a homogeneous, static spherical medium. The standard RADEX inputs are the gas kinetic temperature (\( T_{\text{K}} \)), average volume density (\( \bar{n} \)), molecular column density \( (N(\text{o} - \text{NH}_2\text{D})) \), molecular FWHM line width (\( \Delta v \)), and a molecular collision rate file determined from quantum-collision calculations (see Daniel et al. 2014 for the collision rate calculation for o-NH\(_2\)D with p/o-H\(_2\)). RADEX then calculates the excitation temperature of a transition \( (T_{\text{ex}}) \), the line-center optical depth (\( \tau \)), and the integrated intensity \( (I = \int T_{\text{R}} dv) \). Collision rate coefficients do not currently exist in the literature for the separate hyperfine energy levels of o-NH\(_2\)D, therefore the integrated intensity is calculated over the entire hyperfine pattern. The RADEX model can then be compared to the observed integrated intensity, \( I(T_{\text{ex}}) \), and the FWHM line width from the hyperfine fitting of the spectrum. The gas-kinetic temperature is derived from the NH\(_3 \) observations in Keown et al. 2017. The average density was determined from the average \( H_2 \) column density \( (N(H_2)) \) over the core, derived from Herschel Space Observatory observations of optically thin dust continuum emission (Di Francesco et al. 2020), and from the beam-deconvolved dendifrogram-derived radius of the core \( (R; \text{see } \S 3.2) \) assuming a spherical geometry

\[
\bar{n} = \frac{3N(H_2)}{4R}.
\]

We modified a Python script that comes with the RADEX source code distribution to vary the column densities until the observed integrated intensity was matched while accounting for all uncertainties on the model input quantities (\( T_{\text{K}}, \bar{n}, \Delta v \)) and the observed integrated intensity, \( I(T_{\text{R}}) \). By matching the integrated intensity for the subset of non-optimally thick sources, RADEX calculates \( T_{\text{ex}} \) that ranges between 5.6 K to 9.0 K. This gives us a starting range for plausible excitation temperatures that we can use in the CTEX calculation. For the three reliably optically thick sources (C03, C12, and C16), the filling fraction was varied until the CTEX and RADEX column densities matched. The average \( T_{\text{ex}} = 6.6 \text{ K} \) from the CTEX method at these filling fractions. The minimum and maximum \( T_{\text{ex}} \) of 5.7 K and 8.0 K was determined by matching the column density 1\( \sigma \) limits (accounting for all statistical uncertainties in the both the CTEX and RADEX methods). This CTEX-derived \( T_{\text{ex}} \) range is comparable to the \( T_{\text{ex}} \) range calculated by RADEX. With these numbers determined, an example of the procedure to determine CTEX column densities for the non-optimally thick sources is shown in Figure 5. The blue curves (with dashed curves indicating 1\( \sigma \) errors) plot the allowed values of column density and optical depth that match the observed integrated intensity of the source for each \( T_{\text{ex}} \). The excitation temperature and limits are then applied (dashed green lines) and where they intersect the CTEX column density curves give the column density and lower and upper limits. The inset spectrum also shows that the blue CTEX-derived spectrum matches the observed spectrum of the source well.

For comparison, in Figure 5, we also plot the RADEX-derived column density and excitation temperature. While the column density and excitation temperature errorbars overlap significantly between the two different methods, RADEX is rarely able to simultaneously match the observed integrated intensity, linewidth, optical depth, and excitation temperature (i.e. a RADEX simulated spectrum is often a poor fit to the hyperfine pattern if hyperfine statistical equilibrium is assumed at the RADEX output excitation temperature). It is for this reason that we do not use the RADEX method to calculate the column densities of all sources and instead use the CTEX method. One possibility for the RADEX method failure is that the density and temperature of the gas probed by the o-NH\(_2\)D emission is not equal to the average density and temperature we input into RADEX calculation from the NH\(_3 \) (1,1) dendifrogram-derived radii and NH\(_3 \) derived gas kinetic temperature. Using radii and densities derived from the NH\(_3 \) (1,1) half-peak intensity do not solve this discrepancy. If we were to make the density and temperature inputs free parameters in RADEX, then new degeneracies (for instance between density and column density) arise which make it difficult to constrain the column density. Breaking these degeneracies would require observations of multiple transitions of o-NH\(_2\)D.

![Figure 5. An example of the column density calculation for the source C02. The y-axis is the o-NH\(_2\)D column density and the x-axis is the o-NH\(_2\)D excitation temperature. The blue solid curve shows the column density and excitation temperature combinations that match the observed integrated intensity (on the \( T_{\text{R}} \) scale) in the CTEX approximation. The dashed blue lines show the upper and lower 1\( \sigma \) limits in the CTEX approximation. The optical depth varies along each curve from \( \tau = 1 \) on the left to \( \tau = 0.21 \) on the right. The dashed green lines indicate the \( T_{\text{ex}} \) range derived from optically thick sources used to constrain the CTEX column density of C02 at the positions they intersect the blue curves (shown as black circles). The red data point shows the result from the best-fit RADEX models. The inset shows the observed spectrum with the CTEX model (solid blue curve at \( T_{\text{ex}} = 6.63 \text{ K} \) and RADEX model (red) overlaid.](image-url)
We report CTEX-derived column densities in Table 3. Column density upper limits for non-detections were calculated with the CTEX method for an integrated intensity of $3\sigma I(T_k)$ and assuming the median FWHM linewidth of detected sources, 0.42 km s$^{-1}$, and the lower limit on $T_{ex} = 5.7$ K.
| Core | $f$  | $\sigma_f$ | $-\sigma_f$ | $T_{\text{ex}}$ | $\sigma_{T_{\text{ex}}}$ | $-\sigma_{T_{\text{ex}}}$ | $\tau$  | $\sigma_{\tau}$ | $-\sigma_{\tau}$ | N(o-NH$_2$D) | $\sigma_{N(o-NH_2D)}$ | - $\sigma_{N(o-NH_2D)}$ | N(p-NH$_3$) | $\sigma_{N(p-NH_3)}$ | R$_D$ | $\sigma_{R_D}$ | $-\sigma_{R_D}$ | min$\{R_D\}$ | max$\{R_D\}$ |
|------|------|-----------|-----------|----------------|----------------|----------------|------|-----------|-----------|-----------|----------------|----------------|-----------|----------------|------|-----------|-----------|------------|------------|
| C01  | 0.33 | 0.04      | 0.04      | 5.7            | -              | -              | 0.1  | -         | -         | 0.7        | -              | -              | 6.1       | 1.9           | <0.11 | -         | -         | -          | -          |
| C02  | 0.27 | 0.02      | 0.01      | 6.6            | 1.3            | 0.9            | 0.5  | 0.2       | 0.2       | 1.5        | 1.1            | 0.6            | 15.1      | 3.8           | 0.10 | 0.23      | 0.05      | -          | -          |
| C03  | 0.25 | 0.02      | 0.00      | 7.1            | 0.9            | 1.0            | 1.6  | 0.2       | 0.2       | 6.7        | 1.9            | 1.2            | 24.3      | 2.2           | 0.27 | 0.39      | 0.20      | -          | -          |
| C04  | 0.35 | 0.05      | 0.02      | 5.7            | -              | -              | 0.1  | -         | -         | <0.5       | -              | -              | 5.8       | 1.5           | <0.09 | -         | -          | -          | -          |
| C06  | 0.38*| 0.12     | 0.12      | 6.6            | 1.3            | 0.9            | 0.2  | 0.3       | 0.1       | 1.9        | 2.1            | 1.0            | 22.1      | 2.8           | 0.09 | 0.21      | 0.03      | -          | -          |
| C07  | 0.66 | 0.02     | 0.01      | 5.6            | -              | -              | 0.1  | -         | -         | <0.3       | -              | -              | 8.2       | 1.6           | <0.04 | -         | -          | -          | -          |
| C08  | 0.30 | 0.01     | 0.01      | 6.6            | 1.3            | 0.9            | 0.4  | 0.2       | 0.2       | 1.4        | 1.1            | 0.6            | 24.7      | 9.6           | 0.06 | 0.17      | 0.03      | -          | -          |
| C09  | 0.38*| 0.12     | 0.12      | 5.7            | -              | -              | 0.1  | -         | -         | <0.6       | -              | -              | 4.7       | 1.2           | <0.12 | -         | -          | -          | -          |
| C10  | 0.52 | 0.01     | 0.01      | 6.6            | 1.3            | 0.9            | 0.6  | 0.4       | 0.2       | 1.6        | 1.1            | 0.6            | 14.4      | 5.8           | 0.11 | 0.31      | 0.05      | -          | -          |
| C11  | 0.41 | 0.01     | 0.01      | 6.6            | 1.3            | 0.9            | 0.4  | 0.3       | 0.1       | 1.7        | 1.2            | 0.6            | 22.0      | 7.0           | 0.08 | 0.19      | 0.04      | -          | -          |
| C12  | 0.29 | 0.01     | 0.01      | 6.7            | 0.9            | 0.7            | 1.1  | 0.2       | 0.2       | 7.5        | 2.2            | 1.7            | 30.7      | 2.8           | 0.24 | 0.35      | 0.17      | -          | -          |
| C13  | 0.38*| 0.12     | 0.12      | 6.6            | 1.3            | 0.9            | 0.5  | 0.5       | 0.3       | 1.9        | 2.2            | 1.0            | 21.9      | 2.4           | 0.09 | 0.21      | 0.04      | -          | -          |
| C14  | 0.56 | 0.01     | 0.01      | 6.6            | 1.3            | 0.9            | 0.6  | 0.3       | 0.2       | 2.0        | 1.4            | 0.7            | 23.4      | 7.8           | 0.08 | 0.21      | 0.04      | -          | -          |
| C15  | 0.22 | 0.01     | 0.06      | 5.7            | -              | -              | 0.2  | -         | -         | <0.9       | -              | -              | 6.2       | 1.7           | <0.14 | -         | -          | -          | -          |
| C16  | 0.31 | 0.01     | 0.01      | 6.2            | 0.6            | 0.5            | 1.9  | 0.1       | 1.1       | 11.2       | 2.6            | 1.2            | 31.9      | 4.9           | 0.35 | 0.51      | 0.27      | -          | -          |
| C17  | 0.27 | 0.07     | 0.09      | 5.7            | -              | -              | 0.2  | -         | -         | <0.9       | -              | -              | 5.1       | 1.8           | <0.18 | -         | -          | -          | -          |
| C18  | 0.41 | 0.04     | 0.01      | 6.6            | 1.3            | 0.9            | 0.3  | 0.3       | 0.1       | 1.6        | 1.2            | 0.6            | 11.7      | 2.9           | 0.13 | 0.32      | 0.07      | -          | -          |
| C19  | 0.45 | 0.01     | 0.01      | 6.6            | 1.3            | 0.9            | 0.6  | 0.4       | 0.2       | 1.4        | 1.0            | 0.5            | 12.9      | 4.5           | 0.11 | 0.29      | 0.05      | -          | -          |
| C20  | 0.38*| 0.12     | 0.12      | 5.7            | -              | -              | 0.1  | -         | -         | <0.6       | -              | -              | 5.0       | 1.2           | <0.12 | -         | -          | -          | -          |
| C21  | 0.42 | 0.10     | 0.09      | 5.7            | -              | -              | 0.1  | -         | -         | <0.5       | -              | -              | 4.2       | 1.0           | <0.13 | -         | -          | -          | -          |
| C22  | 0.47 | 0.11     | 0.05      | 5.7            | -              | -              | 0.1  | -         | -         | <0.5       | -              | -              | 3.6       | 1.6           | <0.13 | -         | -          | -          | -          |
4 RESULTS

Out of twenty-two sources, o-NH$_3$D was detected in thirteen cores. The physical locations of detections and non-detections are depicted in Figure 1. The spread of non-detections vs detections is fairly uniform throughout the L1251 structure. However, the cores with detections tend to lie in regions with a higher H$_2$ column density.

We now compare the physical properties of cores detected in o-NH$_3$D and cores not detected in o-NH$_3$D. We also analyze how the deuterium fraction varies with various core properties. Lastly, we discuss the implications of the results for core evolution.

4.1 Abundance & Deuterium Ratio

Comparing our column densities with the Herschel-derived H$_2$ column density map, we find the average abundance of deuterated ammonia, [o-NH$_3$D] = $1.3^{+0.5}_{-0.3} \times 10^{-9}$ for the detected subset (H$_2$ column density from Keown et al. 2017). The average 3-sigma upper limit on abundance for the non-detected subset is $0.7 \times 10^{-9}$.

Using column densities of p-NH$_3$ found by Keown et al. 2017, the median deuteration ratio R$_D$, or $\frac{[\text{o-NH}_3\text{D}]}{[\text{p-NH}_3\text{H}]}$, is 0.11 for all of the sources including the 3 $\sigma$ upper limits. The median R$_D$ for the subset of sources that are detections is 0.10, and the median 3$\sigma$ upper limit to R$_D$ for non-detections is 0.12. We did not correct the published p-NH$_3$ column densities for the filling fraction in the GBT beam since the column density is not sensitive to filling fraction when it is near 1 (see 3.2). We note that the error bars for R$_D$ are not traditional 1$\sigma$ error bars but instead show the range of R$_D$ values given a $T_{ex}$ range of 5.7 K and 8.0 K. They show the range of systematic uncertainty in R$_D$ and are not statistical uncertainties.

Figure 6 shows a comparison of column densities for o-NH$_3$D and p-NH$_3$. One striking feature of Figure 6 is that there is a column density threshold in p-NH$_3$ of $10^{14}$ cm$^{-2}$ for detection of o-NH$_3$D, as all of the o-NH$_3$D detections have p-NH$_3$ column densities above this threshold. Our observing strategy targeted all of the NH$_3$-identified cores in L1251 to a similar spectral noise level. Since the sources not detected in o-NH$_3$D are also the sources with the lowest column density of p-NH$_3$, then the constraints on R$_D$ are not as good, at a given spectral noise level, compared to a source with a higher p-NH$_3$ column density. This results in the median 3-sigma upper limit of R$_D$ for non-detections to be comparable to the median R$_D$ for detections. While an observing strategy that integrates for different amounts of time on each source to achieve a similar sensitivity to R$_D$ for all sources would be desirable (i.e. 3$\sigma_{R_D}$ upper limit = 0.05), it would require a significantly longer investment (additional multi-100 hours) in observing time that was not practical for this current survey.

4.2 Comparisons with Mass and Radius

The top panel in Figure 7 plots mass versus radius for cores with o-NH$_3$D detections and for cores without detections. There is clear separation between cores with o-NH$_3$D detection and those without o-NH$_3$D detection. As we have shown above, the subset of detections and subset of non-detections also correspond to sources with p-NH$_3$ column densities above $10^{14}$ cm$^{-2}$ and below $10^{14}$ cm$^{-2}$ respectively. It is interesting that cores in the mass radius plot appear to separate based on this arbitrary threshold in p-NH$_3$ column density. There is the appearance of two mass radius relations. Relating mass and radius, cores with an o-NH$_3$D detection (p-NH$_3$ column density $> 10^{14}$ cm$^{-2}$) have a Kendall $\tau$ of 0.76 with a p-value of 0.0007. Those without a detection (p-NH$_3$ column density $< 10^{14}$ cm$^{-2}$) have a Kendall $\tau$ of 0.61 and a p-value of 0.025. Using a least squares regression, we calculate a best fit line to find the coefficient $q$ in $M \propto R^q$. For cores with o-NH$_3$D detections, $q$ was found to be 0.85. For cores without o-NH$_3$D detections, $q$ was found to be 0.93. Our observed mass-radius relationship is shallower than other dendrogram-based analyses and turbulence-based analyses of the mass-radius relationship in nearby clouds (Kauffmann et al. 2010; Seo et al. 2015; Chen et al. 2019a).

The deuterium ratio is plotted against the mass surface density, which depends on both mass and radius, in Figure 7. There is no clear trend between the deuteration ratios and the mass surface density. Because of the relative insensitivity to R$_D$ for the low p-NH$_3$ column density sources, there are o-NH$_3$D non-detections with low mass surface densities that have large 3-sigma upper limits on R$_D$. Even if a significant (multi-100 hour) observing campaign were undertaken to attempt to detect o-NH$_3$D in those sources, or to lower their upper limits below R$_D < 0.1$, it would not likely change the lack of correlation.

4.3 Comparisons with Evolutionary Indicators

We now explore how the observed deuteration ratio varies with core evolution indicators and interpret the results by comparing to chemical models.

4.3.1 Core Density

The central density of the core is an evolutionary indicator as it is expected to increase steadily over time as a prestellar core collapses towards forming a first hydrostatic core. Since radiative transfer modeling of the dust emission from the cores requires higher angular resolution single-dish submillimeter continuum observations than those currently available for the L1251 region, we are unable to constrain the density profiles of the cores and must therefore calculate the density from average properties (see Equation 5).

Figure 8 plots the deuteration fraction, R$_D$, against the spherically averaged volume density for cores with and without o-NH$_3$D
**4.3.2 Virial Stability**

A second evolutionary indicator is the virial stability of the cores. In the Eulerian form of virial equilibrium ($I_{\text{mom}} = 0$ where $I_{\text{mom}}$ is the core moment of inertia), twice the kinetic energy ($\Omega_K$) plus the magnetic energy ($\Omega_B$) is in balance with the sum of the gravitational potential energy ($\Omega_G$), twice the energy due to external pressure ($\Omega_P$), and the rate of change of the momentum flux across the core.

$$3M\sigma_r^2 + \frac{(B^2 - B_0^2)R^3}{6} = a_1 \frac{GM^2}{R} + 4\pi P_v R^3 + \frac{1}{2} \frac{d}{dt} \int_0^R 4\pi R^2 n_0 \sigma_r dV.$$  

The kinetic energy term ($2\Omega_K = 3M\sigma_r^2$) assumes no significant velocity gradients across the core (see Singh et al. 2021). We use the mass of the cores, $M$, tabulated in Keown et al. 2017 with the velocity dispersion, $\sigma$, calculated in §3.1. $B$ and $B_0$ are the uniform magnetic field interior and exterior to the core such that this term is the difference in magnetic energy inside and outside the core; we explore this term in more detail below. The radius of the core, $R$, is the dendrogram derived source size (calculation discussed in Section 3.2). $a_1$ is a constant correction factor for the density profile of the core. For a uniform density sphere, $a_1 = 0.6$, while for a critical Bonnor-Ebert sphere, $a_1 = 0.72$ (Sipilä et al. 2011). Since there is only a small variation between these values, we assume a uniform density sphere for all virial calculations. $P_v$ is the external pressure which we treat as a turbulent ram pressure given by $P_v = \mu_p m_H n_0 \sigma_r^2$, where $n_0$ is the density at the core boundary and $\sigma_r$ is the external velocity dispersion, calculated by averaging the NH$_3$ $(1,1)$ velocity dispersion from the pixels immediately outside the dendrogram-derived core masks. The final term depends on the time derivative of the surface integral of the dot product of the velocity of gas flowing across the core boundary with the local surface normal vector. There are no observational constraints on this quantity, but given that it depends on the rate of change of the flow in time, it is likely to be small compared to other terms, especially for cores likely to form low-mass stars.
from Kandori et al. (2005) have constrained core; however, near-infrared observations of isolated starless cores sensitive to the ratio \( R \). Figure 9), where \( R_{1/2} \) is defined as the radius for which the core density is half of the central density. The ratio of \( n_{\text{tot}}/\bar{n} \) not sensitive to the ratio \( R/R_{1/2} \) unless the ratio becomes small. \( R_{1/2} \) cannot be determined without radiative transfer modeling of the core; however, near-infrared observations of isolated starless cores from Kandori et al. (2005) have constrained \( R/R_{1/2} = 2.1 \pm 11 \) (N.B. \( R/R_{1/2} = \xi_{\text{max}}/\xi_{1/2} \) where \( \xi_{\text{max}} \) is the maximum dimensionless radius and \( \xi_{1/2} = 2.274 \) is the dimensionless radius where the density falls to half of the peak density; Chandrasekhar 1939; Chandrasekhar & Wares 1949). Across this range, there is a less than factor of 2 difference in the ratio of the outer volume density to the average volume density. While the near-infrared observations targeted isolated cores and the cores in our survey are clustered within filamentary structure, this insensitivity to the exact choice of \( R/R_{1/2} \) does not introduce more than a factor of 2 uncertainty in our estimates of the outer density. We use the median value and range in \( R/R_{1/2} = 3.67^{+2.4}_{-1.2} \) from starless and prestellar cores in Kandori et al. (2005) to calculate \( n_{\text{tot}} \) using the curve shown in Figure 9. This corresponds to multiplying the average density by a factor of \( 0.35^{+0.14}_{-0.09} \).

The ratio of \( 2\Omega_K/\Omega_G \) is often referred to as the virial parameter, \( \alpha \); however, the terms due to external pressure and the magnetic field should not be ignored. A more accurate virial parameter should be defined as \( \alpha = (2\Omega_K + \Omega_B)/(\Omega_G + |\Omega_P|) \) where a ratio \( < 1 \) would indicate that the core is bound by external pressure and gravity. In practice, the uncertainty in determining the magnetic field strength makes it difficult to calculate an accurate \( \Omega_B \) term. The relative importance of these virial energy terms, excluding the magnetic field, are explored in Figure 10. The terms on the y-axis are attempting to collapse the core while the term on the x-axis is providing internal support. There is separation seen between \( \text{o-NH}_2\text{D} \)-detected cores (p-\( \text{NH}_3 \) column density \( > 10^{14} \text{ cm}^{-2} \)) and \( \text{o-NH}_2\text{D} \) non-detected cores (p-\( \text{NH}_3 \) column density \( < 10^{14} \text{ cm}^{-2} \)) with the majority of cores with \( \text{o-NH}_2\text{D} \) detections tending to have larger virial energy terms than cores that are \( \text{o-NH}_2\text{D} \) non-detections by a factor of 2. It appears that most of the cores are close to virial equilibrium when we account for errorbar overlap. 50% of cores have errorbars that overlap with being bounded by external pressure plus gravity. The errorbars of 90% of the cores overlap with the dashed lines which represent virial equilibrium. A lesser amount (31%) of cores have errorbars that overlap with not being bound by pressure and gravity. Only one core has virial parameters that suggest it is not likely near virial equilibrium.

The virial parameter, excluding the magnetic field term, is compared with the core density in Figure 11.

It is interesting to note that these two purported evolutionary variables do not correlate well with each other. The sources with the highest average volume density, while all detected in o-NH\(_2\)D, are only near the median range in virial parameters. This result illustrates that these indicators are not simple monotonic evolutionary indicators of core evolution. One important caveat is that the virial analysis assumes that the cores are in equilibrium \( (d^2 I_{\text{rms}}/dt^2 = 0) \) which may not be true.

Figure 12 plots the deuterium fraction, \( R_D \), against the virial parameter, excluding the magnetic field term. This plot demonstrates that there is not significant correlation between ammonia deuterium fractionation and the virial parameter. This lack of correlation is very similar to that seen between \( R_D \) and the mass surface density and the average volume density.
Figure 11. Virial parameter excluding the magnetic term plotted against average density. We assume the cores are in equilibrium \((d^2l_{\text{total}}/dt^2 = 0)\). Both the virial parameter and average density are possible evolutionary indicators. Although cores with non-detections tend to have a higher virial parameter, the Kendall \(\tau\) coefficients and p-values do not indicate correlation. The Kendall \(\tau\) correlation and p-value for detections is 0.42 and 0.062, while for non-detections those values are 0.38 and 0.18.

Figure 12. \(R_D\) plotted against the virial parameter including gravity and pressure but excluding the magnetic field term. Errors in \(R_D\) are not 1σ statistical errors but show the range of \(R_D\) values given a plausible range in assumed \(T_{\text{sink}}\) values. Again, there is not significant correlation between these parameters: detections have a Kendall \(\tau\) of 0.15 (with a p-value of 0.54) and non-detections have a Kendall \(\tau\) of 0.57 (with a p-value of 0.035).

4.3.3 A Caveat About Magnetic Fields

The effective magnetic field is defined as

\[
B_{\text{eff}} = \sqrt{B^2 - B_\odot^2},
\]

and is proportional to the square root of the difference in magnetic energy density inside the core and outside the core that is needed for virial equilibrium (Equation 7). Because of a lack of magnetic field measurements for this region, we cannot calculate this term from observations taken toward the cores in L1251. Instead, we reverse the problem to calculate an estimate of the effective magnetic field strength needed to balance the remaining three virial terms. Figure 13 depicts a histogram of the effective magnetic field strength found using this method (in orange). We find a median effective B-field strength of 65 \(\mu G\).

Magnetic field strength in dense star-forming regions is notoriously hard to constrain because of limited accuracy in the observational techniques (Crutcher 2012). We need spatially resolved estimates of the magnetic field inside and outside of cores to estimate the importance of the magnetic virial term. The measurements of the B field strength in dense starless and prestellar cores mostly comes from analysis of the dispersion of polarization directions from submillimeter dust continuum polarimetry (Crutcher et al. 2004; Liu et al. 2019; Coudé et al. 2019; Myers & Basu 2021; Chen et al. 2022). Typical values for the total magnetic field strength (corrected from the plane-of-the-sky component that is measured) span from 100 – 200 \(\mu G\) with large uncertainties in low-mass star forming regions that are similar to L1251. Observations of the magnetic field strength in the surrounding cloud come from both Zeeman measurements of low density gas tracers and from the dispersion of optical and near-infrared polarization measurements of background starlight. For instance, in the Taurus and Ophiuchus molecular clouds, Troland et al. 1996 found a magnetic field of \(~10\ \mu G\) using OH Zeeman effect measurements. Polarization observations of background stars in the optical and near-infrared of the central Taurus molecular cloud find magnetic fields in the range of 5 \(\mu G\) to 82 \(\mu G\) for \(A_V < 9\ \text{mag}\) (Chapman et al. 2011). The large spread in observed magnetic field estimates and low accuracy in those estimates, both inside and outside of dense cores, makes it very difficult to pin down an accurate contribution from the magnetic energy term in the virial equation.

Since the observations do not provide reliable constraints, we compare to theoretical simulations of core evolution. Smullen et al. 2020 analyzed core evolution in a 3-dimensional, adaptive mesh refinement, ideal magnetohydrodynamic (MHD) simulation using the ORION2 code (Klein 1999; Krumholz et al. 2007; Li et al. 2012). The initial conditions were chosen to be consistent with a typical molecular cloud in the Gould’s Belt: isothermal at 10 K and a mass of 3762 M_\odot. Dendrograms based on density contrast of a factor of 3762 M_\odot.
3 above the threshold density of $1.8 \times 10^4$ cm$^{-3}$ were analyzed to follow the core properties during the simulation evolution (Smullen et al. 2020). We have re-analyzed those dendrograms for the subset of cores with a similar mass range to those observed in L1251 at 40% of the global cloud free-fall time (near the midpoint of the simulation; $t_{ff} = 1.5$ Myr) to derive the histogram of effective magnetic field strengths shown in green in Figure 13. While the distribution is slightly different to what is required for virialization of the observed cores in L1251, the median effective magnetic field strength found by the MHD simulation is 70 $\mu$G. We note that some cores in the simulation had surface magnetic energy terms that were larger than the interior magnetic energy. If those sources are also included, the median effective magnetic field drops to 40 $\mu$G. The results from this model only represent one set of initial conditions and do not include non-ideal MHD effects, such as ambipolar diffusion, which may change the distribution of theoretical effective magnetic fields. Nevertheless, this calculation implies that we cannot ignore the magnetic field in the virial parameter, and that it likely provides non-negligible support within the virial equation. Variations in the real magnetic virial terms, which are unaccounted for in typical virial analyses, may be a significant source of scatter that can de-correlate the comparison of the virial parameter with other evolutionary variables.

### 4.4 Implications for Core Evolution

Static chemical models provide a good starting point for comparison with the observed $R_D$ values since collapsing core chemo-dynamical models depend on which hydrodynamical collapse solution is adopted (i.e. Lee et al. 2004; Aikawa et al. 2012; Hily-Blant et al. 2018). The static, isothermal (10 K for both dust and gas) prestellar core models of Sipilä et al. 2019 follow the spin statistics of the molecules through chemical reactions (i.e. Quack 1977; Oka 2004; Schmiedt et al. 2016) and predicts the variation of $\alpha$-NH$_2$D abundance with time at constant densities ($10^4$, $10^5$, and $10^6$ cm$^{-3}$). The median core density of the $\alpha$-NH$_2$D detected sample is $7.4 \times 10^4$ cm$^{-3}$. The Sipilä et al. 2019 complete scrambling model, with the same initial conditions and parameters as published models, was re-run for this median volume density and with a typical extinction of the interstellar radiation field of $A_V = 5$ mag at the core boundary (see Figure 14). The deuteration ratio for the median core density in our $\alpha$-NH$_2$D detected sample rises very quickly over a short time period of $10^5$ years $\pm$ a few $10^4$ years. The model predicts $R_D$ to rise above 0.1 on timescales of $7 \times 10^4$ years and to be as high as $R_D = 0.3$ on timescales of $\sim 10^5$ years. This model is heavily dependent on density, with higher core densities reaching a given $R_D$ value faster than lower core densities. For our range of observed densities, this results in an order of magnitude spread in the chemical deuteration timescale.

The deuteration chemical timescale is comparable to the free-fall timescale, $t_{ff} = \sqrt{3\pi/32G\mu m_H n} \sim 10^5$ years, at the observed median core density. The calculated free-fall timescale is shown as the green line in Figure 14 along with our calculated range of $R_D$. Prestellar phase lifetimes are typically longer than the free-fall time by factors of 3 to 5 (André et al. 2014). We show this range as a green shaded region in Figure 14. The prestellar phase lifetime is defined as the average time that a prestellar core of a given density will remain prestellar. It is determined from counting the number of prestellar cores at different average densities identified in Herschel surveys of entire molecular clouds and then comparing those numbers to the number of objects, usually Class II protostars, with a known phase lifetime (see Evans et al. 2009). The observed median density of $7.4 \times 10^4$ cm$^{-3}$ corresponds to a prestellar phase-lifetime of $\sim 1.5 - 3 \times 10^5$ years, based on the prestellar core counting statistics presented in André et al. 2014. Given the range in $R_D$ that we observe, the deuteration chemical timescale from the Sipilä et al. 2019 model is less than, and therefore, not in tension with the prestellar phase lifetime of the subset of cores with $\alpha$-NH$_2$D detections.

Relevant published chemo-dynamical models of prestellar core evolution are the models of Hily-Blant et al. 2018 that calculate the deuteration spin-statistics chemistry for isothermal, collapsing prestellar cores with a one-dimensional Larson-Penston collapse solution (Larson 1969; Penston 1969; Larson 1972). This model under-predicts the observed median value of the median observed $\alpha$-NH$_2$D column density ($1.8 \times 10^{13}$ cm$^{-2}$) at the average densities ($7.4 \times 10^4$ cm$^{-3}$) of cores with detections (see Figure 5 of Hily-Blant et al. 2018). The model also under-predicts the deuterium fraction with $R_D < 0.1$ for all model core densities that are $< 3 \times 10^5$ cm$^{-3}$. To reconcile these differences, it is important to highlight that the results of all astrochemical models depend on the assumed initial conditions.

The median observed mass of the NH$_3$-identified cores in L1251 is 3.4 $M_\odot$ (spanning a range from 1.2 – 12 $M_\odot$) while the models of Hily-Blant et al. 2018 start with a higher mass (7 $M_\odot$), isothermal (10 K), core with density of $10^4$ cm$^{-3}$. By changing the initial mass, initial density, isothermal temperature, cosmic-ray ionization rate, initial fractional abundances (in the gas or on the grain mantles), or the collapse solution would change the predicted abundances. Source-specific chemo-dynamical modeling is beyond the scope of this paper as it requires detailed physical models of each source. Our observations of detected cores, however, generally agree within a factor of two with the state-of-the-art published deuteration models of prestellar cores.

A remaining question to answer is: why does $R_D$ not correlate...
with physical or evolutionary variables? One very important caveat is that none of the evolutionary variables are perfect indicators of the evolutionary state of a core. As an example, the central density of a core is not the sole evolutionary parameter that fully describes its evolutionary state because cores at the same central density can have very different chemical evolutionary histories. A good example of this chemical history dichotomy is L1521E and L1498, two prestellar cores located in the Taurus molecular cloud that have similar central densities ($\lesssim 10^5$ cm$^{-3}$; Tafalla et al. 2002; Tafalla & Santiago 2004). L1521E is a chemically young core (low CO depletion, strongly peaked in emission from carbon chain molecules such as CCS and HC$_3$N, and low deuteration ratios; Hirota et al. 2002; Nagy et al. 2019; Scibelli et al. 2021) while L1498 is a chemically mature core (significant CO depletion, depleted carbon chain molecules in the center, and higher deuteration ratios; Willacy et al. 1998; Shirley et al. 2005; Tafalla et al. 2006; Maret et al. 2013; Jimenez-Serra et al. 2021). This implies that L1521E has only recently ($\lesssim 10^5$ years) arrived at its present density while L1498 has spent a longer time at its present density. Thus, density alone is not a sole evolutionary indicator but instead must be used in combination with other indicators to characterize more fully the evolutionary state of a prestellar core. Physics-based indicators (e.g., density, virial parameter) need to be used together with chemistry-based indicators (e.g., deuteration, CO depletion factors).

The lack of correlation of $R_D$ with mass surface density, average density, and virial parameter for the L1251 cores ultimately has implications for their rates of evolution. The significant overlap between o-NH$_2$D detected and non-detected sources at densities below $1.3 \times 10^5$ cm$^{-3}$ and the lack of correlation between $R_D$, $\bar{n}$, and virial parameter in Figures 8 and 10 are likely indicators of the dichotomy illustrated above for L1521E and L1498, namely, that cores can be observed that have spent different amounts of time at the same density and therefore develop different levels of deuterium fractionation at the same density. Assuming that the variables with which we have compared $R_D$ values do have some ability, albeit imperfectly, to distinguish between cores in different evolutionary phases, then the lack of correlation in deuterium can be explained by the cores evolving at different rates. Cores spend different amounts of time evolving through density and therefore develop different levels of deuteration. Previous observational evidence points to cores evolving at rates slower than free-fall collapse. Thus, it is logical that cores would evolve chemically at different rates since any differences in physical mechanisms that mitigates core collapse rates, such as the ambipolar diffusion rate, would result in differential chemical core evolution rates. A future challenge of dense core studies is to identify which internal or external physical and chemical properties of the cores dominate core evolution rates.

5 CONCLUSIONS

We observed 22 NH$_3$-identified cores in Cepheus L1251 in the $J^h_{K_aK_c} = 1_1^1 \rightarrow 1_0^0$ transition of o-NH$_2$D. We detected such emission from 13 of the 22 cores with a median baseline rms of $\sigma_{\text{rms}} = 17$ mK. The observed hyperfine pattern (including splitting due to the N and D atoms) was fit using CLASS. We assume a constant excitation temperature (CTEX model) to calculate the o-NH$_2$D column densities for optically thin and optically indeterminate sources. Using this data, we draw the following conclusions.

1. All sources detected in o-NH$_2$D have p-NH$_3$ column densities $> 10^{14}$ cm$^{-2}$ while all non-detections have p-NH$_3$ column densities $< 10^{14}$ cm$^{-2}$. The difference between detections and non-detections in this threshold in column density is likely due to the sensitivity limitations of this survey.

2. We observe separation when plotting several quantities against each other between cores with o-NH$_2$D detections and those without which is the same as cores with p-NH$_3$ column densities $> 10^{14}$ cm$^{-2}$ and cores with p-NH$_3$ column densities $< 10^{14}$ cm$^{-2}$. The most striking examples are plots of mass vs. radius and virial support (excluding magnetic energy) vs. virial collapse terms.

3. A re-analysis of the virial balance finds that the virial parameter (excluding magnetic energy) for 95% of the cores overlaps within uncertainties with virial equilibrium while the remaining core is bound by external pressure plus gravity. However, the magnetic fields in the L1251 cores likely help support the cores against gravitational collapse. Further study of the magnetic fields in the L1251 dense cores is needed to fully understand their role in core evolution.

4. We find a median deuteration fraction, $R_D$ ([o-NH$_2$D]/[p-NH$_3$]), of 0.11 including the $3\sigma$ upper limits for the non-detections. There are no strong, discernible trends in plots of $R_D$ with any physical or evolutionary parameters. If the L1251 cores have similar chemical initial conditions, then this result indicates that the cores are evolving through density at different rates.

Observations of the deuteration of ammonia have proven to be helpful chemical evolutionary indicators in these 22 dense cores, although in this study we are limited by the sensitivity-driven selection effects. Future chemo-dynamical studies that include non-ideal MHD effects can test which physical parameters drive the core evolution rate and also test whether the observed spread in $R_D$ values at different densities can be reproduced.
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APPENDIX A: A NOTE ABOUT THE HYPERFINE TRANSITIONS OF ORTHO-NH$_2$D

The spectrum of o-NH$_2$D has hyperfine splitting due to electric quadrupole and magnetic dipole interactions between the rotation of the molecule and the spin-1 $^1$H and $^3$D atoms ($F_1 = J + I$ and $F = F_1 + I_D$; Daniel et al. 2016). Interactions due to the two spin-1/2 $^1$H atoms (with total $I = 1$ for ortho spin symmetry) are small and usually ignored. As a result, five quantum numbers $F$, $I$, $K$, $M$, and $\tau$ are used to describe every hyperfine energy level. The peak optical depth in a hyperfine transition, $\tau$, is related to the total optical depth reported from the CLASS fit by $\tau = R_l \tau$ where $R_l$ is the normalized ($\sum_i R_i = 1$) relative hyperfine strength. The relative hyperfine strengths are proportional to the square of the electric dipole matrix elements of the hyperfine transition summed over the degenerate magnetic states of the transition and are calculated from 6j-symbols derived using reducible tensor methods and the Wigner-Eckert Theorem (see chapter 15 of Gordy & Cook (1984))

$$R_i = \frac{(2F^2 + 1)(2F_1 + 1)(2F + 1)}{(2I_N + 1)(2I_D + 1)} \times \left\{ \begin{array}{c} 1 \\ F_1' \end{array} \right\} \left\{ \begin{array}{c} 1 \\ F' \end{array} \right\} \left\{ \begin{array}{c} 1 \\ F_1 \end{array} \right\}$$

where the prime superscripts indicate the quantum numbers of the upper energy level. The spontaneous emission coefficient is

$$A_i = \frac{64\pi^3 \nu_i^3 S \mu^2}{3\hbar c^3} 2F^2 + 1 (2I_N + 1)(2I_D + 1) R_i$$

where $S \approx 1.5$ is the unsplit asymmetric top line strength for our transition (where $J_K = I_1 = 1$, $I_2 = 0$, and $\mu = 1.463 D = 1.463 \times 10^{-18}$ esu cm (Cohen & Pickett 1982)). The strongest hyperfine transition ($J_{K_a,K_c} = 1^+_1, F = 1^+_1$, $3 - 1^+_1$, $2.5$) has $R_i = 14/81$ and $A_i = 5.23 \times 10^{-6} \text{ s}^{-1}$ (Daniel et al. 2016). The hyperfine transitions used in our spectral fitting of the $J_{K_a,K_c} = 1^+_1-1^+_0,0$ transition of o-NH$_2$D are given in Table A1.

APPENDIX B: ESTIMATING OUTER DENSITY FROM BONNOR-EBERT MODELS

The density profile of an isothermal Bonnor-Ebert sphere at temperature $T$ is found by solving the differential equation

$$\frac{1}{\varepsilon^2} \frac{d}{d\xi} \left( \varepsilon^2 \frac{d\psi}{d\xi} \right) = e^{-\psi(\xi)},$$

(B1)

where $\psi(\xi) = r \left( \frac{4\pi G \rho}{m H^2} \frac{\varepsilon}{\xi} \right)^{1/2}$ and $\varepsilon = \frac{\pi}{4}$. The dimensionless variables related to the distance from the center, $r$, the density at each radius, and the central density, $n_c$. The solution to the differential equation numerically calculates $e^{-\psi} = 2\Sigma i / n_c$ and $d\psi/d\xi$ for each $\xi$ (Chandrasekhar & Wares 1949). The mass of an isothermal Bonnor-Ebert sphere (in units of grams) is given by

$M(\varepsilon_{\text{max}}) = \frac{(kT/G)^{1/2}}{2\mu_p m_H^2 R^3} \varepsilon_{\text{max}}^2 \frac{d\psi(\varepsilon_{\text{max}})}{d\xi}$

(B2)

(see Krumholz 2017 solutions to problem set 2 for a derivation). $\varepsilon_{\text{max}}$ is the value of the dimensionless radius at the boundary of the Bonnor-Ebert sphere. The average density ($\Sigma$) may then be calculated from

$\bar{n} = \frac{3M(\varepsilon_{\text{max}})}{4\pi \mu_p m_H R^3} = \frac{3}{4\pi \mu_p m_H R^3} \left( \frac{kT/G}{4\pi \mu_p m_H^2 \varepsilon_{\text{max}}^2} \right)^{3/2} \frac{d\psi(\varepsilon_{\text{max}})}{d\xi} = \frac{3n_c d\psi(\varepsilon_{\text{max}})}{\varepsilon_{\text{max}} d\xi}$

(B3)

Substituting for the central density, $n_c = n_c e^{\psi(\varepsilon_{\text{max}})}$, from the definition of $\psi$, we then find that the ratio of the outer density to the average density is given by

$\frac{n_o}{\bar{n}} = \frac{\varepsilon_{\text{max}} e^{-\psi(\varepsilon_{\text{max}})}}{3 d\psi(\varepsilon_{\text{max}})/d\xi}.$

(B4)
Table A1. Hyperfine transitions of o-NH$_2$D $I_1^1 \rightarrow I_0^0$. The velocity offsets, $\delta v_i$, are calculated from the frequencies in Daniel et al. 2016 with respect to a central frequency of 85926.278 MHz.

| $F_i^0 F_i^F F$ | $v_i$ (MHz) | $\delta v_i$ (km s$^{-1}$) | $R_i$ |
|----------------|-------------|----------------|-------|
| 0 1 - 1 0      | 85924.692   | 5.3343         | 16/1296 |
| 0 1 - 1 1      | 85924.750   | 5.3311         | 80/1296 |
| 0 1 - 1 1      | 85924.782   | 5.2194         | 48/1296 |
| 2 1 - 1 0      | 85925.643   | 2.2155         | 20/1296 |
| 2 2 - 1 0      | 85925.662   | 2.1492         | 15/1296 |
| 2 3 - 1 0      | 85925.688   | 2.0585         | 84/1296 |
| 2 2 - 1 1      | 85925.694   | 2.0375         | 45/1296 |
| 2 1 - 1 2      | 85925.701   | 2.0131         | 1/1296  |
| 2 1 - 1 1      | 85925.733   | 1.9015         | 15/1296 |
| 2 2 - 2 2      | 85926.187   | 0.3175         | 125/1296 |
| 2 3 - 2 2      | 85926.213   | 0.2268         | 28/1296 |
| 2 1 - 2 2      | 85926.226   | 0.1814         | 27/1296 |
| 1 1 - 1 0      | 85926.243   | 0.1221         | 12/1296 |
| 2 2 - 2 3      | 85926.245   | 0.1151         | 28/1296 |
| 2 3 - 2 3      | 85926.271   | 0.0244         | 224/1296 |
| 1 2 - 1 2      | 85926.282   | -0.0140        | 45/1296 |
| 2 2 - 2 1      | 85926.284   | -0.0209        | 27/1296 |
| 1 1 - 1 1      | 85926.289   | -0.0384        | 12/1296 |
| 1 1 - 1 2      | 85926.301   | -0.0802        | 15/1296 |
| 1 2 - 1 1      | 85926.315   | -0.1291        | 15/1296 |
| 2 1 - 2 1      | 85926.323   | -0.1570        | 81/1296 |
| 1 1 - 1 1      | 85926.333   | -0.1919        | 9/1296  |
| 1 2 - 2 2      | 85926.807   | -1.8456        | 15/1296 |
| 1 1 - 2 2      | 85926.826   | -1.9119        | 45/1296 |
| 1 2 - 2 3      | 85926.865   | -2.0480        | 84/1296 |
| 1 0 - 2 1      | 85926.878   | -2.0934        | 20/1296 |
| 1 2 - 2 1      | 85926.904   | -2.1841        | 1/1296  |
| 1 1 - 2 1      | 85926.923   | -2.2504        | 15/1296 |
| 1 0 - 0 1      | 85927.695   | -4.9438        | 16/1296 |
| 1 2 - 0 1      | 85927.721   | -5.0345        | 80/1296 |
| 1 1 - 0 1      | 85927.740   | -5.1008        | 48/1296 |

Figure 9 plots $n_\alpha/\bar{n}$ as a function of $\xi_{\max}/\xi_{1/2}$ where $\xi_{1/2} = 2.274$ is the dimensionless radius at which the Bonnor-Ebert sphere has a density that is half the central density ($n(\xi_{1/2}) = n_c/2$). A Bonnor-Ebert sphere is stable if $\bar{n}/n_\alpha \leq 2.46247$ (Lombardi & Bertin 2001).
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