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Abstract. In the \((s, d)\)-spy game over a graph, introduced by Cohen et al. in 2016, one spy and \(k\) guards occupy vertices of a graph and, at each turn, each guard may move along one edge and the spy may move along at most \(s\) edges. The guards win if, after a finite number of turns, they ensure that the spy always remains at distance at most \(d\) from at least one guard. The guard number is the minimum number of guards such that the guards have a winning strategy. In this paper, we investigate the spy game variant in which the guards are placed first, before the spy. We obtain a polynomial time algorithm for every speed \(s \geq 2\) and distance \(d \geq 0\) when the number of guards is a constant, which leads to a fixed parameter tractable algorithm on the \(P_4\)-fewness of the graph. We also prove that the spy game is NP-hard even in bipartite graphs with bounded diameter, for every speed \(s \geq 2\) and distance \(d \geq 0\).
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1 Introduction

Given a graph \(G = (V, E)\) and \(v \in V\), let \(N(v) = \{w \mid vw \in E\}\) denote the set of neighbors of \(v\) and let \(N[v] = N(v) \cup \{v\}\) be the closed neighborhood of \(v\). Let \(P_n\) be the graph consisting of a path with \(n\) vertices.

In the two-player \((s, d)\)-spy game on a finite graph \(G\), where \(s \geq 1, d \geq 0\) and \(k \geq 1\) are the spy speed, the surveillance distance and the number of guards, respectively, a player controls one spy and the other player controls \(k\) guards, all of them occupying vertices of \(G\). The spy and the guards may occupy the same vertex. It is a perfect information sequential game with no chance moves. The game proceeds turn-by-turn: first the spy move with speed \(s\) (along at most \(s\) edges) and then each guard may move along at most one edge. The guards win if, after a finite number of turns, they ensure that the spy always remains at distance at most \(d\) from at least one guard.

The spy game is closely related to the well known Cops and robber game \[8,27\]. In this game, first \(k\) cops occupy some vertices of the graph and then one robber occupies a vertex. Turn-by-turn, each player may move (the cops first and then the robber) along one edge. The cops win if one cop occupies the same vertex of the robber after a finite number of turns. The cop-number \(\text{cn}(G)\) of a graph \(G\) is the minimum number of cops required to win in \(G\) \[1\].

There are many generalizations of the Cops and robber game \[2,7,12,17,18\]. For example, allowing a faster robber with speed \(s \geq 2\). In this variant, the exact number of cops with speed one required to capture a robber with speed two is unknown even in 2-dimensional grids \[5,10\]. In 2010, Bonato et al. \[7\] introduced other variant of the cops and robber in which the game is over if a cop occupies a vertex at distance at most a given integer \(d\) from the robber. This is equivalent to the spy game with speed \(s = 1\) in a variant in which the spy is placed after the guards. For speed \(s \geq 2\), the equivalence is not true and the games are significantly different.

Other related well know game is the eternal domination game \[19,20,23,24\]. A set of \(k\) defenders occupy some vertices of a graph \(G\). At each turn, an attacker chooses a vertex \(v \in V\) and the defenders may move
along an edge in such a way that at least one defender is at distance at most a given integer \( d \) from \( v \). There are some variants of the eternal domination game allowing more defenders to move at each turn and to occupy the same vertex \([20,23,24]\), which is equivalent to the spy game when the spy speed is at least the diameter of the graph.

The spy game was introduced by Cohen et al. in 2016 \cite{13} in two variants. In the main variant, the spy is placed first and we may consider that she wins if she reaches a vertex at distance more than the surveilling distance \( d \) from every guard. From the classical Zermelo-von Neumann theorem \cite{28}, one of the two players has a winning strategy, since it is a perfect information finite game without draw. Here we can consider the spy game as a finite game since the number of possible configurations of the spy and the guards is finite in a finite graph \( G \). For example, we may consider that the guards win the game if the spy repeats a game configuration (after her move).

The guard number is the minimum number of guards such that the guards have a winning strategy. We denote by \( \text{gn}'_{s,d}(G) \) and \( \text{gn}_{s,d}(G) \) the guard number in the \((s,d)\)-spy game variants in which the spy is placed first and the guards are placed first, respectively. An example of the difference between these parameters is the graph \( G \) with \( n \) isolated vertices: \( \text{gn}_{s,d}(G) = n \) and \( \text{gn}'_{s,d}(G) = 1 \). Cohen et al. \cite{14} obtained some bounds in the following Proposition \[1\]. Notice that they are tight, since \( \text{gn}_{1,0}(G) = \text{cn}(G) \) and \( \text{gn}'_{1,0}(G) = 1 \). Moreover, graphs \( G \) such as the path \( P_n \) with cop number 1 satisfy \( \text{gn}_{s,d}(G) = \text{gn}'_{s,d}(G) \).

**Proposition 1 (\cite{14}).** Given a graph \( G \) and \( s \geq 1 \) and \( d \geq 0 \),

\[
\text{gn}'_{s,d}(G) \leq \text{gn}_{s,d}(G) \leq \text{gn}'_{s,d}(G) + \text{cn}(G) - 1,
\]

where \( \text{cn}(G) \) is the cop number of \( G \).

In \cite{14}, it was proved that the guard number is NP-hard in general graphs and a directed version is PSPACE-hard even in DAGs. The authors left open the question of the PSPACE-hardness on the undirected case and the question of the spy game on grids: "Many open questions remain such as the characterization of the guard-number in other graph classes, e.g., in grids" \cite{14}. Moreover, in 2020, it was proved \cite{15} that the guard number is computable in polynomial time for trees by using Linear Programming and a fractional relaxation of the game. The authors also obtained an upper bound for the fractional guard number on the square grid \( G_{n \times n} \), a parameter different from the guard number, which was proved to be equal in trees.

In this paper, we investigate the spy game variant in which the guards are placed first and the parameter \( \text{gn}(G) \). Here we consider the decision problem of the spy game with instance \( G \) and \( k \) as the problem of deciding if \( k \) guards have a winning strategy in \( G \) when they are placed first. We first obtain a polynomial time algorithm when the the number \( k \) of guards is a constant, for any speed \( s \geq 1 \) and distance \( d \geq 0 \). We use this to obtain a fixed parameter tractable (fpt) algorithm for the spy game on the \( P_2 \)-fewness of the graph, which is a relevant result, since games on graphs are expected to be PSPACE-hard in general graphs and therefore it is not expected to find polynomial algorithms for many classes of graphs. We also obtain a tight upper bound on the strong product \( G_1 \boxtimes G_2 \) of graphs \( G_1 \) and \( G_2 \). Finally, we prove that for every speed \( s \geq 2 \) and distance \( d \geq 0 \) the spy game decision problem is NP-hard even in bipartite graphs with diameter at most \( 4 \cdot (d + 1) \). This hardness result is a generalization of the NP-hardness reduction for general graphs in \cite{14}.

## 2 Polynomial algorithm for fixed number \( k \) of guards

We prove in this section that the spy game decision problem is solvable in polynomial time \( O(n^{3k+2}) \) for any speed \( s \geq 1 \) and distance \( d \geq 0 \), where \( k \) is the number of guards, which leads to an XP algorithm parameterized by the number \( k \) of guards. For this, we first define spy and guard configurations.

**Definition 1.** Given a graph \( G \) and integers \( s \geq 1 \), \( d \geq 0 \), \( k \geq 1 \), let a configuration in \( G \) be a possible scenario of the spy game, with the spy and all \( k \) guards occupying vertices. There are two types of configurations: spy configuration (before the spy’s move) and guard configuration (before the guards’ move). A spy
configuration may be equal to a guard configuration (the only difference is that the spy is the next to move). Clearly there are exactly $2n^{k+1}$ configurations (2 possibilities for the next to move, $n$ possible vertices for the spy and all $k$ guards). A spy configuration $C_1$ leads to a guard configuration $C_2$ if $C_2$ can be obtained from $C_1$ by moving the spy along at most $s$ edges. A guard configuration $C_1$ leads to a spy configuration $C_2$ if $C_2$ can be obtained from $C_1$ by moving the guards along at most one edge each. Let the digraph $D^*$ defined as follows: for every spy or guard configuration $C$, create an associated vertex $c$ in $D^*$. If a configuration $C_1$ leads to a configuration $C_2$, we add in $D^*$ the directed edge from $C_1$ to $C_2$. Clearly, $D^*$ has exactly $2n^{k+1}$ vertices.

In the next theorem, we show how to proceed in this constructed digraph $D^*$ in order to solve the decision problem of the spy game variant in which the guards are placed first.

**Theorem 1.** Let $s \geq 1$ and $d \geq 0$. Given a graph $G$ with $n$ vertices and $k \geq 1$, the spy game decision problem with instance $G$ and $k$ is solvable in $XP$ time $O(n^{3k+2})$.

**Proof.** A controlled configuration is a spy configuration in which there is a guard at distance at least $d$ from the spy. First, we have to determine the winning configurations, which are the controlled configurations from which the guards can guarantee that all the next spy configurations are controlled. We call this Phase 1.

In Phase 1, first mark all controlled (spy) configurations as winning. Next, repeat the following procedure until no more vertices of $D^*$ are dismarked. Let $C_1$ be a marked (spy) configuration. If there is a guard configuration $C_2$ such that $C_1$ leads to $C_2$ but $C_2$ cannot lead to a marked configuration, then dismark $C_1$ as winning.

After this, we have the winning configurations (for the guards) from which the guards can always force controlled configurations. After Phase 1, the winning configurations are the only ones which are marked.

Next, we start Phase 2 to decide if the guards can force a winning configuration in the game. In Phase 2, no configuration is dismarked. Repeat the following procedure until no more vertices of $D^*$ are marked. For every guard configuration $C$, mark the vertex $C$ of $D^*$ if there exists at least one marked out-neighbor of $C$ (in words, there is a guards’ move which leads to a winning configuration for the guards after some moves). Moreover, for every spy configuration $C$, mark the vertex $C$ in $D^*$ if all out-neighbors of $C$ are marked (in words, any spy’s move will lead to a winning configuration for the guards after some moves).

Finally, at the end, if there are (not necessarily distinct) vertices $u_1, \ldots, u_k$ of $G$ such that, for every guard configuration $C$ with the guard $i$ occupying $u_i$ ($1 \leq i \leq k$), $C$ is marked in $D^*$, then the guards have a winning strategy (by occupying these vertices first). Otherwise, the spy has a winning strategy. This is because the guards can force a sequence of configurations which leads to a winning configuration, from which all the next configurations in the game are controlled.

By applying breadth-first search to each vertex of $G$ as a preprocessing to check distances, we can obtain all out-neighbors of a vertex $C$ in $D^*$ in time $O(n^3)$ and consequently $D^*$ can be constructed in time $O(n^{k+4})$.

In Phase 1, the algorithm has at most $n^{k+1}$ iterations, since at least one spy configuration is dismarked in each iteration, and every iteration takes time $O(n^{k+1}n^k)$, since each spy configuration leads to at most $n$ guard configurations and each guard configuration leads to at most $n^k$ spy configurations. Thus Phase 1 takes time $O(n^{3k+2})$. In Phase 2, the algorithm has at most $2 \cdot n^{k+1}$ iterations, since at least one vertex is marked in each iteration, and every iteration takes time $O(n^{k+1}n^k)$, since each spy configuration leads to at most $n$ guard configurations and each guard configuration leads to at most $n^k$ spy configurations. Thus Phase 2 also takes time $O(n^{3k+2})$. \hfill $\square$

### 3 An fpt-algorithm parameterized by the $P_4$-fewness of the graph

A graph $G$ is a $(q, q - 4)$-graph for some integer $q \geq 4$ if every subset of at most $q$ vertices induces at most $q - 4$ distinct $P_4$’s. For instance, cographs and $P_4$-sparse graphs are exactly the $(q, q - 4)$-graphs for $q = 4$ and $q = 5$, respectively. The $P_4$-fewness $q(G)$ of a graph $G$ is the minimum $q \geq 4$ such that $G$ is a $(q, q - 4)$-graph. These graphs have received a lot of attention in the literature (under the expression “graphs
with few $P_1$'s), since they are on the top of a very known hierarchy of graph classes, including cographs, $P_2$- reducible, $P_3$-sparse and $P_4$-lite graphs. They also have a nice recursive decomposition based on unions, joins, spiders and small separable $p$-components \[4\], described below.

Let $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ be two vertex disjoint graphs. The disjoint union of $G_1$ and $G_2$ is the graph $G_1 \cup G_2 = (V_1 \cup V_2, E_1 \cup E_2)$. The join of $G_1$ and $G_2$ is the graph $G_1 + G_2 = (V_1 \cup V_2, E_1 \cup E_2 \cup \{uv : u \in V_1, v \in V_2\})$. A spider is a graph whose vertex set has a partition $(R, C, S)$, where $C = \{c_1, \ldots, c_p\}$ and $S = \{s_1, \ldots, s_p\}$, for $p \geq 2$, are a clique and a stable set, respectively; $s_i$ is adjacent to $c_j$ if and only if $i = j$ (a thick spider), or $s_i$ is adjacent to $c_j$ if and only if $i \neq j$ (a thin spider); and every vertex of $R$ is adjacent to each vertex of $C$ and non-adjacent to each vertex of $S$.

We say that a graph is $p$-connected (path connected) if, for every nontrivial bipartition of its vertex set, there is a crossing $P_4$, i.e. an induced $P_4$ with vertices in both parts. A $p$-component is a maximal $p$-connected subgraph. We say that a $p$-connected graph $H$ is separable if its vertex set has a bipartition $(H_1, H_2)$ such that every crossing $P_3$ has its endpoints in $H_1$ and its midpoints in $H_2$. Note that, if $G$ is a spider $(R, C, S)$, then $G[C \cup S]$ is a separable $p$-component with bipartition $(C, S)$.

**Theorem 2.** [Primeval Decomposition \[4\]] If $G$ is a $(q, q-4)$-graph, then one of the following holds:

(a) $G$ is the disjoint union or the join of two $(q, q-4)$-graphs;
(b) $G$ is a spider $(R, C, S)$ and $G[R]$ is a $(q, q-4)$-graph;
(c) $G$ contains a separable $p$-component $H$ with $|V(H)| < q$ and bipartition $(H_1, H_2)$, such that $G - H$ is a $(q, q-4)$-graph and every vertex of $G - H$ is adjacent to every vertex of $H_2$ or non-adjacent to every vertex of $H_2$;
(d) $G$ has at most $q$ vertices or $V(G) = \emptyset$.

As a consequence, a $(q, q-4)$-graph $G$ can be decomposed by successively applying Theorem \[4\] as follows: If (a) holds, apply the theorem to each component of $G$ or $\overline{G}$. If (b) holds, apply the theorem to $G[R]$. Finally, if (c) holds, then apply the theorem to $G - H$. This decomposition can be obtained in linear time \[6,22\]. From this, the spy game variant in which the guards are placed first can be solved by composing the strategies of the parts obtained in each case (a)-(d). We begin with unions and joins.

**Lemma 1.** Let $s \geq 1$ and $d \geq 0$. Then $\text{gn}_{s,d}(G_1 \cup G_2) = \text{gn}_{s,d}(G_1) + \text{gn}_{s,d}(G_2)$. Moreover,

$$\text{gn}_{s,d}(G_1 + G_2) = \begin{cases} 1, & \text{if } d \geq 1 \text{ or } G_1 \text{ and } G_2 \text{ are complete}, \\ 1, & \text{if } d = 0 \text{ and } s = 1 \text{ and } \min\{\text{cn}(G_1), \text{cn}(G_2)\} = 1, \\ 2, & \text{otherwise}. \end{cases}$$

**Proof.** In $G_1 \cup G_2$, since the guards are placed first, they must guarantee that they win if the spy is placed in either $G_1$ or $G_2$. Thus $\text{gn}_{s,d}(G_1 \cup G_2) = \text{gn}_{s,d}(G_1) + \text{gn}_{s,d}(G_2)$.

In $G_1 + G_2$, if $d \geq 1$, then one guard is sufficient to control the spy: if the spy is in $G_1$ (resp. $G_2$), the guard goes to $G_2$ (resp $G_1$). If $d = 0$ and $G_1$ and $G_2$ are complete graphs, then $G_1 + G_2$ is also a complete graph and consequently one guard is sufficient: just go to the same vertex of the spy in each turn. If $d = 0$ and $s = 1$ and $\text{cn}(G_1) = 1$, then one guard can be placed in $G_1$ and control the spy, by following her in $G_1$ using his cops and robber strategy or just occupying the same vertex in $G_2$ if the spy goes to $G_2$.

Now assume that $d = 0$, $s \geq 2$ and w.l.o.g. $G_1$ is not complete. Let $v_1$ and $v_2$ be two non-adjacent vertices of $G_1$. Then, in the game on $G = G_1 + G_2$, the spy can go from $v_1$ to $v_2$ in one step passing through a vertex of $G_2$ and one guard cannot keep up her (recall that $d = 0$). Then two guards are necessary. Moreover, this is sufficient: just maintain in each round one guard in the same vertex of the spy and the second guard in the other graph: $G_1$ (resp. $G_2$) if the spy is in $G_2$ (resp. $G_1$).

The next lemma determines the guard number on spiders.

**Lemma 2.** Let $G$ be a spider $(R, C, S)$. If $d \geq 1$ or $s = 1$, then $\text{gn}_{s,d}(G) = 1$. Moreover, if $s \geq 2$ and $G$ is a thick spider, then $\text{gn}_{s,0}(G) = 3$ if $R \neq \emptyset$, and $\text{gn}_{s,0}(G) = 2$, otherwise. Finally, if $s \geq 2$ and $G$ is a thin spider, then $\text{gn}_{s,0}(G) = |C| + 1$ if $R \neq \emptyset$, and $\text{gn}_{s,0}(G) = |C|$, otherwise.
Proof. From the definition of spider, every vertex of $G$ has a neighbor in the clique $C$. Thus, if $d \geq 1$ or $s = 1$, one guard in $C$ is sufficient; just move to a vertex also in $C$ at distance 1 from the spy. From now on, consider surveillance distance $d = 0$ and $s \geq 2$.

First suppose that $G$ is a thick spider. Since the spy can move in one step from a vertex of $C$ (or $R$ if $R \neq \emptyset$) to any vertex of $S$, then each vertex of $S$ must have a guard in its closed neighborhood before the spy’s move. Thus, since every vertex of $C$ has a non-neighbor in $S$, 2 guards are necessary if $R = \emptyset$ and 3 guards are necessary if $R \neq \emptyset$. Moreover, if $R = \emptyset$, 2 guards are sufficient: if the spy is in $S$, one guard goes to the same vertex of the spy and other guard to the only non-neighbor in $C$, since it dominates all other vertices of $S$; if the spy is in $C$, both guards go to $C$. Finally, if $R \neq \emptyset$, 3 guards are sufficient: just maintain in all rounds two guards in distinct vertices of $C$ and one guard in the same vertex of the spy. This is possible since any two distinct vertices of $C$ dominates all vertices of $G$.

Now suppose that $G$ is a thin spider. Since the spy can move in one step from a vertex of $C$ (or $R$ if $R \neq \emptyset$) to any vertex of $S$, then each vertex of $S$ must have a distinct guard in its closed neighborhood before the spy’s move. Thus, $|C| = |S|$ guards are necessary if $R = \emptyset$ and $|C| + 1$ guards are necessary if $R \neq \emptyset$. Moreover, if $R = \emptyset$, $|C|$ guards are sufficient: just maintain one guard controlling each vertex of $C$ and its only neighbor in $S$. Finally, if $R \neq \emptyset$, $|C| + 1$ guards are sufficient: just maintain in all rounds every vertex of $C$ with a guard and one guard in the same vertex of the spy. This is possible since all vertices of $G$ has a neighbor in $C$. \qed

The next lemma determines the guard number on separable $p$-components.

**Lemma 3.** Let $G$ be a graph with a separable $p$-component $H$ with $|V(H)| < q$ and bipartition $(H_1, H_2)$ of $H$ such that any vertex of $G - H$ is adjacent to every vertex of $H_1$ and non-adjacent to every vertex of $H_2$. Then, for any $s \geq 1$ and $d \geq 0$, $\text{gn}_{s,d}(G) = \text{gn}_{s,d}(G_R) \leq q$, where $G_R$ is the (reduced) graph obtained from $G$ by replacing $G - H$ by two adjacent or non-adjacent vertices, depending whether $G - H$ is complete or not, respectively.

**Proof.** Let $v_1$ and $v_2$ be the vertices which replaced $G - H$ in order to build $G_R$.

For any game on $G$, we can simulate it on $G_R$. For this, if a player (spy or guard) goes to $H$ in the game on $G$, it goes to the same vertex of $H$ in the game on $G_R$; if a player goes to $G - H$ from a vertex not in $G - H$ in the game on $G$, it goes to $v_1$ or $v_2$ in the game on $G_R$ (preferring the same vertex of the spy, if she is in $\{v_1, v_2\}$ in the game on $G_R$); if a player moves from a vertex of $G - H$ to a neighbor in $G - H$ in the game on $G$, it maintain the position in the game on $G_R$; if the spy moves from a vertex of $G - H$ to a non-adjacent vertex of $G - H$ in the game on $G$, she goes from $v_1$ to $v_2$ or from $v_2$ to $v_1$ in the game on $G_R$.

On the other hand, for any game on $G_R$, we can simulate it on $G$. For this, if $G - H$ is not complete, let $u_1$ and $u_2$ be two non-adjacent vertices of $G - H$; otherwise, let $u_1$ and $u_2$ be vertices of $G - H$ ($u_1$ and $u_2$ may be the same vertex if $G - H$ has only one vertex). If a player (spy or guard) goes to $H$ in the game on $G_R$, it goes to the same vertex of $H$ in the game on $G$; if a player goes to $v_1$ (resp. $v_2$) from a vertex not in $\{v_1, v_2\}$ in the game on $G_R$, it goes to $v_1$ (resp. $v_2$) in the game on $G$; if a player moves from $v_1$ to $v_2$ (resp. $v_2$ to $v_1$) in the game on $G_R$, it goes from $u_1$ to $u_2$ (resp. $u_2$ to $u_1$) in the game on $G$.

With this, if the guards win in $G$, they also win in $G_R$. Moreover, if the spy wins in $G$, it is possible to adapt the spy’s strategy described above in $G_R$ to guarantee a win in $G_R$. Therefore, there is a winning strategy in $G$ for any winning strategy in $G_R$, and vice-versa. \qed

**Theorem 3.** The spy game decision problem has an fpt-algorithm parameterized by the $P_4$-fewness $q(G)$ of the graph $G$, with time $O(m + q^{d+3} \cdot n)$, where $q = q(G)$ and $m$ and $n$ are the number of edges and vertices of $G$, respectively.

**Proof.** From the primeval decomposition of $(q, q - 4)$-graphs, Lemmas 1, 2 and 3 and the XP algorithm of Theorem 1 applied in the reduced graph $G_R$ of Lemma 3 or in $G$ itself when it has at most $q$ vertices. \qed
4 Graph products and grids

The strong product $G_1 \boxtimes G_2$ of two graphs $G_1$ and $G_2$ is the graph whose vertex set $V(G_1 \boxtimes G_2)$ is the cartesian product $V(G_1) \times V(G_2)$ in which distinct vertices $(u_1, u_2)$ and $(v_1, v_2)$ are adjacent in $G_1 \boxtimes G_2$ if and only if (a) $u_1 = v_1$ and $u_2v_2 \in E(G_2)$, or (b) $u_2 = v_2$ and $u_1v_1 \in E(G_1)$, or (c) $u_1v_1 \in E(G_1)$ and $u_2v_2 \in E(G_2)$. A King grid is the strong product of two path graphs $P_n \boxtimes P_m$. Figure 4 shows the King grids $P_3 \boxtimes P_3$ and $P_5 \boxtimes P_3$.

4.1 Strong product

We first obtain a general upper bound on the guard number $g_{n,s,d}(G_1 \boxtimes G_2)$ for any two graphs $G_1$ and $G_2$ and any speed $s \geq 2$ and surveillance distance $d \geq 0$.

**Theorem 4.** Let $s \geq 1$ and $d \geq 0$. The guard number of the strong product of two graphs $G_1$ and $G_2$ satisfies $g_{n,s,d}(G_1 \boxtimes G_2) \leq g_{n,s,d}(G_1) \cdot g_{n,s,d}(G_2)$. Moreover, the equality holds if $g_{n,s,d}(G_1) = 1$ or $g_{n,s,d}(G_2) = 1$.

**Proof.** Let $k_1 = g_{n,s,d}(G_1)$ and $k_2 = g_{n,s,d}(G_2)$. Consider a winning strategy for the guards in $G_1$ with $k_1$ guards and a winning strategy for the guards in $G_2$ with $k_2$ guards when they are placed first. From this, consider the following strategy for the guards in $G_1 \boxtimes G_2$. For every guard $g_1$ in $G_1$ and every guard $g_2$ in $G_2$, let $g_1g_2$ be a guard in $G_1 \boxtimes G_2$, resulting in a total of $k_1 \cdot k_2$ guards.

If the spy is placed initially at the vertex $(u_1, u_2)$ of $G_1 \boxtimes G_2$, we follow the winning strategy in $G_1$ (resp. $G_2$) considering that the spy was placed at $u_1$ (resp. $u_2$) initially. If the spy goes from a vertex $(v'_1, v'_2)$ to $(v_1, v_2)$ at some moment of the game, we follow the winning strategy in $G_1$ (resp. $G_2$) considering that the spy goes from $v'_1$ to $v_1$ (resp. from $v'_2$ to $v_2$). The spy can do that in $G_1$ and $G_2$ from the topology of the strong product: the distance in $G_1$ from $v'_1$ to $v_1$ (resp. from $v'_2$ to $v_2$) is at most the distance from $(v'_1, v'_2)$ to $(v_1, v_2)$ in $G_1 \boxtimes G_2$, which is at most $s$ (the speed of the spy).

These two combined winning strategies in $G_1$ and $G_2$ lead to a strategy for the guards in the spy game on $G_1 \boxtimes G_2$. If the guard $g_1$ of $G_1$ goes from $w'_1$ to $w_1$ and the guard $g_2$ of $G_2$ goes from $w'_2$ to $w_2$, we consider that the guard $g_1g_2$ of $G_1 \boxtimes G_2$ goes from $(w'_1, w'_2)$ to $(w_1, w_2)$. The guards can do that in $G_1 \boxtimes G_2$ also from the topology of the strong product: the distance from $(w'_1, w'_2)$ to $(w_1, w_2)$ in $G_1 \boxtimes G_2$ is the maximum between the distance from $w'_1$ to $w_1$ in $G_1$ and the distance from $w'_2$ to $w_2$ in $G_2$, which is at most 1.

Finally, since after a finite number of turns there is always a guard $g_1$ and a guard $g_2$ at distance at most $d$ from the spy in the games played in $G_1$ and in $G_2$, respectively, we have that after a finite number of turns there is always a guard $g_1g_2$ at distance at most $d$ from the spy in the game played in $G_1 \boxtimes G_2$, as already observed from the topology of the strong product. Since this is a winning strategy for the guards in $G_1 \boxtimes G_2$, we are done.

If $g_{n,s,d}(G_2) = 1$, then $g_{n,s,d}(G_1 \boxtimes G_2) \leq g_{n,s,d}(G_1) \cdot g_{n,s,d}(G_2) = g_{n,s,d}(G_1)$. Since $G_1$ is an induced subgraph of $G_1 \boxtimes G_2$ and the distance between any two vertices of $G_1$ is equal to the distance between the same vertices in $G_1 \boxtimes G_2$ (from the topology of the strong product), then $g_{n,s,d}(G_1 \boxtimes G_2) = g_{n,s,d}(G_1)$.

Analogously, $g_{n,s,d}(G_1 \boxtimes G_2) = g_{n,s,d}(G_2)$ if $g_{n,s,d}(G_1) = 1$. □

From this, the question about the tightness of the bound arises when the guard numbers of both graphs are at least 2. In the following subsection, we will show that the general upper bound just derived is the best possible. We will present classes of examples where $g_{n,s,d}(G_1) = g_{n,s,d}(G_2) = 2$ and yet $g_{n,s,d}(G_1 \boxtimes G_2) \leq 2 < 4$, as well as examples where $g_{n,s,d}(G_1 \boxtimes G_2) = 4$ instead. In all of those examples, $G_1$ and $G_2$ will be paths, and so $G_1 \boxtimes G_2$ will be King grids.

4.2 King grids

Regarding paths, it was proved in [14] that the exact value of $g_{n,s,d}(P_n)$ is

$$g_{n,s,d}(P_n) = \left\lfloor \frac{n}{2d+2 + \left\lceil \frac{2d}{s-1} \right\rceil} \right\rfloor$$
First we show that \( gn_{s,d}(P_{2d+3} \boxtimes P_{2d+3}) \leq 2 \) for any \( d \geq 0 \) and \( s \geq 2 \). Notice that \( gn_{s,d}(P_{2d+3}) = 2 \) for any \( d \geq 0 \) and \( s \geq 2d + 2 \), since a spy in the first vertex \( v_0 \) of the path \( P_{2d+3} \) can go to the last vertex \( v_{2d+2} \) of the path, but a guard surveilling the spy in the vertex \( v_d \) of the path \( P_{2d+3} \) cannot jump to the vertex \( v_{d+2} \) to keep surveilling the spy. Moreover, two guards in the vertices \( v_d \) and \( v_{d+2} \) are sufficient to surveil the spy. That is, \( gn_{s,d}(P_{2d+3})^2 = 4 \).

**Lemma 4.** Let \( d \geq 0 \) and \( s \geq 1 \) be fixed integers. Then \( gn_{s,d}(P_{2d+3} \boxtimes P_{2d+3}) \leq 2 \).

**Proof.** Let us show a guards winning strategy with two guards. Let \( V = \{-d+1, \ldots, 0, \ldots, d+1\} \subseteq \mathbb{Z} \) (\(|V| = 2d+3\)). Consider that the vertex set of \( P_{2d+3} \boxtimes P_{2d+3} \) is \( V \times V \). The guards winning strategy with two guards in \( P_{2d+3} \boxtimes P_{2d+3} \) is the following; one guard is always in the vertex \((0,0)\) and the other guard is in a vertex of \( \{-1,0,1\}^2 \) surveilling the spy, which is possible since the surveilling distance is \( d \) and the maximum distance from \((0,0)\) in \( P_{2d+3} \boxtimes P_{2d+3} \) is \( d+1 \). At any moment of the game, the guards change roles: the guard in \((0,0)\) goes to a vertex of \( \{-1,0,1\}^2 \) (surveilling the spy) and the other guard goes to \((0,0)\). Since this is a winning strategy for the guards, we are done. See examples in Figure 1. \( \square \)

![Fig. 1. Guards winning strategies with 2 guards in the King grids \( P_3 \boxtimes P_3 \) and \( P_5 \boxtimes P_5 \) with \((s,d) = (2,0)\) and \((s,d) = (4,1)\), respectively. The spy is represented by \( s \) and the guards by 1 and 2.](image)

Next we show that \( gn_{s,d}(P_{2d+4} \boxtimes P_{2d+4}) = 4 \) for any \( d \geq 0 \) and \( s \geq d + 2 \). Notice that \( gn_{s,d}(P_{2d+4}) = 2 \) for any \( d \geq 0 \) and \( s \geq d + 2 \), since a spy in the first vertex \( v_0 \) of the path \( P_{2d+4} \) can go in two time steps to the last vertex \( v_{2d+3} \) of the path, but a guard surveilling the spy in the vertex \( v_d \) of the path \( P_{2d+3} \) cannot go to the vertex \( v_{d+2} \) in two time steps to keep surveilling the spy. Moreover, two guards in the vertices \( v_d \) and \( v_{d+2} \) are sufficient to surveil the spy. That is, \( gn_{s,d}(P_{2d+4})^2 = 4 \).

**Lemma 5.** Let \( d \geq 0 \) be a fixed integer and let \( s \geq d + 2 \). Then \( gn_{s,d}(P_{2d+4} \boxtimes P_{2d+4}) = 4 \).

**Proof.** Let us show a spy winning strategy with less than four guards. Let \( G = P_{2d+4} \boxtimes P_{2d+4} \) Consider that the vertex set of \( G \) is \( V \times V \), where \( V = \{-d+2, \ldots, 0, \ldots, d+1\} \subseteq \mathbb{Z} \) (\(|V| = 2d+4\)). The spy winning strategy in \( G \) is the following: initially the spy is placed at the vertex \((0,0)\) independently of the initial positions of the guards and then she chooses one of the four “corner” vertices to go: \( c_1 = (-d-2, -d-2), c_2 = (-d-2, d+1), c_3 = (d+1, -d-2) \) or \( c_4 = (d+1, d+1) \). Clearly, the spy can do that since its speed \( s \geq d + 2 \).

It is easy to see that \( V(G) \) can be partitioned into four subsets \( A_1 = [-d-2, -1] \times [-d-2, -1], A_2 = [-d-2, -1] \times [0, d+1], A_3 = [0, d+1] \times [-d-2, -1] \) and \( A_4 = [0, d+1] \times [0, d+1] \) with \((d+2)^2\) vertices each. Clearly the corner vertices satisfy \( c_1 \in A_1, c_2 \in A_2, c_3 \in A_3 \) and \( c_4 \in A_4 \). Let \( i \in \{1, 2, 3, 4\} \). Notice that all vertices at distance at most \( d+1 \) in \( G \) from the corner vertex \( c_i \) belongs to \( A_i \). Thus, no vertex in \( A_j \) with \( j \neq i \) can surveil the corner \( c_i \) in one time step. This implies that at least four guards are necessary.
to surveil the four corner vertices and we are done, since, from Theorem 4, four guards are sufficient. See examples in Figure 2.

The previous lemmas showed examples with few guards. We show that \( g_{s,d}(P_n \boxtimes P_n) \) can be very close to \( g_{s,d}(P_n)^2 \), when many guards are necessary. More specifically, we show that \( g_{s,d}(P_n \boxtimes P_n) \geq (g_{s,d}(P_n) - 1)^2 \) in many cases where \( g_{s,d}(P_n) \) can be any positive integer.

**Lemma 6.** Let \( d \geq 0 \) and \( 2 \leq k \leq 2d + 2 \) be fixed integers and let \( s \geq (k-1)(2d+3) \). Then \( g_{s,d}(P_{k(2d+3)}) = k + 1 \) and \( k^2 \leq g_{s,d}(P_{k(2d+3)} \boxtimes P_{k(2d+3)}) \leq (k + 1)^2 \).

**Proof.** The vertex set of \( P_{k(2d+3)} \boxtimes P_{k(2d+3)} \) can be partitioned into \( k^2 \) subsets, each of which induces a copy of the King grid \( P_{2d+3} \boxtimes P_{2d+3} \). If there is always one of these subsets without a guard, the spy can go to the vertex in the center of this subset and no guard can surveil the spy, since the distance from the center to the border is \( d + 1 \) in the King grid \( P_{2d+3} \boxtimes P_{2d+3} \). The spy can do this infinitely many times since her speed is at least \( (k-1)(2d+3) \) (notice that the diameter is \( k(2d+3) - 1 \) and the maximum distance between the centers of any two of those King grid copies is at most \( k(2d+3) - 1 - 2(d+1) = (k-1)(2d+3) \)).

Thus, at least \( k^2 \) guards are necessary. Moreover, since

\[
g_{s,d}(P_n) = \left\lceil \frac{n}{2d+2 + \left\lceil \frac{2d}{s} \right\rceil} \right\rceil,
\]

then \( g_{s,d}(P_{k(2d+3)}) = k + 1 \) for any \( d \geq 0 \), \( 2 \leq k \leq 2d + 2 \) and \( s \geq (k-1)(2d+3) > 2d + 1 \). Then, from Theorem 4 \( (k + 1)^2 \) guards are sufficient. \( \square \)

### 4.3 Cartesian and lexicographical products

There are other well studied graph products on the vertex set \( V(G_1) \times V(G_2) \), such as the cartesian product \( G_1 \square G_2 \) and the lexicographical products \( G_1 \cdot G_2 \) and \( G_2 \cdot G_1 \) (see [21] for a reference). In the cartesian product...
G_1 \boxtimes G_2, (u_1, u_2) and (v_1, v_2) are adjacent if and only if (a) u_1 = v_1 and u_2 v_2 \in E(G_2) or (b) u_2 = v_2 and u_1 v_1 \in E(G_1). In the lexicographical product G_1 \cdot G_2, (u_1, u_2) and (v_1, v_2) are adjacent if and only if (a) u_1 = v_1 and u_2 v_2 \in E(G_2) or (b) u_1 v_1 \in E(G_1).

It is easy to see, from the definitions, that the cartesian product G_1 \square G_2 is a subgraph of the strong product G_1 \boxtimes G_2, which is a subgraph of the lexicographical products G_1 \cdot G_2 and G_2 \cdot G_1. It is also easy to find examples in which the upper bound of Theorem 4 fails in the cartesian product. For example, gn_{2,0}(P_2 \square P_2) = gn_{2,0}(P_4) = 2 \geq 1 = gn_{2,0}(P_2)^2. Regarding the lexicographical product, failing examples are not so easy to find. The next lemma presents an example in which the upper bound of Theorem 4 fails in both cartesian product and lexicographical product.

**Lemma 7.** \( gn_{2,1}(P_5 \boxtimes P_5) > gn_{2,1}(P_5)^2 \) and \( gn_{2,1}(P_5 \cdot P_5) > gn_{2,1}(P_5)^2. \)

**Proof.** The graph products \( P_5 \boxtimes P_5 \) and \( P_5 \cdot P_5 \) are shown in Figure 3. Consider that the vertex set of \( P_5 \) is \( \{-2, -1, 0, 1, 2\}^2 \). It is easy to see that \( gn_{2,1}(P_5) = 1 \) (one guard is sufficient): a guard positioned in the vertex 0 can go to -1 and 1 in one step to surveil the vertices -2 and 2, and the spy cannot go from -2 to 2 in one time step (and vice-versa). However, in the cartesian product \( P_5 \boxtimes P_5 \), a spy positioned in \( (0, 0) \) can go to one of the “corner” vertices \( (-2, -2), (-2, 2), (2, -2) \) and \( (2, 2) \) in two time steps, which are impossible to surveil by one guard.

Now consider the lexicographical product \( P_5 \cdot P_5 \). Let us show a spy winning strategy against one guard. Initially, the spy is positioned in the vertex \( (-2, 0) \). Suppose the guard is in a vertex \( (x, 0) \) surveilling the spy with \( x \in \{-2, -1, 0, 1, 2\} \), since otherwise the spy can go to one of the vertices \( (-2, -2) \) or \( (-2, 2) \) in one time step and the guard cannot surveil her. Without loss of generality, assume that the guard was positioned in the vertex \( (-1, 0) \). In the first turn, the spy goes to the vertex \( (2, 0) \). The guard cannot go to \( (1, 0) \) or \( (2, 0) \) in one step, which are the only vertices of the form \((x', 0)\) from which a guard controls the spy in \( (2, 0) \) with surveillance distance \( d = 1 \). So, suppose w.l.g. that he goes to the vertex \( (0, 1) \). Thus, in the second turn, the spy goes to the vertex \( (2, -2) \). Since the spy can do this infinitely many times, she wins. \( \square \)

![Fig. 3. The cartesian product P_5 \square P_5 and the lexicographical product P_5 \cdot P_5 with a spy winning strategy with 1 guard and (s, d) = (2, 1). The spy is represented by s and the guard by 1.](image)

Nevertheless, regarding the lexicographical product, it is possible to prove a better general upper bound if the surveilling distance \( d \geq 2 \). In fact, we obtain the following stronger result.

**Theorem 5.** Let \( s \geq 1 \), \( d \geq 2 \) and let \( G_1 \) and \( G_2 \) be two graphs. If \( G_1 \) has no isolated vertex, then \( gn_{s,d}(G_1 \cdot G_2) = gn_{s,d}(G_1) \). Otherwise, \( gn_{s,d}(G_1 \cdot G_2) = gn_{s,d}(G_1) + (gn_{s,d}(G_2) - 1) \cdot iso(G_1) \), where \( iso(G_1) \) is the number of isolated vertices in \( G_1 \).

**Proof.** First assume that \( G_1 \) has no isolated vertex and then every vertex of \( G_1 \) has a neighbor. Notice that every guard positioned in a vertex \( (u_1, u_2) \) of \( G_1 \cdot G_2 \) is surveilling any vertex \( (u_1, v_2) \) with \( v_2 \in V(G_2) \), since the surveilling distance is at least 2 and \( u_1 \) has a neighbor \( v_1 \), which leads to the existence of the path \( (u_1, u_2) - (v_1, v_2) - (u_1, v_2) \) with length 2. Thus, the guards can follow their winning strategy in \( G_1 \) with \( gn_{s,d}(G_1) \) guards in order to win the spy game in the lexicographical product \( G_1 \cdot G_2 \), by moving only over the vertices in \( \{(v_1, b) : v_1 \in V(G_1)\} \), where \( b \) is any fixed arbitrary vertex of \( G_2 \).
If $G_1$ has $iso(G_1) \geq 1$ isolated vertices, then $G_1 \cdot G_2$ contains $iso(G_1) \geq 1$ components isomorphic to $G_2$, which need at least $gn_{s,d}(G_2) \cdot iso(G_1)$ guards to surveil the spy. Considering $G_1$ without its isolated vertices, $gn_{s,d}(G_1) - iso(G_1)$ guards are necessary, since each isolated vertex must have a guard because the guards are placed first, and we are done.

\section{Hardness in bipartite graphs with bounded diameter}

We prove in this section that deciding if the guards have a winning strategy in the spy game variant when they are placed first with speed $s$ and surveillance distance $d$ is NP-hard for any $s \geq 2$ and $d \geq 0$ even in bipartite graphs with bounded diameter. We also extend this to a W[2]-hardness proof when parameterized by the number $k$ of guards. We obtain a reduction from the Set Cover problem similar to the reduction of [14] for general graphs. Nevertheless, the extension to bipartite graphs is more complex and the constructed bipartite graph is significantly different from the one of [14].

\textbf{Theorem 6.} Let $s \geq 2$, $d \geq 0$ and $k \geq 1$ be fixed. The problem of deciding if $k$ guards have a winning strategy in the $(s,d)$-spy game variant in which they are placed first is NP-hard and W[2]-hard (parameterized by the number $k$ of guards) even in bipartite graphs with diameter at most $4(d+1)$. Moreover, the corresponding optimization problem of minimizing the number of guards is Log-APX-hard and $(1 - \varepsilon) \ln n$-inapproximable in polynomial time for any constant $0 < \varepsilon < 1$, unless P=NP.

The proof of the theorem obtains a reduction from the SET COVER Problem and is divided in three lemmas regarding the relation between $s$ and $d$, where $r = r(s,d) = d \mod (s-1)$ is the remainder of the division of $d$ by $s - 1$:

- \textbf{Case 1:} $s < 2(r+1)$
- \textbf{Case 2:} $s > 2(r+1)$
- \textbf{Case 3:} $s = 2(r+1)$

An instance of the SET COVER Problem is a family $\mathcal{S} = \{S_1, \ldots, S_m\}$ of sets and an integer $c$, and the objective is to decide if there exists a subfamily $\mathcal{C} = \{S_{i_1}, \ldots, S_{i_c}\} \subseteq \mathcal{S}$ such that $|\mathcal{C}| \leq c$ and $S_{i_1} \cup \ldots \cup S_{i_c} = U$, where $U = S_1 \cup \ldots \cup S_m$ (we say that $\mathcal{C}$ is a set cover of $U$). Given an instance $(\mathcal{S}, c)$ of SET COVER, we construct a graph $G = G_{s,d}(\mathcal{S}, c)$ and an integer $K = K_{s,d}(\mathcal{S}, c)$ such that there exists a cover $\mathcal{C} \subseteq \mathcal{S}$ of $U$ with size at most $c$ if and only if $gn_{s,d}(G) \leq K$. Note that the reductions presented below are actually fpt-reductions and preserve approximation ratio. Therefore, since the SET COVER Problem is W[2]-hard (when parameterized by the size $c$ of the set cover) and has no $(1 - \varepsilon) \ln n$ approximation polynomial algorithm for any constant $0 < \varepsilon < 1$ (unless P=NP) \cite{326}, we not only prove the NP-hardness but also the fact that the problem is W[2]-hard (when parameterized by the number of guards) and cannot be approximated in polynomial time up to some logarithmic ratio (unless $P = NP$).

\textbf{Definition 2.} Given $s \geq 2$ and $d \geq 0$, let $p = p(s,d) = d + \left\lceil \frac{d+1}{s} \right\rceil$ and

\[ q(s,d) = \begin{cases} 
0, & \text{if Case 1} \\
p, & \text{if Case 2}, \\
-1, & \text{if Case 3} 
\end{cases} \]

Let $(\mathcal{S}, c)$ an instance of SET COVER, where $\mathcal{S} = \{S_1, \ldots, S_m\}$, and let $U = S_1 \cup \ldots \cup S_m = \{u_1, \ldots, u_n\}$. Let the number $K = K_{s,d}(\mathcal{S}, c)$ of guards be

\[ K_{s,d}(\mathcal{S}, c) = \begin{cases} 
c, & \text{if Case 1}, \\
c+2, & \text{if Case 2 or 3} 
\end{cases} \]
Let $G = G_{s,d}(S, c)$ be defined as follows: for every set $S_j \in S$, create a new vertex $S_j$ in $G$ and, for every element $u_i \in U$, create a path $U_i$ with $p$ vertices $u_{i,1}, \ldots, u_{i,p}$. If $u_i \in S_j$, add the edge $u_{i,j}S_j$ in $G$. Create a new vertex $z_0$ and add all possible edges between $z_0$ and $\{S_1, \ldots, S_m\}$ in $G$. Finally, if it is not Case 1, create two paths $Z = (z_1, \ldots, z_q)$ and $Z' = (z'_1, \ldots, z'_q)$ and add the edges $z_0z_1$ and $z_0z'_1$, where $q' = p$ in Case 2 and $q' = p+1$ in Case 3.

See Figures[3][9] for examples. In the figures, the main position of the spy is indicated with an asterisk (*) and the main positions of the guards are indicated with a big dot (●). Let $Z$ and $Z'$ be the set of vertices of $G$ of the form $z_k$ and $z'_k$, respectively. Also recall that, given $1 \leq i \leq n$, $U_i = \{u_{i,1}, \ldots, u_{i,p}\}$. Notice that the diameter of $G$ is at most $2(p+1) \leq 2(2d+1+1) = 4(d+1)$.

The next proposition from Lemma 7 of [14] will be very useful in the proofs.

Proposition 2 ([14]). Let $d \geq 1$ and $2 \leq s \leq d+1$. Let $p = d + \left\lceil \frac{d+1}{s} \right\rceil$ and $r = d \mod (s-1)$. Let $P = (u_{-1}, u_0, u_1, \ldots, u_p)$ be a path graph and consider one guard playing the game on $P$ against a spy, which is the first to move, with speed $s$ and surveillance distance $d$.

(a) if the guard starts in $u_{-1}$, the spy can evade surveillance;
(b) if the guard starts in $u_0$, the spy can evade surveillance if and only if she starts in $u_i$ with $i \geq r+1$.

In the following lemmas, we use the notations $U_{i,j} = \{u_{i,t} \in U : t > j\}$ and $U_{i,j} = \{u_{i,t} \in U : t \leq j\}$, given positive integers $i$ and $j$. Define analogously $Z_{t,j}$, $Z_{t,j}$, $Z_{t,j}$, and $Z_{t,j}$.

Lemma 8. Given a graph $G$ and an integer $K > 0$, deciding if $\text{gn}_{s,d}(G) \leq K$ is NP-hard for every $s \geq 2$ and $d \geq 1$ satisfying Case 1 ($s < 2r+2$, where $r = d \mod (s-1)$).

Proof. Reduction from SET COVER. Let $(S, c)$ be an instance of SET COVER. Recall Definition 2 and let $p = p(s, d) = d + \left\lfloor \frac{d+1}{s} \right\rfloor$, $q = q(s, d) = 0$, $G = G_{s,d}(S, c)$ and $K = K_{s,d}(S, c) = c$.

First, suppose that there is no cover $C$ of $U$ with at most $c$ sets in $S$. We prove that the spy wins against at most $c$ guards, starting in $z_0$. Indeed, since there are at most $c$ guards and there is no cover of $U$ with $c$ sets in $S$, then there exists some $1 \leq i \leq n$ such that there is no guard in $N[U_i]$. Thus, both in case $s \leq d+1$ from Proposition 2(a) and in case $s > d+1$, the spy can go to $u_{i,p}$, winning the game in the path $S_{c(i)} - u_{i,1} - \ldots - u_{i,p}$.

Now, suppose that there is a cover $C = \{S_{j_1}, \ldots, S_{j_k}\}$ of $U$ with $c$ sets in $S$. We prove that $c$ guards win if they are placed first. The strategy of the guards is as follows. Occupy initially the vertices $S_{j_1}, \ldots, S_{j_k}$. Since $C$ is a cover of $U$, we can define for any element $u_i \in U$ an index $c(i)$ such that $u_i \in S_{c(i)} \in C$. If the spy is in a vertex of $U_{i,\leq s}$ for some $i$, then the guards occupy the initial vertices, controlling the spy both in case $s \leq d+1$ as per Proposition 2(b) and in case $s > d+1$. If the spy moved to a vertex of $U_{i,>r}$ from a vertex not in $U_{i,>r}$, then the guard in $S_{c(i)}$ goes to $u_{i,1}$, controlling the spy in the path $u_{i,1} - \ldots - u_{i,p}$ both in case $s \leq d+1$ as per Proposition 2(b) and in case $s > d+1$. Moreover, since $s < 2(r+1)$, the spy cannot go in one step from a vertex of $U_{i,>r}$ to a vertex of $U_{j,>r}$ with $i \neq j$. Then, if the spy leaves $U_{i,>r}$, then the guards recover the initial vertices: the guard in $u_{i,1}$ goes to $S_{c(i)}$. With this strategy, the guards win the game.

Lemma 9. Given a graph $G$ and an integer $K > 0$, deciding if $\text{gn}_{s,d}(G) \leq K$ is NP-hard for every $s \geq 2$ and $d \geq 1$ satisfying Case 2 ($s > 2r+2$, where $r = d \mod (s-1)$).

Proof. Reduction from SET COVER. Let $(S, c)$ be an instance of SET COVER. Recall Definition 2 and let $p = p(s, d) = d + \left\lceil \frac{d+1}{s} \right\rceil$, $q = q(s, d) = p$, $G = G_{s,d}(S, c)$ and $K = K_{s,d}(S, c) = c+2$.

First, suppose that there is no cover $C$ of $U$ with at most $c$ sets in $S$. We prove that the spy wins against at most $c + 2$ guards, starting in $z_{r+1}$. Both in case $s \leq d+1$ from Proposition 2(a) in the path $z_0 - z_q$ and in case $s > d+1$, we may assume w.l.o.g. that there is a guard in $z_1$. Moreover, since the spy can go to $z'_{r+1}$ in one step, we may assume w.l.o.g. both in case $s \geq d+1$ from Proposition 2(a) in the path $z_0 - z'_q$, and in case $s > d+1$ that there is a guard in $z_0$. Since there are $c+2$ guards, then there is at most $c$ guards outside
that there is no guard in Fig. 4. Since there is no cover of \( U \) with \( c \) sets in \( \mathcal{S} \), then there exists some \( 1 \leq i \leq n \) such that there is no guard in \( N[U_i] \). Thus, in one step, the spy can go to \( u_{i,r+1} \) (recall that \( s \geq 2r+3 \)), winning the game in the path \( z_0 = S_{c(i)} - u_{i,1} - \ldots - u_{i,p} \) both in case \( s \leq d+1 \) from Proposition 2(b) and in case \( s > d+1 \).

Now, suppose that there is a cover \( \mathcal{C} = \{S_{j_1}, \ldots, S_{j_c}\} \) of \( U \) with \( c \) sets in \( \mathcal{S} \). We prove that \( c+2 \) guards win if they are placed first. The strategy of the guards is as follows. Occupy initially the vertices \( z_0, z_0, S_{j_1}, \ldots, S_{j_c} \) (two guards in \( z_0 \)). Since \( \mathcal{C} \) is a cover of \( U \), we can define for any element \( u_i \in U \) an index \( c(i) \) such that \( u_i \in S_{c(i)} \in \mathcal{C} \). If the spy is not in a vertex of \( U_i, r \), \( Z_{>r} \) or \( Z_{<r} \), then the guards occupy the initial vertices, controlling the spy both in case \( s \leq d+1 \) as per Proposition 2(b) and in case \( s > d+1 \). If the spy moved to a vertex of \( U_i, r \) from a vertex not in \( U_i, r \), then the guard in \( S_{c(i)}(i) \) goes to \( u_{i,1} \) (controlling the spy in the path \( u_{i,1} - \ldots - u_{i,p} \) both in case \( s \leq d+1 \) from Proposition 2(b)) and in case \( s > d+1 \), and one guard occupying \( z_0 \) goes to \( S_{c(i)} \). If the spy goes from a vertex of \( U_i, r \) to a vertex of \( U_j, r \) with \( c(i) = c(j) \), then the guard in \( S_{c(i)} \) goes to \( u_{j,1} \) (controlling the spy) and the guard in \( u_{i,1} \) goes to \( S_{c(i)} \). If the spy goes from a vertex of \( U_i, r \) to a vertex of \( U_j, r \) with \( c(i) \neq c(j) \), then the guard in \( S_{c(i)} \) goes to \( u_{j,1} \) (controlling the spy), the guard in \( z_0 \) goes to \( S_{c(j)} \), the guard in \( S_{c(i)} \) goes to \( z_0 \) and the guard in \( u_{i,1} \) goes to \( S_{c(i)} \). If the spy goes to \( Z_{>r} \) from a vertex not in \( Z_{>r} \), then the spy in \( z_0 \) goes to \( z_1 \) (controlling the spy), the spy in \( S_{c(i)} \) goes to \( z_0 \) and the spy in \( u_{i,1} \) goes to \( S_{c(i)} \). Analogously for \( Z' \). If the spy goes from \( U_i, \leq r \) to \( U_j, \leq r \) or \( Z_{<r} \) for some \( j \), then the guards occupy the initial configuration: the guard in \( u_{i,1} \) goes to \( S_{c(i)} \) and the guard in \( S_{c(i)} \) goes to \( z_0 \) (two guards in \( z_0 \)), controlling the spy both in case \( s \leq d+1 \) as per Proposition 2(a) and in case \( s > d+1 \). With this strategy, the guards win the game. □
Fig. 6. Case 2 ($s > 2r + 2$) when $s > 2d + 2$ and consequently $r = d$. Reduction for Figure 4 Set Cover instance in Lemma 9 proof.

Fig. 7. Case 2 ($s > 2r + 2$) when $s \leq d + 1$ and consequently $r < d$. Reduction for Figure 4 Set Cover instance in Lemma 9 proof.

**Lemma 10.** Given a graph $G$ and an integer $K$, deciding if $\text{gn}_{s,d}(G) \leq K$ is NP-hard for every $s \geq 2$ and $d \geq 1$ satisfying Case 3 ($s = 2r + 2$, where $r = d \mod (s - 1)$).

**Proof.** Reduction from Set Cover. Let $(\mathcal{S}, c)$ be an instance of Set Cover. Recall Definition 2 and let $p = p(s, d) = d + \left\lceil \frac{d+1}{2} \right\rceil$, $q = q(s, d) = d + \left\lceil \frac{d}{2} \right\rceil$, $G = G_{s,d}(\mathcal{S}, c)$ and $K = K_{s,d}(\mathcal{S}, c) = c + 2$.

First, suppose that there is no cover $\mathcal{C}$ of $U$ with at most $c$ sets in $\mathcal{S}$. We prove that the spy wins in one step against at most $c + 2$ guards, starting in $z_r$. Indeed, both in case $s \leq d + 1$ from Proposition 2(b) on the path $z'_2 - z'_1 - z_0 - z_1 - \ldots - z_{p-1}$ and in case $s > d + 1$, we may assume w.l.o.g. that there is one guard in $z_0$. Moreover, since the spy can go in one step to $z'_{r+2}$ (recall that $s = 2r + 2$), we may assume w.l.o.g. that there is another guard in $z'_1$ (otherwise the spy wins both in case $s \leq d + 1$ from Proposition 2(b) and in case $s > d + 1$). Since there are $c + 2$ guards, then there is at most $c$ guards outside $\{z_0, z_1, z'_1, \ldots\}$. Since there is no cover of $U$ with $c$ sets in $\mathcal{S}$, then there exists some $1 \leq i \leq n$ such that there is no guard in $N[U_i]$. Thus, the spy goes from $z_r$ to $u_{i,r+1}$ in one step (note that the distance is $r + (r + 1) + 1 = 2r + 2 = s$) and wins both in case $s \leq d + 1$ from Proposition 2(a) in the path $z_0 - S_{c(i)} - u_{i,1} - \ldots - u_{i,p}$ and in case $s > d + 1$.}

Now, suppose that there is a cover $\mathcal{C} = \{S_{j_1}, \ldots, S_{j_p}\}$ of $U$ with $c$ sets in $\mathcal{S}$. We prove that $c + 2$ guards win if they are placed first. The strategy of the guards is as follows. Occupy initially the vertices $z_0, z'_1, S_{j_1}, \ldots, S_{j_p}$. Since $\mathcal{C}$ is a cover of $U$, we can define for any element $u_i \in U$ an index $c(i)$ such that $u_i \in S_{c(i)} \in \mathcal{C}$. If the spy is in a vertex of $U_{i,r}$ for some $i$, $Z_{r,1}$ or $Z_{r+1,1}$, then the guards occupy the initial vertices, controlling the spy both in case $s \leq d + 1$ as per Proposition 2(b) and in case $s > d + 1$. If the spy moved to a vertex of $U_{i,>r}$ from a vertex not in $U_{i,>r}$, then the guard in $S_{c(i)}$ goes to $u_{i,1}$ (controlling the spy in the path $u_{i,1} - \ldots - u_{i,p}$
both in case \( s \leq d + 1 \) from Proposition \( 2(b) \) and in case \( s > d + 1 \), the guard in \( z_0 \) goes to \( S_{c(i)} \) and the guard in \( z_1' \) goes to \( z_0 \). If the spy goes from \( u_{i,r+1} \) to \( u_{j,r+1} \) with \( c(i) = c(j) \) (recall that \( s = 2r + 2 \)), then the guard in \( S_{c(i)} \) goes to \( u_{j,1} \) (controlling the spy) and the guard in \( u_{i,1} \) goes to \( S_{c(i)} \). If the spy goes from \( u_{i,r+1} \) to \( u_{i,r+1} \) with \( c(i) \neq c(j) \), then the guard in \( S_{c(j)} \) goes to \( u_{j,1} \) (controlling the spy), the guard in \( z_0 \) goes to \( S_{c(j)} \), the guard in \( S_{c(i)} \) goes to \( z_0 \) and the guard in \( u_{i,1} \) goes to \( S_{c(i)} \). Also notice that, if the spy is in a vertex of \( U_{i,r} \), the guard in \( z_0 \) controls the paths \( z_0 - \ldots - z_r \) and \( z_1' - \ldots - z_{r+2}' \) both in case \( s \leq d + 1 \) from Proposition \( 2(b) \) and in case \( s > d + 1 \), since \( s = 2r + 2 \) and the spy cannot go from \( u_{i,r+1} \) to \( z_{r+2}' \). If the spy goes from a vertex of \( U_{i,r} \) to a vertex of \( U_{j,\leq r} \), \( Z_{\leq r} \) or \( Z_{\leq r+1}' \), then the guards occupy the initial configuration: the guard in \( z_0 \) goes to \( z_1' \), the guard in \( S_{c(i)} \) goes to \( z_0 \) and the guard in \( u_{i,1} \) goes to \( S_{c(i)} \).

With this strategy, the guards win the game. \( \square \)

Fig. 8. Case 3 \( (s = 2r + 2) \) when \( s = 2d + 2 \) and consequently \( r = d \). Reduction for Figure \( 4 \) Set Cover instance in Lemma \( 10 \) proof.

Fig. 9. Case 3 \( (s = 2r + 2) \) when \( s \leq d + 1 \) and consequently \( r < d \). Reduction for Figure \( 4 \) Set Cover instance in Lemma \( 10 \) proof.
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