Central limit theorem for anomalous scaling due to correlations
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We derive a central limit theorem for the probability distribution of the sum of many critically correlated random variables. The theorem characterizes a variety of different processes sharing the same asymptotic form of anomalous scaling and is based on a correspondence with the Lévy-Gnedenko uncorrelated case. In particular, correlated anomalous diffusion is mapped onto Lévy diffusion. Under suitable assumptions, the nonstandard multiplicative structure used for constructing the characteristic function of the total sum allows us to determine correlations of partial sums exclusively on the basis of the global anomalous scaling.
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The central limit theorem (CLT) for sums of independent random variables \([1]\) plays a fundamental role in statistical physics. This theorem is essential for the construction of equilibrium statistical mechanics \([2]\), underlies the description of Brownian diffusion \([3]\), and provides justification to numerical approaches like Monte Carlo methods. According to it, the probability density functions (PDF) of the sums are Gaussian when the single variable PDF’s have finite second moment. If on the other hand these PDF’s have long-range tails determining the divergence of the second moment, the Lévy-Gnedenko limit theorem states that the sums are Lévy distributed \([1, 4]\). There are however many situations, like critical phenomena in statistical systems \([2]\), financial time series \([6]\), anomalous transport \([7]\), and protein dynamics \([8]\), where the presence of strong correlations leads to non-Gaussian PDF’s obeying anomalous scaling with finite second moment \([9]\). Understanding how correlations determine anomalous scaling and universality is still a challenge in general, at least outside equilibrium statistical mechanics. Indeed, in this context renormalization group (RG) methods opened the way to a probabilistic interpretation of scaling and universality in critical phenomena \([10]\). RG transformations for effective Hamiltonians provide a framework for the discussion of critical scaling in cases when, due to the lack of independence, the simple factorization of individual variable characteristic functions (CF) on which the CLT is based, does not hold. This framework requires new and more complicated forms of limit theorems and stability criteria \([10]\). In view of the key role played by the CLT in many fields, it is legitimate to ask if some form of CF’s factorization helps in discussing the correlated case. This could allow us to establish parallels between the treatments of independent and strongly dependent variables.

In this Rapid Communication we show that a nonstandard factorization of summand variable CF’s allows one to construct the CF of the sum consistent with the assumption of asymptotic anomalous scaling. This factorization is at the basis of a novel CLT and, under further conditions, allows one to reconstruct the correlations of the asymptotic process.

In many physical situations, as one considers the sum

\[ X \equiv \sum_{i=1}^{N} X_i \]  

of stochastic variables \(X_i\) with values \(x_i\) in the real axis, it is observed that for large \(N\) the PDF of \(X\), \(p_X(x)\), asymptotically obeys a simple scaling:

\[ N^D p_X(x) \sim g \left( \frac{x}{N^{D}} \right), \tag{1} \]

where \(g\) is a scaling function and \(D\) is a scaling exponent. The scaling is anomalous if \(g\) is not a Gaussian function or \(D \neq 1/2\). As appropriate in most physical applications, we consider cases in which \(p_X\) has finite second moment. The \(X_i\)’s and \(X\) could be, respectively, the spins and the total magnetization of a critical ferromagnetic system. They could also represent the hour by hour increments and the total variation of a return in a financial time series which is sampled on intervals of \(N\) hours. Self-similarity is implied by Eq. \((1)\) since plots of \(N^Dp_X\) vs \(x/N^D\) at different \(N\) asymptotically collapse onto the same curve \(g\). To make this idea more precise, one can consider the normalized sum \(Y \equiv \sum_{i=1}^{N} X_i/N^D\), and its PDF \(p_Y(y) \equiv p_N(y)\). From Eq. \((1)\) follows then, in the limit \(N \to \infty\),

\[ p_N(y) \sim g(y). \tag{2} \]

For the CF of \(p_N\), \(\tilde{p}_N(k) \equiv \int_{-\infty}^{+\infty} \exp(iky)p_N(y)dy\), Eq. \((2)\) reads

\[ \tilde{p}_N(k) \sim \hat{g}(k), \tag{3} \]

where \(\hat{g}\) is the Fourier transform (FT) of \(g\) \((\hat{g}(0) = 1)\). We assume here that \(p_N\) is even in \(y\), so that \(\tilde{p}_N(-k) = \tilde{p}_N(k) = p_N(k)\). Furthermore, \(\tilde{p}_N(k) = 1 - \sigma^2 k^2/2 + O(k^4)\), where the coefficient of \(k^2\) is twice the second moment of \(p_N\). Below, we choose units such that \(\sigma^2/2 = 1\).
If we consider independent and identically distributed $X_i$’s, the CLT accounts for the asymptotic scaling in Eqs. stating that it is not anomalous, i.e. it has $D = 1/2$ and $g$ Gaussian. Let us call $p_1$ the PDF of any individual $X_i$ and $\hat{p}_1$ the corresponding CF. For $N$-times convolution, one gets

$$\hat{p}_N(k) = [\hat{p}_1(k/N^{1/2})]^N. \quad (4)$$

One can prove [1] that $\hat{p}_N$ becomes Gaussian ($\sim \exp(-k^2)$) at large $N$ for any $p_1$ with finite variance $\int_{-\infty}^{\infty} p_1(x)x^2dx = 2$. Via inverse FT this implies a Gaussian form for the asymptotic $p_N$ and $D = 1/2$. A key concept here is that the limit PDF of the sum is stable, i.e. the sum of two independent Gaussian distributed variables is still Gaussian distributed. This stability can be represented, e.g., by an invariance of $g$ under multiplication:

$$g(k/2^{1/2})g(k/2^{1/2}) = g(k). \quad (5)$$

This functional relation directly follows in the large $N$ limit from Eqs. (3) and has $g(k) = \exp(-k^2)$ as only possible solution.

Here we investigate the possibility of a generalization of the multiplicative structure in Eq. through the following steps: (i) We assume the existence of a $\tilde{g}$ and a $D$ characterizing a given form of asymptotic anomalous scaling; (ii) We then introduce, in terms of $\tilde{g}$ and $D$ themselves, a generalized multiplication $\otimes$ such that the identity

$$\tilde{g}(k/2^D) \otimes \tilde{g}(k/2^D) = \tilde{g}(k); \quad (6)$$

holds; (iii) Eventually, we apply this generalized multiplication $\otimes$ to CF’s different from $\tilde{g}$ in order to prove a CLT implying the existence of a wide class of correlated processes asymptotically behaving consistently with the scaling specified by $\tilde{g}$ and $D$.

We consider scaling functions with the additional property of $\tilde{g}$ being strictly monotonic in $[0, +\infty)$ which in our context also implies $0 < \tilde{g}(k) \leq 1 \forall k \in \mathbb{R}$. For $a_1, a_2 \in (0, 1]$, the generalized multiplication allowing satisfaction of Eq. (6) is

$$a_1 \otimes a_2 \equiv \tilde{g} \left( \left[ \tilde{g}^{-1}(a_1) \right]^{\frac{1}{\tilde{g}}} + \left[ \tilde{g}^{-1}(a_2) \right]^{\frac{1}{\tilde{g}}} \right)^D, \quad (7)$$

where $\tilde{g}^{-1}$ is the inverse of $\tilde{g}$ in $[0, +\infty)$. One can easily verify that $a_1 \otimes a_2 \in (0, 1]$, $a_1 \otimes 1 = a_1$, and that $\otimes$ is associative and commutative. Eq. (6) is recovered by putting $a_1 = a_2 = \tilde{g}(k/2^D)$. It is important to remark that if $\tilde{g}$ is Gaussian and $D = 1/2$ the $\otimes$ multiplication reduces to the ordinary one. The consideration of $a_1 \neq a_2$ in Eq. (7) is clearly not needed to recover Eq. (6), but becomes of crucial importance to determine joint probabilities for partial sums of the $X_i$’s compatible with the anomalous scaling of the total sum [12].

One can further establish a precise correspondence between this generalized multiplication and the ordinary one. Once fixed $\tilde{g}$ and $D$, we consider the mapping $\mathcal{M}_{\tilde{g}, D} : (0, 1] \rightarrow (0, 1]$ defined as $\mathcal{M}_{\tilde{g}, D}(\cdot) \equiv \exp \left( - \left[ \tilde{g}^{-1}(\cdot) \right]^{1/D} \right)$ and its inverse $\mathcal{M}_{\tilde{g}, D}^{-1}(\cdot) \equiv \tilde{g} \left( \left[ -\ln(\cdot) \right]^{D} \right)$. Eq. (1) can then be rewritten as:

$$\mathcal{M}_{\tilde{g}, D}^{-1} \left\{ \mathcal{M}_{\tilde{g}, D} \left[ \tilde{g}(k/2^D) \right] : \mathcal{M}_{\tilde{g}, D} \left[ \tilde{g}(k/2^D) \right] \right\} = \mathcal{M}_{\tilde{g}, D}^{-1} \left\{ \mathcal{M}_{\tilde{g}, D} \left[ \tilde{g}(k) \right] \right\}, \quad (8)$$

which exemplifies the fact that $\mathcal{M}_{\tilde{g}, D}$ establishes an isomorphism between the generalized and the ordinary multiplications. A key consequence is that $\tilde{g} \equiv \mathcal{M}_{\tilde{g}, D}(\tilde{g})$ obeys a condition of the form [13] with the exponent 1/2 replaced by $D$. This is the well known Lévy-Gnedenko stability condition for independent random variables, which has the singular Lévy CF, $\exp\left( -|k|^{1/D} \right)$, as solution [1, 2]. Consistently, of course, $\tilde{g}(k) = \exp\left( -|k|^{1/D} \right)$. Notice that the Lévy stable $\tilde{g}$ looses the meaning of CF for $D < 1/2$, because the corresponding PDF ceases to be positive definite. Here this limitation does not apply, since the inverse FT of $\tilde{g}$ does not represent a PDF.

According to the Lévy-Gnedenko limit theorem [1], the Lévy stable CF is approached in the $N \rightarrow \infty$ limit for the sum of $N$ independent variables whose individual CF has the same leading singularity $\sim |k|^{1/D}$ at $k = 0$. This circumstance and the above mapping suggest to look at the counterpart of such convergence process in the space of correlated PDF’s. In analogy with the independent case (Eq. (1)), we can indeed construct the CF of the sum of $N$ correlated variables, starting from a single variable CF $\tilde{p}_1$, but replacing the ordinary multiplication with the generalized one, as specified by the chosen $\tilde{g}$ and $D$. As before, $\tilde{p}_1$ is assumed to be regular and to generate a finite second moment, but in general will not coincide with $\tilde{g}$. If we pose $\tilde{p}_1 \equiv \mathcal{M}_{\tilde{g}, D}(\tilde{p}_1)$ this function is singular at $k = 0$: $\tilde{p}_1 = 1 - |k|^{1/2} + O(|k|^2/D)$. Hence, by the Lévy-Gnedenko limit theorem, $\tilde{p}_1(k/N^D)^N \sim \tilde{g}(k)$ for $N \rightarrow \infty$ [1, 4]. The above isomorphism guarantees then that [14]

$$\left[ \tilde{p}_1 \left( \frac{k}{N^D} \right) \right]^N \Xi \tilde{p}_1 \left( \frac{k}{N^D} \right) \otimes \cdots \otimes \tilde{p}_1 \left( \frac{k}{N^D} \right) \sim \tilde{g}(k) \quad N \text{ terms} \quad (9)$$

for $N \rightarrow \infty$ and for any $p_1$ with finite variance $\sigma^2 = 2$. Eq. (9) follows from the fact that $\mathcal{M}_{\tilde{g}, D}^{-1}(\tilde{g}) = \tilde{g}$ and expresses a CLT for general $\tilde{g}$ and $D$. Starting from a single variable PDF $p_1$, the iterated generalized multiplication of its CF yields the CF for the sum of the variables in a process where the $X_i$’s are correlated. In force of the CLT, this process leads asymptotically to the universal anomalous scaling specified by $\tilde{g}$ and $D$.

The validity of Eq. (9), does not require $D > 1/2$ because again the inverse FT of $\tilde{p}_1$ is not constrained to remain positive. However, other positivity requirements can pose limits on the choice of $p_1$. Indeed, there is no guarantee that, if $\tilde{p}_1$ is a CF, $\tilde{p}_1 \otimes \tilde{p}_1$ will also
be, in general. Since positivity control is a hard mathematical issue [1, 15], we addressed it numerically by analyzing the convergence process in Eq. (9) for several \( \tilde{g} \)'s and \( \tilde{p}_1 \)'s. We verified that as long as \( \tilde{p}_1 \) has the same general properties assumed for \( \tilde{g} \), \( p_N(y) \equiv (1/2\pi) \int_{-\infty}^{+\infty} \exp(-iky)|\tilde{p}_1(k/N^D)|^{N}dk \) remains positive definite for any \( N \). For illustration we report the results for the case \( \tilde{g}(k) = 1/(1 + k^2) \), i.e., \( g(y) = \exp(-|y|)/2 \) and \( \tilde{g}^{-1}(a) = -\sqrt{1/a - 1} \) for \( a \in (0, 1] \). Fig. 1 and 2 show the evolution of \( p_N(x) \) under the generalized multiplications of the single variable CF for a Gaussian \( p_1(x) = \exp(-x^2/4)/\sqrt{4\pi} \) and, respectively, \( D = 0.9 \) and \( D = 0.25 \). In general, larger \( D \)'s imply faster convergence to the fixed-point. However, after a sufficient number of iterations, all the collapses we checked are almost perfect. One may wonder if Eq. (9) remains valid for more general forms of \( p_1 \). A first extension of the above results can be obtained by considering single variable PDF's with two symmetric peaks, which, e.g., could be relevant for magnetic or diffusive phenomena. In this case \( \tilde{p}_1 \) is not strictly positive anymore, so that a continuation of the generalized multiplication to negative values is required. One can indeed find a continuation that preserves the isomorphism with the ordinary multiplication (12). We verified (12) that while Eq. (9) remains valid asymptotically, for this new class of \( \tilde{p}_1 \)'s positivity problems of the iterated PDF's can arise during the initial stages of the convergence process.

In all examples, only the constraint \( \sigma^2 = 2 \) and, possibly, positivity requirements, pose limitations on the domain of attraction of the stable PDF. This universality, typical of the CLT, is a consequence of the multiplicative structure in Eq. (9). Indeed, in Eq. (9) normalization \( \tilde{p}_N(0) = 1 \) implies that while \( \tilde{p}_N(y) \) remains positive for long time, the variance is not conserved and relevant scaling fields determine the critical surface (10). Here, relevant fields are not present (16) and the result in Eq. (9) identifies at least a subset of the universality domain of the assumed asymptotic anomalous scaling specified by \( g \) and \( D \). A further feature of our findings is that the choice of \( g \) does not imply a selection on admissible values of \( D \), and vice-versa. This appears consistent with the variety of different anomalous scaling functions and exponents observed in natural phenomena (17).

A basic issue is that of identifying an explicit mechanism by which correlations are introduced by the \( \otimes \) multiplication. Let us consider the normalized partial sums \( Y_1 = \sum_{i=1}^{N/2} X_i/(N/2)^D \) and \( Y_2 = \sum_{i=N/2+1}^{N} X_i/(N/2)^D \). The correlations between \( Y_1 \) and \( Y_2 \) are such to satisfy the obvious condition \( p_N(y) = \int_{-\infty}^{+\infty} p_N^{(2)}(y_1, y_2) \delta(y - y_1 - y_2) \, dy_1 \, dy_2 \). So, many different correlation patterns are compatible with the anomalous scaling of \( p_N \).
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PROPERTY WOULD IMPLY THE POSSIBILITY OF EXPRESSING THE CORRELATIONS DETERMINING THE ANOMALOUS SCALING IN TERMS OF \( p_N \) ALONE. IT CAN BE SHOWN [12] THAT SUCH A FACTORIZATION IS INDEED POSSIBLE IF ADDITIONAL SYMMETRIES OF \( p_N^{(2)} \) ARE ASSUMED, LIKE THE VANISHING OF LINEAR CORRELATIONS BETWEEN \( Y_1 \) AND \( Y_2 \), \( \int_{-\infty}^{\infty} y_1 y_2 p_N^{(2)}(y_1, y_2) dy_1 dy_2 = 0 \). THIS VANISHING DOES NOT HOLD FOR OTHER STOCHASTIC PROCESSES POSSESSING ANOMALOUS SCALING CONSIDERED IN THE LITERATURE, LIKE, FOR EXAMPLE THE FRACTIONAL BROWNIAN MOTION [18]. BECAUSE OF MARKET EFFICIENCY THE VANISHING OF LINEAR CORRELATIONS CHARACTERIZES, E.G., FINANCIAL TIME SERIES, WHERE \( p_N \) IS THE PDF OF THE NORMALIZED RETURN OF AN INDEX IN TIME \( N \).

FOR SUCH SERIES WE WERE ABLE TO SHOW [12] THAT THE ASYMPTOTIC FORM OF \( \tilde{p}_N \) CAN BE UNIQUELY DETERMINED STARTING FROM \( p_N \) AND USING A \( \otimes \) MULTIPLICATION. THE AGREEMENT OF THE THEORETICAL PREDICTIONS WITH THE EMPIRICALLY SAMPLED \( p_N^{(2)} \) IS QUITE REMARKABLE [12]. THIS WAY, THE GENERALIZED MULTIPLICATION OPERATION DEFINED ABOVE IS ALSO A KEY FOR THE FULL CHARACTERIZATION OF A RELEVANT CLASS OF STOCHASTIC EVOLUTION PROCESSES.

ONE CAN ALSO ESTABLISH A CONNECTION BETWEEN THE PRESENT CLT AND ANOMALOUS DIFFUSION. LET US CONSIDER A SINGLE VARIABLE PDF OF THE FORM \( p_1(x) = [\delta(x - \Delta) + \delta(x + \Delta)]/2 \), AND DEFINE A TIME \( \tau = N \tau \). HERE, RELAXING THE CONDITION \( \sigma^2 = 2, \Delta, \tau \) ARE, RESPECTIVELY, THE SPACE AND TIME SPAN OF RANDOM STEPS, AND \( \tau \) IS THE TIME AT WHICH THE \( N \)-TH STEP OCCURS. IN THE CONTINUUM LIMIT \( N \to \infty \), \( \tau \to 0 \), \( \Delta \to 0 \), SUCH THAT \( \tau N^{1/2}D \equiv \Delta^{1/D}/\tau \) REMAIN FINITE, ONE RECOVERS [12] \( \lim_{N \to \infty} [\tilde{p}(k, t)]^{\otimes N} = \tilde{p}(k, t) = M_{2/4}^{-1}[\tilde{p}(k, t)] \), WHERE \( \tilde{p}(k, t) \) SATISFIES THE STANDARD LÉVY DIFFUSION EQUATION [19].

\[
\frac{\partial \tilde{p}(k, t)}{\partial t} = -\frac{D^{1/2D}[k^{1/D}2^{1/2D}]}{2^{1/2D}} \tilde{p}(k, t).
\]

ASSUMING \( p(x, 0) = \delta(x) \), ONE GETS THE SOLUTION \( \tilde{p}(k, t) = \exp(-D^{1/2D}[k^{1/D}2^{1/2D}]/t) \), WHICH CORRESPONDES TO \( \tilde{p}(k, t) = \tilde{g}(D^{1/2D}k^{D}) = 1 - D^{2/2D}/2 + O(D^{2}k^{2D}) \). HENCE, \( \langle x^2 \rangle (t) = D^{2D} \tilde{g} \). THIS, CORRELATED SUB\((D < 1/2)\) AND SUPER\((D > 1/2)\) DIFFUSIVE SOLUTIONS CAN BE OBTAINED THROUGH OUR MAPPING FROM THE PROPAGATOR OF THE UNCORRELATED LÉVY DIFFUSION EQUATION (10). THIS ENABLES THE DESCRIPTION OF THE EVOLUTION TOWARDS THE ASYMPTOTIC ANOMALOUS DIFFUSION REGIME (ANALOGOUS TO FIGS. 11) WITHOUT INTRODUCING A BROAD DISTRIBUTION OF WAITING TIMES ELAPSING BETWEEN SUCCESSIVE STEPS AS IT IS DONE IN THE CONTINUOUS TIME RANDOM WALK APPROACH [12].

IN SUMMARY, ASSUMING ANOMALOUS SCALING (EQS. (12)) WE HAVE CONSTRUCTED A MULTIPlicative FUNCTIONAL IDENTITY FOR THE CF OF THE ASYMPTOTIC SUM OF STRONGLY CORRELATED RANDOM VARIABLES WHICH ALLOWED THE DEFINITION OF A GENERALIZED MULTIPLICATION. AN ISOMORPHISM BETWEEN THIS MULTIPLICATION AND THE ORDINARY ONE LEADS TO ESTABLISH A CLT IN WHICH THE ANOMALOUS SCALING REPRESENTS THE ASYMPTOTIC LIMIT. THIS, FOR A GIVEN ANOMALOUS SCALING FORM WE HAVE CHARACTERIZED A LARGE CLASS OF PROCESSES FALLING IN THE CORRESPONDING UNIVERSALITY DOMAIN. IN PARTICULAR, OUR RESULTS ALSO ALLOW A FULL DETERMINATION OF THE JOINT PROBABILITIES, AND OF THE CORRELATIONS OF PARTIAL SUMS OF THE RANDOM VARIABLES [12]. IN THE CONTEXT OF STOCHASTIC PROCESSES, THE PRESENCE OF CORRELATIONS IMPLIES THAT PAST EVENTS HAVE AN INFLUENCE ON THE FUTURE BEHAVIOR. THE KNOWLEDGE OF THE JOINT PROBABILITY OF CONSECUTIVE EVENTS (LIKE \( Y_1 \) AND \( Y_2 \)) THEN CONVEYS A PREDICTIVE POWER WHICH HAS BEEN RECENTLY EXPLOITED IN FINANCE [12].
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