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1. Introduction

We study here the existence and the precise asymptotic behavior when $t \to \infty$ of positive solutions $x = x(t)$ defined on a positive half-axis $a > 0$ (called also proper solutions) of the equation

$$(A) \quad x'' = g(t)\phi(x),$$

in the framework of regular variation in the sense of Karamata [6].

The books [2, 33] are the main references for the theory of regular variation but to help the reader we shall present here some basics.

**Definition 1.1.** A measurable function $f : [a, \infty) \to (0, \infty)$, $a > 0$, is said to be regularly varying at infinity of index $\rho \in \mathbb{R}$ if

$$\lim_{t \to \infty} \frac{f(\lambda t)}{f(t)} = \lambda^\rho \quad \text{for all } \lambda > 0.$$ (1.1)

With $\text{RV}(\rho)$ we denote, the set of regularly varying functions of index $\rho$ at infinity. If in particular, $\rho = 0$, the function $f$ is called slowly varying at infinity. With $\text{SV}$ we denote, the set of these. Saying only regularly or slowly varying function, we mean regularity at infinity.

It follows from Definition 1.1 that any function $f(t) \in \text{RV}(\rho)$ is written as $f(t) = t^\rho \ell(t)$, with $\ell(t) \in \text{SV}$. If in particular the function $\ell(t) \to k > 0$ as $t \to \infty$, it is called a trivial slowly varying one denoted by $\ell(t) \in \text{tr-SV}$, in which
case the function $f(t) \in \text{RV}(\rho)$ is called a \textit{trivial regularly varying of index $\rho$}, denoted by $f(t) \in \text{tr-RV}(\rho)$. Otherwise $\ell(t)$ is called a \textit{nontrivial slowly varying function} and $f(t)$ is called a \textit{nontrivial RV($\rho$) function}.

A more general class is introduced by

\textbf{Definition 1.2.} A measurable function $f : [a, \infty) \to (0, \infty)$, $a > 0$ is said to be \textit{regularly bounded at infinity} (or R-O varying) if for $t \geq T$ and for each $1 \leq \lambda \leq \lambda_0$

$$m \leq \frac{f(\lambda t)}{f(t)} \leq M$$

where $\lambda_0$, $m$, $M$ are any constants such that $1 < \lambda_0 < \infty$, $0 < m < 1$, $1 < M < \infty$.

E.g. any measurable positive function which is bounded away from both $0$ and $\infty$ on $[a, \infty)$ is such and it is obvious that any RV function is regularly bounded.

A related class is introduced by

\textbf{Definition 1.3.} A positive function $f(t)$ is said to be \textit{almost increasing} (decreasing) if there exist a constant $A > 1$ such that $t_2 < t_1$ implies $f(t_2) \leq Af(t_1)$ ($f(t_1) \leq Af(t_2)$).

Such study of asymptotics of solutions of differential equations via regular variation was initiated in the seminal paper of V. G. Avakumović [1] and about 30 years later extended and developed in [24]. Then, after the monograph [23] appeared, numerous papers in that spirit have been published, dealing also with some more general differential equation of the second order, the ones of higher orders and some systems, functional differential equations, difference and dynamic ones and also some partial differential ones (see e.g. [7]–[22], [24]–[32], [34]–[35]). In [5] V. M. Evtukhov and A. M. Samoilenko by a different approach studied the $n$-th order equation $x^{(n)} = x_0 g(t) \phi(x)$ for both $x_0 = \pm 1$.

In what follows the symbol $\sim$ denotes the asymptotic equivalence

$$f(t) \sim g(t), \quad t \to \infty \iff \lim_{t \to \infty} \frac{f(t)}{g(t)} = 1.$$  

Also, $f(t) \asymp g(t)$ means that there exist constants $0 < m < M$ such that

$$mg(t) \leq f(t) \leq Mg(t), \quad t \geq T.$$  

The following results on regularly varying functions (and of some generalizations of these) will be used throughout the paper.
Proposition 1.1 (Karamata’s integration theorem). Let \( L(t) \in SV \). Then,

(i) if \( \alpha > -1 \),
\[
\int_a^t s^\alpha L(s) \, ds \sim \frac{1}{\alpha + 1} t^{\alpha + 1} L(t), \quad t \to \infty;
\]
(ii) if \( \alpha < -1 \),
\[
\int_t^\infty s^\alpha L(s) \, ds \sim -\frac{1}{\alpha + 1} t^{\alpha + 1} L(t), \quad t \to \infty;
\]
(iii) if \( \alpha = -1 \),
\[
m_1(t) = \int_a^t \frac{L(s)}{s} \, ds \in SV, \quad m_2(t) = \int_t^\infty \frac{L(s)}{s} \, ds \in SV
\]
and
\[
\lim_{t \to \infty} \frac{L(t)}{m_i(t)} = 0, \quad i = 1, 2.
\]

We shall also use the following results (see [23, Appendix]):

Proposition 1.2. Let \( q_1(t) \in RV(\sigma_1), \ q_2(t) \in RV(\sigma_2) \).
\[
q_1(t)q_2(t) \in RV(\sigma_1 + \sigma_2), (q_1(t))^2 \in RV(\alpha \sigma_1) \quad \text{for any } \alpha \in \mathbb{R};
\]
\[
q_1(q_2(t)) \in RV(\sigma_1\sigma_2) \quad \text{if } q_2(t) \to \infty, \ as \ t \to \infty.
\]

Proposition 1.3. If \( f(t) \sim t^\alpha \ell(t) \) as \( t \to \infty \) with \( \ell(t) \in SV \), then \( f(t) \) is a regularly varying function of index \( \alpha \), i.e. \( f(t) = t^\alpha \ell^*(t) \), \( \ell^*(t) \in SV \), where in general \( \ell^*(t) \neq \ell(t) \), but \( \ell^*(t) \sim \ell(t) \) as \( t \to \infty \).

Proposition 1.4. Let \( f(t) \) be a positive, continuously differentiable for \( t > 0 \) and such that
\[
\lim_{t \to \infty} \frac{tf'(t)}{f(t)} = 0.
\]
Then, \( f(t) \) is slowly varying.

Proposition 1.5. (i) Regularly varying function \( f(t) \) of index \( p \neq 0 \) is almost monotone.

(ii) A positive continuous function \( f(t) \) defined on \( [a, \infty) \) is regularly bounded at \( \infty \) if and only if there exist real numbers \( p, q \), \( p > q \) such that \( t^p f(t) \) is almost increasing and \( t^q f(t) \) is almost decreasing for sufficiently large \( t \).

Proposition 1.6. For the function \( f(t) \in RV(\alpha), \alpha > 0 \), there exists \( g(t) \in RV(1/\alpha) \) such that
\[
f(g(t)) \sim g(f(t)) \sim t \quad \text{as } t \to \infty.
\]
Here, \( g \) is an asymptotic inverse of \( f \) (and it is determined uniquely to within asymptotic equivalence).

**Proposition 1.7** [3, Theorem 3]. Let \( x, y \) be arbitrary positive functions on \([a, \infty)\) such that \( x(t) \to \infty, y(t) \to \infty \) and \( x(t) \sim y(t) \) as \( t \to \infty \). Then for any regularly varying function \( F \) it holds

\[
F(x(t)) \sim F(y(t)), \quad t \to \infty.
\]

Throughout the paper it is assumed that the functions \( g(t) \) and \( f(x) \) are continuous and positive for \( t \in (a, \infty) \) for some \( a > 0, \) and \( x \in (0, \infty), \) respectively. Further, we suppose that

\[
\begin{align*}
g(t) &\in RV(\sigma), \quad \sigma \in R, \quad g(t) = t^\sigma \ell(t), \quad \ell \in SV; \\
\phi(x) &\in RV(\gamma), \quad \gamma > 1, \quad \phi(x) = x^\gamma L(x), \quad L \in SV.
\end{align*}
\]

in which case the considered equation (A) can be written in the form

\[
x''(t) = t^\sigma \ell(t)x(t)^\gamma L(x(t))
\]

where \( \ell(t) \in SV, \) \( L(x) \in SV. \) However, the results in Section 3 are proved for the more general class of regularly bounded functions \( g \) and \( \phi. \)

Equation (1.3) is called sublinear or superlinear according as \( \gamma < 1 \) or \( \gamma > 1. \) If \( \gamma = 1, \) \( L(x) \neq \text{const} \) it may be called quasi- or pseudo-linear.

First observe that all (positive) proper solutions \( x(t) \) are convex. It follows that \( x'(t) \) is increasing and so on \([T, \infty)\) either \( x'(t) < 0 \) or \( x'(t) > 0. \) The former case leads to decreasing solutions and the later to the increasing ones.

In the later case, since \( x'(t) \) is positive and increasing, \( x'(t) \geq x'(t_1) \) for \( t \geq t_1 \) and integration over \((t_1, t)\) gives \( x(t) \geq x(t_1) + x'(t_1)(t - t_1), \) implying that \( x(t) \to \infty, \) \( t \to \infty \) increases and so all possible positive, increasing solutions belong to either one of following two classes:

\[
\begin{align*}
\text{(i)} &\quad \lim_{t \to \infty} x(t) = \infty, \quad \lim_{t \to \infty} x'(t) = \lim_{t \to \infty} \frac{x(t)}{t} = \text{const.} > 0 \\
\text{(ii)} &\quad \lim_{t \to \infty} x(t) = \infty, \quad \lim_{t \to \infty} x'(t) = \lim_{t \to \infty} \frac{x(t)}{t} = \infty.
\end{align*}
\]

For the sublinear equation the existence and the precise asymptotic behavior for \( t \to \infty \) of both mentioned type of solutions are obtained in [22] and [18]. The quasi (pseudo) linear case is treated in [4] and [31]. For the superlinear equation, the existence of decreasing solution is proved in [36] and the precise asymptotic behavior is obtained in [23]. The remaining case, that is similar results for increasing solution of the superlinear equation
is likely to be most demanding one. So far only the special case $\phi(x) = x^y$ has been resolved: the existence in [28] and the asymptotic behavior in [19].

In the present paper we prove both of these results for the equation (A) in the form (1.3).

Throughout the text “$t \geq T$” means that $t$ is sufficiently large, so that $T$ need not to be the same at each occurrence. Also, all minimizing constants will be denoted by the same letter $m$ and all majorizing ones by $M$.

The following result of more general nature will be also needed (for the proof see [19]).

**Lemma 1.1.** Let $g(t)$ be a positive, twice continuously differentiable convex function on $(0, \infty)$ tending to $\infty$ as $t \to \infty$. If

\[
g(t_0) < 1 - m
\]

for some $t_0 > 0$, $k > 1$ and $m \in (0, 1)$, then

\[
g(t) < \frac{1}{1 + m}\]

for all $t \in [t_0, kt_0]$.

**Remark 1.1.** If in Lemma 1.1 one takes $g(t) = ty(t)$, $y(t)$ increasing to $\infty$ and satisfying $y(t_i)/y(kt_i) < \alpha < 1$, $i = 1, 2, \ldots$, then (1.5) holds with $m = 1 - \alpha/k$. Hence, an application of the Lemma 1.1 to $g(t)$ gives $y(t)/y(kt) < r$ for all $t \in [t_i, kt_i]$ where $r = k^2/(2k - \alpha)$, implying $r < 1$ for $1 < k < 1 + \sqrt{1 - \alpha}$.

2. The existence

The case (1.4)(i) is completely resolved by the following

**Theorem 2.1.** Assume that, $g : [a, \infty) \to (0, \infty)$ is a continuous function; $\phi : [0, \infty) \to (0, \infty)$ is a continuous regularly varying function of index $\gamma > 1$. Then equation (A) possesses positive increasing solutions of the class (1.4)(i) if and only if

\[
\int_a^\infty g(t)\phi(t)dt < \infty.
\]

**Proof.** (The “only if” part) Suppose that (A) has a solution $x(t)$ of the class (1.4)(i) i.e. such that $x'(t) \to c > 0$ as $t \to \infty$. Integrating (A) on $[t, \infty)$ gives

\[
x'(t) = c - \int_t^\infty g(s)\phi(x(s))ds,
\]
which implies the convergence of the above integral. Since $\phi \in RV(\gamma)$ and $x(t) \sim ct$, $t \to \infty$, Proposition 1.7 and (1.1) imply
$$\phi(x(t)) \sim \phi(ct) \sim c^\gamma \phi(t), \quad t \to \infty,$$
so that $T$ can be chosen so large that $\phi(x(t)) \geq \frac{1}{2} c^\gamma \phi(t)$, $t \geq T$. Using this fact, we obtain
$$\int_T^\infty g(s)\phi(x(s))ds \geq \frac{1}{2} c^\gamma \int_T^\infty g(s)\phi(s)ds,$$
which confirms the truth of (2.1).

(The “if” part) Assume that (2.1) is satisfied. Applying Proposition 1.5 to the function $\phi(x) \in RV(\gamma)$ with $\gamma > 0$, we see that there exists a constant $A > 1$ such that
\begin{equation}
(2.2) \quad \phi(x) \leq A \phi(y) \quad \text{for each } a > y \geq x > 0.
\end{equation}
Since (1.1) holds uniformly on each compact $\lambda$-set on $(0, \infty)$ (see [2, Theorem 1.2.1]), there exists $T > a$ such that
\begin{equation}
(2.3) \quad \phi(ct) \leq c^\gamma \phi(t), \quad \text{for } t \geq T \text{ and all } c > 0.
\end{equation}
In view of (2.1) we may choose $T > a$ such that
\begin{equation}
(2.4) \quad \int_T^\infty g(s)\phi(s)ds \leq \frac{c^{1-\gamma}}{2A}.
\end{equation}
Consider the integral operator
$$\mathcal{F}x(t) = ct - \int_T^t \int_T^\infty g(r)\phi(x(r))drds, \quad t \geq T,$$
and let it act on the set
$$\chi = \left\{ x \in C[T, \infty) : \frac{1}{2} ct \leq x(t) \leq ct, \ t \geq T \right\}.$$
If $x \in \chi$, then using (2.2), (2.3) and (2.4), we see that
$$\int_T^t \int_T^\infty g(r)\phi(x(r))drds \leq t \int_T^\infty g(s)\phi(x(s))drds \leq At \int_T^\infty g(s)\phi(s)ds \leq \frac{1}{2} ct,$$
and hence that
$$\frac{1}{2} ct \leq \mathcal{F}x(t) \leq ct, \quad t \geq T.$$
Thus, \( F \) is a self-map on \( \chi \). It can be verified without difficulty that \( F \) is continuous and \( F(\mathcal{A}) \) is relatively compact subset in the topology of the locally convex space \( C[T, \infty) \). Consequently, the Schauder-Tychonoff fixed point theorem ensures the existence of a fixed point \( x \in \chi \) of \( F \), which clearly gives birth to a solution of equation (A) satisfying \( x(t)/t \to c \) as \( t \to \infty \). This completes the proof.

Thus, the class (1.4)(i) is not empty. To treat the existence of solutions of the class (1.4)(ii) we need the following result due to Wong [36, Theorem 2.5] determining whether equation

\[
 x'' = xF(x, t)
\]

has positive proper solutions which are asymptotically equivalent to \( v \) for a given positive convex increasing function \( v \in C^2[a, \infty) \), where

1. \( F(x, t) \) is continuous in \( x \) for \( 0 \leq x < \infty \) and in \( t \) for \( t \geq a \);
2. \( F(x, t) > 0 \) for \( x > 0 \) and \( t \geq a \);
3. \( F(x, t) < F(y, t) \) for each \( t \geq a \) and \( 0 < x < y < \infty \).

**Proposition 2.1** (Wong [36]). Let \( p(t) \) be a positive continuous function in \([t_0, \infty)\) and \( u \) and \( v \) be two linearly independent positive solutions of the linear differential equation \( y'' - p(t)y = 0 \). If, moreover, \( [F(\mu v, t) - p(t)] \) is either negative for all \( \mu > 0 \) or positive for some \( \mu > 0 \), then a necessary and sufficient condition for equation (2.5) to have positive, convex proper solutions \( x \) of the form \( x(t) \sim cv(t), \ c > 0, \ t \to \infty \), is that there is some \( \beta > 0 \) such that

\[
 \int_{t_0}^{\infty} u(t)v(t)|F(\beta v, t) - p(t)|dt < \infty.
\]

We prove

**Theorem 2.2.** Let \( g(t) \in RV(\sigma), \ \sigma \in R, \ \phi(x) \in RV(\gamma), \ \gamma > 1, \ i.e. \)

\[
 g(t) = t^\sigma \ell(t), \quad \phi(x) = x^\gamma L(x), \quad \ell, L \in SV.
\]

If

\[
 \gamma + \sigma + 1 < 0
\]

there exists slowly varying \( \ell(t) \) such that there exists a solution \( x(t) \) of equation (A) of the class (1.4)(ii) i.e. such that \( x(t)/t \to \infty \) as \( t \to \infty \).

**Proof.** It suffices to show that the function

\[
 F(x, t) := g(t)x^{-1}\phi(x) = t^\sigma \ell(t)x^{\gamma - 1}L(x)
\]

besides 1, 2, 3, which requires of \( x^{-1}\phi(x) \) to be increasing, satisfies the conditions of Proposition 2.1.
To that end first observe that the functions

\[ v(t) = \int_t^\infty \int_T^s \rho (\rho - 1) r^{\rho - 2} \ln r \, dr \, ds \]  
\( \text{with } \rho > 1 \) and \n
\[ u(t) = v(t) \int_t^\infty v(s)^{-2} \, ds \]

are two linearly independent solutions of the equation \( y'' - p(t)y = 0 \) where

\[ p(t) = \frac{v''(t)}{v(t)}. \]  

By applying Proposition 1.1 to (2.8), (2.9), (2.10) one obtains for \( t \to \infty \),

\[ v(t) \sim t^\rho \ln t, \quad u(t) \sim \frac{tv(t)^{-1}}{2\rho - 1} \quad \text{and} \quad u(t)v(t) \sim \frac{t}{2\rho - 1}; \]

so that by Proposition 1.3, \( v(t) = t^\rho L_1(t) \), with \( L_1(t) \in \text{SV} \) and \( L_1(t) \sim \ln t, t \to \infty \).

In addition one has

\[ p(t) = \rho (\rho - 1) t^{-2} \frac{\ln t}{L_1(t)}. \] 

Note, integral in (2.9) converges due to (2.11) and \( \rho > 1 \).

We have to show that for some \( \beta > 0 \), \( G(t) = F(\beta v(t), t) - p(t) \) is positive and

\[ \int_a^\infty u(t)v(t)G(t)dt < \infty. \] 

By taking \( \rho = -(\sigma + 2)/(\gamma - 1) \), \( \beta^{\gamma - 1} = \rho (\rho - 1) \) implying \( \rho > 1 \) due to (2.6), there follows

\[ G(t) = \rho (\rho - 1) \frac{\ln t}{L_1(t)} t^{-2} (L'(t) - 1) \]

where

\[ L'(t) = L_1(t)^\gamma L(\beta t^\rho L_1(t)) \ell(t)/\ln t. \]

Since \( \ell(t) \) is arbitrary, we may choose \( \ell(t) \) such that \( L'(t) > 1 \) and for \( t \to \infty \), \( L'(t) = 1 + o(1) \), where \( o(1) \) is unrestricted.
In view of (2.11), (2.14) and the choice of $\ell(t)$, there follows

(2.15) \[ u(t)v(t)G(t) \sim \frac{p(p-1)}{2p-1} t^{-1} o(1) \]

and (2.13) follows by an appropriate choice of $o(1)$, which means that all conditions of Proposition 2.1 are fulfilled and so there exists a solution $x(t)$ of (A) in the form (2.5) such that for $t \to \infty$ $x(t) \sim ct^\theta \ln t$, $c > 0$ i.e. of the class (1.4)(ii), since $p > 1$. This proves the theorem.

Remark 2.1. Observe, Theorem 2.2 is proved under very restrictive conditions. This however, is of no concern for our further considerations, since the theorem shows that the set of solutions $x(t)$ of equation (A) of the class (1.4)(ii) is not empty.

Example 2.1. Take in the proof $L(x) = \ln x$.

Now choose $\ell(t)$ such that

\[ \ell(t) = p^{-1} \left( 1 \left( \frac{1}{(\ln t)^\gamma} + \frac{1}{(\ln t)^s} \right) \right), \quad \alpha > \gamma + 1. \]

Hence $L(t) \sim 1 + (\ln t)^{\gamma-s}$ and one has $u(t)v(t)G(t) \sim (p(p-1)/(2p-1))t^{-1}(\ln t)^{\gamma-s}$ and (2.13) follows in view of (2.15).

3. The estimates

In this section we give some estimates (in the form of inequalities valid for $t \geq T$) of all existing (positive) increasing solutions $x(t)$ of equation (A). To do it, put into (A)

(3.1) \[ x(t) = ty(t) \]

to obtain

(3.2) \[ (t^2y')' = tg(t)\phi(ty(t)). \]

Note, in the previous section it is proved that under certain conditions positive increasing solutions exist when $g(t) \in \text{RV}(\sigma)$, $\phi(x) \in \text{RV}(\gamma)$, which is more general then in [19] and also must be one of the types (1.4)(i)–(1.4)(ii).

Theorem 3.1. Let $g(t)$ and $\phi(x)$ be regularly bounded at infinity and $\phi(x)$ is such that

(3.3) \[ x^{-s}\phi(x) \text{ almost decreases for some } s > 1 \]

and

(3.4) \[ x^{-r}\phi(x) \text{ almost increases for some } r < s \text{ with } r > 1. \]
If
\[
\int_{a}^{\infty} u^{s}g(u)du < \infty, \quad s > 1,
\]
then for all existing (positive) increasing solution \(x(t)\) of (A) there holds: Either
\[
x(t) \sim ct, \quad as \ t \to \infty \text{ where } c > 0,
\]
or, for \(t \geq T\),
\[
m\left\{t^{1-s}\int_{t}^{\infty} u^{s}g(u)du\right\}^{-1} \leq \frac{\phi(x(t))}{x(t)} \leq M\left\{t^{1-s}\int_{t}^{\infty} u^{s}g(u)du\right\}^{-1}.
\]

Proof. If \(x(t)\) is of the class (1.4)(i), formula (3.6) holds.

If \(x(t)\) is of class (1.4)(ii), in view of \(x(t) = ty(t)\) implying that \(y(t) \to \infty\), as \(t \to \infty\), one has to prove the following inequality for large \(t\)
\[
m\left\{t^{-s}\int_{t}^{\infty} u^{s}g(u)du\right\}^{-1} \leq \frac{\phi(ty(t))}{y(t)} \leq M\left\{t^{-s}\int_{t}^{\infty} u^{s}g(u)du\right\}^{-1}.
\]

To do it, we use the method which mimics the one in [19].

To begin with, observe that in view of Proposition 1.5, there exist numbers \(p, q\) with \(q < p\) such that for \(t \geq T\)
\[
\begin{align*}
\text{a)} & \quad t^{q}g(t) \text{ almost decreases} \\
\text{b)} & \quad t^{p}g(t) \text{ almost increases}
\end{align*}
\]

We first prove the right-hand side inequality in (3.8): To that end integrate on both sides of (3.2) over \((t,kt)\) for some \(k > 1\) and then use (3.9)a), (3.3) and the fact that \(y(t)\) increases, to minorize the right-hand side integral. This yields
\[
y'\left(kt\right) \geq mg(kt)\phi(kty(kt))\left(\frac{y(kt)}{y(t)}\right)^{s}.
\]

On the other hand multiply (3.2) by \(t^{2}y'(t)\), integrate over \((t,kt)\) and use again (3.9)a), (3.3) and the fact that \(y(t)\) and so \(t^{2}y'(t)\) both increase, to obtain
\[
y'(kt)^{2} \geq m\frac{1}{t}g(kt)y(kt)^{-s}\phi(kty(kt))\int_{t}^{kt} y(u)^{s}y'(u)du,
\]
and so
\[
y'(kt) \geq m\{t^{-1}g(kt)y(kt)\phi(kty(kt))\}^{1/2}\left\{1 - \left(\frac{y(t)}{y(kt)}\right)^{s+1}\right\}^{1/2}.
\]
From (3.10) and (3.11) we shall derive the following inequality holding for all \( t \geq T \)
\[(3.12) \quad y'(kt) \geq mg(kt)\phi(kty(kt)).\]

Obviously, the behavior of the quotient \( 0 < y(t)/y(kt) < 1 \) is essential in that. For, if e.g. \( \lim_{t \to \infty} y(t)/y(kt) = 1 \), or \( \liminf_{t \to \infty} y(t)/y(kt) = 0 \), inequalities (3.10), or (3.11) are useless. Therefore consider the following alternative:

Take a fixed \( k > 1 \), (to be specified later) and an arbitrary fixed \( a \) such that \( 0 < a < 1 \). There holds:

Either
\[(3.13) \quad \frac{y(t)}{y(kt)} \geq a \]
for all \( t \) belonging to some intervals \( I_n, n \geq 1 \) which might be all ultimately neighbouring when \( \bigcup_{n=1}^{\infty} I_n = [T, \infty) \) for some \( T \geq a \),
or
\[(3.14) \quad \frac{y(t)}{y(kt)} < a \]
for all \( t \) belonging to some intervals \( I_n, n \geq 1 \), which again might be all ultimately neighbouring when \( \bigcup_{n=1}^{\infty} I_n = [T, \infty) \) for some \( T \geq a \).

In general, due to the continuity of \( y(t) \), one has
\[(3.15) \quad \bigcup_{n \geq 1} (I_n \cup I_n) = [T, \infty).\]

Such an alternative gives us the possibility to replace in the subsequent considerations the quotient \( y(t)/y(kt) \) by a fixed constant.

If (3.13) holds, then (3.10) gives (3.12) for all \( t \in T_n \).

If, on the other hand, (3.14) holds, choose a sequence \( \{t_n\}, n \geq 1 \), of arbitrary points \( t_n \in I_n \) so that (3.14) holds for \( t = t_n \). But then, because of Lemma 1.1, and Remark 1.1, there exists \( 0 < \alpha' < 1 \) such that \( y(t)/y(kt) < \alpha' \) for all \( t \in [t_n, kt_n] \). Hence, from (3.11) using the proceeding inequality, and after dividing throughout by \( (kt)^{-r/2}(y(kt)\phi(kty(kt)))^{1/2} \) and integrating over \( [t_n, kt_n] \) one obtains
\[
\int_{t_n}^{kt_n} \frac{y(ku)^{-((1+r)/2)}y'(ku)d(ku)}{(ku)^{r/2}\phi(kuy(ku))^{1/2}} \geq m \int_{t_n}^{kt_n} u^{(r-p-1)/2}[(ku)^p g(ku)]^{1/2} du.
\]

Now, use (3.4) to majorize the left-hand side integral and (3.9b) to minorize the right-hand side one. Upon the integration on both sides, this gives
\[
y(kt_n)^{1/2}\phi(kt_n y(kt_n))^{-1/2} \geq m(kt_n)^{1/2}g(kt_n)^{1/2}
\]
and so

\begin{equation}
\{ t^{-1}g(kt_n)y(kt_n)\phi(kt_n,y(kt_n)) \}^{1/2} \leq mg(kt_n)\phi(kt_n,y(kt_n)).
\end{equation}

By combining (3.11), (3.14) and (3.16) one obtains (3.12) for \( t = t_n \) and so for all \( t \in I_n \) since \( t_n \) is arbitrary in these intervals.

Hence, due to (3.15), inequality (3.12) holds for all \( t \geq T \).

To conclude the proof of the right-hand side inequality in (3.8), divide (3.12) throughout by \( t/C0 \) and integrate over \( (t/k) \) for some \( k > 1 \), using (3.9)(b), and (3.4), after dividing by \( t^2 \), one gets, since \( t^2y' \) increases,

\begin{equation}
0 < k^2y'(kt) - y'(t) \leq Mg(kt)\phi(kt,y(kt)).
\end{equation}

Another integration over \((t/k, t)\), due to (3.4) leads to

\begin{equation}
\frac{y(kt)}{\phi(kt,y(kt))} \left\{ 1 - \frac{k+1}{k} \frac{y(t)}{y(kt)} \right\} \leq M \phi(kt,y(kt)) t^{-r} \int_{t/k}^{t} (ku)^r g(ku)du,
\end{equation}

or, by putting \( u = z/k^2 \) and since, due to (3.9)(b), \((z/k)^{r+q}g(z/k) \leq Az^{r+q}g(z)\), for some \( A > 1 \), to

\begin{equation}
\frac{y(kt)}{\phi(kt,y(kt))} \left\{ 1 - \frac{k+1}{k} \frac{y(t)}{y(kt)} \right\} \leq Mt^{-r} \int_{kt}^{k^2t} z^{r+q-s}g(z)dz
\end{equation}

\begin{equation}
\leq Mt^{-s} \int_{kt}^{\infty} z^{r}g(z)dz
\end{equation}

holding for all \( t \geq T \).

On the other hand, divide (3.17) throughout by \((kt)^{-s}\phi(kt,y(kt))\) and integrate over \((t, \infty)\) to obtain

\begin{equation}
\int_{t}^{\infty} \frac{(k^2y'(ku) - y'(u))y(ku)^{-s}}{(kuy(ku))^{-s}\phi(kuy(ku))} du \leq M \int_{t}^{\infty} (ku)^{s}g(ku)du.
\end{equation}

Now, since \( y(ku)^{-s} \leq y(u)^{-s} \) and using (3.3), the left-hand side integral is minorized by

\begin{equation}
\frac{y(kt)^{s}(kt)^{s}}{\phi(kt,y(kt))} \left\{ \int_{t}^{\infty} ky'(ku) y(ku)^{s} d(ku) - \int_{t}^{\infty} y'(u) y^{s}(u) du \right\},
\end{equation}
so that upon integration, inequality (3.19) yields

$$y(kt) - y(kt) \left( \frac{y(t)}{y(kt)} \right)^{1-s} \leq Mt^{-s} \int_{kt}^{\infty} u^s g(u) du$$

holding for all $kt \geq T$.

At this point we use the same alternative (3.13)–(3.14) as before.

If (3.14) holds, from (3.18) one obtains

$$\frac{kty(kt)}{\phi(kt)} \leq Mt^{1-s} \int_{kt}^{\infty} u^s g(u) du$$

which is valid for all $t \in I_a$ and all $k$ such that

$$k > \frac{g}{1 - \alpha}, \quad (\alpha < 1).$$

If however, (3.13) holds, then (3.21) follows from (3.20) for all $t \in I_a$ and all $k$ such that

$$k > \alpha^{1-s} \quad (\alpha < 1).$$

Therefore, if in view of (3.22) and (3.23) we choose

$$k = \max \left( \frac{g}{1 - \alpha}, \alpha^{1-s} \right)$$

the left-hand side inequality in (3.8) holds for all $kt > T$. This completes the proof of (3.8) and, needless to say, the estimates (3.7) for $x(t)$ since $x(t) = ty(t)$.

4. The asymptotics

By restricting both classes of functions $g(t)$ and $\phi(x)$ to the regularly varying ones, we can prove the more precise

Theorem 4.1. Let in equation (A) $g(t) \in RV(\sigma)$, $\sigma \in R$, $\phi(x) \in RV(\gamma)$, $\gamma > 1$

i.e.

$$x''(t) = t^\sigma \ell(t) x(t)^\gamma L(x(t))$$

then for all existing (positive) increasing solutions $x(t)$ of equation (A) of the class (1.4)(ii) i.e. such that $x(t)/t \to \infty$ as $t \to \infty$, there holds:

a) The condition

$$\sigma < -\gamma - 1$$

is a necessary and
b)

\[(\ref{4.3})\quad \sigma < -s - 1 \quad \text{for some} \quad s > \gamma > 1\]

is a sufficient one for \(x(t)\) to be regularly varying of index \(\rho > 1\) with

\[(\ref{4.4})\quad \rho = -\frac{\sigma + 2}{\gamma - 1}.\]

All these solutions have the same asymptotic behavior for \(t \to \infty\)

\[(\ref{4.5})\quad \frac{\phi(x(t))}{x(t)} = x^{\gamma - 1}(t)L(x(t)) \sim \left(\frac{t^2 g(t)}{\rho(\rho - 1)}\right)^{-1}\]

i.e.

\[x(t) \sim \psi\left(\left(\frac{t^2 g(t)}{\rho(\rho - 1)}\right)^{-1}\right)\]

where \(\psi\) is an asymptotic inverse of \(x^{\gamma - 1}L(x)\).

**Proof.**
a) Let \(x(t) = t^\rho \zeta(t)\) be a solution of (A) on \([T, \infty)\) of the class \((\ref{1.4})(ii)\) with \(\rho > 1\) and \(\zeta(t) \in \text{SV}\). Then, due to Proposition 1.2, \(g(s)\phi(x(s)) \in \text{RV}(\sigma + \rho\gamma)\) (as a function of \(s\)) and \(L(t^\rho \zeta(t)) \in \text{SV}\). Thus equation (1.3) becomes of the same type as equation (A) in [19] with a different slowly varying factor on the right-hand side—\(\ell(t)\zeta(t)^\gamma L(t^\rho \zeta(t))\) instead of \(\ell(t)\zeta(t)^\gamma\) and one may apply [19, Thm 2.2, I, the only if part] to obtain the statement including asymptotic formula (4.5).

b) Assume (4.3) and use “\(\cdot\)” to denote differentiation with respect to \(x\). Put

\[I(t) = \int_t^\infty \int_s^\infty u g(u) duds;\]

the occurring integrals converge due to (4.3). Then, by Proposition 1.1 we get for \(t \to \infty\)

\[(\ref{4.6})\quad \begin{align*}
  i) \quad I(t) & \sim \frac{1}{(\sigma + 2)t} t^2 g(t), \\
  ii) \quad I'(t) & \sim \frac{1}{\sigma + 2} t g(t), \\
  iii) \quad I''(t) & = \frac{\sigma + 1}{\sigma + 2} (1 + o(1)) g(t)
\end{align*}\]

and so

\[(\ref{4.7})\quad \begin{align*}
  i) \quad \frac{g(t)}{I'(t)} & \sim -\frac{\sigma + 2}{t}, \\
  ii) \quad \frac{I'(t)}{I(t)} & \sim \frac{\sigma + 2}{t}, \\
  iii) \quad \frac{I''(t)}{I'(t)} & \sim \frac{\sigma + 1}{t}.
\end{align*}\]
Next put

\[ F(x) = \int_a^x \frac{1}{s} \int_a^s \frac{\phi(u)}{u^2} \, du \, ds. \]  

Then, again for \( x \to \infty \)

\[ \begin{align*}
\text{i)} & \quad F(x) \sim \frac{1}{(\gamma - 1)^2} \frac{\phi(x)}{x} \\
\text{ii)} & \quad \tilde{F}(x) \sim \frac{1}{\gamma - 1} \frac{\phi(x)}{x^2} \\
\text{iii)} & \quad \tilde{F}(x) = \left[ \frac{\gamma - 2}{\gamma - 1} + o(1) \right] \frac{\phi(x)}{x^3}
\end{align*} \]

and so for \( x \to \infty \),

\[ \begin{align*}
\text{i)} & \quad \frac{\phi(x)\tilde{F}(x)}{F^2(x)} \sim (\gamma - 1)^3, \\
\text{ii)} & \quad \frac{F(x)\tilde{F}(x)}{F(x)^2} = \frac{\gamma - 2}{\gamma - 1} + o(1).
\end{align*} \]

Consider the function

\[ Z(t) = I(t)F(x(t)). \]  

From (4.11), (4.6)i) and (4.9)i) there follows for \( t \to \infty \),

\[ Z(t) \sim \frac{t^2g(t)}{(\sigma + 2)^2(\gamma - 1)^2} \frac{\phi(x(t))}{x(t)}. \]

Note that (3.4) holds for any \( r < \gamma < s \) and (3.3) holds for any \( s > \gamma \). Also (4.3) implies (3.5) and one can apply Theorem 3.1 and Proposition 1.1 to the both sides integrals in (3.7). This yields

\[ \frac{\phi(x(t))}{x(t)} \approx (t^2g(t))^{-1}. \]

This, together with (4.12), yields

\[ 0 < m \leq Z(t) \leq M, \quad \text{for all } t \geq T. \]

If \( Z(t) \) is eventually monotone, being bounded, it tends to a positive constant.

Otherwise, we proceed as follows. From (4.11) one has

\[ Z'(t) = I'F + I\tilde{F}x'. \]

Another differentiation, using (A) and (4.14) (to eliminate \( x' \)) gives

\[ Z''(t) = I''F + \frac{2Z'I'}{I} - \frac{2(I')^2}{I} F + I\tilde{F}\left( \frac{Z' - I'F}{I\tilde{F}} \right)^2 I\tilde{F}\phi. \]
Dividing by $I'F = I'Z/I$ and using (4.14) one obtains

$$
\frac{Z''}{Z} \frac{I}{(-I')} = \left( \frac{Z}{Z} \right)^2 \frac{I}{(-I')} \frac{F\ddot{F}}{(F')^2} + 2 \frac{Z'}{Z} \left( \frac{F\ddot{F}}{(F')^2} - 1 \right) + \frac{q}{(-I')} \frac{\phi\ddot{F}}{F^2} + \frac{I''}{(-I')} + 2 \frac{I'}{I} - \frac{I'}{I} \frac{F\ddot{F}}{(F')^2},
$$

and finally using (4.7) and (4.10), the following asymptotic equality is obtained

$$(4.15) \quad \frac{Z''}{Z} \frac{I}{(-I')} = \left( \frac{Z}{Z} \right)^2 \frac{I}{(-I')} \frac{F\ddot{F}}{(F')^2} + 2 \frac{Z'}{Z} \left( \frac{F\ddot{F}}{(F')^2} - 1 \right) + \frac{1}{t} \left[ -Z(y - 1)^3(\sigma + 2) + \frac{\sigma + \gamma + 1}{(\gamma - 1)} + o(1) \right].$$

Now, let $\{t_n\}$ and $\{t'_n\}$ be, respectively, the sequences of maxima and of minima of $Z(t)$. Note that $Z'(t_n) = 0$, $Z''(t_n) \leq 0$, $Z'(t'_n) = 0$ and $Z''(t'_n) \geq 0$ for $n = 1, 2, \ldots$. Taking the limit as $n \to \infty$ in (4.15) along the sequence $\{t_n\}$, one easily find that

$$\limsup_{n \to \infty} Z(t_n) \leq \frac{\sigma + \gamma + 1}{(\gamma - 1)^4(\sigma + 2)} \Rightarrow \limsup_{t \to \infty} Z(t) \leq \frac{\sigma + \gamma + 1}{(\gamma - 1)^4(\sigma + 2)}.$$

Likewise, taking the limit along the sequence $\{t'_n\}$, one obtains

$$\liminf_{n \to \infty} Z(t'_n) \geq \frac{\sigma + \gamma + 1}{(\gamma - 1)^4(\sigma + 2)} \Rightarrow \liminf_{t \to \infty} Z(t) \geq \frac{\sigma + \gamma + 1}{(\gamma - 1)^4(\sigma + 2)}.$$

Thus, even in the case where $Z'(t)$ changes sign infinitely for large $t$ it follows that $Z(t)$ converges to a finite limit as $t \to \infty$:

$$\lim_{t \to \infty} Z(t) = \frac{\sigma + \gamma + 1}{(\gamma - 1)^4(\sigma + 2)} > 0.$$

The positivity follows from (4.3).

This fact, combined with (4.12), shows that

$$\frac{\phi(x(t))}{x(t)} \sim c(t^2q(t))^{-1}, \quad t \to \infty,$$

for some constant $c > 0$, which, in view of Propositions 1.3 and (1.6), means that $x(t)$ is a regularly varying function of index $\rho = (\sigma + 2)/(1 - \gamma)$. The constant $c$ is computed in a).

This completes the proof of b). □
It is of importance to emphasize that Theorem 4.1 is not a full generalization of Theorem 2.2 in [19] where $\phi(x) = x^2$, $\gamma > 1$, since in (4.3) we assume $s > \gamma$. However, if $L(x)$ is almost decreasing, then it is obvious that the condition (3.3) holds for $s = \gamma$, so one may take in (4.3) $s = \gamma$, which makes it also necessary.

Thus we have the following

**Corollary 4.1.** If in (4.1) in addition to (4.2) we suppose that $L(x)$ is almost decreasing, then all existing (positive) increasing solutions $x(t)$ of equation (A) of the class (1.4) (ii) are regularly varying of index $\rho > 1$ with $\rho$ given by (4.4) if and only if (4.2) is satisfied and all such solutions have the same asymptotic behavior for $t \to \infty$ given by (4.5).

The remaining case $x(t) \in RV(1)$ is resolved by the following:

**Theorem 4.2.** a) If we assume in (4.1) for $L(x(t))$ that for $t \to \infty$, $L(t\xi(t)) \sim L(t)$ with $\xi(t) \in SV$ then the condition

\begin{equation}
(4.16) \quad (i) \quad \sigma = -\gamma - 1 \quad \text{and} \quad (ii) \quad \int_0^\infty g(u)\frac{\phi(u)}{u}du = \int_0^\infty u^{-1}\ell(u)L(u)du < \infty
\end{equation}

is a necessary one for all positive increasing solutions $x(t)$ of (4.1) such that $x(t)/t \to \infty$, $t \to \infty$ to be nontrivial regularly varying of index 1. All these solutions have the same asymptotic behavior for $t \to \infty$

\begin{equation}
(4.17) \quad x(t) \sim t\left((\gamma - 1)\int_0^\infty g(s)\phi(s)ds\right)^{-1/(\gamma - 1)}.
\end{equation}

b) If we assume in (4.1) for $L(x)$ to be almost increasing the condition (4.16) is also a sufficient one.

**Proof.** a) In this case in view of $x(t) = t\xi(t)$ and the hypotheses on $L(x(t))$, we may repeat the argument used in the proof of Theorem 4.1a), to obtain the statement and formula (4.17) by application of Theorem 2.2. II (the only if part) in [19].

b) Assume (4.16). Bearing in mind assumption on $L(x)$, we may take in the right-hand side of (3.8), $r = \gamma$ to obtain

\begin{equation}
(4.18) \quad \frac{\phi(ty(t))}{y(t)} \leq Mt^\gamma\left\{\int_T^\infty u^{-1}\ell(u)du\right\}^{-1}.
\end{equation}

Integrate equation (3.2) over $(T, t)$, use estimate (4.18) to obtain, since $y(t)$ is increasing to $\infty$,

\begin{equation}
0 < \frac{ty'(t)}{y(t)} \leq \frac{T^2y'(T)}{Ty(t)} + \frac{M}{t} \int_T^t l(u)\left(\int_u^\infty z^{-1}\ell(z)dz\right)^{-1}du.
\end{equation}
But, due to Proposition 1.1(ii) and (iii) the right-hand side of the preceding inequality is $o(1)$ so that $ty'(t)/y(t) \to 0$, as $t \to \infty$, whence due to Proposition 1.4, $y(t) \in SV$. It is also nontrivial since it tends to infinity as $t \to \infty$. □

Remark 4.1. The restriction in Theorem 4.2 a) $L(t_x(t)) \sim L(t)$ is true for e.g.

$$L(t) = \prod_{k=1}^{N} (\log_k t)^{\alpha_k} \quad \alpha_k \in \mathbb{R}$$

but not for

$$L(t) = \exp \left( \prod_{k=1}^{N} (\log_k t)^{\beta_k} \right) \quad \beta_k \in (0, 1).$$

Here $\log_{k+1} t = \log \log_k t$, and $\log_1 t = \log t$.

Remark 4.2. Our results give also useful information about asymptotic form of the equation

$$(B) \quad (p(t)x')' = g(t)\phi(x)$$

with $p(t) \in RV(\lambda)$, $g(t) \in RV(\sigma)$, $\phi \in RV(\gamma)$, $\gamma > 1$ in the case $\int_{a}^{\infty} 1/p(t)dt = \infty$. In fact, making the change of new independent variable $\tau = P(t)$, where $P(t) = \int_{a}^{t} 1/p(s)ds$, and new function $X(\tau) = x(t)$ equation (B) is transformed into

$$(4.19) \quad \frac{d^2X}{d\tau^2} = Q(\tau)\phi(X), \quad \text{where } Q(\tau) = p(P^{-1}(\tau))g(P^{-1}(\tau)).$$

Applying Theorem 4.1. and 4.2. to the equation (4.19) and returning to the original independent variable and the original function one obtain necessary and/or sufficient conditions for all increasing solutions of the equation (B) satisfying $\lim_{t \to \infty} x(t) = \lim_{t \to \infty} p(t)x'(t) = \infty$ to be regularly varying (for more details, see [18, Section 3]). Moreover, the asymptotic behavior of any such solution could be determined.

For the case $\int_{a}^{\infty} 1/p(t)dt < \infty$, similar transformation is not possible, so results should be obtained directly and thus, could be the subject of further research.

5. Examples

Examples illustrating the main results will be presented.
Example 5.1. Consider differential equation (A) with

\begin{equation}
\phi(x) \sim x^3 \log(x^2 + 1), \quad x \to \infty \quad \text{and} \quad q(t) \sim \frac{3}{4} r(t) \frac{(\log t)^{1-\gamma}/2}{r(3\gamma+1)/2 \log(t^3 \log t + 1)}, \quad t \to \infty,
\end{equation}

where \( \gamma > 1 \) and \( r(t) \) is a continuous function on \([e, \infty)\) such that \( \lim_{t \to \infty} r(t) = 1 \).

The function \( q(t) \) is a regularly varying function of index \( \sigma = -(3\gamma + 1)/2 \), which satisfies \( \sigma < -s - 1 \), for some \( s \in (\gamma, (3\gamma - 1)/2) \). Then, there exists a solution \( x(t) \) of equation (A) of the class (1.4)-(ii) by Theorem 2.2. It is easy to check that

\[
\frac{t^2 q(t)}{\rho(t - 1)} \sim \frac{(t^3 \log t)^{(1-\gamma)/2}}{\log(t^3 \log t + 1)}, \quad t \to \infty.
\]

Therefore, from Theorem 4.1, it follows that all increasing solutions \( x(t) \) of equation (A) such that \( x(t)/t \to \infty \) as \( t \to \infty \) are regularly varying of index

\[
\rho = -\frac{\sigma + 2}{\gamma - 1} = \frac{3}{2},
\]

satisfying

\[
\frac{x(t)}{\phi(x(t))} = \frac{x(t)^{1-\gamma}}{\log(x(t)^2 + 1)} \sim \frac{(t^3 \log t)^{(1-\gamma)/2}}{\log(t^3 \log t + 1)}, \quad t \to \infty,
\]

implying that \( x(t) \sim (t^3 \log t)^{1/2}, t \to \infty \).

Observe that if in (5.1) instead of “\( \sim \)” one has “\( = \)” and \( r(t) = 1 + 4/(3 \log t) - 1/(3(\log t)^2), \) then, \( x(t) = t^{3/2} \sqrt{\log t} \in \text{RV}(3/2) \) is an exact solution.

Example 5.2. Consider equation (A) with

\begin{equation}
\phi(x) \sim x^2 \log(x^{2/3} + x) \quad \text{and} \quad q(t) \sim \frac{3r(t)t^{-\gamma-1}}{(\log t)^{3\gamma-2} \log(t^{2/3}(\log t)^2 + t(\log t)^3)}, \quad t \to \infty,
\end{equation}

where \( \gamma > 1 \) and \( r(t) \) is a continuous function on \([e, \infty)\) such that \( \lim_{t \to \infty} r(t) = 1 \). Clearly, the slowly varying part \( L(x) = \log(x^{2/3} + x) \) of \( \phi(x) \) fulfills condition \( L(x\xi(x)) \sim L(x), x \to \infty \) for \( \xi \in \text{SV} \cap C^1(\mathbb{R}^+) \), while \( q(t) \) is a regularly varying function of index \( \sigma = -\gamma - 1 \) and

\[
\int_t^\infty q(s)\phi(s)ds \sim 3 \int_t^\infty \frac{ds}{s(\log s)^{3\gamma-2}} = \frac{1}{1-\gamma} (\log t)^{(3(1-\gamma))}, \quad t \to \infty.
\]
so that (4.16)-(ii) holds. Thus, by Theorem 4.2, all increasing solutions \( x(t) \) of equation (A) such that \( x(t)/t \to \infty \) as \( t \to \infty \) are nontrivial regularly varying of index 1 whose asymptotic behavior is given by \( x(t) \sim t(\log t)^3, \ t \to \infty. \)

If in (5.2) instead of “~” one has “=”, and in particular \( r(t) = 1 + 2(\log t)^{-1} \), then (A) possesses an exact nontrivial RV(1)-solution \( x(t) = t(\log t)^3 \).
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