Arbitrary order total variation Convergence of Markov semigroups using random grids

C. Rey*

Abstract

We provide a abstract framework to prove total variation convergence result with arbitrary rate for numerical scheme for SDE. In particular we show that under standard weak approximation properties of scheme such as Euler we can obtain total variation convergence with any desired rate by building a specific approximation for the SDE.
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1 The distance between Semigroups

Throughout this section the following notations will prevail. We fix $T > 0$ and $n \in \mathbb{N}^*$. For $l \in \mathbb{N}$ we will denote $\delta_l^n = T/n^l$ and for $\delta > 0$ we consider the time grid $\pi^\delta := \{k\delta, k \in \mathbb{N}\}$, with the convention $\pi^0 = \mathbb{R}_+$.

1.1 Framework

Notations. For $d \in \mathbb{N}^*$, denote by

- $\mathcal{M}_b(\mathbb{R}^d)$, the set of measurable and bounded functions from $\mathbb{R}^d$ to $\mathbb{R}$.
- $\mathcal{C}^q_b(\mathbb{R}^d)$, $q \in \mathbb{N} \cup \{+\infty\}$, the set of functions from $\mathbb{R}^d$ to $\mathbb{R}$ which admit derivatives up to order $q$ and such that all those derivatives are bounded.
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• $C^q_1(\mathbb{R}^d)$, $q \in \mathbb{N} \cup \{+\infty\}$, the set of functions from $\mathbb{R}^d$ to $\mathbb{R}$ which admit derivatives up to order $q$ and such that all those derivatives are bounded in $L_1(\mathbb{R}^d)$.

• $C^q_c(\mathbb{R}^d)$, $q \in \mathbb{N} \cup \{+\infty\}$, the set of functions from $\mathbb{R}^d$ to $\mathbb{R}$ defined on compact support and which admit derivatives up to order $q$.

**Discrete semigroups.** We are going to introduce the definition of a discrete semigroup, as a sequence of functional operator $(Q_t)_{t \in \pi^\delta}$, for $\delta > 0$, built from a sequence of finite positive transition probability measures $(\mu^\delta_t(x,dy))_{t \in \pi^\delta}$ from $\mathbb{R}^d$ to $\mathbb{R}^d$. This means that for each fixed $x$ and $t$, $\mu^\delta_t(x,dy)$ is a finite positive measure on $\mathbb{R}^d$ with the borelian $\sigma$ field and for each bounded measurable function $f : \mathbb{R}^d \to \mathbb{R}$, the application

$$x \mapsto \mu^\delta_t(f) := \int_{\mathbb{R}^d} f(y) \mu^\delta_t(x,dy)$$

is measurable. We also denote

$$|\mu^\delta_t| := \sup_{x \in \mathbb{R}^d} \sup_{\|f\|_\infty \leq 1} \left| \int_{\mathbb{R}^d} f(y) \mu^\delta_t(x,dy) \right|,$$

and, we assume that all the sequences of measures we consider in this paper satisfy:

$$\sup_{\delta \in \mathbb{N}^*} |\mu^\delta_t| < \infty. \tag{1}$$

Now we define the discrete semigroup associated to the sequence of measures $\mu^\delta$ to the time grid $\pi^\delta$.

**Definition 1.1.** Let $\delta > 0$ and $(\mu^\delta_t)_{t \in \pi^\delta}$ be a sequence of transition measures from $\mathbb{R}^d$ to $\mathbb{R}^d$ and satisfying (1). The discrete semigroup $(Q^\delta_t)_{t \in \pi^\delta}$ associated to $\mu^\delta$ is defined by: For every $t \in \pi^\delta$ and $f \in M_0(\mathbb{R}^d)$,

$$Q^\delta_0 f(x) = f(x), \quad Q^\delta_{t+\delta} f(x) = Q^\delta_t Q^\delta_\delta f(x) = Q^\delta_t \int_{\mathbb{R}^d} f(y) \mu^\delta_t(x,dy).$$

More generally, we define $(Q^\delta_{s,t})_{s,t \in \pi^\delta; t \leq s}$ by: For every $t \in \pi^\delta$

$$Q^\delta_{s,t} f(x) = f(x), \quad \forall r \in \mathbb{N}, \ Q^\delta_{t,t+(r+1)\delta} f(x) = Q^\delta_{t,t+r\delta} Q^\delta_{t+r\delta} f(x).$$

We notice that for $t, s, u \in \pi^\delta$, $t \leq s \leq u$, we have the semigroup property $Q_{t,u} f = Q_{t,s} Q_{s,u} f$. Moreover, if for every $f \in C^\infty_c(\mathbb{R}^d)$, $P f = Q f$ then for every measurable and bounded function $f$ we have $P f = Q f$.

**Framework.** The approach we propose consists in building an approximation for a family of semigroups $(P^\delta_{t,s})_{t,s \in \pi^\delta; t \leq s}$, where we suppose that this family is independent to the time-grid $\pi^\delta$ in the following sens
In a first step, we suppose that the semigroup we study is such that for every 
\( E \in C \)

Remark 1.1. A typical example is to consider a Markov process 
\( P \)

From now, even if not stated, \( P^\delta \) will be supposed to satisfy \( \mathcal{H} (P) \) unless it is said otherwise so we simply denote \( P \).

**1.2 Approximation results**

Arbitrary order weak approximation. Using the family \( \{(Q_{s,t}^{\delta_n})_{s,t \in \pi^\delta_n} \}_{n \in \mathbb{N}} \), for every 
\( (l, \nu) \in \mathbb{N}^2 \), we are going to build \( (\tilde{Q}_{l,t+\delta_n}^{\nu,\delta_n})_{l \in \pi^\delta_n} \) as an approximation of \( (P_{l,t+\delta_n})_{l \in \pi^\delta_n} \) which, under the hypothesis \( (2), (3) \) and \( (4) \), satisfies, for every \( r \in \mathbb{N} \), and \( f \in C^\beta (\mathbb{R}^d) \)

\[
E_n(l, \alpha, \beta, P, Q) \quad \forall t \in \pi^\delta_n, \quad \| P_{l,t+\delta_n} f - \tilde{Q}_{l,t+\delta_n}^{\nu,\delta_n} f \|_{\infty, r} \leq C \| f \|_{\infty, \nu (l, \nu) + r} \frac{1}{n^r},
\]

(5)

with

\[
\kappa (l, \nu) = \max \left\{ \beta m (l, \nu), \frac{m (l, \nu)^{-1}}{i \kappa (l + 1, q_i (l, \nu))} \right\}
\]

and

\[
m (l, \nu) = \left[ \frac{\nu}{(1 + \alpha) l + \alpha} \right]
\]

\[
q_i (l, \nu) = \nu + [i - (1 + \alpha) (l + 1) (i - 1)], \quad \forall i \in \{1, \ldots, m (l, \nu) - 1\}.
\]
In particular $\hat{Q}_{0,\delta_n}^{\nu}$ is an approximation of $P_T$ with accuracy $1/n^\nu$. The approach we use was first introduced in [1]. Among other, it was showed in this paper that, combined with a random grid approach, the accuracy $1/n^\nu$ can be reached with complexity - in terms of the number of simulations of random variables with law given by a semigroup $Q_{t_n}^{\delta_n}$ for some $l \in \mathbb{N}$ - of order $n$.

For every $t \in \pi^{\delta_n}$, we define $\hat{Q}_{t,t+\delta_n}^{\nu,\delta_n}$ in the following recursive way

$$\hat{Q}_{t,t+\delta_n}^{\nu,\delta_n} = Q_{t,t+\delta_n}^{\delta_n+1} + \sum_{i=1}^{m(l,\nu)-1} \prod_{j=1}^{i} Q_{t_j-t_{j-1}-\delta_n}^{\delta_n+1} \left( Q_{t_{j+1}-t_{j}+\delta_n}^{\delta_n+1} - Q_{t_{j+1}-t_{j}+\delta_n}^{\delta_n+1} \right) Q_{t_{j+1}}^{\delta_n+1}.$$

with

$$\hat{I}_{t,t+\delta_n,i}^{\delta_n+1} = \sum_{t=t_0<...<t_i \in \pi^{\delta_n}} \prod_{j=1}^{i} Q_{t_j-t_{j-1}-\delta_n}^{\delta_n+1} \left( Q_{t_{j+1}-t_{j}+\delta_n}^{\delta_n+1} - Q_{t_{j+1}-t_{j}+\delta_n}^{\delta_n+1} \right) Q_{t_{j+1}}^{\delta_n+1}.$$

Notice that the recursion ends when $m(l, \nu) = 1$ and in this case $\hat{Q}_{t,t+\delta_n}^{\nu,\delta_n} = Q_{t,t+\delta_n}^{\delta_n+1}$. When $m(l, \nu) > 1$, the recursion still ends for every $(l, \nu) \in \mathbb{N}^2$ and $\hat{Q}_{t,t+\delta_n}^{\nu,\delta_n}$ is well-defined. This is a direct consequence of Lemma 3.8 in [1]. We also invite the reader to refer to this article for the proof of $\hat{E}_n(l, \nu, \kappa, P, Q)$ for every $(l, \nu) \in \mathbb{N}^2$. In particular, $\hat{Q}_{0,\delta_n}^{\nu}$ is well defined, satisfies $\hat{E}(0, \nu, \kappa, P, Q)$ and may be built from the family $\left( (\hat{Q}_{\nu}^{\delta_n})_{t \in \pi^{\delta_n}} \right)_{l \in \{1,...,l(\nu,\alpha)\}}$ with $l(\nu, \alpha) = \lceil \nu/\alpha \rceil$.

**Arbitrary order total variation converge.** Our purpose is to obtain a similar estimation as $\hat{E}(0, \nu, \kappa, P, Q)$ for $\|P_T f - \hat{Q}_{0,\delta_n}^{\nu} f\|_\infty$ but which remains valid for simply bounded and measurable test functions $f$. In other words we want to show that $\hat{E}(0, \nu, 0)$ holds. We will obtain such results using a dual approach. In particular, for a functional operator $Q$, we denote by $Q^*$ its dual operator for the scalar product in $L^2(\mathbb{R}^d)$, i.e. $(Qg, f)_{L^2(\mathbb{R}^d)} = (g, Q^* f)_{L^2(\mathbb{R}^d)}$. Our approach requires to introduce some additional assumptions concerning our discrete semigroups. A first step is to consider a dual version of (2) and (3). We assume that for every $f \in C^r_1(\mathbb{R}^d)$, then $P_{s,t}^* f \in C^r_1(\mathbb{R}^d)$ and

$$\sup_{l \geq s \geq 0} \|P_{s,t}^* f\|_{r,1} \leq C\|f\|_{r,1}.$$  

(7)

and for the family of semigroups $Q = \left( \left( \hat{Q}_{s,t}^{\delta_n} \right)_{s,t \in \pi^{\delta_n}, s \leq t} \right)_{l \in \mathbb{N}}$, $Q_{s,t}^{\delta_n,\nu} \in C^r_1(\mathbb{R}^d)$ and

$$\forall s, t \in \pi^{\delta_n}, s \leq t, \quad \|Q_{s,t}^{\delta_n,\nu} f\|_{r,1} \leq C\|f\|_{r,1}.$$  

(8)

Moreover, we assume that the following dual estimate of the error in short time holds: for every $r \in \mathbb{N}$, and $f \in C^{\beta+r}_1(\mathbb{R}^d)$

$$E_n(l, \alpha, \beta, P, Q)^* \quad \forall t \in \pi^{\delta_n}, \quad \|P_{t,t+\delta_n}^{\nu,\delta_n} f - Q_{t,t+\delta_n}^{\delta_n,\nu} f\|_{r,1} \leq C\|f\|_{\beta+r,1} \left( \delta_n^\alpha \right)^{\alpha+1}.$$  

(9)
At this point, we notice that using the same approach as in [1], we can derive from (7), (8) and (9), that for every \((l, \nu) \in \mathbb{N}^*\), and \(f \in C^{\nu(l, \nu)+r}(\mathbb{R}^d)\)
\[
\hat{E}_n(l, \nu, \kappa, P, Q)^* \quad \forall t \in \pi^d, \quad \|P^*_{l,t+\delta_n} f - \hat{Q}^{\nu, \delta_n}_{l,t+\delta_n} f\|_{r,1} \leq C\|f\|_{\kappa(l, \nu)+r,1} \frac{1}{n^\nu}.
\]
Now, we introduce some regularization properties that will be necessary to obtain total variation convergence. In concrete applications, the property is not necessarily satisfied by the discrete semigroup \(Q^\delta\) but by a family of functional operators close enough to it in a sense we precise later. We call this family, a modification of \(Q^\delta\) and it is not necessarily a semigroup. Hence, this hypothesis is expressed not only for discrete semigroups but for discrete family of functional operators.

Let \(\eta : \mathbb{R}_+ \to \mathbb{R}_+\) an increasing function, \(q \in \mathbb{N}\) be fixed. For \(\delta > 0\), let \((Q^\delta_{s,t})_{s,t \in \mathbb{Z}, t > s}\) be a family of functional operators. We consider the following regularization property
\[
R_{q,\eta}(Q^\delta) \equiv
\]
\[
R_{q,\eta}(Q^\delta).\text{i.} \quad \text{For every } f \in M_b(\mathbb{R}^d) \text{ and every } s, t \in \pi^d, t > s, Q_{s,t} f \in C_b^\infty(\mathbb{R}^d).
\]
\[
R_{q,\eta}(Q^\delta).\text{ii.} \quad \text{For every } r \in \mathbb{N} \text{ and every multi-index } \gamma \text{ with } |\gamma| + r \leq q, \text{ and } f \in C_c^\infty(\mathbb{R}^d), \text{ then}
\]
\[
\forall s, t \in \pi^d, t > s, \quad \|Q^\delta_{s,t} \partial_{\gamma} f\|_{r,\infty} \leq \frac{C}{(t-s)^{\eta(q)}} \|f\|_{\infty}.
\]
In our approach we will not use directly \(R_{q,\eta}(Q^\delta).\text{ii.}\) but an estimate it implies on the adjoint semigroup. Actually, remembering that \(\|f\|_1 \leq \sup_{g \in C_c^\infty. \|g\|_\infty=1}\langle g, f \rangle\), we notice that \(R_{q,\eta}(Q^\delta).\text{ii.}\) implies that for every \(r \in \mathbb{N}\) and every multi-index \(\gamma \) with \(|\gamma| + r \leq q\) and \(f \in C_c^\infty(\mathbb{R}^d)\)
\[
\forall t \in \pi^d, t > s, \quad \|Q^\delta_{s,t} \partial_{\gamma} f\|_{r,1} \leq \frac{C}{(t-s)^{\eta(q)}} \|f\|_1.
\]
Using those hypothesis, we can derive the following total variation convergence towards the semigroup \(P\) with rate \(1/n^\nu\) with \(\nu\) choosen arbitrarily in \(\mathbb{N}\).

**Theorem 1.1.** We recall that \(T > 0\) and \(n \in \mathbb{N}^*\). Let \(\nu \in \mathbb{N}\) and \(\eta : \mathbb{R}_+ \to \mathbb{R}_+\) be an increasing function and define \(q_\nu = \max_{i \in \{1, \ldots, m(0, \nu)\}}(i \max(\beta, \kappa(1, q(\nu, 0))))\).

Assume that (2), (3), (7) and (8) hold and that the short time estimates \(E_n(l, \nu, \kappa, P, Q)\) (see (4)), and \(E_n(l, \alpha, \beta, P, Q)^*\) (see (7)) hold for every \(l \in \{1, \ldots, l(\nu, \alpha)\}\). Moreover, assume that \(R_{q,\eta}(Q^\delta_{\nu})\) and \(R_{q,\eta}(P)\) (see (7)) hold. Then, for every \(f \in M_b(\mathbb{R}^d)\),
\[
\|P_T f - \hat{Q}^{\nu, \delta_\nu}_{0,T} f\|_\infty \leq \frac{C}{T(\nu)^{\eta(q_\nu)}} \|f\|_\infty \frac{1}{n^\nu},
\]
with \(T(\nu) = \inf\{t \in \pi^d, t \geq T_{\frac{n-m(0, \nu)}{n(m(0, \nu)+1)}}\}\).
Proof. In order to prove this result, we introduce a representation for the semigroup \((P_t)_{t \geq 0}\) which relies on the family of semigroup \(\left((Q_t^{\delta})_{t \in \pi^{\delta_n}}\right)_{i \in \mathbb{N}}\). In particular we have, for every \(t \in \pi^{\delta_n}\),

\[
P_{t,t+\delta_n^i} = Q_{t,t+\delta_n^i}^{\delta+1} + \sum_{i=1}^{m(l,\nu)-1} I_{t,t+\delta_n^i,\nu}^{\delta+1} + R_{t,t+\delta_n^i,m(l,\nu)}^{\delta+1}
\]

with

\[
I_{t,t+\delta_n^i,\nu}^{\delta+1} = \sum_{t=0 \ldots t_i \in \pi^{\delta_n^i}} \prod_{j=1}^{i} \left( Q_{t_j-1,t_j-\delta_n^i}^{\delta+1} \left( P_{t_j-\delta_n^i,t_j} - Q_{t_j-\delta_n^i,t_j}^{\delta+1} \right) \right) Q_{t_i,t}^{\delta+1}
\]

and

\[
P_{t,t+\delta_n^i,m} = \sum_{t=0 \ldots t_m \in \pi^{\delta_n^i}} \prod_{j=1}^{m} \left( Q_{t_j-1,t_j-\delta_n^i}^{\delta+1} \left( P_{t_j-\delta_n^i,t_j} - Q_{t_j-\delta_n^i,t_j}^{\delta+1} \right) \right) P_{t_m,t}^{\delta+1}
\]

It follows that

\[
P_T f - Q_{0,T}^{\nu,\delta_n^i} = \sum_{i=1}^{m(0,\nu)-1} I_{0,T,i} - I_{0,T,i}^{\delta_n^i} + R_{0,T,m(0,\nu)}^{\delta_n^i}
\]

with

\[
I_{0,T,i}^{\delta_n^i} - I_{0,T,i}^{\delta_n^i} = \sum_{0=t_0 \ldots t_i \in \pi^{\delta_n^i}} \prod_{j=1}^{i} \left( Q_{t_j-1,t_j-\delta_n^i}^{\delta_n^i} \left( P_{t_j-\delta_n^i,t_j} - Q_{t_j-\delta_n^i,t_j}^{\delta_n^i} + Q_{t_j-\delta_n^i,t_j}^{\delta_n^i} - P_{t_j-\delta_n^i,t_j} \right) \right) Q_{t_i,T}^{\delta_n^i}
\]

More particularly, we can write

\[
I_{0,T,i}^{\delta_n^i} - I_{0,T,i}^{\delta_n^i} = \sum_{0=t_0 \ldots t_i \in \pi^{\delta_n^i}} \sum_{h=1}^{2^i} \left( \prod_{j=1}^{i} Q_{t_j-1,t_j-\delta_n^i}^{\delta_n^i} \Lambda_{t_j-\delta_n^i,t_j}^{\delta_n^i} \right) Q_{t_i,T}^{\delta_n^i}
\]

with, for every \(j \in \{1, \ldots, i\}\), \(\Lambda_{t_j-\delta_n^i,t_j}^{\delta_n^i} \in \left\{ Q_{t_j-\delta_n^i,t_j}^{\delta_n^i} - P_{t_j-\delta_n^i,t_j}^{\delta_n^i}, P_{t_j-\delta_n^i,t_j}^{\delta_n^i} - Q_{t_j-\delta_n^i,t_j}^{\delta_n^i} \right\}\). Moreover, we notice that the case \(\Lambda_{t_j-\delta_n^i,t_j}^{\delta_n^i} = Q_{t_j-\delta_n^i,t_j}^{\delta_n^i} - P_{t_j-\delta_n^i,t_j}^{\delta_n^i}\) for every \(j \in \{1, \ldots, i\}\) is excluded. Using this decomposition, it is sufficient to prove that

\[
\left\| \left( \prod_{j=1}^{i} Q_{t_j-1,t_j-\delta_n^i}^{\delta_n^i} \Lambda_{t_j-\delta_n^i,t_j}^{\delta_n^i} \right) Q_{t_i,T}^{\delta_n^i} f \right\|_\infty \leq \frac{C}{T(\nu)^{\eta(i)}} \| f \|_\infty / n^{\nu+i},
\]
and, for the remainder,
\[
\left\| \left( \prod_{j=1}^{i} Q_{t_{j-1},t_{j}}^{-\delta_{n,h}} P_{t_{j-1},t_{j}} \right) P_{t_{m(t,\nu)},T} f \right\|_{\infty} \leq \frac{C}{T(\nu)q(\nu)} \| f \|_{\infty} / n^{\nu+i}.
\]

We study the first term to estimate. The study of the remainder is similar so we leave it out. First we notice that, using the convention \( t_{i+1} = T + \delta_{n}^{1} \), for \( j_i = \arg sup_{j \in \{1, \ldots, i+1\}} \{ t_{j} - \delta_{n}^{1} - t_{j-1} \} \), we have \( t_{j} - \delta_{n}^{1} - t_{j-1} \geq T(\nu) \). Using successively \( E_{n}(1, \alpha, \beta, P, Q) \) (see (4)) or \( \tilde{E}_{n}(1, q_{i}(\nu, 0), \kappa) \) (see (5)) with (3) - which can be applied since \( R_{q_{i}, q_{i}}(Q^{\delta_{n}^{1}}) \) i. h. holds -, it follows that
\[
\left\| \left( \prod_{j=1}^{i} Q_{t_{j-1},t_{j}}^{-\delta_{n,h}} \Lambda_{\delta_{n,h}} \right) Q_{t_{i},T} f \right\|_{\infty} = C \left\| \left( \prod_{j=1}^{i} Q_{t_{j-1},t_{j}}^{-\delta_{n,h}} \Lambda_{\delta_{n,h}} \right) Q_{t_{i},T} f \right\|_{\infty} \leq C \left\| \left( \prod_{j=1}^{i} Q_{t_{j-1},t_{j}}^{-\delta_{n,h}} \Lambda_{\delta_{n,h}} \right) Q_{t_{i},T} f \right\|_{\infty} \frac{1}{\prod_{j_{i}=1}^{i} q_{i}^{h}(j)}
\]
with \( q_{i}^{h}(j) = q_{i}(\nu, 0) \) if \( \Lambda_{\delta_{n,h}} = P_{t_{j-1},t_{j}} - \dot{Q}_{t_{j-1},t_{j}}^{\delta_{n,h}} \) and \( q_{i}^{h}(j) = \alpha \) if \( \Lambda_{\delta_{n,h}} = Q_{t_{j-1},t_{j}}^{\delta_{n,h}} - P_{t_{j-1},t_{j}} \). Notice that it is not possible to have \( q_{i}^{h}(j) = \alpha \) for every \( j \in \{1, \ldots, i\} \) and that there exists \( \hat{j}_{i} \in \{1, \ldots, i\} \), such that
\[
\sum_{j=1}^{i} q_{i}^{h}(j) = \hat{j}_{i} q_{i}(\nu, 0) + (i - \hat{j}_{i}) \alpha \geq \nu + i.
\]

Now, for \( \varepsilon > 0 \), we consider \( \phi_{\varepsilon}(x) = \varepsilon^{-d} \phi(\varepsilon^{-1} x) \) with \( \phi \in C_{c}^{\infty}(\mathbb{R}^{d}) \), \( \phi \geq 0 \). Then, for a fixed \( x_{0} \), we define \( \phi_{\varepsilon,x_{0}}(x) = \phi_{\varepsilon}(x - x_{0}) \). Moreover, denote
\[
\Gamma_{i} = \Lambda_{\delta_{n,h}} \left( \prod_{j=1}^{i} Q_{t_{j-1},t_{j}}^{-\delta_{n,h}} \Lambda_{\delta_{n,h}} \right) Q_{t_{i},T}
\]

Since we have (2) and (3), \( Q_{t_{j-1},t_{j}}^{-\delta_{n,h}} \Gamma_{i} f \) belongs to \( C^{\infty} \). Using successively \( E_{n}(1, \alpha, \beta, P, Q)^{\ast} \) (see (9)) or \( \tilde{E}_{n}(1, q_{i}(\nu, 0), \kappa)^{\ast} \) (see (10)) with (8), it follows that for a multi-index \( \gamma_{i}, x_{0} \in \mathbb{R}^{d} \),
\[
| \partial_{x}^{\gamma_{i}} Q_{t_{j},t_{j}}^{\delta_{n,h}} \Gamma_{i} f(x_{0}) | = \lim_{\varepsilon \to 0} \left| \left( \Gamma_{i}^{\ast} Q_{t_{i},T}^{\delta_{n,h}} \partial_{x}^{\gamma_{i}} \phi_{\varepsilon,x_{0}} f \right) \right| \leq C \sup_{\varepsilon > 0} \left| Q_{t_{i},T}^{\delta_{n,h}} \partial_{x}^{\gamma_{i}} \phi_{\varepsilon,x_{0}} \right| \leq \frac{C}{n \sum_{i=1}^{\nu+i} q_{i}^{h}(j)} \| f \|_{\infty} \frac{1}{n \sum_{i=1}^{\nu+i} q_{i}^{h}(j)}
\]
Our concern is the case $|\gamma| \leq (j_i - 1) \max(\beta, \kappa(1, q_i(\nu, 0)))$. Using $R_{q,v}(Q^{\delta_i})$, (see (11)) and more particularly the implication (12) on $Q^{\delta_i} \ast$, it follows that,

$$\left\| \left( \prod_{j=1}^{i} Q_{t_{j-1}, t_j - \delta_i}^{\delta_i, h} \right) Q_{t_i, T}^{\delta_i} f \right\| \leq C \sup_{\varepsilon > 0} \frac{1}{T(\nu)^{\eta(t \max(\beta, \kappa(1, q_i(\nu, 0))))}} \| \phi_{\varepsilon, x_0} \| \| f \|_{\infty} \frac{1}{R_{\sum_{j=1}^{i} \delta_i}(\eta)}$$

and since $\sum_{j=1}^{i} \delta_i(j) \geq \nu + i$ and $\| \phi_{\varepsilon, x_0} \| \leq C$, the proof is completed.

We are now interested by giving a variant of Theorem in which the regularization hypothesis is not required for $P$ or $Q$ but for some modifications of those semigroups.

**Proposition 1.1.** We recall that $T > 0$ and $n \in \mathbb{N}^*$. Let $q_v = \max_{i \in \{1, \ldots, m(0, \nu)\}}(i \max(\beta, \kappa(1, q_i(\nu, 0))))$. We assume that (2) and (3) and (7) hold and that the short time estimates $E_n(l, \alpha, \beta, P, Q)$ (see (4)), and $E_n(l, \alpha, \beta, P, Q^\ast)$ (see (3)) hold for every $l \in \{1, \ldots, l(\nu, \alpha)\}$. Also, assume that there exists a modification $\tilde{Q}_n^\ast$ (respectively $P$) of $Q_n^\ast$ (respectively $R_{q,v}(P)$) (see (14)) and such that for every $f \in \mathcal{M}_b(\mathbb{R}^d)$,

$$\forall s, t \in \pi_{\delta_i}, s < t, \quad \| \tilde{Q}_{s,t} f - Q_{s,t} f \|_{\infty} + \| P_{s,t} f - \tilde{P}_{s,t} f \|_{\infty} \leq C(t - s)^{-\eta(\nu)} \| f \|_{\infty} / n^{\nu + m(0, \nu)}.$$  

Then, for every $f \in \mathcal{M}_b(\mathbb{R}^d)$,

$$\| P_T f - \tilde{Q}_{0,T} f \|_{\infty} \leq \frac{C}{T(\nu)^{\eta(\nu)}} \| f \|_{\infty} \frac{1}{n^\nu} .$$

with $T(\nu) = \inf \left\{ t \in \pi_{\delta_i}, t \geq T, \frac{n-m(0, \nu)}{n(0, \nu) + 1} \right\}$.

**Remark 1.2.** Notice that $\tilde{P}$ and $\tilde{Q}_n^\ast$ are not supposed to satisfy the semigroup property and are not directly related to $\mu$ and $\nu$.

**Proof.** The proof follows the same line as the one of the previous Theorem. Consequently, we only focus on the specificity of this proof, avoiding arguments which are similar to the previous proof. In particular we study, for every $i \in \{1, \ldots, m(0, \nu)\},$

$$\| Q_{\delta_i}^{h} \prod_{j=1}^{i} \Lambda_{t_{j-1}, t_j, t_{j-1}, t_j - \delta_i} \|_{\infty} \leq \| Q_{\delta_i}^{h} \prod_{j=1}^{i} \Lambda_{t_{j-1}, t_j, t_{j-1}, t_j - \delta_i} Q_{t_{j-1}, t_j - \delta_i} \|_{\infty} \prod_{j=1}^{i} \Lambda_{t_{j-1}, t_j, t_{j-1}, t_j - \delta_i} Q_{t_{j-1}, t_j - \delta_i} \|_{\infty}$$


The first term is studied similarly as in Theorem 1.1. We use the same notations as introduced in this proof. For the second term we use (13) together with successive application of (3) and it follows that
\[
\|Q_{\delta}^{\delta_{1},n}t_{i}T_{i}\prod_{j=1}^{i}A_{t_{j-\delta_{1},t_{j}}^{\delta_{1}},j}Q_{t_{j-1},t_{j}-\delta_{1}}^{\delta_{1},j}f\|_{\infty} \leq \frac{C}{(\nu)^{(\eta(\nu))}}\|f\|_{\infty}\frac{1}{n^{\nu}} + \frac{C}{T(\nu)^{(\eta(\nu))}}\|f\|_{\infty}\frac{1}{n^{\nu+m(0,\nu)}}
\]

Notice that the study of the remainder \(R_{0,T,m(0,\nu)}^{\delta_{1},n}\) which appears in the proof of Proposition 1.1 is similar. Rearranging the terms completes the proof.

At this point, we establish a total variation convergence result which does not require that the regularization property hold for \(P\) but only on the collection of semigroups \((Q^{\delta})_{\delta>0}\). More specifically, we consider the following hypothesis: Recall that \(q_{\nu} = \max_{i \in \{1,\ldots,m(0,\nu)\}}(\max(\beta, \kappa(1,q_{i}(\nu,0))))\) with the definition of \(m, \kappa\) and \(q_{i}\) given in (5) and that \(l(\nu,\alpha) = \lceil \nu/\alpha \rceil\). Let us consider the hypothesis:

\[
\mathcal{R}_{n,\nu,\eta}(Q) \equiv \text{For every } k \in \mathbb{N}^{*},
\]

\(\mathcal{R}_{n,\nu,\eta}(Q)\).i. (3) and (8) hold with \(l\) replaced by \(k\).

\(\mathcal{R}_{n,\nu,\eta}(Q)\).ii. There exists a modification \(\hat{Q}_{\delta}^{\delta_{k}}\) of \(Q_{\delta}^{\delta_{k}}\) which satisfies \(R_{q_{\nu},\eta}(\hat{Q}_{\delta}^{\delta_{k}})\) (see (14)) and such that: \(\forall s,t \in \pi^{\delta_{k}}, s < t,\)

\[
\|Q_{s,t}^{\delta_{k}}f - \hat{Q}_{s,t}^{\delta_{k}}f\|_{\infty} \leq C(t-s)^{-\eta(\nu)}\frac{\|f\|_{\infty}}{n^{\nu}+m(0,\nu)}.
\]

**Theorem 1.2.** We recall that \(T > 0\) and \(n \in \mathbb{N}^{*}\). Let \(\nu \in \mathbb{N}\) and \(\eta : \mathbb{R}_{+} \to \mathbb{R}_{+}\) be an increasing function.

Assume that (2) and (7) hold. Assume that \(\mathcal{R}_{n,\nu,\eta}(Q)\) hold and that for every \(k \in \mathbb{N}^{*}\), the short time estimates \(E_{n}(k,\alpha,\beta,P,Q)\) (see (3)), and \(E_{n}(k,\alpha,\beta,P,Q)\) (see (2)) hold. Then, for every \(f \in \mathcal{M}_{0}(\mathbb{R}^{d})\),

\[
\|P_{T}f - \hat{Q}_{0,T}^{\nu,\eta}f\|_{\infty} \leq \frac{C}{(T(\nu)^{(\eta(\nu))}}\|f\|_{\infty}\frac{1}{n^{\nu}}.
\]

with \(T(\nu) = \inf \left\{ t \in \pi^{\delta_{k}}, t \geq T \cdot \frac{n^{m(0,\nu)}}{n^{m(0,\nu)}} \right\} \).

**Remark 1.3.** The inequality (15) is essentially a consequence of Theorem 1.1. However, we may not use directly this result, because we do not assume that the semigroup \(P\) has the regularization property \(R_{q_{\nu},\eta}(P)\) (see (14)). This is a result of main interest since we have to check the regularization properties for the approximations \(Q^{\delta}\) only. Notice that the method
we use does not allow to prove the same result when assuming regularization hypothesis on $P$ instead of $Q$. The reason is that our proof consist in considering $P$ as the limit of $Q^{\delta}$ as $\delta$ tends to $0$. It is not possible to act similarly in the other way as $P$ does not depend on such a $\delta$, from hypothesis $\mathcal{H}(P)$.

**Proof of Theorem 1.2.** We fix $n \in \mathbb{N}^*$ and we study the sequence of discrete semigroups $\left(\left(Q_{k,T}^{\delta_n}\right)_{s,t \in \pi^{\delta_n}; s \leq t}\right)_{k \in \mathbb{N}^*}$.

**Step 1.** We show that for every bounded and measurable test function $f$, $\left(Q_{0,T}^{\delta_n}f\right)_{k \in \mathbb{N}^*}$ is Cauchy in $L_\infty$ and that

$$\left\|P_T f - Q_{0,T}^{\delta_n} f\right\|_\infty \leq \frac{C}{T^{\alpha(\nu)}} \left\|f\right\|_\infty \frac{1}{n^\nu},$$

(16)

Let $k' \geq k \in \mathbb{N}^*$,

$$\left\|Q_{0,T}^{\delta_n(1)} - Q_{0,T}^{\delta_n(1)}\right\|_\infty \leq \sum_{m=1}^n \left\|Q_{0,(m-1)\delta_n}^{\delta_n(1)} (Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} - Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)}) Q_{m\delta_n,T}^{\delta_n(1)}\right\|_\infty$$

Now notice that for $g \in \mathcal{C}^1(\mathbb{R}^d)$,

$$\left\|Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g - Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g\right\|_\infty \leq \left\|P_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g - Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g\right\|_\infty + \left\|P_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g - Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g\right\|_\infty$$

with

$$\left\|P_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g - Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g\right\|_\infty \leq C \left\|g\right\|_{\infty, \beta} \frac{1}{n^{\alpha+1}}$$

if $k = 1$ (see $E_n(1, \alpha, \beta, P, Q)$) and if $k > 1$

$$\left\|P_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} f - Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g\right\|_\infty \leq \sum_{u=1+n^{k-1}(m-1)}^{m-n-1} \left\|Q_{(m-1)\delta_n,(u-1)\delta_n}^{\delta_n(1)} \left(\left(P_{(u-1)\delta_n,m\delta_n}^{\delta_n(1)} - Q_{(u-1)\delta_n,m\delta_n}^{\delta_n(1)}\right) P_{u\delta_n,m\delta_n}^{\delta_n(1)} g\right)\right\|_\infty$$

$$\leq C \left\|g\right\|_{\infty, \beta} \frac{1}{n^{k\alpha+1}}$$

where we have used $E_n(k, \alpha, \beta, P, Q)$ (see (11)). Consequently

$$\left\|Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g - Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g\right\|_\infty \leq C \left\|g\right\|_{\infty, \beta} \frac{1}{n^{k\alpha+1}}$$

In the same way we deduce from $E_n(k, \alpha, \beta, P, Q)^*$ (see (9)) that

$$\left\|Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g - Q_{(m-1)\delta_n,m\delta_n}^{\delta_n(1)} g\right\|_1 \leq C \left\|g\right\|_{1, \beta} \frac{1}{n^{k\alpha+1}}$$
Combining those estimates with $R_{q,\eta}(\overline{Q}^{k})$ and $R_{q,\eta}(\overline{Q}^{k'})$ together with (14), the same approach as in the proof of Proposition 1.1 yields

$$ \left\| Q^{\epsilon_{k'}}_{0,T}f - Q^{\epsilon_{k}}_{0,T}f \right\|_{\infty} \leq \frac{C}{T^{\eta(q,\nu)}} \|f\|_{\infty} \frac{1}{n^{k\alpha}} \tag{17} $$

The sequence $\left( Q^{\epsilon_{k}}_{0,T}f \right)_{k \in \mathbb{N}^*}$ is thus Cauchy in $L_{\infty}$ and then $\lim_{k \to \infty} Q^{\epsilon_{k}}_{0,T}f$ exists and belong to $L_{\infty}$. Moreover, remember that as soon as $f \in C_{c}^{\infty}(\mathbb{R}^{d})$, (5) holds and then $\lim_{k \to \infty} Q^{\epsilon_{k}}_{0,T}f L^{\infty} \equiv P_{T}f$ so that $\lim_{k \to \infty} Q^{\epsilon_{k}}_{0,T}f L^{\infty} \equiv P_{T}f$ also when $f$ is bounded and measurable. Taking $k \geq n^{\nu/\alpha - 1}$ in (17) and letting $k'$ tends to infinity, if follows that (16) holds.

**Step 2.** We now show that for every $k \geq l(\nu/\alpha) = \lceil \nu/\alpha \rceil$ and every $f \in \mathcal{M}_{b}$,

$$ \left\| Q^{\epsilon_{k}}_{0,T}f - \hat{Q}^{\nu,\epsilon_{0}}_{0,T}f \right\|_{\infty} \leq \frac{C}{T^{(\nu)(q,\nu)}} \|f\|_{\infty} \frac{1}{n^{\nu}}. \tag{18} $$

Let $k \geq l(\nu, \alpha)$. We remark that if we replace $P$ by $Q^{\epsilon_{k}}$, the short time estimates $E_{n}(l, \alpha, \beta, Q^{\epsilon_{k}})$, $Q$ (see (4)), and $E_{n}(l, \alpha, \beta, Q^{\epsilon_{k}})$, $Q^{*}$ (see (5)) still hold for every $l \in \{1, \ldots, l(\nu, \alpha)\}$.

Moreover, from $\overline{R}_{q,\nu,\eta}(Q),\overline{ii.}$ for every $k \in \mathbb{N}^*$, the property $R_{q,\eta}(\overline{Q}^{\epsilon_{k}})$ (see (13)) holds for a modification $\overline{Q}^{\epsilon_{k}}$ of $Q^{\epsilon_{k}}$ which satisfies (14). Therefore, all the assumption of Proposition 1.1 are fulfilled when we replace $P$ by $Q^{\epsilon_{k}}$, so that (18) holds.

**Step 3.** We combine (16) and (18) and it follows that for every $f \in \mathcal{M}_{b}$,

$$ \| P_{T}f - \hat{Q}^{\nu,\epsilon_{0}}_{0,T}f \|_{\infty} \leq \frac{C}{T^{(\nu)(q,\nu)}} \|f\|_{\infty} \frac{1}{n^{\nu}}. $$

**Arbitrary order approximation of density.** Not only we are interested in the total variation distance between $P$ and $Q$ but also by the distance between their density distribution when they are absolutely continuous w.r.t. the Lebesgue measure. In particular we introduce a slightly more restrictive condition than $\overline{R}_{q,\eta}(Q^{\delta})$, \overline{ii.} For $\delta > 0$, let $(Q^{\delta}_{s,t})_{s,t \in \mathbb{R}^{d}, t > s}$ be a family of functional operator (which is not necessarily a semigroup). We consider

$$ R_{q,\eta}^{\delta,\nu}(Q^\delta) \equiv $$

For every $r \in \mathbb{N}$ and every multi-index $\gamma$ with $|\gamma| + r \leq q + 2d$, and $f \in C_{c}^{\infty}(\mathbb{R}^{d})$, then

$$ \forall s, t \in \mathbb{R}^{d}, t > s, \quad \| Q^{\delta}_{s,t} \partial_{\gamma} f \|_{r,\infty} \leq \frac{C}{(t - s)^{\eta(q)}} \|f\|_{\infty}. \tag{19} $$
Notice that \( R^{a,c}_{q,n} (Q^δ) \) implies \( R^{a,c}_{q,n} (Q^δ) \). ii. and that if \( R^{a,c}_{q,n} (Q^δ) \) holds, then for all \( t ∈ π^δ, t > 0 \), there exists \( p_t ∈ C^q (\mathbb{R}^d × \mathbb{R}^d) \) such that \( Q_t^2 (x, y) = p_t (x, y) dy \). Moreover, for every \( |γ| + |ξ| \leq q \), we have

\[
\sup_{(x,y) ∈ \mathbb{R}^d × \mathbb{R}^d} |∂_β^ξ∂_γ^ξ p_t (x, y)| \leq Ct^{-nq + 2d}.
\]

Indeed, let \( ζ ∈ \mathbb{R}^d \) and \( f_ζ : \mathbb{R}^d → \mathbb{C}, x → e^{-i(ζ, x)} \). Using the Fourier representation of the density function, we have

\[
p_t (x, y) = \int_{\mathbb{R}^d} e^{i(ζ, y)} Q_t f_ζ (x) dζ\]

Now we notice that \( \partial_β^ξ f_ζ (y) = f_ζ (y) (-i)^{|ξ|} \prod_{i=1}^{|ξ|} ζ_i \), and it follows that for all \( x, y, ∈ \mathbb{R}^d \),

\[
\partial_β^ξ \partial_γ^ξ p_t (x, y) = \int_{\mathbb{R}^d} i|^β| (\prod_{i=1}^{|ξ|} ζ_i) e^{i(ζ, y)} \partial_ξ^γ (Q_t f_ζ) (x) dζ
\]

\[
= \int_{\mathbb{R}^d} i|^ξ| (\prod_{i=1}^{|ξ|} ζ_i) e^{i(ζ, y)} \partial_ξ^γ (Q_t f_ζ) (x) dζ + \int_{\mathbb{R}^d} i|^ξ| (\prod_{i=1}^{|ξ|} ζ_i) e^{i(ζ, y)} \partial_ξ^γ (Q_t f_ζ) (x) dζ
\]

\[
= : I + J
\]

Since \( ||f_ζ||_∞ = 1 \), we use (11) and we obtain: \( |I| ≤ CS^{-n|ξ|} ≤ CS^{-n|γ|} \). Moreover, for any multi-index \( ξ' \), we have

\[
J = (-1)^{|ξ|} \int_{\mathbb{R}^d} \frac{e^{i(ζ, y)}}{\prod_{i=1}^{|ξ|} ζ_i} \partial_ξ^γ (Q_t f_ζ) (x) dζ.
\]

We take \( β' = (2, \ldots, 2) \) and we obtain similarly \( |J| ≤ CS^{-n(q + 2d)} \). We gather all the terms together and we obtain (24).

Using this representation we obtain the following density estimation results. A first result assumes - in the line of Theorem 1.1 - the regularization hypothesis \( R_{q,n} \) on the semigroups \( Q \) and \( P \). Nonetheless, a second one - in the line of Theorem 1.2 - only requires regularization hypothesis on a modification of \( Q \). In both cases the absolute continuity hypothesis \( R_{q,n}^{a,c} \) is not required on \( P \).

**Theorem 1.3.** We recall that \( T > 0 \) and \( n ∈ \mathbb{N}^* \). Let \( ν ∈ \mathbb{N} \) and \( η : \mathbb{R}^+ → \mathbb{R}^+ \) be an increasing function.

Let \( q ∈ \mathbb{N} \). Assume one of the following hypothesis is true.

A. In addition to hypothesis from Theorem 1.1, suppose that \( R_{q,n}^{a,c} (Q^δ_n (ν, α)) \) (see (19)) holds.

B. In addition to hypothesis from Theorem 1.2, suppose that \( R_{q,n}^{a,c} (Q^δ_n (ν, α)) \) (see (19)) holds.
1 THE DISTANCE BETWEEN SEMIGROUPS

Then \( P_T(x, dy) = p_T(x, y)dy \) and \( \hat{Q}^{\mu, \nu}_{0,T} = \hat{p}_T^{\mu, \nu}(x, y)dy \) with \((x, y) \mapsto p_T(x, y) \) and \((x, y) \mapsto \hat{p}_T^{\mu, \nu}(x, y) \) belonging to \( C^0(\mathbb{R}^d \times \mathbb{R}^d) \).

Moreover, for every \( R > 0, \varepsilon, \hat{\varepsilon} \in (0, 1) \), and every multi-index \( \gamma, \xi \) with \(|\gamma| + |\xi| \leq q\),

\[
\sup_{(x,y) \in \mathcal{D}(x_0, y_0)} |\partial_x^\gamma \partial_y^\xi p_T(x, y) - \partial_x^\gamma \partial_y^\xi \hat{p}_T^{\mu, \nu}(x, y)| \leq \frac{C}{T} \left( \frac{1}{\nu(\mu(\nu(|\gamma| + |\xi|, \varepsilon, \hat{\varepsilon})))} \right) \left( \frac{1}{\nu(1 - \varepsilon)} \right) \tag{21}
\]

with a constant \( C \) which depends on \( R, x_0, y_0, T \) and on \(|\gamma| + |\xi| \) and \( p(\nu, u, \varepsilon, \hat{\varepsilon}) = p_{p_u, \varepsilon \vee q_0 - 2d, \varepsilon} \vee q_0 \) with \( p_{u, \varepsilon} = (u + 2d + 1 + 2[(1 - \varepsilon)(u + d)/(2\varepsilon)]) \).

**Proof.** We prove \([3]\). The proof of \([1]\) follows the same line so we leave it out. First, we introduce some notations. For \( p \in \mathbb{N} \), we consider the distance \( d_p \) defined by

\[
d_p(\mu, \nu) = \sup \{ \| f d\mu - \int f d\nu \| : \| f \|_{p, \infty} \leq 1 \}.
\]

For \( q, l \in \mathbb{N} \), \( r > 1 \) and \( f \in C^0(\mathbb{R}^d \times \mathbb{R}^d) \), we denote

\[
\| f \|_{p, l, r} = \sum_{0 \leq |\alpha| \leq p} \left( \int \int (1 + |x|^l + |y|^l)^{\frac{|\alpha|}{r}} |\partial_\alpha f(x, y)|^r dxdy \right)^{1/r}.
\]

We consider the following result from [2] (see Proposition 2.9) which is a variant of Theorem 2.11 from [3].

**Lemma 1.1.** Let \( p, \hat{p} \in \mathbb{N}, m \in \mathbb{N}^* \) and \( r > 1 \) be given and let \( r^* \) be the conjugate of \( r \). We consider some finite signed measures \( \mu(dx, dy) \) and \( \mu_{g_n}(dx, dy) = g_n(x, y)dxdy \) with \( g_n \in C^{p+2m}(\mathbb{R}^d \times \mathbb{R}^d) \) and we assume that there exists \( \kappa_1, \kappa_2 \geq 1, h > 0 \), such that

\[
d_{\hat{p}}(\mu, \mu_{g_n}) \leq \kappa_1/n^h, \quad \| g_n \|_{p+2m, 2m, r} \leq \kappa_2, \quad \forall n \in \mathbb{N}. \tag{22}
\]

Then \( \mu(dx, dy) = g(x, y)dxdy \) where \( g \) belongs to the Sobolev space \( W^{p,r}(\mathbb{R}^d) \) and for all \( \zeta > (p + \hat{p} + d/r^*)/m \), there exists a universal constant \( C \geq 1 \) such that

\[
\| g - g_n \|_{W^{p,r}(\mathbb{R}^d)} \leq C \mathcal{C}_{h, m, \zeta, p + \hat{p} + d/r^*} \left( \kappa_2 n^{-(2h/\zeta)} + \kappa_1 n^{-h + h(p + \hat{p} + d/r^*)/m} \right). \tag{23}
\]

with \( \mathcal{C}_{h, \zeta, a} = 2^{h + a}(1 - 2^{-\zeta + a})^{-1} \).

We come back to our framework. First we recall that since we have \( P_{q, \eta}^\gamma(\mathcal{Q}^{\mu, \nu}_{0,T}(x, y) \) (see (11)) then \( \mathcal{Q}^{\mu, \nu}_{0,T} \) \((x, dy) = \mathcal{P}^\nu_T(x, y)dy \) and

\[
\sup_{(x,y) \in \mathbb{R}^d \times \mathbb{R}^d} |\partial_x^\gamma \partial_y^\xi \mathcal{P}^\nu_T(x, y)| \leq CT(\nu)^{-\eta(|\gamma| + |\xi| + 2d)}. \tag{24}
\]

We fix \( R > 0 \) We consider a function \( \Phi_R \in C_b^\infty(\mathbb{R}^d \times \mathbb{R}^d) \) such that \( \mathbb{1}_{B_{R+1}(x_0, y_0)}(x, y) \leq \Phi_R(x, y) \leq \mathbb{1}_{B_R(x_0, y_0)}(x, y) \) and we denote

\[
g^{n, R}_T(x, y) = \Phi_R(x, y) \mathcal{P}^\nu_T(x, y).
\]
We are going to use Lemma 1.1 for the sequence \( g_n := g_n^{n,R} \), \( n \in \mathbb{N} \), and \( \mu(dx, dy) = \Phi_R(x, y)\hat{G}_{0,T}^{\nu}(x, dy)dx \). In our specific case, \( l(k) \) with \( k = l(\nu, \alpha) \) yields \( d_0(\mu, \mu_{g_n}) \leq CT(\nu)^{\eta(\nu)}n^{-\nu} \).

Since we have also \( (24) \), it follows that \( (22) \) hold with \( h = \nu \), \( \kappa_1 = CT(\nu)^{-\eta(\nu)} \) and \( \kappa_2 = CT(\nu)^{-\eta(p+2m+2d)} \) where \( C \) may depend on \( R \). We deduce from Lemma 1.1 that \( \Phi_R(x, y)\hat{G}_{0,T}^{\nu}(x, dy)dx = \mu(dx, dy) = g(x, y)dx\,dy \) with \( g \in W^p(\mathbb{R}^d) \). Moreover, using Sobolev's embedding theorem, for \( \zeta > (p + d/r^*)/m \) and \( u \leq p - d/r \) we have

\[
\|g - g_n\|_{u, \infty} \leq C\|g - g_n\|_{W^{p, r}(\mathbb{R}^d)} \leq C\epsilon M\gamma p + d/r^*(T(\nu)^{-\eta(p+2m+2d)}n^{-2r/\zeta} + T(\nu)^{-\eta(\nu)}n^{-\nu(p+d/r^*)/(\zeta)}).
\]

We take \( r = d, u = |\gamma| + |\xi|, p = |\gamma| + |\xi| + 1 \) and \( m = [(1 - \varepsilon)(|\gamma| + |\xi| + 1)/(2\varepsilon)] \) and put \( \zeta = 2/(1 - \varepsilon) \). In this case \( \zeta \geq (p + d/r^*)/m + 2 \) and we obtain

\[
\|g - g_n\|_{|\gamma| + |\xi|, \infty} \leq C2^{p+|\gamma|+|\xi|}T(\nu)^{-\eta(p+|\gamma|+|\xi|)^2}n^{-\nu(1-\varepsilon)} + T(\nu)^{-\eta(\nu)}n^{-\nu(1-\varepsilon)},
\]

with \( p_{u, \varepsilon} = (u + 2d + 1 + 2[(1 - \varepsilon)(u + d)/(2\varepsilon)]) \). It follows that for every \( R > 0, \varepsilon \in (0, 1) \) and every multi-index \( \gamma, \xi \), we also have

\[
\sup_{(x,y) \in B_R(x_0,y_0)} |\partial_\gamma \partial_\xi^{m,k}p_T(x, y) - \partial_\gamma \partial_\xi^{n,\nu}p_T(x, y)| \leq CT(\nu)^{-\eta(p+|\gamma|+|\xi|,\varepsilon\nu)}n^{-\nu(1-\varepsilon)}
\]

with a constant \( C \) which depends on \( R, x_0, y_0, T \) and on \( |\gamma| + |\xi| \).

\( \square \)
2 Total variation convergence for a class of semigroups

In this section we investigate the regularization properties of $Q^\delta_t$ and $Q^{\nu,(\alpha)}_t$ which are crucial to derive total variation convergence results through Theorem 1.2. In particular we propose an application where $Q^\delta_t$ and $Q^{\nu,(\alpha)}_t$ are the discrete semigroups of discrete Markov processes defined through an abstract random recurrence. Regularization properties are then obtained for some modifications of those semigroups under ellipticity assumptions. More particularly, we will obtain regularization property for modifications of the family of discrete semigroups $(Q^\delta)_\delta>0$. Our approach is similar to the one developped in [2] where regularization properties were established for such semigroups.

2.1 A Class of Markov Semigroups

Throughout this section, $T > 0$ will still be fixed.

**Definition of the semigroups.** For $\delta > 0$, we consider two sequences of independent random variables $Z^{\delta}_t \in \mathbb{R}^N$, $\kappa^{\delta}_t \in \mathbb{R}$, $t \in \pi^\delta$ and we assume that $Z^{\delta}_t$, $t \in \pi^\delta$, $t \in (0,T]$, are centered and verify the following property: There exists $z_* = (z_*^{t})_{t \in \pi^\delta \cap (0,T]}$ taking its values in $\mathbb{R}^N$ and $\varepsilon_*, r_*>0$ such that for every Borel set $A \subset \mathbb{R}^N$ and every $t \in \pi^\delta \cap (0,T]$,\footnote{We assume that $M_p(Z^{\delta}) := 1 + \sup_{t \in (0,T] \cap \pi^\delta} \mathbb{E}[|Z^{\delta}_t|^p]$ and assume that $M_p(Z^{\delta}) < \infty$ for every $p \geq 1$.}

\[
L^{\delta}_{\varepsilon_*}(\varepsilon_*, r_*) \mathbb{P}(Z^{\delta}_t \in A) \geq \varepsilon_* \lambda(A \cap B_{r_*}(z_*^{t})) \tag{27}
\]

where $\lambda$ is the Lebesgue measure on $\mathbb{R}^N$. In particular we say that the distribution of $Z^{\delta}$ is Lebesgue lower bounded. We also define

\[
M_p(Z^{\delta}) := 1 + \sup_{t \in (0,T] \cap \pi^\delta} \mathbb{E}[|Z^{\delta}_t|^p] \tag{28}
\]

We construct the $\mathbb{R}^d$ valued Markov chain $(X_t^\delta)_{t \in \pi^\delta}$ in the following way:

\[
X_{t+\delta}^\delta = \psi(\kappa_t, X_t^\delta, \sqrt{\delta}Z_{t+\delta}^\delta, \delta), \quad t \in [0, T - \delta) \cap \pi^\delta \tag{29}
\]

where

\[
\psi \in C^\infty(\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^N \times \mathbb{R}_+; \mathbb{R}^d) \quad \text{and} \quad \psi(\kappa, x, 0, 0) = x. \tag{30}
\]

We are now in a position to define our discrete semigroups. In particular, for $\delta > 0$, for every bounded and measurable function $f$ from $\mathbb{R}^d$ to $\mathbb{R}$, and every $x \in \mathbb{R}^d$,

\[
\forall t, s \in \pi^\delta, s \leq t, \quad Q^\delta_{s,t} f(x) = \mathbb{E}[f(X^\delta_{t})|X^\delta_{s} = x]. \tag{31}
\]

We will obtain regularization properties for modifications of those discrete semigroups. Our estimates will be expressed in terms of the following norm, for $r \in \mathbb{N}^*$,

\[
\|\psi\|_{1,r,\infty} = 1 + \sum_{|\alpha| = 0}^{r-|\alpha|} \sum_{|\beta| + |\gamma| = 1} \|\partial^\alpha_x \partial^\beta_x \partial^\gamma_t \psi\|_\infty, \tag{32}
\]

and the in terms of,

\[
\mathfrak{H}_r(\psi) = (1 + \|\psi\|_{1,r,\infty}) \exp(\|\psi\|^2_{1,3,\infty}). \tag{33}
\]
Lebesgue lower bounded distributions. It is easy to check that (27) holds if and only if there exists some non negative measures $\mu_t$ with total mass $\mu_t(\mathbb{R}^N) < 1$ and a lower semi-continuous function $\varphi \geq 0$ such that $\mathbb{P}(Z_t \in dz) = \mu_t(dz) + \varphi(z - z_{s,t})dz$. Notice that the random variables $Z_\delta, \ldots, Z_T$ are not assumed to be identically distributed. However, the fact that $r_\ast > 0$ and $\varepsilon_\ast > 0$ are the same for all $k$ represents a mild substitute of this property. In order to construct $\varphi$ we have to introduce the following function: For $v > 0$, set $\varphi_v : \mathbb{R}^N \to \mathbb{R}$ defined by

$$\varphi_v(z) = 1_{|z| \leq v} + \exp \left( 1 - \frac{v^2}{v^2 - (|z| - v)^2} \right) 1_{v < |z| < 2v}. \quad (34)$$

Then $\varphi_v \in C^\infty_b(\mathbb{R}^N)$, $0 \leq \varphi_v \leq 1$ and we have the following crucial property: For every $p, q \in \mathbb{N}$ there exists a universal constant $C_{q,p}$ such that for every $z \in \mathbb{R}^N$ and $i_1, \ldots, i_q \in \{1, \ldots, N\}$, we have

$$\varphi_v(z) \frac{\partial^q}{\partial z_{i_1} \cdot \partial z_{i_q}} (\ln \varphi_v)(z)|^p \leq C_{q,p} \frac{C_{2}}{v^{2p}}. \quad (35)$$

with the convention $\ln \varphi_v(z) = 0$ for $|z| \geq 2v$. As an immediate consequence of (27), for every non negative function $f : \mathbb{R}^N \to \mathbb{R}_+$ and $t \in \pi^\delta \cap (0, T]$

$$\mathbb{E}[f(Z_t^\delta)] \geq \varepsilon_\ast \int_{\mathbb{R}^N} \varphi_{r_\ast/2}(z - z_{s,t})f(z)dz. \quad (36)$$

By a change of variable

$$\mathbb{E}[f(\sqrt{\delta}Z_t^\delta)] \geq \varepsilon_\ast \int_{\mathbb{R}^N} \delta^{-N/2} \varphi_{r_\ast/2}(\sqrt{\delta}^{-1}(z - \sqrt{\delta}z_{s,t}))f(z)dz. \quad (36)$$

We denote

$$m_\ast = \varepsilon_\ast \int_{\mathbb{R}^N} \varphi_{r_\ast/2}(z)dz = \varepsilon_\ast \int_{\mathbb{R}^N} \varphi_{r_\ast/2}(z - z_{s,t})dz$$

and

$$\phi_\delta(z) = \delta^{-N/2} \varphi_{r_\ast/2}(\frac{1}{\sqrt{\delta}}z)$$

and we notice that $\int \phi_\delta(z)dz = m_\ast \varepsilon_\ast^{-1}$. We consider a sequence of independent random variables $\chi_l^\delta \in \{0, 1\}$, $U_t^\delta, V_t^\delta \in \mathbb{R}^N$, $t \in \pi^\delta \cap (0, T]$, with laws given by

$$\mathbb{P}(\chi_t^\delta = 1) = m_\ast, \quad \mathbb{P}(\chi_t^\delta = 0) = 1 - m_\ast, \quad (37)$$

$$\mathbb{P}(U_t^\delta \in dz) = \frac{\varepsilon_\ast m_\ast \phi_\delta(z - \sqrt{\delta}z_{s,t})dz}{m_\ast}$$

$$\mathbb{P}(V_t^\delta \in dz) = \frac{1}{1 - m_\ast} (\mathbb{P}(\sqrt{\delta}Z_t^\delta \in dz) - \varepsilon_\ast \phi_\delta(z - \sqrt{\delta}z_{s,t})dz).$$

Notice that (36) guarantees that $\mathbb{P}(V_t^\delta \in dz) \geq 0$. Then a direct computation shows that

$$\mathbb{P}(\chi_t^\delta U_t^\delta + (1 - \chi_t^\delta)V_t^\delta \in dz) = \mathbb{P}(\sqrt{\delta}Z_t^\delta \in dz). \quad (38)$$
This is the splitting procedure for $\sqrt{\delta} Z_t^\delta$. Now on we will work with this representation of the law of $\sqrt{\delta} Z_t^\delta$. So, we always take

$$\sqrt{\delta} Z_t^\delta = \chi^\delta_t U_t^\delta + (1 - \chi^\delta_t) V_t^\delta.$$ 

**Remark 2.1.** The above splitting procedure has already been widely used in the literature: In [8] and [6], it is used in order to prove convergence to equilibrium of Markov processes. In [4], [5] and [9], it is used to study the Central Limit Theorem. Last but not least, in [7], the above splitting method (with $B_r^\ast(z, t)$ instead of $\phi_N(z - \frac{z^\delta}{\sqrt{t}})$) is used in a framework which is similar to the one in this paper.

### 2.2 The regularization property

In the following, we will not work under $\mathbb{P}$, but under a localized probability measure which we define now. For $t > 0$, let

$$\Lambda_t^\delta = \left\{ \frac{1}{t} \sum_{s \in \pi^\delta \cap (0, t]} \chi^\delta_s \geq \frac{m^\ast}{2} \right\}. \quad (39)$$

Using Hoeffding’s inequality and the fact that $E[X_t^\delta] = m^\ast$, it can be checked that

$$P(\Omega \setminus \Lambda_t^\delta) \leq \exp(-m^2\ast [t/\delta]/2). \quad (40)$$

We consider also the localization function $\varphi_n^{1/2}$, defined in [34], and we construct the random variable

$$\Theta_t^\delta = 1_{\Lambda_t^\delta} \times \prod_{t \in \pi^\delta \cap (0, T]} \varphi_t^{\delta^{-1/2}}(Z_t^\delta). \quad (41)$$

Since $Z_t^\delta$ has finite moments of any order, the following inequality can be shown: For every $u \in \mathbb{N}$, we have

$$P(\Theta_t^\delta = 0) \leq P(\Omega \setminus \Lambda_t^\delta) + \sum_{t \in \pi^\delta \cap (0, T]} P(|Z_t^\delta| \geq \delta^{-1/4}) \leq \exp(-m^2\ast [t/\delta]/2) + \delta^u M_4(u+1)(Z_t^\delta). \quad (42)$$

We define the probability measure

$$d\mathbb{P}_\Theta = \frac{1}{E[\Theta]} \Theta d\mathbb{P}. \quad (43)$$

We consider the Markov chain $(X_t^\delta)_{t \in \pi^\delta}$, defined in [24] and we introduce $(Q_t^{\delta, \Theta})_{t \in \pi^\delta}$ such that,

$$\forall t \in \pi^\delta, \quad Q_t^{\delta, \Theta} f(x) := E_{\Theta_t^\delta}[f(X_t^\delta(x))] = \frac{1}{E[\Theta_t^\delta]} E[\Theta_t^\delta f(X_t^\delta(x))]. \quad (44)$$

Notice that $(Q_t^{\delta, \Theta})_{t \in \pi^\delta}$ is not a semigroup, but this is not necessary. We will not be able to prove the regularization property for $Q_t^\delta$ but for $Q_t^{\delta, \Theta}$. The results we give are proved in [2] (see Proposition 4.5 and Corollary 4.7) and we simply adapt their notations to our framework.
Proposition 2.1. **A.** Let \( \lambda_* > 0 \) and assume that
\[
\inf_{\kappa \in \mathbb{R}} \inf_{x \in \mathbb{R}^d} \inf_{|\xi| = 1} \sum_{i=1}^{N} \langle \partial_{\kappa} \psi(\kappa, x, 0, 0), \xi \rangle^2 \geq \lambda_*.
\] (45)

Moreover, assume that \( \delta > 0 \) and \( t \in \pi^\delta \) satisfy
\[
3^{1/4} \| \psi \|_{1,3,\infty} + \delta M_8(Z^\delta) + \exp(-m_*^2 t/(2\delta)) \leq \frac{1}{2}
\] (46)
and
\[
\delta^{-1/2} \geq \frac{8(N^3 + N^2 + 1)}{\lambda_*} \| \psi \|_{1,3,\infty}^2.
\] (47)

Then for every \( q \in \mathbb{N} \) and multi index \( \alpha, \beta \) with \( |\alpha| + |\beta| \leq q \), there exists \( l \in \mathbb{N}^* \) and \( C \geq 1 \) which depend on \( m_*, r_* \) and the moments of \( Z \) such that
\[
\| \partial_\alpha Q_t^{\delta, \Theta_t} \partial_\beta f \|_\infty \leq C \frac{\mathcal{R}_{q+3}(\psi)}{(\lambda_* t)^q(q+1)} \| f \|_\infty
\] (48)
with \( \mathcal{R}_q(\psi) \) defined in (33). In particular, \( Q_t^{\delta, \Theta_t}(x, dy) = p_t^{n, \Theta_t}(x, y) dy \) and \( (x, y) \mapsto p_t^{n, \Theta_t}(x, y) \) belongs to \( \mathcal{C}^\infty(\mathbb{R}^d \times \mathbb{R}^d) \).

**B.** For every \( u \in \mathbb{N} \) and \( t \in \pi^\delta \), we have
\[
\| Q_t^{\delta} f - Q_t^{\delta, \Theta_t} f \|_\infty \leq 4(\exp(-m_*^2 t/(2\delta)) + \delta^n M_4(u+1)(Z^\delta)) \| f \|_\infty.
\] (49)

Proposition 2.2. **A.** Let \( \lambda_* > 0 \) and assume that
\[
\inf_{\kappa \in \mathbb{R}} \inf_{x \in \mathbb{R}^d} \inf_{|\xi| = 1} \sum_{i=1}^{N} \langle \partial_{\kappa} \psi(\kappa, x, 0, 0), \xi \rangle^2 \geq \lambda_*.
\] (50)

Then, there exists \( \delta_0 \) depending on \( \| \psi \|_{1,3,\infty} \), \( m_* \) and \( \lambda_* \) and such that for every \( \delta \leq \delta_0 \) and \( t \in \pi^\delta \) satisfying
\[
\exp(-m_*^2 t/(2\delta)) \leq \frac{1}{2},
\] (51)
we have: for every \( q \in \mathbb{N} \) and multi index \( \alpha, \beta \) with \( |\alpha| + |\beta| \leq q \), there exists \( l \in \mathbb{N}^* \) and \( C \geq 1 \) which depend on \( m_*, r_* \) and the moments of \( Z \) such that,
\[
\| \partial_\alpha Q_t^{\delta, \Theta_t} \partial_\beta f \|_\infty \leq C \frac{\mathcal{R}_{q+3}(\psi)}{(\lambda_* t)^q(q+1)} \| f \|_\infty.
\] (52)
with \( \mathcal{R}_q(\psi) \) defined in (33). In particular, \( Q_t^{\delta, \Theta_t}(x, dy) = p_t^{n, \Theta_t}(x, y) dy \) and \( (x, y) \mapsto p_t^{n, \Theta_t}(x, y) \) belongs to \( \mathcal{C}^\infty(\mathbb{R}^d \times \mathbb{R}^d) \).
B. For every $u \in \mathbb{N}$ and $t \in \pi^\delta$, we have

$$\|Q_t^\delta f - Q_t^{\delta,\theta} f\|_\infty \leq 4(\exp(-m_2^2 t/2(\delta)) + \delta^n M_{4(u+1)}(Z^\delta))\|f\|_\infty. \quad (53)$$

Remark 2.2. $(52)$ means that the strong regularization property $R_{q,q}(Q^{\delta,\theta})$ (see (11)) holds with $\eta(q) = q(q + 1)$. Notice also that usually the moments of $Z^\delta$ do not depend on $\delta$ so $C$ does not depend on $\delta$.

We give now an alternative way to regularize the semigroup $Q^\delta$ (by convolution). We consider a $d$ dimensional standard normal random variable $G$ which is independent from $Z^\delta_t$, $t \in \pi^\delta \cap (0,T]$, and for $\theta > 0$, we introduce $(X_t^{\delta,\theta})_{t \in \pi^\delta}$ as follows

$$X_t^{\delta,\theta}(x) = \delta^\theta G + X_t^\delta(x). \quad (54)$$

We denote by $p_t^{\delta,\theta}(x,y)$ the density of the law of $X_t^{\delta,\theta}(x)$ and for $t \in \pi^\delta$, we define

$$Q_t^{\delta,\theta}f(x) := \mathbb{E}[f(\delta^\theta G + X_t^\delta(x))]. \quad (55)$$

Corollary 2.1. Under the hypothesis of the previous proposition we have:

A. For every multi index $\alpha, \beta$ with $|\alpha| + |\beta| \leq q$, and every $q \in \mathbb{N}^*$, there exists $l \in \mathbb{N}^*$, $C \geq 1$, which depend on $q$, $T$ and the moments of $Z$ such that for all $l' \in \mathbb{N}$ and $t \in \pi^\delta$ such that have $(51)$ hold, the following estimate holds:

$$\|\partial_\alpha Q_t^{\delta,\theta} \partial_\beta f\|_\infty \leq C \left( \frac{\mathcal{R}_q^{q+3}(\psi)^l}{(l_\alpha t)^q(q+1)} + \delta^{-q^\theta} \mathcal{R}_q^{q+3}(\psi)^l(\exp(-m_2^2 t/(4\delta)) + \delta^{q^\theta/2} M_{4(l'+1)}(Z^\delta)^{1/2}) \right)\|f\|_\infty, \quad (56)$$

with $\mathcal{R}_r(\psi)$ defined in $(52)$.

B. There exists $l \in \mathbb{N}^*$, $C \geq 1$, such that for every $l' \in \mathbb{N}$ and $t \in \pi^\delta$

$$\|Q_t^\delta f(x) - Q_t^{\delta,\theta} f(x)\|_\infty \leq C \left( \delta^\theta \frac{\mathcal{R}_q(\psi)^l}{(l_\alpha t)^2} + 2(\exp(-m_2^2 t/(2\delta)) + \delta^{q^\theta} M_{4(l'+1)}(Z^\delta)) \right)\|f\|_\infty. \quad (57)$$

2.3 Total variation convergence result

We recall that $T > 0$ and $n \in \mathbb{N}$ are fixed. In this section we give the approximation result for a (homogeneous) Markov semigroup $(P_t)_{t \geq 0}$ at time $T$. We first introduce our discrete semigroups. For $\delta > 0$, we denote $\mu_\delta(x,dy) = P_\delta(x,dy)$ for all $t > 0$. We consider now an approximation scheme based on the Markov chain introduced in this section. We assume that $Z^\delta_0, \ldots, Z^\delta_T$ verifies $(27)$ and have finite moments of any order: For every $\delta > 0$, $p \geq 1$,

$$M_p(Z^\delta) = 1 \vee \sup_{t \in (0,T] \cap \pi^\delta} \mathbb{E}\|Z_t^\delta\|^p < \infty. \quad (58)$$

Moreover, using the representation $(29)$ we take $\psi \in C^\infty(\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^N \times \mathbb{R}_+; \mathbb{R}^d)$ such that $\psi(\kappa, x, 0, 0) = x$ and we construct $X^{\delta,\theta}_{t+\delta} = \psi(\kappa, X_t^\delta, \sqrt{\delta} Z_t^\delta, \delta)$ for every $t \in [0, T - \delta] \cap \pi^\delta$. Its
transition measures are given by \( \nu^\delta_t(x, dy) = \mathbb{P}(X^\delta_{t+\delta} \in dy \mid X^\delta_t = x), t \in \pi^\delta \) and we construct the discrete semigroup \( Q^\delta_t = Q^\delta_t \nu^\delta_t \) on the time grid \( \pi^\delta \). We recall that the notation \( \|\psi\|_{1,r,\infty} \) is introduced in (32) and we assume that, for every \( r \in \mathbb{N} \),

\[
\|\psi\|_{1,r,\infty} < \infty. \tag{59}
\]

We also assume that there exists \( \lambda_0 > 0 \) such that

\[
\inf\ inf\ inf\ inf\ \sum_{i=1}^{N} \langle \partial_x, \psi(k, x, 0, 0), \xi \rangle \geq \lambda_0. \tag{60}
\]

Using the family of approximation schemes \( (X^\delta)_{\delta > 0} \), for every \( \nu \in \mathbb{N}^* \), we consider \( \hat{Q}^\nu_{0,T} \) defined as in (1). Now we are able to prove our main result.

**Theorem 2.1.** Let \( T > 0, n, \nu \in \mathbb{N}^* \) and \( q_\nu = \max_{i \in \{1, \ldots, m(0,\nu)\}} (i \max(\beta, \kappa(1, q_\nu(0, \nu)))) \) with \( n \) large enough so the hypothesis from Proposition 2.2 hold with \( \delta \) replaced by \( \delta_0 \).

**A.** We assume that (2), (7), (58), (59) and (60) hold. Moreover, we assume that for every \( k \in \mathbb{N} \), \( k \geq n \), and \( \hat{Q}^\nu_{0,T} \) and that the short time estimates \( E_k(l, \alpha, \beta, P, Q) \) (see (6)), and \( E_k(l, \alpha, \beta, P, Q) \) (see (7)) hold for every \( l \in \{1, \ldots, l(\nu, \alpha)\} \) if \( k = n \) and for \( l = l(\nu, \alpha) \) if \( k > n \). Then, there exists \( l \in \mathbb{N}^* \), \( C \geq 1 \), which depend on \( q_\nu, T \) and the moments of \( (Z^\delta)_{\delta > 0} \), such that

\[
\|P_T f - \hat{Q}^\nu_{0,T} f\|_\infty \leq C \frac{\mathbb{R}_{q_\nu+3}(\psi)^l}{(\lambda_0 T(\nu))^n |\nu|^n \nu^n}. \tag{61}
\]

with \( \eta(q) = q(q + 1) \).

**B.** We have also, \( P_T(x, dy) = P_T(x, y)dy \) and \( \hat{Q}^\nu_{0,T} = \hat{p}^\nu_{T}(x, y)dy \) with \( (x, y) \mapsto P_T(x, y) \) and \( (x, y) \mapsto \hat{p}^\nu_{T}(x, y) \) belonging to \( C^\infty(\mathbb{R}^d \times \mathbb{R}^d) \).

Moreover, for every \( R > 0, \varepsilon, \hat{\varepsilon} \in (0, 1) \), and every multi-index \( \gamma, \xi \), there exists \( l \in \mathbb{N}^* \), \( C \geq 1 \), which depend on \( q_\nu, T \) and the moments of \( (Z^\delta)_{\delta > 0} \), such that

\[
\sup_{(x,y) \in \mathbb{T}_R(x_0, y_0)} |\partial_x^\gamma \partial_y^\xi P_T(x, y) - \partial_x^\gamma \partial_y^\xi \hat{p}^\nu_{T}(x, y)| \leq C \frac{\mathbb{R}_{q_\nu+3}(\psi)^l}{(\lambda_0 T(\nu))^n |\nu|^n \nu^n (1-\varepsilon)} \tag{62}
\]

with a constant \( C \) which depends on \( R, x_0, y_0, T \) and on \( |\gamma| + |\xi| \) and \( p(\nu, u, \varepsilon, \hat{\varepsilon}) = p_{p_{u,\varepsilon}+q_\nu-2d,\varepsilon} \vee q_\nu \) with \( p_{u,\varepsilon} = (u + 2d + 1 + 2\lfloor (1-\varepsilon)(u + 2d)/(2\varepsilon) \rfloor) \).

**Proof.** We have proved in Proposition 2.2 that \( Q^\delta_t \psi \delta \) verifies the regularization properties (we could similarly use the modification introduced in Corollary 2.1). The proof of (61) and (62) is then an immediate consequence of Theorem 1.2. \( \square \)
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