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Abstract In this article the stiffness of particulate composites is determined by the use of a multivariant three-phase model. This model consists of the transformation of spatial cubic models; it simulates a particulate composite into a three-sphere model, designating the two main phases of the composite material, the filler and the matrix, and applying the classical theory of elasticity to it. Theoretical results derived from this model are compared with experimental results derived from tensile tests carried out with iron particle reinforced epoxy resin composites and also with other theoretical results given by other researchers. In this context, an attempt is made to give, in a somewhat tentative way, a semiquantitative explanation of certain discrepancies observed between experimental data and the theory concerning the elastic modulus as well as experimental data concerning some fracture parameters on the basis of a macroscopic and a fractography-aided microscopic approach.
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1. Introduction

Composite materials are among the materials that have recently undergone a marked degree of technological development and their use has increased in recent years. Their complete characterization has not been achieved so far; this is due to complex material properties such as chemical compatibility, wettability, absorption characteristics, and stress development owing to differences in expansion. The addition of metal particles into polymeric matrices results in composite materials that are characterized by enhanced mechanical properties such as their moduli and their fracture toughness.

However, one of the main problems remains the prediction of the composite properties when the properties of the constituent materials are known. This problem arises from the fact that the thermomechanical properties of a composite depend on a large number of parameters, such as the individual filler and the matrix, the particle size and size distribution, the filler volume fraction, the quality of adhesion between filler and matrix, the mode of filler packing, etc. A number of theoretical analyses, which define the mechanical properties of composites and give equations for predicting the thermoelastic constants, have been reported in the literature, emphasizing particular parameters [1-21]. The filler concentration and the mode of packing were the parameters studied in Refs. [1-3] whereas the influence of the particle size on the final properties of the composites was discussed in Refs. [4-6], [12-13]. Christensen and Lo [7] and Christensen [8] derived a three-phase model, the generalized self-consistent model, which is an improved version of Kerner's model. The effect of the shape of the inclusions was investigated by Chow [9] who applied successfully Eshelby's solution. Finally the influence of the filler-matrix adhesion on the mechanical behavior of composites has been discussed in a series of models presented in Refs. [10], [11], [13], [15], [17-21]. Meanwhile, the effect of various parameters on the thermal properties of particulate composites was studied in [22-26]. In the past years, there have been many research works carried out for the determination of the properties of particulate composites and for the investigation of the effect of filler-matrix, particle interaction. In Ref. [27], accurate approximate relations for the effective elastic moduli of composite materials were obtained, whereas in [28], a new approach for bounding the effective moduli was developed. Besides, the effective elastic constants of solids containing random arrangements of spherical inclusions were considered in [29]. Meanwhile, Yin and Sun [30] investigated the mechanical properties of periodic composites containing identical spherical particles using the principles of micromechanics. According to them, the
particle interactions make no contribution to the effective modulus.

In this article, the stiffness of a particle-reinforced composite material was studied. Variations of a microstructural composite model of a regular geometry and topology simulating the basic cell of the composite were adopted. This model was transformed to a three-phase spherical representative volume element in order to apply the classical theory of elasticity for a solution to the problem. The theoretical results derived from this multivariant model were compared with experimental results carried out with iron particle reinforced epoxy resin and also with other theoretical values obtained from expressions existing in the literature, for strength [31-33] and for stiffness [2, 35-40].

2. Theoretical Analysis

The Proposed Model

As is known, microstructural models aim at the reproduction of the basic cell or representative volume elements of the composite at a macroscopic scale in order that a solution be obtained. These models are usually based on the following assumptions: A regular geometric form is adopted for the inclusions, usually a sphere or cylinder. On special occasions, other forms are adopted as well, such as needle- or ribbon-like inclusions or sharp-angled forms. Regular geometry and topology are adopted for the model. Experimental models can be plane or spatial. It is obvious that a three-dimensional structure is synonymous with a composite material structure. However, the assumptions of plane stress and plane strain may provide useful information by much simpler means on many occasions. The model adopted is presented in Fig. 1a-I-III. It represents a three-dimensional system capable of simulating real particle composites. Assuming equal inclusions, which is not necessarily the case in reality, the volume fraction, \( U_f \), of the fillers in the continuous phase, the matrix, is given in terms of the ratio \( 2r_f/l \) where \( r_f \) is the filler radius and \( l \) the intercenter distance respectively. We assume that the inclusions occupy the eight corners (vertices) of a cube (see Fig. 1a-I), that they are placed at the middle of each one of the twelve sides of the cube (see Fig. 1a-II), or finally, that they are placed at the center of each one of the six faces (see Fig. 1a-III).

Thus, we have the models designated as M1, M2, and M3 following assumptions, given that the volume fraction, \( U_f \), and the radius, \( r_f \), of the inclusions are known.
A sphere with radius $r_{m,2} = c$ having equal volume with the cube of side $2l$.

A concentric sphere with radius $r_{m,1} = a$, which simulates the matrix in the cube of side $l$.

A concentric hollow sphere of radii $r_{m,1} = a$ and $r_f = b$, which simulates the neighboring inclusions of the cube of side $l$ and whose volume is equal to the volume of these inclusions.

A concentric hollow sphere of radii $r_f = b$ and $r_{m,2} = c$, which simulates the matrix in the cube of side $2l$.

Next we should determine the unknown radii with respect to the filler radius $r_f$ and volume fraction $U_f$, which are the parameters that characterize the given particulate composite.

We can write the following relationships in order to calculate the radii $a$, $b$, and $c$. The total volume fraction for the three different cubic models is given as follows:

\begin{equation}
U_f = \frac{\frac{4}{3} \pi r_f^3}{8 l^3}
\end{equation}

or

\begin{equation}
U_f = \frac{12 \left(\frac{4}{3} \pi r_f^3\right)}{2 l^3}
\end{equation}

or

\begin{equation}
U_f = \frac{6 \left(\frac{4}{3} \pi r_f^3\right)}{2 l^3}
\end{equation}

The volume of the cube with side $2l$ is equal to the volume of the sphere with radius $c$:

\begin{equation}
(2l)^3 = \frac{4}{3} \pi c^3 \Rightarrow c = \frac{l}{\sqrt[3]{\frac{6}{\pi}}}
\end{equation}

which, together with Eqs. 1a-c, yields

\begin{equation}
c = r_f \sqrt[3]{\frac{8}{U_f}}
\end{equation}

or

\begin{equation}
c = r_f \sqrt[3]{\frac{12}{U_f}}
\end{equation}

or

\begin{equation}
c = r_f \sqrt[3]{\frac{18}{U_f}}
\end{equation}

for variations M1, M2, and M3 respectively.

Now, let us consider the cube with side $l$. The length of the main diagonal of this cube is $l \sqrt{3}$, whereas the diagonal of each face the cube is $l \sqrt{2}$. If we denote by $w$

the distance from the center of the cube to one vertex or to the middle of a side or to the center of a face (see Fig. 1a), we have

\begin{equation}
w = \frac{l \sqrt{3}}{2}
\end{equation}

or

\begin{equation}
w = \frac{l \sqrt{2}}{2}
\end{equation}

or

\begin{equation}
w = \frac{1}{2}
\end{equation}

for variations M1, M2, and M3 respectively again.

We consider that the volume of the hollow spherical region with radii $a$ and $b$ is distributed in equal parts of volume on both sides of the spherical surface of radius $w$. Thus,

\begin{equation}
\frac{4}{3} \pi (b^3 - w^3) = \frac{4}{3} \pi (w^3 - a^3) \Rightarrow a^3 + b^3 = w^3
\end{equation}

The volume, however, of the second region is equal to the volume of the eight, twelve, or six spherical inclusions depending on each one of the adopted variations M1, M2, and M3 of the model.

Thus,

\begin{equation}
\frac{4}{3} \pi (b^3 - a^3) = 12 \left(\frac{4}{3} \pi r_f^3\right) \Rightarrow b^3 - a^3 = 8 r_f^3
\end{equation}

or

\begin{equation}
\frac{4}{3} \pi (b^3 - a^3) = 12 \left(\frac{4}{3} \pi r_f^3\right) \Rightarrow b^3 - a^3 = 12 r_f^3
\end{equation}

or

\begin{equation}
\frac{4}{3} \pi (b^3 - a^3) = 12 \left(\frac{4}{3} \pi r_f^3\right) \Rightarrow b^3 - a^3 = 12 r_f^3
\end{equation}

The solution of Eqs. and 5a – c yields

\begin{equation}
a = \sqrt[3]{w^3 - 4 r_f^3} \text{ and } b = \sqrt[3]{w + 4 r_f^3}
\end{equation}

or

\begin{equation}
a = \sqrt[3]{w^3 - 6 r_f^3} \text{ and } b = \sqrt[3]{w + 6 r_f^3}
\end{equation}

or

\begin{equation}
a = \sqrt[3]{w^3 - 4 r_f^3} \text{ and } b = \frac{3}{2} \sqrt[3]{w + 4 r_f^3}
\end{equation}

for M1, M2, and M3 respectively. Since $c > b > a$, using Eqs. 1-5 we obtain

\begin{equation}
U_f < \frac{3}{4} \left(\frac{c}{2}\right)^3 \Rightarrow U_f < 0.68
\end{equation}

or

\begin{equation}
U_f < \frac{3}{4} \left(\frac{b}{2}\right)^3 \Rightarrow U_f < 0.37
\end{equation}
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for variations M1, M2, and M3 respectively again. These values constitute the limit values of the filler volume fraction.

Theoretical Considerations

The theoretical analysis for the determination of the elastic modulus is based on the following assumptions:

(i) The matrix and the particles are elastic, isotropic, and homogeneous.

(ii) The particles are perfectly spherical in shape.

(iii) The particles are large in number, and their distribution is uniform so that the composite may be regarded as a quasi-homogeneous isotropic material.

(iv) The deformations applied to the composite are small enough to maintain linearity of stress-strain relations.

The expression for the elastic modulus of the composite can be obtained by applying the classical theory of elasticity to the representative volume element whose mechanical properties equal to the average properties of the composite and which can be represented by the previously described three concentric spheres. Let a pressure \( P_2 \) be applied on the outer surface of the sphere with radius \( c \). Then \( P_1 \) denotes the interaction (common stress) between filler and matrix, \( P_0 \) the interaction between filler and remaining matrix region (See Fig. 2).

Because of the spherical symmetry, it is convenient to use spherical coordinates \((r, \theta, \phi)\). Only \( u_r \) is non zero of the three components of the displacement vector \( u_r, u_\theta, u_\phi \).

The solution to this problem can be approached by a stress function of the following form:

\[
\Phi = \frac{C_1}{r} + C_2 r^2
\]

Where \( C_1 \) and \( C_2 \) are constants.

Each one of the three regions has its own stress function:

\[
\begin{align*}
\Phi_1 &= \frac{A}{r} + Br^2, \\
\Phi_2 &= \frac{C}{r} + Dr^2, \\
\Phi_3 &= \frac{E}{r} + Fr^2
\end{align*}
\]

To avoid infinite stresses at \( r=0 \), the constant \( A \) must be equal to 0, i.e. \( A=0 \).

Thus, \( \Phi_1 = Br^2 \)

The displacements can be obtained from the stress functions through the relationship

\[
\bar{u} = \frac{1}{2\sigma} \text{grad} \Phi
\]

Then the displacements are given as

\[
\begin{align*}
\bar{u}_{r,1} &= \frac{Br}{c_1} \\
\bar{u}_{r,2} &= -\frac{C}{r^2 + 2Dr}{c_2} \\
\bar{u}_{r,3} &= \frac{H}{r^2 + 2Fr}{c_3}
\end{align*}
\]

where \( G \) denotes the shear modulus, given that \( u_\phi = u_\phi = 0 \). Here, the indices 1 and 3 designate the two matrix regions whereas the index 2 the equivalent filler region.

The strains for each region can be determined from the relationships

\[
\begin{align*}
\varepsilon_r &= \frac{\partial u_r}{\partial r}, \\
\varepsilon_\theta &= \frac{u_r}{r} + \frac{1}{r} \frac{\partial u_\theta}{\partial \theta}, \\
\varepsilon_\phi &= \frac{u_r}{r} + \frac{1}{r} \frac{\partial u_\phi}{\partial \phi}
\end{align*}
\]

Taking into consideration that \( u_\phi = u_\phi = 0 \) and the relationship

\[
G_i = \frac{E_i}{(1 + \nu_i)}
\]

where \( E_i \) is the elastic modulus and \( \nu_i \) the Poisson’s ratio of each phase.

\[
\begin{align*}
\varepsilon_{r,1} &= \varepsilon_{\theta,1} = \frac{B}{c_1} + \frac{1 + \nu_1}{E_1} \\
\varepsilon_{r,2} &= \frac{2C}{c_2} + 2D \varepsilon_{r,2} \\
\varepsilon_{\theta,2} &= \frac{C}{c_2} + 2D \varepsilon_{r,2} \\
\varepsilon_{r,3} &= \frac{2H}{c_3} + 2F \varepsilon_{r,3}
\end{align*}
\]
\[ \varepsilon_{\theta,3} = \varepsilon_{\phi,3} = \left( -\frac{H}{r^3} + 2F \right) \frac{1 + \nu_3}{E_3} \] (15)

The stresses for each region can be found from the stress-strain relationships

\[ \sigma_{r,1} = \sigma_{\theta,1} = \sigma_{\phi,1} = \frac{2(1+\nu_1)}{1-2\nu_1} B \] (16)

\[ \sigma_{r,2} = \frac{2C}{r^3} + \frac{2(1+\nu_2)}{1-2\nu_2} D \] (17)

\[ \sigma_{\theta,2} = \sigma_{\phi,2} = -\frac{C}{r^3} + \frac{2(1+\nu_2)}{1-2\nu_2} D \] (18)

\[ \sigma_{r,3} = \frac{2H}{r^3} + \frac{2(1+\nu_3)}{1-2\nu_3} F \] (19)

\[ \sigma_{\theta,3} = \sigma_{\phi,3} = -\frac{H}{r^3} + \frac{2(1+\nu_3)}{1-2\nu_3} F \] (20)

The boundary conditions for the stresses are as follows:

At \( r = a \): \[ \sigma_{r,a} = \sigma_{r,2} = -P_0 \]

At \( r = b \): \[ \sigma_{r,b} = \sigma_{r,3} = -P_1 \]

At \( r = c \): \[ \sigma_{r,c} = -P_2 \]

Equations 16–20 applied to the above boundary conditions yield the values of the constants:

\[ B = \frac{P_0(1-2\nu_1)}{2(1+\nu_1)} \] (21)

\[ C = \frac{(P_1-P_0)a^3b^3(1+\nu_1)}{(2b^3-a^3)(1+\nu_2)} \] (22)

\[ D = \frac{(a^2P_0-b^2P_1)(1-2\nu_2)}{2(b^3-a^3)(1+\nu_2)} \] (23)

\[ H = \frac{(P_2-P_1)b^3a^3}{2(c^3-a^3)(1+\nu_3)} \] (24)

\[ F = \frac{(b^3P_2-c^3P_1)(1-2\nu_3)}{2(c^3-a^3)(1+\nu_3)} \] (25)

By substituting these values in Eqs. 8-10

\[ u_{r,1} = -\frac{P_0(1-2\nu_1)}{E_1} \] (26)

\[ u_{r,2} = -\frac{(P_1-P_0)a^3b^3(1+\nu_1)}{2(b^3-a^3)E_2} \left( \frac{1}{r^2} + \frac{(a^2P_0-b^2P_1)(1-2\nu_2)}{(b^3-a^3)E_2} \right) r \] (27)

\[ u_{r,3} = -\frac{(P_2-P_1)b^3a^3(1+\nu_3)}{2(c^3-a^3)E_3} \left( \frac{1}{r^2} + \frac{(b^3P_2-c^3P_1)(1-2\nu_3)}{(c^3-a^3)E_3} \right) r \] (28)

The boundary conditions must account for the continuity of displacements at the interfaces and they are expressed as follows:

At \( r = a \): \[ u_{r,1} = u_{r,2} \]

\[ r = b: \] \[ u_{r,2} = u_{r,3} \]

From Eqs. 25-27 at \( r = a \) we obtain

\[ \frac{P_0(1-2\nu_1)}{E_1} \left( \frac{1}{r^2} + \frac{(a^2P_0-b^2P_1)(1-2\nu_2)}{(b^3-a^3)E_2} \right) \]

\[ = P_1[3b^3(1-\nu_1)E_2] + \frac{P_0[2(b^3-a^3)(1-2\nu_1)E_2 + [b^3(1+\nu_1) + 2a^3(1-2\nu_1)]E_1]}{3b^3(1-\nu_2)E_2} \]

\[ P_0 \]

\[ = \frac{2b^3(1-\nu_2)E_2}{(2b^3-a^3)(1-2\nu_2)E_2 + [b^3(1+\nu_2) + 2a^3(1-2\nu_2)]E_1} P_1 \]

(29)

By setting

\[ \mu = \frac{[3b^3(1-\nu_2)E_2]}{[2(b^3-a^3)(1-2\nu_2)E_2 + [b^3(1+\nu_2) + 2a^3(1-2\nu_2)]E_1]} \]

Eq 29 becomes

\[ P_0 = \mu P_1 \]

(30)

From Eqs. 27 and 28 at \( r = b \) we obtain

\[ \frac{(P_1 - P_0)a^3b^3(1+\nu_1)}{(b^3-a^3)E_2} \left( \frac{1}{b^2} + \frac{(a^3P_0 - b^3P_1)(1-2\nu_2)}{(b^3-a^3)E_2} \right) \]

\[ = \frac{(P_2 - P_1)c^3b^3(1+\nu_3)}{(c^3-a^3)E_3} \left( \frac{1}{b^2} + \frac{(b^3P_2 - c^3P_1)(1-2\nu_3)}{(c^3-a^3)E_3} \right) \]

\[ = (P_2)[3c^3(1-\nu_3)(c^3-b^3)E_3] + P_1[3c^3(1-\nu_3)(c^3-b^3)E_3] \]

\[ = P_1(2c^3(1+\nu_3) + 2b^3(1-2\nu_3)(c^3-b^3)E_2 + [c^3(1+\nu_3) + 2b^3(1-2\nu_3)]E_2) \]

(31)

By substituting in Eq. 31 the expression for \( P_0 \) from Eq. 30, we obtain

\[ P_2[3c^3(1-\nu_3)(c^3-b^3)E_3] \]

\[ = P_1(2c^3(1+\nu_3) + 2b^3(1-2\nu_3)(c^3-b^3)E_2 + [c^3(1+\nu_3) + 2b^3(1-2\nu_3)]E_2) \]

(32)

By setting

\[ \frac{b^3}{c^3} \]

Eq. 32 becomes

\[ P_1 = \lambda P_2 \]

(33)

From Eqs 30 and 33

\[ P_0 = \mu \lambda P_2 \], and denoting \( \kappa = \mu \lambda \) we have

\[ P_0 = \kappa P_2 \]

(34)

Next we substitute the obtained values of the constants (Eqs. 21-25) in Eqs. 16-20 for the stresses and in Eqs.
11-15 for the strains and we obtain
\[
\sigma_{r,1} = \sigma_{\theta,1} = \sigma_{\phi,1} = -P_0 \tag{35}
\]

\[
\sigma_{r,2} = \sigma_{\theta,2} = \sigma_{\phi,2} = \frac{(P_3 - P_0) a^2 b^2 \varepsilon_1}{b^2 - a^2} \tag{36}
\]

\[
\sigma_{r,3} = \sigma_{\phi,3} = \sigma_{\phi,3} = \frac{(P_3 - P_0) a^2 b^2 \varepsilon_1}{b^2 - a^2} \tag{37}
\]

\[
\sigma_{\theta,3} = \sigma_{\phi,3} = \sigma_{\phi,3} = \frac{(P_3 - P_0) a^2 b^2 \varepsilon_1}{b^2 - a^2} \tag{38}
\]

And
\[
\varepsilon_{r,1} = \varepsilon_{\theta,1} = \varepsilon_{\phi,1} = \frac{P_0 (1 - 2\nu_1)}{E_1} \tag{40}
\]

\[
\varepsilon_{r,2} = \frac{(P_3 - P_0) a^2 b^2 \varepsilon_1 (1 + \nu_1)}{b^2 - a^2} \tag{41}
\]

\[
\varepsilon_{\theta,3} = \frac{(P_3 - P_0) a^2 b^2 \varepsilon_1 (1 + \nu_1)}{b^2 - a^2} \tag{42}
\]

\[
\varepsilon_{\phi,3} = \frac{(P_3 - P_0) a^2 b^2 \varepsilon_1 (1 + \nu_1)}{b^2 - a^2} \tag{43}
\]

The volume fractions of the three regions according to the considered model are given as
\[
U_{m_1} = U_1 = U_{m_2} = \frac{\varepsilon_1}{2\pi} \tag{48}
\]

\[
U_{m_3} = U_3 = \frac{\varepsilon_3}{2\pi} \tag{49}
\]

\[
U = \frac{\varepsilon_1}{2\pi} - \frac{\varepsilon_2}{2\pi} = \frac{\nu_1 a^2 \pi b^2}{2\pi} \tag{50}
\]

The elastic modulus of the composite can be obtained by applying the energy balance to the spherical composite model. The strain energy of the composite must be equal to the sum of the strain energies of the three regions (phases):
\[
\frac{1}{2} \int_{V_c} p_r^2 \, dV = \frac{1}{2} \int \left( \sigma_{r,1} \varepsilon_{r,1} + \sigma_{\theta,1} \varepsilon_{\theta,1} + \sigma_{\phi,1} \varepsilon_{\phi,1} \right) dV_1
\]

\[
+ \frac{1}{2} \int \left( \sigma_{r,2} \varepsilon_{r,2} + \sigma_{\theta,2} \varepsilon_{\theta,2} + \sigma_{\phi,2} \varepsilon_{\phi,2} \right) dV_2
\]

\[
+ \frac{1}{2} \int \left( \sigma_{r,3} \varepsilon_{r,3} + \sigma_{\theta,3} \varepsilon_{\theta,3} + \sigma_{\phi,3} \varepsilon_{\phi,3} \right) dV_3
\]

\[
K_c = \frac{E_c}{3(1-2\nu_c)} \tag{46}
\]

\[
\frac{P_r^2 (1 - 2\nu_1) a^3}{E_c} = \frac{P_r^2 (1 - 2\nu_1) a^3}{E_1} + \frac{(P_3 - P_0)^2 a^3 b^3 (1 + \nu_3)}{(b^3 - a^3) E_3}
\]

\[
+ \frac{(1 - 2\nu_3) (a^3 P_3 - b^3 P_1)^2}{E_3} + \frac{(P_3 - P_0)^2 b^3 c^3 (1 + \nu_3)}{(c^3 - b^3) E_3}
\]

\[
\frac{1}{2} \int \left( U_1 (1 - \nu_1)(1 - \nu_1) + U_3 (1 - \nu_1)(1 - \nu_3) \right) \left( U_1 (1 - \nu_1)(1 - \nu_1) + U_3 (1 - \nu_1)(1 - \nu_3) \right)
\]

\[
\frac{1}{E_1} \left( U_1 (1 - \nu_1)(1 - \nu_1) + U_3 (1 - \nu_1)(1 - \nu_3) \right)
\]

3. Experimental Work

Tensile tests with real composites were carried out in order to compare the experimental results obtained by these tests with the theoretical values derived by the proposed model and also with the theoretical values calculated by the aid of theoretical expressions given by other researchers.

The matrix material was a diglycidyl ether of bisphenol-A resin, with the commercial designation Epikote 828.
(Shell), cured with 8 phr triethylene tetramine hardener. It was filled with iron particles with average radius \( r_f = 150 \mu m \) at volume fractions \( U_f = 0.05, 0.10, 0.15, 0.20, \) and 0.25. The elastic moduli of the matrix and the filler are 3.5 and 210 GPa respectively whereas their Poisson’s ratio are 0.36 and 0.29 respectively.

The procedure of preparing the mixture of the liquid-matrix phases and the iron particles is similar to that used in previous works of the researchers.

Dogbone specimens with a constant cross section at the measuring region of \( (6 \times 10^{-3}) \times (3 \times 10^{-3}) m^2 \) and a length of \( 45 \times 10^{-3} m \) were used during the tests that were carried out with a Instron-type testing machine at room temperature. The specimens were tested at a rate of extension of \( 2 \times 10^{-3} m/min \). To obtain the stress-strain diagrams, strain gauges were located on the specimens for the measurement of the strains.

Four point bending experiments were carried on prismatic specimens with dimensions of \( 190 \times 10^{-3} m \) and \( 10 \times 10^{-3} m \) of the same composite material according to ASTM D790 for \( U_f = 0, 0.10, 0.15 \) to evaluate the Poisson’s ratio by using longitudinal and transversal strain gauges, in order to obtain the load-strain diagrams.

Concerning the SEM-aided investigations, the fractured surfaces of the specimens were coated with a conductive thin gold layer in a coating unit by means of DC-sputtering procedure. The applied gold layer avoids electron charging effects which tend to damage the material and degrade the photograph; however, at the same time it tends to improve the image quality by enhanced emission of secondary electrons. The fractographical data were taken by means of an S4-10 type scanning electron microscope from Cambridge Instruments.

4. Results and Discussion

Macroscopic Approach

Figure 3 presents the variation of stress versus the longitudinal strain for various filler contents \( (U_f = 0-0.25) \) of the iron particle reinforced epoxy polymer as obtained from tensile tests. We can observe that as \( U_f \) increases, the linear part of the stress-strain diagram decreases. This can be attributed to the epoxy resin being viscoelastic whereas the iron particles being elastic material. It can be said that their addition in the epoxy polymer reinforces the elastic behavior of the composite.

In Figure 4 the variation of the tensile fracture stress, \( \sigma_c \), versus the filler content, as obtained from the experiments, is presented. It can be observed that \( \sigma_c \) decreases as the filler content increases. This can be attributed to the shape of the fillers, the aspect ratio of which is small (nominal 1) and they create a reduction of the strength of the matrix acting, to some extent, as voids. Thus, the composite behaves as approximately an array of resin-bonded particles, in contrast to the case when reinforcing with inclusions with relatively high aspect ratio that ensure a load transfer through the matrix and increase its strength. In the same figure the theoretical values as derived from the equations of Nielsen [31], Nicolais-Narkis [32] and Shrager [33] given in the Appendix A are added. It can be observed that there is a good agreement between these values and the experimental ones.

\[ \text{Figure 3. Stress-strain curves obtained from tensile experiments for different filler volume fractions} \]

It is known that the stiffness and the strength of a composite are influenced by several factors, among them the interaction of the matrix and the inclusions. And this is because of the different structure of an intermediate phase, the interphase, developed around the inclusions, which is an important factor affecting the mechanical and physicochemical properties of the composite material. However, it can be said that usually the stiffness and the strength of the composite material vary with the content and the type of the inclusions. The theoretical limit of the filler content is determined by the quantity of the inclusions that makes probable the existence of a certain interphase or interlayer between inclusions and matrix [34]. Thus, the reinforcement of polymers by the addition of small particles is due to the formation of a continuous frame work, in a certain manner, as a result of the interaction of the particles.

Figure 5 presents the variation of Poisson’s ratio, \( v_c \), versus the filler content, \( U_f \), as obtained from Eqs. 52a and
It can be observed that the Poisson’s ratio decreases when \( U_f \) is increased. This means that the addition of iron particles in the epoxy polymer reduces not only the longitudinal strain, as observed in Figure 3, which is expected since the iron particles added are elastic, whereas the epoxy resin is viscoelastic and thus its ductility is reduced, but also the transversal strain, resulting in a decreased Poisson’s ratio for the composite material. As it can be seen from Table 1, the values obtained from the two formulae are too close since the Poisson’s ratios of the matrix and filler are also too close and thus the elastic modulus is not influenced much. Also, the comparison with the experimental data obtained from bending experiments for \( U_f = 0 \), \( U_f = 0.10 \), and \( U_f = 0.15 \) shows a good agreement for these contents. Of course, more data are necessary in order to have a better idea. Unfortunately the existing data for this material are limited.

In Figure 6 the variation of the elastic modulus, \( E_c \), versus the filler content is presented as derived from the three variations of the proposed theoretical model and other theoretical expressions mentioned in Appendix (Eqs. A1-A8). It can be seen that all the models predict an increase in \( E_c \) when increasing the particle volume fraction. Almost, all theoretical models present a similar variation except that of Guth-Smallwood (Eq. A3), which shows an abrupt increase vs. \( U_f \). The experimental values as derived from tensile tests are also presented in the same figure. It can be seen that there is no coincidence between these values and those derived from the variations (M1) and (M3) of the proposed model and that the experimental results are, in all cases, too far from the theoretical ones. On the contrary, the theoretical values derived from the variation (M2) of this model are in good agreement with experimental results. Thus, it can be concluded that the distribution of particles influences the elastic modulus. Among the other theoretical models, those of Guth-Smallwood [35,36] and Paul [37] yield values that are too high when compared with experimental results. On the contrary, the values derived from Einstein [38] and Takahashi [39] are too low in comparison with experimental results. Moreover, the theoretical values derived from Kerner 2 model [2] and two-phase model are too close to the values obtained from variation (M3) of the proposed model. Finally, the Counto model [40] yields values that are too close to those derived from the variation (M2) of the proposed model and they are in good agreement with experimental results for \( U_f = 0.05 \) and 0.10, whereas for higher values of filler content the values derived from variation M2 are in better agreement with the values derived from the experiments. All the theoretical and experimental values are presented in Table 2. A possible improvement would be the obtained from the consideration of the adhesion between the two main phases by means of a boundary interphase layer. Also, to carry out experiments with different inclusion diameters since it is known that stiffness and strength are influenced by this factor.

**FRACTURE STRESS**
Figure 5. (a) Variation of the Poisson’s ratio of the composite vs. filler content as derived by the proposed model, (b) Load-strain curves obtained from bending experiments for $U_r = 0$, 0.10, and 0.15.

Table 1. Theoretical results for Poisson’s ratio.

| Filler content ($U_r$) | Equation 52a | Equation 52b | Experimental values |
|------------------------|--------------|--------------|---------------------|
| 0                      | 0.360        | 0.360        | 0.360               |
| 0.05                   | 0.356        | 0.357        |                     |
| 0.1                    | 0.352        | 0.353        | 0.354               |
| 0.15                   | 0.348        | 0.350        | 0.349               |
| 0.2                    | 0.344        | 0.346        |                     |
| 0.25                   | 0.340        | 0.343        |                     |
It can be deduced that the addition of iron particles in epoxy polymer influences in a different manner the strength and the stiffness of the created composite material. Its stiffness is usually greater than that of the matrix material whereas its strength is less. This can be better understood in terms of the “stiffness factor” and the “reinforcement factor”, the first being the ratio of the composite modulus to that of the epoxy matrix and the second the ratio of the tensile fracture stress of the composite to that of the matrix material. As can be seen in Figure 7, the stiffness factor is always greater than 1 whereas reinforcement factor is always less than 1.

The reinforcement of the matrix material because of the addition of inclusions may be related to the work of fracture \( W \) of the polymer as it is evaluated from the area below the stress-strain curve:

\[
W = \int_{l_0}^{l_f} \sigma \, dl
\]  

where \( l_0 \) is the initial length of the specimen, \( l_f \) its length at fracture, and \( \sigma \) the applied stress. The augmentation of the work of fracture per unit volume, by the addition of particles, can be considered as a basic characteristic of the reinforcement action of the fillers in a polymer at the elastic state. The amount of the increase or decrease in the work of fracture depends on the nature of the filler.

The variation of the work of fracture per unit volume (toughness) versus filler content is presented in Figure 7. It can be seen that the relative fracture energy \( W_c / W_m \), where \( W_c \) and \( W_m \) denote the fracture energy of the composite and the matrix respectively, decreases, at first abruptly then smoothly, when increasing the filler volume fraction. Thus, according to those previously mentioned the iron particles can be considered as inactive.

### Microscopic Approach

From the inspection of Figure 6 concerning the modulus it can be deduced that none of the mentioned theoretical models can fit perfectly the experimental data. In other words, some of these models can respond only in part to the experimental values. This discrepancy was expected because most theoretical assumptions and conceptions cannot be fulfilled in praxis. Thus, for example, one of these conceptions considers filler particles as spheres of approximately uniform size with smooth surfaces. As can be seen from the electron fractographs (Fig. 8), this is not the case. Rather, the size and shape of the particles are not uniform and their surfaces are not smooth. Moreover, the latter have many crevices in which portions of macromolecules of the polymeric matrix may be trapped. This fact can lead to a nonuniform strain and stress field concentrations around the particles and thus to a strong nonhomogeneous localized behavior. Further, other conceptions consider a homogeneous distribution of the filler particles in the matrix. Again, from the fractographs (Fig. 8a-8c) it can be seen that this is not the case. Rather, an inhomogeneous particle distribution, such as agglomeration across the surface can be observed. This inhomogeneity in turn may lead to an enhancement of the above-mentioned nonuniformity of the local stress-strain fields between the particles.
Table 2. Results for elastic modulus $E_c$ (GPa)

| Filler content | Einstein ($E_{\text{c}}$) | Einstein ($E_{\text{c}}$) | Goodman-Brown ($E_{\text{c}}$) |COMMENT |Psall ($E_{\text{c}}$) |Kerman ($E_{\text{c}}$) |Kerman ($E_{\text{c}}$) |Takahashi ($E_{\text{c}}$) |Model $E_{\text{c}}$ |Experimental results |
|----------------|------------------------|------------------------|------------------------|--------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| 0.00           | 3.50                   | 3.60                   | 4.06                   |5.20    | 3.50                   | 3.50                   | 3.50                   | 3.50                   | 5.12                   | 4.57                   |
| 0.05           | 3.93                   | 3.88                   | 4.06                   |5.20    | 3.91                   | 4.06                   | 3.60                   | 3.50                   | 5.98                   | 5.05                   |
| 0.10           | 4.18                   | 3.85                   | 3.87                   |5.14    | 4.35                   | 4.87                   | 3.80                   | 3.50                   | 6.69                   | 5.55                   |
| 0.15           | 4.61                   | 4.00                   | 3.92                   |5.02    | 4.55                   | 4.92                   | 4.40                   | 3.50                   | 7.38                   | 5.06                   |
| 0.20           | 5.25                   | 4.21                   | 3.73                   |5.41    | 4.41                   | 4.23                   | 4.40                   | 3.50                   | 8.08                   | 6.63                   |
| 0.25           | 6.13                   | 4.55                   | 6.10                   |5.67    | 6.57                   | 5.67                   | 5.19                   | 3.50                   | 8.33                   | 7.26                   |

At this moment we can go a step further to explain the above mentioned discrepancies by the implementation of the previously mentioned interphase concept [41]. According to this concept the composite may be considered as consisting of three phases: the matrix, the inclusion, and a third phase, as a boundary layer of variable thickness ($\Delta r$). This layer is formed because of polymerization rate effects during setting of the matrix, as well as the mobility of the macromolecules in the contact zone. Thus, the local variation of the thickness ($\Delta r$) of this layer affects the molecular bonding between matrix and inclusion and thus can lead to changes in the gross mechanical behavior of the composite concerning the elastic modulus and fracture. Regarding the elastic modulus, it can be shown that (see Appendix B)

$$ E \propto \frac{A \, m (m-n)}{r_0^{m+n}} \tag{54a} $$

or

$$ E \propto \frac{1}{r_0^{m+1}} \tag{54b} $$

where $A$, $m$, and $n$ are constants and $r_0$ is the effective equilibrium interatomic (intermolecular) spacing.

This means, as it is shown in the following, that the modulus can locally be strongly influenced by small (finite) changes ($\Delta r$) in the intermolecular spacing $r_0$. Even so, such small local variations or changes may be caused in the thickness of the interphase because of the previously mentioned nonuniform strain-stress field concentrations around individual inclusion. Furthermore, from the discrepancy between the theoretical and experimental fracture surface energy [42] as well as the appearance and analysis of the fracture surfaces obtained by electron fractography such as of Figure 8, it can be concluded that the polymeric (matrix) material may respond to the local stress around the grains or at the tip of the internal flaw in a ductile rather than in a brittle manner, despite that, macroscopically, the behavior would be characterized as brittle. Such an “inherent” ductile response should involve a considerable amount of a highly localized segmental chain transport, which is sustained mainly by the changes in the van der Waal’s secondary binding forces, rather than covalent primary bonds. From the above, it seems plausible to assume that the changes in the inter-phase thickness ($\Delta r$), must involve changes mainly in van der Waal’s forces, and for such forces in Eq. 54 we can take $m = 6$ and $n = 11$ [43]. In this way and by the semiquantitative approach given in detail in Appendix B, we can estimate a measure for the earlier-discussed changes in the “local” modulus as $\frac{\Delta E}{E} \approx \pm 0.80$. This means that the maximal changes in the local modulus $\hat{E}$, due to interphase thickness variations, $\pm \Delta r$, can virtually be of the order of $\pm 80\%$, which may lead to appreciable discrepancy from the theoretical predictions concerning the gross (macroscopically) measured modulus, $E$. 

Figure 7. Variation of the stiffness factor, reinforcement factor, and the fracture energy of the composite vs. filler content.
By means of the stress-strain curves given in Figure 3, we have constructed the curves given in Figure 7 relating the relative fracture stress and strain as well as the relative toughness behavior in function of the filler volume fraction $U_f$. From these plots the monotonic decrease of the first two parameters with a trend of an “asymptotical stabilization” of the relative toughness with increasing particle content can be observed. For instance, it can be plausible to explain this by observing the stress-strain curves given in Figure 3: the decrease in the fracture stress and strain tends to be “compensated” by an increase in the “slope” of the curve and in this sense to contribute to the area under the curve that expresses the fracture energy per unit volume or the toughness of the material. But as it can be observed from the same figure (Fig. 3), the slope of each curve is not totally linear. Rather, there is a strong nonlinear behavior of each slope.

Figure 8. (a) Electron fractograph of composite specimens with $U_f = 0.05$ where plastic or viscous microflow conical- and candle-like markings of the matrix material around grains can be distinguished, and also, a nonuniformity in the grain size, and shape can be observed. b) Electron fractograph of composite specimen with $U_f = 0.10$ where plastic or viscous microflow conical and candle-like markings around grains can be distinguished and also, the enhancement of the general microflow pattern in the matrix can be seen in comparison with Figure 8a. (c) Electron fractograph of composite specimen with $U_f = 0.25$ where a nonuniformity in the grain distribution, grain size and shape across the surface and also an enhancement of the general microflow pattern and total debonding of grains from the matrix in comparison with Figure 8b can be observed. (d) Same specimen as in Figure 8a-8c but taken at greater magnification in which some features concerning the microflow pattern such as microflow lines and decohesion gaps around and between the grains can easily be observed and where the nonuniformity in grain size and shape with many crevices can also be distinguished.
This observed departure from the ideal linear elastic behavior (see Appendix B) may be caused, at least in part, to linear and nonlinear viscoelastic and plastic effects of the matrix. Moreover, because of the previously mentioned high stress- and strain concentrations, which exist locally between filler particles, the elastic limit of the matrix material may be exceeded long before the gross behavior of the composite exhibits the observed nonlinear response. The above statements are supported by the indicative fractograph (Fig. 8d) in which plastic or viscous microflow markings causing decohesion “gaps” between the matrix and grains were observed. In this sense it can be argued that the observed nonlinear response of the curve \( U_f = 0.20 \) in fact may be attributed mainly to such local viscoplastic or viscous flow, decohesion and total debonding effects.

Furthermore, the observed tendency of increase in the “radius of curvature” of the nonlinear range with increasing volume fraction of the plots given in Figure 3 may attributed mainly to the coupling effects between the above energy dissipative processes of the matrix and to the increase in the nonuniformity of the distribution density of the grains in the matrix (compare, for example, Fig. 8a with Fig. 8b and 8c).

In closure, it can be deduced from the foregoing text that the observed tendency of an “asymptotically stabilizing” behavior concerning the relative toughness in function of volume fraction should be, in the greatest part, attributed to an enhanced contribution of local viscoelastic-plastic failure energy absorbing effects in the reinforced matrix.

5. Conclusions

- In this article a theoretical model for the calculation of the elastic modulus of particulate composites was developed. In this development the influence of neighboring inclusions on the stiffness of the composite was examined by transforming a microstructural basic cell to a three-phase representative volume element. The theoretical values derived by the proposed model were compared with those given by other scientists and with experimental values obtained from tensile tests performed on composite material consisting of epoxy resin matrix and iron particles in various filler contents. It was observed that the theoretical values derived by the variations (M1) and (M3) of the proposed model presented large discrepancy with the experimental results since they were always too far. Only the variation (M2) of the present model yields values that are in agreement with experimental results. This conclusion proves that the distribution of the inclusion affects the elastic modulus of the composite.

- By means of a simple semiquantitative approach and fractographic data it can be shown that the discrepancies observed between the theoretical predictions and experimental data concerning the elastic modulus can be, in a great part, attributed to the inhomogeneity in the grain distribution in the matrix and to the variations of the finite interphase thickness due to the appreciable stress-strain concentration fields arising around the nonuniform shaped grains and causing local viscoelastic-plastic deformations of the epoxy matrix.

- In contrast to the reduced fracture stress and strains, which show a monotonic decreasing behavior by increasing the filler volume fraction, the related toughness of the composite shows an asymptotically stabilizing tendency. By the aid of fractographical data this behavior can be explained by the increased contribution of the local viscoplastic energy absorbing effects or total debonding, which tend to compensate the loss in fracture energy resulting from the apparent decrease in the fracture stress and strain.

Appendix A: Theoretical Expressions of the Literature for \( E_c \) and \( \sigma_c \)

Elastic Modulus

Several number of theoretical or semiempirical equations for the effective moduli exist in the literature. Some of them are based on the theory of elasticity, some others use a mechanics of material approach or express a kind of law of mixtures, and still others try to match theoretical expressions to experimental values by appropriately defining the existing constants in these expressions.

**Einstein’s Formula**

One of the theories concerning inclusions in a viscous matrix was developed by Einstein [38]. He considered rigid spherical non isolated particles in a Newtonian viscous fluid and expressed the viscosity in the form

\[
E_c = E_m(1 + 2.5U_f)
\]  
(A1)

Einstein has also dealt with the theory of internal friction of spheres in a fluid that does not exert cohesion forces on them. In this case

\[
E_c = E_m(1 + U_f) 
\]  
(A2)

**Guth—Smallwood’s Formula**

According to a formula developed by Guth and Smallwood [35, 36], which is an extension of Einstein’s formula, the elastic modulus is given as

\[
E_c = E_m(1 + 2.5U_f + 14.1U_f^2) 
\]  
(A3)
Counto’s Formula

The elastic modulus of a particulate composite according to Counto [40] is given as

\[ \frac{E_c}{E_m} = \frac{\sqrt{1 - \frac{V_f^3}{E_m^3}} + \sqrt{\frac{1 - \frac{V_f^3}{E_m^3}}{1 - \frac{V_f^3}{E_m^3}}}^2}{E_m + \sqrt{\frac{1 - \frac{V_f^3}{E_m^3}}{1 - \frac{V_f^3}{E_m^3}}} \} } \]  \hspace{1cm} (A4)

Paul’s Formula

According to Paul [37], the elastic modulus is given as

\[ E_c = E_m \frac{m = \frac{E_f}{E_m}}{m = \frac{2}{m}} \]  \hspace{1cm} (A5)

Kerner’s Formula

A formula based on a mathematical model valid for the particulate composites was developed by Kerner [2].

\[ \frac{E_c}{E_m} = \frac{E_m G_f}{E_m G_f + \frac{G_f (8 - 10 V_m)}{G_m (8 - 10 V_m)}} \] \hspace{1cm} (A6)

where \( G \) is the shear modulus of the composite for particles stiffer than matrix. Equation A6 can be simplified as follows:

\[ \frac{E_c}{E_m} = 1 + \frac{V_f \{ 15 (1 - V_m) \}}{U_m (8 - 10 V_m)} \] \hspace{1cm} (A7)

Takahashi’s Formula

Takahashi [39] derived the following expression for the elastic modulus.

\[ \frac{E_c}{E_m} = \frac{E_m G_f}{E_m G_f + \frac{G_f (8 - 10 V_m)}{G_m (8 - 10 V_m)}} \] \hspace{1cm} (A6)

\[ \frac{E_c}{E_m} = 1 + \frac{V_f \{ 15 (1 - V_m) \}}{U_m (8 - 10 V_m)} \] \hspace{1cm} (A7)

Ultimate stress

Nielsen [31]

\[ \sigma_{cu} = \sigma_{mu} \left( 1 - \frac{V_f^2}{2} \right) \] \hspace{1cm} (A9)

where \( \sigma_{cu} = \sigma_{mu} \) denote ultimate stress of composite and matrix respectively and \( K = 0.5 \)

Nicolais [32]

\[ \sigma_{cu} = \sigma_{mu} \left( 1 - 1.21 V_f^2 \right) \] \hspace{1cm} (A10)

Schrager [33]

\[ \sigma_{cu} = \sigma_{mu} \left( 1 - 1.21 V_f^2 \right) \] \hspace{1cm} (A11)

where the constant equals to 2.66

Appendix B: About Local (Intermolecular) Stress-Strain Relationships in Perfect Elastic Solid

The potential energy function of a pair of atoms (molecules) is given by Joffe’s general equation:

\[ U = -A/r_{nm} + B/r_{nm} \] \hspace{1cm} (B1)

where \( A \) and \( B \) are constants; \( m \) and \( n \) are the exponents of the energy due only to attractive or repulsive forces respectively with \( n > m \) always and \( r \) may be an equivalent or effective intermolecular spacing.

The minimum of the potential energy, i.e. the bond energy \( U = U_0 \), is obtained at \( r = r_0 \) when \( dU/dr = 0 \) and \( Am/r_0^{m+1} = Bn/r_0^{n+1} \). Noting this relationship in Eq. B1 we obtain for the bonding forces an expression similar to that proposed by A.H. Cottrell:

\[ \frac{dU}{dr} = \frac{A_n}{r_0} m + 1 \left[ \left( \frac{r_0}{r} \right)^{m+1} - \left( \frac{r_0}{r} \right)^{n+1} \right] \] \hspace{1cm} (B2)

From this expression it follows that if a solid is subjected to mechanical loading such as tension, compression, or shear, the equilibrium interatomic (intermolecular) spacing \( r_0 \) may change to \( r = r_0 \pm \Delta r \). The greatest elastic interatomic or intermolecular displacement will be described by the relationship

\[ \frac{dP}{dr} = 0, \text{ or } r_{\text{max}} = r_0 \left( \frac{n+1}{m+1} \right)^{1/(n-m)} \] \hspace{1cm} (B3)

As mentioned in the text, the changes in the interphase thickness, \( \Delta r \), involve intermolecular displacements that are sustained mainly by changes in the van der Waal’s bonding forces, for which \( n = 11 \) and \( m = 6 \). For this case from Eq. B3 we obtain that \( r_{\text{max}} / r_0 = 0.115r_0 \) for tension. For compression changes (-\( \Delta r \)) the maximal value can be greater. Now, from Eq. B2 we obtain the corresponding stress, \( \sigma \).

\[ \sigma = \frac{A_1 n}{r_0^{m+1}} \left[ (1 + \epsilon)^{-(m+1)} - (1 + \epsilon)^{-(n+1)} \right] \] \hspace{1cm} (B4)

where \( A_1 \) is a constant proportional to \( A \) and \( \epsilon = \Delta r / r_0 \) is characteristic of strain in Lagrangian notation.

By expanding the term in brackets in Eq. B4 we obtain

\[ \sigma = \frac{A_1 n (m-n)}{r_0^{m+1}} \epsilon + \frac{(m+1)(m+2)-n(n+1)(n+2)}{(m-n)2!} \epsilon^2 \]

\[ + \frac{(m+1)(m+2)(m+3)-(n+1)(n+1)(n+2)(n+3)}{(m-n)3!} \epsilon^3 + \cdots \] \hspace{1cm} (B5)
Denoting the constant for a given solid, \( \frac{A_{x}m(n-m)}{r_{0}^{m+1}} \), as the local modulus of elasticity \( \tilde{E} \) we find that the stress-strain relationship for ideal (perfect) solids is nonlinear and that the deviations from Hooke’s law, \( \sigma = \tilde{E} \cdot \varepsilon \), i.e. the first term in Eq. B5, can be insignificant only for (very) low deformations or low strains. In the following table some of such deviations are given for certain applied strains.

| Applied strain (%) | Deviation from Hooke’s Law |
|-------------------|---------------------------|
| 1                 | 12                        |
| 2                 | 28                        |
| 3                 | 40                        |
| 4                 | 56                        |

Because of the fact that some epoxy resins (or other “brittle” polymers) although nonperfect (real) solid, may possess relatively high elastic limit, about 4%, from this table the possibility of an appreciable contribution of a nonlinear component to the linear elastic behavior becomes clear. (This time independent nonlinear elastic behavior may be expressed in the general viscoelastic modeling by nonlinear Hookean springs.) Furthermore, from the above-introduced expression,

\[
\tilde{E}(r) = \frac{A_{x}m(n-m)}{r_{0}^{m+1}}
\]

we obtain the differential

\[
\Delta \tilde{E}(r) = \frac{\partial \tilde{E}}{\partial r} \Delta r
\]

which gives

\[
\Delta \tilde{E}(r) = \frac{-A_{x}m(n-m)(m+1)}{r_{0}^{m+2}} \Delta r
\]

For \( m = 6, n=11, r=r_{0} \) and in view of simplicity one may assume that \( |\Delta r|_{\text{max}} = |\Delta r|_{\text{max}} \approx 0.115r_{0} \) and thus we can estimate the ratio \( \Delta \tilde{E}/\tilde{E} \) as follows

\[
\frac{\Delta \tilde{E}}{\tilde{E}} = \frac{-(m + 1)}{r_{0}} (\pm \Delta r) \approx 0.80
\]

This means that possible changes in the local modulus of elasticity \( \tilde{E} \) (around the grain) can reach values as high as \( \pm 0.80 \) for changes \( (\pm \Delta r) \approx 0.115 \) in the interphase thickness between grain filler and polymeric matrix.
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