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Abstract

We study stochastic monotonicity and propagation of order for Markov processes with respect to stochastic integral orders characterized by cones of functions satisfying $\Phi f \geq 0$ for some linear operator $\Phi$.

We introduce a new functional analytic technique based on the generator $A$ of a Markov process and its resolvent. We show that the existence of an operator $B$ with positive resolvent such that $\Phi A - B\Phi$ is a positive operator for a large enough class of functions implies stochastic monotonicity. This establishes a technique for proving stochastic monotonicity and propagation of order that can be applied in a wide range of settings including various orders for diffusion processes with or without boundary conditions and orders for discrete interacting particle systems.
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1 Introduction

A class of functions $F_+$ defines an integral stochastic order, i.e. a partial order $\preceq$ on the space of random variables, by defining $\eta \preceq \xi$ if

$$\forall f \in F_+: \quad Ef(\eta) \leq Ef(\xi).$$

Such orders can characterize different aspects of random variables depending on the class of test functions $F_+$. An example of a stochastic order comparing a notion of “size” is the usual stochastic order generated by the cone of increasing functions. In contrast, an example for a stochastic order comparing a notion of “risk” is the supermodular stochastic order generated by the cone of supermodular functions.
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In the theory of Markov processes we are interested in the propagation of order: does \( \zeta(0) \preceq \xi(0) \) imply that \( \zeta(t) \preceq \xi(t) \) for later times \( t \), in other words are such orderings preserved in time?

To answer this question, we first study the related property of stochastic monotonicity; whether the semigroup \( \{S(t)\}_{t \geq 0} \) of a single stochastic process \( S(t)f(x) = \mathbb{E}[f(\eta(t)) | \eta(0) = x] \) maps \( \mathcal{F}_+ \) into itself. In particular, one can show that we have propagation of order for \( \zeta \) and \( \xi \) if one can find a stochastically monotone process \( \eta \) that is in between \( \zeta \) and \( \xi \) in some appropriate sense. We give a discussion on the literature on the related notions of stochastic monotonicity and propagation of order below.

To study stochastic monotonicity, we introduce a new functional analytic technique based on an operator \( \Phi \) that characterizes the order, the generator \( A \) of \( \{S(t)\}_{t \geq 0} \) and its resolvent \( R(\lambda, A) = (1 - \lambda A)^{-1} \). We assume that the elements of the class \( \mathcal{F}_+ \) can be characterized as the closure of a smaller class \( \mathcal{F}_{+,0} \) of elements which get mapped into the positive cone of a partially ordered space \( F \) by an operator \( \Phi : D(\Phi) \subseteq C_b(X) \rightarrow F \). The existence of an operator \( B \) on \( F \) with positive resolvents \( R(\lambda, B) \) such that \( \Phi A - B \Phi \) maps \( \mathcal{F}_{+,0} \) into the positive cone, leads by formal calculations to

\[
\Phi S(t)f \geq e^{Bt} \Phi f, \quad (1.1)
\]

implying that \( S(t)\mathcal{F}_+ \subseteq \mathcal{F}_+ \). In general, (1.1) is too much to ask for as \( \Phi \) is possibly non-continuous, but the inclusion result is true and only depends on properties of the resolvents and not on those of the semigroups.

Apart from that the method is based on manipulations based on the resolvent, an object which is generally better behaved than the semigroup, our approach introduces two novel ideas to the study of stochastic monotonicity and propagation of order via infinitesimal operators:

(a) A proper treatment of the domains of the operators \( A \) and \( B \),

(b) The use of the strict topology \( \beta \) on the space of bounded continuous functions.

The treatment of the fine details of the domains of \( A \) and \( B \) is a key step to widening the scope of applications of the generator based approach. This is illustrated for example by the class of one-dimensional diffusion processes with boundaries. Various processes come with the same type of generator \( A \), only differing in the details of the boundary conditions: killing, reflecting, absorbing or combinations of these options. We will indeed see in Section 3 that for one-dimensional diffusion processes, the boundary conditions are of crucial importance when establishing stochastic monotonicity and propagation of order.

Regarding (b): when considering Markov processes on a Polish space \( X \), it is well known that Markov transition semigroups are usually not strongly continuous with respect to the supremum norm on \( C_b(X) \), an issue that already turns up for one-dimensional Brownian motion. Instead of working around this issue by various approximation procedures, we will adopt a more natural point of view. We will work with the strict topology \( \beta \) on \( C_b(X) \), which we consider to be the natural generalization to the setting of non-compact Polish spaces \( X \) of the norm topology from the case when \( X \) is compact.
We treat the strict topology in Appendix A, where we show that a Markov process corresponding to a well-posed martingale problem has a strongly continuous and locally equi-continuous (SCLE) transition semigroup, therefore solving the issues raised in [RSW16, p. 17] for using the strict topology in this setting.

This change allows us to give a global perspective on the generator $A$ which was not possible for semigroups on $C_0(X)$, when $X$ is only locally compact. For example, we can include a non-trivial class of increasing functions in the domain of a diffusion operator. This is of interest to avoid the situation of proving $S(t)\mathcal{F}_+ \subseteq \mathcal{F}_+$ while $\mathcal{D}(A) \cap \mathcal{F}_+ = \emptyset$. To conclude, the strict topology takes care of steps that classically would be treated via local approximation procedures.

As a consequence of this new approach, our methods are applicable in a wide variety of settings, including those where boundary conditions play a crucial role. The scope is illustrated by the wide range of Markov processes and orders for which we can prove stochastic monotonicity and propagation of order: one-dimensional diffusion processes with boundary conditions, multi-dimensional diffusion processes, and discrete interacting particle systems. In particular in the first setting, the setting where boundary conditions play a crucial role, we are able to obtain entirely new results. Also in the other settings, we are able to improve upon known results.

A short review of related literature follows.

[Dal68] introduced the concept of stochastic monotonicity for Markov chains on linearly ordered spaces and obtained first results, for example a comparison theorem. [Dal68] also give an overview over previous (implicit) uses of the idea. In the same direction go [KK77], considering also continuous time Markov chains.

Stochastic monotonicity was generalized to countable partially ordered spaces and stochastic orders other than the natural one implied by the partial order on the state space by [Mas87].

The general technique to obtain comparison results for Markov processes based on the stochastic monotonicity of an auxiliary process was recognized by [Dal68]. Even earlier, [Kal62] obtained similar results. Relatedly [Mas87] obtained comparison results from considerations on the infinitesimal generators.

Stochastic monotonicity results for specific processes related to this work are criteria for attractive particle systems in [Gri79] and criteria for diffusion processes in [HP91], both for the usual stochastic order. [CW93], building up on [HP91], find sufficient and necessary conditions for diffusion processes to preserve orderliness with respect the usual stochastic order in time.

Regarding other stochastic orders, we mention the following results. A stochastic monotonicity result for supermodular functions for interacting scalar diffusion processes was obtained by [CFG96]. [BR06] and [BR07] prove propagation of convexity properties for some semi-martingale models and preservation of various order cones for spatially homogeneous processes and give an extensive characterization of comparison results for semi-martingales which can be derived from stochastic monotonicity properties. [Soo15] characterizes monotonicity properties of deterministic ordinary differential equations with respect to different orders.
[DS06] consider dependence orders such as the concordance order and the supermodular order for stochastically monotone Markov processes with partially ordered Polish state spaces using the corresponding infinitesimal generators for continuous-time processes. Lévy processes in connection with the supermodular and concordance order were considered in [BBM08]. [Cri17] have results for processes with independent increments based on explicit construction of couplings. Focusing on comparison results in the situation where stochastic monotonicity of one of the processes was already established, there is [RW11] who derive general comparison results for integral orders based on an integral representation for strongly continuous semigroups. In [RSW16] they expand their approach to time-inhomogeneous strongly continuous evolution groups in a similar setting. A corresponding general approach to stochastic monotonicity is lacking.

Our results can be contrasted with the work [HP91]. There the authors use a similar decomposition of \( \text{grad} Af = (B + D) \text{grad} f \) specifically for the generators of multivariate diffusion processes to obtain results with respect to the usual stochastic order which is characterized by functions with positive gradient (\( \text{grad} \)). By the use of Trotter’s theorem

\[
\text{grad} S(t)f = \lim_{n \to \infty} T(t/n)e^{(t/n)D} \text{grad} f,
\]

where \( \{T(t)\}_{t \geq 0} \) is the product of strongly continuous positive semigroups on spaces bounded uniformly continuous scalar functions with generator \( B \) and \( e^{tD} \) is a positive semigroup generated by a bounded operator on the product space. From this they conclude that \( \{S(t)\} \) preserves increasing functions. We work to some degree in reverse order to establish monotonicity directly and derive a statement about the evolution of the gradient of \( S_t f \) as consequence (if that is defined), and our result is not specific to diffusion processes and the usual stochastic order.

We can weaken the smoothness assumptions on the diffusion processes and can handle different stochastic orders. We do not need explicit constructions of \( T_t \) or \( e^{tD} \) and can weaken the boundedness condition on \( e^{tD} \). Compared to the approximation based arguments in [BR07] on integral orders for semimartingales our conditions are local (there are for example stochastic monotone smooth diffusions not covered by their arguments). Thus our method is well suited for the case of diffusion processes and can be seen as a generalization of the result of [HP91]. On the other hand, our method is by no means restricted to such processes, which we illustrate by an application of our method to reprove a classical result for discrete interacting particle systems.

Besides being able to handle stochastic monotonicity, our result gives a generator based characterization of propagation of stochastic orderings in a different manner than [RW11].

The paper is organised as follows. The following Section 2 presents our contribution to the theory of stochastic orderings for Markov processes. First, we present our main result on stochastic monotonicity with respect to an integral order of general Markov processes which give rise to SCLE semigroups. Then we show that preservation of order for Markov processes is equivalent to an abstract monotonicity property of their product semigroups for which our main theorem
gives workable sufficient conditions. Subsequently, we show that also the informal inequality (1.1) can be cast as inclusion result of the form $\tilde{S}(t)G_+ \subseteq G_+$ on an extended space within the framework of our main theorem. In section 3, we apply our results to give criteria for stochastic monotonicity of real valued diffusion processes under various boundary conditions. In section 4, we derive stochastic monotonicity of diffusion processes for a family of integral order using first and second order partial differential operators. In section 5, we show that our results imply a classical stochastic monotonicity result for particle systems. The proofs of the results of section 2 are given in section 6.

In Appendix A, we gather results on locally solid spaces, in Appendix B we gather some results on SCLE semigroups on locally convex spaces and in Appendix C we define the strict topology and consider the martingale problem for SCLE semigroups for the strict topology.

2 Main results

2.1 Preliminaries

By $X, Y$ we denote Polish spaces, their elements will be denoted in general by $x \in X$ and $y \in Y$. The Skorokhod space of right-continuous trajectories $\gamma : \mathbb{R}^+ \to X$ with left limits is denoted by $D_X(\mathbb{R}^+)$. Equipped with the Skorokhod topology, cf. [EK86], the Skorokhod space is Polish. Locally convex spaces will be denoted by $E, F$, or by $(E, \tau_E), (F, \tau_F)$ together their topology. Random variables on $X, Y$ will be denoted by Greek letters, $\eta, \xi$, et cetera. $1$ is the identity operator. $C_b(X)$ and $C_c(X)$ are the sets of bounded functions and of compactly supported functions on $X$. The space of functions on a locally compact space $X$ vanishing at infinity is denoted by $C_0(X)$. We denote by $M_b(X)$ the space of bounded Borel measurable functions on $X$.

Next, we consider function spaces on $\mathbb{R}^d$. For multi-indices $\alpha \in \mathbb{N}_0^d$, we write $|\alpha|_1 = \sum_{i=1}^d \alpha_i$ and $|\alpha|_\infty = \max_{1 \leq i \leq d} \alpha_i$. We use the multi-index notation for partial derivatives $\partial_\alpha = \partial_{\alpha_1}^1 \partial_{\alpha_2}^2 \ldots \partial_{\alpha_d}^d$, where $\partial_{\alpha_i}^i := \partial^{\alpha_i}/\partial x_i^{\alpha_i}$. The empty product or zeroth power is understood as identity and the null element of $\mathbb{N}_0^d$ is denoted by $0$.

We denote by $|z|$ the Euclidian norm of $z \in \mathbb{R}^d$. For $\delta \in (0, 1]$ and $u \in C_b(\mathbb{R}^d)$, we write

$$|u|_\delta := \sup_{x, y \in \mathbb{R}^d, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^\delta}$$

for the Hölder norm of order $\delta$. For $k \in \mathbb{N}$, and $k$ times continuously differentiable functions $u$, we write

$$|u|_k := \max_{\alpha : |\alpha|_\infty \leq k} \|\partial_\alpha u\|,$$

$$|u|_{k, \delta} := |u|_k + \max_{\alpha : |\alpha|_\infty \leq k} \|\partial_\alpha u\|_\delta.$$

$C_b^k(\mathbb{R}^d)$ and $C_c^\infty(\mathbb{R}^d)$ are the spaces of functions for which derivatives up to order $k$, respectively all derivatives, are continuous and bounded. $C_b^k, \delta(\mathbb{R}^d)$ is the space of those functions in $C_b^k(\mathbb{R}^d)$ whose $k$-th derivatives have finite Hölder norm of order $\delta$. We write $C_c^\infty(\mathbb{R}^d) := C_c(\mathbb{R}^d) \cap C_b^\infty(\mathbb{R}^d)$.  
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Our main example for a locally convex space will be $(E, \tau) = (C_b(\mathcal{X}), \beta)$, where \( \beta \) is the locally convex strict topology, see Appendix C.2 on page 46. This topology, when considering sequences, satisfies \( f_n \xrightarrow{\beta} f \) if and only if \( \sup_n \|f_n\| < \infty \) and \( f_n \rightarrow f \) uniformly on compact sets. As a topology, however, it satisfies in addition many desirable properties like Stone-Weierstrass, Arzelà-Ascoli, Dini’s theorem, a Riesz-representation et cetera.

In our paper, we will connect two basic concepts: Feller processes and integral stochastic orders. We first introduce the latter.

**Definition 2.1 (Integral stochastic order).** Let \( \mathcal{G}_+ \subseteq C_b(\mathcal{X}) \) and let \( \eta, \xi \) be random variables on \( \mathcal{X} \). We say that \( \eta \preceq \xi \) if for all \( f \in \mathcal{G}_+ \) we have

\[
\mathbb{E}f(\eta) \leq \mathbb{E}f(\xi).
\]

We call \( \mathcal{G}_+ \) a generating cone for the integral order.

Note that \( \mathcal{G}_+ \) and the strict closure \( \overline{\mathcal{G}^+} \) induce the same integral order. Also the convex hull of a generating cone generates the same order. For more discussion on various cones generating the same order, see e.g. Chapter 2 in [MS02].

For our discussion of orders in relation to Feller processes and their generators, we specifically consider orders that are generated by an operator.

Thus, let \( E, F \) be locally convex spaces. We will say that \( T \) is an operator from \( E \) to \( F \) if \( T \subseteq E \times F \). We write

\[
\mathcal{D}(T) := \{ f \mid \exists g : (f, g) \in T \}, \quad \mathcal{R}(T) := \{ g \mid \exists f : (f, g) \in T \}
\]

for the domain and range of \( T \). As our operators \( T \) are in general single valued, we write \( Tf := g \) if \( (f, g) \in T \). If we say that \( T \) is linear, it is understood that the domain is a linear space on which \( T \) acts linearly.

Next consider a locally convex space \( (E, \tau_E) \) and a vector space \( F \) that is equipped a partial order \( \leq \) and positive cone \( F_+ := \{ g \in F \mid g \geq 0 \} \). Let \( \Phi \subseteq E \times F \) be a linear operator.

**Definition 2.2.** Set \( \mathcal{F}_{\tau_E} := \{ f \in E \cap \mathcal{D}(\Phi) \mid \Phi f \geq 0 \} \) and set \( \mathcal{F}_+ = \overline{\mathcal{F}_{\tau_E}} \) (the \( \tau_E \)-closure). We say that \( f \) is ‘positive’ (non-negative) if \( f \in \mathcal{F}_+ \). If \( (E, \tau) = (C_b(\mathcal{X}), \beta) \), we say that \( \Phi \) generates the stochastic order corresponding to \( \mathcal{F}_+ \).

**Remark 2.3.** If \( E \) itself is also equipped with a natural order \( \preceq \), we will denote the cone generated by this order by \( E_+ \). It is then good to note that \( E_+ \) and \( \mathcal{F}_+ \), the cone induced by \( \Phi \) and \( F_+ \), are not necessarily the same. This happens for example if \( E = C_b(\mathbb{R}) = F \) and \( f \leq g \) if \( f(x) \leq g(x) \) for all \( x \in \mathbb{R} \). If \( \Phi : C_b^1(\mathbb{R}) \rightarrow C_b(\mathbb{R}) \) is given by \( \Phi f(x) = f'(x) \), then \( E_+ \) consists of the positive functions, whereas \( \mathcal{F}_+ \subseteq E \) consists of the non-decreasing functions.

Next, we turn to the definition of Feller processes. To do so, we first introduce a suitable notion of an operator semigroup on a locally convex space.

**Definition 2.4.** A family of continuous operators \( \{S(t)\}_{t \geq 0} \) on a locally convex space \( E \), i.e. \( S(t) : E \rightarrow E \) is called a strongly continuous locally equi-continuous (SCLE) semigroup if

(a) \( S(t)S(r) = S(t + r) \),
(b) the family is strongly continuous: the map $t \mapsto S(t)x$ is continuous for each $x \in E$, 

c) the family is locally equi-continuous: for each $T > 0$, the family $\{S(t)\}_{t \leq T}$ 
is equi-continuous.

In Appendix B on page 44 we also define dissipativity, the range condition and 
extensions of operators and introduce further related concepts.

We can now introduce our notion of a Feller process.

Definition 2.5. A process $\eta$ on the Skorokhod space $D_X(\mathbb{R}^+)$ is a Markov 
process with respect to its natural filtration $\mathcal{F}_t := \sigma(\eta(s) \mid s \leq t)$ if 
\[ \mathbb{E}[\eta(t) \mid \mathcal{F}_s] = \mathbb{E}[\eta(t) \mid \eta(s)] . \]

We say that $\eta$ is a Feller process if it is Markov and if the semigroup of conditional expectations 
\[ S(t)f(x) := \mathbb{E}[f(\eta(t)) \mid \eta(0) = x] \]
is a SCLE semigroup for the strict topology on $C_b(\mathcal{X})$.

Feller processes are usually defined on locally compact spaces, where the defining 
property is that the transition semigroup is strongly continuous for the supremum norm on the space of functions that vanish at infinity. In Appendix C.4, 
we show that the both definitions coincide in this particular setting showing that the 
above definition is a reasonable extension to the setting of Polish spaces. In 
addition, in Section C.3, we show that solutions to well-posed martingale prob-
lems yield Feller processes, further extending the credibility of the definition 
above.

To use functional analytic techniques, we need assumptions on our locally convex 
spaces $E$ and $F$ and on the orders defined on them. We introduce terminology 
that connects orders and topology, and additionally introduce a class of locally 
convex spaces that share some of the properties of Banach spaces.

The strict topology $\beta$ on $C_b(\mathcal{X})$ for a Polish space $\mathcal{X}$ and the point-wise order $\leq$ 
satisfy all conditions that we will introduce below.

Definition 2.6. We say that $(F, \leq)$ is a Riesz space if the suprema and infima 
of any finite collection of elements in $F$ exists.

A subset $A \subseteq F$ is solid if $|f| \leq |g|$ and $g \in A$ implies that $f \in A$. $(F, \tau_E, \leq)$ is a 
locally convex-solid space if $(F, \leq)$ is a Riesz space and if $(F, \tau_E)$ is a topological 
vector space which has a basis of closed, convex and solid neighbourhoods of $0$.

See Appendix A for a slightly extended discussion on Riesz spaces and locally 
convex-solid spaces, or see Section 6 in [AB78]. The next definition and its use 
for semigroup theory is discussed in Appendix B.

Definition 2.7. A locally convex space $(E, \tau_E)$ also equipped with a norm $\| \cdot \|_E$, 
denoted by $(E, \tau_E, \| \cdot \|_E)$ satisfies Condition $C$ if 

(a) $\tau_E$ is weaker than the norm topology.
(b) Both topologies have the same bounded sets.

(c) \((E, \tau_E)\) is sequentially complete.

(d) \(\mathcal{N}\) is countably convex: for any sequence \(p_n\) of \(\tau_E\) continuous semi-norms satisfying \(p_n(\cdot) \leq \|\cdot\|_E\) and \(\alpha_n \geq 0\) such that \(\sum_n \alpha_n = 1\), we have that \(p(\cdot) := \sum_n \alpha_n p_n(\cdot)\) is \(\tau_E\) continuous.

It should be noted that any Banach space satisfies Condition \(C\).

Our main results naturally fall into two classes, we start with the propagation of monotonicity, which will be followed by results on the propagation of order in Section 2.4.

2.2 Stochastic monotonicity

Our main result establishes conditions that suffice to show that a space of functions \(F_+\) is preserved under the evolution of a semigroup \(\{S(t)\}_{t \geq 0}\). We refer to this property as monotonicity of \(\{S(t)\}_{t \geq 0}\) (with respect to \(F_+\)) or stochastic monotonicity when referring to a semigroup of expectation operators. It implies that the corresponding Markov process \(X\) is a \(F_+\)-monotone process in the sense of [Mas87].

The setting is summarized in the following assumption.

**Assumption 2.8.** Let \((E, \tau_E)\) and \((F, \tau_F)\) be locally convex spaces, which are additionally equipped with norms \(\|\cdot\|_E, \|\cdot\|_F\) so that \((E, \tau_E, \|\cdot\|_E), (F, \tau_F, \|\cdot\|_F)\) satisfy Condition \(C\). Additionally, suppose that \(F\) is equipped with a partial order \(\leq\). The following is given:

(a) A locally convex-solid space \((F, \tau, \leq)\).

(b) A linear semigroup \(\{S(t)\}_{t \geq 0}\), SCLE for \(\tau_E\) with linear generator \(A \subseteq E \times E\). The resolvents \(R(\lambda, A)\) are well-defined as \(R(\lambda, A) := (1 - \lambda A)^{-1}\) for all \(\lambda > 0\).

(c) A linear operator \(\Phi \subseteq E \times F\) and the cones \(F_{+0} \subseteq E\) and \(F_+ \subseteq E\) generated by \(\Phi\).

(d) A linear operator \(B \subseteq F \times F\) such that for each \(\lambda > 0\) the resolvent \(R(\lambda, B) := (1 - \lambda B)^{-1}\) is well-defined as a positive continuous linear operator.

**Theorem 2.9.** Let Assumption 2.8 be satisfied. In addition to \(A\) and \(B\), suppose there is a third positive and \(\tau_F\) continuous linear operator \(C: F \rightarrow F\). Let \(\mathcal{D}\) be a set such that \(\mathcal{D} \subseteq \mathcal{D}(B\Phi) \cap \mathcal{D}(C\Phi) \cap \mathcal{D}(\Phi A)\) and suppose

(a) for all \(f \in \mathcal{D}\) we have \(\Phi A f = B\Phi f + C\Phi f\),

(b) \(\mathcal{D} \cap F_{+,0}\) is \(\tau_E\) dense in \(F_{+,0}\),

(c) for sufficiently small \(\lambda > 0\), we have \(R(\lambda, A)\mathcal{D} \subseteq \mathcal{D}\).

Then for all \(t \geq 0\), we have: if \(g \in F_+\), then \(S(t)g \in F_+\).
Remark 2.10. Condition (a) is the main condition of interest, whereas (b) and (c) are of technical nature. In Section 6 we will prove a slightly more general result that allows for non-continuous $C$ and variations in the conditions (b) and (c). It is sometimes convenient to rephrase condition (a) in terms of the graphs of the operators:

(a') For all $(f, g) \in A$ with $f \in D$, we have $(\Phi f, \Phi g) \in B + C$.

Remark 2.11. We will introduce a method that can be used to verify condition (b) in Section 2.5 below.

Remark 2.12. We remark that condition (c) is satisfied in a range of well known examples. Consider for example the setting that $(E, \tau_E) = (C_b(\mathbb{R}^d), \beta)$ and where the operator $A$ is a diffusion operator having a smooth drift function and smooth diffusion matrix. If the space $D$ contains all smooth bounded functions then it follows from general theory that $R(\lambda, A)D \subseteq D$.

Before proceeding, we introduce one example that can be kept in mind and which illustrates difficulties that appear when dealing with the domains of $A, B, C$ and $\Phi$.

Example 2.13. Consider on $\mathcal{X} = [0, 1]$ the operator

$$\tilde{A}f(x) = \frac{1}{2}f''(x) + b(x)f'(x),$$

where $b$ is a function that is smooth on a neighbourhood of $[0, 1]$ in $\mathbb{R}$ and $b(l) \geq 0$ and $b(r) \leq 0$. As both boundaries of $[0, 1]$ are regular, we can impose various kinds of boundary conditions on $\tilde{A}$ to obtain an operator $A$ that generates a diffusion process.

Suppose we consider the convex order induced by $\Phi(f) = f''$. Calculating $\Phi\tilde{A}f$ for a four times continuously differentiable function $f$ yields

$$\Phi\tilde{A}f(x) = \frac{1}{2}f^{(4)}(x) + b(x)f^{(3)}(x) + 2b'(x)f''(x) + b''(x)f'(x).$$

In context of Theorem 2.9 this suggests to impose the condition $b'' = 0$ and for $B$ to use a subset of

$$\tilde{B}f(x) = \frac{1}{2}f''(x) + b(x)f'(x) + 2b'(x)f(x),$$

i.e. a diffusion operator with killing, and $C = 0$.

The major issue for the application of Theorem 2.9 here, in contrast to the diffusion setting on $\mathbb{R}^d$, as in e.g. [HP91], is that it is not obvious that there exist $A, B, C$ such that there is a sufficiently rich set $D \subseteq D(\Phi A) \cap D(\Phi B) \cap D(\Phi C)$. In other words, we need to find $A, B, C$ such that $\Phi$ maps the domain of an operator $A$ into that of operators $B, C$.

Feller boundary conditions for $\tilde{A}$ include conditions on $f(0), f'(0), f''(0)$ and $f(1), f'(1), f''(1)$. As $\Phi f = f''$, we restrict ourselves to the setting where

$$D(A) := \{ f \in C^2[0, 1] \mid f''(0) = f''(1) = 0 \}.$$
which, in more familiar terms can be expressed as
\[ D(A) := \{ f \in C^2[0,1] \mid Af(0) = b(0)f'(0), Af(1) = b(1)f'(1) \}, \]
which is the generator of Brownian motion with sticky or absorbing boundary conditions because \( b(l) \geq 0 \) and \( b(r) \leq 0 \), see Remark 3.9 below.

We are then in the setting of our theorem with \( B \) a subset of \( \tilde{B} \) with Dirichlet boundary conditions:
\[ D(B) := \{ f \in C^2[0,1] \mid f(0) = f(1) = 0 \}. \]
It then follows that
\[ D := D(A) \cap C^4[0,1] \subseteq D(\Phi A) \cap D(B\Phi) \cap D(C\Phi) \] on which \( \Phi A = B\Phi + C\Phi \). In addition, this domain is sufficiently large to also prove (b) and (c) of Theorem 2.9. We consider variants of this example in Section 3.

To obtain results also in the setting where the above method does not immediately apply, e.g. in the case when the drift function is not smooth, we also consider an approximation result, comparable with Proposition 5.1 in [HP91].

Because \( F_+ \) is closed, the property that the set \( F_+ \) gets mapped into itself is stable under the convergence of semigroups.

**Lemma 2.14.** Let Assumption 2.8 be satisfied. Suppose that we have a sequence of SCLE semigroups \( \{ S_n(t) \} \) for all \( t \geq 0 \) such that

(a) \( S_n(t)f \to S(t)f \) for all \( t \geq 0 \) and \( f \in E \),
(b) \( S_n(t)F_+ \subseteq F_+ \).

Then we have that \( S(t)F_+ \subseteq F_+ \) for all \( t \geq 0 \).

**Proof.** Pick \( f \in F_+ \) and \( t \geq 0 \). For all \( n \geq 1 \), we have by (b) that \( S_n(t)f \in F_+ \). Because \( F_+ \) is closed for \( \tau_E \) topology, it follows by (a) that \( S(t)f \in F_+ \).

**Remark 2.15.** In the setting \((E, \tau_E) = (C_b(X), \beta)\) for a Polish space \( X \) convergence of semigroups in the strict topology can be established via the martingale problem method, see e.g. [SV79], and its connection to the strict topology, c.f. Appendix C. Analogously, one can proceed via Trotter-Kato approximation type theorems, see for example Theorem 1.6.9 in [EK86].

The lemma and our main theorem give the following immediate corollary. It is particularly useful in a setting where the verification of (c) of Theorem 2.9 poses difficulties.

**Corollary 2.16.** Suppose we have semigroups \( \{ S_n(t) \} \) with generators \( A_n \subseteq E \times E \) for \( n \geq 1 \) such that there are operators \( B_n \subseteq F \times F \), \( C_n \subseteq F \times F \) that satisfy the conditions of Theorem 2.9. Suppose additionally that \( S_n(t)S(t) \to S(t)f \) for all \( t \geq 0 \) and \( f \in E \).

Then for \( g \in F_+ \) also \( S(t)g \in F_+ \) for all \( t \geq 0 \).

**Remark 2.17.** We do not focus on necessary conditions in this paper, but note that an argument used by [HP91] to obtain necessary conditions for monotonicity for diffusion semigroups generalizes to some extend. Assume that \( F \) is of
the form $F = C_b(Y, \mathbb{R}^n)$. Their argument applies if $Φ$ is a spatial derivative operator which commutes with taking the time derivative in $\frac{∂}{∂t}S(t)f = Af$. If for $y ∈ Y$, $f ∈ D$

$$
(ΦAf)(y) = \lim_{t → 0} \frac{(ΦS_t f - Φf)(y)}{t}
$$
holds, then monotonicity, i.e. $\{S(t)\}_{t ≥ 0}$ preserves $F_+$, implies

$$(Φf)(y) = 0 \implies (ΦAf)(y) ≥ 0
$$
for $f ∈ D ∩ F_+$. At least in the context of [HP91] this equation applied to skillfully chosen test functions together with our main theorem completely characterises monotone diffusions with smooth coefficients.

### 2.3 A lower bound for monotone semigroups

Next, we turn our attention back to the point raised in the introduction, namely when $ΦA - BΦ ≥ 0$ implies the stronger claim $ΦS(t)f ≥ e^{Bt}Φf$. With minimal additional assumptions, we can derive such a strengthening of Theorem 2.9 almost as a corollary.

Let $Υ : E × F → F^2$ with domain $D(Υ) := D(Φ) × F$ be given in matrix form

$$(2.1)
$$
by

$$
Υ = \begin{pmatrix}
Φ & -1 \\
0 & 1 
\end{pmatrix}
$$

The cone $G_{+, 0}$ generated by $Υ$ is given by pairs of functions $(f, h) ∈ D(Υ)$ that satisfy $Φf ≥ h ≥ 0$ in $F$.

In addition to the assumption that we have a SCLE semigroup $\{S(t)\}_{t ≥ 0}$ on the space $E$ with generator $A$, we now also assume that there is a positive SCLE semigroup $\{T(t)\}_{t ≥ 0}$ on $F$ with generator $B$. It follows that the product semigroup $S(t) = S(t) × T(t)$ is SCLE on the cartesian product $E × F$.

If we assume that $ΦAf = (B + C)Φf$, then we obtain

$$
Υ \begin{pmatrix}
A & 0 \\
0 & B 
\end{pmatrix} \begin{pmatrix}
f \\
h 
\end{pmatrix} = \begin{pmatrix}
B & 0 \\
0 & B 
\end{pmatrix} Υ \begin{pmatrix}
f \\
h 
\end{pmatrix} + \begin{pmatrix}
C & 0 \\
0 & 0 
\end{pmatrix} Υ \begin{pmatrix}
f \\
h 
\end{pmatrix},
$$
which puts us effectively in the situation of Theorem 2.9 as the operator $B$ is resolvent positive and $C$ is positive.

**Remark 2.18.** Note that if $F$ is locally solid and satisfies Condition C of Definition 2.7 in Appendix B then the statements that $B$ is resolvent positive and that $\{T(t)\}_{t ≥ 0}$ is positive are equivalent.

Imposing analogues of Assumptions (b) and (c) of Theorem 2.9 on the domain of the operator $B$ suffices to establish a commutation result for the semigroups, effectively bootstrapping Theorem 2.9 to strengthen itself.

**Theorem 2.19.** Consider a positive SCLE semigroup $\{S(t)\}_{t ≥ 0}$ on the space $(E, τ_E, \|·\|_E)$ with generator $A$ and let Assumption 2.8 be satisfied.

Additionally, suppose that $B$ is the generator of a positive SCLE semigroup $\{T(t)\}_{t ≥ 0}$ on $F$. Let $D^∗ ⊆ F$ be such that $ΦD ⊆ D^∗ ⊆ D(B) ∩ D(C)$. Suppose that
(a) the conditions of Theorem 2.9 are satisfied,
(b) \((D \times D^*) \cap \mathcal{G}_{+0} \) is \(\tau_E \times \tau_F\) dense in \(\mathcal{G}_{+0}\),
(c) for sufficiently small \(\lambda > 0\), we have \(R(\lambda,B)D^* \subseteq D^*\).

Then we have for all \(t \geq 0\) that \((S(t) \times T(t))\mathcal{G}_+ \subseteq \mathcal{G}_+\). In particular, if \(f \in \mathcal{F}_{+0}\) and \(S(t)f \in \mathcal{F}_{+0}\), then we have \(\Phi S(t)f \geq T(t)\Phi f \geq 0\).

2.4 Preservation of order and the comparison of two semigroups

We proceed with our results on the preservation of orderedness. Consider two processes \(\eta^{(1)}(t), \eta^{(2)}(t)\) on some space \(\mathcal{X}\) with generators \(A^{(1)}, A^{(2)}\) on \((E, \tau_E) := (C_0(\mathcal{X}), \beta)\) and an integral stochastic order \(\preceq\) generated by some operator \(\Phi\) with cone \(\mathcal{F}_+\).

Our goal is to obtain conditions under which \(\eta^{(1)}(0) \leq \eta^{(2)}(0)\) implies \(\eta^{(1)}(t) \preceq \eta^{(2)}(t)\) for all \(t \geq 0\). To motivate the main theorem of this section, we first start by a well-known method, using a third auxiliary process \(\eta(t)\) with generator \(A\), of which the semigroup \(\{S(t)\}_{t \geq 0}\) preserves monotonicity. Suppose that

(a) \(S(t)\mathcal{F}_+ \subseteq \mathcal{F}_+\) for all \(t \geq 0\),
(b) and \((A^{(1)} - A)f \leq 0\) and \((A^{(2)} - A)f \geq 0\) for all \(f \in \mathcal{F}_+ \cap \mathcal{D}(A^{(1)}) \cap \mathcal{D}(A^{(2)})\).

We then obtain for \(f \in \mathcal{F}_+ \cap \mathcal{D}(A) \cap \mathcal{D}(A^{(1)}) \cap \mathcal{D}(A^{(2)})\) for \(r \geq 0\), that

\[
S^{(2)}(t)f - S^{(1)}(t)f = \left(S^{(2)}(t)f - S(t)f\right) + \left(S(t)f - S^{(1)}(t)f\right)
= \int_0^t \left(S^{(2)}(t-r)\left(A^{(2)} - A\right)S(r)f\right.
\left. - S^{(1)}(t-r)\left(A^{(1)} - A\right)S(r)f\right) dr \geq 0.
\]

This establishes the preservation of order for \(\eta^{(1)}\) and \(\eta^{(2)}\) started jointly at a fixed point \(x = \eta^{(1)}(0) = \eta^{(2)}\). Some more work would allow to also vary the starting point, cf. Corollary 2.23 below.

Note that if our optimistic assumption is satisfied, this argument can be made rigorous by interpreting this integral as a Riemann integral for the strict topology. We give an alternative method to obtain the positivity of \(S^{(2)}(t)f - S^{(1)}(t)f\) by exploiting a deeper connection to Theorem 2.9, which additionally also removes the issues regarding the assumptions on \(S(t)f\).

Remark 2.20. As the result below obtains its strength from the resolvent formalism of Section 2.2, it is restricted to time-homogeneous Markov processes, whereas the sketched integral methods can be extended to time-inhomogeneous Markov processes, see [RSW16] for the context of \(C_0\)-evolution systems in Banach spaces.
Similar to the integral method above, our last theorem will consider a semigroup in the middle. The direct comparison, however, is replaced by the use of Theorem 2.9.

Let \( i \in \{1, 2\} \). Let \( \{S^{(i)}(t)\}_{t \geq 0} \) and \( \{S(t)\}_{t \geq 0} \) be SCLE semigroups on \((C_b(X), \beta)\) with generators \( A^{(i)} \) and \( A \). We will assume that

(a) the operator \( A \) satisfies \( \Phi A = B\Phi + C\Phi \) as in Theorem 2.9,

(b) there is a positive continuous operator \( C \subseteq F \times E \) and a constant \( i \in \{1, 2\} \) such that \( (A^{(i)} - A)f = (-1)^i C^{(i)} \Phi f \).

Arguing in the spirit of Section 2.3, we define \( \Upsilon \subseteq E^2 \times (F \times E) \), \( D(\Upsilon) = D(\Phi)^2 \) by \( \Upsilon(f, h) = (\Phi f, (-1)^i(h - f)) \). We see that

\[
\Upsilon \begin{pmatrix} A & 0 \\ 0 & A^{(i)} \end{pmatrix} \begin{pmatrix} f \\ h \end{pmatrix} = \Upsilon \begin{pmatrix} B & 0 \\ 0 & A^{(i)} \end{pmatrix} f + \begin{pmatrix} C \\ C^{(i)} \end{pmatrix} \begin{pmatrix} f \\ h \end{pmatrix} =: C
\]

where \( B \) is resolvent positive and \( C \) is positive, which puts us back in the setting of \( \Phi A = B\Phi + C\Phi \) but in a higher dimensional space. We can similarly extend our semigroup and generating cones. In particular, we see that \( \Upsilon \) generates the cone

\[
\mathcal{H}_{+}^{(i)} := \{(f, h) \in E^2 | f \in \mathcal{F}_{+}, \ (-1)^i f \leq (-1)^i h \}.
\]

Let \( \mathcal{H}_{+}^{(i)} \) be the closure of \( \mathcal{H}_{+}^{(i)} \) and set \( \{S(t)\}_{t \geq 0} = \{(S(t), S^{(i)}(t))\}_{t \geq 0} \). Note that \( (f, f) \in \mathcal{H}_{+}^{(i)} \) if \( f \in \mathcal{F}_{+} \). If the conditions for Theorem 2.9 are satisfied for the semigroup \( \{S(t)\}_{t \geq 0} \) and additionally, the semigroup \( \{S^{(i)}(t)\}_{t \geq 0} \) is positive for \( F_{+} \), then the only difficulty in the application of Theorem 2.9 for the coupled semigroup is the verification of Condition (b). This is the result of the following theorem.

**Theorem 2.21.** Fix \( i \in \{1, 2\} \). Consider two SCLE positive semigroups \( \{S(t)\}_{t \geq 0} \) and \( \{S^{(i)}(t)\}_{t \geq 0} \) on the space \( (E, \tau_E) = (C_b(X), \beta) \) with generators \( A \) and \( A^{(i)} \). Let Assumption 2.8 be satisfied for \( A \). In addition to \( A, A^{(i)} \) and \( B \), suppose there are operators \( C \subseteq F \times F, C^{(i)} \subseteq F \times E \) that are positive and continuous. Let \( D \subseteq D(\Phi) \cap D(C\Phi) \cap D(\Phi A) \) and \( D^* \subseteq E \) a linear space \( D \subseteq D^* \subseteq D(A^{(i)}) \cap D(\Phi) \). Suppose that for all \( f \in D \) we have

(a) \( \Phi Af = (B + C)\Phi f, \quad (A^{(i)} - A)f = (-1)^i C^{(i)} \Phi f \). \((2.2)\)

Suppose finally that

(b) \( (D \times D^*) \cap \mathcal{H}_{+}^{(i)} \) is strictly dense in \( \mathcal{H}_{+}^{(i)} \),

(c) \( R(\lambda, A) (D \times D^*) \subseteq D \times D^* \).

Then, for all \( t \geq 0 \) and \( (f, h) \in \mathcal{H}_{+}^{(i)} \), we have \( (S(t)f, S^{(i)}(t)h) \in \mathcal{H}_{+}^{(i)} \). In particular, if \( f \in \mathcal{F}_{+} \) and \( t \geq 0 \), then \( (-1)^i S(t)f \leq (-1)^i S^{(i)}(t)f \).
Remark 2.22. Note that one of the conditions of Theorem 2.21 is that there is a sufficiently large intersection of the domains of $\mathcal{D}(A)$ and $\mathcal{D}(A^{(i)})$. This implies that we need to assume the same boundary conditions for both operators. We are unsure if this condition is essential.

The main application of this result is the following important corollary that establishes the preservation of stochastic order under the evolution of two Markov processes.

Corollary 2.23. Let $\{\eta^{(1)}(t)\}_{t \geq 0}$ and $\{\eta^{(2)}(t)\}_{t \geq 0}$ be Feller processes on $E$ with semigroups $\{S^{(1)}(t)\}_{t \geq 0}$ and $\{S^{(2)}(t)\}_{t \geq 0}$. Suppose we can find a third semigroup $\{S(t)\}_{t \geq 0}$ so that all conditions for Theorem 2.21 are satisfied for the two couples of semigroups $(a) S^{(1)}$ and $i = 1$, i.e. $(A^{(1)} - A)f = -C^{(1)}\Phi f$ for a positive continuous operator $C^{(1)} \subseteq E \times F$, $(b) S^{(2)}$ and $i = 2$, i.e. $(A^{(2)} - A)f = C^{(2)}\Phi f$ for a positive continuous operator $C^{(2)} \subseteq E \times F$.

If $\eta^{(1)}(0) \prec \eta^{(2)}(0)$, then $\eta^{(1)}(t) \prec \eta^{(2)}(t)$ for all $t \geq 0$.

Remark 2.24. Note that the domain of $\Upsilon$ was taken to be $D(\Phi)^2$, whereas $D(\Phi) \times E$ would have sufficed. We restrict ourselves to this setting as it implies the result that we would like to obtain (i.e. for $f \in \mathcal{F}_+$, we have $(f, f) \in \mathcal{H}^{(+)}_{\Phi}$), while making the verification of condition (b) of Theorem 2.21 via Proposition 2.29 below slightly easier.

By straightforward approximation arguments the result of the theorem can be extended for an extended domain of $\Upsilon$.

2.5 Approximation operators

For condition (b) of Theorems 2.9, Theorem 2.19 and Theorem 2.21, we need to find sequences or nets of functions in the domain $\mathcal{D}$ intersected with $\mathcal{F}_+,\mathcal{F}$ that approximate any function in $\mathcal{F}_+,\mathcal{F}$ that approximate any function in $\mathcal{F}_+,\mathcal{F}$. Consider the following setting.

Assumption 2.25. Let $(E, \tau_E)$ and $(F, \tau_F)$ be locally convex spaces, which are additionally equipped with norms $\|\cdot\|_E, \|\cdot\|_F$ so that $(E, \tau_E, \|\cdot\|_E), (F, \tau_F, \|\cdot\|_F)$, satisfy Condition C. Additionally, suppose that $F$ is equipped with a partial order $\leq$.

Let $\Phi \subseteq E \times F$ and set $\mathcal{F}_+,\mathcal{F} := \{f \in E \cap \mathcal{D}(\Phi) \mid \Phi f \geq 0\}$. Finally, let $\mathcal{D}$ be a subspace of $E$.

Definition 2.26. Let Assumption 2.25 be satisfied. A family of linear operators $T_n: E \to E$, $n \geq 1$ is a family of approximation operators for $(\Phi, \mathcal{F}_+,\mathcal{F})$ if

(a) $T_n\mathcal{F}_+,\mathcal{F} \subseteq \mathcal{F}_+,\mathcal{F}$ for all $n$,
(b) $T_n\mathcal{D}(\Phi) \subseteq \mathcal{D}$ for all $n$,
(c) the family $\{T_n\}_{n \geq 1}$ is (strictly) strongly continuous: for all $f \in E$, we have that $T_nf \to f$ for the strict topology.
We say that the family \( \{ T_n \} \) is continuous if 
(d) for each \( n \) the operator \( T_n \) is strictly continuous.

Finally, we say that the family \( T_n \) is positive if 
(e) \( f \leq g \) implies that \( T_n f \leq T_n g \) for all \( n \).

The next two results can be used to establish condition (b) of the three Theorems 2.9, 2.19 and 2.21.

**Proposition 2.27.** Let Assumption 2.25 be satisfied. Let \( \{ T_n \} \) be approximation operators for \( (\Phi, F_{+0}, D) \), then \( D \cap F_{+0} \) is strictly dense in \( F_{+0} \).

**Corollary 2.28.** Let \( D^* \subseteq F \) be such that \( \Phi D \subseteq D^* \) and \( \Upsilon \) and \( G_{+0} \) as in Theorem 2.19. Let \( \{ T_n \} \) be approximation operators for \( (\Phi, F_{+0}, D) \) and \( \{ T'_n \} \) be approximation operators for \( (1, F_{+0}, D^*) \) such that for \( (f, h) \in D(\Upsilon) \)

\[
\text{if } \Phi f \geq h \geq 0 \text{ then } \Phi T_n f \geq T'_n h \geq 0. \tag{2.3}
\]

Then \( \{ T_n \} \) with \( T_n = (T_n, T'_n) \) are approximation operators for \( (\Upsilon, G_{+0}, D \times D^*) \).

**Proposition 2.29.** Let Assumption 2.25 be satisfied. Let \( \{ T_n \} \) be a positive continuous family of approximation operators for \( (\Phi, F_{+0}, D) \). Let \( i \in \{ 1, 2 \} \). Consider the cone

\[
H^{(i)}_{+0} := \{ (f, h) \in E^2 \mid f, h \in D(\Phi), \Phi f \geq 0, (-1)^i f \leq (-1)^i h \}.
\]

Then \( D^2 \cap H^{(i)}_{+0} \) is strictly dense in \( H^{(i)}_{+0} \).

The proofs of the results in this section can be found in Section 6.

3 One dimensional diffusion processes with Feller boundary conditions

A main new application of our results extend on Example 2.13. We will consider diffusion processes on subintervals of \( \mathbb{R} \) that have at least one boundary point. Before studying stochastic order properties of these diffusion processes, we start with a short discussion on boundary conditions in Section 3.1 and convenient regularity conditions in Section 3.2.

Afterwards, in Sections 3.3, 3.4 and 3.5, we will study the increasing, convex, and the increasing convex order, induced by the operators \( f \mapsto f' \), \( f \mapsto f'' \) and \( f \mapsto (f', f'') \). In the proofs of the main results in these sections we use several classes of approximation operators. We post-pone their analysis to Section 3.6.

3.1 Boundary conditions

For one-dimensional diffusion processes we consider operators that are appropriate subsets of

\[
\tilde{L} f(x) = \frac{1}{2} a(x) f''(x) + b(x) f'(x) - c(x) f(x), \tag{3.1}
\]
where \(a, b, c\) are continuous on an open interval \(I \subseteq \mathbb{R}\) and \(c \geq 0\). In particular, if considering intervals with a boundary, we need to specify what happens if a process is at the boundary. These boundary conditions need to be consistent with whether or not the process can enter or exit at the boundary point. These issues are best addressed in terms of the speed and scale and killing measure.

**Definition 3.1.** Fix some element \(z \in I\), which serves as a base point for integration but otherwise serves no significant role. First define

\[
\Lambda(x) = \int_z^x \frac{2b(y)}{a(y)} dy,
\]

and define the scale measure \(s\), speed measure \(m\) and killing measure \(k\) on \(I\) by

\[
s(x) = \int_z^x e^{-\Lambda(y)} dy, \quad m(x) = \int_z^x \frac{2e^{\Lambda(y)}}{a(y)} dy, \quad k(x) = \int_z^x \frac{2c(y)e^{\Lambda(y)}}{a(y)} dy.
\]

Note that \(s, m, k\) defined here are functions. The associated measures are given on intervals by

\[
s((a, b)) = s(b) - s(a), \quad m((a, b)) = m(b) - m(a), \quad k((a, b)) = k(b) - k(a).
\]

Note that in our setting the measures \(s, m, k\) are absolutely continuous on \(I\) with respect to the Lebesgue measure with densities

\[
\frac{ds}{dx}(x) = e^{-\Lambda(x)}, \quad \frac{dm}{dx}(x) = \frac{2e^{\Lambda(x)}}{a(x)}, \quad \frac{dk}{dx}(x) = \frac{2c(x)e^{\Lambda(x)}}{a(x)}.
\]

The behaviour of a diffusion process can now be studied in terms of \(s\) and \(m\). In particular, if \(X(t)\) is the diffusion process we are considering, \(t \mapsto s(X(t))\) is a local martingale. The density \(\frac{dm}{dx}\) determines how much time the process spends at a location \(x\), whereas \(\frac{dk}{dx}\) determines the killing rate.

If \(c = 0\) the diffusion is conservative on \(I\) and we find that

\[
\tilde{L}f(x) = \frac{1}{2} a(x)f''(x) + b(x)f'(x) = \frac{d}{ds(x)}f(x).
\]

In addition, \(s, m\) and \(k\) determine whether the process can reach, or leave, a boundary. To be specific, define the auxiliary functions

\[
u(x) = \int_{(z,x)} (m((z,y)) + k((z,y))) s(dy), \quad v(x) = \int_{(z,x)} s((z,y))(m(dy) + k(dy)),
\]

where the convention \((x, y) = \{z: \min(x,y) < z < \max(x,y)\}\) allows a compact treatment of right and left endpoints.

**Definition 3.2.** Let \(I\) be an open interval with boundary points \(\partial I = \{l, r\}\), \(l < r\) in \(\mathbb{R} \cup \{-\infty\} \cup \{\infty\}\). A boundary point \(e \in \{l, r\}\) is called

(a) **exit** if \(u(e) < \infty\),

(b) **entrance** if \(v(e) < \infty\),
(c) **regular** or **non-singular** if it is both exit and entrance,

(d) **natural** if it is neither exit nor entrance.

The space on which we define our diffusion process depends on the boundary behaviour of the diffusion process.

**Assumption 3.3.** Consider \( \hat{L} \) as in (3.1) defined on the open interval \( I \) with boundary \( \partial I \subseteq \mathbb{R} \cup \{-\infty\} \cup \{\infty\} \). Then our space \( \mathcal{X} \) satisfies \( I \subseteq \mathcal{X} \subseteq \overline{I} \) and for any boundary point \( e \in \partial I \) we have

(a) either \( e \) is regular, and then \( e \in \mathcal{X} \),

(b) or \( e \) is natural, and then \( e \notin \mathcal{X} \).

Note that the measures \( m \) and \( k \) are only specified on \( I \). We extend them by allowing mass at the boundary points \( \partial I \).

We recall the following partial result from [BS02, p. II.1.7.] combining several results taken from a number of sources, using the notation

\[
\frac{df}{ds}(l+) = \lim_{x \uparrow l} \frac{df}{ds}(x), \quad \frac{df}{ds}(r-) = \lim_{x \downarrow r} \frac{df}{ds}(x).
\]

**Theorem 3.4.** 1. Consider the operator \( \hat{L} \) on an interval \( I \) with extension \( X \) satisfying Assumption 3.3. Let \( L \subseteq \hat{L} \) be the graph of functions \( (f, g) \in C_b(X) \times C_b(X) \) such that \( \frac{df}{ds} \) exists and

\[
\int_a^b g(x)m(dx) = \frac{df}{ds}(b) - \frac{df}{ds}(a) - \int_a^b f(x)k(dx) \tag{3.2}
\]

for all \( a < b \) in \( I \).

2. In addition suppose for the boundaries \( e \in \{l, r\} \)

(a) If \( e \) is regular, then we have one of the four options (a1), (a2) or (a3) or (a4) with \( \gamma_e \in (0, \infty) \):

\[
\begin{align*}
(a1) \quad g(l)m(\{l\}) &= \frac{df}{ds}(l+) - f(l)k(\{l\}), \quad \text{if } m(\{l\}) < \infty, k(\{l\}) < \infty, \\
\text{respective} \quad g(r)m(\{r\}) &= -\frac{df}{ds}(r-) - f(r)k(\{r\}), \quad \text{if } m(\{r\}) < \infty, k(\{r\}) < \infty,
\end{align*}
\]

\[
(a2) \quad g(e) = 0, \quad \text{if } m(\{e\}) = \infty, k(\{e\}) < \infty,
\]

\[
(a3) \quad f(e) = 0, \quad \text{if } m(\{e\}) < \infty, k(\{e\}) = \infty,
\]

\[
(a4) \quad g(e) = -\gamma_e f(e), \quad \text{if } m(\{e\}) = \infty, k(\{e\}) = \infty.
\]

(b) If \( e \) is natural: no additional conditions.

Then \( L \) is the strict generator of a Feller process with the stated boundary conditions.

Condition (a1) is referred to as sticky if \( m(\{e\}) > 0 \) and \( k\{e\} = 0 \), reflecting if \( m(\{e\}) = 0 \) and \( k\{e\} = 0 \) and elastic if \( m(\{e\}) = 0 \) and \( k\{e\} > 0 \). Condition (a2) is referred to as absorbing, condition (a3) is referred to as killing and condition (a4) is called a trap.
3.2 A regular class of operators

We will treat one set of examples exhaustively.

Condition 3.5. Consider the operator

$$\tilde{L}f(x) = \frac{1}{2}a(x)f''(x) + b(x)f'(x) - c(x)f(x), \quad x \in \mathcal{X}.$$ 

with $$\mathcal{D}(\tilde{L}) = \{f \in C^2_b(\mathcal{X}), \tilde{L}f \in C_b(\mathcal{X})\}$$. Suppose that $$a, b, c$$ satisfy the following three conditions:

(a) Suppose that $$a, b, c$$ are twice continuously differentiable.
(b) There is a constant $$\pi > 0$$ such that for all $$x \in \mathcal{X}$$: $$0 < a(x) \leq \pi < \infty$$.
(c) There are constants $$\beta, \tau$$ such that for all $$x \in \mathcal{X}$$: $$|b(x)| \leq \beta(1 + |x|)$$ (bounded growth), $$|c(x)| \leq \tau$$.

Remark 3.6. In Section 3.1 above, we discussed operators where $$c \geq 0$$. This choice naturally corresponds to diffusion processes with killing. If $$c \leq 0$$ and bounded, we can naturally construct the corresponding semigroup via the one with drift $$c + |c|$$ and then removing the $$|c|$$ part via perturbation argument or a Feynman-Kac construction. See for example Theorem III.1.3 in [EN00] for the perturbation argument.

Lemma 3.7. Let $$\tilde{L}$$ satisfy Condition 3.5 with $$c \geq 0$$. Then

(a) the function $$\frac{d}{dx}(x) = e^{-\Lambda(x)}$$ is bounded and bounded away from 0 near finite boundaries;
(b) any finite boundary is a regular boundary;
(c) any infinite boundary is natural (and one can set $$\mathcal{X} \subseteq \mathbb{R}$$).

Proof. Let $$e$$ be a finite boundary. Then on a neighbourhood of $$e$$ the functions $$b, c, a, a^{-1}$$ are bounded. It follows that the functions $$\Lambda, \frac{d}{dx}, \zeta, \frac{d}{dx}$$ are bounded as well. The integrals $$u, v$$ remain bounded on finite intervals too. This establishes the first two claims.

Let $$e$$ be an infinite boundary. Assume without loss of generality that $$e = r$$ and $$z > 0$$. Using the upper bound on $$b$$ and the lower bound on $$a$$, we find some constant $$M > 0$$ such that $$-|\Lambda(w) - \Lambda(y)| \geq -M[y^2 - w^2]$$.

As $$c \geq 0$$, we have $$k \geq 0$$. Thus, using the upper bound on $$a$$, we find for $$x/2 > z$$,

$$u(x) \geq 2\pi^{-1} \int_{x/2}^{x/2} e^{-M|y^2 - w^2|}dw \int_{z}^{y} e^{-M|y^2 - w^2|}dy$$

$$\geq 2\pi^{-1} \int_{x/2}^{x/2} e^{-Mw^2} \int_{z}^{x/2} e^{-My^2}dy$$

$$\geq 2\pi^{-1} \int_{x/2}^{x} e^{-Mw^2} dw \int_{z}^{x/2} e^{-My^2}dy,$$
which diverges to $+\infty$ for $x \to \infty$. In the same fashion,
\[
v(x) \geq 2^{n-1} \int_{y}^{x} \int_{z}^{y} e^{-\Lambda(w) - \Lambda(y)} dw \, dy
\]
\[
\geq 2^{n-1} \int_{y}^{x} \int_{z}^{y} e^{-M|y^2 - w^2|} dw \, dy.
\]
at which point the same argument applies, together showing that $r$ is a natural boundary.

Clearly, if $f'(e) = 0$ (respective $f(e) = 0$) for $f \in D(L)$ for a finite boundary $e$ and $L \subseteq \tilde{L}$ for an operator $\tilde{L}$ that satisfies Condition 3.5, then a diffusion generated by $L$ has a reflecting boundary (respective killing boundary) at $e$ irrespective of the (finite) value of $b(e)$. For other boundary types, the values of $c(e)$ and $b(e)$ influence which boundary conditions correspond to certain constraints on $f(e), f'(e), f''(e)$. The next lemma sheds some light on the situation when there is no killing at the boundary. We argue for an interval $(-\infty, r]$, $r < \infty$, but other cases can be treated similarly.

**Lemma 3.8.** Let $X = (-\infty, r] \subseteq \mathbb{R}$. Suppose that $\tilde{L}$ with $c \geq 0$, $c(r) = 0$ satisfies Condition 3.5. The operator $L \subseteq \tilde{L}$ with
\[
D(L) = \{ f \in D(\tilde{L}) : f \text{ fulfils right boundary condition (a1) or (a2) with } k(\{r\}) = 0 \}
\]
is the strict generator of a diffusion with boundary condition
\[
D(L) = \left\{ f \in D(\tilde{L}) \mid \gamma_r f'(r) = f''(r) \right\},
\]
where $\gamma_r \in \left[ -\infty, -\frac{2b(r)}{\alpha(r)} \right]$. Here $-\infty f'(r) = f''(r)$ should be interpreted as $f'(r) = 0$. We have that the diffusion has
- reflecting boundary if $\gamma_r = -\infty$,
- sticky boundary if $\gamma_r \in \left( -\infty, -\frac{2b(r)}{\alpha(r)} \right)$,
- absorbing boundary if $\gamma_r = -\frac{2b(r)}{\alpha(r)}$.

Analogous statements hold for left boundaries with the condition $\gamma_r \in \left[ -\infty, -\frac{2b(l)}{\alpha(l)} \right]$ replaced by $\gamma_l \in \left[ -\frac{2b(l)}{\alpha(l)}, \infty \right]$.

**Remark 3.9.** In the context of Lemma 3.8, note that the right-side boundary condition
\[
D(L) = \left\{ f \in D(\tilde{L}) \mid f''(r) = 0 \right\},
\]
is possible only if $b(r) \leq 0$, with analogous statement for a left-side boundary if $b(l) \geq 0$.

**Proof of Lemma 3.8.** The reflecting case is immediate, with $\gamma_r = -\infty$, so we can assume $m(\{r\}) > 0$. 
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Pick \( f \in \mathcal{D}(L) \). Without loss of generality, we may assume \( \Lambda(r) = 0 \) and write the boundary condition as

\[
\left( \frac{1}{2}a(r)f''(r) + b(r)f'(r) \right) m(\{r\}) = -f'(r). \tag{3.3}
\]

Reordering yields

\[
f''(r) = -\frac{1}{\gamma_r} \frac{m(r)}{a(r)} + b(r) f'(r),
\]

which identifies the constant \( \gamma_r \in \left( -\infty, -\frac{2b(r)}{a(r)} \right) \). The absorbing case \( m(\{r\}) = \infty \) corresponds to \( \gamma_r = -\frac{2b(r)}{a(r)} \). \( \square \)

**Lemma 3.10.** Consider an operator \( L \subseteq \mathcal{L} \), where

\[
\tilde{L} f(x) = \frac{1}{2} a(x) f''(x) + b(x) f'(x) - c(x) f(x)
\]

and where \( \tilde{L} \) satisfies Condition 3.5 and where \( L \) satisfies an appropriate set of boundary conditions as in Theorem 3.4.

Let \( a, b, c \in C^2(\mathcal{X}) \) for some \( z \geq 2 \). Let \( n \in \mathbb{N} \) and \( h \in C^n(\mathcal{X}) \). Let \( f \) be a solution to \( f - \lambda L f = h \). Then \( f \in C^{(n \wedge z)+2} \).

**Proof.** We start by establishing an auxiliary result: if \( g \in C^n(\mathcal{X}) \) and \( \frac{d^m}{dx^m} f = g \), then \( f \in C^{(n \wedge z)+2} \).

As \( \frac{d}{dx} = \frac{ds}{dx} \frac{dx}{ds} \) and \( \frac{d^2}{dx^2} = \frac{d^2 s}{dx^2} \frac{dx}{ds} + \frac{ds}{dx} \frac{dx}{ds} \) continuous differentiability of some function \( f \) in \( x \) follows from continuous differentiability in \( s \) or \( m \) (note that \( \frac{dx}{ds}, \frac{ds}{dx} \) are bounded and continuous by Lemma 3.7). For \( f \in \mathcal{D}(L) \), we know that \( \frac{ds}{dx} \) exists and, as \( k = 0 \), is given as the \( m \) integral over \( g \). We conclude \( \frac{d^2 f}{dx^2} \) is continuous.

It follows that

\[
\frac{df}{dx} = \frac{ds}{dx} \frac{df}{ds}.
\]

By the fundamental theorem of calculus we have \( \frac{d}{dx} \frac{df}{dx} = g \). In particular, we find by the argument above that \( \frac{df}{dx} \) is continuously differentiable in \( x \). By definition \( \frac{d^2 f}{dx^2} \) is also continuously differentiable in \( x \). Thus by the product rule

\[
\frac{d^2 f}{dx^2} = \frac{d^2 s}{dx^2} \frac{df}{ds} + \frac{ds}{dx} \frac{df}{dx} \cdot g.
\]

In addition, note that \( \frac{d}{dx} \frac{df}{dx} = \frac{d^2 f}{dx^2} \). As \( \frac{ds}{dx} \) is \( z + 1 \) times continuously differentiable, we thus see that the right hand side is \( n \wedge z \) times continuously differentiable. In other words, \( f \) is \((n \wedge z) + 2 \) times continuously differentiable.

Thus, we have established our auxiliary result: if \( g \in C^n(\mathcal{X}) \) and \( \frac{d^m}{dx^m} f = g \), then \( f \in C^{(n \wedge z)+2} \). Next, let \( h \in C^n(\mathcal{X}) \) and let \( f \) be a solution to \( f - \lambda L f = h \), or equivalently \( \frac{d}{dx} \frac{df}{dx} = \lambda^{-1} (f - h) + cf \). Now the result follows by induction from the first part of our proof. \( \square \)
3.3 The increasing order

We consider appropriate subsets of the operator in (3.1), the latter now denoted by \( \tilde{A} \), and study the propagation of the increasing order which is generated by \( \Phi \subseteq C_b(\mathcal{X}) \times C_b(\mathcal{X}) \) defined by \( \Phi f = f' \).

First, note that for \( f \in C^3(\mathcal{X}) \), we have

\[
\Phi \tilde{A} f(x) = \frac{1}{2} a(x) f'''(x) + \left( \frac{1}{2} a'(x) + b(x) \right) f''(x) + b'(x) f'(x),
\]

(3.4)

suggesting to use a subset \( B \) of

\[
\tilde{B} f(x) = \frac{1}{2} a(x) f'''(x) + \left( \frac{1}{2} a'(x) + b(x) \right) f''(x) + b'(x) f(x)
\]

(3.5)

The following result is immediate.

**Lemma 3.11.** Suppose that \( \tilde{A} \) satisfies Condition 3.5 with \( a \in C^3(\mathcal{X}) \) with \( a' \) of bounded growth and \( b' \in C^2_b(\mathcal{X}) \). Then \( \tilde{B} \) satisfies Condition 3.5.

In the setting of \( \tilde{A} \) satisfying Condition 3.5, we give conditions for the preservation of \( F_+ \) under the semigroup corresponding to \( \tilde{A} \subseteq \tilde{A} \) satisfying boundary conditions as in Theorem 3.4.

**Theorem 3.12.** Let \( \tilde{A} \) satisfy Condition 3.5 and \( a \in C^3(\mathcal{X}) \) with derivative of bounded growth and \( b' \in C^2_b(\mathcal{X}) \). Let \( A \subseteq \tilde{A}, B \subseteq \tilde{B} \) be two operators satisfying for each \( e \in \{l, r\} \cap \mathbb{R} \) boundary conditions as in Theorem 3.4 such that with the same conventions for \( \gamma_e \) as in Lemma 3.8

(A) \( \mathcal{D}(A) = \left\{ f \in \mathcal{D}(\tilde{A}) \mid \gamma_e f'(e) = f''(e), e \in \{l, r\} \cap \mathbb{R} \right\} \),

(B) \( \mathcal{D}(B) = \left\{ f \in \mathcal{D}(\tilde{B}) \mid \gamma_e f'(e) = f''(e), e \in \{l, r\} \cap \mathbb{R} \right\} \).

Let \( \{S(t)\}_{t \geq 0} \) be the semigroup generated by \( A \) and let \( \{T(t)\}_{t \geq 0} \) be the semigroup generated by \( B \).

Then the semigroup \( \{S(t)f\}_{t \geq 0} \) generated by \( A \) maps increasing functions to increasing functions. In addition, \( (S(t)f)' \geq T(t)(f') \) for \( f \in C^1_b(\mathcal{X}) \).

**Remark 3.13.** Note that the range of the constants \( \gamma_l \) and \( \gamma_r \) for \( (A) \) is restricted, see Lemma 3.8. Similar restrictions hold for the results that follow in the sections on one-dimensional diffusion processes below. Especially, a condition with \( \gamma_e = 0 \) is possible only under conditions on the sign of the drift at the boundary, see Remark 3.9.

**Proof of Theorem 3.12.** We first prove the theorem in the case where \( \gamma_e \) are finite, in which case \( F = C_b(\mathcal{X}) \). We verify the conditions for Theorem 2.9. By the computations above \( \Phi(D(A) \cap C^0_b(\mathcal{X})) \subseteq \mathcal{D}(B) \) and \( \Phi A = (B + C) \Phi \).

We therefore choose \( \mathcal{D} = \mathcal{D}(A) \cap C^0_b(\mathcal{X}) \). We are left to verify (b) and (c) of Theorem 2.9. (b) is verified using the approximation operators \( \{T_n\} \) in Proposition 3.21. For (c) note that it suffices to show that \( R(\lambda, A)D(A) \subseteq D(A) \) and \( R(\lambda, A)C^0(\mathcal{X}) \subseteq C^0(\mathcal{X}) \).

As \( AR(\lambda, A) = \lambda^{-1}(R(\lambda, A) - 1) \), we find that \( R(\lambda, A)C^0(\mathcal{X}) \subseteq D(A) \). By Lemma 3.10 we have \( R(\lambda, A)C^0(\mathcal{X}) \subseteq C^0(\mathcal{X}) \).
We proceed with the verification of the conditions for Theorem 2.19. Corresponding with the choice of \( D \), we work with \( D^* = D(B) \cap C_0^2(\mathcal{X}) \) so that \( \Phi D \subseteq D^* \). Condition (c) follows as above using Lemma 3.10 which can be applied by Lemma 3.7. The last property that needs to be checked is (b). It, however, follows from Corollary 2.28 using the set of approximation operators \( \{ \hat{T}'_n, \tilde{T}''_n \} \) defined in Proposition 3.23.

We can thus conclude by Theorem 2.19 that if \( f \in \mathcal{F}_{+,0} \) and \( S(t)f \in \mathcal{F}_{+,0} \), then \( \Phi S(t)f \geq T(t)\Phi f \).

If one of \( \gamma_e \) is infinite, then the space \( F \) has to be chosen accordingly and the proof has to be adapted. For example if if all finite boundaries have \( \gamma_e = \infty \), then \( F = \{ f \in C_b(\mathcal{X}) : f(e) = 0 \text{ for } e \in \partial \mathcal{X} \cap \mathcal{X}' \} \). In the second part of the argument we use the set of approximation operators \( \{ \hat{T}'_n, \tilde{T}''_n \} \) defined in Proposition 3.23 instead. Note that \( \{ \tilde{T}''_n \} \) is strongly continuous on \( F \) in this case. The case of mixed boundary conditions can be treated similarly.

Our next result considers that of preservation of order. For this we will use Theorem 2.21 and Corollary 2.23. For operators \( A^{(1)}, A^{(2)} \) we find an operator \( A \) and positive continuous operators \( C^{(1)}, C^{(2)} \) such that

\[
(A - A)h = (-1)^i(C^{(i)}\Phi h).
\]

We will write \( \mu \lesssim_{st} \nu \) if \( \mu \) is smaller than \( \nu \) with respect to the integral order generated by all increasing functions.

**Theorem 3.14.** Let \( \tilde{A}^{(1)} \) and \( \tilde{A}^{(2)} \) be operators of the form

\[
\tilde{A}^{(1)}f(x) = \frac{1}{2}a(x)f''(x) + b^{(1)}(x)f'(x), \quad \tilde{A}^{(2)}f(x) = \frac{1}{2}a(x)f''(x) + b^{(2)}(x)f'(x),
\]

satisfying Condition 3.5 with \( a \in C^3(\mathcal{X}) \) with derivative of bounded growth and \( b^{(1)''} \in C_0^2(\mathcal{X}) \), where

\[
b^{(1)}(x) \leq b^{(2)}(x), \quad x \in \mathcal{X}
\]

with difference \( b^{(2)} - b^{(1)} \) bounded.

If \( \eta^{(1)}, \eta^{(2)} \) are diffusion processes generated by operators \( A^{(i)} \) being subsets of \( A^{(i)} \), \( i = 1, 2 \) with

\[
(A) \quad \mathcal{D}(A^{(i)}) = \left\{ f \in \mathcal{D}(\tilde{A}^{(i)}) \left| \gamma_e f'(e) = f''(e), e \in \{l, r\} \cap \mathbb{R} \right. \right\},
\]

with choices for \( \gamma_e \) that hold for both \( A^{(1)} \) and \( A^{(2)} \),

then \( \eta^{(1)}(0) \lesssim_{st} \eta^{(2)}(0) \) implies \( \eta^{(1)}(t) \lesssim_{st} \eta^{(2)}(t) \) for all \( t \geq 0 \).

**Remark 3.15.** Note that \( A^{(1)} \) and \( A^{(2)} \) having the same domain does not imply \( b^{(1)}(e) = b^{(2)}(e) \), as \( m^{(1)}(\{e\}) \) and \( m^{(2)}(\{e\}) \), the stickiness of the boundary \( e \) for \( A^{(1)} \) and \( A^{(2)} \), may differ. See Lemma 3.8.

**Proof of Theorem 3.14.** As \( A^{(1)} \) is stochastically monotone by Theorem 3.12 we can take \( A = A^{(1)} \) and use Theorem 2.21 with \( i = 2 \). The conditions for \( A \) of that theorem are satisfied with \( D \) as in Theorem 3.12 above.

It follows for \( f \in C_0^2(\mathcal{X}) \) that \( (A^{(2)} - A^{(1)})f(x) = (b^{(2)}(x) - b^{(1)}(x))f'(x) \), so that we can choose \( C^{(1)}f(x) = (b^{(2)}(x) - b^{(1)}(x))f(x) \). For \( D^* \) we take
$C^2_t(\mathcal{X}) \cap \mathcal{D}(A)$. Condition (c) of Theorem 2.21 follows as before, and Condition (b) follows from Proposition 2.29 using the approximation operators $\{T^n_n\}$ introduced in Proposition 3.21 below.

3.4 The convex order

We proceed with the study of the convex order, generated by $\Phi \subseteq C_b(\mathcal{X}) \times C_b(\mathcal{X})$ defined by $\Phi f = f''$. A first remark is that $C_b(\mathbb{R})$ contains only a trivial set of convex functions. For a half-line, the situation is slightly more difficult, but we obtain that the only convex functions in $C_b[0, \infty)$ are decreasing, which puts us in a setting similar to that of next section. We will therefore restrict our analysis to bounded intervals $\mathcal{X} = [l, r]$.

Considering

$$\tilde{A}f(x) = \frac{1}{2}a(x)f''(x) + b(x)f'(x),$$

we find for a four times continuously differentiable function that

$$\Phi \tilde{A}f(x) = \frac{1}{2}a(x)f^{(4)}(x) + (a'(x) + b(x)) f^{(3)}(x) + \left(\frac{1}{2}a''(x) + 2b'(x)\right) f''(x) + b''(x)f'(x). \quad (3.6)$$

This suggest the restriction to affine drift ($b'' \equiv 0$) and taking an operator $B \subseteq \tilde{B}$, where

$$\tilde{B}f(x) = \frac{1}{2}a(x)f''(x) + (a'(x) + b(x)) f'(x) + \left(\frac{1}{2}a''(x) + 2b'(x)\right) f(x) \quad (3.7)$$

and $c = 0$. An immediate result is that our regular class of operators is preserved.

**Lemma 3.16.** Suppose that $\tilde{A}$ satisfies Condition 3.5 with $a, b \in C^4(\mathcal{X})$. Then $\tilde{B}$ satisfies Condition 3.5.

**Theorem 3.17.** Let $\mathcal{X} = [l, r] \subseteq \mathbb{R}$. Let $\tilde{A}$ satisfy Condition 3.5. In addition, $b(l) \geq 0 \geq b(r)$ and $b'' = 0$ and that $a$ is $C^4$. Let $A \subseteq \tilde{A}$, $B \subseteq \tilde{B}$ have domains

$$\mathcal{D}(A) = \left\{ f \in \mathcal{D}(\tilde{A}) \left| f''(l) = 0 = f''(r) \right. \right\},$$

$$\mathcal{D}(B) = \left\{ f \in \mathcal{D}(\tilde{B}) \left| f(l) = 0 = f(r) \right. \right\}.$$

Let $\{S(t)\}_{t \geq 0}$ be the semigroup generated by $A$ and let $\{T(t)\}_{t \geq 0}$ be the semigroup generated by $B$.

Then the semigroup $\{S(t)\}_{t \geq 0}$ generated by $A$ maps convex functions to convex functions. In addition, if $f \in C^2(\mathcal{X})$, then $(S(t)f)'' \geq T(t)f''$.

**Proof.** Taking into account the boundary conditions of $B$, we work with $F = \{f \in C_b(\mathcal{X}) \colon f(l) = f(r) = 0\}$. First note that $\{S(t)\}_{t \geq 0}$ is well defined by Lemma 3.8 as the semigroup corresponding to a diffusion process in Theorem 3.4. The proof is similar to that of Theorem 3.12, using $C = 0$, $\mathcal{D} =$
\( \mathcal{D}(A) \cap C^4(\mathcal{X}) \), \( \mathcal{D}^* = \mathcal{D}(B) \cap C^2(\mathcal{X}) \) using Theorem 2.9 with approximation operators \( T_n \) respective Theorem 2.19 where Condition (c) follows from Corollary 2.28 by using the set of approximation operators \( \{ (T_n, T_n') \} \) using the approximation operators introduced in Propositions 3.21 and 3.22 below. Again \( \{ T_n' \} \) is strongly continuous on \( F \) in this case.

We will write \( \mu \lesssim_{cx} \nu \) if \( \mu \) is smaller than \( \nu \) with respect to the integral order generated by all convex functions.

**Theorem 3.18.** Let \( \tilde{A}^{(1)} \) and \( \tilde{A}^{(2)} \) be operators of the form

\[
\tilde{A}^{(1)} f(x) = \frac{1}{2} a^{(1)}(x)f''(x) + b(x)f'(x), \quad \tilde{A}^{(2)} f(x) = \frac{1}{2} a^{(2)}(x)f''(x) + b(x)f'(x)
\]

with affine \( b \), satisfying Condition 3.5 and \( a \in C^4(\mathcal{X}) \), with

\[
a^{(1)} \leq a \leq a^{(2)}
\]

If \( \eta^{(1)}, \eta^{(2)} \) are diffusion processes generated by operators \( A^{(i)} \) being subsets of \( \tilde{A}^{(i)} \), \( i = 1, 2 \) with

\[
\mathcal{D}(A^{(i)}) := \left\{ f \in \mathcal{D}({\tilde{A}^{(i)}}) \mid f''(0) = f''(1) = 0 \right\},
\]

then \( \eta^{(1)}(0) \lesssim_{cx} \eta^{(2)}(0) \) implies \( \eta^{(1)}(t) \lesssim_{cx} \eta^{(2)}(t) \) for all \( t \geq 0 \)

**Proof.** The result follows by an application of Corollary 2.23. The conditions for the operator \( A \) with \( Af = \frac{1}{2}af'' + bf' \) of Theorem 2.21 are satisfied with \( \mathcal{D} \) as in Theorem 3.17 above.

By definition, it follows for \( f \in C^2[l, r] \) that \( (A^{(i)} - A)f(x) = \frac{1}{2} (a^{(i)}(x) - a(x)) f''(x) \), so that we can choose \( C^{(1)} f(x) = \frac{1}{2} (a(x) - a^{(1)}(x)) f(x) \) and \( C^{(2)} f(x) = \frac{1}{2} (a^{(2)}(x) - a(x)) f(x) \). Condition (c) of Theorem 2.21 follows as before, and Condition (b) follows from Proposition 2.29 using the approximation operators \( \{ T_n \} \) introduced in Proposition 3.21 below.

### 3.5 The increasing convex order on an interval

Finally, we consider the increasing convex order, generated by \( \Phi \subseteq C_b(\mathcal{X}) \times (C_b(\mathcal{X}) \times C_b(\mathcal{X})) \) defined by \( \Phi f = (f', f'') \) on an interval \( \mathcal{X} = [l, r] \subseteq \mathbb{R} \). If as usual

\[
\tilde{A} f(x) = \frac{1}{2} a(x)f''(x) + b(x)f'(x),
\]

we find for a four times continuously differentiable function, that \( \Phi \tilde{A} \) can be expressed as a vector composed of the expressions in (3.4) and (3.6).

We will then an appropriate subset \( B \subseteq \tilde{B} \), where

\[
\tilde{B} \begin{pmatrix} f_1 \\ f_2 \end{pmatrix} = \begin{pmatrix} \tilde{B}_1 f_1 \\ \tilde{B}_2 f_2 \end{pmatrix},
\]

(3.8)
with
\[ \tilde{B}_1 f(x) = \frac{1}{2} a(x)f''(x) + \left( \frac{1}{2} a'(x) + b(x) \right) f'(x) + \left( \frac{1}{2} a''(x) + b'(x) \right) f(x) \]
\[ \tilde{B}_2 f(x) = \frac{1}{2} a(x)f''(x) + (a'(x) + b(x)) f'(x) + \left( \frac{1}{2} a''(x) + 2b'(x) \right) f(x) \]
and a positive bounded operator
\[ C \begin{pmatrix} f_1 \\ f_2 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ b'' & 0 \end{pmatrix} \begin{pmatrix} f_1 \\ f_2 \end{pmatrix}. \] (3.9)

**Theorem 3.19.** Let \( \tilde{A} \) satisfy Condition 3.5 with \( a, b \in C^4(\mathcal{X}) \). In addition, suppose that \( b(l) \geq 0, b(r) \leq 0 \) and \( b'' \geq 0 \). Let \( A \subseteq \tilde{A} \) and \( B_1 \subseteq \tilde{B}_1, B_2 \subseteq \tilde{B}_2 \) have domains
\[ \mathcal{D}(A) = \left\{ f \in \mathcal{D}(\tilde{A}) \mid f''(l) = 0 = f''(r) \right\}, \]
\[ \mathcal{D}(B_1) = \left\{ f \in \mathcal{D}(\tilde{B}_1) \mid f'(l) = 0 = f'(r) \right\}, \]
\[ \mathcal{D}(B_2) = \left\{ f \in \mathcal{D}(\tilde{B}_2) \mid f(l) = 0 = f(r) \right\}. \]
Let \( \{ S(t) \}_{t \geq 0} \) be the semigroup generated by \( A \) and let \( \{ T_1(t) \}_{t \geq 0}, \{ T_2(t) \}_{t \geq 0} \) be the semigroups generated by \( B_1, B_2 \).
Then the semigroup \( \{ S(t) \}_{t \geq 0} \) generated by \( A \) maps increasing convex functions to increasing convex functions. In addition, if \( f \in C^2(\mathcal{X}) \), then \( (S(t)f)' \geq T_1(t)(f') \) and \( (S(t)f)'' \geq T_2(t)(f'') \).

**Proof.** A proof of this result can be carried out following that of Theorem 3.12 with \( C \) as above. Taking into account the boundary conditions of \( B = B_1 \cap B_2 \), we work with \( F = C_b(\mathcal{X}) \times \{ f \in C_b(\mathcal{X}) : f(l) = f(r) = 0 \} \). We set \( \mathcal{D} = \mathcal{D}(A) \cap C^4(\mathcal{X}) \), \( \mathcal{D}^* = (\mathcal{D}(B_1) \cap C^3(\mathcal{X})) \times (\mathcal{D}(B_2) \cap C^2(\mathcal{X})) \) using Theorem 2.9 with approximation operators \( \{ T_n \} \) respective Theorem 2.19 where Condition (c) follows from Corollary 2.28 by using the set of approximation operators \( \{ (T_n, T_n', T_n'') \} \) using the approximation operators introduced in Propositions 3.21 and 3.22 below.

We will write \( \mu \preceq_{int} \nu \) if \( \mu \) is smaller than \( \nu \) with respect to the integral order generated by all increasing convex functions.

**Theorem 3.20.** Let \( \tilde{A}^{(1)}, \tilde{A}^{(2)} \) be operators of the form
\[ \tilde{A}^{(i)} f(x) = \frac{1}{2} a^{(i)}(x)f''(x) + b^{(i)}(x)f'(x) \]
satisfying Condition 3.5.
Assume there are four times continuously differentiable functions \( a, b \) such that \( b(l) \geq 0, b(r) \leq 0 \) and \( b'' \geq 0 \) and
\[ (-1)^i a^{(i)} \geq (-1)^i a, \quad (-1)^i b^{(i)} \geq (-1)^i b. \]
If \( \eta^{(1)}, \eta^{(2)} \) are diffusion processes generated by operators \( A^{(i)} \) being subsets of \( \tilde{A}^{(i)}, i = 1, 2 \) with
\[ \mathcal{D}(A^{(i)}) := \left\{ f \in \mathcal{D}(\tilde{A}^{(i)}) \mid f''(0) = f''(1) = 0 \right\}, \]
then $\eta^{(1)}(0) \lesssim_{icx} \eta^{(2)}(0)$ implies $\eta^{(1)}(t) \lesssim_{icx} \eta^{(2)}(t)$ for all $t \geq 0$.

Proof. The proof is similar to that of Theorem 3.18. The main observation is that

$$A^{(i)} f - Af = \begin{bmatrix} b^{(i)} - b & 0 \\ 0 & a^{(i)} - a \end{bmatrix} \Phi f =: (-1)^i C^{(i)}$$

where $C^{(i)}$ are positive continuous operators.

3.6 Approximation operators

In the three sections above, we proved our results up to the construction of approximation operators. In this section we will construct these approximation operators. Their definitions depend on the boundary behaviour that they need to achieve.

The first ingredient for the construction of the approximation operators is a collection of mollifiers – functions $k_\delta \geq 0$ which are smooth and symmetric around 0 with $\int k_\delta(x) \, dx = 1$ and support $k_\delta \subseteq B_\delta(0)$.

Denote by $M_n$ the operator $M_n f := k_{1/n} \ast f$, where $k_\delta \ast f(x) = \int f(\xi) k_\delta(x - \xi) \, d\xi$. The collection of operators $\{M_n\}$ inherits the following properties from the mollifiers, cf. Theorem C7 (iii) in [Eva10]:

(a) $M_n$ is positive as in Definition 2.26 and preserves the sets of non-negative, increasing, convex and increasing convex functions,

(b) $M_n M_b(\mathbb{R}) \subseteq C^\infty_b(\mathbb{R})$,

(c) for $f \in M_b(\mathbb{R})$, we have $\sup_n \|M_n f\| \leq |f|$ and $M_n f \to f$ uniformly on compact sets, implying that we also have strict convergence by Theorem C.4 (d).

Mollification alone, however, does not achieve the correct behaviour at the boundary. The remedy is to interpolate the function at the boundary. The interpolation is carefully chosen to preserve positive, increasing or convex functions and related order properties, as detailed in the following three propositions.

Proposition 3.21. Let $X = [l, r] \cap \mathbb{R}$, $l, r \in \mathbb{R} \cup \{-\infty\} \cup \{\infty\}$. There are sets of positive approximation operators $\{T_n\}, \{T'_n\}$ and $\{T''_n\}$, with graph in $C_b(X) \times C_b(X)$ such that

(a) $T_n$ preserves the set of increasing functions and the set of convex functions,

(b) $T'_n$ preserves the sets of increasing and decreasing functions,

(c) With $\tilde{T}_n$ denoting $T_n$, $T'_n$ or $T''_n$

$$\tilde{T}_n C_b(X) \subseteq C^\infty_b(X),$$

(d) For each $n$, $T_n$, $T'_n$ and $T''_n$ are strictly continuous, and the sequences $\{T_n\}$ and $\{T'_n\}$ are strongly continuous on $C_b(X)$, whereas the sequence $\{T''_n\}$ is strongly continuous on the space $\{f \in C_b(X) \mid \forall e \in \partial X \cap X : f(e) = 0\}$.  
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(e) If \( e \in \partial X \cap X \), we have for each \( n \) and \( f \in C_b(X) \) that
\[
(T_n f)''(e) = 0, \\
(T_n'' f)'(e) = (T_n f)'(e) = 0, \\
(T_n'' f)'(e) = (T_n'' f)(e) = 0.
\]

**Proposition 3.22.** In the context of Proposition 3.21, we have in addition that

(a) if \( f \in C^1_b(X) \) and \( f' \geq h \geq 0 \), then \( (T_n f)' \geq T_n h \geq 0 \) and \( (T_n' f)' \geq T_n'' h \geq 0 \),

(b) if \( f \in C^2_b(X) \) and \( f'' \geq h \geq 0 \), then \( (T_n'' f)'' \geq T_n'' h \geq 0 \).

**Proof of both results.** We prove the proposition for \( X = [0, \infty) \), the other cases being similar. We start by constructing the operators \( T_n \).

Introduce operators \( B_n : C_b(0, \infty) \to C_b(-1, \infty) \) satisfying
\[
B_n(f)(x) = \begin{cases} 
(1 - xn)f(0) + xn f\left(\frac{1}{n}\right) & \text{if } x \leq \frac{1}{n} \\
 f(x) & \text{if } x \geq \frac{1}{n}
\end{cases}
\]
such that \( B_n f \) is linear on \([−\frac{1}{n}, \frac{1}{n}]\) and coincides with \( f \) at 0 and \( \frac{1}{n} \).

It is straightforward to verify that the map \( B_n \) is strictly continuous. It preserves the sets of increasing functions and convex functions, noting that piecewise linear interpolations of increasing functions are increasing and piecewise linear interpolations of convex functions are convex. In addition \( B_n f \to f \) for the strict topology.

Define \( T_n = M_n B_n \). As we act with \( M_n \) last, we find \( T_n C_b(X) \subseteq C_b(X) \). By construction, \( T_n \) is strictly continuous and preserves the sets of increasing or convex functions. This establishes (a).

Now define
\[
B_n'(f)(x) = \begin{cases} 
\int_0^x f(\xi) \, d\xi & \text{if } x < 1/n \\
f(x) & \text{if } x \geq 1/n
\end{cases}
\]
Again, it is straightforward to show that \( B_n' \) is positive and preserves the set of increasing functions. In contrast to \( B_n \), \( B_n' \) is not mapping continuous functions to continuous functions. It is, however, continuous for the strict topology on the space of bounded measurable functions.

Define \( T_n' : C_b(0, \infty) \to C_b([0, \infty)) \) where \( T_n' = M_n B_n' \). By construction, \( T_n' \) is also positive, strictly continuous and preserves the sets of increasing functions. This establishes (b).

Finally define
\[
B_n''(f)(x) = \begin{cases} 
0 & \text{if } x < 1/n \\
f(x) & \text{if } x \geq 1/n
\end{cases}
\]
and set \( T_n'' : C_b(0, \infty) \to C_b([0, \infty)) \) where \( T_n'' = M_n B_n'' \). As above, we find that \( T_n'' \) is a positive, strictly continuous operator.
By Proposition C.5, the operators \( \{B_n\} \) are equi-continuous. This in combination with the strong continuity of the operators \( M_n \), see property (c) on page 26, implies that the family \( \{T_n\} \) is strongly continuous.

As the operators \( \{B'_n\} \) and \( \{B''_n\} \) are not mapping into the set of continuous functions, we give a direct proof. Fix \( f \in C_b(\mathcal{X}) \). By definition, it follows that \( |B'_n f - f| \to 0 \). Using property (c) of the family \( \{M_n\} \) and the decomposition

\[
T'_n f - f = M_n(B'_n f - f) + M_n f - f,
\]

we find that the family \( \{T'_n\} \) is strongly continuous for the strict topology. On the subspace

\[
\{ f \in C_b(\mathcal{X}) \mid f(0) = 0 \},
\]

the same proof can be carried out for \( T''_n \).

The final property to verify is the correct boundary behaviour, i.e. in this setting, property (d). This is immediate after noting that \( B_n f \) is linear on \((-n^{-1}, n^{-1})\), \( B'_n f \) is constant on \((-n^{-1}, n^{-1})\) and \( B''_n f \) vanishes on \((-n^{-1}, n^{-1})\).

In order to prove the second proposition, note that for \( f' = h \), \( B'_n h \) is the weak derivative of \( B_n f \) and \( B''_n h \) is the weak derivative of \( B''_n f \), so if \( f' \geq h \)

\[
(T_n f)' \geq T'_n h \quad \text{and} \quad (T_n f)' \geq T''_n h.
\]

Furthermore, if \( f'' \geq h \)

\[
(T_n f)'' \geq T''_n h.
\]

\[ \square \]

**Proposition 3.23.** Consider the setting of Proposition 3.21 and suppose for each element \( e \in \partial \mathcal{X} \cap \mathcal{X} \) we have a constant \( \gamma_e \in \mathbb{R} \).

There are operators \( \hat{T}'_n \) with properties (b), (c) and (d) of \( T'_n \) in Proposition 3.21 and a strongly continuous family (on \( C_b(\mathcal{X}) \)) of operators \( \{\hat{T}''_n\} \) with \( \hat{T}''_n C_b(\mathcal{X}) \subseteq C_b(\mathcal{X}) \) such that for each \( e \in \partial \mathcal{X} \cap \mathcal{X} \):

\[
\gamma_e (\hat{T}'_n f)'(e) = (\hat{T}'_n f)'(e) \quad \text{and} \quad \gamma_e (\hat{T}''_n f)'(e) = (\hat{T}''_n f)'(e).
\]

In addition, we have that if \( f \in C_b^1(\mathcal{X}) \) and \( f' \geq h \geq 0 \), then \( (\hat{T}'_n f)' \geq \hat{T}''_n h \geq 0 \).

**Proof.** Again we only consider the setting of \( \mathcal{X} = [0, \infty) \). Define

\[
\hat{B}'_n f(x) = \begin{cases} f(0) + \frac{\gamma_n x^2 + x}{\gamma_n x + n} (f(\frac{1}{n}) - f(0)) & \text{if } x \leq 1/n \\ f(x) & \text{if } x > 1/n \end{cases}
\]

and set \( \hat{T}'_n = M_n \hat{B}'_n \), and also define

\[
\hat{B}''_n f(x) = \begin{cases} \frac{\gamma_n x^2 + x}{\gamma_n x + n} \int_0^x f(\xi) d\xi & \text{if } x \leq 1/n \\ f(x) & \text{if } x > 1/n \end{cases}
\]

and set \( \hat{T}''_n = M_n \hat{B}''_n \). Again \( \hat{B}'_n f' \) is the weak derivative of \( \hat{B}_n f \), which establishes the final claim of the proposition.
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We verify the properties of $\tilde{T}_n$. As we act with $\mathcal{M}_n$ last, $\tilde{T}_n^* C_b(X) \subseteq C_b^\infty(X)$. Next, note that $\tilde{B}_n f(1/n) = f(1/n)$, implying that $\tilde{B}_n f$ is continuous. A elementary computation shows that $\tilde{B}_n$ is strictly continuous on $C_b(X)$. Using Proposition C.5, we conclude that $\{\tilde{T}_n\}$ is a strongly continuous family on $C_b(X)$.

Finally, we verify the that the first and second derivative have the appropriate quotient at 0. For $x \leq 1/2$:

$$\left(\tilde{B}_n f\right)\left(x\right) = \frac{\gamma e x + 1}{2 \gamma e n + 1} n\left(f\left(\frac{1}{n}\right) - f(0)\right),$$

$$\left(\tilde{B}_n f\right)\left(x\right) = \frac{\gamma e x + 1}{2 \gamma e n + 1} n\left(f\left(\frac{1}{n}\right) - f(0)\right),$$

so that a convolution with the symmetric function $k_{n-1}$ yields

$$\left(\tilde{T}_n f\right)\left(0\right) = \frac{1}{2 \gamma e n + 1} n\left(f\left(\frac{1}{n}\right) - f(0)\right),$$

$$\left(\tilde{T}_n f\right)\left(0\right) = \frac{1}{2 \gamma e n + 1} n\left(f\left(\frac{1}{n}\right) - f(0)\right),$$

implying $\gamma e (\tilde{T}_n f)'(0) = (\tilde{T}_n f)''(0)$.

The verification of the properties of $\tilde{T}_n$ follows by using similar steps. 

\[ \square \]

3.7 Potential applications for degenerate operators: The Wright-Fisher diffusion

To conclude our section on one-dimensional diffusion operators, we give some hint at further applications of our main results, by sketching a possible application for the Wright-Fisher diffusion. The discussion in the present section will be non-rigorous as we are lacking the possibility of allowing absorbing boundaries for exit-non entrance boundaries in Theorem 3.4 and are missing a regularity result of the type of Lemma 3.10.

The Wright-Fisher diffusion on $[0, 1]$ has a generator $A$ that is a subset of

$$\tilde{A} f(x) := \frac{1}{2} x (1 - x) f''(x).$$

We aim to study the the preservation of the set of increasing or convex functions, i.e. $\Phi_1 f = f'$ or $\Phi_2 f = f''$. A computation of $\Phi_1 \tilde{A}$ and $\Phi_2 \tilde{A}$ leads to the definition of $(\tilde{B}_1, C_1)$ and $(\tilde{B}_2, C_2)$:

$$\tilde{B}_1 f(x) = \frac{1}{2} x (1 - x) f''(x) + \left(1 - 2x\right) f'(x), \quad C_1 f(x) = 0,$$

$$\tilde{B}_2 f(x) = \frac{1}{2} x (1 - x) f''(x) + (1 - 2x) f'(x) - f(x), \quad C_2 f(x) = 0.$$

Straightforward computation, taking base-point $z = \frac{1}{2}$, yields that the speed measure $s$ for $\tilde{A}$ and the speed measures $s_1, s_2$ for $\tilde{B}_1, \tilde{B}_2$ satisfy

$s(x) = 1, \quad \left(\frac{d}{dx} s_1(x) \right)^{-1} = 4x(1 - x), \quad \left(\frac{d}{dx} s_2(x) \right)^{-1} = 16x^2(1 - x)^2.$
Furthermore, one can show that the boundaries for $\tilde{A}$ are exit-non-entrance, whereas for $\tilde{B}_1$ and $\tilde{B}_2$ they are entrance-non-exit.

Theorem 3.4 allows for only one set of possible boundary conditions for $\tilde{A}, \tilde{B}_1$ and $\tilde{B}_2$: that is, a killing boundaries for $\tilde{A}$ and reflecting boundaries for $\tilde{B}_1$ and $\tilde{B}_2$. We believe, however, that the operator $\tilde{A}$ can be equipped with absorbing boundaries as well:

$$D(A) := \left\{ f \in C_b[0,1] \cap C^2(0,1) \left| \lim_{x \to 0} xf''(x) = 0, \lim_{x \to 1} (1-x)f''(x) = 0 \right\},$$

so that $Af(x) = x(1-x)f''(x)$ for $x \in (0,1)$ and $Af(x) = 0$ for $x \in \{0,1\}$. This choice would correspond to the natural situation that a process that hits the boundary stays at the boundary instead of moving to a graveyard state.

The map $\Phi_1 \subseteq C_b[0,1] \times C_0[0,1]$ maps the domain of $A$ into the domain of $\tilde{B}_1$ equipped with its only choice of boundaries. Therefore, this leads to

$$D_1 = \left\{ f \in C_b[0,1] \cap C^3(0,1) \left| \lim_{x \to 0} xf''(x) = 0, \lim_{x \to 1} (1-x)f''(x) = 0, \right. \right.$$

$$\tilde{B}_1 \Phi_1 f \in C_b[0,1] \right\},$$

It is not clear to us that the resolvents of $A$ map $D_1$ into itself, this is in particular due to the condition $\tilde{B}_1 \Phi_1 f \in C_b[0,1]$.

The map $\Phi_2$ maps the domain of $A$ to a set of functions for which

$$\lim_{x \to 0} xh(x) = 0, \quad \lim_{x \to 1} (1-x)h(x) = 0,$$

which for functions $h \in C_b[0,1]$ is always satisfied. Thus, the map $\Phi_2 \subseteq C_b[0,1] \times C_0[0,1]$ does not map into the natural domain of $D(B_2)$ as an operator on $C_b[0,1]$. Convex functions, however, are also characterized by having non-negative second derivative on the interior of their domain. Thus, we can consider $\Phi_2$ as a subset of $C_b[0,1] \times C_0[0,1]$ and consider $\tilde{B}_2$ as an operator on $C_b(0,1)$ on which it needs no boundary conditions. Thus, we can work with

$$D_1 = \left\{ f \in C_b[0,1] \cap C^4(0,1) \left| \lim_{x \to 0} xf''(x) = 0, \lim_{x \to 1} (1-x)f''(x) = 0, \right. \right.$$

$$\tilde{B}_2 \Phi_2 f \in C_b(0,1) \right\},$$

Again, it is not clear that the resolvents of $A$ map $D_2$ into itself.

In both cases, however, we do have so that $D_i \subseteq D(\Phi_i A) \cap D(\Phi_i) \cap D(C_i \Phi_i)$ and $\Phi_i A = B_i \Phi_i + C_i \Phi_i$.

4 Diffusion processes on $\mathbb{R}^d$

4.1 Integral orders for diffusion processes

In this section, we characterise order preservation properties for diffusion processes on $X = \mathbb{R}^d$. The orders that we consider are induced by operators $\Phi \subseteq C_b(\mathbb{R}^d) \times C_b(\mathbb{R}^d))^{\mathbb{N}^d}$ that are given by $D(\Phi) = C_0^\alpha(\mathbb{R}^d)$ and $\Phi f = (\partial_{\alpha} f, \alpha \in I)$, for a set of multi-indices $I \subseteq \{0,1\}^d$ that satisfy the following assumption.
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Assumption 4.1. The index set $\mathcal{I} \subseteq \{0, 1\}^d$ is such that every element $\alpha \in \mathcal{I}$ has size 1 or 2, i.e. $\|\alpha\|_1 \in \{1, 2\}$.

Elements of $\alpha \in \mathcal{I}$ are suggestively denoted $i$ for $\|\alpha\|_1 = 1$ and $\{ij\}$ for $\|\alpha\|_1 = 2$.

The two main examples that we will consider below are the component-wise increasing functions and supermodular functions that are generated by the sets

$I := \{1, \ldots, d\}$ and $I := \{\{kl\} \mid 1 \leq k < l \leq d\}$.

The processes that we consider are non-degenerate diffusion processes. This means that we consider processes with generators $(A, D(A))$, see Proposition 4.3 below, with $C_b^2(\mathbb{R}^d) \subseteq D(A)$ so that if $f \in C_b^2(\mathbb{R}^d)$:

$$Af(x) = \frac{1}{2} \sum_{i,j=1}^{d} a_{ij}(x) \partial_i \partial_j f(x) + \sum_{i=1}^{d} b_i(x) \partial_i f(x),$$

where for each $x \in \mathbb{R}^d$ the matrix $\{a_{ij}(x)\}_{1 \leq i,j \leq d}$ is symmetric non-negative definite and where the second line is written using multi-indices, summing over indices $\gamma \in \{0, 1, 2\}^d$ with $g_0 \equiv 0$. Even though existence theory for Markov processes and semigroups allows for more general conditions, we assume the following:

Assumption 4.2. Consider an operator $(A, D(A))$ as in (4.1). There is $\delta > 0$ such that $a_{ij}, b_i \in C^2_b(\mathbb{R}^d)$ for all $i, j \in \{1, \ldots, d\}$. In addition suppose that $a$ is uniformly elliptic: there is a $\kappa > 0$ such that for all $\xi \in \mathbb{R}^d$:

$$\inf_{x \in \mathbb{R}^d} \sum_{i,j=1}^{d} a_{ij}(x) \xi_i \xi_j \geq \kappa |\xi|^2.$$

From the uniform ellipticity condition on $A$ a direct analogue of Lemma 3.10 can be obtained with [Kry96].

Next we show that operators of this type generate Feller processes.

Proposition 4.3. Let $(A, D(A))$ satisfy Assumption 4.2. Then $A$ generates a SCLE semigroup on $(C_b(\mathbb{R}^d), \beta)$. The semigroup corresponds to the transition semigroup of a Feller process.

Proof. By Theorem 8.1.6 in [EK86] the restriction of $A$ to $C_0(\mathbb{R}^d)$ generates a strongly continuous semigroup $\{\tilde{S}(t)\}_{t \geq 0}$ on $(C_0(\mathbb{R}^d), \|\cdot\|)$ that corresponds to a Markov process on $D(\mathbb{R}^d(\mathbb{R}^+))$. In the terminology of [EK86], this semigroup is Feller, meaning that it satisfies the conditions of the second part of Theorem C.10. It follows that this semigroup $\{\tilde{S}(t)\}_{t \geq 0}$ has an extension to a SCLE semigroup $\{S(t)\}_{t \geq 0}$ on $C_b(\mathbb{R}^d)$. In addition, we find that the domain of the generator contains the strict closure of $C^2(\mathbb{R}^d)$, which contains the set $C^2_b(\mathbb{R}^d)$.

4.2 Stochastic monotonicity

We proceed with our main result regarding the stochastic monotonicity of diffusion semigroups.
Theorem 4.4. Let $\mathcal{I}$ be an index set satisfying Assumption 4.1 and let $\mathcal{F}_{+,0}$ and $\mathcal{F}_+$ be generated by the partial derivatives with indices in $\mathcal{I}$. Let $A$ satisfy Assumption 4.2. If for all $\alpha \in \mathcal{I}$ and for all $\beta < \alpha$ and $\gamma \in \{0,1,2\}^d$ with $|\gamma|_1 \in \{1,2\}$ the conditions

$$A\gamma \geq \beta + \gamma = \zeta + \alpha \quad \Rightarrow \quad \begin{cases} \partial_{\alpha-\beta} g_\gamma \geq 0 & \text{if } \beta + \gamma \in \mathcal{I}, \\ \partial_{\alpha-\beta} g_\gamma = 0 & \text{else} \end{cases} \quad (4.2)$$

hold, then $\{S(t)\}_{t \geq 0}$ propagates $\mathcal{F}_+$. For each $\alpha \in \mathcal{I}$ define $\tilde{B}^{(\alpha)}$ as the second order differential operator

$$\tilde{B}^{(\alpha)} f = \sum_{|\gamma|_1 \leq 2} \sum_{\beta \geq \alpha} \binom{\alpha}{\beta} \partial_{\alpha-\beta} g_\gamma,$$

where the functions $\tilde{g}_\zeta^{(\alpha)}$ are expressed in terms of the coefficients in the multi-index notation for $A$ as in (4.1):

$$\tilde{g}_\zeta^{(\alpha)} = \sum_{|\gamma|_1 \leq 2} \sum_{\beta \geq \alpha} \binom{\alpha}{\beta} \partial_{\alpha-\beta} g_\gamma.$$ 

Let $\tilde{T}^{(\alpha)}(t)$ be the semigroup generated by $B^{(\alpha)}$. Then we have that for each $t \geq 0$ and $f \in \mathcal{F}_{+,0}$ that $\partial_\alpha S(t)f \geq \tilde{T}^{(\alpha)}(t)(\partial_\alpha f)$.

Before giving the proof of this result, we give two main examples to make clear how to verify (4.2).

**Example 4.5.** If $\mathcal{I} = \{1, \ldots, d\}$ or $\Phi f = \text{grad } f$, then $\Phi f \geq 0$ characterizes component-wise increasing functions. If $a$ and $b$ fulfill Assumption 4.2 and

$$a_{ij} \text{ depends on } x_i \text{ and } x_j, \quad (4.3a)$$
$$b_i \text{ is increasing in } x_j \text{ for all } j \neq i, \quad (4.3b)$$

then the conclusions of Theorem 4.4 hold. In particular, we obtain that $\{S(t)\}_{t \geq 0}$ is stochastically monotone.

**Proof.** For all $\alpha \in \mathcal{I}$, we have $|\alpha|_1 = 1$, so $\beta < \alpha$ implies $\beta = 0$. First consider all $\gamma$ with $|\gamma|_1 = 2$, i.e. $\gamma = \{ij\}$ (where possibly $i = j$). If $\alpha \notin \{i,j\}$, then there is no $\zeta \geq 0$ such that $\gamma = \zeta + \alpha$, which implies we must assume $\partial_\zeta g_{\{ij\}} = \partial_\zeta a_{ij} = 0$ as $\beta + \gamma = \{ij\} \notin \mathcal{I}$.

Next consider all $\gamma$ with $|\gamma|_1 = 1$, i.e. $\gamma = i$. If $\alpha \neq i$, then there is no $\zeta \geq 0$ such that $\gamma = \zeta + \alpha$, which implies we must assume $\partial_\zeta g_i = \partial_\zeta b_i \geq 0$ as $\beta + \gamma = \{i\} \in \mathcal{I}$. \qed

**Example 4.6.** $\mathcal{I} = \{kl \mid 1 \leq k < l \leq d\}$ or $\Phi f = (\partial_k \partial_l f)_{1 \leq k < l \leq d}$, then $\Phi f \geq 0$ characterizes smooth supermodular functions. If $a$ and $b$ fulfill Assumption 4.2 and additionally

$$a_{ij} \text{ depends on } x_i \text{ and } x_j, \quad (4.4a)$$
$$b_i \text{ depends only on } x_i, \quad (4.4b)$$

then the conclusions of Theorem 4.4 hold. In particular, $\{S(t)\}_{t \geq 0}$ propagates the supermodular functions.
We conclude that on the set $D_C$ that is continuous. The main condition in the theorem together with $C$ has a more complicated matrix structure, but each component generates a positive SCLE diffusion semigroup, so that also $\partial_{\alpha - \beta \gamma} = \partial b_k = 0$.

Any other combination of $\beta$ and $\gamma$ gives conditions that are implied by the two above.

**Proof of Theorem 4.4.** To establish that $S(t)$ propagates $F_+$, we apply Theorem 2.9. We choose $D := C^0_b(\mathbb{R}^d)$. We start by a calculation of $\Phi A$ for $f \in D$ to identify appropriate operators $B$ and $C$. Using the multi-index notation of the Leibniz rule $\partial_u(gf) = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} \partial_{\alpha - \beta \gamma} \partial_{\beta \gamma} f$.

$$\partial_u Af = \sum_{\|\gamma\|_1 \leq 2} \sum_{\|\beta\|_1 \leq \alpha} \binom{\alpha}{\beta} \partial_{\alpha - \beta \gamma} \partial_{\beta \gamma} f.$$ 

We try to write as many terms in terms of $\{\partial_u f\}_{u \in I}$. This can be achieved by finding all $\beta \leq \alpha$ such that $\beta + \gamma \geq \alpha$. This motivates the definition of $\tilde{B}^{(\alpha)}$. All terms in $\partial_u Af$ that are left are written in terms of $C^{(\alpha)} \Phi$, where $C^{(\alpha)}$ is given on any multi-indexed vector $u = (u_i)_{i \in I}$ by

$$C^{(\alpha)} u := \sum_{\|\gamma\|_1 \leq 2} \sum_{\|\beta\|_1 \leq \alpha} \binom{\alpha}{\beta} \partial_{\alpha - \beta \gamma} u_{\gamma + \beta}.$$ 

This defines two operators $B, C$ by

$$Bu = (\tilde{B}^{(\alpha)} u_a)_{a \in I}, \quad Cu = (C^{(\alpha)} u)_{a \in I}.$$ 

Note that $B$ operates on the diagonal. In addition, if $\beta + \gamma = \zeta + \alpha$ for $|\zeta|_1 = 2$ then it holds $\tilde{B}^{(\alpha)} = g_\zeta$ and the operators $\tilde{B}^{(\alpha)}$ differ from $A$ only in the drift and the killing terms. These terms are bounded by assumption. Thus each component generates a positive SCLE diffusion semigroup, so that also $B$ generates a positive SCLE semigroup. This implies that $B$ is resolvent positive. The operator $C$ has a more complicated matrix structure, but each component is continuous. The main condition in the theorem together with $\gamma_0 = 0$ implies that $C$ is positive.

We conclude that on the set $D$ we have $\Phi Af = B\Phi f + C\Phi f$ for a resolvent positive operator $B$ and a positive continuous operator $C$.

It remains to verify conditions (b) and (c) of Theorem 2.9. Condition (b) follows from Proposition 2.27 and Lemma 4.7 below. Condition (c) follows from Assumption 4.2, i.e. $a, b \in C^2_b(R^d)$, and Theorem 4.3.2 in [Kry90].
The second part of the result follows by Theorem 2.19 whose conditions can be checked as in the proof of Theorem 3.12, making the appropriate changes, e.g. changing the use of Lemma 3.10 to Theorem 4.3.2 in [Kry96]. Thus, Condition (c) of Theorem 2.19 follows from Corollary 2.28 by using the set of approximation operators \( \{(T_n, T'_n)\} \) defined below.

A final property that needs to be checked is that \( f \in F_{+,0}^+ \) implies \( S(t)f \in F_{+,0}^+ \). This, however, follows from Theorem 8.2.1 (ii) in [Kry96] as \( F_{+,0}^+ \subseteq C_0^\infty(\mathbb{R}^d) \).

Using convolutions as in the proof of Proposition 3.21 the following result is immediate.

**Lemma 4.7.** Let \( I \) be an index set satisfying Assumption 4.1 and let \( F_{+,0}^+ \) and \( F_+^+ \) be generated by the partial derivatives with indices in \( I \). There exists positive continuous approximation operators \( \{T_n\}_{n \geq 1} \) for \( (\Phi, F_{+,0}^+, D) \). In addition, there are operators \( T'_{n,\alpha} \), \( \alpha \in I \) such that for \( i \in \{0,1\} \) we have if \( (-1)^i \partial f \geq (-1)^i h \), then \( (-1)^i \partial (T_n f) \geq (-1)^i T'_{n,\alpha} h \).

### 4.3 A comparison result for diffusion processes

We proceed with preservation of order. The theorem complements the results [BR07] obtained using martingale methods.

**Theorem 4.8.** Let \( I \) be an index set satisfying Assumption 4.1 and let \( F_{+,0}^+ \) and \( F_+^+ \) be generated by the partial derivatives with indices in \( I \). Denote by \( \preceq \) the stochastic order induced by \( F_{+,0}^+ \).

Let \( \eta^{(1)}, \eta^{(2)} \) be two diffusion processes with generators \( A^{(z)} \), \( z \in \{1,2\} \) and let \( A \) be a third generator, all satisfying Assumption 4.2 having coefficients \( a_{ij}^{(z)}, a_{ij}, b_i^{(z)}, b_i \).

Suppose that the coefficients \( a_{ij}, b_i \) satisfy (4.2) in Theorem 4.4 and that

\[
\begin{align*}
\text{for } i \in I & \text{ and } b_i^{(1)} = b_i^{(2)} \text{ otherwise,} \\
\text{for } \{ij\} \in I & \text{ and } a_{ij}^{(1)} = a_{ij} = a_{ij}^{(2)} \text{ otherwise,}
\end{align*}
\]

then \( S^{(1)}(t)f \leq S(t)f \leq S^{(2)}(t)f \) for \( f \in F_{+,0}^+ \). In addition we have \( \eta^{(1)}(0) \preceq \eta^{(2)}(0) \) then \( \eta^{(1)}(t) \preceq \eta^{(2)}(t) \) for all \( t \geq 0 \).

**Proof.** We apply Theorem 2.21 and Corollary 2.23. Note that the operator \( A \) is as in Theorem 4.4 and there are \( B \) and \( C \) such that the conditions for Theorem 2.9 are satisfied. Recall that \( D = C_0^\infty(\mathbb{R}^d) \).

Here we choose in addition \( D^* := C_0^\infty(\mathbb{R}^I) \). Note that condition (a) of Theorem 2.21 is satisfied by our choice of \( A \). Condition (b) follows by Proposition 2.29 and the approximation operators \( T_n \) of Lemma 4.7. Condition (c) follows by Theorem 4.3.2 in [Kry96] as the coefficients of the operator \( B \) are \( C_0^{\alpha,\delta} \) by Assumption 4.2 on \( A \).
5 Interacting particle systems

A third class of examples that we will consider are discrete interacting particle systems on \( \mathcal{X} := \{0, 1\}^S \) or \( \mathcal{X} := \{-1, 1\} \), where \( S \) is some countable set or graph. Elements in \( \mathcal{X} \) are denoted with Greek letters \( \sigma, \zeta \), whereas we use \( i, j, x, y \in S \) to denote a location in \( S \). We write \( \sigma_i \) for the value of \( \sigma \in \mathcal{X} \) at site \( i \in S \).

On \( \mathcal{X} \), we consider Fellers processes \( \{\sigma(t)\}_{t \geq 0} \). Three important examples of such systems are as follows.

- **The contact process**: each site \( i \in S \) represents an individual that can either be healthy, \( \sigma_i = 0 \), or infected, \( \sigma_i = 1 \). The dynamics are as follows: infected sites infect healthy neighbouring sites and infected sites heal at some rate independent of the states of the neighbours.

- **Voter model**: each site \( i \in S \) represents an individual that has an opinion \( \sigma_i \in \{0, 1\} \), that changes at an exponential rate proportional to the number of neighbours with a different opinion.

- **Glauber dynamics for the Ising model**: Usually this process is defined on \( \{-1, 1\}^S \). Each site represents a magnetic spin that changes under the influence of Glauber dynamics.

We will reprove and slightly improve a classical result on stochastic monotonicity by Liggett, Theorem III.1.5 in [Lig85], there proven via coupling methods.

We start with a small introduction of the order generated by increasing functions and that of generators.

5.1 Preliminaries: orders and generators

We equip \( \mathcal{X} \) with the partial order \( \leq \) defined for \( \sigma, \xi \in \mathcal{X} \) by \( \sigma \leq \xi \) if \( \sigma_i \leq \xi_i \) for all \( i \in S \). We say that \( f \in C_0(\mathcal{X}) \) is monotone if \( \sigma \leq \xi \) implies \( f(\sigma) \leq f(\xi) \) and denote the set of monotone functions by \( \mathcal{M} \). Our goal is to prove the preservation of monotonicity. For this we need to characterize the monotone functions \( \mathcal{M} \) in terms of an operator \( \Phi \). Without loss of generality, we assume that \( \mathcal{X} = \{0, 1\}^S \). For \( x \in S \) and \( r \in \{0, 1\} \), we write

\[
\sigma[x, r]_j = \begin{cases} 
\sigma_j & \text{if } j \neq x, \\
r & \text{if } j = x,
\end{cases}
\]

for the configuration obtained from \( \sigma \) by changing the spin at site \( x \in S \) to \( r \) and define

\[
\Phi : C(\mathcal{X}) \to C_0(\mathcal{X} \times S), \quad \Phi f(\sigma, x) := f(\sigma[x, 1]) - f(\sigma[x, 0]).
\]

As always, we write \( \mathcal{F}_{+, 0} := \{ f \in C_0(\mathcal{X}) \mid \Phi f \geq 0 \} \) and \( \mathcal{F}_+ := \overline{\mathcal{F}_{+, 0}} \). Our first result is that indeed \( \Phi \) characterizes the monotone functions.

**Proposition 5.1.** We have \( \mathcal{M} = \mathcal{F}_+ \).
Proof. If \( f \in D \cap M \), it is clear that \( f \in F^+_0 \). Suppose now that \( f \in D \cap F^+_0 \), we prove that it is in \( M \). Pick \( \sigma, \xi \) such that \( \sigma \geq \xi \). Let \( \varphi : \{1, 2, \ldots\} \to S \) be a bijection and denote by \((\sigma \xi)^j\) the configuration

\[
(\sigma \xi)^j_{\varphi(i)} := \begin{cases} 
\sigma_{\varphi(i)} & \text{for } i > j, \\
\xi_{\varphi(i)} & \text{for } i \leq j.
\end{cases}
\]

Then by the fact that \( f \in D \), we have

\[
f(\sigma) - f(\xi) = \sum_{j=0}^{\infty} f((\sigma \xi)^j) - f((\sigma \xi)^{j+1}).
\]

Because \( f \in F^+_0 \), we conclude that \( f(\sigma) - f(\xi) \geq 0 \) and \( f \in M \).

The proof that \( D \cap M = M \) is straightforward, which implies that \( M = F^+_\ast \).

Next, we introduce a class of operators on \( X \) that generate interacting particle systems. These systems will make jumps on the set \( X \) by changing the state at one site \( i \in S \) at a time. The processes, however, will in general have a total jump-rate that equals infinity. If we assume that changes in the configuration ‘far away in \( S \)’ do not influence the jump-rates of sites for ‘small’ elements in \( S \) the Markov process is well-defined, see Theorem 5.2 proven by Liggett below.

We give the appropriate notation and definitions. For \( i \in S \), let \( \sigma^i \in X \) be the configuration obtained from \( \sigma \in X \) by changing the \( i \)-th coordinate:

\[
\sigma^i_j = \begin{cases} 
\sigma_j & \text{if } j \neq i, \\
1 - \sigma_j & \text{if } j = i.
\end{cases}
\]

The rate at which the system makes a transformation from \( \sigma \) to \( \sigma^i \) is given by a continuous function \( \sigma \mapsto c(i, \sigma) \).

For a function \( f \in C_b(X) \) that depends on a finite number of coordinates in \( S \) only, the generator of our interacting particle system is given by

\[
A f(\sigma) = \sum_i c(i, \sigma) \left[ f(\sigma^i) - f(\sigma) \right].
\]

(5.1)

Note that in general \( \sum_i \|c(i, \cdot)\| = \infty \). To make sure that we can associate a Feller process to an extension of \( A \) in (5.1) we introduce some additional definitions.

For \( f \in C(X) \), define

\[
\delta_f(x) = \sup \{|f(\sigma) - f(\zeta)| : \sigma_y = \zeta_y \text{ for } y \neq x\},
\]

the variation of \( f \) at \( x \in S \), and the space of test functions (of bounded variation) by

\[
D = \left\{ f \in C_b(X) \middle| \|f\| := \sum_{x \in S} \delta_f(x) < \infty \right\}.
\]

(5.2)

Our first condition on \( A \), i.e. (5.3) below, will make sure that \( D \) is contained in the domain of the closure of \( A \). This condition is expressed in terms of the
total rate at which the value of the configuration at \( i \in S \) changes. To this end, denote 
\[ c(i) := \sup\{c(i, \sigma) \mid \sigma \in \mathcal{X}\} \]
the maximal rate of \( \sigma \mapsto c(i, \sigma) \).

Our second condition on \( A \), (5.4) below, makes sure that correlations between individual coordinates in \( S \) do not grow too fast. For \( i, u \in S \), we define the dependence of \( c(i, \sigma) \) on the \( u \) variable:
\[ c_u(i) = \sup \{|c(i, \sigma) - c(i, \hat{\sigma})| \mid \sigma_y = \hat{\sigma}_y \text{ for } y \neq u\}. \]

We state the main generation theorem for interacting particle systems.

**Theorem 5.2 ([Lig85], Theorem I.3.9).** Assume that
\[ \sup_i c(i) < \infty, \] (5.3)
\[ M := \sup_{x \in S} \sum_{u \neq x} c_u(x) < \infty. \] (5.4)

Then the closure of \( A \), which we will also denote by \( A \), includes \( D \) in the domain and generates a strongly continuous positive contraction semigroup \( S(t) \) on \((C(\mathcal{X}), \|\cdot\|)\) that corresponds to a Feller process \( \{\eta(t)\}_{t \geq 0} \) and the semigroup satisfies
\[ \|S(t)f\| \leq e^{tM} \|f\| \text{ for all } t \geq 0. \]

### 5.2 Preservation of order for spin-systems

To obtain conditions for the propagation of monotonicity, we aim to apply our main result, Theorem 2.9. To do so, we need an expression for \( \Phi Af \) in terms of two operators \( B \) and \( C \) on the space \( C_b(\mathcal{X} \times S) \). We introduce these operators first.

Denote
\[ s(i, \sigma) = \begin{cases} 1 & \text{if } \sigma_i = 0, \\ -1 & \text{if } \sigma_i = 1. \end{cases} \]

Let \( A \) be as in (5.1). We will show that \( \Phi A = B\Phi + C\Phi \) for appropriate versions of
\[ Bg(\sigma, x) := \sum_i \frac{c(i, \sigma[x, 1]) + c(i, \sigma[x, 0])}{2} [g(\sigma^i, x) - g(\sigma, x)], \]
\[ Cg(\sigma, x) := \sum_{i \neq x} \frac{c(i, \sigma[x, 1]) - c(i, \sigma[x, 0])}{2} s(i, \sigma) [g(\sigma[x, 1], i) + g(\sigma[x, 0], i)]. \]

To give appropriate domains for \( B \) and \( C \), we introduce a space of test functions, analogously to \( D \) on \( \mathcal{X} \), on the space \( \mathcal{X} \times S \).

Denote by
\[ D^{\otimes S} := \left\{ f \in C_0(\mathcal{X} \times S) \mid \forall x \in S : f(\cdot, x) \in D, \text{ and } \|f\|_{\infty} := \sup_{x \in S} \|f(\cdot, x)\| < \infty \right\}. \]

**Remark 5.3.** A straightforward calculation yields
\[ \delta_i(\Phi f)(\cdot, x) \leq 2\delta_i f, \quad \forall x, i \in S. \] (5.5)

This implies that \( \Phi \) maps \( D \) into \( D^{\otimes S} \).
In Lemma 5.5 below, we show that \( B \), is well defined on \( D^{\otimes S} \) and generates a positive strongly continuous contraction semigroup \( \{ T(t) \}_{t \geq 0} \) on \( C_0(\mathcal{X} \times S) \).

We have the following result that slightly improves Theorem III.1.5 in [Lig85] by giving a lower bound in addition to the preservation of monotonicity.

**Theorem 5.4.** Let \( A \) be as in (5.1) satisfying the conditions of Theorem 5.2. Suppose in addition that for all \( x, i \in S, x \neq i \), we have

\[
c(i, \sigma[x, 1]) \geq c(i, \sigma[x, 0])
\]

if \( \sigma_i = 0 \) and

\[
c(i, \sigma[x, 1]) \leq c(i, \sigma[x, 0])
\]

if \( \sigma_i = 1 \).

Then we have that for each fixed \( x \), \( i \) in \( S \), \( f \in F \), \( \sigma \in \mathcal{S} \) satisfies the conditions in Theorem 5.2.

We pick \( c(i) \) in addition that for all \( f \in F \), \( \sigma \in \mathcal{S} \) and \( i \) in \( S \) with the property that \( \Phi f \geq h \geq 0 \) and \( t \geq 0 \) that \( \Phi S(t)f \geq T(t)h \).

Before we prove the theorem, we show that for each fixed \( x \), the restriction of the operator \( B \) to \( x \) \( S \) coordinate is the generator of an interacting particle system.

**Lemma 5.5.** For each \( x \in S \), the operator \( B_x : D \to C(\mathcal{X}) \) defined by

\[
B_x f(\sigma) := \sum_i \frac{c(i, \sigma[x, 1]) + c(i, \sigma[x, 0])}{2} [f(\sigma') - f(\sigma)]
\]

satisfies the conditions in Theorem 5.2 and generates a semigroup \( \{ T_x(t) \}_{t \geq 0} \) on \( C_0(\mathcal{X}) \). It follows that \( B \) is well defined on \( D^{\otimes S} \) and generates a Markov semigroup \( \{ T(t) \}_{t \geq 0} \) with the property that \( T(t)g(\sigma, x) = (T_x(t)g(\cdot, x))(\sigma) \). Finally, we have that for \( h \in D^{\otimes S} \) that \( \|T(t)h\|_\infty \leq c^M t \|h\|_\infty \).

**Proof.** For notational convenience, denote

\[
c^x(\sigma) = \frac{c(i, \sigma[x, 1]) + c(i, \sigma[x, 0])}{2}.
\]

It is immediate that \( \sigma \mapsto c^x(\sigma) \) is continuous for all \( i \in S \). Additionally, (5.3) is satisfied as \( c^x(i) \leq c(i) \). Finally, (5.4) is implied by

\[
M_x := \sup_{y \in S} \sum_{u \neq y} c_u^x(y) \leq \sup_{y \in S} \sum_{u \neq y} c_u(y) \leq M,
\]

because \( c_u^x(y) \leq c_u(y) \) for all \( u, y \in S \).

A straightforward calculation shows that the semigroup \( \{ T(t) \}_{t \geq 0} \) is strongly continuous for the norm and that \( D^{\otimes S} \) is in the domain of the generator and that on this set, the generator equals \( B \). The final claim follows immediately from the uniform bound in (5.6).

**Proof of Theorem 5.4.** We first check the conditions for Theorem 2.9. We pick \( (E, \tau_E) = (C_0(\mathcal{X}), \|\|) \), \( F = (C_0(\mathcal{X} \times S), \|\|) \) and \( \mathcal{D} = D \). This space indeed satisfies \( D \subseteq \mathcal{D}(\Phi A) \cap \mathcal{D}(B\Phi) \cap \mathcal{D}(C\Phi) \) by the observation made in (5.5). Note
that $B$ generates a positive semigroup by Lemma 5.5, which implies that $B$ is resolvent positive. The positivity of $C$ is clear by the assumption of the theorem.

We proceed by proving that $\Phi Af = B\Phi f + C\Phi f$ for $f \in D$. First note that for all $x, i \in S$ and $f \in D$

$$\Phi f(\sigma^i, x) - \Phi f(\sigma, x) = f(\sigma[x, 1]^i) - f(\sigma, x) - [f(\sigma[x, 0]^i) - f(\sigma[x, 0])].$$

$\Phi Af(\sigma, x)$ can be expressed as a sum over $i \in S$. For each $i$, a straightforward calculation yields that the summand equals

$$c(i, \sigma[x, 1]) [f(\sigma[x, 1]^i) - f(\sigma, x)] - c(i, \sigma[x, 0]) [f(\sigma[x, 0]^i) - f(\sigma, x)]$$

$$= \frac{1}{2} \left[ c(i, \sigma[x, 1]) - c(i, \sigma[x, 0]) \right] [f(\sigma[x, 1]^i) - f(\sigma, x)]$$

$$+ \frac{1}{2} \left[ c(i, \sigma[x, 1]) - c(i, \sigma[x, 0]) \right] [f(\sigma[x, 0]^i) - f(\sigma, x)].$$

Note that if $i = x$, then the second and third term on the right hand side cancel each other. If $i \neq x$, we can express the two differences in $f$ in terms of $\Phi f$ and $s(i, \sigma)$:

$$c(i, \sigma[x, 1]) [f(\sigma[x, 1]^i) - f(\sigma, x)] - c(i, \sigma[x, 0]) [f(\sigma[x, 0]^i) - f(\sigma, x)]$$

$$= \frac{1}{2} \left[ c(i, \sigma[x, 1]) + c(i, \sigma[x, 0]) \right] [\Phi f(\sigma^i, x) - \Phi f(\sigma, x)]$$

$$+ \delta(i \neq x) \frac{1}{2} \left[ c(i, \sigma[x, 1]) - c(i, \sigma[x, 0]) \right] s(i, \sigma) [\Phi f(\sigma[x, 1], i) + \Phi f(\sigma[x, 0], i)].$$

We conclude that $\Phi Af = (B + C)\Phi f$.

To apply Theorem 2.9, we are left to check conditions (b) and (c). For (c) note that because $S(t)$ is continuous for the $\|\cdot\|$ topology by Theorem 5.2, we find that $R(\lambda, A)D \subseteq D$ for all $\lambda > 0$ via the integral representation formula for the resolvent.

For (b), we proceed by checking the conditions for Proposition 2.27. Define the operators

$$T_n f(\sigma) := f(\sigma[n]),$$

where $\sigma[n]$ is the configuration defined by $\sigma[n]_{\varphi(i)} = \sigma_{\varphi(i)}$ if $i \leq n$ and $\sigma[n]_{\varphi(i)} = 0$ otherwise. Here we use the map $\varphi$ introduced in the proof of Proposition 5.1.

Note that by construction $T_n : D(\Phi) \to D$. Furthermore, note that $f \in F_{+0}$ implies that $\Phi(T_n f) \in F_{+0}$. The final property $\lim_n \|T_n f - f\| = 0$ follows from the uniform continuity of $f$. Thus the operators $\{T_n\}_{n \geq 1}$ are approximation operators for $(\Phi, F_{+0}, D)$. We conclude that $F_{+0} \cap D$ is dense in $F_{+0}$ by Proposition 2.27.

The final claim of the theorem is established by an application of Theorem 2.19. We take $D^* = D^{\otimes S}$ and note that in this setting $F_+$ is the cone of non-negative functions in $C_0(X \times S)$. As we have control on the growth of the norm $\|T(t)h\|_\infty$ for functions $h \in D^{\otimes S}$ by Lemma 5.5, it follows as above that also the resolvent $R(\lambda, B)$ maps $D^{\otimes S}$ into itself.

To conclude, we verify condition (c) for Theorem 2.19 via Corollary 2.28.
Define $T'_n : C_0(X \times S) \to C_0(X \times S)$ by

$$T'_n h(\sigma, x) := \begin{cases} h(\sigma[n], x) & \text{if } x = \varphi(i) \text{ for some } i \leq n, \\ 0 & \text{if } x = \varphi(i) \text{ for some } i > n, \end{cases}$$

It is straightforward to verify that $\{T'_n\}$ are approximation operators for $(1, F_+, D^\otimes S)$.

Finally, we verify that if $\Phi f \geq h \geq 0$, then $\Phi T'_n f \geq T'_n h$.

Case 1: If $i > n$, then $\Phi(T_n f)(\sigma, \varphi(i)) = 0 = T'_n h(\sigma, \varphi(i))$. Case 2: If $x \in S$ is such that $x = \varphi(i)$ for $i \leq n$, then $\Phi(T_n f)(\sigma, x) = f(\sigma[x, 1][n]) - f(\sigma[x, 0][n])$, where $\sigma[x, 1][n]$ means that we first replace $\sigma$ by $\sigma[x, 1]$ and then $\sigma[x, 1]$ by replacing all coordinates with index larger than $n$ by 0. As $x = \varphi(i)$ for $i \leq n$, this result is the same as when we interchange these two replacements: that means $\sigma[x, 1][n] = \sigma[n][x, 1]$. This implies

$$\Phi(T_n f)(\sigma, x) = f(\sigma[x, 1][n]) - f(\sigma[x, 0][n]) = f(\sigma[n][x, 1]) - f(\sigma[n][x, 0])$$

$$= f(\sigma[n], x) \geq h(\sigma[n], x) = T'_n h(\sigma, x).$$

Thus, Condition (c) of Theorem 2.19 follows from Corollary 2.28 by using the set of approximation operators $\{(T_n, T'_n)\}$.

We conclude that for $f \in F_+, h \in C_0(X \times S)$ with $\Phi f \geq h \geq 0$, we have $\Phi S(t)f \geq T(t)h$. \qed

6 Proofs of main results

We start by stating a generalisation of Theorem 2.9.

**Theorem 6.1.** Let Assumption 2.8 be satisfied. In addition to $A$ and $B$, suppose there is a third linear operator $C : D(C) \subseteq F \to F$. Let $D$ be a set such that $D \subseteq D(B\Phi) \cap D(C\Phi) \cap D(\Phi A)$ and suppose that for all $f \in D$ we have

$$\Phi A f = (B + C)\Phi f.$$  \hspace{1cm} (6.1)

Fix some $\lambda_0 > 0$ and suppose that for all $\lambda \in (0, \lambda_0)$

(a) the set $\mathcal{F}_\lambda := ((1 - \lambda A)D) \cap \mathcal{F}_{+, 0}$ is dense in $\mathcal{F}_{+, 0}$ with respect to $\tau_E$,

(b) the operator $1 - \lambda CR(\lambda, B)$ is invertible with full domain and has inverse which we denote by $U_\lambda$ which satisfies $U_\lambda \geq 0$.

Then, for any $\lambda$ such that $0 < \lambda < \lambda_0$ and for all $t \geq 0$, we have: if $g \in \mathcal{F}_+$, then $R(\lambda, A)g \in \mathcal{F}_+$ and $S(t)g \in \mathcal{F}_+$.

The main tool for the proof of this result implies that if $\Phi A - B\Phi$ is ‘positive’, then also $\Phi R(\lambda, A) - R(\lambda, B)\Phi$ is ‘positive’. The result has two versions, one that we will need that uses $U_\lambda \geq 0$ and a result that assumes more, but has a stronger consequence. The conditions for the latter result hold for example in the typical case in which $C$ is continuous and non-negative, cf. Lemma 6.3.

**Lemma 6.2.** Let the assumptions of Theorem 6.1 be satisfied. Then the following two statements hold.
(i) if \( U_\lambda \geq 0 \), then it holds for all \( g \in \mathcal{F}_\lambda \) that \( \Phi R(\lambda, A)g \geq 0 \),

(ii) if \( U_\lambda \geq 1 \), then it holds for all \( g \in \mathcal{F}_\lambda \) that \( \Phi R(\lambda, A)g \geq R(\lambda, B)\Phi g \geq 0 \).

The proof of the lemma, and also that of Lemma 6.3 below, are inspired on the manipulations that were made in the proof of Theorem 3.1 in [Arc87].

Proof. Fix \( \lambda \in (0, \lambda_0) \), \( g \in \mathcal{F}_\lambda \) and set \( f = R(\lambda, A)g \). Because \( \mathcal{F}_\lambda \subseteq (1 - \lambda A)\mathcal{D} \), we find \( f \in \mathcal{D} \). Using the linearity of \( \Phi \) and (6.1), we obtain

\[
\Phi g = \Phi f - \Phi \lambda Af = \Phi f - \Phi (B + C)\Phi f = (1 - \lambda (B + C))\Phi f.
\]

As \( f \in \mathcal{D} \subseteq \mathcal{D}(\Phi) \), we can rewrite the right-hand side as

\[
\Phi g = (1 - \lambda CR(\lambda, B)) (1 - \lambda B)\Phi f.
\]

Applying first \( U_\lambda \) and then \( R(\lambda, B) \) on both sides of this equation, using that \( f = R(\lambda, A)g \), we find

\[
R(\lambda, B)U_\lambda \Phi g = \Phi R(\lambda, A)g.
\]

Next, we use that \( g \in \mathcal{F}_\lambda \subseteq \mathcal{F}_{+,0} \). (i) follows by using that \( R(\lambda, B) \geq 0 \) and \( U_\lambda \geq 0 \), whereas (ii) follows because \( R(\lambda, B)(U_\lambda - 1)\Phi g \geq 0 \) which implies

\[
\Phi R(\lambda, A)g \geq R(\lambda, B)\Phi g.
\]

Proof of Theorem 6.1. Fix \( \lambda \in (0, \lambda_0) \). We start by proving that \( R(\lambda, A)\mathcal{F}_\lambda \subseteq \mathcal{F}_{+,0} \). Thus, choose \( g \in \mathcal{F}_\lambda \). By definition of \( \mathcal{F}_\lambda \), we have \( R(\lambda, A)g \in \mathcal{D} \subseteq \mathcal{D}(\Phi) \). By Assumption (b) and Lemma 6.2, we find \( R(\lambda, A)g \in \mathcal{F}_{+,0} \).

Now let \( g \in \mathcal{F}_+ \). As \( \mathcal{F}_+ \) is the \( \tau_E \) closure of \( \mathcal{F}_\lambda \) by Assumption (a), we can find a net \( g_\alpha \in \mathcal{F}_\lambda \) such that \( g_\alpha \to g \). As \( R(\lambda, A) \) is a continuous map, and \( R(\lambda, A)g_\alpha \in \mathcal{F}_{+,0} \) for every \( \alpha \) by the argument above, we conclude that \( R(\lambda, A)g \in \mathcal{F}_+ \).

We proceed with the second statement: \( S(t)\mathcal{F}_+ \subseteq \mathcal{F}_+ \) for all \( t \geq 0 \). Fix \( t \geq 0 \) and \( g \in \mathcal{F}_+ \). By Yosida-approximation, cf. (B.1), we have

\[
S(t)g := \lim_n e^{tA_n} g = \lim_n \sum_{k \geq 0} \frac{(tnR(n^{-1}, A))^k}{k!} e^{-tn},
\]

for \( \tau_E \). As \( \mathcal{F}_+ \) is \( \tau_E \) closed and convex, it suffices to prove for sufficiently large \( n \) that \( R \left( \frac{1}{n}, A \right)^k g \in \mathcal{F}_+ \) for all \( k \geq 1 \). Choosing \( n \) large enough such that \( t/n < \lambda_0 \), this follows from by iterating the result for the resolvent \( k \) times.

The next two lemmas establish that Theorem 2.9 is a consequence of Theorem 6.1.

Lemma 6.3. Suppose we are in the setting of Theorem 6.1. Suppose that \( C \) is continuous and positive. Then there is a \( \lambda_0 > 0 \) such that for \( \lambda \in (0, \lambda_0) \) the operator

\[
1 - \lambda CR(\lambda, B)
\]

is invertible with inverse \( U_\lambda \) that satisfies \( U_\lambda \geq 1 \).
Proof. Our goal is to define the operator $U_\lambda$ as the sum

$$
U_\lambda f := \sum_{k=0}^{\infty} (\lambda CR(\lambda, B))^k f.
$$

(6.2)

We have to show this sum is well-defined, and additionally, that the operator that we obtain in this way dominates $1$.

By assumption $R(\lambda, B)$ and $C$ are $\tau_F$ continuous. This implies that they are $\| \cdot \|_F$ bounded. In particular, if we put $\lambda_0 = \|C\|_F^{-1} \|R(\lambda, B)\|_F^{-1}$. Then for $\lambda < \lambda_0$, the sum in (6.2) converges in the Banach space $(F, \| \cdot \|_F)$. Elementary arguments yield that indeed $U_\lambda = (1 - \lambda CR(\lambda, B))^{-1}$.

Next, we prove positivity of $U_\lambda - 1 \geq 0$. Note that

$$
U_\lambda f - f = \lim_{n} \sum_{k=1}^{n} (\lambda CR(\lambda, B))^k f
$$

for $\| \cdot \|_F$ and hence, also for $\tau_F$. Thus, if $f \in F_+$, then the partial sums on the right-hand side are positive, due to the positivity of $C$ and $R(\lambda, B)$. Because $(F, \tau, \leq)$ is locally solid, Lemma A.2 in Appendix A implies that the limit is also in the positive cone. We conclude that $U_\lambda \geq 1$.

Remark 6.4. We note that most of the argument in the proof above uses the norm $\| \cdot \|_F$ topology only. It is only in the final step that we use that $\tau_F$ is locally convex-solid, to establish that $U_\lambda \geq 1$. If one were able to prove that for any locally convex-solid topology $\tau_F$, also the strong topology $\| \cdot \|_F$ is locally convex-solid, then all arguments for the space $F$ can be carried out with the norm topology.

The next lemma will be our main tool to establish the density of $F_\lambda$ in $F_{+0}$.

Lemma 6.5. Consider the setting of Theorem 6.1 and fix some $\lambda > 0$. If

(a) $D \cap F_{+0}$ is $\tau_E$ dense in $F_{+0}$,
(b) we have $R(\lambda, A)D \subseteq D$,

then $F_\lambda$ is $\tau_E$ dense in $F_{+0}$.

Proof. Fix $\lambda > 0$. Recall that $F_\lambda := (1 - \lambda A)D \cap F_{+0}$. It follows by (a) that it suffices to prove that $D \subseteq (1 - \lambda A)D$. This statement follows by applying $(1 - \lambda A)$ to both sides of the inclusion of (b). Note that this is possible due to the inclusion $D \subseteq D(\lambda A)$.

Theorem 2.19 can be proven as a corollary of Theorem 2.9 by considering product spaces and product semigroups instead of the original objects.

Proof of Theorem 2.19. The result follows from an application of Theorem 2.9 for the semigroup $S(t) = (S(t), T(t))$, the operator $U$ and $D \times D^*$ playing the role of $D$. We check (a), (b) and (c) of Theorem 2.9. (a) was verified in the discussion preceding the theorem. (b) is implied by assumption (b) of this theorem and (c) follows by an application of (c) of this theorem and the product structure of the the resolvent.
We conclude that \((S(t), T(t)) \mathcal{G}_+ = S(t) \mathcal{G}_+ \subseteq \mathcal{G}_+\). The final claim is immediate.

Proof of Theorem 2.21. The result follows from an application of Theorem 2.9 with \(\mathcal{H}^{(1)}_{+,0}\) corresponding to \(\mathcal{F}_{+,0}\) and \(\mathcal{D} \times \mathcal{D}^*\) corresponding to \(\mathcal{D}\). By the latter choice condition (c), we find \(T\) from the convergence of the sequences \(\mathcal{F} \rightarrow \mathcal{A}\). Regarding Remark 6.6.

Proof of Corollary 2.23. Fix \(t \geq 0\) and suppose that \(\eta^{(1)}(0) \ll \eta^{(2)}(0)\). We prove that \(\mathbb{E}[f(\eta^{(1)}(t))] \leq \mathbb{E}[f(\eta^{(2)}(t))]\) for all \(f \in \mathcal{F}_+\).

Denote by \(\nu\) be the law of \(\eta^{(1)}(0)\) and by \(\mu\) the law of \(\eta^{(2)}(0)\). By Theorem 2.21, we have \(S^{(1)}(t)f \leq S(t)f \leq S^{(2)}(t)f\) and \(S(t)f \in \mathcal{F}_+\). This implies

\[
\mathbb{E}[f(\eta^{(1)}(t))] = \langle S^{(1)}(t)f, \nu \rangle \leq \langle S(t)f, \nu \rangle \leq \langle S^{(2)}(t)f, \mu \rangle = \mathbb{E}[f(\eta^{(2)}(t))].
\]

Note that the third inequality is a consequence of \(\eta^{(1)}(0) \ll \eta^{(2)}(0)\). We conclude that \(\eta^{(1)}(t) \ll \eta^{(2)}(t)\).

Proof of Proposition 2.27. Pick \(f \in \mathcal{F}_{+,0}\). Note that \(\mathcal{F}_{+,0} \subseteq \mathcal{D}(\Phi)\). This implies by properties (a) and (b) of approximation operators that \(T_n f \in \mathcal{F}_{+,0} \cap \mathcal{D}\). By property (c), we find \(T_n f \rightarrow f\) for the strict topology. We conclude that \(\mathcal{D} \cap \mathcal{F}_{+,0}\) is strictly dense in \(\mathcal{F}_{+,0}\).

Proof of Corollary 2.28. By construction, \(\widetilde{T}_n\) is a strongly continuous family of strictly continuous operators. Let \((f, h) \in \mathcal{H}_{+,0}^{(2)}\). Then \(\Phi f \geq h\) and therefore \(\mathcal{T}_n(f, h) = (\Phi T_n f, T_n h) \geq 0\) by (2.3). Therefore \(\mathcal{T}_n \mathcal{G}_{+,0} \subseteq \mathcal{G}_{+,0}\) and also property (a) of the definition of approximation operators holds. Finally, by property (b) of \(T_n\) and \(T_n^*\), also property (b) for \(\widetilde{T}_n\) holds.

Proof of Corollary 2.29. We prove the result for \(i = 2\), the other case being similar. Let \((f, h) \in \mathcal{H}_{+,0}^{(2)}\) and consider the sequence \(\{T_n f, T_n h\}\). As \(T_n\) is positive and \(f \leq h\), we find \(T_n f \leq T_n h\) for all \(n\). As in the proof of Proposition 2.27, we find \(T_n f, T_n h \in \mathcal{D}\) and hence \((T_n f, T_n h) \in \mathcal{H}_{+,0}^{(2)} \cap \mathcal{D}^2\).

From the convergence of the sequences \(T_n f \rightarrow f\) and \(T_n h \rightarrow h\), we conclude \((T_n f, T_n h) \rightarrow (f, h)\). Therefore \(\mathcal{D}^2 \cap \mathcal{H}_{+,0}^{(2)}\) is dense in \(\mathcal{H}_{+,0}^{(2)}\).

Remark 6.6. Regarding Remark 2.24, note that we obtain \(T_n h \in \mathcal{D}\) by our assumption that \(h \in \mathcal{D}(\Phi)\).

A Locally convex-solid spaces

The following definitions are taken from [AB78]. Consider an ordered vector space \((F, \leq)\). We say that a set \(A \subseteq F\) has a supremum \(g\) if \(g\) has the properties

(i) that \(f \leq g\) for all \(f \in A\),
(ii) if \(f \leq h\) for all \(f \in A\) and some other \(h \in E\), then \(g \leq h\).
Similarly we define, if it exists, infimum of a set. We say that \((F, \leq)\) is a Riesz space if the infimum and supremum of every finite set exists. We denote \(f \vee g\) for the supremum of the set \(\{f, g\}\) and we write \(f \wedge g\) for the infimum of the set \(\{f, g\}\). Furthermore, we write \(f^+ = f \vee 0, f^- = f \wedge 0\) and \(|f| = f^+ - f^-\). We write \(F_+ := \{f \in F \mid f \geq 0\}\) for the positive cone of \(F\).

We say that a subset \(A \subseteq F\) is solid if \(|f| \leq |g|\) and \(g \in A\) implies that \(f \in A\).

**Definition A.1.** We say that \((F, \tau_F, \leq)\) is a locally convex-solid space if \((F, \tau_F)\) is a topological vector space which has a basis of closed, convex and solid (for \(\leq\)) neighbourhoods of 0.

**Lemma A.2** (Theorem 5.6 in [AB78]). The positive cone \(F_+\) in a locally convex-solid space \((F, \tau_F, \leq)\) is \(\tau_F\) closed.

## B Semigroups on locally convex spaces

The definitions in this appendix follow [Kra16].

Let \((E, \tau_E)\) be a locally convex space. We call the family of operators \(\{T(t)\}_{t \geq 0}\) a semigroup if \(T(0) = 1\) and \(T(t)T(s) = T(t + s)\) for \(s, t \geq 0\). A family of \((E, \tau_E)\) continuous operators \(\{T(t)\}_{t \geq 0}\) is called a strongly continuous semigroup if \(t \mapsto T(t)f\) is continuous and weakly continuous if \(t \mapsto (T(t)f, \mu)\) is continuous for every \(f \in E\) and \(\mu \in E'\).

We call \(\{T(t)\}_{t \geq 0}\) a locally equi-continuous family if for every \(t \geq 0\) and continuous semi-norm \(p\), there exists a continuous semi-norm \(q\) such that \(\sup_{s \leq t} p(T(s)f) \leq q(x)\) for every \(f \in E\). Finally, we abbreviate strongly continuous and locally equi-continuous semigroup to SCLE semigroup.

We say that \(A \subseteq E \times E\) is the generator of a SCLE semigroup \(\{T(t)\}_{t \geq 0}\) if

\[
g = \lim_{t \downarrow 0} \frac{T(t)f - f}{t} \quad \Leftrightarrow \quad (f, g) \in \mathcal{D}(A).
\]

Throughout the paper, we make heavy use of the resolvent of \(A\). First define the resolvent set \(\rho(A) \subseteq \mathbb{C}\)

\[
\rho(A) := \{\lambda \in \mathbb{C} \mid (1 - \lambda A)\text{ is invertible and the inverse is }\tau_E\text{ continuous}\}.
\]

For \(\lambda \in \rho(A)\), we denote \(R(\lambda, A) = (1 - \lambda A)^{-1}\).

**Definition B.1.** Let \((E, \tau_E)\) be locally convex and let \(T \subseteq E \times E\).

(i) We write \(\overline{T}\) for the \(\tau_E\) closure of \(T\) in \(E \times E\). We say that \(T\) is closed if \(T = \overline{T}\).

(ii) We say that \(\overline{T} \subseteq E \times E\) is an extension of \(T\) if \(T \subseteq \overline{T}\).

The study of strongly continuous semigroups on Banach spaces is greatly aided by the fact that the norm allows for uniform control in various proofs. On locally convex spaces such control is not to be expected. The uniform control, however, can be replaced by ‘probabilistic control’: that is, an equivalent of tightness and uniform control on compact sets. This is possible for locally convex spaces satisfying Condition C, see Definition 2.7.
Remark B.2. In Section C.2 below, we will consider the strict topology $\beta$ on the space $C_b(X)$. This topology, together with the supremum norm, satisfies Condition C, see Corollary 8.2 in [Kra16].

For locally convex spaces satisfying Condition C, we have the following Hille-Yosida theorem. The approximation result can be found in the proof of the mentioned result in [Kra16].

Theorem B.3 (Theorem 6.4 in [Kra16]). Let $(E, \tau_E, \| \cdot \|_E)$ satisfy Condition C. For a linear operator $(A, D(A))$ on $(E, \tau_E)$, the following are equivalent.

(a) $(A, D(A))$ generates a $\tau_E$-SCLE semigroup $\{T(t)\}_{t \geq 0}$ that is $\| \cdot \|_E$, or equivalently $\tau_E$, bounded.

(b) $(A, D(A))$ is $\tau_E$-closed, $\tau_E$-densely defined and for every $\lambda > 0$ one has $\lambda \in \rho(A)$ and for every semi-norm $p \in \mathcal{N}$ and $\lambda_0 > 0$ there exists a semi-norm $q \in \mathcal{N}$ such that for all $f \in E$ one has

$$
\sup_{n \geq 1} \sup_{0 < \lambda \leq \lambda_0} p\left((R(n\lambda))^n f\right) \leq q(f).
$$

In this setting, we additionally have Yosida-approximation. Set $A_n = n (R(n^{-1}, A) - 1)$, then we have for every $f \in E$ that

$$
e^{tA_n} f = \sum_{k \geq 0} \frac{(tnR(n^{-1}, A))^k}{k!} e^{-tn} f \to T(t) f \quad (B.1)
$$

$\tau_E$-uniformly for $t$ in compact intervals.

C Strongly continuous semigroups for the strict topology and the martingale problem

As mentioned in the introduction, the transition semigroup of a Feller process on a non-compact Polish space is usually not strongly continuous for the supremum norm. On the other hand, functional analytic theory can greatly aid the study of such semigroups. In this appendix, we collect some results that unify probabilistic and functional analytic methods that have been developed to deal with this disconnect, and that can be used for the purposes of this paper.

C.1 The martingale problem

The main technique for characterizing Markov processes on Polish spaces is the so called martingale problem.

Definition C.1 (The martingale problem). Let $A: D(A) \subseteq C_b(\mathcal{X}) \rightarrow C_b(\mathcal{X})$ be a linear operator. For $(A, D(A))$ and a measure $\nu \in \mathcal{P}(\mathcal{X})$, we say that $P \in \mathcal{P}(D_X(\mathbb{R}^+))$ solves the martingale problem for $(A, \nu)$ if $P\eta(0)^{-1} = \nu$ and if for all $f \in D(A)$

$$
M_f(t) := f(\eta(t)) - f(\eta(0)) - \int_0^t Af(\eta(s))ds
$$
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is a mean 0 martingale with respect to its natural filtration \( \mathcal{F}_t := \sigma(\eta(s) \mid s \leq t) \) under \( \mathbb{P} \).

We denote the set of all solutions to the martingale problem, for varying initial measures \( \nu \), by \( \mathcal{M}_A \). We say that uniqueness holds for the martingale problem if for every \( \nu \in \mathcal{P}(\mathcal{X}) \) the set \( \mathcal{M}_\nu := \{ \mathbb{P} \in \mathcal{M}_A \mid \mathbb{P}\eta(0)^{-1} = \nu \} \) is empty or a singleton. Furthermore, we say that the martingale problem is well-posed if this set contains exactly one element for every \( \nu \).

The construction of solutions to the martingale problem can often be done via approximating processes. Classically, uniqueness for the martingale problem is proven via duality. [CK15], however, introduced a method based on viscosity solutions.

### C.2 The strict topology

The effectiveness of functional analytic theory for the study of probability on (locally) compact metric spaces comes from the Riesz-representation theorem. This result identifies the space of Borel measures as the dual space of \( (C_0(\mathcal{X}), \| \cdot \|) \). If we replace \( \mathcal{X} \) by a non-compact Polish space, this duality breaks down.

To reconnect the functional analytic theory to probability theory, in the form of re-establishing this duality a weaker topology on \( C_b(\mathcal{X}) \) is necessary. This weaker topology is the strict topology. This topology was first introduced by Buck [Buc58] in the locally compact setting. A comprehensive treatment in the setting of locally convex spaces is given in [Sen72]. Finally, [Cas11] treats the strict topology in the context of Markov processes.

Before we introduce the strict topology, we introduce the compact-open topology \( \kappa \) on \( C_b(\mathcal{X}) \) and \( M_b(\mathcal{X}) \). This locally convex topology is generated by the semi-norms \( p_K(f) := \sup_{x \in K} |f(x)| \), where \( K \) ranges over all compact sets in \( \mathcal{X} \).

The strict topology \( \beta \) on the space bounded continuous functions \( C_b(\mathcal{X}) \) and \( M_b(\mathcal{X}) \) is generated by the semi-norms

\[
p_{K_n, a_n}(f) := \sup_n a_n \sup_{x \in K_n} |f(x)|
\]

varying over non-negative sequences \( a_n \) converging to 0 and sequences of compact sets \( K_n \subseteq \mathcal{X} \). We proceed discussing properties of the strict topology on \( C_b(\mathcal{X}) \).

**Remark C.2.** We refer the reader to the discussion of the strict and substrict topology in [Sen72], where it is shown that these two topologies coincide for Polish spaces. Because the definition of the substrict topology is more accessible, we use this as a characterisation of the strict topology.

**Remark C.3.** The strict topology can equivalently be given by the collection of semi-norms

\[
p_g(f) := |fg|
\]

where \( g \) ranges over the set

\[
\{ g \in C_b(\mathcal{X}) \mid \forall \alpha > 0 : \{ x, |g(x)| \geq \alpha \} \text{ is compact in } \mathcal{X} \}.
\]

See [Buc58] and [Cas11].
The strict topology is the ‘right’ generalisation of the norm topology on $C(X)$ for compact metric $X$ to the more general context of Polish spaces. To avoid further scattering of results, we collect some of the main properties of $\beta$.

**Theorem C.4.** Let $X$ be Polish. The locally convex space $(C_b(X), \beta)$ satisfies the following properties.

(a) $(C_b(X), \beta)$ is complete, strong Mackey (i.e. all weakly compact sets in the dual are equi-continuous) and the continuous dual space coincides with the space of Radon measures on $X$ of bounded total variation.

(b) $(C_b(X), \beta)$ is separable.

(c) For any locally convex space $(F, \tau_F)$ and $\beta$ to $\tau_F$ sequentially equi-continuous family $\{T_i\}_{i \in I}$ of maps $T_i : (C_b(X), \beta) \to (F, \tau_F)$, the family $I$ is $\beta$ to $\tau_F$ equi-continuous.

(d) The norm bounded and $\beta$ bounded sets coincide. Furthermore, on norm bounded sets $\beta$ and $\kappa$ coincide.

(e) Stone-Weierstrass: Let $M$ be an algebra of functions in $C_b(X)$. If $M$ vanishes nowhere and separates points, then $M$ is $\beta$ dense in $C_b(X)$.

(f) Arzelà-Ascoli: A set $M \subseteq C_b(X)$ is $\beta$ compact if and only if $M$ is norm bounded and $M$ is an equi-continuous family of functions.

(g) $(C_b(X), \beta, \leq)$, where $\leq$ is defined as $f \leq g$ if and only if $f(x) \leq g(x)$ for all $x \in X$, is locally convex-solid.

(h) Dini’s theorem: If $\{f_\alpha\}_\alpha$ is a net in $C_b(X)$ such that $f_\alpha$ increases or decreases point-wise to $f \in C_b(X)$, then $f_\alpha \to f$ for the strict topology.

Note that (d) implies that a sequence $f_n \xrightarrow{\beta} f$ if and only if $\sup_n \|f_n\| < \infty$ and $f_n \xrightarrow{\kappa} f$.

**Proof.** (a) and (c) follow from Theorems 9.1 and 8.1 in [Sen72], Theorem 7.4 in [Wil81], Corollary 3.6 in [Web68] and Krein’s theorem [Köt69, 24.5.(4)]. (b) follows from Theorem 2.1 in [Sum72]. (d) follows by Theorems 4.7, 2.4 in [Sen72] and 2.2.1 in [Wiw61]. (e) is proven in Theorem 2.1 and Corollary 2.4 in [Hay76]. (f) follows by the Arzelà-Ascoli theorem for the compact-open topology, Theorem 8.2.10 in [Eng89], and (d). To conclude, (g) and (h) follow from Theorems 6.1 and 6.2 in [Sen72].

The following result is an analogue of the Banach-Steinhaus theorem for the setting of strong Mackey spaces and is useful for the study of operators for the strict topology. The proof follows from Lemma 3.8 in [Kun09] and the fact that the strict topology is strong Mackey. See also Lemma 3.2 in [Kra16] for the use of a variant of this result in the setting of semigroups.

**Proposition C.5.** Suppose $\{T_n\}_{n \geq 1}$ is a family of strictly continuous linear operators from $C_b(X)$ to $C_b(X)$. Additionally assume that $T_n f \to f$ for all
\( f \in C_b(X) \). Then the family \( \{T_n\} \) is equi-continuous: for every \( \beta \) continuous semi-norm \( p \) there is a \( \beta \) continuous semi-norm \( q \) such that

\[
\sup_{n \geq 1} p(T_n f) \leq q(f)
\]

for all \( f \in C_b(X) \).

C.3 The transition semigroup is strongly continuous and locally equi-continuous with respect to the strict topology

In the setting that the martingale problem is well-posed, we obtain a strengthened version of Theorem 4.5.11, \([\text{EK86}]\), showing that the transition semigroup of the solution is strongly continuous for the strict topology. For a overview of results on SCLE semigroups relevant for the results to follow, see Section B.

**Theorem C.6.** Let \( A \subseteq C_b(X) \times C_b(X) \) and let the martingale problem for \( A \) be well-posed. Suppose that the closed convex hull of \( D(A) \) is \( \beta \)-dense in \( C_b(X) \). Suppose that for all compact \( K \subseteq \mathcal{P}(X) \), \( \varepsilon > 0 \) and \( T > 0 \), there exists a compact set \( K' = K'(K, \varepsilon, T) \) such that for all \( \mathbb{P} \in \mathcal{M}_A \), we have

\[
\mathbb{P}[\eta(t) \in K' \text{ for all } t < T, \eta(0) \in K] \geq (1 - \varepsilon)\mathbb{P}[\eta(0) \in K]. 
\]

Then the measures \( \mathbb{P} \in \mathcal{M}_A \) correspond to strong Markov processes with a \( \beta \)-SCLE semigroup \( \{S(t)\}_{t \geq 0} \) on \( C_b(X) \) defined by \( S(t)f(x) = \mathbb{E}[f(\eta(t)) | \eta(0) = x] \). The generator of \( \{S(t)\}_{t \geq 0} \) is an extension of \( A \).

**Proof of Theorem C.6.** The proof that the solutions are strong Markov and correspond to a semigroup

\[
S(t)f(x) = \mathbb{E}[f(\eta(t)) | \eta(0) = x]
\]

that maps \( C_b(X) \) into \( C_b(X) \) follows as in the proof of (b) and (c) of Theorem 4.5.11 \([\text{EK86}]\). We are left to show that \( \{S(t)\}_{t \geq 0} \) is SCLE for \( \beta \), which we do in Lemma C.7 and Proposition C.8 below. That the generator of the semigroup extends follows from Proposition C.9.

**Lemma C.7.** Let \( \{S(t)\}_{t \geq 0} \) be the semigroup introduced in Theorem C.6. The family \( \{S(t)\}_{t \geq 0} \) is locally equi-continuous for \( \beta \).

**Proof.** Fix \( T \geq 0 \). We will prove that \( \{S(t)\}_{t \leq T} \) is \( \beta \) equi-continuous by using Theorem C.4 (c) and (d). Pick a sequence \( f_n \) converging to \( f \) with respect to \( \beta \). It follows that \( \sup_n \|f_n\| \leq \infty \), which directly implies that \( \sup_n \sup_{t \leq T} \|S(t)f_n\| < \infty \).

We also know that \( f_n \to f \) uniformly on compact sets. We prove that this implies the same for \( S(t)f_n \) and \( S(t)f \) uniformly in \( t \leq T \). Fix \( \varepsilon > 0 \) and a compact set \( K \subseteq X \), and let \( \hat{K} \) be the set introduced in Equation (C.1) for \( T \).
Then we obtain that
\[
\sup_{t \leq T} \sup_{x \in \mathcal{K}} |S(t)f(x) - S(t)f_n(x)| \\
\leq \sup_{t \leq T} \sup_{x \in \mathcal{K}} \mathbb{E}_x |f(\eta(t)) - f_n(\eta(t))| \\
\leq \sup_{t \leq T} \sup_{x \in \mathcal{K}} \mathbb{E}_x \left| (f(\eta(t)) - f_n(\eta(t))) \mathbbm{1}_{\{\eta(t) \in \mathcal{K}\}} + (f(\eta(t)) - f_n(\eta(t))) \mathbbm{1}_{\{\eta(t) \in \mathcal{K}^c\}} \right| \\
\leq \sup_{t \leq T} \sup_{y \in \mathcal{K}} |f(y) - f_n(y)| + \sup_n \|f_n - f\| \varepsilon.
\]
As \( n \to \infty \) this quantity is bounded by \( \sup_n |f_n - f| \varepsilon \) as \( f_n \) converges to \( f \) uniformly on compacts. As \( \varepsilon \) was arbitrary, we are done.

**Proposition C.8.** Let \( \{S(t)\}_{t \geq 0} \) be the semigroup introduced in Theorem C.6. Then \( \{S(t)\}_{t \geq 0} \) is \( \beta \) strongly continuous.

For the proof, we recall the notion of a weakly continuous semigroup. A semigroup is **weakly continuous** if for all \( f \in C_b(X) \) and \( \mu \in \mathcal{M}(X) \) the trajectory \( t \mapsto \langle S(t)f, \mu \rangle \) is continuous in \( \mathbb{R} \).

**Proof of Proposition C.8.** First, recall that \((C_b(X), \beta)\) is strong Mackey and complete. By Lemma C.7 the semigroup \( \{S(t)\}_{t \geq 0} \) is locally equi-continuous. Therefore, Proposition 3.5 in [Kra16] implies that we only need to prove weak continuity. So let \( f \in C_b(X) \) and \( \mu \in \mathcal{M}(X) \). Write \( \mu \) as the Hahn-Jordan decomposition: \( \mu = c^+ \mu^+ - c^- \mu^- \), where \( c^+, c^- \geq 0 \) such that \( \mu^+, \mu^- \in \mathcal{P}(X) \). We show that \( t \mapsto \langle S(t)f, \mu \rangle \) is continuous, by showing that \( t \mapsto \langle S(t)f, \mu^+ \rangle \) and \( t \mapsto \langle S(t)f, \mu^- \rangle \) are continuous. Clearly, it suffices to do this for either of the two.

Let \( \mathbb{P} \) be the unique measure in \( \mathcal{M}_{\mu^+}. \) It follows by Theorem 4.3.12 in [EK86] that \( \mathbb{P}[X(t) = X(t-h)] = 1 \) for all \( t > 0 \), so \( t \mapsto X(t) \) is continuous \( \mathbb{P} \) almost surely. Fix some \( t > 0 \), we show that our trajectory is continuous at this specific \( t \).

\[
\langle S(t)f, \mu^+ \rangle - \langle S(t+h)f, \mu^+ \rangle \leq \mathbb{E}^\mathbb{P} |f(\eta(t)) - f(\eta(t+h))|.
\]
By the almost sure convergence of \( X(t+h) \to X(t) \) as \( h \to 0 \), and the boundedness of \( f \), we obtain by the dominated convergence theorem that this difference converges to 0 as \( h \to 0 \). As \( t > 0 \) was arbitrary, the trajectory is continuous at all \( t > 0 \). Continuity at 0 follows by the fact that all trajectories in \( D_X(\mathbb{R}^+) \) are continuous at 0.

**Proposition C.9.** Let \( \{S(t)\}_{t \geq 0} \) be the semigroup introduced in Theorem C.6 and let \( \hat{A} \) be the generator of this semigroup. Then \( \hat{A} \) is an extension of \( A \).

**Proof.** We show that if \( f \in D(\hat{A}) \), then \( f \in D(\hat{A}) \). We again use the characterisation of \( \beta \) convergence as given in Theorem C.4 (d). From this point onward, we write \( g := Af \) to ease the notation.
First, \( \sup_t \left| \frac{S(t)f - f}{t} \right| \leq |g| \) as
\[
S(t)f(x) - f(x) = \mathbb{E}_x \left[ \frac{f(\eta(t)) - f(x)}{t} \right] = \mathbb{E}_x \left[ \frac{1}{t} \int_0^t g(\eta(s)) \, ds \right]
\]
Second, we show that we have uniform convergence of \( \frac{S(t)f - f}{t} \) to \( g \) as \( t \downarrow 0 \) on compacts sets. So pick \( K \subseteq \mathcal{X} \) compact. Now choose \( \varepsilon > 0 \) arbitrary, and let \( \hat{K} = \hat{K}(K, \varepsilon, 1) \) as in (C.1).
\[
\sup_{x \in K} \left| \frac{S(t)f(x) - f(x)}{t} - g(x) \right| 
\leq \sup_{x \in K} \mathbb{E}_x \left| \frac{1}{t} \int_0^t g(X(s)) - g(x) \, ds \right|
\leq \sup_{x \in K} \mathbb{E}_x 1_{\{\eta(s) \in K \text{ for } s \leq 1\}} \left| \frac{1}{t} \int_0^t g(\eta(s)) - g(x) \, ds \right|
+ \sup_{x \in K} \mathbb{E}_x 1_{\{\eta(s) \not\in K \text{ for } s \leq 1\}} \left| \frac{1}{t} \int_0^t g(\eta(s)) - g(x) \, ds \right|
\leq \sup_{x \in K} \mathbb{E}_x 1_{\{\eta(s) \in K \text{ for } s \leq 1\}} \left| \frac{1}{t} \int_0^t g(\eta(s)) - g(x) \, ds \right| + 2\varepsilon |g| \tag{C.2}
\]
Thus, we need to work on the first term on the last line.

The function \( g \) restricted to the compact set \( \hat{K} \) is uniformly continuous. So let \( \varepsilon' > 0 \), chosen smaller then \( \varepsilon \), be such that if \( d(x, y) < \varepsilon' \), \( x, y \in \hat{K} \), then \( |g(x) - g(y)| \leq \varepsilon \).

By Lemma 4.5.17 in [EK86], the set \( \{\mathbb{P}_x | x \in K\} \) is a weakly compact set in \( \mathcal{P}(D_+(\mathbb{R})) \). So by Theorem 3.7.2 in [EK86], we obtain that there exists a \( \delta = \delta(\varepsilon') > 0 \) such that
\[
\sup_{x \in K} \mathbb{P}_x \left[ \eta \in D_+(\mathbb{R}) \mid \sup_{s \leq \delta} d(\eta(0), \eta(s)) < \varepsilon' \right] > 1 - \varepsilon' > 1 - \varepsilon.
\]
Denote \( S_\delta := \{\eta \in D_+(\mathbb{R}) \mid \sup_{s \leq \delta} d(\eta(0), \eta(s)) < \varepsilon'\} \), so that we can summarise the equation as \( \sup_{x \in K} \mathbb{P}_x[S_\delta] > 1 - \varepsilon \).

We reconsider the term that remained in equation (C.2).
\[
\sup_{x \in K} \mathbb{E}_x 1_{\{\eta(s) \in K \text{ for } s \leq 1\}} \left| \frac{1}{t} \int_0^t g(\eta(s)) - g(x) \, ds \right| + 2\varepsilon |g|
\leq \sup_{x \in K} \mathbb{E}_x 1_{\{\eta(s) \in K \text{ for } s \leq 1\} \cap S_\delta} \left| \frac{1}{t} \int_0^t g(\eta(s)) - g(x) \, ds \right| + 4\varepsilon |g|
\]
On the set \( \{\eta(s) \in \hat{K} \text{ for } s \leq 1\} \cap S_\delta \), we know that \( d(\eta(s), x) \leq \eta \), so that by the uniform continuity of \( g \) on \( \hat{K} \), we obtain \( |g(\eta(s)) - g(x)| \leq \varepsilon \). Hence:
\[
\sup_{t \leq 1 \land \delta(\varepsilon')} \sup_{x \in K} \left| \frac{S(t)f(x) - f(x)}{t} - g(x) \right| \leq \varepsilon + 4\varepsilon |g|.
\]
As \( \varepsilon > 0 \) was arbitrary, it follows that \( f \in D(\hat{A}) \) and \( Af = g = \hat{A}f \).
C.4 Transition semigroup for a process on a locally compact space

In the case that $X$ is a locally compact space, both $(C_b(X), \beta)$ and $(C_0(X), \|\cdot\|)$ have the space of Radon measures as a dual. As such, the space of Radon measures carries two weak topologies. The first one is the one that probabilist call the weak topology, i.e. $\sigma(M(X), C_b(X))$, and the second is the weaker vague topology, i.e. $\sigma(M(X), C_0(X))$. Thus, we expect that if a semigroup is strongly continuous on $(C_b(X), \beta)$ it is strongly continuous on $(C_0(X), \|\cdot\|)$, as long as the semigroup maps $C_0(X)$ into itself.

**Theorem C.10.** Let $\{S(t)\}_{t \geq 0}$ be a SCLE semigroup on $(C_b(X), \beta)$ such that $S(t)C_0(X) \subseteq C_0(X)$ for every $t \geq 0$. Then the restriction of the semigroup to $C_0(X)$, denoted by $\{\tilde{S}(t)\}_{t \geq 0}$ is strongly continuous.

Conversely, suppose that we have a strongly continuous semigroup $\{\tilde{S}(t)\}_{t \geq 0}$ on $(C_0(X), \|\cdot\|)$ such that $\tilde{S}(t)P(X) \subseteq P(X)$. Then the semigroup can be extended uniquely to a SCLE semigroup $\{S(t)\}_{t \geq 0}$ on $(C_b(X), \beta)$.

In this setting, denote by $(A, D(A))$ the generator of $\{S(t)\}_{t \geq 0}$ on $(C_b(X), \beta)$ and by $(\tilde{A}, \tilde{D})$ the generator of $\{\tilde{S}(t)\}_{t \geq 0}$ on $(C_0(X), \|\cdot\|)$. Then $\tilde{A} \subseteq A$ and $A$ is the $\beta$ closure of $\tilde{A}$.

**Proof.** Proof of the first statement.

For a given time $t \geq 0$, the operator $S(t)$ is continuous on $(C_b(X), \|\cdot\|)$, because $S(t)$ is $\beta$ continuous and therefore maps $\beta$-bounded sets into $\beta$-bounded sets. Norm continuity of the restriction $\tilde{S}(t)$ on $C_0(X)$ then follows by the fact that the bounded sets for the norm and for $\beta$ coincide.

As $\{\tilde{S}(t)\}_{t \geq 0}$ is $(C_b(X), \beta)$ is strongly continuous, it is also weakly continuous, in other words, for every Radon measure $\mu$, we have that

$$ t \mapsto \langle \tilde{S}(t)f, \mu \rangle $$

is continuous for every $f \in C_b(X)$ and in particular for $f \in C_0(X)$. Theorem I.5.8 in Engel and Nagel [EN00] yields that the semigroup $\{\tilde{S}(t)\}_{t \geq 0}$ is strongly continuous on $(C_0(X), \|\cdot\|)$.

**Proof of the second statement.**

First note that such a $\beta$-continuous extension must be unique by the Stone-Weierstrass theorem, cf. Theorem C.4 (e), which implies that $C_0(X)$ is $\beta$ dense in $C_b(X)$. We will show that $\tilde{S}(t)$ is $\beta$ to $\beta$ continuous, because we can then extend the operator by continuity to $C_0(X)$. In fact, we will prove a stronger statement, namely that $\{\tilde{S}(t)\}_{t \geq 0}$ is locally $\beta$ equi-continuous.

First of all, by the completeness of $(C_b(X), \beta)$, the fact that $C_0(X)$ is dense in $(C_b(X), \beta)$ and 21.4.(5) in [Kôt69], we have $(C_0(X), \beta)' = (C_b(X), \beta)' = M(X)$ and the equi-continuous sets in $M(X)$ with respect to $(C_0(X), \beta)$ and $(C_b(X), \beta)$ coincide. It follows by 39.3.(4) in [Kôt79] that $\{\tilde{S}(t)\}_{t \geq 0}$ is locally $\beta$ equi-continuous if for every $T \geq 0$ and $\beta$ equi-continuous set $K \subseteq M(X)$ we have that

$$ \mathcal{S}K := \{\tilde{S}'(t)\mu \mid t \leq T, \mu \in K\} $$
is $\beta$ equi-continuous. By Theorem 6.1 (c) in Sentilles [Sen72], it is sufficient to prove this result for $\beta$ equi-continuous sets $K$ consisting of non-negative measures in $\mathcal{M}(X)$. Furthermore, we can restrict to weakly closed $K$, as the weak closure of an equi-continuous set is $\beta$ equi-continuous.

Therefore, let $K$ be an arbitrary weakly closed $\beta$ equi-continuous subset of the non-negative Radon measures. We show that $\mathcal{G}K$ is relatively weakly compact, as this will imply that $\mathcal{G}K$ is $\beta$ equi-continuous as $\beta$ is a strong Mackey topology, cf. Theorem C.4 (a). This in turn would establish that $\{\tilde{S}(t)\}_{t\geq 0}$ is locally $\beta$ equi-continuous.

By Theorem 8.9.4 in [Bog07], we obtain that the weak topology on the positive cone in $\mathcal{M}(E)$ is metrisable. So, we only need to show sequential relative weak compactness of $\mathcal{G}K$. Let $\nu_n$ be a sequence in $\mathcal{G}K$. Clearly, $\nu_n = \tilde{S}(t_n)\mu_n$ for some sequence $\mu_n \in K$ and $t_n \leq T$. As $K$ is $\beta$ equi-continuous, it is weakly compact by the Bourbaki-Alaoglu theorem, so without loss of generality, we restrict to a weakly converging subsequence $\mu_n \in K$ with limit $\mu \in K$ and $t_n \to t$, for some $t \leq T$.

Now there are two possibilities, either $\mu = 0$, or $\mu \neq 0$. In the first case, we obtain directly that $\nu_n = \tilde{S}(t_n)\mu_n \to 0 \ni K \subseteq \mathcal{G}K$ weakly. In the second case, one can show that

$$\hat{\mu}_n := \frac{\mu_n}{(1, \mu_n)} \to \frac{\mu}{(1, \mu)} \equiv: \hat{\mu}$$

weakly, and therefore vaguely. As $\{\tilde{S}(t)\}_{t\geq 0}$ is strongly continuous on $(C_0(X), \|\cdot\|)$, it follows that $\tilde{S}(t_n)\hat{\mu}_n \to \tilde{S}(t)\hat{\mu}$ vaguely. By assumption, all measures involved are probability measures, so by Proposition 3.4.4 in Ethier and Kurtz [EK86] implies that the convergence is also in the weak topology. By an elementary computation, we infer that the result also holds without the normalising constants: $\nu_n \to \tilde{S}(t)\mu$ weakly.

So both cases give us a weakly converging subsequence in $\mathcal{G}K$.

We conclude that $\{\tilde{S}(t)\}_{t\leq T}$ is $\beta$ equi-continuous. So we can extend all $\tilde{S}(t)$ by continuity to $\beta$ continuous maps $S(t): C_b(X) \to C_b(X)$. Also, we directly obtain that $\{S(t)\}_{t\geq 0}$ is locally equi-continuous. The semigroup property of $\{S(t)\}_{t\geq 0}$ follows from the semigroup property of $\{\tilde{S}(t)\}_{t\geq 0}$. The last thing to show is the $\beta$ strong continuity of $\{S(t)\}_{t\geq 0}$.

By Proposition 3.5 in [Kra16] it is sufficient to show weak continuity of the semigroup $\{S(t)\}_{t\geq 0}$. Pick $\mu \in \mathcal{M}(X)$, and represent $\mu$ as the Hahn-Jordan decomposition $\mu = \mu^+ - \mu^-$, where $\mu^+, \mu^-$ are non-negative measures. By construction, the adjoints of $S(t)$ and $\tilde{S}(t)$ coincide, so $t \mapsto S'(t)\mu^+$ and $t \mapsto S'(t)\mu^-$ are vaguely continuous. The total mass of the measures in both trajectories remains constant by the assumption of the theorem, so by Proposition III.4.4 in [EK86], we obtain that $t \mapsto S'(t)\mu^+$ and $t \mapsto S'(t)\mu^-$ are weakly continuous. This directly implies that $\{S(t)\}_{t\geq 0}$ is weakly continuous and thus strongly continuous.

**Proof of the third statement.**

Let $(\tilde{A}, \mathcal{D}(\tilde{A}))$ be the generator of $\{\tilde{S}(t)\}_{t\geq 0}$ and $(A, \mathcal{D}(A))$ the one of $\{S(t)\}_{t\geq 0}$. As the norm topology is stronger than $\beta$, it is immediate that $\tilde{A} \subseteq A$.
We will show that $\mathcal{D}(\mathcal{A})$ is a core for $(A, \mathcal{D}(A))$, i.e. $\mathcal{D}(\mathcal{A})$ is dense in $\mathcal{D}(A)$ for the $\beta$-graph topology on $\mathcal{D}(A)$. The result of Proposition II.1.7 in [EN00] is proven for Banach spaces but also holds for spaces satisfying Condition C by replacing the norm topology by the locally convex one.

Thus, it suffices to prove $\beta$ density of $\mathcal{D}(\mathcal{A})$ in $C_0(X)$ and that $S(t)\mathcal{D}(\mathcal{A}) \subseteq \mathcal{D}(\mathcal{A})$.

The first claim follows because $\mathcal{D}(\mathcal{A})$ is norm, hence $\beta$, dense in $C_0(X)$ by Theorem II.1.14 in [EN00] and because $C_0(X)$ is $\beta$ dense in $C_0(X)$ by the Stone-Weierstrass theorem, cf Theorem C.4 (e).

The second claim follows because $S(t)\mathcal{D}(\mathcal{A}) = \tilde{S}(t)\mathcal{D}(\mathcal{A}) \subseteq \mathcal{D}(\mathcal{A})$ by e.g. Lemma II.1.3 in [EN00] or Lemma 5.2 in [Kra16].

We conclude that $\mathcal{D}(\mathcal{A})$ is a core for $\mathcal{D}(A)$. As $A$ is $\beta$ closed, it follows that $A$ is the $\beta$ graph-closure of $\mathcal{A}$.

Acknowledgement RK is supported by the Deutsche Forschungsgemeinschaft (DFG) via RTG 2131 High-dimensional Phenomena in Probability – Fluctuations and Discontinuity. MS is supported by the European Research Council under ERC Grant Agreement 320637.

References

[AB78] C. D. Aliprantis and O. Burkinshaw. *Locally Solid Riesz Spaces*. Academic Press [Harcourt Brace Jovanovich, Publishers], New York-London, 1978.

[Are87] W. Arendt. “Resolvent Positive Operators”. In: *Proceedings of the London Mathematical Society* s3-54.2 (1987), pp. 321–349.

[BBM08] N. Bäuerle, A. Blatter, and A. Müller. “Dependence properties and comparison results for Lévy processes”. In: *Mathematical Methods of Operations Research* 67.1 (2008), pp. 161–186.

[Bog07] V. I. Bogachev. *Measure Theory*. Springer-Verlag, 2007.

[BR06] J. Bergenthum and L. Rüschendorf. “Comparison of Option Prices in Semimartingale Models”. In: *Finance and Stochastics* 10.2 (2006), p. 222.

[BR07] J. Bergenthum and L. Rüschendorf. “Comparison of semimartingales and Lévy processes”. In: *Ann. Probab.* 35.1 (Jan. 2007), pp. 228–254.

[BS02] A. N. Borodin and P. Salminen. *Handbook of Brownian motion—facts and formulae*. Second. Probability and its Applications. Birkhäuser Verlag, Basel, 2002, pp. xvi+672.

[Buc58] R. C. Buck. “Bounded continuous functions on a locally compact space.” In: *Michigan Math. J.* 5.2 (1958), pp. 95–104.

[Cas11] J. A. van Casteren. *Markov processes, Feller semigroups and evolution equations*. Vol. 12. Series on Concrete and Applicable Mathematics. World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2011, pp. xviii+805.

[CFG96] J. T. Cox, K. Fleischmann, and A. Greven. “Comparison of interacting diffusions and an application to their ergodic theory”. In: *Probability Theory and Related Fields* 105.4 (1996), pp. 513–528.
[CK15] C. Costantini and T. Kurtz. “Viscosity methods giving uniqueness for martingale problems”. In: Electron. J. Probab. 20 (2015), no. 67, 1–27.

[CW93] M.-F. Chen and F.-Y. Wang. “On order-preservation and positive correlations for multidimensional diffusion processes”. In: Probab. Theory Relat. Fields 95 (1993), pp. 421–428.

[Dal68] D. J. Daley. “Stochastically monotone Markov Chains”. In: Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete 10.4 (1968), pp. 305–317.

[DS06] H. Daduna and R. Szekli. “Dependence ordering for Markov processes on partially ordered spaces”. In: J. Appl. Probab. 43.3 (2006), pp. 793–814.

[EK86] S. N. Ethier and T. G. Kurtz. Markov processes: Characterization and Convergence. Wiley, 1986.

[EN00] K.-J. Engel and R. Nagel. One-Parameter Semigroups for Linear Evolution Equations. Springer-Verlag, 2000.

[Eng89] R. Engelking. General topology. Second. Heldermann Verlag, Berlin, 1989.

[Eva10] L. C. Evans. Partial differential equations. Second. Vol. 19. Graduate Studies in Mathematics. American Mathematical Society, Providence, RI, 2010, pp. xxii+749.

[Gri79] D. Griffeath. Additive and cancellative interacting particle systems. Vol. 724. Lecture Notes in Mathematics. Springer, Berlin, 1979, pp. iv+108.

[Hay76] R. G. Haydon. “On the Stone-Weierstrass theorem for the strict and superstrict topologies”. In: Proc. Amer. Math. Soc. 59.2 (1976), pp. 273–278.

[HP91] I. Herbst and L. Pitt. “Diffusion equation techniques in stochastic monotonicity and positive correlations”. In: Probab. Theory Related Fields 87.3 (1991), pp. 275–312.

[Kal62] G. I. Kalmykov. “On the Partial Ordering of One-Dimensional Markov Processes”. In: Theory Probab. Appl. 7.4 (1962), pp. 456–459.

[KK77] J. Keilson and A. Kester. “Monotone matrices and monotone Markov processes”. In: Stochastic Processes Appl. 5.3 (1977), pp. 231–241.

[Kra16] R. C. Kraaij. “Strongly continuous and locally equi-continuous semigroups on locally convex spaces”. In: Semigroup Forum 92.1 (2016), pp. 158–185.

[Kry96] N. Krylov. Lectures on Elliptic and Parabolic equations in Hölder spaces. American Mathematical Society, 1996.

[Kun09] M. Kunze. “Continuity and equicontinuity of semigroups on norming dual pairs”. In: Semigroup Forum 79.3 (2009), pp. 540–560.

[Köt69] G. Köthe. Topological Vector Spaces I. Springer-Verlag, 1969.

[Köt79] G. Köthe. Topological Vector Spaces II. Springer-Verlag, 1979.
[Lig85] T. M. Liggett. *Interacting Particle Systems*. Springer-Verlag, 1985.

[Mas87] W. A. Massey. “Stochastic orderings for Markov processes on partially ordered spaces”. In: *Math. Oper. Res.* 12.2 (1987), pp. 350–367.

[MS02] A. Müller and D. Stoyan. *Comparison methods for stochastic models and risks*. Vol. 389. Wiley, 2002.

[RSW16] L. Rüschendorf, A. Schnurr, and V. Wolf. “Comparison of time-inhomogeneous Markov processes”. In: *Advances in Applied Probability* 48.4 (2016), pp. 1015–1044.

[RW11] L. Rüschendorf and V. Wolf. “Comparison of Markov processes via infinitesimal generators”. In: *Statist. Decisions* 28.2 (2011), pp. 151–168.

[Sen72] F. D. Sentilles. “Bounded continuous functions on a completely regular space”. In: *Trans. Amer. Math. Soc.* 168 (1972), pp. 311–336.

[Soo15] A. Sootla. “On monotonicity and propagation of order properties”. In: *American Control Conference (ACC)*, 2015. 2015, pp. 3144–3149.

[Sum72] W. H. Summers. “Separability in the strict and substrict topologies”. In: *Proc. Amer. Math. Soc.* 35 (1972), pp. 507–514.

[SV79] D. W. Stroock and S. R. S. Varadhan. *Multidimensional diffusion processes*. Vol. 233. Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin-New York, 1979, pp. xii+338.

[Web68] J. H. Webb. “Sequential convergence in locally convex spaces”. In: *Mathematical Proceedings of the Cambridge Philosophical Society* 64 (02 Apr. 1968), pp. 341–364.

[Wil81] A. Wilansky. “Mazur spaces”. In: *Int. J. Math. Math. Sci.* 4 (1981), pp. 39–53.

[Wiw61] A. Wiweger. “Linear spaces with mixed topology”. In: *Studia Math.* 20 (1961), pp. 47–68.

[Cri17] D. Criens. “Monotone and Convex Stochastic Orders for Processes with Independent Increments”. In: *ArXiv e-prints* (2017).