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Abstract—We propose a method for improving adversarial robustness by addition of a new bounded function just before softmax. Several studies hypothesize that small logits (inputs of softmax) by logit regularization contributes to adversarial robustness of deep learning. Following this hypothesis, we analyze norms of logit vectors at the optimal point under the assumption of universal approximation and explore new methods for constraining logits by addition of a bounded function before softmax. We theoretically and empirically reveal that small logits by addition of a common activation function, e.g., hyperbolic tangent, do not improve robustness since input vectors of the function (pre-logit vectors) can have large norms. From the theoretical findings, we develop the new bounded function. The addition of our function contributes to adversarial robustness because it makes logit and pre-logit vectors have small norms. Since our method only adds one activation function before softmax, it is easy to combine our method with adversarial training. Our experiments demonstrate that our method is comparable to logit regularization methods in terms of robustness against untargeted attacks without adversarial training. Furthermore, it is superior or comparable to logit regularization methods and a recent defense method (TRADES) when using adversarial training.

I. INTRODUCTION

Deep neural networks (DNNs) are used in many applications, e.g., image recognition [14], and have achieved great success. Although DNNs can handle data accurately, they are vulnerable to adversarial examples, which are imperceptibly perturbed data to make DNNs misclassify data [27]. To investigate vulnerabilities of DNNs and improve adversarial robustness, many adversarial attack and defense methods have been presented and evaluated [4], [17], [19], [22].

Among defense methods, adversarial training is regarded as a promising method [17], [19]. Adversarial training generates adversarial examples of training data and trains DNNs on these adversarial examples. On the other hand, since the generation of adversarial examples requires high computation cost, several studies introduced defense methods not using adversarial examples [15], [21], [30]. [30] showed that label smoothing can be used as the efficient defense methods. Similarly, [15] presented logit squeezing that imposes a penalty of norms of logit vectors, which are input vectors of softmax. Since recent studies have shown that label smoothing also induces small logits, they regard label smoothing and logit squeezing as logit regularization methods and experimentally investigate the relation between robustness and logit norms [20], [23–25]. [23] showed that adversarial training actually reduces the norms of logits along with the increase in the strength of the attacks in training. According to these studies, constraining of logit norms to be small values is one approach to improve adversarial robustness.

In this paper, we propose a method of constraining the logit norms that uses a bounded activation function just before softmax on the basis of our theoretical findings about logit regularization. To understand the effect of logit regularization, we analyze the optimal logits for training of a neural network that has universal approximation. In this analysis, we first prove that (i) norms of the optimal logit vectors of cross-entropy are infinitely large values, and (ii) logit squeezing and label smoothing make norms of the optimal logit vectors be finite values. Infinitely large logits mean that the function from data points to logits does not have finite Lipschitz constants, which are constrained for adversarial robustness [5], [11], [28]. Next, to verify the effect of small logit norms, we evaluate robustness of models the logit vectors of which have various norms. From the experiments, we confirm that models can be robust against untargeted adversarial attacks if norms of logits are below a certain value. This observation suggests that the addition of a bounded function just before softmax contributes to robustness. However, we also reveal that adding common bounded activation functions, e.g., hyperbolic tangent, does not improve adversarial robustness. This is because these functions are monotonically increasing, and the optimal inputs (hereinafter, we call pre-logits) of these functions become infinitely large values; i.e., models from data points to pre-logits do not have finite Lipschitz constants. To overcome this drawback, we develop a new function called bounded logit function (BLF). BLF is bounded by finite values, and its pre-logits at the maximum and minimum points are also finite...
values. As a result, the addition of BLF just before softmax makes the optimal logits and pre-logits have finite values. Since our method only adds one activation function before softmax, it is easy to combine BLF with adversarial training. We confirmed that BLF outperforms logit squeezing without adversarial training, and, when using adversarial training, BLF is superior or comparable to logit squeezing, label smoothing, and TRADES, which is a recent strong defense method [32], in classification experiments on MNIST and CIFAR10 perturbed by the untargeted gradient-based attack (PGD [17], [19]) and gradient-free attacks (SPSA [29] and Square Attacks [1]).

II. PRELIMINARIES

A. Softmax Cross-entropy and Logit Regularization

To classify the i-th data point \( x^{(i)} \in \mathcal{X} \) where \( \mathcal{X} \) is a data space, neural networks learn a probability distribution over \( M \) classes conditioned on the data point \( x \) as \( P_\theta(k|x^{(i)}) \) for \( k = 1, \ldots, M \) where \( \theta \) is a parameter vector. Let \( z_\theta(x^{(i)}) = [z_{\theta,1}(x^{(i)}), z_{\theta,2}(x^{(i)}), \ldots, z_{\theta,M}(x^{(i)})]^T \) be a logit vector composed of a logit \( z_{\theta,k}(x^{(i)}) \), which is an input vector of softmax \( f_s(\cdot) \). The k-th element of softmax \( [f_s(\cdot)]_k \) represents the conditional probability of the k-th class as

\[
P_\theta(k|x^{(i)}) = [f_s(z_\theta(x^{(i)})))]_k = \frac{\exp(z_{\theta,k}(x^{(i)}))}{\sum_{m=1}^{M} \exp(z_{\theta,m}(x^{(i)))),}
\]

(1)

To train the model \( f_s(z_\theta(x)) \), we minimize cross-entropy loss \( \mathcal{L}_{CE} \). The objective function \( J \) is

\[
\mathcal{L}_{CE}(z_\theta(x^{(i)}), p^{(i)}) = -\sum_{k=1}^{M} p_k^{(i)} \log[f_s(z_\theta(x^{(i)}))]_k,
\]

(2)

where \( p^{(i)} \in \mathbb{R}^M \) is a target vector for \( x^{(i)} \). Target vectors are generally one-hot vectors as \( p_k = 1 \) for \( k = t \) and \( p_k = 0 \) for \( k \neq t \).

III. ANALYSIS OF LOGIT REGULARIZATION METHODS FOR ADVERSARIAL ROBUSTNESS

We first investigate logits obtained by softmax cross-entropy and logit regularization methods. Next, we experimentally show the relation between logit norms and robustness.

A. Optimal Logs for Minimization of Training Loss

To clarify the background of our results, we first show the assumption of our analysis inspired by the universal approximation properties of neural networks.

**Assumption.** We assume that (a) if data points have the same values as \( x^{(i)} = x^{(j)} \), they have the same labels as \( p^{(i)} = p^{(j)} \), (b) the logit vector \( z_\theta(x) \) can be an arbitrary vector for each data point, and (c) the optimal point \( \theta^* = \text{argmin} \sum_{i=1}^{N} \mathcal{L}(z_\theta(x^{(i)}), p^{(i)}) \) achieves \( \mathcal{L}(z_\theta(x^{(i)}), p^{(i)}) = \text{min}_{\theta} \mathcal{L}(z_\theta(x^{(i)}), p^{(i)}) \) for all \( i \).

This assumption ignores generalization performance and takes into account deterministic labels. This assumption is satisfied if we use the models that can be arbitrary functions and minimize cross-entropy on the dataset where the same data points have the same labels. Though it is a strong assumption, our analysis is valuable for understanding the behavior of the

\[\text{Since several papers have shown that over-parameterized network with least squares loss can achieve zero training loss [8], [9], it might not be a very strong assumption.}\]
logits since DNNs have large representation capacity and we assign a label for each data point with no duplication.

From the assumption, we can regard the optimal logits $z_\theta^*(x^{(i)}) = \arg\min_{z_\theta} \mathcal{L}_{CE}(z_\theta(x^{(i)}), p^{(i)})$ for the $i$-th data point as the logits obtained by minimization of the training objective functions. Next, we show the property of the optimal logits for softmax cross-entropy.

**Theorem 1.** If we use softmax cross-entropy and one-hot vectors as target values, at least one element of the optimal logits $z_\theta^*(x^{(i)}) = \arg\min_{z_\theta} \mathcal{L}_{CE}(z_\theta(x^{(i)}), p^{(i)})$ does not have a finite value.

This theorem indicates that softmax cross-entropy enlarges logit norms. Since this result has been mentioned in several studies [26], [30], we omit the proof. From this theorem, we can derive the following corollary:

**Corollary 1.** If all elements of inputs $x^{(i)}_k$ are normalized as $0 \leq x^{(i)}_k \leq 1$ and training dataset has at least two different labels, the optimal logit function $z_\theta^*(x)$ for softmax cross-entropy is not globally Lipschitz continuous function, i.e., there is not a finite constant $C \geq 0$ as

$$\|z_\theta^*(x^{(i)}) - z_\theta^*(x^{(j)})\|_\infty \leq C\|x^{(i)} - x^{(j)}\|_\infty, \quad \forall x^{(i)}, x^{(j)} \in \mathcal{X}. \quad (4)$$

**Proof.** If Corollary 1 does not hold, there is a finite constant $C$ satisfying

$$\|z_\theta^*(x^{(i)}) - z_\theta^*(x^{(j)})\|_\infty \leq C\|x^{(i)} - x^{(j)}\|_\infty \quad (5)$$

for $\forall x^{(i)}, x^{(j)} \in \mathcal{X}$ and $0 \leq C < \infty$. Let $t$ and $t'$ be labels of $x^{(i)}$ and $x^{(j)}$ $(t \neq t')$, respectively. From Theorem 1, $z_{\theta,m}(x^{(i)})$ for $m \neq t$ does not have finite values and $-\infty < z_{\theta,t}(x^{(i)}) \leq \infty$. On the other hand, $z_{\theta,m}(x^{(j)})$ for $m \neq t'$ does not have finite values. Thus, $|z_{\theta,m}(x^{(i)})| = z_{\theta,t}(x^{(i)}) - z_{\theta,t}(x^{(j)})$ does not have finite values. Therefore, the left-hand side of (5) is not finite values. On the other hand, we have $\|x^{(i)} - x^{(j)}\|_\infty \leq 1$ because we assume $0 \leq x^{(i)}_k \leq 1$. As a result, $\infty \leq C\|x^{(i)} - x^{(j)}\|_\infty \leq C$, and it contradicts the statement $0 \leq C < \infty$, which completes the proof.

This corollary indicates that the optimal logit function for softmax cross-entropy does not have a Lipschitz constant; logit vectors can be drastically changed by small perturbations. This fact does not immediately mean that the models are vulnerable since the logit gaps between the correct label and other labels on given data are also infinite in this case. Even so, since adversarial examples are outside of the training data, it is difficult to expect the outputs for adversarial examples. In fact, constraints of Lipschitz constants are used for improving adversarial robustness [5], [11], [28]. This corollary also indicates that finite logit values are necessary conditions for a Lipschitz constant. Thus, robust models have finite logit values, which is in agreement with the empirical observation that adversarial training reduces the norms of logits along with robustness [23].

Next, we consider the optimal logits for logit regularization methods. In the same way as Theorem 1, we can show the following propositions:

**Proposition 1.** The optimal logits $z_\theta^*(x^{(i)}) = \arg\min_{z_\theta} \mathcal{L}_{CE}(z_\theta(x^{(i)}), p^{(i)})$ satisfy $z_{\theta,t,k}(x^{(i)}) = \begin{cases} \log(\frac{\sum_{m \neq t} \exp((\theta_{\cdot,m}(x^{(i)})))}{\sum_{m \neq t} \exp((\theta_{\cdot,m}(x^{(i))}))}) & k = t \\ \log(\frac{\sum_{m \neq k} \exp((\theta_{\cdot,m}(x^{(i))}))}{\sum_{m \neq k} \exp((\theta_{\cdot,m}(x^{(i))})}) & k \neq t. \end{cases}$

If an element of $\exp(z_\theta^*(x^{(i)}))$ has a finite value, all elements of $z_\theta^*(x^{(i)})$ have finite values.

**Proof.** The objective function for $x^{(i)}$ is $J = -\sum_m p_m \log f_s(z_\theta(x^{(i)}))_m = -(1-\alpha) \log f_s(z_\theta(x^{(i)}))_t - \frac{\alpha}{M-1} \sum_m \sum_{m \neq t} \log f_s(z_\theta(x^{(i)}))_m$ since $p_t = 1 - \alpha$ and $p_m = \frac{\alpha}{M-1}$ for $m \neq t$. By differentiating $J$, we obtain

$$\frac{\partial J}{\partial z_{\theta,k}} = \begin{cases} \left[ f_s(z_\theta(x^{(i)}))_k \right] & k = t \\ \left[ f_s(z_\theta(x^{(i)}))_k \right] - \frac{\alpha}{M-1} & \text{otherwise}. \end{cases} \quad (6)$$

Since we assume that one of the elements of $z_\theta^*$ has a finite value, $\sum_m \exp z_{\theta,m} > 0$. Thus, (6) for $k = t$ becomes

$$|f_s(z_\theta(x^{(i)}))_t = \frac{\exp z_{\theta,t}}{\sum_m \exp z_{\theta,m}} = 1 - \alpha, \quad (7)$$

and thus, we have

$$z_{\theta,t} = \log(\frac{1-\alpha}{\sum_m \exp z_{\theta,m}}). \quad (8)$$

In the same manner, we have

$$|f_s(z_\theta(x^{(i)}))_k = \frac{\alpha}{M-1}, \quad (9)$$

$$z_{\theta,k} = \log(\frac{\alpha}{M-1 - \alpha} \sum_m \exp z_{\theta,m}(x^{(i)})), \quad (10)$$

for $k \neq t$. It is difficult to solve (8) and (10) in closed form, but they have finite values as follows: If $z_{\theta,k}(x^{(i)}) \rightarrow -\infty$ where $k' \neq t$, (9) does not hold since the left side of (9) becomes $0$ and $0 < \alpha < M - 1$. If $z_{\theta,t}(x^{(i)}) \rightarrow \infty$, (7) does not hold since the left side of (7) becomes $1$. Thus, all elements of the logits have finite values.

**Proposition 2.** The optimal logits for logit squeezing $z_{\theta^*}(x^{(i)}) = \arg\min_{z_\theta} \mathcal{L}_{CE}(z_\theta(x^{(i)}), p^{(i)} + \frac{\lambda}{2} \|z_\theta(x^{(i)})\|_2)$ satisfy

$$z_{\theta,k}(x^{(i)}) = \begin{cases} -\frac{1}{\lambda} f_s(z_\theta^*(x^{(i)}))_k + 1/\lambda & k = t \\ -\frac{1}{\lambda} f_s(z_\theta^*(x^{(i)}))_k + \lambda z_{\theta,k} & k \neq t \end{cases} \quad (11)$$

Namely, all elements of the optimal logit vector $z_\theta^*(x^{(i)})$ have finite values.

**Proof.** The objective function of logit squeezing for $x^{(i)}$ is $J = -\log |f_s(z_\theta(x^{(i)}))|_t + \frac{\lambda}{2} \|z_\theta(x^{(i)})\|_2$. Since we assume $z_\theta(x^{(i)})$ can be an arbitrary vector, $\frac{\partial J}{\partial z_{\theta,t}} = 0$ at the minimum points. By differentiating $J$, we obtain

$$\frac{\partial J}{\partial z_{\theta,k}} = \begin{cases} \frac{1}{f_s(z_{\theta,t}(x^{(i)}))} & k = t \\ \frac{1}{f_s(z_{\theta,t}(x^{(i)}))} + \frac{\lambda}{f_s(z_{\theta,t}(x^{(i)))}} & k \neq t \end{cases} \quad (12)$$

Thus, we have $\frac{1}{f_s(z_{\theta,t}(x^{(i)}))} + \frac{\lambda}{f_s(z_{\theta,t}(x^{(i)))}} = 0$. Therefore, the following equation holds: $z_{\theta,t} = \frac{1}{\lambda} f_s(z_{\theta,t}(x^{(i)}))$. Since each element of softmax functions is bounded as $0 \leq f_s(z_{\theta,t}(x^{(i)})) \leq 1$, all elements of $z_{\theta^*}(x^{(i)})$ are finite values.
\[ f_k(\gamma g(\mathbf{z}_\theta(x^{(i)}))) | k \leq 1, \text{ we have } 0 \leq z_{\theta^*,k} \leq 1. \] In the same manner, we have \( -\frac{1}{\gamma} \leq z_{\theta^*,k} \leq 0 \) for \( k \neq t \). Therefore, all elements of the optimal logits have finite values.

These propositions indicate that logit regularization methods enable the optimal logit values to have finite values; i.e., these methods satisfy the necessary condition of Lipschitz continuous. This property might improve robustness since the logit functions do not tend to change drastically by small perturbation on input data points. If logit regularization methods induce small Lipschitz constants, the models can be robust against adversarial examples.

From the hypothesis that small logits can improve adversarial robustness, we consider approaches to bound logits other than logit regularization methods. As an alternative to logit regularization, we can constrain logits by addition of a bounded activation function just before softmax. As such functions, hyperbolic tangent (tanh) and sigmoid functions are common functions in neural networks. If we use these monotonically increasing functions just before softmax, we have the following theorem:

**Theorem 2.** Let \( g(z) \) be tanh or sigmoid function and \( \gamma \) be a hyper-parameter satisfying \( 0 < \gamma < \infty \). If we use \( g(z) \) before softmax as \( f_k(\gamma g(\mathbf{z}_\theta(x^{(i)}))) \), all elements of the optimal pre-logit vector \( z_{\theta^*}(x^{(i)}) = \text{argmin}_{\mathbf{z}_\theta} L_{\text{CE}}(\gamma g(\mathbf{z}_\theta(x^{(i)})), \mathbf{p}^{(i)}) \) do not have finite values while all elements of the optimal logit vector \( \gamma g(\mathbf{z}_{\theta^*}) \) have finite values.

**Proof.** First, we show the case using tanh. The objective function for \( x^{(i)} \) is \( J = L_{\text{CE}}(\gamma g(\mathbf{z}_\theta(x^{(i)})), \mathbf{p}^{(i)}) = -\log[f_k(\gamma \tanh(\mathbf{z}_\theta(x^{(i)})))]. \) Since we assume that \( z_{\theta}(x^{(i)}) \) can be an arbitrary vector, \( \frac{\partial J}{\partial \mathbf{z}_\theta} = 0 \) at the minimum point \( z_{\theta^*}(x^{(i)}) \). Since tanh is an element-wise function, \( \frac{\partial J}{\partial \mathbf{z}_\theta} \) is written as \( \frac{\partial J}{\partial \mathbf{z}_\theta} = \gamma \frac{\partial}{\partial \mathbf{z}_\theta} \tanh(z_{\theta,k}) \frac{\partial z_{\theta,k}}{\partial z_{\theta,k}} \). \( \frac{\partial}{\partial \mathbf{z}_\theta} \tanh(z_{\theta,k}) \) does not become 0 since \(-1 \leq \tanh(z_{\theta,k}) \leq 1 \) and \( 0 < \gamma < \infty \). Thus, \( \frac{\partial}{\partial \mathbf{z}_\theta} \tanh(z_{\theta,k}) = 0 \) corresponds to \( \frac{\partial}{\partial z_{\theta,k}} \tanh(z_{\theta,k}) = 0 \). We have \( \frac{\partial}{\partial z_{\theta,k}} \tanh(z_{\theta,k}) = 1 - \tanh^2(z_{\theta,k}). \) Only if \( z_{\theta^*,k}(x^{(i)}) \rightarrow \pm \infty \), the following equation holds: \( \frac{\partial}{\partial z_{\theta,k}} \tanh(z_{\theta,k}) = 0 \). Therefore, all elements of the optimal input vector \( \mathbf{z}_\theta \) do not have finite values. The case using sigmoid function \( \sigma(z) \) can be shown in the same manner. Since the derivative of sigmoid becomes \( \frac{\partial}{\partial z_{\theta,k}} \sigma(z_{\theta,k})(1 - \sigma(z_{\theta,k})) \), the equation \( \frac{\partial}{\partial z_{\theta,k}} = 0 \) holds when \( z_{\theta^*,k}(x^{(i)}) \rightarrow \pm \infty \).

This theorem indicates that though optimal logits become finite values by addition of tanh or sigmoid, the pre-logit functions \( z_{\theta^*}(x) \) do not have finite Lipschitz constants. Therefore, the pre-logit can be changed by small perturbation. Thus, this theorem indicates that bounded logits might not be sufficient for adversarial robustness.

**B. Empirical Evaluation of Logit Regularization**

As shown above, logit regularization can induce the finite logit values, and tanh and sigmoid functions cannot keep pre-logits small. In this section, we empirically investigate the relation between logit norms and adversarial robustness. We evaluated the average norms of logits on clean data of CIFAR10 and accuracies on adversarial examples of CIFAR10 (untargeted PGD \( \epsilon = 4/255 \) and 100 iterations) for various logit regularization methods. Note that we normalized CIFAR10 such that their pixel values are in \([0,1]\). We used logit squeezing (LSQ), label smoothing (LSM), and bounded logits by tanh with various \( \alpha \), \( \lambda \), and \( \gamma \).

Fig 1 shows adversarial robustness against the average norms of logit vectors. Note that results of BLF in Fig. 1 are discussed in the next section. In this figure, each point corresponds to each hyper-parameter. For tanh, we also plot adversarial robustness against average norms of pre-logit vectors \( z \) as well as logit vectors \( \gamma g(z) \). In Fig. 1, models learned using logit regularization methods have various norms and robustness depending on \( \alpha \) and \( \lambda \), and the robust accuracies become almost zero when norms exceed about seven. The results of tanh indicate that even if models have small logits by adding bounded functions, they are vulnerable when their pre-logit norms are large. In addition, the results of tanh imply that just scaling logits \( \gamma z \) does not improve the robustness. From the observation, we need a new function that has bounded outputs and inputs.

**IV. PROPOSED METHOD**

We propose constraining logits by the addition of a new activation function called bounded logit function (BLF) just before softmax. BLF is defined as follows:

**Definition 1.** Bounded logit function (BLF) is defined as

\[
g(z) = 2 \{ z\sigma(z) + \sigma(z) - z\sigma^2(z) \} - 1, \tag{12}
\]

where \( \sigma \) is sigmoid function. When \( z \) is a vector, BLF becomes element-wise operation.

BLF is similar to tanh as shown in Fig. 2 and has the same properties of tanh, e.g. \( \lim_{z \rightarrow +\infty} g(z) = 1 \), \( \lim_{z \rightarrow -\infty} g(z) = -1 \), and \( \partial g(z)/\partial z|_{z=0} = z \). However, this function has the...
maximum and minimum points in $-\sqrt{5} - 1 < z < -2$ and $2 < z < \sqrt{5} + 1$ while tanh does not have the finite maximum and minimum points. Thus, we have the following theorem:

**Theorem 3.** Let $g(z)$ be BLF and $\gamma$ be a hyper-parameter satisfying $0 < \gamma < \infty$. If we use $g(z)$ before softmax as $f_z(\gamma g(z_0(x)))$, all elements of the optimal pre-logit vector $z_{\theta^*}(x^{(i)}) = \arg\min_x \mathcal{L}_{CE}(\gamma g(z_0(x^{(i)})), p^{(i)})$ have finite values, and all elements of the optimal logit vector $\gamma g(z_{\theta^*})$ also have finite values. Specifically, we have the following equalities and inequalities:

$$
\gamma g(z_{\theta^*,k}(x^{(i)})) = \begin{cases} 
\gamma \max_z g(z) & k = t \\
\gamma \min_z g(z) & \text{otherwise,}
\end{cases}
$$

$$
\gamma < |\gamma g(z_{\theta^*,k}(x^{(i)}))| < \frac{\gamma + 1}{\sqrt{2}},
$$

$$
z_{\theta^*,k}(x^{(i)}) = \begin{cases} 
\arg\max_{\theta} g(z) & k = t \\
\arg\min_{\theta} g(z) & \text{otherwise,}
\end{cases}
$$

$$
2 < |z_{\theta^*,k}(x^{(i)})| < \sqrt{5} + 1.
$$

**Proof.** The objective function for $x^{(i)}$ is $J = \mathcal{L}_{CE}(\gamma g(z_0(x^{(i)})), p^{(i)}) = -\log[f_z(\gamma g(z_0(x^{(i)})))]$. where $g(z) = 2 \left\{ \sigma(z) + \sigma(z) - \sigma^2(z) \right\} - 1$. Since we assume that $z_0(x^{(i)})$ can be an arbitrary vector, $\partial J / \partial z = 0$ at the minimum point $z_{\theta^*}(x^{(i)})$. Similarly to tanh, BLF $g(z)$ is an element-wise function and bounded by finite values. Therefore, $\gamma \partial g(z_{\theta^*,k})$ does not become 0. As a result, $\partial J / \partial z_{\theta^*,k} = 0$ holds when $\partial g(z_{\theta^*,k}) = 0$ for all $k$. We have $\partial J / \partial z_{\theta^*,k} = 2\sigma(z_{\theta^*,k})(1 - \sigma(z_{\theta^*,k}))(2 + z_{\theta^*,k} - 2\sigma z_{\theta^*,k})$, thus, candidates of the optimal points satisfy one of the following conditions: (a) $\sigma(z) = 0$, (b) $\sigma(z) = 1$, and (c) $2 + z - 2\sigma(z) = 0$. First, inputs satisfying (a) and (b) correspond to $z \rightarrow \pm \infty$. Their outputs $g(z)$ become $\lim_{z \rightarrow \infty} g(z) = -1$ and $\lim_{z \rightarrow -\infty} g(z) = 1$, respectively. Next, to investigate inputs satisfying (c), we define $f(z) = 2 + z - 2\sigma(z)$, which is a continuous function. This function can be written as $f(z) = -\frac{z - 1}{e^z + 1} = -\frac{z - 1}{e^z + 1}$ for $z < 0$. Since $\tanh(z) < z$ for $z > 0$ and $\tanh(z) > z$ for $z < 0$, we have $f(z) = 2 - z\tanh(z/2) > 2 - z^2$ for $z \neq 0$. By using this equation, we have $f(z) > 0$ for $-2 < z < 2$. In addition, since $\frac{1}{e^z - 1} < 1 - e^{-z}$ for $z > -1$, we have $f(z) = \frac{2(1+z^2-e^{-z})}{1+e^{-z}} < \frac{(-z+1)^2}{(1+e^{-z})(z+1)} < 0$ for $z > \sqrt{5} + 1$. On the other hand, since we have $e^z < \frac{1}{1-z}$ for $z < 1$, we have the following inequality: $f(z) = \frac{2(1+z^2-e^{-z})}{1+e^{-z}} < \frac{(-z+1)^2}{(1+e^{-z})(z+1)} < 0$ for $z < -\sqrt{5} - 1$. Therefore, the points satisfying $\partial g(z_{\theta^*,k}) = 0$ are included in $-\sqrt{5} - 1 < z < -2$ and $2 < z < \sqrt{5} + 1$ from intermediate value theorem. Since $|g(z)|$ where $z$ satisfying (c) ($-\sqrt{5} - 1 < z < -2$ and $2 < z < \sqrt{5} + 1$) are greater than $|g(z)| = 1$ where $z$ satisfying (a) and (b), $z$ satisfying (c) are minimum and maximum points of $g(z)$. Thus, the objective function $J$ achieves the smallest when we have $\gamma g(z_{\theta^*,t}(x^{(i)})) = \gamma \max_z g(z)$ and $\gamma g(z_{\theta^*,k}(x^{(i)})) = \gamma \min_z g(z)$ for $k \neq t$ and the optimal inputs are $z_{\theta^*,t}(x^{(i)}) = \arg\max_{\theta} g(z)$ and $z_{\theta^*,k}(x^{(i)}) = \arg\min_{\theta} g(z)$ for $k \neq t$. And thus, we have $\gamma < |\gamma g(z_{\theta^*,k}(x^{(i)}))| < \frac{\gamma + 1}{\sqrt{2}}$ and $2 < |z_{\theta^*,k}(x^{(i)})| < \sqrt{5} + 1$. □

Theorem 3 indicates that this function gives finite logits and pre-logits unlike tanh. Therefore, we can keep both norms of logit and pre-logit vectors small when we add BLF before softmax. The scale of logits is controlled by using the hyper-parameter $\gamma$. We conducted experiments using various $\gamma$ in the same manner as mentioned in the previous section, and evaluated adversarial robustness against norms of logits and pre-logits (Fig. 1). From this figure, BLF keeps the logits and pre-logits small, and its robust accuracy is higher than that of logit squeezing. Furthermore, since the optimal pre-logits $z_{\theta^*,j}(x^{(i)})$ do not depend on $\gamma$, pre-logits of BLF on some $\gamma$ can have almost the same norms; the $L_{\infty}$ norms are vertically aligned on about 2.4 despite the difference in $\gamma$. The result indicates that the empirical optimal pre-logits follow Theorem 3, though our theoretical results are based on the Assumption in Section III-A.

$\gamma$ can be used as a learnable parameter. However, the optimal $\gamma$ becomes infinitely large by minimization of softmax cross-entropy, and the logit norms become infinite values. Thus, the learnable $\gamma$ does not improve adversarial robustness. To confirm this, we also evaluated a learnable version of BLF (L-BLF) in the next section. In this setting, we used $\gamma = \text{softplus}(\hat{\gamma})$ and optimized $\hat{\gamma}$ to keep $\gamma$ non-negative.

Note that one of the reasons why we use BLF is that BLF is similar to tanh, so it is easy to verify the effect of the finite optimal points. We can use other bounded functions, which are not monotonically increasing, instead of BLF.

V. Experiments

We conducted experiments to evaluate the proposed method in terms of robustness against gradient-based attacks, robustness against gradient-free attacks, and operator norms of models. In the experiments, we evaluated the models using only clean training data (standard training) and using adversarially perturbed training data (adversarial training), respectively.

A. Experimental Conditions

Datasets of the experiments were MNIST [18] and CIFAR10 [16]. Our method was compared with a model trained without any logit regularization methods (Baseline), logit squeezing
(LSQ), and label smoothing (LSM). In our method, we evaluated BLF with fixed $\gamma$ (BLF) and BLF with learnable $\gamma$ (L-BLF). We also compared them with TRADES, which is a strong defense method using adversarial examples [32], in the adversarial training setting.

For MNIST, we used convolutional neural networks (CNNs) composed of two convolutional layers and two fully connected layers. We trained CNNs by using SGD with momentum of 0.5 and learning rate of 0.01 for 100 epochs and used weight decay of 0.01. The minibatch size was set to 64. For CIFAR10, we used ResNet-18 (RN18) [14] and WideResNet-34-10 (WRN) [31] also following [32]. We trained RN18 and WRN by using SGD with momentum of 0.9 for 350 epochs in the standard training setting and for 120 epochs in the adversarial training setting. In both settings, we used weight decay of 0.0005, and the initial learning rate was 0.1. After the 150-th and the 250-th epoch, we divided the learning rate by 10 in the standard training setting. In the adversarial training setting, we divided the learning rate by 10 after the 50-th and 100-th epoch for RN18, and after the 75-th and 100-th epoch for WRN. The minibatch size was set to 128.

We used untargeted projected gradient descent (PGD), which is the most popular white box attack, as a gradient-based attack and used SPSA and Square attacks as gradient-free attacks. The hyper-parameters for PGD were based on [19]. The $L_\infty$ norm of the perturbation $\epsilon$ was set to 0.3 for MNIST and $8/255$ for CIFAR10 at training time. For PGD, we randomly initialized the perturbation and updated it for 40 iterations with a step size of 0.01 on MNIST at training and evaluation times, and on CIFAR10 for 7 iterations with a step size of $2/255$ at training time and 100 iterations with the same step size at evaluation time. At evaluation time, we use $\epsilon \in \{0, 0.05, \ldots, 0.3\}$ on MNIST and $\epsilon \in \{0, 2/255, \ldots, 20/255\}$ on CIFAR10. $\epsilon = 0$ corresponds to clean data. For TRADES, we set hyper-parameters of adversarial examples based on the code provided by the authors.2 On MNIST, step size was 0.01, and the number of steps and $\epsilon$ were 40 and 0.3, respectively. On CIFAR10, step size was 2/255, and the number of steps and $\epsilon$ were 10 and 8/255, respectively. We selected the best hyper-parameters of our method $\gamma$, logit squeezing $\lambda$, label smoothing $\alpha$, and TRADES $\beta$ among five parameters. The selected hyper-parameters are shown in Fig. 3. For WRN, we used the same hyper-parameters as those of RN18. We trained models for five times for MNIST and three times for CIFAR10 and show the average and standard deviation of test accuracies. To generate adversarial examples, we used advertorch [7].

B. Robustness against Untargeted Gradient-based Methods

1) Accuracy against PGD: Figs 3(a) and (b) show accuracies on MNIST attacked by untargeted PGD. In the standard training setting (Fig. 3(a)), BLF is the most robust against PGD when $\epsilon > 0.15$. In adversarial setting (Fig. 3(b)), our proposed function improves robustness the most. Figs 3(c)-(f) show the results on CIFAR10. In the standard training setting, label smoothing improves robustness the most for RN18, and our proposed method improves robustness the most for WRN. In the adversarial training setting, our method improves the robustness the most. It is more robust than TRADES even though the number of iteration for TRADES is larger than that of our method. L-BLF fails to improve robustness. This is because $\gamma$ becomes large to minimize the loss function, and norms of logits have large values.

The reason label smoothing and logit squeezing are not so effective in the adversarial training might be due to the complexity of the objective function: regularization terms might disturb the mini-max problem for adversarial robustness. On the other hand, our method does not change the objective function. Thus, it is more suitable for adversarial training.

C. Robustness against Untargeted Gradient-free Attacks

Since [20] pointed out that logit regularization only masks or obfuscates gradient to improve robustness, we evaluated the robustness against gradient-free attacks. In the experiments, we tuned hyperparameters ($\lambda$, $\alpha$, $\gamma$, $\beta$) for each attack and train the model for one time for each hyper-parameter.

1) Accuracy against SPSA attacks: We used SPSA because it can operate when the loss surface is difficult to optimize [3], [29]. We set the hyper-parameters of SPSA as epsilons of 0.15 for MNIST and $8/255$ for CIFAR10, perturbation size of 0.01, Adam learning rate of 0.01, maximum iterations of 40 for

---

1https://github.com/yaodongyu/TRADES
are in agreement with the results of gradient-based attacks. Robustness the most in a majority of settings. These results and logit squeezing improve robustness more than BLF. In Fig. 3(a). On CIFAR10, label smoothing against PGD of BLF is lower than those of label smoothing SPSA. In the standard training setting, BLF improves robustness relatively.

high computation costs [24]. Even so, we could evaluate the robustness of our method relatively.

TABLE I

|               | Baseline | LSQ | LSM | BLF | TRADES |
|---------------|----------|-----|-----|-----|--------|
| MNIST ST      | 53.5     | 60.8| 67.4| 68.4| N/A    |
| MNIST AT      | 90.2     | 92.3| 90.0| 92.7| 86.4   |
| RN18 ST       | 0.3      | 23.5| 24.9| 23.4| N/A    |
| RN18 AT       | 56.6     | 56.8| 56.6| 58.7| 57.4   |
| WRN ST        | 0.1      | 42.1| 16.3| 13.9| N/A    |
| WRN AT        | 60.6     | 61.5| 60.0| 62.3| 61.3   |

TABLE II

|               | Baseline | LSQ | LSM | BLF | TRADES |
|---------------|----------|-----|-----|-----|--------|
| MNIST ST      | 51.5     | 53.0| 64.0| 59.4| N/A    |
| MNIST AT      | 91.4     | 90.3| 91.0| 92.1| 85.3   |
| RN18 ST       | 0.3      | 20.1| 27.6| 31.7| N/A    |
| RN18 AT       | 54.5     | 55.4| 55.6| 53.8| 55.3   |
| WRN ST        | 0.2      | 30.2| 38.4| 30.8| N/A    |
| WRN AT        | 59.7     | 59.7| 60.0| 60.9| 59.4   |

MNIST and 10 for CIFAR10, and batchsize of 2048.3 Table I lists the robust accuracies of each method against SPSA. In the standard training setting, BLF improves robustness against SPSA the most on MNIST even though robustness against PGD of BLF is lower than those of label smoothing and logit squeezing in Fig. 3(a). On CIFAR10, label smoothing and logit squeezing improve robustness more than BLF in adversarial training settings, however, our method improves robustness the most in a majority of settings. These results are in agreement with the results of gradient-based attacks.

2) Accuracy against Square Attacks: Though SPSA does not use exact gradients, it still approximates gradients. Thus, obfuscating gradients might be still effective for SPSA. To investigate whether logit regularization just obfuscates gradients, we evaluate the robustness against Square Attacks [1], which are query-based black box attacks. Since the Square Attacks use random search to generate attacks, obfuscating gradients are ineffective. To generate Square Attacks, we set the number of queries to 5000 and use the code in [6]. Note that Square Attacks use a margin loss instead of cross entropy loss.

Robust accuracies against Square Attacks are listed in Tab. II. In this table, BLF achieves the highest or the second highest accuracies on almost all settings. In addition, all logit regularization methods without adversarial training can improve the robust accuracies though Square Attacks do not use gradients. Therefore, logit constraints do not only just obfuscate gradients for improving robustness.

3We could not use the original hyper-parameters [29] since SPSA requires high computation costs [24]. Even so, we could evaluate the robustness of our method relatively.

D. Evaluation of Operator Norms

As discussed in Section III, cross-entropy can cause large Lipschitz constants, which might be a cause of vulnerabilities. To investigate Lipschitz constants of models, we computed averages of $L_\infty$ operator norms of convolution layers of RN18 (Tab. III) by following [12]. The $L_\infty$ operator norms of convolution layers can be a criterion of Lipschitz constants since one of Lipschitz constants of composite functions is the product of Lipschitz constants of composing functions and $L_\infty$ operator norm is a Lipschitz constant for a linear function. Table III shows that logit regularization methods induce small $L_\infty$ operator norms of convolution layers compared with Baseline even though they do not explicitly impose the penalty of parameter values. This table indicates that BLF can outperform other methods when using adversarial training because it effectively induces small Lipschitz constants. On the other hand, the $L_\infty$ norm of L-BLF is almost the same as that of Baseline. Thus, BLF with learnable $\gamma$ does not improve the robustness. Note that the $L_\infty$ norm of Baseline does not become extremely large because we applied some regularization methods, e.g., weight decay and early stopping, into all methods to obtain good generalization performance.

VI. LIMITATION OF LOGIT REGULARIZATION METHODS

[10] has shown that adversarial logit pairing, which is similar to logit regularization, is sensitive to targeted attacks, and [20] have shown that logit squeezing is sensitive to PGD attacks with multi-restart. In this section, we evaluate logit regularization methods with strong untargeted and targeted PGD attacks with multi-start. As strong PGD attacks, we used AutoPGD (APGD) with cross-entropy and targeted AutoPGD with difference of logits Ratio Loss (TAPGD) in [6]. APGD is more sophisticated than PGD; APGD uses momentum and adaptively selects the step size. We restarted APGD and TAPGD five times. In the experiments, we tuned hyperparameters ($\lambda$, $\alpha$, $\gamma$, $\beta$) for each attack and train the model for one time for each hyper-parameter.

Results are listed in Tab. IV. In this table, logit regularization methods are superior or comparable to Baseline. In particular, logit regularization methods outperform TRADES on MNIST. On CIFAR10, robust accuracies against TAPGD become zero when standard training. However, when using adversarial training, logit regularization methods can outperform Baseline; i.e., logit regularization contributes to general adversarial robustness. Robust accuracies against APGD of BLF become the highest on a majority of settings. Thus, BLF is effective in defending against untargeted strong at-
tacks while BLF might neither improve nor deteriorate the robustness against targeted attacks.

Indeed, logit regularization methods without adversarial training are not robust enough for the targeted attacks. However, they are still effective against practical threat models, e.g., untargeted attacks or black box attacks. Furthermore, when combining adversarial training with these methods, they can be comparable to strong defense methods.

VII. CONCLUSION

We proposed a method of constraining the logits by adding a new bounded function just before softmax following the hypothesis that small logits improve the adversarial robustness. The added function has finite maximum and minimum points so that logits and pre-logits have small values. Compared with other logit regularization methods, our method effectively improves robustness in adversarial training despite its simplicity. Though we provided insights into the vulnerabilities of softmax cross-entropy and empirical evidence of the effectiveness of logit regularization, it is still an open question why small logits can improve robustness. Even so, our experiments showed that our method is comparable to the recent defense method in terms of adversarial robustness against untargeted gradient-based and gradient-free attacks in adversarial training. Thus, our results indicate that the investigation into the relation between logit regularization and robustness is still an important research direction to reveal the cause of vulnerabilities.
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