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Abstract—At present, people usually use some methods based on convolutional neural networks (CNNs) for Electroencephalograph (EEG) decoding. However, CNNs have limitations in perceiving global dependencies, which is not adequate for common EEG paradigms with a strong overall relationship. Regarding this issue, we propose a novel EEG decoding method that mainly relies on the transformer idea has been proposed in multi-classification of EEG, with fewer parameters. As far as we know, it is the first time that a detailed and complete method based on the transformer idea has been proposed in this field. It has good potential to promote the practicality of brain-computer interface (BCI). The source code can be found at: https://github.com/anranknight/EEG-Transformer.
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I. INTRODUCTION

RAIN-computer interface (BCI) is a technology that provides the possibility of establishing direct connections between the brain and external devices [1]. Researchers extract brain signals to obtain the user’s intention, which is further used to control some equipment such as wheelchairs, robots and automatic vehicles [2]-[4]. With BCI, it is easier to perform many tasks well without too much manpower. Especially it could help the disabled or paralyzed patients to get rid of the predicament that they have to rely on caregivers all the day [5].

For the above applications, one of the most widely studied BCI patterns are the sensorimotor rhythm stimulated by motor imagery (MI) on the motor cortex [6]. Different categories of MI, such as right-hand movement and left-hand movement could be decoded with Electroencephalograph (EEG), an economical and convenient method for measuring information in the brain [7]. Then the results are used as commands to control assistive devices and support the user to do corresponding movement. Rehabilitation training based on MI-BCI has been proven to be effective in helping patients suffering from strokes recover [8], [9]. Obviously, these BCI scenarios and applicable groups all require sufficient stability and reliability, which means that the decoding of brain signals should be accurate and robust.

Researchers have tried a lot of decoding methods to classify different EEG signals. The two main concerns are classification and feature extraction. In the beginning, some traditional machine learning methods such as linear discriminant analysis (LDA), support vector machine (SVM), are applied to analyze feature distribution and find a projection or hyperplane to separate different categories [10], [11]. From another perspective, multi-layer perceptron (MLP) is also used to fit the input-output relationship with several hidden layers. The input is EEG signal, and the output is the category label [12]. Although these methods are quite efficient, with the advancement of acquisition equipment, the large-scale data we obtain is difficult to handle properly. The ensuring amounts of irrelevant noise also challenge their generalization ability [13].

Subsequently, deep learning methods have achieved remarkable results in computer vision and neural language processing. Features in multiple small fields are well perceived by the convolutional neural networks (CNNs) to obtain deep representation for classification. People also use CNNs in BCI to establish end-to-end EEG decoding models and achieve leading performance [14], [15]. Some skilful network structures use different scales of convolution calculations to extract features in various domains [16], [17]. However, CNN is very dependent on the selection of kernels. The large kernel hinders its exploration of deep feature, while the small kernel limits the receptive field [18]. It loses part of time-series information and is difficult to perceive a wide range of internal relationships of the signal without a fairly deep structure, which may cause a lot of computations. Various recurrent neural networks (RNNs) are proposed to learn the temporal feature of EEG signal and have gained advantages in some scenarios [19]. For instance, long short-term memory networks (LSTMs) employ gates for controlling the state of information flow to learn long-term dependencies of EEG signal. Nevertheless, these methods are still not enough to deal with more extended data, and less efficient due to RNN steps cannot be parallelized [20]. Another problem is RNNs only act on the previous memory and current state. But we know that the action of a trial of EEG is coherent. In other words, every part of the action is related, including past and present, present and future [21]. In this case, neither CNNs nor RNNs are enough to perceive global dependencies of EEG well. Recently, there is a method called self-attention applied in machine translation, which calculates
the representation of a sequence with dependencies between different positions [22]. It seems that the attention mechanism might help us decode EEG signals more reasonably.

Another concern that cannot be ignored is feature extraction. EEG is a non-invasive brain data acquisition mode, which introduces a lot of noise caused by large impedance, field potential interference, and so on [23]. Even those excellent end-to-end classification methods are difficult to obtain good performance without well-designed modules for feature extraction directly. Therefore, people are also trying to find more distinguishing features to facilitate EEG decoding. Fast Fourier transform (FFT) is used to convert the original EEG signal to a frequency representation, and continuous wavelet transform (CWT) is used for time-frequency features [24], [25]. Among these strategies, common spatial pattern (CSP), which focus on spatial features, is the most widely recognized [26]. In this way, the original signal is filtered to a new space with larger differences between two categories. Earlier, small-scale feature vectors are calculated for classification, and later the filtered signal with temporal feature retained is employed as the input of CNN and other networks [27]. But there is often a shortcoming that for multi-classification tasks, these methods simply stack feature channels obtained by multiple results of one-versus-rest (OVR) processing, and then use a convolution kernel with a size corresponding to the feature channels to handle these spatial features. This integration strategy largely neglects the importance of different feature channels, so collaborative optimization is not well performed. Especially for some data with minor category differences, it may cause serious mutual interference.

To address the above problems, in this paper, we apply the attention mechanism to construct a tiny transformer for EEG decoding, which means mainly depends on attention to transform the input into a more distinguishable representation. This model is called Spatial-Temporal Tiny Transformer (S3T) because it focuses on capturing spatial and temporal features. Firstly, the original EEG signal is filtered following the idea of CSP, and the outputs of multiple OVRs are stacked to form the input of S3T. Secondly, a feature-channel attention block gives weights to different channels so that the model could selectively pay attention to more relevant channels and ignore others. After that, all channels are compressed to reduce computation cost. Thirdly, the data is divided into many small slices in the time dimension. The attention mechanism is used to obtain a representation suitable for classification, by perceiving global temporal features. Finally, we get the category label with a simple fully-connected layer after global average pooling. Besides, we innovatively use a convolution-based layer to retain the position information of the sample. During training, only cross-entropy is employed as the constrain for optimization.

The major contributions of this article can be summarized as follows.

1) We propose a tiny framework named S3T for EEG decoding that mainly relies on the attention mechanism to learn the spatial and temporal features of EEG signals. It has the potential as a new backbone to classify EEG, like CNNs.

2) We present a strategy to weight feature channels, thereby improving the limitation of previous methods that neglect the importance of different feature channels.

3) Detailed experiments on public datasets prove the competitiveness of our method, reaching the level of the state-of-the-art with fewer parameters.

The remainder of this paper is organized as follows. Some related works are given in Section II. Details of our framework S3T is explained in Section III. We introduce the datasets, experiment settings, performance evaluation, comparative results in Section IV. A careful discussion is in Section V. Finally, we come to a conclusion in Section VI.

II. RELATED WORKS

The development of EEG decoding methods could be summarized in two stages, the first of which is to find some representative patterns and use classical machine learning for classification. We will not go into details since the previous articles already have pretty good descriptions [28], [29]. And it comes to the second stage when the development of hardware promotes deep learning. The CNN-based models have a great ability to perceive feature dependence within a specific range and deepen it layer by layer. Some methods have obtained good EEG decoding results with the help of CNNs. Sakhavi et al. spatially filtered EEG signal and sampled it in time to get the input of a CNN, where two-scale kernels were used to capture information in different domains [30]. Zhao et al. transformed the data into a 3-dimensional (3D) form as the spatial distribution of the channels to cooperate with a 3D CNN to better use the original characteristics [31]. Some special objective functions are also used to improve the difference of different categories [32]. We can see that different kernels have an essential impact on the learning of the features. And a kernel with a limited length is not easy to measure the relationship between long-distance features, even if there are many layers. Moreover, the amount of parameters to be calculated is usually considerable. On the other hand, some RNN-based methods also yield good results leveraging time-series information. Wang et al. used it to deal with a one dimension-aggregate approximation representation of the EEG signal for MI classification [33]. Ma et al. employed LSTM to learn the spatial features and temporal features separately [34]. Zhang et al. tried to concatenate CNN and LSTM to fuse the advantage of the two [35].

In recent year, new methods different from CNNs and RNNs called attention mechanism has appeared in some fields. Vaswani et al. creatively constructed an encoder and decoder mainly composed of attention modules to convert a sequence of sentences in one language to another [22]. This strategy contains this idea shows a great potential to dig out more expressive global dependencies. Dosovitskiy et al. divided the picture into multiple patches and used attention modules to obtain a token related to category information [36]. Some people have also partly introduced the attention mechanism to EEG decoding. Zheng et al. replaced the forget gate of LSTM and weighted the output with attention modules [37]. Tao et al. integrated attention with CNN and RNN to explore more discriminative information of EEG for emotion recognition.
Zhang et al. respectively processed the sliced EEG signal and a graph with CNN and LSTM then utilized attention module to synthesize all slices for classification [39, 40]. These remarkable methods have demonstrated some capability of the attention mechanism. Therefore, we try to further explore its ability to perceive features and use it as a trunk to construct S3T.

III. METHODS

In this paper, we propose an EEG decoding method named Spatial-Temporal Tiny Transformer (S3T). Just like a Rubik’s Cube, S3T relies on the attention mechanism to transform the data into a highly distinguishing representation with the help of spatial and temporal information. The global dependencies of the signal and the importance of different feature channels are well perceived for classification tasks. The cost effectiveness of this method is also worth noting.

The overall framework is shown in Fig. 1 including four parts. The original EEG signal is firstly preprocessed, and the spatial filter is calculated to improve the difference between different categories. Then in the spatial transforming part, we apply the feature-channel attention to weight the feature-channels so that the model is able to focus on more relevant channels and ignore irrelevant ones. Thirdly, in the temporal transforming part, we use a layer of convolution to encode the channels and ignore irrelevant ones. Finally, all the slices are merged by global average pooling, and the result is arranged in descending order. Then the data is compressed in a single channel to reduce computation cost. Meanwhile, it is divided into multiple small slices. The same size representation is inputted to the classifier after learning the global dependencies with temporal attention. Finally, all the slices are merged by global average pooling, and the result is obtained through a simple fully connected structure. Next, we will present the details of the four parts in S3T.

A. Preprocessing

The preprocessing of raw EEG data includes segmenting, band-pass filtering, and standardization. Some approaches of calibration and artifact removal have been omitted to reduce excessive manual work.

The collected data is segmented into trials according to a whole MI process. The shape of a trial is expressed as $C \times T$, where $C$ is the number of EEG channels and $T$ is the sample points. Then we band-pass filter the data to $[4, 40]$ Hz to remove high and low-frequency noise, during which the sensorimotor rhythms is disentangled, retaining $\mu$ and $\beta$ band [31]. The z-score standardization is employed to relieve the fluctuation and nonstationarity as

$$X = \frac{x - \mu}{\sigma}$$

where $X \in \mathbb{R}^{C_{eeg} \times T}$ and $x \in \mathbb{R}^{C_{eeg} \times T}$ represent the standardized and input signal, $\mu$ and $\sigma^2$ denote the mean value and variance of training data. After standardization, signals become normally distributed with a mean of 0 and a standard deviation of 1. The mean and variance will be used directly in the test.

B. Spatial Filter

In this section, we give a feasible way based on CSP usage [26] to improve the spatial difference of the original signal and maintain the temporal information. Besides, we introduce a one-versus-rest (OVR) strategy to handle multi-classification tasks, since the traditional CSP is suitable for only two categories. OVR refers to dividing a multi-classification into $N$ bi-classification tasks of one category and the remaining category, where $N$ equals the number of categories. The sub-filters gained by each OVR are combined to form the spatial filter at last.

In one OVR, we calculate the covariance matrix of each trial as $C(X)$, where $C()$ denotes calculate the covariance matrix. $X \in \mathbb{R}^{C_{eeg} \times T}$ is the preprocessed EEG data.

After that, we average all the covariance matrix of one category to obtain $R_1 \in \mathbb{R}^{C_{eeg} \times C_{eeg}}$ of the ‘one’ and $R_2 \in \mathbb{R}^{C_{eeg} \times C_{eeg}}$ of the ‘rest’. In this way, spatial characteristics of the two categories are depicted because each position of the covariance matrix measures the jointly variability of two channels. Afterward, a common space $R \in \mathbb{R}^{C_{eeg} \times C_{eeg}}$ is obtained by

$$R = R_1 + R_2$$

(2)

And eigendecomposition is performed as

$$R = U \Lambda U^T$$

(3)

where $U$ and $\Lambda$ denote the eigenvectors and the eigenvalues, respectively. $\Lambda$ is arranged in descending order. Then the whitening matrix $P$ of $R$ is obtained:

$$P = \sqrt{\Lambda^{-1}} U^T$$

(4)

Applying the matrix $P$ to $R_1$ and $R_2$, we get

$$S_1 = PR_1 P^T$$

$$S_2 = PR_2 P^T$$

(5)

The orthogonal diagonalization of $S_2$ is obtained as

$$S_2 = B \Lambda S B^T$$

(6)

where $B$ and $\Lambda S$ are the eigenvectors and eigenvalues of $S_1$. $\Lambda S$ is arranged in ascending order. Because of the orthogonality, there is

$$B^T B = I$$

(7)

$$I = B^T \sqrt{\Lambda^{-1}} U^T U \Lambda U^T (\sqrt{\Lambda^{-1}} U^T)^T B$$

$$= B^T P \Lambda P^T B$$

$$= B^T P R_1 P^T B + B^T P R_2 P^T B$$

$$= B^T P R_1 P^T B + \Lambda S$$

(8)

where $B^T P R_1 P^T B$ is a diagonal matrix, denoted as $\Lambda'_S$ with a value of $I - \Lambda S$, which means that $B^T P$ diagonalizes both $R_1$ and $R_2$. So the values of $\Lambda'_S$ become larger when the values of $\Lambda S$ becomes smaller. $B^T P$ is treated as a spatial filter, with which the difference between the ‘one’ and the ‘rest’ is maximized.

We obtain $N$ outputs here, and the first $S$ rows of each are taken out as a sub-filter corresponding to the largest four
Fig. 1. The overall framework of Spatial-Temporal Tiny Transformer (S3T). After preprocessing and spatial filter, the method contains spatial transforming and temporal transforming built with the attention mechanism. There is a simple classifier consisting of global average pooling and a fully-connected layer.

eigenvalues of $\Lambda_S'$, to reduce the computational complexity. Then the data is filtered as

$$Z = WX$$  \hspace{1cm} (9)

where $Z$ is the filtered data and $X$ is the preprocessed data. $W \in \mathbb{R}^{NS \times C_{eeg}}$ is the final spatial filter made by stacking $N$ sub-filters.

C. Spatial Transforming

In previous methods, people rarely paid attention to the importance of different feature channels, leading to inefficiency and mutual interference of features. Therefore, we present a method of feature channel weighting inspired by scaled dot-product attention [22]. The dependence of each element on other elements is learned to obtain the importance score for weighting the values of data. Specifically, we use dot product to evaluate the correlation between one feature channel and others as Fig. 2. The input data is first linearly transformed into vectors, queries ($Q$) and keys ($K$) of dimension $d_k$, and values ($V$) of dimension $d_v$, along the spatial feature dimension. $Q$ represents each channel that will be used to match with $K$ represents all the other channels using dot product. Then the result is divided by a scaling factor of $\sqrt{d_k}$ to ensure that the Softmax function has a good perception ability. The output weight score is assigned to $V$ for the final representation using dot product. The whole process can be expressed as

$$Attention(Q, K, V) = \text{Softmax}(\frac{QK^T}{d_k})V$$  \hspace{1cm} (10)

where $Attention(Q, K, V)$ is the weighted representation, $Q$, $K$ and $V$ are matrices packed by vectors for simultaneous calculation. Besides, the residual connection of the input and the output is used to help gradients of the framework flow [42].

D. Temporal Transforming

Here is the most important part of this article, that is, perceiving global temporal dependencies of EEG signals using the attention mechanism. We know that a behavior driven by the brain is a complete process, so our method could be more effective to utilize the relationship between any two parts of a trial. In the beginning, the data is compressed to one dimension ($1 \times T$) to reduce the computational complexity, since the feature channels have been weighted in the previous step. Through the observation of EEG signal, a segment reflects the trend better than a single sample point, which is more likely to have abnormal values. Therefore, we divide the data into multiple slices with a shape of $1 \times d$ for attention training. Different from spatial transforming, multi-head attention (MHA) [22] is employed to allow the model to learn the dependencies from different angles. In this way, the input is split into $h$ smaller parts named heads, which will perform attention in parallel. And the outputs of each part are concatenated and linearly transformed to obtain the original size. The process can be expressed as

$$MHA(X_Q, X_K, X_V) = [head_0; ...; head_{h-1}]W_o$$  \hspace{1cm} (11)

$$head_i = Attention(X_Q W_i^Q, X_K W_i^K, X_V W_i^V)$$  \hspace{1cm} (12)

where $[; :]$ represents a concatenation operation. $W_i^Q \in \mathbb{R}^{d \times \frac{d_k}{h}}$, $W_i^K \in \mathbb{R}^{d \times \frac{d_k}{h}}$ and $W_i^V \in \mathbb{R}^{d \times \frac{d_v}{h}}$ denote linear
transformations to obtain queries, keys and values matrices of each head. \( W_o \in \mathbb{R}^{d_k \times d} \) denotes the linear transformation to obtain the final output. A feed-forward (FF) block contains two fully-connected layers and the activation function GeLU \([43]\) is connected behind the MHA, to enhance the perception and non-linear learning capabilities of the model. The input and output sizes of the FF block are the same, and the inner size is expanded to \( N_f \) times. Layer normalization \([44]\) is set before MHA and FF block. The residual connection is also used for better training. The module with MHA and FF block is repeated \( N_o = 3 \) times for a ensemble effect. Although the temporal transforming measure the dependencies between different slices well, it ignores the position information, which is the sequence relationship between the EEG sample points. We creatively use a convolutional layer on time dimension with a kernel size of \( k_c \) and stride of 1 to encode position information before compressing and slicing.

E. Classifier

After the above process, the data is transformed into a new representation by learning the spatial and temporal dependencies. Now we just need to apply a global pooling to average all the slices in the temporal transforming part. And the pooling result is connected to a fully-connected layer after layer normalization. The number of output neurons is equal to the number of categories. Then, the Softmax function is used to obtain the predicted probability. The objective function is the classification loss achieved by cross-entropy as

\[
\mathcal{L} = -\frac{1}{M} \sum_{n=1}^{N} \sum_{m=1}^{M} y_n^m \log(y_m^n) \tag{13}
\]

where \( M \) is the number of trials and \( N \) is the number of categories. \( y_n^m \) denotes the real label for the \( m \)-th trial, and \( y_m^n \) represents the predicted probability of the \( m \)-th trial for the category \( n \).

IV. EXPERIMENTS AND RESULTS

A. Datasets

To evaluate the proposed S3T model, we conducted detailed experiments on two public datasets, datasets 2a and 2b of BCI competition IV.

1) Datasets 2a of BCI Competition IV: The datasets \([45]\) provided by Graz University of Technology were used for our experimental study. The MI EEG data of nine subjects were acquired with twenty-two Ag/AgCl electrodes at a sampling rate of 250 Hz, and band-pass filtered between 0.5 Hz and 100 Hz. There were four different tasks, including imagination of moving left hand, right hand, both feet, and tongue. Two sessions of data were collected for each subject, and each session contained 288 trials (72 for each task). The temporal segment of [2, 6] second was used in our experiments.

2) Datasets 2b of BCI Competition IV: The datasets \([46]\) recorded the MI data of nine subjects on three bipolar electrodes. The data were band-pass filtered between 0.5 Hz and 100 Hz with a sampling rate of 250 Hz. The imagination of moving left hand and right hand was applied to be the paradigm. Two sessions without visual feedback and three sessions with visual feedback were obtained for every subject. We used 120 trials in each session, due to the number of trials for several sessions was slightly different. The segment of [3, 7] second was maintained as one trial in the experiments.

B. Experiment details

Our method was implemented with Python 3.6 and PyTorch library on a GeForce 2080Ti GPU. The electrooculogram channels of the data were removed directly, and there was no additional artifact removal except for band-pass filtering. We trained subject-specific models according to the usual implementation. Ten-fold cross-validation was used to evaluate the final results. The slice size, \( h, k_c, \) and \( N_f \) were 10, 5, 51 and 4, respectively. For the first datasets, category number \( N \) was 4, and the row number \( S \) applied in the spatial filter was 4. In the second dataset, there was \( N = 2 \) and just one sub-filter was obtained with \( S = 3 \). In the model, Adam \([47]\), with a learning rate of 0.0002, was utilized to optimize the training process. \( \beta_1, \beta_2, \) and batch size were 0.5, 0.9, 50 separately. We introduced a dropout of 0.5 in temporal transforming and 0.3 in spatial transforming to avoid overfitting. Wilcoxon Signed-Rank Test was used for statistical analysis.

C. Scoring performance

Fig. 3. The classification results on BCI competition IV datasets 2a and BCI competition IV datasets 2b shown in confusion matrices.

In the beginning, we give an overview with several metrics to show the performance of S3T. Confusion matrices of the classification results on two datasets are displayed in Fig. 2. where the horizontal axis represents the predicted label and the vertical axis represents the true label. We further evaluate the method with five indicators for each category, accuracy, precision, recall, specificity, and F-score, as given in Table 1.

| label | Accuracy | Precision | Recall | Specificity | F-score |
|-------|----------|-----------|--------|-------------|---------|
| c0    | 91.30    | 83.33     | 75.60  | 95.72       | 79.28   |
| c1    | 91.48    | 81.88     | 84.33  | 93.84       | 83.09   |
| c2    | 92.03    | 87.84     | 83.87  | 95.32       | 85.81   |
| c3    | 90.37    | 77.40     | 85.61  | 91.91       | 81.30   |
| c0    | 84.26    | 83.09     | 85.87  | 82.66       | 84.46   |
| c1    | 84.26    | 85.50     | 82.66  | 85.87       | 84.06   |

In table 1, we evaluate the performance of S3T model with five indicators for each category, accuracy, precision, recall, specificity, and F-score.
These matrices are calculated in OVR mode, considering one category as the positive and the other as the negative. F-score could be calculated as

\[ F_{score} = \frac{2 \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  
(14)

It can be seen that the overall performance of our method is trustworthy, with good classification ability for different categories and not much bias.

D. Statistical Analysis with Baselines

Then we conduct comparative experiments and perform significance analysis with some recent representative baselines. Brief descriptions are given as follows.

- **FBCSP** [48] is one of the most widely accepted methods that applies the filter bank strategy to cooperate with CSP.
- **ConvNet** [49] presents a remarkable demonstration to use CNN-based deep learning models for EEG decoding.
- **EEGNet** [50] designs a compact and practical CNN with depthwise separable convolutions to classify EEG.
- **C2CM** [30] introduces a temporal representation with CSP and utilizes a CNN architecture for classification.
- **CNN+LSTM** [51] segments the original signal for OVR-CSP processing and extracts features with CNN, and the output is passed through an LSTM for temporal features.
- **DFL** [52] uses a well-designed feature separation strategy in CNN to improve EEG decoding performance.

The accuracy of each subject, average accuracy, standard deviation (std), parameter amount (Params) on two datasets are listed in Table II. P-values are used to measure the significance of our method. We can see that the accuracy of our S3T relies on attention mechanism has obvious superiority with a limited amount of parameters on the two datasets, and the std is at a low level, which means that the method is effective and robust for EEG decoding.

To be specific, in datasets 2a, FBCSP makes good use of CSP, but the accuracy is lower because it compresses the time domain and uses traditional machine learning classifiers. ConvNet and EEGNet show the power of CNN-based deep networks in EEG classification. Although the convolutions of different scales are used dexterously to extract spatial domain and temporal domain features, the performance is still inefficient due to the lack of perception of global dependencies. C2CM combines the advantages of CSP and CNNs but has similar limitations. CNN+LSTM further introduces LSTM to deal with temporal dependencies, and DFL employs additional objective functions to expand feature differences. However, except for the weak results on Subject 05, our method still has a significant improvement than CNN+LSTM \( p = 0.0210 \) and DFL \( p = 0.0104 \). Another important issue is that the methods that rely on CNNs usually have a large number of parameters, such as ConvNet, C2CM, and DFL. Fewer parameters of our method reduce the computational complexity and cost to a large extent. EEGNet has few parameters but insufficient performance. The comparison in datasets 2b also shows a consistent trend, and the std of our method is lower than all others.

The above results illustrate that our method has quite great performance and is more cost-effective.

E. Ablating Study

The core idea of the proposed S3T method is to transform the EEG signal into a distinguishable representation by capturing spatial and temporal features. Therefore, we present an ablation study on BCI competition datasets 2a to show the effectiveness of each part in S3T as Fig. 4.

We first remove the temporal transforming and spatial transforming module from the complete S3T, respectively. It can be seen from Fig. 4 that the results are in line with our expectations. Temporal transforming is the most important in the model, and its absence makes the mean accuracy have a significant drop of 35.93%. The contribution of spatial transforming has also been proven to be sufficient, with the mean accuracy dropping 3.33% when we remove it. Besides, spatial transforming does have a distinct improvement for the data with poor discrimination, such as subject 5 and 6.

Besides, we employ a convolutional layer, as a position encoding block and a feed forward (FF) block after each MHA in the temporal transforming module. So these two blocks are discarded separately to test their contribution to the model. As shown in Fig. 4 position encoding largely compensates for the use of only attention mechanism with an improvement of 11.11%. It also demonstrates that position information is valuable for EEG decoding. FF blocks also give the model a more robust learning capability like spatial transforming. And the mean accuracy increases by 2.22% after adding FF blocks. The above experiment explains that the main parts in S3T have the evident effect, where the temporal transforming is the trunk.

F. Parameter Sensitivity

It should be noted that two parameters may affect the performance of the model. They are the kernel size of position encoding and slice size in temporal transforming. We perform sensitivity analysis by varying these two parameters in a wide range and testing the impact on classification accuracy. The comparison results on the data of the first subject in two datasets are depicted in Fig. 5 separately. We can see that the results drop sharply when the slice size is small. In fact, we choose to slice, on the one hand, to reduce computation; another more important reason is to conduct attention on many short sequences that better reflect the state of the signal, just
mixed together. According to Fig. 6(b)-(d), after each layer not very obvious, and there are two categories completely that the four categories have been mildly distinguished, but Fig. 6(a) is the output of the spatial transforming. We can see colors in the figure represent four categories of EEG. Fig. 6(c) is the output of temporal transforming layers as Fig. 6. The data used to display is from subject 1 in BCI competition IV datasets 2a. The four transforms of EEG signal, the position encoding realized by a layer of attention has well perceived the global dependencies of the signal to a certain extent, and the convolution still plays an important role, as shown in Fig. 6. After the spatial transforming and after each of the three temporal transforming is processed, the distinction among the four categories gradually becomes larger, until these data can be clearly distinguished in the end.

V. DISCUSSION

Better decoding is a necessary issue to improve the application of BCI. In recent years, CNN-based deep learning methods plays a dominant role in EEG analysis. But CNNs have a limitation on perceiving global dependencies of long sequences. Especially for EEG signal like motor or motor imagery, a trial is inseparable. Therefore, we propose a method that uses attention mechanism to deal with global dependencies of EEG signal. Several layers of attention operations transform the original input into a distinguishable representation for classification. Besides, we also perform attention on the feature channels of spatially filtered EEG, which helps us avoid aliasing of channels. After detailed experiments, we find that this transforming idea has the potential to compete with usual CNN and LSTM models in EEG decoding.

According to the ablation study in Fig. 4, temporal transforming is the backbone of our method. We slice the data into many small segments for attention, which is inspired by the method in computer vision to divide the image into many patches [36]. Refer to Fig. 5 this measure is more effective and with lower computation cost than directly processing sample points. The influence of some outliers is alleviated by observing a few continuous sample points. In this way, after several rounds of attention weighting, the model focuses on slices that are more related to category information with the constraints of only classification loss. So the final representation is easily separated as Fig. 6(d).

It should be noted that we don’t completely abandon convolution as "attention is all you need" [2]. Although the attention has well perceived the global dependencies of the EEG signal, the position encoding realized by a layer of convolution still plays an important role, as shown in Fig. 4. The application of attention by slicing ignores the sequence relationship of the signal to a certain extent, and the convolution of a nearby area just makes up for this problem. Besides removing the convolution in ablation study, we can also see

| datasets | methods    | S01    | S02    | S03    | S04    | S05    | S06    | S07    | S08    | S09    | Average | std     | significance | Params |
|----------|------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|---------|-------------|--------|
|          | FBCSP [48] | 76.00  | 56.50  | 81.25  | 61.00  | 55.00  | 45.25  | 82.75  | 81.25  | 70.75  | 67.75   | 12.94   | <0.01      | —        |
|          | ConvNet [49]| 76.39  | 55.21  | 89.24  | 74.65  | 56.94  | 54.17  | 92.71  | 77.08  | 76.39  | 72.53   | 13.42   | <0.01      | 295.25k  |
|          | EEGNet [50] | 85.76  | 61.46  | 88.54  | 67.01  | 55.90  | 52.08  | 89.58  | 83.33  | 86.81  | 74.50   | 14.36   | <0.01      | 1.46k    |
| 2a       | C2CM [30]  | 87.50  | 65.28  | 90.28  | 66.67  | 62.5   | 45.49  | 89.58  | 83.33  | 79.51  | 74.46   | 14.45   | <0.01      | 36.68k   |
|          | CNN+LSTM [51]| 85.00  | 54.00  | 87.00  | 78.00  | 77.00  | 66.00  | 95.00  | 83.00  | 90.00  | 80.00   | 11.97   | <0.01      | 8.57k    |
|          | DFL [52]   | 91.31  | 71.62  | 92.32  | 78.38  | 80.10  | 61.62  | 92.63  | 90.30  | 78.38  | 81.85   | 10.15   | <0.01      | 30.69k   |
|          | Ours       | 91.67  | 71.67  | 95.00  | 78.33  | 61.67  | 66.67  | 96.67  | 93.33  | 88.33  | 82.59   | 12.52   | —         | 8.68k    |

Table II

Comparison with representative methods on datasets 2a and 2b of BCI competition IV.

![Fig. 5. The results of parameter sensitivity tests. The position encoding kernel and the slice size are independently changed to test the performance of our model on the first subject of datasets 2a and datasets 2b.](image)
from Fig. 5 that too small convolution kernel also reduces the performance, proving that the position encoding implemented in this way is effective. New methods appear every day, and we are not going to dismiss the previous methods but try to combine the advantages of different strategies.

In temporal transforming, we compress the signal from the feature-channel dimension in 1 channel to reduce calculation. This is because the feature-channels have been weighted in spatial transforming with attention mechanism, inspired by [54]. One explanation for its meaning is that OVR strategy and spatial filter are employed to process the original EEG signal like [30]. In this case, stacked feature-channels obtained from different subspaces may cause interference. So spatial transforming in advance could increase the model’s attention to more relevant channels. Experiments display that it does enhance the overall performance, especially with a significant improvement on ‘A05’ and ‘A06’ in Fig. 4 whose data are not easily distinguishable.

The scale of our model is an issue that cannot be ignored. Some methods have achieved impressive results with a large number of parameters, but require considerable computing power and training time. So we strive to control the number of parameters of S3T at a relatively low level, on the premise of good accuracy. This mainly due to two reasons. One is that we compress the feature-channels. An operation with the similar idea is also used after temporal transforming, which is to average all slices as pooling as [55], instead of using some fully-connected layers as usual. This trick could be used with a small-size fully-connected layer to classify, own to the good representation provided by spatial and temporal transforming.

Although S3T achieves very nice performance on EEG decoding tasks, the limitation of this work should also be considered. Only subject-specific experiments are conducted as the common way, and the cross-subject ability has not been well explored. Another limitation is that we choose the hyper-parameters of the model, such as dropout and batch size, just by some preliminary experiments, so the model may not reach the optimal state. In future work, we will verify the generalization ability of the model with cross-subject tests, and try to use some data augmentation strategies to improve the performance.

VI. Conclusion

In this paper, we propose S3T, a tiny method relies on attention mechanism to perceive the spatial and temporal features of EEG signal for decoding tasks. Firstly, we use attention to weight the preprocessed and spatially filtered data along the feature-channel dimension, enhancing more relevant channels. It is also employed along the time dimension to perceive global dependencies. Experiments show that our method is robust enough to classify multiple categories of EEG, reaching the state-of-the-art level with much fewer parameters. The stability of the method and the effectiveness of each module have also been proven. We further utilize visualization tools to confirm that it is meaningful to transform data through spatial and temporal features learning. In summary, our method has good potential to complement commonly used deep learning methods for EEG decoding.
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