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Abstract—We consider an online version of the robust Principle Component Analysis (PCA), which arises naturally in time-varying source separations such as video foreground-background separation. This paper proposes a compressive online robust PCA with prior information for recursively separating a sequences of frames into sparse and low-rank components from a small set of measurements. In contrast to conventional batch-based PCA, which processes all the frames directly, the proposed method processes measurements taken from each frame. Moreover, this method can efficiently incorporate multiple prior information, namely previous reconstructed frames, to improve the separation and thereafter, update the prior information for the next frame. We utilize multiple prior information by solving $n$-$\ell_1$ minimization for incorporating the previous sparse components and using incremental singular value decomposition (SVD) for exploiting the previous low-rank components. We also establish theoretical bounds on the number of measurements required to guarantee successful separation under assumptions of static or slowly-changing low-rank components. Using numerical experiments, we evaluate our bounds and the performance of the proposed algorithm. The advantage of incorporating prior information is illustrated by adding the comparision the performance of our algorithm without using prior information.
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I. INTRODUCTION

Principal Component Analysis (PCA) is widely used in statistical data analysis in a number of applications. A modified version of Principal Component Analysis (PCA), namely, robust PCA (RPCA) [1]–[3], is a well-known tool to efficiently capture properties of signals of interest. A potential application of RPCA is video foreground and background separation, e.g., in video surveillance and online tracking brain activation from MRI sequences. The goal of RPCA is to decompose the high-dimensional matrix $M$ into the sum of unknown sparse $S$ and low-rank $L$ components. Principal Component Pursuit (PCP) [1] recovers $L$ and $S$ by solving the following program:

$$\min_{L,S} \|L\|_1 + \lambda \|S\|_1 \text{ subject to } L + S = M,$$

where $\| \cdot \|_*$ is the matrix nuclear norm (sum of singular values). For example, in video separation, a video sequence is separated into slowly-changing background as the low-rank term $L$ and foreground as the sparse term $S$, which is the quantity of interest in this paper. However, RPCA methods [1]–[3] need to access all data frames, e.g., all frames of a video, which is batch-based and not practical.

Problem. We consider a version of RPCA for the recursive separation problem of a time-varying sequence of frames that processes one frame per time instance and works on a small set of measurements to separate large-scale data. In more detail, we introduce a time instance $t$, at which we have observed $M_t = L_t + S_t$, where $S_t = [x_1 x_1 \ldots x_t]$ and $L_t = [v_1 v_2 \ldots v_t]$, where $[\cdot]$ denotes a matrix and $x_t, v_t \in \mathbb{R}^n$ are a column component in $S_t$ and $L_t$, respectively. In this work, we consider compressive measurements of the observed $x_t + v_t$ at a time $t$, i.e., we observe $y_t = \Phi(x_t + v_t)$, where $\Phi \in \mathbb{R}^{m \times n}$ is a random projection [4], [5], and that $L_{t-1}$ and $S_{t-1}$ have been given for time instance $t-1$.

Following Problem (1), we want to solve a problem at time $t$ as follows

$$\min_{x_t, v_t} \|L_{t-1} v_t\|_1 + \lambda \|x_t\|_1 \text{ subject to } y_t = \Phi(x_t + v_t),$$

where $L_{t-1} = [v_1 v_2 \ldots v_{t-1}]$ and $S_{t-1} = [x_1 x_1 \ldots x_{t-1}]$ are given. We aim at solving Problem (2) given prior information $L_{t-1}, S_{t-1}, \Phi$ and $S$ as formulated in Sec. II.

Related Works. Some previous approaches [6]–[9] were proposed for online estimating low-dimensional subspaces from randomly subsampled data. However, they have not taken the sparse component $x_t$ into account. In addition, compressive ReProCS in [10], [11] was proposed to recover the sparse component for foreground extraction with compressive measurements. Compressive ReProCS [10] considers recovering $x_t$ from $y_t = \Phi_t(A x_t + B v_t)$ [10]. It can be noted here that $\Phi_t \in \mathbb{R}^{m \times n}$ and $A = B \in \mathbb{R}^{n \times n}$. However, the background $v_t$ is not recovered after each instance and no explicit condition on how many measurements are required for successful recovery is considered. In this work, we focus on recovering both foreground and background components from compressive measurements.

Recently, some related approaches to foreground extraction in [12], [13] utilizing an adaptive rate of the compressive measurement were introduced, yet they considered the background static. Another work in [14] proposed an incremental PCP method that processes one frame at a time, however it did use information of the full frame, rather than compressive measurements. Compressive PCP [15] considered the separation on compressive measurements as a batch-based method.

Furthermore, the problem of reconstructing a time sequence
of sparse signals with prior information is also playing an important role in the context of online RPCA \cite{10,11,16}. There were several studies on sparse signal recovery with prior information from low-dimensional measurements \cite{10–12,16,17}. The study in \cite{17} provided a comprehensive overview of the domain, reviewing a class of recursive algorithms for recovering a time sequence of sparse signals from a small number of measurements. The studies in \cite{10,11,16} used modified-CS \cite{18} to leverage prior knowledge under the condition of slowly varying support and signal values. However, all the above can not exploit multiple prior information gleaned from multiple previously recovered frames.

Contributions. We propose a compressive online RPCA with multiple prior information named, CORPCA, which exploits the information for previously recovered sparse components by utilizing RAMSIA \cite{19} and leverages the slowly-changing characteristics of low-rank components via an incremental SVD \cite{20}. We perform the separation in an online manner by minimizing, (i) $\ell_1$-function \cite{19} for the sparse part; and (ii) the rank of a matrix of the low-rank part. Thereafter, the new recovered sparse and low-rank components are updated as a new prior knowledge for the next processing instance. Furthermore, we derive the number of measurements that guarantee successful compressive separation. As such, we set a bound on the number of required measurements based on the current foreground-background and prior information.

The rest of this paper is organized as follows. Our problem formulation and the proposed algorithm are presented in Sec. II. We describe performance guarantees of the proposed method including the measurement bound and the proof sketch in Sec. III. We demonstrate numerical results of the proposed method in Sec. IV.

II. PROBLEM FORMULATION AND ALGORITHM

In this section, we formulate explicitly our problem (in Sec. II-A), following by our proposed algorithm in Sec. II-B.

A. Problem Formulation

The proposed CORPCA algorithm is based on RAMSIA \cite{19}, our previously proposed algorithm that uses $\ell_1$ minimization with adaptive weights to recover a sparse signal using multiple side information signals. The objective function of RAMSIA \cite{19} is given by:

$$\min_{x} \left\{ H(x) = \frac{1}{2} \| \Phi x - y \|_2^2 + \lambda \sum_{j=0}^{J} \beta_j \| W_j (x - z_j) \|_1 \right\},$$

where $\lambda > 0$, $\beta_j > 0$ are weights among side information signals, and $W_j$ is a diagonal weighting matrix for each side information $z_j$, $W_j = \text{diag}(w_{j1}, w_{j2}, \ldots, w_{jn})$, wherein $w_{ji} > 0$ is the weight in $W_j$ at index $i$ for a given $z_j$ with $z_0 = 0$.

The proposed CORPCA method aims at processing one frame per time instance and incorporating prior information for both sparse components and low-rank components. At time instance $t$, we observe $y_t = \Phi (x_t + v_t)$ with $y_t \in \mathbb{R}^m$. Let $Z_{t-1} := \{z_1, ..., z_J\}$, which is a set of $z_j \in \mathbb{R}^n$, and $B_{t-1} \in \mathbb{R}^{n \times d}$ denote prior information for $x_t$ and $v_t$, respectively. We can form the prior information $Z_{t-1}$ and $B_{t-1}$ based on the reconstructed $\{x_1, ..., x_{t-1}\}$ and $\{v_1, ..., v_{t-1}\}$, which is discussed in Sec. II-B.

To solve the problem in (2), we formulate the objective function of CORPCA as

$$\min_{x_t, v_t} \left\{ H(x_t, v_t | j, Z_{t-1}, B_{t-1}) = \frac{1}{2} \| \Phi (x_t + v_t) - y_t \|_2^2 ight\} + \lambda \mu \sum_{j=0}^{J} \beta_j \| W_j (x_t - z_j) \|_1 + \mu \| B_{t-1} v_t \|_2^\gamma,$$

where $\mu > 0$. It can be seen that when $v_t$ is static, Problem (4) would become Problem (3). When $x_t$ and $v_t$ are batch variables without taking the prior information, $Z_{t-1}$ and $B_{t-1}$, and the projection $\Phi$ into account, Problem (4) becomes Problem (1).

B. CORPCA Algorithm

We now describe how to solve Problem (4) and thereafter update the prior information, $Z_{t-1}$ and $B_{t-1}$, for the next instance. First, we solve Problem (4) given $Z_{t-1}$ and $B_{t-1}$. Let us denote $f(v_t, x_t) = (1/2) \| \Phi (x_t + v_t) - y_t \|_2^2$, $g(x_t) = \lambda \sum_{j=0}^{J} \beta_j \| W_j (x_t - z_j) \|_1$, and $h(v_t) = \| B_{t-1} v_t \|_2^\gamma$. The solution of (4) using proximal gradient methods \cite{2,21} gives that $x_t^{(k+1)}$ and $v_t^{(k+1)}$ at iteration $k + 1$ can be iteratively computed via the soft thresholding operator \cite{21} for $x_t$, and the single value thresholding operator \cite{22} for $v_t$:

$$v_t^{(k+1)} = \text{arg min}_{v_t} \left\{ h(v_t) + \frac{1}{2} \| \nabla_v f(v_t^{(k)}, x_t^{(k)}) \|_2^2 \right\},$$

$$x_t^{(k+1)} = \text{arg min}_{x_t} \left\{ \frac{1}{2} \| \nabla_x f(v_t^{(k)}, x_t^{(k)}) \|_2^2 \right\}.$$
Algorithm 1: The proposed CORPCA algorithm.

Input: $y_t, \Phi, Z_{t-1}, B_{t-1}$

Output: $x_t, v_t, Z_t, B_t$

// Initialization.
$x^{(-1)}_t = x^{(0)}_t; v^{(-1)}_t = v^{(0)}_t; \xi^{(-1)} = \xi_0 = 1; \mu_0 = 0; \hat{\mu} > 0; \lambda > 0; 0 < \epsilon < 1; k = 0; \|g_1(\cdot)\|_1 = 0$.

while not converged do

// Solving the problem.
$v_t^{(k)} = v_t^{(k-1)} + \frac{\epsilon}{2\xi^{(k-1)}} (v_t^{(k-1)} - v_t^{(k-1)});$
$\tilde{x}_t^{(k)} = \tilde{x}_t^{(k-1)} + \frac{\epsilon}{2\xi^{(k-1)}} (x_t^{(k-1)} - x_t^{(k-1)});$
$\nabla x_t f(v_t^{(k)}, \tilde{x}_t^{(k)}) = \nabla x_t f(v_t^{(k)}, \tilde{x}_t^{(k)}) = \left(\Phi^T \Phi(v_t^{(k)} + \tilde{x}_t^{(k)}) - y_t \right);$
$(U_t, \Sigma_t, V_t) = \text{incSVD}(B_{t-1} (\tilde{v}_t^{(k)} - \frac{1}{2} \nabla v_t f(\tilde{v}_t^{(k)}, \tilde{x}_t^{(k)})\big));$
$\Theta_t = U_t \Gamma_{\frac{x}{n}} g_j (\Sigma_t) ^{T} V_t;$
$v_t^{(k+1)} = \Theta_t \in T;$(end);
$x_t^{(k+1)} = \Gamma_{\frac{x}{n}} g_j (\tilde{x}_t^{(k)} - \frac{1}{2} \nabla x_t f(v_t^{(k)}, \tilde{x}_t^{(k)})\big));$
where $\Gamma_{\frac{x}{n}} g_j (\cdot)$ is given as in RAMSIA [19];

// Computing the updated weights [19].
$w_{ji} = \frac{n \left( |x_t^{(k+1)} - z_{ji} + \epsilon| \right) - 1}{\sum_{l=1}^{n} \left( |x_t^{(k+1)} - z_{lj} + \epsilon| \right) - 1};$
$\beta_j = \frac{1}{\sum_{l=0}^{n} \left( |x_t^{(k+1)} - z_{ij} + \epsilon| \right) - 1};$
$\xi^{(k+1)} = (1 + \sqrt{1 + 4 \xi^{(k)}})/2; \mu^{(k+1)} = \max(\mu^{(k)}, \hat{\mu});$
$k = k + 1;$

// Updating prior information.
$Z_t := \{ z_{ji} - x_t^{(k+1)} \};$
$B_t = U_t (\cdot, 1 : d) \Gamma_{\frac{x}{n}} g_j (\Sigma_t) (1 : d, 1 : d) V_t (\cdot, 1 : d)^{T};$

// Output.
return $x_t^{(k+1)}; v_t^{(k+1)}; Z_t; B_t;$

end

advantage of using incSVD is that the computational cost of incSVD(\cdot) is lower than conventional SVD [14], [20] since we only compute the full SVD of the middle matrix with size $(d + 1) \times (d + 1)$, where $d \ll n$, instead of $n \times (d + 1)$. The computation of incSVD(\cdot) is elaborated below.

Our goal is to compute incSVD($B_{t-1} v_t$), i.e., $B_{t-1} v_t = U_t \Sigma_t V_t^{T}$. Given matrix $B_{t-1} \in \mathbb{R}^{n \times d}$, we take the SVD of $B_{t-1}$ to obtain $B_{t-1} = U_{t-1} \Sigma_{t-1} V_{t-1}^{T}$. Therefore, we can derive $(U_t, \Sigma_t, V_t)$ via $(U_{t-1}, \Sigma_{t-1}, V_{t-1})$ and $v_t$. We recast the matrix of $[B_{t-1} v_t]$ by

$$[B_{t-1} v_t] = \begin{bmatrix} U_{t-1} \delta_t \|\delta_t\|_2 \cdot \begin{bmatrix} \Sigma_{t-1} e_t \|\delta_t\|_2 \cdot V_{t-1}^T \begin{bmatrix} 0 \|\delta_t\|_2 \end{bmatrix} \end{bmatrix} \cdot 0^T \|\delta_t\|_2 \end{bmatrix} \end{bmatrix} \cdot V.$$  

where $e_t = U_{t-1} v_t$ and $\delta_t = v_t - U_{t-1} e_t$. By taking SVD of the matrix in between the right side of (8), we yield

$$\begin{bmatrix} \Sigma_{t-1} e_t \|\delta_t\|_2 \end{bmatrix} = \hat{\Sigma} V V^T.$$  

Eventually, we obtain $U_t = \begin{bmatrix} \delta_t \|\delta_t\|_2 \cdot \Sigma_{t-1} \end{bmatrix} \cdot \hat{U}, \Sigma_t = \hat{\Sigma}$, and $V_t = \begin{bmatrix} V_{t-1} \|\delta_t\|_2 \cdot \hat{U} \end{bmatrix} \cdot V$.

III. PERFORMANE GUARANTEES

A bound is presented for the minimum number of measurements required for successful separation by solving the problem (4). This will also serve as a bound for the proposed CORPCA method. We assume that $v_t$ is either fixed or slowly-changing incurring an measurement error that is bounded by $\sigma$, i.e., $\|\Phi(v_t - v_t)\|_2 < \sigma$, where $v_t$ is any recovered background. Let $s_0$ denote the support of the source $x$ and $s_j$ denote the support of each difference vector $x - z_j$; namely, $\|x - z_j\|_0 = s_j$, where $j \in \{0, \ldots, J\}$. We shall derive the bound for recovering foreground $x_t$ given either fixed $v_t$ or the error bound $\sigma$.

Theorem III.1. The problem in (4) requires $m_t$ measurements to successfully separate $x_t \in \mathbb{R}^n$ with the sparse support $s_0$ and $v_t \in \mathbb{R}^n$ given compressive measurements $y_t = \Phi(x_t + v_t)$, where $\Phi \in \mathbb{R}^{m \times n}$, whose elements are randomly drawn from an i.i.d. Gaussian distribution, and prior information including the prior $Z_{t-1} := \{ z_{ji} \}_{i=1}^n$, where $\|x_t - z_{ji}\|_0 = s_j$ with $z_{ji} \in \mathbb{R}^n$, and the prior $B_{t-1} \in \mathbb{R}^{n \times d}$.

1) If $v_t$ is not changing in time, we can recover $x_t$ successfully from (4) provided

$$m_t \geq 2\alpha \log \left( \frac{n}{\sum_{j=0}^{n} \beta_j s_j} \right) + \frac{J}{\beta} \left( \sum_{j=0}^{n} \beta_j s_j \right) + 3 \frac{\|e\|}{\hat{\beta}}.$$  

where $\alpha = \frac{\epsilon^2}{\hat{\beta}^2}, \|e\| \leq \epsilon, \hat{\beta} = \beta_j s_j$ in both (9) and (10), wherein $\epsilon > 0$ and $\hat{\beta}$ is the minimum of $\left( \sum_{i=1}^{n} \|x_{t_i} - z_{ji}\|_0 + \epsilon \right)$.

Proof: We firstly derive the bound in (9) of Theorem III.1 for which the low-rank component $v_t$ is not changed and the remaining bound is a noisy case when the low-rank component $v_t$ is slowly-changing. We drive the bounds based on Proposition VI.1 (see Appendix VI.B3) by first computing the subdifferential $\partial g(x)$ and then the distance, $\text{dist}(\cdot)$, between the standard normal vector $g$ and $\partial g(x)$. The $u \in \partial g(x)$ of $g(x)$ is derived through the separate components of the sum $g(x) = \sum_{j=0}^{n} \beta_j g_j(x)$, where $g_j(x) = \|W_j(x - z_{ji})\|_2$. As a result, $\partial g(x) = \sum_{j=0}^{n} \beta_j g_j(x)$.

Considering the distance from the standard normal vector $g$ to the subdifferential $\partial g(x)$ given by (36), we derive a relation between this distance and all separate distances of $g_j(x)$ as

$$\text{dist}^2(g, \tau \cdot \partial g(x)) \leq \sum_{j=0}^{n} \beta_j \text{dist}^2(g, \tau \cdot \partial g(x)).$$  

(11)
where \(\sum_{j=0}^{J} \beta_j = 1\). Taking the expectation of (11) delivers
\[
E_g[\text{dist}^2(g, \tau \cdot \partial g(x))] \leq \sum_{j=0}^{J} \beta_j E_g[\text{dist}^2(g, \tau \cdot \partial g_j(x))].
\] (12)

1) Distance Expectation: We now consider each component \(E_g[\text{dist}^2(g, \tau \cdot \partial g_j(x))]\), where \(g_j(x) = \|W_j(x - z_j)\|_1\). We firstly consider \(x - z_j\). Without loss of generality, we have assumed that the sparse vector \(x - z_j\) has \(s_j\) supports or \(\|x - z_j\|_0 = s_j\), i.e., taking the form \(x - z_j = (x_1 - z_{j1}, \ldots, x_{s_j} - z_{s_j}, 0, \ldots, 0)\). We have the subdifferential \(u \in \partial g_j(x)\) of \(g_j(x)\) given by:
\[
\begin{align*}
&\{ u_i = w_{ji} \text{sign}(x_i - z_{ji}), \quad i = 1, \ldots, s_j \\
&|u_i| \leq w_{ji}, \quad i = s_j + 1, \ldots, n. 
\end{align*}
\] (13)

Let us recall the weights as proposed in RAMSIA [19] for a specific \(z_j\) with \(w_{ji} = \eta_j/||x_i - z_{ji}|| + \epsilon\) and the constraint \(\sum_{i=1}^{n} w_{ji} = n\). Taking the source \(x - z_j\) to derive
\[
w_{ji} = \left( \frac{\eta_j}{\sqrt{||x_i - z_{ji}|| + \epsilon}} \right)^{-1}, \quad i = 1, \ldots, s_j, \\
\frac{n}{\eta_j}, \quad i = s_j + 1, \ldots, n. 
\] (14)

From the constraint \(\sum_{i=1}^{n} w_{ji} = n\), we can derive: \(\eta_j = n \left( \frac{1}{\sqrt{||x_i - z_{ji}|| + \epsilon}} \right)^{-1} \). We can then compute the distance from the standard normal vector \(g\) to the subdifferential \(\partial g_j(x)\) based on (36) as
\[
\text{dist}^2(g, \tau \cdot \partial g_j(x)) = \sum_{i=1}^{s_j} \left( g_i - \tau w_{ji} \text{sign}(x_i - z_{ji}) \right)^2 + \sum_{i=s_j+1}^{n} \left( \max(||g_i|| - \tau w_{ji}, 0) \right)^2,
\] (15)

where \(\max(a, 0)\) returns the maximum value between \(a \in \mathbb{R}\) and 0. Further, after taking the expectation of (15), we obtain
\[
E_g[\text{dist}^2(g, \tau \cdot \partial g_j(x))] = s_j + \tau^2 \sum_{i=1}^{s_j} w_{ji}^2 + \sum_{i=s_j+1}^{n} \frac{\psi(\tau w_{ji})^2}{\tau w_{ji}}.
\] (16)

We use the inequality (42) for the third term in (16) to get
\[
E_g[\text{dist}^2(g, \tau \cdot \partial g_j(x))] \leq s_j + \tau^2 \sum_{i=1}^{s_j} w_{ji}^2 + \frac{\tau^2 \sum_{i=s_j+1}^{n} \psi(\tau w_{ji})^2}{\tau w_{ji}}.
\] (17)

2) Bound Derivation: Inserting (17) in (12) for all functions \(g_j(x)\) gives
\[
E_g[\text{dist}^2(g, \tau \cdot \partial g(x))] \leq \sum_{j=0}^{J} \beta_j s_j + \tau^2 \sum_{j=0}^{J} \sum_{i=1}^{s_j} w_{ji}^2 \\
+ 2 \sum_{j=0}^{J} \beta_j (n - s_j) \frac{\psi(\tau n_j / \epsilon)}{\tau n_j / \epsilon},
\] (18)

where \(w_{ji} = \eta_j / \epsilon\) in (14) are used in the third term of (18). Let us denote \(\tilde{\eta} = \min \{\eta_j\}\). It can be noted that the function \(\psi(x)/x\) decreases with \(x > 0\). Thus \(\tilde{\psi}(\tau n_j / \epsilon) / \tilde{\psi}(\tau n_j / \epsilon) \leq \tilde{\psi}(\tau \eta_j / \epsilon) / \tilde{\psi}(\tau \eta_j / \epsilon)\). Considering the last term in (18), we derive
\[
E_g[\text{dist}^2(g, \tau \cdot \partial g(x))] \leq \sum_{j=0}^{J} \beta_j s_j + \tau^2 \sum_{j=0}^{J} \sum_{i=1}^{s_j} w_{ji}^2 \\
+ 2 \left( n - \sum_{j=0}^{J} \beta_j s_j \right) \psi(\tau \eta_j / \epsilon) / \tilde{\psi}(\tau \eta_j / \epsilon).
\] (19)

Inequality (19) holds due to \(\sum_{j=0}^{J} \beta_j (n - s_j) = n - \sum_{j=0}^{J} \beta_j s_j\).

We denote \(\tilde{s} = \sum_{j=0}^{J} \beta_j s_j\) and from (39), (19), we have
\[
U_g = \min_{\tau \geq 0} \left\{ \tilde{s} + \tau^2 \sum_{j=0}^{J} \sum_{i=1}^{s_j} w_{ji}^2 + 2(n - \tilde{s}) \frac{\psi(\tau \eta_j / \epsilon)}{\tilde{\psi}(\tau \eta_j / \epsilon)} \right\}.
\] (20)

Inserting (40) in (20) gives
\[
U_g \leq \min_{\tau \geq 0} \left\{ \tilde{s} + \tau^2 \sum_{j=0}^{J} \sum_{i=1}^{s_j} w_{ji}^2 + (n - \tilde{s}) \frac{2}{\sqrt{2\pi}} e^{-\frac{\tau^2 \tilde{s}^2}{2}} \right\}.
\] (21)

To give a bound as a function of a given source \(x\) and other parameters, we can select a parameter \(\tau > 0\) to obtain an useful bound in (21). Setting \(\tau = (\epsilon/\tilde{\eta})\sqrt{2\log(n/\tilde{s})}\) gives
\[
U_g \leq \tilde{s} + 2 \log\left( \frac{n}{\tilde{s}} \right) \frac{\tilde{s}}{\tilde{\eta}^2} \sum_{j=0}^{J} \sum_{i=1}^{s_j} w_{ji}^2 + \frac{1}{\sqrt{\pi \log(n/\tilde{s})}} \sqrt{2\pi} \tilde{s} (n - \tilde{s}) / \tilde{\eta}.
\] (22)

We denote \(\alpha = \frac{\tilde{s}}{\tilde{\eta}^2} \sum_{j=0}^{J} \sum_{i=1}^{s_j} w_{ji}^2\) in the second term in (22). Finally, applying the inequality (41) to the last term in (22) gives
\[
U_g \leq 2 \alpha \log\left( \frac{n}{\tilde{s}} \right) + \frac{\tilde{s}}{5}.
\] (23)

As a result, from Proposition VI.1 (in Appendix VI), we get the bound in (9) as
\[
m_t \geq 2 \alpha \log\left( \frac{n}{\tilde{s}} \right) + \frac{\tilde{s}}{5}.
\] (24)

For slowly-changing \(v_t\), we assume that the measurement error \(\Phi(\hat{v}_t - v_t)\) is \(< \sigma\). Applying Proposition VI.1 (see Appendix VI) for the noisy case, we get the bound in (10).

IV. NUMERICAL EXPERIMENT

We evaluate the performance of our Algorithm 1 employing the proposed method, the existing \(\ell_1\) minimization [21], and the existing \(\ell_1-\ell_1\) [23], [24] minimization methods. We also compute the established bound (10) in Theorem III.1, which serves as an estimate of number of measurements that CORPCA requires for successful recovery. We generate our data as follows. We generate the low-rank component \(L = UV^T\), where \(U \in \mathbb{R}^{n \times d}\) and \(V \in \mathbb{R}^{n \times (d+q)}\) are random matrices whose entries are drawn from the standard normal distribution. We set \(n = 500\), \(r = 5\) (rank of \(L\)), and that \(d = 100\) is the number of vectors for training and \(q = 100\) is the number of testing vectors. This yields \(L = [x_1 \ldots x_{d+q}]\). We generate \(S = [v_1 \ldots v_{d+q}]\), where at time instance \(t - 1\), \(x_{t-1} \in \mathbb{R}^n\) is generated from the standard normal distribution with support \(s_0\). Our purpose is to consider
a sequence of correlated sparse vectors $x_t$. Therefore, we generate $x_t$ satisfying $\|x_t - x_{t-1}\|_0 = s_0/2$. This could lead to $\|x_t\|_0 > s_0$. To avoid a large increase of $\|x_t\|_0$, we set the constraint $\|x_t\|_0 \in [s_0, s_0 + 15]$, whenever $\|x_t\|_0 > s_0 + 15$, $x_t$ is randomly reset to $\|x_t\|_0 = s_0$ by setting $\|x_t\|_0 - s_0$ positions that are randomly selected to zero. In this work, we test our algorithms for $s_0 = 10$ to 90.

Our prior information is initialized as follows. To illustrate real scenarios, where we do not know the sparse and low-rank components, we use the batch-based RPCA [1] to separate the training set $M_0 = \{ x_1 + v_1, \ldots, x_d + v_d \}$ to obtain $B_0 = \{ v_1, \ldots, v_d \}$. In this experiment, we use three ($J = 3$) sparse components as prior information and we set $Z_0 := \{ 0, 0, 0 \}$. We run CORPCA (Sec. II-B) on the test set $M = \{ x_{d+1} + v_{d+1}, \ldots, x_{d+q} + v_{d+q} \}$.

We assess the accuracy of recovery $\hat{x}_t$ versus $x_t$ in terms of the success probability, denoted as $\Pr(\text{success})$, versus the number of measurements $m$. At time instance $t$, the original source $x_t + z_t$ is projected onto lower-dimensional observations $y_t$ having $m$ measurements. For a fixed $m$, the $\Pr(\text{success})$ is the number of times, in which the source $x_t$ is recovered as $\hat{x}_t$ with an error $\|x_t - \hat{x}_t\|_2/\|x_t\|_2 \leq 10^{-2}$, divided by the total 50 Monte Carlo simulations and where we have set parameters $\epsilon = 0.1$, $\lambda = 10^{-5}$. In addition, we will evaluate the obtained bound $m_t$ (10), $m_{\ell_1}(29)$, and $m_{\ell_1}(27)$ [23] in the presence of noisy measurements $\|\Phi(\hat{v}_t - v_t)\|_2 < \sigma$ in the case of slowly-changing low-rank components $v_t$. As shown in (10) of Theorem III.1, these bounds depend on $\rho$. We experimentally select $\rho \in (0, 1)$ to give that our estimated bound is consistent with the practical results, here we have set $\rho = 1/3$.

The results in Fig. 1(a) show the efficiency of CORPCA employing $n-\ell_1$ minimization: that, at certain sparsity degrees, we can recover the 500-dimensional data from measurements of much lower dimensions ($m = 150$ to 300, see white areas in Fig. 1(a)). Furthermore, the measurement bound $m_t$ (red line in Fig. 1(a)) is consistent with the practical results. It is also clear that the $\ell_1$ and $\ell_1-\ell_1$ minimization methods (see Figs. 1(b), 1(c)) lead to a higher number of measurements, thereby illustrating the benefit of incorporating multiple side information into the problem.

V. CONCLUSION

This paper proposed a compressive online robust PCA with prior information for recursive separation. The proposed COR-PCA method can process one data frame per time instance from compressive measurements. CORPCA efficiently incorporates multiple prior information based on the $n-\ell_1$ minimization problem. To express the performance, we established the theoretical bounds on the number of required measurements to guarantee successful recovery. The numerical results showed the efficiency of CORPCA in terms of both the practical results and the theoretical bounds. The results also revealed the advantage of incorporating prior information by employing $n-\ell_1$ minimization to achieve significant improvements over that of using the existing $\ell_1-\ell_1$ and $\ell_1$ minimization methods.

VI. APPENDIX

A. Prior Art in Compressed Sensing

The problem of recursive signal recovery employs Compressed Sensing (CS) [4], [5] to recover sparse components from low-rank components [12], [17], which is considered as a dynamic CS. Therefore, we review some related CS results before stating our contributions. Let $x \in \mathbb{R}^n$ denote a high-dimensional sparse vector. The source $x$ can be reduced by sampling via a linear projection at the encoder [4]. We denote a random measurement matrix by $\Phi \in \mathbb{R}^{m \times n}$ (with $m \ll n$), whose elements are sampled from an i.i.d. Gaussian distribution. Thus, we get a measurement vector $y = \Phi x$, with $y \in \mathbb{R}^m$. At the decoder, $x$ can be recovered by solving the Basis Pursuit problem [4], [5]:

$$\min_x \|x\|_1 \text{ subject to } y = \Phi x,$$

(25)

where $\|x\|_p := (\sum_{i=1}^n |x_i|^p)^{1/p}$ is the $\ell_p$-norm of $x$ wherein $x_i$ is an element of $x$. Problem (25) becomes an instance of finding a general solution:

$$\min_x \{ H(x) = f(x) + g(x) \},$$

(26)

where $f := \mathbb{R}^n \to \mathbb{R}$ is a smooth convex function and $g := \mathbb{R}^n \to \mathbb{R}$ is a continuous convex function, which is possibly non-smooth. Problem (25) emerges from Problem (26) when setting $g(x) = \lambda \|x\|_1$ and $f(x) = \frac{\lambda}{2} \|\Phi x - y\|_2^2$, with Lipschitz constant $L_{\gamma_f}$ [21].

We consider how many measurements are required for successful recovery. The classical $\ell_1$ minimization problem in CS [4], [5], [25] requires $m_{\ell_1}$ measurements [23], [24], [26] for successful reconstruction, bounded as

$$m_{\ell_1} \geq 2s_0 \log \frac{n}{s_0} + \frac{7}{5}s_0 + 1,$$

(27)
where \( s_0 := \|x\|_0 = |\{i : x_i \neq 0\}| \) denotes the number of nonzero elements in \( x \) as the support of \( x \), with \(|\cdot|\) denoting the cardinality of a set and \( \|\cdot\|_0 \) being the \( \ell_0 \)-pseudo-norm.

Furthermore, the \( \ell_1 - \ell_1 \) minimization approach [23, 24, 27] reconstructs \( x \) given a signal \( z \in \mathbb{R}^n \) as side information by solving the following problem:

\[
\min_x \left\{ \frac{1}{2} \|\Phi x - y\|_2^2 + \lambda (\|x\|_1 + \|z - x\|_1) \right\}.
\]  \( \text{(28)} \)

The bound on the number of measurements required by Problem (28) to successfully reconstruct \( x \) depends on the quality of the side information signal \( z \) as [23, 24, 27]

\[
m_{\ell_1-\ell_1} \geq 2\tilde{h} \log \left( \frac{n}{s_0 + \xi/2} \right) + \frac{7}{5} \left( s_0 + \frac{\xi}{2} \right) + 1,
\]  \( \text{(29)} \)

where

\[
\xi := |\{i : z_i \neq 0\} - |\{i : z_i = x_i \neq 0\}|\]
\[
\tilde{h} := |\{i : x_i > 0, x_i > z_i\} \cup \{i : x_i < 0, x_i < z_i\}|
\]

wherein \( x_i, z_i \) are corresponding elements of \( x, z \). It has been shown that Problem (28) improves over Problem (25) provided that the side information has good enough quality [23, 24].

B. Background on Measurement Condition

We restate some key definitions and conditions in convex optimization [26, 28], which are used in the derivation of the measurement bounds.

A convex cone \( C \subseteq \mathbb{R}^n \) is a convex set that satisfies \( C = \tau C, \forall \tau \geq 0 \) [28]. For the cone \( C \subseteq \mathbb{R}^n \), a polar cone \( C^\circ \) is the set of outward normals of \( C \), defined by

\[
C^\circ := \{u \in \mathbb{R}^n : u^T x \leq 0, \forall x \in C\}. \]  \( \text{(31)} \)

A descent cone [28, Definition 2.7] \( \mathcal{D}(g, x) \), alias tangent cone [26], of a convex function \( g := \mathbb{R}^n \rightarrow \mathbb{R} \) at a point \( x \in \mathbb{R}^n \)—at which \( g \) is not increasing—is defined as

\[
\mathcal{D}(g, x) := \bigcup_{\tau \geq 0} \{ y \in \mathbb{R}^n : g(x + \tau y) \leq g(x) \}, \]  \( \text{(32)} \)

where \( \bigcup \) denotes the union operator.

Recently, a new summary parameter called the statistical dimension \( \delta(C) \) of cone \( C \) [28] is introduced to estimate the convex cone [28, Theorem 4.3]. The statistical dimension can be expressed in terms of the polar cone \( C^\circ \) as [28, Proposition 3.1]

\[
\delta(C) := \mathbb{E}_g[\text{dist}^2(g, C^\circ)]. \]  \( \text{(33)} \)

1) Gaussian Width: The Gaussian width [26] is a summary parameter for convex cones; it is used to measure the aperture of a convex cone. For a convex cone \( C \subseteq \mathbb{R}^n \), considering a subset \( C \cap \mathbb{S}^{n-1} \) where \( \mathbb{S}^{n-1} \subseteq \mathbb{R}^n \) is a unit sphere, the Gaussian width [26, Definition 3.1] is defined as

\[
\omega(C) := \mathbb{E}_g\left[ \sup_{u \in \mathbb{S}^{n-1}} g^T u \right]. \]  \( \text{(34)} \)

where \( g \sim N(0, I_n) \) is a vector of \( n \) independent, zero-mean, and unit-variance Gaussian random variables and \( \mathbb{E}_g[\cdot] \) denotes the expectation with respect to \( g \). The Gaussian width [26, Proposition 3.6] can further be bounded as

\[
\omega(C) \leq \mathbb{E}_g[\text{dist}(g, C^\circ)], \]  \( \text{(35)} \)

where \( \text{dist}(g, C^\circ) \) denotes the Euclidean distance of \( g \) with respect to the set \( C^\circ \), which is in turn defined as

\[
\text{dist}(g, C^\circ) := \min_u \{ \|g - u\|_2 : u \in C^\circ \}. \]  \( \text{(36)} \)

2) Measurement Condition: An optimality condition [26, Proposition 2.1], [28, Fact 2.8] for linear inverse problems states that \( x_0 \) is the unique solution of (26) if and only if

\[
\mathcal{D}(g, x_0) \cap \text{null}(\Phi) = \{0\}, \]  \( \text{(37)} \)

where \( \text{null}(\Phi) := \{ x \in \mathbb{R}^n : \Phi x = 0 \} \) is the null space of \( \Phi \). We consider the number of measurements \( m \) required to successfully reconstruct a given signal \( x_0 \in \mathbb{R}^n \). Corollary 3.3 in [26] states that, given a measurement vector \( y = \Phi x_0 \), \( x_0 \) is the unique solution of (26) with probability at least \( 1 - \exp(-\frac{1}{2}\sqrt{m} - o(\mathcal{D}(g, x_0))^2) \) provided that \( m \geq \omega^2(\mathcal{D}(g, x_0)) + 1 \).

3) Bound on the Measurement Condition: Let us consider that the subdifferential \( \partial g \) [29] of a convex function \( g \) at a point \( x \in \mathbb{R}^n \) is given by \( \partial g := \{ u \in \mathbb{R}^n : g(y) \geq g(x) + u^T (y - x) \} \) for all \( y \in \mathbb{R}^n \). From (33), (35), and [28, Proposition 4.1], we obtain an upper bound on \( \delta(\mathcal{D}(g, x)) \) as

\[
\omega^2(\mathcal{D}(g, x_0)) \leq \delta(\mathcal{D}(g, x)) \leq \min_{\tau \geq 0} \mathbb{E}_g[\text{dist}^2(g, \tau \cdot \partial g(x))]. \]  \( \text{(38)} \)

We conclude the following proposition for determine the measurement bound.

Proposition VI.1. [26, Corollary 3.3, Proposition 3.6] We have the successful recovery \( x \in \mathbb{R}^n \) in (26) that we have observed measurements \( y = \Phi x \), where \( \Phi \in \mathbb{R}^{m \times n} \), provided the condition \( m \geq U_g + 1 \). For the noisy measurements \( \|y - \Phi x\|_2 < \sigma \), we have that \( \|x - \hat{x}\|_2 < \frac{\sigma}{2\sqrt{U_g}} \) provided the condition \( m \geq U_g + 3/2 \), where \( \hat{x} \) is any solution in (26) and \( 0 < \rho < 1 \). The quantity \( U_g \) is calculated given a convex norm function \( g := \mathbb{R}^n \rightarrow \mathbb{R} \)

\[
U_g = \min_{\tau \geq 0} \mathbb{E}_g[\text{dist}^2(g, \tau \cdot \partial g(x))], \]  \( \text{(39)} \)

where \( \partial g(x) \) is the subdifferential [29] of \( g(x) \) at a point \( x \).

C. Some supported results

Recall that the probability density of the normal distribution \( \mathcal{N}(0, \sigma^2) \) with zero-mean and unit variance \( \psi(x) \) is given by

\[
\psi(x) := (1/\sqrt{2\pi}) e^{-x^2/2}. \]  \( \text{(40)} \)

We also consider the following inequality [24]:

\[
\frac{1 - x^{-1}}{\sqrt{\pi \log(x)}} \leq \frac{1}{\sqrt{2\pi}} \leq \frac{1}{\sqrt{x}} \leq \frac{2}{\sqrt{5}}, \]  \( \text{(41)} \)

for all \( x > 1 \). Moreover, adhering to the formulation in [24], we use the following inequality with \( x > 0 \) in our derivations:

\[
\frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} (v - x)^2 e^{-v^2/2} dv \leq \frac{\psi(x)}{x}. \]  \( \text{(42)} \)
