Predictor Antennas for Moving Relays: Finite Block-length Analysis
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Abstract—In future wireless networks, we anticipate that a large number of devices will connect to mobile networks through moving relays installed on vehicles, in particular in public transport vehicles. To provide high-speed moving relays with accurate channel state information different methods have been proposed, among which predictor antenna (PA) is one of the promising ones. Here, the PA system refers to a setup where two sets of antennas are deployed on top of a vehicle, and the front antenna(s) can be used to predict the channel state information for the antenna(s) behind. In this paper, we study the delay-limited performance of PA systems using adaptive rate allocations. We use the fundamental results on the achievable rate of finite block-length codes to study the system throughput and error probability in the presence of short packets. Particularly, we derive closed-form expressions for the error probability, the average transmit rate as well as the optimal rate allocation, and study the effect of different parameters on the performance of PA systems. The results indicate that rate adaptation under finite block-length codewords can improve the performance of the PA system with spatial mismatch.

Index Terms—6G, channel estimation, finite block-length analysis, integrated access and backhaul (IAB), moving relay, predictor antenna, relay, throughput, vehicle-to-everything (V2X), wireless backhaul.

I. INTRODUCTION

Moving relay, as a complement to fixed relays, has been shown to be a promising way to serve mobile users [1]. One of the key challenges for moving relays is, however, how to obtain accurate channel state information at the transmitter side (CSIT) since the relay terminal is often under mobility. To overcome this issue, the concept of predictor antenna (PA) has been proposed in [2] where two groups of antennas are placed on top of a vehicle: the PA positioned in the front is used to predict the CSIT for the antennas behind it, referred to as receive antenna (RA), who will later experience the similar environment as the PA (see Fig. 1). Different testbed based studies have proved the validation of such concept embedded with technologies such as multiple input multiple output (MIMO) [3], [4] and Kalman smoothing [5]. Particularly, these field trials indicate that the PA system can obtain CSIT with high accuracy also at high speed. Such CSIT is key for enabling closed loop transmission techniques such as link adaptation, multi-user scheduling, advanced MIMO schemes and interference coordination also at high speed. Thus, the PA concept is a promising candidate for mobile relays in future generation of wireless networks. This is important specially because, with the recent 3rd Generation Partnership Project (3GPP) standardization progress in integrated access and backhaul (IAB) networks [6], it is not unlikely that mobile IAB, as an efficient method of relaying, will be considered in the future 3GPP releases.

If the RA reaches the same point as the place where the PA was estimating the channel in the previous time slots, the CSIT will be perfect. However, due to, e.g., varying vehicle speed or the processing delay at the base station (BS), the RA may not reach the ideal point. As a result, the acquired CSIT may be inaccurate, which will affect the system performance correspondingly.

Such spatial mismatch can be compensated by channel interpolation with dense time samples at the cost of computational complexity and reduced end-to-end throughput [5], [7]. Alternatively, one can utilize the spatial correlations based on imperfect CSIT. This idea has been exploited in [8]–[11], where the spatial correlations have been utilized to optimize the transmit power [9] and rate [8], [10], [11]. Moreover, in [9], [11] the PA is not only used for channel estimation, but also for data transmission, and adaptive power/rate allocation combined with hybrid automatic repeat request (HARQ) shows notable performance improvement. However, the analysis in [8]–[11] assumes infinite codeword length, which may not always be a valid assumption in vehicular networks, where the codewords are designed to be short such that the Shannons capacity formula does not give an accurate approximation of the achievable rate [12]. Specially, as reported in, e.g., [13], in vehicle communications the codeword length is in the order of several hundred symbols. Hence, it is interesting to investigate the system performance for the cases with short packets.

In this paper, we analysis the data transmission efficiency of the PA systems with spatial mismatch utilizing adaptive rate allocation. We apply the fundamental results of [12], [14] on the error probability of finite block-length codes to investigate the delay-limited throughput and error probability of the PA systems. Particularly, considering codewords of finite length, we determine closed-form expressions for the error probability, the system throughput as well as the appropriate rate allocation maximizing the throughout. Finally, we investigate the effect...
of different parameters such as the antennas distance and the vehicle speed on the performance of PA systems. In this way, considering short packets leads to completely different analytical results compared to \[2\)–\[5\], \[7\)–\[11\], and makes it possible to study the effect of the codeword length on the system performance.

The analytical and simulation results show that using finite-length codewords and rate adaptation there is potential for improving the performance of the PA system with spatial mismatch. Also, while the system throughput and error probability are sensitive to the length of short packets, their sensitivity decreases as the codeword length increases.

II. SYSTEM MODEL

Consider a PA setup with one PA in the front of the vehicle and one RA aligned behind the PA. The PA is used for channel estimation for the BS-RA link. We assume a frequency division duplex (FDD)-based setup where, at \(t_1\) the BS sends pilots to the PA. Then, the PA estimates the BS-PA channel \(\hat{h}\) and sends it back to the BS. Here, we assume the feedback link from the PA to the BS to be perfect. This is motivated by the fact that, compared to the direct link, considerably lower rate is required in the feedback channel \[15\]. However, one can follow the same scheme as in \[10\] to model the effect of CSIT quantization on the system performance (see Section III). Finally, at \(t_3\) the BS sends the data to the RA using the channel information from the PA, and the signal received by the RA can be expressed as

\[
y = hx + n.
\]

Here, \(h\) is the BS-RA channel and \(n\) represents additive Gaussian noise with zero mean and unit variance. Ideally, \(h = \hat{h}\) if the RA reaches the same point as the PA when it was sending pilots. However, as demonstrated in Fig. 1 if the RA does not reach the position where the PA estimated the channel, due to, e.g., the BS processing time is not equal to the time we need until the RA reaches the same point as the PA sending pilots, spatial mismatch may happen such that \(h \neq \hat{h}\). Nevertheless, \(h\) and \(\hat{h}\) are spatially correlated. Using the Jake’s model with uniform scattering \[16\], the correlation between \(h\) and \(\hat{h}\) can be modeled as

\[
[\hat{h}] = \Phi^{1/2}[p].
\]

Here, \(p, q \sim \mathcal{CN}(0, 1)\) which are independent of \(\hat{h}\) and \(h\). Also, \(\Phi^{1/2}\) is a \(2 \times 2\) correlation matrix with the \((i, j)\)-th entity given by

\[
\Phi_{i,j} = J_0((i - j) \cdot 2\pi d/\lambda),
\]

where \(J_0(x) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m!(m+1)!} (\frac{x}{2})^{2m}\) is the zeroth-order Bessel function of the first kind with \(\Gamma(z) = \int_0^\infty x^{z-1} e^{-x} dx\) representing the Gamma function, and \(\lambda = c/f_c\) represents the wavelength with \(c\) being the speed of light and \(f_c\) being the carrier frequency. Moreover, as illustrated in Fig. 1 \(d\) in \[3\] represents the mismatch distance

\[
d = |d_a - d_m| = |d_a - v\delta|,
\]

which is the difference between the antenna separation \(d_a\) between the PA and the RA and the moving distance \(d_m = v\delta\) where \(v\) represents the vehicle speed. Also, \(\delta = t_2 - t_1\) denotes the processing delay at the BS.

Then, plugging \[3\] and \[4\] into \[2\], \(h\) can be expressed as a function of \(\hat{h}\) following

\[
h = \sqrt{1 - \sigma^2} \hat{h} + \sigma q.
\]

Here, \(\sigma\) is the \(1,2\)-th entity of \(\Phi^{1/2}\) with normalization and it is a function of the mismatch distance \(d\) and carrier wavelength \(\lambda\). In this way, for a given \(h\) and \(\sigma 
eq 0\), \(|h|\) follows a Rician distribution, i.e., the probability density function (PDF) of \(|h|\) is given by

\[
f_{|h|\hat{g}}(x) = \frac{2x}{\sigma^2} e^{-\frac{x^2 + (1 - \sigma^2)\hat{g}^2}{\sigma^2}} I_0\left(\frac{2x \sqrt{(1 - \sigma^2)\hat{g}^2}}{\sigma^2}\right),
\]

where \(\hat{g} = |\hat{h}|^2\). Let us define the channel gain between BS-RA as \(g = |h|^2\). Then, the PDF of \(|g|\) is given by

\[
f_{g|\hat{g}}(x) = \frac{1}{\sigma^2} e^{-\frac{x^2 + (1 - \sigma^2)\hat{g}^2}{\sigma^2}} I_0\left(\frac{2x \sqrt{(1 - \sigma^2)\hat{g}^2}}{\sigma^2}\right),
\]

which is non-central Chi-squared distributed with the cumulative distribution function (CDF)

\[
F_{g|\hat{g}}(x) = 1 - Q_1\left(\sqrt{\frac{2(1 - \sigma^2)\hat{g}}{\sigma^2}}, \sqrt{\frac{2x}{\sigma^2}}\right).
\]

Here, \(Q_1(s, \rho) = \int_0^\infty x e^{-\frac{x^2 + s^2}{2}} I_0(sx) dx\) is the first-order Marcum Q-function \[17\] where \(I_n(x) = \frac{(\frac{x}{2})^n}{\pi^n \Gamma(n+1)}\) is the \(n\)-th order modified Bessel function of the first kind.
III. ANALYTICAL RESULTS

Considering the data transmission with finite block-length codewords, the error probability in a time slot is given by [12], [14]

\[ \epsilon = Q \left( \frac{\sqrt{L} (\log (1 + gP) - R)}{\sqrt{1 - \frac{1}{(1 + gP)^2}}} \right). \]  

(9)

Here, \( L \) in channel use is the codeword length, \( P \) is the transmit power, and \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-\frac{t^2}{2}} \, dt \) represents the Gaussian Q-function. Also, \( R = \frac{K}{t} \) is the codeword length in nats-per-channel-use (npcu) with \( K \) being the number of nats per codeword.

With the PA system, if we focus on one slot of the BS-RA channel with perfect knowledge of the BS-PA channel \( \hat{g} \) at the BS, the instantaneous error probability is given by

\[ \epsilon = \mathbb{E}_{\hat{g}} \left[ Q \left( \frac{\sqrt{L} (\log (1 + gP) - R(\hat{g}))}{\sqrt{1 - \frac{1}{(1 + gP)^2}}} \right) \right]. \]

(10)

i.e., the transmission rate can be dynamically optimized based on the quality of the BS-PA channel. Also, the instantaneous throughput (in npcu), defined as the average number of information nats successfully received by the RA for the given BS-PA channel realization \( \hat{g} \), is given by

\[ \eta_{\hat{g}} = R(\hat{g}) (1 - \epsilon). \]

(11)

Moreover, with a fixed \( R \), the error probability is given by

\[ \epsilon = \mathbb{E}_{g} \left[ Q \left( \frac{\sqrt{L} (\log (1 + gP) - R)}{\sqrt{1 - \frac{1}{(1 + gP)^2}}} \right) \right]. \]

(12)

Let us define \( \alpha = \frac{e^{\hat{g}} c - 1}{p} \), and

\[ \mu = -\left. \frac{\partial}{\partial x} \left( Q \left( \frac{\sqrt{L} (\log (1 + gP) - R(\hat{g}))}{\sqrt{1 - \frac{1}{(1 + gP)^2}}} \right) \right) \right|_{x = \alpha} \]

\[ = \sqrt{\frac{LP^2}{2\pi (e^{2R} - 1)}}. \]

(13)

which is the derivative of the Gaussian Q-function in (10) at \( x = \alpha \). Then, the Gaussian Q-function in (10) can be linearly approximated as [14, Eq. 14]

\[ Q \left( \frac{\sqrt{L} (\log (1 + gP) - R(\hat{g}))}{\sqrt{1 - \frac{1}{(1 + gP)^2}}} \right) \approx \begin{cases} 1 & \text{for } x < \alpha - \frac{1}{2\mu}, \\ \frac{1}{2} - \mu(x - \alpha) & \text{for } \alpha - \frac{1}{2\mu} \leq x \leq \alpha + \frac{1}{2\mu}, \\ 0 & \text{for } x > \alpha + \frac{1}{2\mu}. \end{cases} \]

(14)

Our goal is to derive a closed-form expression for (11) and (12) which allows for optimal rate allocation. For this reason, Theorems 1 and 2 use [14] to approximate the conditional error probability (10) as follows.

**Theorem 1.** The error probability (10) for a given \( \hat{g} \) can be approximated by [15].

**Proof.** Plugging (7) into (10), we obtain

\[ \epsilon = \int_{0}^{\infty} f_{\hat{g}\hat{g}}(x) Q \left( \frac{\sqrt{L} (\log (1 + gP) - R(\hat{g}))}{\sqrt{1 - \frac{1}{(1 + gP)^2}}} \right) \, dx \]

\[ \approx \int_{0}^{\alpha} - \frac{1}{\sigma} f_{\hat{g}\hat{g}}(x) \, dx + \int_{\alpha}^{\alpha + \frac{1}{\sigma}} f_{\hat{g}\hat{g}}(x) \left( \frac{1}{2} - \mu(x - \alpha) \right) \, dx \]

\[ = F_{\hat{g}\hat{g}} \left( \alpha - \frac{1}{2\mu} \right) + \frac{1}{2} + \mu \alpha \right) \left( F_{\hat{g}\hat{g}} \left( \alpha + \frac{1}{2\mu} \right) - F_{\hat{g}\hat{g}} \left( \alpha - \frac{1}{2\mu} \right) \right) - \mu \int_{\alpha}^{\alpha + \frac{1}{\sigma}} x e^{-x} \, dx \]

\[ \approx F_{\hat{g}\hat{g}} \left( \alpha - \frac{1}{2\mu} \right) + \frac{1}{2} + \mu \alpha \right) \left( F_{\hat{g}\hat{g}} \left( \alpha + \frac{1}{2\mu} \right) - F_{\hat{g}\hat{g}} \left( \alpha - \frac{1}{2\mu} \right) \right) - \mu e^{-\frac{1}{\sigma^2}} \sum_{i=1}^{N} \frac{((1 - \sigma^2) \hat{g})^i}{\sigma^{2i} (i!)^2} \int_{\alpha}^{\alpha + \frac{1}{\sigma}} x^i e^{-x} \, dx \]

\[ \approx F_{\hat{g}\hat{g}} \left( \alpha - \frac{1}{2\mu} \right) + \frac{1}{2} + \mu \alpha \right) \left( F_{\hat{g}\hat{g}} \left( \alpha + \frac{1}{2\mu} \right) - F_{\hat{g}\hat{g}} \left( \alpha - \frac{1}{2\mu} \right) \right) - \mu \sum_{i=0}^{N} \frac{((1 - \sigma^2) \hat{g})^i}{\sigma^{2i} (i!)^2} \left( \Gamma \left( i + 2, \frac{\alpha - \frac{1}{2\mu}}{\sigma^2} \right) - \Gamma \left( i + 2, \frac{\alpha + \frac{1}{2\mu}}{\sigma^2} \right) \right). \]

(15)

Here, (a) is obtained by [14], and (b) comes from the approximation \( I_0(x) \approx \sum_{i=0}^{N} \frac{((1 - \sigma^2) \hat{g})^i}{\sigma^{2i} (i!)^2}, \forall N. \) Finally, (c) uses the definition of the incomplete Gamma function \( \Gamma(s, x) = \int_{x}^{\infty} e^{-t} t^{s-1} \, dt. \) 

**Theorem 2.** The error probability (10) for a given \( \hat{g} \) can be approximated by [16].
Proof. Using [14], we have

\[ \epsilon = \int_0^\infty f_{g|\tilde{g}}(x)Q\left( \frac{\sqrt{L}(\log(1 + gP) - R(\tilde{g}))}{\sqrt{1 - \frac{1}{1 + gP}^2}} \right) \, dx \]

\[ \simeq F_{g|\tilde{g}}(\alpha - \frac{1}{2\mu}) + \left( \frac{1}{2} + \mu \alpha \right) F_{g|\tilde{g}}(\alpha + \frac{1}{2\mu}) - F_{g|\tilde{g}}(\alpha - \frac{1}{2\mu}) - \mu \int_{\alpha - \frac{1}{2\mu}}^{\alpha + \frac{1}{2\mu}} x f_{g|\tilde{g}}(x) \, dx \]

\[ \underset{(d)}{\simeq} F_{g|\tilde{g}}(\alpha - \frac{1}{2\mu}) + \left( \frac{1}{2} + \mu \alpha \right) F_{g|\tilde{g}}(\alpha + \frac{1}{2\mu}) - F_{g|\tilde{g}}(\alpha - \frac{1}{2\mu}) - \mu \left( \alpha + \frac{1}{2\mu} \right) F_{g|\tilde{g}}(\alpha + \frac{1}{2\mu}) - \left( \alpha - \frac{1}{2\mu} \right) F_{g|\tilde{g}}(\alpha - \frac{1}{2\mu}) - \frac{1}{\mu} F_{g|\tilde{g}}(\frac{1}{2\alpha}) = F_{g|\tilde{g}}(\alpha). \]  

Here, following the same approach as in [18, Eq. (34)], (d) is obtained by partial integration, and in (e) we use the first-order Riemann integral approximation \( \int_{t_0}^{t_1} f(x) \, dx \simeq (t_1 - t_0) f \left( \frac{t_0 + t_1}{2} \right) \) and some manipulations.

By Theorem 2 the outage-limited throughput for a given \( \tilde{g} \) is simplified to

\[ \eta_{\tilde{g}} = R(\tilde{g}) \left( 1 - F_{G|\tilde{g}}(e^{R(\tilde{g})} - \frac{1}{P}) \right) = R(\tilde{g}) Q_1 \left( \frac{2(1 - \sigma^2)\tilde{g}}{\sigma^2}, \sqrt{\frac{2(e^{R(\tilde{g})} - 1)}{P\sigma^2}} \right), \]  

which is the same as the case with infinite block length. Hence, we can use the same method as in [8, Eq. (14)] with the approximation of the first-order Marcum Q-function [17, Eq. (2), (7)]

\[ Q_1(s, \rho) \simeq e^{-\epsilon(s)\rho^2(s)}, \]

\[ \epsilon(s) = -0.840 + 0.327s - 0.740s^2 + 0.083s^3 - 0.004s^4, \]

\[ J(s) = 2.174 - 0.592s + 0.593s^2 - 0.092s^3 + 0.005s^4, \]

the definition of the Lambert W function \( xe^x = y \Leftrightarrow x = \mathcal{W}(y) \) [19], and

\[ \omega(\sigma, \tilde{g}) = e^{\left( I \left( \frac{2(1 - \sigma^2)\tilde{g}}{\sigma^2} \right) \frac{2}{P\sigma^2} \right)} \]  

\[ \nu(\sigma, \tilde{g}) = \frac{J \left( \frac{2(1 - \sigma^2)\tilde{g}}{\sigma^2} \right)}{2} \]

to approximate (17) as

\[ \eta_{\tilde{g}} \simeq R(\tilde{g}) e^{-\epsilon(\sigma, \tilde{g})}\nu(\sigma, \tilde{g}) \]  

Then, setting the derivative of (21) with respect to \( R(\tilde{g}) \) equal to zero leads to the optimal instantaneous rate allocation given by

\[ R_{\text{opt}|\tilde{g}} \simeq \frac{1}{\nu(\sigma, \tilde{g})} \mathcal{W} \left( \frac{1}{\omega(\sigma, \tilde{g})} \right). \]  

Finally, the average throughput for all possible values of \( \tilde{g} \) is given by

\[ \eta = \mathbb{E}_{\tilde{g}} \left[ R_{\text{opt}|\tilde{g}} Q_1 \left( \frac{2(1 - \sigma^2)\tilde{g}}{\sigma^2}, \sqrt{\frac{2(e^{R_{\text{opt}|\tilde{g}}} - 1)}{P\sigma^2}} \right) \right]. \]  

In this way, one can use (22) to optimize the rate allocation based on imperfect CSIT, caused by the spatial mismatch problem, and (23) gives the average system performance. Finally, with adaptive rate allocation, the average error probability can be calculated by averaging (10) for all possible values of \( \tilde{g} \).

As benchmarks, in the following, we consider two extreme cases with no CSIT and no spatial mismatch.

A. No-CSIT Scenario

With no instantaneous CSIT and rate adaptation based on average Rayleigh-fading at the transmitter side, the average throughput is given by

\[ \eta_{\text{no-CSIT}} = R \left( 1 - \mathbb{E}_{\tilde{g}} \left[ Q \left( \frac{\sqrt{L}(\log(1 + gP) - R)}{\sqrt{1 - \frac{1}{1 + gP}^2}} \right) \right] \right) \]

\[ = R \left( 1 - \int_0^\infty e^{-x} \mathbb{E}_{\tilde{g}} \left[ Q \left( \frac{\sqrt{L}(\log(1 + xP) - R)}{\sqrt{1 - \frac{1}{(1 + xP)^2}}} \right) \right] \, dx \right) \]

\[ \simeq R \left( 1 - \mu R \left( e^{-\alpha + \frac{\sigma^2}{2\alpha}} - e^{-\alpha - \frac{\sigma^2}{2\alpha}} \right) \right) \]

\[ \simeq \frac{LP^2}{2\pi} e^{-R} \left( e^{-\mu - \frac{\sigma^2}{2\mu}} - e^{-\mu - \frac{\sigma^2}{2\mu}} \right) \mathcal{W} \left( \frac{2\pi}{2\pi e^{-R}} \right). \]  

Here, (h) uses the semi-linear approximation of the Gaussian Q-function [14], and (i) is obtained by \( \mu \simeq \sqrt{\frac{LP^2}{2\pi}} e^{-R} \), and ignoring the small term \( e^{-\alpha - \frac{\sigma^2}{2\alpha}} \) with some manipulations.
Then, setting the derivative of (24) with respect to \( R \) equal to zero, we obtain the optimal rate adaptation without CSIT as

\[
R_{\text{opt}}^{\text{no-CSIT}} \overset{(j)}{\simeq} \arg_{R} \left\{ \left( P - 2 \sqrt{\frac{LP^2}{2\pi}} \right) \frac{Re^R}{2\pi} + \left( \sqrt{\frac{\pi}{2LP^2}} - \frac{1}{P} \right) Re^R - R + 1 = 0 \right\}
\]

\[
= \arg_{R} \left\{ \left( \sqrt{\frac{\pi}{2LP^2}} - \frac{1}{P} \right) Re^R - R + 1 = 0 \right\}
\]

\[
\overset{(k)}{\simeq} \mathcal{W} \left( \frac{P}{1 - \sqrt{\frac{L}{2\pi}}} \right).
\]

Here, \((j)\) is obtained by \( e^{R-1} \simeq e^{R} \) for moderate/large signal-to-noise ratios (SNRs), and in \((k)\) we omit the second term in the left hand of the equation. Also, \( \mathcal{W}(\cdot) \) is the Lambert W function.

### B. No Spatial Mismatch Scenario

In a genie-aided case with no spatial mismatch, we update the transmit rate in each time slot and target on a fixed instantaneous error probability as

\[
Q \left( \sqrt{L} \frac{\log(1 + gP) - R)}{1 - \frac{1}{(1+gP)^2}} \right) = \hat{\epsilon}.
\]

In this way, denoting the inverse Gaussian Q-function by \( Q^{-1}(\cdot) \), the instantaneous transmit rate with fixed error probability is given by

\[
R_{\text{ins}} = \log(1 + gP) - \frac{Q^{-1}(\hat{\epsilon})}{\sqrt{L}} \sqrt{1 - \frac{1}{(1+gP)^2}}.
\]

Then, the expected throughput is calculated as

\[
\eta_{\text{no spatial mismatch}} = \mathbb{E}_{g} [R_{\text{ins}}] \left( 1 - \hat{\epsilon} \right).
\]

Under Rayleigh-fading conditions, (28) can be calculated as [20, Section IV.B]

\[
\eta_{\text{no spatial mismatch}} = \left( R_{L \to \infty} - \frac{Q^{-1}(\hat{\epsilon})}{\sqrt{L}} \right) \left( 1 - \hat{\epsilon} \right),
\]

with

\[
R_{L \to \infty} = \int_{\infty}^{\infty} e^{-x} \log(1 + Px) \, dx = e^{\frac{1}{2}} \mathcal{E}_1 \left( \frac{1}{P} \right),
\]

which is equal to the expected achievable rate under the assumption \( L \to \infty \), and \( \mathcal{E}_1(x) = \int_{x}^{\infty} e^{-t} t^{-1} \, dt \) denotes the Exponential Integral function. Also,

\[
\zeta = \int_{0}^{\infty} e^{-x} \sqrt{1 - \frac{1}{(1+Px)^2}} \, dx
\]

represents the finite block-length penalty term and can be calculated numerically.

In this way, the optimal rate allocation with perfect CSIT is derived from

\[
\hat{\epsilon} \overset{(l)}{=} \arg_{x} \left\{ \log(1 - Q(x)) + \log \left( 1 - \frac{\zeta x}{\sqrt{LR_{L \to \infty}}} \right) \right\}
\]

\[
\overset{(m)}{=} \arg_{x} \left\{ Q(x) + \frac{\zeta x}{\sqrt{LR_{L \to \infty}}} \right\}
\]

\[
\overset{(n)}{=} \arg_{x} \left\{ \frac{-e^{-x^2}}{\sqrt{2\pi}} + \frac{\zeta x}{\sqrt{LR_{L \to \infty}}} = 0 \right\}
\]

\[
\overset{(o)}{=} Q \left( -2 \log \left( \frac{\sqrt{2\pi\zeta}}{\sqrt{LR_{L \to \infty}}} \right) \right).
\]

Here, \((l)\) uses variable transform \( x = Q^{-1}(\hat{\epsilon}) \) and takes the logarithm of \((29)\). Then, \((m)\) uses approximation \( \log(1 - x) \simeq x \) for small values of \( x \) and \((n)\) is obtained by setting the derivative of the previous step with respect to \( x \) equal to zero. Finally, \((o)\) is obtained by variable transform \( x = Q^{-1}(\hat{\epsilon}) \) and some manipulations.

In this way, the optimal throughput under full-CSIT is given by

\[
\eta_{\text{no spatial mismatch}} = \left( R_{L \to \infty} - \frac{2 \log \left( \frac{\sqrt{2\pi\zeta}}{\sqrt{LR_{L \to \infty}}} \right)}{\sqrt{L}} \right)
\]

\[
\left( 1 - Q \left( -2 \log \left( \frac{\sqrt{2\pi\zeta}}{\sqrt{LR_{L \to \infty}}} \right) \right) \right)
\]

Finally, note that the cases with no spatial mismatch is an ultimate upper bound of the system performance, as in practise there will always be some spatial mismatch due to, e.g., speed variation.


IV. SIMULATION RESULTS

In the simulations, we study the performance of rate adaptation in the PA systems with spatial mismatch considering finite block-length codewords. The optimal throughput (23) is from both Theorems 1 and 2. For Theorem 1 we find optimal throughput with (15) for given $\hat{g}$ and average over all possible values of $\hat{g}$, while for Theorem 2 we use the optimal transmit rate from (22) for a given $\hat{g}$ and then average the performance over different values of $\hat{g}$. Also, the cases with no CSIT and no spatial mismatch are given by (24) and (33), respectively.

Setting $\sigma = 0.5$, $L = 300$ channel use, Fig. 4 studies the optimal throughput (23) as a function of the vehicle speed $v$ and antenna separation $d_a$. Here, we set $\delta = 5$ ms, carrier frequency $f_c = 2.68$ GHz. Also, SNR = 25 dB and $L = 300$ channel use.

Fig. 3. Optimal throughput (23) as a function of codeword length $L$ with $\sigma = 0.6$, SNR = 15 dB.

Fig. 4. Optimal throughput (23) as a function of the vehicle speed $v$ and antenna separation $d_a$. Here, we set $\delta = 5$ ms, carrier frequency $f_c = 2.68$ GHz. Also, SNR = 25 dB and $L = 300$ channel use.

Fig. 5. Throughput (23) with fixed transmit rate. Here, we set SNR = 15, 18 dB, $\sigma = 0.5$, and $L = 100, 300$ channel use.

For a broad range of parameter settings, the approximation results of Theorems 1 and 2 give an accurate approximation of the error probability and the throughput (Figs. 2, 3, 7). Thus, they can be well utilized to evaluate the delay-limited performance of PA setups.

Rate adaptation can remarkably improve the performance of the PA system with spatial mismatch in terms of throughput and error probability, specially in the cases with moderate/high SNRs (Fig. 7), long codeword lengths (Fig. 3, 7), as well as small $\sigma$’s (Figs. 4, 8).

As shown in Fig. 4 for different values of codeword lengths/SNRs, there is an optimal value for the transmission rate maximizing the throughput. This is intuitively because with a low transmission rate the message is (almost) always correctly decoded but there are few information nats received by the receiver. With a high...
rate, on the other hand, there is a high probability of unsuccessful decoding, as shown in Fig. 6. Thus, the throughput tends to zero at low and high transmission rates, and there is a finite value of the transmission rate optimizing the throughput.

- The effect of the codeword length $L$ on the throughput and the error probability is relatively small according to Figs. 3, 5 and 7 especially when the codeword length is in the order of several hundred symbols, which are the regions of interest in vehicle communications [13]. In this way, unless for the cases with very short codewords, the Shannon’s capacity formula can be well applied to study the system performance in the cases with moderate/long codeword length.

- As seen in Figs. 4 and 8, the performance of the PA system, in terms of throughput and error probability, is sensitive to the vehicle speed $v$, which leads to different levels of spatial mismatch for given $d_a$, $f_c$ and $\delta$, according to (4). As shown in Fig. 4, the throughput increases with higher correlations of the BS-PA and BS-RA channels, i.e., smaller $\sigma$, compared to the cases with no CSIT. Also, the optimal speed in terms of maximum throughput for given $\delta$ changes with different antenna separations. The similar behaviour can be observed in Fig. 8 as well. Also, it is interesting that for a range of speeds, PA with 10 dB less SNR leads to better error probability compared to open-loop setup. Finally, while the error probability with rate adaptation improves compared to the case with no CSIT, it is sensitive to speed as well as SNR. In this way, the PA setup not only boosts the throughput, but it also increases the reliability.

V. Conclusion

We studied the performance of the PA systems in the presence of spatial mismatch and finite block-length codewords. The simulation and analytical results show that, while adaptive rate allocation improves the system performance in terms of throughput and error probability considerably, the effectiveness is affected by the SNR and the vehicle speed, but less sensitive to the codeword length especially at the region of modern vehicle communications. However, the sensitivity of the system performance to the codeword length is negligible in the cases with codewords of moderate/long length which is the range of interest in vehicle communication systems.
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