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Abstract. We consider continued fractions with partial quotients in the ring of integers of a quadratic number field \( K \) and we prove a generalization to such continued fractions of the classical theorem of Lagrange. A particular example of these continued fractions is the \( \beta \)-continued fraction introduced by Bernat. As a corollary of our theorem we show that for any quadratic Perron number \( \beta \), the \( \beta \)-continued fraction expansion of elements in \( \mathbb{Q}(\beta) \) is either finite or eventually periodic. The same holds for \( \beta \) being a square root of an integer. We also show that for certain 4 quadratic Perron numbers \( \beta \), the \( \beta \)-continued fraction represents finitely all elements of the quadratic field \( \mathbb{Q}(\beta) \), thus answering questions of Rosen and Bernat. Based on the validity of a conjecture of Mercat, these are all quadratic Perron numbers with this feature.

1. Introduction

In 1977, Rosen [Ros77] stated the following research problem: “Is it possible to devise a continued fraction that represents uniquely all real numbers, so that the finite continued fractions represent the elements of an algebraic number field, and conversely, every element of the number field is represented by a finite continued fraction?” The classical regular continued fraction has this property with respect to the field of rational numbers.

For \( \lambda = 2 \cos \frac{\pi}{q} \) with \( q \geq 3 \) odd, Rosen gives a definition of \( \lambda \)-continued fractions, whose partial quotients are integral multiples of \( \lambda \). Rosen shows, as a consequence of his own work [Ros54], that if \( q = 5 \) (i.e. \( \lambda = \varphi = \frac{1}{2}(1 + \sqrt{5}) \) the golden ratio) the \( \lambda \)-continued fraction satisfies his desired property.

A rather different construction was presented by Bernat [Ber06]. Here he defines \( \varphi \)-continued fractions whose partial quotients belong to the set of the so-called \( \varphi \)-integers, i.e. numbers whose greedy expansion in base \( \varphi \) uses only non-negative powers of the base. Bernat shows that his \( \varphi \)-continued fractions also represent every element of \( \mathbb{Q}(\sqrt{5}) \) finitely. His proof is established using a very detailed and tedious analysis of the behaviour of \( \varphi \)-integers under arithmetic operations. This approach depends crucially on the arithmetic properties of \( \varphi \)-integers, descending from the fact that \( \varphi \) is a quadratic Pisot number.

It is stated in [Ber06] as an open question, whether the analogously-defined continued fraction expansion based on the \( \beta \)-integers would provide finite representation of \( \mathbb{Q}(\beta) \) for any other choice of a quadratic Pisot number \( \beta \). When trying to adapt
Bernat’s proof to other values of $\beta$, already in the case of the next smallest quadratic Pisot number $\beta = 1 + \sqrt{2}$, the necessary analysis becomes even more technical, preventing one from proving the finiteness of the expansions. So far, it was not even known whether $\beta$-continued fractions provide at least an eventually periodic representation of all elements of $\mathbb{Q}(\beta)$.

In this paper we have taken a different approach, considering more general continued fractions whose partial quotients belong to some discrete subset $M$ of the ring of integers in a real quadratic field $K$. The $\beta$-continued fraction of Bernat is a special case of such $M$-continued fractions when $M$ is chosen to be the set $\mathbb{Z}_\beta$ of $\beta$-integers (see Section 5). With the aim of answering Bernat’s question and classifying all quadratic numbers $\beta$ according to the qualitative behaviour of the $\beta$-continued fraction expansion of elements of $\mathbb{Q}(\beta)$, we introduce the following definitions.

Let $\beta > 1$ be a real algebraic integer.

(CFF) We say that $\beta$ has the Continued Fraction Finiteness property (CFF) if every element of $\mathbb{Q}(\beta)$ has a finite $\beta$-continued fraction expansion.

(CFP) We say that $\beta$ has the Continued Fraction Periodicity property (CFP) if every element of $\mathbb{Q}(\beta)$ has a finite or eventually periodic $\beta$-continued fraction expansion.

We show that all quadratic Perron numbers and the square roots of positive integers satisfy (CFP) (Theorems 6.4 and 6.9). We prove (CFF) for four quadratic Perron numbers including the golden ratio $\varphi$ (Theorem 6.5). Moreover, assuming a conjecture stated by Mercat [Mer13], we show that these four Perron numbers are the only ones with (CFF).

We also consider the case of non-Perron quadratic $\beta$. In this case, if the algebraic conjugate of $\beta$ is positive we are able to construct a class of elements in $\mathbb{Q}(\beta)$ having aperiodic $\beta$-continued fraction expansion, thus showing that neither (CFF) nor (CFP) hold (Theorem 6.10). To achieve a full characterisation of the numbers for which (CFF) nor (CFP) hold, it remains to give complete answer when $\beta$ is a non-Perron number with a negative algebraic conjugate. Computer experiments suggest that (CFF) is not satisfied by any such $\beta$, with some of them having (CFP) and some not. In Theorem 6.14 we are able to construct counterexamples to (CFF) for a large class of $\beta$, but even assuming Mercat’s conjecture the matter is not fully settled.

These theorems on $\beta$-continued fractions are obtained with a wide range of different techniques ranging from diophantine approximation to algebraic number theory and dynamics.

As our main result, we consider a convergent continued fraction $[a_0, a_1, a_2, \ldots]$ with value in a quadratic number field $K$ and partial quotients in the ring of integers of $K$; denote by $a_i'$ the image of $a_i$ under the (nontrivial) Galois automorphism of $K/\mathbb{Q}$. If each partial quotient satisfies $|a_i'| \leq a_i$ we show that the continued fraction is eventually periodic. If we assume that all $a_i$ belong to $\mathbb{Z}$, then we recover the statement of the classical Lagrange’s theorem.

One could also study the properties (CFF), (CFP) for algebraic integers $\beta$ of degree bigger than 2. The issue is considerably more intricate, and already in the cubic
Pisot case we can find instances of different $\beta$’s that seem to have (CFF), (CFP), and aperiodic $\beta$-continued fraction expansions. A modification of some of our arguments may be possible in the case of higher degree fields, but its application is likely to be highly nontrivial.

Another setting in which the same problem might be stated is that of function fields: a function field analogue of $\beta$-continued fractions has been studied in [HK16].

We also mention, as a different path of inquiry that could lead to the study of $M$-continued fractions for other choices of $M$, the recent work [BEJ19]. Here the authors studied periodic continued fractions with fixed lengths of preperiod and period and with partial quotients in the ring of $S$-integers of a number field, describing such continued fractions as $S$-integral points on some suitable affine varieties.

2. Preliminaries

2.1. Continued fractions. Let $(a_i)_{i \geq 0}$ be a sequence of real numbers such that $a_i > 0$ for $i \geq 1$, and define two sequences $(p_n)_{n \geq -2}$, $(q_n)_{n \geq -2}$ by the linear second-order recurrences

$$
\begin{align*}
  p_n &= a_n p_{n-1} + p_{n-2}, \quad p_{-1} = 1, p_{-2} = 0, \\
  q_n &= a_n q_{n-1} + q_{n-2}, \quad q_{-1} = 0, q_{-2} = 1.
\end{align*}
$$

This recurrence can be written in matrix form as

$$
\begin{pmatrix}
  p_{n+1} & p_n \\
  q_{n+1} & q_n
\end{pmatrix} =
\begin{pmatrix}
  p_n & p_{n-1} \\
  q_n & q_{n-1}
\end{pmatrix}
\begin{pmatrix}
  a_{n+1} & 1 \\
  1 & 0
\end{pmatrix}, \quad n \geq -1.
$$

Taking determinants, it can be easily shown that

$$p_{n-1}q_n - p_nq_{n-1} = (-1)^n, \quad n \geq -1. \quad (2)$$

By induction, one can also show that

$$[a_0, a_1, \ldots, a_n] := a_0 + \frac{1}{a_1 + \frac{1}{\ddots + \frac{1}{a_{n-1} + \frac{1}{a_n}}}} = \frac{p_n}{q_n}. \quad \text{Notice that the assumption of positivity of } a_i \text{ ensures that the expression on the right-hand side is well-defined for every } n.$$

2.1.1. Continuants. The numerator and denominator $p_n$, $q_n$ can be expressed in terms of the $a_i$ using the so-called continuants: multivariate polynomials defined by the recurrence

$$K_{-1} = 0, \quad K_0 = 1, \quad K_n(t_1, \ldots, t_n) = t_n K_{n-1}(t_1, \ldots, t_{n-1}) + K_{n-2}(t_1, \ldots, t_{n-2}).$$

Then $p_n = K_{n+1}(a_0, \ldots, a_n)$ and $q_n = K_n(a_1, \ldots, a_n)$. It is clear from the definition that $K_n$ is a polynomial with positive integer coefficients in $t_1, \ldots, t_n$, and that each of the $t_i$ appears in at least one monomial with a non-zero coefficient.

The continuants satisfy a number of useful properties. We will in particular need that $K_n(t_1, \ldots, t_n) = K_n(t_n, \ldots, t_1)$ and that for all $k, l \geq 1$ we have
(3) \[ K_{k+i}(t_1, \ldots, t_{k+i}) = K_k(t_1, \ldots, t_k)K_i(t_{k+1}, \ldots, t_{k+i}) + K_{k-1}(t_1, \ldots, t_{k-1})K_{i-1}(t_{k+2}, \ldots, t_{k+i}). \]

We refer the reader to [HW08, Chapter X] for the classical theory of continued fractions and the proofs of the properties which we list in this section. Properties of continuants are given in [GKP94, Section 6.7].

2.1.2. Convergence. For an infinite sequence of \( a_i, \ i \geq 1 \), the continued fraction \([a_0, a_1, a_2, \ldots]\) is defined as the limit

\[ [a_0, a_1, a_2, \ldots] := \lim_{n \to \infty} \frac{p_n}{q_n}, \]

if the limit exists. The numbers \( a_i \) are called partial quotients, and the fractions \( \frac{p_n}{q_n} \) the convergents of the continued fraction \([a_0, a_1, a_2, \ldots]\).

Under our assumptions (positivity of the \( a_i \)), the limit (4) exists if and only if \( \lim_{n \to \infty} q_n = +\infty \), and a sufficient condition for it is that \( \inf_i a_i > 0 \). (If \( c = \inf_i a_i \) then \( q_n \gg (1 + \frac{c}{2})^n \).)

2.1.3. Approximation properties. Suppose that the continued fraction converges. For each \( i \geq -1 \), we have that

\[ \xi = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{\ddots + \frac{1}{a_i + \frac{1}{\xi_{i+1}}}}}} = \frac{\xi_{i+1}p_i + p_{i-1}}{\xi_{i+1}q_i + q_{i-1}}, \]

where the \( \xi_i = [a_i, a_{i+1}, \ldots] \) are the so-called complete quotients.

From (5), we derive

\[ \xi - \frac{p_i}{q_i} = \frac{p_{i-1}q_i - q_{i-1}p_i}{q_i(\xi_{i+1}q_i + q_{i-1})} = \frac{(-1)^i}{q_i(\xi_{i+1}q_i + q_{i-1})}, \]

where we used (2).

As \((q_i)_{i \geq 1}\) tends to infinity and the convergents \( p_i/q_i \) tend to \( \xi \), equation (6) allows us to quantify the rate of convergence with the following estimates:

\[ \left| \xi - \frac{p_i}{q_i} \right| = \frac{1}{q_i(\xi_{i+1}q_i + q_{i-1})} \leq \frac{1}{q_i(a_{i+1}q_i + q_{i-1})} = \frac{1}{q_iq_{i+1}} \leq \frac{1}{a_{i+1}q_i^2}. \]

If \( \inf_i a_i \geq 1 \), then \( \xi_{i+1} \leq a_{i+1} + 1 \), and we also have the lower estimate

\[ \left| \xi - \frac{p_i}{q_i} \right| \geq \frac{1}{q_iq_{i+2}}. \]

2.1.4. Uniqueness of the expansion. When the partial quotients of a continued fraction \([a_0, a_1, \ldots]\) take values in the integers and \( a_i \geq 1 \) for \( i \geq 1 \), then the so-called regular continued fractions represent uniquely any real number \( \xi = \lim_{n \to \infty} \frac{p_n}{q_n} \), except for the ambiguity \([a_0, \ldots, a_n] = [a_0, \ldots, a_n - 1, 1]\) in the finite continued fractions representing rational numbers.

Something similar can be shown in a slightly more general setup.
Lemma 2.1. Let $m > 0$ and $A \subseteq \mathbb{R}$ such that
\begin{itemize}
  \item $a \geq m \quad \forall a \in A$;
  \item $|a - b| \geq 1/m \quad \forall a, b \in A$ distinct.
\end{itemize}
Then every real number has at most one expression as an infinite continued fraction with partial quotients in $A$.

Proof. Let $\xi = [a_0, a_1, a_2, \ldots]$ be a convergent continued fraction with partial quotients in $A$. We have that
\[ a_0 < \xi = a_0 + \frac{1}{\xi_1} < a_0 + \frac{1}{a_1} < a_0 + \frac{1}{m}, \]
which implies
\[ \xi - \frac{1}{m} < a_0 < \xi. \]
Thanks to the hypothesis that no two elements of $A$ are less than $1/m$ apart, this identifies uniquely the value of $a_0$, and thus also that of $\xi_1$. The statement now follows by induction. \qed

2.1.5. Finiteness and periodicity. It is a well known fact that finite regular continued fractions represent precisely the rational numbers. Lagrange’s theorem states that irrational quadratic numbers have an eventually periodic regular continued fraction expansion. Galois proved that a quadratic number $\xi$ has a purely periodic regular continued fraction if and only if $\xi > 1$ and its algebraic conjugate $\xi'$ belongs to the interval $(-1, 0)$.

2.2. The Weil height of algebraic numbers. The Weil height is an important tool that measures, broadly speaking, the arithmetic complexity of algebraic numbers. It can be described in different ways, but the usual definition involves an infinite product decomposition in local factors.

Let $K$ be a number field, and $\mathcal{M}_K$ a set of representatives for the places of $K$ (i.e. equivalence classes of non-trivial absolute values over $K$), suitably normalized in such a way that a product formula $\prod_{v \in \mathcal{M}_K} |x|_v = 1$ holds for all $x \in K^*$. Then we can define the (multiplicative) Weil height as
\[ H(x) = \prod_{v \in \mathcal{M}_K} \sup(1, |x|_v), \]
where it is easily seen that all but finitely many factors of the infinite product are equal to 1. Thanks to the choice of the normalization, this definition extends to a function $H : \overline{\mathbb{Q}} \to [1, +\infty)$ where $\overline{\mathbb{Q}}$ denotes the algebraic closure of rational numbers. The function $H$ has the following properties:

Proposition 2.2. For all non-zero $x, y \in \overline{\mathbb{Q}}$ we have
\begin{enumerate}
  \item[(i)] $H(x + y) \leq 2H(x)H(y)$;
  \item[(ii)] $H(xy) \leq H(x)H(y)$;
  \item[(iii)] $H(x^n) = H(x)^{|n|}$ for all $n \in \mathbb{Z}$;
  \item[(iv)] $H(\sigma(x)) = H(x)$ for all $\sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$;
  \item[(v)] $H(x) = 1$ if and only if $x$ is a root of unity (Kronecker’s theorem);
\end{enumerate}
(vi) for all \( B, D > 0 \) the set \( \{ \xi \in \overline{\mathbb{Q}} \mid H(\xi) \leq B \text{ and } [\mathbb{Q}(\xi) : \mathbb{Q}] \leq D \} \) is finite (Northcott’s theorem).

We refer the reader to the first two chapters of [BG06] for a thorough introduction to the theory of heights and the proof of the properties listed above.

**Remark 2.3.** Let \( \xi \in \overline{\mathbb{Q}} \), and let \( d \) be the (positive) leading coefficient of the minimal polynomial of \( \xi \) over \( \mathbb{Z} \). Then

\[
H(\xi)^{[\mathbb{Q}(\xi) : \mathbb{Q}]} = d \prod_{\sigma \in \text{Gal}(\mathbb{Q}(\xi)/\mathbb{Q})} \sup (1, |\sigma(\xi)|).
\]

We will only use heights of numbers in real quadratic fields, so we give the exact normalization of the absolute values in this case. Let \( K \) be a real quadratic number field, and let \( \mathfrak{p} \) be a prime ideal of \( \mathcal{O}_K \) lying over a prime number \( p \). Then we normalize \(|\cdot|_{\mathfrak{p}}\) in such a way that \(|p|_{\mathfrak{p}} = p^{-1}\) if the prime \( p \) is inert or ramifies in \( \mathcal{O}_K \), and \(|p|_{\mathfrak{p}} = p^{-1/2}\) if the prime \( p \) splits. The two non-archimedean absolute values are normalized as follows: \(|x|_+ = |x|^{1/2}\) and \(|x|_- = |x'|^{1/2}\), where by \( x' \) we denote the algebraic conjugate of \( x \) in \( K \).

### 3. Continued Fractions over Quadratic Fields.

In this section we focus on continued fractions with positive partial quotients in the ring of integers of a real quadratic field. Let \( K \) be a real quadratic number field and let \( \mathcal{O}_K \) be its ring of integers. For an element \( x \in K \) we denote by \( x' \) its image under the unique non-trivial automorphism of \( K \). The main result of the paper is the following theorem.

**Theorem 3.1.** Let \( K \) be a real quadratic field. Let \( \xi = [a_0, a_1, \ldots] \) be an infinite continued fraction with \( a_n \in \mathcal{O}_K \) such that \( a_n \geq 1 \) and \(|a'_n| \leq a_n\) for \( n \geq 0 \). Assume that \( \xi \in K \). Then the sequence \((a_n)_{n \geq 0}\) is eventually periodic with all partial quotients in the period belonging to \( \mathbb{Z} \), or all belonging to \( \sqrt{D}\mathbb{Z} \).

Moreover, there is an effective constant \( C_\xi \) estimating the length of the preperiod.

Notice that if all \( a_i \) belong to \( \mathbb{Z} \) we recover the statement of the classical Lagrange’s theorem.

We start with a lemma controlling the growth of the complete quotients.

**Lemma 3.2.** Let \( K \) be a real quadratic field. Let \( \xi = [a_0, a_1, \ldots] \) be an infinite continued fraction with \( a_n \in \mathcal{O}_K \) such that \( a_n > 0 \) for \( n \geq 0 \). Assume that \( \xi \in K \). Then the height of the complete quotients \( \xi_n \) can be estimated as

\[
H(\xi_{n+1}) \leq \frac{H(\xi)}{\inf(q_n, q_{n+1})^{1/2}} \sup (|\xi'q'_{n} - p'_{n}|, |\xi'q'_{n-1} - p'_{n-1}|)^{1/2}.
\]

If furthermore \( a_n \geq 1 \) and \(|a'_n| \leq a_n\) for all \( n \geq 0 \), then

\[
H(\xi_n) \leq \sqrt{3} H(\xi),
\]

\[
H(a_n) \leq a_n \leq 3 H(\xi)^2,
\]

and therefore only finitely many distinct complete quotients and partial quotients may occur.
Proof. Denote for simplicity \( A_n := \xi q_n - p_n \in \mathcal{O}_K + \xi \mathcal{O}_K \). By (7) we have \( |A_n| \leq q_{n+1}^{-1} \).

From the ultrametric inequality and the integrality of \( p_n, q_n \) it follows that, for all non-archimedean absolute values of \( K \),

\[
|A_n|_v \leq \sup (|\xi q_n|_v, |p_n|_v) \leq \sup (|\xi|_v, 1).
\]

Due to (5), the complete quotients \( \xi_n \) can be expressed as

\[
\xi_{n+1} = -\frac{A_{n-1}}{A_n} \quad \forall n \geq -1.
\]

Consider now, for all \( n \geq 0 \), the following chain of inequalities

\[
H(\xi_{n+1}) = \prod_v \sup (|A_{n-1}/A_n|_v, 1) = \prod_v \sup (|A_{n-1}|_v, |A_n|_v) = \sup (|A_{n-1}|, |A_n|)^{1/2} \prod_v \sup (|A_{n-1}|_v, |A_n|_v) \leq \inf(q_n, q_{n+1})^{-1/2} \sup (|A_n|, |A_{n-1}|)^{1/2} H(\xi),
\]

where the second equality follows from the product formula and the last inequality from (8). This proves the first part of the statement.

Under the condition that \( a_n \geq 1 \) we know that the sequences of the \( p_n \) and \( q_n \) are strictly increasing, and under the assumption that \( |a'_n| \leq a_n \) we have that \( |p'_n| \leq p_n \) and \( |q'_n| \leq q_n \). Therefore

\[
\sup (|A_{n-1}|, |A_n|) = \sup (q_{n-1}, q_{n+1}) = q_n^{-1},
\]

and

\[
\sup (|A'_{n-1}|, |A'_n|) \leq \sup (|\xi'|, q_{n-1}+p_{n-1}, |\xi'|, q_n+p_n) = |\xi'| q_n + p_n.
\]

Hence

\[
H(\xi_{n+1}) = \sup (|A_{n-1}|, |A_n|)^{1/2} \prod_v \sup (|A'_{n-1}|, |A'_n|)^{1/2} \prod_v \sup (|A_{n-1}|_v, |A_n|_v) \leq \left( |\xi'| + \frac{p_n}{q_n} \right)^2 \prod_v \sup (|\xi'|_v, 1) \leq (|\xi'| + |\xi| + 1)^{1/2} \prod_v \sup (|\xi|_v, 1) \leq \sqrt{3} \sup (|\xi'|, 1)^{1/2} \sup (|\xi|, 1)^{1/2} \prod_v \sup (|\xi|_v, 1) = \sqrt{3} H(\xi),
\]

where we used the elementary inequality \( 1+a+b \leq 3 \sup (1, a) \sup (1, b) \) for all \( a, b \geq 0 \).

Finally,

\[
H(a_n) = \sup (1, |a_n|)^{1/2} \sup (1, |a'_n|)^{1/2} = a_n < \xi_n \leq H(\xi_n)^2.
\]

Since the heights of the partial and complete quotients are bounded, Northcott’s theorem (item (vi) of Proposition 2.2) implies that they can take only finitely many values.

The following proposition concerns the elements of the field \( K \) which can be expressed as a purely periodic continued fraction. By an algebraic argument we show that, in order for the value of the continued fraction to lie in \( K \), the numbers \( p_n, q_n \) need to satisfy a certain arithmetic condition.
Proposition 3.3. Let $K = \mathbb{Q}(\sqrt{D})$ be a real quadratic field. Let $\xi = [a_0, a_1, \ldots, a_n]$ be a purely periodic continued fraction with $a_i \in \mathcal{O}_K$. Assume that $\xi \in K$. Then $p_n + q_{n-1} \in \mathbb{Z} \cup \sqrt{D}\mathbb{Z}$.

Proof. Assume that $\xi = [a_0, \ldots, a_n]$ is a purely periodic continued fraction with partial quotients in $\mathcal{O}_K$ representing an element in $K$. Then by (5), $\xi$ satisfies a quadratic equation over $K$, namely

$$q_n\xi^2 + (q_{n-1} - p_n)\xi - p_{n-1} = 0.$$ 

The discriminant of this equation,

$$\Delta = (q_{n-1} - p_n)^2 + 4q_np_{n-1} = (q_{n-1} + p_n)^2 + 4(-1)^n = y^2,$$

must be a square of an element $y$ of $K$, because $\xi \in K$.

Let us write $x = p_n + q_{n-1}$, so we have

$$(9) \quad 4(-1)^n = (y + x)(y - x),$$

where $x, y \in \mathcal{O}_K$.

Let us show that this implies that $x' = \pm x$.

If the prime 2 remains inert in $K$, then 2 must divide $y + x$ or $y - x$ by definition of a prime ideal. Then it must divide the other, because it divides their sum. So we have

$$(-1)^n = \frac{y + x}{2} \pm \frac{y - x}{2}$$

and both $\frac{y + x}{2}, \frac{y - x}{2}$ are units in $\mathcal{O}_K$. Let us write $u = \frac{y + x}{2}$. Then $\frac{y - x}{2} = (-1)^nu^{-1} = (-1)^n\epsilon u'$, where $\epsilon = N_{K/\mathbb{Q}}(u) = \pm 1$. So $x = u - (-1)^n\epsilon u'$, which means that $x' = \pm x$.

If instead the prime 2 ramifies as $2\mathcal{O}_K = p^2$, then as ideals $p^4 = (y + x)(y - x)$, so at least one of $y + x$ or $y - x$ must be divisible by $p^2 = (2)$ and the argument proceeds as in the previous case.

If the prime 2 splits as $2\mathcal{O}_K = pp'$, then as ideals $p^2p'^2 = (y + x)(y - x)$, so either one of $y + x$ or $y - x$ is divisible by (2), and we argue again as above, or (without loss of generality) $p^2 = (y + x)$ and $p'^2 = (y - x)$ as ideals. This means that there is a unit $u$ such that $y - x = u(y' + x')$. Substituting back in (9) we obtain $\pm 4 = uN_{K/\mathbb{Q}}(x + y)$ which implies that $u \in \mathbb{Z}$, and so $u = \pm 1$. Now $y - uy' = x + ux'$ with $u = \pm 1$ implies that $x' = \pm x$. But clearly the elements of $\mathbb{Z} \cup \sqrt{D}\mathbb{Z}$ are the only numbers in $\mathcal{O}_K$ satisfying $x' = \pm x$. \qed

Proposition 3.4. Let $K = \mathbb{Q}(\sqrt{D})$ be a real quadratic field. Let $\xi = [a_0, \ldots, a_n]$ be a purely periodic continued fraction with $a_k \in \mathcal{O}_K$ and $a_k \geq 1$ for all $k \geq 0$. Assume that $\xi \in K$ and that $|a'_k| \leq a_k$ for $k = 0, \ldots, n$.

Then either $a_k \in \mathbb{Z}$ for all $k = 0, \ldots, n$, or $a_k \in \sqrt{D}\mathbb{Z}$ for all $k = 0, \ldots, n$.

Proof. By Proposition 3.3 we have that $p_n + q_{n-1} \in \mathbb{Z} \cup \sqrt{D}\mathbb{Z}$, which implies that $p_n + q_{n-1} = \lfloor p'_n + q'_{n-1} \rfloor$. As explained in Section 2.1, $p_n + q_{n-1} = K_{n+1}(a_0, \ldots, a_n) + K_{n-1}(a_1, \ldots, a_{n-1})$ is a polynomial with positive integer coefficients in the variables $a_0, \ldots, a_n$; therefore

$$p_n + q_{n-1} = |p'_n + q'_{n-1}| \leq K_{n+1}(|a'_0|, \ldots, |a'_n|) + K_{n-1}(|a'_1|, \ldots, |a'_{n-1}|) \leq$$
This implies that equalities must hold at every point, so in particular \( |a_k'| = a_k \) for all \( k \), which shows that each \( a_k \) is in \( \mathbb{Z} \cup \sqrt{D}\mathbb{Z} \).

Assume now that the period \( a_0, \ldots, a_n \) contains both an \( a_i \in \mathbb{Z} \) and an \( a_j \in \sqrt{D}\mathbb{Z} \).

Take the minimal \( k \in \{0, \ldots, n\} \) such that \( a_ka_{k+1} \in \sqrt{D}\mathbb{Z} \). Then by (3)

\[
p_n = K(a_0, \ldots, a_k)K(a_{k+1}, \ldots, a_n) + K(a_0, \ldots, a_{k-1})K(a_{k+2}, \ldots, a_n) = \\
= (a_kK(a_0, \ldots, a_{k-1}) + K(a_0, \ldots, a_{k-2}))\left(a_{k+1}K(a_{k+2}, \ldots, a_n) + K(a_{k+3}, \ldots, a_n)\right) \\
+ K(a_0, \ldots, a_{k-1})K(a_{k+2}, \ldots, a_n) = \\
= (a_ka_{k+1} + 1)K(a_0, \ldots, a_{k-1})K(a_{k+2}, \ldots, a_n) + K(a_0, \ldots, a_{k-2})K(a_{k+3}, \ldots, a_n) + \\
+ a_kK(a_0, \ldots, a_{k-1})K(a_{k+3}, \ldots, a_n) + a_{k+1}K(a_0, \ldots, a_{k-2})K(a_{k+2}, \ldots, a_n).
\]

Note that we have omitted the indices of the continuants since they are clear from the context. By assumption, we have \( a_ka_{k+1} + 1 \in \mathbb{Z}^+ + \sqrt{D}\mathbb{Z}^+ \). Since all the partial quotients are positive, we see that \( x = p_n + q_{n-1} \in \mathbb{Z}^+ + \sqrt{D}\mathbb{Z}^+ \). Then obviously, \( |x'| < x \), which is a contradiction. \( \Box \)

**Proof of Theorem 3.1.** We are in the hypotheses of the second part of Lemma 3.2, so only finitely many distinct complete quotients occur in the continued fraction \([a_0, a_1, a_2, \ldots]\). Note that their number can be effectively bounded in a way that depends only on the height of \( \xi \) and not on the number field \( K \), because the degree of \( K \) over \( \mathbb{Q} \) is fixed, see item \((vi)\) of Proposition 2.2. Necessarily at least one complete quotient occurs infinitely many times. Consider any two occurrences of the same complete quotient, say \( \xi_r = \xi_{r+s} \). Then we have

\[
\xi_r = [a_r, a_{r+1}, \ldots] = [a_r, a_{r+1}, \ldots, a_{r+s-1}, \xi_{r+s}] = [a_r, a_{r+1}, \ldots, a_{r+s-1}].
\]

By Proposition 3.4, we have \( a_{r+i} \in \mathbb{Z} \) for all \( i = 0, \ldots, s-1 \), or \( a_{r+i} \in \sqrt{D}\mathbb{Z} \) for all \( i = 0, \ldots, s-1 \).

Since the same consideration can be done for any two occurrences of the complete quotient \( \xi_r \), we derive that there exist \( k_0 \) such that \( a_k \in \mathbb{Z} \) for all \( k \geq k_0 \), or \( a_k \in \sqrt{D}\mathbb{Z} \) for all \( k \geq k_0 \). In both cases, we have \( \xi_r = [a_{k_0}, a_{k_0+1}, \ldots] \), with partial quotients in a discrete set with distances between consecutive elements \( \geq 1 \). Such a sequence represents the number \( \xi \) uniquely, see Lemma 2.1. Therefore the continued fraction of \( \xi_r \) is purely periodic, and the continued fraction of \( \xi \) is eventually periodic. \( \Box \)

**Remark 3.5.** A possible value for the constant \( C_\xi \) of Theorem 3.1 is given by \( \# \{ x \in K \mid H(x) \leq \sqrt{3}H(\xi) \} \). We remark that for a real quadratic field \( K \) the cardinality of the finite set \( \{ x \in K \mid H(x) \leq B \} \) is asymptotic (for large \( B \)) to \( c_K B^4 \), where \( c_K \) has an explicit expression in terms of the discriminant, regulator, number of ideal classes, number of roots of unity and Dedekind zeta function of the field \( K \) (see [Sch79, Corollary]).

A bound which does not depend on the field \( K \) is given by

\[
\# \{ x \in \mathbb{Q} \mid H(x) \leq B \text{ and } [\mathbb{Q}(x) : \mathbb{Q}] = 2 \} \leq \frac{8}{\zeta(3)}B^6 + 16690B^4 \log B
\]

for \( B \geq \sqrt{2} \) (see [GG17, Theorem 11.1]).
We will present in the Appendix a different proof of Theorem 3.1 in case that $|a'_n| < a_n$ which gives a better estimate for the number of irrational partial quotients.

4. $M$-Continued Fractions

In the classical theory of continued fractions the partial quotients are taken to be positive integers (except possibly the first one), and there is a canonical algorithm defined through the Gauss map that attaches to every $\xi \in \mathbb{R}$ a continued fraction converging to $\xi$. We define now a different expansion, using, instead of the classical integral part, the $M$-integral part for certain subsets $M$ of the real line.

Let $M = (m_n)_{n \in \mathbb{Z}}$ be an infinite subset of the reals without any accumulation points, enumerated in increasing order. Assume that $m_0 = 0$, $m_1 \leq 1$ and $m_{n+1} - m_n \leq 1/m_1$ for all $n \in \mathbb{Z}$.

For $\xi \in \mathbb{R}$ we define its $M$-integral part and its $M$-fractional part as

$$[\xi]_M := \max\{y \in M : y \leq \xi\}, \quad \{\xi\}_M := \xi - [\xi]_M,$$

respectively.

The $M$-continued fraction expansion of a number $\xi \in \mathbb{R}$ is now defined as a direct generalization of the regular continued fraction expansion obtained if $M = \mathbb{Z}$, as explained below.

Let $\xi \in \mathbb{R}$. Set $\xi_0 := \xi$. For $n \geq 0$ define inductively:

$$a_n = [\xi_n]_M,$$

$$\xi_{n+1} = \frac{1}{\xi_n - a_n} \quad \text{if } \xi_n \notin M,$$

$$p_n = a_n p_{n-1} + p_{n-2}, \quad p_{-1} = 1, \ p_{-2} = 0,$$

$$q_n = a_n q_{n-1} + q_{n-2}, \quad q_{-1} = 0, \ q_{-2} = 1.$$

If some $\xi_n \in M$, then the algorithm stops and we say that the $M$-continued fraction $[a_0, \ldots, a_n]$ is finite. Note that conditions on the set $M$ ensure that $a_n > 0$ for $n \geq 1$.

Remark 4.1. In the classical case ($M = \mathbb{Z}$), it is possible to prove that any infinite sequence of positive integers is the continued fraction expansion of some real number. For a general set $M$ it might happen that certain sequences of positive partial quotients in $M$ are not allowed, i.e. they never occur in the output of the iteration (10) for any $\xi \in \mathbb{R}$. We will see an example later in Lemma 5.6.

Remark 4.2. It is clear that if the $M$-continued fraction expansion of $\xi$ is finite, then $\xi \in \mathbb{Q}(M)$. If the continued fraction expansion of $\xi$ is eventually periodic, then $\xi$ is quadratic over $\mathbb{Q}(M)$.

5. $\beta$-Integers and $\beta$-Continued Fractions

5.1. $\beta$-integers. In view of generalizing the result of [Ber06], one of the interests of the present paper is to describe properties of $M$-continued fraction expansions for a special class of sets $M$, the so-called $\beta$-integers, as defined in [BFGK98]. Consider a
real base $\beta > 1$. Any real $x$ can be expanded in the form $x = \pm \sum_{i=-\infty}^{j} x_i \beta^i$ where the digits $x_i \in \mathbb{Z}$ satisfy $0 \leq x_i < \beta$. Under the condition that the inequality

$$\sum_{i=-\infty}^{j} x_i \beta^i < \beta^{j+1}$$

holds for each $j \leq i$, we have that such a representation is unique up to the leading zeroes; this is called the greedy $\beta$-expansion of $x$, see Rényi [Rén57]. For the greedy expansion of $x$ we write

$$(x)_\beta = x_k x_{k-1} \cdots x_0 \cdot x_{-1} x_{-2} \cdots$$

If $\beta \notin \mathbb{N}$, then not every sequence of digits in $\{k \in \mathbb{N} : 0 \leq x < \beta\}$ corresponds to the greedy $\beta$-expansion of a real number. Admissibility of digit sequences as $\beta$-expansions is described by the so-called Parry’s condition [Par60].

The $\beta$-expansions respect the natural order of real numbers in the radix ordering. In particular, if $x = \sum_{i=-\infty}^{k} x_i \beta^i$ and $y = \sum_{i=-\infty}^{l} y_i \beta^i$ with $x_k, y_l \neq 0$ are the $\beta$-expansions of $x$, $y$, respectively, then $x < y$ if and only if $k < l$, or $k = l$ and $x_k x_{k-1} \cdots$ is lexicographically smaller than $y_k y_{k-1} \cdots$.

A real number $x$ is called a $\beta$-integer if the greedy $\beta$-expansion of its absolute value $|x|$ uses only non-negative powers of the base $\beta$; we denote by $\mathbb{Z}_\beta$ the set of $\beta$-integers and by $\mathbb{Z}_\beta^+$ the set of non-negative $\beta$-integers, i.e.

$$\mathbb{Z}_\beta = \{x \in \mathbb{R} : (|x|)_\beta = x_k x_{k-1} \cdots x_0 \cdot 00 \cdots\},$$

$$\mathbb{Z}_\beta^+ = \{x \in \mathbb{R} : (x)_\beta = x_k x_{k-1} \cdots x_0 \cdot 000 \cdots\}.$$

If the base $\beta$ is in $\mathbb{Z}$, the $\beta$-integers are rational integers, i.e. $\mathbb{Z}_\beta = \mathbb{Z}$. Otherwise, it is an aperiodic set of points that can be ordered into a sequence $(t_j)_{j=-\infty}^{\infty}$, such that $t_i < t_{i+i}$ for $i \in \mathbb{Z}$ and $t_0 = 0$. The smallest positive $\beta$-integers are

$$1, 2, \ldots, [\beta], \beta, \ldots$$

We can derive the following property of $\beta$-integers.

**Lemma 5.1.** Let $\beta > 1$ be an algebraic number and let $\sigma$ be a Galois embedding of $\mathbb{Q}(\beta)$ in $\mathbb{C}$.

(i) Assume that $|\sigma(\beta)| < \beta$. Then for any $x \in \mathbb{Z}_\beta^+ \setminus \{0, 1, \ldots, [\beta]\}$ we have

$$\frac{|\sigma(x)|}{x} \leq \frac{|\beta| + |\sigma(\beta)|}{[\beta] + \beta} < 1.$$

(ii) Assume that $\sigma(\beta) \in \mathbb{R}$ and $\sigma(\beta) > \beta$. Then for any $x \in \mathbb{Z}_\beta^+ \setminus \{0, 1, \ldots, [\beta]\}$ we have

$$\frac{\sigma(x)}{x} \geq \frac{|\beta| + \sigma(\beta)}{[\beta] + \beta} > 1.$$

Moreover, if $|\sigma(\beta)| > [\beta]$, then for any pair $x, y \in \mathbb{Z}_\beta$, $x \neq y$, we have $|\sigma(x) - \sigma(y)| \geq 1.$
(iii) Assume that \( c = \frac{|\sigma(\beta)|}{\beta} > 1 + 2 \frac{|\beta|}{\beta - 1} \). Then for any \( x \in \mathbb{Z}_\beta^+ \setminus \{0, 1, \ldots, [\beta]\} \) we have

\[
\frac{|\sigma(x)|}{x} > \frac{c(\beta - 1) - [\beta]}{\beta - 1 + [\beta]} > 1.
\]

(iv) Assume that \( |\sigma(\beta)| = \beta \). Then for any \( x \in \mathbb{Z}_\beta^+ \) we have \( |\sigma(x)| \leq x \).

In cases (i), (ii), and (iii) we have that \( \mathbb{Z}_\beta^+ \cap \mathbb{Q} = \{0, 1, \ldots, [\beta]\} \).

Proof. Let \( x = \sum_{i=0}^{k} x_i \beta^i \in \mathbb{Z}_\beta^+ \setminus \{0, 1, \ldots, [\beta]\} \), so that \( x_0 \leq [\beta] \) and \( \sum_{i=1}^{k} x_i \beta^i \geq \beta \).

Let us prove the first item (i). Denote \( c := |\sigma(\beta)|/\beta < 1 \). Then for the algebraic conjugate \( \sigma(x) \) of \( x \) we have

\[
|\sigma(x)| = \left| \frac{x_0 + \sum_{i=1}^{k} x_i \sigma(\beta)^i}{x_0 + \sum_{i=1}^{k} x_i \beta^i} \right| \leq \frac{x_0 + \sum_{i=1}^{k} x_i c \beta^i}{x_0 + \sum_{i=1}^{k} x_i \beta^i} \leq \frac{x_0 + c \sum_{i=1}^{k} x_i \beta^i}{x_0 + \sum_{i=1}^{k} x_i \beta^i} \leq \frac{[\beta] + c \beta}{[\beta] + \beta} = \frac{[\beta] + |\sigma(\beta)|}{[\beta] + \beta} < 1.
\]

Very similarly, for proving part (ii) denote \( c := \sigma(\beta)/\beta > 1 \). Then for the algebraic conjugate \( \sigma(x) \) of \( x \) we have

\[
\sigma(x) = \left( \frac{x_0 + \sum_{i=1}^{k} x_i \sigma(\beta)^i}{x_0 + \sum_{i=1}^{k} x_i \beta^i} \right) \geq \frac{x_0 + c \sum_{i=1}^{k} x_i \beta^i}{x_0 + \sum_{i=1}^{k} x_i \beta^i} \geq \frac{[\beta] + c \beta}{[\beta] + \beta} = \frac{[\beta] + \sigma(\beta)}{[\beta] + \beta} > 1.
\]

Suppose now that \( |\sigma(\beta)| = M > m = [\beta] \). We shall estimate the distance \( |\sigma(x) - \sigma(y)| \) of two distinct \( \beta \)-integers \( x = \sum_{i=0}^{k} x_i \beta^i \), \( y = \sum_{i=0}^{l} y_i \beta^i \). If \( k = l = 0 \), obviously \( |\sigma(x) - \sigma(y)| \geq 1 \). Otherwise, we can without loss of generality assume that \( k > l, x_k > 0 \). We have

\[
|\sigma(x) - \sigma(y)| = \left| \sum_{i=0}^{k} x_i \sigma(\beta)^i - \sum_{i=0}^{l} y_i \sigma(\beta)^i \right| \geq |\sigma(\beta)^k - \sum_{i=0}^{k-1} m \sigma(\beta)^i|.
\]

Here we have used that \( m = [\beta] \) is the maximal digit allowed in the \( \beta \)-expansion. Now consider the expansion in base \( \sigma(\beta) \). The maximal allowed digit is \( M = [\sigma(\beta)] > m \). It can be easily derived from the Parry condition [Par60] that \( \sum_{i=1}^{k} m \sigma(\beta)^i + (m + 1) \) is an admissible greedy \( \sigma(\beta) \)-expansion. By definition (11), we have

\[
\sum_{i=1}^{k-1} m \sigma(\beta)^i + (m + 1) < \sigma(\beta)^k,
\]

which is equivalent to

\[
\sigma(\beta)^k - \sum_{i=0}^{k-1} m \sigma(\beta)^i > 1.
\]

Comparing with (12) we have the statement of item (ii).
And again for part (iii) we have
\[
\frac{|\sigma(x)|}{x} \geq \frac{x_k(c\beta)^k - \left|\sum_{i=0}^{k-1} x_i \sigma(\beta)^i\right|}{x_k \beta^k + \sum_{i=0}^{k-1} x_i \beta^i} \geq \frac{(c\beta)^k - \left|\sum_{i=0}^{k-1} x_i \sigma(\beta)^i\right|}{\beta^k + \sum_{i=0}^{k-1} x_i \beta^i} \geq \frac{c\beta^k - \left\lfloor \beta \right\rfloor}{1 + \left\lfloor \beta \right\rfloor} > 1.
\]

The proof of (iv) is simple realizing that
\[
|\sigma(x)| = \left|\sum_{i=0}^{k} x_i \sigma(\beta)^i\right| \leq \sum_{i=0}^{k} x_i |\sigma(\beta)|^i = x.
\]

In order to show that in cases (i) and (ii) it holds that \(Z_{\beta}^+ \cap \mathbb{Q} = \{0, 1, \ldots, \lfloor \beta \rfloor\}\), realize that in these cases any \(x \in Z_{\beta}^+ \setminus \{0, 1, \ldots, \lfloor \beta \rfloor\}\) is not fixed by a Galois automorphism, and therefore it cannot be rational.

\[\Box\]

**Remark 5.2.** Notice that the final assertion of the lemma, namely that \(Z_{\beta}^+ \cap \mathbb{Q} = \{0, 1, \ldots, \lfloor \beta \rfloor\}\), does not hold in general. Obvious countereamples are given by \(\beta\)'s which are square roots of rational integers, in which case all even powers of \(\beta\) are in \(Z_{\beta}^+ \cap \mathbb{Q}\). Less trivial countereamples can occur for some quadratic \(\beta\)'s with \(\beta' < -\beta\).

For instance if \(\beta\) is the positive root of \(X^2 + 2X - 9 = 0\), then \(\beta^2 + 2\beta = 9 \in Z_{\beta}^+ \cap \mathbb{Q}\).

More in general, if \(\beta\) is the positive root of \(X^2 + mX - (2m^2 + 1)\), for \(m \geq 2\), then it can be shown that \(\lfloor \beta \rfloor = m\) and that \(\beta^2 + m\beta = 2m^2 + 1 \in Z_{\beta}^+ \cap \mathbb{Q}\).

A class of algebraic numbers satisfying the assumptions of Lemma 5.1 (i), is formed by Perron numbers, i.e. algebraic integers \(\beta > 1\) such that every conjugate \(\sigma(\beta)\) of \(\beta\) satisfies \(|\sigma(\beta)| < \beta\). Perron numbers appear as dominant eigenvalues of primitive integer matrices. A special subclass of Perron numbers are Pisot numbers, i.e. algebraic integers \(\beta > 1\) whose conjugates lie in the interior of the unit disc. Note that when \(\beta\) is chosen to be a Pisot number, then the Galois conjugates of the \(\beta\)-integers are uniformly bounded and consequently, the \(\beta\)-integers enjoy many interesting properties, especially from the arithmetical point of view, see e.g. [FS92] or [Aki98]. We also mention that Perron numbers in any given number field form a discrete subset.

### 5.2. \(\beta\)-continued fractions

When setting \(M\) to be the set \(Z_{\beta}\) of \(\beta\)-integers, it is clear that any finite \(\beta\)-continued fraction belongs to the field \(\mathbb{Q}(\beta)\). The opposite is however not obvious as we will see in sequel. For that, we define properties (CFF) and (CFP).

**Definition 5.3.** For a real number \(\beta > 1\) set \(M = Z_{\beta}\). The \(M\)-continued fraction in this case is said to be the \(\beta\)-continued fraction. We say that a real number \(\beta > 1\) has the Continued Fraction Finiteness property (CFF) if every element of \(\mathbb{Q}(\beta)\) has a finite \(\beta\)-continued fraction expansion. We say that \(\beta > 1\) has the Continued Fraction
Periodicity property (CFP) if every element of $\mathbb{Q}(\beta)$ has either finite or eventually periodic $\beta$-continued fraction expansion.

Note that properties (CFF) and (CFP) could be studied also for other sets $M$.

**Remark 5.4.** If $\beta \in \mathbb{N}$, then $\mathbb{Z}_\beta = \mathbb{Z}$ and the $\beta$-continued fraction expansion is the classical regular continued fraction expansion; this implies that integer $\beta$'s satisfy (CFF).

**Remark 5.5.** Let $\beta > 1$ and $\xi > 0$. If the regular continued fraction expansion of $\xi$ only involves partial quotients strictly smaller than $[\beta]$, then it coincides with the $\beta$-continued fraction expansion of $\xi$.

Based on the above remark, any sequence of integers in $\{1, 2, \ldots, [\beta] - 1\}$ is a $\beta$-continued fraction expansion of a real number $x$. In general, however, not any sequence of $\beta$-integers will occur as some $\beta$-continued fraction expansion. The following statement describes a sequence of partial quotients in $\mathbb{Z}_\beta$ which is not admissible in a $\beta$-continued fraction expansion.

**Lemma 5.6.** Let $\beta > 1$ satisfy $\beta - [\beta] \leq \beta^{-1}$. Let $a_i, a_{i+1}$ be two consecutive partial quotients in the $\beta$-continued fraction expansion of a real number $\xi$. If $a_i = [\beta]$, then $a_{i+1} \geq \beta$.

**Proof.** If $a_i = [\xi_i]_{Z_\beta} = [\beta]$, then $[\beta] < \xi_i < \beta$. Thus $\xi_{i+1} = (\xi_i - [\beta])^{-1} > (\beta - [\beta])^{-1} = \beta$. □

In what follows we will study property (CFF) in quadratic fields. For quadratic Pisot units $\beta$, the set of all rules for admissibility of strings of partial quotients is given in [FMW19]. Let us mention that similar study can be found already in [Kol11]. In Lemma 5.6 we have cited only the rule which will be needed later.

6. Properties of $\beta$-Continued Fractions for Quadratic Numbers

We aim to characterize which quadratic integers have properties (CFF) and (CFP). We will apply the general results of Section 3 to the set $M = \mathbb{Z}_\beta$ defined above. In view of Remark 5.5, it is clear that results on the classical regular continued fractions can have implications on $\beta$-continued fractions for $\beta$ big enough. In this spirit, the following proposition shows that (CFF) property among quadratic numbers is rather rare.

**Proposition 6.1.** For every real quadratic field $K$ there is a positive bound $m_K > 1$ such that no irrational number $\beta > m_K$ in $K$ has property (CFF). In particular in a given real quadratic field $K$ only finitely many Perron numbers can have property (CFF).

**Proof.** Let $\xi \in K \setminus \mathbb{Q}$. The regular continued fraction expansion of $\xi$ is eventually periodic. Denote by $c$ the maximum of the partial quotients appearing in the periodic part. Let $\beta > c + 1$ be an element of $\mathcal{O}_K \setminus \mathbb{Z}$. Then $\beta$ does not have (CFF), because by Remark 5.5 the complete quotient of $\xi$ defined by the purely periodic tail does not have a finite $\beta$-continued fraction expansion. We can thus take $m_K = c + 1$. □
The matter of studying continued fractions with small partial quotients is already very complicated for the classical regular continued fractions. In [McM09], where he studies the issue under the point of view of dynamics and geodesics on arithmetic manifolds, McMullen poses the following problem:

**Problem** ([McM09, p.22]). Does every real quadratic field contain infinitely many periodic continued fractions with partial quotients equal to 1 or 2?

Mercat conjectures an affirmative answer to a weaker version of this problem:

**Conjecture 6.2** ([Mer13, Conjecture 1.6]). Every real quadratic field contains a periodic continued fraction with partial quotients equal to 1 or 2.

**Remark 6.3.** If \( K = \mathbb{Q}(\sqrt{d}) \), then standard estimates on the continued fraction expansion of \( \lfloor \sqrt{d} \rfloor + \sqrt{d} \) imply that for the constant \( m_K \) of Proposition 6.1, we can take \( m_K = 2 \lfloor \sqrt{d} \rfloor + 1 \), see [Mer13, Proposition 7.11].

If Mercat’s Conjecture is true, we can take \( m_K = 3 \) for all quadratic fields \( K \).

### 6.1. Pisot numbers and Perron numbers.

Bernat [Ber06] showed that the golden ratio \( \varphi = \frac{1}{2}(1 + \sqrt{5}) \) has property (CFF) and asked whether other quadratic Pisot numbers with (CFF) could be found. The quadratic Pisot numbers can be characterized as the larger roots of one of the polynomials with integer coefficients

\[
X^2 - aX - b, \ a \geq b \geq 1, \quad X^2 - aX + b, \ a \geq b + 2 \geq 3.
\]

The golden ratio \( \varphi \) with minimal polynomial \( x^2 - x - 1 \) is the smallest among quadratic Pisot numbers.

We consider the more general quadratic Perron numbers. It is not difficult to see that these are the larger roots of the polynomials

\[
X^2 - aX - b, \ a \geq 1, \text{ such that } a^2 + 4b > 0, \sqrt{a^2 + 4b} \notin \mathbb{Q}.
\]

In view of Remark 6.3, we will focus on quadratic Perron numbers smaller than 3.

An intermediate step towards establishing property (CFF) is formulated in the following statement, which is a special case of Theorem 3.1.

**Theorem 6.4.** Let \( \beta \) be a quadratic Perron number. Then the \( \beta \)-continued fraction of any \( \xi \in \mathbb{Q}(\beta) \) contains at most finitely many partial quotients in \( \mathbb{Z}_{\beta} \setminus \mathbb{Z} \) and thus it is either finite or eventually periodic with all partial quotients in the period being rational integers.

In particular, quadratic Perron numbers satisfy (CFP).

**Proof.** It suffices to check that the assumptions of Theorem 3.1 are satisfied if the \( \beta \)-continued fraction expansion of \( \xi \) is not finite. This is shown by item (i) of Lemma 5.1. By Theorem 3.1, the partial quotients in the period belong to \( \mathbb{Z} \) or \( \sqrt{D} \mathbb{Z} \). The second possibility is however not possible, again by item (i) of Lemma 5.1.

We apply Theorem 6.4 to establish (CFF) for the four smallest quadratic Perron numbers. Note that Bernat [Ber06] showed the statement for \( \varphi \) by completely different methods.
**Theorem 6.5.** The four Perron numbers

\[
\varphi = \frac{1 + \sqrt{5}}{2}, \quad 1 + \sqrt{2}, \quad \frac{1 + \sqrt{13}}{2}, \quad \frac{1 + \sqrt{17}}{2}
\]

have property (CFF).

**Proof.** Let \( \beta \) be one of the four Perron numbers above. From Theorem 6.4 we derive that the \( \beta \)-continued fraction expansion of any \( \xi \in \mathbb{Q}(\beta) \) is either finite, or eventually periodic, with the partial quotients appearing in the period being integers smaller than \( \beta \).

If \( \beta = \varphi \), then the only possible periodic tail is \([1]\), but by Lemma 5.6 it is not an admissible \( \varphi \)-continued fraction expansion.

If \( \beta \) is one of the other three values appearing in the statement, then \( 2 < \beta < \frac{18}{7} \) and the partial quotients in a periodic tail belong necessarily to \( \{1, 2\} \).

Assume that the period contains at least one partial quotient equal to 1 and one equal to 2. Up to replacing \( \xi \) by one of its complete quotients, we can assume that the \( \beta \)-continued fraction expansion of \( \xi \) begins with \([2, 1, a_2, \ldots]\), so that, writing \( \xi_3 \) for the third complete quotient, we have

\[
\xi = [2, 1, a_2, \xi_3] = 2 + \frac{1}{1 + \frac{1}{a_2 + \frac{1}{\xi_3}}} = \frac{3a_2\xi_3 + 2\xi_3 + 3}{a_2\xi_3 + \xi_3 + 1},
\]

where \( a_2 \in \{1, 2\} \) and \( 1 < \xi_3 < 3 \). This rational expression is easily seen to be strictly increasing with \( a_2 \) and strictly decreasing with \( \xi_3 \), so we have that \( \xi > \frac{18}{7} > \beta \); this is a contradiction, because then the expansion would not start with a 2.

The only possible periodic tails are therefore \([1]\) = \( \frac{1 + \sqrt{5}}{2} \) and \([2]\) = \( 1 + \sqrt{2} \). The first possibility is excluded because \( \varphi \not\in \mathbb{Q}(\beta) \); for the same reason, the second possibility could only occur if \( \beta = 1 + \sqrt{2} \), and in this case Lemma 5.6 again shows that \([2]\) cannot be a \( \beta \)-continued fraction expansion.

We conclude that every \( \xi \in \mathbb{Q}(\beta) \) has a finite \( \beta \)-continued fraction expansion. \( \square \)

**Remark 6.6.** Notice that the first three numbers in the statement of Theorem 6.5 satisfy the hypothesis of Lemma 5.6. This allows, in the proof of the theorem, to argue that the periodic tails cannot contain any partial quotient equal to 2, which leads to a quicker conclusion. However, this argument does not work for \( \beta = \frac{1 + \sqrt{17}}{2} \). For example

\[
\frac{164 + 65\sqrt{17}}{251} = [1, 1, 2, 1, 1, 2, 2, 2, 2]
\]

is a number whose classical continued fraction expansion is periodic and uses only partial quotients equal to 1 and 2; but this is not its \( \beta \)-expansion, which is

\[
\frac{164 + 65\sqrt{17}}{251} = [1, 1, \beta, 2\beta^3 + \beta^2 + 1, \beta^3 + \beta + 1, 2, \beta + 1].
\]
Corollary 6.7. The Perron numbers

\[ \varphi = \frac{1 + \sqrt{5}}{2}, \quad 1 + \sqrt{2}, \quad \frac{1 + \sqrt{13}}{2}, \quad \frac{1 + \sqrt{17}}{2} \]

are the only quadratic Perron numbers smaller than 3 having property (CFF).

Assuming Mercat’s Conjecture 6.2, they are the only quadratic Perron numbers with property (CFF).

Proof. Table 1 gives a full list of quadratic Perron numbers smaller than 3.

| \( \beta \)              | Approximate value | Minimal polynomial | Pisot unit | (CFF) |
|------------------------|-------------------|--------------------|------------|-------|
| \( \frac{1}{2}(1 + \sqrt{5}) \) | 1.618033988...   | \( x^2 - x - 1 \) | yes        | yes   |
| \( \frac{1}{2}(1 + \sqrt{13}) \) | 2.302775637...   | \( x^2 - x - 3 \) | no         | yes   |
| 1 + \sqrt{2}          | 2.414213562...   | \( x^2 - 2x - 1 \) | yes        | yes   |
| \( \frac{1}{2}(1 + \sqrt{17}) \) | 2.561552812...   | \( x^2 - x - 4 \) | no         | yes   |
| \( \frac{1}{2}(3 + \sqrt{5}) \) | 2.618033988...   | \( x^2 - 3x + 1 \) | yes        | no    |
| 1 + \sqrt{3}          | 2.732050807...   | \( x^2 - 2x - 2 \) | no         | no    |
| \( \frac{1}{2}(1 + \sqrt{21}) \) | 2.791287847...   | \( x^2 - x - 5 \) | no         | no    |

Table 1. Quadratic Perron numbers smaller than 3.

Theorem 6.5 shows that the first four of them have property (CFF). The following counterexamples, which can be respectively shown to be \( \beta \)-continued fraction expansions for the last three values of \( \beta \) in the list, show that these values do not have property (CFF):

\[
\left[1\right] = \frac{1 + \sqrt{5}}{2},
\]

\[
\left[1, 1, 1, 1, 1, 1, 1, 2, 1, 1, 2, 1, 2, 1, 1, 1, 2, 2 \right] = \frac{11055 + 10864\sqrt{3}}{18471},
\]

\[
\left[1, 1, 1, 2, 1, 2, 1, 2, 2, 2, 1, 1, 1, 2, 2 \right] = \frac{117 + 44\sqrt{21}}{202}.
\]

According to Remark 6.3, under Mercat’s Conjecture 6.2 no other quadratic Perron number can have property (CFF).

\[ \square \]

Remark 6.8. Refuting (CFF) for quadratic integers bigger than 3 depends on the validity of Mercat’s Conjecture. However, for the subclass of quadratic Pisot units, we can provide explicit examples of bases \( \beta \) for which we can disprove property (CFF). In this way we are able to determine unconditionally that the only quadratic Pisot units with property (CFF) are \( \frac{1}{2}(1 + \sqrt{5}) \) and \( 1 + \sqrt{2} \). The examples of infinite \( \beta \)-continued fractions in the field \( \mathbb{Q}(\beta) \) for other quadratic Pisot units \( \beta \) are the following:

- \( \beta > 1 \), root of \( X^2 - mX - 1 \), \( m \geq 3 \):
m even:
\[
\left[\frac{(m-2)/2,1,1}{1}\right] = \frac{m-2 + \sqrt{m^2 + 4}}{4} = \frac{\beta - 1}{2} \in \mathbb{Q}(\beta),
\]

m odd, \(m \geq 5\):
\[
\left[\frac{(m-3)/2,(m+1)/2,3,1}{1}\right] = \frac{m^2 - 3m - m + m\sqrt{m^2 + 4}}{4m+6} \in \mathbb{Q}(\beta),
\]

\(- m = 3:\)
\[
\left[1, 1, 2, 2, 2\right] = \frac{11 + 5\sqrt{13}}{17} \in \mathbb{Q}(\sqrt{13}).
\]

• \(\beta > 1\), root of \(X^2 - mX + 1\), \(m \geq 3\):
\[
\left[1, m-2\right] = \frac{m-2 + \sqrt{m^2 - 4}}{2(m-2)} \in \mathbb{Q}(\beta).
\]

This last example was already given in [Kol11].

6.2. Square roots. The simplest example of a non-Perron quadratic integer is an irrational square root of a rational integer \(D\), i.e. \(\beta = \sqrt{D} \notin \mathbb{Q}\). Such \(\beta\) satisfies \(\beta' = -\beta\). For the study of finiteness and periodicity of \(\beta\)-continued fractions in this case we apply results of Section 3.

**Theorem 6.9.** Let \(D\) be a positive integer with irrational square root. Denote \(\beta = \sqrt{D}\). Then \(\beta\) satisfies (CFP) and, under Mercat’s conjecture, does not satisfy (CFF).

**Proof.** The fact that \(\beta = \sqrt{D}\) satisfies (CFP) follows from Theorem 3.1 with the use of Lemma 5.1 item (iv). Let us now focus on property (CFF). Assuming the Mercat’s conjecture, we only need to check \(\beta \in \{\sqrt{2}, \sqrt{3}, \sqrt{5}, \sqrt{6}, \sqrt{7}, \sqrt{8}\}\). To disprove (CFF) in these cases it suffices to consider periodic \(\beta\)-continued fractions
\[
\left[4\sqrt{2}\right] = 3 + 2\sqrt{2}, \quad \left[8\sqrt{6}, 2\sqrt{6}\right] = 2(5 + 2\sqrt{6}),
\]
\[
\left[3, 4\right] = \frac{3 + 2\sqrt{3}}{2}, \quad \left[\sqrt{7}, 2\sqrt{7}\right] = \frac{3 + \sqrt{7}}{2},
\]
\[
\left[32\sqrt{5}, 2\sqrt{5}\right] = 16(9 + \sqrt{5}), \quad \left[2\sqrt{8}\right] = 3 + \sqrt{8}.
\]

6.3. Non-Perron quadratic integers with positive conjugate. Consider now as base \(\beta\) a quadratic integer which is not Perron, so that Theorem 3.1 may no longer be applied. We are nevertheless able to obtain information on the \(\beta\)-continued fractions by other means. We will show that neither (CFF) nor (CFP) hold by showing the existence of elements in the quadratic field \(\mathbb{Q}(\beta)\) with aperiodic infinite \(\beta\)-continued fraction expansion.

**Theorem 6.10.** Let \(\beta > 1\) be a quadratic integer with conjugate \(\beta'\) satisfying \(\beta' > \beta\). Then each \(\xi \in \mathbb{Q}(\beta)\), such that \(\xi > \beta\) and \(\xi' \in (-1,0)\), has an aperiodic \(\beta\)-continued fraction expansion.

In particular, \(\beta\) satisfies neither (CFF) nor (CFP).
The first step towards the proof is an application of the algebraic argument in Proposition 3.3.

**Proposition 6.11.** Let $\beta > 1$ be a quadratic integer such that $\beta' > \beta$. Let $\xi$ be an element in $\mathbb{Q}(\beta)$ whose $\beta$-continued fraction expansion is eventually periodic. Then the period consist only of partial quotients in $\{1, \ldots, [\beta]\}$.

**Proof.** Assume (replacing it by a complete quotient if needed) that $\xi = [a_0, \ldots, a_n]$ is the purely periodic $\beta$-continued fraction expansion of an element in $\mathbb{Q}(\beta)$. Then by Proposition 3.3, for $x = p_n + q_{n-1}$ we have that $x' = \pm x$.

Recall now that $p_n, q_{n-1}$ arise from the continuants, and thus also $x$ is a polynomial with positive coefficients in the partial quotients $a_0, \ldots, a_n$. By item (ii) of Lemma 5.1, for each partial quotient $a_i$ in $\mathbb{Z}_+ \setminus \{1, \ldots, [\beta]\}$, its image $a'_i$ satisfies $a'_i > a_i$. We obtain that $x' \neq \pm x$ unless all partial quotients appearing in the period belong to $\{1, \ldots, [\beta]\}$, thus proving the statement. \(\square\)

**Remark 6.12.** Let $\beta$ be a quadratic integer. Notice that $|\beta - \beta'|$ is at least one, because it is equal to the absolute value of the square root of the discriminant of the minimal polynomial of $\beta$.

**Proof of Theorem 6.10.** First notice that if $\xi'_l \in (-1, 0)$, then $\xi'_{l+1} = -\frac{1}{\xi'_l a'_l} \in (-1, 0)$ because $a'_l \geq 1$. Thus the $\beta$-continued fraction expansion of any $\xi \in \mathbb{Q}(\beta)$ with $\xi' \in (-1, 0)$ is infinite.

Next we prove that if $\xi$ has eventually periodic $\beta$-continued fraction, then it is in fact purely periodic. Then, by Proposition 6.11, all its partial quotients belong to $\{1, \ldots, [\beta]\}$. However, $a_0 = [\xi]_\beta \geq \beta$, which gives a contradiction.

To show pure periodicity of the $\beta$-continued fraction of $\xi$ we argue as in the characterization of purely periodic classical continued fractions. Assume that $\xi$ has an eventually periodic $\beta$-continued fraction expansion. Take $k < l$ to be the minimal indices such that $\xi_k = \xi_l$. Then we either have $k = 0$ and the proof is finished, or $k > 0$ and we have $\xi'_k = a'_{k-1} + \frac{1}{\xi_k} \in (-1, 0)$, which implies

$$-1 + \frac{1}{\xi'_k} < a'_{k-1} < \frac{1}{\xi'_k}. \quad (13)$$

By Remark 6.12, we have $|\beta'| > |\beta|$, and therefore by item (ii) of Lemma 5.1, the distances between the conjugates $x', y'$ of $\beta$-integers $x, y$ are at least one. Consequently, $(13)$ defines $a'_{k-1} = a'_{l-1}$ uniquely. Thus

$$\xi_{k-1} = a_{k-1} + \frac{1}{\xi_k} = a_{l-1} + \frac{1}{\xi_l} = \xi_{l-1},$$

which contradicts the minimality of indices $k, l$. \(\square\)

**Remark 6.13.** Let us mention that in refuting (CFF) for $\beta$ with $\beta' > \beta$ we did not use Mercat’s conjecture. Another interesting fact to mention is that the infinitely many elements of $\mathbb{Q}(\beta)$ with aperiodic $\beta$-continued fraction expansion found in Theorem 6.10 belong to the family of numbers with purely periodic regular continued fraction.
6.4. Non-Perron quadratic integers with negative conjugate. It remains to treat the case when \( \beta > 1 \) is a quadratic integer such that \( \beta' < -\beta \). These \( \beta \)'s are the positive irrational roots of the polynomials of the shape

\[
X^2 + bX - c, \quad \text{where } b \geq 1 \text{ and } c \geq b + 2 \text{ are integers.}
\]

Notice that in this case \( \beta' = -\beta - b \). Here the situation appears to be more complicated than in the other cases already treated. We shall prove the following statement.

**Theorem 6.14.** Let \( \beta > 1 \) be a root of (14) with \( b \geq 4 \), i.e. \( \beta \) is a quadratic integer with conjugate \( \beta' \) satisfying \( \beta' \leq -\beta - 4 \). Let \( \xi \in \mathbb{Q}(\beta) \) be such that \( \xi' \in (-1, 0) \). Then \( \xi' \) does not have a finite \( \beta' \)-expansion.

In particular, \( \beta \) does not satisfy property (CFF).

**Lemma 6.15.** Let \( b \geq 1 \) be integers and assume that \( \beta' = -\beta - b \). Then the function

\[
F(k) = \beta^{2k+1} + \lfloor \beta \rfloor \sum_{i=0}^{k} \beta^{2i}, \quad k \geq 0,
\]

is decreasing with \( k \), and the function

\[
G(k) = \beta^{2k} + \lfloor \beta \rfloor \sum_{i=0}^{k-1} \beta^{2i+1}, \quad k \geq 1,
\]

is increasing with \( k \).

**Proof.** We see that

\[
F(k+1) - F(k) = \beta^{2k+1} \left( \beta^2 - 1 + \lfloor \beta \rfloor \beta' \right)
\]

\[
G(k+1) - G(k) = \beta^{2k} \left( \beta^2 - 1 + \lfloor \beta \rfloor \beta' \right).
\]

But \( \lfloor \beta \rfloor \leq \beta \), which implies that

\[
\beta^2 + \lfloor \beta \rfloor \beta' - 1 \geq \beta^2 + \beta \beta' - 1 = (\beta + b) b - 1 > 1,
\]

which completes the proof. \( \square \)

**Proposition 6.16.** Assume that \( \beta' \leq -\beta - 4 \). Then for every non-zero \( x \in \mathbb{Z}_\beta^+ \) we have that either \( x = 1 \), or \( x' \geq 2 \), or \( x' < -4 \).

**Proof.** Write \( \beta' = -\beta - b \), for \( b \geq 4 \) an integer. Let \( x = \sum_{i=0}^{n} x_i \beta^i \in \mathbb{Z}_\beta^+ \). Assume first that the highest power of \( \beta \) appearing in \( x \) is even. If this power is 0 then \( x \in \{1, \ldots, \lfloor \beta \rfloor \} \), so \( x' = 1 \) or \( x' \geq 2 \). Otherwise, write \( n = 2k \) with \( k \geq 1 \). Then

\[
x' = \sum_{i=0}^{n} x_i \beta^i \geq \beta^{2k} + \lfloor \beta \rfloor \sum_{i=0}^{k-1} \beta^{2i+1} \geq \beta^2 + \lfloor \beta \rfloor \beta' \geq \beta' (\beta' + \beta) = (\beta + b) b \geq 2,
\]

where the second inequality follows from Lemma 6.15. Similarly, if the highest power appearing in \( x \) is \( n = 2k + 1 \) odd, we have

\[
x' = \sum_{i=0}^{n} x_i \beta^i \leq \beta^{2k+1} + \lfloor \beta \rfloor \sum_{i=0}^{k} \beta^{2i} \leq \beta' + \lfloor \beta \rfloor = \lfloor \beta \rfloor - \beta - b < -b \leq -4. \quad \square
\]
Proof of Theorem 6.14. By the previous proposition, we have that the conjugate of any partial quotient is either equal to 1, or is at least 2, or at most \(-4\). This allows us to track the position of the conjugates of the complete quotients, and to check that they never become zero. From the relation \(\xi_{k+1} = 1/(\xi_k - a_k)\), we can derive the following list of implications which is graphically represented in Figure 1.

1. if \(\xi'_k \in (-1, 0)\), then
   (a) \(a'_k \geq 1 \implies \xi'_{k+1} \in (-1, 0)\)
   (b) \(a'_k \leq -3 \implies \xi'_{k+1} \in (0, \frac{1}{2})\)
2. if \(\xi'_k \in (0, \frac{1}{2})\), then
   (a) \(a'_k \geq \frac{3}{2} \implies \xi'_{k+1} \in (-1, 0)\)
   (b) \(a'_k \leq -2 \implies \xi'_{k+1} \in (0, \frac{1}{2})\)
   (c) \(a_k = 1 \implies \xi'_{k+1} \in (-2, -1)\)
3. if \(\xi'_k \in (-2, -1)\), then
   (a) \(a'_k > 0 \implies \xi'_{k+1} \in (-1, 0)\)
   (b) \(a'_k \leq -4 \implies \xi'_{k+1} \in (0, \frac{1}{2})\)

Figure 1. Labeled graph representing the dynamics of the complete quotients in the \(\beta\)-continued fraction of \(\xi\).
sufficiently large $c$ we expect that property (CFP) holds. For intermediate values of $c$, we can find in $\mathbb{Q}(\beta)$ both elements with eventually periodic and aperiodic $\beta$-continued fraction expansion. For the smallest admissible values of $c \geq b + 2$, it is likely that all elements of $\mathbb{Q}(\beta)$ have either finite or aperiodic $\beta$-continued fraction expansion. The exact behaviour is yet to be investigated.

**Appendix A.**

Let us present here an alternative proof of the finiteness result in Theorem 3.1 which provides a better bound for the number of irrational partial quotients.

In the entire appendix, let $\xi = [a_0, a_1, \ldots]$ be an infinite continued fraction with the value in a quadratic field $K$, $a_n \in \mathcal{O}_K$ and $a_n \geq 1$ for all $n$. Let $d$ be the leading coefficient of the minimal polynomial of $\xi$ over $\mathbb{Z}$ (which we take to be positive). We will always denote by $x'$ the Galois conjugate of $x \in K$.

**Theorem A.1.** Assume that $|a'_n| < a_n$ for all $n$ such that $a_n \not\in \mathbb{Z}$. Then there are at most

$$36H(\xi)^2 \log H(\xi) + 9 \log(3)H(\xi)^2$$

irrational partial quotients, and therefore the given continued fraction is eventually periodic.

Before plunging into the proof, let us briefly recall why all rational numbers have a finite regular continued fraction expansion.

On one hand, continued fractions give very good rational approximations, and if $p/q$ is a convergent of a rational number $a/b$ then the majoration $|\frac{a}{b} - \frac{p}{q}| \leq \frac{1}{q^2}$ holds. On the other hand, rational numbers are badly approximated by other rational numbers and if $\frac{a}{b} \neq \frac{p}{q}$ then a minoration $|\frac{a}{b} - \frac{p}{q}| \geq \frac{|aq - bp|}{bq} \geq \frac{1}{bq}$ holds. The two inequalities taken together imply that for a fixed $a/b$ only finitely many distinct convergents $p/q$ may exist.
The same majoration also holds for any convergent continued fractions, as seen with (7), so in order to repeat the classical proof we need an argument of diophantine approximation to supply a minoration; this is given by the following proposition.

**Proposition A.2.** For all \( n \geq 0 \) the following inequality holds:
\[
\left| \frac{q'_n}{q_n} \right| \left| \xi' - \frac{p'_n}{q'_n} \right| > \frac{a_n}{d^2}.
\]

**Proof.** The quantity \( q_n \xi - p_n \) is not equal to zero because otherwise the expansion of \( \xi \) would be finite. As \( d \) is the leading coefficient of the minimal polynomial of \( \xi \) over \( \mathbb{Z} \), we see that \( d \xi \in \mathcal{O}_K \). Then the norm of \( d(q_n \xi - p_n) \) must be at least one in absolute value, because \( p_n \) and \( q_n \) are algebraic integers. So we have that
\[
1 \leq |N(d(q_n \xi - p_n))| = d^2 |q_n \xi - p_n| \cdot |q'_n \xi' - p'_n| < \frac{d^2}{a_n} \left| \frac{q'_n}{q_n} \right| \cdot \left| \xi' - \frac{p'_n}{q'_n} \right|,
\]
where the last inequality follows from (7). \( \square \)

As the euclidean absolute value over \( \mathbb{Q} \) splits into two archimedean absolute values over the quadratic number field \( K \), our minoration involves both the convergents \( p/q \) and their conjugates \( p'/q' \). The conjugates \( p' \) and \( q' \) obey the same recurrence relations as \( p \) and \( q \), with the partial quotients replaced by their conjugates. These conjugates however need not be bounded away from 0, or even be positive, and we cannot guarantee in general that the ratio \( p'/q' \) will converge to some value. In order to proceed with the proof we need a way of controlling their growth, which we will do through an accurate analysis of the recurrences (1).

We further state here two easily-checked remarks, which we will use in the proof below:

**Remark A.3.** Let \( 0 < A < B \) be real numbers. The function \( f(x) = \frac{A + x}{B + x} \) is strictly increasing on \( (0, +\infty) \).

**Remark A.4.** Let \( (\alpha_n)_{n \geq 0} \) satisfy a linear recurrence of order two. Then for every \( n \geq 0 \), \( \alpha_n = f_n \alpha_1 + g_n \alpha_0 \), where \( (f_n)_{n \geq 0} \), \( (g_n)_{n \geq 0} \) satisfy the same linear recurrence with initial conditions \( f_0 = g_1 = 0 \), \( f_1 = g_0 = 1 \).

**Lemma A.5.** Let \( (\alpha_n)_{n \geq 0} \), \( (\beta_n)_{n \geq 0} \) be two real sequences satisfying the same linear recurrence relation of order two
\[
(15) \quad x_n = r_n x_{n-1} + x_{n-2}, \quad n \geq 2,
\]
with \( r_i \geq 1 \), for \( i \geq 1 \), with initial conditions \( \alpha_1 > \beta_1 > 0 \), \( \alpha_0 = \beta_0 > 0 \). Then for all \( n \geq 3 \) we have
\[
\frac{\beta_n}{\alpha_n} < \frac{\beta_1 + \beta_0}{\alpha_1 + \alpha_0}.
\]

**Proof.** Let \( (f_n)_{n \geq 0} \), \( (g_n)_{n \geq 0} \) be the sequences from Remark A.4 such that \( \alpha_n = f_n \alpha_1 + g_n \alpha_0 \), \( \beta_n = f_n \beta_1 + g_n \beta_0 = f_n \beta_1 + g_n \alpha_0 \). Since \( (f_n)_{n \geq 0} \), \( (g_n)_{n \geq 0} \) satisfy (15), they are
both positive sequences for \( n \geq 2 \). By induction, with the use of \( r_i \geq 1 \), one can show that \( g_n < f_n \) for \( n \geq 3 \). Using Remark A.3, we then have
\[
\frac{\beta_n}{\alpha_n} = \frac{f_n \beta_1 + g_n \beta_0}{f_n \alpha_1 + g_n \alpha_0} < \frac{f_n \beta_1 + f_n \beta_0}{f_n \alpha_1 + f_n \alpha_0} = \frac{\beta_1 + \beta_0}{\alpha_1 + \alpha_0},
\]
where we have used that \( \alpha_0 = \beta_0 \).

We now prove a proposition which allows to compare recurrent sequences of the shape (1). We will apply it to the sequences \((p_n)_n, (q_n)_n\) and their conjugates.

**Proposition A.6.** Let \((a_n)_{n \geq 0}\) be a sequence of positive reals and \((b_n)_{n \geq 0}\) be a sequence of complex numbers such that \(a_n \geq 1\) and \(|b_n| \leq a_n\) for every \(n \geq 0\).

Let \((s_n), (t_n)\) satisfy for every \(n \geq 0\)
\[
\begin{align*}
s_n &= a_n s_{n-1} + s_{n-2}, \quad s_{-1} = t_{-1} > 0 \\
t_n &= b_n t_{n-1} + t_{n-2}, \quad s_{-2} = t_{-2} = 0.
\end{align*}
\]
Let \(0 < C < 1\) and \(r_n = \#\{0 \leq k \leq n \mid |b_k| < Ca_k\}\). Then for all \(n \geq 4\) we have
\[
\frac{|t_n|}{s_n} \leq \left(\frac{C + 2}{3}\right)^{r_{n-3}}.
\]

In particular, if \(\frac{|b_k|}{a_k} < C\) for infinitely many \(k \in \mathbb{N}\), then
\[
\lim_{n \to +\infty} \frac{t_n}{s_n} = 0.
\]

**Proof.** Let us define for each \(k \in \mathbb{N}\) an auxiliary sequence \((\gamma^{(k)})_n\) as follows,
\[
\begin{align*}
\gamma^{(k)}_{-2} &= 0, & \gamma^{(k)}_{-1} &= s_{-1}, \\
\gamma^{(k)}_n &= |b_n| \gamma^{(k)}_{n-1} + \gamma^{(k)}_{n-2}, & \text{for } 0 \leq n < k, \\
\gamma^{(k)}_n &= a_n \gamma^{(k)}_{n-1} + \gamma^{(k)}_{n-2}, & \text{for } n \geq k.
\end{align*}
\]
Clearly each sequence \((\gamma^{(k)})_n\in\mathbb{N}\) is strictly increasing for \(n \geq 0\) and we also have
\[
|t_n| = \gamma^{(n+1)}_n \leq \ldots \leq \gamma^{(k+1)}_n \leq \gamma^{(k)}_n \leq \ldots \leq \gamma^{(0)}_n = s_n \quad \text{for every } n \in \mathbb{N}.
\]

Moreover, we have \(\gamma^{(k+1)}_n = \gamma^{(k)}_n\) for \(n = 0, \ldots, k - 1\), and if \(|b_k| < a_k\), then \(\gamma^{(k+1)}_k < \gamma^{(k)}_k\).

Now consider a fixed index \(k \geq 2\) such that \(\frac{|b_k|}{a_k} < C\). We will show that there exists a constant \(K < 1\) such that
\[
\frac{\gamma^{(k+1)}_n}{\gamma^{(k)}_n} < K \quad \text{for every } n \geq k + 2.
\]

We will apply Lemma A.5 with \(\alpha_n = \gamma^{(k)}_{k+n-1}, \beta_n = \gamma^{(k+1)}_{k+n-1}\) for \(n \geq 0\). These sequences satisfy the same recurrence with \(r_n = a_{k+n-1}\), and the assumptions \(\alpha_1 > \beta_1 > 0\), \(\alpha_0 = \beta_0 > 0\) on initial conditions are satisfied.
For all \( n \geq k + 2 \) we obtain
\[
\frac{\gamma_n^{(k+1)}}{\gamma_n^{(k)}} = \frac{\beta_n \alpha_k + \beta_0}{\alpha_n \alpha_k + \alpha_0} = \frac{\gamma_k^{(k+1)} + \gamma_k^{(k)}}{\gamma_k^{(k)} + \gamma_k^{(k-1)}} = \frac{|b_k| \gamma_k^{(k+1)} + \gamma_k^{(k-1)}}{a_k \gamma_k^{(k)} + \gamma_k^{(k-1)}} =
\]
\[
= \frac{(|b_k| + 1) \gamma_k^{(k+1)} + \gamma_k^{(k-1)}}{(a_k + 1) \gamma_k^{(k)} + \gamma_k^{(k-1)}} = \frac{|b_k| + 1 + \gamma_k^{(k-2)}}{a_k + 1 + \gamma_k^{(k-2)}},
\]
where we have used that \( \gamma_k^{(k+1)} = \gamma_k^{(k)} \). Since the sequences \( \gamma_n^{(j)} \) are strictly increasing, we derive by Remark A.3 that
\[
\frac{\gamma_n^{(k+1)}}{\gamma_n^{(k)}} < \frac{|b_k| + 2}{a_k + 2} = \frac{|b_k|}{a_k} + \frac{2}{a_k} \leq \frac{|b_k|}{a_k} + \frac{2}{3} < C + \frac{2}{3} =: K,
\]
where we use again Remark A.3 with the fact that \( a_k \geq 1 \) and \( k \) is such that \( \frac{|b_k|}{a_k} < C \). Since \( C < 1 \), also \( K < 1 \), which shows (17) is true.

By (16) and (17), for any \( k \geq 2 \) and \( n \geq k + 2 \), we have
\[
\frac{|t_n|}{s_n} \leq \frac{\gamma_n^{(k)}}{\gamma_n^{(0)}} = \frac{\prod_{j=0}^{k-1} \gamma_n^{(j+1)}}{\prod_{j=0}^{k-1} \gamma_n^{(j)}} \leq \prod_{j=0}^{k-1} K_j,
\]
where \( K_j = K \) for \( j \) such that \( \frac{|b_j|}{a_j} < C \) and \( K_j = 1 \) otherwise. Thus for every \( n \geq 4 \),
\[
0 \leq \frac{|t_n|}{s_n} \leq \prod_{j=0}^{n-3} K_j = K^{r_{n-3}}.
\]

If \( r_n \) tends to infinity with \( n \), we obtain \( \lim_{n \to \infty} \frac{|t_n|}{s_n} = 0. \)

We are now ready for the final part of the argument.

Proof of Theorem A.1. We first show that if \( |a_n'| < a_n \) for every irrational partial quotient \( a_n \), then there exists a constant \( 0 < C < 1 \) such that for all \( n \geq 0 \) with \( a_n \notin \mathbb{Z} \) we have \( \frac{|a_n'|}{a_n} \leq C \).

Since \( |a_n'| \leq a_n \) for all \( n \geq 0 \), by Proposition 3.2 the partial quotients satisfy \( a_n \leq 3H(\xi)^2 \). Since \( a_n, a_n' \) are algebraic integers, the quantities \( a_n + a_n' \) and \( a_n - a_n' \) are in \( \mathbb{Z} \cup \sqrt{D} \mathbb{Z} \), so that \( a_n - a_n' \geq 1 \) whenever it is not equal to 0. Dividing by \( a_n \) we see that
\[
\frac{|a_n'|}{a_n} \leq 1 - \frac{1}{a_n} \leq 1 - \frac{1}{3H(\xi)^2} =: C.
\]

We can now apply Proposition A.6 with \( (a_n')_n \) as the sequence \( (b_n)_n \) and \( (p_n)_n, (p_n')_n \) as the sequences \( (s_n)_n, (t_n)_n \). Analogously but shifting all indices by one, so that the initial conditions are verified, we can do it for \( (q_{n+1})_n, (q_{n+1}')_n \). Therefore for all \( n \geq 5 \) we have that
\[
\frac{|p_n'|}{p_n}, \frac{|q_n'|}{q_n} \leq \left( \frac{C + 2}{3} \right)^{r_{n-4}},
\]
where \( r_n = \# \{0 \leq k \leq n \mid a_k \notin \mathbb{Z} \} \).
This implies that
\[ \left| \frac{q'_n}{q_n} \right| \cdot |\xi' - \frac{p'_n}{q'_n}| \leq \left| \frac{q'_n}{q_n} \right| \left| \xi' \right| + \left| \frac{p'_n}{p_n} \right| \left| \frac{p_n}{q_n} \right| \leq \left( \frac{C + 2}{3} \right)^{r_{n-4}} (|\xi'| + |\xi| + 1). \]

On the other hand, by Proposition A.2
\[ \left| \frac{q'_n}{q_n} \right| \cdot \left| \xi' - \frac{p'_n}{q'_n} \right| > \frac{1}{d^2}, \]
so combining them we obtain
\[ \left( \frac{C + 2}{3} \right)^{r_{n-4}} < d^2 (|\xi'| + |\xi| + 1) \leq 3H(\xi)^4, \]
where the second inequality comes from Remark 2.3 and \(1 + a + b \leq 3 \sup(1, a) \sup(1, b)\) for all \(a, b \geq 0\).

Taking logarithms we obtain
\[ -r_{n-4} \log \left( 1 - \frac{1}{9H(\xi)^2} \right) < 4 \log H(\xi) + \log 3, \]
and remembering that \(\log(1 + x) \leq x\) for all \(x > -1\) we obtain
\[ r_{n-4} < 36H(\xi)^2 \log H(\xi) + 9 \log(3)H(\xi)^2. \]

Letting \(n\) go to infinity, this shows that the number of irrational partial quotients is finite and does not exceed the stated bound.

As soon as the tail of the expansion contains only positive integers, the classical theory of simple continued fractions and the fact that \(\xi\) lies in a quadratic field imply that the expansion is eventually periodic. □

Notice that, while this theorem gives a bound for the number of irrational partial quotients, it does not tell us where they are. In comparison, Theorem 3.1 shows that the irrational partial quotients can be effectively found. Nevertheless we wanted to include this appendix because the proof given here is self-contained, rather elementary, and gives a bound which is substantially lower than those alluded to in Remark 3.5, which rely on much more sophisticated techniques.
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