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Abstract
In this paper, the consensus of nonlinear multi-agent systems (MASs) is discussed, considering actuator fault and switching topology in the presence of communication noise. The actuator fault and communication noise are both considered to be random. The switching of the topologies is considered random as well. These issues are handled by Distributed Nonlinear Dynamic Inversion (DNDI), which is designed for Multi-Agent Systems (MASs) operation. The convergence proof with actuator fault is provided, which shows the robustness of the controller. The simulation results show that DNDI successfully dealt with the actuator fault and communication events simultaneously.
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Introduction
Multi-Agent Systems (MASs) is a useful platform to execute complex tasks like surveillance, search and rescue, delivery, fire-fight etc., which must be performed cooperatively, and the agents must achieve consensus among themselves. The information shared by the agents with its neighbour is utilised to compute the values of the consensus protocols. These protocols are designed using the different branches of control theory, considering the agent dynamics and communication topology. Many researchers have addressed the consensus problem in their work which can be identified in a few categories like flocking, formation control and synchronisation are some of the examples.

In a real-world scenario, the agents face difficulties to achieve the consensus among themselves. The difficulties occur due to 1. issues affecting the communication among the agents, 2. internal faults and 3. external disturbances. The most common issues associated with MASs communication are switching topology, noise and delay. The common internal fault is the actuator fault. The external disturbance occurs due to events in the operating environment like a wind gust. In this paper, we will restrict our discussion to switching topology, communication noise and actuator fault. A brief literature survey about these topics is presented in the following paragraphs.

The primary reasons behind the switching topology are, change in surroundings, limited communication range or link failure. A few examples of research papers that discussed switching topology while designing the consensus protocol are mentioned here. Wen et al. addressed the distributed consensus tracking problem for agents having Lipschitz-type node dynamics. The problem was formulated considering changing topology among followers. Kim et al. discussed the consensus problem for heterogeneous multi-agent systems. They considered the communication with probabilistic link failure and presented using a Bernoulli probability sequence. Ding et al. discussed the consensus problem of nonlinear multi-agent systems subjected to Markovian switching topologies. Liu et al. presented the leaderless consensus problem of MASs considering switching communication topology. Xia et al. described the leader-following consensus problem, and they considered switching topology in their study.

In addition to switching topology, communication noise creates difficulties to achieve the consensus. It is stochastic in nature and perturbs the agent information. Chen et al. proposed a mean square consensus protocol for MASs. In their study, they considered fixed communication topologies and channel noise. Wang et al.
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presented the consensus problem considering communication noises. The agent dynamics were linear. A consensus algorithm for multi-agent with noisy communication is proposed by Morita et al. \(^\text{11}\) Liu et al. \(^\text{12}\) studied the consensus of MASs, and the communication among them was subjected to noise.

There are papers where authors have studied the effect of switching topology and communication noise simultaneously. Kar et al. \(^\text{13}\) described the consensus of MASs, where they included communication link failures and channel noise in their study. Wang et al. \(^\text{14}\) presented the consensus of MASs subjected to both Markovian switching topologies and communication noise. Ming et al. \(^\text{15}\) presented the communication among the agents as Markovian switching topologies. They included stochastic communication noise as well. Li et al. \(^\text{16}\) presented the consensus of MASs, where the agent communication is subjected to Markovian switching along with communication noises. Also, necessary and sufficient conditions for the consensus are derived. In another work, \(^\text{17}\) the same authors considered random switching topologies in their study along with communication noise.

In addition to communication issues, the agents may experience faults during the execution of a complex mission, which results in failure. The consensus protocol should handle the fault such that the agents continue the mission with the fault. The controller should be robust enough to compensate for the effects of the faults. One primary requirement of fault-tolerant control is to ensure acceptable performance and desired safety and reliability. There exist a few papers which discussed the actuator faults in the consensus problem.

Saboori et al. \(^\text{18}\) proposed fault-tolerant consensus control for agents having linear dynamics. The distributed fault-tolerant consensus problem for uncertain linear multi-agent systems using the adaptive protocol is described by Ye et al. \(^\text{19}\) Qin et al. \(^\text{20}\) presented the consensus tracking problem of second-order nonlinear multi-agent systems (MAS) with disturbance and actuator fault using the sliding mode control. Wang et al. \(^\text{21}\) described the leader–follower consensus problem. They considered uncertain systems having nonlinear dynamics and actuator fault. Sakthivel et al. \(^\text{22}\) addressed the leaderless consensus problem for a class of continuous-time MASs. The agents are subjected to time-varying actuator faults. Trivedi et al. \(^\text{23}\) proposed a fault-tolerant consensus of nonlinear MASs. The authors consider communication topologies to be directed. They also considered communication noise and actuator faults. Wang et al. \(^\text{24}\) presented an adaptive consensus tracking control scheme. They considered high-order nonlinear agents having unknown time-varying actuator faults. Li et al. \(^\text{25}\) described the consensus problem for Lipschitz nonlinear multi-agent systems subject to actuator faults.

All of these papers implemented robust and adaptive controllers to handle the actuator fault. In this paper, we have implemented Nonlinear Dynamic Inversion (NDI) based distributed controller DNDI, \(^\text{26}\) which can handle the actuator faults. It also can address communication issues like switching topology and noise. The NDI is a robust state feedback nonlinear control law that can be used to design the fault-tolerant consensus protocol. A brief overview of NDI is presented in the following section.

Nonlinear Dynamic Inversion is regarded as a powerful tool that is useful to design controllers for nonlinear plants. The philosophy behind NDI is to use feedback linearisation theory to remove the nonlinearities in the plant. Also, the response of the closed-loop plant is similar to a stable linear system. There are many advantages to using an NDI controller. Some of them are closed-form control expression, easy mechanisation, global exponential stability, the inclusion of nonlinear kinematics in the plant inversion and minimisation of the need for individual gain tuning or gain scheduling.

Dynamic inversion is used to design controllers for many applications. Enns et al. \(^\text{27}\) implemented NDI to design a flight controller. A controller for autonomous landing of UAV was described by Singh et al. \(^\text{28}\) using NDI. Padhi et al. \(^\text{29}\) presented Partial Integrated Guidance and Control (PIGC) to describe reactive obstacle avoidance of UAVs using neuro-adaptive augmented dynamic inversion. A formation flying scheme is proposed by Mondal et al. \(^\text{30}\) where the NDI controller is used to track the desired attitude commanded by the leader. Caverly et al. \(^\text{31}\) used dynamic inversion to control the attitude of a flexible aircraft. Horn et al. \(^\text{32}\) presented a control design study using dynamic inversion. Lombaerts et al. \(^\text{33}\) solved an attitude control problem of a hovering quad tiltrotor eVTOL vehicle using an NDI controller.

The contribution in this paper is given as follows.

- In this paper, we have applied the NDI-based controller, DNDI, to solve nonlinear agents’ consensus problem with actuator fault. DNDI inherits all the advantages of NDI and designed for MASs operations.
- The convergence study of the controller with faults is presented. The mathematical details provide a solid theoretical base.
- The performance of the controller is evaluated, considering switching topology and communication noise. We have relaxed the restriction on the number of switching topologies. The user can scale it, as it is often in real cases. Also, switching and noise are considered random.

The rest of the paper is organised as follows. Preliminaries are given in Preliminaries. The problem description is given in section Problem Description. The mathematical details of the DNDI are shown in section Distributed Nonlinear Dynamic Inversion controller for Consensus of MASs. The convergent study is presented in section Convergence of DNDI in the presence of fault. The simulation results are discussed in section Results. Finally, the conclusion is given in section Conclusion.

**Preliminaries**

A brief description about the topics required for this work is discussed in this section.
Consensus of MASs

A general definition of the consensus of networked MASs can be given as follows.

Definition 1. Let us consider a MASs with \( N \) agents, where \( X_i \) (\( i = 1, 2, 3, \ldots, N \)) denotes the states of the \( i \)th agent. The MASs will achieve the consensus if \( \| X_i - X_j \| \to 0 \), \( \forall i \neq j \) as \( t \to +\infty \).

The objective of the consensus protocol is to minimise the consensus error in similar states of the agents by sharing information with its neighbours over the communication network, which is described by graph theory.

Graph theory. The communication topology is described using a weighted graph, given by \( G = \{ V, E \} \). The vertices are given by \( V = \{ v_1, v_2, \ldots, v_N \} \), which denote the agents. The edges is denoted by the set \( E \subseteq V \times V \) which represents the communication among the agents. The elements of weighted adjacency matrix \( A = [a_{ij}] \in \mathbb{R}^{N \times N} \) of \( G \) are \( a_{ij} > 0 \) if \( (v_i, v_j) \in E \), otherwise \( a_{ij} = 0 \). Since there is no self-loop, the adjacency matrix \( A \) has zero diagonal elements, that is, \( v_i \in V, a_{ii} = 0 \). The degree matrix can be given by \( D \in \mathbb{R}^{N \times N} = \text{diag}\{d_1, d_2, \ldots, d_N\} \), where \( d_i = \sum_{j \in V} a_{ij} \). The Laplacian matrix is written as \( L = D - A \). A graph with the property that \( a_{ij} = a_{ji} \) is said to be undirected graph. If any two nodes \( v_i, v_j \in V \), there exists a path from \( v_i \) to \( v_j \), then the graph is called a connected graph. In this paper, we suppose that the topology \( G \) of the network is undirected and connected.

Communication noise. The communication noise perturbs the information shared among the agents. Therefore, the perturbed information is received by \( i \)th agent from its neighbours. We present an additive noise model which shows how the noise is added to information shared by the agents with their neighbours. The perturbed information received by \( i \)th agent from \( j \)th neighbour \( j \in N_i \) can be given by \( \tilde{X}_{ij} = X_j + \sigma_{ij}q_{ij} \), where \( X_i, X_j \in \mathbb{R}^n \) are states, \( \sigma_{ij} \), \( i,j \in 1,2,\ldots,N \) are independent standard white noises, and \( \sigma_{ij} \) is the noise intensity. This model is considered in the simulation study.

Switching topology. The agents are subjected to switching topology. The switching of the topologies is assumed to be random. We have generated many topologies, which are basically the adjacency matrices. These topologies are generated using Algorithm 1.34 It can be mentioned that the number of topologies is not fixed and can be selected by the user.

Algorithm 1. Random topology generation

```plaintext
for \( k = 1 \) to \( N_p \) do
  for \( i = 1 \) to \( N \) do
    for \( j = 1 \) to \( N \) do
      \( x \leftarrow \) random number \( x \in (0, 1) \)
      if \( x > 0.5 \) then
        \( A_k(i, j) \leftarrow 1 \)
      else
        \( A_k(i, j) \leftarrow 0 \)
      end if
    end for
  end for
end for
```

Let us consider \( A_k \) as the \( k \)th topology, \( k = 1, 2, \ldots, N_p \), where \( N_p \) is the number of topologies. It can be observed that \( N_p \) adjacency matrices are generated, and they are square. The value of each element of these matrices is decided through a random variable \( x \). If the value appears \( x > 0.5 \), the \( A_k(i, j) = 1 \), otherwise \( A_k(i, j) = 0 \). The reason for selecting the threshold value of 0.5 is to obtain 0 and 1 with equal probability, but the threshold can be changed. It can be mentioned that all the graphs may not consist of a spanning tree. Therefore, the DNDI is evaluated considering this issue. At each time instant, one of the \( N_p \) topologies is selected randomly. The way to select the graph is given in Algorithm 2.

Algorithm 2. Selection of topology

```plaintext
for \( i = 1 \) to \( n \) do
  \( x \leftarrow \) random number \( x \in (0, 1) \)
  if \( x > 0.5 \) then
    \( ind \leftarrow \) random integer\([1, N_p]\)
    \( A_S \leftarrow A_{ind} \)
  else
    \( A_S \) remains same
  end if
end for
```

Let us consider \( A_S \) is the selected topology. The time instants are denoted by the variable \( i \). Similar to Algorithm 1, the switching is decided according to the value assigned to a random variable \( x \). The variable \( x \) is assigned a random value in the range between 0 and 1. If \( x \) is more than 0.5, a random integer \( ind \) in the range \( [1, N_p] \) is generated using the MATLAB function \( \text{random integer}([1, N_p]) \). Then, \( A_S \) is the topology corresponding to the integer \( ind \), that is, \( A_S = A_{ind} \). If the \( x \leq 0.5 \), the topology does not change.

Actuator fault

The fault model for \( i \)th agent is discussed in equation (1)

\[
U_{if} = (I - \beta_i)U_i
\]

where \( U_i \) is the desired control input of \( i \)th agent. \( U_{if} \) is the control obtained due to the actuator fault. \( I \in \mathbb{R}^{m \times m} \) is the identity matrix and \( \beta_i \in \mathbb{R}^{m \times n} \) is the fault severity diagonal matrix for \( i \)th agent. \( q_{ij} \) is \((i,j)\)th component of severity matrix. It represents the value of severity in \( j \)th actuator of \( i \)th agent.
Remark 1. It can be noted that the fault expression in equation (1) describes the fault free case if $\beta_i = 0$ is selected.

**Nonlinear dynamic inversion (NDI)**

NDI is an efficient technique for designing a feedback controller for nonlinear systems. The mathematical details of NDI are given in this section. Let us consider a class of affine nonlinear dynamics as follows

$$\dot{X} = f(X) + g(X)U$$  \hspace{1cm} (2)

$$Y = X$$  \hspace{1cm} (3)

where $X \in \mathbb{R}^n$, $U \in \mathbb{R}^m$ and $Y \in \mathbb{R}^p$ are state, control and the output, respectively. $f$ is a continuous and differentiable function that represents the intrinsic nonlinear dynamics.

**Assumption 1.** The system is perfectly known and the matrix $g(X)$ is invertible for all time.

The NDI controller aims to produce the control $U$ to make the output of the system, that is, $Y$, to track a bounded and smooth reference signal $Y^*$ with time $t$. The tracking error is written as follows

$$e = Y - Y^*$$  \hspace{1cm} (4)

The first order error dynamics is written as

$$\dot{e} + Ke = 0$$  \hspace{1cm} (5)

To achieve the convergence of the errors, the gain must be positive definite, that is, $K > 0$. The tracking error $e$ is substituted in equation (5) to obtain the control expression given below

$$U = (g(X))^{-1} \left[ -f(X) - K(Y - Y^*) + Y^* \right]$$  \hspace{1cm} (6)

**Assumption 2.** $g(X)$ is non-singular for all the time.

**Lemma**

The useful Lemmas are given here. **Lemma 1.** Let $\psi_1(t)$, $\psi_2(t)$ be continuous positive vector functions, by Cauchy inequality and Young’s inequality, there exists the following inequality

$$\psi_1(t)\psi_2(t) \leq \left\| \psi_1(t) \right\| \left\| \psi_2(t) \right\| \leq \frac{\left\| \psi_1(t) \right\|^2}{\lambda} + \frac{\left\| \psi_2(t) \right\|^2}{\gamma}$$  \hspace{1cm} (7)

where

$$\frac{1}{\lambda} + \frac{1}{\gamma} = 1$$

**Lemma 2.** Let $R(t) \in \mathbb{R}$ be a continuous positive function with bounded initial $R(0)$. If the inequality holds $R(t) \leq -\delta R(t) + \eta$ where, $\delta > 0$, $\eta > 0$, then the following inequality holds

$$R(t) \leq R(0)e^{-\delta t} + \frac{\delta}{\eta} \left(1 - e^{-\delta t}\right)$$  \hspace{1cm} (8)

**Problem.** In this paper, the objective is to design a consensus control for agents in MASs. There are $N$ agents. In this paper, the dynamics of the agents are the same as equations (2) and (3). The dynamics for $i^{th}$ agent are given by

$$\dot{X}_i = f(X_i) + g(X_i)U_i$$  \hspace{1cm} (9)

$$Y_i = X_i$$  \hspace{1cm} (10)

The state vector of $i^{th}$ agent is given by $X_i \in \mathbb{R}^n$. The output of $i^{th}$ agent is given by

$$Y_i = X_i \in \mathbb{R}^n$$  \hspace{1cm} (11)

The agents are assumed to be working in a randomly changing environment. We have considered the communication issues, switching topology and noise. Also, the random actuator fault is considered (discussed in section Preliminaries).

**Distributed nonlinear dynamic inversion (DNDI) controller for consensus of MASs**

The mathematical details of DNDI are presented in this section. In the case of consensus of agents, the reference states to $i^{th}$ agent in its neighbouring agents’ states. The error in states of $i^{th}$ agent (scalar agent dynamics) is given as follows

$$e_i = \frac{1}{\lambda} + \frac{1}{\gamma} = 1$$

where $j$ denotes the $j^{th}$ agent of $i^{th}$ agent’s neighbourhood $N_i$. The equation (12) is simplified as follows:

$$e_i = d_iX_i - a_iX$$  \hspace{1cm} (13)

where

$$d_i = \sum_j a_{ij} \in \mathbb{R}, \quad \lambda_i = [a_{i1} \ldots a_{iN}] \in \mathbb{R}^N$$

and

$$X = \begin{bmatrix} X_1 \\ X_2 \\ \vdots \\ X_N \end{bmatrix} \in \mathbb{R}^N$$

The error in equation (13) is written for state vector of $i^{th}$ agent, that is, $X_i \in \mathbb{R}^n$, $n \geq 1$ as

$$e_i = d_iX_i - \lambda_iX$$  \hspace{1cm} (14)

where $\lambda_i = (d_i \otimes I_n) \in \mathbb{R}^{n \times n}$, $\lambda_i = (a_{i1} \otimes I_n) \in \mathbb{R}^{n \times n}$, and $X \in \mathbb{R}^{nN}$. $I_n$ is $n \times n$ identity matrix. ‘$\otimes$’ denotes the Kronecker product. The Kronecker product of $A = [a_{ij}]$ and $B$ is given by

$$A \otimes B = [a_{ij}B] \quad \forall i,j$$
According to the fault model, the control expression is obtained as

\[ U_f = \alpha_i U_i \]  

(23)

where \( \alpha_i = (1 - \beta_i) \in \mathbb{R}^{n \times n} \) is a diagonal matrix. The values of the diagonal elements of \( \alpha_i \) are between 0 and 1. The dynamics of \( i \text{th} \) agent is given by

\[ \dot{X}_i = f(X_i) + g(X_i)U_f \]  

(24)

Let us consider a scalar function

\[ V = \frac{1}{2}X^T(L \otimes I_n)X \]  

(25)

\[ L \otimes I_n = SS^T \]  

(26)

where \( S \in \mathbb{R}^{n \times nN} \) is the left eigenvalue matrix of \( L \otimes I_n \), \( Q = (\text{diag} \{ 0, \lambda_2(L), \lambda_3(L), \ldots, \lambda_N(L) \}) \otimes I_n \in \mathbb{R}^{n \times nN} \) is eigenvalue matrix, \( S^T = SS^T = I_{nN \times nN} \)

\[ V = \frac{1}{2}X^T(L \otimes I_n)X \]  

\[ = \frac{1}{2}X^TSS^TX \]  

\[ = \frac{1}{2}X^T\sqrt{Q}\sqrt{Q^T}X \]  

\[ = \frac{1}{2}X^T\sqrt{Q}\sqrt{Q^T} \sqrt{Q}QS^TX \]  

\[ = \frac{1}{2}X^TQS\sqrt{Q}X \]  

(27)

Remark 2. It can be observed from equations (25) and (27) that

\[ \frac{\lambda_{\min}(A)}{2} \| E \|^2 \leq V \leq \frac{\lambda_{\max}(A)}{2} \| E \|^2 \]  

(28)

\[ V = \frac{1}{2}X^T(L \otimes I_n)X = \frac{1}{2}X^TE \]  

(29)

Remark 3. Since \( \lambda_2 > 0 \). Hence, \( \bar{Q} \) is invertible.

Remark 4. \( \Lambda = S\bar{Q}^{-1}S^T \) is positive definite matrix. Hence, \( V \) is positive definite subject to consensus error and qualify for a Lyapunov function.

Differentiating equation (25) we get

\[ \dot{V} = X^T(L \otimes I_n)X \]  

\[ = E^TX \]  

\[ = \sum_{i=1}^{N} e_i^T[f(X_i) + g(X_i)U_f] \]  

(30)

Substituting the control \( U_i \) expression in equation (30) yields

\[ \dot{V} = X^T(L \otimes I_n)X \]  

\[ = E^TX \]  

\[ = \sum_{i=1}^{N} e_i^T[f(X_i) + \alpha_i g(X_i)U_f] \]  

(30)

Substituting the control \( U_i \) expression in equation (30) yields
where, $\beta_i = (I_n - \alpha_i)$. According to Lemma 1, we can write

$$
\|e_i^T \alpha_i d_i^{-1} \tilde{\pi}_i X_x \| \leq \| e_i \| \| \alpha_i d_i^{-1} \tilde{\pi}_i X_x \| \leq \frac{\eta_i}{\alpha_i} + \frac{\| \beta \|}{2}
$$

and

$$
e_i^T \beta_i f(X_i) \leq \| e_i \| \| f(X_i) \| \leq \frac{\| e_i \|^2}{2} + \frac{\| \beta \|}{2}
$$

Substituting the inequalities equations (32) and (33) in equation (31) we get

$$
\dot{V} \leq \sum_{i=1}^{N} -e_i^T \alpha_i d_i^{-1} K_i e_i + \| e_i \|^2 + \frac{\| \alpha_i d_i^{-1} \tilde{\pi}_i X_x \|^2}{2}
$$

Let us design the gain $K_i$ as follows

$$
K_i = \alpha_i d_i^{-1} \left( 1 + \frac{\alpha_i d_i}{2} \lambda_{\text{max}}(\Lambda) + \frac{\| \beta \|}{2} \right)
$$

where $\alpha_i > 0$. Equation (34) is written as

$$
\dot{V} \leq \sum_{i=1}^{N} -\frac{\alpha_i d_i}{2} \lambda_{\text{max}}(\Lambda) \| e_i \|^2 + \| \alpha_i d_i^{-1} \tilde{\pi}_i X_x \|^2
$$

$$
\leq -\frac{\alpha_i d_i}{\delta_i} \dot{V} + \eta
$$

where $\eta = \sum_{i=1}^{N} \| \alpha_i d_i^{-1} \tilde{\pi}_i X_x \|^2$. Applying Lemma 2 we get

$$
\dot{V} \leq \frac{\eta}{\delta_i} + \left( V(0) - \frac{\eta}{\delta_i} \right) e^{-\delta_i t}
$$

We will present the Uniformly Ultimate Boundedness (UUB) here. Using equations (28) and (37), we can write

$$
\frac{\lambda_{\text{min}}(\Lambda)}{2} \| E \|^2 \leq \dot{V} \leq \frac{\eta}{\delta_i} + \left( V(0) - \frac{\eta}{\delta_i} \right) e^{-\delta_i t}
$$

Equation (38) can be written as follows

$$
\frac{\lambda_{\text{min}}(\Lambda)}{2} \| E \|^2 \leq \frac{\eta}{\delta_i} + \left( V(0) - \frac{\eta}{\delta_i} \right) e^{-\delta_i t}
$$

and

$$
\| E \| \leq \sqrt{\frac{2 \eta}{\delta_i} + 2 \left( V(0) - \frac{\eta}{\delta_i} \right) e^{-\delta_i t}}
$$

It can be observed that, if $V(0) = \frac{\eta}{\delta_i}$ then

$$
\| E \| \leq \kappa
$$

\forall t \geq 0 and $\kappa^*$ is determined. If $V(0) \neq \frac{\eta}{\delta_i}$ then for any given $\kappa > \kappa^*$ there exist a time $T > 0$ such that $\forall t > T$, $\| E \| \leq \kappa$

$$
\kappa = \sqrt{\frac{2 \eta}{\delta_i} + 2 \left( V(0) - \frac{\eta}{\delta_i} \right) e^{-\delta_i t}}
$$

Therefore, we can conclude

$$
\lim_{t \to \infty} \| E \| = \kappa
$$

It can be observed that the consensus error converges to a very small quantity with a proper design of $\delta_i$. Also, the term $\eta$ includes the term $\alpha_i$, which reflects the effect of fault.

**Results**

The simulation results are generated for different cases.

- Case 1: Actuator fault only
- Case 2: Actuator faults with switching topology and communication noise

**Agent Dynamics considered for Simulation Study**

The nonlinear dynamics considered for the $i$th agent is given by

$$
\dot{X}_i = X_i \sin(2X_i) + U_i
$$

$$
\dot{X}_i = X_i \cos(3X_i) + U_i
$$

where $X_i = [X_i \, X_i]^T$. Putting the dynamics of equations (43) and (44) in the form given in equations (9) and (10) gives

$$
f(X_i) = \begin{bmatrix} X_i \sin(2X_i) \\ X_i \cos(3X_i) \end{bmatrix}
$$

and

$$
g(X_i) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
$$

and

$$
U_i = \begin{bmatrix} U_i \\ U_i \end{bmatrix}
$$

where $X_i \in \mathbb{R}^2$. The states $X_i$ of all the agents are denoted by $X_i = [X_i \, X_i \, \ldots \, X_i]$. Similarly, we denote $X_2 = [X_2 \, X_2 \, \ldots \, X_2]$, $U_1 = [U_1 \, U_2 \, \ldots \, U_1]$, and $U_2 = [U_2 \, U_2 \, \ldots \, U_2]$

**Case 1. Actuator fault only**

In this case, the effect of actuator fault is discussed alone. The faults are assumed to be random. They are generated using MATLAB function $\text{rand}() \in (0, 1)$, that is,

$$
\beta_i = \begin{bmatrix} \text{rand} & 0 \\ 0 & \text{rand} \end{bmatrix}
$$

Two possible situations are discussed here.
**Random fault in a few agents**

Let us consider a situation when a few agents are assumed to have faults in their actuators. The faults start in those actuators at different times. The details of faults considered are given in Table 1. According to the Table 1, the faults in actuator 1 and 2 are shown in Figure 1 and Figure 2, respectively.

The response of actuator 1 for all agents is shown in Figure 1. The magnified view of the control $U_1$ shows that faults in agents 3 and 8 started at $t = 0.28$ sec and $t = 0.05$ sec, respectively. They are pointed using black arrow.

The fault in actuator 2 for agents 5 and 10 started at $t = 0.17$ sec and $t = 0.30$ sec, respectively, which is visible in the magnified view in Figure 2.

| Agent | Fault starting time (sec) | Actuator |
|-------|--------------------------|----------|
| 3     | 0.28                     | 1        |
| 5     | 0.17                     | 2        |
| 8     | 0.05                     | 1        |
| 10    | 0.30                     | 2        |

The state trajectories $X_1$ and $X_2$ of all the agents are shown in Figure 3 and Figure 4, respectively. The magnified views are provided in these figures. It can be observed that the $X_1$ trajectory of agents 3 and 8 are affected by the actuator fault in $U_1$. The $X_2$ trajectory of agents 5 and 10 are affected by $U_2$, which is visible in the magnified view of Figure 4. The consensus errors of the agents are shown in Figure 5 and Figure 6. It is clear that the DNDI controller successfully achieves consensus among the agents in the presence of actuator faults.

**Random faults in all agents**

In this case, all the agents are having random faults for $t \geq 0.2$ sec in both actuators. This situation somewhat describes a worst-case scenario in context of faults. The fault in actuator 1 and 2 started at $t = 0.2$ sec as shown in Figure 7 and Figure 8, respectively.

The consensus of states $X_1$ and $X_2$ are shown in Figure 9 and Figure 10, respectively. The effect of the faults is visible in state trajectories for $t \geq 0.2$ sec. The consensus
Figure 5. Consensus error in state $X_1$ (Case 1). Random faults in all agents.

Figure 6. Consensus error in state $X_2$ (Case 1). Random faults in all agents.

Figure 7. Control $U_1$ (Case 1). Random faults in all agents.

Figure 8. Control $U_2$ (Case 1). Random faults in all agents.

Figure 9. Consensus of state $X_1$ (Case 1). Random faults in all agents.

Figure 10. Consensus of state $X_2$ (Case 1). Random faults in all agents.
Figure 11. Consensus error in state $X_1$ (Case 1). Random faults in all agents.

Figure 12. Consensus error in state $X_2$ (Case 1). Random faults in all agents.

Figure 13. Random switching of the topologies (Case 2).

Figure 14. Communication noise (Case 2).

Figure 15. Control $U_1$ (Case 2).

Figure 16. Control $U_2$ (Case 2). The state trajectories are shown in Figure 17 and Figure 18.
errors are shown in Figure 11 and Figure 12, which show that consensus is achieved using DNDI controller.

Case 2. Actuator fault with switching topology and communication noise

In this case, the communication noise and switching topology are considered along with the actuator fault. The random switching and noise are shown in Figure 13 and Figure 14, respectively. At each time instant, one topology is selected among 100 topologies using Algorithm 2. The control generated is shown in Figure 15 and Figure 16. It is clear that the switching topology and noise have an effect on control signals.

The state trajectories generated by the control contain the effect of switching topology, communication noise and actuator faults. But the DNDI controller handled the issues, and the states converged in finite time.

The convergence of the states can be verified by the bounded consensus errors shown in Figure 19 and Figure 20.

The simulation results presented here are realistic, and it can be seen that the NDI-based controller or DNDI is successful in achieving the consensus among the agents in the presence of switching topology, communication noise and actuator faults.

Conclusion

The consensus protocol DNDI successfully handles issues like switching topologies, noise and actuator fault simultaneously. Moreover, the switching among various topologies is considered to be random, which is realistic. The actuator fault is also random in nature, which happens in real-world scenarios. For all the cases, DNDI maintained the stability of the MASs and achieved consensus among the agents efficiently. The mathematical proof of
boundedness gives the theoretical base. Therefore, DNMI is a potential candidate for the fault-tolerant consensus protocol design.

**Declaration of conflicting interests**

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

**Funding**

The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: This research was partially funded by an Engineering and Physical Sciences Research Council (EPSRC) project CASCADE (EP/R009953/1).

**ORCID iDs**

Sabyasachi Mondal [https://orcid.org/0000-0003-1109-5730](https://orcid.org/0000-0003-1109-5730)

Antonios Tsourdos [https://orcid.org/0000-0002-3966-7633](https://orcid.org/0000-0002-3966-7633)

**References**

1. Zhang X and Duan H. Altitude consensus based 3d flocking control for fixed-wing unmanned aerial vehicle swarm trajectory tracking. *Proc Inst Mech Eng G* 2016; 230(14): 2628–2638.
2. Zhu X, Zhang XX, Yan MD, et al. Three-dimensional multiple unmanned aerial vehicles formation control strategy based on second-order consensus. *Proc Inst Mech Eng Part G* 2018; 232(3): 481–491.
3. Cao J, Chen G and Li P. Global synchronization in an array of delayed neural networks with hybrid coupling. *IEEE Trans Syst Man Cybern B* 2008; 38(2): 488–498.
4. Wen G, Duan Z, Chen G, et al. Consensus tracking of multi-agent systems with lipschitz-type node dynamics and switching topologies. *IEEE Trans Circuits Syst I* 2013; 61(2): 499–511.
5. Kim JM, Park JB and Choi YH. Leaderless and leader-following consensus for heterogeneous multi-agent systems with random link failures. *IET Control Theor Appl* 2014; 8(1): 51–60.
6. Ding L, Han QL, Guo G, et al. Network-based consensus of nonlinear multi-agent systems with markovian switching topologies. In: 26 Feb-1 March, 2014, *Busan (South Korea)*, IEEE international conference on industrial technology (ICIT). IEEE, pp. 828–833.
7. Liu W, Zhou S, Qi Y, et al. Leaderless consensus of multi-agent systems with lipschitz nonlinear dynamics and switching topologies. *Neurocomputing* 2016; 173: 1322–1329.
8. Xia H and Dong Q. Dynamic leader-following consensus for asynchronous sampled-data multi-agent systems under switching topology. *Int J Control* 2020; 514: 499–511.
9. Cheng L, Hou ZG and Tan M. A mean square consensus protocol for linear multi-agent systems with communication noises and fixed topologies. *IEEE Trans Autom Control* 2013; 59(1): 261–267.
10. Wang Y, Cheng L, Hou ZG, et al. Consensus seeking in a network of discrete-time linear agents with communication noises. *Int J Syst Sci* 2015; 46(10): 1874–1888.
11. Morita R, Wada T, Masubuchi I, et al. Multiagent consensus with noisy communication: stopping rules based on network graphs. *IEEE Trans Control Netw Syst* 2015; 3(4): 358–365.
12. Liu J, Ming P and Li S. Consensus gain conditions of stochastic multi-agent system with communication noise. *Int J Control Autom Syst* 2016; 14(5): 1223–1230.
13. Kar S and Moura JM. Distributed consensus algorithms in sensor networks with imperfect communication: link failures and channel noise. *IEEE Trans Signal Process* 2008; 57(1): 355–369.
14. Wang Y, Cheng L, Ren W, et al. Seeking consensus in networks of linear agents: communication noises and markovian switching topologies. *IEEE Trans Autom Control* 2014; 60(5): 1374–1379.
15. Ming P, Liu J, Tan S, et al. Consensus stabilization of stochastic multi-agent system with markovian switching topologies and stochastic communication noise. *J Franklin Inst* 2015; 352(9): 3684–3700.
16. Li M and Deng F. Necessary and sufficient conditions for consensus of continuous-time multiagent systems with markovian switching topologies and communication noises. *IEEE Trans Cybern* 2019; 50(7): 3264–3270.
17. Li M, Deng F and Ren H. Scaled consensus of multi-agent systems with switching topologies and communication noises. *Nonlinear Anal Hybrid Syst* 2020; 36: 100839.
18. Saboori I and Khorasani K. Actuator fault accommodation strategy for a team of multi-agent systems subject to switching topology. *Automatica* 2015; 62: 200–207.
19. Ye D, Zhao X and Cao B. Distributed adaptive fault-tolerant consensus tracking of multi-agent systems against time-varying actuator faults. *IET Control Theor Appl* 2016; 10(5): 554–563.
20. Qin J, Zhang G, Zheng WX, et al. Adaptive sliding mode consensus tracking for second-order nonlinear multiagent systems with actuator faults. *IEEE Trans Cybern* 2018; 49(5): 1605–1615.
21. Wang B, Wang J, Zhang B, et al. Leader follower consensus of multivehicle wirelessly networked uncertain systems subject to nonlinear dynamics and actuator fault. *IEEE Trans Autom Sci Eng* 2017; 15(2): 492–505.
22. Sakthivel R, Sakthivel R, Kaviarasan B, et al. Finite-time leaderless consensus of uncertain multi-agent systems against time-varying actuator faults. *Neurocomputing* 2019; 325: 159–171.
23. Tariverdi A, Taleb HA and Shafiee M. Fault-tolerant consensus of nonlinear multi-agent systems with directed link failures, communication noise and actuator faults. *Int J Control* 2019; 94(1): 60–74.
24. Wang C, Wen C and Guo L. Adaptive consensus control for nonlinear multi-agent systems with unknown control directions and time-varying actuator faults. *IEEE Trans Automa Control* 2020; 66(9): 4222–4229.
25. Li X and Wang J. Active fault-tolerant consensus control of lipschitz nonlinear multiagent systems. *Int J Robust Nonlinear Control* 2020; 30(13): 5233–5252.
26. Mondal S and Tsourdos A. The consensus of nonlinear agents under switching topology using dynamic inversion in the presence of communication noise, and delay. *Proc Inst Mech Eng Part G* 2021; 236(2): 352–367.
27. Enns D, Bugajski D, Hendrick R, et al. Dynamic inversion: an evolving methodology for flight control design. *Int J Control* 1994; 59(1): 71–91.
28. Singh S and Padhi R. Automatic path planning and control design for autonomous landing of uavs using dynamic inversion. In: *2009 American Control Conference*. St. Louis, MO, USA, 10–12 June, IEEE.
29. Padhi R and Chawla C. Neuro-adaptive augmented dynamic inversion based pipe design for reactive obstacle avoidance of uavs. In: AIAA Guidance, Navigation, and Control Conference. Portland, Oregon, USA, 8–11 August.

30. Mondai S and Padhi R. Formation flying using genex and differential geometric guidance law. *IFAC-PapersOnLine* 2015; 48(9): 19–24.

31. Caverly RJ, Girard AR, Kolmanovsky IV, et al. Nonlinear dynamic inversion of a flexible aircraft. *IFAC-PapersOnLine* 2016; 49(17): 338–342.

32. Horn JF. Non-linear dynamic inversion control design for rotorcraft. *Aerospace* 2019; 6(3): 38.

33. Lombaerts T, Kaneshige J, Schuet S, et al. Nonlinear dynamic inversion-based attitude control for a hovering quad tiltrotor evtol vehicle. In: AIAA Scitech 2019 Forum. San Diego, California, USA, 7–11 January.

34. Mondal S and Tsourdos A. Optimal topology for consensus using genetic algorithm. *Neurocomputing* 2020; 403: 41–49.

35. Wen G, Chen CP, Liu YJ, et al. Neural network-based adaptive leader-following consensus control for a class of nonlinear multiagent state-delay systems. *IEEE Trans Cyberm* 2016; 47(8): 2151–2160.

36. Ren CE and Chen CP. Sliding mode leader-following consensus controllers for second-order non-linear multi-agent systems. *IET Cont Theor Appl* 2015; 9(10): 1544–1552.