Long-range electrostatic contribution to the electron-phonon couplings and mobilities of two-dimensional materials
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Charge transport plays a crucial role in manifold potential applications of two-dimensional materials, including field effect transistors, solar cells, and transparent conductors. At most operating temperatures, charge transport is hindered by scattering of carriers by lattice vibrations. Assessing the intrinsic phonon-limited carrier mobility is thus of paramount importance to identify promising candidates for next-generation devices. Here we provide a framework to efficiently compute the drift and Hall carrier mobility of two-dimensional materials through the Boltzmann transport equation by relying on a Fourier-Wannier interpolation. Building on a recent formulation of long-range contributions to dynamical matrices and phonon dispersions, we extend the approach to electron-phonon coupling including the effect of dynamical dipoles and quadrupoles. We study a wide selection of relevant monolayers ranging from SnS$_2$ to MoS$_2$, graphene, BN, InSe, and phosphorene, showing the importance of the current strategy to fully account for the peculiar nature of long-range electrostatics in two dimensions. Interestingly, we discover a non-trivial temperature evolution of the Hall hole mobility in InSe whereby the mobility increases with temperature above 150 K due to the Mexican-hat electronic structure of the InSe valence bands. Overall, we find that dynamical quadrupoles are essential and can impact the carrier mobility in excess of 40%.

I. INTRODUCTION

Two-dimensional (2D) materials exhibit extraordinary properties that could lead to manifold technological applications ranging from heat dissipation and lubricants to electronic applications and energy storage. A family of 2D materials known as transition-metal dichalcogenides (TMDs) are in the scientific spotlight. TMD monolayers are atomically thin materials of the MX$_2$ family with a transition metal M and a chalcogen atom X. They are believed to have potential technological impact, especially group-VI TMDs (M = Mo, W) that are semiconducting and exhibit a direct electronic bandgap, which makes them suitable for use in transistors, photodetectors, and valleytronics. Their lack of inversion symmetry in the 2H phase and strong SOC makes them promising candidates for applications in spintronics and valleytronics.

Overall, TMDs possess relatively high carrier mobility compared to other 2D semiconductors and are seen as good candidate materials for electronic transport.

In an effort to understand the nanoscopic mechanisms underlying the transport properties of TMDs and other 2D materials, density functional perturbation theory provides a powerful tool by giving access to electron-phonon scattering rates fully from first principles. In particular, room-temperature resistive transport calculations based on such scattering rates are of key technological importance to orient experimental investigations and speed up materials discovery, and have therefore been widely exploited both in bulk and 2D materials reaching remarkable accuracy with respect to experiments in prominent cases including graphene.

In most cases, to obtain phonon-limited mobilities, first-principles electron-phonon scattering rates are injected in the Boltzmann transport equation (BTE), considered as an approximation to the Kadanoff-Baym equations of motion. The linearized BTE describes the non-equilibrium steady-state situation whereby the forces driving the carriers (external electric and/or magnetic field) are equal to the resistive forces associated with electron-phonon scattering. The resulting integro-differential equation must be solved self-consistently but various approximations exist to avoid it, including the constant relaxation time approximation, the self-energy relaxation time approximation, and the momentum relaxation time approximation. All have been found to be crude approximations with respect to the exact solution in many materials, and should thus be avoided in favor of the latter, especially given the minimal computational overhead needed to solve iteratively the linearized BTE.

From a technical point of view, the convergence of the
BTE solution requires dense momentum sampling of the electron-phonon interaction \(^{22}\). Although this is in principle achievable by performing direct calculations, especially when using non-uniform grids and in 2D owing to the reduced number of momentum directions to probe \(^{43}\), a significant speed up can be obtained through Fourier interpolation \(^{52-57}\) by using for example Wannier functions \(^{58}\). Importantly, this procedure can only be accurate if the quantities are smooth and localized in real-space to prevent Gibbs oscillations. However, atomic motions in bulk and 2D semiconductors typically generate dynamical dipoles and quadrupoles \(^{59}\), so that lattice vibrations are associated with long-range electrostatic potentials, thus preventing the desired real space localization. To overcome this obstacle, the electron-phonon matrix elements can be decomposed into a problematic long-range part and a short-range part, which can be safely interpolated. Indeed, if the long-range part can be expressed analytically in terms a few easy-to-compute macroscopic quantities \(^{60,61}\), then it can be removed from the computed quantities, leaving only the short-range part to be interpolated, and then added back to evaluate the overall electron-phonon coupling at arbitrary transferred momentum.

Although this approach has proved to be very effective in 3D systems \(^{30,33,60,61}\), the application to 2D materials has remained elusive, owing to the complexity of describing, in a unified way, both the in-plane and out-of-plane electrostatics. It is the subject of the present manuscript. Continuous efforts \(^{62-65}\) have delivered simplified formulations that neglect quadrupoles and approximate the out-of-plane dipoles. Recently, Royo and Stengel \(^{66}\) derived an exact 2D electrostatic framework using an image-charge decomposition for the long- and short-range contributions, and applied it to the interpolation of interatomic force constants (IFC). In this manuscript, we extend this approach to the electron-phonon matrix elements of 2D materials. In Section II, we first recall the general formalism and then apply it to the 2D electron-phonon coupling and present various approximations to compute drift and Hall mobility in 2D materials. In Section III, we report the numerical parameters used in this study and we verify the quality of the Wannier interpolation and phonon dispersion. We then assess the effect of quadrupoles and approximations on the accuracy of the deformation potential of SnS\(_2\), MoS\(_2\), graphene, hexagonal BN, InSe, and phosphorene. We finish by calculating their drift and Hall carrier mobility and determining the dominant scattering mechanisms in these monolayers.

II. THEORY

The key quantity in studies of electron-phonon couplings is the matrix element

\[
g_{mn\nu}(k, q) \equiv \langle \Psi_{mk+q} | \Delta_{q\nu} V | \Psi_{nk} \rangle ,
\]

which provides information about the probability of an electron to be excited from a quantum state described by the wave-function \(\Psi_{nk}\) to another state \(\Psi_{mk+q}\) via scattering with a phonon of branch \(\nu\), wave vector \(q\), and frequency \(\omega_{\nu}(q)\). In turn, \(\Delta_{q\nu} V\) is, within a density functional theory (DFT) framework, the first-order change in the Kohn-Sham potential induced by the phonon.

In this section, we describe the formalism that we follow in order to efficiently and accurately obtain the matrix elements \(g_{mn\nu}(k, q)\) over ultra-dense grids of \(k\) and \(q\) points. To this end, first we write \(\Delta_{q\nu} V\) in terms of the potential induced by a simpler atomic displacement perturbation; the latter being the quantity that is actually obtained via density functional perturbation theory (DFPT) calculations \(^{15,16,67-69}\). We then discuss the difficulties arising in the interpolation of the first-order potential for the case of semiconductors and insulators associated with the nonanalytical behaviour of the potential near the Brillouin-zone center. To deal with this problem, we follow the formalism developed in Ref. 66 to perform a range separation with the goal of concentrating all the nonanalyticalities in a so-called long-range scattering potential. Practical formulas for both the long-range potential and long-range matrix elements, specific to quasi-2D systems, are subsequently derived in the long-wavelength limit and expressed in terms of few macroscopic coefficients readily available within existing public numerical implementations. Finally, we describe the transport formalism that we use to obtain the carrier mobilities.

A. Electron-phonon scattering potential

The first-order potential in Eq. (1) can be written in terms of a phase times a lattice-periodic part \(^{17,30}\),

\[
\Delta_{q\nu} V(r, r') = \left(\frac{\hbar}{2\omega_{\nu}(q)}\right)^{\frac{1}{2}} \times \sum_{\kappa\alpha p} e^{\nu\kappa\alpha}(q) V_{q\kappa\alpha}(r, r') e^{iq\cdot(r'+R_p)},
\]

where \(e_{\nu\kappa\alpha}\) is the phonon eigenvector describing the displacement along the Cartesian direction \(\alpha\) of the atom \(\kappa\) in the unit cell, and \(M_\kappa\) the atomic mass. The lattice-periodic part \(V_{q\kappa\alpha}\) can be exactly obtained via DFPT by solving the following self-consistent Sternheimer equation \(^{16,69}\)

\[
\hat{P}_c \hat{P}_c \{ \hat{H}_{k+q} - \varepsilon_{mk} \} \hat{P}_c \hat{P}_c | u^{\tau_{\kappa\alpha}}_{mk} \rangle = - \hat{P}_c \hat{P}_c V_{q\kappa\alpha} | u_{mk} \rangle ,
\]

where \(\hat{P}_c\) is the projector on the conduction band manifold, \(\hat{H}\), \(\varepsilon\) and \(u\) are the ground-state Hamiltonian, Kohn-Sham energies and lattice-periodic part of the Bloch functions, respectively. The \(u^{\tau_{\kappa\alpha}}\) are the first-order response functions and the first-order potential \(V_{q\kappa\alpha}\) is

\[
V_{q\kappa\alpha}(r, r') = V_{q\kappa\alpha}^{\text{loc}}(r, r') + \delta(r - r') [V_{q\kappa\alpha}^{\text{Hxc}}(r) + V_{q\kappa\alpha}^{\text{loc}}(r)] ,
\]

The reduced number of momentum directions to probe is
which includes both local and nonlocal pseudopotential terms as well as the induced self-consistent field (SCF) potential,

\[ V^{\text{Hsc},cl}(r) = \int d^3r' K_{q}(r, r') n_{q}^{\text{cl}}(r'), \]

where \( n_{q}^{\text{cl}}(r) = e^{-\text{i}qr} n_{q}^{\text{cl}}(r) \) is the cell-periodic part of the electron density response and the integral is performed over the unit-cell volume. The kernel in Eq. (5) includes both Coulomb and exchange-correlation interactions,

\[ K(r, r') = e^2 v(r, r') + f^{xc}(r, r'), \]

where \( e \) is the electronic charge and the cell-periodic \( K_{q}(r, r') \) is obtained from the above all-space kernel by means of the Fourier transforms described in Appendix A. In the context of DFT, Eq. (4) is the first-order perturbation from the Kohn-Sham potential

\[ V^{KS}(r, r') = V^m(r, r') + \delta(r - r') \left[ V^{\text{loc}}(r) + V^{\text{Hsc}}(r) \right]. \]

In principle, Eq. (3) can be solved at any value of \( q \). However, such process is time consuming and the exact DFPT potentials are, in practice, only obtained for a set of symmetry-compliant \( q \) points building a coarse grid which is subsequently used to Fourier interpolate the potentials, or the ensuing matrix elements, over much denser grids. The bare Fourier interpolation procedure consists in, first, calculating the real-space representation of the potential using the transformations shown in Appendix A for the local- and nonlocal-like contributions. Then, if the real-space potential turns out to decay fast enough so that it vanishes at the boundaries of the supercell, one can safely convert it back at any arbitrary \( q \) point.

### B. Range separation

In the case of semiconductors and insulators, the direct Fourier interpolation of \( V^{\text{q},\text{cl}} \) is thwarted in the long wavelength limit by the presence of electrostatic fields that decay slowly with the distance. These long-range fields arise from the nonanalytic behaviour of the Coulomb potential for \( q \to 0 \) and need to be treated separately. To this end, it is common to carry out a range separation of the Coulomb kernel into a short- and long-range part

\[ V^{\text{cl}}_{q}(r, r') = V^{S}_{q}(r, r') + V^{L}_{q}(r, r'), \]

where the short-range Coulomb kernel is analytic in \( q \) and describes the so-called local fields, whereas the long-range part ideally acts on a smaller space and includes the nonanalyticities of the total kernel. Correspondingly, the scattering potential can be separated into short- and long-range contributions stemming from the underlying splitting in the Coulomb kernel,

\[ V^{\text{q},\text{cl}}_{q}(r, r') = V^{S}_{q}(r, r') + \delta(r - r') V^{L}_{q}(r, r'), \]

where the local dependence on the spatial coordinate adopted for the long-range potential is based on the short-range character of the nonlocal pseudopotential term \( 15 \), see Eq. (4).

In a DFPT framework, \( V^{S}_{q}(r, r') \) can be obtained by solving the Sternheimer Eq. (3) with a short-range self-consistent field kernel. The latter has the same structure as Eq. (6) but the total Coulomb interaction is replaced with the short-range one \( v^{S}_{q} \). Since the exchange-correlation interaction is a smooth function of \( q \) in both the local and semilocal flavours of DFT, the resulting SCF kernel is short-ranged. The short-range character of \( V^{S}_{q} \) ensures its correct Fourier interpolation.

The interpolation of the long-range part of the potential \( V^{L}_{q}(r, r') \) is the main challenge. To deal with it, we follow Ref. 66 and assume that the long-range part of the cell-periodic Coulomb kernel can be written in a separable form as follows,

\[ v^{L}_{q}(r, r') = \sum_{NN'} \varphi_{qN}(r) \tilde{v}^{L}_{q}(N, N') (\varphi_{qN'}(r'))^\dagger, \]

where \( N = (\mathbf{G}, l) \) is a combined index consisting in a reciprocal-space Bravais lattice vector \( \mathbf{G} \) and another index \( l \) that characterizes the basis functions along non-periodic directions in finite systems, and where the basis functions \( \varphi_{qN}(r) \) are macroscopic. This means that they are smooth over the primitive cell volume, analytical in \( q \), and that they span a reduced space, indicated with \( ' \) over the sum, that we call small space \( 66,70 \). We use a tilde to identify small-space quantities. Using this small-space representation, the cell-periodic part of the long-range scattering potential can be expressed as \( 66 \)

\[ V^{L}_{q}(r) = -e \sum_{NN'} \varphi_{qN}(r) \tilde{W}^{L}_{q}(N, N') \tilde{\rho}^{S}_{q}(N'), \]

where we have explicitly indicated the electron charge \(-e\) to emphasize the nature of \( V^{L}_{q}(r) \) as an electron potential energy, \( \varphi_{qN}(r) \) is the dressed basis function, \( \tilde{\rho}^{S}_{q}(N') \) the charge-density response to an atomic displacement, and \( \tilde{W}^{L}_{q}(N, N') \) the long-range screened Coulomb interaction. The latter can be written in terms of the long-range Coulomb operator and the short-range polarizability \( \tilde{\chi}^{S}(N, N') \) as follows

\[ \tilde{W}^{L}_{q} = (I - e^2 \tilde{v}^{L}_{q} \tilde{\chi}^{S}_{q})^{-1} \tilde{v}^{L}_{q}, \]

where \( I \) is the identity matrix and the elements of \( \tilde{v}^{L}_{q} = I - e^2 \tilde{\chi}^{S}_{q} \tilde{v}^{S}_{q} \) constitute a long-range dielectric matrix. The derivation of Eq. (11) can be found in Eq. (20) of Ref. 66, while the derivation of Eq. (12) is given in Eqs. (8) and (19) as well as in Eqs. (A1) and (A2) of Ref. 66.
From Eqs. (11) and (12), we conclude that the long-range scattering potential is constructed from a mathematical object, the long-range Coulomb operator, and three short-range and material-specific quantities. In order to obtain them, it is useful to define the perturbation

$$\Delta q_N V_{\text{ext}}(r) = V_{qN} \varphi_{qN}(r) e^{i q \cdot r},$$

(13)

which is due to a scalar function from the basis set \( \varphi_{qN}(r) \) modulated at some wave vector \( q \), with \( V_{qN} \) being the perturbation parameter. Then, the relevant response functions can be obtained via DFPT, while employing the aforementioned short-range SCF kernel, as follows. On the one hand, the charge-density response to an atomic displacement and the polarization response functions can be obtained via DFPT, while employing the aforementioned short-range SCF kernel, as follows. On the other hand, the charge-density response to an atomic displacement and the polarization are obtained as second-order derivatives of the total energy,\vspace{10pt}

$$\dot{\rho}^S_{qN\alpha}(N) = -e \frac{\partial^2 E}{\partial [V_{qN}^\alpha]^* \partial \tau_{qN\alpha}},$$

(14)

$$\chi^S(N, N') = \frac{\partial^2 E}{\partial [V_{qN}^\alpha]^* \partial V_{qN'}^\beta},$$

(15)

where \( \tau_{qN\alpha} \) in an atomic displacement in the unit cell modulated by the wavevector \( q \). On the other hand, the dressed basis function can be obtained by adding the first-order potential response to the perturbation,

$$\varphi^S_{qN}(r) = \varphi_{qN}(r) + e^{-iq \cdot r} \frac{\partial V_{\text{Hxc}}(r)}{\partial V_{qN^\alpha}}.$$

(16)

At this point, it is important to observe that all the objects entering the definition of the long-range potential in Eq. (11), except the long-range Coulomb potential \( \tilde{v}^S_N \), are analytic functions of \( q \). This means that such quantities, once obtained via the aforementioned DFPT scheme on the coarse grid of \( q \) points, can be efficiently interpolated over the whole Brillouin zone. This fact can be therefore exploited to obtain the exact \( V_{qN} \) at any arbitrary value of \( q \). Despite the apparent appeal of such strategy, in the context of the present work we use the approximate method described in Section II D since its implementation requires less modifications to the existing codes. Yet, this exact approach might represent a secure fallback to use in systems where the interpolation of the long-range electrostatic fields becomes problematic\(^{71}\).

C. Long-range Coulomb in two dimensions

As stated in the previous section, the core of our formalism rests on a proper separation into short- and long-range Coulomb operators. This separation is nonunique, but needs to satisfy two main conditions: (i) the long-range kernel \( v^L \) must reproduce the entire nonanalytic behavior of the full kernel, thereby yielding a strictly short ranged \( v^S \); and (ii), \( v^L \) must be smooth in real space, consistent with its macroscopic nature. In the following paragraphs we discuss conditions (i–ii) in a 2D context, thereby providing an alternative justification to the image-charge construction of Ref. 66. We first use the all-space representation in our derivations, and switch to the cell-periodic convention in Sec. II D – see Appendix A for details about the notation.

In 2D, the bare Coulomb kernel reads

$$v(K, K') = \tilde{v}(K, z - \bar{z}) \delta^{(2)}(K - K'),$$

(17)

$$\tilde{v}(K, z) = \frac{2\pi}{K} e^{-K|z|}.$$

(18)

Here \( \delta^{(2)} \) is the two-dimensional Dirac delta function, \( K \) and \( K' \) are in-plane wave vectors in reciprocal space, \( z \) denotes the out-of-plane direction in real space, and \( K = |K| \). Our goal in the following consists in separating \( \tilde{v}(K, z) \) into two parts: one that is nonanalytic with respect to the parameter \( K \) in the vicinity of \( K = 0 \), and a remainder that is strictly analytic in \( K \). We note that the Taylor expansion of \( \tilde{v}(K, z) \) at small \( K \) contains a nonanalytic leading \( 2\pi K \) divergence and an infinite number of terms involving odd powers of \( K \), which are also nonanalytic. Based on this observation, one would be tempted to separate the kernel as follows,

$$\tilde{v}(K, z) = \frac{2\pi}{K} \left[ \cosh(Kz) - \sinh(K|z|) \right].$$

(19)

Here \( \cosh(Kz)/K \) contains all the \( K \)-odd, and hence nonanalytic contributions to \( \tilde{v}(K, z) \), while the remainder \( \sinh(K|z|)/K \) is analytic in \( K \). The obvious nonanalyticity in \( z \) of the latter is irrelevant to our present purposes. While the long-range kernel resulting from Eq. (19) complies with condition (i) above, it clearly violates (ii): \( \cosh(Kz)/K \) diverges exponentially as a function of \( K \), which implies that its Fourier transform to real space is not smooth.

To move forward, we shall consider a more general separation by allowing an arbitrary analytic piece to be transferred between the first and second terms on the right-hand side of Eq. (19). More specifically, we define

$$\tilde{v}^C(K, z) = \frac{2\pi}{K} \cosh(Kz) + \Delta \tilde{v}(K, z),$$

(20)

where \( \Delta \tilde{v}(K, z) \) is an arbitrary analytic function of \( K \). Such form of \( \tilde{v}^C \) still satisfies (i) as it reproduces the nonanalyticities of the full kernel by construction. However, the freedom in the additional \( \Delta \tilde{v}(K, z) \) term can now be exploited to take care of (ii). We find it convenient at this stage to introduce a range-separation function \( f(K) \), and use it to write the long-range kernel as

$$\tilde{v}(K, z) = \frac{2\pi}{K} f(K) \cosh(Kz),$$

(21)

which corresponds to setting \( \Delta \tilde{v}(K, z) = 2\pi [f(K) - 1] \cosh(Kz)/K \) in Eq. (20). The two requirements (i–ii) on \( \tilde{v}^C \) can now be both satisfied provided that \( f(K) \) vanishes exponentially fast for large \( K \), and it linearly approaches unity for small \( K \). The
latter property is essential to ensure that \( [f(K) - 1]/K \), and hence \( \Delta \bar{v}(K, z) \), is analytic. This implies that

\[
\bar{v}^S(K, z) = \frac{2\pi}{K} \sinh(K|z|) - \Delta \bar{v}(K, z)
\]

\[
= \bar{v}(K, z) - \bar{v}^2(K, z),
\]

is strictly short-ranged after a Fourier transformation to real space.

The nonunique separation into a short- and long-range contributions to the Coulomb kernel is thus reflected in the arbitrariness of the range separation function \( f(K) \). In Ref. 66, a convenient form has been obtained using an image-charge construction that leads to the following expression:

\[
f(K) = 1 - \tanh \left( \frac{KL}{2} \right),
\]

with \( L \) being the parameter that defines the length scale of the range separation: the long-range kernel is restricted to only those \( K \) vectors with magnitude sufficiently smaller than \( 2/L \). It is important to stress that a real space representation of the long-range kernel is restricted to \( |z| < L/2 \), for which Eq. (20) decays exponentially with \( K \) and the Fourier transform can be performed. Hereafter we use the same expression for \( f(K) \), which has been shown to perform well in the practical interpolation of long-range IFCs.

D. Long-wavelength approximation of the two-dimensional long-range potential

In Section II B, we have demonstrated that the response functions building the long-range scattering potential, Eq. (11), are analytic in the wave vector \( \mathbf{q} \). This fact implies that one can describe them near the Brillouin-zone center via a longwave expansion. It is therefore possible to reach an approximate expression for the potential written in terms of few macroscopic properties of the system (typically dielectric constants and Born effective charges) as long as a truly macroscopic small space is used to expand the long-range Coulomb operator. In the present work we describe and use this approach for the specific case of quasi-2D materials since its application to bulk 3D systems has been carried out in earlier studies.

We start by introducing the small-space representation of the long-range Coulomb operator using the choice motivated in Sec. II C and here expressed in a cell-periodic form:

\[
\hat{v}_q^S(N = G\ell, N' = G'\ell') = \delta_{G,G'}\delta_{\ell,\ell'}(-1)^{l+1}2\pi f(|G + q|) \frac{G}{|G + q|},
\]

where \( G \) and \( q \) are assumed to be in plane and where \( l = 1, 2 \) is the index for the basis function in the out-of-plane direction. Accordingly, the basis functions are chosen as:

\[
\varphi_{qN}(r) = \frac{1}{\sqrt{S}} e^{iG \cdot r} \phi_{qN}(z),
\]

where the 2D plane-waves (\( S \) is the unit-cell area) form a complete orthonormal set on the Hilbert space of the cell-periodic functions, and \( \phi_{qN}(z) \) introduce an explicit dependence on the out-of-plane coordinate \( z \) via two hyperbolic functions:

\[
\phi_{qN}(z) = \begin{cases} \cosh((G + q)z) & l = 1 \\ \sinh((G + q)z) & l = 2 \end{cases}.
\]

As discussed in Ref. 66, the even/odd symmetry of the \( \cosh/\sinh \) functions with respect to an out-of-plane reflection implies that the \( \cosh \) and \( \sinh \) respectively mediate in-plane and out-of-plane electrostatic interactions.

We shall now assume a large enough value of the range-separation parameter \( L \) such that \( f(G + q) \) vanishes except for \( G = 0 \). This leaves us with a single \( q \)-dependence for the quantities entering the long-range scattering potential in Eq. (11) and a small space of dimension 2 spanned by the two \( G = 0 \) components of the basis functions given in Eqs. (25) and (26). In such a regime, one can proceed to write the small-space response functions in terms of few macroscopic coefficients by expanding them in a long-wave series as:

\[
\lim_{q \rightarrow 0} e^2 \chi_q^S(1, 1) = -q \cdot \alpha^\parallel \cdot q + O(q^4)
\]

\[
\lim_{q \rightarrow 0} e^2 \chi_q^S(2, 2) = |q|^2 \alpha^\perp + O(q^4)
\]

where the round-bracketed indexes refer to values of \( l \) and \( l' \) in which we neglect the cross terms (1, 2) and where the in-plane and out-of-plane macroscopic polarizabilities are given by:

\[
\alpha^\parallel = (\tilde{\varepsilon}_{\alpha\alpha} - \delta_{\alpha\beta}) \frac{c}{4\pi}
\]

\[
\alpha^\perp = (1 - \tilde{\varepsilon}_{zz}^{-1}) \frac{c}{4\pi},
\]

where \( \tilde{\varepsilon}_{\alpha\beta} \) and \( \tilde{\varepsilon}_{zz} \) are the macroscopic in-plane and out-of-plane dielectric constants computed over a unit cell with size \( c \) along the out-of-plane direction. The brevity indicates that the dielectric constants depend on the vacuum size dimension, i.e. on \( c \), while the polarizabilities do not. We note that when assuming the use of the 2D Coulomb truncation scheme from Ref. 63, which effectively multiplies the out-of-plane macroscopic polarizability by \( \tilde{\varepsilon}_{zz} \), then Eq. (30) becomes \( \alpha^\perp = (\tilde{\varepsilon}_{zz}^{-1}) \frac{c}{4\pi} \).

The dressed charge-response functions, in turn, are expanded as:

\[
\lim_{q \rightarrow 0} \rho_{q\alpha}^S(1) = \sum_{\beta} \frac{ig_{\beta}}{\sqrt{S}} e^{-iq_{\alpha} \tau_{\alpha}} Z_{\alpha\alpha}^\parallel(q),
\]

\[
\lim_{q \rightarrow 0} \rho_{q\alpha}^S(2) = \frac{|q|}{\sqrt{S}} e^{-iq_{\alpha} \tau_{\alpha}} Z_{\alpha\alpha}^\perp(q),
\]
where \( \tau_{\alpha} \) is the atomic displacement of atom \( \kappa \) in the Cartesian direction \( \alpha \) and \( Z \) are the dipolar expansion defined as:

\[
Z_{\alpha\beta}(q) = Z_{\kappa\alpha\beta} - i \sum_{\gamma} \frac{q_{\gamma}}{2} (Q_{\kappa\alpha\beta\gamma} - \delta_{\beta\gamma} Q_{\kappa\alpha\gamma z z}) + \cdots \tag{33}
\]

\[
Z_{\alpha\perp}(q) = Z_{\kappa\alpha\perp} - i \sum_{\gamma} q_{\gamma} Q_{\kappa\alpha\perp\beta} + \cdots, \tag{34}
\]

where \( Z_{\kappa\alpha\beta} \) is the dynamical in-plane Born effective charge tensor corresponding to the polarization response along the direction \( \beta \) to an atomic displacement of atom \( \kappa \) in the Cartesian direction \( \alpha \); \( Z_{\kappa\alpha\perp} \) is the dynamical out-of-plane Born effective charge equivalent. The \( Q_{\kappa\alpha\beta\gamma} \) are the dynamical quadrupoles, which describe the polarization response along the direction \( \beta \) to a gradient in the Cartesian direction \( \gamma \) of an atomic displacement of atom \( \kappa \) in the Cartesian direction \( \alpha \). Both dipoles and quadrupoles are here expressed in open-circuit electrical boundary conditions as done for example in Appendix B of Ref. 66. We note that in some first-principles software the momentum \( q \) are expressed in unit of \( 2\pi/a \). In such cases, one needs to be careful as Eqs. (31) and (32) assume the \( q \) wave vector to be in inverse length units.

Next, we consider the expansion in \( q \) of the dressed basis functions, \( \varphi_S^q(r) \), which specifically enter the long-range scattering potential and were not elaborated in Ref. 66. To this end, we start by performing the long-wave expansion of the hyperbolic functions of Eq. (26) as \( \cosh(qz) = 1 + q^2 z^2/2 + \cdots \) and \( \sinh(qz) = qz + q^3 z^3/6 + \cdots \), while retaining the first-order term only. Then, recalling Eq. (16) and considering the macroscopic limit \( (G = 0) \), the perturbation from the basis function reduces to a scalar- & electric field-like \((l = 1)\) potential as

\[
\lim_{q \to 0} \varphi_S^q(r) = \frac{1}{\sqrt{S}} \left[ 1 + i \sum_{\alpha} q_\alpha \frac{V_{Hxc,E}^\parallel (r)}{e} + O(q^2) \right], \tag{35}
\]

\[
\lim_{q \to 0} \varphi_S^q_z(r) = \frac{|q|}{\sqrt{S}} \left[ z + \frac{V_{Hxc,E}^\perp (r)}{e} + O(q^1) \right], \tag{36}
\]

where one can notice the unusual units due to the normalization factors in Eq. (25), and where \( V_{Hxc,E}^\parallel (r) \) is the self-consistent potential (including the Hartree and exchange-correlation terms) induced by an in-plane \((E_{\alpha})\) or an out-of-plane \((E_{\perp})\) uniform electric-field perturbation interacting at the level of a short-range kernel. Notice that \( V_{Hxc,E}^\parallel (r) \) has to be calculated in open-circuit electrical boundary conditions along the out-of-plane direction or, in other words, as the response to an electric displacement field \((D_{\perp})\). Eqs. (35) and (36) can be derived by noting that, to lowest order in \( q \), Eq. (13) reduces to \( \Delta q_1 V^{\text{ext}}(r) = V_{q_1} [1 + iq \cdot r]/\sqrt{S} \) and \( \Delta q_2 V^{\text{ext}}(r) = V_{q_2} |q| z/\sqrt{S} \). Since there is no response to a uniform scalar potential, we can further simplify \( \Delta q_1 V^{\text{ext}}(r) = V_{q_1} q \cdot r/\sqrt{S} \), so that both cases can be related to uniform electric field perturbations

\[
\Delta V_{q_1}^{\text{ext}}(r) = cE \cdot r \quad \text{and the derivatives in Eq. (16) can be written as } \frac{\partial}{\partial V_{q_1}} = i q_\alpha/(e\sqrt{S}) \partial q_{\alpha} \quad \text{and } \frac{\partial}{\partial V_{q_2}} = |q|/(e\sqrt{S}) \partial q_{\alpha}.
\]

Finally, by plugging the above expansions into Eq. (11) one obtains a formula for the long-range scattering potential which is valid at any order in \( q \). In the context of the calculations reported in the present work, we truncate the expansion of the potential at order \( O(q) \), which yields the following practical formula

\[
V_{q\alpha}^\parallel (r) = \frac{\pi e}{S} f(|q|) e^{-i q \cdot \tau} \left[ 1 + \frac{1}{\epsilon^\parallel(q)} \left\{ 2i |q| \cdot Z_{\alpha} \right\} + \frac{1}{\epsilon^\perp(q)} \left\{ 2|q|^2 Z_{\kappa\alpha\perp} \right\} \right], \tag{37}
\]

where the dielectric functions appearing at the denominators are

\[
\epsilon^\parallel(q) = 1 + \frac{2\pi f(|q|)}{|q|} q \cdot \alpha^\parallel \cdot q, \tag{38}
\]

\[
\epsilon^\perp(q) = 1 - 2\pi f(|q|) \alpha^\perp. \tag{39}
\]

Similarly to the long-range IFC of Ref. 66, which are reproduced in Appendix B for completeness, here we end up with two differential contributions, one mirror-even \((\parallel)\) and a another mirror-odd \((\perp)\), which respectively describe the in-plane and out-of-plane interactions. However, each one of these two contributions is here shown to incorporate, apart from a macroscopic constant term similar to the ones observed in the IFC formula, an additional local-fields term with the self-consistent potential induced by an electric field. These quadrupolar terms, which enter as second order in \( q \) at the numerators, are the 2D generalization of equivalent contributions previously elaborated for the 3D case in Ref. 59 and Refs. 30,31 via alternative approaches. The latter are recovered with the present formalism based on Eq. (11) when applied to a 3D crystal, which is demonstrated in Appendix C.

### E. Comparison with existing formalism

In this section, we shall formally compare our Eq. (37) with the long-range potential equation extracted from Refs. 62,63. The 2D long-range scattering potential was there developed up to the dipole level while neglecting both the out-of-plane (mirror-odd) electrostatic fields and the local-fields potentials. The ensuing long-range scattering potential can be written as

\[
V_{q\alpha}^{\text{LD}}(r) = \frac{2\pi e g(|q|)}{S} i q \cdot Z_{\alpha} e^{-i q \cdot \tau}, \tag{40}
\]

where \( g(|q|) = e^{-|q|^2/4\Lambda^2} \) plays the role of the range-separation function where \( \Lambda \) is chosen to be large enough for the long-range potential to be truly macroscopic. The
corresponding 2D screening is given, to linear order in $q$, by

$$
\varepsilon^{2D}(q) = \varepsilon^{\text{ext}} + \frac{q \cdot r^{\text{eff}}}{|q|^2} |q|, \quad (41)
$$

where $\varepsilon^{\text{ext}}$ is the external dielectric constant which in the case of an isolated monolayer in vacuum is $\varepsilon^{\text{ext}} = 1$. Using classical electrostatics in the limit of vanishing monolayer thickness, the effective screening length is given by

$$
eff^{\alpha\beta} = \left(\varepsilon^{\alpha\beta} - \delta^{\alpha\beta}\right) \frac{C}{2} = 2\pi \alpha^{||}, \quad (42)
$$

where $\varepsilon^{\alpha\beta}$ is the in-plane high-frequency dielectric constants computed over a unit cell with size $c$ along the out-of-plane direction. The brevity indicates that the dielectric constant depends on the vacuum size dimension, i.e. on $c$.

Eq. (40) can be directly compared with our mirror-even term in Eq. (37). Apart from the lack of any quadrupolo contribution, the main difference comes from the distinct range-separation function. Both $g(|q|)$ and $f(|q|)$ tend to unity in the $q \to 0$ limit. However, the Gaussian function of Soher et al. is reminiscent of the Ewald summation approach in 3D and does so quadratically. Conversely, our $f(|q|)$ directly emerging from the analytical derivations of $v^L$ with a linear behavior at small $q$. The latter property is crucial to correctly reproduce the nonanalytic behaviour of the Coulomb kernel, as we demonstrated in Section II C. Another difference lies in the fact that, within our formalism, the range separation function also enters the definition of the dielectric functions given in Eq. (38). The advantages of this improved description of the in-plane screening was already demonstrated in the context of phonon frequencies interpolation. In Section III, we assess its role for the specific case of interpolating electron-phonon scattering quantities.

Two alternative formalism have been more recently reported. The first one from Deng et al. introduces an out-of-plane dipolar interaction, which has been understood as a dynamical BEC contribution to the $Q_{\alpha\kappa\alpha^\prime}$ quadrupole, and impacts the in-plane fields in Eq. (31). The second one, from Sio and Giustino, proposes a unified long-range description that allows to go smoothly from bulk, to multilayers, to monolayers. However such formalism treats LO modes, neglects quadrupoles, and recovers the approximate 2D limit of Refs. 62,63.

### F. Two-dimensional long-range electron-phonon matrix elements

Although we have shown that the problematic long-range fields are deeply rooted at the level of the scattering potential $V^{L}_{\alpha\kappa\alpha}$, our implementation is based on the direct interpolation of the electron-phonon matrix elements by exploiting the wannierization of the electronic wave functions. To this end, we make use of an equivalent range separation for the matrix elements via the incorporation of Eq. (9) into Eqs. (2), and (1). It is convenient to operate a rotation to the Wannier gauge to guarantee a smooth behavior as a function of $q$ by writing the cell-periodic part of the Bloch eigenstates $|u_{nk}\rangle = e^{-i\mathbf{k}\cdot\mathbf{r}} |\Psi_{nk}\rangle = \sum_{p} U_{npk}^* |W_{p}\rangle$, so that:

$$
gmn\kappa\alpha(k, q) = \sum_{sp} U_{msk+q}^* |V^{L}_{\kappa\alpha}\rangle |u_{pk}\rangle U_{pnk}^* \quad (43)
$$

where $U_{msk}$ are the Wannier rotation matrices and $V^{L}_{\kappa\alpha}$ is given by Eq. (37).

While the $U_{msk}$ matrices can be obtained at arbitrary wave vectors by diagonalizing the Hamiltonian in the Wannier basis, the problem of interpolating the matrix element $g_{mn,\kappa\alpha}(k, q)$ thus relies on obtaining the correct long-wavelength non-analytic behavior of $\langle u_{msk+q}^* | V^{L}_{\kappa\alpha} | u_{pk}\rangle$, which we obtain using Eqs. (35) and (36) as

$$\langle u_{msk+q}^* | V^{L}_{\kappa\alpha} | u_{pk}\rangle = \frac{2\pi e f(q)}{S(q)} e^{-ig\cdot q} \left[ i q \cdot Z^{\alpha\kappa}(q) \right] \times \left[ |u_{msk+q}^* | r_{q1}^{\kappa}(r) |u_{pk}\rangle + 2q Z_{\kappa}^{\alpha\kappa}(q) \right] (44)
$$

In addition to the $q \to 0$ limit of the potential in Eq. (37), we also need the expansion to first order

$$\langle u_{msk+q}^* | u_{pk}\rangle = \delta_{sp} + \sum_{\alpha} q_{\alpha} \left[ \partial_{\alpha} W_{pk} \right] + \cdots \quad (45)
$$

where we have exploited that the Wannier gauge is smooth everywhere in the Brillouin zone. By introducing the Berry connection $A_{spk,\alpha}^W \equiv -i \left[ \partial_{\alpha} W_{pk} / \partial_{k\alpha} \right]$, we obtain

$$\langle u_{msk+q}^* | r_{q2}^{\alpha}(r) |u_{pk}\rangle = \delta_{sp} + i q \cdot \left[ A_{spk}^W + \langle u_{msk}^* | V^{Hxc,E}_{-}\rangle |u_{pk}\rangle \right] (46)
$$

$$\langle u_{msk+q}^* | r_{q2}^{\alpha}(r) |u_{pk}\rangle = q A_{spk,\alpha}^W + \langle u_{msk}^* | V^{Hxc,E}_{-}\rangle |u_{pk}\rangle \quad (47)
$$

In practice, $A_{spk}^W$ can be obtained via the Fourier transform of the position operator $r_{sp,R}$ in the Wannier basis as:

$$A_{spk}^W = \sum_{R} e^{i\mathbf{k}\cdot\mathbf{R}} r_{sp,R} \quad (48)
$$

Here it is crucial that the position operator be Hermitian, i.e. $r_{sp,R} = r_{sp,-R}^\dagger$, and translationally invariant. These conditions are typically not met in discretized forms on the coarse grid, but alternative invariant formulations exist such as the one recently implemented by Jae-Mo Lihm in the WANNIERBERRI software starting from the expression for Wannier centers by Stengel et al. 65.
and Spaldin. Interestingly, the inclusion of the second term in Eq. (45) for the $||$ part allows to write both in-plane ($\alpha = x, y$) and out-of-plane ($\alpha = z$) components in Eq. (46) in a similar way in terms of the matrix element between Wannier functions $|pR\rangle$ of the total (bare+induced) electric field perturbation

$$eA_{spk,\alpha} + \langle u_{spk}^W | V^{Hxc,E} (r) | u_{spk}^W \rangle = \sum_R e^{ikR} \langle s0 | [e_{\alpha} + V^{Hxc,E} (r)] | pR \rangle.$$  (49)

The corrections associated with $A_{spk}$ and $V^{Hxc,E}$ in Eq. (46) are necessary to capture the full nonanalytic behavior of $g_{mn\kappa\alpha}^{\mu}$ up to (and including) the first order in $q$, going beyond the current approaches based on dipole only. Even more compelling, by setting $A_{spk} = 0$, as typically done also in 3D, the long range contribution (43) depends on the specific Wannier gauge adopted in the calculation through the $U_{mnk}$ rotation matrices. Indeed, even fixing the gauge of the Bloch eigenstates -- and thus of $g_{mn\kappa\alpha}^{\mu}(k,q)$ -- and restricting to maximally localized Wannier functions, there are multiple Wannier gauge choices available, associated with rotation matrices $U_{npk}$ that differ by a right multiplication by a smooth $k$-dependent unitary matrix $W_{npk}$ that relates the two Wannier gauges, i.e. $U_{npk} = U_{nk} W_{npk}$ with $|u_{npk}^W\rangle = \sum_p W_{npk}^\dagger |u_{npk}\rangle$. In current implementations, this leads to an explicit dependence on $W_{npk}$ and thus inconsistently different long range expressions depending on the specific Wannier gauge. The terms associated with the in-plane components of $A_{spk}$ instead restore a Wannier gauge independence at least to lowest order in $q$. Nonetheless, as it will be shown in Section III, the quality of the interpretation is excellent in most cases without taking the $A_{spk}$ and $V^{Hxc,E}$ terms into account. We therefore choose to leave the gauge consistency for further studies but indicatively compare the deformation potential of hexagonal BN using Eq. (48) in Fig. 1 which shows a small numerical improvement in the interpolation quality.

### G. Carrier mobility

Finally, once the matrix elements have been obtained on ultra-dense grids, we can compute the hollow transverse low-field phonon-limited carrier mobility in the presence of a small finite magnetic field $B$:

$$\mu_{\alpha\beta}^T(B) = \frac{-1}{S\mu^c} \sum_{kn} w_k v_{n_k\alpha} [\partial E_\beta f_{n_k}(B) - \partial E_\beta f_{n_k}], \quad (50)$$

where $w_k$ is the $k$-point weight in the first Brillouin zone surface, $v_{n_k\alpha}$ the band velocity for the eigenstate $\varepsilon_{n_k}$, and $\mu^c$ the carrier concentration. The linear variation of the electronic occupation $\partial E_\beta f_{n_k}(B)$ due to an electric field $E$ and in the presence of a magnetic field $B$ can be obtained by solving the Boltzmann transport equation (BTE) in 2D.

$$\left[ 1 - \frac{e}{\hbar} \tau_{nk}(v_{n_k} \times B) \cdot \nabla_k \right] \partial E_\beta f_{n_k}(B) = e v_{n_k\beta} \frac{\partial f_0^\varepsilon}{\partial \varepsilon_{nk}} \tau_{nk}$$

$$+ 2\pi \hbar \sum_{qmu} w_q \partial E_\beta f_{n_k+q}(B) |g_{mn\nu}(k,q)|^2$$

$$\times [ (n_{q\nu} + 1 - f_0^\varepsilon) \delta(\varepsilon_{nk} - \varepsilon_{mk+q} + \hbar \omega_{q\nu})$$

$$+ (n_{q\nu} + f_0^\varepsilon) \delta(\varepsilon_{nk} - \varepsilon_{mk+q} + \hbar \omega_{q\nu})], \quad (51)$$

with $\tau_{nk}$ being the total scattering lifetime and the inverse $\tau_{nk}^{-1}$ the scattering rate given by:

$$\tau_{nk}^{-1} = \frac{2\pi}{\hbar} \sum_{qnu} w_q |g_{mn\nu}(k,q)|^2$$

$$\times [ (n_{q\nu} + 1 - f_0^\varepsilon) \delta(\varepsilon_{nk} - \varepsilon_{mk+q} + \hbar \omega_{q\nu})$$

$$+ (n_{q\nu} + f_0^\varepsilon) \delta(\varepsilon_{nk} - \varepsilon_{mk+q} + \hbar \omega_{q\nu})], \quad (52)$$

where $f_0^\varepsilon$ is the Fermi-Dirac occupation function at equilibrium (in the absence of fields) and $n_{q\nu}$ is the Bose-Einstein equilibrium distribution function. Finally we obtain the drift mobility as:

$$\mu_{\alpha\beta}^{\text{drift}} = \frac{-1}{S\mu^c} \sum_{kn} w_k v_{n_k\alpha} \partial E_\beta f_{n_k}, \quad (53)$$

where $\partial E_\beta f_{n_k}$ is obtained by solving Eq. (51) without $B$.

From this we can define the dimensionless Hall tensor, which is defined as the ratio between the mobility with and without magnetic field as:

$$r_{\alpha\beta}(B) \equiv \lim_{B \to 0} \sum_{\delta} \frac{[\mu_{\alpha\beta}^{\text{drift}} - 1] \mu_{\alpha\beta}^T(B) [\mu_{\alpha\beta}^{\text{drift}} - 1]}{|B|}, \quad (54)$$
where $\mathbf{B}$ is the direction of the magnetic field and Eq. (54) is the tensorial generalization of Ref. 76. The Hall mobility is computed as:

$$\mu_{\alpha\beta}^{\text{Hall}}(\mathbf{B}) = \sum_{\gamma} \mu_{\alpha\gamma}^{\text{df}} r_{\gamma\beta}(\mathbf{B}).$$

A common approximation to Eq. (53) is called the self-energy relaxation time approximation (SERTA)\textsuperscript{22} and consists in neglecting the second term in the right-hand side of Eq. (51) which therefore does not need to be solved iteratively and yields:

$$\mu_{\alpha\beta}^{\text{SERTA}} = -\frac{e}{SN} \sum_{k\nu} u_{k}^{\nu} \frac{\partial f_{k\nu}^{0}}{\partial \xi_{k\nu}} v_{n_{k\alpha}^{\nu}n_{k\beta}^{\nu}} \tau_{nk}. \tag{56}$$

### III. RESULTS

In this work, we have decided to study 6 monolayers (SnS\textsubscript{2}, BN, MoS\textsubscript{2}, InSe, phosphorene, and graphene) that represent various cases, from polar to non-polar materials, semiconductors and semimetals, to highlight the accuracy of the electron-phonon matrix element interpolation presented in the theory Section II. More specifically, we study SnS\textsubscript{2} and hexagonal BN monolayers, for which phonon dispersions including the effect of quadrupoles have already been studied in Ref. 66, as validation of our theory and implementation. We then choose MoS\textsubscript{2}, InSe, graphene, and phosphorene for their technological relevance and richness, and their extensive investigations available in the literature.

#### A. Computational details

In the practical interpolation of $g_{mn\nu}^{\mathbf{G}}$, we shall follow the common practice\textsuperscript{30,61} of extending Eqs. (37) and (43) to finite $\mathbf{G}$ vectors by incorporating a sum over $\mathbf{G}$ and replacing every occurrence of $\mathbf{q}$ by $\mathbf{G} + \mathbf{q}$. This replacement emulates the periodic nature of the potential and should be seen as a model which numerically improves the quality of the interpolation of the matrix elements beyond the long-wavelength limit. The Cartesian short-range matrix elements in real-space $g_{mn\nu}^{S}(\mathbf{R}_{p}, \mathbf{R}_{p'})$ are Fourier interpolated in Bloch space and the long-range contribution is added:

$$g_{mn\nu}(\mathbf{k}, \mathbf{q}) = g_{mn,\kappa\alpha}(\mathbf{k}, \mathbf{q}) + \sum_{\mathbf{G} \neq \mathbf{0}} \sum_{s p} g_{mn,\kappa\alpha}(\mathbf{R}_{p}, \mathbf{R}_{p'}) \times U_{mnk + \mathbf{G} + \mathbf{q}}^{\nu} V_{q + \mathbf{G} + \mathbf{G}_{\kappa\alpha}}^{L} U_{pk}^{\nu} \tag{57}$$

Finally, the interpolated electron-phonon matrix element is rotated in the mode basis to recover Eq. (1):

$$g_{mn\nu}(\mathbf{k}, \mathbf{q}) = \left[ \frac{\hbar}{2\omega_{\nu}(\mathbf{q})} \right]^{\frac{1}{2}} \sum_{\kappa\alpha} e_{\kappa\alpha}(\mathbf{q}) \sqrt{M_{\kappa}} g_{mn,\kappa\alpha}(\mathbf{k}, \mathbf{q}), \tag{58}$$

where we define the monopole-dipole contribution $\mu_{mn\nu}^{C,\text{ed}}(\mathbf{G})$ by setting $\mathbf{Q} = 0$ in Eq. (46) and the monopole-quadrupole one $\mu_{mn\nu}^{C,\text{eq}}(\mathbf{G})$ by setting $\mathbf{Z} = 0$ in Eq. (46).

We illustrate the effect of summing $g_{C}^{\mathbf{G}}$ over the grid of $\mathbf{G}$ vectors in Fig. 2 for the case of SnS\textsubscript{2} which shows a small improvement. Therefore, instead of using the purposely large value of $L$ assumed in deriving Eq. (37), in our calculations we shall choose an optimal value of $L$ such that not all the $\mathbf{G} \neq \mathbf{0}$ contributions are filtered out. To this end, we follow the approach successfully employed in Ref. 66 to interpolate the IFC, which consists in taking the value of $L$ that minimizes the sum of the real-space short-range IFC ($\Phi^{S}$):

$$d(L) = \frac{1}{N} \sum_{k=1}^{N} \sum_{\alpha\beta} |\Phi_{\alpha\beta}(0, l)|, \tag{59}$$

where $^*$ indicates that the $\kappa = \kappa'$ terms are excluded in the reference unit cell ($l = 0$) and $N$ is the number of cells in the real-space supercell. The optimal values of the $L$ parameter using Eq. (59) are show in Fig. 3 for the materials studied in this manuscript. We also proceed following Ref. 66 to interpolate the phonon frequencies and eigenvectors with the formulas reported in Appendix B.

We perform all calculations within density functional theory (DFT) and density functional perturbation theory (DFPT)\textsuperscript{15,16} using the Quantum ESPRESSO (QE)\textsuperscript{78,79} and ABINIT\textsuperscript{55,56,80,81} suites of codes, with plane-wave basis sets and pseudopotentials to include the effects of core electrons. In QE we introduce a cutoff on Coulomb interactions\textsuperscript{83} to prevent spurious interactions with artificial periodic replicas of the monolayers in the vertical direc-
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plunging. All resulting materials parameters are summarized in Table I. First principles results for electronic eigenvalues, phonon frequencies, and electron-phonon matrix elements are interpolated on ultra dense Brillouin-zone grids using a generalized Wannier-Fourier approach\textsuperscript{52,53} using EPW\textsuperscript{54} and WANNIER90\textsuperscript{82}. Details about the Wannier functions used in this study for interpolation as well as interpolated electronic band structures are presented in Sec. D, while here we provide a brief description of the systems investigated and the corresponding parameters adopted in the QE simulations.

SnS\textsubscript{2} crystallizes in the trigonal P\textsuperscript{3}m1 [164] space group with point group 3\textit{m}. For better comparison with Ref. 66, we use the same lattice parameter of 6.837 Bohr with 40 Bohr of vacuum and the two sulphur atoms positioned 2.774 Bohr away from the Sn layer. We also use the same norm-conserving pseudopotential\textsuperscript{81} from PSEUDO\textsuperscript{DOJO}\textsuperscript{84} within the local density approximation (LDA)\textsuperscript{85}. A plane-wave cutoff of 160 Ry and a 16×16×1 \textit{k}-point grid is adopted. DFPT calculations are performed on a 16×16×1 \textit{q}-point with a tight 10\textsuperscript{−24} threshold on the perturbed wavefunction. The resulting in-plane and out-of-plane dielectric tensor and Born effective charges are given in Table I. As in the original publication\textsuperscript{66}, we neglect spin-orbit coupling (SOC) in SnS\textsubscript{2}.

We consider also monolayer hexagonal BN (h-BN), both to compare our results with the phonon frequencies of Ref. 66 but also because h-BN has attracted much attention in recent years due to its high dielectric constant, wide bandgap, chemical inertness, flexibility and good mechanical strength\textsuperscript{86}. It is also seen as one of the best dielectric interface material for novel electronics. We use the same lattice parameter as Ref. 66 of 4.689 Bohr with 40 Bohr vacuum and the same scalar relativistic norm conserving LDA pseudopotential without SOC. We choose a 160 Ry plane-wave energy cutoff with a 20×20×1 \textit{k}-point and \textit{q}-point grids and a tight 10\textsuperscript{−24} threshold on the perturbed wavefunction.

Next, we study the prototypical TMD monolayer MoS\textsubscript{2} for its technological relevance and because many theoretical and experimental data exist for this material. MoS\textsubscript{2} is a piezoelectric material with an experimental relaxed-piezoelectric coefficients of 2.9 10\textsuperscript{−10} \textit{C/m}\textsuperscript{2}. The primitive cell contains three atoms with broken inversion symmetry and space group P\textit{6}\textit{m}2. In crystal coordinates, the Mo atom occupies the [1/3,2/3,0] position while the two S atoms have [2/3,1/3,±z] coordinate. We use fully relativistic norm-conserving Perdew-Burke-Emzerhof (PBE)\textsuperscript{88} pseudopotentials that allow to introduce SOC effects self-consistently in the calculations and that have been generated using the ONCV\textsuperscript{PS}P code\textsuperscript{83} and optimized via the PSEUDO\textsuperscript{DOJO} initiative\textsuperscript{84}, taking the 4s\textsuperscript{2}, 4p\textsuperscript{6}, 4d\textsuperscript{5} 5s\textsuperscript{1} as valence states for Mo and 3s\textsuperscript{2}, 3p\textsuperscript{4} as valence states for S. The electron wave functions are expanded in a plane-wave basis set with kinetic energy cutoff of 140 Ry. We perform response calculations using DFPT on a 18×18×1 electron and 18×18×1
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**FIG. 3:** Average and normalized short-range interatomic force constant as a function of the \textit{L} parameter using Eq. (50). They have been divided by their value at the minimum to be able to compare them.

**TABLE I:** Cartesian components of the dynamical dipole \(Z(e)\) and quadrupole \(Q(e\text{Bohr})\), separation length \(L(\text{Bohr})\), dielectric and polarizability tensors in atomic units for SnS\textsubscript{2}, MoS\textsubscript{2}, BN, InSe, and P monolayer. Only independent components are shown.

|        | Sn   | S\textsubscript{1} | Mo | S\textsubscript{2} | B | N | In\textsubscript{1} | Se\textsubscript{2} | P |
|--------|------|------------------|----|-----------------|---|---|-----------------|-----------------|---|
| \(Z_{xx}\) | 4.813 | -2.407 | -0.988 | 0.494 | 2.685 | -2.685 | 2.444 | -2.444 | 0.000 |
| \(Z_{yy}\) | -2.407 | -0.988 | 0.494 | 2.685 | -2.685 | -2.444 | 2.444 | -0.000 | 0.011 |
| \(Z_{zz}\) | 0.343 | -0.172 | -0.070 | 0.035 | 0.246 | -0.246 | 0.169 | -0.169 | 0.000 |
| \(Q_{xx}\) | -3.699 | -5.533 | -0.391 | 4.261 | 0.384 | -7.158 | -1.547 | 1.732 |
| \(Q_{yy}\) | -3.699 | -5.533 | -0.391 | 4.261 | 0.384 | -7.158 | -1.547 | 15.68 |
| \(Q_{zz}\) | -3.699 | -5.533 | -0.391 | 4.261 | 0.384 | -7.158 | -1.547 | -2.256 |
| \(Q_{xy}\) | -0.298 | -0.174 | -0.070 | 0.035 | 0.246 | -0.246 | 0.169 | -0.169 | 0.000 |
| \(Q_{yx}\) | -2.932 | -7.858 | -1.167 | 1.547 | -7.158 | -1.547 | 1.732 |
| \(Q_{xz}\) | -0.230 | -0.297 | -0.070 | 0.035 | 0.246 | -0.246 | 0.169 | -0.169 | 0.000 |
| \(Q_{zy}\) | -0.230 | -0.297 | -0.070 | 0.035 | 0.246 | -0.246 | 0.169 | -0.169 | 0.000 |
| \(Q_{zz}\) | -0.298 | -0.174 | -0.070 | 0.035 | 0.246 | -0.246 | 0.169 | -0.169 | 0.000 |
| \(\epsilon_{xx}\) | 3.079 | 6.105 | 1.591 | 3.777 | 3.838 |
| \(\epsilon_{yy}\) | 3.079 | 6.105 | 1.591 | 3.777 | 4.898 |
| \(\epsilon_{zz}\) | 1.226 | 1.299 | 1.098 | 1.342 | 1.215 |
| \(\alpha_{xx}\) | 6.632 | 13.050 | 1.881 | 9.043 | 9.036 |
| \(\alpha_{yy}\) | 6.632 | 13.050 | 1.881 | 9.043 | 12.40 |
| \(\alpha_{zz}\) | 0.720 | 0.765 | 0.310 | 1.088 | 0.683 |
| \(L\) | 9.0 | 10.5 | 5.1 | 9.3 | 28.0 |
phonon grids to ensure good convergence of the dielectric properties. After structural relaxation, we obtain a lattice parameter of 6.020 Bohr with a 5.907 Bohr atomic distance between the two sulfur atoms in the out-of plane direction with a direct DFT bandgap at $K$ of 1.60 eV and large spin-orbit splitting of 148 meV of the valence band maximum, while the conduction band minimum has a much smaller 3 meV splitting. The momentum-averaged electron and hole effective masses at the band edges are 0.42 $m_e$ and 0.52 $m_e$, respectively. These values are in agreement with previous theoretical and experimental works.

We study also monolayer InSe, which is a piezoelectric material with a calculated piezoelectric coefficient of $0.57 \times 10^{-10}$ C/nm. Due to its high carrier mobility, it is considered a good candidate for post-silicon electronics. Also in this case, we use fully relativistic norm-conserving PBE pseudopotentials, which include 4$d^{10}$, 5$s^2$, and 5$p^1$ as valence states for In and 3$d^{10}$, 4$s^2$, and 4$p^1$ as valence states for Se. The electron wave functions are expanded in a plane-wave basis set with kinetic energy cutoff of 160 Ry. For the response calculations, we use a 16×16×1 electron and 16×16×1 phonon grids to ensure good convergence of the dielectric properties. After structural optimization, we obtain a lattice parameter of 7.721 Bohr, in close agreement with prior studies that found values ranging from 7.46 to 7.728 Bohr. We also find an In-In bond length of 4.978 Bohr and an In-Se bond length of 4.333 Bohr.

We also examine graphene, being the seminal nonpolar 2D material, whose transport properties are well studied. It therefore serves as a reference test-case to ensure our scheme works also in (semi) metals, where screening plays a relevant role but the presence of long range contributions cannot be discarded a priori. In contrast to Ref. 26 that focuses on doped graphene, here we compute the intrinsic carrier mobility, i.e. assuming the Fermi level to be at the Dirac point, with electrons and holes being purely generated by thermal effects and not by doping. We use a relativistic norm-conserving PBE pseudopotential with a 100 Ry plane-wave energy cutoff, a cold smearing of 7.5 mRy, and a dense 96×96×1 $k$-point grid coupled with a 18×18×1 $q$-point grid for the response calculations. The computed relaxed lattice parameter is 4.661 Bohr, close to the experimental one of 4.648 Bohr.

The last material that we investigate in this work is phosphorene, an elemental group-V 2D material, which displays a buckled orthorhombic structure with 4 atoms per unit cell and space group Pmmn, a direct band gap promising for optoelectronic applications, and large mobility and on/off ratios in field effect transistors. We adopt a relativistic norm-conserving PBE pseudopotential with a 160 Ry plane-wave energy cutoff and a 16×16×1 $k$-point grid coupled with a 16×16×1 $q$-point grid for the response calculations. A denser 32×24×2 $k$-point grid is considered for the ABINIT dynamical quadrupole calculation. The calculated lattice parameters of phosphorene are $a = 6.242$ Bohr and $b = 8.741$ Bohr and an out-of-plane buckling distance of 3.986 Bohr.

Finally, we report for each material the choice of initial projections for the Wannier functions in Appendix D and show in Fig. 4 that interpolated electronic band structures reproduces perfectly the direct DFT calculations.
B. Phonon dispersion

We now analyze the effect of the out-of-plane electrostatics, dipoles and quadrupoles on the phonon dispersion of all the materials along high-symmetry lines of the Brillouin zone. We compare in Fig. 5 the phonon dispersion of BN monolayer calculated with direct DFPT (black empty circles) with a Fourier interpolation where the long range part of the dynamical matrix (D) includes dipole-dipole with the scheme of Ref. 63 (DDS), dipole-dipole (DD), dipole-quadrupole (DQ) and quadrupole-quadrupole (QQ). The subfigures (b) and (c) are energy and momentum magnification.

The phonon frequencies with or without dynamical quadrupoles are numerically the same. This was also observed in the case of many bulk materials but we stress that even in these cases, the eigenvectors associated with these phonon modes are not the same, yielding for example different deformation potentials.

However this finding is not general. For example in the case of the TO1 and TO2 modes of SnS2, a clear difference is observed between the phonon frequencies with and without quadrupoles around the zone center, as shown in Fig. 12 in App. E. A similar observation can be made for InSe in Fig. 12, where the TA, LA, and LO3 modes show small differences. This has been observed before and confirmed here. We also mention that in piezoelectric bulk materials, the quality of the phonon interpolation can be improved by using quadrupoles.

Coming back to the case of BN, we observe an important difference between the DDS approximation and the DD case for the ZO branch interpolation close to Γ. While the DDS solution approaches the zone center quadratically, the DFPT results display linearity and a derivative discontinuity at Γ. This behaviour of the DDS approach is due to the neglect of the out-of-plane electrostatics given by the second term in Eq. (B3). Interestingly, in the case of MoS2 and phosphorene shown in Figs. 12 and 13 there are no visible differences in the phonon dispersion between the three approaches. We nonetheless mention that a 3D long-range scheme would instead fail.

Finally, the case of the phonon dispersion of graphene is shown in Fig. 13 of App. E where we do not use any long-range treatment due to the semi-metallic nature of graphene. The agreement with direct DFPT is excellent and the parabolicity of the flexural ZA mode is recovered.

Overall, we can thus conclude that, although some differences can be observed between DFPT results and interpolated phonon dispersions without quadrupole effects, they are always quite small. This is however not the case for the scattering potential where much bigger discrepancies are found and the effect of dynamical quadrupoles becomes crucial.

C. Deformation potential

We now turn to the assessment of the accuracy of the various interpolation schemes for the scattering potential presented in this work. For an easier comparison of the electron-phonon coupling, we compute the total deformation potential:

\[
D_\nu(k, q) = \frac{1}{\hbar N_w} \left[ 2 \rho S \hbar \omega_\nu(q) \sum_{mn} |g_{mn\nu}(k, q)|^2 \right]^{1/2} \tag{60}
\]
FIG. 6: (a) Deformation potential showing all phonon modes along high-symmetry lines and computed at $\mathbf{k} = \Gamma$ for the conduction band of SnS$_2$ monolayer calculated with direct density functional perturbation theory (black empty circles) compared with Fourier interpolation where the long-range part of the dynamical matrix (D) and electron-phonon matrix elements (G) includes dipole-dipole (DDS) and monopole-dipole (eDS) with the scheme of Ref. 63, dipole-dipole (DD), dipole-quadrupole (DQ), quadrupole-quadrupole (QQ), monopole-dipole (eD), and monopole-quadrupole (eQ), all with a 40 Å vacuum. (b) Momentum and deformation potential range zoom of (a). (c) Comparison of the deformation potential between a 3D long-range scheme with quadrupoles for vacuum sizes ranging from 40 to 80 Å with the deformation potential with the 2D long-range scheme and dynamical quadrupoles. (d) Deformation potential range zoom of (c). The subfigures (e-h) show the deformation potential of InSe where (f) is a momentum and deformation potential range zoom of (e) and (g) is a comparison of the deformation potential in the quadrupole case for different coarse $\mathbf{k}$-point and $\mathbf{q}$-point grids. (h) Deformation potential range zoom of (g).

where the sum over bands is carried over the $N_w$ states of the Wannier manifold (or a subset), and $\rho$ is the mass density of the crystal. Eq. (60) has the advantage to factor out the contribution from the phonon frequency $\omega_q(\mathbf{q})$ and to sum multiple electronic bands at once.

We start by presenting in Fig. 6 the deformation potential of the conduction band of SnS$_2$ where the initial state is located at $\mathbf{k} = \Gamma$ and the final state spans high-symmetry directions. The first striking feature is that, differently to what typically happens in 3D systems, the coupling to the longitudinal optical LO$_2$ mode, also called Fröhlich mode, goes to a finite value with a cubic in the long wavelength ($\mathbf{q} \to 0$) limit. The finite value can be computed analytically from the knowledge of the Born effective charges and macroscopic dielectric function only by considering the $\mathbf{q} \to 0$ limit of Eq. (37) without quadrupole. We verify that this limit is the same as the dipole approximation of Eq. (40). This is a general feature of all 2D polar materials.

In contrast, in the case of bulk materials the polar Fröhlich interaction diverges as $1/|\mathbf{q}|$ in the long wavelength limit as can be seen with the dipole term of Eq. (C10). It has been suggested in the past that a good approximation to the 2D deformation potential could be obtained by using the 3D long-range formulation and increasing the vacuum space. However, as seen in Fig. 6(c) and (d), the deformation potential converges slowly with the vacuum distance making it a difficult approach in practice.

If we now focus on the low region of the deformation potential close to the zone center of SnS$_2$, Fig. 6(b), we can see that the D(DDS)+G(eDS) in-plane dipole of Eqs. (B6) and (40) is a good approximation to the D(DD)+G(eD) dipole approach of Eqs. (B3) and (57) with $\mathbf{Q} = 0$. Still, both approaches fail to reproduce correctly the DFTP results, especially for the TO$_1$ and ZO$_1$ modes, both quantitatively and qualitatively. Adding the contribution of quadrupoles through Eqs. (B4), (B5), and (57) allows to recover the first principles results, showing that including dynamical quadrupoles is therefore crucial to accurately describe the scattering potential in SnS$_2$ monolayer.

Another case in which the quadrupoles have a significant impact is InSe monolayer, shown in Fig. 6(e-h). In InSe, there are two mirror-even A’ out-of-plane modes, the ZO$_1$ and ZO$_3$ modes, which are depicted in a schematic way in Fig. 6(h). Both contribute to the deformation potential and are strongly affected by quadrupole corrections. In contrast the ZO$_2$ mode is mirror-odd with respect to the $z = 0$ plane and of symmetry A” which means that its contribution to the deformation potential is forbidden in this case. In addition, we also mention that the convergence of the LA mode is very slow with respect to coarse grid density as shown in Fig. 6(h). This slow convergence could be due to the neglect of the $V^{\text{Hxc}}(\mathbf{r})$ term in Eq. (43) but its investigation is left for future studies. However, for all other modes the convergence with quadrupoles is rapid and the results are converged with only a $8 \times 8 \times 1$ coarse $\mathbf{k}$/ $\mathbf{q}$-grids. This is not the case without quadrupoles where the conver-
FIG. 7: (a,b) Comparison of the deformation potential of the conduction band of MoS$_2$ monolayer at the $k = K$ point with the three schemes to treat the long-range interaction during interpolation compared with direct DFPT calculation (black empty circles). (c,d,e) Deformation potential of the valence bands of h-BN at the $k = K$ point for the same comparison as in (a,b). (f) Deformation potential of the conduction bands of phosphorene at the $k = K$ point for the same comparison as in (a,b). (g) Deformation potential of graphene at the Dirac point (DP) with no long-range treatment for two coarse grids compared with DFPT references (black empty circles).

gence is slower also for other modes (not shown here).

The deformation potentials for MoS$_2$, h-BN, phosphorene, and graphene are instead reported in Fig. 7. In the case of MoS$_2$ shown in Fig. 7(a,b), only the ZO$_1$ and LO$_2$ modes strongly couple to the electrons in the long-wavelength limit. For the ZO$_1$ mode, the DFPT coupling approaches a constant value at $\Gamma$ linearly in $q$ with a significant quadratic component that becomes dominant already at small wave vectors. When only dipole contributions are retained, the interpolated deformation potential is purely linear for $q \to 0$, and the inclusion of quadrupoles is essential to recover the quadratic correction. We also notice a small improvement in the LA mode when quadrupoles are added. Interestingly, in the case of h-BN in Fig. 7(c-e), the inclusion of 2D quadrupoles has little effect because the out-of-plane mode is forbidden by symmetry. As for the case of InSe, we observe a slow convergence of the LA mode with coarse grids density in BN. Moreover, in Fig. 7(f) we show the deformation potential of phosphorene. This is an interesting case because it has no polar Fröhlich component since the in-plane Born effective charges vanish, although the out-of-plane Born effective charge is 0.351 as reported in Table I. Remarkably, phosphorene has instead very large quadrupoles that strongly impact the scattering potential, especially for the ZO$_1$, ZO$_2$, and TO$_2$ modes that are finite in the long-wavelength limit. We note that the coupling to the ZO$_1$ mode is suppressed by symmetry along the $\Gamma-X$ high-symmetry direction. Finally, we report the case of graphene in Fig. 7(g), which is semimetallic and calculations do not include any long-range treatment. We find that the interpolation of the deformation potential is excellent without long-range treatment and therefore proceeds as such.

D. Carrier mobility

Now that we have validated and assessed the quality of the 2D deformation potentials in Section III C, we proceed to study the intrinsic drift and Hall carrier mobility of the six monolayers considered here using Eqs. (53) and (55).

To be clear, in all calculations the intrinsic carrier mobility is obtained by placing the Fermi level in the band gap and then determining the position of the Fermi level such that the tail of the Fermi-Dirac distribution, for a given temperature, gives a fixed carrier concentration. Here we choose a carrier concentration of $10^{10}$ cm$^{-2}$ and we verified that the mobilities are independent of that value. In the case of graphene, the Fermi level is placed at the Dirac point and the carrier concentration is com-
The extrapolated values are usually quite close to their theoretical infinite grid density as shown in Table II for all materials. In the case of SnS$_2$, the temperature dependence of electron mobility and Hall factor computed with a $600 \times 600 \times 1$ fine $k$- and $q$-point grids is shown in Fig. 8(a) where one can see, despite differences in deformation potential, that there is almost no visible effect of including quadrupoles on the mobility and Hall factor. The room-temperature values that we report here are in stark contrast with the only prior computed electron mobility of 756.6 cm$^2$/Vs using deformation potential theory which only accounts for acoustic scattering.\textsuperscript{110} This difference can be explained by looking at the spectral decomposition of the electron scattering rate of SnS$_2$ shown in Fig. 9(a) where most of the scattering comes from the optical modes at 35 meV associated with the LO$_2$ and ZO$_1$ phonons. Experimentally, a field-effect mobility of 0.04 cm$^2$/Vs was reported for SnS$_2$ obtained with exfoliation and characterized via a field-effect transistor with a high-$\kappa$ dielectric screening\textsuperscript{111}, 18 cm$^2$/Vs for SnS$_2$ bulk crystals\textsuperscript{112}, 50 cm$^2$/Vs for SnS$_2$ monolayer field-effect transistors grown with chemical vapor deposition\textsuperscript{113}, 230 cm$^2$/Vs for a thin SnS$_2$ field effect transistor screened by a high-$\kappa$ dielectric consisting of deionized water\textsuperscript{114}, and 330 cm$^2$/Vs was reported for vertical SnS$_2$...
nanoflakes. Given the range of experimental measurement available, the precise experimental intrinsic electron mobility of SnS$_2$ monolayer remains an open question.

Next, we look at the mobility of MoS$_2$ monolayer which has a rich history. The first reports of high mobility MoS$_2$ monolayer date from 2011 using a HfO$_2$ gate dielectric and achieving about 200 cm$^2$/Vs$^6$, quickly followed by early first-principles predictions using Monte Carlo simulations and reporting a mobility of 130 cm$^2$/Vs$^{37}$. Computationally, the mobility was reported almost exclusively for electrons with the exception of Ref. $^45$ which reported a value of 26 cm$^2$/Vs for the hole mobility of MoS$_2$, neglecting SOC. Previous theoretical values ranged from 320 cm$^2$/Vs to 410 cm$^2$/Vs using LDA in the SER$^6,38,39,42$ which reduce to 127 cm$^2$/Vs by solving the BTE iteratively$^{44}$. In addition, theoretical results using the PBE exchange-correlation functional and the BTE range from 97 to 150 cm$^2$/Vs$^{18,43-45}$. Comparison with experimental mobilities must be performed with care as many factors influence the measurements, from the actual thickness of the system (not necessarily a single layer) to the carrier density of the material. In particular, exfoliated samples seem to outperform the ones grown by chemical vapor deposition (CVD) with values ranging from 23 to 217 cm$^2$/Vs for the exfoliated samples$^{6,116-118}$ while the CVD ones range from 24 to 60 cm$^2$/Vs$^{119-122}$ on various substrate and encapsulation. One notable experiment is the hole mobility obtained for CVD sample deposited on an SiO$_2$ substrate and measured with Ag contacts and four probes which gave a mobility of 76 cm$^2$/Vs$^{123}$.

We also find that MoS$_2$ is a complex material with a room temperature electron drift and Hall mobility of 132 cm$^2$/Vs and 142 cm$^2$/Vs, respectively. In agreement with experimental reports, we find that the hole drift and Hall mobility are smaller with values of 74 cm$^2$/Vs and 121 cm$^2$/Vs, respectively. The temperature dependence of the mobility and Hall factor are given in Fig. 8(b,d) and display a significant variation with temperature. We see that the Hall factor increases with temperature both for electrons and holes and that the hole Hall factor is significantly larger than unity, demonstrating the importance of accounting for it when comparing to Hall mobility measurements.

What is particularly remarkable with MoS$_2$, is that the neglect of quadrupolar interaction during interpolation yields an overestimation of the electron and hole room-temperature Hall mobility by 19% and 43%, respectively. The neglect of quadrupoles therefore leads to a situation where the hole mobility is actually larger than the electron one, a remarkable qualitative difference. Another important aspect is that the neglect of SOC strongly suppresses the Hall hole mobility to 23 cm$^2$/Vs by enhancing intervalley scattering$^{124}$, while leaving the electron mobility unaffected. These results can be compared with the state-of-the-art one from Deng et al.$^{65}$ who included a partial quadrupolar contribution to the in-plane fields and obtained a room-temperature drift electron mobility in MoS$_2$ of 176.6 cm$^2$/Vs. Since these results are close to our values with only 2D dipoles, we conclude that the scheme of Deng et al.$^{65}$ misses most of the quadrupolar effects, in agreement with the authors claim of a dipolar effect. Overall we find that including SOC and dynamical quadrupoles in MoS$_2$ is also crucial to reproduce the temperature scaling with a $T^{-1.08}$ and $T^{-1.46}$ dependence for electrons and holes, respectively, in agreement with experiments$^{117,118,121,123}$.

Next, we turn to h-BN monolayers which is the sec-
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FIG. 10: Hole drift and Hall mobility of (a) MoS₂ and (b) InSe including quadrupole contributions. In both cases the Hall factor strongly increases with temperature, see Fig. 8(d) and (j) but only in the case of InSe does that yield an increase of mobility with temperature, highlighting the remarkable nature of InSe.

We now look at the results for InSe. There is quite a large variability in the experimental results with values for the electron mobility ranging from 10 to 1200 cm²/Vs. From the theoretical side, a study of the mobility of bulk, few layers and monolayer InSe reports a 120 cm²/Vs room temperature electron and 0.5 cm²/Vs hole mobility for the monolayer, respectively. However, the system was treated as bulk with k and q-points along the vacuum directions such that it is worth to revisit this material. By including the correct electrostatic boundary condition, the electron mobility was found to be as large as 500 cm²/Vs (among the largest in 2D materials), an increase that might also arise from the explicit inclusion of a large carrier density (10¹³ cm⁻²) with the ensuing screening of the Fröhlich interaction and with a larger carrier velocity. The GW effective mass of InSe was studied in Ref. 133 and after including many-body renormalization effects, the calculated electron effective masses of InSe are 0.12 and 0.09 in the in-plane and out-of-plane directions, respectively. S. Gopalan et al. studied the BTE mobility of InSe monolayer using Monte Carlo and found a low-field electron mobility 110 cm²/Vs at room temperature. Finally, L.-B. Shi et al. obtained a room temperature electron mobility of about 300 cm²/Vs and also discuss its variation with strain. In general, the lack of horizontal mirror symmetry in materials such as silicene and germanene yields a strong ZA coupling, and correspondingly low mobilities. However in the materials studied here such as InSe, MoS₂, and BN, the scattering potential linked with the flexural displacement is odd under the mirror symmetry making these flexural modes forbidden to first order and thus increasing mobility. Interestingly, we find that SnS₂ is an exception to this rule as it does not have a horizontal mirror plane but still enjoys ZA mode suppression as the conduction band of SnS₂ is dominated by a spherically symmetric s-character orbitals around the Sn atom, making that electron-phonon coupling inactive by symmetry.

Our computed Hall electron mobility is 122.6 cm²/Vs while the hole mobility is heavily suppressed to 0.78 cm²/Vs due to the Mexican-hat shape of the valence band, in agreement with prior published values. The good agreement is due to the fact that quadrupoles have very little impact in InSe as seen in Fig. 8(g,j). What is remarkable is the temperature dependence of the hole mobility in InSe as seen in Fig 10(b). Because the drift mobility in Fig. 8(j) is almost flat above 200 K and the Hall factor increases with temperature, we have a situation where the resulting Hall hole mobility, Fig. 10, shows a minimum at 150 K and then increases with temperature until reaching a plateau above 500 K. To the authors’ knowledge, this is the first time such non-monotonic be-
behavior of the mobility calculated with the BTE is ever reported. This behavior can be understood by looking at the scattering rate as a function of energy from the valence band maximum shown in Fig. 11. The scattering shows an unconventional double peak structure, due to a “Mexican-hat” shape valence band, which gets accessed progressively as the temperature increases. In particular, the first scattering peak is accessed at around 150 K yielding the mobility minimum while the dip between the two peaks is accessed around 300 K. We note that the Mexican-hat structure in InSe has been theoretically predicted\textsuperscript{24,136,137} and confirmed by angle resolved photoemission spectroscopy\textsuperscript{138}. Since similar valence bands structures have been predicted in other materials\textsuperscript{139}, we do not expect this unconventional temperature dependence of the Hall hole mobility to be exclusive to InSe.

We also looked at graphene which is the seminal and most studied semi-metal. For suspended graphene, carrier mobilities over 200,000 cm\textsuperscript{2}/Vs\textsuperscript{140–142} have been measured. As it is not a semiconductor, the mobility is computed using a slightly different approach. Instead of fixing a low carrier concentration and computing the carrier concentration which is reported in Fig. 8(e). We compute the electron and hole mobility separately and include all interband and intraband transitions yielding the mobility minimum while the dip between the electron mobility is typically lower than the hole one, with values up to 6000 cm\textsuperscript{2}/Vs and 8400 cm\textsuperscript{2}/Vs at cryogenic temperatures\textsuperscript{108}, respectively. The current was also found to be strongly anisotropic\textsuperscript{105}. For what concerns theoretical results, previous calculations for the electron mobility range between 20 and 738 cm\textsuperscript{2}/Vs in the armchair direction and 5 to 114 cm\textsuperscript{2}/Vs in the zigzag direction\textsuperscript{43,143–147}. For the hole mobility the calculations range from 19 to 460 cm\textsuperscript{2}/Vs in the armchair direction and 2 to 157 cm\textsuperscript{2}/Vs in the zigzag one\textsuperscript{43,143–145,147}. The values reported here are in close agreement with Ref. 43, despite the different doping considered in that study. Although several modes have relatively large electron-phonon coupling\textsuperscript{43}, most of them give rise to “side” scattering while only few— in particular LA and ZO—to back scattering\textsuperscript{43}, thus explaining the high mobility\textsuperscript{13}. As shown in Fig. 9(f), the ZO\textsubscript{1} peak alone accounts for 33\% of electron scattering and 70\% of hole scattering and the ZO\textsubscript{2} peak to an additional 16\% for electrons. This assignment seems consistent with the identification of back-scattering modes in Ref. 43. The differences observed in Fig. 7(f) for the ZO\textsubscript{2} and TO\textsubscript{2} modes by including the effects of quadrupoles have therefore a limited impact on the mobility and Hall factor of phosphorene, consistent with Fig. 8(h,k), apart from a marginal correction for electrons associated with the contribution of ZO\textsubscript{2} phonons.

IV. CONCLUSIONS

We have derived a theory for the long-range scattering potential and corresponding electron-phonon matrix elements in two-dimensional materials. Equations (43) and (46) are the most general formula to first-order. Together, they form the main theoretical contribution from this work. Importantly, the derivation enables the calculation of the long range part in terms of a small set of physical parameters, including dynamical Born effective charges, dynamical quadrupoles, and the macroscopic dielectric tensor, which are all accessible via first-principles density functional perturbation theory. The ability to compute the long-range part is crucial to perform realistic calculations of electron-phonon coupling because it
allows for accurate interpolation of the deformation potential or the electron-phonon matrix elements. Interpolation is the only way so far for first-principles codes to be able to compute matrix elements on ultra-dense grids required to converge momentum integrated physical quantities such as carrier mobility.

In this manuscript, we have validated our theory and implementation by studying six representative monolayer materials including a semi-metal, non-polar and polar, as well as acoustic scattering dominated and optical scattering dominated ones. We included spin-orbit coupling, drift and Hall mobility, electron and hole carriers and showed the importance of including dynamical quadrupoles in MoS$_2$, BN, and to a smaller extent in phosphorene. In practice we have implemented and tested Eq. (57) which contains two simplifications with respect to Eq. (43), namely the neglect of out-of-plane overlaps and the induced local-fields potential. The first one vanishes for materials with mirror symmetry which is the case for most materials studied here but is not the case in general. The second one has been neglected in this work and is likely responsible for the small oscillations seen in the deformation potential of h-BN and InSe. However we expect their impact to be small on integrated quantities and left it for future studies.

Appendix A: cell-periodic and all-space representations

Although we mainly work with the cell-periodic part of scalar potentials or two-body operators, in the course of our formal derivations we occasionally resort to the alternative all-space representation. Both frameworks are characterized by the basis sets used to represent our mathematical objects. For a bulk crystal, the all-space representation is spanned by the basis functions

$$\langle r|K \rangle = \frac{1}{\sqrt{(2\pi)^3}} e^{iK \cdot r}, \quad (A1)$$

where both $r$ and $K$ are continuous vectors of, respectively, the real and reciprocal $\mathbb{R}^3$ spaces. In turn, for the cell-periodic representation we use

$$\langle r|G \rangle = \frac{1}{\sqrt{V}} e^{iG \cdot r}, \quad (A2)$$

where, instead, $r$ run over the primitive cell and $G$ are discrete vectors spanning the reciprocal-space Bravais lattice of the crystal.

The cell-periodic response functions (denoted with a $q$ subscript), such as the first-order densities or potentials due to an atomic displacement perturbation, are then related to their all-space counterparts as follows,

$$F_{\kappa\alpha}(r) = \sum_m F_{\kappa\alpha,m}(r) e^{-iq \cdot (r-R_m)}, \quad (A4)$$

$$F_{\kappa\alpha}^{m}(r) = \int_{BZ} d^3q F_{\kappa\alpha}^{m}(r+R_m) e^{i(q \cdot r+q \cdot R_m)}, \quad (A5)$$

where $N_q$ is the total number of wave vectors in the finite grid used in the calculation.

We can similarly write the relationships connecting the two-body operators in both representations as

$$\mathcal{W}(r, r') = \sum_m \mathcal{W}(r+R_m, r'+R_m) e^{i(q \cdot (r+R_m)-q \cdot (r'+R_m))}, \quad (A6)$$

$$\mathcal{W}(r, r') = \int_{BZ} d^3q \mathcal{W}(r+R_m, r'+R_m) e^{i(q \cdot (r+R_m)-q \cdot (r'+R_m))}. \quad (A7)$$

For 2D crystals which are periodic in plane but finite in the out-of-plane direction $z$, we use a mixed representation of the cell-periodic functions and operators via the following basis,

$$\langle r|G_z \rangle = \frac{1}{\sqrt{S}} e^{iG \cdot r} \delta(z-z'), \quad (A8)$$

where the reciprocal space wave vectors $G$ and $q$ are only allowed to have in-plane components. Then, the relations between the all-space and cell-periodic representations of the scalar quantities and operators must be revised as follows,

$$F_{\kappa\alpha}^{\kappa\alpha}(r-R_l) = \sum_{G \neq 0} D_{\kappa\alpha\beta}(G+q) \langle r-l|G+q \rangle, \quad (A9)$$

$$\mathcal{W}(r, r') = \sum_{G \neq 0} D_{\kappa\alpha\beta}^{\beta}(G+q) \mathcal{W}(r-l|G+q \rangle, \quad (A10)$$

where $S$ is the surface of the primitive 2D cell. The converse relations remain unaltered with respect to the 3D case, with the caveat that the Bravais lattice vectors $R_l$ now span a 2D plane rather than the 3D space.

Appendix B: Long-range interatomic force constants in 2D

We first split the dynamical matrix (we have removed the mass factor for clarity) into a short-range and long range at long wavelength part in 2D:

$$D_{\kappa\alpha\beta}(q) = D_{\kappa\alpha\beta}(q) + D_{\kappa\alpha\beta}^{\kappa\alpha\beta}(q) \quad (B1)$$

where the nonanalytical, direction-dependent term, is given by the contribution of dipole-dipole, dipole-quadrupole, and quadrupole-quadrupole terms as:

$$D_{\kappa\alpha\beta}^{\kappa\alpha\beta}(q) = \sum_{G \neq 0} D_{\kappa\alpha\beta}^{\kappa\alpha\beta}(G+q) + D_{\kappa\alpha\beta}^{\kappa\alpha\beta}(G+q) - \delta_{\kappa\alpha\beta} \sum_{\kappa\alpha\beta} \left[D_{\kappa\alpha\beta}^{\kappa\alpha\beta}(G) + D_{\kappa\alpha\beta}^{\kappa\alpha\beta}(G) + D_{\kappa\alpha\beta}^{\kappa\alpha\beta}(G) \right], \quad (B2)$$

with $R_l$ being the real-space lattice vector of cell $l$ in the so-called Born-von Karman supercell. Note that the Brillouin-zone integral is related with its discretized version as

$$\frac{\Omega}{(2\pi)^3} \int_{BZ} d^3q \approx \frac{1}{N_q} \sum_q \frac{1}{N_q} \sum_q \quad (A5)$$
where the dipole-dipole contribution is
\[
D_{\kappa\alpha;\beta;\gamma}^{\text{DD}}(q) = \frac{2\pi e^2}{S} \frac{f(|q|)}{|q|} \left[ \frac{(q \cdot Z_{\kappa\alpha})^*(q \cdot Z_{\beta\gamma})}{1 + \frac{2\pi f(|q|)}{|q|} \cdot \alpha \cdot q} - \left( \frac{|q| Z_{\kappa\alpha})^*(q \cdot Z_{\beta\gamma})}{1 - 2\pi |q| f(|q|)\alpha} \right) \right]
\]
and the dipole-quadrupole one is
\[
D_{\kappa\alpha;\beta;\gamma}^{\text{DQ}}(q) = \frac{2\pi e^2}{S} \frac{f(|q|)}{|q|} e^{-i\alpha \cdot \kappa \cdot \alpha} \cdot (|q| \cdot Z_{\kappa\alpha})^*(|q| \cdot Z_{\beta\gamma})^* \left( \frac{|q|^2 Q_{\kappa\alpha\beta\gamma}}{2 \left[ 1 + \frac{2\pi f(|q|)}{|q|} \cdot \alpha \cdot q \right]} \right) - \left( \frac{|q|^2 Q_{\kappa\alpha\beta\gamma}}{1 - 2\pi |q| f(|q|)\alpha} \right)
\]
and the quadrupole-quadrupole term is
\[
D_{\kappa\alpha;\beta;\gamma}^{\text{QQ}}(q) = \frac{2\pi e^2}{S} \frac{f(|q|)}{|q|} e^{-i\alpha \cdot \kappa \cdot \alpha} \cdot (|q| \cdot Q_{\kappa\alpha\beta\gamma})^*(|q| \cdot Q_{\beta\gamma\alpha\gamma}) \left( \frac{|q|^2 Q_{\kappa\alpha\beta\gamma}}{4 \left[ 1 + \frac{2\pi f(|q|)}{|q|} \cdot \alpha \cdot q \right]} \right) + \left( \frac{|q|^2 Q_{\kappa\alpha\beta\gamma}}{1 - 2\pi |q| f(|q|)\alpha} \right)
\]
The approximated formulation for the dipole-dipole contribution of Eq. (B3) from Refs. 62,63 is given as:
\[
D_{\kappa\alpha;\beta;\gamma}^{\text{DDSS}}(q) = e^{-\frac{|q|^2}{4\pi e^2}} e^{-i\alpha \cdot \kappa \cdot \alpha} \cdot (|q| \cdot Z_{\kappa\alpha})^*(|q| \cdot Z_{\beta\gamma}) \frac{(q \cdot Z_{\kappa\alpha})^*(q \cdot Z_{\beta\gamma})}{|q|^2 f(|q|)}
\]
\[\text{Appendix C: Long-range electron-phonon matrix elements in 3D}\]

As mentioned in Sec. II B and II C, there is some arbitrariness in the separation between a short and a long range kernel. A simple choice available for 3D materials is to set
\[
\psi_S(r, r') = \frac{|r - r'|}{L}
\]
\[
\psi_C(r, r') = \frac{|r - r'|}{L}
\]
where \(L = \lambda^{-1}\) in Ref. 66 plays the role of range separation parameter. The long range kernel can be thus represented in separable form using plane waves basis functions with wave vector \(q\) within the first Brillouin zone and a reciprocal lattice vector \(G\) such that in 3D Eq. (25) is replaced by:
\[
\varphi_qG(r) = \frac{e^{iGq}r}{\sqrt{\Omega}},
\]
where \(\Omega\) is the unit cell volume. The cell periodic part of the bare long-range Coulomb potential can then be written following Eq. (10) as:
\[
\psi_q(r, r') = \sum_{G,G'} \varphi_qG(r) \tilde{\varphi}_q(G, G') \gamma_qG'(r'),
\]
where:
\[
\tilde{\varphi}_q(G, G') = \delta_{G, G'} \frac{4\pi e^2}{|q + G|^2} e^{-\frac{|q + G|^2}{2}}
\]
The representation (C4) can thus be restricted to the small space spanned by the functions \(\varphi_qG(r)\) with \(|q + G|\) not larger than \(1/L\) and we can interpret the factor \(f(|q + G|) = e^{-\frac{|q + G|^2}{2}}\) as the equivalent in 3D of the range separation function Eq. (23) in 2D. Interestingly, in 3D the range separation function needs to approach one quadratically in \(K = |q + G|\), and not linearly, in order to have that \(f(K) \rightarrow 1/K^2\) be analytic.

For sufficiently large \(L\), we can limit the sum to \(G = G' = 0\), so that the cell-periodic part of the long-range scattering potential becomes:
\[
V_{\kappa\alpha\alpha}^{\text{L}}(r) = -\psi_{qG}(r) \tilde{W}_{\kappa\alpha}^{\text{L}}(0, 0) \varphi_{qG}(0),
\]
where \(\psi_{qG}(r)\) is given by Eq. (16), \(\tilde{W}_{\kappa\alpha}^{\text{L}}(G, G')\) by Eq. (12), and \(\varphi_{qG}(0)\) is the 3D charge-response function which takes the following form in the long-wavelength limit:
\[
\lim_{\kappa\alpha\gamma \rightarrow 0} \varphi_{qG}(0) = e^{-i\alpha \cdot \kappa \cdot \alpha} \sum_{\gamma} i\alpha \beta \gamma Z_{\kappa\alpha\beta\gamma} + \frac{1}{2} \sum_{\gamma} q\beta\gamma Q_{\kappa\alpha\beta\gamma} + \cdots
\]
while the screened kernel is:
\[
\tilde{W}_{\kappa\alpha}^{\text{L}}(0, 0) = \frac{4\pi e^2}{|q|^2} f(|q|) \left[ 1 - \frac{4\pi e^2}{|q|^2} f(|q|) \chi_a^\infty \right]^{-1}
\]
where the short range polarizability is analytic in \(q\) and can be related to the electronic dielectric tensor \(\varepsilon_{\alpha\beta}\) in the long-wavelength limit through:
\[
\lim_{\kappa\alpha\beta \rightarrow 0} \varphi_{qG}(0) = -\sum_{\alpha,\beta} q\alpha \varepsilon_{\alpha\beta} - \delta_{\alpha\beta} q\beta + O(q^4)
\]
Following similar steps as in the 2D case, we then get the final expression:
\[
\varphi_{mn\mu\nu}(k, q) = \sum_{\kappa\alpha} \left[ \frac{h}{2M_\alpha \omega_\kappa(q)} \right]^{1/2} e^{i\alpha \cdot k} f(|q|) \left[ 1 + i\alpha \cdot k \right] \left[ \chi_{\alpha\beta}^\infty \right]
\]
\[
\times e^{-i\alpha \cdot k} \sum_{\gamma} \frac{q\beta\gamma Q_{\kappa\alpha\beta\gamma}}{2} \left[ \varphi_{mn\mu\nu}(k, q) \right]
\]
\[
\left\langle \Psi_{mkk+q} | e^{i\alpha \cdot r} [1 + i\alpha \cdot k \cdot H_{\kappa\alpha\mu\nu} \cdot (r) | \Psi_{nkk} \right\rangle, \quad (C10)
\]
where the effective macroscopic dielectric function reads:

$$
\tilde{\epsilon}(\mathbf{q}) = \frac{q \cdot \varepsilon \cdot q}{|q|^2} f(|q|) + 1 - f(|q|) \quad .
$$

(C11)

**Appendix D: Wannier interpolation**

We now report for each material the choice of initial projections for the Wannier functions as well as interpolated electronic band structures compared with direct DFT calculations.

For SnS$_2$, we choose to focus on the conduction band.
FIG. 13: Phonon dispersion of phosphorene (a-c) and graphene (d-f) calculated with direct density functional perturbation theory calculations (black empty circles) compared with Fourier interpolation where the long-range part of the dynamical matrix (D) includes dipole-dipole (DD), dipole-quadrupole (DQ) and quadrupole-quadrupole (QQ) and where the yellow line refers to the scheme of Ref. 63.

only since this band is separated in energy. We perform the interpolation using maximally localized Wannier functions (MLWFs) as implemented in the WANNIER90 software, starting from an initial projection made on the Sn atom with s character and yielding an atom-centred Wannier function with spread 9.32 Å². The resulting electronic band structure agrees with the DFT one as seen in Fig. 4(a).

In the case of h-BN, two sets of MLWFs are considered separately for the valence (blue) and conduction bands (red), as shown in Fig. 4(d). For the valence bands, the initial projection is on the N atom with p character and yields two in-plane Wannier functions with spread 1.02 Å² and one out-of-plane with spread 1.35 Å². For the conduction band, the initial projections are p-orbitals on both B and N atoms, with a resulting average spread of 5.12 Å².

For MoS₂, we wannierize together the top 2 valence bands and the lowest 8 conduction bands by initially projecting on Mo d orbitals for both spin polarizations, yielding Wannier functions with spread 4.9 Å², 5.0 Å², and 5.1 Å². The corresponding interpolated band structure is shown in Fig. 4(b).

As far as InSe is concerned, we address separately valence and conduction bands. For the valence bands (blue solid lines in Fig. 4(e)), the initial projection is on one of the two Se atoms with pₓ character and yields two spin-degenerate Wannier functions with spread 15.79 Å². For the conduction bands, the initial projection is an s-orbital (for each spin) on one of the two In atoms and gives two Wannier functions with spread of 11.37 Å².

For graphene, a single set of 10 MLWFs is created to interpolate both valence and conduction bands, as shown in Fig. 4(c) with blue lines. The initial Wannier projections consist of hybrid sp² orbitals on one carbon atom and p_z orbitals on both carbon atoms, resulting in 6 (in-
cluding spin degeneracy) MLWFs with spread 0.61 Å$^2$ and 4 with spread 0.98 Å$^2$.

Finally, for phosphorene we consider valence and conduction bands together by constructing 32 (including spin) MLWFs that accurately reproduce DFT results around the band gap, as shown in Fig. 4(f). As initial projections on each of the four P atoms we take $p$- and $s$-orbitals, giving 8 MLWFs with spread 1.92 Å$^2$, 16 MLWFs with spread 2.06 Å$^2$, and 8 MLWFs with spread 2.36 Å$^2$.

### Appendix E: Additional phonon dispersion and mobility results

For completeness, we report here the figures showing the DFPT phonon dispersions and their interpolations for SnS$_2$, MoS$_2$ and InSe in Fig. 12, and for phosphorene and graphene in Fig. 13. Finally, we give explicit room temperature mobility values for various integration fine grids as well as their extrapolated values for all the materials investigated here in Table II.

#### TABLE II: Room temperature fine grid convergence of drift and Hall mobility using adaptive smearing and dipole velocity. The symbol $\infty$ for the fine grids means that the value is obtained by extrapolating the linear dependence on inverse grid size as explained in Ref. 35. SERTA mobility refers to the mobility in the self-energy relaxation time approximation. The “-e” or “-h” suffix after the material’s name refers to electron or hole mobility, respectively. In all cases we report the mobility including quadrupoles, except for graphene. For phosphorene, results along the two principal directions ($xx$ and $yy$) are reported separately.

| Material | Window | Coarse grids | Fine grids | SERTA mobility | BTE mobility | BTE Hall mobility | Hall mobility |
|----------|--------|--------------|------------|----------------|---------------|-------------------|---------------|
|          | eV     | k/q          |            | cm$^2$/Vs      | cm$^2$/Vs     | factor           | cm$^2$/Vs     |
| SnS$_2$-e | 0.3    | 16$^2$       | 300$^2$    | 16.79          | 23.52         | 0.979             | 23.03         |
|          |        |              | 400$^2$    | 16.78          | 23.58         | 0.992             | 23.39         |
|          |        |              | 500$^2$    | 16.68          | 23.45         | 0.999             | 23.43         |
|          |        |              | 600$^2$    | 16.69          | 23.49         | 1.000             | 23.49         |
|          |        |              | 700$^2$    | 16.62          | 23.42         | 1.004             | 23.51         |
|          |        |              | $\infty$   | 16.53          | 23.38         | 1.023             | 23.92         |
| MoS$_2$-e | 0.2    | 18$^2$       | 300$^2$    | 116.66         | 134.39        | 1.066             | 143.26        |
|          |        |              | 400$^2$    | 114.81         | 131.09        | 1.069             | 140.14        |
|          |        |              | 500$^2$    | 115.95         | 132.37        | 1.069             | 141.50        |
|          |        |              | 600$^2$    | 117.39         | 133.19        | 1.072             | 142.78        |
|          |        |              | 800$^2$    | 116.84         | 132.75        | 1.074             | 142.57        |
|          |        |              | $\infty$   | 117.20         | 131.78        | 1.078             | 142.06        |
| MoS$_2$-h | 0.25   | 18$^2$       | 300$^2$    | 60.04          | 72.70         | 1.576             | 114.58        |
|          |        |              | 400$^2$    | 60.35          | 73.18         | 1.588             | 116.21        |
|          |        |              | 500$^2$    | 60.55          | 73.33         | 1.594             | 116.89        |
|          |        |              | 600$^2$    | 61.16          | 73.41         | 1.604             | 117.75        |
|          |        |              | $\infty$   | 61.97          | 74.14         | 1.629             | 120.77        |
| BN-e     | 0.4    | 16$^2$       | 200$^2$    | 131.87         | 141.18        | 0.912             | 128.76        |
|          |        |              | 300$^2$    | 130.64         | 143.28        | 0.903             | 129.38        |
|          |        |              | 400$^2$    | 128.06         | 139.26        | 0.912             | 127.01        |
|          |        |              | 500$^2$    | 127.27         | 138.87        | 0.909             | 126.23        |
|          |        |              | 600$^2$    | 126.42         | 138.10        | 0.911             | 125.81        |
|          |        |              | $\infty$   | 124.06         | 137.08        | 0.909             | 124.61        |
| BN-h     | 0.4    | 16$^2$       | 200$^2$    | 539.45         | 665.66        | 0.990             | 659.00        |
|          |        |              | 300$^2$    | 501.15         | 641.54        | 1.016             | 651.80        |
|          |        |              | 400$^2$    | 495.52         | 650.36        | 1.016             | 660.77        |
|          |        |              | 500$^2$    | 485.26         | 640.82        | 1.015             | 650.43        |
|          |        |              | 600$^2$    | 480.64         | 638.16        | 1.017             | 649.01        |
|          |        |              | $\infty$   | 447.65         | 626.50        | 1.017             | 637.15        |
| InSe-e   | 0.3    | 16$^2$       | 200$^2$    | 68.90          | 122.20        | 1.085             | 132.59        |
|          |        |              | 300$^2$    | 64.03          | 115.28        | 1.127             | 129.92        |
|          |        |              | 400$^2$    | 63.05          | 113.07        | 1.132             | 128.00        |
|          |        |              | 500$^2$    | 62.21          | 111.18        | 1.136             | 126.30        |
| Material Window | Coarse grids | Fine grids | SERTA mobility | BTE mobility | BTE Hall mobility | Hall mobility |
|-----------------|--------------|------------|----------------|--------------|-------------------|--------------|
|                 | eV | k/q | | cm²/Vs | cm²/Vs | factor | cm²/ Vs |
| InSe-h | 600² | 61.67 | 110.26 | 1.139 | 125.59 |
|          | 800² | 61.38 | 110.09 | 1.144 | 125.94 |
|          | ∞   | 59.70 | 106.34 | 1.153 | 122.61 |
| P-e (xx) | 0.2 | 16² | 200² | 31.58 | 31.44 | 1.172 | 36.85 |
|          | 300² | 31.63 | 32.26 | 1.187 | 38.29 |
|          | 400² | 31.69 | 32.25 | 1.193 | 38.47 |
|          | ∞   | 31.66 | 32.18 | 1.197 | 38.58 |
| P-e (yy) | 0.2 | 16² | 200² | 251.93 | 252.68 | 1.172 | 296.14 |
|          | 300² | 249.18 | 254.97 | 1.187 | 302.65 |
|          | 400² | 249.58 | 254.28 | 1.193 | 302.95 |
|          | ∞   | 247.23 | 252.41 | 1.206 | 304.41 |
| P-h (xx) | 0.3 | 16² | 200² | 21.36 | 26.57 | 1.107 | 29.41 |
|          | 300² | 21.40 | 26.39 | 1.108 | 29.24 |
|          | 400² | 21.34 | 26.40 | 1.127 | 29.75 |
|          | 500² | 21.21 | 26.27 | 1.147 | 30.13 |
|          | 600² | 21.15 | 26.20 | 1.148 | 30.08 |
|          | ∞   | 20.92 | 26.05 | 1.194 | 31.10 |
| P-h (yy) | 0.3 | 16² | 200² | 553.77 | 504.52 | 1.107 | 558.50 |
|          | 300² | 525.16 | 491.12 | 1.108 | 544.16 |
|          | 400² | 511.78 | 480.22 | 1.127 | 541.21 |
|          | 500² | 494.05 | 465.65 | 1.147 | 534.10 |
|          | 600² | 494.57 | 464.75 | 1.148 | 533.53 |
|          | 700² | 490.12 | 460.06 | 1.156 | 531.83 |
|          | ∞   | 461.40 | 435.64 | 1.193 | 519.72 |
| Graphene-e+h | 0.5 | 12² | 1000² | 1437330 | 1224730 | 3.019 | 3697460 |
|          | 1600² | 1371750 | 1160470 | 3.423 | 3972289 |
|          | 2000² | 1366710 | 1174670 | 4.005 | 4704553 |
|          | 2400² | 1308210 | 1091250 | 3.820 | 4168575 |
|          | ∞   | 1249560 | 1051630 | 4.549 | 4783865 |
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