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Abstract: With the increasing popularity of the Internet of Things (IoT) platforms, the cyber security of these platforms is a highly active area of research. One key technology underpinning smart IoT systems is machine learning, which classifies and predicts events from large-scale data in IoT networks. Machine learning is susceptible to cyber attacks, particularly data poisoning attacks that inject false data when training machine learning models. Data poisoning attacks degrade the performances of machine learning models. It is an ongoing research challenge to develop trustworthy machine learning models resilient and sustainable against data poisoning attacks in IoT networks. We studied the effects of data poisoning attacks on machine learning models, including the gradient boosting machine, random forest, naive Bayes, and feed-forward deep learning, to determine the levels to which the models should be trusted and said to be reliable in real-world IoT settings. In the training phase, a label modification function is developed to manipulate legitimate input classes. The function is employed at data poisoning rates of 5%, 10%, 20%, and 30% that allow the comparison of the poisoned models and display their performance degradations. The machine learning models have been evaluated using the ToN_IoT and UNSW NB-15 datasets, as they include a wide variety of recent legitimate and attack vectors. The experimental results revealed that the models’ performances will be degraded, in terms of accuracy and detection rates, if the number of the trained normal observations is not significantly larger than the poisoned data. At the rate of data poisoning of 30% or greater on input data, machine learning performances are significantly degraded.
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1. Introduction

With an estimated 50 billion active devices by the end of 2020, the Internet of Things (IoT) is one of the fastest developing fields in computing [1]. IoT refers to the billions of physical devices that are connected to the Internet, collecting and sharing data to automate services for end-users and organisations [1]. From smart-home Wi-Fi connected door-locks to automated vehicles, it is now possible for many items we use in our daily life to be considered part of an IoT ecosystem. Within homes, everything from our televisions and mobile phones to our wearable devices and refrigerators is connected to the Internet; these devices send data to the cloud, and in turn receive instructions that alter the environment in which they are situated. The cloud represents the second half of an IoT ecosystem, and is often forgotten, as there is often little known about how data are collected, analysed, and output. This half is also vulnerable, and the implementation of different systems is outside of public analysis. However, many systems heavily utilise data analysis and classification through machine learning (ML) algorithms [2].
Businesses globally are using the IoT to expand their reach and interact with customers, creating more data streams to enhance data analytics, create service-based models, and understand their consumers in ways that were previously impossible [3]. There are, however, disadvantages to the cloud-based IoT paradigm. The number of IoT devices connected to the Internet increases the entry points for attackers to gain access to networks. In many cases, the IoT device used as an entry point is not the intended target of the attack, but some external device is—one connected via the Internet [4]. IoT systems are more vulnerable to cyber-attacks, due to heterogeneous nature of the devices, the multiple communications protocols used, and the low cost of hardware, with the majority of processing occurring on the cloud. It is known that ML algorithms are vulnerable to cyber adversaries attempting to circumvent the classifiers.

The field of adversarial machine learning (AML) was coined to study how adversarial techniques can potentially exploit ML algorithms, and develop robust strategies to defend systems against the exposure these algorithms generate [5]. AML has been studied out in a number of fields, including image classification [6] and intrusion detection [7,8]. There have been very few studies in IoT systems [3]. A data poisoning attack, explained in Section 2.3, is a malicious technique that injects manipulated data while building machine learning models [9]. The development of robust machine learning models is a significant challenge with considerable real-world outcomes [10,11]. This study is an initial attempt to understand this challenge.

Specifically, this study explores the effects of data poisoning attacks on machine learning training algorithms, namely, the gradient boosting machines, random forests, naive Bayes, and feed forward deep learning models in an IoT setting. To simulate data poisoning, a stochastic function was employed to illegally modify the training data at rates of 0%, 5%, 10%, 20%, and 30%, in order to determine the reliability of the ML algorithms before and after data poisoning attacks. The benchmark network datasets of UNSW-NB15 [12] and ToN_IoT [13] were used to evaluate the ML algorithms and determine the reliability of the algorithms. This work demonstrates that a small proportion of poisoned data can produce devastating effects on machine and deep learning models.

The key contributions of this study include the following:

- We determined the efficiency of the ML algorithms, including gradient boosted machines, random forests, naive Bayes statistical classifiers, and feed forward deep learning models, before and after data poisoning attacks to examine their trustworthiness in IoT environments.
- We developed a label modification function that simulates data poisoning attacks by modifying the normal classes of the ToN_IoT and UNSW NB-15 datasets.
- We evaluated each of the ML models’ performances before and after data poisoning attacks, enabling discussion of the potential risks and advantages of these models.

The remainder of this paper is structured as follows. Section 2 provides a summary of related background and prior studies. Section 3 describes the methodology of the study, outlining how the data should be processed, poisoned, and modelled in order to derive suitable data for comparisons and discussion. In Section 4, the specifics of the experimental design are discussed to allow for replication. Finally, in Section 5, the experimental results are analysed and discussed before concluding the paper in Section 6.

2. Background and Related work

This section provides a review of the topic background and related studies, particularly those focused on adversarial machine learning, adversarial examples, and data poisoning.

2.1. The Unique Nature of IoT

In many respects, IoT represents the future of ubiquitous computing. Strong device integration promises increased efficiency, increased convenience, and new features only available with the integration of software, hardware, and cloud-based systems [14,15]. IoT itself is built on several other emerging
technologies: cloud computing, the proliferation of low-powered, low-cost processors, wireless networking, increased Internet connectivity, and mobile computing [16].

IoT ecosystems include three main components: small devices that contain sensors and actuators, network communications, and cloud-based storage and processors [17]. The consumer-facing devices are the cyber-physical component, comprised of processors, sensors, and/or actuators. These devices utilise minimal processing, are often low-cost, and are designed to rely on network connectivity. In many cases, it is difficult or impossible to update or upgrade these systems once implemented, and many will not work correctly without the other ecosystem components [15]. The communications protocols used in IoT deployments are dependent on the individual system, and may include Zigbee, Bluetooth LE, Bluetooth, or one of several other bespoke or niche standards [18]. Ultimately, all communication is routed through the Internet.

The cloud-based components of an IoT ecosystem contain the data storage, processors, and the command and control to make decisions and influence other aspects of the ecosystem. Such components are less open to external scrutiny; they are far removed, not subject to reverse-engineering, regularly updated, and unique to each manufacturer or provider. They are also closely guarded, as the cloud deployments conduct processing, and as such, contain the majority of features. As such, there is little understanding of the ML models used, protections made, and safeguards in place.

The addition of IoT platforms to home, corporate, and industrial networks is considered inevitable [19,20]. However, the inclusion of one or more IoT ecosystems also changes network traffic in several ways. It changes usage patterns, volumes, protocols used, and destinations. From a cyber-security perspective, each of these increases the difficulty of locating a cyber-attack across a network [21]. The nature of IoT is unique, and differs from other applications from several perspectives; from a network perspective, from a cyber-security perspective [22], and also from a machine learning perspective.

2.2. Adversarial Machine Learning

Machine learning algorithms meet the requirements of complex systems to gain insights and make decisions from large-scale data. As these algorithms are used increasingly in business, military, and other real-world use-cases, the requirements for security of these systems and privacy of their data become proportionally more important. Within cyber-security systems, machine learning algorithms are considered to be the weakest link because their nature of constant evolution, and the ability of sophisticated adversaries to manipulate their behaviours to exploit models [6]. There are several ways in which an adversary can violate a machine learning model [23]. Integrity attacks allow “adversarial inputs” to be classified as normal data and cause the filter to pass through a false negative rate. Availability attacks exploit a ML model and cause numerous incorrect classifications, such as a denial of service attack. Privacy attacks allow adversaries to infer confidential information about the learning process or the system’s users [23].

ML models applied to real-world systems must deal with dynamically changing data patterns and a wide variety of inputs, to the extent that it is highly improbable that every situation is captured in the training data [24]. Areas wherein a ML model is vulnerable are known as “adversarial regions” [25], which are near the decision boundary. This indicates that training data have not covered the entire feature space, which allows adversaries to apply trial and error or reverse engineering to find “adversarial samples”. These can be used to fool the model and enable the data inputs to be misclassified, thereby compromising a classifier and the integrity of its system. These attacks are exploratory and commonly known as evasion attacks [23]. Thomas et al. [26] utilised a generative adversarial network (GAN) dubbed Malware-GAN to generate adversarial malware examples against a black-box classifier. Once the attack was carried out, the true positive rate (TPR) fell to almost 0, indicating that the classifier was unable to detect the malware, rendering it useless. In situations wherein an attacker has access to the training data, an attack is considered causative, and poisoning attacks can be employed [23].
However, this GAN model can not identify all types of adversarial examples and requires extensive computational resources.

2.3. Data Poisoning Attacks and Defences

Non-stationary ML models trained on user-provided data are vulnerable to data poisoning attacks, whereby malicious users would inject false training data to corrupt the learning process, subsequently degrading the accuracy of the classifier and the integrity of the overall system [9]. The attacks give way to further exploits, including evasion attacks, backdoor attacks, or neural network Trojans. When attacking a model using data poisoning, adversaries have three broad strategies available to them, depending on their level of access to the data and learning process. This is shown in Figure 1. First, label modification is a technique used when an adversary is constricted and cannot inject their inputs but can modify the labels of the existing data in supervised learning datasets [10]. Second, data injection attacks do not have access to current training data or the learning algorithm but can inject their own “adversarial inputs” into the new training set [11]. Third, data modification attacks can occur when an adversary has no access to the learning algorithm but has full access to training data [27]; the data can be poisoned by modifying the data before being used to train the model.

| Features | Label |
|----------|-------|
| Data Point 1 | 0 |
| Data Point 2 | 0 |
| Data Point 3 | 1 |
| Data Point 4 | 1 |
| Data Point 5 | 0 |
| Data Point 6 | 1 |

| Features | Label |
|----------|-------|
| Data Point 1 | 1 |
| Data Point 2 | 0 |
| Data Point 3 | 0 |
| Data Point 4 | 1 |
| Data Point 5 | 0 |
| Data Point 6 | 1 |

| Features | Label |
|----------|-------|
| Adversarial Data Point 1 | 1 |
| Adversarial Data Point 2 | 0 |
| Adversarial Data Point 3 | 1 |

There are two defences against data poisoning attacks outlined in the literature [28]: outlier sanitisation and reject on negative impact (RONI). Outlier sanitisation defences [9] identify data points that are significantly different from historical training data and reject them. The challenge with outlier sanitisation is to optimise the threshold to consider how far outside the “local group” a data point must be to be considered an outlier. If this threshold is too far, the model will be susceptible to poisoning, but too close and the model could be under-fitted and ineffective. Aside from managing this threshold, outlier sanitisation has other flaws; poisoned data points may be carefully placed near the threshold to move the decision boundary slowly over many iterations. This attack, known as the boiling frog attack [23], has shown to significantly increase evasion success after weeks of incremental poisoning. The RONI technique, first proposed by Barreno et al. [29], measured the effect of classifier accuracy after adding each training input and rejecting inputs which had a significant negative impact on the accuracy. To determine which training points are malicious, a control classifier is trained on a base set of inputs, which then adds new training data to the set to train a second classifier. The two classifiers are tested, and the accuracy of the latter is compared against the first control classifier. If the accuracy of the second classifier is significantly negatively impacted by the new data, the data are rejected from the training set. RONI is far less susceptible to the boiling frog attack, but is complex to configure and operate.
2.4. Adversarial Modelling

Threat models are a method used to optimise ML models, to find where a system is vulnerable, based on the knowledge and capabilities of the attackers. Thomas et al. [26] developed three threat models and launched attack techniques as listed below.

- **Perfect knowledge adversary**: This adversary is aware of the model’s parameters and detection techniques used to secure the model. Through the use of an adaptive white-box attack, the attacker can evade the ML model and the detector [26]. Using the assumption that the attacker has full knowledge of the ML algorithm, its parameters, hyperparameters, and the underlying architecture, their aim would be to develop an appropriate loss function to create adversarial examples capable of effectively evading the ML classifier.

- **Limited knowledge adversary**: This adversary does not have access to the detector implemented nor the training data; however, it does have knowledge of the detection scheme used to secure the model and the training algorithm. As the attacker is unaware of the underlying architecture and the parameters, a black-box attack must be used [26]. The attacker’s aim would be to create a training set similar in size and quality to the original, to train a substitute model.

- **Zero-knowledge adversary**: This adversary does not have access to the original detector, nor knowledge of the ML algorithm used. This threat model is very weak, as the attacker is not aware of the defences used to secure the underlying model. The attacker would use a black-box attack such as Carlini and Wagner’s [30] attack to try defeat the ML model. If the attack fails and the adversarial sample is detected, it can be said that the two previous attack models would also fail to defeat the detection mechanism [26].

2.5. Existing Literature

There have been several studies into data poisoning within the broader field of adversarial machine learning. For instance, Rubinstein et al. [31] demonstrated that anomaly detection systems trained on network traffic poisoned by injecting chaff traffic, increased the false-negative rate to 28% in single training period poisoning, and greater than 70% over multi-training period poisoning. They proposed a network-wide anomaly detection method, antidote, which was less sensitive to outliers and can reject poisonous training data. Barreno et al. [29] proposed the RONI defence technique and demonstrated its effectiveness; however, it was limited in only being trained and tested on spam email data. It is noted that the RONI technique can potentially remove useful information from the training data; however, it is an area that requires further research.

Siciu et al. [32] modelled adversaries’ knowledge, approaching the shortcoming that a lot of research had suffered to date; there was an assumption that an attacker had unrealistic knowledge and control over the data and learning process. The authors in [9] proposed a poisoning attack that was able to bypass existing defences easily and was tested against a variety of theoretical adversaries. Yang et al. [33] proposed a poisoning attack, utilising a generative method to increase the generation of poisoned data by leveraging the model’s gradient. A countermeasure was also introduced to detect poisoned data through the analysis of the loss during training stage. Despite the surge in the study and use of deep neural network (DNNs) in academic literature, there has not been substantial research into poisoning attacks on DNNs. Steinhardt et al. [9] showed that, even with a strong defence, an attack on a DNN with a 3% modification of the training set resulted in an 11% loss in classifier accuracy. In our study, we explore how data poisoning attacks could violate the performances of ML algorithms and to what rates of data modification the algorithms can be trusted.

3. Proposed Methodology

This section details the proposed methodology of this study. This includes a description of the data poisoning process, an outline of each of the ML models studied, their training process, datasets used, and metrics implemented to evaluate each model. As seen in Figure 2, the control models were
trained on the original datasets to gain an understanding of the performance of each model within a non-adversarial environment. The models were also trained on the four sets of adversarial data (i.e., label modification), that were manipulated during the data poisoning stage, at increasing rates (5%, 10%, 20%, 30%). The models were then compared based on the evaluation metrics of accuracy, precision, false positive rate, and detection rate.

Figure 2. Proposed methodology.

3.1. Data Poisoning Process

The training datasets ($D^S$) were structured so that most of the normal traffic observations were grouped to simulate the data poisoning attack on the data classes. The normal observations were randomised to ensure there was not a bias towards poisoning a large proportion of only normal data or only attack data. Once the data were randomised, they were parsed by a Python script which would calculate the number of labels to flip ($L_{poison}$) based on the percentage designated. As described in Algorithm 1, the data was poisoned at four rates ($r_{poison}$) (5%, 10%, 20%, 30%) to demonstrate the effects of increasing data poisoning on the classifiers. The required labels were flipped within the randomised datasets, and the poisoned datasets ($D^P$) were used to train the ML models, which are detailed below.

Algorithm 1: Data poisoning process using label modification.

1. **Input:** Sanitised Training Dataset ($D^S$)
2. **Output:** Poisoned Training Datasets ($D^P_5, D^P_{10}, D^P_{20}, D^P_{30}$)
3. **Steps:**
4. Randomise $D^S$ observations should not be biased by poisoning either normal or attack observations.
5. **for** each rate $r_{poison}$ of data poisoning [0.05, 0.1, 0.2, 0.3]
6. **Calculate** a number of labels to flip $L_{poison} = D^S \times r_{poison}$
7. **Flip** $L_{poison}$ labels within $D^S$
8. **end for**
9. **return** Poisoned Training Datasets ($D^P_5, D^P_{10}, D^P_{20}, D^P_{30}$)
3.2. Machine Learning Models

3.2.1. Gradient Boosting Machine

Boosting is a procedure that combines many weak or “simple” learners, those whose performances are slightly better than random guessing, to produce a more robust committee whose performance is greater than the sum of its parts. If each of these learners is trained on the same dataset, there will be little, if any difference between them, so a boosting algorithm, to improve it’s learners, must manipulate the data it feeds into each of the separate learners [34]. As the data are incrementally changed, weak learners are trained sequentially to produce a series of decision trees, or decision stumps, to provide an overall more robust organisation of weak classifier models [35].

The regression tree boosting model learns slowly; instead of training a broader decision tree for the whole dataset, likely overfitting it, the new trees learn from the residuals of the current model. As each tree is added to the model, the residuals are updated, allowing the model to improve in areas it is lacking. Each new tree strongly depends on the previous trees in the model. Algorithm 2 presents the steps of the regression tree boosting model [35].

Algorithm 2: Algorithm of regression tree boosting.

1. Let “f(x) = 0” and residuals $r_i = y_i$ for all i in the training set
2. for $b = 1, 2, \ldots, B$, repeat:
   3. Fit a tree $\hat{f}^b$ with d splits (d + 1 terminal nodes) to the training data $(X, r)$.
   4. Updates $\hat{f}$ by adding in a shrunken version of the new tree: $\hat{f}(x) \leftarrow \hat{f}(x) + \lambda \hat{f}^b(x)$, where $\lambda$ is the learning rate, a small positive number.
   5. Update the residuals:
      $$ r_i \leftarrow r_i - \lambda \hat{f}^b(x_i) $$
6. Output the boosted model:
   $$ \hat{f}(x) = \sum_{b=1}^{B} \lambda \hat{f}^b(x) $$

3.2.2. Random Forest

A random forest is built from multiple decision tree classifiers. A decision tree classifier is a flowchart-like structure made of decision nodes and leaf nodes. The decision nodes compute an outcome which determines the next sub-tree, where the data will move to. Leaf nodes are the final nodes in the branch and are associated with a class, which will be allocated to the data at test time [36]. Decision trees are easy to visualise and interpret, and for this, there are white box machine learning algorithms. As the data traverse through the decision tree, they are broken down into smaller subsets based on the features in the decision nodes, until they reach leaf nodes and classifications are made. If a tree is allowed unlimited depth during training, it will eventually build a structure that can correctly classify all training data. While this may seem beneficial, the tree will be wildly overfitted and will not be able to effectively classify new data correctly.

An alternative to this is to build forests, a collection of decision tree classifiers that operate together to classify the data. To be classified as a random forest, each tree is built with a random subset of the training data through a process known as bootstrapping. In this process, the training samples are drawn with replacement to build random training subsets. Each tree also utilises a random selection of the features within the decision nodes of the tree, commonly a set equal to the square root of all possible features. When testing, each tree is shown the test data point and classifies that point. The overall classification of the random forest is the average of all trees classifications. Relying on the average of multiple different classifiers creates a model that has an overall lower variance and bias.
The committee assembles the prediction algorithm \( f \) as a collection of the individual trees in the ensemble \( h_1(x), h_2(x), \ldots, h_j(x) \) to build the “ensemble predictor” \( f(x) \) [36]. In classification, \( f(x) \) is the most frequently predicted class, as voted by each of the individual trees [36]:

\[
    f(x) = \arg \max_j \sum_{j=1}^{J} I(y = h_j(x))
\]

where \( I(y = h_j(x)) = 1 \) if \( y = h_j(x) \) and 0 otherwise.

3.2.3. Naive Bayes

Naive Bayes is a family of probabilistic machine learning models based on the Bayes theorem [37]:

\[
    P(A|B) = \frac{P(B|A) P(A)}{P(B)}
\]

where \( P(A) \) is the probability of \( A \), \( P(B) \) is the probability of \( B \), and \( P(A|B) \) is the probability of \( A \) given \( B \).

The Bayes theorem finds the probability of an event occurring given the likelihood of another event that has already occurred. Given that the denominator does not rely on the classes, and that naive Bayes assumes all features of the data are independent and contribute individually to the classification, we can rewrite the formula as:

\[
    P(A|B) = P(A) \prod_{i=1}^{n} P(B_i|A)
\]

where \( B = (b_1, \ldots, b_n) \) representing some \( n \) features.

Combining this model with a decision rule generates a naive Bayes classifier. There are multiple types of naive Bayes model, such as the Gaussian naive Bayes, Bernoulli naive Bayes, and multinomial naive Bayes. The advantages of naive is that it is robust to isolated noise and outliers as it is not sensitive to irrelevant features. Naive Bayes can be used for binary or multi-class data problems, is highly scalable, and does not require an extensive training set to be effective. The disadvantage of naive Bayes is that it assumes mutual independence between features, whereas this is unlikely to occur within a realistic dataset. Moreover, as a simplistic statistical classifier [2], it may be sensitive to poisoning attacks that strongly impact the data, distorting the probabilities used for predictions.

3.2.4. Feed Forward Deep Learning

The feed forward deep neural network, also known as a multilayer perceptron (MLP), is the foundation of deep learning models [38]. The model is referred to as “feed forward”, as information passes through the function and there are no feedback connections in which the outputs would be fed back into the model. Neural networks are comprised of many layers of neurons, also known as perceptrons. The first layer is referred to as the input layer, as data are fed into these neurons. The final layer is the output layer, in which the model will predict a class for the specified input data, based on the learning algorithm. The layers in between are known as hidden layers, as the behaviour of the neurons is not specified by the input data and the training algorithm will decide how to most effectively use these layers to produce the desired output [38].

Each neuron in the hidden layers receives several inputs and produces a single output. Each input \( x_1, x_2, x_3 \) has a corresponding weight \( w_1, w_2, w_3 \) expressing the respective importance of each of the inputs to the output. The output of the neuron is determined by weighted sum, as shown in [38]:

\[
    \text{output} = \begin{cases} 
    0 & \text{if } \sum_i w_i x_i \leq \text{threshold} \\ 
    1 & \text{if } \sum_i w_i x_i > \text{threshold} 
\end{cases}
\]
This binary piecewise function is known as “an activation function”, used to determine whether a neuron will “fire” or not. Many activation functions are used throughout the field of deep learning, such as a sigmoid function, a binary step function, and a rectified linear unit (ReLU) function, each with their own advantages and disadvantages. The overall goal of the training algorithm is to find a set of weights and biases (thresholds) that allows the network to accurately classify new input data [39]. The cost function determines the difference between the outputs of the model and the correct labels of the input data. The basic quadratic cost function is defined as:

$$C(w, b) = \frac{1}{2n} \sum_x \| y(x) - a \|^2$$  \hspace{1cm} (5)

where $n$ is the number of inputs, $y(x)$ is the correct label of the input data, and $a$ is the output of the model when $x$ is the input [38].

Using gradient descent, the cost function can be minimised, thereby finding the weights and biases that approximate some functions $f$ that can map the input $x$ onto the correct output label $y(x)$.

### 3.3. Training Phase of ML algorithms

Each ML algorithm (gradient boosted machine (GBM), random forest (RF), naive Bayes (NB), and feed-forward deep neural network (FFDNN)) was trained five times, covering the varying levels of poisoning in the input data ($D_P^5, D_P^{10}, D_P^{20}, D_P^{30}$). The parameters were unchanged between training iterations. The pre-processed input data ($D^S, D^P$) are provided to the models to train on and allows us to track differences in the models based on the independent variable, percentage of data poisoned ($t_{\text{poison}}$).

The ML models ($M$) were trained and validated using the H2O API and the R programming language, allowing for further analysis of the training and validation metrics and comparisons of models. As presented in Algorithm 3, the models were trained using five cases: Correctly labelled normal and attack data ($D^S$), as the control models ($M_{\text{normal}}$). The normal and attack data, along with a percentage of the training data mislabelled ($D^P$), and the poisoned models ($M_{\text{Poisoned}}$), were employed to determine the variations between the five cases and examine the robustness of the models.

**Algorithm 3: ML algorithm training process.**

1. **Input:** Training Datasets ($D^S, D_P^5, D_P^{10}, D_P^{20}, D_P^{30}$)
2. **Output:** Normal ($M_{\text{normal}}$) and Poisoned Models ($M_{\text{Poisoned}}$)
3. **Steps:**
   1. for each ML algorithm (GBM, RF, NB, DL)
   2. train model $M_{\text{normal}}$ using sanitised dataset $D^S$
   3. for each poisoned training dataset $D_P^5, D_P^{10}, D_P^{20}, D_P^{30}$
   4. train model $M_{\text{Poisoned}}$ using poisoned dataset
   5. end for
   6. end for
4. return Poisoned Training Datasets ($D_P^5, D_P^{10}, D_P^{20}, D_P^{30}$)

### 3.4. Validation Process of ML Algorithms

The models built in the training phase were validated using k-fold cross validation in order to ensure there was no bias towards dominant classes. K-fold cross validation is a method used to test a model, determining the model’s performance over the entire dataset. The method splits the dataset into $k$ equal groups, or folds [35]. One of the groups is designated as the validation set, while the $k-1$ additional groups are used to fit the model. The mean squared error (MSE) is calculated on the validation set. This process is repeated $k$ times, with a different set used as the validation set each
iteration. The method results in \( k \) estimates of the test error \([34]\). The \( k \)-fold cross validation error estimate is explained in \([35]\), calculated as:

\[
CV(k) = \frac{1}{k} \sum_{i=1}^{k} MSE_i
\]

### 4. Experimental Design

#### 4.1. Data Sets

The datasets used to evaluate the models were the UNSW-NB15 Network Data \([12]\) and the ToN-IoT Network Data \([13]\). Both datasets contain a wide variety of contemporary normal and abnormal network observations, which allowed practical training of all models in order to mimic a model deployed as part of a more extensive network security application. Both these datasets contain a known ground truth. The UNSW-NB15 dataset contains approximately 100 Gigabytes of network packets across 2,540,044 vectors recorded in four CSV files \([12]\). The data include normal and a variety of attack vectors. (Fuzzers, analysis, backdoors, DoS, exploits, generic, reconnaissance, shellcode, and worms). Partitions of this dataset have been configured as training and testing sets for use in machine learning. The training set consisted of 175,341 network packet vectors, and the test set contained 82,332 vectors. Each vector comprised 42 features and the class label of either normal (0) or attack (1).

The ToN-IoT Network dataset consists of 56 Gigabytes of raw network data. The data were processed and compiled into one CSV file for training and validating machine learning models \([13]\). The dataset consists of 461,043 network packet vectors. Each vector comprises 43 features and the class label of either normal or attack data. Before training, the ToN-IoT dataset was split into training and testing sets, 70% for training and 30% for testing, reducing the likelihood of overfitting and allowing for a comprehensive measure of the model’s performance throughout the whole dataset.

#### 4.2. Evaluation Metrics

The models were trained on both datasets and with various levels of poisoned training data in order to evaluate their performances, in terms of accuracy, precision, false positive rate, and detection rate. These metrics were calculated from the four classifications of true positive (TP), true negative (TN), false positive (FP), and false negative (FN). TP and TN are the numbers of correctly classified legitimate and attack vectors, respectively, whilst FP and FN are the incorrectly classified legitimate and attack vectors, respectively \([3]\).

- **Accuracy** is the proportion of the test data that was correctly classified by the model:
  \[
  Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
  \]  

- **Precision** is the proportion of vectors classified as attacks that are relevant:
  \[
  Precision = \frac{TP}{TP + FP}
  \]

- **False positive rate (FPR)** is the proportion of incorrectly classified attack vectors:
  \[
  FPR = \frac{FP}{FP + TN}
  \]

- **Detection rate (DR), also known as true positive rate (TPR)**, is the proportion of correctly classified attack vectors, for which a result of one (1) indicates that the model detected all attack vectors in the test data:
  \[
  DR = \frac{TP}{TP + FN}
  \]
The models were developed using the “R programming language” on Windows 10 Version 1809 with 16 GB RAM and an Intel i7 CPU processor. The models and their data were stored and analysed using H2O API. More information about H2O can be found at [40]. All code used in this study can be found at [41]. The parameters of the models can be seen in Table 1. Throughout the training, all parameters remained constant to accurately capture the differences between the poisoned datasets.

Table 1. Model parameters.

| Model Parameters                        | Gradient Boosted Machine | Random Forest | Naive Bayes | Feed-Forward Deep Neural Network |
|-----------------------------------------|--------------------------|---------------|-------------|----------------------------------|
| Trees                                   | 100                      | 150           | 3           | [15,15]                          |
| Max Depth                               | 5                        | 2             | 5           | 10                               |
| Min Rows                                | 2                        | 10000         | Minimum sdev| 0.01                             |
| Learning Rate                           | 0.01                     | Distribution  | Multinomial |                                  |

5. Experimental Results

5.1. Original Data (0% Poisoning)

5.1.1. ToN-IoT Dataset

Using the ToN IoT dataset, we observed over 99% accuracy for all models besides the naive Bayes model, with an 88.4% accuracy rate, and an increased false positive rate of 10.9% in comparison to the 0.02–0.5% false positive rate observed in the other three models, as shown in Figure 3. The highest performing model was the gradient boosted machine, with an accuracy of 99.985%, only 0.005% more accurate than what was observed in the feed forward deep learning model. However, the deep learning model had a marginally superior precision of 99.972% when compared to the gradient boosted machine, with a precision of 99.965%. Both models display impressive statistics in a sanitised environment, with no adversarial data present.

Figure 3. ToN_IoT dataset comparison.
5.1.2. UNSW NB-15 Dataset

When trained on the UNSW NB-15 dataset, the models performed significantly lower in all metrics, with all models indicating a 2–5% drop in accuracy when compared to the models trained on the ToN_IoT dataset, as depicted in Figure 4. Due to the model parameters remaining constant across all training periods, the set parameters have been favourable to the ToN_IoT data, leading to the underperformance of the UNSW NB-15 models. The highest performing model was the random forest model, with accuracy and precision of 98.9%, FPR of 2%, and DR of 99.4%. This model displays an increased performance of 1–2% in all metrics over the next highest performing model (feed forward deep learning). However, the deep learning model’s detection rate marginally outperformed the random forest model, with a rate of 99.5% in comparison to the random forest’s 99.4%.

![Figure 4. UNSW NB-15 dataset comparison.](image)

5.2. 5% Poisoned Data

5.2.1. ToN-IoT Dataset

When trained on a dataset with 5% mislabelled training data, all models besides the naive Bayes classifier show a 5% drop in accuracy, as expected. The naive Bayes classifier’s accuracy increased from 88.4% when trained on the poisoned data, to 91.3% when trained on 5% poisoned data. The naive Bayes model also displayed a 4% increase in precision and detection rate and a 2% decrease in false positive rate. All models had a detection rate of approximately 91%, illustrating that even at 5% poisoning, these models are already showing a significant loss of integrity, with 9% of attack vectors going undetected. The highest performing model was the deep learning model, with an accuracy of 95.1%, precision of 94.8%, FPR of 2.8%, and DR of 91.3%—only marginally outperforming the gradient boosting machine and random forest by 0.1–0.3% in all metrics. It is clear that all three models are equally impacted by the poisoning at this stage, with significantly reduced detection rates of 91%, at just 5% poisoning.

5.2.2. UNSW NB-15 Dataset

The models trained on the UNSW NB-15 dataset with 5% mislabelled data showed a decreased accuracy when compared to the ToN-IoT models. The naive Bayes classifier showed a 2% drop in accuracy to 84.6%, and the other three models’ accuracies decreased by approximately 5%, equally impacted as the ToN-IoT models. The highest performing model was the random forest, with an accuracy of 93.9%, a 1.4% increase over the gradient boosted machine, which had an accuracy of 92.5%. The random forest model boasted a 1.8% increase in precision over the deep learning model and 4% lower false positive rate when compared to the next closest model. It did, however, display a 0.8% lower detection rate than the gradient boosted machine, with a DR of 96.9% compared to 97.7%, respectively.
5.3. 10% Poisoned Data

5.3.1. ToN-IoT Dataset

When trained on 10% mislabelled data, the models showed a 10% loss of accuracy and precision, with an accuracy of 89.9–90% and precision of 89.9%, except the naive Bayes classifier, which had an accuracy of 86.9%—a 4.4% decrease when compared to the model trained on 5% poisoned data, and a 2% decrease when compared to the model trained on the original sanitised data. The gradient boosted machine, random forest and deep learning models all performed similarly, with the deep learning model having a marginally higher accuracy of 90.0% in comparison to 89.9% for the other two models. The naive Bayes classifier had the highest detection rate, at 83.4%; however, it severely underperformed compared to the other three models in all alternative metrics.

5.3.2. UNSW NB-15 Dataset

The models trained on the UNSW NB-15 dataset with 10% mislabelled data showed similar results to the models trained on the poisoned ToN IoT data, but underperformed by 1–2% in most metrics. Accuracy and precision were impacted by 11–12% for all models except the naive Bayes classifier, with an accuracy of 79.3% and precision of 81.5%. All models besides the naive Bayes classifier showed a DR of 94–95% which is significantly higher than for the models trained on the ToN-IoT dataset. Coupled with increased FPRs, this is an early sign of classifier integrity loss, as the models begin to classify a higher proportion of test data as attack vectors. The highest performing model was the random forest, with an accuracy of 88.9% and precision of 88.9%. The random forest significantly outperformed the next closest model with an FPR of 21.4% when compared to the feed forward deep learning model, with an FPR of 25.4%. The gradient boosted machine model outperformed the random forest with a detection rate of 95.4% compared to the 94.5% observed by the random forest model.

5.4. 20% Poisoned Data

5.4.1. ToN-IoT Dataset

When trained on 20% mislabelled data, all models except the naive Bayes classifier showed approximately a 20% drop in accuracy and precision, to 79.7–79.9% and 79.3–79.9% respectively. The naive Bayes classifier underperformed compared to the other models, with an accuracy, precision, and false positive rate of 77.7%, 74.5%, and 16.6% respectively. However, as observed in the 10% mislabelled data, the naive Bayes classifier had the highest detection rate of 69.6%, compared to the next highest, that being the gradient boosted machine with a DR of 68.3%. The highest performing models were the gradient boosted machine and random forest, which had almost identical metrics, and only marginally outperformed the deep learning model in all metrics. At a rate of 20% data poisoning, the models were severely compromised, with detection rates of 69%. This is unacceptable for any model deployed to a real-world environment, with 21% of all attack vectors going undetected.

5.4.2. UNSW NB-15 Dataset

The models trained on the UNSW NB-15 dataset with 20% mislabelled data showed similar results to the models trained on the poisoned ToN IoT data, although underperformed by 1–2% in most metrics. Accuracy and precision were impacted by 21–22%, except for the naive Bayes classifier, with an accuracy of 72.8% and precision of 73.9%. All models display a detection rate of 85–90%, which is significantly higher than the models trained on the ToN-IoT dataset. The highest performing model was the random forest, with an accuracy of 78.8% and precision of 78.7%. The random forest significantly outperformed the next closest model with an FPR of 37.5% when compared to the gradient boosted machine, with an FPR of 40.4%. The gradient boosted machine model outperformed the random forest with a detection rate of 90.3% compared to the 89.3% observed by the random forest model.
5.5. 30% Poisoned Data

5.5.1. ToN-IoT Dataset

When trained on 30% mislabelled data, all models except the naive Bayes classifier showed decreased in accuracy approximately proportional to the mislabelled data in the training set. The metric data sees a split here, with the deep learning model becoming more heavily impacted when compared to the gradient boosted machine and random forest models. The naive Bayes classifier continued to underperform the other three models significantly, but at this point saw a drop in accuracy to 51.2% and precision to 47.1%, and a had a false positive rate of 80.1%. As seen in Figure 3, the naive Bayes classifier saw a significant increase in detection rate to 91.2%. This rapid increase showed corruption in the model’s decision rule, predicting all vectors as attack vectors, hence the substantial increase in both FPR and DR.

The highest performing model was the random forest model, with an accuracy of 69.5%, precision of 68.7%, FPR of 20.2%, and DR of 56.5%. At this level of data poisoning, the models were unable to accurately classify the test data, with detection rates ranging from 56.4–61.4% for all models except the naive Bayes classifier, which was discussed previously. The random forest model stands out above the others for its superior FPR of 20.2% when compared to the next closest, that being the gradient boosted machine with an FPR of 25.2%.

5.5.2. UNSW NB-15 Dataset

The models trained on the UNSW NB-15 dataset with 30% mislabelled data showed similar accuracy and precision loss to the models trained on the poisoned ToN IoT data, besides the naive Bayes classifier, which outperformed the model trained on the ToN_IoT dataset in all metrics other than DR. As per the previous models trained on the UNSW NB-15 dataset, all models had significantly increased FPR, indicating a severe loss in classifier integrity, leading to FPRs of 72.7% for the naive Bayes classifier and 51–52% for the other three models.

The highest performing model at this rate of poisoning was the deep learning model, with an accuracy of 68.9%, precision of 68.3%, FPR of 52.4%, and DR of 85.1%. As stated previously, all models at this stage of poisoning are severely corrupted and are unable to classify large proportions of the test data correctly. Notably, the gradient boosting machine and random forest models performed similarly at this rate of poisoning.

5.6. Discussion

The data suggest a proportionate correlation between the rate of data poisoning and the impact on the model’s performance. This is best highlighted in the models trained on the ToN_IoT dataset; between 0% and 20%, the more reliable models (gradient boosting machine, random forest, and deep learning models) showed a drop in accuracy and precision directly proportionate to the percentage of poisoned data in the training set. The results confirm that these models are not robust to any level of data poisoning; as at 5% poisoning, the detection rates of all models dropped by 3–9%. At this rate, the ML model would be unfit to persist in online defences such as intrusion detection, so the attacker had successfully deteriorated the availability of the model.

Beyond 30% poisoned training data, all three machine learning models showed increased deterioration of DR, and a spike in FPR, indicating that 20% is the threshold in which the models are severely effected by the poisoning, as the deterioration of the model is no longer proportional to the rate of data poisoning. This is also seen in the results of the DL model.

The feed forward deep learning model at 30% began to underperform compared to the gradient boosting machine and random forest models, indicating that past 20% poisoning, deep learning models became more severely affected by the data poisoning than other models in the study. This suggests that deep learning models are less robust to data poisoning; however, at this rate of data poisoning,
all models are unable to classify large proportions of the data correctly and are considered unusable. A model performing at this rate in a live scenario would be taken offline and retrained.

Throughout the results, the random forest model consistently outperformed the other three models, especially at higher rates of poisoning. Between 0–20% poisoning, the gradient boosting machine, random forest, and deep learning models performed similarly, generally remaining within 1% for all metrics. This indicates that for lower levels of poisoning, these three models can be used interchangeably with similar results when applied to a live system. However, upon crossing the 20% poisoning threshold, the random forest model outperformed the other models significantly, featuring a 5% lower FPR than the gradient boosting machine and 8% lower FPR than the deep learning model. The naive Bayes classifier consistently underperformed compared to the other three models throughout the experiment.

This is unsurprising, as a simplistic statistical classifier, it is unsuitable for training on network data, and is heavily impacted by the poisoned data. As the rate of poisoned training data is increased, the probabilities used by the classifier to predict test data would be increasingly distorted, and as seen in the data, make it less likely to correctly predict the correct class of the data. A primary limitation of the study is the underperformance of the models trained on the UNSW NB-15 dataset; this can be attributed to the parameters used throughout the study remaining unchanged across each training iteration. To increase the success of further research, it is recommended that models trained on multiple datasets be prepared using parameters tuned to that data, in order to more accurately understand the initial performance of the models using said data.

The proposed scheme attempted to practically evaluate the impact of data poisoning attacks against the training phase. Based on building shallow and deep learning models using two datasets, the results demonstrated that increasing the number of manipulated labels led to reduced accuracy and increased false positive rates with different cross validation settings (i.e., $k = 10$ for the four machine learning models using the two datasets). From the results, we can claim that by using both datasets with up to a 20% data poisoning rate, the ML models’ accuracy remained proportional to the rate of poisoned data. However, after increasing this rate, the models began to degrade considerably. The main advantages of this scheme are that: (1) we practically identified how the data poisoning attacks impact the accuracy of ML models; (2) we evaluated different data settings with heterogeneous data sources (i.e., conventional network traffic, and IoT network traffic), revealing the trustworthiness of various ML models. In the future we aim to use GPU cards, as the ML models will be developed much faster than using CPU resources; and dynamically configure parameters of ML models, so we can ensure the highest performances in terms of accuracy, false positive rate, and detection rate.

6. Conclusions

This paper has discussed the effects of data poisoning attacks, specifically label modification, on four machine learning models, in a effort to understand the innate robustness of each model and study the impacts of increasing rates of data poisoning. The models of gradient boosting machine, random forest, naive Bayes, and feed forward deep learning were trained on the two network datasets of UNSW NB-15 and ToN_IoT, and four poisoned sets. The models were evaluated against four metrics: accuracy, precision, false positive rate, and detection rate to determine the impacts to each model’s integrity suffered due to the poisoned training data. In the future, we will test the ML models with data poisoning defences to examine their effectiveness. This will allow for further evaluation of their robustness to poisoning attacks, and their suitability for use in online defence systems.
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