Abstract—Linear parameter varying (LPV) analysis and controller synthesis theory rooted in the small gain and passivity framework currently exist. The study of conic systems encompasses both small gain and passivity properties, and herein, analysis and controller synthesis for polytopic conic systems is considered. Linear matrix inequality constraints are given to provide conic bounds for polytopic systems. In addition, given controller conic bounds, a control synthesis method is introduced. The polytopic conic controller is demonstrated on a heat exchanger in simulation, and compared to existing LPV control design techniques.

Index Terms—conic systems, gain scheduling, linear parameter varying (LPV)

I. INTRODUCTION

Input-output properties and associated stability theorems are indispensable tools to a control systems engineer. In particular, passivity and small gain properties, as well as their associated input-output stability theorems, are well-known and heavily used in robust, nonlinear, and optimal control. The Passivity Theorem is commonly used for the robust control of mechanical and electrical systems, especially in the context of robotics [1]. Other robust control strategies, including $H_{\infty}$ control, make use of the Small Gain Theorem, which has been used to robustly control aerospace [2], electric, and piezoelectric systems [3].

The Small Gain Theorem is at the heart of robust linear parameter varying (LPV) control. Specifically, the Bounded Real Lemma was extended for application to parameter varying systems, enabling the statement of sufficient conditions to derive stabilizing LPV controllers [4, p. 15]. Two examples that are particularly relevant to this paper are [5], [6], where polytopic controller synthesis is discussed. In [5], subcontrollers at each vertex are synthesized while simultaneously satisfying a global constraint for stability, whereas in [6], subcontrollers at each vertex are first synthesized, and then a global constraint for stability is imposed in an effort to reduce computational complexities.

Initial attempts at deriving LPV controllers had shortcomings such as limits on parameter-variation rates and synthesis complexity, but recent efforts have greatly improved LPV control effectiveness and synthesis tractability [4], [7]–[9]. Nonetheless, LPV plant descriptions are often approximations of nonlinear systems, and a controller synthesized to stabilize the original nonlinear system [9]. For passive systems, the Passivity Theorem is used to circumvent this problem [10]–[12]. Strictly passive controllers can guarantee closed-loop input-output stability of passive plants, even if an approximate model is used for controller synthesis.

Despite advances in control theory and controller synthesis rooted in the Passivity and Small Gain Theorems, relying on these two theorems introduces limitations. For instance, relying on the Small Gain Theorem may lead to conservative results owing to the fact that the analysis relies on the supremum of the operator in question. Weighting transfer functions can be used to emphasize certain frequency bands, but the conservatism still remains. When stabilizing systems using the Passivity Theorem, plants that are nominally considered passive can have so-called passivity violations due to discretization, time-delay, and sensor noise [13], [14]. With any one or a combination of these violations, results obtained using the Passivity Theorem may be void. As it turns out, the Conic Sector Theorem is a more general input-output stability theorem, of which small gain and passivity are special cases [15]. Synthesizing a controller with the Conic Sector Theorem can help avoid the conservative nature of controllers designed using the Small Gain Theorem, and provide a remedy for situations where the plant features a passivity violation and the Passivity Theorem is not applicable.

The design of conic controllers has been studied for linear systems [14], [16], [17]. The design approach considered in [14], [16], [17] begins by determining the conic bounds of the plant using the Conic Sector Lemma [18], then choosing appropriate conic bounds of the controller using the Conic Sector Theorem [15], and finally synthesizing a linear controller that satisfies these conic bounds. A similar approach is undertaken in this paper specific to polytopic systems, which are a type of LPV system. One paper investigates the use of conic-sector-based control for LPV systems where conicity is violated for certain values of the parameters [19]. The challenges to overcome include the fact that currently there are no LMI conditions to determine conic bounds for polytopic systems, and no synthesis methods for conic polytopic controllers.

In short, the two main contributions of this paper are providing a means to assess the conic bounds of polytopic systems using an LMI as stated in Theorem 3.1, and a method to design polytopic conic controllers in Section IV. A third contribution is the demonstration of the conic polytopic controller on a heat exchanger. Notation and preliminaries are in Section II, the derivation of conic bounds for polytopic systems are in Section III, the numerical example is in Section V, and closing remarks are in Section VI.
II. NOTATION AND PRELIMINARIES

A. Notation

A function \( u \in L_2 \) if \( \|u\|_2 = \sqrt{\langle u, u \rangle} = \sqrt{\int_0^\infty u(t)^2 dt} < \infty \) and \( u \in L_2 \) if \( \|u\|_{2T} = \sqrt{\langle u, u \rangle_T} = \sqrt{\int_0^T u(t)^2 dt} < \infty \), \( \forall T \in \mathbb{R}_{\geq 0} \) [20]. The matrix \( I \) is the identity matrix. A “\(" \) indicates symmetry for off-diagonal terms in a matrix.

B. Conic Systems

Consider a square system \( \mathcal{G} : L_{2e} \to L_{2e} \), satisfying

\[
- \|\mathcal{G}u\|_{2T}^2 + (a + b) \langle \mathcal{G}u, u \rangle_T - ab \|u\|_{2T}^2 \geq \beta,
\]

(1)

for all \( u \in L_{2e} \) and \( T \in \mathbb{R}_{\geq 0} \), where \( \beta \in \mathbb{R} \) and \( a, b \in \mathbb{R} \), \( a < b \). The system \( \mathcal{G} \) is interior conic, denoted \( \mathcal{G} \in \text{cone}[a, b] \), if (1) holds for some \( a \) and \( b \). The system \( \mathcal{G} \) is strictly interior conic, denoted \( \mathcal{G} \in \text{cone}(a, b) \), if (1) holds for bounds \( a + \delta \) and \( b - \delta \) for some \( \delta > 0 \). If \( a = -\gamma \) and \( b = \gamma \), then (1) reduces to the finite-gain expression

\[
\|\mathcal{G}u\|_{2T} \leq \gamma \|u\|_{2T} + \beta.
\]

(2)

If \( \mathcal{G} \) is linear and \( \beta = 0 \), then (2) implies \( \|\mathcal{G}\|_\infty \leq \gamma \), where

\[
\|\mathcal{G}\|_\infty = \sup_{u \in L_{2e}, \|u\|_2 \leq 1} \|\mathcal{G}u\|_{2T}.
\]

Theorem 2.1 (Conic Sector Theorem [15], [16]): Consider the negative feedback interconnection of two square systems, \( \mathcal{G}_1 : L_{2e} \to L_{2e} \) and \( \mathcal{G}_2 : L_{2e} \to L_{2e} \), shown in Fig. 1, where \( y_i = \mathcal{G}_i u \), for \( i \in \{1, 2\} \). The closed-loop system with inputs \( r = [r_1^T \ r_2^T]^T \) and outputs \( y = [y_1^T \ y_2^T]^T \) is input-output stable if \( \mathcal{G}_1 \in \text{cone}[a, b] \) for \( a < 0 < b \) and \( \mathcal{G}_2 \in \text{cone}(-\frac{1}{b}, -\frac{1}{a}) \). Input-output stability means that if \( r \in L_2 \), then \( y \in L_2 \).

Corollary 2.1 (Small Gain Theorem [21]): Consider the system in Theorem 2.1, where \( \mathcal{G}_1 \in \text{cone}[-\gamma_1, \gamma_1] \) and \( \mathcal{G}_2 \in \text{cone}[-\gamma_2, \gamma_2] \). If \( \gamma_1 \gamma_2 < 1 \) and \( r \in L_2 \), then \( u \in L_2 \) and \( y \in L_2 \).

Remark 1: Corollary 2.1 demonstrates that the Small Gain Theorem is a special case of the Conic Sector Theorem when the systems composing the negative feedback loop are square. However, the Small Gain Theorem is also applicable to nonsquare systems [21].

III. CONIC POLYTOPIC SYSTEMS

A. System Architecture

Recall a matrix polytope is defined as the convex hull of a finite number of matrices \( H_i \), defined as

\[
\text{Co}\{H_i, i = 1, \ldots, N\} = \left\{ \sum_{i=1}^N s_i H_i \mid s_i \geq 0, \sum_{i=1}^N s_i = 1 \right\}.
\]

Fig. 1: Input-output system block diagram.

\[
\begin{align*}
A & : B_1 & B_2 & B_3 \\
C_1 & D_{11} & D_{12} & D_{13} \\
C_2 & D_{21} & 0 & 0 \\
C_3 & D_{31} & D_{32} & D_{33} \\
\end{align*}
\]

(7)

where

\[
0 \leq s_i(\sigma, x, t) \leq 1, \quad \sum_{i=1}^N s_i(\sigma, x, t) = 1.
\]

Fig. 2: Standard problem block diagram with an uncertainty block.

\[
\begin{align*}
& (a) \text{Closed-loop control framework relying on the Small Gain Theorem.} \\
& (b) \text{Closed-loop control framework relying on the Conic Sector Theorem.}
\end{align*}
\]

Fig. 3: Upper and lower LFTs for controller synthesis.

In this paper, only polytopic systems are examined. Consider the polytopic system shown in Fig. 2, given by

\[
\begin{align*}
x &= Ax + B_1 w + B_2 u + B_3 q, \\
z &= C_1 x + D_{11} w + D_{12} u + D_{13} q, \\
y &= C_2 x + D_{21} w, \\
p &= C_3 x + D_{31} w + D_{32} u + D_{33} q.
\end{align*}
\]

(3) (4) (5)

where \( x \in \mathbb{R}^n \) is the system state, \( z \in \mathbb{R}^{n_z} \) is the performance variable, \( w \in \mathbb{R}^{n_w} \) is the exogenous signal that can include noise, \( y \in \mathbb{R}^{n_y} \) is the measurement variable, \( p \in \mathbb{R}^{n_p} \) is the input to the uncertainty block, and \( q \in \mathbb{R}^{n_q} \) is the output of the uncertainty block, and \( u \in \mathbb{R}^m \) is the system input. Each system matrix is a function of a scheduling signal \( s_i \), such that
\[ \|A\|_\infty \|G_a\|_\infty < 1. \] The block diagram for this synthesis is described by Fig. 3a. Controller synthesis methods using the Small Gain Theorem are extensively covered in the literature. For general reference using LMIs see [22], and for polytopic systems, controller synthesis is discussed in [5].

Conversely, for robust control design rooted in the conic-systems framework, which is the focus of this paper, the uncertainty and the plant are lumped together as \( G_\Delta \), as shown in Fig. 3b. The conic bounds for the system \( G_\Delta \) are first determined for \( u \mapsto y \), and then appropriate controller bounds are determined via Theorem 2.1 to ensure closed-loop input-output stability. This is also how robust control based on the passive-systems framework is commonly realized [21]. The Conic Sector Lemma [18] can be used to determine conic bounds for LTI systems. To apply the Conic Sector Theorem to this robust control design problem the conic bounds of the polytopic system under control must be found. This is addressed in Theorem 3.1 in Section III-B.

### B. Conic Bounds for Polytopic Systems

Conic bounds for a system are defined for a specific input-output pair. For the plant (3)-(6), the input-output pair for conic bounds is \( u \mapsto y \), with minimal state space realization

\[ G : \begin{cases} \dot{x} & = A(s)x + B_2(s)u \\ y & = C_2(s)x \end{cases} \]

where \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \), \( y \in \mathbb{R}^m \), \( s = [s_1 \ldots s_N]^T \), and

\[ \begin{bmatrix} A(s) & B_2(s) \\ C_2(s) & 0 \end{bmatrix} = \sum_{i=1}^N s_i(\sigma, x, t) \begin{bmatrix} A_i & B_{2,i} \\ C_{2,i} & 0 \end{bmatrix}, \]

where \( s \) satisfies (8). The feedthrough matrix, \( D_{22} \), is assumed to be zero as physical systems exhibit some sort of roll-off in gain at higher frequency. If a model does contain a \( D_{22} \) matrix, the measurement \( y \) can be filtered to remove the feedthrough term.

**Lemma 3.1:** Given \( y(t) = \sum_{i=1}^N s_i(\sigma, x, t)y_i(t) \), where \( y_i(t) \in L_{2e}, y_i(t) = C_{2,i}x(t) \), and where scheduling signals satisfy (8), then

\[ -\|y(t)\|_{2T}^2 \geq \sum_{i=1}^N -\|s_i(\sigma, x, t)y_i(t)\|_{2T}^2. \]

**Proof:** See the Appendix.

**Theorem 3.1:** Consider the system \( y = Gu \) described by (9), where \( A(s), B(s) \), and \( C(s) \) satisfy (8) and (10). For \( a, b \in \mathbb{R}, a < 0 < b \), if the LMI in \( P \)

\[ \begin{bmatrix} PA_i + A_i^TP + C_{2,i}^TP + C_{2,i}^TC_i & PB_{2,i} - \frac{a+b}{2}C_{2,i} \\ \ast & abI \end{bmatrix} \leq 0 \]

is satisfied for some real matrices \( P = P^T > 0, L_i \), and \( W_i \) for \( i = 1, \ldots, N \), then the system \( G \) is in \( \text{cone}[a, b] \).

**Proof:** In this proof, the argument \( s \) associated with \( (A(s), B(s), C(s)) \) is dropped for brevity. First note that (12) implies

\[ PA_i + A_i^TP + C_{2,i}^TP + C_{2,i}^TC_i = -L_i^TL_i, \]

\[ PB_{2,i} = -\frac{a+b}{2}C_{2,i} = -L_i^TW_i, \]

Consider the time derivative of the Lyapunov-like function \( V = \frac{1}{2}x^TPx \).

\[ \dot{V} = \frac{1}{2}x^T(PA + A^TP)x + x^TPBu. \]

Substituting (13) into (14) yields

\[ \dot{V} = \frac{1}{2}x^T(\frac{a+b}{2})y^Tu + \frac{1}{2}\|y\|_{2T}^2. \]

Integrating (15) in time from 0 to \( 0 < T < \infty \) gives

\[ V(T) - V(0) = \sum_{i=1}^N \left[ -\frac{1}{2} \|s_i y_i\|_{2T}^2 + \frac{1}{2} \|s_i(L_i x + W_i u)\|_{2T}^2 - \frac{ab}{2} \|u\|_{2T}^2 \right] \]

Rearranging yields

\[ -\sum_{i=1}^N \|s_i y_i\|_{2T}^2 + (a+b) \langle y, u \rangle_T - ab \|u\|_{2T}^2 = -2V(0) + \sum_{i=1}^N \|s_i(L_i x + W_i u)\|_{2T}^2 \]

Since \( 2(V(T) - V(0)) = \sum_{i=1}^N \|s_i(L_i x + W_i u)\|_{2T}^2 \geq -2V(0) \), using Lemma 3.1 reduces (16) to

\[ -\|y\|_{2T}^2 + (a+b) \langle y, u \rangle_T - ab \|u\|_{2T}^2 \geq \beta, \]

where \( \beta = -2V(0) \) only depends on initial conditions. Comparing (17) to (1) proves Theorem 3.1.

**Corollary 3.1:** Consider the system \( y = Gu \) described by (9). For \( a, b \in \mathbb{R}, a < 0 < b \), if the LMI in \( \tilde{P} \)

\[ \begin{bmatrix} \tilde{P}A_i + A_i^T\tilde{P} + \frac{b-a}{2}C_i^T \]

is satisfied for \( i = 1, \ldots, N \), and \( \tilde{P} = \tilde{P}^T > 0 \), then the system \( G \) is in \( \text{cone}[a, b] \).

**Proof:** Multiplying (12) by \( \frac{1}{b-a} > 0 \) results in

\[ \begin{bmatrix} \frac{1}{b-a}PA_i + A_i^T\tilde{P} + \frac{b-a}{2}C_i^T \frac{1}{b-a}PB_i - \frac{1}{2}(\frac{b-a}{2})C_i^T \end{bmatrix} \leq 0. \]
Using the change of variable $\tilde{P} = \frac{1}{2}P$ yields (18). Since change of variable and multiplication are reversible, (18) also implies (12). Thus, if $\mathcal{G}$ satisfies Corollary 3.1, then $\mathcal{G}$ also satisfies Theorem 3.1.

Both Theorem 3.1 and Corollary 3.1 are sufficient conditions for $\mathcal{G} \in \text{cone}[a, b]$. Corollary 3.1 is a reformulation of Theorem 3.1, and may be useful in situations with a large $b$. A large $b$ can cause (12) to become ill-conditioned, whereas a large $b$ does not cause problems for (18).

C. Determining Conic Bounds

The matrix inequality (12) is nonlinear in $a$ and $b$, and thus solving for an $a$ and $b$ directly given the polytopic plant $\mathcal{G}$ is not possible. Three methods of determining tight bounds $a$ and $b$ exist. They consist of

1) fixing $a = -\infty$, minimizing $b$, then fixing $b$, and maximizing $a$,
2) fixing $b = \infty$, maximizing $a$, then fixing $a$, and minimizing $b$,
3) defining the conic radius $r = \frac{b-a}{2}$ and conic centre, $c = \frac{a+b}{2}$, and then minimizing the conic radius.

As [14] shows for the LTI case, each method yields different conic bounds. In the polytopic case, the same holds true. Fixing $b = \infty$, and then maximizing $a$ is preferred to determine plant conic bounds because this results in a controller with the least conservative gain. To understand why, note that the controller conic bound $b_c = -\frac{1}{2}$ is related to controller gain, and thus an $a$ value as close to zero as possible is desired. When, $b$ is set to $\infty$, Corollary 3.1 is used.

To determine conic bounds using the radius and centre, $r$ and $c$ respectively, consider that

$$
\begin{bmatrix}
PA_i + A_i^T P + C_i^T C_i & PB_i - c C_i^T \\
* & -\kappa I
\end{bmatrix} \leq 0
$$

is equivalent to (12), where $\kappa = -ab$. Note that

$$
r^2 = \frac{(a-b)^2}{4} = \frac{(a+b)^2 - 4ab}{4} = c^2 + \kappa,
$$

and thus minimizing (20) results in the minimum conic radius. The equivalent method for an LTI system is found in [16]. Since (20) is quadratic, it can be transformed to a linear objective along with an LMI constraint by introducing a variable $z$, and then minimizing $z$ subject to the constraint

$$
\begin{bmatrix}
z - \kappa & c \\
* & 1
\end{bmatrix} \geq 0,
$$

where (21) is derived from $z \geq c^2 + \kappa$ using the Schur complement [23].

IV. DESIGN OF POLYTOPIC CONIC CONTROLLERS

Passivity-based synthesis for affine systems is discussed in [12]. The conic-polytopic controller synthesis considered in this paper is an adaptation of the synthesis methods presented in [12], [14], [17]. The goal is to determine a set of controller matrices,

$$
\begin{bmatrix}
A_c(s) & B_c(s) \\
C_c(s) & 0
\end{bmatrix} = \sum_{i=1}^{N} s_i(\sigma, \tau, t) \begin{bmatrix}
A_{c,i} & B_{c,i} \\
C_{c,i} & 0
\end{bmatrix},
$$

where the signals $s_i$ satisfy (8). In particular, an $\mathcal{H}_\infty$ controller is synthesized at each vertex of the polytope, and then the closest controller in an $\mathcal{H}_2$ sense that satisfies conic constraints given by (12) is determined. Associated assumptions are

1) $(A_{i}, B_{2,i}, C_{2,i})$ is stabilizable and detectable, and
2) $D_{22} = 0$.

The resulting state space matrices from the $\mathcal{H}_\infty$ synthesis are $(A_{c,i}, L_i, K_i, 0)$, where $A_{c,i}$ from the $\mathcal{H}_\infty$ synthesis is also the $A_{c,i}$ of the conic controller given in (22). The matrix $C_{c,i}$ in (22) is set to $C_{c,i} = K_i$. The $B_{c,i}$ matrix is determined by minimizing the $\mathcal{H}_2$ norm of the difference between the $\mathcal{H}_\infty$ controller and a controller that satisfies (12). Specifically, this optimization problem is given by minimizing

$$
\mathcal{J}(\Pi_c, B_{c,1}, \ldots, B_{c,N}) = \sum_{i=1}^{N} \text{tr}(B_{c,i} - L_i)^T W_i (B_{c,i} - L_i),
$$

subject to

$$
\begin{bmatrix}
\Pi_c A_{c,i} + A_{c,i} \Pi_c & B_{c,i} & C_{c,i} \\
* & -\frac{(a_c - b_c)^2}{4b_c}I & -a_c + b_c \\
* & * & -b_c I
\end{bmatrix} < 0,
$$

for $i = 1, \ldots, N$, where (24) is derived from Corollary 3.1. The derivation is omitted for brevity, but see [14] for a similar derivation. Equation (18) cannot be used for controller synthesis since it is bilinear in $B$ and $P$. The matrix $W_i$ is the observability Grammian that satisfies $A_{c,i}^T W_i + W_i A_{c,i} + C_{c,i}^T C_{c,i} = 0$. The objective function (23) is chosen because when the difference between $B_{c,i}$ and $L_i$ subject to the weight $W_i$ is minimized, the difference between the $\mathcal{H}_\infty$ controller and the controller that satisfies (12) is minimized in an $\mathcal{H}_2$ sense.

The quadratic function (23) can be transformed to a linear function and an LMI constraint given by

$$
\hat{J}(\nu, Z, \Pi_c, B_{c,1}, \ldots, B_{c,N}) = \nu,
$$

constrained by

$$
\nu \geq \text{tr}(Z),
$$

and

$$
\begin{bmatrix}
Z (B_{c,1} - L_1)^T & \cdots & (B_{c,N} - L_N)^T \\
* & W_1^{-1} & 0 & 0 \\
\vdots & * & \ddots & \vdots \\
* & * & \cdots & W_N^{-1}
\end{bmatrix} \geq 0.
$$

Determining $B_{c,i}$ is summarized by Problem 4.1.

Problem 4.1: The problem to determine $B_{c,i}$ for $i = 1, \ldots, N$ is given by minimizing (25), subject to (24), (26), and (27).

V. NUMERICAL EXAMPLE

A numerical example using a heat exchanger is used to highlight the usage of the polytopic conic controller. The conic controller is compared to the polytopic LPV controller from [5], which uses the Small Gain Theorem for robust closed-loop stability.
When fluid-flow is constant, the outlet temperature $W$ of a system can be described by a homogeneous differential equation. The dynamics of the system are given by:

$$\dot{T} = A_p T + B_p T_h + W T_{c},$$

where

$$A_p = \begin{bmatrix} -v_c(t) & -\frac{U_A}{\rho_p h_v} & -\frac{U_A}{\rho_p h_v} \\ \frac{v_h(t)}{V_h} & \frac{U_A}{\rho_p h_v} & \frac{U_A}{\rho_p h_v} \\ -\frac{v_h(t)}{V_h} & -\frac{U_A}{\rho_p h_v} & -\frac{U_A}{\rho_p h_v} \end{bmatrix}$$

and

$$B_p = \begin{bmatrix} 0 \\ -\frac{v_h(t)}{V_h} \\ 0 \end{bmatrix}, \quad W = \begin{bmatrix} -\frac{v_c(t)}{V_c} \\ 0 \\ 0 \end{bmatrix}, \quad T = \begin{bmatrix} T_{c,i} \\ T_{h,i} \end{bmatrix}.$$

In this model, the input cold stream $T_{c,i}$ is constant, and the outlet temperature $T_{h}^{o}$ is to be regulated. The hot inlet temperature $T_{h}^{i}$ is the control input, and the flow rates of the hot and cold fluids, $v_c(t)$ and $v_h(t)$ respectively, are time varying. In particular, cold and hot stream flow rates are $v_c(t) = \phi(t, v_{c,i}, v_{c,f})$ and $v_h(t) = \phi(t, v_{h,i}, v_{h,f})$, where $t_i = 20$ s, and where

$$\phi(t, x_1, x_2) = \begin{cases} x_1, & t \leq 0, \\ x_1 + (x_2 - x_1) \left( 3 \left( \frac{t}{t_i} \right)^2 - 2 \left( \frac{t}{t_i} \right)^3 \right), & 0 \leq t \leq t_i, \\ x_2, & t_i \leq t. \end{cases}$$

The desired cold output temperature is given by $T_{c,d}(t) = \phi(t, T_{c,i}^{o}, T_{c,i}^{o})$. To realize a linear system with desired output $y = 0$, the system (28) is approximated by using the change of variables $x = T + \eta + [\nu \nu]^{T}$, $u = T_{h}^{i} + \nu$, and $y = [1 0] (T + \eta) + \nu$, where $\eta = (A_p + W [1 0])^{-1} W (T_{c}^{o} - T_{c,i}^{o})$, and $\nu = \eta - T_{c,i}$. When fluid-flow is constant, $x = T$. The resulting state-space realization is determined using (31). The matrices $A$ and $B_2$ are

$$A = \sum_{i=1}^{2} s_i(\sigma, x, t) A_i, \quad B_2 = \sum_{i=1}^{2} s_i(\sigma, x, t) B_{2,i},$$

where $s_1 = \phi(t, 1, 0)$, and $s_2 = 1 - s_1 = \phi(t, 0, 1)$. The matrices $A_1$ and $B_{2,1}$ are defined by evaluating $A_p$ and $B_p$ in (29)-(30) at $v_{c,i}$ and $v_{h,i}$. The matrices $A_2$ and $B_{2,2}$ are defined by evaluating $A_p$ and $B_p$ in (29)-(30) at $v_{c,f}$ and $v_{h,f}$. The matrix $C_2$ is constant, where $C_2 = [1 \ 0]$.

### A. System Description

Consider the linearized model of a heat exchanger described by [24, pp. 55–60], with properties listed in Table I. The non-homogeneous differential equation describing the dynamics of the heat exchanger is given by

$$\dot{T} = A_p T + B_p T_h + W T_{c},$$

The parameters in $A_p$ are generally uncertain. For example, $U$ is uncertain due to CaCO₃ formation [24, p. 31]. The uncertain $A$ matrix is modelled as $A = A + A_\delta$, where

$$A_\delta = \delta \begin{bmatrix} -\frac{U_A}{\rho_p h_v} & -\frac{U_A}{\rho_p h_v} \\ \frac{U_A}{\rho_p h_v} & \frac{U_A}{\rho_p h_v} \end{bmatrix}, \quad \delta \in \mathbb{R}.$$

The system for robust control design is then

$$\dot{x} = Ax + B_2 u + q, \quad y = C_2 x, \quad p = x,$$

where the uncertainty block is given by $q = A_\delta p$, and thus $\Delta = A_\delta$. The weighting matrices for robust control design using (32) are

$$B_3 = 1, \quad C_3 = 1, \quad D_{23} = 0, \quad D_{32} = 0.$$
Fig. 4: Plant conic boundary and plant Nyquist plot. Embedded plot is a zoomed-in version to emphasize the plant’s Nyquist plot at the vertices.

and inferior performance. To robustly stabilize the plant, the largest cone that captures both the nominal and perturbed plant must be considered, thus the cone for controller design is \( \text{cone}[-0.19, 0.52] \) for minimizing \( r \) and \( \text{cone}[-0.08, 99.4] \) for maximizing \( \alpha \).

The weights given by (33) are used to design the \( \mathcal{H}_\infty \) controllers at each vertex. These controllers are used for controller synthesis, as discussed in Section IV. To analyze the utility of forcing the \( \mathcal{H}_\infty \) controllers at each vertex to satisfy Theorem 2.1, the \( \mathcal{H}_\infty \) controllers at each vertex are linearly interpolated to form an \( \mathcal{H}_\infty \) gain-scheduled controller. This controller has no stability or performance guarantees when in closed-loop with the heat exchanger.

The Nyquist plots of the \( \mathcal{H}_\infty \) controller at each vertex and the conic controller at each vertex, synthesized using maximum plant \( \alpha \) and minimum plant \( r \) conic bounds, are shown in Fig. 7. The gain of the interpolated \( \mathcal{H}_\infty \) controller is much larger than the gain of the conic controllers at each vertex. When synthesizing the conic controller, the effect of the synthesis decreases gain of the controller so that the controller lies within \( \text{cone}(a_c, b_c) \). The gain at both vertices are not the same. The gain at vertex 1 of the \( \mathcal{H}_\infty \) controller is smaller than at vertex 2, and this is reversed for the conic case.

Fig. 6 shows the conic bounds for the controller synthesized with maximum plant \( \alpha \) and minimum plant \( r \). The \( b_c \) bound, which is related to the upper limit on controller gain, is approximately 2.5 times larger when using the bounds determined by maximum \( \alpha \) than by minimum \( r \). It is expected that the controller with the larger design freedom exhibits superior closed-loop performance, that is the RMS error of \( T_o \) should be less for the max \( \alpha \) controller than the min \( r \) controller.

C. Numerical Results

Numerical results are shown in Fig. 8, and the case \( \delta = -1 \) is omitted for brevity. The root-mean square (RMS) values of the error of the cold outlet temperature are shown in Table III. At \( \delta = 0.5 \), the area for heat exchange halves. The performance of all controllers improve with \( \delta = 0.5 \), which implies that not all uncertainty degrades performance. When \( \delta = -1 \), the opposite is true and the performance of all controllers deteriorates. However, comparing the change of performance of each controller with respect to \( \delta \) yields interesting results. The standard deviation between the RMS errors is seven times less for the conic controller design than with the \( \mathcal{H}_\infty \)-based LPV design. This is partly expected because conic controllers exhibit a similar level of robustness for linear control design [14]. This lack of sensitivity to model uncertainty highlights the benefits of conic-sector-based control.

The conic controller that uses the maximum \( \alpha \) plant sector
provides a method that synthesizes a polytopic controller. In simulation, the synthesized conic controllers exhibit very little sensitivity to model uncertainty.

For conic-sector-based robust control, the controller is forced to satisfy conic bounds to ensure closed-loop stability with \( \mathcal{G}_\Delta \). For traditional robust control, the controller is designed such that \( \mathcal{G}_\Delta \) satisfies the small gain condition with respect to the uncertainty block, \( \Delta \). Since the conic-sector and small gain methods approach robustness in a different manner, this paper only provides an indirect comparison. In the future, it is of interest to design \( \mathcal{G}_\Delta \) to satisfy conic bounds, or to have \( \mathcal{G}_c \) satisfy the small gain condition with respect to \( \mathcal{G}_\Delta \) so that uncertainty is approached in a similar manner.

A common Lyapunov matrix is required for both these methods, which is a source of conservatism when determining conic bounds for the plant, and when synthesizing the controller. This conservatism may provide undesirably large conic bounds for the plant, which would lead to less control design freedom. When synthesizing the conic controller, the common Lyapunov matrix may prevent the controller to use the full allowable controller cone. The effects and methods to mitigate the common Lyapunov matrix is an area of future research.

**APPENDIX**

**PROOF OF LEMMA 3.1**

This Appendix presents the proof of Lemma 3.1. Each element of \( \mathbf{y} \) is given by \( y_{ij}(t) = \sum_{i=1}^{N} s_i(\mathbf{\sigma}, \mathbf{x}, t)y_{ij}(t) \), whose square results in

\[
y_j^2(t) = \sum_{i=1}^{N} s_i(\mathbf{\sigma}, \mathbf{x}, t)y_{ij}(t)^2,
\]

\[
\sum_{i=1}^{N} \sqrt{s_i(\mathbf{\sigma}, \mathbf{x}, t)} \left( \sqrt{s_i(\mathbf{\sigma}, \mathbf{x}, t)} y_{ij}(t) \right)^2.
\]

Using the Cauchy-Schwartz Inequality yields

\[
y_j^2(t) \leq \left( \sum_{i=1}^{N} \sqrt{s_i(\mathbf{\sigma}, \mathbf{x}, t)} \right)^2 \left( \sum_{i=1}^{N} \sqrt{s_i(\mathbf{\sigma}, \mathbf{x}, t)} y_{ij}(t) \right)^2
\]

\[
= \left( \sum_{i=1}^{N} s_i(\mathbf{\sigma}, \mathbf{x}, t) \right) \left( \sum_{i=1}^{N} \left( \sqrt{s_i(\mathbf{\sigma}, \mathbf{x}, t)} y_{ij}(t) \right)^2 \right)
\]

\[
= \left( \sum_{i=1}^{N} s_i(\mathbf{\sigma}, \mathbf{x}, t) \right) y_{ij}(t).
\]

Taking the sum from \( j = 1 \) to \( m \), and then rearranging yields

\[
\sum_{j=1}^{m} y_j^2(t) \leq \sum_{j=1}^{m} \sum_{i=1}^{N} s_i(\mathbf{\sigma}, \mathbf{x}, t) y_{ij}(t)^2
\]

\[
\mathbf{y}^T(t)\mathbf{y}(t) \leq \sum_{i=1}^{N} s_i(\mathbf{\sigma}, \mathbf{x}, t) \sum_{j=1}^{m} y_{ij}(t)^2
\]

\[
= \sum_{i=1}^{N} s_i(\mathbf{\sigma}, \mathbf{x}, t) \mathbf{y}_i^T(t)\mathbf{y}_i(t).
\]
Plants $\delta = 0$.

Fig. 8: Simulation results to track $T_{e}^{i}$, with input $T_{h}^{i}$ of the heat exchanger.

Integrating both sides in time from 0 to $T$ in time yields

$$\int_{0}^{T} \mathbf{y}(t) \, dt \leq \sum_{i=1}^{N} \int_{0}^{T} s_{i}(\sigma, x, t) \mathbf{y}_{i}(t) \, dt$$

$$\left\| \mathbf{y}(t) \right\|_{2}^{2} \leq \sum_{i=1}^{N} \left\| \sqrt{s_{i}(\sigma, x, t) \mathbf{y}_{i}(t)} \right\|_{2T}^{2}.$$  \hspace{1cm} (34)

Multiplying both sides of (34) by $-1$ yields (11).
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