Quantitative recurrence statistics and convergence to an extreme value distribution for non-uniformly hyperbolic dynamical systems
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Abstract

For non-uniformly hyperbolic dynamical systems we consider the time series of maxima along typical orbits. Using ideas based upon quantitative recurrence time statistics we prove convergence of the maxima (under suitable normalization) to an extreme value distribution, and obtain estimates on the rate of convergence. We show that our results are applicable to a range of examples, and include new results for Lorenz maps, certain partially hyperbolic systems, and non-uniformly expanding systems with sub-exponential decay of correlations. For applications where analytic results are not readily available we show how to estimate the rate of convergence to an extreme value distribution based upon numerical information of the quantitative recurrence statistics. We envisage that such information will lead to more efficient statistical parameter estimation schemes based upon the block-maxima method.
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1. Introduction and background

1.1. Extremes in dynamical systems

Consider a dynamical system \((\mathcal{X}, f, \nu)\), where \(\mathcal{X}\) is a \(d\)-dimensional Riemannian manifold, \(f : \mathcal{X} \to \mathcal{X}\) a measurable transformation, and \(\nu\) is an \(f\)-invariant probability measure. Assume that there is a compact invariant set \(\mathcal{A} \subseteq \mathcal{X}\) which supports the measure \(\nu\). Given an observable \(\phi : \mathcal{X} \to \mathbb{R}\) we consider the stationary stochastic process \(X_0, X_1, \ldots\) defined as

\[
X_i = \phi \circ f^{i-1}, \quad i \geq 1,
\]

and its associated maximum process \(M_n\) defined as

\[
M_n = \max(X_0, \ldots, X_n).
\]

Almost surely, \(M_n \to \max_{x \in \mathcal{A}} \phi(x)\), and hence we are interested in the existence of sequences \(a_n, b_n \in \mathbb{R}\) such that

\[
\nu(x \in \mathcal{X} : a_n(M_n - b_n) \leq u) \to G(u),
\]

for some non-degenerate \(G(u)\). The sequences \(u_n := u/a_n + b_n\) are chosen so that

\[
\lim_{n \to \infty} \nu(x \in \mathcal{X} : \phi(x) > u_n) \to \tau(u),
\]

for some non-degenerate function \(\tau(u)\). For the stochastic process defined in (1), our aim is to recover the same functions \(G(u)\) as computed in the case of independent identically distributed (i.i.d.) random variables. In cases where this convergence holds, we also establish asymptotic bounds on the rate of convergence to \(G(u)\) as \(n \to \infty\). The case of i.i.d. random variables has been widely studied, see [18, 31, 35], and if the limit function \(G(u)\) is a non-degenerate distribution function then the limit can only be of three following types:

**Type I (Gumbel):**

\[
G(u) = \exp(-\exp\left(-\frac{u-b}{a}\right)), \quad -\infty < u < \infty;
\]

**Type II (Fréchet):**

\[
G(u) = \begin{cases} 
0, & u \leq b, \\
\exp\left(-\left(\frac{u-b}{a}\right)^{-\alpha}\right), & u > b;
\end{cases}
\]

**Type III (Weibull):**

\[
G(u) = \begin{cases} 
\exp\left(-\left(\frac{u-b}{a}\right)^{\alpha}\right), & u < b, \\
1, & u \geq b;
\end{cases}
\]

for some parameters \(a > 0, b\) and \(\alpha > 0\). The functional form of \(G(u)\) in fact depends on \(\tau(u)\), see [31]. For example, in the case of i.i.d. random variables defined by the unit exponential probability distribution \(P\), we have that \(\tau(u) = e^{-u}\), and \(P(M_n \leq u + \log n) \to \exp(-e^{-u})\).
Type II/III distributions arise in the case where \( \tau(u) \) has power law behaviour. Given a cumulative probability distribution \( G \), we say that \( G \) follows an \textit{extreme value distribution (EVD)} if \( G \) is any of the three distributions above.

For weakly dependent stochastic processes satisfying equation (4), it was shown in [31] that convergence to a EVD is still valid (with the same distribution type as in the i.i.d. case) provided two probabilistic conditions \( D(u_n) \) and \( D'(u_n) \) are shown to hold. In the dynamical systems setting, much work (as we discuss below) has been devoted to finding conditions analogous to \( D(u_n) \) and \( D'(u_n) \) that ensure that (2) converges to a EVD, and then checking that these conditions hold for a given system.

1.2. Quantitative recurrence time statistics

The aim of this article is to provide a general approach and formulate a collection of (checkable) conditions that a dynamical system must satisfy in order to ensure convergence to an EVD, together with an estimate on the rate of convergence. The conditions we develop will be phrased in terms of (i) the regularity of the observable; (ii) the regularity of the invariant measure; (iii) the rate of mixing of the dynamical system, and (iv) quantitative asymptotics on the Poincaré recurrence time statistics.

We consider the class of observables that can be written in functional form \( \phi(x) = \psi(\text{dist}(x, \hat{x})) \) for some measurable function \( \psi: [0, \infty) \rightarrow \mathbb{R} \) taking its maximum at 0 (hence \( \phi \) is maximized at \( \hat{x} \)). When we speak of convergence to EVD, we will be interested in the convergence for \( \nu \)-typical points \( \hat{x} \in \mathcal{X} \) for which \( \phi \) achieves its maximum. The conditions we develop will be applicable to a wide range of dynamical systems, including non-uniformly hyperbolic systems modelled by Young towers [37, 38]. This article will take forward and develop further the approaches used in (for example) [8, 23, 22, 28, 27, 39]. In particular, a new development that we discuss is on the rate of convergence to EVD for systems where there is a weak control on their quantitative recurrence statistics. As an application we establish a convergence rate to EVD for one and two-dimensional Lorenz maps, and formulate a conjecture on the convergence rate to EVD for the Lorenz flow, see [21, 32]. A second development is to optimize the approach used in [8] and prove convergence to EVD (with a convergence rate) for non-uniformly expanding systems modelled by Young towers with stretched exponential decay of correlations. We also study rates of convergence to EVD for certain partially hyperbolic systems such those as considered in [22]. In particular we prove convergence to EVD for the Alves–Viana map [2] together with an estimate on the convergence rate. As a further development, we also use quantitative recurrence statistics to achieve numerical bounds on the rate of convergence to EVD when analytic information is not readily available. For most of the hyperbolic systems that we study, we find that the (numerical) rate of convergence to EVD is power law provided our system observables are sufficiently regular. However, we will highlight cases where slow convergence to EVD is possible. We also compare our methods to the approaches considered in [5, 25, 26], and study quantitative recurrence in situations where we don’t expect a standard extreme law to hold, e.g. for quasi-periodic systems, [7, 6].

To study extreme statistics via quantitative Poincaré recurrence statistics we consider a family of \textit{recurrence sets} \( E_n \) defined as follows. Let \( \tilde{g} : \mathbb{N} \rightarrow \mathbb{R} \) be a monotonically increasing function and for \( n \geq 1 \), let

\[
E_n := \left\{ x \in \mathcal{X} : \text{dist}(x, f^j(x)) \leq n^{-\frac{1}{2}}, \text{ for some } j \in [1, \tilde{g}(n)] \right\},
\] (5)
where \( d \) is the Euclidean dimension of the space. For some \( \gamma < 1 \) we write \( E_\nu := E_\nu(\gamma) \) in the specific case \( g(n) = n^\gamma \). The set \( E_\nu \) captures the set of points \( x \in \mathcal{X} \) which are approximately periodic (within distance \( n^{-1/d} \)) up to some time scale \( g(n) \). We also consider the set \( E_\nu \) over other asymptotic time scales \( \tilde{g}(n) \). Our specific interest is the study of the asymptotics of \( \nu(E_\nu(\gamma)) \) as \( n \to \infty \). For hyperbolic dynamical systems we conjecture the following: there exists a \( \gamma_0 \in (0, 1) \) such that for all \( \gamma < \gamma_0 \),

\[
\liminf_{n \to \infty} \frac{\log(\nu(E_\nu(\gamma)))}{\log n} > 0 \quad \text{and} \quad \limsup_{n \to \infty} \frac{\log(\nu(E_\nu(\gamma)))}{\log n} < \infty,
\]

i.e. \( \nu(E_\nu(\gamma)) \to 0 \) as a power law. For certain non-uniformly expanding dynamical systems we show that this condition holds. However, for general hyperbolic systems this estimate is difficult to prove analytically. Instead it is usually shown to hold for some shorter time scale \( \tilde{g}(n) = (\log n)^\gamma \) with \( \gamma > 1 \). Moreover, sometimes a weaker (sub-power law) asymptotic on \( \nu(E_\nu) \) is achieved. From our main results, we will see that the main contribution to bounding the rate of convergence to an EVD comes from the asymptotic decay of \( \nu(E_\nu(\gamma)) \). The other main contribution to the bound comes from the correlation decay of the system over the time scale \( \tilde{g}(n) = n^\gamma \), and hence we try to choose \( \tilde{g}(n) \) tending to infinity as fast as possible. In particular to achieve the best convergence rate we typically seek the largest possible \( \gamma \) such that \( \nu(E_\nu(\gamma)) \to 0 \) as a power law. We remark that we would not expect \( \nu(E_\nu) \to 0 \) faster than a power law (unless the measure \( \nu \), or the derivative of \( f \) is highly irregular at periodic points).

Indeed, if \( x_p \) is a periodic point of period \( p \), then \( x_p \in E_\nu \), and so \( \nu(E_\nu) \geq C(x_p)/n \). The constant \( C(x_p) \)' here depends on the derivative of \( f^p \) at \( x_p \), and the density of \( \nu \) at \( x_p \). We now consider convergence to EVD. Define functions \( \tau_0(u) \) and \( G_\nu(u) \) by

\[
\tau_0(u) = n \nu[\phi(x) \geq u_0], \quad G_\nu(u) = \left(1 - \frac{\tau_0(u)}{n^a}\right)^{1/a},
\]

where \( u_0 := u_0(u) \) is a sequence with the property that \( \tau_0(u) \) converges to some \( \tau(u) \) uniformly for all \( u \) lying in a compact subset of \( \mathbb{R} \). For most of our applications this convergence property of \( \tau_0(u) \) can be shown to hold for certain linear sequences \( u_0 \) prescribed as in equation (4). The parameter \( a \) will be chosen as a fixed value in \( (0, 1) \). In the i.i.d case we would naturally take \( a = 1 \). In the case of dependency, the blocking argument approach we use in section 3.1 suggests that the optimal value of \( a \) is strictly inside the interval \((0, 1)\). We consider the following two terms:

\[
B_0(n) := [\nu(M_n \leq u_0) - G_\nu(u)], \quad B_\nu(n) := |G_\nu(u) - G(u)|.
\]

It follows that

\[
|\nu(M_n \leq u_0) - G(u)| \leq B_0(n) + B_\nu(n).
\]

In this article we focus on finding a bound for the term \( B_0(n) \), and our main theorems will be based around this quantity. We show that the main contribution to bounding \( B_0(n) \) comes from the speed at which \( \nu(E_\nu) \) decays to zero. The rate of decay of correlations will also play a role in bounding \( B_\nu(n) \), (see equation (36) in section 3.1). For the term \( B_\nu(n) \), this will always go to zero if we assume that \( \tau_0(u) \) converges to \( \tau(u) \). From the limit definition of the exponential function the corresponding limit for \( G(u) \) is then \( e^{-\tau(u)} \). The rate at which it goes to zero certainly depends on the speed of convergence of \( \tau_0(u) \) to \( \tau(u) \). This latter convergence is not directly influenced by the recurrence statistics nor on the rate of mixing. However, it does depend on the choice of the parameter \( a \in (0, 1) \), the sequence \( u_0 \), the regularity of the observable \( \phi = \psi(\text{dist}(x, \mathcal{X})) \), and the regularity of the invariant measure (density) in the vicinity of
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the point $\bar{x} \in X$. We remark that even for i.i.d random variables the best bound for $B_2(n)$ can be of the order $1/(\log n)$. This is true for Gaussian random variables, see [24].

In the statement of our results, we focus on observables that are maximized at generic points $\bar{x} \in X$. The exceptional set of points $\bar{x} \in X$ where we cannot ensure convergence to an EVD (by our methods) has zero measure. However, the exceptional set is non-empty, and moreover contains all periodic points. For observables maximized at periodic points their associated extreme statistics has been considered, including a study of how the rate of convergence depends on the parameter $\alpha$, see for example [13, 14]. We also focus on observables that can be expressed as smooth (or regularly varying) functions of the Euclidean metric $\text{dist}(x, \bar{x})$. For more general observables such as those considered in [29], an extended approach beyond this work is required in order to establish convergence to an EVD (with corresponding rates). The recurrence sets $E_n$ are naturally defined in terms of the level set geometries of $\phi(x)$ (i.e. balls). For more general observables, the definition of $E_n$ would need to be adapted to the geometry of the level set $\{ \phi(x) = c \}$, for any $c \in \mathbb{R}$. Corresponding estimates on $\nu(E_n)$ would also need to be derived.

Relevant to this article we mention parallel approaches in studying extremes via return time statistics. For example, in [15] the authors show a direct correspondence between extreme value laws and return time distributions. This is extended in [16] to consider systems with non-smooth measures and/or observations. In [17] the authors use quantitative recurrence statistics to show convergence to Poisson laws for certain hyperbolic systems (e.g. billiards). For the systems we consider in this article we expect similar results to hold. The power law behaviour observed in equation (6) can also be found in the global statistics of first return times for certain chaotic systems, see [33].

For results on numerical studies of convergence to an EVD see [1, 9, 10]. In these references they consider the performance of the numerical block-maxima approach as applied to time series data generated from certain chaotic dynamical systems. The block-maxima method is used as an intermediate step to estimate the distribution parameters associated to the limiting EVD. The theoretical approach we use involves a blocking argument method, and in particular we gain an error estimate in terms of the block sizes and number blocks. With further work, we might expect to improve the convergence of the block maxima method by optimizing the choice of block size and block length if specific knowledge of the time series is available (e.g. such as that of decay of correlations and/or the quantitative recurrence statistics).

This paper is organised as follows. In section 2 we state the main dynamical assumptions and quantitative recurrence conditions. We then state our main results on convergence to EVD with corresponding convergence rates for a range of systems that include: non-uniformly expanding dynamical systems (especially those under weak recurrence assumptions); non-uniformly expanding systems with sub-exponential decay of correlations; certain partially hyperbolic systems such as skew products, and then more general non-uniformly hyperbolic systems (i.e. systems with non-uniformly hyperbolic attractors). In section 3 we outline the main blocking argument approach and detail (via three key propositions) how convergence to an EVD follows from the main dynamical assumptions such as the recurrence and mixing assumptions, and assumptions on the regularity of the invariant measure. We then give the proofs of the main theorems. In section 4 we give the link between our definition of $E_n$, and alternative definitions of quantitative recurrence that imply convergence to Poisson-like limit laws. We also discuss quantitative recurrence and corresponding convergence to EVD for continuous time flows, and discuss quantitative recurrence estimates for quasi-periodic systems. In section 5 we consider a range of case studies, including systems where analytic information on the decay of $\nu(E_n)$ is not known. We show that typically $\nu(E_n) \rightarrow 0$ as a power...
law, and hence we might expect fast (power law) convergence to an EVD if we optimize the blocking method approach. Finally in section 6 we prove the main technical results, such as the propositions stated in section 3.

2. Statement of the main results

We consider first non-uniformly expanding dynamical systems, and the main assumptions here concern the existence of an ergodic invariant measure $\nu$ absolutely continuous with respect to Lebesgue measure, and estimates on the quantitative recurrence and decay of correlations. We then consider systems with sub-exponential decay of correlations and prove directly the existence of an extreme value law (without making assumptions on the quantitative recurrence statistics). We then consider extreme statistics for partially hyperbolic systems. Finally we consider extreme statistics for general non-uniformly hyperbolic systems.

Throughout we fix the following notations. For positive functions $f(x)$ and $g(x)$, we write $f(x) \sim g(x)$ if $\frac{f(x)}{g(x)} \to 1$ as $x \to \infty$. We say $f(x) \approx g(x)$ if there exist $C_1, C_2$ such that $C_1 \leq f(x)/g(x) \leq C_2$, and $f(x) = O(g(x))$ if there is a constant $C > 0$ such that $f(x) \leq C g(x)$, and $f(x) = o(g(x))$ if $f(x)/g(x) \to 0$. Similar statements apply for $x \to 0$, and in the case for functions replaced by sequences.

2.1. Convergence to an EVD for non-uniformly expanding systems

In this section we suppose that $(f, X, \nu)$ is a non-uniformly expanding system. In particular let $X$ be a $d$-dimensional Riemannian manifold, and suppose that the measure $\nu$ is absolutely continuous with respect to volume $m$. We assume that $\nu$ admits a density $\rho \in L^{1+\delta}(m)$ for some $\delta > 0$. In this case the unstable dimension $\nu$-almost everywhere is equal to $d$, and for all vectors $v \in T_x X$ we have

$$\lim_{n \to \infty} \frac{1}{n} \log \|D^n f(x)v\| \geq \lambda_0 > 0 \quad \text{for } \nu \text{ a.e. } x \in X.$$ 

Under the assumption $\nu(E_n) \leq O(n^{-\alpha})$ convergence to an EVD was proved in [28] with corresponding convergence rates established in [27]. Here we shall derive corresponding convergence results when bounds on the asymptotics of $\nu(E_n)$ are sub-polynomial. A natural application includes the study of one-dimensional Lorenz maps [23].

We make the following dynamical assumptions. Recall that the function $\tilde{g}(n)$ and the sets $E_n$ are defined in equation (5).

(H1) (Decay of correlations). There exists a monotonically decreasing sequence $\Theta(j) \to 0$ such that for all $\varphi_1$ Lipschitz continuous and all $\varphi_2 \in L^\infty$:

$$\left| \int \varphi_1 \cdot \varphi_2 \circ f^j \, d\nu - \int \varphi_1 \, d\nu \int \varphi_2 \, d\nu \right| \leq \Theta(j) \|\varphi_1\|_{Lip} \|\varphi_2\|_{L^\infty},$$

where $\|\cdot\|_{Lip}$ denotes the Lipschitz norm. (For non-uniformly expanding maps, this will be our decay assumption).

(H2a) (Strong quantitative recurrence rates). There exist numbers $\gamma, \alpha > 0$ and $C > 0$ such that:

$$\tilde{g}(n) \sim n^\gamma \quad \Rightarrow \quad \nu(E_n) \leq \frac{C}{n^\alpha}. \quad (9)$$
(H2b) (Weak quantitative recurrence rates). There exist numbers $\gamma > 1$, $\alpha > 0$ and $C > 0$ such that:

$$\tilde{g}(n) \sim (\log n)^\gamma \implies \nu(E_n) \leq \frac{C}{(\log n)^\alpha}. \quad (10)$$

We remark on these conditions as follows. To prove convergence to an EVD for systems having polynomial decay of correlations we require the condition in (9) to hold (at least for the approach that we adopt). For systems having exponential decay of correlations we can prove convergence to an EVD under milder assumptions on the recurrence conditions, and in particular we can assume the weaker version (10). In particular the choice of function $\tilde{g}(n)$ plays an important role via a control of the asymptotics of $\Theta(\tilde{g}(n))$. As well as conditions (H2a) or (H2b), the rate of convergence to an EVD is also linked to how fast $\Theta(\tilde{g}(n)) \to 0$, see section 3. Hence it is possible to formulate weak recurrence in terms of other asymptotic forms for $\tilde{g}(n)$ and $\nu(E_n)$, but from a point of view of applicability we will not optimize beyond stating (H2b). Intermediate versions include having $\tilde{g}(n) \sim (\log n)^\gamma$ imply $\nu(E_n) \leq C n^{-\gamma}$ (see [8, 27]), and also the following which we state formally as (H2c):

(H2c) (Intermediate quantitative recurrence rates). For some $\gamma > 1$, $\alpha \in (0, 1)$ and $C > 0$:

$$\tilde{g}(n) \sim (\log n)^\gamma \implies \nu(E_n) \leq C \exp\{-(\log n)^\gamma\}. \quad (11)$$

Condition (H2c) has been verified for Lorenz maps, see [23, 39]. In section 6.3 we prove that condition (H2c) holds for non-uniformly expanding systems that have stretched exponential decay of correlations. An application of this includes extremes for certain partially hyperbolic systems such as the Alves–Viana map [2], as discussed in in [22].

For our first result, we consider convergence to an EVD for observables $\phi : X \to \mathbb{R}$ that take their maxima at some specified $\tilde{x} \in X$. In particular the result below generalizes that of [28, 27] in the case of systems satisfying condition (H2b) or (H2c). Unless stated otherwise we consider linear sequences $u_n(u)$, and relative to equation (7) we take

$$\tau_n(u) = n \nu\left\{ \phi(x) \geq \frac{u}{a_n} + b_n \right\}, \quad G_{a\beta}(u) = \left(1 - \frac{\tau_n(u)}{n}\right)^{\frac{1}{a\beta}}. \quad (12)$$

The choice $a = 1/2$ in the form of $G_{a\beta}(u)$ turns out to be optimal in most situations we consider. We shall consider observable functions of the form $\phi(x) = \psi(\text{dist}(x, \tilde{x}))$, where $\psi : \mathbb{R}^+ \to \mathbb{R}$ takes its maximum at zero. We will assume that $\psi$ is monotonically decreasing and is regularly varying at zero. To keep the exposition simple, we will take the explicit case $\psi(y) = -\log y$. We have the following result

**Theorem 2.1.** Suppose that $f : X \to X$ is a non-uniformly expanding map with ergodic measure $\nu$ having density $\rho \in L^{1+\delta}(m)$ for some $\delta > 0$. Consider the observable function $\phi(x) = -\log(\text{dist}(x, \tilde{x}))$, and suppose in equation (12) we take sequences $a_n = d, b_n = d^{-1}\log n$. Then we have the following:

1. Suppose there exists $\theta_0 < 1$ and $\beta \in (0, 1]$ such that $\Theta(n) = O(\theta_0^\beta n)$ and (H1) holds together with (H2b). Assume further that $\gamma \beta > 1$. Then for $\nu$ a.e. $\tilde{x} \in X$ we have

$$|\nu\{M_n \leq u_n\} - G_{a\beta}(u)| \leq \frac{C_1}{(\log n)^{\alpha - \kappa}}, \quad \text{for any } \kappa > \frac{C_2}{\beta}, \quad (13)$$

where $C_1 > 0$ depends on $\tilde{x}$ and $C_2 > 0$ depends on $\delta$. 
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2. Suppose there exists $\theta_0 < 1$ and $\beta \in (0, 1]$ such that $\Theta(n) = O(\theta_0^n)$ and (H1) holds together with (H2c). Assume further that $\gamma/\beta > 1$. Then there exists $\tilde{\alpha} > 0$ such that for $\nu$ a.e. $\tilde{x} \in \mathcal{X}$ we have

$$\nu[M_n \leq u_n] - G_{\tilde{\phi}}(u) \leq C_1 \exp\{-\gamma u n^\alpha\},$$

where $C_1$ depends on $\tilde{x}$.

Furthermore, for $\nu$ a.e. $x \in \mathcal{X}$, there exists $C(\tilde{x}) > 0$ such that

$$\lim_{n \to \infty} \nu[M_n \leq u_n] = \exp\{-C(\tilde{x})e^{-u}\}.$$

**Remark 2.2.** In the case where (H1) holds and $\Theta(n) = O(n^{-\zeta})$ for some $\zeta > 0$ a corresponding estimate is derived in [27] for the same observable function type, and for densities $\rho \in L^{1+\delta}$. Under the assumption of (H2a) it is shown that for $\nu$ a.e. $\tilde{x} \in \mathcal{X}$:

$$\nu[M_n \leq u_n] - G_{\tilde{\phi}}(u) \leq \frac{C_1}{n^{-\kappa}} + \frac{C_2}{n^{\alpha - \kappa}}, \quad \text{for any } \kappa > C_3 \zeta^\delta,$$

where $C_1, C_2$ and $C_3$ depend on $\tilde{x}$.

**Remark 2.3.** For non-uniformly expanding systems, the constant $C(\tilde{x})$ in equation (15) is determined by the value of the density $\rho$ at $\tilde{x}$. From the functional form of $\tilde{\phi}(x)$, and the choice $a_n = d$ and $b_n = d^{-1}\log n$ we have by Lebesgue differentiation:

$$\tau_n(u) = \nu\left\{ x \in \mathcal{X} : \text{dist}(x, \tilde{x}) \leq \frac{e^{-u/d}}{n^{1/\ell}} \right\} \to \rho(\tilde{x})e^{-u}, \quad (n \to \infty).$$

In particular, control of the error term $B_2(n)$ in equation (8) depends on the convergence rate of $\tau_n(u)$ to $\tau(u)$ in equation (17). To bound this rate additional regularity conditions on $\rho$ are required (such as Hölder continuity).

We remark further that the error bound in equation (13) is of little utility if the constant $\alpha$ in (H2b) is small relative to $1/\beta$. The constant $\tilde{\alpha}$ in equation (14) can in fact be chosen arbitrarily close to (but less than) $\alpha$.

Theorem 2.1 also extends to other observable types, such as those of the form $\tilde{\phi}(x) = \psi(\text{dist}(x, \tilde{x}))$, where $\psi(y)$ is a regularly varying function taking its maximum at $y = 0$. For example, suppose for some positive function $\eta(u)$ we have

$$\lim_{u \to 0} \frac{\psi^{-1}(u + \ell \eta(u))}{\psi^{-1}(u)} = e^{-\ell}.$$  

Then we get convergence to type I in theorem 2.1. For corresponding conditions that lead to convergence to type II or III see [15, 28] for further details.

As an application of theorem 2.1 we derive a bound on the rate of convergence to an EVD for the class of one-dimensional expanding Lorenz maps considered in [23]. These maps arise naturally out of the construction of the Poincaré map of the Lorenz equations [32]. See also section 5.4. The one dimensional Lorenz map $f: \mathcal{X} \to \mathcal{X}$ (with $\mathcal{X} = [-1, 1]$) satisfies the following conditions:

(L1) There exist $C > 0$ and $\lambda > 1$ such that for all $x \in \mathcal{X}$ and $n > 0$, $|f^n(x)| > C\lambda^n$.

(L2) There exist $\beta, \beta \in (0, 1)$ such that $f'(x) = |x|^{1-\beta}g(x)$ where $g \in C^\beta(\mathcal{X}), g > 0$. 


(L3) \( f \) is locally eventually onto, i.e. for all intervals \( J \subset X \), there exists \( k = k(J) > 0 \) such that \( f^k(J) = X \).

Notice that \( f \) has a derivative singularity at \( x = 0 \). We have the following result.

**Theorem 2.4.** Suppose that \( f : X \to X \) is an expanding Lorenz map satisfying (L1)–(L3), and suppose that \( \phi(x) = -\log(\text{dist}(x, \bar{x})) \). Then there exists \( \alpha > 0 \) such that for \( \nu \) a.e. \( x \in X \) we have:

\[
\nu\{M_n \leq u + \log n\} - \exp[-C(\bar{x})\e^{-n}] \leq O(1) \exp[-(\log n)^\alpha],
\]

where \( C(\bar{x}) \) depends on the invariant density at \( \bar{x} \).

We remark that this theorem provides us with an estimate on the combined error terms \( B(n) \) and \( B(n) \) as specified in equation (8).

### 2.2. Convergence to an EVD for systems with stretched exponential mixing rates

In this section we establish convergence to an EVD for systems with stretched exponential mixing rates. We will assume that \( (f, X, \nu) \) is a non-uniformly expanding system modelled by a Young tower with a stretched-exponential return time asymptotic. We summarize the tower model as follows, see [37, 38]. We suppose that there is a set \( \Lambda \subset X \) together with a countable partition into subsets \( \{\Lambda_i\} \). Let \( R : \Lambda \to \mathbb{N} \) be an \( L^1(\mu) \) roof function with the property that

\[
R|_{\Lambda_i} := R_i, \quad \forall \Lambda_i \subset \Lambda,
\]

and \( f^R\Lambda_i = \Lambda \) (modulo sets of Lebesgue measure zero). The Young Tower is given by

\[
\Delta = \bigcup_{i < R - 1} \{(x, l) : x \in \Lambda_i\},
\]

and the tower map \( F : \Delta \to \Delta \) by

\[
F(x, l) = \begin{cases} (x, l + 1) & \text{if } x \in \Lambda_i, l < R_i - 1 \\ (f^R x, 0) & \text{if } x \in \Lambda_i, l = R_i - 1. \end{cases}
\]

Define the map \( \bar{F} = F^R : \Lambda \to \Lambda \). Under further hypotheses on \( \bar{F} \), such as bounded distortion, it is shown that \( \bar{F} \) preserves an invariant ergodic measure \( \nu_0 \) which is uniformly equivalent to \( m \). The statistical properties of \( f \) such as mixing rates can be determined from the asymptotics of \( m\{x \in \Lambda : R(x) > n\} \). We have the following result.

**Theorem 2.5.** Suppose that \( f : X \to X \) is a non-uniformly expanding map modelled by a Young tower over a base set \( \Lambda \), and for constants \( \theta_0, \beta < 1 \) assume that \( m\{x \in \Lambda : R(x) > n\} = O(\theta_0^n) \).

Assume further that \( \|Df\|_{\infty} < \infty \). Consider the observable function \( \phi(x) = -\log(\text{dist}(x, \bar{x})) \), and suppose in equation (12) we take sequences \( a_n = d, b_n = d^{-1}\log n \). Then for \( \nu \) a.e. \( \bar{x} \in X \) we have

\[
\nu\{M_n \leq u_n\} - G_{\phi, \beta}(u) \leq O(1) \exp[-(\log n)^\beta],
\]

where \( \beta > 0 \) is independent of \( n \), but dependent on \( \bar{x} \). Furthermore for \( \nu \) a.e. \( \bar{x} \in X \), there exists \( C(\bar{x}) \) such that:

\[
\nu\{M_n \leq u_n\} \to \exp[-C(\bar{x})\e^{-u}].
\]
We shall prove this theorem in section 6.3. The result optimizes the arguments developed in [8]. Along the way we show that such systems satisfy condition (H2c), and we obtain an estimate on the regularity of the invariant density for systems having sub-exponential decay of correlations. The abstract approach we adopt does not appear to extend to systems having polynomial decay of correlations. However, certain systems with polynomial decay of correlations are known to admit extreme value laws, see [28] in the case of non-uniformly expanding systems, and see [26] in the case of hyperbolic systems. In the latter, they gain an error estimate of logarithmic type. We will discuss further hyperbolic systems in section 2.4.

2.3. Convergence to an EVD for certain partially hyperbolic systems

In this section we study convergence to an EVD for certain partially hyperbolic systems such as skew product systems, and establish error rates for convergence under weak or strong assumptions on the quantitative recurrence statistics. The results we state build upon the work of [22], and we solve a question posed within on the existence of an EVD limit law for the Alves–Viana map [2].

Suppose that \( Y \) is a compact, \( d_Y \)-dimensional manifold with metric \( \text{dist}_Y \) and \( X \) is a compact \( d_X \)-dimensional manifold with metric \( \text{dist}_X \). We let \( d = d_X + d_Y \) and define a metric on \( X \times Y \) by

\[
\text{dist}((x_1, \theta_1), (x_2, \theta_2)) = \sqrt{\text{dist}_X(x_1, x_2)^2 + \text{dist}_Y(\theta_1, \theta_2)^2}.
\]

We denote the Lebesgue measure on \( X \) by \( m_X \), the Lebesgue measure on \( Y \) by \( m_Y \) and the product measure on \( X \times Y \) by \( m = m_X \times m_Y \).

If \( T : X \to X \) is a measurable transformation and \( u : X \times Y \to Y \) a measurable function, then we can define a \( Y \)-skew extension of \( T \) by \( u \), via the map: \( f : X \times Y \to X \times Y : \)

\[
f(x, \theta) = (T(x), u(x, \theta)).
\]  

(20)

We assume further that \( T : X \to X \) has an ergodic invariant measure \( \nu_X \), and \( f \) preserves an invariant probability measure \( \nu \) with density in \( \rho \in L^{1+\delta} \). Given \( (\tilde{x}, \tilde{\theta}) \), we consider the observable function \( \phi(x, \theta) \) with representation

\[
\phi(x, \theta) = \psi(\text{dist}(x, \theta), (\tilde{x}, \tilde{\theta})),
\]

where \( \psi : \mathbb{R}^+ \to \mathbb{R} \) takes its maximum value at 0. For partially hyperbolic systems we phrase assumptions (H2a)-(H2c) in terms of the measure \( \nu_X \) and the recurrence set \( E^n_X \), where

\[
E^n_X := \left\{ x \in X : \text{dist}_X(T^j(x), x) < n^{-1/\delta}, \text{ some } j \in [1, \bar{g}(n)] \right\}.
\]

**Theorem 2.6.** Suppose that \((f, X \times Y, \nu)\) is a partially hyperbolic system with representation given in equation (20). Assume that \( \rho \in L^{1+\delta} \) for some \( \delta > 0 \). Consider the observable function \( \phi(x) = -\log(\text{dist}(x, \theta), (\tilde{x}, \tilde{\theta})) \), and suppose in equation (12) we take sequences \( a_n = d, b_n = d^{-1} \log n \). Then we have the following.

1. Suppose that \( \Theta(n) = O(\theta_0^\beta) \) for some \( \theta_0 < 1 \) and \( \beta \in (0, 1) \), and condition (H1) holds. Suppose also that condition (H2b) holds for the set \( E^n_X \) and the measure \( \nu_X \). Assume further that \( \gamma \beta > 1 \). Then for all \( \epsilon > 0 \) and \( \nu \) a.e. \((\tilde{x}, \tilde{\theta}) \in X \) we have that
\[ |\nu| \{ M_n \leq u_n \} - G_{\phi_\theta}(u) | \leq \frac{C_1}{(\log n)^{\beta - \kappa}}, \quad \text{for any } \kappa > \frac{C_2}{\beta}, \]  
(21)

where \( C_1 > 0 \) depends on \((\bar{x}, \bar{\theta})\), and \( C_2 > 0 \) depends on \( \delta \).

2. Suppose that \( \Theta(n) = O(n^{-\zeta}) \) for some \( \zeta > 0 \) and (H1) holds. Suppose also that condition (H2a) holds for the set \( E_n^\nu \) and the measure \( \nu_X \). Then for \( \nu \) a.e. \((\bar{x}, \bar{\theta}) \in X\) we have that

\[ |\nu| \{ M_n \leq u_n \} - G_{\phi_\theta}(u) | \leq \frac{C_1}{n^{1/2 - \kappa}} + \frac{C_2}{n^{\kappa - \gamma}}, \quad \text{for any } \kappa > \frac{C_3}{\zeta \delta}, \]  
(22)

where \( C_1, C_2 > 0 \) depend on \((\bar{x}, \bar{\theta})\), and \( C_3 > 0 \).

Moreover in both cases above we have for some \( C(\bar{x}, \bar{\theta}) > 0 \):

\[ \lim_{n \to \infty} \nu(M_n < u_n) = \exp(-C(\bar{x}, \bar{\theta})e^{-u}). \]  
(23)

As an application, we consider the Alves–Viana map \( f: S^1 \times I \to S^1 \times I \) given by

\[ f(x, y) = (16x \mod 1, a_0 + \eta(x) - x^2), \]  
(24)

where in [2] they explicitly take \( \eta(x) = \epsilon \sin(2\pi x) \) for \( \epsilon \) sufficiently small. The parameter \( a_0 \) is chosen so that the point \( x = 0 \) is pre-periodic under the map \( x \mapsto a_0 - x^2 \). It is shown in [20] that \((f, X, \nu)\) is modelled by a Young tower with \( m[R > n] \leq C(\theta_0)^n \) for some \( \beta, \theta_0 < 1 \). Beyond the map given in equation (24), extended versions are presented in [3]. With regards to the map presented in equation (24) we obtain:

**Theorem 2.7.** Suppose \((f, X, \nu)\) is the Alves–Viana map given by equation (24), and we take observable function \( \phi(x) = -\log \text{dist}((x, \theta), (\bar{x}, \bar{\theta})) \) in equation (12). Then for all \( \epsilon > 0 \) and \( \nu \) a.e. \((\bar{x}, \bar{\theta}) \in X\):

\[ \left| \nu \left\{ M_n \leq \frac{1}{2}(u + \log n) \right\} - G_{\phi_\theta}(u) \right| \leq C((\bar{x}, \bar{\theta})) \frac{1}{n^{1/2 - \gamma}}, \]  
(25)

where \( C > 0 \). Moreover, for \( \nu \) a.e. \( \bar{x} \in X \), and some \( C((\bar{x}, \bar{\theta}) > 0 \) we have

\[ \lim_{n \to \infty} \nu(M_n < \frac{1}{2}(u + \log n)) = \exp(-C\epsilon^{-u}). \]  
(26)

Notice that the bound on the error rate is sharper than that established in theorem 2.5. In fact the error rate comes from the rate associated to \( \nu_X(E_n^\nu) \) using theorem 2.6. However, as was pointed out in [22], it is not known that the density \( \rho \) belongs to \( L^p \) (for \( p > 1 \)). We get round this issue via a weaker bound on its regularity, and show that the conclusion of theorem 2.6 is still applicable.

2.4. Convergence to an EVD for non-uniformly hyperbolic systems

For non-uniformly hyperbolic systems, we suppose that \( \nu \) is a Sinai-Ruelle-Bowen (SRB) measure, and \((f, X, \nu)\) is a non-uniformly hyperbolic system modelled by a Young tower [37].
Relative to non-uniformly expanding systems we need a version of (H1) restricted to the class of Lipschitz functions. We state the following assumption:

(H1s) **(Decay of correlations).** There exists a monotonically decreasing sequence \( \Theta(j) \rightarrow 0 \) such that for all Lipschitz \( \phi_i \) and \( \phi_2 \):

\[
\left| \int \phi_1 \cdot \phi_2 \circ f^j \, d\nu - \int \phi_1 \, d\nu \int \phi_2 \, d\nu \right| \leq \Theta(j) \| \phi_1 \|_{\text{Lip}} \| \phi_2 \|_{\text{Lip}},
\]

where \( \| \|_{\text{Lip}} \) denotes the Lipschitz norm.

For non-uniformly hyperbolic systems the measure \( \nu \) need not be absolutely continuous with respect to Lebesgue measure. Its regularity can be determined by using local dimension estimates. Recall that the pointwise local dimension of \( \nu \) at \( x \in X \) is given by:

\[
d_{\nu}(x) := \lim_{r \to 0} \frac{\log \nu(B(x, r))}{\log r},
\]

whenever this limit exists. For the examples we consider the local pointwise dimension of \( \nu \) exists (and is constant) for \( \nu \) a.e. \( x \in X \). We will denote the common value by \( d_\nu \).

However, we also need control on the regularity of \( \nu \) on certain shrinking annuli. We state the following assumption (H3):

(H3) **(Regularity of \( \nu \) on shrinking annuli).** For all \( \delta > 1 \) and \( \nu \) a.e. \( x \in X \), there exists \( \sigma > 0 \) such that:

\[
|\nu(B(x, r + \delta^j)) - \nu(B(x, r))| \leq C \delta^\sigma.
\]

The constant \( C \) and \( \sigma \) depending on \( x \) (but not \( \delta \)).

To state our result, we take explicitly the observation \( \psi(u) = -\log u \). Analogous results hold for other functional forms, such as the case where \( \psi(u) \) is regularly varying at \( u = 0 \), see [15, 28].

**Theorem 2.8.** Suppose that \((f, X, \nu)\) is a non-uniformly hyperbolic system modelled by a Young tower with SRB measure \( \nu \). Suppose the local dimension \( d_\nu \) exists for \( \nu \) a.e. \( x \in X \), and (H3) holds. Consider the observable \( \phi(x) = -\log(\text{dist}(x, \bar{x})) \), and suppose that \( u_n := u_n(x) \) is a sequence such that \( \limsup_{n \to \infty} \nu(\phi(x) > u_n) = \tau(u) < \infty \).

1. Suppose that \( \Theta(n) = O(\theta_0^n) \) for some \( \theta_0 < 1, \beta \in (0, 1] \) and (H1s) holds together with (H2b), with \( \gamma \beta > 1 \). Then for all \( \epsilon > 0 \), and for \( \nu \) a.e. \( \bar{x} \in X \) we have

\[
|\nu(M_{\epsilon} \leq u_n) - G_{\beta}(u)| \leq \frac{C_1}{(\log n)^{\beta - \kappa}}, \quad \text{for any} \ \kappa > \frac{C_2}{\beta},
\]

where \( C_1 > 0 \) depends on \( \bar{x} \) and \( C_2 > 0 \) depends on \( \sigma \).

2. Suppose that for \( \zeta > 0 \), \( \Theta(n) = O(n^{-\zeta}) \) and (H1) holds together with (H2a). Then, for all \( \epsilon > 0 \), and \( \nu \) a.e. \( \bar{x} \in X \):

\[
|\nu(M_{\epsilon} \leq u_n) - G_{\delta}(u)| \leq \frac{C_1}{n^{\kappa - \zeta}} + \frac{C_2}{n^{\kappa - \zeta}}, \quad \text{for any} \ \kappa > \frac{C_3}{\zeta \sigma},
\]

where \( C_1, C_2 > 0 \) depend on \( \bar{x} \) and \( C_3 > 0 \).
We make several remarks on this theorem. The first remark concerns the sequence \( u_n \) and whether we have convergence to EVD. From the definition of local dimension, we know that for all \( \epsilon > 0 \):

\[
\tau^{d_\nu-\epsilon} \ll \nu(B(x, r)) \ll \tau^{d_\nu+\epsilon}.
\]

(29)

This is the best that can be achieved, and is a weaker statement than achieving an asymptotic of the form \( \nu(B(x, r)) \sim \ell(r)\tau^{d_\nu} \) (for some slowly varying function \( \ell(r) \)). Hence for linear sequences of the form \( u_n = u_0 + u_1 n + \cdots + u_m n^m \), the function \( G_{\nu}(u) \) need not converge to one of the standard EVD types I–III, see [31, section 1.6]. To obtain convergence to EVD for the observable \( \phi(x) = -\log(\text{dist}(x, \bar{x})) \) then \( u_n \) will be some (non-linear) sequence satisfying:

\[
\nu \in \left\{ \frac{1 - \epsilon}{d_\nu} (u + \log n), \frac{1 + \epsilon}{d_\nu} (u + \log n) \right\}.
\]

We remark that this theorem is based upon the definition of the recurrence set \( E_n \) and the asymptotic properties of \( \nu(E_n) \). These properties should be contrasted to the short return time (SRT) conditions that form the basis of the results presented [27, section 5], and in [5, 25, 26]. The link between assumptions (H2a)–(H2c) and the SRT conditions will be discussed further in section 4.1.

Theorem 2.8 is proved in section 3.2, and is applicable to hyperbolic billiards, Lozi maps, solenoid maps, and certain non-uniformly hyperbolic dynamical systems such as the Hénon map. These examples have been discussed on a case-by-case basis in the aforementioned references. However, theorem 2.8 builds upon these works in the case of weak quantitative recurrence statistics. To keep the exposition simple, we did not include a precise statement in the case of assumption (H2c), but an analogous statement applies. In fact, based upon a recent result of [39], we can deduce an estimate on the convergence rate to EVD for the family of two-dimensional Poincaré return maps associated to the geometric Lorenz flow, [21]. For such a system \( (f, X, \nu) \), the set \( X \) is a compact planar section in \( \mathbb{R}^2 \) (transverse to the Lorenz flow), and \( \nu \) is an ergodic SRB measure. The hyperbolic properties of these maps are described in [19], and due to the existence of a strong stable foliation the dynamics in large part can be reduced to the one-dimensional Lorenz map discussed in section 2.1. In [39] it is shown that Condition (H2c) and Condition (H3) holds. Hence we have the following:

**Theorem 2.9.** Suppose that \( (f, X, \nu) \) is the family of Poincaré return maps associated to the geometric Lorenz flow as described in [39]. Suppose that \( \phi(x) = -\log(\text{dist}(x, \bar{x})) \), and \( u_n := u_n(x) \) is a sequence such that \( \limsup_{n \to \infty} \nu(\phi(x) > u_n) = \tau(u) < \infty \). Then there exists \( \alpha > 0 \) such that for \( \nu \) a.e. \( x \in X \) we have:

\[
\nu[M_x \leq u_n] - G_{\phi}(u) \ll O(1) \exp\{- (\log n)^\alpha \}.
\]

The proof of this result follows directly from the proof theorem 2.8 with condition (H2b) replaced by (H2c). We conjecture that this error estimate is sub-optimal and can be replaced an estimate of the form \( O(n^{-\alpha}) \) for some \( \alpha > 0 \). We also discuss the distribution of extremes for the Lorenz flow itself, see section 5.4.

3. General convergence estimates using blocking arguments and proof of main theorems

In this section we describe the theoretical basis for our choice of recurrence set \( E_n \), and show how convergence to an EVD follows from the specific asymptotic properties of \( \nu(E_n) \) along
with the assumptions placed on the rate of mixing, and on the regularity of the invariant density. This information will be specified by a blocking argument approach together with propositions 3.1–3.3 given below. We then show how the main theorems stated in section 2 follow from these results. The propositions will be proved in section 6.

3.1. The blocking argument and key estimates on convergence to an EVD

We begin by giving an overview of the blocking algorithm as used in [8, 27]. In the following, we give a precise quantification of the error rate in terms of the assumptions on the correlation decay $\Theta(j)$, the decay of $\nu(E_n)$ and the regularity of $\nu$. To state the propositions, we fix integers $p(n), q(n) > 0$ and let $n = pq + r$ with $0 \leq r < p$ (by Euclid’s division algorithm). The blocking argument consists of choosing $q(n)$ blocks of length $p(n)$ with $n \sim p(n)q(n)$. Between each of the blocks we take a gap of length $t = g(n)$. In particular we choose $g(n) = o(p(n))$ and maintain the asymptotic $n \sim (p + t)q$. The decay of correlations over the gap of length $t = g(n)$ allows us to consider successive blocks as approximately independent. We suppose that $\nu \rightarrow \infty$ as $n \rightarrow \infty$. We let $u_n$ be the sequence with the property that $\nu(X_i > u_n) \rightarrow \tau(u)$, for some function $\tau(u)$. At this stage we do not assume that $u_n$ has the representation $u_n = a \nu + b$. We will assume that $\phi(x)$ has the representation $\phi(x) = \psi(\text{dist}(x, \hat{x}))$, for a monotonically decreasing function $\psi : [0, \infty) \rightarrow \mathbb{R}$. In particular we assume that $\psi(y)$ takes its maximum at $y = 0$.

We also write

$$M_{l,l} = \max\{X_{l+1}, X_{l+2}, \ldots, X_{l+1}\}, \text{ and } M_{0,l} = M_l.$$ 

For any integers $t, l, n$ we define the quantity

$$\gamma(n, t) := \nu(X_l > u_n, M_{l,t} < u_n) - \nu(X_l > u_n)\nu(M_l < u_n).$$

In the definition above we suppress the dependence on $l$ as it will not feature significantly in the estimates. We have the following proposition:

**Proposition 3.1.** Suppose that $f : \mathcal{X} \rightarrow \mathcal{X}$ is ergodic with respect to an SRB measure $\nu$. Then for $\nu$ a.e. $\hat{x} \in \mathcal{X}$, all $p, q$ such that $n = pq + r$, and $t < p$, we have

$$\nu(M_n \leq u_n) - (1 - p\nu(X_i > u_n))p^n \leq \mathcal{E}_n,$$

where:

$$\mathcal{E}_n = O(1) \left\{ \max\{qt, p\} \nu(X_i \geq u_n) + pq\gamma(t, n) + pq \sum_{j=2}^{p} \nu(X_i > u_n, X_j > u_n) \right\}.\quad (32)$$

The proof this proposition is purely probabilistic and the details can be found in [8, 12, 27]. In particular following [8] and using asymptotic independence of blocks of length $p$:

$$\nu(M_n \leq u_n) - \nu(M_{(p+1)l} \leq u_n)) \leq \max\{qt, p\} \nu(X_l > u_n),$$

$$\nu(M_{(p+1)l} \leq u_n) - (1 - p\nu(X_i > u_n))\nu(M_{(l-1)(p+1)} \leq u_n)) \leq \hat{\Gamma}_n, \quad (33)$$

where

$$\hat{\Gamma}_n = p\gamma(t, n) + 2p \nu(X_i > u_n, X_i > u_n) + t\nu(X_i > u_n).$$

From this we deduce that
where
\[ \Gamma_n = \Gamma_n + \nu(X_1 > u_n). \]

We remark that in the definition of \( \Gamma_n \), the second summation can be bounded as follows:
\[
\sum_{i=2}^{p} \nu(X_i > u_n, X_i > u_\nu) \leq \sum_{i=2}^{t} \nu(X_i > u_n, X_i > u_\nu) + p(\nu(X_i > u_\nu))^2 + (p-t)C_\nu(1_{\{X_i>u_n\}}, 1_{\{X_i>u_\nu\}} \circ f^i), \tag{35}
\]
where \( C_\nu(\varphi_1, \varphi_2) \) denotes the correlation between \( \varphi_1, \varphi_2 \) (with respect to \( \nu \)). Putting these estimates together, and using equation (8) in the case \( a = 1/2 \) we obtain the following bound for \( B_n \):
\[
B_n(n) = O(1)\{m^{-1/2} + n\gamma(t,n) + n^{3/2}C_\nu(1_{\{X_i>u_n\}}, 1_{\{X_i>u_\nu\}} \circ f^i)\} + O(1)n \sum_{j=2}^{t} \nu(X_j > u_n, X_j > u_\nu). \tag{36}
\]
In this bound we have chosen \( p = q = \sqrt{n} \). More generally we could have set \( p = n^{1-a}, q = n^a \) for some \( a \in (0, 1) \) but the best bound on \( B_n(n) \) occurs for \( a = 1/2 \). We use conditions (H2a)–(H2c) to estimate the sum on the right of equation (36). Bounding this sum will therefore involve the assumed bounds on \( \nu(E_n) \). We use condition (H1) to bound the correlation term and \( \gamma(n, t) \).

In the following, we give an estimate for \( \gamma(n, t) \). For non-uniformly expanding maps an estimate is established in [27]. We give a careful quantification in the non-uniformly hyperbolic case, and in situations where the invariant density need not lie in \( L^p \).

**Proposition 3.2.** Suppose that \( f : X \to X \) is ergodic with respect to an SRB measure \( \nu \) and the local dimension \( d_f \) exists for \( \nu \) a.e. \( x \in X \). We consider the following cases:

1. Suppose that \( (f, X, \nu) \) is non-uniformly expanding and \( \nu \) has a density \( \rho \in L^{1+\delta}(m) \) for some \( \delta > 0 \). Suppose that (H1) holds. Then there exists \( \delta_1 > 0 \) (depending on \( \delta \)) such that
   \[
   \gamma(n, t) \leq O(1)\Theta(t)^{\delta_1}. \tag{37}
   \]

2. Suppose that \( (f, X, \nu) \) is non-uniformly expanding and there exists \( \delta \in (0, 1) \) such that for any Lebesgue measurable set \( A \) we have \( \nu(A) \leq O(1) \exp\{-|\log m(A)|^{\delta}\} \). If in addition (H1) holds then there exists \( \delta_2 < 1 \) such that:
   \[
   \gamma(n, t) \leq O(1) \exp\{-|\log \Theta(t)|^{\delta_2}\}. \tag{38}
   \]

3. Suppose that \( (f, X, \nu) \) is non-uniformly hyperbolic and conditions (H1s) and (H3) hold. Then there exist \( \hat{\gamma} < 1 \) and \( \hat{\delta} > 0 \) such that
   \[
   \gamma(n, t) \leq O(1) \max\{\Theta(t/2)^{\hat{\gamma}}, \hat{\gamma}\}. \tag{39}
   \]

The following proposition gives a quantification of the second right hand term of equation (36) in terms of \( \nu(E_n) \).

**Proposition 3.3.** Suppose that \( f : X \to X \) is ergodic with respect to an SRB measure \( \nu \) and the local dimension \( d_f \) exists \( \nu \) a.e. For given \( \epsilon > 0 \) let \( g(n) = \hat{g}(n)^{1-\epsilon} \), where \( \hat{g}(n) \)
is defined in equation (5). Suppose that \( \phi(x) = -\log(\text{dist}(x, \tilde{x})) \), and \( u_n \) is such that \( \limsup_{n \to \infty} \nu(\phi(x) > u_n) < \infty \). We have the following.

1. Suppose that (H2a) holds. Then there exists \( \tilde{\alpha} > 1 \) such that for \( \nu \) a.e. \( \tilde{x} \in \mathcal{X} \):

   \[
   \sum_{j=2}^{g(n)} \nu(X_i > u_n, X_j > u_n) \leq C(\tilde{x}) \frac{g(n)}{n^\tilde{\alpha}}.
   \]

2. Suppose that (H2b) holds for \( \alpha > 5 \). Then there exists \( \tilde{\alpha} > 0 \) such that for \( \nu \) a.e. \( \tilde{x} \in \mathcal{X} \):

   \[
   \sum_{j=2}^{g(n)} \nu(X_i > u_n, X_j > u_n) \leq C(\tilde{x}) \frac{g(n)}{n(\log n)^\tilde{\alpha}}.
   \]

3. Suppose that (H2c) holds. Then there exists \( \tilde{\alpha} > 0 \) such that for \( \nu \) a.e. \( \tilde{x} \in \mathcal{X} \):

   \[
   \sum_{j=2}^{g(n)} \nu(X_i > u_n, X_j > u_n) \leq C(\tilde{x}) g(n) \exp\left(-n(\log n)^\tilde{\alpha}\right).
   \]

In each case the constant \( C \) depends on \( \tilde{x} \), and \( \tilde{\alpha} \) depends on \( \alpha \) appearing in (H2a)-(H2c).

In the proof proposition 3.3 above, we distinguish between non-uniformly expanding systems and non-uniformly hyperbolic systems and optimize the constant \( \tilde{\alpha} \) in each case. In particular the precise bound on the optimal value of \( \tilde{\alpha} \) will depend on the constant \( \alpha \) appearing in conditions (H2a)-(H2c). The constant \( \tilde{\alpha} \) is then used for bounding the rate of convergence to an EVD.

### 3.1.1 Sharpness of estimates

Together, propositions 3.2 and 3.3 give the main contributions to bounding \( B(n) \). The estimates we obtain on the convergence rates are all upper bounds and this is our main focus. However, in certain situations we might expect sharpness to the results, and we indicate the following. First, for systems that are not mixing such as for circle rotations it is known non-standard limits exist for the distribution of the extremes, see section 4.3. Thus in the case where the bound for \( B(n) \) does not go to zero we can expect the left hand-side of equation (31) not to go to zero in the case of non-mixing. However it is still possible that \( \nu(E_n) \) goes to zero rapidly (or is indeed zero for \( n \) large).

If instead the system is rapidly mixing, and \( \gamma(n, t) \to 0 \) sufficiently fast. Proposition 3.3 implies that the upper bound (or asymptotic) for \( \nu(E_n) \) is then the determining factor for the upper bound for \( B(n) \) via the term \( S(g, u_n) := \sum_{j=2}^{g(n)} \nu(X_i > u_n, X_j > u_n) \). From the proof of proposition 3.3 in section 6.2 it can be shown further that \( S(g, u_n) \) and \( \nu(E_n \cap \{ X_i > u_n \}) \) share comparable asymptotic bounds. In the case where \( S(g, u_n) \) is known to be bounded, it is known that the left hand-side of equation (31) does not go to zero, even for systems with fast mixing rates. This occurs, for example in the case where the observable maxima \( \tilde{x} \) is a periodic point. The limit distribution then includes an extra extremal index parameter (see [13]).

To relate sharp asymptotics for \( \nu(E_n) \) to those given by \( S(g, u_n) \), or \( \nu(E_n \cap \{ X_i > u_n \}) \), then further distributional information on the size of the constant \( C(\tilde{x}) \) appearing in proposition 3.3 is required. See also section 4.1.

### 3.2. Proof of main theorems

Using the propositions stated in section 3.1 we show how the main theorems stated in section 2 follow. We will defer the proof of theorem 2.5 to section 6.3 as the proof requires the actual estimation of both \( \nu(\{E_n\}) \) and the regularity of the invariant density.
3.2.1. Proof of theorem 2.1. We will take \( q = p = \sqrt{n} \) in proposition 3.1 and take \( t = g(n) = (\log n)^{\gamma} \) for some \( \gamma < \gamma \) (maintaining \( \beta \gamma > 1 \)). Recall from the statement of proposition 3.3 that we choose \( \epsilon > 0 \) and set \( g(n) = \tilde{g}(n)^{1-\epsilon} \). In this case, the value of \( \epsilon \) we choose is proportional to \( \gamma - \gamma \). In case 1 of theorem 2.1, proposition 3.2 implies that (for some \( c > 0 \)):

\[
\gamma(n, t) \leq O(1)\Theta((\log n)^{\gamma})^{\delta} \leq O(1) \exp\{-c\delta((\log n)^{\beta\gamma})\}.
\]

This term goes to zero at a superpolynomial rate provided \( \beta \gamma > 1 \). By choice of \( u_0 \), \( \nu[X_t > u_0] \leq O(1)n^{-1} \), and therefore the dominating term comes from case 2 of proposition 3.3. If \( \alpha \) is the constant in (H2b), then the proof of proposition 3.3 gives \( \tilde{\alpha} < \alpha - 1 \). Since we must \( \gamma > \beta^{-1} \) the bound on \( E_n \) (and hence that in equation (13)) follows. The case 2 of theorem 2.1 is similar. In this case the dominating term comes from case 3 of proposition 3.3 with \( \tilde{\alpha} \) chosen to be any constant less than \( \alpha - 1 \).

3.2.2. Proof of theorem 2.4. The proof is straightforward in light of the proof of theorem 2.1, case 2. For one-dimensional Lorenz maps it is proved that (H2c) holds for some \( \alpha \in (0, 1) \) and \( \gamma = 5 \), see [23]. Moreover the invariant density \( \rho \) is of bounded variation type, and hence in \( L^\infty \). Hence this establishes:

\[
\nu[M, u + \log n] \leq G_{\rho}(u) \leq O(1) \exp\{-\nu(\log n)^{\alpha_1}\},
\]

for some \( \alpha_1 > 0 \). Using the regularity of the invariant density \( \rho \), it follows that for \( u \) a.e. \( \bar{x} \in X \), we have

\[
\tau_n(u) = \nu\{\bar{x}(x) > u + \log n\} = C(\bar{x})e^{-u} + O(1/n),
\]

and hence \( G_{\rho}(u) \to G(u) \) up to an error of order \( 1/\sqrt{n} \) (which gives an insignificant contribution). Hence we get the required convergence to the Gumbel distribution as stated in the theorem.

3.2.3. Proof of theorem 2.6. Proof of convergence to an EVD (without an error bound) was established in [22]. The proof uses a blocking argument approach, and in fact proposition 3.1 applies to this system. For partially hyperbolic systems, the quantitative recurrence statistics assumptions are phrased in terms of \( \mathcal{E}_n \). If we let

\[
\mathcal{E}_n := \{(x, \theta) \in X \times Y : d_{\xi}(f^j(x, \theta), (x, \theta)) < n^{-1/d}, \text{ some } j \in [1, \tilde{g}(n)]\},
\]

then by [23, proposition 3.4], it is shown for some \( C > 0 \) that \( \nu(\mathcal{E}_n) \leq C \tau_n(\mathcal{E}_n) \), with \( n' = n^{d/k} \).

Consider now case 1 of theorem 2.6. We will take \( q = p = \sqrt{n} \) in proposition 3.1 and take \( t = g(n) = (\log n)^{\gamma} \) for some \( \gamma < \gamma \). As in the proof of theorem 2.1, \( \gamma(n, t) \) tends to zero at a superpolynomial rate provided we choose \( \tilde{\gamma} \) so that \( \beta \tilde{\gamma} > 1 \). If \( \alpha \) is the constant in (H2b), then proposition 3.3 implies that we can choose \( \tilde{\alpha} \) arbitrarily close to \( \alpha - 1 \). In case 2, we take \( q = p = \sqrt{n} \) in proposition 3.1 but this time take \( t = g(n) = n^\kappa \) for some \( \kappa < \gamma \). Proposition 3.2 implies that

\[
\gamma(n, t) \leq \Theta(n^\kappa)^\delta \leq O(1)n^{-(\kappa\delta)}.
\]

If we are to have \( \mathcal{E}_n \to 0 \) then we require \( pq\gamma(n, t) = o(1) \), and hence \( \kappa > (\kappa\delta)^{-1} \). From case 1 of proposition 3.3 we get an error contribution of the order \( n^{\kappa-\kappa} \) using (H2a). Combining these errors gives the contribution as stated in the theorem. Notice that we require \( (\kappa\delta)^{-1} < \alpha \) if we are to have \( \mathcal{E}_n \to 0 \). In each case we have \( \tau_n(u) \to \tau(u) = C(\bar{x})e^{-u} \), and hence we get convergence to the Gumbel distribution. However, the precise error rate involved depends on refined properties of the invariant density (such as having Hölder continuity).
3.2.4. Proof of theorem 2.7. The proof of this theorem combines that of theorem 2.6 and lemma 6.4 in section 6.3. The latter result is required since we do not know a priori that the invariant density \( \nu \) belongs to some \( L^p \), for some \( p > 1 \). For the Alves–Viana map, it is shown in [20] that there exist \( \theta_0, \beta < 1 \) such that \( \Theta(n) \leq O(\theta_0^n) \). Hence by lemma 6.4, there exists \( \beta > 0 \) such that for any measurable set \( A \subset X \):

\[
\nu(A) = O(\exp\{-c|\log m(A)|^\beta\}).
\]

We will take \( q = p = \sqrt{n} \) in proposition 3.1 and take \( t = g(n) = (\log n)^\gamma \). Proposition 3.2 implies that

\[
\gamma(n, t) \leq O(1) \exp\{-|\log \Theta(t)|^{\beta_1}\} \leq O(1) \exp\{-c\beta_1(\log n)^{\delta_1\beta}\}.
\]

The constant \( \beta_1 \) depends on \( \beta \). If we take \( \gamma \beta_1 > 1 \), then \( \gamma(n, t) \) goes to zero at a super-polynomial rate. Let us now estimate the contribution to \( E_n \) coming from \( E_n \). Since the base transformation of the Alves–Viana map is a uniformly hyperbolic Markov map it follows that \( \nu(E_n^+) \leq C n^{-1} g(n) \), see for example [27] for a similar calculation. Hence as in the proof of theorem 2.6 we have \( \nu(E_n) \leq C n^{-1/2} \). By the choice of \( g(n) = (\log n)^\gamma \) the error estimate stated in theorem 2.7 follows from proposition 3.3.

3.2.5. Proof of theorem 2.8. We will take \( q = p = \sqrt{n} \) in proposition 3.1 and take \( t = g(n) = (\log n)^\gamma \) for some \( \gamma > 1 \). Consider case 1 of theorem 2.8. Applying case 3 of proposition 3.2 we obtain

\[
\gamma(n, t) \leq \max\{\Theta(t/2), \bar{r}\} \leq O(1) \exp\{-c\beta_1(\log n)^{\delta_1\beta}\}.
\]

This term goes to zero at a super-polynomial rate provided \( \beta_1 \gamma > 1 \). As in the proof of theorem 2.1 the dominating term comes from case 2 of proposition 3.3. If \( \alpha \) is the constant in (H2b), then the proof of proposition 3.3 (in the non-uniformly hyperbolic case) implies that we can take \( \alpha \) arbitrarily close to \( \alpha - 5 \). From this, the bound on \( E_n \) follows provided \( \alpha \) is sufficiently large. Proof of case 2 in theorem 2.8 follows similarly, and in particular see remark 6.3. As in the proof of theorem 2.6 we get convergence to the Gumbel distribution.

3.2.6. Proof of theorem 2.9. We will take \( q = p = \sqrt{n} \) in proposition 3.1 and take \( t = g(n) = (\log n)^\gamma \) for some \( \gamma > 1 \). For two-dimensional Lorenz maps it is proved that (H2c) holds for some \( \alpha \in (0, 1) \) and \( \gamma = 2 \), see [39]. Moreover it is shown there that condition (H1s) holds with \( \Theta(n) \leq O(\theta_0^n) \) for some \( \theta_0 < 1 \), and condition (H3) holds for some \( \sigma > 0 \). By proposition 3.2, it follows that for all \( \epsilon > 0 \):

\[
\gamma(n, t) \leq \max\{\Theta(t/2), \bar{r}\} \leq O(1) \exp\{-(|\log n|^{2-\epsilon})\},
\]

and this term goes to zero at a super-polynomial rate. Using case 3 of proposition 3.3, we find that there exists \( \alpha_1 > 0 \) such that \( E_n \leq O(1) \exp\{-(\log n)^{\alpha_1}\} \).

4. Further remarks on quantitative recurrence, including flows and quasiperiodic systems

We have so far discussed the role of the set \( E_n \) in estimating the rate of convergence to an EVD for a broad class of hyperbolic dynamical systems. In this section we give a precise link between \( E_n \) and the notion of having short return times. We then discuss quantitative recurrence statistics for flows and also for quasi-periodic systems.
4.1. On the link between $E_n$ and short return times

For hyperbolic systems, we phrased our dynamical assumptions in terms of the set $E_n$ and the asymptotics of $\nu(E_n)$. In this section, we give a brief note on how these assumptions link to the short return time conditions as presented in [5, 25, 26, 27]. Motivated from these references we give the following definition:

**Definition 4.1.** We say that the short return time (SRT) condition holds for $(f, X, \nu)$ if there is a set $\Lambda \subset X$, constants $\gamma > 1, C, a, s > 0$ with $\nu(X \setminus \Lambda) \leq Cr^s$, and for all $\tilde{x} \in \Lambda$:

$$\nu(B(\tilde{x}, r) \cap f^{-k} B(\tilde{x}, r)) \leq O(k^a r^s \nu(B(\tilde{x}, r))), \quad (43)$$

for all $k = 1, \ldots, |\log r|^\gamma$.

For hyperbolic systems such as the Lozi map and billiards, the SRT condition is shown to hold, see [25]. In the other direction it is shown in [23] that for $g(n) = (\log n)^{\gamma}$ we have $\nu(E_n) \leq O(n^{-\alpha})$. For systems admitting rank one Young towers with exponential decay of correlations, it is shown via [5, proposition 4.1] that the above SRT condition holds. In particular their hypotheses capture the Hénon map application. To relate the SRT condition to the recurrence set $E_n$, we have the following result:

**Proposition 4.2.** Suppose that the SRT condition holds with constants specified in definition 4.1. Then there exist $\gamma' > 1$ and $\alpha' > 0$ such that $g(n) = (\log n)^\gamma$ implies $\nu(E_n) \leq O(n^{-\alpha'})$

For systems with polynomial decay of correlations similar SRT conditions are formulated in [26], and in their case we expect $\nu(E_n)$ to have a logarithmic asymptotics. Before proving this proposition we state the following estimate that quantifies how measures scale on small balls.

**Lemma 4.3.** Let $F(\lambda, r) = \{x \in X : \nu(B(x, 2r)) > \lambda \nu(B(x, r))\}$. Then there exists $C > 0$ independent of $r$ such that

$$\nu(F(\lambda, r)) \leq C \lambda^{-1}.$$

In the special case where $\lambda = r^{-q}$ this lemma is proved in [5, lemma A2] using the Besicovitch covering theorem [34]. As can be inspected from their proof, the argument does not depend on the explicit form of $\lambda$. See also [26] in the case where $\lambda = |\log r|^{-q}$. However the scaling factor in the ball radii is important in the proof. To find the measure of the set

$$\tilde{F}(\lambda, r, c) = \{x \in X : \nu(B(x, cr)) > \lambda \nu(B(x, r))\},$$

(for $c > 2$), then we would need to iteratively apply lemma 4.3. We will do this in the proof of proposition 3.3.

**Proof of proposition 4.2.** Consider the set $F_j(r) = \{x : \text{dist}(x, f^j(x)) \leq r\}$. Then we have:

$$F_j(r) \cap B_r(x) \subset \{y \in B_r(x) : \text{dist}(y, f^j(y)) \leq r\}$$
$$\quad \subset \{y \in B_r(x) : f^j(y) \in B_{2r}(x)\}$$
$$\quad \subset B_{2^j r}(x) \cap f^{-j}(B_{2^j r}(x)).$$

Hence, by lemma 4.3 and the SRT condition, there exist $a_1 > 0$ and $s_1 > 0$ such that for all $j \leq |\log r|^\gamma$ we have

$$\nu(F_j(r) \cap B_r(x)) \leq r^{a_1} \nu(B(x, 2r)) \leq r^{a_1 - s_1} \nu(B(x, r)), \quad (44)$$
provided \( x \notin \Lambda \), where \( \Lambda = \Lambda' \setminus \Lambda \) is such that \( \nu(\Lambda) \leq C \max\{r^n, r^+\} \). Using equation (44) we can now estimate \( \nu(F_j(r)) \) by taking a cover of \( F_j(r) \) using disjoint balls and applying the Besicovitch Covering lemma. For some \( \alpha_2 > 0 \) we obtain \( \nu(F_j(r)) \leq C(n^{-\alpha_2}) \). The corresponding estimate for \( \nu(E_n) \) follows by setting \( r = 1/n \) and summing over \( j \in [1, (\log n)^\gamma] \).

**Remark 4.4.** Note that the bounds achieved on \( \nu(E_n) \) are all upper bounds. However if equation (43) is formulated in terms of an asymptotic, then lower bounds on \( \nu(E_n) \) can be achieved by following through the proof of proposition 4.2, and using the asymptotic scaling properties of \( \nu(\Lambda' \setminus \Lambda) \), (as \( r \to 0 \)).

### 4.2. Convergence to EVD for suspension flows

Assume that \((f, \mathcal{X}, \nu)\) is a measure preserving system and that \( h \in L^1(\nu) \) is a positive roof function. Consider the suspension space

\[
\mathcal{X}^h = \{(x, u) \in \mathcal{X} \times \mathbb{R} | 0 \leq u \leq h(x)\} / \sim, \quad (x, h(x)) \sim (f(x), 0).
\]

We denote the suspension (semi) flow by

\[
g : \mathcal{X}^h \to \mathcal{X}^h, \quad g(x, u) = (x, u + t) / \sim.
\]

On \( \mathcal{X}^h \) introduce the flow-invariant probability measure \( \nu^h \) given by \( \nu \times m/h \) and \( h = \int_X h d\nu \). For flows, the natural definition of the recurrence set is:

\[
E_T(\gamma) := \bigg\{ x \in \mathcal{X}^h : \text{dist}(x, g(x)) \leq \frac{1}{T\epsilon_0} \text{ for some } t \in [\delta_0, T]\bigg\}.
\]

The choice of \( \delta_0 > 0 \) is arbitrary but it will be convenient to take \( \delta_0 \leq \inf h > 0 \). Consider a (measurable) observation \( \phi : \mathcal{X}^h \to \mathbb{R} \) and define \( M_T : \mathcal{X}^h \to \mathbb{R} \) by

\[
M_T(x) := \max\{\phi(g(x)) | 0 \leq t < T\}.
\]

In [28], it is shown that if the base transformation \( f \) satisfies convergence to an EVD, then for suitable scaling constants \( a_T, b_T \), the process \( a_T(M_T - b_T) \) also converges in law to one of standard EVD types. Suppose \( u_T = a_T u_T + b_T \) is a sequence such that

\[
\lim_{T \to \infty} T\nu^h\{\phi(x) \geq u_T\} = \tau(u),
\]

and suppose for \( \gamma > 0 \) and \( \alpha > 0 \) we have \( \nu^h(E_T(\gamma)) \leq CT^{-\alpha} \). Then under suitable hypothesis on the rate of mixing, and on the regularity of \( \nu \) and \( \phi \), we can conjecture that there exists \( \alpha' > 0 \) such that

\[
\nu\{M_T \leq u_T\} - G_{\tau}(u_T) \leq \frac{C}{T^{\alpha'}}.
\]

In section 5.4 we will study the recurrence set \( E_T \) for the Lorenz flow. To relate \( E_T(\gamma) \) to that of \( E_n(\gamma) \) we observe the following:

**Lemma 4.5.** Suppose that \((g, \mathcal{X}^h, \nu^h)\) is a suspension flow over \((f, \mathcal{X}, \nu)\) with roof function \( h \in [h_m, h_M] \subset (0, \infty) \). Then there exist \( \gamma, \gamma' > 0 \) and \( \alpha, \alpha' > 0 \) such that

\[
\nu^h(E_T(\gamma)) \leq O(T^{-\alpha'}) \iff \nu(E_n(\gamma')) \leq O(n^{-\alpha}).
\]
The proof of this lemma is straightforward if we observe that for all \( n \geq 0 \) we have \( T \in [nh_{lm}(n+1)h_{lm}] \). In this case we can in fact take \( \gamma' = \gamma \) and \( \alpha' = \alpha \). In general the constants \( \gamma', \alpha' \) will depend on the regularity of \( h \) if (for example) we allow \( \sup h(x) = \infty \).

4.3. Quasi-periodic systems

For quasi-periodic systems it is known that non-standard limits exist for the distribution of the return times, see [7, 6]. In particular quasi-periodic systems are not mixing, and hence condition (H1) is not valid. Moreover, we observe that the measure of \( E_{\gamma}^\square(\gamma) \) abruptly changes from positive to zero as \( n \) is increased (for fixed \( \gamma < 1 \)). This is unlike what is observed for hyperbolic systems. To see this intuitively, recall that the dynamical properties of quasi-periodic systems can be described in terms of their rotation number. If the rotation number is irrational then there are no periodic orbits, and therefore if \( E_{\gamma}^\square(\gamma) = \emptyset \) it will not contain periodic points. For \( \gamma \) sufficiently small, we find that the set \( E_{\gamma}^\square(\gamma) \) (for all sufficiently large \( n \)) is empty or quite meagre with zero measure. If \( \gamma \) is chosen sufficiently large, or if the system has rational rotation number then we find that \( \nu(E_{\gamma}) \) is uniformly bounded away from zero (for all \( n \)). From a point of view of numerical diagnostic tests for convergence to an EVD, we might deduce that an abrupt change in \( \nu(E_{\gamma}(\gamma)) \) indicates that the statistics of extremes are governed by a non-standard limit law.

4.3.1. Circle rotation maps.

As a case study, consider the circle rotation map \( f(x) = x + \theta \) on \( S^1 = [0, 1]/(0 \sim 1) \), and \( \theta \in [0, 1] \). For fixed \( \gamma < 1 \), we show that for typical \( \theta \in [0, 1] \) the measure \( \nu(E_{\gamma}(\gamma)) \) abruptly drops to zero as \( n \) increases. The discussion below is also applicable to minimal circle homeomorphisms with rotation number \( \theta \). Let \( \tau(x) := \inf\{k \geq 1 : f^{\leftarrow k}(x) \in B(x, r)\} \).

For circle rotations, unique ergodicity allows us to obtain bounds on \( \nu(E_{\gamma}(\gamma)) \) via the statistics of \( \tau(x) \), at least for typical rotation numbers. In [30] it is shown that for all \( x \in S^1 \):

\[
\lim_{r \to 0} \inf \frac{\log \tau(x)}{-\log r} = \frac{1}{\eta} \quad \text{and} \quad \lim_{r \to 0} \sup \frac{\log \tau(x)}{-\log r} = 1,
\]

where \( \eta = \sup\{\beta : \liminf_{k \to \infty} k^\beta \|k\theta\| = 0\} \). Here \( \|k\theta\| \) denotes the nearest integer to \( k\theta \). For Lebesgue almost all \( \theta \in [0, 1] \), \( \eta = 1 \). Liouville numbers (of measure zero) correspond to \( \eta = \infty \), an example being \( \theta = \Sigma_{k \geq 1} 10^{-k} \). A consequence is the following result:

**Proposition 4.6.** Suppose \( f: S^1 \to S^1 \) is a circle rotation map. For Lebesgue almost all \( \theta \in [0, 1] \) and all \( \gamma < 1 \), there exists \( N > 0 \) such that for any \( n > N \), we have \( \nu(E_{\gamma}(\gamma)) = 0 \).

We remark that the conclusion of proposition 4.6 also applies to more general circle homeomorphisms such as the Arnold family. See section 5.3.

5. A numerical procedure to estimate \( \nu(E_{\gamma}(\gamma)) \)

For selected dynamical systems we compare numerical estimates on the decay of \( \nu(E_{\gamma}(\gamma)) \) to our analytic results, and study systems for which there are conjectural power law bounds on \( \nu(E_{\gamma}(\gamma)) \). Examples include the Hénon Map (for the classical parameter values), Axiom-A diffeomorphisms and the Lorenz-63 flow.

We now outline the numerical approach. Consider a dynamical system \( (f, X, \nu) \) as in the previous sections. For a \( \nu \)-measurable set \( A \) we define
\[
\nu_{\text{eq}}(A; N, x) := \frac{1}{N} \sum_{j=0}^{N-1} \nu(f^j(x)).
\]

(49)

Birkhoff’s Ergodic theorem implies that for \( \nu \) a.e. \( x \in \mathcal{X} \)
\[
\nu(A) = \lim_{N \to \infty} \nu_{\text{eq}}(A; N, x).
\]

Assume now that \((f, \mathcal{X}, \nu)\) has decay of correlations for Lipschitz continuous functions with rate function \( \Theta(n) \to 0 \) as in (H1) or (H1s). If the correlation decay is fast enough (e.g. \( \Theta(n) = O(n^{-2+\varepsilon}) \) for some \( \varepsilon > 0 \)), then we expect the Central Limit theorem (CLT) to hold for the invariant measures, see [37]. When the CLT applies, the sample estimates \( \nu_{\text{eq}}(\cdot; N, x) \) are approximately normal with mean \( \nu(\cdot) \) and standard deviation \( \frac{\sigma}{\sqrt{N}} \) where \( \sigma \) is a constant that depends on the decay of correlations.

Given a set \( A \) in \( \mathcal{X} \), we follow a double sampling procedure to estimate its measure. For a fixed \( x_0 \) in the support of \( \nu \), we consider its following \( N \) iterations and we estimate \( \nu(\cdot) \) by \( \hat{\nu}_0 = \nu_{\text{eq}}(A, N, x_0) \). We repeat this for \( M \) different starting points \( x_0, \ldots, x_{M-1} \) obtaining a set \( \hat{\nu}_0, \hat{\nu}_1, \ldots, \hat{\nu}_{M-1} \) of \( M \) estimations. Finally, we estimate \( \nu(A) \) by the sample mean
\[
\hat{\nu} = \frac{1}{M} \sum_{m=0}^{M-1} \hat{\nu}_m
\]
and use the sample standard deviation
\[
s^2 = \frac{1}{M-1} \sum_{m=0}^{M-1} (\hat{\nu}_m - \hat{\nu})^2
\]
to estimate the uncertainty in the approximation of \( \nu(A) \).

In the following sections we apply this procedure to estimate \( \nu(E_n) \) in order to check the quantitative recurrence conditions, in particular condition (H2a). In the cases with slow decay of correlations we expect the uncertainty of the estimation to behave badly. Hence, the procedure also provides an indirect check about condition (H1).

When applying this procedure we need an initial set \( x_0, \ldots, x_{M-1} \) of starting points lying in the support of \( \nu \). Typically we generate \( x_0 \) by applying a transient of a few thousand iterations to a random point in \( \mathcal{X} \). For the rest of the points \( x_1, \ldots, x_{M-1} \), we take \( x_i = f^{N+1}(x_{i-1}) \) for the sake of efficiency. In the examples below we used \( M = 20 \) samples and \( N = 10^4 \) points unless specified otherwise. The figures display the 95\% confidence intervals \( \hat{\nu} \pm 1.96 \times s \) as a function of \( n \). If the estimates of \( \nu(E_n) \) fit well to a straight line on a log-log plot this suggests that \( \nu(E_n) \) decays as a power law in \( n \).

5.1. Quantitative recurrence rates for non-uniformly expanding systems

We apply the procedure described above to certain (non-uniformly) expanding dynamical systems which include the quadratic family of maps, intermittency maps and the Alves–Viana map. We estimate \( \nu(E_\gamma(\gamma)) \) and contrast this estimate to the theoretical results.

5.1.1. Uniformly expanding maps. Consider the perturbed doubling map on the circle \( S^1 = [0, 1]/(0 \sim 1) \) given by
\[
f(x) = 2x + \varepsilon \sin(2\pi x) \mod 1,
\]
(50)
where $\epsilon > 0$ is sufficiently small. This is a uniformly expanding system and it is known that (H1) and (H2a) hold. For $\epsilon = 0$ it is known that $\nu(E_\epsilon(\gamma)) \leq n^{-1+\gamma}$, see [27, section 3.1]. For $\epsilon \neq 0$, and $\gamma = 1/2$, we observe numerically that $\nu(E_\epsilon(\gamma))$ decays as a power law in $n$: for $\epsilon$ close to zero we have $\nu(E_\epsilon(\gamma)) \approx n^{-0.49}$, see figures 1 and 2. Using the blocking argument of section 3, we can balance this estimate against that given by exponential decay of correlations over the time scale $\tilde{g}(n)$. Thus we might choose instead $\tilde{g}(n) = (\log n)^{\alpha}$ to improve the overall estimate. Convergence to EVD would be of the order $O(n^{-1/2+\epsilon})$, (for any $\epsilon > 0$).

5.1.2. The quadratic family. This quadratic family of maps $(f, \mathcal{X}, \nu)$, with $\mathcal{X} = [0, 1]$, is given by

$$f(x) = ax(1 - x), \quad a \in [0, 4]$$

(51)

There is a positive measure subset $\Omega$ of parameter values close to $a = 4$, where $(f, I, \nu)$ admits a Young tower with exponential return time asymptotics. Numerically we explore $\nu(E_\epsilon(\gamma))$ for the parameter value $a = 3.9$ (where the map appears to exhibit chaos), and choose $\gamma = 0.5$. We see in figure 3 that $\nu(E_\epsilon(\gamma))$ decays as a power law with $\nu(E_\epsilon(\gamma)) \approx n^{-0.36}$. This suggests that we get a fast convergence rate to the EVD relative to the theoretical results. As discussed [27, section 3.3] the best that can achieved is the existence of an $\alpha > 0$ such that $\tilde{g}(n) = (\log n)^{\alpha}$ implies $\nu(E_\epsilon) = O(n^{-\alpha})$. The above estimate suggests we can take $\alpha$ much greater than 0.36, since by use of exponential decay of correlations we can use the time scale $\tilde{g}(n) = (\log n)^{\alpha}$.

5.1.3. Non-uniformly expanding intermittency maps. Consider the interval map $f: I \rightarrow I$, with $I = [0, 1]$ and $b > 0$, given by

$$f(x) = \begin{cases} 
    x(1 + (2x)^b) & \text{for } 0 \leq x < \frac{1}{2}, \\
    2x - 1 & \text{for } \frac{1}{2} \leq x \leq 1.
\end{cases}$$

(52)

For $b \in (0, 1)$ this system $(f, I, \nu)$ admits a Young tower with polynomial return time asymptotics. For $b \geq 1$, the invariant (physical) measure of $f$ is no longer absolutely continuous with
respect to Lebesgue: it is the Dirac measure at \{0\}. For \(b < 1/20\), analytic estimates on the convergence rate to an EVD where obtained in [27, section 3.2]. We indicate here that those bounds might extend to a wider parameter range. For \(b = 0.1\) we have \(\nu(E_n(\gamma)) \approx n^{-0.46}\), and for \(b = 0.7\) we have \(\nu(E_n(\gamma)) \approx n^{-0.23}\). The power law indeed weakens as \(b \to 1\) (for fixed \(\gamma = 1/2\), see figures 4 and 5. This is not too surprising by the following: the neighbourhood \([0, 1/2n]\) belongs to \(E_n(\gamma)\) (for all \(n \geq 1\)), and \(\nu([0, 1/2n]) \approx n^{1-b}\). Thus \(n^{1-b} \nu(E_n(\gamma))\) is bounded away from zero as \(b \to 1\).

By the blocking argument of section 3, we require \(\Theta(\tilde{\sigma}(n))\) to converge to zero at a sufficiently fast polynomial rate, and hence we do need to take a representation of the form \(\tilde{\sigma}(n) = n^\gamma\). The numerical methods above may be adapted further to study the largest such \(\gamma\) we can take. Moreover we observe that there is a blow up in the confidence intervals of the estimations due to slow polynomial decay of correlations (and hence no CLT convergence).
This demonstrates that, despite the numerical procedure focuses on checking assumption (H2a), it is also sensitive to a deterioration on the decay of correlations. Hence, the procedure also provides an indirect check of assumption (H1).

5.1.4. The Alves–Viana map. As introduced in section 2.3, consider the Alves–Viana map defined by equation (24). Numerically, we observe that $\nu(E_n(\gamma)) \approx n^{-0.47}$ for $\gamma = 0.5$, see figure 6. The bound obtained in theorem 2.7 is taken for functions of the form $\tilde{g}(n) = (\log n)^{\gamma}$, and hence we might expect a faster asymptotic estimate for the rate of convergence to an EVD.

5.2. Decay of $\nu(E_n(\gamma))$ for non-uniformly hyperbolic systems

The numerical procedure of section 5 can be applied also to systems that fit the hypothesis of theorem 2.8. As in the previous section, the numerical analysis of these two maps also
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shows a power decay law as expected. We now analyse maps which are not known to satisfy (H2a)–(H2c), such as the Hénon map (for the classic parameter values) and Axiom-A diffeomorphisms (with rank of the unstable dimension greater than one).

5.2.1. The Hénon map. The Hénon family is given by:

\[ f(x, y) = (1 - ax^2 + y, bx), \quad (a, b) \in \mathbb{R}^2. \]  

(53)

By the theory of [4] it is shown that the system admits a Young tower with exponential decay of correlations. Following [5] and the discussion of section 4.1 the conditions of theorem 2.1 hold for a positive measure subset the parameter space. However this parameter set is not readily computable, and it is an open problem to determine whether there is a strange attractor for the parameters \((a, b) = (1.4, 0.3)\). Numerical investigations at these parameters suggest that \(\nu(E_\alpha(\gamma)) \approx n^{-0.073}\) for \(\gamma = 0.5\), and thus power law behaviour is observed (albeit at a weak rate), see figure 7. Hence we expect convergence to an extreme value law to hold (in the sense described in theorem 2.8). As remarked for uniformly expanding maps, the convergence rate estimate can be improved further by taking the function \(\tilde{g}(n)\) of logarithmic type.

5.2.2. Axiom-A diffeomorphisms. For non-uniformly hyperbolic systems, analytic proofs on convergence to an EVD are generally achieved for rank 1 attractors, i.e. where the dimension of the unstable conditional measures is equal to 1. However, for Axiom A systems little is known on return time statistics and convergence to EVD when the unstable dimension is greater than 1.

Consider the map in the 3-dimensional torus \(f : \mathbb{T}^3 \to \mathbb{T}^3\), with \(\mathbb{T} = \mathbb{R}/\mathbb{Z}\), defined as

\[ f(x_1, x_2, x_3) = (x_1 + x_2 + x_3 + \varepsilon \cos(2\pi x_2), x_1 + 2x_2, x_1 + x_3). \]  

(54)

For \(\varepsilon\) small this map is an Anosov Map with a two dimensional unstable manifold. Our numerical computations indicate that \(\nu(E_\alpha(\gamma)) \approx n^{-0.46}\) for \(\varepsilon = 0\) and \(\nu(E_\alpha(\gamma)) \approx n^{-0.33}\) for \(\varepsilon = 0.15\), see figure 8. For both cases we have taken \(\gamma = 0.5\).
5.3. Decay of $\nu(E_n(\gamma))$ for quasi-periodic systems

For quasi-periodic systems, we observe that the recurrence statistics do not conform to conditions (H2a)–(H2c), at least for typical irrational rotation numbers. We verify the behaviour of $\nu(E_n(\gamma))$ for the Arnold Family $f : S^1 \to S^1$ given by

$$f(x) = x + \theta + k \sin(2\pi x), \quad \theta \in (0, 1), \quad k < \frac{1}{2\pi},$$

(55)

Results are shown in figure 9. For $\theta = 1/2$ the map exhibits phase locking and the attractor is a period two orbit. For $\theta = 1/3$ the family displays quasi-periodic behaviour. We observe that $\nu(E_n(\gamma))$ takes values either equal to zero or to one as $n$ varies, as predicted in section 4.3.

5.4. The Lorenz equations

Consider the Lorenz-63 equations

$$\dot{x}_1 = \sigma(x_2 - x_1), \quad \dot{x}_2 = x_1(\rho - x_3) - x_2, \quad \dot{x}_3 = x_3x_2 - \beta x_3,$$

with the classical parameters $(\sigma, \rho, \beta) = (10, 28, 8/3)$. From the resulting semi-flow we can derive two maps: a 2-dimensional Poincaré return map

$$f_{\text{return}} : \Sigma \to \Sigma$$

(56)

defined on a section $\Sigma$ transverse to the flow, and a 3-dimensional stroboscopic map

$$f_{\text{strobo}} : \mathbb{R}^3 \to \mathbb{R}^3$$

(57)

obtained by sampling the flow at multiples of a chosen sampling time $\tau$. 

Figure 7. As figure 1, but for the Hénon map (53) with $(a, b) = (1.4, 0.3)$ and $\gamma = 0.5$. 

For the return map (56) with the section $\Sigma = \{x_3 = 30\}$ we observe for $\gamma = 0.3$ that $\nu(E_d(\gamma)) = O(n^{-0.25})$, see figure 10. Let $F_t$ denote the semi-flow of the Lorenz-63 equations. Then the measure of $E_{\gamma,d}(\gamma) = \{x \in \mathbb{R}^3 : \text{dist}(x, F_t(x)) \leq \frac{1}{T^{1/3}} \text{ for some } \delta_0 \leq t \leq T \}$ can be approximated by the measure of $E_{\gamma}(\gamma) = \{x \in \mathbb{R}^3 : \text{dist}(x, f^j_{\text{strobe}}(x)) \leq \frac{1}{T^{1/3}} \text{ for some } \delta_0 \leq j \leq T \}$. Fix $\delta_0 = 0.01$ and $\gamma = 0.4$. For $T = 0.01$ we observe $\nu(E_{\gamma}(\gamma)) \approx T^{-0.21}$, and for $T = 0.001$ we observe $\nu(E_{\gamma}(\gamma)) \approx T^{-0.19}$, see figure 11. Hence we can conjecture that the rate of convergence to an EVD for the Lorenz equations is $O(T^{-\alpha})$ for some $\alpha > 0.2$. This appears to an improvement on the sub-polynomial bounds obtained in theorems 2.4 and 2.9 for the corresponding discrete time Poincaré maps. We note that proof of convergence to an EVD for the Lorenz flow (without an error rate) was recently established in [39].

Figure 8. As figure 1, but for the Axiom-A diffeomorphism given by (54) for $\varepsilon = 0$ (left) and $\varepsilon = 0.15$ (right). In both cases $\gamma = 0.5$.

Figure 9. As figure 1, but for the Arnold family (55) with $\theta = 1/2$ (left) and $\theta = 1/3$ (right). In both cases we have used $k = 0.1$ and $\gamma = 0.5$. Note that only the horizontal axis shows a logarithmic scale.
In this section we begin by proving propositions 3.2 and 3.3. Finally we prove theorem 2.5.

6.1. Proof of proposition 3.2

We begin by proving case 3 in the case where $(f, X, \nu)$ is a non-uniformly hyperbolic system. The argument simplifies in the non-uniformly expanding case. In particular case 1 is proved directly in [27]. We will show how case 2 follows.

For systems with exponential decay of correlations an estimate for $\gamma_{E(n)}$ is given in [23]. We give the appropriate modifications here in the case of subexponential decay of correlations. The proof relies on the Young tower construction for non-uniformly hyperbolic systems as detailed in [37]. The notations we present here are consistent with those of [23], and in particular we refer to this reference when there is a strong overlap in the argument.
Consider the set
\[ B_{r,k}(\tilde{x}) := \{ x : f^k(\gamma^r(x)) \cap \partial B(\tilde{x}, r) = \emptyset \}, \]
where \( \gamma^r(x) \) is the local stable manifold through \( x \), (which exists \( \nu \) a.e.). We begin with the following estimate:

**Lemma 6.1.** Under assumption (H3) there exist constants \( C > 0 \) and \( \eta < 1 \) such that for any \( r, k \):
\[ \nu(B_{r,k}(\tilde{x})) \leq C r^k. \]

**Proof.** From the construction of the Young tower, in particular [37, property P3] there exists an \( \tau \in (0,1) \) and a \( C > 0 \) such that \( \text{dist}(f^a(x), f^a(\gamma^r(y))) \leq C r^a \) for all \( y \in \gamma^r(x) \). In particular, this implies that \( |f^k(\gamma^r(x))| \leq C r^k \) where \( |\cdot| \) denotes the length with respect to the Lebesgue measure. Therefore, \( f^k(B_{r,k}(\tilde{x})) \) lies in an annulus of width \( 2 C r^k \) around the boundary of the ball of radius \( r \) centered at the point \( \tilde{x} \). By assumption (H3) and invariance of \( \nu \) the existence of such a \( \eta \) follows. The constant \( \eta \) depends on both \( \sigma \) and \( \tau \). \( \square \)

We now estimate \( \gamma(n, t) \) using an estimate on the decay of correlations.

**Lemma 6.2.** Suppose \( \Phi : \mathcal{X} \rightarrow \mathbb{R} \) is Lipschitz and \( \Psi_{j,l} \) is the indicator function \( \Psi_{j,l} = \{ (x_1, x_2, \ldots, x_n) \in \mathcal{X}^n : x_j = l \} \).

Let \( \alpha_j \) be an increasing sequence with \( \alpha_j \leq j \). Then
\[ \left| \int \Phi \Psi_{0,l} \circ f^j \, d\nu - \int \Phi \, d\nu \int \Psi_{0,l} \, d\nu \right| = O(1)(\|\Phi\|_\infty \tau_1^0 + \|\Phi\|_{L^p}{ \Theta(j - \alpha_j)}). \quad (58) \]

**Proof.** The proof follows [22, lemma 3.1] where in our case we just keep track of the decay of correlation term \( \Theta(j) \) (which need not be exponentially fast in our case). We present the main details, avoiding as far as possible the technical construction of the Young tower. Define the functions \( \tilde{\Phi} : \mathcal{X} \times \mathbb{N} \rightarrow \mathbb{R} \) and \( \tilde{\Psi}_{j,l} : \mathcal{X} \times \mathbb{N} \rightarrow \mathbb{R} \) by
\[ \tilde{\Phi}(x, r) = \Phi(f^r(x)) \quad \text{and} \quad \tilde{\Psi}_{j,l}(x, r) = \Psi_{j,l}(f^r(x)). \]

In the construction of the Young tower, there exists a reference set \( \Lambda \subset \mathcal{X} \) with a hyperbolic product structure, and we can choose a reference unstable manifold \( \tilde{\gamma}^u \subset \Lambda \) with the property that for any \( x \in \Lambda \), there exists \( \tilde{x} \in \tilde{\gamma}^u \) with \( \gamma^r(x) \cap \tilde{\gamma}^u = \{ \tilde{x} \} \).

Define the function \( \tilde{\Psi}_{j,l}(x, r) := \tilde{\Psi}_{j,l}(\tilde{x}, r) \). The function \( \tilde{\Psi}_{j,l} \) is constant along stable manifolds in \( \Lambda \). The set \( \{ \tilde{\Psi}_{j,l} \neq \tilde{\Psi}_{l,l} \} \) consists of points \( (x, r) \in \mathcal{X} \times \mathbb{N} \), with the property that there exist \( x_1, x_2 \in \gamma^r(f^j(x)) \) such that
\[ x_1 \in \{ x_j \leq u_n, \ldots, x_{j+i} \leq u_n \}, \quad \text{but} \quad x_2 \notin \{ x_j \leq u_n, \ldots, x_{j+i} \leq u_n \}. \]

This set is contained inside \( \bigcup_{l=0}^{i-1} f^{-k}(B_{u_i,k}) \). By lemma 6.1 we have
\[ \nu(\tilde{\Psi}_{j,l} \neq \tilde{\Psi}_{l,l}) \leq \sum_{k=0}^{i} \nu(B_{u_i,k}) = O(\tau^0_i). \]
In [22, lemma 3.1] it is shown that for $\alpha < j$:
\[
\left| \int f \frac{\Phi_{\psi_0}}{\nu} \, d\nu - \int \Phi \, d\nu \int \psi_{\psi_0} \, d\nu \right| = \left| \int f \frac{\Phi_{\psi_0}}{\nu} \, d\nu - \int \Phi \, d\nu \int \psi_{\psi_0} \, d\nu \right| \geq \int f \psi_{\psi_0} \, d\nu \geq \int f \psi_{\psi_0} \, d\nu
\]  
(59)

To complete the proof we note that the second term on the right is bounded by:
\[
\left| \int f \frac{\Phi_{\psi_0}}{\nu} \, d\nu - \int \Phi \, d\nu \int \psi_{\psi_0} \, d\nu \right| \leq O(1)(\|\Phi\|_\infty \nu(\Phi_{\psi_0} = \psi_{\psi_0}) + \|\Phi\|_{Lip}(j - \alpha)) \leq O(1)(\|\Phi\|_\infty \tau_{1}^{\alpha} + \|\Phi\|_{Lip}(j - \alpha)).
\]

To apply lemma 6.2 in order to bound $\gamma(n, t)$ we must first approximate $\Phi := 1_{\{X > u_n\}}$ by a Lipschitz continuous function $\Phi_B$. We do this as follows. The set $\{X > u_n\}$ corresponds to a ball of radius $\ell$ centered at the point $\tilde{x}$. We define $\Phi_B$ to be 1 inside a ball centered at $\tilde{x}$ of radius $\ell$ and decaying to 0 at a linear rate on the annulus $A(\tilde{x}, n) := B(\tilde{x}, \ell) \setminus B(\tilde{x}, \ell)$ so that on the boundary of $B(\tilde{x}, \ell)$, $\Phi_B$ vanishes. The Lipschitz norm of $\Phi_B$ is seen to be bounded by $\ell^{-1}$. We have the following estimate:
\[
\left| \int f \frac{\Phi_{\psi_0}}{\nu} \, d\nu - \int \Phi \, d\nu \int \psi_{\psi_0} \, d\nu \right| \leq \left| \int \Phi_B \frac{\Phi_{\psi_0}}{\nu} \, d\nu - \int \Phi_B \, d\nu \int \psi_{\psi_0} \, d\nu \right| + \int (\Phi - \Phi_B) \psi_{\psi_0} \, d\nu \int \psi_{\psi_0} \, d\nu
\]  
(60)

If we set $\lambda = (\ell - \ell)$, then for some $\sigma_1 > 0$ (coming from (H3)) we see that equation (60) is bounded by
\[
C(\|\Phi\|_\infty \tau_{1}^{\alpha} + \lambda^{-1} \Theta(j - \alpha)) + (1 + \|\Phi\|_\infty)\|\Phi - \Phi_B\|
\]
\[
\leq C(\|\Phi\|_\infty \tau_{1}^{\alpha} + \lambda^{-1} \Theta(j - \alpha)) + (1 + \|\Phi\|_\infty)\lambda^{\sigma_1}.
\]

If we put $\alpha_j = j/2$ then we have:
\[
\gamma(n, j) \leq O(1)(\tau_{j/2}^{\alpha} + \lambda^{\alpha} + \lambda^{-1} \Theta(j/2)).
\]

Regarding the right hand side as a real valued function of $\lambda$, a simple calculus argument implies that $\lambda = O(1)\Theta(j/2)^{1/\gamma}$ is the minimizer. Hence we deduce that there exist constants $\tilde{\tau} > 0$ and $\tilde{\sigma} > 0$ such that
\[
\gamma(n, j) \leq O(1)\max\{\tilde{\tau}^{\tilde{\sigma}}, \Theta(j/2)^{\tilde{\sigma}}\}.
\]

This completes the proof for case 3.

For case 2, we do not need (H3), and the Lipschitz approximation argument above leads directly to the estimate:
\[
\gamma(n, t) \leq O(1)(\|\Phi_B\|_{Lip}\Theta(r) + \nu(\Phi_B = \Phi)),
\]
\[
\leq O(1)(\lambda^{-1} \Theta(r) + \exp(-C_d|\log \lambda|^{\tilde{r}})).
\]  
(61)
where the constant $C_d$ depends on the dimension $d$, and $\delta$ is the constant in the $L^p$ norm of the density $\rho$. Again, if we consider the right hand side as a function of $\lambda$, a calculus argument leads to an approximate minimizer:

$$\tilde{\lambda} = \Theta(t) \exp\{C_d |\log \Theta(t)|^d \}.$$  

For this value of $\tilde{\lambda}$, we get the bound:

$$\gamma(n, t) \leq O(1) \exp\{ - |\log \Theta(t)|^d \}$$  

where $\delta_t$ is a uniform constant (depending on $\delta$). This completes the proof of case 2.

6.2. Proof of proposition 3.3

We start by proving proposition 3.3 for non-uniformly expanding systems under the assumptions of (H2b) and (H2c). For non-uniformly expanding systems satisfying (H2a) a version of this proposition was proved in [27] (using the same approach). For non-uniformly expanding systems the ergodic measure $\nu$ is absolutely continuous with respect to Lebesgue (volume) measure. For systems that have less regular SRB measures (such as those singular with respect to volume), we show how the relevant arguments are adapted.

6.2.1. Proof in the non-uniformly expanding case. For a function $\varphi \in L^1(m)$ we define the Hardy–Littlewood maximal function

$$M(x) := \sup_{a > 0} \frac{1}{m(B(x,a))} \int_{B(x,a)} \varphi(y) dm(y).$$

A theorem of Hardy and Littlewood [36], implies that

$$m(|M(x)| > \lambda) \leq \frac{\|\varphi\|_1}{\lambda},$$

where $\|\|_1$ is the $L^1$ norm with respect to $m$. Recalling

$$E_n = \left\{ x : \text{dist}(x, f^j(x)) \leq \frac{1}{n^a} \text{ for some } j \leq \tilde{g}(n) \right\},$$

let $\rho(x)$ denote the density of $\nu$ with respect to $m$ and let $M_{\alpha_n}(x)$ denote the maximal function of $\varphi_{\alpha_n}(x) := 1_{E_n}(x)\rho(x)$. For constants $a, b > 0$ to be fixed later consider sequences $\alpha_n = e^{\alpha_n}$ and $\lambda_n = n^{-a}$ for some $b \in (0, 1)$ and $a > 0$. Inequality (63) gives

$$m(|M_{\alpha_n}(x)| > \lambda_n) \leq \frac{\nu(E_{\alpha_n})}{\lambda_n} \leq C (\log \alpha_n)^{-a} n^a = C n^{a-b_0}.$$  

If $\alpha b - a > 1$ (first constraint required on $a$ and $b$), then the First Borel–Cantelli lemma implies for $\nu$ a.e. $x$ there exists a constant $N := N(x)$ such that for all $n \geq N$ we have $|M_{\alpha_n}(x)| < \lambda_n$. For a non-uniformly expanding system recall that $\nu$ is assumed absolutely continuous with respect to $m$. Hence, for all $n$ sufficiently large

$$\nu(\{x : \text{dist}(x, \tilde{x}) < \alpha_n^{-1/d} \} \cap E_{\alpha_n}) \leq \int_{B(\tilde{x}, \alpha_n^{-1/d})} \varphi_{\alpha_n}(y) dm(y)$$

$$\leq C_d \alpha_n^{-1} M_{\alpha_n}(\tilde{x})$$

$$\leq C_d \alpha_n^{-1} \lambda_n = O(\epsilon^{-n_{n-a}}),$$

(64)
where \( C_d \) depends on the dimension. Denote \( A := \{ X_i > u_k, X_j > u_k \} \) with \( 2 \leq j \leq g(k) \), and \( g(n) = \tilde{g}(n)^{1-\epsilon} \) for some \( \epsilon > 0 \). We assume that \( \tilde{g}(n) \) has the representations given in (H2b). For observables of the form \( \phi(x) = \psi(\text{dist}(x, \tilde{x})) \), we have \( \psi^{-1}(u_k) \approx 1/k^{1/d} \). Hence there exists a \( \nu > 0 \) such that

\[
A \subset \left\{ x : \text{dist}(\tilde{x}, x) \leq \frac{\nu}{k^{1/d}} \text{dist}(\tilde{x}, f^j(x)) \leq \frac{\nu}{k^{1/d}} \text{for some } j \leq g(k) \right\}.
\]

Given the sequence \( \alpha_n \), let \( k^{1/d}/(2\nu) \in [\alpha_n, \alpha_{n+1}) \). Then (by monotonicity of \( g(n) \)),

\[
A \subset \left\{ x : \text{dist}(\tilde{x}, x) \leq \frac{1}{2\alpha_n} \text{dist}(\tilde{x}, f^j(x)) \leq \frac{1}{2\alpha_n} \text{for some } j \leq g((2\nu)\alpha_{n+1}) \right\}.
\]

Applying the triangle inequality \( \text{dist}(x, f^j(x)) \leq \text{dist}(\tilde{x}, x) + \text{dist}(\tilde{x}, f^j(x)) \) gives

\[
A \subset \left\{ x : \text{dist}(\tilde{x}, x) \leq \frac{1}{\alpha_n} \text{dist}(x, f^j(x)) \leq \frac{1}{\alpha_n} \text{for some } j \leq g((2\nu)\alpha_{n+1}) \right\}.
\]

Since \( \alpha_n = [e^{\alpha}] \) (with \( b \in (0, 1) \)) we have that \( \lim_{n \to \infty} \alpha_{n+1}/\alpha_n = 1 \). By the growth properties of \( g \) and \( \tilde{g} \) (as given in proposition 3.3), there exists \( \kappa_\nu > 0 \) and a sequence \( c_n \to 0 \) such that for all sufficiently large \( \alpha_n \):

\[
g((2\nu)\alpha_{n+1}) \leq g(2(2\nu)\alpha_n) \leq c_n \tilde{g}((2(2\nu)\alpha_n) \leq c_n \kappa_\nu \tilde{g}(\alpha_n).
\]

Moreover, there exists \( N \) such that \( \forall n \geq N \) we have \( c_n \kappa_\nu < 1 \), and hence

\[
A \subset \left\{ x : \text{dist}(\tilde{x}, x) \leq \frac{1}{\alpha_n} \text{dist}(x, f^j(x)) \leq \frac{1}{\alpha_n} \text{for some } j \leq \tilde{g}(\alpha_n) \right\}.
\]

Applying inequality (64) we obtain:

\[
\nu(X_i > u_k, X_j > u_k) = O(k^{-1}(\log k)^{-a/b}) \quad \text{for all } k > N,
\]

so that

\[
\sum_{j=1}^{g(k)} \nu(X_i > u_k, X_j > u_k) = O\left( \frac{g(k)}{k(\log k)^{a/b}} \right) \quad \text{for all } k > N. \tag{65}
\]

To complete the proof, we now optimize the ratio \( a/b \) appearing in equation (65), subject to \( a > 0, b \in (0, 1) \) and \( ab - a > 1 \). We find that the optimal ratio \( \bar{a} \) can be chosen arbitrarily close to \( \alpha - 1 \). Hence we obtain for all \( k > N \):

\[
\sum_{j=1}^{g(k)} \nu(X_i > u_k, X_j > u_k) = O(k^{-1}(\log k)^{-a} g(k)),
\]

valid for all \( \bar{a} < \alpha - 1 \). Hence equation (41) is satisfied.

We now consider the case of (H2c). Using the maximal function argument above, we take sequences \( \alpha_n = e^a \) and \( \lambda_n = e^{-a} \) for some \( a, b \in (0, 1) \). In this case for \( \nu \) a.e. \( \tilde{x} \), there exists \( N \) such that

\[
\sum_{j=2}^{g(k)} \nu(X_i > u_k, X_j > u_k) \leq O(1)g(k)k^{-1}\exp\{-(\log k)^{a/b}\}, \quad \text{for all } k > N. \tag{66}
\]
Again we can optimize the ratio $a/b$ subject to the constraint $\alpha > ab$. The optimal ratio $\tilde{\alpha}$ can be chosen arbitrarily close to $\alpha$.

### 6.2.2. Proof in the non-uniformly hyperbolic case.

Consider the case under the general assumption that $\nu$ is SRB with local dimension $d_\nu$. We work with the following maximal function $M_\nu$ where

$$M_\nu(x) := \sup_{a > 0} \frac{1}{\nu(B(x,a))} \int_{B(x,a)} \varphi(y) d\nu(y).$$

An application of the Besicovitch covering theorem [11] gives

$$\nu\{ |M_\nu(x)| > \lambda \} \leq \frac{\|\varphi\|_1}{\lambda},$$

where in this case $\nu$ is the $L^1$ norm with respect to $\nu$. It suffices to show how the calculations in the non-uniformly expanding case extend. We will do this under the assumption of the weak recurrence condition (H2b). The same argument can be applied under assumptions (H2a) or (H2b).

As in the non-uniformly expanding case, for constants $a, b > 0$ let $\alpha_n = e^{n \beta}$ and $\lambda_n = n^{-a}$ for some $b \in (0, 1)$ and $a > 0$. As before, if $\alpha_b - a > 1$, inequality (67) implies that for $\nu$ a.e. $x$ there exists an $N := N(x)$ such that for all $n \geq N$ we have $|M_\nu(x)| < \lambda_n$. Hence, for all $n$ sufficiently large

$$\nu\{ \{ x : \text{dist}(x, \tilde{x}) < \alpha_n^{-1/d} \} \cap E_{\alpha_n} \} \leq \nu(B(\tilde{x}, \alpha_n^{-1/d})),$$

**where**

$$\nu(B(\tilde{x}, \alpha_n^{-1/d}))) \leq \nu(B(\tilde{x}, \alpha_n^{-1/d})).$$

Denote $A := \{ X_j > u_k, X_j > u_k \}$ with $2 \leq j \leq g(k)$, and $g(n) = \tilde{g}(n)^{1-\epsilon}$ for some $\epsilon > 0$. We assume that $\tilde{g}(n)$ has the representations given in (H2b). For observables of the form $\phi(x) = \psi(\text{dist}(x, \tilde{x}))$, recall that the sequence $u_k$ is chosen so that $n\nu\{ \text{dist}(x, \tilde{x}) \leq \psi^{-1}(u_k) \} \to \tau$. This implies that we have $\psi^{-1}(u_k) \in [1/k^{d_\nu+\epsilon}, 1/k^{d_\nu-\epsilon}]$, where the constant $\epsilon$ is due to the fluctuation of $\nu$ on small balls. If we let $w_k = \psi^{-1}(u_k)$, then

$$A \subset \{ x : \text{dist}(\tilde{x}, x) \leq w_k \text{ dist}(\tilde{x}, f^j(x)) \leq w_k \text{ for some } j \leq g(k) \}.$$

Given the sequence $\alpha_n$, let $(1/2w_k)^{d'} \in [\alpha_n, \alpha_{n-1})$. Using again the monotonicity of $g(n)$ and the triangle inequality we obtain

$$A \subset \left\{ x : \text{dist}(\tilde{x}, x) \leq \frac{1}{\alpha_n^{1/d'}}, \text{ dist}(x, f^j(x)) \leq \frac{1}{\alpha_{n-1}^{1/d'}} \text{ for some } j \leq g(\alpha_{n-1}^{d'}) \right\},$$

where $d' > 0$ is a constant depending on $d$ and $d_\nu$. Since $\alpha_n = |e^{n \beta}|$ (with $b \in (0, 1)$) we have that $\lim_{n \to \infty} \alpha_n = 1$. By the growth properties of $g(n)$ and $\tilde{g}(n)$ (as given in proposition 3.3), there exists a sequence $c_n \to 0$ such that for all sufficiently large $\alpha_n$:

$$g(\alpha_{n+1}^{d'}) \leq c_n \tilde{g}(\alpha_n).$$

Moreover, there exists $N$ such that $\forall n \geq N$ we have $c_n < 1$, and hence
\[ A \subset \left\{ x : \text{dist}(\hat{x}, x) \leq \frac{1}{\alpha_n^{1/d}}, \text{dist}(x, f^j(x)) \leq \frac{1}{\alpha_n^{1/d}} \text{ for some } j \leq \hat{g}(\alpha_n) \right\}. \]

We now use the precise asymptotics of \( \alpha_n \) together with the fact that \( k \) is chosen so that \((1/2w_k)^d \in [\alpha_n, \alpha_{n+1})\). Due to fluctuations of \( \nu \) on small balls, we cannot achieve the same inequality obtained in (64). In general the measure \( \nu(B(\hat{x}, \alpha_n^{-1/d})) \) is not uniformly comparable to \( \nu(B(\hat{x}, \alpha_{n+1}^{-1/d})) \). Noting that \( 2w_k \in [\alpha_{n+1}^{-1/d}, \alpha_n^{-1/d}] \) and the fact that \( \alpha_n/\alpha_{n+1} \to 1 \) we obtain:

\[
\nu(X_i > u_k, X_j > u_k) \leq \nu(B(\hat{x}, 4w_k))(\log(1/4w_k))^{-ab} \\
\quad \leq C(\nu(B(\hat{x}, 4w_k)) |\log \nu(B(\tilde{x}, w_k))|)^{-ab}, \tag{69}
\]

where \( C \) depends on \( d \) and \( d_{\nu} \). By (68), this latter inequality holds for all \( k \) sufficiently large (and \( j < g(k) \)). To express the right-hand side of equation (69) in terms of \( (\tilde{x})/\nu \), we use an iterated version of lemma 4.3 given in section 4.1 as applied to the set:

\[
\hat{F}(\lambda, r, 4) := \{ x \in \mathcal{X} : \nu(B(x, 4r)) \geq \lambda \nu(B(x, r)) \}.
\]

In particular we have

\[
\hat{F}(\lambda, r, 4) \subset \mathcal{F}(\sqrt{\lambda}, 2r) \cup \mathcal{F}(\sqrt{\lambda}, r),
\]

and hence we have \( \nu(\hat{F}(\lambda, r)) < C\lambda^{-1/2} \). Along the sequence \( w_k \), we have that for all \( \tilde{x} \not\in \mathcal{F}(\lambda, w_k) \):

\[
\nu(X_i > u_k, X_j > u_k) \leq C\lambda \nu(B(\tilde{x}, w_k)) |\log \nu(B(\tilde{x}, w_k))|^{-ab}. \tag{70}
\]

From lemma 4.3 we specify \( \lambda := \lambda(r) = |\log r|^2 \), and take a subsequence \( w_{k_n} = \beta_n := e^{-n^c} \) for some \( c \in (0, 1) \). We choose \( s > 1 \) chosen so that \( cs > 1 \). Along the subsequence \( w_{k_n} \), we have that \( \nu(\hat{F}(\lambda(\beta_n), \beta_n)) \leq n^{-cs} \), and hence by the First Borel–Cantelli lemma, there exists \( n_0(\tilde{x}) \) such that \( \tilde{x} \not\in \hat{F}(\lambda(\beta_n), \beta_n) \) for all \( n > n_0 \). In particular we have

\[
\nu(X_i > u_{k_n}, X_j > u_{k_n}) \leq C\nu(B(\tilde{x}, \beta_n)) |\log \nu(B(\tilde{x}, \beta_n))|^2^{-ab}. \tag{71}
\]

We now extend this estimate to all times \( k \) such that \( w_k < \beta_{n_k}^{-1} \). Take \( n > n_0 \) and let \( w_k \in [\beta_{n_k}^{-1}, \beta_n] \). Then we have:

\[
\nu(X_i > u_k, X_j > u_k) \leq C\nu(B(\tilde{x}, \beta_n)) |\log \nu(B(\tilde{x}, \beta_n))|^2^{-ab} \\
\quad \leq C(\beta_n/4)\nu(B(\tilde{x}, \beta_n/4)) |\log \nu(B(\tilde{x}, \beta_n/4))|^2^{-ab} \\
\quad \leq C\nu(B(\tilde{x}, w_k)) |\log \nu(B(\tilde{x}, w_k))|^2^{-ab}. \tag{72}
\]

In the second line we used lemma 4.3, and in the third line the fact that \( w_k > \beta_{n_k}^{-1} > \beta_n/4 \). It follows that

\[
\sum_{j=1}^{g(k)} \nu(X_i > u_k, X_j > u_k) = O \left( \frac{g(k)}{k(\log k)^{4+ab}} \right) \text{ for all } k > k_0.
\]

We now maximize \( ab - 4s \) subject to \( c \in (0, 1), sc > 1, \) and \( ab - a > 1 \). The optimal value \( \hat{\alpha} \) can be chosen arbitrarily close to \( \alpha - 5 \).
Remark 6.3. In the case of assumption (H2a), the proof is not so delicate. By the use of local dimension arguments lemma 4.3 can be avoided. Under assumption (H2a) we can take $\alpha = -\frac{n}{n^b}$ and $\lambda = -\frac{n}{n^a}$ for any $a, b > 0$. If $b\alpha - a > 1$ then for $\nu$-a.e $x \in X$, and for all $\epsilon > 0$, we have for all $k > k_0$:

$$
\nu(\{X_k > u_k, X_{k+1} > u_{k+1}\} \leq C\nu(B(x, w_k))^{1-\epsilon}a^b.
$$

(73)

The constant $\epsilon$ comes from the definition of local dimension, and the constant $k_0$ depends on $x$ and $\epsilon$. If we optimize over $a$ and $b$ it follows that

$$
\sum_{j=1}^{g(k)} \nu(X_j > u_j, X_{j+1} > u_{j+1}) = O\left(\frac{g(k)}{k^{1-\alpha-\epsilon}}\right) \quad \text{for all } k > k_0.
$$

6.3. Proof of theorem 2.5

We prove theorem 2.5 in several steps following the strategy presented in [8]. In fact our proof optimizes some of the calculations presented within, and allows us to deduce convergence to an EVD for non-uniformly expanding systems that either have an invariant density that does not belong to $L^p$, (for any $p > 1$), and/or have sub-exponential decay of correlations. Along the way we get an estimate on the convergence rate.

In the first step we show that stretched exponential decay of correlations implies that the invariant density $\rho(x)$ is bounded by function $h(x)$, with $\int h(x)(\log h(x))\nu dm < \infty$ for some $q > 1$. We remark that $h(x)$ need not be in $L^p$ for any $p > 1$. The result we present, namely lemma 6.4 will also lead us to deduce a bound on the regularity of the invariant density for the Alves–Viana map. In the second step we show that intermediate quantitative recurrence statistics hold in the sense on (H2c). We then apply the blocking argument to deduce the convergence result with appropriate error term in the convergence rate.

**Lemma 6.4.** Suppose that $(f, X, \nu)$ is a non-uniformly expanding system which admits a Young tower having $m\{R > n\} = O(\theta^n)$ for some $\theta, \beta < 1$. Assume also that $\|Df\|_{L^q} < \infty$. Then there exists $\hat{\beta} < 1$, such that for any measurable set $A \subset X$:

$$
\nu(A) = O(\exp\{-|\log m(A)|^\hat{\beta}\}).
$$

**Proof.** We follow the proof of [8, lemma 2.2]. In the Young tower construction let $A_1 \subset A$ denote one of the partition elements, and let $A_{ij} = A \cap f^{-i}(A_i)$. Let $\hat{A}_{ij} \subset A_{ij}$ be such that $f^{-1}(\hat{A}_{ij}) = A \cap f^{-1}(A_i)$. If $K = \|f^{-1}\|_{L^\infty}$, and $R_i$ is the return time associated to $A_i$ then we have:

$$
\frac{|\hat{A}_{ij}|}{|A_i|} \leq K^{R_i}m(A).
$$

Since $\nu_0$ is uniformly equivalent to $m$, we deduce that

$$
\nu_0(\hat{A}_{ij}) \leq K^{R_i}m(A)\nu_0(A_i).
$$

Let $g()$ be a monotone function with $\lim_{y \to 0} g(y) = \infty$. Then

$$
\sum_{j:K^{R_i} < g(m(A))} \nu_0(\hat{A}_{ij}) \leq g(m(A))m(A).
$$

(74)
If $K^R_j - j > g(m(A))$, then $R_i - j > \log g(m(A))/\log K$, and we obtain by stretched exponential decay of correlations:

$$
\sum_{j:K^R_j - j > g(m(A))} \nu_0(\tilde{A}_{j,i}) \leq \sum_{R_i - j > \log g(m(A))/\log K} R_m(\Lambda_i) \leq \exp\{-\left(\log g(m(A))\right)^{\beta_1}\},
$$

where $\beta_1 < 1$ depends on $\theta_0$ and $K$. If we now choose $g(m(A)) = m(A)^{-1/2}$ then the result follows.

The next result gives the quantitative recurrence estimate for $\nu(E_n)$.

**Proposition 6.5.** Suppose that $(f, X, \nu)$ is a non-uniformly expanding system which admits a Young tower having $\{\theta_n\}$ for some $\beta < 1$. Assume also that $\|DF\|_\infty < \infty$. Then for all $\gamma > 1$, there exists $\alpha < 1$, such that \(\nu(E_n) \leq \exp(-\left(\log n\right)^\gamma)\).

**Proof.** The proof extends that of [8, proposition 2.3] by optimizing the estimates. The proof depends only on the Markov structure of the tower, the rate of decay of correlations, and the regularity of the invariant density. Let $F_\delta(e) = \{x : \text{dist}(x, f^j(x)) < \epsilon\}$. The key estimate derived in the proof of [8, proposition 2.3] is:

$$
\nu(F_\delta(e)) \leq O(1) \left\{ \epsilon + \sum_{\gamma > \alpha_0} \nu_0(R > n) + n^2 \nu(R > bn) + n^2 \nu(R > C \log \delta^{-1}) \right\},
$$

where $a, b$ are fixed numbers in $(0, 1)$, and $\delta \in (0, \epsilon)$ can be chosen freely. Using lemma 6.4 together with the bound on $\nu_0(R > n)$ we have for all $\delta \in (0, 1)$ the inequality

$$
\nu(F_\delta(e)) \leq O(1) \left\{ c \delta^{-1} + n^2 \exp\{-cn^{\beta_1}\} + n^2 \exp\{-|\log \delta|^\beta\} \right\},
$$

for some $\beta_1 < 1$ (depending on $\hat{\beta}$ and $\beta$). Minimizing over $\delta$ we obtain:

$$
\nu(F_\delta(e)) \leq O(1) \left\{ n^2 \exp\{-|\log \epsilon^{\hat{\beta}}\} + \exp\{cn^{\beta}\} \right\}.
$$

(77)

For small values of $n$ this estimate is of little utility, and we must optimize further, as is done in [8, corollary 2.4]. Suppose $\text{dist}(f^j(x), x) \leq \epsilon$, and let $r > 1$. Then we have:

$$
\text{dist}(f^j(x), x) \leq \sum_{i=0}^{r-1} \text{dist}(f^j(f^i(x)), f^i(x)) \leq \epsilon \sum_{i=0}^{r-1} K^r_i \leq \tilde{K}^r \epsilon.
$$

Here $K = \|DF\|_\infty$, and $\tilde{K}$ is uniformly bounded (independent of $r$ and $j$). Hence

$$
F_j(\epsilon) \subset F_j(\tilde{K}^r \epsilon).
$$

Using equation (77) we obtain:

$$
\nu(F_j(\epsilon)) \leq O(1)(r j)^2 \exp\{-|\log(\epsilon\tilde{K}^r_j)|^{\hat{\beta}}\} + \exp\{-c(r j)^{\beta}\}.
$$

(78)

To optimize equation (78), we put $\epsilon = 1/n$, and note that $j \leq (\log n)^r$ for some specified $\gamma > 1$. Let $a_1 > 0$ be fixed. We split into two cases: (i) $j > a_1 \log n$, and (ii) $j \leq a_1 \log n$. In case (i), we can just apply the bound in equation (77) and obtain
\( \nu(F_j(1/n)) \leq O(1)((\log n)^2 \exp \{-c_1(\log n)^{\beta_1} \} + \exp\{c_2(\log n)^{\beta_1}\}) \leq O(1) \exp\{-c(\log n)^{\beta_2}\} \),

\( (79) \)

for some uniform constants \( c, c_1, c_2 > 0, \beta_2 < 1 \). If \( j \leq a_1 \log n \), then choose \( r = a_2 j^{-1} \log n \) with \( a_1, a_2 \) fixed so that \( a_1 < a_2 < \log K \). In this case, estimate (78) gives

\[
\nu(F_j(1/n)) \leq O(1)((a_2 \log n)^2 \exp \{-c_1(\log(n K^{a_2 \log n})^{\beta_1}\} + \exp\{c_2(a_2 \log n)^{\beta_1}\})
\leq O(1) \exp\{-c(\log n)^{\beta_1}\}),
\]

\( (80) \)

for some \( \beta_3 < 1 \), and \( c > 0 \). The latter constant \( c \) depends on the choice of \( a_2 \). It follows that there exists \( \alpha < 1 \) independent of \( \gamma \) such that:

\[
\nu(E_n) \leq \sum_{j=1}^{(\log n)^\gamma} \nu(F_j(1/n)) \leq O(1) \exp\{-c(\log n)^{\alpha}\}).
\]

\( \Box \)

6.3.1. Completing the proof of theorem 2.5 via the blocking argument. We now estimate each term that contributes to the error term \( \mathcal{E}_n \) as specified in proposition 3.1. We will take \( p = q = \sqrt{n} \), and take \( t = O((\log n)^{\gamma'}) \) for some \( 1 < \gamma' < \gamma \). Since condition (H2c) holds, we know by propositions 3.3 and 6.5, that for all \( \epsilon > 0 \)

\[
\sum_{j=1}^{(\log n)^{\gamma'}} \nu(X_i > u_n, X_j > u_n) = O(n^{-1} \exp\{-c(\log n)^{\alpha}\}) \quad \text{for all } n > n_0.
\]

To estimate \( \gamma(n, t) \), we use the argument in the proof of case 2, proposition 3.2. We obtain

\[
\gamma(n, t) \leq \exp\{-c|\log \Theta(t)|^{\beta'}\},
\]

\( (81) \)

where \( \beta' \) is given in lemma 6.4, and \( c > 0 \) is a uniform constant. Using the fact that \( \Theta(t) = O(t^\beta) \), and choosing \( t = t_\alpha := (\log n)^{\gamma'} \) for some \( \gamma' > 1/(\beta') \) we obtain

\[
\gamma(n, t_{\alpha}) \leq \exp\{-c(\log n)^{\beta'}\},
\]

\( (82) \)

for some \( \beta' > 1 \). Note that for this choice of \( t_{\alpha} \), \( \gamma(n, t_{\alpha}) \) decays to zero at a superpolynomial speed. Thus this term does not significantly contribute to the error term \( \mathcal{E}_n \). By proposition 3.3 we see that the main contribution to the error term comes from \( \nu(E_n) \), and we obtain for some \( c > 0 \),

\[
\mathcal{E}_n \leq \exp\{-c(\log n)^{\alpha}\}.
\]

where \( \alpha \) is the constant appearing in proposition 6.5. Finally, since \( \nu \) is absolutely continuous with respect to Lebesgue measure we have convergence to the Gumbel distribution along the sequence \( u_n = u + \log n \). This completes the proof.
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