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Abstract

In this paper, we consider a generalized longest common subsequence problem, in which a constraining
sequence of length \( s \) must be included as a substring and the other constraining sequence of length \( t \) must
be excluded as a subsequence of two main sequences and the length of the result must be maximal. For
the two input sequences \( X \) and \( Y \) of lengths \( n \) and \( m \), and the given two constraining sequences of length
\( s \) and \( t \), we present an \( O(nmst) \) time dynamic programming algorithm for solving the new generalized
longest common subsequence problem. The time complexity can be reduced further to cubic time in a
more detailed analysis. The correctness of the new algorithm is proved.

1 Introduction

The longest common subsequence (LCS) problem is a well-known measurement for computing the similarity
of two strings. It can be widely applied in diverse areas, such as file comparison, pattern matching and
computational biology [3, 4, 8, 9].

Given two sequences \( X \) and \( Y \), the longest common subsequence (LCS) problem is to find a subsequence
of \( X \) and \( Y \) whose length is the longest among all common subsequences of the two given sequences.

For some biological applications some constraints must be applied to the LCS problem. These kinds of
variant of the LCS problem are called the constrained LCS (CLCS) problem. Recently, Chen and Chao [1]
proposed the more generalized forms of the CLCS problem, the generalized constrained longest common
subsequence (GC-LCS) problem. For the two input sequences \( X \) and \( Y \) of lengths \( n \) and \( m \), respectively, and
a constraint string \( P \) of length \( r \), the GC-LCS problem is a set of four problems which are to find the LCS
of \( X \) and \( Y \) including/excluding \( P \) as a subsequence/substring, respectively.

In this paper, we consider a more general constrained longest common subsequence problem called STR-
IC-SEQ-EC-LCS, in which a constraining sequence of length \( s \) must be included as a substring and the other
constraining sequence of length \( t \) must be excluded as a subsequence of two main sequences and the length
of the result must be maximal. We will present the first efficient dynamic programming algorithm for solving
this problem.

The organization of the paper is as follows.

In the following 4 sections we describe our presented dynamic programming algorithm for the STR-IC-
SEQ-EC-LCS problem.

In section 2 the preliminary knowledge for presenting our algorithm for the STR-IC-SEQ-EC-LCS problem
is discussed. In section 3 we give a new dynamic programming solution for the STR-IC-SEQ-EC-LCS problem
with time complexity \( O(nmst) \), where \( n \) and \( m \) are the lengths of the two given input strings, and
\( s \) and \( t \) the lengths of the two constraining sequences. In section 4 the time complexity is further improved
to \( O(nmt) \). Some concluding remarks are in section 5.
2 Characterization of the STR-IC-SEQ-EC-LCS problem

A sequence is a string of characters over an alphabet $\sum$. A subsequence of a sequence $X$ is obtained by deleting zero or more characters from $X$ (not necessarily contiguous). A substring of a sequence $X$ is a subsequence of successive characters within $X$.

For a given sequence $X = x_1x_2\cdots x_n$ of length $n$, the $i$th character of $X$ is denoted as $x_i \in \sum$ for any $i = 1, \ldots, n$. A substring of $X$ from position $i$ to $j$ can be denoted as $X[i : j] = x_ix_{i+1}\cdots x_j$. If $i \neq 1$ or $j \neq n$, then the substring $X[i : j] = x_ix_{i+1}\cdots x_j$ is called a proper substring of $X$. A substring $X[i : j] = x_ix_{i+1}\cdots x_j$ is called a prefix or a suffix of $X$ if $i = 1$ or $j = n$, respectively.

An appearance of sequence $X = x_1x_2\cdots x_n$ in sequence $Y = y_1y_2\cdots y_m$, for any $X$ and $Y$, starting at position $j$ is a sequence of strictly increasing indexes $i_1, i_2, \ldots, i_n$ such that $i_1 = j$, and $X = y_{i_1}, y_{i_2}, \ldots, y_{i_n}$. A compact appearance of $X$ in $Y$ starting at position $j$ is the appearance of the smallest last index $i_n$. A match for sequences $X$ and $Y$ is a pair $(i, j)$ such that $x_i = y_j$. The total number of matches for $X$ and $Y$ is denoted by $\delta$. It is obvious that $\delta \leq nm$.

For the two input sequences $X = x_1x_2\cdots x_n$ and $Y = y_1y_2\cdots y_m$ of lengths $n$ and $m$, respectively, and two constrained sequences $P = p_1p_2\cdots p_s$ and $Q = q_1q_2\cdots q_t$ of lengths $s$ and $t$, the SEQ-IC-STR-IC-LCS problem is to find a constrained LCS of $X$ and $Y$ including $P$ as a substring and excluding $Q$ as a subsequence.

**Definition 1** Let $Z(i, j, k, r)$ denote the set of all LCSs of $X[1 : i]$ and $Y[1 : j]$ such that for each $z \in Z(i, j, k, r)$, $z$ includes $P[1 : k]$ as a substring, and excludes $Q[1 : r]$ as a subsequence, where $1 \leq i \leq n$, $1 \leq j \leq m$, $0 \leq k \leq s$, and $0 \leq r \leq t$. The length of an LCS in $Z(i, j, k, r)$ is denoted as $g(i, j, k, r)$.

**Definition 2** Let $W(i, j, k, r)$ denote the set of all LCSs of $X[1 : i]$ and $Y[1 : j]$ such that for each $w \in W(i, j, k, r)$, $w$ excludes $Q[1 : r]$ as a subsequence, and includes $P[1 : k]$ as a suffix, where $1 \leq i \leq n$, $1 \leq j \leq m$, $0 \leq k \leq s$, and $0 \leq r \leq t$. The length of an LCS in $W(i, j, k, r)$ is denoted as $f(i, j, k, r)$.

**Definition 3** Let $U(i, j, k)$ denote the set of all LCSs of $X[i : n]$ and $Y[j : m]$ such that for each $u \in U(i, j, k)$, $u$ excludes $Q[1 : k]$ as a subsequence, where $1 \leq i \leq n$, $1 \leq j \leq m$, $0 \leq k \leq t$. The length of an LCS in $U(i, j, k)$ is denoted as $h(i, j, k)$.

**Definition 4** Let $V(i, j, k)$ denote the set of all LCSs of $X[i : i]$ and $Y[j : j]$ such that for each $v \in V(i, j, k)$, $v$ excludes $Q[1 : k]$ as a subsequence, where $1 \leq i \leq n$, $1 \leq j \leq m$, $0 \leq k \leq t$. The length of an LCS in $V(i, j, k)$ is denoted as $v(i, j, k)$.

The following theorem characterizes the structure of an optimal solution based on optimal solutions to subproblems, for computing the LCSs in $W(i, j, k, r)$, for any $1 \leq i \leq n$, $1 \leq j \leq m$, $0 \leq k \leq s$, and $0 \leq r \leq t$.

**Theorem 1** If $Z[1 : l] = z_1, z_2, \ldots, z_l \in W(i, j, k, r)$, then the following conditions hold:

1. If $i, j, k > 0$, $r = 1$, $x_i = y_j = p_k = q_r$, then $z_l \neq x_i$ and $Z[1 : l] \in W(i-1, j-1, k, r)$.
2. If $i, j, k > 0$, $r > 1$, $x_i = y_j = p_k = q_r$, then $z_l \neq x_i$ implies $Z[1 : l] \in W(i-1, j-1, k-1, r-1)$.
3. If $i, j, k > 0$, $x_i = y_j = p_k$ and $r > 0$, $x_i \neq q_r$, or $r = 0$, then $z_l = x_i = y_j = p_k$ and $Z[1 : l-1] \in W(i-1, j-1, k-1, r-1)$.
4. If $i, j, k > 0$, $x_i = y_j$ and $x_i \neq p_k$, then $z_l \neq x_i$ and $Z[1 : l] \in W(i-1, j, k, r)$.
5. If $i, j > 0$, $k = 0$, $r = 1$, $x_i = y_j = q_r$, then $z_l \neq x_i$ and $Z[1 : l] \in W(i-1, j, k-1, r)$.
6. If $i, j > 0$, $k = 0$, $r > 1$, $x_i = y_j = q_r$, then $z_l \neq x_i$ implies $Z[1 : l] \in W(i-1, j-1, k, r-1)$.
7. If $i, j > 0$, $k = 0$, $x_i = y_j$ and $r > 0$, $x_i \neq q_r$ or $r = 0$, then $z_l = x_i$ and $Z[1 : l-1] \in W(i-1, j, k, r)$.
8. If \( i, j > 0, x_i \neq y_j \), then \( z_l \neq x_i \) implies \( Z[1 : l] \in W(i - 1, j, k, r) \).

9. If \( i, j > 0, x_i \neq y_j \), then \( z_l \neq y_j \) implies \( Z[1 : l] \in W(i, j - 1, k, r) \).

Proof.

1. In this case, if \( x_i = z_l \), then \( Z[1 : l] \) includes \( Q[1 : r] \), a contradiction. Therefore, we have \( x_i \neq z_l \), and \( Z[1 : l] \) must be an LCS of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) including \( P[1 : k] \) as a suffix and excluding \( Q[1 : r] \) as a subsequence, i.e. \( Z[1 : l] \in W(i - 1, j, k, r) \).

2. There are two subcases to be distinguished in this case.

2.1. If \( z_l = x_i \), then \( Z[1 : l - 1] \) is a common subsequence of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) including \( P[1 : k - 1] \) as a suffix and excluding \( Q[1 : r - 1] \) as a subsequence. We can show that \( Z[1 : l - 1] \) is an LCS of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) including \( P[1 : k - 1] \) as a suffix and excluding \( Q[1 : r - 1] \) as a subsequence. Assume by contradiction that there exists a common subsequence \( Q[1 : r - 1] \) as a subsequence, whose length is greater than \( l - 1 \). Then the concatenation of \( a \) and \( z_l \) will result in a common subsequence of \( X[1 : i] \) and \( Y[1 : j] \) including \( P[1 : k] \) as a suffix and excluding \( Q[1 : r] \) as a subsequence, whose length is greater than \( l \). This is a contradiction. Therefore, in this case we have \( Z[1 : l - 1] \in W(i - 1, j - 1, k - 1, r - 1) \).

2.2. If \( z_l \neq x_i \), then \( Z[1 : l] \) must be an LCS of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) including \( P[1 : k] \) as a suffix and excluding \( Q[1 : r] \) as a subsequence, i.e. \( Z[1 : l] \in W(i - 1, j, k, r) \).

3. In this case, we have no constraints on \( Q \), provided \( r > 0, x_i \neq q_r \) or \( r = 0 \). Therefore, we have \( x_i = y_j = p_k = z_l \). It is obvious that \( Z[1 : l - 1] \) is a common subsequence of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) including \( P[1 : k - 1] \) as a suffix and excluding \( Q[1 : r - 1] \) as a subsequence. We can show that \( Z[1 : l - 1] \) is an LCS of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) including \( P[1 : k - 1] \) as a suffix and excluding \( Q[1 : r - 1] \) as a subsequence. Assume by contradiction that there exists a common subsequence \( a \) of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) including \( P[1 : k - 1] \) as a suffix and excluding \( Q[1 : r - 1] \) as a subsequence, whose length is greater than \( l - 1 \). Then the concatenation of \( a \) and \( z_l \) will result in a common subsequence of \( X[1 : i] \) and \( Y[1 : j] \) including \( P[1 : k] \) as a suffix and excluding \( Q[1 : r] \) as a subsequence, whose length is greater than \( l \). This is a contradiction.

4. In this case, since \( x_i = y_j \neq p_k \), we have \( x_i \neq z_l \), otherwise \( Z[1 : l] \) will not including \( P[1 : k] \) as a suffix. Therefore, \( Z[1 : l] \) must be an LCS of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) including \( P[1 : k] \) as a suffix and excluding \( Q[1 : r] \) as a subsequence, i.e. \( Z[1 : l] \in W(i - 1, j - 1, k, r) \).

5. Since \( x_i = y_j = q_1 \) and \( r = 1 \), we have \( x_i \neq z_l \), otherwise \( Z[1 : l] \) will including \( Q[1 : r] \) as a subsequence. Therefore, \( Z[1 : l] \) must be an LCS of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) including \( P[1 : k] \) as a suffix and excluding \( Q[1 : r] \) as a subsequence, i.e. \( Z[1 : l] \in W(i - 1, j - 1, k, r) \).

6. There are two subcases to be distinguished in this case.

6.1. If \( z_l = x_i \), then \( Z[1 : l - 1] \) is a common subsequence of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) excluding \( Q[1 : r - 1] \) as a subsequence. We can show that \( Z[1 : l - 1] \) is an LCS of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) excluding \( Q[1 : r - 1] \) as a subsequence. Assume by contradiction that there exists a common subsequence \( a \) of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) excluding \( Q[1 : r - 1] \) as a subsequence, whose length is greater than \( l - 1 \). Then the concatenation of \( a \) and \( z_l \) will result in a common subsequence of \( X[1 : i] \) and \( Y[1 : j] \) excluding \( Q[1 : r] \) as a subsequence, whose length is greater than \( l \). This is a contradiction. Therefore, in this case we have \( Z[1 : l - 1] \in W(i - 1, j - 1, k, r - 1) \).

6.2. If \( z_l \neq x_i \), then \( Z[1 : l] \) must be an LCS of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) excluding \( Q[1 : r] \) as a subsequence, i.e. \( Z[1 : l] \in W(i - 1, j - 1, k, r) \).

7. Since \( x_i = y_j \), and \( r > 0, x_i \neq q_r \) or \( r = 0 \), we have \( z_l = x_i \), and \( Z[1 : l - 1] \) is a common subsequence of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) excluding \( Q[1 : r] \) as a subsequence. We can show that \( Z[1 : l - 1] \) is an LCS of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) excluding \( Q[1 : r] \) as a subsequence. Assume by contradiction that there exists a common subsequence \( a \) of \( X[1 : i - 1] \) and \( Y[1 : j - 1] \) excluding \( Q[1 : r] \) as a subsequence, whose length is greater than \( l - 1 \). Then the concatenation of \( a \) and \( z_l \) will result in a common subsequence of \( X[1 : i] \) and \( Y[1 : j] \) excluding \( Q[1 : r] \) as a subsequence, whose length is greater than \( l \). This is a contradiction.

8. Since \( x_i \neq y_j \), and \( z_l \neq x_i \), \( Z[1 : l] \) must be a common subsequence of \( X[1 : i - 1] \) and \( Y[1 : j] \) including \( P[1 : k] \) as a suffix and including \( Q[1 : r] \) as a subsequence. It is obvious that \( Z[1 : l] \) is also an LCS of \( X[1 : i - 1] \) and \( Y[1 : j] \) including \( P[1 : k] \) as a suffix and including \( Q[1 : r] \) as a subsequence.
9. Since $x_i \neq y_j$ and $z_i \neq y_j$, $Z[1 : l]$ must be a common subsequence of $X[1 : i]$ and $Y[1 : j - 1]$ including $P[1 : k]$ as a suffix and including $Q[1 : r]$ as a subsequence. It is obvious that $Z[1 : l]$ is also an LCS of $X[1 : i]$ and $Y[1 : j - 1]$ including $P[1 : k]$ as a suffix and including $Q[1 : r]$ as a subsequence.

The proof is completed. □

3 A simple dynamic programming algorithm

Our new algorithm for solving the STR-IC-SEQ-EC-LCS problem consists of three main stages. The main idea of the new algorithm can be described by the following Theorem 2.

**Theorem 2** Let $Z[1 : l] = z_1, z_2, \ldots, z_l$ be a solution of the STR-IC-SEQ-EC-LCS problem, i.e. $Z[1 : l] \in Z(n, m, s, t)$, then its length $l = g(n, m, s, t)$ can be computed by the following formula:

$$g(n, m, s, t) = \max_{1 \leq i \leq n, 1 \leq j \leq m, 1 \leq r \leq t} \{f(i, j, s, r) + h(i + 1, j + 1, r)\}$$

(1)

where $f(i, j, s, r)$ is the length of an LCS in $W(i, j, s, r)$ defined by Definition 2, and $h(i, j, r)$ is the length of an LCS in $U(i, j, r)$ defined by Definition 3.

**Proof.**

Since $Z[1 : l] \in Z(n, m, s, t)$, $Z[1 : l]$ must be an LCS of $X$ and $Y$ including $P$ as a substring, and excludes $Q$ as a subsequence. Let the first appearance of the string $P$ in $Z[1 : l]$ starts from position $l' - s + 1$ to $l'$ for some positive integer $s \leq l' \leq l$, i.e. $Z[l' - s + 1 : l'] = P$.

Let

$$r^* = \max_{1 \leq r \leq t} \{r|Q[1 : r] \text{ is a subsequence of } Z[1 : l']\}$$

Since $Z[1 : l']$ excludes $Q$ as a subsequence, we have $r^* < t$, and thus $Z[1 : l']$ excludes $Q[1 : r^* + 1]$ as a subsequence. For the same reason, $Z[l' + 1 : l]$ excludes $Q[r^* + 1 : t]$ as a subsequence.

Let

$$(i^*, j^*) = \min_{1 \leq i \leq n, 1 \leq j \leq m} \{(i, j)|Z[1 : l'] \text{ is a common subsequence of } X[1 : i] \text{ and } Y[1 : j]\}$$

Then, $Z[1 : l']$ is a common subsequence of $X[1 : i^*]$ and $Y[1 : j^*]$ including $P$ as a suffix and excluding $Q[1 : r^* + 1]$ as a subsequence. It follows from Definition 2 that

$$l' \leq f(i^*, j^*, s, r^* + 1)$$

(2)

Since $Z[1 : l]$ is a common subsequence of $X$ and $Y$, $Z[l' + 1 : l]$ must be a common subsequence of $X[i^* + 1 : n]$ and $Y[j^* + 1 : m]$. We have known $Z[l' + 1 : l]$ excludes $Q[r^* + 1 : t]$ as a subsequence. Therefore, $Z[l' + 1 : l]$ is a common subsequence of $X[i^* + 1 : n]$ and $Y[j^* + 1 : m]$ excluding $Q[r^* + 1 : t]$ as a subsequence. It follows from Definition 3 that

$$l - l' \leq h(i^* + 1, j^* + 1, r^* + 1)$$

(3)

Combining formulas (2) and (3), we have,

$$l \leq f(i^*, j^*, s, r^* + 1) + h(i^* + 1, j^* + 1, r^* + 1)$$

Therefore,

$$l \leq \max_{1 \leq i \leq n, 1 \leq j \leq m, 1 \leq r \leq t} \{f(i, j, s, r) + h(i + 1, j + 1, r)\}$$

(4)

On the other hand, for any $a \in W(i, j, s, r)$ and $b \in U(i + 1, j + 1, r)$, $1 \leq i \leq n, 1 \leq j \leq m, 1 \leq r \leq t$, then $c = a \oplus b$, the concatenation of $a$ and $b$, must be a common subsequence of $X[1 : n]$ and $Y[1 : m]$ including $P$ as a subsequence. Furthermore, we can prove $c$ excludes $Q$ as a subsequence.
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The first stage is to find LCSs in \(W(i, j, k, r)\). Let \(f(i, j, k, r)\) denote the length of an LCS in \(W(i, j, k, r)\).

By the optimal substructure properties of the STR-IC-SEQ-EC-LCS problem shown in Theorem 1, we can build the following recursive formula for computing \(f(i, j, k, r)\). For any \(1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq s,\) and \(0 \leq r \leq t,\) the values of \(f(i, j, k, r)\) can be computed by the following recursive formula (6).

The boundary conditions of this recursive formula are \(f(i, 0, 0, 0) = f(0, j, 0, 0) = 0\) and \(f(i, 0, k, r) = f(0, j, k, r) = -\infty\) for any \(0 \leq i \leq n, 0 \leq j \leq m, 1 \leq k \leq s,\) and \(1 \leq r \leq t.\)

Based on this formula, our algorithm for computing \(f(i, j, k, r)\) is a standard dynamic programming algorithm. By the recursive formula (6), the dynamic programming algorithm for computing \(f(i, j, k, r)\) can be implemented as the following Algorithm 1.

It is obvious that the algorithm requires \(O(nmnt)\) time and space. For each value of \(f(i, j, k, r)\) computed by algorithm \textit{Suffix}, the corresponding LCS of \(X[1 : i]\) and \(Y[1 : j]\) including \(P[1 : k]\) as a subsequence, and including \(Q[1 : r]\) as a suffix, can be constructed by backtracking through the computation paths from \((i, j, k, r)\) to \((0, 0, 0, 0)\). The following algorithm \textit{back}(i, j, k, r) is the backtracking algorithm to obtain the LCS, not only its length. The time complexity of the algorithm \textit{back}(i, j, k, r) is obviously \(O(n + m)\).

The second stage of our algorithm is to find LCSs in \(U(i, j, k)\). The length of an LCS in \(U(i, j, k)\) is denoted as \(h(i, j, k)\). Chen et al. (1) presented a dynamic programming algorithm with \(O(nmnt)\) time and space. A reverse version of the dynamic programming algorithm for computing \(h(i, j, k)\) can be described as follows.

For each value of \(h(i, j, k)\) computed by algorithm \textit{SEQ-EC-R}, the corresponding LCS of \(X[i : n]\) and \(Y[j : m]\) excluding \(Q[k : t]\) as a subsequence, can be constructed by backtracking through the computation paths from \((i, j, k)\) to \((0, 0, 0, 0)\). The following algorithm \textit{backr}(i, j, k) is the backtracking algorithm to obtain the corresponding LCS, not only its length. The time complexity of the algorithm \textit{backr}(i, j, k) is obviously \(O(n + m)\).

By Theorem 2, the dynamic programming matrices \(f(i, j, k, r)\) and \(h(i, j, k)\) computed by the algorithms \textit{Suffix} and \textit{SEQ-EC-R} can now be combined to obtain the solutions of the STR-IC-SEQ-EC-LCS problem as follows. This is the final stage of our algorithm.
Algorithm 1 Suffix

Input: Strings $X = x_1 \cdots x_n$, $Y = y_1 \cdots y_m$ of lengths $n$ and $m$, respectively, and two constrained sequences $P = p_1 p_2 \cdots p_s$ and $Q = q_1 q_2 \cdots q_t$ of lengths $s$ and $t$

Output: $f(i, j, k, r)$, the length of an LCS of $X[1 : i]$ and $Y[1 : j]$ including $P[1 : k]$ as a suffix, and excluding $Q[1 : r]$ as a subsequence, for all $1 \leq i \leq n$, $1 \leq j \leq m$, $0 \leq k \leq s$, and $0 \leq r \leq t$.

1: for all $i, j, k, r$, $0 \leq i \leq n$, $0 \leq j \leq m$, $0 \leq k \leq s$ and $0 \leq r \leq t$ do
2:   $f(i, 0, k, r), f(0, j, k, r) \leftarrow -\infty$, $f(0, 0, 0, 0) \leftarrow 0$ {boundary condition}
3: end for
4: for all $i, j, k, r$, $1 \leq i \leq n$, $1 \leq j \leq m$, $0 \leq k \leq s$ and $0 \leq r \leq t$ do
5:   if $x_i \neq y_j$ then
6:       $f(i, j, k, r) \leftarrow \max\{f(i - 1, j, k, r), f(i, j - 1, k, r)\}$
7:   else if $k > 0$ and $x_i = p_k$ then
8:       if $r = 0$ and $x_i \neq q_r$ then
9:           $f(i, j, k, r) \leftarrow 1 + f(i - 1, j - 1, k - 1, r)$
10:         else if $r = 1$ and $x_i = q_r$ then
11:             $f(i, j, k, r) \leftarrow f(i - 1, j - 1, k, r)$
12:         else
13:             $f(i, j, k, r) \leftarrow \max\{1 + f(i - 1, j - 1, k - 1, r - 1), f(i - 1, j - 1, k, r)\}$
14:             end if
15:       else if $k = 0$ then
16:         if $r = 0$ or $x_i \neq q_r$ then
17:             $f(i, j, k, r) \leftarrow 1 + f(i - 1, j - 1, k, r)$
18:         else if $r = 1$ and $x_i = q_r$ then
19:             $f(i, j, k, r) \leftarrow f(i - 1, j - 1, k, r)$
20:         else
21:             $f(i, j, k, r) \leftarrow \max\{1 + f(i - 1, j - 1, k, r - 1), f(i - 1, j - 1, k, r)\}$
22:             end if
23:     else
24:         $f(i, j, k, r) \leftarrow f(i - 1, j - 1, k, r)$
25:     end if
26: end for
Algorithm 2 \textit{back}(i, j, k, r)

\textbf{Input:} Integers \(i, j, k, r\)

\textbf{Output:} The LCS of \(X[1:i]\) and \(Y[1:j]\) including \(P[1:k]\) as a suffix and excluding \(Q[1:r]\) as a subsequence

1: if \(i < 1\) or \(j < 1\) then
2: \hspace{1em} return
3: end if
4: if \(x_i \neq y_j\) then
5: \hspace{1em} if \(f(i-1, j, k, r) > f(i-1, j, k, r)\) then
6: \hspace{2em} back\((i-1, j, k, r)\)
7: \hspace{1em} else
8: \hspace{2em} \hspace{1em} back\((i-1, j, k, r)\)
9: \hspace{1em} end if
10: else if \(k > 0\) and \(x_i = p_k\) then
11: \hspace{1em} if \(r = 0\) and \(x_i \neq q_r\) then
12: \hspace{2em} back\((i-1, j-1, k-1, r)\)
13: \hspace{2em} print \(x_i\)
14: \hspace{1em} else if \(r = 1\) and \(x_i = q_r\) then
15: \hspace{2em} back\((i-1, j-1, k, r)\)
16: \hspace{1em} else
17: \hspace{2em} \hspace{1em} if \(1 + f(i-1, j-1, k-1, r-1) > f(i-1, j-1, k, r)\) then
18: \hspace{3em} back\((i-1, j-1, k-1, r-1)\)
19: \hspace{3em} print \(x_i\)
20: \hspace{2em} else
21: \hspace{3em} \hspace{1em} back\((i-1, j-1, k, r)\)
22: \hspace{1em} end if
23: \hspace{1em} end if
24: else if \(k = 0\) then
25: \hspace{1em} if \(r = 0\) or \(x_i \neq q_r\) then
26: \hspace{2em} back\((i-1, j-1, k, r)\)
27: \hspace{2em} print \(x_i\)
28: \hspace{1em} else if \(r = 1\) and \(x_i = q_r\) then
29: \hspace{2em} back\((i-1, j-1, k, r)\)
30: \hspace{1em} else
31: \hspace{2em} \hspace{1em} if \(1 + f(i-1, j-1, k, r-1) > f(i-1, j-1, k, r)\) then
32: \hspace{3em} back\((i-1, j-1, k, r-1)\)
33: \hspace{3em} print \(x_i\)
34: \hspace{2em} else
35: \hspace{3em} \hspace{1em} back\((i-1, j-1, k, r)\)
36: \hspace{2em} end if
37: \hspace{1em} end if
38: \hspace{1em} end if
39: \hspace{1em} end if
40: end if
Algorithm 3 SEQ-EC-R

Input: Strings $X = x_1 \cdots x_n$, $Y = y_1 \cdots y_m$ of lengths $n$ and $m$, respectively, and a constrained sequence $Q = q_1 q_2 \cdots q_t$ of lengths $t$

Output: $h(i, j, k)$, the length of an LCS of $X[i : n]$ and $Y[j : m]$ excluding $Q[k : t]$ as a subsequence, for all $1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq t$.

1: for all $i, j, k$, $0 \leq i \leq n, 0 \leq j \leq m, 1 \leq k \leq t$ do
2: $h(i, m + 1, k), h(n + 1, j, k) \leftarrow -\infty$ \{boundary condition\}
3: end for
4: for $i = n$ down to 1 do
5: for $j = m$ down to 1 do
6: for $k = t + 1$ down to 1 do
7: if $x_i \neq y_j$ then
8: $h(i, j, k) \leftarrow \max\{h(i + 1, j, k), h(i, j + 1, k)\}$
9: else
10: if $k > t$ or $k \leq t$ and $x_i \neq q_k$ then
11: $h(i, j, k) \leftarrow 1 + h(i + 1, j + 1, k)$
12: else if $x_i = q_k$ then
13: if $k = t$ then
14: $h(i, j, k) \leftarrow h(i + 1, j + 1, k)$
15: else
16: $h(i, j, k) \leftarrow \max\{1 + h(i + 1, j + 1, k + 1), h(i + 1, j + 1, k)\}$
17: end if
18: end if
19: end if
20: end for
21: end for
22: end for
Algorithm 4 \texttt{backr}(i, j, k)

Input: Integers \(i, j, k\)
Output: The LCS of \(X[i : n]\) and \(Y[j : m]\) including \(P[k : s]\) as a subsequence

1: if \(i > n\) or \(j > m\) then
2: \hspace{1em} return
3: end if
4: if \(x_i \neq y_j\) then
5: \hspace{1em} if \(h(i + 1, j, k) > h(i, j + 1, k)\) then
6: \hspace{2em} \texttt{backr}(i + 1, j, k)
7: \hspace{1em} else
8: \hspace{2em} \texttt{backr}(i, j + 1, k)
9: \hspace{1em} end if
10: else
11: \hspace{1em} if \(k > t\) or \(k \leq t\) and \(x_i \neq q_k\) then
12: \hspace{2em} print \(x_i\)
13: \hspace{2em} \texttt{backr}(i + 1, j + 1, k)
14: \hspace{1em} else if \(x_i = q_k\) then
15: \hspace{2em} if \(k = t\) then
16: \hspace{3em} \texttt{backr}(i + 1, j + 1, k)
17: \hspace{1em} else
18: \hspace{2em} if \(h(i + 1, j + 1, k) > 1 + h(i + 1, j + 1, k + 1)\) then
19: \hspace{3em} \texttt{backr}(i + 1, j + 1, k)
20: \hspace{2em} else
21: \hspace{3em} \hspace{1em} print \(x_i\)
22: \hspace{3em} \hspace{1em} \texttt{backr}(i + 1, j + 1, k + 1)
23: \hspace{1em} end if
24: \hspace{1em} end if
25: \hspace{1em} end if
26: end if
Algorithm 5 STR-IC-SEQ-EC-LCS

Input: Strings $X = x_1 \cdots x_n$, $Y = y_1 \cdots y_m$ of lengths $n$ and $m$, respectively, and two constrained sequences $P = p_1 p_2 \cdots p_s$ and $Q = q_1 q_2 \cdots q_t$ of lengths $s$ and $t$

Output: The constrained LCS of $X$ and $Y$ including $P$ as a substring, and including $Q$ as a subsequence.

1: Suffix \{compute $f(i,j,k,r)$\}
2: SEQ-EC-R \{compute $h(i,j,k)$\}
3: $i^*, j^*, k^* \leftarrow 0$, tmp $\leftarrow -\infty$
4: for $i = 1$ to $n$ do
5:  for $j = 1$ to $m$ do
6:     for $k = 1$ to $t$ do
7:         $x \leftarrow f(i,j,k)+h(i+1,j+1,k)$
8:         if tmp $< x$ then
9:             tmp $\leftarrow x$, $i^* \leftarrow i$, $j^* \leftarrow j$, $k^* \leftarrow k$
10:     end if
11: end for
12: end for
13: end for
14: if tmp $> 0$ then
15:     $\text{back}(i^*, j^*, s, k^*)$
16:     $\text{backr}(i^*+1, j^*+1, k^*)$
17:     end if
18: return $\max\{0, \text{tmp}\}, i^*, j^*, k^*$

From the ‘for’ loops of the algorithm, it is readily seen that the algorithm requires $O(nmt)$ time. Therefore, the overall time of our algorithm for solving the STR-IC-SEQ-EC-LCS problem is $O(nmst)$.

4 Improvements of the algorithm

S. Deorowicz proposed the first quadratic-time algorithm for the STR-IC-LCS problem. A similar idea can be exploited to improve the time complexity of our dynamic programming algorithm for solving the STR-IC-SEQ-EC-LCS problem. The improved algorithm is also based on dynamic programming with some preprocessing. To show its correctness it is necessary to prove some more structural properties of the problem.

Let $Z[1: l] = z_1, z_2, \cdots, z_l \in Z(n, m, s, t)$, be a constrained LCS of $X$ and $Y$ including $P$ as a substring and excluding $Q$ as a subsequence. Let also $I = (i_1, j_1), (i_2, j_2), \cdots, (i_l, j_l)$ be a sequence of indices of $X$ and $Y$ such that $Z[1: l] = x_{i_1}, x_{i_2}, \cdots, x_{i_l}$ and $Z[1: l] = y_{j_1}, y_{j_2}, \cdots, y_{j_l}$. From the problem statement, there must exist an index $d \in [1, l-t+1]$ such that $P = x_{i_d}, x_{i_{d+1}}, \cdots, x_{i_{d+t-1}}$ and $P = y_{j_d}, y_{j_{d+1}}, \cdots, y_{j_{d+t-1}}$.

Theorem 3 Let $i_d' = i_d$ and for all $e \in [1, s-1]$, $i_{d+e}'$ be the smallest possible, but larger than $i_{d+e-1}'$, index of $X$ such that $x_{i_{d+e}} = x_{i_{d+e}'}$. The sequence of indices

$I' = (i_1, j_1), (i_2, j_2), \cdots, (i_{d-1}, j_{d-1}), (i_d', j_d), (i_{d+1}', j_{d+1}), \cdots, (i_{d+s-1}', j_{d+s-1}), (i_{d+s}, j_{d+s}), \cdots, (i_l, j_l)$

defines the same constrained LCS as $Z[1: l]$.

Proof.
From the definition of indices $i_{d+e}'$, it is obvious that they form an increasing sequence, since $i_d' = i_d$, and $i_{d+s-1}' \leq i_{d+s-1}$. The sequence $i_1', \cdots, i_{d+s-1}'$ is of course a compact appearance of $P$ in $X$ starting at $i_d$. Therefore, both components of $I'$ pairs form increasing sequences and for any $(i_u', j_u), x_{i_u'} = y_{j_u}$. Therefore, $I'$ defines the same constrained LCS as $Z[1: l]$.

The proof is completed. \(\square\)
The same property is also true for the $j$th components of the sequence $I$. Therefore, we can conclude that when finding a constrained LCS in $Z(i, j, k, r)$, instead of checking any common subsequences of $X$ and $Y$ it suffices to check only such common subsequences that contain compact appearances of $P$ both in $X$ and $Y$. The number of different compact appearances of $Q$ in $X$ and $Y$ will be denoted by $\delta_x$ and $\delta_y$, respectively. It is obvious that $\delta_x \leq \delta_y$, since a pair $(i, j)$ defines a compact appearance of $Q$ in $X$ starting at $i$th position and compact appearance of $Q$ in $Y$ starting at $j$th position only for some matches.

Base on Theorem 2, we can reduce the time complexity of our dynamic programming from $O(nmst)$ to $O(nmst)$. The improved algorithm consists of also three main stages.

**Definition 5** For each occurrence $i$ of the first character $p_1$ of $P[1 : s]$ in $X[1 : n]$, $lx_i$ is defined as the index of the last character $p_s$ of a compact appearance of $P$ in $X$. If $x_i \neq p_1$ or there is no compact appearance of $P$ after $i$, then $lx_i = 0$. Similarly, for each occurrence $j$ of the first character $p_1$ of $P[1 : s]$ in $Y[1 : m]$, $ly_j$ is defined as the index of the last character $p_s$ of a compact appearance of $P$ in $Y$.

In the first stage both sequences $X$ and $Y$ are preprocessed to determine two corresponding arrays $lx$ and $ly$.

**Algorithm 6 Prep**

**Input:** $X, Y$

**Output:** For each $1 \leq i \leq n$, the minimal index $r = lx_i$ such that $X[i : r]$ includes $P$ as a subsequence

For each $1 \leq j \leq m$, the minimal index $r = ly_j$ such that $Y[j : r]$ includes $P$ as a subsequence

1: for $i = 1$ to $n$ do
2:   if $x_i = p_1$ then
3:     $lx_i \leftarrow left(X, n, i)$
4:   else
5:     $lx_i \leftarrow 0$
6: end if
7: end for
8: for $j = 1$ to $m$ do
9:   if $y_j = p_1$ then
10:  $ly_j \leftarrow left(Y, m, j)$
11: else
12:  $ly_j \leftarrow 0$
13: end if
14: end for

In the algorithm Prep, function $left$ is used to find the index $lx_i$ of the last character $p_s$ of a compact appearance of $P$.

In the second stage two DP matrices of SEQ-EC-LCS problem are computed: $h(i, j, k)$, the reverse one defined by Definition 3, and $v(i, j, k)$, the forward one defined by Definition 4. Both of the DP matrices can be computed by the SEQ-EC-LCS algorithm of Chen et al.\[1\].

In the last stage, two preprocessed arrays $lx$ and $ly$ are used to determine the final results. To this end for each match $(i, j)$ for $X$ and $Y$ the ends $(lx_i, ly_j)$ of compact appearances of $P$ in $X$ starting at position $i$ and in $Y$ starting at position $j$ are read. The length of an STR-IC-SEQ-EC-LCS, $g(n, m, s, t)$ defined by Definition 1, containing these appearances of $P$ is determined as a sum of three parts. For some indices $i, j, k, r, v(i - 1, j - 1, k)$, the constrained LCS length of prefixes of $X$ and $Y$ ending at positions $i - 1$ and $j - 1$, excluding $Q[1 : k]$ as a subsequence, $h(lx_i + 1, ly_j + 1, r)$ the constrained LCS length of suffixes of $X$ and $Y$ starting at positions $lx_i + 1$ and $ly_j + 1$, excluding $Q[r : t]$ as a subsequence, and the constraint length $s$. The integers $k$ and $r$ have some relations.
Algorithm 7 \textit{left}(X, n, i) \\
\textbf{Input:} Integers \(n, i\) and \(X[1:n]\) \\
\textbf{Output:} The minimal index \(r\) such that \(X[i:r]\) includes \(P\) as a subsequence \\
1: \(a \leftarrow i + 1, b \leftarrow 2\) \\
2: \textbf{while} \(a \leq n\) \textbf{and} \(b \leq s\) \textbf{do} \\
3: \quad \textbf{if} \(x_a = p_b\) \textbf{then} \\
4: \quad \quad b \leftarrow b + 1 \\
5: \quad \textbf{else} \\
6: \quad \quad a \leftarrow a + 1 \\
7: \quad \textbf{end if} \\
8: \textbf{end while} \\
9: \textbf{if} \(b > s\) \textbf{then} \\
10: \quad \textbf{return} \(a - 1\) \\
11: \textbf{else} \\
12: \quad \textbf{return} \(0\) \\
13: \textbf{end if} \\

Algorithm 8 \textit{SEQ-EC} \\
\textbf{Input:} Strings \(X = x_1 \cdots x_n, Y = y_1 \cdots y_m\) of lengths \(n\) and \(m\), respectively, and a constrained sequence \(Q = q_1 q_2 \cdots q_t\) of length \(t\) \\
\textbf{Output:} \(v(i, j, k)\), the length of an LCS of \(X[1:i]\) and \(Y[1:j]\) excluding \(Q[1:k]\) as a subsequence, for all \(1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq t\). \\
1: \textbf{for all} \(i, j, k\), \(0 \leq i \leq n, 0 \leq j \leq m, 1 \leq k \leq t\) \textbf{do} \\
2: \quad \textbf{h(i, 0, k), h(0, j, k) \leftarrow -\infty} \{\text{boundary condition}\} \\
3: \textbf{end for} \\
4: \textbf{for} \(i = 1\) to \(n\) \textbf{do} \\
5: \quad \textbf{for} \(j = 1\) to \(m\) \textbf{do} \\
6: \quad \quad \textbf{for} \(k = 0\) to \(t\) \textbf{do} \\
7: \quad \quad \quad \textbf{if} \(x_i \neq y_j\) \textbf{then} \\
8: \quad \quad \quad \quad v(i, j, k) \leftarrow \max\{v(i-1, j, k), v(i, j-1, k)\} \\
9: \quad \quad \quad \textbf{else} \\
10: \quad \quad \quad \quad \textbf{if} \(k = 0\) \textbf{or} \(k > 0\) \textbf{and} \(x_i \neq q_k\) \textbf{then} \\
11: \quad \quad \quad \quad \quad \quad v(i, j, k) \leftarrow 1 + v(i-1, j-1, k) \\
12: \quad \quad \quad \quad \textbf{else if} \(x_i = q_k\) \textbf{then} \\
13: \quad \quad \quad \quad \quad \quad \textbf{if} \(k = 1\) \textbf{then} \\
14: \quad \quad \quad \quad \quad \quad \quad v(i, j, k) \leftarrow v(i-1, j-1, k) \\
15: \quad \quad \quad \quad \quad \quad \textbf{else} \\
16: \quad \quad \quad \quad \quad \quad \quad v(i, j, k) \leftarrow \max\{1 + v(i-1, j-1, k-1), v(i-1, j-1, k)\} \\
17: \quad \quad \quad \quad \textbf{end if} \\
18: \quad \quad \quad \textbf{end if} \\
19: \quad \quad \quad \textbf{end if} \\
20: \quad \quad \textbf{end for} \\
21: \quad \textbf{end for} \\
22: \textbf{end for}
Algorithm 9 \texttt{backf}(i, j, k)

\textbf{Input:} Integers \(i, j, k\)

\textbf{Output:} The LCS of \(X[1 : i]\) and \(Y[1 : j]\) excluding \(Q[1 : k]\) as a subsequence

1: if \(i < 1\) or \(j < 1\) then
2: \hspace{1em} return
3: end if
4: if \(x_i \neq y_j\) then
5: \hspace{1em} if \(v(i - 1, j, k) > v(i, j - 1, k)\) then
6: \hspace{2em} \texttt{backr}(i - 1, j, k)
7: else
8: \hspace{2em} \texttt{backr}(i, j - 1, k)
9: end if
10: else
11: if \(k = 0\) or \(k > 0\) and \(x_i \neq q_k\) then
12: \hspace{1em} \texttt{backr}(i - 1, j - 1, k)
13: \hspace{1em} print \(x_i\)
14: else if \(x_i = q_k\) then
15: \hspace{1em} if \(k = 1\) or \(v(i - 1, j - 1, k) > 1 + v(i - 1, j - 1, k - 1)\) then
16: \hspace{2em} \texttt{backr}(i - 1, j - 1, k - 1)
17: \hspace{2em} print \(x_i\)
18: end if
19: end if
20: end if
21: end if
22: end if

\textbf{Definition 6} For each integer \(k, 1 \leq k \leq t\), the index \(\alpha(k)\) is defined as:

\[ \alpha(k) = \max_{0 \leq r \leq s-k+1} \{r|P \text{ includes } Q[k : k + r - 1] \text{ as a subsequence}\} \tag{7} \]

Since the constrained LCS \(A\) of prefixes of \(X\) and \(Y\) ending at positions \(i - 1\) and \(j - 1\), excludes \(Q[1 : k]\) as a subsequence, the concatenation of \(A\) and \(P\) will exclude \(Q[1 : r]\) as a subsequence, where \(r = k + \alpha(k)\). The constrained LCS \(B\) of suffixes of \(X\) and \(Y\) starting at positions \(lx_i + 1\) and \(ly_j + 1\), excludes \(Q[r : t]\) as a subsequence. Therefore, the concatenation of \(A\) and \(P\) excludes \(Q\) as a subsequence.

According to the matrices \(v(i, j, k)\) and \(h(i, j, k)\), backtracking can be used to obtain the optimal subsequence, not only its length.

\textbf{Theorem 4} The algorithm STR-IC-SEQ-EC-LCS correctly computes a constrained LCS in \(Z(n, m, s, t)\). The algorithm requires \(O(nmt)\) time and to \(O(nmt)\) space in the worst case.

\textbf{Proof.}

Let \(Z[1 : l] = z_1, z_2, \ldots, z_l\) be a solution of the STR-IC-SEQ-EC-LCS problem, i.e. \(Z[1 : l] \in Z(n, m, s, t)\), and its length be denoted as \(l = g(n, m, s, t)\). To prove the theorem, we have to prove in fact that

\[ g(n, m, s, t) = s + \max_{1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq t} \{v(i - 1, j - 1, k) + h(lx_i + 1, ly_j + 1, 1, k + \alpha(k))\} \tag{8} \]

where \(h(i, j, k)\) is the length of an LCS in \(U(i, j, k)\) defined by Definiton 3, and \(v(i, j, k)\) is the length of an LCS in \(V(i, j, k)\) defined by Definiton 4.

Since \(Z[1 : l] \in Z(n, m, s, t)\), \(Z[1 : l]\) must be an LCS of \(X\) and \(Y\) including \(P\) as a substring, and excludes \(Q\) as a subsequence. Let the first appearance of the string \(P\) in \(Z[1 : l]\) starts from position \(l' - s + 1\) to \(l'\) for some positive integer \(s \leq l' \leq l\), i.e. \(Z[l' - s + 1 : l'] = P\).
Algorithm 10 $\alpha(k)$

**Input:** Integers $k$

**Output:** The maximum length $r$ ($0 \leq r \leq s - k + 1$) such that $P$ includes $P[k : k + r - 1]$ as a subsequence.

1. $a \leftarrow k$, $b \leftarrow 1$, $r \leftarrow 0$
2. while $a \leq s$ and $b \leq t$ do
3.   if $p_a = q_b$ then
4.     $a \leftarrow a + 1$, $r \leftarrow r + 1$
5.   else
6.     $b \leftarrow b + 1$
7.   end if
8. end while
9. return $r$

Algorithm 11 STR-IC-SEQ-EC-LCS

**Input:** Strings $X = x_1 \cdots x_n$, $Y = y_1 \cdots y_m$ of lengths $n$ and $m$, respectively, and two constrained sequences $P = p_1 p_2 \cdots p_s$ and $Q = q_1 q_2 \cdots q_t$ of lengths $s$ and $t$

**Output:** The length of an LCS of $X$ and $Y$ including $P$ as a substring, and excluding $Q$ as a subsequence.

1: SEQ-EC \{compute $v(i, j, k)$\}
2: SEQ-EC-R \{compute $h(i, j, k)$\}
3: Prep \{compute $lx, ly$\}
4: $i^*, j^*, k^*, r^* \leftarrow 0$, tmp $\leftarrow 0$
5: for $i = 1$ to $n$ do
6:   for $j = 1$ to $m$ do
7:     if $lx_i > 0$ and $ly_j > 0$ then
8:       for $k = 1$ to $t$ do
9:         $r \leftarrow k + \alpha(k)$
10:        $c \leftarrow v(i - 1, j - 1, k) + h(lx_i + 1, ly_j + 1, r) + s$
11:       if $r > t$ then
12:          tmp $\leftarrow \infty$
13:       end if
14:      if tmp < c then
15:        tmp $\leftarrow c$, $i^* \leftarrow i$, $j^* \leftarrow j$, $k^* \leftarrow k$, $r^* \leftarrow r$
16:      end if
17:     end if
18:   end if
19: end for
20: if tmp > 0 then
21:   backf($i^* - 1, j^* - 1, k^*$)
22:   print $P$
23: end for
24: backr($lx_{i^*} + 1, ly_{j^*} + 1, r^*$)
25: end if
26: return max\{$0, tmp\}, i^*, j^*, k^*, r^*\
Let
\[ r^* = \max_{1 \leq r \leq t} \{ r | Q[1 : r] \text{ is a subsequence of } Z[1 : l' - s] \} \]

Since \( Z[1 : l' - s] \) excludes \( Q \) as a subsequence, we have \( r^* < t \), and thus \( Z[1 : l' - s] \) excludes \( Q[1 : r^* + 1] \) as a subsequence.

Let
\[
(i^*, j^*) = \min_{1 \leq i \leq n, 1 \leq j \leq m} \{ (i, j) | Z[1 : l' - s + 1] \text{ is a common subsequence of } X[1 : i] \text{ and } Y[1 : j] \}
\]

Then, \( x_{i^*} = y_{j^*} = p_1 = z_{t' - s + 1} \), and \( x_{l x_{i^*}} = y_{l y_{j^*}} = p_s = z_t \).
Therefore, \( Z[1 : l' - s] \) is a common subsequence of \( X[1 : i^* - 1] \) and \( Y[1 : j^* - 1] \) excluding \( Q[1 : r^* + 1] \) as a subsequence; \( Z[l' + 1 : l] \) is a common subsequence of \( X[l x_{i^*} + 1 : n] \) and \( Y[l y_{j^*} + 1 : m] \).

It follows from Definition 4 that
\[ l' - s \leq v(i^* - 1, j^* - 1, r^* + 1) \] (9)

Since \( Q[1 : r^*] \) is the longest prefix of \( Q \) in \( Z[1 : l' - s] \), and
\[ \alpha(r^* + 1) = \max_{0 \leq r \leq s-r^*+2} \{ r | P \text{ includes } Q[r^* + 1 : r^* + r] \text{ as a subsequence} \} \]
we have, \( Z[1 : l'] \) includes \( Q[1 : r^* + \alpha(r^* + 1)] \) as a subsequence. It follows from \( Z[1 : l] \) excludes \( Q \) as a subsequence that \( Z[l' + 1 : l] \) excludes \( Q[r^* + 1 + \alpha(r^* + 1) : t] \) as a subsequence. Therefore, we have \( Z[l' + 1 : l] \) is a common subsequence of \( X[l x_{i^*} + 1 : n] \) and \( Y[l y_{j^*} + 1 : m] \) excluding \( Q[r^* + 1 + \alpha(r^* + 1) : t] \) as a subsequence. It follows from Definition 3 that
\[ l - l' \leq h(l x_{i^*} + 1, l y_{j^*} + 1, r^* + 1 + \alpha(r^* + 1)) \] (10)

Combining formulas (10) and (11) we have,
\[ l - s \leq v(i^* - 1, j^* - 1, r^* + 1) + h(l x_{i^*} + 1, l y_{j^*} + 1, r^* + 1 + \alpha(r^* + 1)) \]

Therefore,
\[ l \leq s + \max_{1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq t} \{ v(i - 1, j - 1, k) + h(l x_{i} + 1, l y_{j} + 1, k + \alpha(k)) \} \] (11)

On the other hand, for any \( a \in V(i, j, k) \) and \( b \in U(l x_{i} + 1, l y_{j} + 1, k + \alpha(k)) \), \( 1 \leq i \leq n, 1 \leq j \leq m, 1 \leq k \leq t \), let \( c = a \bigoplus P \bigoplus b \). If \( l x_{i} > 0 \) and \( l y_{j} > 0 \), then \( c \) must be a common subsequence of \( X[1 : n] \) and \( Y[1 : m] \) including \( P \) as a substring. Furthermore, we can prove \( c \) excludes \( Q \) as a subsequence.

In fact, since \( a \) excludes \( Q[1 : k] \) as a subsequence, the length of the longest prefix of \( Q \) in \( a \) is at most \( k - 1 \), and thus the length of the longest prefix of \( Q \) in \( a \bigoplus P \) is at most \( k - 1 + \alpha(k) \). Since \( b \) is a common subsequence of \( X[l x_{i} + 1 : n] \) and \( Y[l y_{j} + 1 : m] \) excluding \( Q[k + \alpha(k) : t] \) as a subsequence, we have, \( c = a \bigoplus P \bigoplus b \) is a common subsequence of \( X[1 : n] \) and \( Y[1 : m] \) including \( P \) as a substring and excluding \( Q \) as a subsequence, and thus \( |a \bigoplus P \bigoplus b| \leq l \). Therefore,
\[ s + \max_{1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq t} \{ v(i - 1, j - 1, k) + h(l x_{i} + 1, l y_{j} + 1, k + \alpha(k)) \} \leq l \] (12)

Combining formulas (11) and (12) we have,
\[ l = \max_{1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq t} \{ v(i - 1, j - 1, k) + h(l x_{i} + 1, l y_{j} + 1, k + \alpha(k)) \} \]

The time and space complexities of the algorithm are dominated by the computation of the two dynamic programming matrices \( v(i, j, k) \) and \( h(i, j, k) \). It is obvious that they are all \( O(n m t) \) in the worst case.

The proof is completed. □
5 Concluding remarks

We have suggested a new dynamic programming solution for the new generalized constrained longest common subsequence problem STR-IC-SEQ-EC-LCS. The first dynamic programming algorithm requires $O(nmst)$ in the worst case, where $n, m, s, t$ are the lengths of the four input sequences respectively. The time complexity can be reduced further to cubic time in a more detailed analysis. Many other generalized constrained longest common subsequence (GC-LCS) problems have similar structures. It is not clear that whether the same technique of this paper can be applied to these problems to achieve efficient algorithms. We will investigate these problems further.
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