Potential analysis of holographic Schwinger effect in the magnetized background
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Abstract

We study the magnetic field effect on the Schwinger effect using the AdS/CFT correspondence. The potential analysis of particle pairs transverse and parallel to the magnetic field is performed in this paper. Firstly, we calculate separating length of the particle pairs at finite temperature with magnetic field. It is found that the maximum value of separating length decreases with the increase of magnetic field and/or temperature, which can be inferred that the virtual electron-positron pairs become real particles more easily. In the further investigation of the effect of magnetic field and temperature, we find the magnetic field and temperature reduce the potential barrier, thus favor the Schwinger effect. When particle pairs are transverse to the magnetic field, the effect of the magnetic field on the Schwinger effect is slightly larger than the parallel case. The difference between the transverse and parallel case becomes smaller with the increase of temperature. It indicates that the high temperature would reduce the anisotropic effect induced by the magnetic field.
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I. INTRODUCTION

The virtual electron-positron pairs can be materialized under the strong electric-field in quantum electrodynamic (QED). This non-perturbative phenomenon is known as the Schwinger effect\[1\]. This phenomenon is not unique to QED, but has a general feature of vacuum instability in the presence of the external field. The production rate in the weak-coupling and weak-field case was put forward in \[1\] and was extend to the arbitrary-coupling and weak-field case\[2\]:

\[
\Gamma \sim exp\left(-\frac{\pi m^2}{eE} + \frac{e^2}{4}\right),
\]

where m, e represent the mass and charge of the particle pairs, respectively. E is the external electric-field. There exists a critical value \(E_c\) of the electric field when the exponential suppression vanishes.

In string theory, there also exists a critical value \(E_c\) which is proportional to the string tension \[3, 4\]. By utilizing the AdS/CFT correspondence\[5–8\], the duality between the string theory on \(AdS_5 \times S_5\) space and the \(N = 4\) super Yang-Mills (SYM) theory, one can study the Schwinger effect in this holographic method. In order to realize the \(N = 4\) SYM system coupled with an U(1) gauge field, one can break the gauge group from \(U(N + 1)\) to \(SU(N) \times U(1)\) by using the Higgs mechanism. In the usual studies, the test particles are assumed to be heavy quark limit. To avoid pair creation suppressed by the divergent mass, the location of the probe D3-brane is at finite radial position rather than at the AdS boundary. The mass of the particles is finite so that the production rate can make sense\[9\]. Therefore, the production rate can be given as

\[
\Gamma \sim exp\left[-\sqrt{\frac{\lambda}{2}} (\sqrt{\frac{E_c}{E}} - \sqrt{\frac{E}{E_c}})^2\right],
\]

with a critical field

\[
E_c = \frac{2\pi m^2}{\sqrt{\lambda}},
\]

which agrees with the result from the Dirac-Born-Infeld (DBI) action and \(\lambda\) is the ’t Hooft coupling.

Following the holographic step, the potential analysis was performed in the confining theories in \[10, 11\]. The potential barrier can be regarded as a quantum tunneling process. The virtual particle pairs need to get enough energy from an external electric field. When reaching to a critical value \(E_c\) the potential barrier will vanish. Then the real particles
pairs production are completely uncontrolled and the vacuum turns into totally instability. The potential analysis provide a new perspective to study the Schwenger effect. A lot of research work have been studied by using the AdS/CFT correspondence. The production rate in the confining theories was discussed in [12–14]. The universal nature of holographic Schwinger effect in general confining backgrounds was analyzed in [15]. The Schwinger effect also has been investigated in the AdS/QCD models [16, 17]. The potential analysis in non-relativistic backgrounds[18] and a D-instantons background [19] were discussed. The holographic Schwinger effect in de Sitter space has been studied in [20]. Other important research results can be seen in [21–31].

The heavy ion collisions at RHIC and LHC experiments produce strong electro-magnetic fields. As a result, studying the Schwinger effect in the strong magnetic field $\mathcal{B}(0.01GeV^2 -0.25GeV^2)$ ceated by RHIC and LHC[32–36] is the main motivation of this paper. The strong magnetic fields may provide some different views for the vacuum structure and we expect the Schwinger effect may be observed through the heavy-ion collisions experiments. Thence, we study the holographic Schwinger effect in the 5-dimensional Einstein-Maxwell system with a proper magnetic field range [37–39] which corresponds to the experimental results of the RHIC and LHC. This may give us some inspiration for studying the Schwinger effect through the experimental results.

The production rate of Schwinger effect with the presence of electric and magnetic fields was discussed in [24]. One way to turn on magnetic fields is considering a circular Wilson loop under the parallel electric and magnetic fields. Another way is to utilize circular Wilson loop solutions depending on additional parameters which are related to the magnetic fields. Anyway, these methods of adding magnetic field don’t affect the geometry of background. It seems to be more nature to incorporate a magnetic field of the background in this paper and we find the behavior of critical electric in magnetized Einstein-Maxwell system is not consistent with theirs.

Holographic effects of the magnetic field on the Schwinger effect by using the AdS/CFT correspondence were studied in this paper. The organization of the paper is as follows. In Sec. II, we introduce the 5-dimensional Einstein-Maxwell system with the magnetic field. In Sec. III, we study the potential analysis in the magnetized background. The discussion and conclusion are given in Sec. IV.
II. BACKGROUND GEOMETRY

The gravity background with magnetic field was introduced into the 5-dimensional Einstein-Maxwell system by using the AdS/QCD model \[37\], and the action is

$$S = \frac{1}{16\pi G_5} \int d^5x \sqrt{-g} (R - F^{MN} F_{MN} + \frac{12}{L^2}),$$  \hspace{1em} (4)

where $g$ is the determinant of metric $g_{MN}$. $R$, $G_5$, $F_{MN}$ are the scalar curvature, 5D Newton constant and the U(1) gauge field, respectively. $L$ is the AdS radius and we set it to 1.

As discussed in \[38\], turning on a bulk magnetic field in the $x_3$-direction and the metric of the black hole takes the form

$$ds^2 = r^2(-f(r)dt^2 + h(r)(dx_1^2 + dx_2^2) + q(r)dx_3^2) + \frac{dr^2}{r^2f(r)},$$  \hspace{1em} (5)

with

$$f(r) = 1 - \frac{r_h^4}{r^4} + \frac{2B^2}{3r^4} \ln\left(\frac{r_h}{r}\right),$$  \hspace{1em} (6)

$$h(r) = 1 + \frac{1}{3}B^2 \frac{\ln(r)}{r^4},$$  \hspace{1em} (7)

$$q(r) = 1 - \frac{2}{3}B^2 \frac{\ln(r)}{r^4},$$  \hspace{1em} (8)

where $r$ denotes the radial coordinate of the 5th dimension. The magnetic field breaks the rotation symmetry and allows us to analyze the anisotropic cases because the element $q(r)$ is not equal to $h(r)$ and the anisotropy was induced by the magnetic field \[40, 41\]. The anisotropic direction is along $x_3$-direction in this article.

The perturbative solutions of this black hole metric can work well when $B \ll T^2$. Following \[38\], Ref.\[39, 42\] has confirmed the perturbative solution has good convergency and can be good approximation in the region $B \leq 0.15 \text{ GeV}^2$. Note that the physical magnetic field $\mathfrak{B}$ is related with the magnetic field $B$ by the equation $\mathfrak{B} = \sqrt{3}B$. Hence the physical magnetic field $\mathfrak{B} \leq 0.26 \text{ GeV}^2$ which corresponds to the experiment result of the RHIC and LHC.

The Hawking temperature is

$$T = \frac{r_h}{\pi} \frac{B^2}{6\pi r_h^3},$$  \hspace{1em} (9)

where $r_h$ is the black-hole horizon. In this article, we will use this Einstein-Maxwell system and expand it to study the holographic effect of magnetic field on the Schwinger effect.
III. POTENTIAL ANALYSIS IN THE MAGNETIZED BACKGROUND

Since the magnetic field is along \(x_3\)--direction, it may be reasonable to consider the test particles are transverse to the magnetic field and parallel to the magnetic field. From this point of view, we perform the potential analysis with the two cases in the magnetized background.

A. Transverse to the magnetic field

We study the potential analysis with the test particle pairs separated in the \(x_1\)--direction first, which means the particle pairs are transverse to the magnetic field. The coordinates are parameterized by

\[
t = \tau, \quad x_1 = \sigma, \quad x_2 = x_3 = 0, \quad r = r(\sigma).
\]  

(10)

By utilizing the Euclidean signature, the Nambu-Goto action is given as

\[
S = T_F \int d\sigma d\tau \mathcal{L} = T_F \int d\sigma d\tau \sqrt{\det g_{\alpha\beta}},
\]

(11)

where \(g_{\alpha\beta}\) represents the determinant of the induced metric. \(T_F = \frac{1}{2\pi a'}\) is the string tension and

\[
g_{\alpha\beta} = g_{\mu\nu} \frac{\partial X^\mu}{\partial \sigma^\alpha} \frac{\partial X^\nu}{\partial \sigma^\beta},
\]

(12)

where \(g_{\mu\nu}\) denote the brane metric and \(X^\mu\) is target space coordinates.

Then the induced metric is

\[
g_{00} = r^2 f(r), \quad g_{11} = r^2 h(r) + \frac{1}{r^2 f(r)} \dot{r}^2, \quad g_{10} = g_{01} = 0,
\]

(13)

with \(\dot{r} = \frac{dr}{d\sigma}\).

The Lagrangian density is given as

\[
\mathcal{L} = \sqrt{\det g_{\alpha\beta}} = \sqrt{r^4 f(r) h(r) + \dot{r}^2},
\]

(14)

and \(\mathcal{L}\) does not rely on \(\sigma\) explicitly. The conserved quantity is obtained by

\[
\mathcal{L} - \frac{\partial \mathcal{L}}{\partial \dot{r}} \dot{r} = C,
\]

(15)
which leads to
\[
\frac{r^4 f(r)h(r)}{\sqrt{r^4 f(r)h(r) + r^2}} = C. \tag{16}
\]

By using the boundary condition
\[
\frac{dr}{d\sigma} = 0, \quad r = r_c \ (r_h < r_c < r_0), \tag{17}
\]
where the D3-brane located at finite radial position \( r = r_0 \). The conserved quantity \( C \) can be expressed as
\[
C = r^2_c \sqrt{f(r_c)h(r_c)}. \tag{18}
\]

Plugging Eq. (18) into Eq. (16), one gets
\[
\dot{r} = \frac{dr}{d\sigma} = r^2 \sqrt{h(r)f(r)[r^4 h(r)f(r) - r^4_c h(r_c)f(r_c) - 1]}. \tag{19}
\]

By integrating Eq. (19), one can get the separate length \( x_\perp \) of the test particle pairs
\[
x_\perp = \frac{2}{ar_0} \int_1^{\frac{1}{a}} dy \frac{1}{y^2 \sqrt{f(r)h(r)[y^4 f(r)^h(r_c) - f(r_c)h(r_c)]}}. \tag{20}
\]
with the dimensionless parameter
\[
y \equiv \frac{r}{r_c}, \quad a \equiv \frac{r_c}{r_0}. \tag{21}
\]

By using Eq. (14) and Eq. (19), the sum of the Coulomb potential and static energy can be given as
\[
V_{(CP+SE)\perp} = 2T_F \int_0^{x_\perp} d\sigma \mathcal{L}
= 2T_F a r_0 \int_1^{\frac{1}{a}} \frac{dy}{y^2 \sqrt{y^4 f(r)h(r) - f(r_c)h(r_c)}}. \tag{22}
\]

The critical field is obtained by the DBI action in the Lorentzian signature. The DBI action is
\[
S_{DBI} = -T_{D3} \int d^4x \sqrt{-\text{det}(G_{\mu\nu} + \mathcal{F}_{\mu\nu})}, \tag{23}
\]
with a D3-brane tension
\[
T_{D3} = \frac{1}{g_s (2\pi)^3 \alpha'^2}. \tag{24}
\]

From Eq. (5), the induced metric \( G_{\mu\nu} \) reads
\[
G_{00} = -r^2 f(r), \quad G_{11} = G_{22} = r^2 h(r), \quad G_{33} = r^2 q(r). \tag{25}
\]
Then considering $F_{\mu\nu} = 2\pi\alpha' F_{\mu\nu}$ [43] and the electric field $E$ is along $x_1$ direction[11], one gets

$$G_{\mu\nu} + \mathcal{F}_{\mu\nu} = \begin{pmatrix} -r^2 f(r) & 2\pi\alpha'E & 0 & 0 \\ -2\pi\alpha'E & r^2 h(r) & 0 & 0 \\ 0 & 0 & r^2 h(r) & 0 \\ 0 & 0 & 0 & r^2 q(r) \end{pmatrix},$$

which leads to

$$\det(G_{\mu\nu} + \mathcal{F}_{\mu\nu}) = -r^4 h(r) q(r) [r^4 f(r) h(r) - (2\pi\alpha')^2 E^2].$$

(27)

By plugging Eq.(27) into Eq.(23), one gets

$$S_{DBI} = -T_{D3} \int d^4x \sqrt{r_0^4 h(r_0) q(r_0) \sqrt{r_0^4 f(r_0) h(r_0) - (2\pi\alpha')^2 E^2}}.$$  

(28)

where $r = r_0$ is the location of the D3-brane. To avoid Eq.(28) being ill-defined,

$$r_0^4 h(r_0) f(r_0) - (2\pi\alpha')^2 E^2 \geq 0. \tag{29}$$

The critical field $E_c$ is obtained by

$$E_c = T_F r_0^2 \sqrt{f(r_0) h(r_0)}.$$  

(30)

In Eq.(30), one can see that the critical field is related to the magnetic field. By introducing a dimensionless parameter $\alpha \equiv \frac{E}{E_c}$, the total potential $V_{tot(\perp)}$ is

$$V_{tot(\perp)} = V_{(CP+SE)(\perp)} - E x_{\perp}$$

$$= 2T_F a r_0 \int_1^{\frac{1}{\alpha}} dy \frac{y^2 \sqrt{f(r) h(r)}}{\sqrt{y^4 f(r) h(r) - f(r_c) h(r_c)}}$$

$$- \frac{2T_F a r_0}{a} \int_1^{\frac{1}{\alpha}} dy \frac{\sqrt{f(r_0) h(r_0) \sqrt{f(r_c) h(r_c)}}}{y^2 \sqrt{f(r) h(r) [y^4 f(r) h(r) - f(r_c) h(r_c)]}}. \tag{31}$$

B. Parallel to the magnetic field

We consider the test particle pairs separated in the $x_3$-direction which means the particle pairs are parallel to the magnetic field. The coordinates are parameterized by

$$t = \tau, \quad x_3 = \sigma, \quad x_1 = x_2 = 0, \quad r = r(\sigma). \tag{32}$$
FIG. 1. The separate length $x$ versus the parameter $a$. (a) for $T = 0$, $B = 0$, (b) for $T = 0.1 \, GeV$, and (c) for $T = 0.15 \, GeV$. The red line, black line, blue line in (b) and (c) denote $B = 0.05 \, GeV^2$, $0.1 \, GeV^2$, $0.15 \, GeV^2$, respectively. The solid line in (b) and (c) indicates the particle pair is parallel to the magnetic field direction, and the dashed line is perpendicular to the magnetic field direction.

By repeating the previous calculation, one can get the separate length $x_{\parallel}$

$$x_{\parallel} = \frac{2}{ar_0} \int_1^\frac{1}{2} dy \frac{1}{y^2 \sqrt{f(r)q(r)} \left[y^4 \frac{f(r)q(r)}{f(r_c)q(r_c)} - 1\right]}.$$  \hspace{1cm} (33)

The separate length $x$ versus the parameter $a$ is plotted in Fig. 1 and Fig. 2. First, we note that there are two possible U-shape string configurations same as heavy quark
FIG. 2. The separate length $x$ versus the parameter $a$ for different temperature. The red line, black line, blue line denote $T = 0.1 \text{ GeV}$, $0.15 \text{ GeV}$, $0.2 \text{ GeV}$, respectively. (a) for $B = 0.05 \text{ GeV}^2$, (b) for $B = 0.1 \text{ GeV}^2$, and (c) for $B = 0.15 \text{ GeV}^2$. The solid line indicates the particle pair is parallel to the magnetic field, and the dashed line is perpendicular to the magnetic field.

The U-shape string remains unchanged at vanishing temperature for all separate distance, while the U-Shape string exists only at large $a$ and become unstable at small $a$ for finite temperature case. So, we need take the stable branch, corresponding to large values of $a$ in the potential analysis. In our numerical computation, we set $T_F$ and $r_0$ as constants for simplicity. Next, from these two pictures, we can see that the maximum
value of distance is decreasing with the increasing temperature and magnetic field. In some sense, we infer that Schwinger effect happens easily at large temperature and magnetic field. When particle pairs are transverse to the magnetic field at high temperature, the effect of the magnetic field on the separate length is almost same as the parallel case. It indicates the high temperature may reduce the anisotropic effect induced by the magnetic field. To further confirm that point of view, we need to study the total potential.

The the sum of the Coulomb potential and static energy at the finite temperature in the magnetized background is

$$\begin{align*}
V_{(C_{P}+SE)(\parallel)} &= 2T_{F}ar_{0}\int_{1}^{\frac{1}{2}} dy \frac{y^{2}\sqrt{f(r)q(r)}}{\sqrt{y^{4}f(r)q(r) - f(r_{c})q(r_{c})}}.
\end{align*}$$

The the total potential $V_{tot}(\parallel)$ can be obtained as

$$\begin{align*}
V_{tot}(\parallel) &= V_{(C_{P}+SE)(\parallel)} - Ex_{\parallel} \\
&= 2T_{F}ar_{0}\int_{1}^{\frac{1}{2}} dy \frac{y^{2}\sqrt{f(r)q(r)}}{\sqrt{y^{4}f(r)q(r) - f(r_{c})q(r_{c})}} - \frac{2T_{F}ar_{0}}{a}\int_{1}^{\frac{1}{2}} dy \frac{\sqrt{f(r_{0})h(r_{0})\sqrt{f(r_{c})q(r_{c})}}}{y^{2}\sqrt{f(r)q(r)[y^{4}f(r)q(r) - f(r_{c})q(r_{c})]}}.
\end{align*}$$

The shapes of the total potential $V_{tot}$ with respect to the separate length $x$ for various $\alpha$ are plotted in Fig. 3. We can find that the potential barrier decreases with the external electric-field increasing and will vanish at a critical field. When $\alpha < 1$, the potential barrier is existent and the pairs production can be explained by the tunneling process. When $\alpha > 1$, the particles are easier to produce as the external electric-field increases. The vacuum becomes unstable extremely and the production of the pairs are explosive. The result agrees with the shapes of the potential for various values of $E_{c}$ in [11].

The effect of the magnetic field on the total potential is studied in Fig. 4. It is found that the potential barrier decreases with the magnetic field increasing. From Eq.(30), one can find that the magnetic field reduces the critical electric field $E_{c}$ by numerical analysis. The magnetic field decreases the potential barrier and enhances the Schwinger effect. When particle pairs are transverse to the magnetic field, the effect of the magnetic field on the Schwinger effect is slightly larger than parallel case.
FIG. 3. The total potential $V_{tot}$ with respect to the separate length $x$ with $T = 0.1$ GeV. The red line, black line, blue line, green line denote $\alpha = 0.8, 0.9, 1.0, 1.1$, respectively. (a) for $B = 0.05$ GeV$^2$ and (b) for $B = 0.15$ GeV$^2$. The solid line indicates the particle pair is parallel to the magnetic field, and the dashed line is perpendicular to the magnetic field.

In [16, 24] the magnetic field perpendicular and parallel to the electric field has been discussed and found $E_c$ increases with $B_\perp$. This result is different of our work. The reasons for the inconsistence between the two methods may be caused by the different ways of turning on the magnetic field. In this paper, the magnetic field may affect the geometry of background and we expect it could give us some inspiration in studying the Schwinger effect in a magnetized system.

The relationship between the total potential and the temperature is analyzed in Fig. 5. One can see that the potential barrier decreases with the temperature increasing. It is found that the temperature also reduces the critical electric field $E_c$ by numerical analysis and the temperature enhances the Schwinger effect. When particle pairs are transverse to the magnetic field, the effect of the magnetic field on the the Schwinger effect is slightly larger than the parallel case. The difference between the transverse case and the the parallel case decreases with the temperature increasing. It indicates the high temperature may reduce the anisotropic effect induced by the magnetic field.
FIG. 4. The total potential $V_{tot}$ against the separate length $x$ with $\alpha = 0.8$ for the different magnetic fields. The black line denotes $B = 0.05 \text{ GeV}^2$ and the red line indicates $B = 0.15 \text{ GeV}^2$. (a) for $T = 0.1 \text{ GeV}$ and (b) for $T = 0.15 \text{ GeV}$. The solid line indicates the particle pair is parallel to the magnetic field, and the dashed line is perpendicular to different magnetic field.
FIG. 5. The total potential $V_{\text{tot}}$ against the separate length $x$ with $\alpha = 0.8$ for different temperature. The black line denotes $T = 0.1 \text{ GeV}$ and the red line indicates $T = 0.15 \text{ GeV}$. (a) for $B = 0.1 \text{ GeV}^2$ and (b) for $B = 0.15 \text{ GeV}^2$. The solid line indicates the particle pair is parallel to the magnetic field, and the dashed line is perpendicular to the magnetic field.

IV. CONCLUSION AND DISCUSSION

In this paper, we study the potential analysis in the 5-dimensional Einstein-Maxwell system with the magnetic field which corresponds to the RHIC and LHC magnetic field range. Since the heavy ion collisions at RHIC and LHC experiments produce strong electromagnetic fields. The strong magnetic fields may provide some different views for the vacuum structure and we expect that the Schwinger effect could be observed through the heavy-ion collisions.

The separate length between test particle pairs by using a probe D3-brane at a finite radial position were discussed in this article. We consider the test particle pairs both transverse to the magnetic field and parallel to the magnetic field. We also found that the separating length $x$ decreases with the magnetic field and the temperature increasing, which is expected to be a signal of enhancing the Schwinger effect.

We calculated the critical electric field via the DBI action and derived the formula of the
total potential so that we can perform the potential analysis in the magnetized background. It is found that both the magnetic field and the temperature reduce the potential barrier and enhance the Schwinger effect. That means the magnetic field and the temperature increases the production rate of the real particle pairs. In addition, when particle pairs are transverse to the magnetic field, the effect of the magnetic field on the Schwinger effect and the separate length is slightly larger than the parallel case. The difference between the transverse case and the the parallel case is smaller at high temperature. The high temperature may reduce the anisotropic effect induced by the magnetic field.

We expect that the Schwinger effect in the magnetized background could provide some inspiration of QCD with a strong electric field. Moreover, the production rate in the Einstein-Maxwell-dilaton system in a holographic QCD model may be worth to be investigated [46–49]. We hope to report in these directions in future.

ACKNOWLEDGMENTS

This work is in part supported by the NSFC Grant Nos. 11735007, 11890711.

REFERENCES

[1] J. S. Schwinger, Phys. Rev. 82, 664 (1951).
[2] I. K. Affleck and N. S. Manton, Nucl. Phys. B194, 38 (1982).
[3] E. S. Fradkin and A. A. Tseytlin, Nucl. Phys. B261, 1 (1985).
[4] C. Bachas and M. Porrati, Phys. Lett. B296, 77 (1992).
[5] J. M. Maldacena, Int. J. Theor. Phys. 38, 1113 (1999).
[6] S. S. Gubser, I. R. Klebanov, and A. M. Polyakov, Phys. Lett. B428, 105 (1998).
[7] E. Witten, Adv. Theor. Math. Phys. 2, 253 (1998).
[8] S.-J. Rey, S. Theisen, and J.-T. Yee, Nucl. Phys. B527, 171 (1998).
[9] G. W. Semenoff and K. Zarembo, Phys. Rev. Lett. 107, 171601 (2011).
[10] Y. Sato and K. Yoshida, JHEP 09, 134 (2013).
[11] Y. Sato and K. Yoshida, JHEP 08, 002 (2013).
[12] S.-J. Zhang and E. Abdalla, Gen. Rel. Grav. 48, 60 (2016).
[13] D. Kawai, Y. Sato, and K. Yoshida, Phys. Rev. D89, 101901 (2014).
[14] M. Ghodrati, Phys. Rev. D92, 065015 (2015).
[15] Y. Sato and K. Yoshida, JHEP 12, 051 (2013).
[16] K. Hashimoto, T. Oka, and A. Sonoda, JHEP 06, 001 (2015).
[17] J. Sadeghi, B. Pourhassan, S. Tahery, and F. Razavi, Int. J. Mod. Phys. A32, 1750045 (2017).
[18] K. Bitaghisti Fadafan and F. Saiedi, Eur. Phys. J. C75, 612 (2015).
[19] L. Shahkarami, M. Dehghani, and P. Dehghani, Phys. Rev. D97, 046013 (2018).
[20] W. Fischler, P. H. Nguyen, J. F. Pedraza, and W. Tangarife, Phys. Rev. D91, 086015 (2015).
[21] L. Zhang, D.-F. Hou, and J. Li, Eur. Phys. J. A54, 94 (2018).
[22] Z.-q. Zhang, Nucl. Phys. B935, 377 (2018).
[23] S. Bolognesi, F. Kiefer, and E. Rabinovici, JHEP 01, 174 (2013).
[24] Y. Sato and K. Yoshida, JHEP 04, 111 (2013).
[25] Z.-q. Zhang, C. Ma, D.-f. Hou, and G. Chen, Annals Phys. 382, 1 (2017).
[26] Z.-q. Zhang, D.-f. Hou, and G. Chen, Eur. Phys. J. A53, 51 (2017).
[27] D. D. Dietrich, Phys. Rev. D90, 045024 (2014).
[28] K. Hashimoto, T. Oka, and A. Sonoda, JHEP 06, 085 (2014).
[29] X. Wu, JHEP 09, 044 (2015).
[30] J. Ambjorn and Y. Makeenko, Phys. Rev. D85, 061901 (2012).
[31] S. Chakrabortty and B. Sathiapalan, Nucl. Phys. B890, 241 (2014).
[32] V. Voronyuk, V. D. Toneev, W. Cassing, E. L. Bratkovskaya, V. P. Konchakovski, and S. A. Voloshin, Phys. Rev. C83, 054911 (2011).
[33] A. Bzdak and V. Skokov, Phys. Lett. B710, 171 (2012).
[34] V. Skokov, A. Yu. Illarionov, and V. Toneev, Int. J. Mod. Phys. A24, 5925 (2009).
[35] W.-T. Deng and X.-G. Huang, Phys. Rev. C85, 044907 (2012).
[36] D. She, S.-Q. Feng, Y. Zhong, and Z.-B. Yin, Eur. Phys. J. A54, 48 (2018).
[37] E. D’Hoker and P. Kraus, JHEP 03, 095 (2010).
[38] K. A. Mamo, JHEP 05, 121 (2015).
[39] D. Li, M. Huang, Y. Yang, and P.-H. Yuan, JHEP 02, 030 (2017).
[40] D. Giataganas and H. Soltanpanahi, Phys. Rev. D89, 026011 (2014).
[41] S. I. Finazzo, R. Critelli, R. Rougemont, and J. Noronha, Phys. Rev. D94, 054020 (2016).

[42] Z.-R. Zhu, S.-Q. Feng, Y.-F. Shi, and Y. Zhong, Phys. Rev. D99, 126001 (2019).

[43] B. Zwiebach, A first course in string theory (Cambridge University Press, 2004).

[44] P. Colangelo, F. Giannuzzi, and S. Nicotri, Phys. Rev. D83, 035015 (2011).

[45] X. Chen, S.-Q. Feng, Y.-F. Shi, and Y. Zhong, Phys. Rev. D97, 066015 (2018).

[46] O. DeWolfe, S. S. Gubser, and C. Rosen, Phys. Rev. D83, 086005 (2011).

[47] Y. Yang and P.-H. Yuan, JHEP 11, 149 (2014).

[48] X. Chen, D. Li, D. Hou, and M. Huang, (2019), arXiv:1908.02000.

[49] X. Chen, D. Li, and M. Huang, Chin. Phys. C43, 023105 (2019).