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Abstract

The workhorse of atomic physics, quantum electrodynamics, is one of the best tested theories in physics. However, recent discrepancies have shed doubt on its accuracy for complex atomic systems. To facilitate the development of the theory further we aim to measure transition dipole matrix elements of metastable helium (He*) (the ideal 3 body test-bed) to the highest accuracy thus far. We have undertaken a measurement of the ‘tune-out wavelength’ which occurs when the contributions to the dynamic polarizability from all atomic transitions sum to zero; thus illuminating an atom with this wavelength of light then produces no net energy shift. This provides a strict constraint on the transition dipole matrix elements without the complication and inaccuracy of other methods.

Using a novel atom-laser based technique we have made the first measurement of the tune-out wavelength in metastable helium between the $3^3P_{1,2,3}$ and $2^3P_{1,2,3}$ states at 413.07(2)nm which compares well with the predicted value of 413.02(9). We have additionally developed many of the methods necessary to improve this measurement to the 100fm level of accuracy where it will form the most accurate determination of transition rate information ever made in He* and provide a stringent test for atomic QED simulations. We believe this measurement to be one of the most sensitive ever made of an optical dipole potential, able to detect changes in potentials of $\sim 200pK$ and is widely applicable to other species and areas of atom optics.
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Introduction

1.1 QED—‘The Jewel of Physics’

The workhorse of modern atomic physics—quantum electrodynamics (QED)—is one of the most widely tested theories in physics, producing predictions that are remarkably accurate. Based on early research by Paul Dirac in 1920 to understand the dynamics of absorption and emission in atomic systems, it was later expanded to unite quantum mechanics with special relativity to describe in detail the interaction of light and electrically charged particles. Although initial calculations were at odds with experiment [4], the work of Hans Bethe in 1947 paved the way to producing accurate predictions of experiments through an ingenious process, known as renormalization. Following decades of work, J. Schwinger, R. Feynman, and S. Tomonaga were awarded the 1965 Nobel Prize in physics for producing a self-consistent theory that allowed observables to be rigorously calculated. This spurred a metrology race between theory and experiment to produce more accurate predictions and measurements of various QED phenomena that has continued to the present day.

Excellent agreement with QED theory has been demonstrated for a number of phenomena including the anomalous magnetic dipole moment [5], Lamb shift [6], positronium lifetime [7], and measurements in our own group of metastable helium [1] atomic lifetimes [8]. Advances in QED not only provide utility in atomic physics; using the template developed in QED, quantum chromodynamics (QCD) was developed, describing the interactions between quarks and gluons through the strong force. Able to provide accurate predictions in atomic regimes from chemistry and biology [9] to astrophysics [10] and star evolution [11], it is an invaluable scientific tool. Such was the success of QED that Richard Feynman gave it the title ‘the jewel of physics’.

In the quest to test QED at new extremes the ‘proton size puzzle’ emerged. Here the size of the proton measured from muonic hydrogen spectroscopy [12, 13] disagrees significantly (7 standard deviations [2]) with that measured in traditional electron scattering experiments. In muonic spectroscopy the electron in hydrogen is replaced with a muon (an elementary particle with the same charge as an electron but a mass 200 times heavier), causing a shift in the energy levels of the atom which can be used to measure the size of the proton. This discrepancy with the prediction of QED has as yet defied any convincing explanation, and has inspired a new metrology race to test QED in more complex systems [14, 15]. In particular helium, which provides an ideal 3-body testbed [2] where advanced spectroscopy and future muonic tests [6] hope to illuminate the problem further.

---

1 A highly exited state of helium with a long lifetime, see section 2.5.
2 One in $2.5 \cdot 10^{12}$ chance of being a purely statistical fluctuation.
1.2 Measurement

While helium energy level measurements performed in the past to test QED predictions have come to agreement at fractional uncertainty of $10^{-9}$ \[^{[16]}\], both theory and experiment have not exceeded far beyond $10^{-4}$ \[^{[17]}\] for transition matrix elements. These describe how the multiple energy levels\[^{[3]}\] of an atom interact, and are far more sensitive to subtle effects in QED (such as relativistic, compound nucleus and finite mass effects). In order to challenge QED further, we will attempt to constrain transition matrix elements of metastable helium to the highest accuracy thus far. By then comparing with high precision calculations, which can be done to far greater accuracy than in more complex atoms, we may put QED to a further stringent test.

Traditionally these experimental values would have been derived from lifetime measurements of an excited atomic state. This approach is practically limited in accuracy to the $10^{-3}$ level \[^{[18]}\]. Furthermore if multiple transitions exist then the relative strength of each (branching ratios) must also be determined, severely limiting the accuracy of the method. The energy level shift an atom experiences in an applied light field as a function of wavelength (AC Stark Shift) has also been used; however as the shift is in direct proportion to the light field intensity any uncertainty here directly translates to the measurement uncertainty and has so far been limited to the $10^{-3}$ level \[^{[19]}\].

To overcome this limitation we will measure the helium tune-out wavelength, which occurs when the energy level shifts (AC Stark Shifts) of the ground state from each atomic transitions sum to zero, thus illuminating an atom with this wavelength of light produces no net energy shift. Thus it provides substantial information on the dynamic polarizability of the atom, and in turn transition matrix elements with far less uncertainty than other methods. This is due to measuring a zero effect which only requires a stable light intensity, not accurate knowledge thereof. This accuracy in determining transition matrix elements makes it an excellent test of QED in atomic systems. Towards this end have measured the 413nm tune-out wavelength from the metastable $2^3S_1$ state to between the $3^3P$ and $2^3P$ transitions, which is expected to be sensitive to finite mass and relativistic effects \[^{[2]}\]. A measurement here with an relative uncertainty of $2 \cdot 10^{-7}$ (100fm) would translate to the most precise measurement of a transition matrix element ever made for helium \[^{[2]}\], and would challenge QED atomic structure theory at the $10^{-6}$ level.

1.3 Experiment

The process to measure a tune-out wavelength is relatively straight forward. First one must measure the small ground state energy level shifts experienced by the atoms in the presence of a light field around the tune-out wavelength. By then minimizing the measured shift by changing the wavelength of the applied light field we produce a measurement of the tune-out wavelength. A key concern is the energy scale of these shifts are often more than ten orders of magnitude less than the thermal energy of atoms at room temperature making a measurement all but impossible. To make a reasonable measurement then requires the coldest possible atoms. Our metastable helium (He*) Bose Einstein Condensate (BEC) facility is uniquely suited to this task. Here the atomic species of interest can be studied at temperatures of a few millionths of a degree kelvin allowing for a high sensitivity.

While measuring the He* tune-out wavelength to an accuracy where it will challenge QED atomic structure theory is a long term goal of the group, such a significant task is beyond the

\[^{[3]}\] Atomic energy levels will be used herein to refer to energy eigenstates.
scope of an honours project. The goal of this project was to make the first measurement of the tune-out wavelength in metastable helium in order to develop techniques and expertise to eventually reach this long term goal. This first measurement will also serve to motivate further theoretical work to produce a more accurate prediction of the tune-out wavelength.

1.4 Overview

In chapter 2 we will examine the theory of QED, atomic polarizability and laser cooling in order to understand the motivation and methodology of such a measurement. Following this chapter 3 gives a overview of the experiment. Then the additions to it needed for this work are detailed in chapter 4. In particular the implementation of a new laser system (section 4.1), an alignment technique for small potentials (subsection 4.1.1) and a novel atom laser based potential measurement technique (subsection 4.2.1). This work culminates in chapter 5 with the first measurement of the 413nm tune-out wavelength in metastable helium with a focus on possible errors (section 5.3). Finally we conclude by examining the implications of this measurement in chapter 6 with particular attention on higher precision measurements to be undertaken in future work (section 6.1).
Chapter 2

Background Theory and Literature

2.1 QED and Atomic Structure theory

Quantum electrodynamics (QED) is the description of charged particles and electromagnetism in a way that is consistent with quantum mechanics and relativity. While quantum mechanics gives the physics of the small and special relativity gives the physics of the very fast the two meet in the realm of atomic physics. The accurate description of which has motivated much of 21st century physics by providing a stringent testing ground for fundamental physical theories regarding light and matter.

A great deal of progress has been made from the first predictive model of the atom, with each iteration adding another layer to our model to improve consistency with experimental results. The first of these was the Bohr model which dictated that electrons orbit the nucleus of an atom with angular momenta in integer multiples (n=1,2,3...) of the reduced Plank constant ($\hbar$) \[20\]. Next came quantum mechanics to explain the non-uniform spacing of these levels with non relativistic solutions to the Schrödinger equation for a simple charged particle model \[21, 22\]

\[ i\hbar \frac{\partial}{\partial t} \Psi = \hat{H} \Psi. \]  

(2.1)

These solutions define the modern spectroscopic notation and the beginning of modern atomic physics where energy levels correspond to electronic wave-function solutions. In a manner analogous to the three body problem, we must now give up the the hope for exact solutions for all but the most basic (hydrogen) of systems. By using the previously discarded Dirac equation it was possible to produce a version of quantum mechanics that was Lorentz invariant and thus compatible with relativity. When applied to atomic physics this relativistic formulation allowed the fine structure of an atom to be reproduced through inclusion of spin-orbit coupling, relativistic kinetic energy and the zitterbewegung of charges.

However two problems remained. First if one used Fermi’s golden rule to calculate the decay rate of an exited state into the ground state the calculation would yield zero. This calculated infinite lifetime was directly contrary to observation. Secondly there was a small discrepancy between predictions and observations of the energy levels of a hydrogen atom. In particular the Dirac equation predicted that the $^2S_{1/2}$ and $^2P_{1/2}$ orbitals should have the same energy while experiments showed a small difference (about 1000MHz) \[4\]. These discrepancies were only resolved with a full description of the quantised nature of light and charged particles, in particular the interaction between them, known as a Quantum Field Theory which treats particles of light and matter as an excitation on an underlying physical field. The first of

\[1\] Given for a initial state $i$ and final state $f$ by $T_{i \rightarrow f} = \frac{2\pi}{\rho} |\langle f | i \rangle|^2$ where $\hat{H}$ is the interaction Hamiltonian and $\rho$ is the density of states \[23\].
this kind of theory was Dirac’s work ‘Emission and Absorption of Radiation’ \[23\] where he used perturbation theory to solve for the interaction between a canonical quantised classical electromagnetic field and an atom. The true brilliance here was the ability to create and destroy a photon through emission or absorption. This was refined by Fermi to produce a theory that was able to describe a continuum of emission in a relativistic manner and hope was given to the idea that with a proper treatment one could unite quantum mechanics and relativity to explain the interaction of charged particles and light. However disaster struck when Bloch \[24\] showed that under higher orders in perturbation theory the self energy of an electron diverged to infinity. Inspired by previous non-relativistic work, Tomonaga, Schwinder, Feynman, Dyson were able to realize that this obviously non-physical result was primarily a mistake in the interpretation of the theory \[25\]. The properties of particles measured in experiments are not the bare mass and charge but in fact the dressed parameters corresponding to the mass and charge after self and vacuum interactions to all orders. This process is known as on-shell renormalization \[25, 26\]. Combined with a process of regularization to predict experimental parameters from calculations QED was now able to accurately predict reality.

By using the newly renormalized QED the problems of the Lamb shift and spontaneous emission were realized to be entirely due to interactions with the vacuum. This is best explained by the electric field of the vacuum having a vanishing expectation value \((\langle E \rangle = 0)\) but a non zero variance \((\langle (\Delta E)^2 \rangle \neq 0)\) \[27\]. The development of QED has led directly to other areas of physics such as the creation of quantum chromodynamics (QCD) describing the interaction of quarks and gluons. Further developments also lead to the unification of electromagnetism and the weak interaction into a single electroweak force at large energies. The elegance of the theory and its unparalleled ability to produce meaningful experimental results has made QED the tool of atomic physicists to this day.

### 2.1.1 Precision Tests

The success of QED in the 1970’s led to a meteorology race in physics between the theoretical calculation and the experimental measurements of various parameters which has continued up to the current day \[14\]. As with any theory QED cannot predict parameters ‘ab-initio’, one must input measured physical constants in order to produce predictions or conversely use measurements to produce a measure of some physical constant. Thus one does not test the theory directly but the consistency of the predictions and results of experiments spanning a wide range of fields \[15\]. As QED is not a theory that can be solved exactly any relation of the above must be calculated to some finite order in perturbation theory along with any approximations made giving a ‘theoretical’ error. For simple systems modern mathematical techniques and computation can keep this well below the ‘physical’ uncertainties for simple systems. However when complex systems are involved such as atoms of Rb, Cs, K (often used in precision tests) the problem becomes far more difficult and more approximations must be made.

The most important physical constant in QED is the fine structure constant. While originally used in the Bohr model of the atom, in QED it gives the coupling constant between photons and electrons. It may be expressed as the combination of many physical constants however the most common is simply:

\[
\alpha_{\text{fine}} = \frac{1}{4\pi\epsilon_0} \frac{e^2}{\hbar c}.
\]

To avoid confusion with the dynamic polarizability \((\alpha(\omega))\) later in this chapter the fine structure
constant will always be addressed with the fine subscript. Its value is most often quoted as the reciprocal for historical reasons the CODTA \([28]\) value of which is

\[ \alpha^{-1}_{\text{fine}} = 137.035999074(44) \]

(2.3)

with a fractional uncertainty of \(0.32 \cdot 10^{-9}\). Its prevalence in QED means that at some order almost all processes depend on its value and often tests in simple systems are evaluated by comparing the derived fine structure constant. An accurate determination of this constant is a long-standing goal of experimental physics as it would allow for more precise theoretical predictions for complex systems. A excellent review of the current state of the art experiments for determining \(\alpha_{\text{fine}}\) can be found in \([14, 29]\).

Currently the most precise value of the fine structure constant comes from the Harvard group’s measurement of the anomalous magnetic dipole moment at a relative uncertainty in the derived fine structure constant \(\alpha^{-1}_{\text{fine}}\) of \(0.37 \cdot 10^{-9}\) \([5, 7, 30]\). Here a single electron is confined in a cryogenic penning trap, by measuring the ratio of spin and cyclotron frequencies an accurate determination of the magnetic moment and in turn the fine structure constant can be made. Further analysis of the Harvard result was performed by \([31]\) using high order QED and other contributions enabling the uncertainty to be reduced to \(0.25 \cdot 10^{-9}\). While this measurement is sufficient for almost all applications we cannot rely on a single experiment as unknown systematic shifts could lead to a large error.

The field of atom optics is no stranger to these high precision tests, in fact the next best measurement comes from a determination of the recoil velocity of rubidium 87 at a relative uncertainty of \(0.66 \cdot 10^{-9}\) \([32, 33]\). This was achieved by accelerating atoms with many photons (500) of momentum \((\hbar k)\) and measuring the resultant velocity. Then by expressing \(\alpha_{\text{fine}}\) in terms of the mass of an electron and a rubidium 87 atom an accurate measurement of the fine structure constant was performed. It must be stressed that while involving a highly complicated atom this test does not depend in any way on the internal structure of the atom only its total mass.

Further tests of the fine structure constant have also been undertaken in a wide range of simple systems such as positronium lifetime \([7]\) to measurements in our own group of metastable helium lifetimes \([8]\). Although these techniques fail to provide the precision of the above methods they give a good ‘sanity check’. The marked success here is the relative agreement of measurements from diverse methods which are entirely within their respective error bounds. This achievement is quickly overthrown in more complex atomic systems where there is a trend of disagreement in evidence.

Using the fine structure interval (energy difference of the \(2^3P_{0,1,2}\) states) in metastable helium was proposed as a way to measure the fine structure constant with a low limiting uncertainty. When measured by \([29, 34]\) it was discovered that two theoretical models for translating the measured interval to a value for \(\alpha_{\text{fine}}\) were both incorrect producing a significant disagreement with each other and established values. Attempts to reconcile theory with experiment has as yet failed with one author going as far as to conclude that his theoretical predictions ‘...disagree significantly with the experimental values, indicating an outstanding problem in bound state QED.’ \([35]\). While such a dramatic conclusion should be met with a degree of scepticism it certainly warrants investigation.

A further disagreement to emerge is known as the proton size puzzle. Here the radius of

\(^2\)Here brackets indicate the uncertainty, usual defined as the standard deviation, in the least significant digit.
a proton as measured by spectroscopy of muonic hydrogen differs by 7 standard deviations \[12, 36\] from that measured in traditional proton-electron scattering experiments. A (negative) muon (denoted \(\mu^-\)) is a fundamental particle with the same charge as an electron but 200 times more massive, and similarly to the electron also has a positive antiparticle (denoted \(\mu^+\)). Both are unstable decaying after 2.2\(\mu s\) into an electron, electron antineutrino, and a muon neutrino. In muon spectroscopy the negative version of the muon is produced in a particle accelerator, slowed and then used to replace an electron in a atom. The energy levels of this muonic atom are then measured using high speed spectroscopy before the muon decays. Using this technique the Lamb shift in muonic hydrogen \((p\mu^-)\) was measured and by using state of the art QED simulation the size of the proton was then extracted \[13\]. The large discrepancy between the muonic hydrogen spectroscopy and proton electron scattering measurements has as yet defied any convincing explanation. To shed light on the issue tests of muonic helium have been proposed \[6\] and will soon be carried out at the Paul-Scherrer-Institute in Switzerland \[36\].

Experiments measuring energy levels in metastable helium have also shown inconsistencies. Two experiments measuring the size of the nucleus disagree significantly with each other and theory. Here the change in an energy level between isotopes \((^3He\) and \(^4He\)) is measured and used to then calculate the size difference of the nucleus. Two groups have used separate transition wavelength measurements to this same end; one \[37\] measuring the \(2^3S_1 \rightarrow 2^1S_0\) transition at 1557nm and the other \[16\] measuring the \(2^3S_1 \rightarrow 2^3P_n\) transition at 1083nm coming to a disagreeing at four standard deviations from one another. Attempts to shed light on this discrepancy by indirectly measuring the ionization energy through a forbidden transition \((2^3S_1 \rightarrow 2^1P_1\) 887nm) produced further disagreement with theory \[38\].

These significant deviations of experiment from what is one of the best tested theories in physics is particularly worrisome. Two possibilities exist for this discrepancy \[35\].

(a) QED is fundamentally incomplete and only approximates reality.

(b) The techniques and approximations used in calculating parameters for many body systems are inaccurate.

From the excellent agreement in simple systems (b) is far more likely to be the cause of these discrepancies. This is little solace as theoretical calculations attempt to predict the error of their approximations by \(n^{th}\) order extrapolations \[14\], thus unknown errors are likely present. To rectify this simulations must be done with the minimum of approximations and compared with some high accuracy measurement. This provide an invaluable guide to what is or is not valid and to develop the theory to produce accurate predictions in these systems. High precision tests of QED in atomic systems have predominantly concerned the energy levels of the atom \[15\], neglecting the transition dipole matrix elements that describe the motion of electrons between them. Such a test would form a critical comparison of predictions in many body QED atomic theory.

### 2.2 Atomic Polarizability

One of the most difficult parameters to theoretically and experimental determine in atomic physics are the transition dipole matrix elements. While the energy level structure of helium determined by experiment and theory is in agreement below the \(10^{-9}\) level \[16\] the transition

\[^3\text{One in } 2.5 \cdot 10^{12}\ text{chance of being a purely statistical fluctuation.}\]
dipole matrix elements are only known at the $\sim 10^{-3}$ level [17]. The latter is arguably more important as it measures what atomic transitions are possible and at what rate they occur.

To accurately predict these values one must calculate the electronic wave-function of each atomic state with all the complexity of QED and then take the overlap integral of two states with the dipole operator (or any other relevant transition operator). This is a difficult theoretical and computational task although having an accurate model here would have tremendous implication to resolving discrepancies of QED in many body systems. Helium is the ideal test-bed for such a simulation as the three particles present allows for fewer approximations to be made, as would unavoidably need to be done for the far more complex alkali atoms. We aim to provide a stringent test to such a simulation by accurate measurement or constraints of the transition dipole matrix elements of helium.

Traditionally this would be done by populating some exited atomic state via an optical transition and then measuring the excited state population here as a function of time [18] giving the lifetime. While this gives the exited state lifetime, to calculate the transition dipole matrix elements the ratio of the decay into other states (or ‘branching ratio’) must also be known. This is then determined by measurement of population in all possible decay channel levels as a function of time. The combination of many population measurements which are themselves limited in accuracy means this method has been practically limited to the $10^{-3}$ level of accuracy in transition dipole matrix elements [18].

To go beyond this limit we can measure the transition dipole matrix elements using the change in atomic structure in presence of an applied electric field. While an atom may initially have no electric dipole moment; under the influence of an electric field one may be induced, causing the atom to be repelled from or attracted to that field. This process is known as polarization, the strength of which is dependent on the transition dipole matrix elements of the atom.

In order to develop a high precision measurement using this polarizability we will examine a simple atomic model using first order perturbation theory as in [40]. We define the polarizability $\alpha$ as the degree of production of the electric dipole moment $d$ in response to an electric field $\varepsilon$.

$$\langle d \rangle = \alpha \varepsilon$$  \hspace{1cm} (2.4)

The interaction Hamiltonian of some field with an atomic dipole is easily seen to be that of electron point charges with vector position $r$ relative to the nucleus

$$H' = -d \cdot \varepsilon = -\varepsilon \sum_j r_j \cdot \varepsilon.$$  \hspace{1cm} (2.5)

We can then approximate to a very good degree that the permanent dipole moment of an atom is negligible as only the parity violating weak force can cause atomic states to deviate from eigenstates of the parity operator. Given some periodic electric field with angular frequency $\omega$ applied in some direction with unit vector $v$ and magnitude $\varepsilon_0$ the interaction Hamiltonian is simply

$$H' = -d \cdot v \varepsilon_0 \sin(\omega t).$$  \hspace{1cm} (2.6)
Here we have neglected the quantization of light by assuming that the light field intensity is large compared to the photon energy. The original atomic state may be represented as combination of electronic eigenstates \( u_n \) with expansion coefficients \( a_n \) and energy \( E_n \) represented by

\[
\psi = \sum_n u_n a_n e^{-iE_n t/\hbar}.
\]  

(2.7)

The state mixing under this interaction Hamiltonian is then governed by the Schrödinger equation

\[
i\hbar \frac{\partial a_n}{\partial t} = \sum_k \langle n|H'|m \rangle a_k(t) e^{it(E_n-E_k)/\hbar}.
\]  

(2.8)

Given an initial pure state in state \( m \) such that \( a_n = \delta_{nm} \) for \( t = 0 \) we find the time dependence of \( a_n \) where \( n \neq m \) by integrating for some time with the Hamiltonian above

\[
a_n = \frac{\langle n|d \cdot v|m \rangle}{2\hbar} \left( \frac{e^{it((E_n-E_k)/\hbar+\omega)} - 1}{(E_n-E_k)/\hbar+\omega} + \frac{e^{it((E_n-E_k)/\hbar-\omega)} - 1}{(E_n-E_k)/\hbar-\omega} \right).
\]  

(2.9)

We then retrieve an expression for the initial state population \( a_m \) by substituting (2.9) in to (2.8). To simplify the extraction of the shift in energy of the initial state \( m \) we use \( a_m = e^{-it\delta E/\hbar} \) and take the expectation value over one isolation period \((\delta E/\hbar)\) in time

\[
\langle \Delta E \rangle = -\frac{\varepsilon^2_0}{4\hbar} \sum_{n\neq m} \left( \frac{1}{(E_n-E_m)/\hbar+\omega} + \frac{1}{(E_n-E_m)/\hbar-\omega} \right) |\langle n|d \cdot v|m \rangle|^2.
\]  

(2.10)

The term here of \( |\langle n|d \cdot v|m \rangle|^2 \) describes possibility of a transition from state \( m \) to \( n \) through an electric dipole transition and is known as a transition dipole matrix element. Comparing Equation 2.10 with the form of the energy of an induced dipole in some electric field \( \varepsilon \)

\[
\Delta E = -\frac{\varepsilon^2}{2\hbar} \alpha\langle \varepsilon^2 \rangle,
\]  

(2.11)

we may then find the polarizability of the atom in state \( m \) as a function of the frequency of the driving field

\[
\alpha(\omega) = \sum_{n\neq m} \frac{2(E_n-E_m)}{(E_n-E_m)^2 - (\hbar\omega)^2} |\langle n|d \cdot v|m \rangle|^2.
\]  

(2.12)

A shorthand is to define the oscillator strength as a more convenient form to express the transition dipole matrix elements

\[
f_{kl}^i = \frac{2m_e(E_k-E_l)}{e^2\hbar^2} |\langle k|d \cdot i|l \rangle|^2.
\]  

(2.13)

The values of these oscillator strengths are either predicted using a simulation of the electronic eigenstates of the atom or are measured in experiments. This gives a compact expression for the polarizability of an atom in state \( m \) with an applied oscillating electric field of frequency \( \omega \).

\[
\alpha(\omega) = \frac{e^2}{m_e} \sum_{n\neq m} \frac{f_{nm}^\nu}{\omega_{nm}^2 - \omega^2}.
\]  

(2.14)

This shift in the energy level of the atom is known as the Stark shift and when \( \omega \) is comparable to the transition frequencies of an atom is known as the AC Stark shift.\(^7\) For a simple

---

\(^7\) For static fields where \( \omega = 0 \) this is known as the DC stark shift.
two level atomic system it can been from [Equation 2.14] and [Equation 2.11] that applying a elec-
tric field with frequency greater than the transition between levels (blue detuned) produces an 
increase in the ground state energy while a lower frequency (red detuned) produces a decrease 
(see Figure 2.1). In most atomic systems this oscillating electric field in the form of a coherent 
light field provided by a laser. The atom also experiences a shift in the excited state energy in 
the opposite direction (see 2.1) due the now negative $(E_n - E_m)$ term in the oscillator strength. 
The energy level shift of the atom then depends on which electronic state it occupies, for further 
treatment we assume it is in the ground state.

By using a red-detuned laser beam an attractive potential can be made from the decrease in 
the ground state energy of the atom which may be used to confine atoms with a low temperature, 
known as a Optical Dipole Trap (ODT) or alternatively a Far Off-Resonance Trap (FORT) [41]. Neglected in the above theory is the excitation and subsequent emission of a photon that 
produces a scattering force which dominates the atoms behaviour near a transition, for this 
reason almost all dipole traps are operated with many THz of detuning from any transitions 
where the scattering effect is negligible. We will assume this condition for the rest of the section.

In reality atoms are never as simple as a two level system, instead the polarizability is com-
prised of the sum over all possible transitions (see [Equation 2.14]). If the electric field frequency 
is in-between two transitions then the contributions from each transition are of opposite sign 
and the net polarizability is reduced. An excellent example of this effect is seen in [Figure 2.2].

If we aim to test predictions of the oscillator strengths (and in turn transition dipole matrix 
elements) then the most obvious approach would be to simply apply some probe beam and 
measure the energy level shift of the atom to give the polarizability $\alpha(\omega)$ as a function of $\omega_{\text{probe}}$ 
and fit for the oscillator strength. However, this suffers from serious practical limitations giving 
rise to significant errors, the greatest of which is the inability to independently measure intensity 
at the atomic sample, thus only the relative polarizability could be determined. Additionally 
producing a linear measurement of polarizability over many orders of magnitude is beyond the 
realm of most techniques. Finally lasers tend to have fairly limited frequency ranges compared
to transition spacings, thus this measurement would require multiple laser systems and in turn be impractically expensive.

These limitations are overcome by measuring the point between two atomic transitions where the dynamic polarizability crosses zero, going from net repulsive to net attractive. If one measures the position of this crossing then the value is not affected by non-linearity, additionally the intensity only determines the slope of this crossing so merely stability in the applied beam is needed. This is known as the tune-out wavelength\(^9\), this is defined by the wavelength when contributions to the polarizability from all transitions sum to zero. Thus applying a laser with this frequency to the atoms would cause no potential shift and in turn no force ‘tuning out’ the dipole interaction

\[
0 = \frac{e^2}{m_e} \sum_{n \neq m} \frac{f^i_{nm}}{\omega^2_{nm} - \omega^2}.
\] (2.15)

The behaviour about this zero can then approximated by a first order Taylor expansion as seen in Figure 2.2. While zero does not provide a direct measurement of the transition dipole matrix elements it provides a constraint that can be very far more accurately determined. By combining multiple tune-out measurements a multi point constraint can then be put on any predictions of the transition matrix elements from QED simulations\(^9\). Additionally in

---

8To first order in perturbation theory as derived above this crossing is intensity independent, however to higher orders a small dependence arises known as Hyperpolarizability which will be negligible throughout this work.

9Also known as a Magic-zero wavelength, not to be confused with a ‘magic wavelength’ used in atomic clocks.
a system where two transitions dominate the polarizability it can be used to determine the relative strengths of the transitions far more accurately than other methods [42]. The name tune-out comes from the original proposal for a multi-species optical lattices where one can create a potential that would ‘tune-out’ for one species due to the vanishing polarizability [43] thus allowing independent manipulation. Tune-out wavelengths were quickly identified as a high precision test of atomic physics. The most accurate measurement to date is by [44, 45] using an atomic beam interferometer to determine a tune-out wavelength for potassium atoms at 768.9712(15)nm. To perform a tune-out measurement a probe beam is applied to atoms of interest and the resulting energy shift measured, the wavelength of the probe beam is then varied a small distance around this tune-out wavelength and a linear regression used to find the zero point. In most measurements it is the sensitivity to this energy shift that is the limiting factor in measurement and as this varies between tune outs distinct measurements cannot be easily compared.

Further all tune-out wavelength measurements are not equally valuable for testing QED, some are well determined by simple oscillator strength ratios while others are sensitive to hard-to-model relativistic corrections and vacuum interactions. To this end J. Mitroy and L. Tang [2] have produced a calculation of the tune-out wavelengths in helium which shows that the tune-out between the $3^3P_{1,2,3}$ and $2^3P_{1,2,3}$ from the $2^3S_1$ ground state at 413.02(9)nm (see Figure 2.2) can provide an excellent test of these more interesting phenomena. Additionally they set out a criteria that a measurement here at the 100flm$^{10}$ level of accuracy ‘... would constitute the most precise measurement of transition rate information ever made for helium’. The gradient of the polarizability with detuning about the tune-out wavelength is also given such that we can determine the potential sensitivity needed to correspond to a given wavelength uncertainty.

---

$^{10}$Some common units for wavelength : 1 nanometer=1nm = $10^{-9}m$, 1 picometer= 1pm = $10^{-12}m$, 1 femtometer = 1fm = $10^{-15}m$. 

15
Converted into SI units for potential this is given as:

$$\frac{U(\omega)}{\Delta \lambda} = 5.9 \times 10^{-39} \frac{Jm^2}{nmTOW} = 2.8 \times 10^{-16} \frac{Km^2}{nmTOW}$$  \hspace{1cm} (2.16)

the units are energy (joules on the left and kelvin on the right) per (intensity times detuning in nanometers). It should be noted that here a beam red-detuned from the tune out is repulsive while a blue-detuned one is attractive opposite to the case about a transition. To provide a frame of reference for this potential an irradiance of $\sim 10^8 Wm^{-2}$ is a reasonable for a focused beam, at 1pm detuning (a tenth of the accuracy in the criteria above) this would give a potential of a mere $28pK$. By any standard this is a remarkably small potential to measure with an experimental apparatus. To provide any hope of detection we require some of the coldest atoms in the universe, a million times colder than interstellar space.

2.3 Ultra-Cold Atoms

In our metastable helium (He*) Bose Einstein condensate (BEC) apparatus we routinely produce ultra cold atomic clouds below 1$\mu$K by combining laser and evaporative cooling. This allows the minuscule potentials described above to be detected through more comparable energy scales. The near elimination of (the otherwise significant $\sim pm$) Doppler broadening and the high density ($\sim 10^{21}m^{-3}$)/purity($\approx 1$) of metastable helium in our apparatus make it well suited to performing this measurement. These atoms are cooled to such extremes in order to reach a unique state of matter known as a Bose Einstein condensate the study which is an active field of research in and of itself. Four our purposes it forms the ideal measurement tool though its thermal statistics and coherence. In order to understand the apparatus used we will briefly examine the theory of laser cooling and BEC’s. Futher detail can be found in [40, 46, 47].

2.4 Laser Cooling

Reaching ultra-cold ($\sim \mu K$) temperatures would not be possible without laser cooling which can decrease the temperature of a gas of atoms orders of magnitude with a relatively simple laser system. While in the previous section we have focused on the dipole force, the scattering force provides the basis for laser cooling that we rely on to produce ultracold atomic clouds necessary to create a BEC. This can be understood by the momentum transfer that occurs when an atom absorbs a photon, moving from its ground state to some exited state, from a resonant light field which is equal to $\Delta p = \hbar k$. The atom will then decay to the ground state after some time radiating a photon in a random direction once again changing is momentum although now in a random direction. Thus the average momentum transfer over many absorption-emission cycles is equal to that of the incident photon. This process is known as photon scattering and becomes a dominant force on the atoms when in a light field near a transition.

2.4.1 Optical Molasses Cooling

The simplest form of laser cooling is that of optical molasses cooling where two counter propagating laser beams with a frequency less than an atomic transition are applied to a dilute atomic gas. For a stationary atom both beams are off resonance and have an equally low

\footnote{Here we have found the temperature of a non interacting gas that would be needed to escape this potential $E = \frac{3}{2}k_bT$. This forms a convenient comparison of energy scales with ultra cold atoms.}
chance of scattering and thus no net momentum in transferred to the atom over many photon absorption and emissions\[47\]. However if the atom is moving with some small velocity along the axis of the beams then the co-propagating beam is red-shifted further off resonance by the Doppler effect $-v/\lambda$ while the counter-propagating one is blue-shifted onto it $v/\lambda$, giving an unequal scattering probability from the two beams \[40\]. This then produces a net momentum transfer countering the direction of motion in proportion to there velocity along the beams, cooling the atoms through a ‘frictional’ force. As the atoms must be shifted onto resonance with the Doppler shift this only produces cooling for a small subset of the velocity distribution. However by starting with a large detuning from resonance to ‘catch’ high temperature atoms and gradually reducing the detuning with time the entire temperature distribution may be ‘compressed’ to a low temperature. However this method does not allow cooling indefinitely as the random emission of a photon each cycle produces a finite heating rate. This heating process is in direct competition with the velocity dependent damping force and places a lower limit on the temperature that molasses cooling can achieve given by

$$T_{\text{Doppler}} = \frac{h\gamma}{2k_B}.$$  \hspace{1in} (2.17)

This is known as the Doppler cooling limit\[12\] and is reached when the detuning of the two beams is half the natural linewidth of the transition (given by $\gamma$). By applying a pair of optical Molasses beams in three orthogonal axes cooling can then be provided for each motional degree of freedom and total temperature of a gas can be quickly reduced. This is known as a 3D optical molasses and was one of the first laser cooling systems.

### 2.4.2 Zeeman Slower

The small velocity subset that can be cooled at any one time in optical molasses is prohibitive for cooling hot, continuous atomic beams with large axial velocity distributions as produced in our source of He$. To cool the entire subset simultaneously it is possible to compensate for the Doppler shift with a magnetic field using the Zeeman effect. When an atom is subject to a magnetic field the magnetic hyperfine sub-levels are shifted by $\Delta \omega_{\text{Zeeman}} = (\mu \cdot B)/\hbar$. By using circularly polarized light only the $\Delta m_f = \pm 1$ transition is allowed through conservation of angular momentum. Using this shift it is possible to compensate for the Doppler shift $(v\omega_{\text{las}}/c)$ of cooled of atoms with a spatial dependent magnetic field keeping the atoms shifted into resonance ($\omega_{\text{res}}$) and continuing to cool.

$$\frac{\mu \cdot B}{\hbar} - \frac{v\omega_{\text{las}}}{c} = \omega_{\text{las}} - \omega_{\text{res}}$$  \hspace{1in} (2.18)

A Zeeman slower starts with a field and detuning such that some maximum velocity (capture velocity) atoms are on resonance at the beginning of the slower. The magnetic field , produced by a specially designed electromagnet, then changes as a function of length in order to keep these atoms on resonance and cooling even after slowing. Atoms that are slower than this capture velocity at the beginning proceed along the length until reaching a position where they are shifted onto resonance, after which cooling like above. By using a field profile such that the maximum capture velocity atoms experience a constant deceleration the length of the slower is minimized. A Zeeman slower can reduce a high velocity($\sim 1000s^{-1}$) atomic beam down to a

\[12\]For metastable helium cooled on the 1083nm transition as described later in this work this limit is $\sim 39\mu K$\[48\].
mere $\sim 80\text{ms}^{-1}$.

2.4.3 Magneto Optical Trap

While the resultant gas may be cooled with a 3D molasses cooling (described above) the random walk of the atoms over many cooling cycles eventually moves them out of the range of the laser beams providing the cooling and are subsequently lost from the process. To confine the atoms within the beams to reduce this loss we require a velocity dependent damping force (as in Molasses cooling) and a position dependent restoring force, this is the principle of a Magneto Optical Trap (MOT). Using the Zeeman shift in a similar way to above we start with two opposing electromagnets (anti-hemholtz) which create a linear dependence on magnetic field strength with position in each axis which crosses zero in the center of the trap.

To simplify matters we will first consider a single axis, ignoring for a moment the motion of atoms. Here two red detuned counter propagating laser beams are applied with opposite circular polarizations. In opposite positions about the magnetic zero the Zeeman sub-levels of atoms are shifted onto resonance with the beam. Using circularly polarized light (denoted $\sigma^+$ and $\sigma^-$) means that only one of these resonances is allowed for each beam through conservation of angular momentum. By choosing the polarization such at that this allowed resonances occurs for the beam pointing inwards a restoring force towards the center is achieved (see Figure 2.4). The motion of the atoms produces a Doppler shift as in the Molasses although it is now the combination with Zeeman shift that satisfies resonance $^4$. To this end atoms away from the center require a smaller Doppler shift (and corresponding velocity) to reach resonance and are pushed towards the center. Applying this technique in each axis produce a 3D MOT which is able to confine and cool atoms reaching high atom numbers. Often only single beam in each axis is input with the counter-propagating beam produced by passing the beam through a quarter wave plate and reflecting it back over the input with a mirror, reversing both direction and polarization. By modifying either the detuning of the beams or the magnetic field strength the density of the MOT can be controlled, often starting with lower density warm clouds and changing parameters to end with a high density cold cloud.

![Figure 2.4: Energy level diagram for a Magneto Optical Trap](image)
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2.5 Metastable Helium

The large energy transition between the ground state and any excited states in helium means that the aforementioned laser cooling techniques are impractical with ground state helium as an XUV laser would be needed. To get around this we use a highly excited state (approximately 20eV) of helium which when undisturbed has a lifetime of 7870s [8] owing to a doubly forbidden transition to the ground state. An atom in this state is known as metastable helium (He*). This long lived excited state forms an effective ground state which allows the use of widely available fibre lasers at 1083nm for laser cooling. Its low mass (4 u), low saturation power (0.17mW cm$^{-2}$) and high magnetic moment makes it is particularly suited for laser cooling and magnetic trapping.

![Energy level structure of He*](image)

Figure 2.5: The Energy level structure of He*, of note are the $3^3P$ and $2^3P$ levels which are the dominant contributions to the tune-out wavelength. From [50], energy levels not to scale.

While long lived in isolation a process known as penning ionization can allow He* to exchange its electron with a nearby object for one with the opposite spin removing the spin flip requirement for a transition to the true ground state. The transition then proceeds rapidly and the energy is released as kinetic energy of the original electron (minus the ionization energy). This process means that any collisions of He* with He*, a neutral background gas or liberated electron is a dominant loss mechanism and must be avoided at all costs.

$$He^*_\uparrow + He^*_\uparrow \rightarrow He + He^*_\uparrow + e^- + e^- + \sim 20eV - E_i$$  \hspace{1cm} (2.19)

The two body loss rate due to He* -He* collisions would then scale as the density of the gas squared and prevent attainment of a BEC. We reduce this loss in our experiment (where density is highest) by spin polarizing the atoms which prevents the above reaction by spin conservation rules

$$He^*_\uparrow + He^*_\uparrow \rightarrow He^*_\uparrow + He^*_\uparrow.$$  \hspace{1cm} (2.20)
For such a collision to result in loss one the incident atoms would be required to transition to the opposite spin which for sufficient magnetic fields is improbable enough to suppress the reaction many orders of magnitude [51]. While at times a inconvenience penning ionization provides a relatively simple way of detecting single atoms. When incident on a metallic surface the atom undergoes a similar process known as Auger de-excitation which again releases an electron and ∼ 20ev although now reduced by the work function of the material.

\[ He^+_1 + S^+_1 \longrightarrow He^+_1 + S^+ + e^-_1 + \sim 20eV - W \]  

(2.21)

Here W denotes the work function of the material. This process allows for relative ease of detection of the atoms with high spatial and temporal resolution by using the ejected electron. This is the primary motivation for pursuing BEC with He*.

2.6 Bose Einstein Condensation

A Bose Einstein Condensate is a unique state of matter characterized by macroscopic particle occupation of the same quantum state. Based on his work with Bose Einstein showed [40] that if a collection of bosons were cooled below a critical temperature(∼ 100nK) the particles would undergo a phase transformation and ‘condense’ into the ground state of the system. This is a consequence of the indistinguishability of particles and the symmetric wave function of bosons. As this wave function consists of many particles in the same quantum state the fascinating world of quantum mechanics can then be probed directly in experiments.

Initially it was thought that this state would be impossible to achieve as any atoms would liquefy or solidify well before the critical temperature was reached, halting further cooling relegating it to a theoretical curiosity [52]. However it was proposed that by using a dilute gas of atoms in a vacuum cooling could continue well below this point as the three body collision necessary to form a ‘liquid’ would be sufficiently suppressed. This regime is known as a weakly interacting dilute gas. This was the approach taken by Cornell and Wieman at the University of Colorado who used laser and evaporative cooling of rubidium to achieve the first BEC. This was quickly followed by Ketterle, et al. at MIT with all 3 going on to win the 2001 Nobel Prize in Physics. BEC’s quickly became a prime area of physics research as they allow for otherwise impossible experiments into quantum mechanics. Additionally BEC’s offer a number of advantages in a diverse range of high precision meteorology experiments, from gravity measurements using atomic interferometers [53] to measurements of the Casimir-Polder force using centre of mass motion of a condensate [54]. For the measurement presented in this work we continue in this trend by using the out-coupling rate of an atom laser to measure an optical dipole potential.

The full treatment of a interacting many body quantum system such as a BEC is intractably complex as the interaction between each pair of particles must be considered. By approximating the sum of these interaction as effective mean-field we can produce a reasonable description of the macroscopic behavior of the many body wave-function of a gas of weaky interacting bosons. This approach gives the time independent Gross-Pitaevskii equation for a dilute gas of particles with mass m, scattering length \( a_s \), chemical potential \( \mu \) in an applied potential \( V \) as

\[
\left( \frac{\hbar^2}{2m} \frac{\partial^2}{\partial r^2} + V(r) + \frac{4\pi \hbar^2 a_s}{m} |\Psi(r)|^2 \right) \Psi(r) = \mu \Psi(r). \tag{2.22}
\]

This chemical potential is determined by normalization of the many body wavefunction to the
number of particles present.

\[ N = \int dr |\Psi(r)|^2 \]  

(2.23)

Its value can be interpreted as the potential energy needed to add a particle to the system. This approximation can be further simplified by neglecting the kinetic energy of the system giving the Thomas-Fermi approximation for the density of a BEC

\[ \rho(r) = |\Psi(r)|^2 = \frac{m}{4\pi\hbar^2a_s} (\mu - V(r)) \]  

(2.24)

This approximation is only valid when \( \mu > V \) and must be zero elsewhere. As the kinetic energy has been neglected in this approach the approximation is only reasonable for weakly confined atoms at potential less than the kinetic energy. It however gives a useful approximation of the density of a cloud in a potential which can be seen to ‘fill it up’ as if a liquid in a container. We use this approximation later in subsection 4.2.1 to calculate the effect of a potential on a BEC.

Figure 2.6: The Thomas Fermi approximation of the density of a weakly interacting gas in a potential predicts that the potential is ‘filled’ to the chemical potential.

The next chapter will describe the experimental system we used to generate such a BEC of metastable helium atoms.
Apparatus

Applying the techniques discussed in the preceding chapter to create a BEC of He* is not a simple task. A number of difficulties unique to He* are involved, primarily the inefficiency of (He*) production resulting in a high gas load combined with Penning ionization creating a high loss rate. The work of Aspect[55] and Cohen-Tannoudji [56] gave the the first BEC of He* in 2002. A decade of work by the ANU He* BEC team has produced an apparatus that can reliably make a large clouds (\(\sim 10^6\) atoms) of ultra cold (\(\sim 10^{-6} K\)) metastable helium in a extremely high vacuum (\(\sim 10^{-10}\) pascals) environment every 30 seconds.

![Figure 3.1: Schematic of the vacuum chamber that forms the heart of the Experimental Apparatus](image)

This is a complicated apparatus which consists of many stages to produce the final result. While a detailed understanding mechanics of each stage is not necessary for this work, it is necessary to understand how the experiment operates to understand the subsequent advantages and limitations on later techniques. For further detail see [8, 48, 51, 57, 61].
3.1 Metastable helium DC discharge Source

To create a He* BEC we require a high density source of cold metastable helium with the minimum of unexcited atoms in a low pressure environment. We start with a helium gas reservoir at $10^3$ pascals which is cooled with liquid nitrogen to reduce the kinetic energy of the atoms. We then apply an 2kV electric discharge to this gas from this reservoir through an insulating aperture to a tungsten anode in a low pressure region at $10^{-5}$ pascals. The free electrons in this plasma are accelerated by the electric field and are able to excite helium to the $2^3S_1$ in a low pressure environment (past the aperture) where loss due to background collisions are reduced \[58\]. The cross section of other excitation processes in the discharge such as non triplet excitation and ionization are far larger resulting in approximately $10^{-5}$ of the atoms in the desired state $2^3S_1$. The resultant mixture of He* and other He states then passes through a skimmer with provides a large pressure differential ($10^3$) between the source and the collimator while simultaneously selecting only the atoms with a small transverse velocity. Here the beam is collimated by a 2D optical molasses stage which further reduces the transverse velocity. The absence of interaction with the applied light fields reduces the transmittance of unwanted excited He states through an aperture at the end of the collimation stage. To further enhance differential pumping the collimated beam of $2^3S_1$ He is optically deflected by a second molasses stage orientated at a few degrees to the original beam and then transmitted through an aperture to the Zeeman slower. The use of three differential pumping stages each with their own turbo-molecular vacuum pump results in the production of $10^{11}s^{-1}$ He* atoms at a background pressure of $10^{-7}$ pascals in the Zeeman slower.

3.2 Zeeman Slower

While the transverse velocity of the atomic beam from the source is relatively low the longitudinal velocity is approximately 700m/s \[59\] and must be reduced to the capture velocity of the first MOT which is an order of magnitude less. To provide such dramatic cooling we use a Zeeman slower as described in section 2.4 which cools the atoms to approximately 80m/s which are then captured in the first MOT.

3.3 MOT

While the atoms at this point have passed through 3 differential pumping stages the pressure at the end of the Zeeman slower is is still too high ($10^{-7}$ pascals) to produce a magnetic trap with a long lifetime. Additionally, to produce high stability trap our magnetic coils used to form a BEC are only 9mm apart giving a trap capture volume that is prohibitively small to efficiently load from the Zeeman slower. To this end we utilize two MOT stages, the first is a modified configuration known as a (LVIS+) which provides high differential pumping and efficient loading into the second MOT where our BEC is formed.

The LVIS is formed by moving one of the the 3 quarter wave-plate and mirror combinations that reflect the 3 input beams in a typical MOT into the vacuum system with a small hole in the middle. The unbalanced scattering for atoms in the center of the MOT caused by the shadow of the hole in the reflection produces a reasonably collimated atomic beam that passes through this hole into the high vacuum BEC chamber on the other side. A further modification to the LVIS configuration is to add a separate push beam coaxial with the mirror hole which has independent detuning and power relative to the rest of the MOT to allow for control over...
the beam velocity and out coupling rate. As the atoms that pass through the LVIS+ mirror must then travel almost a meter to the second MOT any transverse velocity would result in meagre capture rates due to the limited capture volume of the second MOT. To this end we use a simple two dimensional MOT placed halfway to refocus the beam and give a 5 fold increase in the transfer efficiency between MOT’s.

The small (9mm) separation between the windows in the main BEC chamber combined with the dramatic loss of the metastable state at high densities due to penning ionization means that a normal MOT is not practical for this second stage. Instead we form a MOT in a pancake shape by using separate detuning for the beams that pass through the magnetic coils (horizontal). The magnetic field needed for this MOT is produced by operating a single anti-Helmholtz pair of coils of the BiQUIC trap. The loading into this MOT is additionally enhanced by the use of two additional beams at 15° improving the capture velocity and the resultant atom number by a factor of two.

Once loading is complete we then decrease the detuning in the MOT beams producing a 5 fold density increase in the center. This however causes heating which is removed by switching off the magnetic field and applying a 3D molasses cooling stage.

3.4 Magnetic trap

To cool the cloud further we must now transfer to a conservative potential in the form of a magnetic trap. A number of options exist for producing a magnetic magnetic field gradient as needed however few are suited to our experimental constraints of large optical access, stability and strong gradients to produce effective ‘in trap cooling’.

Our bi-planar quadrupole Ioffe configuration (BiQUIC) trap consists of two pairs of anti-Helmholtz coils, the first pair provides a strong field gradient and the other produces the bias. By occupying only a single plane this configuration is far easier to incorporate into the titanium BEC chamber. To minimize the number of amp-turns with their resultant heating and large thermal time constants we place these coils as close as possible (9mm) inside re-entrant windows. This gives large trapping frequencies (50Hz transverse, 500Hz Axial) with only 36 amperes of current and 10 turns of wire. The relatively low resultant power dissipation then allows for cooling with water stabilized to within 10mK giving excellent shot to shot stability necessary for atom laser experiments.

While the current in the coils gives a magnetic stability of order $\mu G$ the mains (50Hz) electricity in the lab produces a magnetic field on the order of $mG$ which is prohibitive for creating a RF atom laser. To counter this we employ a magnetic ‘nuller’ which consists of two electromagnet coils (1m in diameter) and magnetic sensors on each side of the BEC chamber. The current in each coil is controlled using proportional-integral-derivative feedback from the respective sensor in order to produce the desired set-point. A pair of these coils is applied in each axis to produce a DC magnetic stability of $\sim 30 \mu G$ and reduction in AC noise of $\sim 10^2$.

To produce a BEC in the magnetic trap we load the high density cold cloud from the final stage of the previous section by bringing on the coil currents to produce a weak and approximately isotropic trap (70Hz) with a large magnetic field bias. The attractive magnetic potential inevitably heats the atoms which is removed using a process known as in trap cooling, here two weak ($10^{-2} I_{sat}$) circularly polarized beams resonant with the Zeeman shifted transition at the center of the trap are applied. This produces a cooling similar to a 1D optical molasses.

\footnote{See section 3.4}
where the low intensity and high magnetic bias decreases the chance of pumping to untrapped levels, unlike a MOT the process relies on rethermalization of the un-cooled axes. Once cooled to $\sim 200\mu K$ the trap is further compressed resulting in a cigar like trap and a second in-trap cooling stage is applied reducing the temperature to $\sim 100\mu K$. A final compression stage is then employed resultant in the trap used for the rest of the experiment, with trap frequencies of 500Hz transverse and 50Hz axial.

![Figure 3.2: Schematic of the BiQUIC trap showing trapping (right) and bias coil pairs (left) [51].](image)

As we cannot cool the atoms further using laser cooling we now rely on evaporative cooling. Here we selectively out-couple high temperature atoms from the trap with a radio frequency (RF) knife. This consists of a RF field which is applied so only those atoms with large kinetic energy can ‘climb’ the magnetic potential producing a Zeeman spiting resonant with the RF field and transition into the un-trapped state, being lost from the trap. The atomic ensemble then rethermalizes through collisions resulting in a decrease in the average trap temperature. This ‘knife’ is ramped from a large temperature to a cooler one over a period of 20 seconds following an approximately exponential trajectory. The BEC transition is reached at roughly $\sim 1\mu K$ although we continue evaporation further to produce a high purity condensate ($\sim 98\%$) with $2 \cdot 10^5$ atoms.

### 3.5 Atom Laser

As the previously formed BEC is a coherent atomic cloud it is possible to create a coherent atomic beam by out-coupling condensate atoms from the trap. This can be done in a magnetic trap using an RF ‘knife’ or in a optical trap by lowering the trap potential until atoms fall out of the trap. As such an atom laser has a number of uses in particular high precision measurement [53-57]. Creating a stable beam can be a significant challenge as any fluctuation in the initial trap translates to a change in the out-coupling rate and in turn intensity,energy and spatial profile fluctuations of the atomic beam. The aforementioned nulter helps to a great extent although the beam still has a peak in frequency space at 50 Hz.
The complicated dynamics of an atom laser with an output-coupling surface that is an oblate spheroid are shown in Figure 3.3(a). The blue and red profiles result from the near field distribution shown in (b) and are calculated using the Gross-Pitaevskii equation and classical mechanics respectively. The classical simulation treats the atoms as classical particles that begin on the outcoupling surface and are pushed from the BEC due to a potential that is given by the mean field repulsion; the resulting 'two-peak' structure is clearly visible.

The RF out-coupling surfaces nearly uniform in density, a fact that will be exploited later in the theoretical treatment of a atom laser based measurement (see subsection 4.2.1).
3.6 Detection

![Figure 3.4: A schematic of the detectors in our experiment. Top centre: BEC chamber, Top Right: Probe beam window, In order downwards : ETP, MCP Phosphor, MCP DLD](image)

One of the primary advantages of He* over other species for condensation is the ability to easily detect single atoms with reasonable quantum efficiency (25%) using electron multiplying detectors. This is done by taking advantage of the nearly instantaneous decay of the metastable state through Auger de-excitation when in contact with a conductive surface. This process liberates a (20eV-Work function) electron from the surface of the detector that can amplified by acceleration with an applied electric field before colliding with subsequent low work function surfaces producing secondary electrons which are further amplified in turn (∼10⁶ electrons). Our experiment uses three detectors based on this technique placed below the magnetic trap.

Unlike other experiments we use no absorption or fluorescence imaging and rely on dropping the atomic cloud onto a detector below. The first is a discreet dynode electron multiplier which provides only arrival time information. The second, is a micro-channel plate detector (MCP) which is a type of two dimensional electron multiplier formed by a ceramic plate with a large density of small (∼10µm) holes, by applying a voltage across the plate a continuous dynode electron multiplier is formed for each of the (∼10⁶) holes. We use two of these plates, one feeding the other to produce a large signal (10⁶ electrons) from a single incident atom, the output of which is accelerated onto a phosphor screen which converts the electrons to light and is imaged through a window onto a C.C.D. camera. The final detector is another double-MCP type that feeds onto a delay line detector (DLD). Here the amplified electron pulse strikes a pair of flat coiled wires inducing a voltage signal at each end (Figure 3.5) which is then fed into a digitizer to produce a measurement of the position and arrival time of the incident atom.
Figure 3.5: delay line detector showing the induced charge pulse, with multi channel plate’s omitted. The BiQUIC coils are seen center.

to within $\sim 100 \mu m$ and 1$ns$ respectively. Two such wire loops are used one for the x and y coordinate respectively.
A long term goal of our group is to use this apparatus to test fundamental atomic theory by measuring the 413 nm tune-out wavelength in He* at an accuracy better than 100fm \cite{2}. Measuring the tune-out wavelength relies on two simultaneous measurements; an accurate determination of the probe beam wavelength (resolution) and the small resultant shift in the ground state energy caused by this probe beam (sensitivity). Due to the scale of sensitivity and resolution needed for a measurement at this accuracy it is beyond the scope of an honours project. However we have endeavoured to make the first measurement this tune-out wavelength in metastable helium in order to develop techniques and expertise on the path towards a test of fundamental atomic theory.

This work has made significant inroads in this regard, developing an ultra stable laser system and an atom laser based potential measurement technique with unrivalled sensitivity. This culminates in the first ever measurement of the He* tune-out wavelength at an accuracy only two of magnitude less than the 100fm criteria \cite{2}. Producing a laser system capable of reaching this ultimate goal required numerous technical developments primarily aimed at producing a highly accurate, tunable and stable laser wavelength. We have developed the techniques necessary for such a system including cavity and wavemeter locks, temperature stabilization, and calibration spectroscopy. Using these methods we believe an accuracy of order 10fm is achievable. Further we have developed a multi stage laser alignment method which is able to align very weak potentials with the atomic cloud to be probed. Using a combination of an atom laser and frequency space techniques we are able then able to measure a potential with sensitivity better than 200pK. We believe that this method is the first of its kind and is widely applicable to other areas of atom optics.

4.1 Probe Laser

The primary addition to the experiment during this work was a 413 nm laser system which forms the probe beam. The core of the system is a commercial hermetically sealed external cavity diode (Moglabs ECD004) laser (EDCL) in Littrow configuration with an anti-reflection coated laser diode. This is tunable in wavelength from 410 nm-415 nm critically including the predicted tune out wavelength, with approximately 20mw of output power. For more detail on the laser techniques used here see \cite{68}.

A small amount of the light produced by the laser split from the main beam path and sent to two instruments, the first a wavemeter which precisely measures the wavelength of the light and the second a scanning Fabry Perot interferometer. This interferometer can be used to determine if the laser is ‘multi-mode’ wherein the laser outputs multiple wavelengths of light simultaneously or alternatively as a stable wavelength reference (detailed in \textit{subsection 4.1.3}). We pass the main
laser beam through an acoustic optical modulator (AOM) to allow for intensity modulation and then couple the light into a single mode optical fibre. This eliminates the pointing error of the laser with wavelength tuning and produces a high purity Gaussian beam. The light then passes through to our focusing optics where it is expanded before being focused into the chamber (Figure 4.1).

![Distribution Optics Diagram]

Figure 4.1: Distribution Optics. We are able to select either 405 nm or 413 nm laser light to send to the experiment for alignment purposes.

4.1.1 Focusing Optics

To produce a measurable potential (Equation 2.16) and maximize the sensitivity of our measurement we must focus this probe beam to the smallest possible size to give the greatest intensity and in turn energy shift of the atoms. For a Gaussian beam like the ones used here the beam radius is defined by the waist denoted \( w \). The potential for a given power \( P \) scales strongly with this waist

\[
U_{\text{max}} \propto I_{\text{max}} \propto \frac{2P}{\pi w^2}
\]

and is thus of great importance. This maximization is hindered by limited optical access in our experiment as we must introduce our probe beam through a window 500 mm from the BEC (see Figure 3.1). The diffraction limit\(^1\) then dictates that for the largest practical optics size of 50 mm we can only reach \( \omega \sim 8\mu m \). Additionally alignment of this small spot with an atomic cloud of comparable size over such a large distance requires an exceptionally stable optics system. Developing this system took many design iterations as it was found that aberrations which enlarge the focal spot are far more dominant for these smaller wavelengths.

Our current focusing arrangement starts with a large diameter (6 mm thorlabs F810FC-543)

\(^1\)As defined by the minimum possible waist from an initial beam diameter \( D \) focused with a lens of focal length \( F \) with wavelength \( \lambda \), given by \( \omega_{\text{diff}} = 1.22 \frac{F\lambda}{D} \).
fibre collimator which is then expanded with a 125 mm achromatic lens to approximately 30 mm before passing through a 750 mm and 400 mm achromatic lens forming a focus $\sim 512$ mm behind the input window. The position of the focused spot is adjusted by the last lens (400 mm) which is mounted on a three axis ultra fine flexure stage (Thorlabs MBT616D/M), this provides a means by which the beam can be aligned to the cloud with excellent stability (see figure 4.3). Large focal shifts can be made using the position of the 750 mm lens which is mounted on a linear translation stage. We purify the polarization from the fibre coupler by passing it through a polarizing beam splitter (PBS). The waist of the beam is determined by using a mirror on a removable kinematic mount that diverts the beam onto a CCD camera (point grey SCOR-20SO) with a $4.4 \mu m$ pixel size placed in the equivalent location as the BEC outside the vacuum. To produce a more accurate measurement here we place a identical vacuum window in this beam path which serves to simulate any focal shifts due to the chamber window.

Using this camera we then adjusted the optics to reduce aberrations and minimize the spot producing a Gaussian-fitted beam waist that is nearly at the diffraction limit ($\omega_{measured} = 9.8 \mu m$ vs $\omega_{diff} = 8 \mu m$) (See figure 4.4).

Figure 4.2: Input optics: The beam starts from the blue fibre at the bottom left and enters the chamber at the top right. The last mirror seen before the window is the removable mirror for CCD profiling. The 532 nm laser is used for alignment purposes (see subsection 4.1.2).

To account for any drifts in the alignment with time we used this camera to sample the beam profile at regular intervals over a day. We then fit a Gaussian profile to the images and extract the position and waist as shown in Figure 4.3. The standard deviation and trend line were then determined for each measurement. While both drift and standard deviation were reasonable for all measurements the excursions present will likely become a source of error.
Figure 4.3: Probe beam stability measurements. (a) Waist: standard deviation 0.68 μm, drift 0.93 μm/day. (b) Horizontal position: standard deviation 1.03 μm, drift 0.96 μm/day. (c) Vertical position: standard deviation 0.95 μm, drift 0.57 μm/day.

For the tune-out measurement we must change the wavelength used over a relatively large range, this can then produce a chromatic change in the focal lengths of lenses. While nominally achromatic doublet lenses were used for the focusing optics a large and undesirable dependence of the probe beam’s focal length on wavelength was found. This was determined by using the camera to measure the intensity profile at two wavelengths of the probe laser which was then fit to a Gaussian profile to determine the beam waists (see Figure 4.4). By using the expression for a Gaussian beam waist as function of axial distance from the focus (see section A.1) the chromatic focal shift per change in wavelength was measured at $\frac{dz}{d\lambda} = 0.55 \, \text{mm/nm}$. The corresponding change in relative peak intensity for a given change in wavelength $\Delta \lambda$ and Rayleigh length $z_R$ can be found (see section A.1) to be

$$I_0 \frac{I(\Delta \lambda)}{1 + \left(\frac{dz}{d\lambda} \Delta \lambda}{z_R}^2\right)^2.$$ (4.2)

This shows that as the wavelength range is narrowed there is a significant decrease in the intensity change and corresponding error in measurement of the energy level shift. We can then derive a criterion that to maintain the intensity within 5% of initial intensity the change in wavelength must be less than 0.3 nm.

\[2\text{Here } \sim 0.73 \, \text{mm.}\]
Figure 4.4: Probe beam intensity profiles as measured using the ccd for (a) 414.248 nm $\omega = 9.8 \pm 0.1$ (b) 417.015 nm $\omega = 22.7 \pm 0.3$. The peak intensity of (b) is then 19% of the initial intensity(a). This shift can be corrected for by adjusting the focus as in (c) giving $\omega = 11.2 \pm 0.1$.

For large wavelength ranges the change in intensity can be reduced by refocusing the beam at each point using the position of the 750 mm lens as in Figure 4.4 (b) which improves peak intensity change from 19% to 77% of the initial value. Thus we propose a simple two step protocol for our measurement: first we perform a coarse measurement of polarizability over a large wavelength range, optimizing the focus at each wavelength. Then the polarizability is measured over a small range about the tune-out estimated in the first step, while keeping the focus fixed. As range of wavelengths are far smaller the chromatic shifts are negligible so focus adjustment is not needed avoiding the uncertainly introduced by this adjustment thus giving the minimum uncertainty in the intensity and in turn the tune-out wavelength.

### 4.1.2 Alignment

Aligning the probe beam with the atomic cloud to be interrogated was the most difficult aspect of this project taking many months to perfect. While the alignment techniques usually employed are developed for dipole trap beams with a potential 100's of $\mu K$ deep the probe beam can only produce at best a meagre $30nK$.

Initially it was thought that this beam could be aligned in a similar manner to the 1550 nm trap beams that had previously used. Here one would align the beam through a target on the probe beam window and the hole in the LVIS mirror (see section 3.3). A BEC would be then created, dropped and any disturbance in the far field profile such as a dark line (see Figure 4.6)
would then indicate the presence of the beam underneath the trap. If this was not observed
the beam would be moved after each iteration of the BEC sequence, first stepping through a
small horizontal range (1 mm), and once exhausted moving down a small distance (0.2 mm)
and the process repeated. Once found, the time the beam was held on for after the trap switch
off would be reduced and the signal optimized thus moving the beam towards the trap center.
Repeating this process until the beam remained on for only a few ms after magnetic trap switch
off then gives an alignment within a beam waist or so of the condensate.

To optimize even further (with attractive potentials) we hold the beam on for many 100’s
of ms after trap switch off and measure the number of atoms trapped in the beam due to the
dipole potential. As gravity is a small contribution to the net potential for helium optimizing
transfer between two traps gives the optimal potential overlap[69]. This procedure usually takes
a day from beginning to end for a 1550 nm dipole beam used previously in our laboratory.

This process was attempted many times for the probe beam, operating at its largest detuning
and thus potential (410.6 nm), however no disturbance was observed due to the probe beam.
Using a Monte Carlo simulation (see Figure 4.5) for the motion of non-interacting particles in
the presence of the probe beam potential is was soon discovered that this deflection technique
would at best require the beam to be displaced by less than 25 \( \mu m \) below, 25 \( \mu m \) horizontally,
and 0.5 mm in the focus relative to the BEC.

As the initial alignment through the target and LVIS mirror could be off by approximately
1.5 mm in each axis (x, y and the focus (z)) and a sequence to create a BEC takes approximately
30 seconds this would take

\[
\frac{1.5\, mm \ 1.5\, mm \ 1.5\, mm}{0.5\, mm \ 0.025\, mm \ 0.025\, mm} \cdot 30\, s = 90\, hours
\]

to align.

This time combined with the weak signal means that such a simplistic approach is not
practical in this experiment. However, by using a more powerful, strongly interacting laser to
initially align the position and then switching over to the probe laser one could practically align
the beam in a far shorter time due to the much greater signal. The chromatic shift measured
above complicates alignment further as one could not simply swap between a well-aligned far
detuned laser and the probe laser without loosing the alignment altogether. This meant that
while providing a deep potential 1550 nm, 1083 nm and 780 nm lasers were unable to provide
much help as the focal length shifts were unable to be compensated for. After many iterations
of development including 532 nm, 450 nm and 405 nm lasers a alignment solution was finally
developed.

![Figure 4.6: Atomic deflection(b) of atoms in an atom laser from a 100 mw 532 nm beam focused
to 15 \( \mu m \). (a) is shown as a reference without the effect of a beam.](image)

Here we introduce a separate 532 nm laser\(^3\) (see Figure 4.2) through the PBS seen to the top

\(^3\)Laser Quantum Finesse 10 w Ti-Sapphire pump laser.
Figure 4.5: Monte Carlo simulation of atomic deflection due to the probe beam ($\lambda = 410$ nm, $P = 50$ mw, $\omega_0 = 10$ µm) 25 µm (upper quadrant) and 250 µm (lower quadrant) below the initial BEC. The left is a density map of the atoms as they would hit the detector while the right is an integral through the x axis to see the change in density due to the probe beam.
left of Figure 4.2 while simultaneously a 405 nm laser is input through the Fiber using the flip mirror in Figure 4.3. By adjusting the input size and divergence of the 532 nm beam before the PBS while using the CCD camera it is possible to focus both wavelengths to the same spatial location. The initial alignment of the 532 nm beam is (as described for a 1550 nm beam as above) a straightforward process with up to 10 w of power.

As it is not possible to trap in the repulsive 532 nm beam the alignment (once within $10 \mu m$) is optimized by maximizing the distortion of the atomic cloud on the detector. Next the 532 nm is blocked and the number of trapped atoms in the 405 nm beam is optimized. This still gives a 5 nm jump (405 nm-410 nm) to the closest wavelength of the probe laser. By heating the (nominally) 405 nm laser diode considerably ($65^\circ C$) it is possible to reach a wavelength of 410 nm, by then optimizing the trapping it is then simple to switch to the final Moglabs probe laser.

![405nm Diode Tuning](image)

Figure 4.7: Temperature based wavelength tuning. Line of best fit $(402.62 \pm 0.08) \text{ nm} + T^\circ C (12.3 \pm 0.4) \cdot 10^{-2} \text{ nm}^\circ C$.

We then repeat the optimization of the trapped atom number using the narrow linewidth Moglabs probe laser. After which the system is aligned and ready for the main measurement. This ladder of laser wavelengths means that it is reasonable to go from no observed effect to an aligned probe beam within a day of work.

4.1.3 Wavemeter and Locking System

The accurate determination of the probe beam wavelength is essential for the tune-out wavelength measurement. The wavemeter used in the work presented here is a commercial device (Moglabs MWM001) based on [70]. It is a relatively simple design that relies on a diffraction grating to produce a change in angle of a beam with wavelength, which is measured by position a CCD and gives a resolution of 100fm. It is calibrated using a ten point calibration to a (He-Ne calibrated) High Finesse WS-7 wavelength meter (absolute accuracy $35 fm$). By comparing the the two wavemeters we can give an estimate of the uncertainty at $(\sim 200 fm)$. We then measured the drift of the wavemeter by repeating the comparison the next day, this revealed a relatively large drift of the wave meter at $\sim 300 fm$. In the results presented in (section 5) we relied only on this measurement of wavelength as other errors dominated.
However in our ultimate goal to produce the best measurement of the transition rate ever made a resolution of better than a 100 fm is needed, here drifts of the laser over the time-scale of the experiment become significant. We have thus developed a ultra stable tunable laser system for the probe beam, based on a cavity lock with wavemeter feedback.

Here we measure the power transmitted through the a cavity formed by two high reflectivity mirrors separated by a low thermal coefficient metal (Invar). When the resonance condition of the cavity is met by the input laser wavelength the circulating cavity power builds and light is transmitted through the cavity which is detected with a photodiode. By positioning the laser frequency to be on the edge of this resonance ('side of fringe') we are able to produce a large change in photo diode voltage with a small change in wavelength. A proportional-integral-derivative (PID) controller (integrated in the Moglabs driver) allows for stable feedback to this signal to stabilize the laser wavelength to the cavity resonance. While relatively crude in comparison to ‘top of fringe methods’ this was able to improve the stability by an order of magnitude for short (< 100s) time scales as seen in fig 4.8 and 4.9.
Allan Deviation of Cavity Locked Laser

Figure 4.9: Laser stability with cavity stabilization as measured with High Finesse WS-7. Upper trace is with a small change in temperature ∼ 0.2°C of reference cavity causing a large increase in the long term drift. Lower trace is at ambient conditions. Dashed line indicate the uncertainty.

A particularly promising approach to correct for any long term drifts of this cavity is to use feedback from a wave-meter to adjust the cavity length by varying the piezo voltage. This scheme would combine the short term stability of the cavity lock with the long term stability of the wavemeter. This scanning Fabry-Perot interferometer (Thorlabs SA200-3B) is re-purposed from its original role as a laser spectrum analyser which we use when adjusting the wavelength of the Moglabs laser to ensure single mode operation. As such it contains a piezoelectric modulator inside the cavity that may be used to adjust its length and corresponding resonance many GHz with a simple voltage input. To investigate the feasibility of this approach we locked the laser as above to the ‘side of fringe’ varying the piezoelectric transducer voltage while measuring the resulting wavelength with a WS 7 wavemeter.

Figure 4.10: Cavity lock linearity 386.725 fm/v or 0.68931 GHz/v. A wide (∼2 GHz) tuning range is possible due to the large mode hop free range of the Moglabs laser when used with current feedback. Error bars in measurement are smaller than plot markers.

The maximum stable slew rate was found to be approximately 100 mV s⁻¹ which is well
above the drift rate in Figure 4.9. The dual (cavity-wavemeter) lock was not implemented as a second independent wavemeter is needed to properly evaluate the performance of the lock loop. This system will ultimately be required in future high accuracy experiments. Using this technique the laser wavelength stability would be limited only to the long term stability of the wavemeter.

The dominant source of such drifts in such a high precision laser system are due to temperature instability of the environment causing minute expansion and contraction of materials. To suppress this we investigated a temperature stabilization system as submitted for publication in Journal of Instrumentation. This was able to significantly decrease the temperature change in the laboratory to within 10mK and reduce the drift of a EDCL by a factor of $\sim 5$. We intend to apply this technique to our wavemeter to minimize drifts and improve the ultimate accuracy of the system.

4.1.4 Wavelength Calibration

While temperature stabilisation can go a long way to reducing the drift an absolute wavelength reference is needed to give a reasonable accuracy and reduce any systematic errors. To this end we wish to use atomic transitions to provide a high stability wavelength reference. For this reference we require strong ground state transitions close to the tune-out wavelength as provided by thulium (409.419 nm, 410.584 nm)\cite{71, 72} and indium (410.1745 nm)\cite{73}. Thulium is particularly useful in that it has been laser cooled and thus has been used for laser stabilisation before\cite{71, 72, 74, 75} although there is some disagreement on the reported wavelength\cite{76, 77}. This scheme would provide a 3 point calibration of the wavemeter within close proximity ($\sim 3$ nm) of the tune-out wavelength.

While convenient in wavelength these metals have very low vapour pressure at room temperature, requiring heating to upwards of 500°C to produce a vapour density useful for spectroscopy. To this end we built two high temperature spectroscopy cells (see figure 4.11) out of stainless steel vacuum connectors, one containing thulium metal and the other containing indium foil. The cells were heated by high temperature heater tape ($\sim 1000°C$) wrapped around the outside (see right of figure 4.11), insulated with glass wool (see left of figure 4.11) and pumped to an ultimate vacuum of $2 \times 10^{-5}$ pascals by a turbo-molecular pump backed by a rotary vane pump.

To reduce the (3 GHz) broadening due to the thermal velocity of the atoms that would otherwise prevent a high accuracy calibration we use a technique known as saturated absorption spectroscopy\cite{46}. Here we apply two counter propagating laser beams with the same frequency. When they are sufficiently close to the atomic transition some subset of atoms will be Doppler shifted onto resonance with each of the beams due to their velocity along the laser beam axis. When the beams are off resonance (for an atom at rest) these subsets are different and each beam is absorbed by some amount. However when the frequency is on resonance (for an atom at rest) then each beam addresses the same atomic subset that has zero velocity along the beam axis. The absorption of one beam by the atoms causes a decrease in the population of atoms in the ground state and that are able to absorb the other beam. This saturation of the absorption is used to recover a signal that approaches the zero temperature absorption spectra. We will use a simple implementation that passes a beam through the cells, reflects it over the same path as the original beam and then measures the beam power with a photo-diode (Figure 4.12). By modulating the input beam frequency and using a lock in amplifier with the photo diode signal a derivative signal can be produced which crosses zero at the peak of the saturation dip. This signal can be used with a PID feedback loop to ‘lock’ a laser with high stability to the calibration transition wavelength. This method is used in the main experiment to lock the
The first step of setting up a spectroscopy system is to simply observe absorption due to the presence of the species of interest, however this was not achieved in these cells. First the ambiguity over the thulium transition wavelength means that one cannot simply dial up a wavelength but must instead hunt through a small range, second the uncertainty in the temperature (and in turn pressure) necessary to see a reasonable absorption signal is large. The temperature issue was further complicated by operating the vacuum windows outside their rated temperature range. Precautions were taken in order to reduce the thermal stress on the windows by providing a uniform heating (see the right of Figure 4.11) and changing the
temperature gradually. Unfortunately these did not prevent the windows from imploding at 580°C below the 600°C used for the thulium spectroscopy oven in [71, 74]. Time constraints prevented the cells from being redesigned for higher temperature operation. However this will need to be resolved to achieve the ultimate accuracy of the experiment.

4.2 Potential Measurement

With a stable, well focused, tunable probe beam the critical next step in an accurate measurement of the tune-out wavelength is the ability to measure the small dynamic polarizability (and resultant energy shift) of the atoms around the tune-out wavelength. This has many possible solutions, from measuring the force applied due to a spatial dependent potential to a direct measurement using the phase rotation rate of a condensate in an interferometer. The combination of the small probe beam power delivered into the chamber (∼3 mW) and the small gradient of the polarizability with detuning (see Equation 2.16) means that to reach a reasonable level of uncertainty in this measurement requires a potential sensitivity on the order of pK and forms the limiting uncertainty in our measurement.

Using ultra cold atoms for high precision meteorology has become relatively commonplace due to the diverse and flexible array of techniques that have been developed. Although limited work has been done towards directly measuring small optical dipole potentials. The closest that we are aware of is the smallest force ever measured [78] at ∼10^{-24} N and the measurement of the Casimir-Polder force gradient [54, 79, 80] at ∼10^{-22} N/m. For comparison reasonable experimental parameters (at 10pm detuning) would give a optical dipole force from the probe beam of ∼10^{-27} N and gradient in force of ∼10^{-23} N/m. While neither is a direct potential measurement the fixed relation between them and the potential from a Gaussian beam (see section A.1) means that they have promise if improved in sensitivity. To this end we experimented with parametric heating [81] and direct trap frequency measurement approaches although both were found to be insufficiently sensitive.

4.2.1 Atom Laser Outcoupling

Based on experience from these techniques we have developed and implemented an novel atom laser based potential measurement technique in order to measure these minuscule potentials around the tune-out wavelength. Here we continuously out-couple atoms from a magnetic trap using a RF knife (as described in section 3.5) measuring the rate on a detector below. When the focused probe beam near the tune-out wavelength is overlapped with the magnetic trap the net potential changes shape, which in turn modifies the density at the RF out-coupling surface and the subsequent out-coupling rate. We find that for a suitable choice of parameters this effect is highly sensitive and linear forming an excellent potential measurement technique.

\[^{4}\text{Using the maximum gradient of an optical dipole potential with 3mW beam focused to a 10\mu m waist.}\]
To investigate this method we can construct a simple model using the Thomas Fermi approximation and a two level ($m_f = 0, 1$) atom based on approaches in [63]. We may approximate the magnetic trap as a three dimensional harmonic oscillator with a radial ($r$) and transverse ($z$) trapping frequency. We neglect gravity due to the small contribution to the potential relative to trapping energy.

$$U = \frac{1}{2} \omega_r^2 m r^2 + \frac{1}{2} \omega_z^2 m z^2. \quad (4.4)$$

The chemical potential for a BEC as can be found for a three dimensional trap with cylindrical symmetry [40] to be

$$\mu = \frac{1}{2} \left( 15^2 N^2 a^2 m \hbar^2 \omega_r \omega_z \right)^{1/5} \quad (4.5)$$

To find the density of the BEC we use the Thomas-Fermi approximation

$$\rho = \frac{1}{g} (\mu - U) \quad (4.6)$$

where $g = 4\pi \hbar^2 a / m$ [40]. The outcoupling rate is proportional to the surface integral of this density across the isomagnetic surface given by:

$$U = \frac{1}{2} \omega_r^2 m r^2 + \frac{1}{2} \omega_z^2 m z^2. \quad (4.7)$$

Here we have taken the low power limit of the RF field and neglected coupling of atoms back into the potential once out-coupled. This can be rearranged to give the out-coupling radius as a function of $z$ position

$$R_{out}(z) = \sqrt{U_{mag} - \frac{1}{2} \omega_z^2 m z^2} \quad (4.8)$$

however this only holds when less than the Thomas-Fermi radius in the $Z$ direction

$$z \leq \sqrt{\frac{2 U_{mag}}{m \omega_z^2}.} \quad (4.9)$$

The radial symmetry here allows for a simple surface integral to be conducted involving only...
the z coordinate to give the infinitesimal of the out-coupling density $d\eta$.

$$d\eta = 2 \int_{0}^{\Delta \bar{U}_{\text{mag}}} \rho(R_{\text{out}}(z), z) \pi R_{\text{out}}(z) dz$$  \hspace{1cm} (4.10)$$

In the approximation that the probe beam is larger than the condensate, the change in potential can be represented as a simple change in the radial trapping frequency.

$$\omega_{\text{rnet}}^2 = \omega_{r0}^2 + \omega_{\text{probe}}^2$$  \hspace{1cm} (4.11)$$

The trap frequency for the probe beam is given from the derivation in section A.1 where $\alpha$ is given by the linear approximation about the tune out \hspace{1cm} (Equation A.11).

$$\omega_{\text{probe}} = \sqrt{\frac{1}{2mc_{0}c} \text{Re}(\alpha) I_0 4 \frac{4}{w_0^2}}$$  \hspace{1cm} (4.12)$$

The proportional change in the out-coupling rate can then be found by computing the integral in Equation 4.10 and then taking the difference between the case when $\omega_{\text{probe}}^2 = 0$ and that given by Equation 4.12 divided by the $\omega_{\text{probe}}^2 = 0$ case. This is a complicated procedure that we carried out using symbolic computation (code included in appendix A.3). It must be stressed here that the value $d\eta$ is not the direct out-coupling rate, to produce such a prediction we would need to integrate over the out-coupling ‘width’ determined by the magnetic sub-level transition linewidth.

Using the symbolic result with reasonable experimental parameters\[5\] we can examine the influence of the probe beam on the out-coupling rate. As expected an out-coupling closest to the Thomas Fermi radius provides the greatest signal. The main motivation for this theoretical examination is to determine the linearity of the technique with detuning.

![Outcoupling With a Probe Beam](image)

Figure 4.14: The predicted out coupling number as a function of the magnetic isosurface energy with (blue) and without (orange) the applied probe beam at 1mm detuning from the tune out.

\[5\] $\omega_r = 500 \cdot 2\pi, \omega_z = 50 \cdot 2\pi, N = 9 \cdot 10^5, P = 3mW, w_{\text{probe}} = 10\mu m$
Figure 4.15: The relative change in out-coupling number as the probe beam detuning is changed. Here the out-coupling energy is chosen to maximize the rate at 0.5.

The relative change in out-coupling seen in Figure 4.15 is approximately linear with the probe beam detuning. This combined with its relatively high sensitivity makes it the ideal candidate for our measurement of the tune-out wavelength. The fundamentally limiting factor in such a measurement is shot noise in the measurement of the relative change in out-coupling rate given by $\sqrt{N}$ where $N$ is the number of particles considered.

In the following chapter we describe the use of this out-coupling technique to sensitively measure the He* tune-out wavelength.
To make a measurement of the $^3P$ to $^2^3P$ tune-out we combined a perturbing laser system with the atom laser based potential measurement technique. We found that the sensitivity of the system was initially quite poor, so we developed a resonant-lock-in technique to improve the sensitivity by many orders of magnitude. Using this improvement we were then able to make a measurement of the tune-out wavelength at an uncertainty of 20 pm which was predominantly limited by statistical uncertainty.

5.1 Atom Laser Sensitivity

To determine the sensitivity of the atom laser technique detailed (see subsection 4.2.1) we first prototyped this system using a 405 nm probe beam laser combined with the multi stage alignment technique (described in subsection 4.1.2). In this measurement we apply the probe beam to the magnetic trap and continuously sample the density at the out-coupling surface with an atom laser. By switching the applied 405 nm beam off halfway through the out-coupling we then determine the change in the density. To produce a reasonable signal the time of flight data from 10 such runs was taken and the background subtracted by taking another ten with the 405 nm beam off the entire time. The time of flight profile of this average is shown in figure 5.1. Here we can see significant change in the atom laser signal of $\sim 20$ counts per bin caused by the probe beam after background subtraction. For comparison between methods we will define the sensitivity as the power (in mW) times detuning from the tune-out wavelength (in nm) divided by the signal to noise ratio for a single shot

$$\text{Sensitivity} = \frac{P \Delta \lambda}{\text{SNR}}.$$  \hspace{1cm} (5.1)

This value can be interpreted as the minimum detuning that could be resolved in a single shot with a single mW of beam power. For the above method this gives a sensitivity of $\sim 100$ mW nm, far too large to be practically useful for a measurement. Additionally this method is particularly prone to drifts in the out-coupling number as a function of time, this would cause the net difference between the two sides.

Inspired in part by the lock in technique used in \[82\] to align a MOT, we then used a modulation of the probe beam power to create a periodic dependence in the out-coupling number. The effect could be analysed by taking the real argument of the discrete Fourier transform of the out-coupling signal. By modulation at a frequency away from any background frequency components (50 Hz and harmonics thereof) we were then able to routinely measure a potential with many orders of magnitude improvement in sensitivity. This type of modulation and
frequency space filtering is known as a lock-in technique. By taking the Fourier transform we unfortunately remove any sign(repulsive/attractive) information of the polarizability, although this will not affect the minimization method used to find the tune-out wavelength. As the dynamics of the condensate have a characteristic time-scale on the order of the inverse trap frequency when the modulation frequency of the probe beam far slower it reasonable to expect that the theoretical description in Subsection 4.2.1 still holds.

To test this method we again used a 405nm diode laser although now with a 75Hz modulation on the drive current. This produced a very obvious signal in the time of flight plot. To test the sensitivity of the technique the power was reduced until no effect could be seen from a single shot in the time of flight plot (Figure 5.2) which was at 1.2mw of modulation.

By taking the Fourier transform of this time of flight of the atom laser the effect of the probe beam is readily apparent (Figure 5.3). As the 50Hz background is not phase locked with

Figure 5.2: Time of flight of an atom laser for a single shot(a) and 10 shots of TOF averaging (b).

Figure 5.1: Effect of a probe beam (64mW at 405nm) on the out-coupling rate of the atom laser. Average out-coupling rate 100 counts per bin. The vertical line denotes when the probe beam is switched off.
Figure 5.3: The Fourier space of an atom laser for a) a single shot and b) 10 shots of TOF averaging. Vertical lines show the 50Hz (mains noise) and 75Hz (modulation) frequencies of interest and their harmonics.

the experimental sequence as the modulation is, averaging over may shots nearly eliminates this component in Fourier space and produces a far clearer signal in the time of flight. The Fourier spectrum was converted into a single value measurement by taking an average over small region around the modulation frequency. To measure the uncertainty in this value each shot was analysed separately and the standard deviation taken. The sensitivity of this techniques is then \( \sim 1 \text{ mw-nm} \), two orders of magnitude better than the DC case. As this method is relatively insensitive to the out-coupling rate it is then possible to ramp the out-coupling frequency with time in order to improve the signal level.

To improve the signal by a further order of magnitude we modulate the probe beam near the transverse trap frequency where a resonant enhancement can be produced. This regime is not covered by the theory described in the previous section, the rigorous treatment of which would likely require the use of the Gross–Pitaevskii equation to describe these resonant dynamics. We believe the excitation of collective oscillations is responsible. To this end we use a modulation equal to the trap frequency at \( \omega = 2\pi 491 s^{-1} \) (as determined by the greatest signal) on the probe beam.

This resonant modulation combined with a more aggressive out-coupling then produces a sensitivity \( \sim 0.1 \text{ mw-nm} \) which is sufficient to produce a measurement of the tune-out wavelength with a reasonable accuracy. We measured the linearity of this measurement technique by changing the power at a fixed detuning. The resultant dependence (see Figure 5.6) is linear within errors showing that the Fourier space amplitude is directly related to the energy shift of the ground state.
5.2 Tune-Out Wavelength

We used this resonant lock-in technique to produce the first ever measurement of the the $3^3P$ to $2^3P$ tune-out wavelength in He*. We first took measurements over the lasers tuning range, changing the wavelength in half-nanometre steps in order to reduce the region of interest for a more precise tests. The chromatic shifts of the focusing optics with wavelength (section 4.1) required the focus to be re-adjusted at each new wavelength. This produces a large uncertainty in the magnitude of the measured values, although as indicated previously this does not change the zero crossing location only the slope on either side.
Figure 5.5: The Fourier space of an atom laser for a single shot showing a) the entire range and b) a smaller region around the modulation frequency. Vertical lines show the 50Hz (mains noise), 491Hz modulation with 50Hz side-bands. These side bands are evidence of a non-linear process mixing the modulation frequency with the AC noise in the out coupling rate.

Figure 5.7: Initial measurement of the tune-out with error bars showing statistical errors. This error is dwarfed by the large intensity change due to chromatic shifts of the focal length which we estimate from Figure 4.4 at ~ 30% of the measurement value.

By then reducing the scan region to ~ 0.3nm around the tune-out wavelength as determined from the above measurements, the error in the intensity due to chromatic shifts of the focal length is reduced significantly.
Figure 5.8: Narrowing the region of interest then allows for a far more accurate measurement of the tune out. Error bars are determined by statistical error (standard deviation) in the measurement amplitude over many samples and then scaled by the square root of the number of samples. The zero crossing is determined by a linear fit to be 413.07(2) nm.

Here we produce our best measurement of the tune-out wavelength at 413.07(2) nm. This measurement is the first of its kind in helium and lays the ground work for future measurements to test atomic structure theory. With a value that is consistent with the theoretical prediction by \[2\] at 413.02(9) nm, we have good validation of both our experimental methods and the theoretical predictions. We also believe this is one of the most sensitive measurements of an optical dipole potential. Taking 0.01 nm as the minimum distinguishable signal, using the gradient of the dynamic polarizability around the tune-out as given by \[2\] combined with our measurement of the beam power and waist we determine the potential sensitivity to be \(\sim 200\) pk. To our knowledge this is the most sensitive measurement of an optical dipole potential to date.\footnote{A distinction must be made here that we only claim a high sensitivity and not a high accuracy as we have no calibration against a well known potential or force.}

Further using the beam waist and potential depth we can derive the corresponding maximum force imparted by the potential to the atoms. At our lowest detuning this corresponds to a sensitivity in force at \(\sim 4 \cdot 10^{-28} N\) which compares well\footnote{See 1} against the record\footnote{See 52} for a direct force measurement at \(\sim 10^{-24} N\).

The sensitivity of this measurement technique means it may have a wide variety of uses in other atomic systems. One such example would be a Rb atom laser where the out-coupling signal would be derived from absorption imaging of the out-coupled beam. The same lock in technique could then be applied for detecting small potentials (that can be varied in time). This could be used for a improved\footnote{See 83} tune out measurement in Rb or for measuring the Casimir-Polder force\footnote{See 54}, among others.
5.3 Error analysis

The error in this measurement is dominated by the statistical error of the Fourier space amplitude at the driving frequency. We believe that this short term error is predominantly due to the shot noise in frequency space and could be improved by a factor of $\sqrt{N}$ where $N$ is the number of samples. To this end the measurements closest to the tune-out were done with many hundreds of ‘shots’ and such significant improvements would require an unrealistic amount of time. The medium to long term error in this measurement is expected to be due to the positional stability of the probe beam which has been shown to vary $\sim 10\mu m$ and drift (see figure 4.3) on the order of $1\mu m/day$. However as the beam has a waist on the order of $10\mu m$ we expect the corresponding change in intensity to be less than a few percent over time-scales smaller than a few days. A small contribution to this uncertainty was the power delivered into the chamber, this was manually set at the beginning of each set of data and monitored throughout giving an uncertainty on the order of %5. In future this would be improved with a feedback system.

The uncertainty in the wavelength measured using the Moglabs wavemeter was estimated at 500 fm by comparison with a much higher accuracy wave-meter, as such its contribution to the uncertainty for this measurement may neglected. A particularly important consideration to the error analysis is the wavelength purity of the laser. If some fraction of the power was outside the main laser mode then the tune-out could be easily shifted in proportion detuning and power of this spurious mode. To this end we have used the Moglabs wavemeter as a high resolution spectrometer, we were unable to measure any power outside the main peak in frequency space when the laser was adjusted properly. To further this investigation we intend to enhance the dynamic range and corresponding sensitivity by exposing the spectrometer CCD at multiple exposures.

Due to experimental methods used the prediction of the tune out by Mitroy and Tang [2] does not correspond directly to our experiment. The most obvious of these is the Zeeman shift from confining the atoms in a magnetic potential. This splits the magnetic sub levels by $\sim 1$ MHz, while in the calculation no magnetic field was present. It may be possible to eliminate this effect experientially by measuring the dependence of the measured tune-out wavelength with magnetic Field and extrapolating to zero.

Additionally the spin polarization in this trap changes the relative pumping of transitions from the un-polarized case as was calculated. These combined effects could account for the 0.05 nm discrepancy between prediction and measurement. Additionally these predictions took the limit of a low probe beam intensity where higher order contributions known as hyperpolarizability are negligible. For our current probe beam intensity this limit is reasonable although if a higher laser power was used these may need to be examined. Further theoretical work is therefore needed for the experimental conditions in our experiment.

The electrostatic interaction of the confined atoms may cause a perturbation in the energy levels leading to another source of error. The order of magnitude for this effect can be easily given by the mean field potential in the cloud which is on the order of $\mu K$ for this experiment. Converting this to frequency gives some approximation of the shift in energy levels at $\sim 20$ kHz, and is insignificant in this and envisioned work.
Conclusion

By developing a novel atom-laser-based potential measurement technique we have been able to make the first measurement of the tune-out wavelength in He* between the $3^3P$ and $2^3P$ states at 413.07(2) nm. In doing so we have measured some of the smallest optical dipole potentials ever measured and produced a validation of theory with a prediction of and experiment. We have additionally developed the tools necessary for the next generation measurement which will be able to make a stringent test of atomic structure predictions. The potential measurement technique we have developed is also widely applicable to a number of other problems in atoms optics.

6.1 Future Work

While we have not tested QED in this measurement we have developed a number of the techniques necessary to do so while gaining invaluable insights into the further development that are required. With this measurement we hope to encourage further high accuracy calculations to be done which we will be able to test with further measurements. A number of improvements have been planned to this experiment.

6.1.1 Laser System

The simplest and most beneficial modification would be an increase in probe beam power. The low laser power, diffraction efficiency of the AOM and coupling efficiency conspired to leave only 3.3 mw to enter the vacuum chamber and interact with the atoms. If this power was improved by a hundred fold the sensitivity of our measurement would improve by the same factor allowing us to reach the criteria of 100 fm accuracy to test QED. While a narrow linewidth titanium sapphire laser laser (600-900nm) could be frequency doubled in a nonlinear optical crystal to produce upwards of a watt of widely tunable light such a laser system would cost upwards of 150,000\$ (AU)\cite{84}. Alternatively a fibre laser at 1650nm could be frequency quadrupled (through two doubling stages), although the lack of high power systems at the original wavelength combined with a limited doubling efficiency also makes this method impractical.

A pragmatic option would be to injection lock a heated 405 nm diode. Here a seed laser in the form of our probe laser is sent into the diode by overlapping it with the output, the injected light is then amplified suppressing the normal lasing modes and a high power version of the seed laser is emitted. This process requires the cavity mode of the free running laser’s wavelength to be as close to the injection wavelength as possible and to this end we could heat a 405 nm diode to its limit. If this fails then we could attempt to add an anti reflective coating to the
diode in order to suppress the cavity mode and allow injection at lower temperatures. The high output power $> 1 \text{ w}$ obtainable with lasers at this wavelength mean that orders of magnitude improvement in power may be possible.

To match this improvement the focusing system for the probe beam would need to be improved. In particular it must be redesigned with the goal of all but eliminating the chromatic shifts that have produced large errors in the focal position. To this end we will simulate the lens system in an optical modelling program.

By using a dichroic mirror which reflects one wavelength and lets another pass unimpeded we can then introduce our probe beam into the chamber on the vertical axis. This would then reduce the distance to the BEC allowing for a smaller spot size while also improving the atom laser based potential measurement. Here the small axial trapping frequency of the magnetic trap would produce better sensitivity to the radial trap frequency of the probe beam.

In order to take advantage of this improvement in sensitivity we will then require a far more accurate and stable laser system than used in this measurement as developed in section 4.1.3. To this end we will redesign the calibration spectroscopy cells to tolerate far higher temperatures and provide us with a stable wavelength reference. To reduce the temperature the windows experience we will use a single long tube, the spectroscopy metals (thulium and indium) will be placed in the center which will be heated while the ends will be water cooled. This design was originality discarded due to concerns that the metal would condense on the windows reducing the transmission.

Using these techniques we hope to produce a measurement of the tune-out wavelength with an accuracy better than a 100fm.

### 6.1.2 1083 nm Tune-Out

While the tune-out wavelength between the $3^3P$ and $2^3P$ states is most sensitive to more interesting effects (finite mass, relativistic, etc.), it provides only a single constraint to the transition dipole matrix elements. By measuring the tune-out in the multiplets we would then provide a multi point constraint on any predictions. In many ways this measurement would be far easier to perform. First the polarizability (and corresponding potential) for a given detuning is nearly a million times greater allowing for easy alignment and spectacular sensitivity. Secondly the $2^3P$ 1083 nm transition is easily accessed using commercial fibre lasers with high power (many watt) outputs. Additionally the relatively close transitions to the tune-outs (GHz) mean that an offset locking system is possible which allows for laser frequency accuracy better than the MHz level. Here a ‘local oscillator’ laser is locked using saturation spectroscopy to to the known transition. The relative frequency difference between this and a probe laser is measured by overlapping a beam from each and measuring the resulting beat frequency on a photo-diode. This signal is then sent to a frequency voltage converter and the output used for feedback to the probe laser. This would allow for these tune to be measured at an accuracy at or below the fm level.

### 6.1.3 Interferometer

Further experiments may seek to improve on the 413 nm tune-out measurement by use of an atomic Mach-Zender interferometer which is analogous to the light based experiment [85]. By using a bragg pulse [86] it is possible to manipulate atoms in an analogous manner to mirrors and beam splitters. Here instead of using a refractive index to change the phase evolution rate
in one of the arms the probe beam is used to create a potential that performs the same effect  
(Figure 6.1). The relative phase difference of the two arms are then converted to a population 
difference in the output ports which can then be measured and the difference minimized to find 
the tune-out wavelength. This technique has been applied to a number of areas atom optics from 
the tune-out measurement in potassium [44, 45] to precision gravimetry [87]. It is particularly 
appealing for our case as the atoms are free from any perturbing effects of a trapping potential 
on the atomic structure and an uncertainty limited only by wavelength measurement may be 
achievable. [64, 88]

Figure 6.1: An atomic Mach-Zender Interferometer. Bragg beams which induce a phase shift 
in the atoms are shown in red. The probe beam in blue causes a phase shift in the right arm in 
proportion to wavelength and intensity.

The main difficulty with this type of experiment is to produce a large (integrated) potential-
time difference between the arms, this can be challenging due to the shape of any applied beam 
and the atoms path. To this end we will also investigate an in-trap or guided [89] interferometer 
which may allow for far longer interaction times.

6.2 Concluding Statement

Using the future work detailed here we aim to measure the tune out wavelength at the 
femtometer level of accuracy and rigorously test QED atomic theory in He*.
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Appendix A

Appendix

A.1 Trap Frequency of an ODT

We often wish to approximate the potential of an optical dipole potential by a harmonic oscillator. To do so we find the second derivative in potential as a function of R and Z. The optical dipole potential due to a Gaussian beam is given by

\[ U_{dip} = -\frac{1}{2\epsilon_0 c} Re(\alpha) I_0 \left( \frac{w_0}{w(z)} \right)^2 e^{-\frac{2r^2}{w(z)^2}}. \] (A.1)

where the waist as a function of axial position is defined as

\[ w(z) = w_0 \sqrt{1 + \left( \frac{z \lambda}{\pi w_0^2} \right)^2} \] (A.2)

we then take the second derivative in both x and z about the origin.

\[ \frac{\partial U_{dip}}{\partial r} = \frac{1}{2\epsilon_0 c} Re(\alpha) I_0 \left( \frac{w_0}{w(z)} \right)^2 \frac{4r}{w(z)^2} e^{-\frac{2r^2}{w(z)^2}} \] (A.3)

\[ \frac{\partial^2 U_{dip}}{\partial r^2} = \frac{1}{2\epsilon_0 c} Re(\alpha) I_0 \left( \frac{w_0}{w(z)} \right)^2 \frac{4}{w(z)^2} e^{-\frac{2r^2}{w(z)^2}} + \frac{1}{2\epsilon_0 c} Re(\alpha) I_0 \left( \frac{w_0}{w(z)} \right)^2 \frac{8r^2}{w(z)^4} e^{-\frac{2r^2}{w(z)^2}} \] (A.4)

The trap frequency can then be found from this second derivative as

\[ \omega = \sqrt{\frac{\frac{\partial^2 U}{\partial r^2}}{m} \bigg|_{x=0, z=0}}. \] (A.7)
For r and z this then evaluates to

\[ \omega_r = \sqrt{\frac{1}{2m\varepsilon_0 c} Re(\alpha) I_0 \frac{4}{w_0^2}} \]  
(A.8)

\[ \omega_z = \sqrt{\frac{1}{2m\varepsilon_0 c} Re(\alpha) I_0 \frac{2}{z_H^2}} \]  
(A.9)

The sum of two trapping frequencies can be seen from Equation 4.12 to be

\[ \omega_{Net} = \sqrt{\omega_{Trap}^2 + \omega_{Probe}^2} \]  
(A.10)

A.2 Polarizability Conversion

To convert the expression for the dynamic polarizability near the tune out wavelength as given in [2] as \( \frac{\partial \alpha}{\partial \lambda} = -1.913a_0^3(CGS) \) to SI. We first convert into units of volume polarizability using the value for \( a_0 \) [90]. To convert this to SI units we then use [39]

\[ 4\pi \varepsilon \alpha' = \alpha. \]

With

\[ \varepsilon = 8.85 \times 10^{-12} \]
\[ a_0 = 0.529 \times 10^{-10} \]

To give the SI value of

\[ \frac{\partial \alpha}{\partial \lambda} = 3.15 \times 10^{-50} \text{C} \cdot \text{m} \cdot \text{v}^{-1}. \]  
(A.11)

The resultant potential can then be given by

\[ U_{dipole} = -\frac{1}{2\varepsilon_0 c} \frac{\partial \alpha}{\partial \lambda} \Delta \lambda(m) I \]

and is evaluated with the value above to

\[ \frac{U(\omega)}{\Delta \lambda} = 5.9 \times 10^{-39} \frac{J m^2}{n m_{TO} W} = 2.8 \times 10^{-16} \frac{K m^2}{n m_{TO} W}. \]

A.3 Outcoupling Calculations

To calculate the outcoupling surface integral we used analytical calculations in Mathematica. The code is below:
ClearAll["Global`*"]

\[
\text{int} = \frac{2 \pi}{\pi \wp^2};
\]

\[
\omega_{\text{rp}} = \sqrt{\frac{4 \wp \lambda \text{int} \int d\lambda}{m \wp^2}};
\]

\[
g = 4 \pi \hbar^2 a / m;
\]

\[
\omega_r = \sqrt{\omega_r m^2 + \omega_{\text{rp}}^2};
\]

\[
\omega_b = \left(\omega_r^2 \omega_z^2\right)^{1/3};
\]

\[
ab = \sqrt{\frac{\hbar}{m \omega_b}};
\]

\[
\text{Urz} = \frac{1}{2} m \omega_r^2 x^2 + \frac{1}{2} m \omega_z^2 z^2;
\]

\[
\mu = \frac{1}{2} \left(15^2 N^2 a^2 m \hbar^4 \omega_z^2 \omega_r^4\right)^{1/5};
\]

\[
T_{Fr} = \sqrt{\frac{\mu}{m \omega_r^2}};
\]

\[
T_{Fz} = \sqrt{\frac{\mu}{m \omega_z^2}};
\]

\[
\rho = \text{Piecewise}\left[\left\{\left(\frac{1}{g} (\mu - \text{Urz}), \mu - \text{Urz} > 0\right), \{0, \mu - \text{Urz} < 0\}\right\}\right];
\]

\[(*\rho=\text{FullSimplify[}\rho\star\)]

\[
\text{rout} = \sqrt{\frac{\left(\text{Umag} - \frac{1}{2} m \omega_z^2 z^2\right)}{\frac{1}{2} m \omega_z^2}};
\]

\[
\text{zmax} = \sqrt{\frac{2 \text{Umag}}{m \omega_z^2}};
\]

\[
\eta = \text{Integrate}[\rho 2 \pi x /. x \rightarrow \text{rout},
\{z, 0, \text{zmax}\}, \text{Assumptions} \rightarrow \{\text{Umag}, \omega_z, m\} \in \text{Reals}]
\]

\[
\Delta \eta = \eta - (\eta /. \{\text{P} \rightarrow 0\})
\]
This gives the outcoupling density $\eta$ as

$$\frac{1}{\text{Abs}[\omega z]} \pi^{5/2} \frac{1}{\text{wp}^2} \sqrt{\frac{1}{8 d \lambda m \text{Puon} \text{int} + m^2 \pi \text{wp}^4 \omega r m^2}} \text{Abs}[\text{Umag}]$$

$$\left( m \left( -\text{Umag} + \frac{1}{2} 15^{2/5} \left( a^2 \text{N}^2 \left( \frac{8 d \lambda \text{Puon} \text{int}}{m \text{wp}^3} + \omega r m^3 \right)^2 \frac{\hbar^4}{4 a \pi \hbar^2} \right)^{1/5} \text{Abs}[\omega z]^{2/5} \right) \right)$$