PRABHAKAR-TYPE LINEAR DIFFERENTIAL EQUATIONS WITH VARIABLE COEFFICIENTS
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Abstract. Linear differential equations with variable coefficients and Prabhakar-type operators featuring Mittag-Leffler kernels are solved. In each case, the unique solution is constructed explicitly as a convergent infinite series involving compositions of Prabhakar fractional integrals. We also extend these results to Prabhakar operators with respect to functions. As an important illustrative example, we consider the case of constant coefficients, and give the solutions in a more closed form by using multivariate Mittag-Leffler functions.

Contents

1. Introduction
2. Preliminaries
   2.1. Prabhakar fractional calculus
   2.2. Fractional calculus with respect to functions
3. Main results
   3.1. The general FDE with homogeneous initial conditions
   3.2. Canonical set of solutions
   3.3. Explicit form for solutions in the general case
   3.4. Extension to operators with respect to functions
4. Examples
5. Acknowledgements
References

1. Introduction

Fractional differential equations (FDEs) are widely studied, both from the pure mathematical viewpoint [25, 36, 46] and due to their applications in assorted fields of science and engineering [21, 47]. The simple case of linear ordinary FDEs with constant coefficients has been thoroughly studied in classical textbooks such as [25, 28], but many other FDE problems are still providing challenges to mathematical researchers.

Explicit solutions have been constructed for several classes of linear FDEs with variable coefficients. Different approaches have been considered to obtain representations of solutions for such equations, including Green's functions [26], the Banach...
fixed point theorem [7, 34], power series methods [2, 23, 45], and Volterra integral equations [3, 4]. The tools used in [7, 26, 34] yielded representations of the solutions by uniformly convergent infinite series involving nested compositions of Riemann–Liouville fractional integrals. This is relatively easy to handle compared with other representations where sometimes reproducing kernels are involved, and the nested fractional integrals can even be eliminated to obtain a formula more suitable for numerical calculation [16]. The starting point of the method in these papers was to exchange the original fractional differential equation for an equivalent integral equation, a very useful technique which, to the best of our knowledge, was first used for FDEs by Pitcher and Sewel in [35].

Recently, the study of explicit solutions of FDEs with variable coefficients has been growing in attention and opening new directions of investigation and application. After the works [26, 34] where the problem was solved in the classical settings of Riemann–Liouville and Caputo fractional derivatives, several other papers have extended the same methodology to other types of fractional derivatives, such as Caputo derivatives with respect to functions and derivatives with non-singular Mittag-Leffler kernels [41, 15]. This method has also been applied to partial differential equations [44], and in the investigation of inverse fractional Cauchy problems of wave and heat type, it was also used to define a new class of time-fractional Dirac type operators with time-variable coefficients and with applications in fractional Clifford analysis [5, 42]. Such operators of fractional Dirac type lead to the consideration of a wide range of fractional Cauchy problems, whose solutions were given explicitly.

In this paper, we study the explicit solutions of variable-coefficient FDEs in the setting of Prabhakar fractional derivatives. The origins of Prabhakar fractional calculus lie in the fractional integral operator introduced in [38], which was more deeply studied in [24] and extended to fractional derivatives in [17]. Recently, Prabhakar fractional calculus has been intensively studied both for its pure mathematical properties [12, 19] and for its assorted applications [18, 48], so Prabhakar fractional differential equations have become a topic of interest [43]. For this reason, we have conducted the current research into fractional differential equations with variable coefficients and Prabhakar derivatives, constructing explicit solutions using the methodology of [34].

The structure of the paper is given as follows. In Section 2, we collect all necessary definitions and preliminary results on Prabhakar fractional calculus, as well as Prabhakar operators with respect to functions. Section 3 is devoted to the main results: proving existence and uniqueness for the considered Prabhakar-type linear differential equation with variable coefficients, constructing explicitly a canonical set of solutions, and finally finding the explicit form of the unique solution, both for the Prabhakar-type differential equation and also for its generalisation using Prabhakar operators with respect to functions. In Section 4, as an illustrative example of our general results, we write explicit solutions for the general linear Prabhakar-type FDE with constant coefficients, by using the multivariate Mittag-Leffler function.

2. Preliminaries

Let us recall the main definitions and auxiliary results that will be used in this paper.
2.1. Prabhakar fractional calculus. Before introducing the operators of Prabhakar fractional calculus, we need to recall the three-parameter Mittag-Leffler function $E_{α,β}^θ$, which was introduced and studied by Prabhakar in [38]:

$$E_{α,β}^θ(z) = \sum_{n=0}^{∞} \frac{(θ)_n}{Γ(αn + β)} \frac{z^n}{n!}, \quad z, β, α, θ ∈ \mathbb{C}, Re α > 0,$$

where $Γ(·)$ is the Gamma function and $(θ)_n$ is the Pochhammer symbol [8, §2.1.1], i.e. $(θ)_n = \frac{Γ(θ+n)}{Γ(θ)}$ or

$$(θ)_0 = 1, \quad (θ)_n = θ(θ + 1)⋯(θ + n − 1) \quad (n = 1, 2, \ldots).$$

For $θ = 1$, we obtain the two-parameter Mittag-Leffler function $E_{α,β}(z) = E_{α,1}^θ(z)$. For more details of various types of the Mittag-Leffler function, see e.g. the book [20].

Briefly, we discuss the convergence of the above series. Applying the ratio test to $c_n = \frac{(θ)_n}{Γ(αn + β)} z^n$ and using Stirling’s approximation [8, 1.18(4)], we have

$$|c_{n+1}| \leq \frac{Γ(α(n+1) + β)}{Γ(αn + β)} |z|^{n+1} \leq |z| \frac{|θ + n|}{n+1} \frac{|Γ(αn + β)|}{|Γ(αn + β + α)|} \sim |z| |θ + n| \frac{1}{n+1} |αn + β| Re α → 0, \quad n → ∞,$$

and we see why the assumption $Re(α) > 0$ is necessary for the definition.

We now recall the Prabhakar integral operator, which is defined by

$$(a^α_α,β,ω f)(t) = \int_a^t (t − s)^β−1 E_{α,β}^θ(ω(t − s)α) f(s) ds, \quad (2.1)$$

where $α, β, θ, ω ∈ \mathbb{C}$ with $Re(α) > 0$ and $Re(β) > 0$. This operator is bounded for functions $f ∈ L^1(a, b)$ for any $b > a$; for more details, see [24, Theorems 4.5]. Note that for $θ = 0$, $a^0_α,β,ω$ coincides with the Riemann–Liouville fractional integral of order $β$ [46, Sections 2.3 and 2.4]:

$$a^{RL}_α f^β(t) = \frac{1}{Γ(β)} \int_a^t (t − s)^β−1 f(s) ds, \quad β ∈ \mathbb{C}, \quad Re(β) > 0. \quad (2.2)$$

Two important properties of the Prabhakar operator are its semigroup property (in the parameters $β, θ$) and its series formula, which were proved in [24] and [13] respectively. These are:

$$a^{θ_1}_α,β_1,ω_1 ∘ a^{θ_2}_α,β_2,ω_2 = a^{θ_1+θ_2}_α,β_1+β_2,ω_1, \quad Re(α) > 0, Re(β_i) > 0, i = 1, 2; \quad (2.3)$$

$$(a^θ_α,β,ω f)(t) = \sum_{n=0}^{∞} \frac{(θ)_n}{Γ(αn + β)} RL_{a} f^{αn+β}(t), \quad Re(α) > 0, Re(β) > 0. \quad (2.4)$$

Thanks to all of the above identities and relations, the Prabhakar integral operator (2.1) is considered [12, 24] as a generalised fractional integral operator, giving rise to
a type of fractional calculus involving Mittag-Leffler kernels. It is a complete model of fractional calculus including fractional derivatives as well as integrals, as we shall see in the following statements. Firstly we recall the space $AC^n(a, b)$ ($n \in \mathbb{N}$), which is the set of real-valued functions $f$ whose derivatives exist up to order $n-1$ on $(a, b)$ and such that $f^{(n-1)}$ is an absolutely continuous function.

The Prabhakar derivative of Riemann–Liouville type is defined [17] by

$$
(RL^\theta_{a} D^\alpha_{a,\beta,\omega} f)(t) = \frac{d^m}{dt^m} (RL^\theta_{a} \mathbb{I}^{-\theta}_{a,\alpha,\alpha,\beta,\omega} f(t)) = \frac{d^m}{dt^m} \int_a^t (t-s)^{m-\beta-1} E_{\alpha,m-\beta}^{-\theta}(\omega(t-s)\alpha) f(s) \, ds,
$$

(2.5)

where $\alpha, \beta, \theta, \omega \in \mathbb{C}$ with $\text{Re}(\alpha) > 0$, $\text{Re}(\beta) \geq 0$, and $m = \lfloor \text{Re} \beta \rfloor + 1$ (where $\lfloor \cdot \rfloor$ is the floor function) and $f \in AC^m(a, b)$.

The following inversion result for Prabhakar integrals and derivatives follows immediately from the semigroup property (2.3) and the classical fundamental theorem of calculus:

$$
RL^\theta_{a} D^\alpha_{a,\beta,\omega} a^\theta_{a,\alpha,\beta,\omega} f(t) = f(t), \quad f \in C[a, b].
$$

The Prabhakar derivative of Caputo type, sometimes also called the regularised Prabhakar derivative, is usually defined [17] by

$$
(C^\theta_{a} D^\alpha_{a,\beta,\omega} f)(t) = \mathbb{I}^{-\theta}_{a,\alpha,\alpha,\beta,\omega} \left( \frac{d^m}{dt^m} f(t) \right) = \int_a^t (t-s)^{m-\beta-1} E_{\alpha,m-\beta}^{-\theta}(\omega(t-s)\alpha) f^{(m)}(s) \, ds,
$$

(2.7)

where $\alpha, \beta, \theta, \omega \in \mathbb{C}$ with $\text{Re}(\alpha) > 0$, $\text{Re}(\beta) \geq 0$, and $m = \lfloor \text{Re} \beta \rfloor + 1$, and $f \in AC^m(a, b)$. Note that $f \in AC^m[a, b]$ is enough for (2.7) to be well-defined, since this guarantees $f^{(m)}$ exists almost everywhere and is in $L^1[a, b]$, therefore the fractional integral of $f^{(m)}$ exists; we do not need stronger conditions such as $f \in C^m[a, b]$ for the existence of the Caputo-type derivative. Boundeness of the operator $C^\theta_{a} D^\alpha_{a,\beta,\omega}$ is discussed in [37, Theorem 4]. For $\theta = 0$, this operator coincides with the original Caputo fractional derivative.

We also have the following alternative formula for the Caputo–Prabhakar derivative, which is equivalent to (2.7) for any function $f \in AC^m(a, b)$:

$$
(C^\theta_{a} D^\alpha_{a,\beta,\omega} f)(t) = RL^\theta_{a} D^\alpha_{a,\beta,\omega} \left[ f(t) - \sum_{j=0}^{m-1} \frac{f^{(j)}(a)}{j!}(t-a)^j \right],
$$

(2.8)

where $\alpha, \beta, \theta, \omega \in \mathbb{C}$ with $\text{Re}(\alpha) > 0$, $\text{Re}(\beta) \geq 0$, and $m = \lfloor \text{Re} \beta \rfloor + 1$. The equivalence of (2.7) and (2.8) was proved in [17, Proposition 4.1]. In this paper, we shall use them both interchangeably.
The Prabhakar derivatives, of both Riemann–Liouville and Caputo type, have series formulae analogous to \((2.4)\), namely:

\[
RL\mathbb{D}_a^\theta a^{\alpha,\beta,\omega} f(t) = \sum_{n=0}^{\infty} (-\theta)^n \omega^n n! RL_a I^{\alpha n - \beta} f(t), \quad \text{Re}(\alpha) > 0, \text{Re}(\beta) \geq 0, \tag{2.9}
\]

\[
\mathbb{D}_a^\theta a^{\alpha,\beta,\omega} f(t) = \sum_{n=0}^{\infty} (-\theta)^n \omega^n n! RL_a I^{\alpha n + m - \beta} f^{(m)}(t), \quad \text{Re}(\alpha) > 0, \text{Re}(\beta) \geq 0, \tag{2.10}
\]

where in \((2.9)\) we use the analytic continuation of the Riemann–Liouville integral (called the Riemann–Liouville derivative) for the finitely many cases where \(\text{Re}(\alpha n - \beta) < 0\). Note that the first term of the series in \((2.10)\) is precisely the classical Caputo derivative to order \(\beta\) of \(f\), defined by

\[
C_a^\beta f(t) = RL_a I^{m - \beta} \left( \frac{d^m}{dt^m} f(t) \right) = \frac{1}{\Gamma(m - \beta)} \int_a^t (t - s)^{m - \beta - 1} f^{(m)}(s) \, ds,
\]

where \(m := \lfloor \text{Re}(\beta) \rfloor + 1\) as usual.

**Lemma 2.1.** If \(\alpha, \beta, \theta, \omega \in \mathbb{C}\) with \(\text{Re}(\alpha) > 0\), \(\text{Re}(\beta) > 0\), and \(f \in C[a, b]\), then the following statements hold:

1. \((a a^{\alpha,\beta,\omega} f)\) is a continuous function on \([a, b]\).
2. \(\lim_{t \to a^+} (a a^{\alpha,\beta,\omega} f)(t) = 0\).
3. If \(\beta', \omega' \in \mathbb{C}\) with \(\text{Re}(\beta') > \text{Re}(\beta') \geq 0\), then

\[
C_a^{\beta'} a^{\alpha,\beta,\omega} f(t) = a a^{\alpha,\beta,\omega} f(t).
\]

In particular, letting \(\beta' \to \beta\) and \(\omega' = \omega\), we have

\[
C_a^\beta a^{\alpha,\beta,\omega} f(t) = f(t).
\]

**Proof.** The first statement follows by [24, Theorem 5]. The second statement is an application of the mean value theorem for integrals; note that the continuity of \(f\) on the closed interval \([a, b]\) is vital for this.

Let us now prove the third statement. Setting \(m = \lfloor \text{Re}(\beta') \rfloor + 1\), we have by the formula \((2.8)\):

\[
C_a^{\beta'} a^{\alpha,\beta,\omega} f(t) = RL_a a^{\alpha,\beta',\omega} \left[ a^{\alpha,\beta,\omega} f(t) - \sum_{j=0}^{m-1} \frac{\Gamma(j+1)}{j!} \left( a a^{\alpha,\beta,\omega} f \right)^{(j)}(a) \right] = a a^{\alpha,\beta',\omega} f(t) - \sum_{j=0}^{m-1} \left( a a^{\alpha,\beta,\omega} f \right)^{(j)}(a) RL_a a^{\alpha,\beta,\omega} \left( \frac{t^j}{j!} \right),
\]

where in the last line we used \((2.6)\). For each value of \(j = 0, 1, \ldots, m - 1\), since \(j \leq m - 1 = \lfloor \text{Re}(\beta') \rfloor \leq \text{Re}(\beta') < \text{Re}(\beta)\) and therefore \(\text{Re}(\beta - j) > 0\), by [24, Theorem 7] and the first statement of this Lemma, it follows that:

\[
\lim_{t \to a^+} \left( a a^{\alpha,\beta,\omega} f \right)^{(j)}(t) = \lim_{t \to a^+} \left( a^{\alpha,\beta - j,\omega} f \right)(t) = 0,
\]

which completes the proof.
In the last part of Lemma 2.1, we have proved one composition relation for the Prabhakar operators, namely the Caputo-type derivative of the fractional integral. We will also need the converse, a formula for the fractional integral of the Caputo-type derivative, which will be stated in the following function space [22]:

\[ C^{\beta, m-1}[a, b] := \{ v \in C^{m-1}[a, b] : C_a^\beta v \text{ exists in } C[a, b] \} . \]

Kilbas and Marzan used this space in [22, §3] for solving some Caputo fractional differential equations. It is a suitable setting because it guarantees the existence of Caputo fractional derivatives up to a given order without any further assumptions required. Given our context of Prabhakar operators, we shall endow it with the following norm:

\[ \| v \|_{C^{\beta, m-1}} = \sum_{k=0}^{m-1} \| v^{(k)} \|_\infty + \| C_a^\theta C^\alpha v \|_\infty, \]

where \( \alpha, \beta, \theta, \omega \in \mathbb{C} \) such that \( \text{Re}(\alpha) > 0, \text{Re}(\beta) \geq 0, \) and \( m - 1 \leq \text{Re} \beta < m. \) This function space is the same as the one used in [34], defined according to continuity of the classical Caputo derivative, but the norm is different, adapted for the Prabhakar setting. Note that the assumptions for this function space are enough to guarantee existence and continuity of the Caputo-type Prabhakar derivative:

\[ C_a^\theta C^\alpha v \in C[a, b] \quad \text{for all } v \in C^\beta[a, b], \]

because the series formula (2.10) shows that \( C_a^\theta C^\alpha v(t) \) is a uniformly convergent sum of the Caputo derivative \( C_a^\beta v \) and various fractional integrals of it, which must all be continuous for \( v \in C^\beta[a, b] \), since the fractional integral of a continuous function is continuous [6].

**Lemma 2.2.** If \( \alpha, \beta, \theta, \omega \in \mathbb{C} \) with \( \text{Re}(\alpha) > 0 \) and \( \text{Re}(\beta) > 0 \) and \( m = \lfloor \text{Re} \beta \rfloor + 1 \), then for any \( f \in C^{\beta, m-1}[a, b] \), we have

\[ (a I^\theta \psi^\alpha \circ C^\beta \psi^\alpha f)(t) = f(t) - \sum_{j=0}^{m-1} \frac{f^{(j)}(a)}{j!} (t - a)^j. \]

In particular, if \( 0 < \beta < 1 \) so that \( m = 1 \), we have

\[ (a I^\theta \psi^\alpha \circ C^\beta \psi^\alpha f)(t) = f(t) - f(a). \]

**Proof.** This follows from the first definition (2.7) of the Caputo-type derivative, together with the semigroup property (2.3) of Prabhakar integrals and the fundamental theorem of calculus. \(\square\)

### 2.2. Fractional calculus with respect to functions.

In order to make an extension of Prabhakar fractional calculus, let us now introduce the concept of fractional integrals and derivatives of a function with respect to another function.

In the classical Riemann–Liouville sense, the fractional integral of a function \( f(t) \) with respect to a monotonically increasing \( C^1 \) function \( \psi : [a, b] \rightarrow \mathbb{R} \) with \( \psi' > 0 \) everywhere is defined [32] by

\[ R_a^\beta I^\alpha_{\psi(t)} f(t) = \frac{1}{\Gamma(\beta)} \int_a^t (\psi(t) - \psi(s))^{\beta-1} f(s) \psi'(s) \, ds, \quad \text{Re}(\beta) > 0. \]
This enables many properties of the fractional integral with respect to \( \psi \), such as composition relations, to be proved immediately from the corresponding properties of the Riemann–Liouville fractional integral. Conjugation relations like (2.11) are also valid for the Riemann–Liouville and Caputo derivatives with respect to functions, and these relations can be used to prove general fractional integral and derivative operators have also been taken with respect to functions [33], illustrating the scope of this idea’s applicability.

The Prabhakar fractional integral and derivatives of a function with respect to another function were first defined in [11] and studied in more detail in [30, 31]:

\[
\begin{align*}
\alpha^{\theta;\psi}(t) &= \int_a^t \left( \psi(t) - \psi(s) \right)^{\beta-1} E_{\alpha,\beta}^\theta \left( \omega \left( \psi(t) - \psi(s) \right) \right) f(s) \psi'(s) \, ds, \\
\RL_{\alpha,\beta,\omega}^{\theta;\psi}(t) &= \left( \frac{1}{\psi'(t)} \right)^m \left( a_{\alpha,m-\beta,\omega}^{-\theta;\psi}(t) \right), \\
\CPP_{\alpha,\beta,\omega}^{\theta;\psi}(t) &= \left( \frac{1}{\psi'(t)} \right)^m \left( a_{\alpha,m-\beta,\omega}^{-\theta;\psi}(t) \right),
\end{align*}
\]

where \( \Re \alpha > 0 \) in every case, \( \Re \beta > 0 \) in (2.12), and \( \Re \beta \geq 0 \) with \( m = \lfloor \Re \beta \rfloor + 1 \) in (2.13)–(2.14).

Various properties of these operators were proved in [30, 31], but those studies did not take account of the conjugation relation connecting these operators back to the original Prabhakar operators. We note that Prabhakar fractional calculus is a special case of fractional calculus with general analytic kernels [14], which has been extended to a version taken with respect to functions [33], where a conjugation relation analogous to (2.11) has been proved. Therefore, the corresponding relation holds for Prabhakar fractional integrals as a special case:

\[
\begin{align*}
\alpha^{\theta;\psi}(t) &= Q_{\psi} \circ \alpha_{\psi}^{\theta;\psi} \circ Q_{\psi}^{-1}, \\
\RL_{\alpha,\beta,\omega}^{\theta;\psi}(t) &= Q_{\psi} \circ \RL_{\alpha,\beta,\omega}^{\theta;\psi} \circ Q_{\psi}^{-1}, \\
\CPP_{\alpha,\beta,\omega}^{\theta;\psi}(t) &= Q_{\psi} \circ \CPP_{\alpha,\beta,\omega}^{\theta;\psi} \circ Q_{\psi}^{-1},
\end{align*}
\]

where the functional operator \( Q_{\psi} \) is defined in (2.11). From these conjugation relations, all properties proved above for Prabhakar operators immediately give rise to corresponding properties for Prabhakar operators with respect to functions. For example, (2.8) implies that

\[
\CPP_{\alpha,\beta,\omega}^{\theta;\psi}(t) f(t) = \RL_{\alpha,\beta,\omega}^{\theta;\psi}(t) \left[ f(t) - \sum_{j=0}^{m-1} \frac{(\psi(t) - \psi(a))^j}{j!} \lim_{t \to a^+} \left( \frac{1}{\psi'(t)} \frac{d}{dt} \right)^j f(t) \right],
\]
with \( \alpha, \beta, m \) as before. Or again, Lemma 2.1 implies that
\[
C_a^{\theta'(t)} D_{\alpha, \beta', \omega} \circ a^{\theta(t)} f(t) = a^{\theta(t)} D_{\alpha, \beta', \omega} f(t)
\]
where \( \text{Re} \alpha > 0 \) and \( \text{Re} \beta > \text{Re} \beta' \geq 0 \) and \( \theta, \theta' \in \mathbb{C} \), while Lemma 2.2 implies that
\[
( a^{\theta(t)} \circ C_{\alpha, \beta, \omega}^{\theta'(t)} f(t) ) = f(t) - \sum_{j=0}^{m-1} \left( \frac{(\psi(t) - \psi(a))^j}{j!} \right) \lim_{t \to a^+} \left( \frac{1}{\psi'(t)} \cdot \frac{d}{dt} \right)^j f(t),
\]
with \( \alpha, \beta, m \) as before and \( f \) in the function space
\[
C_{\psi(t)}^{\beta,m-1} [a, b] := \left\{ v \in C^{m-1}[a, b] : C_a^{\beta} \psi(t) v(t) \text{ exists in } C[a, b] \right\},
\]
endowed with the norm
\[
\left\| v \right\|_{C_{\psi(t)}^{\beta,m-1}} = \sum_{k=0}^{m-1} \left\| \left( \frac{1}{\psi'(t)} \cdot \frac{d}{dt} \right)^k v(t) \right\|_{C^{0}} + \left\| C_a^{\beta} \psi(t) v(t) \right\|_{C^{0}}.
\]
It can be proved that the functional operator \( Q_{\psi} \) is a natural isometry from the normed space \( C_{\psi(t)}^{\beta,m-1}[a, b] \) to the normed space \( C_{\psi(t)}^{\beta,m-1}[a, b] \).

3. Main results

We will study the following differential equation with continuous variable coefficients and Caputo–Prabhakar fractional derivatives:
\[
C_a^{\theta_0} D_{\alpha, \beta_0, \omega} v(t) + \sum_{i=1}^{m} \sigma_i(t) C_a^{\theta_i} D_{\alpha, \beta_i, \omega} v(t) = g(t), \quad t \in [0, T],
\]
(3.1)
to be solved for the unknown function \( v(t) \), under the initial conditions
\[
\left. \frac{d^k}{dt^k} v(t) \right|_{t=0+} = v^{(k)}(0) = c_k \in \mathbb{C}, \quad k = 0, 1, \ldots, n_0 - 1,
\]
(3.2)
where \( \alpha, \beta_i, \theta_i, \omega \in \mathbb{C} \) with \( \text{Re}(\alpha) > 0 \) and \( \text{Re}(\beta_0) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0 \)
and \( n_i = [\text{Re}(\beta_i)] + 1 \in \mathbb{N} \) and the functions \( \sigma_i, g \in C[0, T] \) for \( i = 0, 1, \ldots, m \).

We will also study the homogeneous case
\[
C_a^{\theta_0} D_{\alpha, \beta_0, \omega} v(t) + \sum_{i=1}^{m} \sigma_i(t) C_a^{\theta_i} D_{\alpha, \beta_i, \omega} v(t) = 0, \quad t \in [0, T],
\]
(3.3)
and the homogeneous initial conditions
\[
v^{(k)}(0) = 0, \quad k = 0, 1, \ldots, n_0 - 1,
\]
(3.4)
in order to obtain complementary functions which can then be used to construct the general solution.

**Definition 3.1.** A set of functions \( v_j(t) \), \( j = 0, 1, \ldots, n_0 - 1 \), is called a canonical set of solutions of the homogeneous equation (3.3) if every function \( v_j \) satisfies (3.3) and the following initial conditions hold for \( j, k = 0, 1, \ldots, n_0 - 1 \):
\[
v^{(k)}_j(0) = \begin{cases} 1, & j = k, \\ 0, & j \neq k. \end{cases}
\]
(3.5)
We now study the existence, uniqueness, and representation of solutions for the above initial value problem.

3.1. The general FDE with homogeneous initial conditions. We start by proving the existence and uniqueness of solutions for the general FDE (3.1) with homogeneous initial conditions (3.4).

**Theorem 3.2.** Let \( \alpha, \beta_i, \theta_i, \omega \in \mathbb{C} \) with \( \text{Re}(\alpha) > 0 \) and \( \text{Re}(\beta_0) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0 \) and \( \text{Re}(\beta_0) \notin \mathbb{Z} \), and let \( n_i = |\text{Re}(\beta_i)| + 1 \in \mathbb{N} \) and the functions \( \sigma_i, g \in C[0, T] \) for \( i = 0, 1, \ldots, m \). Then the FDE (3.1) under the conditions (3.4) has a unique solution \( v \in C^{\beta_0,\alpha_0-1}[0, T] \), and it is represented by the following uniformly convergent series:

\[
v(t) = \sum_{k=0}^{\infty} (-1)^k \prod_{\alpha, \beta_0, \omega}^0 \left( \sum_{i=1}^{m} \sigma_i(t) \prod_{\alpha, \beta_0-\beta_i, \omega}^0 \right) g(t). \tag{3.6}
\]

**Proof.** Our proof will be in four parts: first transforming the FDE (3.1) with the conditions (3.4) into an equivalent integral equation, much easier to handle and work with; then using the Banach fixed point theorem to show that this integral equation has a unique solution in an appropriate function space; then constructing an appropriately convergent sequence of functions to give the unique solution function as a limit; and finally constructing an explicit formula for the solution function as an infinite series.

**Equivalent integral equation.** Let us take \( v \in C^{\beta_0,\alpha_0-1}[0, T] \) satisfying (3.1) and (3.4). For \( u(t) = \prod_{\alpha, \beta_0, \omega}^0 \prod_{\alpha, \beta_0-\beta_i, \omega}^0 v(t) \), we know that \( u \in C[0, T] \) by definition of the function space \( C^{\beta_0,\alpha_0-1}[0, T] \). By Lemma 2.2 and conditions (3.4), it follows that

\[
\prod_{\alpha, \beta_0, \omega}^0 u(t) = \prod_{\alpha, \beta_0, \omega}^0 \prod_{\alpha, \beta_0-\beta_i, \omega}^0 v(t) = v(t).
\]

Due to \( u \in C[0, T] \), \( \text{Re}(\beta_0) > \text{Re}(\beta_i) \geq 0 \), and Lemma 2.1, we have

\[
\prod_{\alpha, \beta_i, \omega}^0 u(t) = \prod_{\alpha, \beta_i, \omega}^0 \prod_{\alpha, \beta_0, \omega}^0 u(t) = \prod_{\alpha, \beta_0-\beta_i, \omega}^0 u(t), \quad i = 1, \ldots, m.
\]

Therefore, equation (3.1) becomes

\[
\sum_{i=1}^{m} \sigma_i(t) \prod_{\alpha, \beta_0-\beta_i, \omega}^0 u(t) = g(t). \tag{3.7}
\]

Thus, if \( v \in C^{\beta_0,\alpha_0-1}[0, T] \) is a solution of the initial value problem (3.1) and (3.4), then \( u = \prod_{\alpha, \beta_0, \omega}^0 v \in C[0, T] \) is a solution of the integral equation (3.7).

We now focus on the converse statement. Let \( u \in C[0, T] \) be a solution of (3.7). By the application of the operator \( \prod_{\alpha, \beta_0-\beta_i, \omega}^0 \) to equation (3.7), we get

\[
\prod_{\alpha, \beta_0, \omega}^0 u(t) + \prod_{\alpha, \beta_0, \omega}^0 \sum_{i=1}^{m} \sigma_i(t) \prod_{\alpha, \beta_0-\beta_i, \omega}^0 u(t) = \prod_{\alpha, \beta_0, \omega}^0 g(t). \tag{3.8}
\]

Defining \( v(t) = \prod_{\alpha, \beta_0, \omega}^0 u(t) \), from Lemma 2.1 we obtain

\[
\prod_{\alpha, \beta_i, \omega}^0 v(t) = \prod_{\alpha, \beta_0-\beta_i, \omega}^0 u(t) \quad \text{and} \quad \prod_{\alpha, \beta_i, \omega}^0 u \in C[0, T],
\]
therefore (3.8) implies
\[ v(t) + \sum_{i=1}^{m} \sigma_i(t) \mathcal{D}^{\theta_i}_{\alpha,\beta,0,\omega} u(t) = \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} g(t). \]

Then, applying the Caputo–Prabhakar derivative:
\[ C \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} v(t) + C \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} u(t) = C \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} v(t) + C \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} u(t) = g(t). \]

By Lemma 2.1, we arrive at
\[ C \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} v(t) + \sum_{i=1}^{m} \sigma_i(t) C \mathcal{D}^{\theta_i}_{\alpha,\beta,0,\omega} u(t) = g(t), \]

which is exactly (3.1).

Moreover, by [24, Theorem 7], Lemma 2.1, and Re(\(\beta_0\)) \(\notin\) \(\mathbb{Z}\) so that Re(\(\beta_0\)) > \(n_0 - 1\), we have
\[ \frac{d^k}{dt^k} v(t) \bigg|_{t=0+} = \frac{d^k}{dt^k} \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} u(t) \bigg|_{t=0+} = \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} u(t) \bigg|_{t=0+} = 0, \]

for any \(k = 0, 1, \ldots, n_0 - 1\), giving the required initial conditions (3.4), and we also have the required regularity (function space) since \(C \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} v = C \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} u\) = \(u \in C[0, T]\) so that \(v \in C^{\gamma_0, n_0 - 1}[0, T]\). Thus, a solution \(u \in C[0, T]\) of equation (3.7) provides a solution \(v = \mathcal{D}^{\theta_0}_{\alpha,\beta,0,\omega} u \in C^{\gamma_0, n_0 - 1}[0, T]\) for the equation (3.1) under the conditions (3.4).

Finally, we have proved the equivalence of (3.1) and (3.4) with (3.7), under suitable regularity (function space) conditions on both sides of the equivalence.

**Existence and uniqueness.** Consider the operator \(\mathcal{T}\) defined by
\[ \mathcal{T} u(t) := g(t) - \sum_{i=1}^{m} \sigma_i(t) \mathcal{D}^{\theta_i - \theta_0}_{\alpha,\beta,0,\omega} u(t). \]

The integral equation (3.7) is equivalent to \(\mathcal{T} u(t) = u(t)\), and it is clear that \(\mathcal{T} : C[0, T] \to C[0, T]\). Let us consider the norm on \(C[0, T]\) defined by
\[ \|z\|_p := \max_{t \in [0, T]} \left( e^{-pt} |z(t)| \right), \]

for some large \(p \in \mathbb{R}_+\) (to be fixed later according to our needs). This norm is equivalent to the supremum norm on \(C[0, T]\), therefore \(C[0, T]\) is a complete metric space under this norm. For the next estimates, we need to recall the following inequality:
\[ \left| \frac{RL}{0} \Gamma \lambda e^{pt} \right| \leq \frac{\Gamma(\text{Re} \lambda)}{|\Gamma(\lambda)|} \cdot \frac{e^{pt}}{p^{\text{Re} \lambda}}, \quad t, p \in \mathbb{R}_+, \ \text{Re} \lambda > 0, \quad (3.9) \]

which follows from a simple inequality of integrals:
\[ \left| \Gamma(\lambda) \cdot \frac{RL}{0} \Gamma \lambda e^{pt} \right| \leq \Gamma(\text{Re} \lambda) \cdot \frac{RL}{-\infty} \Gamma \text{Re} \lambda e^{pt} = \Gamma(\text{Re} \lambda) \cdot \frac{e^{pt}}{p^{\text{Re} \lambda}}. \]
Now, for any fixed \( t \in [0, T] \) and \( u_1, u_2 \in C[0, T] \) and \( p \in \mathbb{R}_+ \), we get
\[
|\mathfrak{T} u_1(t) - \mathfrak{T} u_2(t)| \\
\leq \sum_{i=1}^{m} ||\sigma_i||_{\infty} \sum_{k=0}^{\infty} \frac{|(\theta_0 - \theta_i)_k| |\omega|^k}{k!} \left| RL_{0}^{0-\beta_0-\beta_i} [u_1(t) - u_2(t)] \right| \\
\leq ||u_1 - u_2||_p \sum_{i=1}^{m} ||\sigma_i||_{\infty} \sum_{k=0}^{\infty} \frac{|(\theta_0 - \theta_i)_k| |\omega|^k}{k!} \left| RL_{0}^{0-\beta_0-\beta_i} [e^{pt}] \right| \\
\leq ||u_1 - u_2||_p \sum_{i=1}^{m} ||\sigma_i||_{\infty} \sum_{k=0}^{\infty} \frac{|(\theta_0 - \theta_i)_k| |\omega|^k}{k!} \frac{\Gamma(\text{Re}(\beta_0 - \beta_i + \alpha k))}{|\Gamma(\beta_0 - \beta_i + \alpha k)|} \frac{e^{pt}}{p^{\text{Re}(\beta_0 - \beta_i) + \text{Re}(\alpha k)}} \\
= e^{pt} ||u_1 - u_2||_p \sum_{i=1}^{m} ||\sigma_i||_{\infty} \sum_{k=0}^{\infty} \frac{|(\theta_0 - \theta_i)_k| |\omega|^k}{k!} \frac{\Gamma(\text{Re}(\beta_0 - \beta_i + \alpha k))}{|\Gamma(\beta_0 - \beta_i + \alpha k)|} \frac{e^{pt}}{p^{\text{Re}(\alpha k)}} \\
\leq C e^{pt} ||u_1 - u_2||_p,
\]
where \( C > 0 \) is a constant, independent of \( u_1, u_2 \) and \( t \), which can be taken to satisfy \( 0 < C < 1 \) if we choose \( p \in \mathbb{R}_+ \) sufficiently large, since the \( \beta_i \) and \( \theta_i \) and \( \sigma_i \) and \( \alpha \) are fixed.

Thus, dividing by \( e^{pt} \) in this inequality and taking the supremum over \( t \in [0, T] \), we find
\[
||\mathfrak{T} u_1 - \mathfrak{T} u_2||_p \leq C ||u_1 - u_2||_p,
\]
which means that \( T \) is contractive with respect to the norm \( ||\cdot||_p \). Equivalently, it is contractive with respect to the supremum norm \( ||\cdot||_{\infty} \) on \( C[0, T] \). By applying the Banach fixed point theorem, it follows that the equation (3.7) has a unique solution \( u \in C[0, T] \) and the sequence \( \{u_n(t)\}_{n \geq 0} \) defined by
\[
\begin{aligned}
u_0(t) &= g(t), \\
\nu_n(t) &= g(t) - \sum_{i=1}^{m} \sigma_i(t) \nu_{\alpha, \beta_0-\beta_i, \omega}^{\theta_0-\theta_i} u_{n-1}(t), \quad n = 1, 2, \ldots,
\end{aligned}
\]
converges (with respect to \( ||\cdot||_{\infty} \)) to the limit \( u \in C[0, T] \). Therefore, by the equivalence proved above, it follows that the initial value problem (3.1) and (3.4) has a unique solution \( v \in C^{\beta_0, \alpha_0-1}[0, T] \).

**Solution as a limit.** We already know that the sequence \( \{u_n(t)\}_{n \geq 0} \) converges in \( C[0, T] \) with respect to \( ||\cdot||_{\infty} \). Since the Prabhakar fractional integral preserves uniform convergence, we have the following sequence also convergent with respect to \( ||\cdot||_{\infty} \):
\[
\begin{aligned}
\nu_0^{\theta_0} \nu_{\alpha, \beta_0, \omega}^{\theta_0} u_0(t) &= \nu_{\alpha, \beta_0, \omega}^{\theta_0} g(t), \\
\nu_0^{\theta_0} \nu_{\alpha, \beta_0, \omega}^{\theta_0} u_n(t) &= \nu_{\alpha, \beta_0, \omega}^{\theta_0} g(t) - \sum_{i=1}^{m} \sigma_i(t) \nu_{\alpha, \beta_0-\beta_i, \omega}^{\theta_0-\theta_i} \nu_{\alpha, \beta_0-\beta_i, \omega}^{\theta_0-\theta_i} u_{n-1}(t).
\end{aligned}
\]
Let us denote \( v_n(t) = \nu_{\alpha, \beta_0, \omega}^{\theta_0} u_n(t) \) for all \( n \). Therefore, by Lemma 2.1 since \( \text{Re} \beta_0 > \text{Re} \beta_i \geq 0 \),
\[
C^\theta \nu_{\alpha, \beta_0, \omega}^{\theta_0} v_{n-1}(t) = \nu_{\alpha, \beta_0-\beta_i, \omega}^{\theta_0-\theta_i} v_{n-1}(t) \quad \text{for all } n,
\]
and so we have the following sequence of functions $v_n$:

$$
\begin{align*}
v_0(t) &= 0^\vartheta_0^\alpha_{\beta_0, \omega} g(t), \\
v_n(t) &= v_0(t) - 0^\vartheta_0^\alpha_{\beta_0, \omega} \sum_{i=1}^{m} \sigma_i(t) 0^\vartheta_i^\beta_{\alpha, \beta_i, \omega} v_{n-1}(t), \quad n = 1, 2, \ldots .
\end{align*}
(3.10)
$$

Using Lemma 2.1, one can see that $v_n(t) \in C^{\beta_0, n_0 - 1}[0, T]$ for all $n$.

Now we prove the convergence of the sequence $\{v_n(t)\}_{n \geq 0}$ in $C^{\beta_0, n_0 - 1}[0, T]$. Since $v_n(t) = 0^\vartheta_0^\alpha_{\beta_0, \omega} u_n(t)$ and $0^\vartheta_i^\beta_{\alpha, \beta_i, \omega} v_n(t) = u_n(t)$, and the same for $v$ and $u$, we get

$$
\frac{d^k}{dt^k}(v_n(t) - v(t)) = 0^\vartheta_0^\alpha_{\beta_0, \beta_0 - k, \omega} (u_n(t) - u(t)), \quad k = 0, 1, \ldots, n_0 - 1,
$$

where this is a fractional integral in each case because Re $\beta_0 \not\in \mathbb{Z}$ so Re($\beta_0 - k$) > 0 for all $k$. So we have

$$
\left\| \frac{d^k}{dt^k}(v_n(t) - v(t)) \right\|_{\infty} \leq \left\| u_n - u \right\|_{\infty} \int_0^T (t - s)^{\text{Re} \beta_0 - k - 1} \left| E^\vartheta_0^\alpha_{\beta_0 - k} (\omega(t - s)^\alpha) \right| ds,
$$
for $k = 0, 1, \ldots, n_0 - 1$, and of course $\left\| 0^\vartheta_i^\beta_{\alpha, \beta_i, \omega}(v_n - v) \right\|_{\infty} = \left\| u_n - u \right\|_{\infty}$. This gives

$$
\left\| v_n - v \right\|_{C^{\beta_0, n_0 - 1}} = \sum_{k=0}^{n_0 - 1} \left\| \frac{d^k}{dt^k}(v_n - v) \right\|_{\infty} + \left\| 0^\vartheta_i^\beta_{\alpha, \beta_i, \omega}(v_n - v) \right\|_{\infty}
\leq \left( 1 + \sum_{k=0}^{n_0 - 1} \int_0^T (t - s)^{\text{Re} \beta_0 - k - 1} \left| E^\vartheta_0^\alpha_{\beta_0 - k} (\omega(t - s)^\alpha) \right| ds \right) \left\| u_n - u \right\|_{\infty}
\leq B \left\| u_n - u \right\|_{\infty},
$$

for some finite constant $B > 0$. This implies that the sequence $\{v_n(t)\}_{n \geq 0}$ converges in $C^{\beta_0, n_0 - 1}[0, T]$ with respect to $\| \cdot \|_{C^{\beta_0, n_0 - 1}}$, since we already know that the sequence $\{u_n(t)\}_{n \geq 0}$ converges with respect to $\| \cdot \|_{\infty}$.

**Explicit solution function.** From (3.10) and Lemma 2.1, the first approximation is given by

$$
v^1(t) = 0^\vartheta_0^\alpha_{\beta_0, \omega} g(t) - 0^\vartheta_0^\alpha_{\beta_0, \omega} \sum_{i=1}^{m} \sigma_i(t) 0^\vartheta_i^\beta_{\alpha, \beta_i, \omega} 0^\vartheta_0^\alpha_{\beta_0, \omega} g(t)
= 0^\vartheta_0^\alpha_{\beta_0, \omega} g(t) - 0^\vartheta_0^\alpha_{\beta_0, \omega} \sum_{i=1}^{m} \sigma_i(t) 0^\vartheta_0^\alpha_{\beta_0 - \beta_i, \omega} g(t)
= \sum_{k=0}^{1} (-1)^k 0^\vartheta_0^\alpha_{\beta_0, \omega} \left( \sum_{i=1}^{m} \sigma_i(t) 0^\vartheta_0^\alpha_{\beta_0 - \beta_i, \omega} \right)^k g(t),
$$

where $v^1(t) \in C^{\beta_0, \beta_0, \omega}[0, T]$. Let us now suppose that for $n \in \mathbb{N}$ the $n$th approximation is given by

$$
v^n(t) = \sum_{k=0}^{n} (-1)^k 0^\vartheta_0^\alpha_{\beta_0, \omega} \left( \sum_{i=1}^{m} \sigma_i(t) 0^\vartheta_0^\alpha_{\beta_0 - \beta_i, \omega} \right)^k g(t),
$$

(3.11)
Then, using (3.10), the \((n+1)\)th approximation is
\[
v^{n+1}(t) = 0^{\theta_0}_{\alpha, \beta_0, \omega} g(t) - 0^{\theta_0}_{\alpha, \beta_0, \omega} \sum_{i=1}^{m} \sigma_i(t) 0^{\theta_i}_{\alpha, \beta_i, \omega} v^n(t)
\]
\[
= 0^{\theta_0}_{\alpha, \beta_0, \omega} g(t) - \sum_{k=0}^{n} (-1)^k 0^{\theta_0}_{\alpha, \beta_0, \omega} \sum_{i=1}^{m} \sigma_i(t) \times 0^{\theta_i}_{\alpha, \beta_i, \omega} \left( \sum_{i=1}^{m} \sigma_i(t) 0^{\theta_0-\theta_i}_{\alpha, \beta_0-\beta_i, \omega} \right)^k g(t)
\]
\[
= 0^{\theta_0}_{\alpha, \beta_0, \omega} g(t) + \sum_{k=0}^{n} (-1)^{k+1} 0^{\theta_0}_{\alpha, \beta_0, \omega} \left( \sum_{i=1}^{m} \sigma_i(t) 0^{\theta_0-\theta_i}_{\alpha, \beta_0-\beta_i, \omega} \right)^{k+1} g(t)
\]
\[
= \sum_{k=0}^{n+1} (-1)^k 0^{\theta_0}_{\alpha, \beta_0, \omega} \left( \sum_{i=1}^{m} \sigma_i(t) 0^{\theta_0-\theta_i}_{\alpha, \beta_0-\beta_i, \omega} \right)^k g(t).
\]
This proves by induction that the formula (3.11) for \(v_n\) is valid for all \(n\). Therefore,
\[
v(t) = \lim_{n \to \infty} v^n(t) = \sum_{k=0}^{\infty} (-1)^k 0^{\theta_0}_{\alpha, \beta_0, \omega} \left( \sum_{i=1}^{m} \sigma_i(t) 0^{\theta_0-\theta_i}_{\alpha, \beta_0-\beta_i, \omega} \right)^k g(t),
\]
where the limit is taken in the norm \(\| \cdot \|_{C^{\theta_0, n_0-1}}\) and therefore in particular the convergence is uniform.

\[\square\]

3.2. Canonical set of solutions. We now give the explicit representation for a canonical set of solutions of the homogeneous equation (3.3). We will consider different cases of the fractional orders. A special collection of sets will help us to consider the cases:

\(\mathbb{W}_j := \{ i \in \{1, \ldots, m \} : 0 \leq \text{Re}(\beta_i) \leq j \}, \quad j = 0, 1, \ldots, n_0 - 1,\)

and we define \(g_j = \min(\mathbb{W}_j)\) for any \(j\) such that \(\mathbb{W}_j \neq \emptyset\). Thus, \(\mathbb{W}_j \subseteq \mathbb{W}_{j+1}\) for all \(j\), and we have \(g_j \leq i \iff \text{Re}(\beta_i) \leq j\) for each \(i, j\).

**Theorem 3.3.** Let \(\alpha, \beta_i, \theta_i, \omega \in \mathbb{C}\) with \(\text{Re}(\alpha) > 0\) and \(\text{Re}(\beta_0) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0\) and \(\text{Re}(\beta_0) \notin \mathbb{Z}\), and let \(n_i = \lfloor \text{Re}(\beta_i) \rfloor + 1 \in \mathbb{N}\) and the functions \(\sigma_i, g \in C[0, T]\) for \(i = 0, 1, \ldots, m\). Then there exists a unique canonical set of solutions in \(C^{\theta_0, n_0-1}[0, T]\) for the equation (3.3), namely \(v_j \in C^{\theta_0, n_0-1}[0, T]\) for \(j = 0, 1, \ldots, n_0 - 1\) given by

\[
v_j(t) = \frac{t^j}{j!} + \sum_{k=0}^{\infty} (-1)^{k+1} 0^{\theta_0}_{\alpha, \beta_0, \omega} \left( \sum_{i=1}^{m} \sigma_i(t) 0^{\theta_0-\theta_i}_{\alpha, \beta_0-\beta_i, \omega} \right)^k \Phi_j(t), \quad (3.12)
\]

where \(\Phi_j\) denotes the function defined in general by

\[
\Phi_j(t) = \sum_{i=g_j}^{m} \sigma_i(t) t^{j-\beta_i} E_{\alpha, j-\beta_i+1}(\omega t^\alpha), \quad (3.13)
\]

and it is worth noting the following special cases.
(1) For the cases \( j > \text{Re} \beta_1 \), we have \( g_j = 1 \):

\[
\Phi_j(t) = \sum_{i=1}^{m} \sigma_i(t) t^{j-\beta_1} E_{\alpha,j-\beta_1+1}(\omega t^\alpha) \quad \text{for} \ j = n_1, n_1 + 1, \ldots, n_0 - 1. \tag{3.14}
\]

(2) For the cases \( j < \text{Re} \beta_m \), we have \( \mathbb{W}_j = \emptyset \) and an empty sum \( \Phi_j(t) = 0 \):

\[
v_j(t) = \frac{t^j}{j!}, \quad \text{for} \ j = 0, 1, \ldots, j_0, \quad \text{where} \quad j_0 \in \{0, 1, \ldots, n_0 - 2\} \text{ satisfies } j_0 < \text{Re}(\beta_m) \leq j_0 + 1. \tag{3.15}
\]

(3) If \( n_0 = n_1 \) and \( \beta_m = 0 \), then (3.14) defines \( \Phi_j \) for all \( j = 0, 1, \ldots, n_0 - 1 \).

(4) If \( \text{Re}(\beta_i) > n_0 - 1 \) for all \( i = 1, \ldots, m \), so that \( n_0 = n_1 = \ldots = n_m \), then \( \Phi_j(t) = 0 \) and (3.15) defines \( v_j \) for all \( j = 0, 1, \ldots, n_0 - 1 \).

**Proof.** Following a proof similar to that of Theorem 3.2, we can show that finding the canonical set of solutions of (3.3), i.e., solving (3.3) under the initial conditions (3.5), is equivalent to the homogeneous version \( (g(t) = 0) \) of the integral equation (3.7), under the correspondence \( u_j(t) = C_0^\mathbb{D}_{\alpha,\beta_0,\omega}^0 v_j(t) \) and \( v_j(t) = \frac{t^j}{j!} + 0^\alpha_{\alpha,\beta_0,\omega} u_j(t) \), noting that \( \frac{t^j}{j!} \) is always in \( C^{\beta_0, n_0-1}[0, T] \) and the other regularity conditions are obtained as in the proof of Theorem 3.2.

Since we already solved (3.7) in the proof of Theorem 3.2, we can now immediately obtain that the canonical set of solutions of (3.3) is given by the limit as \( n \to \infty \) of the following sequence derived from (3.10), for each \( j = 0, 1, \ldots, n_0 - 1 \):

\[
\begin{cases}
  v^0_j(t) = \frac{t^j}{j!}, \\
  v^n_j(t) = v^n_j(t) - 0^\alpha_{\alpha,\beta_0,\omega} \sum_{i=1}^{m} \sigma_i(t) C_0^\mathbb{D}_{\alpha,\beta_i,\omega}^\theta v^{n-1}_j(t), \quad n = 1, 2, \ldots, 
\end{cases}
\tag{3.16}
\]

For \( j, k \in \mathbb{N}_0 \) we have

\[
\frac{d^k}{dt^k} \left( \frac{t^j}{j!} \right) \bigg|_{t=0^+} = \begin{cases} 1, & k = j, \\ 0, & k \neq j. \end{cases}
\]

By (2.8), we know that

\[
C_0^\mathbb{D}_{\alpha,\beta,\omega}^\theta \left( \frac{t^j}{j!} \right) = R_L C_0^\mathbb{D}_{\alpha,\beta,\omega}^\theta \left[ \frac{t^j}{j!} - \sum_{k=0}^{n_i-1} \frac{t^k}{k!} \cdot \frac{d^k}{dt^k} \left( \frac{t^j}{j!} \right) \bigg|_{t=0^+} \right] 
\]

Thus, for \( j = 0, 1, \ldots, n_i - 1 \) (we choose this range of values since \( n_i \geq n_i \) for all \( i \)), we get

\[
C_0^\mathbb{D}_{\alpha,\beta,\omega}^\theta t^j = \begin{cases} R_L C_0^\mathbb{D}_{\alpha,\beta,\omega}^\theta t^j & \text{if } g_j \leq i \leq m \quad (j \geq n_i), \\ 0 & \text{if } 1 \leq i < g_j \quad (j \leq n_i - 1). \end{cases}
\tag{3.17}
\]

For \( j = n_1, \ldots, n_0 - 1 \) (noting that this range of values exists only if \( n_0 > n_i \)), we have \( k \leq n_i - 1 < j \) for all \( i = 1, \ldots, m \), and hence

\[
C_0^\mathbb{D}_{\alpha,\beta,\omega}^\theta t^j = R_L C_0^\mathbb{D}_{\alpha,\beta,\omega}^\theta t^j, \quad i = 1, \ldots, m.
\]
Now, from (3.16), the first approximation of \(v_j(t)\) is given by

\[
v_j^1(t) = \begin{cases} 
\frac{t^j}{j!} - 0 \sum_{i=0}^{\infty} \sigma_i(t) R^L_{\alpha,\beta_i \omega} \left( \frac{t^j}{j!} \right), & j = 0, 1, \ldots, n_1 - 1, \\
\frac{t^j}{j!} - 0 \sum_{i=0}^{\infty} \sigma_i(t) R^L_{\alpha,\beta_i \omega} \left( \frac{t^j}{j!} \right), & j = n_1, n_1 + 1, \ldots, n_0 - 1.
\end{cases}
\]

It is now clear that \(v_j^1 \in C^{3\beta_0,n_0-1}[0,T]\) for any \(j = 0, 1, \ldots, n_0 - 1\).
Let us now suppose that for \(n \in \mathbb{N}\) the \(n\)th approximation is given by

\[
v_j^n(t) = \frac{t^j}{j!} + \sum_{k=0}^{n-1} (-1)^{k+1} 0 \sum_{i=0}^{\infty} \sigma_i(t) R^L_{\alpha,\beta_i \omega} \left( \sum_{k=0}^{n} \sigma_i(t) 0 \sum_{i=0}^{\infty} \sigma_i(t) R^L_{\alpha,\beta_i \omega} \left( \frac{t^j}{j!} \right) \right)
\]

for \(j = n_1, n_1 + 1, \ldots, n_0 - 1\) and

\[
v_j^n(t) = \frac{t^j}{j!} + \sum_{k=0}^{n-1} (-1)^{k+1} 0 \sum_{i=0}^{\infty} \sigma_i(t) R^L_{\alpha,\beta_i \omega} \left( \sum_{k=0}^{n} \sigma_i(t) 0 \sum_{i=0}^{\infty} \sigma_i(t) R^L_{\alpha,\beta_i \omega} \left( \frac{t^j}{j!} \right) \right)
\]

for \(j = 0, 1, \ldots, n_1 - 1\), and \(v_j^n \in C^{3\beta_0,n_0-1}[0,T]\) for \(j = 0, 1, \ldots, n_0 - 1\). Inductively, we shall prove the analogous formula for the \((n+1)\)th approximation. For \(j = n_1, n_1 + 1, \ldots, n_0 - 1\), we obtain it by

\[
v_j^{n+1}(t) = \frac{t^j}{j!} - 0 \sum_{i=0}^{\infty} \sigma_i(t) C^L_{\alpha,\beta_i \omega} v_j^n(t)
\]

\[
= \frac{t^j}{j!} - 0 \sum_{i=0}^{\infty} \sigma_i(t) C^L_{\alpha,\beta_i \omega} \left( \frac{t^j}{j!} \right)
\]

\[
+ 0 \sum_{i=0}^{\infty} \sigma_i(t) C^L_{\alpha,\beta_i \omega} \left( \sum_{k=0}^{n-2} (-1)^{k+2} \right)
\]

\[
\times 0 \sum_{i=0}^{\infty} \sigma_i(t) C^L_{\alpha,\beta_i \omega} \left( \sum_{k=0}^{n-2} (-1)^{k+2} \right)
\]

\[
\times 0 \sum_{i=0}^{\infty} \sigma_i(t) C^L_{\alpha,\beta_i \omega} \left( \frac{t^j}{j!} \right)
\]
Using Lemma 2.1 and (3.17), this becomes

\[ v_j^{n+1}(t) = \frac{t^j}{j!} - \frac{\tilde{\alpha}_0}{\alpha,\beta_0,\omega} \sum_{i=1}^{m} \sigma_i(t) RL_{0}^{\alpha,\beta_i,\omega} \left( \frac{t^j}{j!} \right) \]

\[ + \sum_{k=0}^{n-1} (-1)^{k+2} \frac{\tilde{\alpha}_0}{\alpha,\beta_0,\omega} \sum_{i=1}^{m} \sigma_i(t) \times \frac{\tilde{\alpha}_0 - \tilde{\beta}_i}{\alpha,\beta_0 - \beta_i,\omega} \left( \sum_{i=1}^{m} \sigma_i(t) \frac{\tilde{\alpha}_0 - \tilde{\beta}_i}{\alpha,\beta_0 - \beta_i,\omega} \right) \frac{t^j}{j!} \]

\[ = \frac{t^j}{j!} - \frac{\tilde{\alpha}_0}{\alpha,\beta_0,\omega} \sum_{i=1}^{m} \sigma_i(t) RL_{0}^{\alpha,\beta_i,\omega} \left( \frac{t^j}{j!} \right) \]

\[ + \sum_{k=0}^{n-1} (-1)^{k+2} \frac{\tilde{\alpha}_0}{\alpha,\beta_0,\omega} \sum_{i=1}^{m} \sigma_i(t) \times \frac{\tilde{\alpha}_0 - \tilde{\beta}_i}{\alpha,\beta_0 - \beta_i,\omega} \left( \sum_{i=1}^{m} \sigma_i(t) \frac{\tilde{\alpha}_0 - \tilde{\beta}_i}{\alpha,\beta_0 - \beta_i,\omega} \right) \frac{t^j}{j!} \]

In the same manner, for \( j = 0, 1, \ldots, n_0 - 1 \), one can obtain the second approximation as

\[ v_j^{n+1}(t) = \frac{t^j}{j!} + \sum_{k=0}^{n-1} (-1)^{k+1} \frac{\tilde{\alpha}_0}{\alpha,\beta_0,\omega} \sum_{i=1}^{m} \sigma_i(t) \times \frac{\tilde{\alpha}_0 - \tilde{\beta}_i}{\alpha,\beta_0 - \beta_i,\omega} \left( \sum_{i=1}^{m} \sigma_i(t) \frac{\tilde{\alpha}_0 - \tilde{\beta}_i}{\alpha,\beta_0 - \beta_i,\omega} \right) \frac{t^j}{j!} \]

In either case, \( v_j^{n+1} \in C_{\beta_0,n_0-1}[0,T] \) for all \( j = 0, 1, \ldots, n_0 - 1 \), and the induction process is complete.

By the same argument used at the end of the proof of Theorem 3.2, we have for each \( j \) that \( v_j = \lim_{n \to \infty} v_j^n \in C_{\beta_0,n_0-1}[0,T] \). We have now obtained the general formula (3.12) for the solution function \( v_j \), with the general expression (3.13) for \( \Phi_j \) and the special case (3.14) when \( j = n_1, n_1 + 1, \ldots, n_0 - 1 \), after taking into account the following fact:

\[ RL_{0}^{\alpha,\beta_i,\omega} \left( \frac{t^j}{j!} \right) = t^{j - \beta_i} E_{\alpha,j - \beta_i + 1}^\omega(\omega t^\alpha), \]

which is easily proved using the series formula (2.9) and standard facts on Riemann–Liouville differintegrals of power functions. Note that \( j - \beta_i + 1 \) has positive real part for every \( i, j \) in the sum, since \( i \geq g_j \) and therefore \( j \geq \text{Re} \beta_i > \text{Re}(\beta_i - 1) \).

Other special cases mentioned in the Theorem follow by analysing carefully the expression (3.17) and the definition of the \( g_j \). We leave the details to the interested reader. \( \square \)

### 3.3. Explicit form for solutions in the general case

We now have explicit formulae, both for the canonical set of solutions given by the homogeneous FDE (3.3) with unit initial conditions (3.5) (as found in Theorem 3.3), and for the solution to the inhomogeneous FDE (3.1) with homogeneous initial conditions (3.4) (as found in Theorem 3.2). Combining these two results, we can obtain an explicit formula for
the solution of the general initial value problem given by the inhomogeneous FDE (3.1) with the general initial conditions (3.2).

**Theorem 3.4.** Let \(\alpha, \beta_i, \theta_i, \omega \in \mathbb{C}\) with \(\text{Re}(\alpha) > 0\) and \(\text{Re}(\beta_0) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0\) and \(\text{Re}(\beta_0) \notin \mathbb{Z}\), and let \(n_i = \lfloor \text{Re} \beta_i \rfloor + 1 \in \mathbb{N}\) and the functions \(\sigma_i, g \in \mathcal{C}[0,T]\) for \(i = 0, 1, \ldots, m\). Then the general initial value problem (3.1) and (3.2) has a unique solution \(v \in \mathcal{C}^{3\beta_0,n_0-1}[0,T]\) and it is represented by

\[
v(t) = \sum_{j=0}^{n_0-1} e_j v_j(t) + V_h(t),
\]

where the functions \(v_j\) are the canonical set of solutions found in Theorem 3.3 and the function \(V_h\) is

\[
V_h(t) := \sum_{k=0}^{\infty} (-1)^k 0 \int_{0}^{\beta_0} \sigma(t) \left( \sum_{i=1}^{m} \sigma_i(t) 0 \int_{0}^{\beta_0-\beta_i} g(t) \right) dt.
\]

**Proof.** This follows from Theorem 3.3, Theorem 3.2, and the superposition principle, noting that \(V_h\) is exactly the function (3.6) found in Theorem 3.2. \(\square\)

**Remark 3.5.** Setting \(\theta = 0\) reduces the Caputo–Prabhakar derivative to the classical Caputo derivative, and it is straightforward to check that our results in this section reduce to those of [34] when \(\theta = 0\).

### 3.4. Extension to operators with respect to functions.

The results proved above can be generalised by replacing the Prabhakar integrals and derivatives by the same operators taken with respect to a general monotonic \(C^1\) function \(\psi(t)\) satisfying \(\psi(0) = 0\) and \(\psi' > 0\) everywhere, instead of just with respect to \(t\). In the setting of these generalised operators, we write the FDE as follows:

\[
C^m_0 \mathcal{D}^\theta_0; \psi(t) v(t) + \sum_{i=1}^{m} \sigma_i(t) C^m_0 \mathcal{D}^\theta_i; \psi(t) v(t) = g(t), \quad t \in [0,T],
\]

(3.18)

to be solved for the unknown function \(v(t)\), under the general initial conditions

\[
\left( \frac{1}{\psi(t)} \cdot \frac{d}{dt} \right)^k v(t) \bigg|_{t=0+} = e_k \in \mathbb{C}, \quad k = 0, 1, \ldots, n_0 - 1,
\]

(3.19)

where \(\alpha, \beta_i, \theta_i, \omega \in \mathbb{C}\) with \(\text{Re}(\alpha) > 0\) and \(\text{Re}(\beta_0) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0\) and \(n_i = \lfloor \text{Re} \beta_i \rfloor + 1 \in \mathbb{N}\) and the functions \(\sigma_i, g \in \mathcal{C}[0,T]\) for \(i = 0, 1, \ldots, m\). We also consider the corresponding homogeneous FDE:

\[
C^m_0 \mathcal{D}^\theta_0; \psi(t) v(t) + \sum_{i=1}^{m} \sigma_i(t) C^m_0 \mathcal{D}^\theta_i; \psi(t) v(t) = 0, \quad t \in [0,T],
\]

(3.20)

and the homogeneous initial conditions

\[
\left( \frac{1}{\psi(t)} \cdot \frac{d}{dt} \right)^k v(t) \bigg|_{t=0+} = 0, \quad k = 0, 1, \ldots, n_0 - 1,
\]

(3.21)

The analogue of Theorem 3.2 for this type of problem, with respect to a function \(\psi\), is as follows.
Theorem 3.6. Let \( \psi \in C^1[0, \infty) \) be a monotonic function with \( \psi(0) = 0 \) and \( \psi' > 0 \) everywhere. Let \( \alpha, \beta, \theta, \omega \in \mathbb{C} \) with \( \text{Re}(\alpha) > 0 \) and \( \text{Re}(\beta_o) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0 \) and \( \text{Re}(\beta_0) \notin \mathbb{Z} \), and let \( n_i = [\text{Re} \beta_i] + 1 \in \mathbb{N} \) and the functions \( \sigma, g \in C[0,T] \) for \( i = 0, 1, \ldots, m \). Then the FDE (3.1) under the conditions (3.4) has a unique solution \( v \in C_{\psi}^{\beta_0,n_0-1}[0,T] \), and it is represented by the following uniformly convergent series:

\[
v(t) = \sum_{k=0}^{\infty} (-1)^k \frac{t^k \psi(t)}{0^{\alpha,\beta_0,\omega}} \left( \sum_{i=1}^{m} \sigma_i(t) \frac{t^k \psi(t)}{0^{\alpha,\beta_0-\beta_i,\omega}} \right)^k g(t).
\]

Proof. The proof is identical to that of Theorem 3.2, except with all integrals, derivatives, operators, function spaces, etc. taken with respect to the function \( \psi \). The first part of the proof (equivalence of the integral equation) is similar enough to be omitted entirely. For the second part, we note that the norm \( \| \cdot \|_p \) would here be defined by

\[
\|z\|_p := \max_{t \in [0,T]} \left( e^{-p\psi(t)} |z(t)| \right),
\]

and we would use the following estimate for the Riemann–Liouville integral with respect to \( \psi \):

\[
\left| RL_0^\lambda \psi(t) e^{\psi(t)} \right| \leq \frac{\Gamma(\text{Re}(\lambda))}{\Gamma(\lambda)} \cdot \frac{e^{p\psi(t)}}{p^{\text{Re}(\lambda)}}, \quad t, p \in \mathbb{R}_+, \text{Re} \lambda > 0,
\]

which follows immediately from (3.9) using the conjugation relations for operators with respect to \( \psi \). This enables boundedness of the relevant linear operator to be shown in the same way as in the proof of Theorem 3.2. Finally, for the bounding of the integral in the third part of the proof, we will need to bound the multiplier \( \psi'(t) \) as well as everything else, but this is perfectly possible since \( \psi \) is assumed to be a \( C^1 \) function. \( \square \)

Next, the analogue of Theorem 3.3 for a canonical set of solutions with respect to a function \( \psi \) is as follows.

Theorem 3.7. Let \( \psi \in C^1[0, \infty) \) be a monotonic function with \( \psi(0) = 0 \) and \( \psi' > 0 \) everywhere. Let \( \alpha, \beta, \theta, \omega \in \mathbb{C} \) with \( \text{Re}(\alpha) > 0 \) and \( \text{Re}(\beta_0) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0 \) and \( \text{Re}(\beta_0) \notin \mathbb{Z} \), and let \( n_i = [\text{Re} \beta_i] + 1 \in \mathbb{N} \) and the functions \( \sigma, g \in C[0,T] \) for \( i = 0, 1, \ldots, m \). Then there exists a unique canonical set of solutions of equation (3.20), namely \( v_{j,\psi} \in C_{\psi}^{\beta_0,n_0-1}[0,T] \) for \( j = 0, 1, \ldots, n_0 - 1 \) given by

\[
v_{j,\psi}(t) = \frac{\psi(t)^j}{j!} + \sum_{k=0}^{\infty} (-1)^{k+1} \frac{t^k \psi(t)}{0^{\alpha,\beta_0,\omega}} \left( \sum_{i=1}^{m} \sigma_i(t) \frac{t^k \psi(t)}{0^{\alpha,\beta_0-\beta_i,\omega}} \right)^k \Phi_j(\psi(t)), \quad (3.22)
\]

where \( \Phi_j \) is the same function defined by (3.13) in Theorem 3.3.

Proof. Once again, the proof is identical to that of Theorem 3.3 except that everything is taken with respect to the function \( \psi \). We note in particular that

\[
\left( \frac{1}{\psi'(t)} \frac{d}{dt} \right)^k \left( \frac{\psi(t)^j}{j!} \right) \bigg|_{t=0^+} = \begin{cases} 1, & k = j, \\ 0, & k \neq j, \end{cases}
\]

an invaluable result in constructing the canonical set of solution functions. \( \square \)
Finally, the analogue of Theorem 3.4 for the solution to a general initial value problem with respect to a function $\psi$ is as follows.

**Theorem 3.8.** Let $\psi \in C^1[0, \infty)$ be a monotonic function with $\psi(0) = 0$ and $\psi' > 0$ everywhere. Let $\alpha, \beta, \theta, \omega \in \mathbb{C}$ with $\text{Re}(\alpha) > 0$ and $\text{Re}(\beta_0) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0$ and $\text{Re}(\beta_0) \not\in \mathbb{Z}$, and let $n_i = \lfloor \text{Re}(\beta_i) \rfloor + 1 \in \mathbb{N}$ and the functions $\sigma_i, g \in C[0, T]$ for $i = 0, 1, \ldots, m$. Then the general initial value problem (3.18) and (3.19) has a unique solution $v \in C^{\beta_0, n_0 - 1}[0, T]$ and it is represented by

$$v(t) = \sum_{j=0}^{n_0-1} e_j v_j(t) + V_{h,\psi}(t),$$

where the functions $v_j(\psi)$ are the canonical set of solutions found in Theorem 3.7 and the function $V_{h,\psi}$ is

$$V_{h,\psi}(t) := \sum_{k=0}^{\infty} (-1)^k \sum_{\sigma_i(t) \in \mathbb{Z}} \sigma_i(t) \sigma_i(0) \psi(t) g(t).$$

**Proof.** Here the proof follows exactly the same lines as the previous proof in the case $\psi(t) = t$ (not with respect to a function). We omit the straightforward details. \qed

4. **Examples**

In this section, to illustrate the general results achieved above, we will study the same initial value problems under the assumption that the coefficient functions $\sigma_i(t)$ are actually constant functions. Thus, we consider the following Prabhakar-type linear differential equation with constant coefficients:

$$C^0 \text{D}^\theta_0 \alpha, \beta, \theta, \omega v(t) + \sum_{i=1}^m \sigma_i C^0 \text{D}^\theta_{\alpha, \beta, \theta, \omega} v(t) = g(t), \quad t \in [0, T],$$

under the same initial conditions (3.2), where $\sigma_i, \alpha, \beta, \theta, \omega \in \mathbb{C}$ with $\text{Re}(\alpha) > 0$ and $\text{Re}(\beta_0) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0$ and $g \in C[0, T]$ and $n_i = \lfloor \text{Re}(\beta_i) \rfloor + 1 \in \mathbb{N}$ for $i = 0, 1, \ldots, m$.

Notice that we are not considering a whole set of different parameters $\theta_i$ in the equation (4.1), as we did in the previous section. Instead, we have fixed $\theta_i = \theta$ for all $i = 0, 1, \ldots, m$. This is to enable us to get easier representations of the solution functions, using multivariate Mittag-Leffler functions that already exist in the literature [27], which we recall as follows.

**Definition 4.1.** The multivariate Mittag-Leffler function of $n$ complex variables $z_1, \ldots, z_n$, with $n + 1$ complex parameters $\alpha_1, \ldots, \alpha_n, \beta$ satisfying $\text{Re} \alpha_i, \text{Re} \beta > 0$
for \( i = 1, \ldots, n \), is defined by

\[
E_{(\alpha_1, \ldots, \alpha_n), \beta}(z_1, \ldots, z_n) = \sum_{k=0}^{\infty} \sum_{k_1 + \cdots + k_n = k, k_1, \ldots, k_n \geq 0} \frac{k!}{k_1! \times \cdots \times k_n!} \cdot \frac{\prod_{i=1}^{n} z_i^{k_i}}{\Gamma \left( \beta + \sum_{i=1}^{n} \alpha_i k_i \right)},
\]

where the multiple series is locally uniformly convergent for all \((z_1, \ldots, z_n) \in \mathbb{C}^n\) under the given conditions on the parameters.

We now establish the main results of this section.

**Theorem 4.2.** Let \( \sigma_i, \alpha, \beta_i, \theta, \omega \in \mathbb{C} \) with \( \text{Re}(\alpha) > 0 \) and \( \text{Re}(\beta_i) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0 \) and \( \text{Re}(\beta_0) \notin \mathbb{Z} \), and let \( n_i = \lfloor \text{Re}(\beta_i) \rfloor + 1 \in \mathbb{N} \) for \( i = 0, 1, \ldots, m \), and \( g \in C[0, T] \). Then the FDE (4.1) with homogeneous initial conditions (3.4) has a unique solution \( v \in C^{\beta_0, n_0 - 1}[0, T] \) and it is represented by

\[
v(t) = \sum_{n=0}^{\infty} \frac{(\theta)_{n} \omega^{n}}{n!} \int_{0}^{t} s^{\beta_0 + \alpha n - 1} \times \times E_{(\beta_0 - \beta_1, \ldots, \beta_0 - \beta_m), \alpha + \beta_0}(\sigma_1 s^{\beta_0 - \beta_1}, \ldots, \sigma_n s^{\beta_0 - \beta_m}) g(t - s) ds.
\]

**Proof.** By Theorem 3.2, we know that the FDE (4.1) with the conditions (3.4) has a unique solution \( v \in C^{\beta_0, n_0 - 1}[0, T] \) given by

\[
v(t) = \sum_{k=0}^{\infty} (-1)^k 0^{\pi_{0}}_{\alpha_i, \beta_0, \omega} \left( \sum_{i=1}^{m} \sigma_i 0^{\pi_{0}}_{\alpha_i, \beta_0 - \beta_i, \omega} \right)^k g(t).
\]

By the semigroup property of the Prabhakar fractional integral (2.3), the process of taking a finite sum of Prabhakar integral terms and raising it to a finite power will look exactly like doing the same thing with just numbers, as the “powers” of Prabhakar integrals combine according to the semigroup property. (This can be formalised using Mikusiński’s operational calculus for an algebraic interpretation of Prabhakar operators [39], but in this case it is clear from direct calculation.) So, we get a multinomial expansion leading to a multivariate Mittag-Leffler function as
follows:

\[ v(t) = \sum_{k=0}^{\infty} (-1)^k \int_0^t \left( \sum_{i=1}^{m} \sigma_i 0^{\alpha_i} (\beta_0 - \beta_i, \omega) \right)^k g(t) \]

\[ = \sum_{k=0}^{\infty} (-1)^k \int_0^t \left( \sum_{k_1+\cdots+k_m=k} \frac{k!}{k_1! \cdots k_m!} \prod_{i=1}^{m} \sigma_i^{k_i} 0^{\alpha_i} (\beta_0 - \beta_i, \omega) \right) g(t) \]

\[ = \sum_{k=0}^{\infty} \left( \sum_{k_1+\cdots+k_m=k} \frac{k!}{k_1! \cdots k_m!} \right) \sum_{n=0}^{\infty} \frac{(\theta)_{n+1}}{n!} RRL_{\sigma_1+\cdots+\sigma_m}^{\alpha+\beta_0+\sum_{i=1}^{m} (\beta_0 - \beta_i)} g(t). \]

Writing the Riemann–Liouville integral explicitly using the integral (2.2), and changing the places of integrals and sums, we can arrive at:

\[ v(t) = \sum_{n=0}^{\infty} \frac{(\theta)_{n+1}}{n!} \int_0^t s^{\beta_0 + \alpha n - 1} \times \]

\[ \times E_{(\beta_0-\beta_1, \ldots, \beta_0-\beta_m), \alpha+\beta_0} (-\sigma_1 s^{\beta_0-\beta_1}, \ldots, -\sigma_m s^{\beta_0-\beta_m}) g(t - s) ds, \]

which is the final answer.  

**Theorem 4.3.** Let \( \sigma_i, \alpha, \beta_i, \theta, \omega \in \mathbb{C} \) with \( \text{Re}(\alpha) > 0 \) and \( \text{Re}(\beta_0) > \text{Re}(\beta_1) > \cdots > \text{Re}(\beta_m) \geq 0 \) and \( \text{Re}(\beta_0) \notin \mathbb{Z} \), and let \( n_i = \lfloor \text{Re}(\beta_i) \rfloor + 1 \in \mathbb{N} \) for \( i = 0, 1, \ldots, m \), and \( g \in C[0, T] \). Then the FDE (4.1) with general initial conditions (3.2) has a unique solution \( v \in C^{\beta_0, n_0 - 1}[0, T] \) and it is represented by:

\[ v(t) = \sum_{j=0}^{n_0-1} c_j v_j(t) + V_h^c(t), \]

where \( V_h^c \) is given by

\[ V_h^c(t) := \sum_{n=0}^{\infty} \frac{(\theta)_{n+1}}{n!} \int_0^t s^{\beta_0 + \alpha n - 1} \times \]

\[ \times E_{(\beta_0-\beta_1, \ldots, \beta_0-\beta_m), \alpha+\beta_0} (-\sigma_1 s^{\beta_0-\beta_1}, \ldots, -\sigma_m s^{\beta_0-\beta_m}) g(t - s) ds, \]

and the canonical set of solutions \( v_j \) to the constant-coefficient problem are defined by

\[ v_j(t) = \frac{t^j}{j!} - \sum_{n=0}^{\infty} \frac{(\theta)_{n+1}}{n!} \int_0^t s^{\beta_0 + \alpha n - 1} \times \]

\[ \times E_{(\beta_0-\beta_1, \ldots, \beta_0-\beta_m), \alpha+\beta_0} (-\sigma_1 s^{\beta_0-\beta_1}, \ldots, -\sigma_m s^{\beta_0-\beta_m}) \Phi_j(t - s) ds, \]

with the function \( \Phi_j \) defined in the same way as in Theorem 3.3, by the formula (3.13) with special cases given by (3.14), (3.15), etc.
This follows from the general result of Theorem 3.4. The function $V_h$ found in Theorem 3.4 now becomes the function $V_c$ which we already simplified in Theorem 4.2 above. By comparing the formulae (3.12) and (3.6), we can observe that, in general, the function $v_j(t)$ is exactly $\frac{t^j}{j!}$ minus the function $V_h$ with $g$ replaced by $\Phi_j$. This gives us the expressions stated here for the $v_j$ functions. □

**Remark 4.4.** A general linear constant-coefficient Caputo–Prabhakar fractional differential equation of the form (4.1) was already studied and solved in [40], using the method of Mikusiński’s operational calculus. The solution found there is consistent with the one we have found here, just expressed in a different form due to a different choice in how to manage the multiple sums.

What emerges in (4.2) is a multiple sum that combines a sum over $n$ (corresponding to the Prabhakar function) with a sum over $k_1, \cdots, k_m$ (corresponding to a multivariate Mittag-Leffler function). In our results above, we have simplified this to a single sum over $n$ of an expression involving multivariate Mittag-Leffler functions whose parameters depend on $n$. In the previous work of [40], the same expression was simplified to a sum over $k_1, \cdots, k_m$ of an expression involving a Prabhakar function whose parameters depend on $k_1, \cdots, k_m$. These are two different valid choices for how to simplify the complicated expression, and so our work here complements that of [40] by expressing the same solution function in a different form, a single sum of multivariate Mittag-Leffler functions rather than a multiple sum of univariate Mittag-Leffler functions.
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