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Abstract

We formulate a refinement of $SU(N)$ Chern-Simons theory on a three-manifold via the refined topological string and the $(2,0)$ theory on $N$ M5 branes. The refined Chern-Simons theory is defined on any three-manifold with a semi-free circle action. We give an explicit solution of the theory, in terms of a one-parameter refinement of the $S$ and $T$ matrices of Chern-Simons theory, related to the theory of Macdonald polynomials. The ordinary and refined Chern-Simons theory are similar in many ways; for example, the Verlinde formula holds in both. Refined Chern-Simons theory gives rise to new topological invariants of Seifert three-manifolds and torus knots inside them. We conjecture that the invariants are certain indices on knot homology groups. For knots in $S^3$ colored by fundamental representation, the theory ends up computing the Poincaré polynomials of the knot homology theory categorifying the HOMFLY polynomial. As a byproduct, we show that our theory on $S^3$ has a large-$N$ dual which is the refined topological string on $X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1$; this supports the conjecture by Gukov, Schwarz and Vafa relating the spectrum of BPS states on $X$ to $sl(n)$ knot homology. We also provide a matrix model description of some amplitudes of the refined Chern-Simons theory on $S^3$.
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1. Introduction

One of the beautiful stories in the marriage of mathematics and physics developed from Witten’s realization [1] that three dimensional Chern-Simons theory on $S^3$ computes the polynomial invariant of knots constructed by Jones in [2]. While Jones constructed an invariant $J(K, q)$ of knots in three dimensions, his construction relied on projections of knots to two dimensions. This obscured the three dimensional origin of the Jones polynomial. The fact that Chern-Simons theory is a topological quantum field theory in three dimensions made it manifest that the Jones polynomial is an invariant of the knot, and independent of the two dimensional projection. Moreover, it also gave rise to new topological invariants of three-manifolds and knots in them. For any three-manifold $M$ and a knot in it, Chern Simons path integral, with Wilson loop observable inserted along the knot, gives a topological invariant that depends only on $M$, $K$ and the representation of the gauge group. Moreover, Chern-Simons theory gives a whole family of invariants associated to $M$ and $K$, by changing the gauge group $G$ and the representation $R$ on the Wilson line. Jones polynomial $J(K, q)$ corresponds to $G = SU(2)$, and $R$ the fundamental, two dimensional representation of $G$. Taking $G = SU(n)$ instead, one computes the HOMFLY polynomial $H(K, q, a)$ [3] evaluated at $a = q^n$. The work in [1] was made even more remarkable by the fact that it explained how to solve Chern-Simons theory for any $M$ and collection of knots in it.

A mystery left open by [1] is the integrality of the coefficients of the Jones and HOMFLY polynomials. They are both Laurent polynomials in $q$, and in the latter case $a$, with integer coefficients. While Chern-Simons theory gives means of computing knot invariants, it gives no insight into question why the coefficients are integers. An answer to this question was provided by [4]. Khovanov associates a bi-graded (co)homology theory to a knot $H^{i,j}(K)$, in such a way that its Euler characteristic is the Jones polynomial,

$$J(K, q) = \sum_{i,j} (-1)^i q^j \dim H^{i,j}(K).$$

Interpreted in this way, the integrality of the coefficients is manifest, since they are counting dimensions of knot homology groups. This gives rise to a refinement of the Jones polynomial, where one computes the Poincaré polynomial instead,

$$Kh(K, q, t) = \sum_{i,j} t^i q^j \dim H^{i,j}(K).$$
This depends on one extra parameter $t$, and reduces to the Jones polynomial at $t = -1$. The Poincaré polynomial has more information about the knot than the Euler characteristic. In particular, it is better at distinguishing knots. Subsequent generalizations of [4] include categorification of HOMFLY polynomial at $a = q^n$, by Khovanov and Rozansky [5][6]. Making contact with a theory in three or more dimensions is needed, since just like the Jones’ original construction, Khovanov’s approach has the drawback that it also relies on the two dimensional projections of knots.

Around the time of Khovanov’s work, Ooguri and Vafa [7], using the results of [8,9] provided an explanation for the integrality of the Jones polynomial using topological string and M-theory. Namely, the invariants of knot $K$ in Chern-Simons theory on $S^3$ get related, via the large $N$ duality, to computing topological string partition function on $X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1$ with topological branes on a Lagrangian $L_K$ related to the knot. The latter is the same as the partition function of M-theory on $(X \times \mathbb{C}^2 \times S^1)_q$, with M5 branes on $(L_K \times \mathbb{C} \times S^1)_q$ where one is computing an index, the number BPS states of M2 branes ending on the M5 branes, counted with $(-1)^F$. Thus topological string relates the Jones polynomial of a knot $K$ on the $S^3$, to an index counting BPS states of M2 branes. Since BPS degeneracies are manifestly integral, this provides an explanation for integrality of the Jones polynomial. In addition, M-theory gives a precise prediction for the integrality structure of the Jones polynomial. Many checks of this were performed in [10][11].

In [12] a relation between the work of [7] and [4] was proposed. Gukov, Vafa and Schwarz conjectured that to obtain the knot homology itself, instead of its Euler characteristic, one simply needs to consider the spaces of BPS states of M2 branes, instead of computing the index $\text{Tr}(-1)^F$. It follows that one can obtain the Poincaré polynomial of the knot homology, by considering a refined counting of M2 brane BPS states. Moreover, [12] showed that the conjecture implies certain regularities in the Khovanov-Rozansky knot homology that were indeed observed [13,14,15].

In [16] another way to obtain knot homologies from string theory was proposed, by studying the way finite $N$ Chern-Simons theory arises in string theory, following [17,18]. One studies theory $N$ M5 branes on three-manifolds $M \times \mathbb{C} \times S^1$, in $T^*M \times \mathbb{C}^2 \times S^1$. Computing the index $\text{Tr}(-1)^F$ of the theory, Chern-Simons partition function can be recovered [17]. Considering the BPS states themselves, one conjecturally obtains knot homology groups.

In general, there is no path integral way to obtain the Poincaré polynomial on the space of BPS states, as the Poincaré polynomial is not an index. This implies that one
cannot relate it to the partition function of M-theory, as in any attempt to do so, non-BPS states would contribute. In the context of closed topological string, there is a well known way to circumvent this, and obtain a refined index, counting of BPS states as a partition function of the theory. Namely, when the M-theory on a Calabi-Yau $Y$ has an extra $U(1)_R$ symmetry, one can obtains a new index, the M-theory partition function on $(Y \times \mathbb{C}^2 \times S^1)_{q,t}$ where the subscript denotes that, as one goes around the $S^1$, the two $\mathbb{C}$ planes get rotated by $(z_1, z_2) \to (qz_1, t^{-1}z_2)$ accompanied by the extra $U(1)_R$ symmetry rotation needed to preserve supersymmetry. This is just Nekrasov’s Omega-background \cite{18,19}. This defines a refinement of the partition function of the closed topological string \cite{20,21,22}, depending on the extra parameter $t$ and agreeing with the partition function of the ordinary topological string at $q = t$.

This can be extended to refine the open topological string, corresponding in M-theory to adding M5 branes on the Lagrangian $M$ in $Y$. The case of most interest to us corresponds to taking $Y = T^*M$, with $N$ M5 branes on $(M \times \mathbb{C} \times S^1)_{q,t}$. This is just the setup of \cite{10}. The theory has the extra $U(1)_R$ symmetry provided $M$ admits a semi-free $U(1)$ action (this is a free action, where some elements of finite order are allowed to have fixed points). The $U(1)$ in question is not the $R$ symmetry itself, but it implies its existence\footnote{For other work on refined open topological string partition functions see \cite{23,24,25}.}. In this case the partition function of $N$ M5 branes on $(M \times \mathbb{C} \times S^1)_{q,t}$ is an index. This index defines the partition function of the refined Chern-Simons theory on $M$ with $SU(N)$ gauge group. This generalizes the relation of the open topological string with D-branes on $M$ in $T^*M$ to the ordinary Chern-Simons theory on $M$. The $U(1)$ symmetry is present and the refined Chern-Simons theory can be formulated when $M$ is a Seifert 3-manifold. Seifert 3-manifolds are $S^1$ bundles over Riemann surfaces $\Sigma$; a simple example of this is the $S^3$.

We will show that we can use M-theory to not only formulate, but also solve the refined Chern-Simons theory. We cut up the three-manifold $M$, and with it $T^*M$, into simple pieces on which the refined Chern-Simons amplitudes are computable by elementary means involving counting the few BPS states that end up contributing to the refined index. From this, by gluing we get everything else. As explained in \cite{1}, to solve a topological field theory on any three-manifold with arbitrary knots inside one needs the $S$ and $T$ matrices, \footnote{We are grateful to C. Vafa and E. Witten for discussions regarding the relevant indices and the construction of the required $U(1)_R$ symmetry.}
representing the action of $SL(2, \mathbb{Z})$ on the Hilbert space of the theory on $T^2$, and the braiding matrix acting on the Hilbert space of the four-punctured sphere. In the present case, braiding appears necessary only in cases where the $U(1)$ symmetry is absent, so to solve the refined Chern-Simons theory on any relevant 3 manifold with knots in them, the $S$ and $T$ matrices are all that is needed. We will be able to deduce them from $M$ theory. We derive a matrix integral expression for the $S$ matrix of the theory, refining the Chern-Simons matrix model of [26][27]. This generalizes the beta-deformed matrix models of [28] to the topological A-model.

The theory depends on an extra parameter $t$, but shares many of the same properties as the ordinary Chern-Simons theory. In particular, in the $SU(N)$ theory the Hilbert space on $T^2$ is finite dimensional, and labeled by level $k$ integrable highest weight representations of $SU(N)_k$. When $q$ and $t$ are given by $q = e^{2\pi i k/N}$ and $t = e^{2\pi i \beta}$, the $S$ and $T$ matrices we derived satisfy

$$S^4 = 1, \quad (ST)^3 = S^2,$$

and provide a unitary representation of the $SL(2, \mathbb{Z})$ action on $\mathcal{H}_{T^2}$ (with this parameterization, the unrefined case is $\beta = 1$). The unitarity of $S$ and $T$ matrices is necessary for topological invariance. The $S$ matrix in addition satisfies the Verlinde formula [29][30],

$$S_{ki} S_{kj} / S_{k0} = \sum_{\ell} N_{ij}^{\ell} S_{k\ell},$$

with fusion coefficients $N_{jk}^{i}$ computed by considering the theory on $S^2 \times S^1$ with Wilson loops in representations $R_i$, $R_j$ and $R_k$ inserted. The fusion coefficients share all the properties of the fusion coefficients of the WZW model, except integrality, as they depend on $q, t$ explicitly.

Our theory gives rise to three-manifold and knot invariants which are explicitly computable, analogously to the ordinary Chern-Simons theory. Using the operator formulation of the theory in terms of the $S$ and $T$ matrices, we compute invariants of many

---

[3]: The deformation of $S$ and $T$ matrices that arises in the refined Chern-Simons theory corresponds to replacing everywhere, the $SU(N)$ characters by Macdonald polynomials. The fact that they provide a representation of $SL(2, \mathbb{Z})$, and generalize the Verlinde formula has been discovered earlier in [31][32][33][34][35][36][37][38] in the context of proving the Macdonald conjectures. However, it has not been noticed that this gives rise to Seifert and three manifold invariants. Moreover, the connection to knot homology has not been made previously.
non-trivial torus knots, starting with the trefoil knot. The expectation value of a Wilson loop in representation $R_i$ on a torus knot $K$ in the $S^3$, is given by

$$Z(S^3, K, R_i) = \sum_{j,k,\ell} K_{0k} N_{ij} (K^{-1})^j \ell S^\ell_p$$

where the matrix $K$ is a product of $S$ and $T$ matrices depending on the knot. The formula is standard in Chern-Simons theory, here we need to interpret it using the refined $S$, $T$ and $N$ matrices depending on $q,t$. We define the normalized knot invariant, where we set the expectation value of the unknot to 1,

$$P_{R_i}(K) = \frac{Z(S^3, K, R_i)}{Z(S^3, \emptyset, R_i)}$$

The refined Chern-Simons theory, per definition, computes indices. This leads us to a remarkable conjecture: From the mathematical perspective, we predict that, when the three-manifold $M$ and knots in it admit a semi-free $U(1)$ action, the $SL_N$ knot homology groups (corresponding to knots colored by arbitrary representation) admit an additional grading,

$$H_{ij} = \oplus_k H_{ijk},$$

which allows one to define a refined index written in terms of knot theory variables abstractly as,

$$P_{R_i}(K) = \sum_{i,j,k} (-1)^k q^i t^{j+k} \dim H_{ijk}. \quad \text{(1.1)}$$

Moreover, we conjecture that the refined index is computed by the refined $SU(N)$ Chern-Simons theory. The refined index has more information about knot homology than the Euler characteristic computed by the ordinary Chern-Simons theory. The index (1.1) reduces to the Euler characteristic only upon setting $t = -1$. While the Poincaré polynomial of the knot homology theory

$$\sum_{i,j,k} q^i t^{j} \dim H_{ijk} = \sum_{i,j} q^i t^j \dim H_{ij}.$$ 

has yet more information than the index (1.1), computing it is hard. The index can, by contrast, be obtained simply, by cutting and gluing, from refined Chern-Simons theory. More generally, as we will discuss, we expect that this can be extended to the general ADE case.
In some special cases, it can happen that the index and the Poincaré polynomials agree (for a famous example, see [39], and for more recent examples [40]). We will provide ample evidence that for knots colored by fundamental representation, the Chern-Simons knot invariant computes the Poincaré polynomial of the knot homology categorifying the colored HOMFLY polynomial. Based on many examples, we conjecture that \( P(K)(q, t, a) \), with 
\[
    t = \sqrt{t}, \quad q = -\sqrt{q/t}, \quad \text{and} \quad a = \sqrt{\lambda},
\]
where \( \lambda = t^N t^{1/2} q^{-1/2} \), computes the superpolynomial of [13]. We show that the conjecture holds for the \((2, 2m + 1)\) torus knots for any \( m \), and for the \((3, 3m + 1), (3, 3m + 2)\) torus knots for \( m = 1, 2 \), computed previously in [13,14,15]. The cases of \((2, 2m + 1)\) and \((3, 4)\) knots are described in detail in section 7 below; the detailed description of \((3, 5), (3, 7)\) and \((3, 8)\) cases is omitted, since the explicit polynomials in these cases become increasingly lengthy.

Our work also provides strong evidence for the conjecture of [12] relating Khovanov homology to spaces of BPS states of M2 branes ending on M5 branes wrapping \( L_K \) in \( X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1 \). The Gopakumar-Vafa duality, relating Chern-Simons theory on \( S^3 \) to topological strings on \( X \) was expected to extend to the refined topological string [12,21]. Having solved the refined Chern-Simons theory, we are able to show that this is indeed the case, at the level of the partition functions. The partition function of the refined Chern-Simons theory on \( S^3 \) is the vacuum matrix element of the \( S \) matrix, \( Z(S^3) = S_{00} \). We will show that, at large \( N \), this equals the partition function of the refined topological string on \( X \) [21], with the identification \( e^{-\text{Area(}\mathbb{P}^1)} = \lambda = t^N t^{1/2} q^{-1/2} \). The results of our paper thus give very strong evidence for the conjecture of [12].

The organization of the paper is as follows. In section 2 we review the relation of Chern-Simons theory to open topological A-model string. In section 3 we review the relation of topological string to counting of BPS states in M-theory. In section 4, we use M-theory to compute the refined Chern-Simons partition function on \( S^3 \), as a variant of a beta-deformed matrix integrals of [28]. We also derive the \( S \) and \( T \) matrices of the refined Chern-Simons theory from M-theory. In section 5 we show that the \( S \) and \( T \) matrices that we derived via M-theory correspond indeed to the \( S \) and \( T \) matrices of a topological field

\[\text{Note added: In the second version of the paper, we put more emphasis on the homological meaning of the refined index, and discuss in more detail relation of our work to [16]. Version one incorrectly stated the relationship between Khovanov-Rozansky \( SL_N \) knot homology and HOMFLY knot homology; the two equal only at sufficiently large \( N \). It is possible that the refined index computes Poincaré polynomials more generally: for the Hopf link and \((2, 2n + 1)\) knots [11] they equal for all totally symmetric or anti-symmetric representations.}\]
theory in three dimensions. In section 6 we show that the large $N$ dual of the refined Chern-Simons theory on the $S^3$ is the refined topological string on $X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1$. In section 7 we explain the connection to Khovanov homology, from the mathematical side, and counting of BPS states of M2 branes on $X$ from the physics side. We present numerous examples. In all the cases that we have checked the knot polynomial we obtain agrees with the superpolynomial of $[13, 14, 15]$. In section 8 we end with a discussion of some directions for future research, including a generalization of our work to the refined Chern-Simons theory based on an arbitrary gauge group $G$.

2. Chern Simons Theory and Topological String

In [1] Witten explained how to obtain knot and three-manifold invariants from Chern-Simons theory in three dimensions. The Chern-Simons path integral on a three-manifold $M$ is

$$Z_{CS}(M) = \int DA \, e^{\frac{ik}{4\pi} S_{CS}(A)}$$

where

$$S_{CS} = \int_M \text{Tr} \left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right),$$

(2.1)

$k$ is an integer, and $A$ is a connection of gauge group $G$. In this paper, we will mainly work with $G = SU(N)$. The path integral is independent of the metric on $M$, and so it associates to $M$ a topological invariant, its value $Z_{CS}(M)$. The theory also has topologically invariant observables corresponding to knots in $M$. The Wilson loop observable in representation $R$ associated to a knot $K$

$$\mathcal{O}_R(K) = \text{Tr}_R P \exp i \oint_K A$$

is also independent of the metric on $M$. The path integral,

$$Z_{CS}(M; K_1, \ldots, K_n) = \int DA \, e^{\frac{ik}{4\pi} S_{CS}(A)} \mathcal{O}_{R_1}(K_1) \ldots \mathcal{O}_{R_n}(K_n)$$

with insertions of observables $\mathcal{O}_R(K)$ leads to invariants of knots in the three-manifold $M$.

Witten also explained how to solve the theory exactly. The data needed are provided by the relation, discovered in [1], of any three dimensional topological theory with a two dimensional rational conformal field theory. The Hilbert space of the three dimensional theory and operators acting on it can be constructed from conformal blocks of the CFT, and from representations of the corresponding modular group. In the Chern-Simons case,
the relevant conformal field theory is the $SU(N)_k$ WZW model. More precisely, the $S$, $T$ and braiding matrices are all that one needs to solve the theory on any manifold. In this way, the knot invariants that arise from Chern-Simons theory can be explicitly computed. The polynomial knot invariants considered earlier by Jones \cite{Jones} correspond to $G = SU(2)$ and Wilson lines in fundamental representation, on $M = S^3$. More generally, one finds that the expectation values

$$\langle O_{R_1}(K_1) \ldots O_{R_n}(K_n) \rangle_{S^3} = P_{R_1,\ldots,R_n}(S^3, K_1, \ldots K_n)$$

are polynomials in terms of the variable

$$q = e^{\frac{2\pi i}{k + N}},$$

with integer coefficients. These are known as HOMFLY polynomials, constructed in \cite{HOMFLY} from the mathematical point of view.

Chern-Simons theory is closely related to topological strings and also to M-theory computations on certain Calabi-Yau threefolds. While most topological theories are solvable in principle, the fact that Chern-Simons theory is solvable explicitly, and at the same time dual to string theory and M-theory, is the key insight that lead to solution of topological strings and counting of BPS states of M-theory in many different contexts, see for example \cite{Witten-1992} \cite{MV}. We will review some aspects of this below. In the following sections we will explain that one can turn this around and use M-theory and the refined topological string to deduce the three-dimensional topological field theory that refines Chern-Simons theory and computes homological knot invariants.

2.1. Topological string and Chern Simons theory

In \cite{Witten-1992}, Witten explained that, for any three-manifold $M$, the open topological $A$-model on

$$Y = T^*M,$$

with $N$ topological D-branes on $M$ is the same as $SU(N)$ Chern-Simons theory on $M$. The string coupling and the level of Chern-Simons get related to the topological string coupling $g_s$ by

$$g_s = \frac{2\pi i}{k + N}.$$  

The A-model topological string on a Calabi-Yau manifold $Y$ counts holomorphic maps from Riemann surfaces into $Y$. When $Y = T^*M$, there are no holomorphic curves of any
kind, so only the degenerate maps can contribute. In the case of the open A-model, the degenerate maps precisely reproduce the Feynman graphs of the Chern-Simons theory. In particular, this implies that the Chern-Simons partition function on $M$, and the open topological string partition function on $Y$ with $N$ D-branes on $M$, $Z_{\text{open}}^{\text{top}}(T^*M)$ are the same:

$$Z_{\text{CS}}(M) = Z_{\text{open}}^{\text{top}}(T^*M).$$

Adding a knot $K$ to $M$, in some representation $R$ of the gauge group also has a topological string interpretation [7], of adding D-branes wrapping a non-compact Lagrangian $L_K$. $L_K$ is a rank 2 bundle over the knot $K$, constructed as follows. Take a point on $K$ and the vector $V$ tangent to $K$ at that point in $M$. One obtains a two-plane in the fiber of $T^*M$ consisting of the cotangent vectors, orthogonal to $V$ in the pairing between the cotangent and tangent vectors provided by the symplectic form on $Y$ (see [7,13]). Such $L_K$ is topologically $\mathbb{R}^2 \times S^1$, and

$$L_K \cap M = K.$$

Since the $b_1(L_K) = 1$, the Lagrangian $L_K$ has a modulus corresponding to moving it off. This means that, at least infinitesimally, there are holomorphic annuli in $Y$ with one boundary on $M$, along the knot $K$, and the other on $L_K$. Adding D-branes on $L_K$ the open topological string computes

$$Z^{\text{top}}(T^*M, L_K, V) = \sum_R Z^{\text{top}}_R(T^*M, L_K, Y) \text{Tr}_RV. \quad (2.2)$$

Since $L_K$ is non-compact, in defining the theory it is natural to consider the gauge fields on $L_K$ as non-dynamical. In string theory terms, this corresponds to not summing over the degenerate maps to $L_K$, but only considering the finite ones. Above, $V = P \exp(\oint_K A')$ is the holonomy of the gauge field on $L_K$ at infinity, which gets complexified by the mass of the bifundamental. It is natural to take a very large number of branes on $L_K$, so the sum in (2.2) is effectively over all Young diagrams $R$.

We can evaluate (2.2) as follows. If it were not for the branes on $L_K$, the theory would have been just pure Chern-Simons theory on the $S^3$. When we add branes on $L_K$, there is a new sector to the theory, corresponding to strings stretching between $L_K$ and $M$. In the topological string theory this gives a single bifundamental on $K$, which is massless when
\( L_K \) and \( M \) intersect, and gets a mass upon deformation. Since this is the heaviest mode around, it is natural to integrate it out first which gives\(^5\)

\[
\mathcal{O}_K(U, V) = \det^{-1}(1 \otimes 1 - U \otimes V^{-1}),
\]

(2.3)

where \( U = P \exp(\oint_K A) \) is the holonomy of the gauge field on \( M \). There are a few more ways of thinking about this amplitude, depending on the perspective. From the worldsheet point of view, it is natural to rewrite this as

\[
\mathcal{O}_K(U, V) = \exp\left(\sum_{n=1}^{\infty} \frac{1}{n} \text{Tr} U^n \text{Tr} V^{-n}\right).
\]

(2.4)

The right hand side of (2.4) describes the contribution of one holomorphic annulus, a primitive curve embedded in \( Y \), and the sum over \( n \) is the sum over its multi-covers. Thus, in the presence of branes on \( L_K \), the open topological string is computing the Chern-Simons path integral on \( M \) with insertion of \( \mathcal{O}_K(U, V) \). To make contact with knot observables, one uses Schur-Weyl duality which implies that (2.4) can also be written as

\[
\mathcal{O}_K(U, V) = \sum_R \text{Tr}_R U \text{Tr}_R V^{-1}
\]

(2.5)

where the sum is over all the representations of \( SU(N) \), the smaller of the two groups. Thus, the open topological string amplitude (2.2) is computed by Chern-Simons path integral on \( M \) with Wilson loop along the knot \( K \), in different representations,

\[
Z_{\text{top}}^R(Y, M, L_K) = \langle \text{Tr}_R U \rangle_M = Z_{\text{CS}}(M; K, R)
\]

The full topological string amplitude is the expectation value of the operator (2.4) on \( M \).

One can replace \( Y = T^*M \) with a more general Calabi-Yau \( Y \) containing \( M \) – the neighborhood of the Lagrangian is still modeled on \( T^*M \), but the global geometry may be different. In this more general setting there can be additional sectors in the open topological string theory coming from instantons, holomorphic curves in \( Y \) with boundaries on \( M \) \cite{[17]}.  

\(^5\) Whether we get a \( \det \) upstairs or downstairs, i.e. whether the bifundamental is a fermion or a boson, depends on the geometry and the relative orientation of \( L_K \) and \( M \). Reversing the relative orientation of we flip from one choice or the other \cite{[44]}. Here we simply made a convenient one. In addition, note that to be fateful to the bi-fundamental representation of the stretched string, we should have better written this as \( \det^{-1}(1 \otimes V - U \otimes 1) \). Such factors are related to various normalizations. They will not matter until section 5.
This is analogous to what we had above, in the presence of extra D-branes. Let us denote by $Z_{\text{inst}}^{\text{top}}(M, Y; U, \lambda)$ the contribution of finite holomorphic maps to the open topological string partition function (evaluating these is the subject of open Gromov-Witten theory). $Z_{\text{inst}}^{\text{top}}$ depends on the holonomy $U = Pe^{i \int A}$ of the gauge field coupling to the boundary of the instanton string worldsheet, and $\lambda = e^{-\text{Area}}$ measures its degree $Q$ in $H_2(Y, \mathbb{Z})$. As we will review in the next section, the instanton contributions have the form,

$$Z_{\text{inst}}^{\text{top}}(Y, M; U) = \exp\left( \sum_{s,t,Q,R} \sum_{n=0}^{\infty} D_{s,t,Q}^{s,t,Q} \frac{q^{2s+t}nQ}{n(1-q^n)} \lambda^n \text{Tr}_RU^n \right),$$

(2.6)

where $D_{s,t,Q}^{s,t,Q}$ are integers, measuring the contribution of primitive holomorphic curves in class $Q$ with the boundary winding numbers related to $R$. This highly non-trivial statement follows from the relation of open topological string to M-theory, which we will review in the next section. For now, one should just observe that, in the presence of instantons, the full open topological string on $Y$, including both the finite and the degenerate holomorphic maps with boundaries, computes the expectation value

$$Z^{\text{top}}(Y, M) = \langle \exp\left( \sum_{s,t,Q,R} \sum_{n=0}^{\infty} D_{s,t,Q}^{s,t,Q} \frac{q^{2s+t}nQ}{n(1-q^n)} \lambda^n \text{Tr}_RU^n \right) \rangle_M$$

of (2.6) in the Chern-Simons gauge theory on $M$.

2.2. From Topological String to Chern-Simons theory

Since $SU(N)$ Chern-Simons theory is the open topological string, one can use topological string methods to obtain Chern-Simons amplitudes. We will start this section by recalling aspects of canonical quantization of Chern-Simons theory from [45] (see also [46]), and then rederive them from the perspective of the open topological string. This construction, taken from [27,47], will be the starting point for the rest of this paper, where we will use the refined topological string and M-theory, to define and compute the amplitudes of the refined Chern-Simons theory.

In a topological field theory, one can use cutting and sewing to obtain amplitudes on more complicated manifolds from simpler ones. Consider an $S^3$, viewing it as a $T^2$ fibration over the interval. Pick a basis of 1 cycles of the two torus, so that the $(1,0)$ cycle of the two torus degenerates over one the left end-point, and the $(1,1)$ cycle degenerates over the right. Cutting the $S^3$ in the middle of the interval, we get two solid tori, $M_L$ and $M_R$, so that inside $M_L$ the $(1,0)$ cycle of the $T^2$ fiber is filled in, and in $M_R$ the $(1,1)$
cycle. The Chern-Simons path integral on the $S^3$ is obtained from the path integral on $M_L$ and $M_R$ by gluing.

Since $M_L$ and $M_R$ are two three-manifolds with a $T^2$ boundary, the Chern-Simons path integral on them defines two states in the Hilbert space $\mathcal{H}_{T^2}$ of the theory on $T^2$. The Chern-Simons partition function on $M_L$ is well known from canonical quantization of the theory on $T^2 \times \mathbb{R}$ [13]. A rough sketch of the derivation is as follows. If we denote by $t$ the $\mathbb{R}$ time direction, integrating over $A_t$, the path integral localizes on the flat connections on $T^2$. As the fundamental group of $T^2$ is commutative, by a gauge transformation, we can set $A = x d\theta_{0,1} + p d\theta_{1,0}$ where $x$ and $p$ are holonomies of the gauge field along the $(0,1)$ and $(1,0)$, cycles of the $T^2$. Here $x$ and $p$ are periodic, with period $2\pi$. We can take them to depend only on $t$ and, moreover, classically commute. The fact that they commute implies we can diagonalize them simultaneously, so let $x_I$ and $p_J$ denote the corresponding eigenvalues. Quantum mechanically, the Chern-Simons action (2.1) implies that $x$ and $p$ are canonically conjugate,

$$[p_I, x_J] = g_s \delta_{IJ}, \quad I, J = 1, \ldots N$$

where $g_s = \frac{2\pi i}{k+N}$. The shift of $k$ to $k + N$ comes about from carefully integrating out the off diagonal and the non-constant degrees of freedom [13]. The periodicity of holonomies implies that the phase space is compact, and the Hilbert space is finite dimensional. The Chern-Simons partition function on solid torus $M_L$, with no insertions is a wave function obtained in [45] as

$$Z(M_L)(x_1, \ldots x_N) = \prod_{1 \leq I < J \leq N} (e^{(x_J - x_I)/2} - e^{(x_I - x_J)/2}) = \Delta(x). \quad (2.7)$$

Here we are treating $x_I$ as a complex variables, which is natural as the holonomy gets complexified in string theory. Written in the momentum variable $p_I$, this becomes the periodic delta function written in e.q. (4.12) of [13]. For a single D-brane, the partition function would have been simply 1. This is the Fourier transform of the (periodic) delta function that sets $p = 0$, and reflects the vanishing of the $(1,0)$ cycle of the $T^2$ in the interior of $M_L$. The wave function of $M_R$, where $(1,1)$ cycle of the torus degenerates

$$Z(M_R)(x_1, \ldots x_N) = e^{-\text{Tr} x^2/2g_s} \Delta(x), \quad (2.8)$$

differs from (2.7) by the Gaussian factor. The gaussian factor corresponds to the fact that, in the interior of $M_R$ it is $(1,1)$ rather than the $(1,0)$ cycle that vanishes. The shift of
the vanishing cycle, from $(1,0)$ to $(1,1)$ is implemented by the operator $e^{-\text{Tr}x^2/2g_s}$, which takes $p$ to $p + x$ leaving $x$ unchanged. Consider now the partition function on the $S^3$, obtained by gluing the $M_L$ and $M_R$ together. On the one hand, gluing $M_L$ to $M_R$ is accomplished by setting the corresponding holonomies equal, and integrating

$$Z_{CS}(S^3) = \int d^N x \ Z^*_CS(M_L, x) \ Z_{CS}(M_R, x), \quad (2.9)$$

since this is the reverse of cutting the path integral into two by freezing the holonomies on the boundary. Above $*$ denotes complex conjugation, corresponding to reversing orientation of $M_L$ before gluing. This gives

$$Z_{CS}(S^3) = \frac{c_{T^2 S^2}}{N!} \int d^N x \ \Delta^2(x) \ e^{-\frac{1}{2g_s} \text{Tr}x^2}. \quad (2.10)$$

---

**Fig. 1.** $Y = T^*S^3$ is a $T^2 \times \mathbb{R}$ fibration over $\mathbb{R}^3$. The figure depicts the two lines in the base where the $(1,0)$ and $(1,1)$ cycles of the $T^2$ degenerate. Taking any path between them, together with the $T^2$ fiber over it, one obtains an $S^3$. Cutting the geometry in half, along the equator of the $S^3$ one obtains $Y_{L,R} = T^*(S^1 \times \mathbb{R}^2)$.

On the other hand, geometrically, we are gluing together two solid tori, up to the action of mapping class group. The action of the boundary $T^2$ translates to action on the corresponding Hilbert space $\mathcal{H}_{T^2}$, so the path integral is computing a matrix element. If we denote by $S$ and $T$ the two generators of $SL(2, \mathbb{Z})$, then

$$S: \quad p \to x, \ x \to -p; \quad T: \quad p \to p, \ x \to x + p$$
so that the operation that sends $x$ and $p$ to $x$ and $x+p$ is $TST$,

$$TST: \quad x \rightarrow x, \quad p \rightarrow p + x,$$

(2.11)

and therefore $Z_{CS}(S^3)$ equals the matrix element of this in the vacuum,

$$Z_{CS}(S^3) = (TST)_{00}.\quad (2.12)$$

The $SU(N)$ Chern-Simons theory on the $S^3$ is the same as the topological string on $Y = T^*S^3$ with $N$ A-branes on $S^3$. $Y$ is a $T^2 \times \mathbb{R}$ fibration over the base $\mathbb{R}^3$, parameterized by $\text{Re}(x), \text{Re}(p)$, and another variable $\text{Re}(z)$. The $T^2$ fiber degenerates over two lines in the base: the $\text{Re}(p) = 0 = \text{Re}(z)$ line, corresponding to the $(1,0)$ cycle degenerating, and $\text{Re}(p) + \text{Re}(x) = 0, \text{Re}(z) = 1$ line corresponding to the $(1,1)$ cycle degenerating. Dividing the $S^3$ into $M_L$ and $M_R$ corresponds to dividing $Y$ into two halves, which we will call $Y_L$ and $Y_R$, containing $M_L$ and $M_R$, respectively. Both $Y_L$ and $Y_R$ are very simple, each is a copy of

$$Y_{L,R} = T^*(S^1 \times \mathbb{R}^2) = \mathcal{C}^* \times \mathcal{C} \times \mathcal{C}$$

where $\mathcal{C}^*$ is a cylinder, composed of the real line and the $S^1$ fiber that remains finite. This is also the $S^1$ that remains finite inside $M_{L,R}$. We have used here topological invariance of the theory, to view the solid torus, which is a disk $D$ times $S^1$ as $\mathbb{R}^2 \times S^1$.

![Fig. 2. The D-branes wrap two $S^1$'s on the cylinder $\mathcal{C}^*$ in $Y_L$. The open topological string is counting the maps to the annulus between them.](image)

From the perspective of the open topological string, (2.7) and (2.8) arise as follows. Consider A-model on $Y_L$, with $N$ A-branes on $M_L$. Since $M_L$ is non-compact, the only contributions to the open topological string partition function come from instantons. Since the A-model topological string amplitudes depend holomorphically on Kahler moduli, we can evaluate the partition function for widely separated branes. For a pair of branes, one
at \( x = x_I \) and the other one at \( x = x_J \), with \( x_I < x_J \) one gets contributions from the maps to the portion of the \( \mathbb{C}^* \) cylinder in between the two branes. There are no additional contributions of any kind, since there are no other holomorphic curves of any kind in this geometry. The wavefunction (2.7) than follows from considerations analogous to those leading to (2.3), together with the fact that now the \( N \) A-branes are identical.

Apart from the instantons, we should ask whether there may be any classical contributions to the partition function. The classical contributions to the free energy come from the disk. The disk amplitude is per definition, the on-shell value of the Chern-Simons action on \( M_L \). In terms of flat connections, the classical action is \( \sum_I \int p_I dx_I \). We can evaluate this for each brane separately, since the interaction between the branes only comes from the one loop contribution. Classically, \( p = 0 \) inside \( M_L \), as the corresponding \( S^1 \) degenerates there. Thus, in \( Y_L \) the disk contribution vanishes.

The same argument regarding the instantons holds in \( Y_R \). However, now the disk amplitude contributes. There, the disk contribution is again given by integrating \( \sum_I \int p_I dx_I \), however, in this case, it does not vanish. Instead, since \( p = -x \) there, it gives

\[
\sum_I \int p_I dx_I = - \sum_I x_I^2 / 2,
\]

in agreement with the above.

It is also easy to incorporate simple knots on the \( S^3 \) in the same formalism. From the perspective of \( Y \), consider introducing two sets of A-branes on non-compact Lagrangians \( L_1 \) and \( L_2 \). Each set of branes corresponds to insertion of the operator (2.4) in the matrix integral, with \( x_I \) the eigenvalues of the unitary matrix \( U \). From Chern-Simons perspective this corresponds to inserting, along the \((0,1)\) cycle of the solid torus, a Wilson loop in representation \( R_i \) in \( M_L \), and a Wilson loop in representation \( R_j \) in \( M_R \). This simply changes (2.7) to

\[
Z(M_L; R_i)(x) = \Delta(x) \operatorname{Tr} R_i e^{x};
\]

and (2.8) to

\[
Z(M_R; R_j)(x) = \Delta(x) e^{-\frac{1}{2gs} \operatorname{Tr} x^2 \operatorname{Tr} R_j e^x}.
\]

Gluing these together, we get an \( S^3 \), with two linked unknots in representations \( R_i \) and \( R_j \), and linking number 1. This is the Hopf link, in a specific framing. The corresponding partition function is the \( (TST)^{ij} \) element of the \( TST \) matrix,

\[
(TST)^{ij} = \frac{e^{CTST}}{N!} \int d^N x \Delta^2(x) e^{-\frac{1}{2gs} \operatorname{Tr} x^2} \operatorname{Tr} R_i e^{-x} \operatorname{Tr} R_j e^x.
\]
Fig. 3. The $Y_L = T^* S^3$ geometry with two additional set of D-branes, in addition to the ones wrapping the $S^3$.

It easily follows \[47\] that the right hand side of (2.15) gives the usual expression for the corresponding $(TST)_{ij}$ matrix element. For future reference, it is useful to recall the matrix elements of $T$ and $S$ themselves

$$T_{i,j} = T_i \delta_{i,j} = c_T q^{\frac{1}{2}(\lambda_{R_i} + \rho, \lambda_{R_i} + \rho)} \delta_{i,j},$$

and

$$S_{i,j}/S_{00} = s_{R_i}(q^\rho) s_{R_j}(q^{\rho + \lambda_{R_j}}),$$

where $\Tr_R e^{x}$ is the Schur function $s_R$ in representation $R$ \[[18]\], and

$$S_{00} = c_S \Delta(q^\rho) = c_S \prod_{i=1}^{N} (q^{i/2} - q^{-i/2})^{N-i}$$

is the partition function on the $S^3$, in vacuum. In particular,

$$Z(S^3) = (TST)_{00} = S_{00}.$$  

We will make the normalizations $c_S, c_T$ of the $S$ and $T$ matrices precise in section 5, where it becomes important.

Note that there is another way to view (2.10), namely as a matrix model, written in terms of eigenvalues $x_i$ of an $N$ by $N$ hermitian matrix describing the positions of the $N$
B-branes in wrapping the $\mathbb{P}^1$ in $Y$. This matrix model generalizes the [49] and [50] matrix models to mirrors $Y$ of toric geometries [27]. To summarize, the matrix integral (2.15) can be derived either from the Chern-Simons path integral on $S^3$, by viewing the latter as a $T^2$ fibration over an interval and reducing to zero modes, or by open topological string theory.

3. M-theory and Refined Chern-Simons Theory

In this section we will recall the relation of open topological string theory, and hence Chern-Simons theory, to M-theory with M5 branes. In the unrefined case, all sides of the story are well known. When we consider the refined case, the M-theory will provide the sole definition of the theory. Consider M-theory on

$$(Y \times TN \times S^1)_q,$$

where $Y$ is a Calabi-Yau manifold (for now $Y$ is arbitrary) and $TN$ is the Taub-NUT space. The Taub-NUT space is twisted along the $S^1$, in the sense that going around the circle, the complex coordinates $z_1, z_2$ of the $TN$ rotate by

$$z_1 \rightarrow q z_1, \quad z_2 \rightarrow q^{-1} z_2,$$

so the space is not a direct product. We denoted this twist by a subscript $q$ in (3.1). The M-theory partition function on this background [18] is the same as the partition function of the closed topological A-model on $X$ [51], where one identifies $q = e^{gs}$ with string coupling $g_s$. To extend this to the open string [52,53,54], we add $N$ M5 branes wrapping

$$(M \times \mathbb{C} \times S^1)_q$$

where $M$ is a special Lagrangian 3-cycle in $Y$. The branes wrap a $\mathbb{C}$ subspace of $TN$ space fixed by the rotations (3.2). We can take $\mathbb{C}$ to correspond to the $z_1$ plane. The partition function of the M5 branes on this background is

$$Z_M(Y, M) = \text{Tr} (-1)^F q^{S_1 - S_2}. \quad (3.3)$$

Here $S_1$ and $S_2$ are the generators of two $U(1)_{1,2}$ rotations in (3.2), and $F = 2 S_1$ measures the fermion number. The M5 brane partition function (3.3) is the same as the open topological string partition function on $Y$ with $N$ D-branes wrapping $M$,

$$Z_M(Y, M, q) = Z^{\text{top}}_{\text{open}}(Y, M, g_s),$$
where $q = e^{g_s}$ in terms of $g_s$, the topological string coupling. There are two sets of contributions to the M5 brane partition function: the light modes on the M5 branes, and contributions coming from heavy BPS states of M2 branes ending on the M5 branes [53]. This parallels the open string discussion of the previous section. The light modes correspond to perturbative Chern-Simons gauge fields, while the heavy modes correspond to the open topological string instantons [53].

It is natural to first integrate out the heavy M2 brane particles. The M2 branes are charged particles in three dimensions. From the two-form $B$ on M5 brane world-volume one obtains, for each non-contractible 1-cycle $\alpha$ on $M$ and each M5 brane, a gauge field $A_\alpha^I$ in three dimensions, on $\mathbb{C} \times S^1$. Each gauge field is in addition paired, by $\mathcal{N} = 2$ supersymmetry of the 3d theory, with a real scalar $\phi_\alpha^I$ corresponding to a massless modulus of the M5 brane in the Calabi-Yau directions. Let us denote the contribution to the index (3.3) of the massive charged BPS particles running around the $S^1$,

$$Z^{BPS}_M(Y, M; q, U) = \text{Tr}_{\mathcal{H}^{BPS}}(-1)^F q^{S_1 - S_2} \lambda^H U^R.$$  

where $U_1^\alpha = e^{-\phi_\alpha^I - i \oint A_\alpha^I}$ is held fixed, and $\lambda$ is keeping track of the bulk M2 brane charges in $H_2(Y, \mathbb{Z})$. Here the trace is the trace in the Fock space of BPS M2 brane particles. Because of the twists in (3.2) in computing the trace, one should expand every 3d BPS particle $\Phi$ into modes on $\mathbb{C}$

$$\Phi^{s_1, s_2}(z_1) = \sum_{n=0}^{\infty} \alpha_n^{s_1, s_2} z_1^{n+s_1}$$

which contribute differently to the trace. Doing the trace, the index (3.4) is easily found to have the structure [7,11,52,53],

$$Z^{BPS}_M(Y, M; U, q) = \exp(\sum_{s_\ell, Q, R, n=0}^{\infty} D_{\ell}^{s_\ell, Q} q^{2n s_\ell} \lambda^n \text{Tr}_RU^n),$$

where

$$D_{\ell}^{s_\ell, Q} = \sum_{s_1 - s_2 = 2s_\ell} D_{R}^{s_1, s_2, Q}$$

and $D_{R}^{s_1, s_2, Q}$ is the number of BPS states of M2 branes of charge $Q \in H_2(Y, \mathbb{Z})$, with $U(1)_1 \times U(1)_2$ spin quantum numbers $s_1, s_2$ and transforming in representation $R$ of the symmetric group $S_N$ of $N$ elements. Here, $D_{R}^{s_1, s_2, Q}$ is the number of particles, taken with the plus sign for a bosonic particle, and the minus sign for a fermionic one.
The M-theory computation is related to the topological string by reducing on the $S^1$ to go down to IIA string theory on $Y$, with D4-branes wrapping $M$. The index gets related to computation of superpotential terms in the IIA theory on $Y$, which are captured by the topological string [53,54]. The M2 branes running around the $S^1$ map to string worldsheet instantons, and the gauge fields on the M5 branes coupling to them, map to perturbative topological string gauge fields. Thus (3.4) captures the contributions of worldsheet instantons $Z_{\text{inst}}^{\text{top}}$ to the topological string partition function (2.6). The relation between M-theory and the topological string explains the integrality of topological string amplitudes, observed first in the closed string context in [53]. In the open string case, the integrality is the statement that, written in the form (3.5) the coefficients $D_{sR}^Q$ of the open topological string amplitudes (2.6) are integers. The integrality of the open topological string, via the relation to M-theory is also the key to the physical interpretation of the integrality of the Jones polynomial [7]. Since this involves another duality (the large $N$ duality) we will postpone discussing this until section 6.

We in addition need to integrate over the light modes on the M5 branes, with the action corresponding to the classical superpotential of the theory. The classical superpotential is the Chern-Simons functional on $M$,

$$W(A) = \int_M \text{Tr}(A \wedge dA + A \wedge A \wedge A)$$

(3.6)

with the effective value of the coupling proportional to $g_s$, so one ends up computing the Chern-Simons path integral on $M$ with sources coming from holomorphic curves in $Y$, with boundaries on $M$ [53,54]. One way to see this is to go down on the $S^1$ to IIA string theory, as we did before. The superpotential of the D4 brane theory is computed from the disk amplitude of the open topological string, and this is the Chern-Simons functional (3.6). An alternative, careful derivation appeared in [16,56,57] via the explicit analysis of the topologically twisted theory on the D4 branes on $M \times \mathbb{R}^+$ and ending on a D6 brane wrapping $Y$. This is related to our setting by going down to IIA on the Taub-Nut circle instead. At any rate, in the full theory, we end up computing the expectation value of the (3.5) in the Chern-Simons path integral on $M$. Here $A$ should really be understood as a complex-valued connection, since the superpotential is holomorphic, and then one has to specify the contour of integration in the path integral. The dependence of the path integral on the contour of integration is related to the choice of the vacuum, as discussed in [58,16,54]. Choosing the naive integration slice, the index (3.3) becomes the bosonic
path integral of $SU(N)$ Chern-Simons theory on $M$ with insertions coming from (3.4) and integrating out massive M2 brane particles.

The equality of the open topological string and the M5 brane partition functions whether or not there are light modes present is also required by topological invariance of the theory. By cutting, we can obtain from a three-manifold on which the M5 brane theory has light modes, and where the computation of the index cannot be reduced to counting BPS states, the manifolds where there are no light modes, and where the index simply counts BPS states of heavy M2 branes. In the topological string the operation of obtaining the partition function on $Y$ from sewing partition functions on $Y_L$ and $Y_R$ is familiar, see for example [49,44,59]. On the M-theory side, these operations also have to make sense, by topological invariance that supersymmetry of the index implies. Moreover, if the partition functions of the M5 brane and the open topological string are the same on $Y_{L,R}$, they have to be also the same on $Y$, obtained from this by gluing. We will see an many example of this in the next sections, one of the simplest being $Y = T^*S^3$, and $Y_{L,R} = T^*(D \times S^1)$.

3.1. Refined Chern-Simons Theory and the Refined Open Topological String

In certain cases, M-theory on $Y$ can be used to define a refinement of the topological string [18,19][60]. Consider, as before, M-theory on $Y \times TN \times S^1$. We fiber $TN$ over the $S^1$, so that going around the circle, the coordinates $z_1, z_2$ of the TN space are twisted by

$$z_1 \rightarrow qz_1, \quad z_2 \rightarrow t^{-1}z_2.$$ (3.7)

We will denote the resulting space by

$$(Y \times TN \times S^1)_{q,t}.$$ 

If $t \neq q$ this alone breaks supersymmetry. However, if the Calabi-Yau $Y$ is non-compact, M-theory on $Y$ gives rise to a five dimensional gauge theory. This has an additional $U(1)_R \subset SU(2)_R$ symmetry, and supersymmetry of the theory can be preserved provided, as one goes around the $S^1$, one performs an additional R-symmetry twist [18]. In this case, the BPS partition function depends on the additional parameter $t$, simply because the background (3.7) does. In particular, any state carrying a charge under the rotation of the $z_2$ plane will give a $t$ dependent contribution to the partition function.

Now consider adding $N$ M5 branes on

$$(M \times \mathbb{C} \times S^1)_{q,t},$$
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where \( C \) corresponds to the \( z_1 \) plane. The M5 brane configuration automatically preserves a \( U(1)_1 \times U(1)_2 \) symmetry rotating the \( z_1 \) and \( z_2 \) planes. The \( U(1)_2 \) symmetry is an R-symmetry of the theory that is always present. To define the index we need, we need a sec ond R-symmetry, which we will denote by \( U(1)_R \). Let us focus for now on the main case of interest for us, when

\[
Y = T^* M.
\]

The theory has the \( U(1)_R \) symmetry provided \( M \) admits a free \( U(1) \) action. More precisely, the action only needs to be semi-free: this corresponds to allowing a discrete subgroup of \( U(1) \) to act with fixed points.\(^6\)

A \( U(1) \) symmetry of \( M \) is itself not an \( R \) symmetry. An R-symmetry has to act in a non-trivial way on the directions transverse to the brane, but a \( U(1) \) symmetry of \( M \) would not do that. Instead, the \( U(1)_R \) symmetry of the theory on the brane is a \( U(1) \) rotation of \( T^* M \), the normal bundle to \( M \). Given a vector field \( V \) on \( M \) that generates the \( U(1) \) action on \( M \), at every point on \( M \) one obtains a two-plane in the fiber \( T^* M \), consisting of cotangent vectors orthogonal to \( V \), in the pairing between the tangent and cotangent vectors provided by the symplectic form on \( Y \). The \( U(1)_R \) symmetry is the rotation of this two-plane. More precisely, to get a nowhere vanishing vector field, it suffices to have a \( U(1) \) action on \( M \) which is semi-free – some points may be fixed by finite \( \mathbb{Z}_p \) subgroups. This implies that \( M \) is a Seifert three-manifold. Seifert space is an \( S^1 \) fibration over a genus \( g \) Riemann surface \( \Sigma_g \),

\[
S^1 \to M \to \Sigma_g
\]

where the \( U(1) \) action comes from the rotation of the fiber. The ordinary Chern-Simons theory on Seifert spaces was studied recently in \([61][62][63]\).

With the additional \( U(1)_R \) symmetry preserved, the M5 brane partition function on \( M \times \mathfrak{C} \times S^1 \) defines an index,

\[
Z_M(T^*M,q,t) = \text{Tr} (-1)^F q^{S_1} t^{-S_2}.
\]  \tag{3.8}

Here \( S_1 \) and \( S_2 \) are combinations of \( U(1)_1, U(1)_2 \) and \( U(1)_R \) quantum numbers commuting with two of the four supercharges preserved by the M5 brane on \( Y \). Let’s denote these by \( Q_r, \tilde{Q}_r \). We can take \( Q_r \) to have the quantum numbers \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\) under the three \( U(1)'s \),

\(^6\) We are indebted to Cumrun Vafa and Edward Witten for clarifying discussions regarding the construction of the \( U(1)_R \) symmetry needed, given the free circle action on \( M \).
respectively, and than $\bar{Q}_r$ transforms as $(-\frac{1}{2}, -\frac{1}{2}, -\frac{1}{2})$. The first two quantum numbers are there in any case, see [11], the latter comes from the extra $U(1)_R$ symmetry. Then, defining

$$S_1' = S_1 - S_R, \quad S_2' = S_2 - S_R.$$ 

both $S_1'$ and $S_2'$ commute with $Q_r$, so (3.8) defines an index. The index localizes on configurations that are annihilated by $Q_r, \bar{Q}_r$. Moreover, for $q = t$ it reduces to the unrefined index (3.3). We will take the index (3.8) as the definition of the refined $SU(N)$ Chern-Simons partition function on $M$:

$$Z_M(T^*M, q, t) = Z_{CS}(M, q, t).$$

This is analogous to the unrefined case, where the $N$ M5 brane partition function on $M$ in $T^*M$ equals the ordinary $SU(N)$ Chern-Simons partition function on $M$. Unlike in the unrefined case, we now do not have an alternative definition of the theory. Note that classical action of the Chern-Simons theory on $M$ is still given by the Chern-Simons functional (3.6) on $M$. Instead of $g_s$, it is now suppressed by $\epsilon$, where $q = e^\epsilon$ is the rotation parameter of the two-plane in (3.7) wrapped by the M5 branes (see [34,25,22]). While the classical action is unchanged, the measure of the path integral cannot be.

There are two directions in which one can generalize this. While we assumed so far that $Y = T^*M$, we can allow more general geometries where only the local neighborhood of $M$ in $Y$ is modeled on $T^*M$, as long as the $U(1)_R$ symmetry is preserved in the geometry. Then, in addition to the light modes captured by the refined Chern-Simons theory on $M$, there can also be massive M2 brane BPS states contributing to (3.8). Summing first over

---

7 Supersymmetries that get preserved by the brane have their $U(1)_2 \times U(1)_R$ charges correlated. We can take the supercharges that survive to have $S_2 = S_R$. Since both $S_2$ and $S_R$ act as R-symmetries, $S_2 - S_R$ is a global symmetry. It is really the existence of this global symmetry that we need to define the refined index (3.8) of the M5 brane theory on $M \times \mathbb{R}^2 \times S^1$.

8 We will shed some light onto how the measure changes once one abelianizes the theory, and writes it in terms of the flat connection on the $S^1$ fiber, somewhat analogously to [63].

9 See [59] for such examples where $M = S^3$, or $S^3/\Gamma$. A large class of these is based on the dual description, where M-theory on the Calabi-Yau is replaced by IIB string theory on $\mathbb{R}^3 \times TN \times S^1 \times S^1$ with $(p, q)$ five brane webs wrapping the $TN$ space give the 5d $\mathcal{N} = 1$ gauge theory. The D3 branes stretching between them map to M5 branes on lens spaces. The M2 branes map to $(p, q)$ string webs ending on the D3 branes.
the heavy M2 brane particles while freezing the holonomy $U$, we get a refinement of the BPS counting in (3.4),

$$Z^{BPS}_M(Y, M; U, q, t) = \text{Tr}_{H^{BPS}}(-1)^F q^{S_1} t^{-S_2} \lambda^H U^R.$$  

(3.9)

This defines the refinement of the instanton contributions to the A-model open topological string

$$Z^{BPS}_M(Y, M; U, q, t) = Z^{top}_{inst}(Y, M; U, q, t).$$

The corresponding refined amplitude is easily seen to have the structure

$$Z^{top}_{inst}(Y, M; U, q, t) = \exp\left( \sum_{s_1, s_2, Q, R} \sum_{n=0}^{\infty} D_R^{s_1, s_2, Q} q^{n s_1} t^{-n s_2} \frac{\lambda^n Q}{n(1-q^n)} \text{Tr}_R U^n \right).$$  

(3.10)

For $q = t$, this reduces to the ordinary topological string partition function (2.6). For $q \neq t$ the M-theory defines what we mean by the refined theory (one may call this the ”refined open Gromov-Witten” theory).

We can also generalize this to include knot observables in the refined Chern-Simons theory. As we explained in the previous section, in the ordinary topological string, including a Wilson loop $K$ on a three-manifold $M$ in Chern-Simons theory corresponds to adding D-branes on a special Lagrangian $L_K$ in $T^*M$. To extend this to the refined case, both the knot $K$ and the three-manifold $M$ have to respect the $U(1)_R$ symmetry that is needed to define the theory. As explained in [7], and reviewed in section 2, the Lagrangian $L_K$ is obtained as a total space of a rank two bundle over $K$. The fiber over a point on $K$ is the two-plane co-normal to the tangent vector $V$ to the knot at that point. In the present case, $L_K$ will preserve the $U(1)_R$ symmetry of $T^*M$ provided $K$ itself is the orbit of the $U(1)$ action on $M$ which we used in the construction. Then, also by construction, the rest of $L_K$ is invariant under $U(1)_R$. This in turn implies that the allowed knots and links in $M$ are the Seifert knots [63], wrapping the $S^1$ fibers over $\Sigma_g$ in $M^{10}$. Note that the contribution of the bi-fundamental open strings that corresponded to inserting operators (2.3)(2.4) in the ordinary Chern-Simons case, will also need to get refined according to (3.10), as we will discuss shortly.

---

10 Note that Seifert knots over different points on $\Sigma_g$ can be linked in non-trivial ways. An example of this is a Hopf-link in the $S^3$. The $S^3$ is an $S^1$ bundle over $S^2$. The Hopf link is obtained by taking the two $S^1$ fibers over the north and the south pole of the $S^2$ in the base.
4. Refined Chern-Simons Theory from M-theory

Having used M-theory to define the refined Chern-Simons theory on Seifert three-manifolds $M$, we will explain how to solve it. The basic idea is to use topological invariance of the theory to solve it on simple pieces first, and recover the rest by gluing. The key amplitude we will obtain in this way corresponds to taking $M_L = S^1 \times \mathbb{R}^2$

inside

$$Y_L = T^*M_L = T^*(S^1 \times \mathbb{R}^2) = \mathbb{C}^* \times \mathbb{C}^2.$$ 

The free $U(1)$ action on $M_L$ corresponds to the rotation of the $S^1$, and the $U(1)_R$ symmetry one gets from it acts by rotating the fiber in $T^*\mathbb{R}^2$. The Calabi-Yau $Y_L = \mathbb{C}^* \times \mathbb{C}^2$ is essentially flat space.

Since $M_L$ is a non-compact three-manifold, the dynamics of the light modes is frozen by default, and the partition function depends on the choice of flat connection at infinity. We can, alternatively, view $M_L$ as a solid torus $S^1 \times D$ where the path integral computes a wave function depending on the boundary conditions we impose – by topological invariance the two viewpoints are equivalent. Since $b_1(M_L) = 1$, there is one complex modulus $x_I = \phi_I + i \oint_{S^1} A_I$ on the M5 branes, which is related to the position of the branes on the $\mathbb{C}^*$ cylinder in $Y_L$. With the branes widely separated, computing the partition function (3.9) of the M5 brane theory on

$$(M_L \times \mathbb{C} \times S^1)_{q,t}$$

inside

$$(Y_L \times TN \times S^1)_{q,t}$$

amounts to counting BPS states of M2 branes stretching between them. As we will see, the spectrum is very simple, and the corresponding index (3.9) is easily computable. We will then show, in this and the following section, that using topological invariance of the theory to put more complicated pieces together starting from $Y_L$ and $M_L$, we can recover everything else and indeed solve the theory on any Seifert three-manifold.
4.1. Refined Chern-Simons Theory on $M_L$

Consider M-theory on (4.2) with $N$ M5 branes wrapping (4.1). We need to explain how the partition function (2.7) of the open topological string, at $q = t$, arises from M theory, and then generalize this to arbitrary $q$ and $t$. What are the degeneracies $D_{s_1, s_2}$ of the 3d particles coming from M2 branes wrapping holomorphic cycles in $Y_L$ and ending on the M5 branes? (We have suppressed the label $Q$, since $H_2(Y_L, \mathbb{Z})$ is trivial.)

For a pair of M5 branes, one at $x = x_I$ and the other at $x = x_J$, the M2 branes wrap a portion of $C^*$ between the two M5 branes, $x_1 \leq x \leq x_2$. What is the contribution to the index (3.9) of these M2 branes? To answer this question, it is easier to reformulate the problem in terms of IIA on $Y_L$, with D4 branes on $M_L$ instead. There we need to find the BPS degeneracies of a D2 brane wrapping the annulus and ending on D4 branes. The holomorphic curve the D-branes wrap has no non-trivial moduli, so the only moduli space in the problem comes from the flat $U(1)$ bundle on the D2 brane. The moduli of the bundle on the annulus is an $S^1$, and quantizing this one gets two BPS particles, a boson and a fermion in the bifundamental representation of the gauge groups on the branes. To determine the $U(1)$ charges of these states, one recalls that $Q_\ell$ acts non-trivially on the bundle moduli and trivially on the moduli of the curve, and $Q_r$ acts trivially on the moduli of the bundle, and non-trivially on the moduli of the curve. This implies that the $U(1)$ charges of the bosonic and the fermionic particle we get differ by the $U(1)$ charges of $Q_\ell$. Note that $Q_\ell$ necessarily corresponds to super symmetries broken by the branes. Assigning to $Q_\ell$ the charges $(\frac{1}{2}, -\frac{1}{2}, \frac{1}{2})$ under $U(1)_1 \times U(1)_2 \times U(1)_R$, we deduce that

$$D^{0,0}_{\Box \Box} = -1, \quad D^{0,1}_{\Box \Box} = 1,$$

(4.3)

up to an ambiguous overall shift of the charge of the ground state. Inserting this into (3.10) gives the partition function

$$Z(M_L)(q, t) = \exp \left( \sum_{n=1}^{\infty} \frac{1 - t^n}{n(1 - q^n)} e^{nx_I - nx_J} \right).$$

Note that this is consistent with the known result for the unrefined case. Considering $N$ branes and symmetrizing, for $q = t$ we recover (2.7),

$$Z(M_L)(q) = \prod_{1 \leq I < J \leq N} (e^{(x_J - x_I)/2} - e^{(x_I - x_J)/2}).$$
Now consider arbitrary \( q \) and \( t \). To avoid dealing with infinite products, we will specialize to

\[
t = q^{\beta}, \quad \beta \in \mathbb{N},
\]

where \( \beta \) is a positive integer. This specialization (4.4) is inessential – while it will simplify the intermediate formulas, it is easy to reinstate arbitrary \( \beta \) by inspection. In particular, we will see that the end result is independent of (4.4). Thus the partition function of the refined \( SU(N) \) Chern-Simons theory on a solid torus \( M_L \) is

\[
Z(M_L)(x, q, t) = \prod_{m=0}^{\beta-1} \prod_{1 \leq I < J \leq N} \left( q^{-m/2} e^{(x_J-x_I)/2} - q^{m/2} e^{(x_I-x_J)/2} \right) = \Delta_{q,t}(x).
\]

This simple result is the key to the rest of this paper.

4.2. Partition function on \( S^3 \)

The counting of BPS states of M2 branes computes directly only the partition functions of M5 branes on non-compact three-manifolds such as \( M_L \). However, from this by cutting and sewing, we can recover the partition functions on any other Seifert manifold.

Consider the refined Chern-Simons partition function on \( S^3 \). \( S^3 \) is a Seifert three-manifold, viewed as an \( S^1 \) bundle over the \( S^2 \): we can describe the \( S^3 \) as a locus in \( \mathbb{C}^2 \), with coordinates \( z_1, z_2 \), where

\[
|z_1|^2 + |z_2|^2 = 1.
\]

There is a free circle action \( e^{i\theta} \in U(1) \) on this by,

\[
(z_1, z_2) \to (e^{i\theta} z_1, e^{i\theta} z_2).
\]

The orbit space of this is the \( S^2 \).

The partition function (3.9) of \( N \) M5 branes on

\[
(S^3 \times \mathbb{C} \times S^1)_{q,t}
\]

inside

\[
(T^*S^3 \times TN \times S^1)_{q,t}
\]

per definition, computes the \( (TST)_{00} \) matrix element in the refined theory

\[
Z(S^3)(q,t) = (TST)_{00}.
\]
We can get the $S^3$ from $M_L$ and $M_R$, with $U(1)$ actions in each chosen to agree the free action of the $S^3$. Thus, the partition function on the $S^3$ in $Y$ can be obtained by sewing together the wave-functions of the M5 branes on $M_L$ in $Y_L = T^*M_L$, and the M5 branes on $M_R$ in $Y_R = T^*M_R$ by setting the holonomies at the boundary equal, and integrating. We already obtained the wave-function on $Y_L$. For $Y_R$, we get the same set of BPS states contributing, as the geometries are the same, locally. The one difference, even in the unrefined $\beta = 1$ case, is the classical contribution to the amplitude, the $\exp(-\text{Tr} \frac{x^2}{2g_s})$ term. The classical amplitudes of the topological string, coming from the sphere and the disk, are not affected by $\beta \neq 1$ deformation. The only thing the deformation does affect is the coefficient, which becomes $\epsilon$, where $q = e^\epsilon$. This comes about since the equivariant action is in essence compactification, on a circle of radius $1/\epsilon$. This gives the $\Sigma_1$ plane the brane wraps the volume $1/\epsilon$, and deforms the classical action to $\exp(-\text{Tr} \frac{x^2}{2\epsilon})$.

In summary, we get from $M_R$,

$$Z(M_R)(x, q, t) = \Delta_{q, t}(x) \exp(-\text{Tr} \frac{x^2}{2\epsilon}).$$

The partition function of $N$ branes on $S^3$ in $T^*S^3$ is simply the overlap of wave functions from $Y_L$ and $Y_R$

$$Z(S^3) = \int d^N x \ Z^*(M_L, x)Z(M_R, x),$$

which equals

$$Z(S^3) = \frac{c_{TST}}{N!} \int d^N x \ \Delta_{q, t}(x) \ exp(-\text{Tr}x^2/2\epsilon).$$

This simple derivation gives the refined partition function of $SU(N)$ Chern-Simons theory on the $S^3$. The matrix integral can be computed analytically – we will give the derivation in the appendix B – to find

$$Z(S^3)(q, t) = (TST)_{00} = c_{TST} \prod_{m=0}^{\beta-1} \prod_{i=1}^{N-1} (q^{-m/2} t^{-i/2} - q^{m/2} t^{i/2})^{N-i},$$

up to a normalization factor $c_{TST}$ that is unimportant for now. We will show, in section 6, that at large $N$, this agrees with the refined topological string partition function of $X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1$, the large $N$ dual geometry, as expected [12,67]. The matrix integral in (4.10) gives the sought after generalization of the $\beta$-deformed matrix models for refined B-model topological string [28] to A-model geometries.
4.3. Incorporating simple knots on $S^3$

Consider adding non-compact M5 branes on $T^*S^3$, in the M-theory realization of the construction in section 2.2. We can make the branes on $L_1$, to intersect the $S^3$ along the unknot $K_1$, corresponding to setting $z_1 = 0$, and similarly, $L_2$ to intersect the $S^3$ along $K_2$, corresponding to setting $z_2 = 0$:

$$K_i = (L_i \cap S^3) : \quad z_i = 0, \quad |z_1|^2 + |z_2|^2 = 1.$$ 

It is clear that both $K_{1,2}$ are invariant under the free $U(1)$ action (4.7). The two knots at hand are linked in the $S^3$ and give a Hopf link. Correspondingly, we can add the M5 branes on $(L_i \times \mathbb{C} \times S^1)_{q,t}$ while preserving the $U(1)_R$ symmetry. (For more examples of knots one can add to the theory, while preserving a $U(1)_R$ symmetry, see section 5.) We will take for now all three sets of branes to wrap the $z_1$ plane in the $TN$ space. The generalization to adding branes wrapping $z_2$ plane instead, will be discussed in section 6. We expect that the M5 brane partition function on the $S^3$, in presence of the M5 branes on $L_1$ and $L_2$ computes the matrix elements $(TST)_{ij}$, now depending on $q$ and $t$.

The theory gets a new sector corresponding to BPS states of M2 branes stretching between the $S^3$ and $L_{1,2}$. We need to start by finding the operator induced by integrating these particles out. This will generalize (2.3):

$$O_K(U, V, q, q) = \det^{-1}(1 \otimes 1 - U \otimes V^{-1}),$$

to arbitrary $\beta$. There is again only a single holomorphic curve with boundaries on $S^3$ and $L_1$ or $L_2$, respectively – this is the annulus in Fig. 2. The spectrum of BPS states is essentially the same as (4.3). More precisely, for both $L_1$ and $L_2$, and taking all spins into account, we get only two particles in the spectrum

$$D^{0,0}_{\square} = 1, \quad D^{0,1}_{\square} = -1.$$ (4.12)

This is the same as (4.3), but with the spins exchanged, since the relative orientation of the branes has changed, as the unrefined answer also suggests. This implies that (2.3) gets replaced by

$$O_K(U, V, q, t) = \prod_{m=0}^{\beta-1} \det^{-1}(1 \otimes 1 - q^m U \otimes V^{-1}).$$ (4.13)
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In the refined Chern-Simons theory on the $S^3$, we thus end up computing the expectation value of a pair of these operator, where we keep the holonomies $V_{1,2}$ at infinity on $L_{1,2}$ frozen, and integrate over $U$.

In more detail, we would like identify which operator $O_R$ corresponds to inserting a Wilson line in representation $R$, analogously to (2.5). We know that, at $\beta = 1$ this has to reduce to $\text{Tr}_R U = s_R(U)$, where $s_R$ is the Schur function [48]. It turns out the right choice is to identify $O_R$ with insertions of the Macdonald polynomial $M_R(U)$ in representation $R$, evaluated at the holonomy $U$ [68,69,48]. Why this is the right Wilson loop observable will become clear in the next section. Expanded in terms of Macdonald polynomials, one can show that (4.13) becomes simply

$$O_K(U, V, q, t) = \sum_R \frac{1}{g_R} M_R(U) M_R(V^{-1})$$

where $g_R$ is the metric eigenvalue.

In summary, the refinement of the wave functions (2.13) that one gets in the presence of additional branes, is

$$Z(M_L; R_i)(x) = \Delta_{q,t}(x) M_{R_i}(e^x);$$

and the refinement of (2.8) is

$$Z(M_R; R_j)(x) = \Delta_{q,t}(x) e^{-\frac{1}{2} \text{Tr} x^2} M_{R_j}(e^x).$$

The overlap of these computes the refinement of $(TST)_{ij}$,

$$(TST)_{ij} = \epsilon_{TST} \frac{1}{N!} \int d^N x \Delta_{q,t}^2(x) e^{-\frac{1}{2} \text{Tr} x^2} M_{R_i}(e^{-x}) M_{R_j}(e^x).$$

The integral has been evaluated in [35], and the result can be written as follows

$$(TST)_{ij} = T_i S_{ij} T_j,$$

where $S_{ij}$ is given by

$$S_{ij}/S_{00} = M_{R_i}(t^\rho) M_{R_j}(q^\lambda_{R_i} t^\rho),$$

where $\lambda_R$ is the highest weight vector of the representation $R$ of $SU(N)$ and $\rho$ is the Weyl vector, defined as the sum over all the positive roots (see Appendix A for the list of standard group theory notations). This is, as we will see in section 5, the $S$-matrix of the
refined Chern-Simons theory, as the notation we chose suggests. We have normalized it by the vacuum expectation value (4.11)

$$S_{00} = c_S \prod_{m=0}^{\beta-1} \prod_{i=1}^{N-1} (q^{-m/2} t^{i/2} - q^{m/2} t^{-i/2})^{N-i}. \quad (4.20)$$

Furthermore $T_i$ in (4.18) is naturally thought off as the eigenvalues of the $T$-matrix of the refined Chern-Simons theory, given by

$$T_{ij} = T_i \delta_{ij} = c_T q^{1/2}(\lambda_{R_i} + \beta \rho)^2 \delta_{ij}. \quad (4.21)$$

We will give the precise overall normalizations $c_S$ and $c_T$ in the next section.

In the next section, we will show that the $S$ and the $T$ matrices given in (4.19),(4.20),(4.21),

$$S_{ij}, \quad T_{ij}$$

and evaluated at $q = e^{2\pi i k}$, $t = e^{2\pi i k}$, indeed are the $S$ and $T$ matrices acting on the Hilbert space $\mathcal{H}_{T^2}$ of a 3d topological field theory on a torus, consistent with topological invariance of the index they compute. For $\beta \neq 1$, they provide a refinement of the $S$ and $T$ matrices of the $SU(N)_k$ WZW model at $q = e^{2\pi i k}$, corresponding to replacing the ordinary Chern-Simons theory by the refined one.

4.4. Some Other Simple Amplitudes

There are several more amplitudes that we obtain from this for free. Consider $N$ branes on $M = S^2 \times S^1$, inside

$$T^*(S^2 \times S^1).$$

Cutting $M$ into two halves, along the equator of the $S^2$, we obtain two copies of $Y_L$, glued together with trivial identifications. The state corresponding to each half is (2.7). Setting the holonomies equal and integrating, we obtain $Z(S^2 \times S^1)$. We can add extra non-compact branes to this geometry, corresponding to inserting knots along the $S^1$, and at points on the $S^2$. This now manifestly preserves the free circle action, that simply

\[\begin{align*}
11 & \text{This expression agrees, for antisymmetric representations } R_i \text{ and } R_{ij}, \text{ with the expression obtained earlier } [67] \text{ for the colored homological invariants of the Hopf link. For non-antisymmetric representations, as shown recently by } [70], \text{ there is also a complete agreement with } [57] \text{ after a change of basis of symmetric functions.}
\end{align*}\]
rotates the $S^1$. Adding a stack in each copy of $Y_L$, amounts to computing overlap of two copies of (4.15), corresponding to representations $R_i$ and $R_j$. This gives

$$Z(S^2, \tilde{R}_i, R_j) = \frac{1}{N!} \int d^N x \Delta_{q,t}(x)^2 M_{R_i}(e^{-x}) M_{R_j}(e^x). \quad (4.22)$$

we get

$$Z(S^2, \tilde{R}_i, R_j) = g_{i\tilde{j}} = g_i \delta^i_j, \quad (4.23)$$

where $g_i = g_i(q,t)$ is the Macdonald norm, given in more detail in the next section, and in the appendix A.

Consider now adding more D-branes on $T^*(S^2 \times S^1)$, corresponding to inserting Wilson lines in representations $R_i, R_j$ and $R_k$ at three points on the $S^2$, and winding around the $S^1$, 

$$Z(S^2 \times S^1, R_i, R_j, R_k) = \frac{1}{N!} \int d^N x \Delta_{q,t}(x)^2 M_{R_i}(e^x) M_{R_j}(e^x) M_{R_k}(e^x). \quad (4.24)$$

We get from this

$$Z(S^2 \times S^1, R_i, R_j, R_k) = N_{ijk} \quad (4.25)$$

where $N_{ijk}$ can be computed either by an explicit integration in (4.24) or using (4.23) from tensor-product coefficients $N^k_{ij}$ for Macdonald polynomials. Defining the latter by

$$M_{R_i}(e^x) M_{R_j}(e^x) = \sum_k N^k_{ij} M_{R_k}(e^x),$$

we get immediately,

$$N_{ijk} = \sum_\ell g_i \ell N^\ell_{jk}.$$ 

Naturally, $N^i_{jk}$ are the refinement of the Verlinde coefficients of the $SU(N)k$ WZW model.

5. Refined Chern-Simons Theory

The theory of $N$ M5 branes on $(M \times \mathcal{O} \times S^1)_{q,t}$ defines an index (3.8) when $M$ is a Seifert three-manifold. The existence of the index guarantees that the theory on $M$ has a supercharge $Q$ (or more precisely a pair of those) which satisfies $Q^2 = 0$. Existence of such a symmetry often comes hand in hand with topological invariance, although in our case, we expect the theory to be independent only of certain metric deformations, those that preserve the circle symmetry. As we will now show, refined Chern-Simons theory indeed
is a topological theory in this sense: from its $S$ and $T$ matrices, we automatically obtain topological invariants of Seifert three-manifolds with Seifert knots in them.

In any topological field theory, the path integral on a manifold $M$ with a boundary $B$, $\partial M = B$, gives a state $|M\rangle \in \mathcal{H}_B$ in the Hilbert space $\mathcal{H}_B$ obtained by quantizing theory on $B \times \mathbb{R}$. Reversing the orientation of the boundary, one gets elements of the dual Hilbert space $\mathcal{H}_B^*$. The overlap of states $|M_R\rangle$ in $\mathcal{H}_B$ and $\langle M_L|$ in $\mathcal{H}_B^*$, computes the partition function on the closed three-manifold $M$, obtained by gluing $M_R$ to $M_L$ with the orientation of the latter reversed. Moreover, diffeomorphisms of the boundary $B$ have a unitary representation on $\mathcal{H}_B$.

For a three dimensional topological theory, and especially one based on Seifert manifolds, a particularly important instance of this construction deals with the Hilbert space on the torus, $B = T^2$. A theory such as ours is in essence two dimensional, as all of its topological data can be phrased in terms of $\Sigma$. The importance of the Hilbert space on $T^2$ thus originates in the fact that the Hilbert space of a topological theory on $\Sigma$ is based on an $S^1$. The basis of the Hilbert space $\mathcal{H}_{T^2}$ can be obtained by taking a solid torus and placing Wilson lines in various representations in its interior in a particular way. More precisely, choosing a basis of $H_1(T^2)$ of the boundary torus, and taking the $(1,0)$ cycle of the $T^2$ to be contractible in the interior, one defines a state

$$|R_i\rangle \in \mathcal{H}_{T^2}$$

by the path integral on the solid torus with a Wilson line in representation $R_i$ running along the $(0,1)$ cycle of the torus. Taking two solid tori, with Wilson lines in representations $R_i$, $R_j$ inside, and gluing together, one obtains the path integral on $S^2 \times S^1$, with two Wilson lines,

$$\langle R_i|R_j \rangle = g_{ij} = Z(S^2 \times S^1, \bar{R}_i, \bar{R}_j).$$

This can equivalently be viewed as defining a hermitian metric $g_{ij} = \langle R_i|R_j \rangle$. The metric is hermitian, since exchanging the roles of $R_i$ and $R_j$ corresponds to orientation reversal of the manifold,

$$g_{ji} = \langle R_j|R_i \rangle = \langle R_i|R_j \rangle^* = g_{ij}^*,$$

where $^*$ denotes complex conjugation. Moreover, on the boundary of the $T^2$, one gets the action of $SL(2,\mathbb{Z})$ corresponding to the mapping class group of the torus. An element $K$ of $SL(2,\mathbb{Z})$ acts on the basis states by

$$K|R_i\rangle = \sum_j K^j_i|R_j\rangle$$
simply corresponding to the fact that the Hilbert space is finite dimensional, and $K$ acts on it. The representation of $SL(2, \mathbb{Z})$ acting on $\mathcal{H}_{T^2}$, is generated by $S$ and $T$ matrices,

$$S^i_j, \quad T^i_j,$$

satisfying the defining relations of $SL(2, \mathbb{Z})$,

$$S^4 = 1, \quad (ST)^3 = S^2. \quad (5.3)$$

The indices are raised and lowered by the metric $g$; for example, defining

$$\langle R_j | K | R_i \rangle = K_{ji}$$

we have, using the definitions,

$$K^*_{ji} = \langle R_j | K | R_i \rangle = \sum_k K^k_i \langle R_j | R_k \rangle = \sum_k K^k_i g_{jk}. \quad (5.4)$$

The representation has to be unitary, since otherwise 3d general covariance would have been lost. Namely $\langle KR_j | R_i \rangle = \langle R_j | K^{-1} R_i \rangle$ implies

$$K^*_i j = K^{-1}_{ji},$$

since $\langle KR_j | R_i \rangle = \langle R_i | KR_j \rangle^*$. Topological invariance further constrains the representation. For example, the $S$ matrix has to be symmetric and satisfy,

$$S^{-1}_{ij} = S^*_{ij}. \quad (5.5)$$

This follows since $S_{i,j}$ is the amplitude of a Hopf link in $S^3$, obtained by gluing two solid tori, with Wilson lines corresponding to states $|R_i\rangle$ and $|R_j\rangle$ we defined before. Gluing these with an $S$ transformation of the boundary we get the amplitude corresponding to two linked knots in the $S^3$, the Hopf link:

$$S_{ij} = \langle R_i | S | R_j \rangle.$$ 

The fact that we can smoothly re-arrange the link so that the roles of $R_i$ and $R_j$ get exchanged implies that $S$ has to be symmetric, $S_{ij} = S_{ji}$. Unitarity then implies (5.5).
For any topological field theory in three dimensions, one can define Verlinde coefficients $N_{ijk}$ by the partition function of the theory on $S^2 \times S^1$ with Wilson lines in representations $R_i, R_j$ and $R_k$ inserted at three points on the $S^2$, and winding around the $S^1$.

$$N_{ijk} = Z(S^2 \times S^1, R_i, R_j, R_k) = \langle 0 | R_i R_j R_k \rangle, \quad (5.6)$$

If one defines an operator $O_{R_i}$ inserting the Wilson line in representation $R_i$ long the $(0, 1)$ cycle of the solid torus, i.e.

$$O_{R_i} |0\rangle = |R_i\rangle,$$

then the Verlinde coefficients come from fusing

$$O_{R_i} O_{R_j} = \sum_k N^k_{ij} O_{R_k}.$$

The coefficients are no longer integers, for $q \neq t$ but rational functions of $q, t$. Moreover, $N_{ijk}$ satisfy the Verlinde formula [29]

$$S_{ki} S_{kj} / S_{k0} = \sum_\ell N^\ell_{ij} S_{k\ell}, \quad (5.7)$$

or equivalently,

$$N_{ij\bar{k}} = \sum_\ell S_{i\bar{i}} S_{\bar{j}\ell} (S^*)_{\bar{k}\ell} / S_{\bar{i}0}. \quad (5.8)$$

by computing the same amplitudes in two different ways. A derivation of this given in [4] uses an ingredient we will not have in general, namely braiding. A different derivation using only the ingredients at hand is presented in [71], and we review it in appendix C.

5.1. Chern-Simons Theory, a Review

In the case of $SU(N)$ Chern-Simons theory, the basis of Hilbert space $\mathcal{H}_{T^2}$ is provided by the conformal blocks on $T^2$ of $SU(N)_k$ WZW model [4]. Only a subset of $SU(N)$ representations enter, those that correspond to integrable highest weight representations of the affine lie algebra. This can be phrased in terms of a constraint on the corresponding Young diagram that $0 \leq R_1 \leq k$, where $R_1$ is the length of the first row. The basis of the Hilbert space (5.1) provided by the path integral on the solid torus with Wilson lines, is automatically orthonormal:

$$g_{ij} = \langle R_i | R_j \rangle = \delta^i_j. \quad (5.9)$$
This is because $g_{ij} = Z(S^2 \times S^1, \bar{R}_i, R_j)$ is the partition function of the theory on $S^2 \times S^1$ with Wilson lines in representations $\bar{R}_i$ and $R_j$ inserted at points on the $S^2$, and wrapping the $S^1$. This is either 1 or zero depending on whether or not the $R_i$ and $R_j$ are the same representation. The $S$ and $T$ matrices are given by

$$S_{ij} = d_{R_i}(q^\rho)s_{R_j}(q^{\rho+\lambda_{R_i}}),$$

and

$$T_{ij} = \delta_{ij}q^{\frac{1}{2}(\lambda_{R_i}+2\rho,\lambda_{R_i})}\frac{1}{d_{R_i}(q^\rho)}d_{R_i}(q^{\rho})$$

with

$$d_{R_i}(q^\rho) = \frac{i^{N(N-1)/2}}{N^\frac{k}{2}(k+N)^{N-1}}\prod_{\alpha>0}(q^{-\alpha,\rho}/2 - q^{\alpha,\rho}/2)s_{R_i}(q^\rho)$$

where the product is over all positive roots $\alpha$, and $\lambda_{R_i}$ is the highest weight of representation $R_i$. In all of this, $q$ is a root of unity

$$q = e^{\frac{2\pi i}{k+N}}.$$

Here $S$ and $T$ are finite dimensional matrices, since the space of allowed representations is finite. Moreover they explicitly satisfy the properties (5.3)(5.4)(5.5) listed above.

The Verlinde coefficients $N^{i,j,k}$ are simply tensor product coefficients, restricted to the allowed set of representations corresponding to states in $\mathcal{H}_{T^2}$. This corresponds to the fact that the operator $O_{R_i}$ that inserts Wilson loop in representation $R_i$ is simply the trace of the holonomy around the $(0,1)$ cycle $O_{R_i} = s_{R_i}(e^x)$. The fact that the $S$ matrix satisfies the Verlinde formula follows, since it is written in terms of Schur functions, evaluated at roots of unity, as explained in [29].

5.2. Refined Chern-Simons Theory

As we have seen in section 4, M-theory provides a way to derive the Hilbert space of the theory on the torus, and any amplitudes obtained from this by cutting and gluing. In particular, the partition function on $S^2 \times S^1$, obtained by gluing two copies of (2.13) with the corresponding Wilson lines computes the metric which is diagonal, but no longer trivial.

$$\langle R_i | R_j \rangle = g_{ij} = g_i \delta^i_j.$$  

12 We could have normalized the Macdonald polynomials in a way to set $g_i$ to one. We will refrain from doing so, since normalized Macdonald polynomials will contain square roots, and we prefer working in terms of rational functions of $q$ and $t$.  
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where
\[ g_i = \prod_{m=0}^{\beta-1} \prod_{\alpha > 0} q^{-\frac{1}{2}(\alpha,\lambda_R) t - \frac{1}{2}(\alpha,\rho) q^{-\frac{1}{2}}} - q^{\frac{1}{2}(\alpha,\lambda_R) t - \frac{1}{2}(\alpha,\rho) q^{-\frac{1}{2}}} \]

The metric is hermitian, \( g_{ij} = g_{ji}^* \), and \( g_i \) is real provided
\[ q^* = q^{-1}, \quad t^* = t^{-1}, \]
where \( t = q^\beta \), as before. While the hermiticity is manifest here, the fact that one can continue these expressions to arbitrary real \( \beta \) is not. The equivalent form of \( g_i \) presented in (5.10) makes that fact manifest.

The Hilbert space \( \mathcal{H}_{T^2} \) is unchanged from its unrefined values, and in particular, the allowed representations \( R_i \) still correspond to the integrable highest weight representations of \( SU(N)_k \). Indeed, setting
\[ q = e^{\frac{2\pi i}{k+\beta N}}, \quad t = e^{\frac{2\pi i \beta}{k+\beta N}}, \]
the metric vanishes for representations other than those whose Young tableau fits in box of width \( k \). This is to be expected, since \( \beta \) is arbitrary and we can change it away from the unrefined value \( \beta = 1 \) adiabatically – in a finite dimensional Hilbert space, the states have nowhere to go to.

The \( S \) and the \( T \) matrices are given by
\[ S_{ij} = d_{R_i}(t^p) M_{R_j}(t^p q^{\lambda_{R_i}}), \]

and
\[ T_{ij} = \delta^{ij} q^{\frac{1}{2}(\lambda_{R_i},\lambda_{R_i})} t^{(\lambda_{R_i},\rho)} t^{\frac{\beta-1}{2}(\rho,\rho)} q^{-\frac{1}{2}(\rho,\rho)}, \]

where
\[ d_{R_i}(t^p) = \frac{i^N(N-1)/2}{N^{\frac{1}{2}}(k+\beta N)^{N-1}} \prod_{m=0}^{\beta-1} \prod_{\alpha > 0} (q^{-m/2} t^{-(\alpha,\rho)/2} - q^{m/2} t^{(\alpha,\rho)/2}) M_{R_i}(t^p) \]

Setting \( \beta \) to 1, \( q \) and \( t \) coincide, Macdonald polynomials become Schur functions, and the refined Chern-Simons amplitudes reduce to ordinary ones, as they should.

The fact that \( S_{ij} \) is symmetric, which is crucial for the three dimensional interpretation of it as expectation value of the colored Hopf link,
\[ S_{ij} = S_{ji} \]
is not obvious from the formula (5.12), just like in the unrefined case. However, it is obvious from the M-theory derivation of it, see (4.17). In fact, symmetry of the formula (5.5) was one of the original Macdonald conjectures [68,69], and the formula (4.17) was derived in [35] as a means of proving it (for earlier proofs, see [31,32,33])! Here we have discovered the same statements from M-theory. The forms of the metric the $S$ matrix and $T$ are slight rewriting of what we had in section 4, motivated by [33], now with normalizations carefully fixed.

We can furthermore see that $S$ and $T$ provide a unitary representation of $SL(2,\mathbb{Z})$, acting on the Hilbert space $\mathcal{H}_{T^2}$. Since the metric $g_{ij}$ is not identity, $S_{ij}$ and $S^i_j$ are not the same, instead,

$$S_{ij} = \sum_k g_{ik} S^k_j = g_i S^i_j,$$

and similarly for $T$. In particular, while $S_{ij}$ is symmetric, $S^i_j$, is not. From our discussion above, for $S$ and $T$ to provide a unitary representation on $SL(2,\mathbb{Z})$,

$$S^i_j, \quad T^i_j,$$

should satisfy

$$S^4 = 1, \quad (ST)^3 = S^2.$$

They indeed do, one can checked explicitly in examples. The general statement was proven in [31,33,32], for integer $\beta$. It can also be shown that $S$ and $T$ are unitary, so that

$$(S^{-1})^i_j = (S^*)^i_j, \quad (T^{-1})^i_j = (T^*)^i_j. \quad \quad (5.15)$$

The quantum dimension of the representation $R_i$ generalizes to

$$S_{i0}/S_{00} = \prod_{m=0}^{\beta-1} \prod_{1 \leq i < j \leq N} \frac{q^{-\frac{R_j-R_i}{2}} t^{\frac{i-j}{2}} q^{-\frac{m}{2}} - q^{\frac{R_j-R_i}{2}} t^{\frac{j-i}{2}} q^{\frac{m}{2}}}{t^{\frac{i-j}{2}} q^{-\frac{m}{2}} - t^{\frac{j-i}{2}} q^{\frac{m}{2}}} = M_{R_i}(t^\rho).$$

The Verlinde coefficients $N^i_{jk}$ similarly follow, as in section 4, from explicitly computing the algebra of operators $\mathcal{O}_R$, which are in this case given by Macdonald polynomials, as functions of holonomies, $M_{R_i}(e^x)$. Unlike in the ordinary Chern-Simons case, they are no longer integral. They are rational functions of $q$ and $t$ instead. Finally, since the $S$ matrix itself is obtained by evaluating the Macdonald polynomials at special points, the Verlinde formula (5.7)

$$S_{ki} S_{kj}/S_{k0} = \sum_{\ell} N^\ell_{ij} S_{k\ell}$$

also follows, see [34].
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5.3. Three-manifold Invariants from Refined Chern-Simons Theory

A topological field theory in three dimensions assigns to a three-manifold $M$ a topological invariant, the value of the partition function on $M$. In any topological field theory in three dimensions, the three-manifold invariant of $M$ can be obtained from that of any other three-manifold, say $S^3$, by surgery. This is an operation where one cuts out a tubular neighborhood of a knot $K$ in $S^3$ – this is a solid torus– and glues it back in up to an $SL(2,\mathbb{Z})$ transformation of the boundary. To get an arbitrary three-manifold invariant in this way one needs both $S$ and $T$ matrices, and the braiding matrix $[1,30]$. In the present case, we only have the $S$ and the $T$ matrices – the braiding matrix is not obtainable from M-theory. This is just as well, since a three-manifold invariant corresponding to a Seifert space can be written in terms of $S$ and $T$ only.

A compact Seifert three-manifold, fibered over the Riemann surface of genus $g$, carries labels (the description of the geometry is borrowed from [61])

$$(g, n; (\alpha_1, \beta_1), \ldots, (\alpha_r, \beta_r)),$$

where $n$ is the degree of the circle bundle, and $(\alpha_i, \beta_i)$ are integers, parameterizing the type of special fibers that occur. Let $z$ be the local coordinate on the base, centered at the point where the fiber is special, and view the circle bundle over $\Sigma$ as a line bundle, with complex coordinate $s$ parameterizing the fiber. Then, near the point with fiber of type $(\alpha_j, \beta_j)$, the total space is modeled on $C \times C / \mathbb{Z}_{\alpha_j}$, where $\mathbb{Z}_{\alpha_j}$ acts by

$$z \to \zeta z, \quad s \to \zeta^{\beta_j} s, \quad \zeta = e^{2\pi i \alpha_j / \beta_j}.$$ 

The $S^1$ action that rotates the fiber is no longer free – the $\mathbb{Z}_{\alpha_j}$ subgroup of it fixes the fiber above $z = 0$. Similarly, the base of the, obtained by forgetting the $S^1$ fiber, is an orbifold. But, the total space is smooth, and in particular the $U(1)$ action defines a nowhere vanishing vector field $V$ on $M$, as we needed in section 3.

The three-manifold invariant of this can be computed by surgery on a torus link in the $S^3$. The end result is

$$Z(g, n; (\alpha_1, \beta_1), \ldots, (\alpha_r, \beta_r)) = \sum_j T_j^n (g_j)^{g-1} (S_{0,j})^{2g-2} \prod_{i=1}^r (S K^{(\alpha_i, \beta_i)})_{0,j}^{g-1}$$

See for example, [72] for details. Earlier work on three-manifold invariants of Seifert spaces includes [73,74,75,77,78,79,80].
where $K^{(\alpha_i, \beta_i)}$ is an $SL(2, \mathbb{Z})$ matrix whose first column is $(\alpha_i, \beta_i)$. Each such matrix, as an element of $SL(2, \mathbb{Z})$, can be written as a product of $S$ and $T$ matrices. The $U(1)$ bundle over $\Sigma_g$ has first Chern class $n - \sum_{i=1}^r \beta_i / \alpha_i$. In the simple case without special fibers $(g, n)$, the three-manifold is a circle bundle over a smooth Riemann surface $\Sigma_g$ of degree $n$, the corresponding partition function is

$$Z(g, n) = \sum_i (g_i)^{g-1} T_i^{m}(S_{0i})^{2-2g}.$$  

We can obtain $(g, n; (\alpha_1, \beta_1), \ldots, (\alpha_r, \beta_r))$ from this by cutting out the neighborhoods of $r$ knots wrapping the $S^1$ fibers over points on $\Sigma$, and gluing back corresponding solid tori by $SL(2, \mathbb{Z})$ transformation of their boundaries, corresponding to $K^{(\alpha_i, \beta_i)}$.

Written in terms of $S$ and $T$, the three-manifold invariant no longer depends on the underlying topological field theory, but only on $M$. The dependence on the theory enters only through $S$ and $T$. To get a three-manifold invariant corresponding to $SU(N)$ Chern-Simons theory on $M$, one would use the $S$ and the $T$ matrices of the $SU(N)_k$ WZW model. To get the path integral of the refined Chern-Simons theory on $M$ instead, one uses the refined $S$ and $T$ matrices of the previous subsection.

5.4. Knot Invariants in Operator Formalism and the Refined Chern-Simons Theory

In addition to three-manifold invariants, a topological field theory in three dimensions also gives rise to invariants of knots in three-manifolds. A beautiful result of [1] is the realization that knot invariant that one gets from $SU(2)_k$ Chern-Simons theory on $S^3$, with Wilson loops in fundamental representation of $SU(2)$, is the Jones polynomial [2]. The knot invariants arising from our theory on $S^3$, with as we will see in section 7, compute the dimensions of knot homologies instead.

As we explained in section 3, in the refined Chern-Simons theory one can consider any knot or a link that is fixed by a semi-free $S^1$ action on the Seifert manifold $M$. Viewing $M$ as an $S^1$ fibration over a Riemann surface (there may be more than one way to think about a given three-manifold in this way), the knots preserved by the $S^1$ action are those wrapping the fiber. The operator formulation of these knot invariants involves the $S$ and $T$ matrices alone, and the fusion coefficients $N_{ijk}$. The later can also be written in terms of $S$, by the Verlinde formula. Written in terms of $S$ and $T$, this no longer depends on the
details of the theory, although the answers that one gets of course do. In the previous sections we found the $S$ and $T$ of the refined Chern-Simons theory, form M-theory. With them in hand, we can compute the knot invariants.

We will explain how to compute invariants of torus knots in the $S^3$. Knots and topological invariants associated to other three-manifolds can be computed equally easily, but in aiming to connect with the work of Khovanov, we will focus on the $S^3$. A torus knot in $S^3$ is a knot that can be obtained from an unknot by an $SL(2, \mathbb{Z})$ transformation.

We view the $S^3$ as a locus in $\mathbb{C}^2$, with coordinates $z_1, z_2$, where

$$|z_1|^2 + |z_2|^2 = 1 \quad (5.16)$$

In this way, the $S^3$ is a $T^2$ fibration over the interval, where the $T^2$ fibers correspond to phases of $z_1$ and $z_2$. We denote by $(0, 1)$ cycle of the $T^2$ the $S^1$ generated by the phase of $z_1$, and by $(1, 0)$ the $S^1$ generated by the phase of $z_2$. An $(n, m)$ torus knot is described by (5.16) together with the equation

$$z_1^n = z_2^m$$

This is invariant under the $U(1)$ action that takes $(z_1, z_2) \rightarrow (\zeta^m z_1, \zeta^n z_2)$, with $\zeta = e^{i\theta}$. This $U(1)$ action acts freely on the $S^3$, except for a $\mathbb{Z}_m$ subgroup, generated by $\zeta = e^{2\pi i / m}$, that has fixed points at $z_2 = 0$, and a $\mathbb{Z}_n$ subgroup that similarly has fixed points at $z_1 = 0$.

We view the $S^3$ as obtained by gluing two solid tori. Take a solid torus, corresponding to the ”right half” of the $S^3$ in (5.16). This is a $T^2$ fibration over the interval, in such a way that $(1, 0)$ cycle shrinks in the interior, and $(0, 1)$ cycle stays finite, and denote by

$$|0\rangle,$$

the state in $\mathcal{H}_{T^2}$ obtained by computing the path integral on it. To get the $S^3$, we glue together two copies of this, by an $S$ transformation of the boundary, exchanging the $(1, 0)$ and the $(0, 1)$ cycle,

$$\langle 0|S|0\rangle.$$

---

14 The way we normalized the Macdonald polynomials, the metric $g_{ij} = g \delta_{ij}$ also enters. However, this is just a matter of convention, as we could have set the metric to identity, by rescaling the MacDonald polynomials.

15 In the unrefined case, these were considered from perspective of string theory recently in [81].
Let us denote by $O_{R_i}^{(0,1)}$ an operator that inserts, along the $(0, 1)$ cycle of torus, an unknot in representation $R_i$. Then, per definition, the operator we just defined creates from the vacuum $|0\rangle$, the state $|R_i\rangle$,

$$O_{R_i}^{(0,1)} |0\rangle = |R_i\rangle.$$ 

Inserting a $(0, 1)$ knot in the $S^3$, corresponds in the operator language to computing

$$\langle 0 | O_{R_i}^{(0,1)} S | 0 \rangle = \langle R_i | S | 0 \rangle = S_{i0}.$$ 

The operator $O_{R_i}^{(n,m)}$ that inserts the $(n, m)$ knot instead is related to the operator $O_{R_i}^{(0,1)}$ by an operation that takes the torus boundary, and maps the $(0, 1)$ cycle into $(n, m)$ cycle. In other words

$$O_{R_i}^{(n,m)} = K O_{R_i}^{(0,1)} K^{-1}$$

where $K$ is an element of $SL(2, \mathbb{Z})$ that takes the $(1, 0)$ cycle to the cycle $(a, b)$ cycle dual to $(n, m)$, i.e.

$$K = \begin{pmatrix} a & n \\ b & m \end{pmatrix} \in SL(2, \mathbb{Z}).$$

with $am - nb = 1$ since then the action of $O_{R_i}^{(0,1)}$ on $|0\rangle$, and $O_{R_i}^{(n,m)}$ on $K|0\rangle$ agree. Any such $K$ can be written explicitly in terms of strings of $S$ and $T$ matrices

$$S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \in SL(2, \mathbb{Z}).$$

We can write this out explicitly, in terms of the Verlinde coefficients

$$O_{R_i}^{(0,1)} |R_j\rangle = \sum_k N_{ij}^k |R_k\rangle.$$ 

and the matrices expressing the action of $K$ on the Hilbert space, as follows:

$$K O_{R_i}^{(0,1)} K^{-1} |0\rangle = \sum_{j,k,\ell} (K)_{\ell}^{k} N^k_{ij} (K^{-1})^j_\ell |R_\ell\rangle.$$ 

We want to use this to compute knots in the $S^3$, so we glue together the two solid tori, one of which contains our knot, by an $S$ transformation of their boundary. For, example, for computing the knot invariant of the $(n, m)$ torus knot in $S^3$, we compute

$$\langle 0 | O_{R_i}^{(n,m)} S | 0 \rangle = \langle 0 | K O_{R_i}^{(0,1)} K^{-1} S | 0 \rangle = \sum_{j,k,\ell} K_{0k} N^k_{ij} (K^{-1})^j_\ell S^\ell_0,$$
Similarly, considering prime links in the $S^3$ whose components are torus knots we consider two copies of (5.17) with the suitable choices of the $K$ matrices, and glue them together by an $S$ transformation. For example, linking the $(1,0)$ knot with an $(n,m)$ link in the $S^3$, one would compute

$$\langle 0 | O^{(n,m)}_{R_i} S O^{(0,1)}_{R_p} | 0 \rangle = \langle 0 | K O^{(0,1)}_{R_i} S^{-1} | R_p \rangle = \sum_{j,k,\ell} K_{0k} N^k_{ij} (K^{-1})^j \ell S^\ell_{p},$$

taking into account that the $S$ transformation exchanges the $(0,1)$ and $(1,0)$ knots. We will show in the next sections that the knot invariants arising from our theory are related to computing dimensions of knot homologies.

6. Large $N$ Duality and Refined Chern-Simons Theory

In this section will first review large $N$ duality in the ordinary topological string, and then explain how it extends to the refined theory.

Recall, from section 2, that $SU(N)$ Chern-Simons theory on $S^3$ is the same as the open topological string on

$$Y = T^* S^3,$$

with $N$ D-branes on the $S^3$. Gopakumar and Vafa showed this has a large $N$ dual, the ordinary topological string theory on

$$X = O(-1) \oplus O(-1) \to \mathbb{P}^1.$$ 

The duality is a large $N$ duality in the sense of ’t Hooft [82]. The topological string coupling $g_s$ is the same on both sides – it is related to the level $k$ in Chern-Simons theory by $g_s = \frac{2\pi i}{k+\lambda}$. The later is the effective coupling constant of Chern-Simons theory, due to the famous shift of $k \to k + N$, generated by quantum effects. The rank $N$ of the gauge theory is related to the area of the $\mathbb{P}^1$ in $X$ by $\lambda = e^{-Area(\mathbb{P}^1)}$ by $\lambda = q^N$ where $q = e^{g_s}$. This is a large $N$ duality, since when the geometry of $X$ is classical, $\lambda$ is continuous, and this is only true in the limit of large $N$. The duality in this case also has a beautiful geometric interpretation: it is a geometric transition that shrinks the $S^3$ and grows the $\mathbb{P}^1$ at the apex of the conifold, thereby taking $Y$ to $X$ [8]. The duality has been checked, at the level of partition functions, to all orders in the $1/N$ expansion [8].
As we explained in section 2, adding knots on the $S^3$ corresponds to introducing non-compact branes on a Lagrangian $L_K$ in $Y$, intersecting the $S^3$ along a knot $K$,

$$K = L_K \cap S^3.$$ 

The geometric transition affects the interior of $X$ and $Y$, but not their asymptotics, which are the same. A non-compact Lagrangian $L_K$ on $Y$, goes through the transition to give a Lagrangian $L_K$ on $X$.

6.1. Large $N$ Duality and the Refined Chern-Simons Theory

The large $N$ duality relating open topological string on $Y = T^*S^3$, i.e, Chern-Simons theory on the $S^3$ to topological string on $X = O(-1) \oplus O(-1) \to \mathbb{P}^1$ is expected to extend to the refined topological string [21,12,28]. With the refined Chern-Simons theory in hand, we will give strong evidence that the refined theory indeed inherits the large $N$ duality. Analogous results for the B-model topological string were provided in [28].

Consider first the pure refined Chern-Simons theory, without knot observables. In this case, on $Y$, we are computing the partition function of the theory on $S^3$, $Z(S^3)$. On $X$ we are computing the partition function of the refined closed topological string. The latter is well known. Let $\lambda$ parameterize the size of the $\mathbb{P}^1$ in $X$ as $\lambda = e^{-\text{Area}(\mathbb{P}^1)}$, were by the area we really mean the mass of a BPS state wrapping the $\mathbb{P}^1$. The partition function of the closed topological string in this background is [21]

$$Z^{\text{top}}(X, \lambda, q, t) = \exp \left( - \sum_{n=0}^{\infty} \frac{\lambda^n}{n(q^{n/2} - q^{-n/2})(t^{n/2} - t^{-n/2})} \right),$$

(6.1)

up to simple factors that correspond to classical intersection numbers on the Calabi-Yau, and are ambiguous.

On the other hand, we obtained the refined Chern-Simons partition function on $S^3$ in (4.11). With $N$ branes on the $S^3$ this is

$$Z(S^3, q, t) = S_{00} = \prod_{m=0}^{\beta-1} \prod_{i=1}^{N-1} (1 - t^{N-i} q^m)^i,$$

if we set

$$t = q^\beta, \quad \beta \in \mathbb{N}$$
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(as emphasized before, we can easily analytically continue everything away from integral \( \beta \), but the explicit formulas are simpler and easier to deal with if we do not). Taking the large \( N \) limit of this expression, we find

\[
Z(S^3, q, t) \sim \prod_{m=0}^{\beta-1} \prod_{i=1}^{\infty} (1 - t^{N-i} q^m)^i.
\]

(6.2)

up to terms with trivial \( N \) dependence.\(^{16}\) Rewriting (6.2) as follows

\[
Z(S^3, q, t) = \exp \left( - \sum_{m=0}^{\beta-1} \sum_{i,k=1}^\infty \frac{i}{k} (N-i) q^{mk} \right),
\]

we find that (6.2) and (6.1) agree,

\[
Z(S^3, q, t, N) = Z^{top}(X, q, t, \lambda),
\]

provided we identify

\[
\lambda = t^N t^\frac{q}{2} - \frac{t}{2}.
\]

(6.4)

The fact that \( N \epsilon_1 \)-branes on the \( S^3 \) back-react on the geometry in such a way to open up a \( \mathbb{P}^1 \) of size \( N\epsilon_2 \), is as expected on general grounds, as discussed recently in detail in \cite{22}. By \( \epsilon_1 \) branes we mean the branes wrapping the \( z_1 \) plane rotated by the parameter \( q = e^{\epsilon_1} \), and by \( \epsilon_2 \) branes, the branes wrapping the \( z_2 \) plane, rotated by \( t = e^{\epsilon_2} \). The quantum shifts of the moduli by \( (\epsilon_2 - \epsilon_1)/2 \), which vanish in the unrefined theory at \( q = t \), are typical \cite{28,22}.

Now that we have identified the large \( N \) dual of the \( SU(N) \) refined Chern-Simons theory on the \( S^3 \) as the refined topological string on \( X \), we can introduce knots on the \( S^3 \).

\(^{16}\) All of the terms we drop are ambiguous due to the non-compactness of the Calabi-Yau. There are perturbative terms, that would have been related to triple intersection numbers if the Calabi-Yau was compact. There are also terms that are due to D0 branes – BPS states with no D2 brane charge on \( X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \rightarrow \mathbb{P}^1 \). These are also ambiguous, since D0 brane can be anywhere on \( X \), so feels the non-compactness of the manifold. This is unlike the D2 brane (or M2 brane) which is fixed to wrap the minimal \( \mathbb{P}^1 \) at the apex of the conifold, if it is to be BPS.
As we explained in sections 2 and 3, adding knots on the $S^3$ corresponds to introducing non-compact branes on the Lagrangian $L_K$, intersecting the $S^3$ along a knot $K$,

$$K = L_K \cap S^3,$$

where we require that $K$ be fixed by a (semi-)free $U(1)$ action on the $S^3$. The refined topological string amplitude on $X$, with the branes on $L_K$ is given by first integrating out the contributions to the refined index coming from massive BPS states of M2 branes stretching between the M5 branes $S^3$ and $L_K$. Then, integrating over the light modes on the M5 branes, one ends up computing in the refined Chern-Simons theory on the $S^3$, the expectation value of the corresponding operator (3.9), or in this case (4.13).

More precisely, in the refined topological string, M-theory, there are two different ways to introduce the additional M5-branes, and hence two different ways define the expectation value of the knot (in addition to the usual framing ambiguity). Namely, while the Lagrangian $L_K$ is fixed in $Y$, in M-theory we have to choose which of the $z_1, z_2$ planes in $TN$ space the brane wraps. This results in two different kinds of branes of the refined topological string [64,22]. If it were not for the branes on $S^3$, the two choices we would be related by a symmetry of the theory that exchanges $q$ and $t$. With the branes on $S^3$, this is no longer the case. If we take, as in sections 2 and 3, the branes on the $S^3$ to wrap $z_1$ plane, then by having the branes on $L_K$ wrap $z_1$ plane as well, we end up computing the expectation value of the operator $O_K(U,V,q,t)$ (4.13), as in section 3, since there we manifestly dealt with only one kind of brane

$$O_{K}^{\epsilon_1}(U,V) = \frac{1}{\beta - 1} \prod_{m=0}^{\beta - 1} \det^{-1}(1 \otimes 1 - q^m U \otimes V^{-1}).$$

$$= \sum_{R} g_R M_R(U) M_R(V^{-1}). \tag{6.5}$$

Here, $U$ is the holonomy on the $S^3$, that gets integrated over. On the other hand, choosing the branes on $L_K$ to wrap the $z_2$ plane instead, we get $\epsilon_2$ branes on $L_K$, and the operator (6.5) is replaced by

$$O_{K}^{\epsilon_2}(U,V) = \det(1 \otimes 1 - U \otimes V^{-1}),$$

$$= \sum_{R} (-1)^R M_R(U) M_R(V^{-1}). \tag{6.6}$$
The difference between the two operators (6.5) and (6.6) corresponding to inserting \( \epsilon_1 \) or \( \epsilon_2 \) branes is analogous to the B-model case discussed in [22]. Thus, depending on the brane one inserts, the topological string is computing

\[
Z_{\epsilon_1,2}(S^3, K, V) = \langle 0 | \mathcal{O}^{\epsilon_1,2}_K(U, V) | S \rangle
\]  

(6.7)

Before we make mathematical predictions, we need to explain what question in M-theory corresponds to computing the Wilson loop expectation value in the refined Chern-Simons theory in some representation \( R \). The natural object, analogous to what one did in the unrefined case, is simply to extract the coefficient in front of \( M_R(V) \) from (6.7). This will depend on which brane we insert, since in one case we would be computing \( \langle M_R(U) \rangle_{S^3} \), corresponding to \( \epsilon_1 \) brane while in the other \( \langle M^T_R(U) \rangle_{S^3} \), corresponding to \( \epsilon_2 \) brane. For example, in the latter \( \epsilon_2 \) brane case the expectation value of the unknot on the \( S^3 \), in the fundamental representation is given by

\[
Z_{\epsilon_2}(S^3, \bigcirc, R)/Z(S^3) = S_{0\square}/S_{00}.
\]

From our explicit formulas for the \( S \) matrix in terms of Macdonald polynomials, we find

\[
Z_{\epsilon_2}(S^3, \bigcirc)/Z(S^3) = \frac{t^{N/2} - t^{-N/2}}{t^{1/2} - t^{-1/2}}.
\]

While this agrees with the Khovanov-Rozansky polynomial for the unknot [12,67] the answer is not canonical. Had we chosen \( \epsilon_1 \) brane instead, as was implicit in [67], we would have obtained

\[
Z_{\epsilon_1}(S^3, \bigcirc)/Z(S^3) = \frac{1}{g_{\square}} S_{0\square}/S_{00} = \frac{t^{N/2} - t^{-N/2}}{q^{1/2} - q^{-1/2}}.
\]

To avoid dealing with these subtle issues, the natural objects for us to compute are the reduced knot invariants, where one normalizes the expectation value of the unknot to identity. The canonical objects to compute are the reduced knot invariants, where one normalizes the expectation value of the unknot in representation \( R \) to identity,

\[
Z(S^3, K, R)/Z(S^3, \bigcirc, R)
\]

This no longer depends on which brane we choose, so we can drop the \( \epsilon_{1,2} \) index.
7. Knot Homology, M-theory and Refined Chern-Simons Theory

To explain the integrality of the Jones polynomial, Khovanov \[4]\ introduced the idea of associating a bi-graded homology theory to a knot \( K \) in \( S^3 \), in such a way that the Euler characteristic of it, taken with respect to one of the gradings, reproduces the Jones polynomial \( J(K) \) of the knot \( K \),

\[
J(K)(q) = \sum_{i,j} (-1)^i q^j \dim H^{i,j}(K).
\]

The Jones polynomial corresponds to expectation value of a Wilson line in fundamental representation of \( SU(2) \) Chern-Simons theory on \( S^3 \), at level \( k \), and \( q = e^{\pi i/k + 2} \). We will work with the reduced homology, so that \( J(K)(q) \) is normalized in such a way that the expectation value of the unknot is \( J(\bigcirc) = 1 \). The homology theory clearly has more information than its Euler characteristic; in terms of its ability to distinguish knots, the Poincaré polynomial

\[
Kn(K)(q, t) = \sum_{i,j} t^i q^j \dim H^{i,j}(K).
\]

which gives the Euler characteristic at \( t = -1 \), is a stronger invariant. This has been generalized in \[5\] to knot homology theory categorifying \( SU(N) \) knot invariants,

\[
Kn_N(K)(q, t) = \sum_{i,j} t^i q^j \dim H^{i,j,N}(K).
\]

In \[6\] a generalization to a triply-graded knot homology theory categorifying the HOMFLY polynomial

\[
H(K)(q, a) = \sum_{i,j} (-1)^i q^j a^k \dim H^{i,j,k}(K).
\]

was found. The Poincaré polynomial of the triply graded homology theory

\[
\mathcal{P}(K)(q, a, t) = \sum_{i,j} t^i q^j a^k \dim H^{i,j,k}(K), \tag{7.1}
\]

was called "superpolynomial" in \[13\]. The HOMFLY polynomial of the knot \( H(K)(q, a) \) arises by specializing the super polynomial to \( t = -1 \). As explained in \[13\] the Poincaré polynomials of \( SU(N) \) knot homology theory, and the triply graded theory, are related by simply specializing the latter \( a = q^N \)

\[
Kh_N(K)(q, t) = \mathcal{P}(K)(q^N, t) = \sum_{i,j,k} t^i q^j \dim H^{i,j,N}(K).
\]
only for sufficiently large $N$. For small $N$ (depending on the knot), an important role is played by the so called $d_N$ differential: the $SU(N)$ knot homology emerges from the HOMFLY knot homology only upon taking the cohomology with respect to $d_N$.

7.1. Spaces of BPS states and Knot Homologies

Nearly simultaneously with Khovanov’s work another explanation for the integrality of the Jones polynomial was put forward, from physics \[7\]. Recall the two duality relations, the large $N$ duality relating $SU(N)$ Chern-Simons theory on the $S^3$ to the topological string on $X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1$, and the duality of the topological string on $X$ with to M-theory on $(X \times TN \times S^1)_q$\[1\]. In \[7\] the authors showed that, taken together, the two dualities imply that computing the invariants of a knot $K$ on $S^3$, such as the Jones or the HOMFLY polynomial is related to the index (3.3) counting of BPS states of M2 branes on ending on M5 branes wrapping $L_K$ in $X$, 

$$Z_{CS}(K, S^3, V, q) = Z_M(L_K, X, V, q).$$

The right hand side is the partition function of M5 branes wrapping the Lagrangial $L_K$ associated to the knot $K$:

$$(L_K \times \mathbb{C} \times S^1)_q \subset (X \times TN \times S^1)_q.$$ 

Since $L_K$ is non-compact, there are no light modes on the M5 brane, and the partition function is computed by the index (3.4)

$$Z_M(L_K, X; q, V) = \text{Tr}_{\mathcal{H}_{BPS}}(-1)^F q^{S_1-S_2}$$ (7.2)

counting the BPS states of M2 branes ending on the M5 branes on $L_K$. Here $V$ is the holonomy at infinity on $L_K$.\[15\] The fact that the knot invariants get related to a problem of counting BPS particles explains their integrality.

In [12] this was extended to a conjecture that the spaces of BPS states of M2 branes ending on the M5 branes wrapping $L_K$ in $X$ are the vector spaces that arise in computing homologies of the knot $K$. In particular, the knot homology $\mathcal{H}^{i,j,k}(K)$ categorifying the

\[17\] The authors are grateful to E. Gorsky and S. Gukov for explanations and clarifications of this point.

\[18\] Recall that $b_1(L_K) = 1$ for any knot $K$, by construction in section 2.
HOMFLY polynomial is conjectured to be the same, up to re-grading, as the space of M2 brane BPS states in the fundamental representation of the gauge group on M5 branes, $\mathcal{H}_{BPS}^{s_1, s_2, Q}(L_K)$. The latter is graded by the M2 brane charge $Q$ in $H_2(X, \mathbb{Z})$ and $U(1)_1 \times U(1)_2$ spins $s_1$ and $s_2$. The two $U(1)$’s are the two rotations of the Taub-Nut space in (3.7).

For a general knot $K$ in the $S^3$, the best one can hope to do is construct explicitly the spaces of BPS states. This is perfectly good in terms of making contact with Khovanov homology, since the spaces of BPS states is all that is needed. While one can define a Poincaré polynomial counting the dimensions of the spaces of BPS states by refining the counting in (7.2) to

$$\text{Tr}_{\mathcal{H}_{BPS}} q^{s_1} t^{-s_2}$$

by hand, the later is not an index for a general knot $K$ in the $S^3$. This implies that one cannot relate it to the partition function of M-theory, as in any attempt to do so, non-BPS states would contribute.19

7.2. Refined Chern-Simons theory and an index on knot homologies

The Poincaré polynomial on the space of BPS states is not an index. However, we argued above that, provided the theory has an additional $U(1)_R$ symmetry, one can define the refined index (3.9), computed by refined Chern-Simons theory, which is the M-theory partition function

$$\text{Tr}_{\mathcal{H}_{BPS}} (-1)^F q^{S_I} t^{S_R - S_2}.$$ (7.3)

This index arises either from M-theory on $Y = T^*S^3$, before the geometric transition (or more generally $Y = T^*M$, with $M$ a Seifert manifold), or after the transition, on $X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \rightarrow \mathbb{P}^1$. Taken together with conjecture of [12] equating the spaces of BPS states with knot homologies, it leads us to conjecture existence of a refined index on knot homology groups: on $SL_N$ homology, before the transition, and HOMFLY homology after the transition. The existence of the extra $U(1)_R$ symmetry implies that the knot homology groups (corresponding to knots colored by arbitrary representation) should admit an additional grading, beyond the usual $q$–grading and the homological grade

$$\mathcal{H}_{ij} = \oplus_k \mathcal{H}_{ijk}.$$
This allows one to define a refined index written in terms of knot theory variables abstractly as,

$$\mathcal{P}_{R_1}(K) = \sum_{i,j,k} (-1)^k q^i t^{j+k} \dim \mathcal{H}_{ijk}. \quad (7.4)$$

Finally, we conjecture that the refined index is computed by refined Chern-Simons theory: for $SL_N$ homologies, by the finite $N$ refined Chern-Simons theory, and for HOMFLY homologies, by the refined Chern-Simons theory at large $N$ (in particular, the HOMFLY homology groups would require four gradings). The refined index has more information about knot homology than the Euler characteristic computed by the ordinary $SU(N)$ Chern-Simons theory, but in general less than the Poincaré polynomial of the knot homology theory

$$\sum_{i,j,k} q^i t^j \dim \mathcal{H}_{ijk} = \sum_{i,j} q^i t^j \dim \mathcal{H}_{ij}.$$  

However, while computing dimensions of knot homology groups is hard, the index can, by contrast, be obtained simply, by cutting and gluing, from refined Chern-Simons theory.

7.3. Relation to the work of [16]

In [16] a physical approach to knot homology was proposed, based on studying gauge theory on D4-branes wrapping a four-manifolds with a boundary on the three-manifold $M$, where the knots live, times a thermal $S^1$ (there were other duality frames studied in [16] as well, but we will focus on this one, as it is closest to us). The advantage of the approach initialized in [16] is that it provides one a way to get at knot homology groups themselves, not relying on indices that exist when $M$ is special. But, nevertheless it is important to note that the physical setting of [16] and the one we use here are related by a simple duality.

To define the refined Chern-Simons theory on a three-manifold $M$, we needed to study M-theory on $Y \times TN \times S^1$, where $Y = T^*M$ with $N$ M5 branes on $M \times \mathbb{C} \times S^1$. Consider a dual description of this, by dimensionally reducing on the $S^1$ of the Taub-Nut space. Without M5 branes, we would obtain IIA string theory on the geometry,

$$Y \times \mathbb{R}^3 \times S^1$$

with a D6 brane wrapping $Y \times S^1$ and sitting at the origin of $\mathbb{R}^3$. Adding the $N$ M5 branes on $M \times \mathbb{C} \times S^1$, we get IIA string theory with the addition of $N$ D4 branes, wrapping $M \times S^1$.

\[\text{Added in the revised version.}\]
times a half-line \( \mathbb{R}^+ \) in \( \mathbb{R}^3 \), ending on the D6 brane. This is a D4 brane on a four manifold \( \mathbb{R}^+ \times M \times S^1 \), with the specific boundary condition imposed by the D6 brane. This setup is the same as that in [10] (see the discussion on the bottom of p. 13 of [10] and elsewhere in the paper). Now consider how the symmetry generators map between the two pictures. From this we will deduce the index in IIA corresponding to the refined Chern-Simons partition function computed in M-theory, and recover in the unrefined limit, the index computation in [10] that gave rise to the Jones polynomial.

Before we add branes, the Taub-NUT geometry has an \( SU(2)_\ell \times SU(2)_r \) isometry. We used the \( U(1)_\ell \times U(1)_r \) subgroup of it in the definition of the index. The \( U(1)_\ell \times U(1)_r \) act on the complex coordinates \( (z_1, z_2) \) of the TN space by \( (e^{i(\theta_\ell+\theta_r)/2}z_1, e^{i(-\theta_\ell+\theta_r)/2}z_2) \). Asymptotically, Taub-NUT looks like \( S^1 \times \mathbb{R}^3 \) and the \( U(1)_\ell \) isometry rotates the \( S^1 \), while the \( SU(2)_r \) rotates the base geometry. So upon dimensional reduction, the charge under \( U(1)_\ell \) becomes the D0-brane charge, while the charge under \( SU(2)_r \) becomes the spin in the base \( \mathbb{R}^3 \). In addition to this, IIA and M-theory have a common \( SU(2)_R \) R-symmetry of a five-dimensional gauge theory.

The branes we add preserve the \( U(1)_r \) subgroup of the \( SU(2)_r \) rotation group, for any \( M \). For any \( M \), setting \( q = t = q_0 \), the partition function of the M5 brane theory (3.3) equals the partition function of the D4 brane theory in this background

\[
Z_{D4}(T^*M, q_0) = \text{Tr} \, (-1)^F \, q_0^{Q_0}
\]

and both equal to the partition function of the ordinary \( SU(N) \) Chern-Simons theory on \( M \). In [16], the Chern-Simons level arises due to non-zero value of the Wilson line of the RR 1-form potential \( C \) in IIA string theory, \( \int_{S^1} C \). This couples to D0 brane charge. It is the same as \( \log q_0 \), the chemical potential for the D0 branes turned on in our setting. When \( M \) is a Seifert three-manifold both the M5 brane, and the D4 brane theories should also preserve a \( U(1) \) subgroup of the \( SU(2)_R \) R-symmetry group of the five dimensional background, by the duality. Then, we can define the refined index (3.8), giving rise to the refined Chern-Simons theory, and depending on one more parameter. The refined partition function (3.8) becomes the partition function of the theory on \( N \) D4 branes in this background

\[
Z_{D4}(T^*M, q_0, y) = \text{Tr} \, (-1)^F \, q_0^{Q_0} \, y^{2J_3-2S_R}.
\]

Here \( q_0 = \sqrt{q/t}, \, y = \sqrt{q/t}, \, Q_0 \) is the D0 brane charge, and \( J_3 \) is the generator of the rotation group in \( \mathbb{R}^3 \), and \( S_R \) is the generator of the \( U(1) \).
7.4. Superpolynomials From Refined Chern-Simons Theory

We will see in this section that one can recover, in the large number of examples, the HOMFLY superpolynomial of [13] from our refined Chern-Simons theory. Since the super polynomial is a Poincaré polynomial, in this case of the knot homology theory categorifying the HOMFLY polynomial, whilst refined Chern-Simons theory computes an index, this is not a priori expected. However, it is not unprecedented either – it simply requires that the states contributing to the index have vanishing $U(1)_R$ charge.\footnote{Note added: A further explanation of this fact is provided in [83].} For now, based on a large number of examples, we will simply conjecture that for Wilson lines in the $R = \mathfrak{a}$ fundamental representation, this is always the case. To relate our knot invariants to the superpolynomial one proceeds as follows.

1. Compute the normalized expectation value of the knot observable of the refined $SU(N)$ Chern-Simons theory at level $k$, where we divide by the expectation value of the unknot,

$$Z(S^3, K)/Z(S^3, \emptyset).$$

The result is a rational function of $q = e^{2\pi i/k + \beta N}$, $t = e^{2\pi i \beta/k + \beta N}$ and $t^N$. Here $\beta$ is the refinement parameter – one recovers ordinary Chern-Simons theory at $\beta = 1$.

2. Write the results by absorbing all the $N$ dependence into a parameter

$$\lambda = t^N t^{1/2} q^{-1/2}. \quad (7.5)$$

3. Rewrite the knot invariants in terms of new variables $q$, $t$ and $a$, related to the original ones by

$$q = \sqrt{t}, \quad t = -\sqrt{q/t}, \quad a = \sqrt{\lambda}, \quad (7.6)$$

and denote the resulting knot invariant by

$$Z(S^3, K)/Z(S^3, \emptyset) = \mathcal{P}(K)(q, a, t).$$

For $t = -1$, the $\mathcal{P}(K)$ manifestly reduces to Jones polynomial by setting $a = q^2$, or the $SU(N)$ knot invariant, by setting $a = q^N$.\footnote{Note added: A further explanation of this fact is provided in [83].}
4. The polynomial $\mathcal{P}(K)(a, q, t)$, we conjecture, is the superpolynomial, the Poincaré polynomial of knot homology theory categorifying the HOMFLY polynomial\footnote{In mathematical literature, the knot polynomials where the unknot expectation value is set to one are termed "reduced". In this sense, our Poincaré polynomial is categorifying the reduced HOMFLY polynomial.}

$$\mathcal{P}(q, a, t) = \sum_{i,j} t^i q^j a^k \dim \mathcal{H}^{i,j,k}(K).$$

There is a natural physical interpretation to the step 2. To relate to HOMFLY, one has to go to the large $N$ dual, the refined topological string on $X$. The latter is per definition counting BPS states of M2 branes ending on $L_K$ in $X$. If one recalls that $\lambda = t^N t^{1/2} q^{-1/2}$ in (7.5) is the degree counting parameter in $H_2(X, \mathbb{Z})$, c.f. (6.4), than it is clear that the step 2 is just the statement of large $N$ duality: we reinterpret the refined Chern-Simons computations in the terms of the theory on $X$. In fact, were it not for the large $N$ duality, it would not have been clear that the change of variables is sensible.

Below, we will work out in detail the examples of $(2, 2k + 1)$ torus knots for low values of $k$, then consider the example of a $(3, 4)$ torus knot, and conclude with an example of $(2, 3)$ knot (trefoil), colored with the representation of $SU(N)$. The results of all these computations support our conjecture. We have also checked the conjecture for the $(3, 5), (3, 7)$ and $(3, 8)$ knots.

7.5. Trefoil knot

![Trefoil knot](image)

One of the simplest examples is the trefoil, which is a torus knot with winding numbers $(2, 3)$. In this case, the matrix $K$ can be taken as $K = S^{-1}T^{-2} S^{-1}T^{-2}$ since it is easy to check that in the defining representation, where $S, T$ matrices have a form

$$S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{(7.7)}$$
the $K$ matrix takes the $(1,0)$-cycle to the $(2,3)$-cycle

$$K = S^{-1}T^{-2}S^{-1}T^{-2} = \begin{pmatrix} -1 & 2 \\ -2 & 3 \end{pmatrix}$$

as it should. The amplitude then takes a form

$$\langle 0 | O^{(2,3)}_{\square} | S | 0 \rangle = \sum_{j,k} (S^{-1}T^{-2}S^{-1}T^{-2})^0_k N^k \cdot (T^2S^{-1}T^2)^j_0.$$ 

and the normalized amplitude takes a form

$$Z(K_{2,3}) = \frac{\langle 0 | O^{(2,3)}_{\square} | S | 0 \rangle}{\langle 0 | S | 0 \rangle}$$

This amplitude is a finite sum of Macdonald polynomials, which can be efficiently evaluated with any computer algebra system. Using the refined $S$ and $T$ matrices given in s.5.2., it is easy to compute that

$$Z(K_{2,3}) = \frac{\langle 0 | O^{(2,3)}_{\square} | S | 0 \rangle}{\langle 0 | S | 0 \rangle} = t^{2-2N} q^{-3+3/N} + t^{3-2N} q^{-2+3/N} - t^{2-2} q^{-2+3/N}$$

Making here a change of variables from $N, t, q$ to

$$a^2 = t^N \sqrt{t/q}, \quad q = \sqrt{t}, \quad t = -\sqrt{q/t}$$

we find

$$Z(K_{2,3}) \bigg|_{SU(N)} = \left( \frac{t}{q} \right)^{5/2} \frac{q^{3/N}}{t^{3N}} P(K_{2,3})$$

where

$$P(K_{2,3})(q, a, t) = a^2 q^{-2} + a^2 q^2 t^2 + a^4 t^3$$

The trefoil knot invariant $P(K_{2,3})(q, a, t)$ of our refined Chern-Simons theory, agrees with the Poincaré polynomial of the knot homology theory categorifying the colored HOMFLY polynomial computed in [13,14,15]. This quantity is called the superpolynomial of trefoil in [13]. See table 5.7 of that paper for comparison. We conclude that this superpolynomial is given by the corresponding amplitude of refined Chern-Simons theory. The prefactor here is easily related to framing: recall that

$$T_{\square} = \sqrt{\frac{t^{N+1}}{q^{1/N+1}}}$$
so the prefactor corresponds to -6 units of framing

\[
\left( \frac{t}{q} \right)^{5/2} \frac{q^{3/N}}{t^{3N}} = \sqrt{\frac{q}{t}} T^{-6}
\]

modulo a \(\sqrt{q/t}\) factor, which vanishes in the unrefined case. This factor should be related to a shift in the open flat coordinate \(V\) on the brane wrapping \(L_K\). One should be able to verify this by considering the higher representations.

7.6. Example: the \((2,5)\) torus knot

Next example along these lines is the torus knot with winding numbers \((2,5)\). The matrix \(K\) can be taken as \(K = S^{-1}T^{-3}S^{-1}T^{-2}\), since in the defining representation (7.7)

\[
K = S^{-1}T^{-3}S^{-1}T^{-2} = \begin{pmatrix} -1 & 2 \\ -3 & 5 \end{pmatrix}.
\]

The amplitude then takes a form

\[
Z(K_{2,5}) = \langle 0|O^{(2,5)}S|0\rangle = \sum_{j,k} (S^{-1}T^{-3}S^{-1}T^{-2})^0_k N^k_{\Delta, j} (T^2ST^3S^2)^j_0.
\]

Again, for any particular integer \(N\) and \(k\) this is a finite sum, which one can compute for many low values of \(N\) and \(k\) and then deduce the functional dependence of these parameters. Say, for \(N = 2\) we find, after a series of checks for \(k = 1 \ldots 7\), the formula

\[
Z(K_{2,5}) \bigg|_{SU(2)} = i q^{(7k-10)/4} - q^{(5k-10)/4} - q^{(5k-6)/4} + q^{(3k-2)/4} + q^{(k-6)/4} - q^{(-k-2)/4},
\]

which, normalized by the unknot and rephrased in terms of \(q, t\), states that

\[
\frac{Z(K_{2,5})}{Z(\bigcirc)} \bigg|_{SU(2)} = q^{-1}t^3(1 + t^2q^2 - t^2q + t^3q^2)
\]

Repeating the same calculation for higher ranks gives

\[
\frac{Z(K_{2,5})}{Z(\bigcirc)} \bigg|_{SU(N)} = \frac{q}{t} T^{-10} \left( t^{2N-1}q^{-1} + t^{2N} + t^{2N+1}q - t^{3N-1} - t^{3N}q \right)
\]
or, in terms of knot-theoretic variables \( a, q, t \)

\[
\frac{Z(K_{2,5})}{Z(\emptyset)} \bigg|_{SU(N)} = \frac{q}{t} T_{-10}^{-15} \mathcal{P}(K_{2,5})
\]

where

\[
\mathcal{P}(K_{2,5}) (q, a, t) = a^4 q^{-4} + a^4 t^2 + a^4 q^4 t^4 + a^6 q^{-2} t^3 + a^6 q^2 t^5
\]
is known ([13], table 5.7) as the superpolynomial of \((2,5)\) knot. This provides another check that refined CS theory amplitudes, associated to knots, give their superpolynomials.

7.7. Example: the \((2,2m-1)\) torus knot

\[
K = T^2 S T^m = \begin{pmatrix} -1 & 2 \\ -m & 2m-1 \end{pmatrix}
\]
The amplitude then takes form

\[
Z(K_{2,2m-1}) = \langle 0 | SC^{(2,2m-1)}_\square | 0 \rangle = \sum_{j,k} (S^{-1} T^{-m} S^{-1} T^{-2})^0 \; N^k \; t^m (T^2 S T^m)^j \; .
\]

Direct computation gives the following expression for this amplitude:

\[
\frac{Z(K_{2,2m-1})}{Z(\emptyset)} \bigg|_{SU(N)} = T_{-2(2m-1)}^{-2} t^{N m-m} \left[ t^{N+1} \sum_{i=0}^{m-1} (t q)^i - \sum_{i=1}^{m-1} (t q)^i \right] .
\]

Expressed in terms of knot-theoretic variables \( a, q, t \), it takes form

\[
\frac{Z(K_{2,2m-1})}{Z(\emptyset)} \bigg|_{SU(N)} = \left( \sqrt{\frac{q}{t}} \right)^{m-1} T_{-2(2m-1)}^{-2} \mathcal{P}(K_{2,2m-1}) ,
\]

where

\[
\mathcal{P}(K_{2,2m-1}) (q, a, t) = a^{2m-2} \sum_{i=0}^{m-1} q^{4m-2i+2} t^{2i} + a^{2m} \sum_{i=1}^{m-1} q^{4i-2m} t^{2i+1} .
\]

This function \( \mathcal{P}(K_{2,2m-1}) (q, a, t) \), obtained from refined Chern-Simons calculation, exactly agrees with existing formula for superpolynomials of \((2,2m-1)\) knots ([13], eq. (83)). This is already quite a non-trivial check of the general correspondence between triply graded superpolynomials of knots, and the refined Chern-Simons amplitudes.
7.8. Example: the $(3, 4)$ torus knot

This is the first example where the first winding number is not 2. In this case, the matrix $K$ can be realized as $K = S^{-1}T^{-1}ST^3$ since in defining representation

$$K = S^{-1}T^{-1}ST^3 = \begin{pmatrix} 1 & 3 \\ 1 & 4 \end{pmatrix}$$

The amplitude then takes a form

$$Z(K_{3, 4}) = \langle 0 | SO^{(3, 4)}(0) | 0 \rangle = \sum_{j, k} (S^{-1}T^{-1}ST^3)^0_k N^k_{\square, j} (T^{-3}S^{-1}T)^j_0.$$ 

Direct computation gives the following expression for this amplitude:

$$\left. \frac{Z(K_{3, 4})}{Z(0)} \right|_{SU(N)} = \left( \frac{q}{t} \right)^{3/2} T^{-12} \left( t^{3N-1/2} q^{1/2} + t^{3N+3/2} q^{1/2} + t^{3N+1/2} q^{1/2} + ight.$$

$$+ t^{3N-1/2} q^{-1/2} + t^{3N-3/2} q^{5/2} - t^{4N+1/2} q^{3/2} - t^{4N-1/2} q^{3/2} - t^{4N-1/2} q^{1/2}$$

$$- t^{4N-3/2} q^{1/2} - t^{4N-3/2} q^{-1/2} + t^{5N-3/2} q^{3/2} \right)$$

Expressed in terms of knot-theoretic variables $a, q, t$, this takes form

$$\left. \frac{Z(K_{3, 4})}{Z(0)} \right|_{SU(N)} = \left( \frac{q}{t} \right)^{3/2} T^{-12} \mathcal{P}(K_{3, 4})$$

where

$$\mathcal{P}(K_{3, 4})(q, a, t) = a^6 t^4 + a^6 q^6 t^6 + a^6 q^2 t^4 + a^6 q^{-2} t^2 + a^6 q^{-6} +$$

$$+ a^8 q^4 t^7 + a^8 q^2 t^7 + a^8 t^5 + a^8 q^{-2} t^5 + a^8 q^{-4} t^3 + a^{10} t^8$$

So obtained function $\mathcal{P}(K_{3, 4})(q, a, t)$ exactly agrees with existing formula for the superpolynomial of the $(3, 4)$ knot ([13], eq. (92)).
7.9. Prediction: colored superpolynomial of the trefoil

The amplitudes, calculated above, all correspond to the fundamental representation of the gauge group. This is in part because the fundamental representation is the most studied one, and there are a lot of knot-theory results to compare with. The aim of this section is to show that the method of present paper allows easy generalization to other representations: one just has to insert operators $O_R$ corresponding to representations $R$. To illustrate this, we compute the trefoil amplitude in representation $\square$ of $SU(N)$

$$Z_{\square}(K_{2,3}) = \frac{\langle 0|O^{(2,3)}_{\square}S|0\rangle}{\langle 0|S|0\rangle}$$

which we normalize to the unknot in the same representation:

$$Z_{\square}(\bigcirc) = \frac{(t^{N/2} - t^{-N/2})(qt^{N/2} - t^{-N/2})}{(t^{1/2} - t^{-1/2})(qt^{1/2} - t^{-1/2})}$$

Direct computation gives the following expression for this amplitude:

$$\left. \frac{Z_{\square}(K_{2,3})}{Z_{\square}(\bigcirc)} \right|_{SU(N)} = \frac{q}{t} T^{-6}_{\square} P_{\square}(K_{2,3})$$

where

$$P_{\square}(K_{2,3}) = q t^{2N-3} + q^3 t^{2N-2} - q^3 t^{3N-3} - q^4 t^{3N-3} +$$

$$+ q^4 t^{2N-2} - q^5 t^{3N-2} + q^5 t^{2N-1} - q^6 t^{3N-2} + q^6 t^{4N-3} =$$

$$= q^4 t^6 a^4 + q^{-4} a^4 + q^2 t^4 a^4 + t^8 q^8 a^4 + q^8 t^{11} a^6 + q^6 t^9 a^6 + t^5 a^6 + q^2 t^7 a^6 + q^6 t^{12} a^8$$

Function $P_{\square}(K_{2,3})$ is our prediction for the $\square$-colored superpolynomial of the trefoil, that coincides with results obtained by different methods (see, e.g. [41]).

8. Some Future Directions

Let us finish this paper with some directions for future work.

One generalization of our work corresponds to replacing $G = SU(N)$ by an arbitrary gauge group $G$. It is natural to conjecture that to compute the homological invariants based on the gauge group $G$, all one has to do is reinterpret the expressions for the $S$ and $T$ matrices we gave in section 5, in terms of the corresponding root system. The only essential change is that the effective value of $q$ becomes $q = e^{\frac{2\pi i}{k + \beta n}}$, and $t = e^{\frac{2\pi i}{k + \beta n}}$. 
where $h$ is the corresponding dual Coxeter number. The fact that the corresponding $S$ and $T$ matrices still provide a unitary representation of $SL(2, \mathbb{Z})$, for any semi-simple Lie algebra, was proven in [31,38]. This alone is strong evidence in support of the conjecture. For classical groups this should follow from a fairly a straightforward modification of our setup. To get a uniform description of the theory for all cases, one would presumably need to work with the more exotic realizations of the 6d $(2, 0)$ theory that one finds in type IIB string theory compactified on the A-D-E singularities.

Recently, [S8] computed a supersymmetric partition function of $N$ M5 branes on a Riemann surface $\Sigma$ times $S^3 \times S^1$, the $\mathcal{N} = 2$ superconformal index [S8]. For a specific choice of chemical potentials, the partition function is the same as the partition function of $SU(N)$ Chern-Simons theory on $\Sigma \times S^1$ (the partition function of two dimensional qYM theory, which [S5] use, is the same as the Chern-Simons partition function, analytically continued to arbitrary $q$). It is natural to conjecture that, with a more general choice of chemical potentials, one will recover the partition function of the refined Chern-Simons theory, on $\Sigma \times S^1$. This is natural, since the latter is the partition function of $N$ M5 branes on $\Sigma \times S^1$, as we saw in this paper. This should also provide a physical explanation for why the answer in [S8] is the 2d qYM partition function, although some steps need to be filled in.

This paper opens up an avenue for understanding the refined topological string as a theory of Lagrangian D-branes. In the original topological vertex of [L1,21] ordinary Chern-Simons theory played a crucial role in solving the theory. The refined Chern-Simons theory should play an analogous role in the refined topological string. This should complement the beautiful recent work of [S9] where the partition function of the refined topological string on arbitrary toric Calabi-Yau manifold $X$ was computed as the refined partition function of a D6 brane wrapping $X$.
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Appendix A. Macdonald Polynomials

Macdonald polynomials $M_R$, parametrized by Young diagrams $R = (R_1 \geq R_2 \geq \ldots)$ of various size $|R| = \sum_i R_i$ form a useful basis in the space of symmetric polynomials. The purpose of this Appendix is to describe these polynomials and, at the same time, give disambiguations for all the basic notations and collect most important formulas. We start by giving two definitions of Macdonald polynomials. These are the definitions most commonly used in physical applications.

A.1. Definition as orthogonal polynomials

Polynomials $M_R$ form a unique basis orthogonal with respect to the integral Macdonald scalar product, defined on the space of polynomials in $N$ variables:

$$\langle f, g \rangle = \int_0^{2\pi} dx_1 \ldots dx_N \Delta_{q,t} f(e^{ix_1}, \ldots, e^{ix_N}) g(e^{-ix_1}, \ldots, e^{-ix_N})$$

where $\Delta_{q,t}$ is the Macdonald measure

$$\Delta_{q,t} = \prod_{m=0}^{\beta-1} \prod_{I \neq J} \left( e^{i(x_I - x_J)/2} - q^m e^{i(x_I - x_J)/2} \right)$$

The orthogonality condition states

$$\langle M_R, M_{R'} \rangle = g_R \delta_{R,R'}$$

where the quantity $g_R$ is known as the (integral) quadratic norm of Macdonald polynomials. In the context of present paper, we sometimes also call $g$ the metric, for the reasons which should be clear from the main text.
Explicitly, \( g_R \) can be expressed in two equivalent forms. The first one is combinatorial:

\[
g_R = g_\emptyset \prod_{(i,j) \in R} \frac{1 - t^{R_j^T - i} q^{R_i - j + 1}}{1 - t^{R_j^T - i + 1} q^{R_i - j}} \frac{1 - (t/q)t^{N-i} q^j}{1 - t^{N-i} q^j}
\]

where where \( g_\emptyset = <1, 1> \) is a constant, the product goes over all boxes \((i,j)\) of the Young diagram \( R \) (namely, \( 1 \leq j \leq R_i, 1 \leq i \leq \text{length}(R) \)) and \( R^T \) is the transposed diagram to \( R \) (namely, \( (R^T)_j = \) the number of entries \( \leq j \) in \( R \)). The second one is rather Lie-theoretical:

\[
g_R = N! \prod_{m=0}^{\beta-1} \prod_{\alpha > 0} q^{-\frac{1}{2}(\alpha, \lambda_R) t - \frac{1}{2}(\alpha, \rho) q^{-\frac{1}{2}}} - q^{\frac{1}{2}(-\frac{1}{2}(\alpha, \lambda_R) t + \frac{1}{2}(\alpha, \rho) q^{-\frac{1}{2}})} - q^{\frac{1}{2}(-\frac{1}{2}(\alpha, \lambda_R) t - \frac{1}{2}(\alpha, \rho) q^{-\frac{1}{2}})} - q^{\frac{1}{2}(-\frac{1}{2}(\alpha, \lambda_R) t + \frac{1}{2}(\alpha, \rho) q^{-\frac{1}{2}})}
\]

where the product goes over all positive roots \( \alpha \) of \( SU(N) \) (namely, over \( N(N-1)/2 \) vectors \( \alpha = e_I - e_J, I < J \) where \( e_I \) are the basis vectors \((e_I)_j = \delta_{I,j}\)), Weyl vector \( \rho \) is the sum of all positive roots (namely, \( \rho_j = (N + 1)/2 - j \)) the bracket is just the simple Euclidean product (namely, \( (\alpha, v) = (e_I - e_J, v) = v_I - v_J \)) and \( \lambda_R \) is the highest weight vector in representation \( R \) of \( SU(N) \) (namely, \( (\lambda_R)_j = R_j - |R|/N \)).

### A.2. Generalized Cauchy-Stanley expansion

Various functions can be expanded in the basis of Macdonald polynomials. One of the most basic such expansions is the expansion of the bilinear exponential:

\[
\exp \left( \sum_{k=1}^{\infty} \frac{1}{k} \frac{1 - t^k}{1 - q^k} p_\alpha \tilde{p}_\beta \right) = \sum_R m_R M_R(p) M_R(\tilde{p})
\]

which is well-known as (generalized) Cauchy-Stanley identity. Here

\[
m_R = \prod_{(i,j) \in R} \frac{1 - t^{R_j^T - i} q^{R_i - j}}{1 - t^{R_j^T - i + 1} q^{R_i - j + 1}}
\]

corresponds to the large \( N \) limit of \( g_R^{-1} \).

### A.3. Generalized Littlewood-Richardson coefficients

Since Macdonald polynomials form a basis in the space of all symmetric polynomials, a product of two Macdonald polynomials should be expandable in this basis. This gives rise to a set of structure constants \( N^Y_{PQ} \), the generalized Littlewood-Richardson coefficients:

\[
M_P M_Q = \sum_Y N^Y_{PQ} M_Y
\]
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A few first of these coefficients are:

\[ N_{\Box} = 1, \quad N_{\Box^2} = \frac{(1 + t)(1 - q)}{(1 - t q)} \]

\[ N_{\Box} = 1, \quad N_{\Box^2} = \frac{(1 - q t^2)(1 - q^2)}{(1 - t q^2)(1 - t q)} \]

\[ N_{\Box} = 0, \quad N_{\Box^2} = 1, \quad N_{\Box^3} = \frac{(1 + t^2)(1 - q)}{1 - q t^2} \]

Natural restriction of these coefficients to the set of representations of \( SL(N) \) (i.e. diagrams with less than \( N \) rows) gives the Verlinde coefficients, which we discussed in the main text.

A.4. Specializations in \( t, q \)

Macdonald polynomials generalize several previously known simpler bases of orthogonal polynomials. If one puts \( t = q^\beta \) and then takes the limit \( q \to 1 \), one recovers the basis of Jack symmetric polynomials \( J_R \)

\[ \lim_{q \to 1} M_R \bigg|_{t=q} = J_R \quad \text{associated with the measure} \quad \prod_{i<j} (z_i - z_j)^{2\beta} \]

If, further, one takes \( \beta = 1 \), one recovers the Schur polynomials \( S_R \), also denoted as \( \chi_R \)

\[ \lim_{q \to 1} M_R \bigg|_{t=q} = \chi_R \quad \text{associated with the measure} \quad \prod_{i<j} (z_i - z_j)^{2} \]

Notably, for Schur polynomials there is no need to take the \( q \to 1 \) limit: in fact, \( M_R \big|_{t=q} = \chi_R \) and does not depend on \( q \). Let us also mention other important classes of symmetric polynomials, which can be recovered as particular cases of the Macdonald ones: the monomial symmetric polynomials (corresponding to the case \( t = 1 \)) and the Hall-Littlewood polynomials (corresponding to the case \( q = 0 \)).

A.5. Specializations in \( z \)-variables

In certain points, Macdonald polynomials take simple values. For example,

\[ M_R(t^\rho) = \prod_{m=0}^{\beta-1} \prod_{1 \leq i < j \leq N} \frac{q^{\frac{R_j - R_i}{2}} - t^{-\frac{i-j}{2}} q^{-\frac{m}{2}} - q^{\frac{R_i - R_j}{2}} t^{-\frac{j-i}{2}} q^{\frac{m}{2}}}{t^{-\frac{i-j}{2}} q^{-\frac{m}{2}} - t^{\frac{i-j}{2}} q^{\frac{m}{2}}} \]

and this is a generalization (refinement) of the well-known quantum dimension formula. A different formula for the same value is

\[ M_R(t^\rho) = t^{||R^T||/2-N|R|/2} \prod_{(i,j) \in R} \frac{1 - (t/q)t^{N-i} q^j}{1 - t^{R_j - i + 1} q^{R_i - j}} \]

the product goes over all boxes \((i, j)\) of the Young diagram \( R \).
A.6. Specializations in $N$: the case $N = 2$

The case $N = 2$ is exceptionally simple and for this reason noteworthy. In this case, it is possible to give an explicit formula for generic Macdonald polynomial:

$$M_{[R_1, R_2]}(z_1, z_2) = z_1^{R_1} z_2^{R_2} \sum_{l=0}^{R_1+R_2} \left( \frac{z_2}{z_1} \right)^l \prod_{i=0}^{l-1} \frac{[R_1 + R_2 - i]_q}{[R_1 + R_2 - i + \beta - 1]_q} \frac{[i + \beta]_q}{[i + 1]_q}$$

where

$$[x]_q = \frac{q^{x/2} - q^{-x/2}}{q^{1/2} - q^{-1/2}}$$

is a $q$-number. These polynomials $M_{[R_1, R_2]}(z_1, z_2)$ are also known as $q$-ultraspherical polynomials \[90\]. Note, that at $\beta = 1$ they reduce to geometric sums, what gives for Schur polynomials an even shorter answer:

$$\chi_{[R_1, R_2]}(z_1, z_2) = z_1^{R_1} z_2^{R_2} \sum_{l=0}^{R_1+R_2} \left( \frac{z_2}{z_1} \right)^l = \frac{z_2}{z_1} \frac{R_2}{R_1} \frac{R_1 + 1}{z_1 - z_2}$$

The existence of such simple formulas for $N = 2$ implies that all the objects, constructed from Macdonald polynomials, for $N = 2$ can be likewise expressed by explicit formulas. For example, the $S$-matrix that we considered will have a form

$$S_{[n][m]} / S_{00} = M_{[n]}(t^\rho) M_{[m]}(q^{[n]} t^\rho) = M_{[n]}(t^{1/2}, t^{-1/2}) M_{[m]}(t^{1/2} q^n, t^{-1/2})$$

where $M_{[n]}$ and $M_{[m]}$ are given by the explicit $q$-ultraspherical formula above. Note, that in the unrefined case $\beta = 1$ they again reduce to geometric sums, what gives

$$S_{[n][m]} / S_{00} = q^{(n+1)/2} - q^{-(n+1)/2} q^{(n+1/2)(m+1) - q^{-(m+1)/2}} q^{n+1/2} - q^{-1/2} = q^{mn/2} [(m + 1)(n + 1)]_q$$

– the conventional $S$-matrix of unrefined Chern-Simons theory.

Appendix B. The refined Chern-Simons matrix model

The original Chern-Simons matrix model, which captures correctly the partition function of ordinary Chern-Simons TQFT on $S^3$, is given by

$$Z_N = \frac{(2\pi g)^{-N/2}}{N!} \int_{-\infty}^{\infty} du_1 \ldots \int_{-\infty}^{\infty} du_N \prod_{i \neq j} \left( e^{(u_i - u_j)/2} - e^{(u_j - u_i)/2} \right) \exp \left( -\sum_{i=1}^{N} \frac{u_i^2}{2g} \right)$$
with trigonometric Vandermonde factor. For natural $N$, partition function $Z_N$ is a polynomial in $q = e^g$ of degree $N(N^2 - 1)/6$, which is quite simple and nicely factorizable:

$$Z_N = \prod_{k=1}^{N} (1 - q^k)^{N-k}$$

A naive refinement of this is to take the Vandermonde to power $\beta$ following what was done in [28] for some related, but simpler theories:

$$\frac{(2\pi g)^{-N/2}}{N!} \int_{-\infty}^{\infty} du_1 \ldots \int_{-\infty}^{\infty} du_N \prod_{i \neq j} \left( e^{(u_i-u_j)/2} - e^{(u_j-u_i)/2} \right) \beta \exp \left( -\sum_{i=1}^{N} \frac{u_i^2}{2g} \right)$$

For natural $N, \beta$, as pointed out in [91], this partition function is a polynomial in $q = e^g$ of degree $\beta^2 N(N^2 - 1)/6$, but it is not be factorizable and quite messy – it does not have the properties one would expect from the refined Chern-Simons theory. The correct matrix model is derived in section 3, using M-theory.

This also has an explanation in purely matrix-model terms. The explanation is related to $q$-nature of the Chern-Simons matrix model. There are two important deformations of matrix models – $\beta$-deformation and $q$-deformation, and the original Chern-Simons model behaves as if it’s already $q$-deformed. This is far from evident from the point of view of the integral itself – the integral looks just like an ordinary eigenvalue matrix model, there are no $q$-integrations (Jackson sums) present. The reason to think that CS matrix model is a $q$-matrix model is just the structure of answers: the partition function $Z_N$ is a product of $q$-numbers, and so are the correlators in the model. Following this point of view, it is clear

$$\prod_{i \neq j} (\lambda_i - \lambda_j) \leftrightarrow \prod_{i \neq j} (\lambda_i - \lambda_j)^\beta$$

is not what is needed. The correct $\beta$-deformation is

$$\prod_{i \neq j} (\lambda_i - \lambda_j) \mapsto \prod_{m=0}^{\beta-1} \prod_{i \neq j} (\lambda_i - q^m \lambda_j)$$

which is typical for $q$-matrix models. The only not quite typical detail is that in this particular model parameter $q$ is fixed relative to the genus expansion parameter $g$: $q = e^g$. So we find the following $\beta$-deformed Chern-Simons model:

$$Z_{N,\beta} = \frac{(2\pi g)^{-N/2}}{N!} \int_{-\infty}^{\infty} du_1 \ldots \int_{-\infty}^{\infty} du_N \prod_{m=0}^{\beta-1} \prod_{i \neq j} \left( e^{(u_i-u_j)/2} - q^m e^{(u_j-u_i)/2} \right) \exp \left( -\sum_{i=1}^{N} \frac{u_i^2}{2g} \right)$$
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where \( q = e^g \). Calculations confirm this expectation: the partition function equals

\[
Z_{N,\beta} = \prod_{k=1}^{N} \prod_{m=0}^{\beta-1} (1 - q^{\beta k + m})^{N-k}
\]

the 1-Macdonald correlator equals

\[
\langle M_A \rangle = t^{-|A|/2} \frac{(\sqrt{q})^{|A|}}{(\sqrt{t})^{||A^T||}} M_A(t)\]

and the 2-Macdonald correlator equals

\[
\langle M_AM_B \rangle = t^{|B|/2-|A|/2} \frac{(\sqrt{q})^{||A||+||B||}}{(\sqrt{t})^{||A^T||+||B^T||}} M_A(t) M_B(q^A t^{-i})
\]

These three equations (the second is a corollary of the third) summarize the finite \( N \) solution of the refined Chern-Simons matrix model. These are all nicely factorisable results, which are in accordance with the higher-dimensional considerations, as explained in the main part of the paper.

It should be emphasized that the above formulas for the partition function and for Macdonald averages are not new: in mathematics literature they are known as Cherednik-Macdonald-Mehta constant term identities \([35]\), an important chapter of modern representation theory. At this point it may be unclear to the reader, what is the relation between our integrals and constant-term evaluations. To illustrate this relation, let us actually prove the simplest of these results – formula for the partition function. This simultaneously explains the connection to constant term identities.

First of all, changing variables via \( u_i = \log x_i \), we rewrite the partition function as

\[
Z_{N,\beta} = \frac{(2\pi g)^{-N/2}}{N!} \int_0^\infty dx_1 \ldots \int_0^\infty dx_N \prod_{m=0}^{\beta-1} \prod_{i \neq j} (1 - q^m x_i x_j) \exp \left( -\sum_{i=1}^N \frac{(\log x_i)^2}{2g} \right)
\]

More convenient is to get rid of logarithms, using a simple identity of integrals

\[
\frac{1}{\sqrt{2\pi g}} \int_0^\infty dx^d \exp \left( -\frac{(\log x)^2}{2g} \right) = q^{d^2/2} = \oint_{|z|=1} \frac{dz}{z} z^d \theta_q(z), \quad d \in \mathbb{Z}
\]

where

\[
\theta_q(z) = \prod_{k=1}^{\infty} \left( 1 - q^k \right) \left( 1 + q^k \frac{z}{\sqrt{q}} \right) \left( 1 + q^k \frac{1}{z \sqrt{q}} \right) = \sum_{n=-\infty}^{\infty} q^{n^2/2} z^n
\]
is the Jacobi theta function (called $\gamma$ in [35]). Using this, we obtain

$$ Z_{N,\beta} = \frac{1}{N!} \oint_{|z_1|=1} \oint_{|z_N|=1} \frac{dz_1}{z_1} \ldots \frac{dz_N}{z_N} \prod_{m=0}^{\beta-1} \prod_{i \neq j} (1 - q^m \frac{z_i}{z_j}) \prod_{i=1}^{N} \theta_q(z_i) $$

Note, that in this form the partition function is reminiscent of another important class of matrix models, namely the Selberg integrals [92], [93], [94].

At this point it should be already obvious that the contour integrals just pick the constant-term contributions. Let us denote them as $C_T$.

The answer is slightly simplified if the q-Pochhammer symbol is introduced:

$$ (a;q)_k = \prod_{j=0}^{k-1} (1 - aq^j) $$

The Vandermonde then takes form

$$ \prod_{m=0}^{\beta-1} \prod_{i \neq j} (1 - q^m \frac{z_i}{z_j}) = \prod_{i < j} \left( \frac{z_i}{z_j}; q \right)_\beta \left( \frac{z_j}{z_i}; q \right)_\beta $$

the Jacobi theta function takes form

$$ \theta_q(z) = (-\sqrt{q}z; q)_\infty \left( -\sqrt{q}; q \right)_\infty (q; q)_\infty $$

and, ultimately, the whole partition function takes form

$$ Z_{N,\beta} = \frac{1}{N!} C.T. \prod_{i < j} \left( \frac{z_i}{z_j}; q \right)_\beta \left( \frac{z_j}{z_i}; q \right)_\beta \prod_{i=1}^{N} (-\sqrt{q}z_i; q)_\infty \left( -\sqrt{q}; q \right)_\infty (q; q)_\infty $$

and a simple algebraic transformation can be used to bring it into a form

$$ Z_{N,\beta} = \frac{(q;q)_\infty^N (1-q^\beta)^N}{(q^2;q^3)_N} \quad \text{C.T.} \quad \prod_{i < j} \left( \frac{z_i}{z_j}; q \right)_\beta \left( \frac{qz_j}{z_i}; q \right)_\beta \prod_{i=1}^{N} \left( \frac{z_i}{\sqrt{q}z_i}; q \right)_\infty \left( \frac{1}{z_i\sqrt{q}}; q \right)_\infty $$

This constant term evaluation is a particular case of the so-called Morris-Kadell formula (see Theorem 3 of [95]) for this C.T. in a more general situation, when the infinite products are substituted by finite ones of order $a$ and $b$:

$$ \text{C.T.} \prod_{i < j} \left( \frac{z_i}{z_j}; q \right)_\beta \left( \frac{qz_j}{z_i}; q \right)_\beta \prod_{i=1}^{N} \left( \frac{z_i}{\sqrt{q}z_i}; q \right)_a \left( \frac{1}{z_i\sqrt{q}}; q \right)_b = $$
Accordingly, the partition function is recovered in the limit of \( a, b \to \infty \):

\[
Z_{N, \beta} = (q; q)^N_\infty \prod_{1 \leq i < j \leq N} (q; q)^{\beta(j-i)}_\infty
\]

The rightmost factor trivializes in this limit

\[
\lim_{a, b \to \infty} \prod_{i=1}^N \frac{(q; q)^{a+b+(i-1)\beta}}{(q; q)^{a+(n-i)\beta}(q; q)^{b+(i-1)\beta}} = \prod_{i=1}^N \frac{(q; q)_\infty}{(q; q)^{\beta-1}_\infty (q; q)_\infty} = \frac{1}{(q; q)^N_\infty}
\]

and we finally obtain

\[
Z_{N, \beta} = \prod_{1 \leq i < j \leq N} (q; q)^{\beta(j-i)}_\infty = \prod_{k=1}^{N-1} \prod_{m=0}^{\beta-1} (1 - q^{\beta k + m})^{N-k}
\]

what completes the proof. A more generic proof of the integral with two Macdonald polynomial insertions can be found in [35].

**Appendix C. Verlinde Formula**

The derivation is instructive so we will explain it. Consider, for definiteness (5.8). Per definition, \( N_{ijk} \) is the amplitude on \( S^2 \times S^1 \) with knots in representations \( R_i, R_j \) and \( \bar{R}_k \) inserted, as we explained above. On the other hand, we can compute the same amplitude by starting with the partition function on \( T \times S^1 \), where \( T \) is a trinion, with wilson lines inserted around the three holes. The trinion itself computes a state in \( \mathcal{H}_{T^2} \times \mathcal{H}_{T^2} \times \mathcal{H}^*_T \). This is becomes the amplitude we want upon capping off the three holes of the trinion with three solid tori, viewed as \( D \times S^1 \), where \( D \) is a disk, and with Wilson lines \( R_i, R_j \) and \( \bar{R}_k \) inserted, one per disk. Make use of this, we first need to evaluate the trinion and the disk amplitude. We can proceed as follows. Consider first the amplitude on the solid torus, \( D \times S^1 \), with Wilson line around the boundary of the disk inserted. This differs from the amplitude \( |R_i\rangle \) we defined above in that the Wilson line is around the contractable \((1,0)\) cycle instead of the \((0,1)\) cycle, hence, it is given by

\[
S|R_i\rangle.
\]
Next, consider the trinion. We would like to compute the state
\[
\sum_{i,j,k} T^{ijk} |R_i\rangle |R_j\rangle \langle R_k|
\] (C.1)
in \mathcal{H}_{T^2} \times \mathcal{H}_{T^2} \times \mathcal{H}_{T^2}^* \text{ corresponding to it, where we define this in terms of the Wilson lines } R_i \text{ as inserted on } T. \text{ To find the state we are after, consider capping off the hole corresponding to } R_i \text{ first. If we do cap it off, the result is per definition either a state in } \mathcal{H}_{T^2} \times \mathcal{H}_{T^2}^* \text{ corresponding to the propagator}
\[
\sum_{j,k} g^{jk} |R_j\rangle \langle R_k|
\]
where \( g^{jk} \) is the inverse metric, \( g^{jk} = (g_j)^{-1} \delta_{jk} \), or the state
\[
\sum_{j,k} g^{jk} |R_j\rangle |R_k\rangle = \sum_j (g_j)^{-1} |R_j\rangle |R_j\rangle
\]
if we close off the outgoing hole.

Capping off, on the other hand corresponds to inserting \( D \times S^1 \), without any Wilson lines. Since the boundary in question is a torus, we can glue in either \( |0\rangle \) or \( S|0\rangle \), depending on which of the two circles we want capped off. It is not hard to see that the latter is the correct choice. Equating the two ways to look at the same amplitude, one finds that the state (C.1) can be written as
\[
\sum_{i,j,k} T^{ijk} |R_i\rangle |R_j\rangle \langle R_k| = \sum_{i,k} \frac{g^{ik}}{S_{0i}} |R_i\rangle |R_i\rangle \langle R_k|
\]
(C.2)
Finally, to compute from this the \( S^2 \times S^1 \) amplitude with Wilson lines in representations \( R_i, R_j \) and \( R_k \), we glue in three disks with these wilson lines, in such a way as to to cap off all three holes, as we described above. This gives, the right hand side of (5.8). This derivation used topological invariance of the three dimensional theory and nothing else.
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