REGULARITY OF SOLUTIONS TO SPACE–TIME FRACTIONAL WAVE EQUATIONS: A PDE APPROACH*  
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Abstract. We consider an evolution equation involving the fractional powers, of order \( s \in (0, 1) \), of a symmetric and uniformly elliptic second order operator and Caputo fractional time derivative of order \( \gamma \in (1, 2) \). Since it has been shown useful for the design of numerical techniques for related problems, we also consider a quasi–stationary elliptic problem that comes from the realization of the spatial fractional diffusion as the Dirichlet-to-Neumann map for a nonuniformly elliptic problem posed on a semi–infinite cylinder. We provide existence and uniqueness results together with energy estimates for both problems. In addition, we derive regularity estimates both in time and space; the time–regularity results show that the usual assumptions made in the numerical analysis literature are problematic.
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1. Introduction. The purpose of this work is to derive regularity estimates for the solution to an initial boundary value problem for a space–time fractional wave equation. To make matters precise, let \( \Omega \) be an open and bounded domain in \( \mathbb{R}^n \) \((n \geq 1)\) with boundary \( \partial \Omega \). Given \( s \in (0, 1) \), \( \gamma \in (1, 2) \), a forcing function \( f \), and initial data \( g \) and \( h \), we seek \( u \) such that

\[
\begin{aligned}
\partial_t^\gamma u + \mathcal{L}^s u &= f \quad \text{in } \Omega \times (0, T), \\
u(0) &= g \quad \text{in } \Omega, \\
\partial_t u(0) &= h \quad \text{in } \Omega.
\end{aligned}
\]  

(1.1)

Here \( \mathcal{L} \) denotes the linear, self–adjoint, second order, differential operator

\[
\mathcal{L} w = -\text{div}_x (A \nabla_x w) + cw,
\]

supplemented with homogeneous Dirichlet boundary conditions; \( 0 \leq c \in L^\infty(\Omega) \) and \( A \in C^{0,1}(\Omega, GL(n, \mathbb{R})) \) is symmetric and uniformly positive definite. By \( \mathcal{L}^s \), with \( s \in (0, 1) \), we denote the spectral fractional powers of the operator \( \mathcal{L} \).

The fractional derivative in time \( \partial_t^\gamma \) for \( \gamma \in (1, 2) \) is understood as the left–sided Caputo fractional derivative of order \( \gamma \) with respect to \( t \), which is defined by

\[
\partial_t^\gamma u(t) := \frac{1}{\Gamma(2 - \gamma)} \int_0^t \frac{1}{(t - r)^\gamma - 1} \frac{d^2 u(r)}{dr^2} \, dr,
\]  

(1.2)

where \( \Gamma \) is the Gamma function. For \( \gamma = 2 \), we consider the usual time derivative \( \partial_t^2 \).

The main source of difficulty in the analysis of (1.1) and in the design of efficient solution techniques is the nonlocality of both the fractional time derivative and the fractional space operator \([9, 26, 29, 45, 46]\). When \( \mathcal{L} = -\Delta \) and \( \Omega = \mathbb{R}^n \), i.e., in the
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case of the Laplacian in the whole space, Caffarelli and Silvestre [9] have overcome this difficulty by localizing $L^s$ as the Dirichlet-to-Neumann map for an extension problem to the upper half-space $\mathbb{R}^{n+1}_+$. The extension corresponds to a nonuniformly elliptic PDE. This important result was later extended in [8] and [47] to bounded domains $\Omega$ and more general operators, thereby obtaining an extension problem posed on the semi–infinite cylinder $C := \Omega \times (0, \infty)$; see also [10]. We shall use the Caffarelli–Silvestre extension result to rewrite our problem (1.1) as the following quasi–stationary elliptic problem with a dynamic boundary condition [4, 11, 12, 51]:

$$\begin{cases}
-\text{div} \left( y^\alpha A \nabla \mathcal{U} \right) + y^\alpha c \mathcal{U} = 0 \text{ in } C \times (0, T), \\
\partial_s \mathcal{U} + \partial_\nu \mathcal{U} = d_s f \text{ on } (\Omega \times \{0\}) \times (0, T), \\
\mathcal{U} = 0 \text{ on } \partial_t C \times (0, T), \\
\mathcal{U} = g \text{ on } \Omega \times \{0\}, \ t = 0, \\
\partial_t \mathcal{U} = h \text{ on } \Omega \times \{0\}, \ t = 0,
\end{cases}$$

with the initial conditions

$$\mathcal{U} = g \text{ on } \Omega \times \{0\}, \ t = 0, \quad \partial_t \mathcal{U} = h \text{ on } \Omega \times \{0\}, \ t = 0, \quad (1.4)$$

where $\partial_t C = \partial \Omega \times [0, \infty)$ corresponds to the lateral boundary of $C$, $\alpha = 1 - 2s \in (-1, 1)$, $d_s = 2^s \Gamma(1-s)/\Gamma(s)$ and the conormal exterior derivative of $\mathcal{U}$ at $\Omega \times \{0\}$ is

$$\partial_\nu \mathcal{U} = - \lim_{y \to 0^+} y^\alpha \mathcal{U}_y; \quad (1.5)$$

the limit must be understood in the sense of distributions [9, 10, 47]. We will call $y$ the extended variable and the dimension $n + 1$ in $\mathbb{R}^{n+1}_+$ the extended dimension of problem (1.3)–(1.4). Finally, $A = \text{diag}\{A, 1\} \in C^{0,1}(\mathcal{C}, \text{GL}(n + 1, \mathbb{R}))$. With the solution $\mathcal{U}$ to the extension problem (1.3)–(1.4) at hand, we can find the solution to (1.1) via [8, 9, 10, 47]:

$$u = \mathcal{U}\big|_{y=0}.$$ 

To the best of the authors’ knowledge this is the first work that analyzes problem (1.1) and its extended version (1.3): we provide existence and uniqueness results and derive regularity estimates both in time and space. Concerning spatial regularity of the extended problem (1.3), we derive such estimates in weighted Sobolev spaces. In particular, we establish analytic regularity with respect to the extended variable $y \in (0, \infty)$. We prove that $\mathcal{U}$ belongs to countably normed, power–exponentially weighted Bochner spaces of analytic functions with respect to $y$, taking values in Sobolev spaces in $\Omega$. Our main motivation for deriving such regularity results is the fact that any rigorous study of a numerical scheme to approximate the solution to (1.1) via the resolution of problem (1.3) must be concerned with the regularity of its solution. In fact, as it is well known, smoothness and rate of approximation go hand in hand. This is exactly the content of direct and converse theorems in approximation theory [2, 24]. An instance of this is provided in [5, 57] where, in the case of an elliptic equation involving the spectral fractional Laplacian, the analytic regularity of the solution to the extended problem with respect to the extended direction has been shown essential to provide efficient solution techniques.

In the literature, several numerical techniques have been proposed to approximate the solution to problems involving the Caputo fractional derivative of order $\gamma \in (1, 2)$. To the best of our knowledge the first work that proposes a scheme based on finite differences is [48]. In this work, the authors prove that the consistency error of such scheme is $O(\tau^{3-\gamma})$, where $\tau$ denotes the time step. However, this error estimate
requires a rather strong regularity assumption, namely that the third time derivative of \( u \) is continuous on \([0,T]\). This assumption is problematic and it has been largely ignored in the literature [13, 14, 23, 52]. Since \( \gamma \in (1,2) \), the second and higher order derivatives of the solution \( u \) of (1.1) with respect to \( t \) are unbounded as \( t \downarrow 0 \). In this work, we examine the singular behavior of \( \partial_t^2 u \) and \( \partial_t^\gamma u \) when \( t \downarrow 0 \) and derive realistic time–regularity estimates for \( u \) and \( \mathcal{W} \) in Theorems 4.2 and 4.3 respectively. These refined regularity estimates are of importance in the analysis of time discretization schemes for problems (1.1) and (1.3).

The outline of this paper is as follows. In section 2 we introduce some terminology used throughout this work. We recall the spectral definition of fractional powers of elliptic operators in section 2.1 and, in section 2.2, state the essential result by Caffarelli and Silvestre about their localization. In sections 2.3 and 2.4, we introduce some elements of fractional calculus that will be important in the analysis that follows. Upon introducing suitable definitions of weak solutions, we derive the well–posedness of problems (1.1) and (1.3)–(1.4) in sections 3.1 and 3.2 respectively. In section 4.1 we derive time regularity results for problems (1.1) and (1.3)–(1.4), while, in section 4.2 we study spatial regularity properties for the solution to the extended problem (1.3)–(1.4). Space-time regularity of the solution to (1.3)–(1.4) is discussed in section 4.3. We conclude the discussion with section 4.4 where we sketch how the obtained regularity results can be applied to the derivation of error estimates for fully discrete schemes for (1.3)–(1.4).

2. Notation and preliminaries. Throughout this work \( \Omega \) is an open, bounded, and convex subset of \( \mathbb{R}^n \) \((n \geq 1)\) with boundary \( \partial \Omega \). We will follow the notation of [30, 41] and define the semi–infinite cylinder \( C := \Omega \times [0, \infty) \) and its lateral boundary \( \partial_L C := \partial \Omega \times [0, \infty) \). For \( \gamma' > 0 \), we define the truncated cylinder with base \( \Omega \) and height \( \gamma' \) as \( C_{\gamma'} := \Omega \times (0, \gamma') \); its lateral boundary is denoted by \( \partial_L C_{\gamma'} = \partial \Omega \times (0, \gamma') \). Since we will be dealing with objects defined in \( \mathbb{R}^n \) and \( \mathbb{R}^{n+1} \), it will be convenient to distinguish the extended \((n+1)–dimension: if \( x \in \mathbb{R}^{n+1} \), we write \( x = (x',y) \), with \( x' \in \mathbb{R}^n \) and \( y \in \mathbb{R} \).

Whenever \( X \) is a normed space, \( X' \) denotes its dual and \( \| \cdot \|_X \) its norm. If, in addition, \( Y \) is a normed space, we write \( X \hookrightarrow Y \) to indicate continuous embedding. We will follow standard notation for function spaces [30, 39]. For an open set \( D \subset \mathbb{R}^d \) \((d \geq 1)\), if \( \omega \) is a weight and \( p \in (1,\infty) \) we denote the Lebesgue space of \( p \)-integrable functions with respect to the measure \( \omega \, dx \) by \( L^p(\omega, D) \) [21, 27, 50]. Similar notation will be used for weighted Sobolev spaces. If \( T > 0 \) and \( \phi : D \times (0,T) \rightarrow \mathbb{R} \), we consider \( \phi \) as a function of \( t \) with values in a Banach space \( X \), \( \phi : (0,T) \ni t \mapsto \phi(t) = \phi(t) \in X \). For \( 1 \leq p \leq \infty \), \( L^p(0,T;X) \) is the space of \( X \)-valued functions whose norm in \( X \) is in \( L^p(0,T) \). This is a Banach space for the norm

\[
\| \phi \|_{L^p(0,T;X)} = \left( \int_0^T \| \phi(t) \|_X^p \, dt \right)^{\frac{1}{p}}, \quad 1 \leq p < \infty, \quad \| \phi \|_{L^\infty(0,T;X)} = \text{esssup}_{t \in (0,T)} \| \phi(t) \|_X.
\]

The relation \( a \lesssim b \) means \( a \leq Cb \), with a constant \( C \) that neither depends on \( a \) or \( b \). The value of \( C \) might change at each occurrence.

Finally, since we assume \( \Omega \) to be convex, in what follows we will make use, without explicit mention, of the following regularity result [20]:

\[
\| w \|_{H^2(\Omega)} \lesssim \| \mathcal{L}w \|_{L^2(\Omega)} \quad \forall w \in H^2(\Omega) \cap H^1_0(\Omega). \tag{2.1}
\]
2.1. Fractional powers of second order elliptic operators. We adopt the spectral definition for the fractional powers of the operator $\mathcal{L}$. This is, to define $\mathcal{L}^s$, we invoke spectral theory for the operator $\mathcal{L}$ [6]. The eigenvalue problem: Find $(\lambda, \varphi) \in \mathbb{R} \times H^1_0(\Omega) \setminus \{0\}$ such that

$$\mathcal{L}\varphi = \lambda \varphi \text{ in } \Omega, \quad \varphi = 0 \text{ on } \partial \Omega, \quad (2.2)$$

has a countable collection of solutions $\{\lambda_\ell, \varphi_\ell\}_{\ell \in \mathbb{N}} \subset \mathbb{R}_+ \times H^1_0(\Omega)$ such that $\{\varphi_\ell\}_{\ell=1}^\infty$ is an orthonormal basis of $L^2(\Omega)$ and an orthogonal basis of $H^1_0(\Omega)$, for the inner product induced by $\mathcal{L}$. With these eigenpairs at hand, we introduce, for $s \geq 0$, the space

$$\mathbb{H}^s(\Omega) = \left\{ w = \sum_{\ell=1}^\infty w_\ell \varphi_\ell : \|w\|_{\mathbb{H}^s(\Omega)}^2 = \sum_{\ell=1}^\infty \lambda_\ell^s |w_\ell|^2 < \infty \right\}, \quad (2.3)$$

and denote by $\mathbb{H}^{-s}(\Omega)$ the dual space of $\mathbb{H}^s(\Omega)$. The duality pairing between the aforementioned spaces will be denoted by $\langle \cdot, \cdot \rangle$.

We notice that, if $s \in (0, \frac{1}{2})$, $\mathbb{H}^s(\Omega) = H^s(\Omega) = H^s_0(\Omega)$, while, for $s \in (0, 1)$, $\mathbb{H}^s(\Omega)$ can be characterized by [32, 34, 49]

$$\mathbb{H}^s(\Omega) = \{ w \in H^s(\Omega) : w = 0 \text{ on } \partial \Omega \}.$$ If $s = \frac{1}{2}$, we have that $\mathbb{H}^\frac{1}{2}(\Omega)$ is the so-called Lions–Magenes space $H^\frac{1}{2}_0(\Omega)$ [32, 49]. If $s \in (1, 2]$, owing to (2.1), we have that $\mathbb{H}^s(\Omega) = \mathbf{H}^s(\Omega) \cap H^1_0(\Omega)$ [17].

The fractional powers of the operator $\mathcal{L}$ are thus defined by

$$\mathcal{L}^s : \mathbb{H}^s(\Omega) \to \mathbb{H}^{-s}(\Omega), \quad \mathcal{L}^s w := \sum_{\ell=1}^\infty \lambda_\ell^s w_\ell \varphi_\ell, \quad s \in (0, 1). \quad (2.4)$$

2.2. Weighted Sobolev spaces. Both extensions, the one by Caffarelli and Silvestre [9] and the ones in [8, 10, 47] for $\Omega$ bounded and general elliptic operators require us to deal with a local but nonuniformly elliptic problem. To provide an analysis it is thus suitable to define the weighted Sobolev space

$$\tilde{H}^1_L(\gamma^\alpha, C) = \{ w \in H^1(\gamma^\alpha, C) : w = 0 \text{ on } \partial L \}. \quad (2.5)$$

Since $\alpha \in (-1, 1)$, $|\gamma^\alpha|$ belongs to the Muckenhoupt class $A_2$ [15, 38, 50]. We thus have the following important consequences: $H^1(\gamma^\alpha, C)$ is a Hilbert space and $C^\infty_0(\Omega) \cap H^1(\gamma^\alpha, C)$ is dense in $H^1(\gamma^\alpha, C)$ (cf. [30] Proposition 2.1.2, Corollary 2.1.6, [28] and [18] Theorem 1).

As [39] inequality (2.21) shows, the following weighted Poincaré inequality holds:

$$\|w\|_{L^2(\gamma^\alpha, C)} \leq \|\nabla w\|_{L^2(\gamma^\alpha, C)} \quad \forall w \in \tilde{H}^1_L(\gamma^\alpha, C). \quad (2.6)$$

Thus, $\|\nabla w\|_{L^2(\gamma^\alpha, C)}$ is equivalent to the norm in $\tilde{H}^1_L(\gamma^\alpha, C)$. For $w \in H^1(\gamma^\alpha, C), \text{tr}_\Omega w$ denotes its trace onto $\Omega \times \{0\}$. We recall that, for $\alpha = 1 - 2s$, [39] Prop. 2.5] yields

$$\text{tr}_\Omega \tilde{H}^1_L(\gamma^\alpha, C) = \mathbb{H}^s(\Omega), \quad \|\text{tr}_\Omega w\|_{\mathbb{H}^s(\Omega)} \leq \|w\|_{\tilde{H}^1_L(\gamma^\alpha, C)}. \quad (2.7)$$

The seminal work of Caffarelli and Silvestre [9] and its extensions to bounded domains [8, 10, 17] showed that the operator $\mathcal{L}^s$ can be realized as the Dirichlet-to-Neumann map for a nonuniformly elliptic boundary value problem. Namely, if $\mathcal{U} \in \tilde{H}^1_L(\gamma^\alpha, C)$ solves

$$-\text{div}(\gamma^\alpha A \nabla \mathcal{U}) + c \gamma^\alpha \mathcal{U} = 0 \text{ in } C, \quad \mathcal{U} = 0 \text{ on } \partial L, \quad \partial^\alpha \mathcal{U} = d_s f \text{ on } \Omega \times \{0\}, \quad (2.8)$$
where \( \alpha = 1 - 2s \), \( \partial_t^\alpha u = -\lim_{\epsilon \downarrow 0} \frac{\gamma}{\epsilon} u_{\epsilon} \) and \( d_s = 2^\alpha \Gamma(1-s)/\Gamma(s) \) is a normalization constant, then \( u = \text{tr}_\Omega u \in \mathbb{H}^s(\Omega) \) solves
\[
L^* u = f. \tag{2.9}
\]

### 2.3. Fractional derivatives and integrals

The left–sided Caputo fractional derivative of order \( \gamma \in (1, 2) \) is defined as in \([12]\).

Given a function \( g \in L^1(0, T) \), the left Riemann–Liouville fractional integral \( I^\sigma g \) of order \( \sigma > 0 \) is defined by \([26]\) formula (2.1.1), \([15]\) formula (2.17)
\[
I^\sigma g(t) = \frac{1}{\Gamma(\sigma)} \int_0^t \frac{g(r)}{(t-r)^{1-\sigma}} \, dr. \tag{2.10}
\]

Young’s inequality for convolutions immediately yields the following result.

**Lemma 2.1** (continuity). If \( g \in L^2(0, T) \) and \( \phi \in L^1(0, T) \), then the operator
\[
g \mapsto \Phi, \quad \Phi(t) = \phi \ast g(t) = \int_0^t \phi(t-r)g(r) \, dr
\]
is continuous from \( L^2(0, T) \) into itself and \( \|\Phi\|_{L^2(0, T)} \leq \|\phi\|_{L^1(0, T)} \|g\|_{L^2(0, T)} \).

**Corollary 2.2** (continuity of \( I^\sigma \)). For any \( \sigma > 0 \), the left Riemann-Liouville fractional integral \( I^\sigma g \) is continuous from \( L^2(0, T) \) into itself and
\[
\|I^\sigma g\|_{L^2(0, T)} \leq \frac{T^\sigma}{\Gamma(\sigma + 1)} \|g\|_{L^2(0, T)} \quad \forall g \in L^2(0, T).
\]

### 2.4. The Mittag-Leffler function

For \( \gamma > 0 \) and \( \mu \in \mathbb{C} \), we define the two–parameter Mittag–Leffler function \( E_{\gamma, \mu} \) as \([19, 26, 32]\)
\[
E_{\gamma, \mu}(z) := \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\gamma k + \mu)}, \quad z \in \mathbb{C}, \tag{2.11}
\]
which generalizes the classical Mittag–Leffler function \( E_{\gamma}(z) := E_{\gamma,1}(z) \). It can be shown that \( E_{\gamma, \mu}(z) \) is an entire function of \( z \in \mathbb{C} \). In what follows the following members of the family \( \{E_{\gamma, \mu} : \gamma > 0, \mu \in \mathbb{R}\} \) will be of importance: \( E_{\gamma,1}, E_{\gamma,2} \), and \( E_{\gamma, \gamma} \); they will allow us to derive solution representation formulas for \([1, 11]\) and \([1.3]-[1.4]\) in the case that \( \gamma \in (1, 2) \).

For \( \lambda, \gamma, t \in \mathbb{R}^+ \), we have \([26]\) Lemma 2.23
\[
\frac{\partial_t^\alpha}{\partial t^\alpha} E_{\gamma,1}(-\lambda t^\gamma) = -\lambda E_{\gamma,1}(-\lambda t^\gamma). \tag{2.12}
\]
If \( \gamma \in (0, 2) \), \( \mu \in \mathbb{R} \), \( \pi \gamma/2 < \delta < \min\{\pi, \pi \gamma\} \) and \( \delta \leq |\arg(z)| \leq \pi \), then
\[
|E_{\gamma, \mu}(z)| \leq (1 + |z|)^{-1}, \tag{2.13}
\]
where the hidden constant depends only on \( \gamma, \mu \) and \( \delta \); see \([26]\) Section 1.8 and \([42]\) Theorem 1.6.

For \( q \in \mathbb{N} \) and \( \gamma, \mu - q \in \mathbb{R}^+ \) the following differentiation formula follows from \([42]\) formula (1.83)
\[
\left( \frac{d}{dt} \right)^q (t^{\mu-1} E_{\gamma, \mu}(t^\gamma)) = t^{\mu-q-1} E_{\gamma, \mu-q}(t^\gamma). \tag{2.14}
\]
As an application of the previous formula we record, for future reference, the following particular cases: If \( t, \gamma, \lambda \in \mathbb{R}^+ \), then
\[
\frac{d}{dt} (tE_{\gamma,2}(-\lambda t)) = E_{\gamma,1}(-\lambda t),
\] (2.15)
and
\[
\frac{d}{dt} (t^{-1}E_{\gamma,1}(-\lambda t)) = t^{-2}E_{\gamma,1}(-\lambda t);
\] (2.16)
see also [25, Lemma 2.2] and [44, Lemma 3.2].

We conclude this section with the following formula that follows from [44, Lemma 3.2]: If \( t, \gamma, \lambda \in \mathbb{R}^+ \) and \( q \) denotes a positive integer, then
\[
\left( \frac{d}{dt} \right)^q E_{\gamma,1}(-\lambda t) = -\lambda^{q-2}t^{q-1}E_{\gamma,q-1}(-\lambda t).
\] (2.17)

3. Well–posedness and energy estimates. In this section we will study the existence and uniqueness of weak solutions to problems (1.1) and (1.3)–(1.4) and derive energy estimates. We will begin with the analysis of the fractional wave equation (1.1) and distinguish two cases: \( \gamma = 2 \) and \( \gamma \in (1,2) \); the first one being considerable simpler.

3.1. The fractional wave equation.

3.1.1. Case \( \gamma = 2 \). We assume that the data of problem (1.1) is such that \( f \in L^2(0,T;L^2(\Omega)) \), \( g \in H^s(\Omega) \) and \( h \in L^2(\Omega) \).

**Definition 3.1** (weak solution for \( \gamma = 2 \)). We call \( u \in L^2(0,T;H^s(\Omega)) \), with \( \partial_t u \in L^2(0,T;L^2(\Omega)) \) and \( \partial_t^2 u \in L^2(0,T;H^{-s}(\Omega)) \), a weak solution of problem (1.1) if \( u(0) = g \), \( \partial_t u(0) = h \) and a.e. \( t \in (0,T) \),
\[
\langle \partial_t^2 u, v \rangle + \langle \mathcal{L} u, v \rangle = \langle f, v \rangle \quad \forall v \in H^s(\Omega),
\]
where \( \langle \cdot, \cdot \rangle \) denotes the the duality pairing between \( H^s(\Omega) \) and \( H^{-s}(\Omega) \).

**Remark 3.2** (initial conditions \( \gamma = 2 \)). Since a weak solution \( u \) of (1.1) satisfies that \( u \in L^2(0,T;H^s(\Omega)) \), \( \partial_t u \in L^2(0,T;L^2(\Omega)) \) and \( \partial_t^2 u \in L^2(0,T;H^{-s}(\Omega)) \), an application of [43, Lemma 7.3] implies that \( u \in C([0,T];L^2(\Omega)) \) and that \( \partial_t u \in C([0,T];H^{-s}(\Omega)) \). Consequently, the initial conditions involved in Definition 3.1 are appropriately defined.

Existence and uniqueness of a weak solution, in the sense of Definition 3.1, to problem (1.1), together with energy estimates are obtained by slightly modifying the arguments, based on a Galerkin technique, of [10, 32, 43]. For brevity, we present the following result and leave the details to the reader. We only mention, since this will be used below, that the solution has the representation \( u(x',t) = \sum_{k \geq 1} u_k(t) \varphi_k(x') \), where the coefficients \( u_k \) are given by
\[
u_k(t) = g_k \cos(\lambda_k^{s/2} t) + \frac{h_k}{\lambda_k^{s/2}} \sin(\lambda_k^{s/2} t) + \frac{1}{\lambda_k^{s/2}} \int_0^t f_k(r) \sin(\lambda_k^{s/2} (t-r)) \, dr.
\] (3.1)

**Theorem 3.3** (well–posedness for \( \gamma = 2 \)). Given \( s \in (0,1) \), \( \gamma = 2 \), \( f \in L^2(0,T;L^2(\Omega)) \), \( g \in H^s(\Omega) \) and \( h \in L^2(\Omega) \), problem (1.1) has a unique weak solution. In addition,
\[
\|u\|_{L^\infty(0,T;H^s(\Omega))} + \|\partial_t u\|_{L^\infty(0,T;L^2(\Omega))} \lesssim \|f\|_{L^2(0,T;L^2(\Omega))} + \|g\|_{H^s(\Omega)} + \|h\|_{L^2(\Omega)},
\] (3.2)
where the hidden constant is independent of the problem data.
3.1.2. Case $\gamma \in (1, 2)$. The analysis of fractional evolution differential equations as \[[11]\] and the derivation of energy estimates is not an easy task. The main technical difficulty lies in the fact that an exact integration by parts formula is not available. This has two main consequences. First, it is difficult to introduce a definition of weak solutions to \[[11]\] in the sense of distributions \[[25]\]. Second, when deriving an energy estimates boundary terms need to be estimated.

In this section, we follow \[[25, 44]\] and obtain the existence and uniqueness of a suitable weak solution to problem \[[11]\] together with energy estimates. The analysis is based on a solution representation formula. To describe it, we invoke the eigenpairs defined in Section \[[2, 1]\] and formally write the solution to problem \[[11]\] as follows:

$$u(x', t) = \sum_{k \geq 1} u_k(t) \varphi_k(x').$$  \hfill (3.3)

Since, at this formal stage, we have $u(x', 0) = g(x')$ and $\partial_t u(x', 0) = h(x')$, this representation yields the following fractional initial value problem for $u_k$:

$$\partial_t^\gamma u_k(t) + \lambda_k^\gamma u_k(t) = f_k(t), \quad t > 0, \quad u_k(0) = g_k, \quad \partial_t u_k(0) = h_k, \quad k \in \mathbb{N},$$  \hfill (3.4)

where $g_k = (g, \varphi_k)_{L^2(\Omega)}$, $h_k = (h, \varphi_k)_{L^2(\Omega)}$ and $f_k(t) = (f(\cdot, t), \varphi_k)_{L^2(\Omega)}$. The theory of fractional ordinary differential equations \[[26, 45]\] gives a unique function $u_k$ satisfying problem \[[3.4]\]. In addition, an explicit representation formula for the solution $u_k$ holds (see, for instance, \[[25]\] formula \[[2.1]\] or \[[44]\]):

$$u_k(t) = E_{\gamma, 1}(-\lambda_k^\gamma t^\gamma)g_k + tE_{\gamma, 2}(-\lambda_k^\gamma t^\gamma)h_k + \int_0^t (t-r)^{\gamma-1}E_{\gamma, \gamma}(-\lambda_k^\gamma(t-r)^\gamma)f_k(r) \, dr.$$  \hfill (3.5)

With the help of identities \[[24.13], (24.10), and (24.17)\] we can derive formulas for the derivatives, of order 1 and $\gamma \in (1, 2)$, of $u_k$ which shall prove useful in the analysis that follows:

$$\frac{du_k}{dt}(t) = \lambda_k^\gamma t^{\gamma-1}E_{\gamma, \gamma}(-\lambda_k^\gamma t^\gamma)g_k$$

$$+ E_{\gamma, 1}(-\lambda_k^\gamma t^\gamma)h_k + \int_0^t (t-r)^{\gamma-2}E_{\gamma, \gamma-1}(-\lambda_k^\gamma(t-r)^\gamma)f_k(r) \, dr$$  \hfill (3.6)

and

$$\partial_t^\gamma u_k(t) = -\lambda_k^\gamma E_{\gamma, 1}(-\lambda_k^\gamma t^\gamma)g_k - t\lambda_k^\gamma E_{\gamma, 2}(-\lambda_k^\gamma t^\gamma)h_k$$

$$- \lambda_k^\gamma \int_0^t (t-r)^{\gamma-1}E_{\gamma, \gamma}(-\lambda_k^\gamma(t-r)^\gamma)f_k(r) \, dr + f_k(t).$$  \hfill (3.7)

see \[[25, Lemma 2.3]\] and \[[44]\] formulas \[[3.8]\] and \[[3.12]\], respectively.

We now proceed to make rigorous the previous formal considerations and show that the expression \[[3.3]\], where $u_k(t)$ are given by \[[3.5]\], converges. This gives rise to a notion of weak solution for \[[11]\] which will satisfy, on the basis of \[[3.5]\], the solution representation formula

$$u(x', t) = G_\gamma(t)g + H_\gamma(t)h + \int_0^t F_\gamma(t-r)f(x', r) \, dr,$$  \hfill (3.8)
where the solution operators $G_\gamma$, $H_\gamma$ and $F_\gamma$ are defined as follows: For $f \equiv 0$ and $h \equiv 0$, and $f \equiv 0$ and $g \equiv 0$, we define, respectively,

$$G_\gamma(t)w = \sum_{k=1}^\infty E_{\gamma,1}(-\lambda_k^t)w_k\varphi_k(x')$$

$$H_\gamma(t)w = \sum_{k=1}^\infty tE_{\gamma,2}(-\lambda_k^t)w_k\varphi_k(x')$$

where $w_k = (w, \varphi_k)_{L^2(\Omega)}$. We also define the solution operator for $g \equiv 0$ and $h \equiv 0$ as

$$F_\gamma(t)w = \sum_{k=1}^\infty t^{-1}E_{\gamma,\gamma}(-\lambda_k^t)w_k\varphi_k(x').$$

We immediately comment that, in view of the estimate (2.13), for all $t > 0$, $G_\gamma(t)$, $F_\gamma(t)$ and $H_\gamma(t)$ belong to $B(L^2(\Omega))$ [33] [32] [44].

We now introduce the following notion of weak solution.

**Definition 3.4 (weak solution for $\gamma \in (1, 2)$).** We call $u \in L^\infty(0, T; H^s(\Omega))$, with $\partial_t u \in L^\infty(0, T; L^2(\Omega))$ and $\partial_t^2 u \in L^2(0, T; H^{-s}(\Omega))$, a weak solution of problem (1.1) if $u(0) = g$, $\partial_t u(0) = h$, and for a.e. $t \in (0, T)$,

$$\langle \partial_t^2 u, v \rangle + \langle L^* u, v \rangle = \langle f, v \rangle \quad \forall v \in H^s(\Omega),$$

where $\langle \cdot, \cdot \rangle$ denotes the the duality pairing between $H^s(\Omega)$ and $H^{-s}(\Omega)$.

Notice that in the previous definition we are not being specific about the smoothness in the problem data, nor the sense in which the initial conditions are understood. The following result addresses these issues and provides existence and uniqueness of a weak solution.

**Theorem 3.5 (well-posedness for $\gamma \in (1, 2)$).** Let $s \in (0, 1)$, $\gamma \in (1, 2)$, $f \in L^\infty(0, T; L^2(\Omega))$, $g \in H^s(\Omega)$ and $h \in L^2(\Omega)$. Then, problem (1.1) has a unique weak solution which is given by the solution representation formula (3.9). In addition,

$$\|u\|_{L^\infty(0, T; H^s(\Omega))} + \|\partial_t u\|_{L^2(0, T; L^2(\Omega))} \lesssim \|f\|_{L^2(0, T; L^2(\Omega))} + \|g\|_{H^s(\Omega)} + \|h\|_{L^2(\Omega)},$$

and

$$\|\partial_t u\|_{L^2(0, T; H^{-s}(\Omega))} \lesssim \|f\|_{L^\infty(0, T; L^2(\Omega))} + \|g\|_{H^s(\Omega)} + \|h\|_{L^2(\Omega)}.$$  

The hidden constants, in both inequalities, are independent of the problem data.

**Proof.** Let us first show that the function given by the representation formula (3.9) has the requisite smoothness and is indeed a solution to (1.1). This will be done, with the aid of representation formulas (3.5) and (3.6), in four steps.

**Step 1.** The goal of this step is to analyze the convergence of $\sum_{k \geq 1} u_k \varphi_k$. To accomplish this task, we let $m, n \in \mathbb{N}$ with $n \geq m$. We thus invoke the representation formula (3.9) for $u_k(t)$ and the estimate (2.13) to conclude, for $t \in [0, T]$, that

$$\left\| \sum_{k=m}^n u_k(t)\varphi_k \right\|_{H^s(\Omega)}^2 \leq \sum_{k=m}^n \lambda_k^t u_k(t)^2 \lesssim \sum_{k=m}^n \lambda_k^t \left(1 + \lambda_k^t\right)^2 g_k^2$$

$$+ t^{2-\gamma} \sum_{k=m}^n \frac{\lambda_k^t}{(1 + \lambda_k^t)\gamma} h_k^2$$

$$+ \sum_{k=m}^n \lambda_k^t \left(\int_0^t (t-r)^{\gamma-1}E_{\gamma,\gamma}(-\lambda_k^t(t-r)^\gamma) f_k(r) \, dr \right)^2.$$
In this step we study the convergence of the formal expression \( \lambda_k \). Similar arguments to the ones used in Step 1 allow us to obtain that

\[
\sum_{k=m}^{n} \left( \int_0^t \frac{\lambda_k^2 (t-r)^\gamma}{1 + \lambda_k^2 (t-r)^\gamma} (t-r)^{\gamma-2} \, dr \right) \left( \int_0^t f_k^2(r) \, dr \right) \lesssim \sum_{k=m}^{n} \left( \int_0^t (t-r)^{\gamma-2} \, dr \right) \left( \int_0^T f_k^2(t) \, dt \right) \lesssim \sum_{k=m}^{n} t^{\gamma-1} \int_0^T f_k^2(t) \, dt. \tag{3.14}
\]

Replacing this estimate into (3.13) we arrive at

\[
\sup_{t \in [0,T]} \sum_{k=m}^{n} \lambda_k^2 u_k(t)^2 \lesssim \sum_{k=m}^{n} \lambda_k^2 g_k^2 + T^{2-\gamma} \sum_{k=m}^{n} h_k^2 + T^{\gamma-1} \sum_{k=m}^{n} \int_0^T f_k^2(t) \, dt. \tag{3.15}
\]

Consequently, since \( \gamma \in (1,2) \), \( g \in H^s(\Omega) \), \( h \in L^2(\Omega) \) and \( f \in L^2(0,T;L^2(\Omega)) \), the previous estimate allows us to obtain that

\[
\lim_{m,n \to \infty} \sup_{t \in [0,T]} \left\| \sum_{k=m}^{n} u_k(t) \varphi_k \right\|_{H^s(\Omega)} = 0, \tag{3.16}
\]

i.e., \( u \in L^\infty(0,T;H^s(\Omega)) \).

**Step 2.** In this step we study the convergence of the formal expression \( \sum_{k \geq 1} \partial_t u_k \varphi_k \).

Let \( m, n \in \mathbb{N} \) with \( n \geq m \). In view of the representation formula (3.6) for \( \partial_t u_k(t) \), similar arguments to the ones used in Step 1 allow us to obtain that

\[
\left\| \sum_{k=m}^{n} \partial_t u_k(t) \varphi_k \right\|_{L^2(0,T;L^2(\Omega))}^2 \lesssim \int_0^T t^{\gamma-2} \left( \sum_{k=m}^{n} \frac{\lambda_k^2 t^\gamma}{(1 + \lambda_k^2 t^\gamma)^2} \lambda_k^2 g_k^2 \right) \, dt
\]

\[
+ T \sum_{k=m}^{n} h_k^2 + \int_0^T \sum_{k=m}^{n} \left( \int_0^t (t-r)^{\gamma-2} E_{\gamma,1}(-t^\gamma f_k(r)) \, dr \right)^2 \, dt. \tag{3.17}
\]

Let us denote the last term on the right-hand side of the previous expression by \( \Pi_k \). With this notation it is immediate to see that \( \Pi_k \) is the square of the \( L^2(0,T) \)-norm of the convolution of the functions \( \eta_k(t) = t^{\gamma-2} E_{\gamma,1}(-t^\gamma f_k) \) and \( f_k \).

Therefore, by Young’s inequality for convolutions, we obtain that

\[
\Pi_k \lesssim \| \eta_k \|^2_{L^1(0,T)} \| f_k \|^2_{L^2(0,T)}.
\]

In addition, (3.13) allows us to see that

\[
\| \eta_k \|_{L^1(0,T)} = \int_0^T t^{\gamma-2} |E_{\gamma,1}(-t^\gamma)| \, dt \lesssim \int_0^T t^{\gamma-2} \, dt \lesssim T^{\gamma-1}.
\]

In conclusion, we have proved the bound

\[
\Pi \lesssim T^{2(\gamma-1)} \sum_{k=m}^{n} \int_0^T f_k^2(t) \, dt.
\]
We thus replace the previous estimate into (3.17) and conclude that
\[
\int_0^T \sum_{k=m}^n |\partial_t u_k(t)|^2 \, dt \lesssim T^{\gamma-1} \sum_{k=m}^n \lambda_k^s g_k^2 + T \sum_{k=m}^n h_k^2 + T^{2(\gamma-1)} \sum_{k=m}^n \int_0^T f_k^2(t) \, dt. \tag{3.18}
\]
This immediately yields
\[
\lim_{m,n \to \infty} \left\| \sum_{k=m}^n \partial_t u_k(t) \varphi_k \right\|_{L^2(0,T;L^2(\Omega))} = 0. \tag{3.19}
\]

**Step 3.** In this step we analyze, again, the convergence of \(\sum_k \partial_t u_k \varphi_k\), but on the space \(L^\infty(0,T;L^2(\Omega))\). To accomplish this task, we will assume \(g \in \mathbb{H}^s(\Omega), h \in L^2(\Omega)\) and \(f \in L^\infty(0,T;L^2(\Omega))\). With this setting at hand, similar arguments to the ones that led to (3.19) allow us to conclude that
\[
\sup_{t \in [0,T]} \sum_{k=m}^n |\partial_t u_k(t)|^2 \, dt \lesssim T^{2(\gamma-1)} \sum_{k=m}^n \lambda_k^s g_k^2
\]
\[
+ \sum_{k=m}^n h_k^2 + T^{2(\gamma-1)} \sup_{t \in [0,T]} \sum_{k=m}^n f_k(t)^2, \tag{3.20}
\]
and thus that
\[
\lim_{m,n \to \infty} \sup_{t \in [0,T]} \left\| \sum_{k=m}^n \partial_t u_k(t) \varphi_k \right\|_{L^2(\Omega)} = 0. \tag{3.21}
\]

**Step 4.** Collecting the results (3.18), (3.19) and (3.21), we conclude that
\[
\sum_{k \in \mathbb{N}} u_k(t) \varphi_k(x'), \quad \sum_{k \in \mathbb{N}} \partial_t u_k(t) \varphi_k(x')
\]
converge in \(L^\infty(0,T;\mathbb{H}^s(\Omega))\) and \(L^\infty(0,T;L^2(\Omega))\), respectively. Consequently, \(u\), given by (3.8), belongs to \(L^\infty(0,T;\mathbb{H}^s(\Omega))\) and its first–order time derivative \(\partial_t u \in L^\infty(0,T;L^2(\Omega))\).

Since \(\mathcal{L}^s\) is an isomorphism from \(\mathbb{H}^s(\Omega)\) onto \(\mathbb{H}^{-s}(\Omega)\) and \(f \in L^2(0,T;L^2(\Omega))\), it is immediate that \(\partial_t^2 u \in L^2(0,T;\mathbb{H}^{-s}(\Omega))\). The energy estimate (3.11) follows from (3.15) and (3.18), while (3.12) follows from (3.20). In addition, (3.15) and (3.20) show that \(u \in C([0,T];\mathbb{H}^s(\Omega))\) and \(\partial_t u \in C([0,T];L^2(\Omega))\). We thus conclude that \(u\) is a weak solution to problem (1.1) in the sense of Definition 3.4. Uniqueness follows from standard arguments. We leave details to the reader. \(\square\)

**Remark 3.6** (initial conditions \(\gamma \in (1,2)\)). The estimate (3.15) reveals that \(u \in C([0,T];\mathbb{H}^s(\Omega))\) and thus that the initial condition \(u(0) = g\) is well–defined. Since \(u \in L^2(0,T;\mathbb{H}^s(\Omega))\) and \(\partial_t u \in L^2(0,T;L^2(\Omega))\), this result can also be obtained by using [33, Lemma 7.3]. However, to conclude that \(\partial_t u \in C([0,T];L^2(\Omega))\) and thus that \(\partial_t u(0) = h\) is well–defined, additional assumptions need to be made on the problem data: \(g \in \mathbb{H}^{2s}(\Omega)\) and \(f \in L^\infty(0,T;L^2(\Omega))\). This is in contrast to the case \(\gamma = 2\) where, to have \(\partial_t u \in C([0,T];L^2(\Omega))\), weaker assumptions are needed on the problem data; see Remark 3.7.

**Remark 3.7** (weak solution \(\gamma \in (1,2)\)). Definition 3.4 of a weak solution to problem with \(\gamma \in (1,2)\), is inspired in the work [14]. Recently in [29], the authors
have considered a different definition of weak solutions, that is in turn inspired in [44] and [31]; see [25] Definition 1.1. The advantage of this approach is that it allows to show the well-posedness of problem (1.1) under weaker assumptions on the problem data. In particular, the authors show that $u \in C([0,T];L^2(\Omega))$; see [25, Theorem 1.1]. In contrast, in Theorem 3.5 we assume more regularity on problem data mainly to obtain that $\partial_t u \in C([0,T];L^2(\Omega))$.

3.2. The extended fractional wave equation. In this section we briefly analyze the extended problem (1.3)–(1.4) and derive a representation formula for its solution. To accomplish this task, let us first recall that $u(x', t) = \sum_{k \geq 1} u_k(t) \varphi_k(x')$ corresponds to the unique weak solution to problem (1.1), where, for $k \in \mathbb{N}$, $u_k(t)$ solves (3.4) and $\varphi_k$ is defined as in (2.2). Let us thus consider the formal expression

$$ U(x,t) = \sum_{k \geq 1} u_k(t) \varphi_k(x') \psi_k(y), \quad (3.22) $$

where, for $\alpha = 1 - 2s$, the functions $\psi_k$ solve

$$ \begin{cases} 
  \frac{d^2}{dy^2} \psi_k(y) + \frac{\alpha}{y} \frac{d}{dy} \psi_k(y) = \lambda_k \psi_k(y), & y \in (0, \infty), \\
  \psi_k(0) = 1, & \lim_{y \to \infty} \psi_k(y) = 0. \end{cases} \quad (3.23) $$

If $s = \frac{1}{2}$, we thus have $\psi_k(y) = \exp(-\sqrt{\lambda_k} y)$ [8, Lemma 2.10]; more generally, if $s \in (0,1) \setminus \{\frac{1}{2}\}$, then [10, Proposition 2.1]

$$ \psi_k(y) = c_s(\sqrt{\lambda_k} y)^s K_s(\sqrt{\lambda_k} y), \quad (3.24) $$

where $c_s = 2^{1-s}/\Gamma(s)$ and $K_s$ denotes the modified Bessel function of the second kind. We refer the reader to [1, Chapter 9.6] and [40, Chapter 7.8] for a comprehensive treatment of the Bessel function $K_s$. We immediately comment the following property that the function $\psi_k$ satisfies:

$$ \lim_{s \to \frac{1}{2}} \psi_k(y) = \exp(-\sqrt{\lambda_k} y) \quad \forall y > 0. $$

This property follows from the fact that

$$ c_{\frac{1}{2}} = \sqrt{\frac{2}{\pi}}, \quad K_{\frac{1}{2}}(z) = \sqrt{\frac{\pi}{2z}} e^{-z}; $$

the latter being a consequence of formulas (9.2.10) and (9.6.10) in [1].

We now notice that in view of (3.22) and (3.23) we conclude that

$$ \mathcal{U}(x', y, t)|_{y=0} = \sum_{k \geq 1} u_k(t) \varphi_k(x') \psi_k(0) = \sum_{k \geq 1} u_k(t) \varphi_k(x') = u(x', t), $$

for a.e. $t \in (0,T)$, i.e., $u = \text{tr}_\Omega \mathcal{U}$, where, we recall that, $\text{tr}_\Omega$ denotes the trace operator and is defined in Section 2.2.

Properties of the modified Bessel function of the second kind $K_s$ imply the following important properties of the functions $\psi_k$ that solve (3.23). For $s \in (0,1)$, we have that [39, formula (2.31)]

$$ \lim_{y \to 0} \frac{y^s \psi'_k(y)}{d_\lambda_k} = -1, \quad (3.25) $$

and, for \( a, b \in \mathbb{R}^+ \), \( a < b \), that \[ 39 \) formula \((2.33)\) 
\[
\int_a^b g^a (\lambda_k \psi_k(y)^2 + \psi'_k(y)^2) \, dy = g^a \psi_k(y) \psi'_k(y)|_a^b. \tag{3.26}
\]

We thus combine the definition \((1.3)\) with \((3.22)\) and \((3.25)\) to arrive at 
\[
d_s \text{tr}_\Omega \partial_t^s \mathcal{U} + \partial^s_c \mathcal{U} = d_s \text{tr}_\Omega \partial_t^s \mathcal{U} - \lim_{y \to 0} y^a \mathcal{V}_y = d_s \sum_{k=1}^\infty \varphi_k (\partial_t^s u_k + \lambda_k^s u_k) = d_s f,
\]
where the last equality is a consequence of the fact that \( u_k \) solves \((3.4)\). These results thus show that \( \mathcal{U} \), given by \((3.22)\), satisfies the boundary condition of problem \((1.3)\).

Finally, on the basis of the asymptotic estimate \((3.25)\), \((3.26)\) implies that 
\[
\| \nabla \mathcal{V}(t) \|_{L^2(y^a,c)}^2 \lesssim \sum_{k=1}^\infty u_k(t)^2 \int_0^\infty g^a (\lambda_k \psi_k(y)^2 + \psi'_k(y)^2) \, dy 
= d_s \sum_{k=1}^\infty \lambda_k^s u_k(t)^2 = d_s \| u(t) \|_{H^1(\Omega)}^2,
\]
for a.e. \( t \in (0, T) \).

These arguments show that given a function \( u \in L^\infty(0,T;H^s(\Omega)) \) there exists \( \mathcal{V} \in L^\infty(0,T;\hat{H}_L^1(y^a,\mathcal{C})) \) such that \( u = \text{tr}_\Omega \mathcal{V} \). Consequently, \( \text{tr}_\Omega \) is such that 
\[
L^\infty(0,T;H^s(\Omega)) \subseteq \text{tr}_\Omega \left( L^\infty(0,T;\hat{H}_L^1(y^a,\mathcal{C})) \right),
\]
i.e., \( \text{tr}_\Omega : L^\infty(0,T;\hat{H}_L^1(y^a,\mathcal{C})) \to L^\infty(0,T;H^s(\Omega)) \) is surjective \([10]\) Proposition 2.1]. Similar arguments to the ones developed in the proof of \([10]\) Proposition 2.1 reveal the inverse inclusion. We thus have that \( \text{tr}_\Omega \) is a bounded linear map such that 
\[
L^\infty(0,T;H^s(\Omega)) = \text{tr}_\Omega \left( L^\infty(0,T;\hat{H}_L^1(y^a,\mathcal{C})) \right).
\]

As it will be necessary in what follows we define \( a : \hat{H}_L^1(y^a,\mathcal{C}) \times \hat{H}_L^1(y^a,\mathcal{C}) \to \mathbb{R} \)
\[
a(w, \phi) := \frac{1}{d_s} \int_\mathcal{C} g^a (\mathbf{A}(x) \nabla w \cdot \nabla \phi + c(x') w \phi) \, dx. \tag{3.28}
\]

The previous formal considerations, on the basis of the results of Section \( 3.1 \) suggest to consider the following notion of weak solution for problem \((1.3)-(1.4)\).

**Definition 3.8** (extended weak solution). We call \( \mathcal{V} \in L^\infty(0,T;\hat{H}_L^1(y^a,\mathcal{C})) \), with \( \text{tr}_\Omega \partial_t \mathcal{V} \in L^\infty(0,T;L^2(\Omega)) \) and \( \text{tr}_\Omega \partial_t^s \mathcal{V} \in L^2(0,T;H^{-s}(\Omega)) \), a weak solution of problem \((1.3)-(1.4)\) if \( \text{tr}_\Omega \mathcal{V}(0) = g, \partial_t \text{tr}_\Omega \mathcal{V}(0) = h \) and, for a.e. \( t \in (0,T) \), 
\[
\langle \text{tr}_\Omega \partial_t^s \mathcal{V}, \text{tr}_\Omega \phi \rangle + a(\mathcal{V}, \phi) = \langle f, \text{tr}_\Omega \phi \rangle \quad \forall \phi \in \hat{H}_L^1(y^a,\mathcal{C}), \tag{3.29}
\]
where \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( H^s(\Omega) \) and \( H^{-s}(\Omega) \) and the bilinear form \( a \) is defined as in \((3.28)\).

**Remark 3.9** (dynamic boundary condition). Problem \((3.29)\) is an elliptic problem with a dynamic boundary condition: \( \partial^s_c \mathcal{V} = d_s (f - \text{tr}_\Omega \partial_t^s \mathcal{V}) \) on \( \Omega \times \{0\} \).
We have the following localization result [4, 7, 8, 9, 10, 11, 12, 47, 51].

**Theorem 3.10** (Caffarelli–Silvestre extension). Let $\gamma \in (1, 2]$ and $s \in (0, 1)$. If $f$, $g$ and $h$ are as in Theorem 3.9 (for $\gamma = 2$) or as in Theorem 3.5 (for $\gamma < 2$) then the unique weak solution of problem (1.1), in the sense of Definition 3.4 or Definition 3.4 respectively, satisfies that $u = \text{tr}_\Omega \mathcal{U}$, where $\mathcal{U}$ denotes the unique weak solution to problem (1.3) in the sense of Definition 3.8.

We now present the well–posedness of problem (1.3)–(1.4) together with energy estimates for its solution.

**Theorem 3.11** (well–posedness for $\gamma \in (1, 2)$). Given $s \in (0, 1)$, $\gamma = 2$, $f \in L^2(0, T; L^2(\Omega))$, $h \in \mathbb{H}^s(\Omega)$ and $g \in L^2(\Omega)$, then problem problem (1.3)–(1.4) has a unique weak solution in the sense of Definition 3.8. In addition,

$$
\|\nabla \mathcal{U}\|_{L^\infty(0, T; L^2(\eta^n, C))} + \|\text{tr}_\Omega \partial_t \mathcal{U}\|_{L^\infty(0, T; L^2(\Omega))} 
\lesssim \|f\|_{L^2(0, T; L^2(\Omega))} + \|g\|_{\mathbb{H}^s(\Omega)} + \|h\|_{L^2(\Omega)}, \quad (3.30)
$$

where the hidden constant is independent of the problem data.

**Proof.** The proof is based on the so–called Galerkin method [16, 32, 43]. For brevity, we leave the details to the reader. \[ \square \]

**Theorem 3.12** (well–posedness for $\gamma \in (1, 2)$). Given $s \in (0, 1)$, $\gamma \in (1, 2)$, $f \in L^\infty(0, T; L^2(\Omega))$, $g \in \mathbb{H}^s(\Omega)$, and $h \in L^2(\Omega)$, then problem (1.3)–(1.4) has a unique weak solution in the sense of Definition 3.8 which is given by (3.22). In addition,

$$
\|\nabla \mathcal{U}\|_{L^\infty(0, T; L^2(\eta^n, C))} + \|\text{tr}_\Omega \partial_t \mathcal{U}\|_{L^2(0, T; L^2(\Omega))} 
\lesssim \|f\|_{L^2(0, T; L^2(\Omega))} + \|g\|_{\mathbb{H}^s(\Omega)} + \|h\|_{L^2(\Omega)}, \quad (3.31)
$$

and

$$
\|\text{tr}_\Omega \partial_t \mathcal{U}\|_{L^\infty(0, T; L^2(\Omega))} \lesssim \|f\|_{L^\infty(0, T; L^2(\Omega))} + \|g\|_{\mathbb{H}^s(\Omega)} + \|h\|_{L^2(\Omega)}. \quad (3.32)
$$

The hidden constants, in both inequalities, are independent of the problem data.

**Proof.** Existence and uniqueness of a weak solution $\mathcal{U}$ to problem (1.3)–(1.4) follows from, on the basis of (3.22) and (3.24), the arguments elaborated in the proof of Theorem 3.5. These arguments, together with (3.27), also allow us to bound $\nabla \mathcal{U}$ in $L^\infty(0, T; L^2(\eta^n, C))$ by the terms that appear on the right–hand side of (3.31). The control of the remaining term $\text{tr}_\Omega \partial_t \mathcal{U}$ follows from (3.11) and an application of Theorem 3.5. The estimate of $\text{tr}_\Omega \partial_t \mathcal{U}$ in $L^\infty(0, T; L^2(\Omega))$ follows from (3.12). This concludes the proof. \[ \square \]

4. **Regularity.** Having obtained conditions that guarantee the existence and uniqueness of solutions for problems (1.1) and (1.3)–(1.4) we now study their regularity properties.

4.1. **Time regularity.** In [48], the authors introduce and analyze a numerical technique based on the Crank–Nicolson scheme to discretize the left–sided Caputo fractional derivative of order $\gamma \in (1, 2)$. They obtain stability properties [48, Theorem 3.2] and, under the time–regularity assumption that

$$
u \in C^3[0, T], \quad (4.1)$$

they derive error estimates for the proposed scheme [48, Theorem 3.3]. This solution technique was later used and extended to the design of numerical techniques for different equations involving a left–sided Caputo fractional derivative of order $\gamma \in (1, 2)$;
see, for instance. In all these references it is assumed that the solution $u$ of the involved equation satisfies (1.1). However, (1.1) is inconsistent with (3.3). In fact, let us assume that $f \equiv 0$ and $h \equiv 0$ in (1.1). Thus, on the basis of (3.3), properties of the Mittag–Leffler function show that, if $g \neq 0$, the solution $u$ to problem (1.1) satisfies the following asymptotic estimate:

$$u(x', t) = G_\gamma g(x) = \left(1 - \frac{t^\gamma}{\Gamma(1 + \gamma)} \mathcal{L}^s + \mathcal{O}(t^{2\gamma})\right) g(x'), \quad t \downarrow 0.$$ 

If this is the case, we then expect that $\partial_t^2 u(x', t) \approx t^{\gamma-2} \mathcal{L}^s g(x')$ and that $\partial_t^3 u(x', t) \approx t^{\gamma-3} \mathcal{L}^s g(x')$. Consequently, since $\gamma \in (1, 2)$, we have that the second derivatives of $u$ with respect to the variable $t$ are unbounded as $t \downarrow 0$. Unfortunately, we also have that have $\partial_t^4 u \notin L^2(0, T; \mathbb{R}^s(\Omega))$. However, this asymptotic also suggests that if $0 < \varepsilon < T$

$$\int_0^\varepsilon t^\rho ||\partial_t^2 u(\cdot, t)||_{\mathcal{H}^s(\Omega)}^2 dt \lesssim ||g||_{\mathcal{H}^s(\Omega)}^2 \int_0^\varepsilon t^{\rho + 2\gamma - 6} dt$$

is finite provided $\rho > 5 - 2\gamma$, i.e., $\partial_t^4 u \in L^2(t^\rho, (0, T); \mathbb{R}^s(\Omega))$. The justification of this heuristic is the content of Theorem 4.2 below. In order to derive such a result, we first establish some suitable bounds for the solution operators $G_\gamma$ and $H_\gamma$ that are defined in (3.9). We refer the reader to [35, 40] for similar bounds but when $\gamma \in (0, 1)$.

**Lemma 4.1** (Estimates for $G_\gamma$ and $H_\gamma$). Let $\gamma \in (1, 2)$, $s \in (0, 1)$ and $r \in \mathbb{R}$. If $q$ denotes a positive integer, then, for a.e. $t \in (0, T)$, we have the following estimates

$$||\partial_t^4 G_\gamma(t) w||_{\mathcal{H}^r(\Omega)} + ||\partial_t^{r+1} H_\gamma(t) w||_{\mathcal{H}^r(\Omega)} \lesssim t^{\gamma-q} ||w||_{\mathcal{H}^{r+q}(\Omega)},$$

and

$$||\partial_t^{r+1} H_\gamma(t) w||_{\mathcal{H}^r(\Omega)} \lesssim t^{\gamma/2 - q} ||w||_{\mathcal{H}^{r+q}(\Omega)}.$$  

The hidden constants, in both inequalities, are independent of $t$, $w$, $s$, $r$ and $q$.

*Proof.* Invoke the definition of $G_\gamma$, given in (3.9), the definition of the space $\mathbb{R}^s(\Omega)$, given in (2.3), the fact that $\{\varphi_\ell\}_{\ell \in \mathbb{N}}$ is an orthonormal basis of $L^2(\Omega)$ and the differentiation formula (2.17) to conclude that

$$||\partial_t^4 G_\gamma(t) w||^2_{\mathcal{H}^r(\Omega)} = \sum_{k=1}^{\infty} \lambda_k^r w_k^2 (\partial_t^4 G_\gamma(t) (-\lambda_k^r t^\gamma))^2$$

$$= t^{2(\gamma-q)} \sum_{k=1}^{\infty} \lambda_k^{r+2s} w_k^2 E_{\gamma, \gamma+1} (-\lambda_k^r t^\gamma).$$

Consequently, employing the estimate (2.13) we arrive at

$$||\partial_t^4 G_\gamma(t) w||^2_{\mathcal{H}^r(\Omega)} \lesssim t^{2(\gamma-q)} \sum_{k=1}^{\infty} \lambda_k^{r+2s} w_k^2 = t^{2(\gamma-q)} ||w||^2_{\mathcal{H}^{r+2s}(\Omega)},$$

which yields the first part of (4.3). The derivation of the second part follows similar arguments: see (3.9) and the differentiation formulas (2.15) and (2.17).

The estimate (4.4) follows similar arguments. In fact,

$$||\partial_t^{r+1} H_\gamma(t) w||^2_{\mathcal{H}^r(\Omega)} = t^{\gamma-2q} \sum_{k=1}^{\infty} \lambda_k^{r+s} w_k^2 \left[\lambda_k^r t^\gamma E_{\gamma, \gamma+1} (-\lambda_k^r t^\gamma)^2\right]\lesssim t^{\gamma-2q} \sum_{k=1}^{\infty} \lambda_k^{r+s} w_k^2 \approx t^{\gamma-2q} \sum_{k=1}^{\infty} \lambda_k^{r+s} w_k^2.\]
This concludes the proof. □

To present the following result we define

\[
\mathcal{A}(g, h, f) = \|g\|_{\mathcal{H}^s(\Omega)} + \|h\|_{L^2(\Omega)} + \|f\|_{H^s(0, T; \mathcal{H}^{-s}(\Omega))}.
\] (4.7)

**Theorem 4.2** (time regularity: \(\gamma \in (1, 2)\)). Assume that \(g \in \mathcal{H}^s(\Omega), h \in L^2(\Omega)\) and \(f \in H^s(0, T; \mathcal{H}^{-s}(\Omega))\). Then, the solution \(u\) to problem (1.1) satisfies

\[
\|t^{\rho/2}\partial_t^3 u\|_{L^2(0, T; \mathcal{H}^{-s}(\Omega))} \lesssim \mathcal{A}(g, h, f),
\] (4.8)

where \(\rho > 5 - 2\gamma\). The hidden constant is independent of \(t\) and the problem data but blows up as \(\gamma \downarrow 1\).

**Proof.** We proceed in three steps and apply the superposition principle.

**Step 1. Case \(h \equiv 0\) and \(f \equiv 0\).** In this case, the solution to problem (1.1) is \(u(x', t) = G_\gamma(t)g(x')\). An application of the estimate (4.3) of Lemma 4.1 reveals that

\[
\|\partial_t^3 u\|_{\mathcal{H}^{-s}(\Omega)} \lesssim t^{\gamma-3}\|g\|_{\mathcal{H}^s(\Omega)}
\]

for \(t \in (0, T]\), whence (4.8) follows.

**Step 2. Case \(g \equiv 0\) and \(f \equiv 0\).** If this is the case, the solution to problem (1.1) is \(u(x', t) = H_\gamma(t)g(x')\), where \(H_\gamma\) is defined as in (3.9). We thus apply the estimate (4.4) of Lemma 4.1 to obtain, for \(t \in (0, T]\), that

\[
\|\partial_t^3 u\|_{\mathcal{H}^{-s}(\Omega)} \lesssim t^{\gamma-3}\|g\|_{\mathcal{H}^s(\Omega)}
\]

which immediately yields (4.8).

**Step 3. Case \(g \equiv 0\) and \(h \equiv 0\).** In this case, we have that \(u = \sum_k u_k \varphi_k\), where \(u_k\) is as in formula (3.5) with \(g_k = h_k = 0\):

\[
u_k(t) = \int_0^t (t - r)^{\gamma-1}E_{\gamma, \gamma}(-\lambda_k^s(t - r)^\gamma)f_k(r)\, dr, \quad k \in \mathbb{N}.
\]

The first-order derivative of \(u_k\) is given in (3.6): \(\partial_r u_k(t) = \int_0^t (t - r)^{\gamma-2}E_{\gamma, \gamma-1}(-\lambda_k^s(t - r)^\gamma)f_k(r)\, dr\); notice that \(g_k = h_k = 0\). On the basis of this formula, a simple change of variable and differentiation allow us to conclude that

\[
\partial_r^2 u_k(t) = t^{\gamma-2}E_{\gamma, \gamma-1}(-\lambda_k^s t^\gamma)f_k(0) + \int_0^t r^{\gamma-2}E_{\gamma, \gamma-1}(-\lambda_k^s r^\gamma)\partial_r f_k(t - r)\, dr.
\]

Differentiating once more, and using formula (2.13), that yields

\[
\partial_r^3 (t^{\gamma-2}E_{\gamma, \gamma-1}(-\lambda_k^s t^\gamma)) = t^{\gamma-3}E_{\gamma, \gamma-2}(-\lambda_k^s t^\gamma),
\]

we obtain that

\[
\partial_r^3 u_k(t) = t^{\gamma-3}E_{\gamma, \gamma-2}(-\lambda_k^s t^\gamma)f_k(0) + t^{\gamma-2}E_{\gamma, \gamma-1}(-\lambda_k^s t^\gamma)\partial_r f_k(0)
\]

\[
+ \int_0^t r^{\gamma-2}E_{\gamma, \gamma-1}(-\lambda_k^s r^\gamma)\partial_r^2 f_k(t - r)\, dr. \quad (4.9)
\]

Since \(\rho > 5 - 2\gamma\) yields \(\int_0^T r^{\rho+2\gamma-6}\, dr < \infty\), the first and second term on the right-hand side of the previous expression lead to (4.8). To estimate the third term we first use that \(\rho > 0\), invoke then estimate (2.13) and then Lemma 2.1 to conclude that

\[
\int_0^T t^\rho \left(\int_0^t r^{\gamma-2}E_{\gamma, \gamma-1}(-\lambda_k^s r^\gamma)\partial_r^2 f_k(t - r)\, dr\right)^2\, dt \lesssim \|r^{\gamma-2}\star \partial_r^2 f_k\|_{L^2(0, T)}^2
\]

\[
\lesssim \|\partial_r^2 f_k\|_{L^2(0, T)}^2,
\]
where we also used that, since \( \gamma \in (1, 2) \), \( r^{\gamma-2} \in L^1(0, T) \) and \( \| r^{\gamma-2} \|_{L^1(0, T)} = \frac{1}{\gamma-1} T^{\gamma-1} \). This concludes the proof.  

On the basis of Theorem 3.10 we immediately conclude the following result.

**Corollary 4.3** (time regularity for the extension: \( \gamma \in (1, 2) \)). Assume that \( g \in H^s(\Omega), \ h \in L^2(\Omega) \) and \( f \in H^2(0, T; H^{-s}(\Omega)) \). Then, the solution \( \mathcal{W} \) to problem (1.3)–(1.4) satisfies

\[
\| t^{\rho/2} \text{tr}_t \partial_t^3 \mathcal{W} \|_{L^2(0, T; H^{-s}(\Omega))} \lesssim \mathcal{A}(g, h, f),
\]

(4.10)

where \( \rho > 5 - 2 \gamma \). The hidden constant is independent of \( t \) and the problem data, but blows up as \( \gamma \downarrow 1 \).

**4.2. Space regularity.** We now proceed to analyze the space regularity properties of the solution \( \mathcal{W} \) of problem (1.3)–(1.4). To accomplish this task, we define the weight

\[
\omega_{\beta, \theta}(y) = y^\beta e^{\theta y}, \quad 0 \leq \theta < 2\sqrt{\lambda_1},
\]

(4.11)

where \( \beta \in \mathbb{R} \) will be specified later. With this weight at hand, we define the norm

\[
\| v \|_{L^2(\omega_{\beta, \theta}, C)} := \left( \int_0^\infty \int_\Omega \omega_{\beta, \theta}(y) |v(x', y)|^2 \, dx' dy \right)^{\frac{1}{2}}.
\]

(4.12)

In view of formulas (3.22) and (3.24) we observe that, in order to derive regularity properties of \( \mathcal{W} \) it is essential to bound certain weighted integrals of the derivatives of the function \( \psi(z) := c_s z^s K_s(z) \). To accomplish this task, we define, for \( \beta, \delta \in \mathbb{R}, \ell \in \mathbb{N}, \text{ and } \lambda > 0 \)

\[
\Phi(\delta, \theta, \lambda) = \int_0^\infty z^\delta e^{\theta z/\sqrt{\lambda}} |\psi(z)|^2 \, dz
\]

(4.13)

and

\[
\Psi_\ell(\beta, \theta, \lambda) = \int_0^\infty z^{\beta+2\ell} e^{\theta z/\sqrt{\lambda}} \left| \frac{d^\ell}{dz^\ell} \psi(z) \right|^2 \, dz.
\]

(4.14)

The parameter \( \theta \) is such that (4.11) holds.

The integrals \( \Phi(\delta, \theta, \lambda) \) and \( \Psi_\ell(\beta, \theta, \lambda) \) are bounded as follows.

**Proposition 4.4** (bounds on \( \Phi \) and \( \Psi_\ell \)). Let \( \delta > -1, \beta > -1 - 4s, \ell \in \mathbb{N}. \) If \( \theta \) is such that \( 0 \leq \theta < 2\sqrt{\lambda_1} \) and \( \lambda \geq \lambda_1 \), then

\[
\Phi(\delta, \theta, \lambda) \lesssim 1,
\]

(4.15)

where the hidden constant is independent of \( \lambda \). In addition, there exists \( \kappa > 1 \) such that

\[
\Psi_\ell(\beta, \theta, \lambda) \lesssim \kappa^\ell (\ell!)^2,
\]

(4.16)

where the hidden constant is independent of \( \ell \) and \( \lambda \).

**Proof.** See [5, Lemma 4.6]  

On the basis of Proposition 4.4 we can give pointwise, in time, bounds for $U$.

**Theorem 4.5 (pointwise bounds).** Let $U$ solve (1.3)–(1.4) for $s \in (0, 1)$ and $\gamma \in (1, 2]$. Let $0 \leq \sigma < s$ and $0 \leq \nu < 1 + s$. Then, there exists $\kappa > 1$ such that the following bounds hold:

\[
\|\partial_t^{\ell+1} \partial_y U \|_{L^2(\omega_{s+2\gamma-2\sigma}, \theta, \lambda)} \lesssim \kappa^{2(\ell+1)} (\ell + 1)!^2 \|u\|_{H^{\ell+1}(\Omega)}, \tag{4.17}
\]

\[
\|\nabla^s_x \partial_y^{\ell+1} U \|_{L^2(\omega_{s+2\gamma-2\sigma-2}, \theta)} \lesssim \kappa^{2(\ell+1)} (\ell + 1)!^2 \|u\|_{H^{\ell+1}(\Omega)}, \tag{4.18}
\]

\[
\|L_x \partial_y^{\ell+1} U \|_{L^2(\omega_{s+2\gamma-2\sigma-2}, \theta, \lambda)} \lesssim \kappa^{2(\ell+1)} (\ell + 1)!^2 \|u\|_{H^{\ell+1}(\Omega)}. \tag{4.19}
\]

In all inequalities the hidden constants are independent of $U$ and $\ell$.

**Proof.** We begin with the proof of (4.17). We invoke the representation formula (3.22) and use the fact that $\{\varphi_k\}_{k=1}^\infty$ is an orthonormal basis of $L^2(\Omega)$ to arrive at

\[
\|\partial_t^{\ell+1} \partial_y U \|_{L^2(\omega_{s+2\gamma-2\sigma}, \theta, \lambda)} \leq \sum_{k=1}^\infty u_k^2(t) \int_0^\infty \left| y^{\alpha+2\ell-2\sigma} e^{\theta y} \frac{d^{\ell+1}}{dy^{\ell+1}} \psi_k(y) \right|^2 dy.
\]

Consider the change of variable $z = \sqrt{\alpha} y$ on the previous integral. Thus, in view of definition (4.14), we can apply the estimate (4.10) with $\beta = \alpha - 2\sigma - 2 = 1 - 2s - 2\sigma - 2 > -1 - 4s$ to conclude that

\[
\|\partial_t^{\ell+1} \partial_y U \|_{L^2(\omega_{s+2\gamma-2\sigma}, \theta, \lambda)} \lesssim (\ell + 1)!^2 \kappa^{2(\ell+1)} \sum_{k=1}^\infty \lambda_k^{\alpha+s} u_k^2(t),
\]

as we intended to show.

Similar arguments reveal that

\[
\|\nabla^s_x \partial_y^{\ell+1} U \|_{L^2(\omega_{s+2\gamma-2\sigma-2}, \theta)} \leq \sum_{k=1}^\infty u_k^2(t) \lambda_k \int_0^\infty y^{\alpha+2(\ell+1)-2\nu} e^{\theta y} \left| \frac{d^{\ell+1}}{dy^{\ell+1}} \psi_k(y) \right|^2 dy
\]

\[
= \sum_{k=1}^\infty u_k^2(t) \lambda_k^{1+(\ell+1)-\frac{(\alpha+2(\ell+1)-2\nu)}{2}} \Psi_{\ell+1}(\alpha - 2\nu, \theta, \lambda_k),
\]

Since $\alpha - 2\nu > 1 - 2s - 2 - 2s = -1 - 4s$ we can thus apply the estimate (4.16) with $\beta = \alpha - 2\nu$ to obtain that

\[
\|\nabla^s_x \partial_y^{\ell+1} U \|_{L^2(\omega_{s+2\gamma-2\sigma-2}, \theta, \lambda)} \lesssim (\ell + 1)!^2 \kappa^{2(\ell+1)} \sum_{k=1}^\infty \lambda_k^{\alpha+s} u_k^2(t).
\]

Finally, applying the same arguments that led to (4.17) and (4.18) we obtain that

\[
\|L_x \partial_y^{\ell+1} U \|_{L^2(\omega_{s+2\gamma-2\sigma-2}, \theta, \lambda)} \lesssim \kappa^{2(\ell+1)} (\ell + 1)!^2 \sum_{k=1}^\infty \lambda_k^{\alpha+s} u_k^2(t).
\]

This concludes the proof.
As an application of this result we can obtain spatial regularity for \( \mathcal{W} \). The results below show the spatial analyticity of \( \mathcal{W} \) with respect to the extended variable \( y \in (0, \infty) \). We obtain that \( \mathcal{W} \) belongs to countably normed, power–exponentially weighted Bochner spaces of analytic functions with respect to \( \mathcal{H} \), taking values in spaces \( \mathcal{H}^r \).

Let us first focus on the case \( \gamma \in (1, 2) \).

**Corollary 4.6** (space regularity, \( \gamma \in (1, 2) \)). Let \( \mathcal{W} \) solve (1.3)–(1.4) for \( s \in (0, 1) \) and \( \gamma \in (1, 2) \). Let \( 0 \leq \sigma < s \) and \( 0 \leq \nu < 1 + s \). Let \( 0 < \mu \ll 1 \) be arbitrary. Then, there exists \( \kappa > 1 \) such that we have that

\[
\| \partial_y^{\ell+1} \mathcal{W} \|^2_{L^2(0, T; L^2(\omega_{n+2\ell-2\sigma, 0}, \mathbb{C}))} \lesssim \kappa^{2(\ell+1)}(\ell + 1)\|g\|^2_{\mathcal{H}^{\sigma+s}(\Omega)} + \|h\|^2_{\mathcal{H}^{\sigma}(\Omega)} + \|f\|^2_{L^2(0, T; \mathcal{H}^{\nu+s+2\kappa s}(\Omega))},
\]

and

\[
\| \nabla_x \partial_y^{\ell+1} \mathcal{W} \|^2_{L^2(0, T; L^2(\omega_{n+2\ell-2\sigma, 0}, \mathbb{C}))} \lesssim \kappa^{2(\ell+1)}(\ell + 1)\|g\|^2_{\mathcal{H}^{\sigma+s}(\Omega)} + \|h\|^2_{\mathcal{H}^{\sigma}(\Omega)} + \|f\|^2_{L^2(0, T; \mathcal{H}^{\nu+s+2\kappa s}(\Omega))},
\]

and

\[
\| L_x \partial_y^{\ell+1} \mathcal{W} \|^2_{L^2(0, T; L^2(\omega_{n+2\ell-2\sigma, 0}, \mathbb{C}))} \lesssim \kappa^{2(\ell+1)}(\ell + 1)\|g\|^2_{\mathcal{H}^{\sigma+s}(\Omega)} + \|h\|^2_{\mathcal{H}^{\sigma}(\Omega)} + \|f\|^2_{L^2(0, T; \mathcal{H}^{\nu+s+2\kappa s}(\Omega))}.
\]

**Proof.** Estimates (1.17)–(1.19) reveal that it suffices to bound \( \|u_k\|_{L^2(0, T)} \). To obtain such a bound, we recall that formula (3.5) reads

\[
u_k(t) = E_{\gamma, 1}(-\lambda_k t^\gamma)g_k + t E_{\gamma, 2}(-\lambda_k t^\gamma)h_k + \int_0^t (t - r)^{\gamma - 1} E_{\gamma, \gamma} (-\lambda_k (t - r)^\gamma) f_k(r) \, dr.
\]

The control of the first and second terms, on the right–hand side of the previous expression, follow from the estimate (2.13). In fact, we have that

\[
\| E_{\gamma, 1}(-\lambda_k t^\gamma)g_k \|^2_{L^2(0, T)} \lesssim T g_k^2, \quad k \in \mathbb{N}
\]

and that

\[
\| t E_{\gamma, 2}(-\lambda_k t^\gamma)h_k \|^2_{L^2(0, T)} \lesssim \lambda_k s h_k^2 \int_0^T t^{2-\gamma} \frac{\lambda_k t^\gamma}{(1 + \lambda_k t^\gamma)^2} \, dt \lesssim \lambda_k s h_k^2 \int_0^T t^{2-\gamma} \, dt \lesssim T^{3-\gamma} \lambda_k^{-s} h_k^2, \quad k \in \mathbb{N}.
\]

To control the third term, we invoke the estimate of Lemma 2.1 and conclude that

\[
\left\| \int_0^t (t - r)^{\gamma - 1} E_{\gamma, \gamma} (-\lambda_k (t - r)^\gamma) f_k(r) \, dr \right\|_{L^2(0, T)} \lesssim \| r^{\gamma - 1} E_{\gamma, \gamma} (-\lambda_k t^\gamma) \|_{L^1(0, T)} \| f_k \|_{L^2(0, T)}.
\]

It suffices to bound \( \| r^{\gamma - 1} E_{\gamma, \gamma} (-\lambda_k t^\gamma) \|_{L^1(0, T)} \). To accomplish this task, we utilize, again, the estimate (2.13). This yields

\[
\| r^{\gamma - 1} E_{\gamma, \gamma} (-\lambda_k t^\gamma) \|_{L^1(0, T)} \lesssim \int_0^T \frac{r^{\gamma - 1}}{1 + \lambda_k t^\gamma} \, dr = \gamma^{-1} \lambda_k^{-s} \int_0^\lambda \frac{d\xi}{1 + \xi} = \gamma^{-1} \lambda_k^{-s} \log(1 + \lambda_k T^\gamma).
\]
A collection of the derived estimates (4.23)–(4.25) reveals that
\[ \|u_k\|_{L^2(0,T)}^2 \leq Tg_k^2 + T^{3-\gamma}\lambda_k^{-s}h_k^2 + \lambda_k^{-2s}\log(1 + \lambda_k^\gamma)^2\|f_k\|_{L^2(0,T)}^2. \] (4.26)
Consequently, on the basis of (4.17), the previous estimate (4.26) yields
\[
\int_0^T \|\partial_y^{\ell+1} \mathcal{U}(.t)\|_{L^2(\omega_{\alpha+2(1-2\sigma),\theta})}^2 \, dt \lesssim (\ell + 1)^2 \left( T\|g\|^2_{H^{\sigma+\tau}(\Omega)} + T^{2\mu}\|f\|^2_{L^2(0,T;H^{\sigma+\tau+2\nu}(\Omega))} \right),
\]
where we have used that \(\log(1 + z) \lesssim z^\mu\) for all \(z \geq 0\) and \(\mu > 0\). This yields (4.29).

The estimates (4.21) and (4.22) follow, on the basis of (4.18) and (4.19), respectively, by using similar arguments. \(\square\)

We conclude by studying the space regularity when \(\gamma = 2\).

**Corollary 4.7** (space regularity for \(\gamma = 2\)). Let \(\mathcal{U}\) solve (1.3)–(1.4) for \(s \in (0, 1)\) and \(\gamma = 2\). Let \(0 \leq \sigma < s\) and \(0 \leq \nu < 1 + s\). Then, there exists \(\kappa > 1\) such that the following regularity estimates hold:
\[
\|\partial_y^{\ell+1} \mathcal{U}\|_{L^2(0,T;L^2(\omega_{\alpha+2(1-2\sigma),\theta}))}^2 \lesssim \kappa^{2(\ell+1)}(\ell + 1)^2 \left( \|g\|^2_{H^{\sigma+\tau}(\Omega)} + \|h\|^2_{H^{\tau}(\Omega)} + \|f\|^2_{L^2(0,T;H^{\sigma}(\Omega))} \right),
\] (4.27)
\[
\|\nabla_y \cdot \partial_y^{\ell+1} \mathcal{U}\|_{L^2(0,T;L^2(\omega_{\alpha+2(1-1),\theta},\mathcal{C}))}^2 \lesssim \kappa^{2(\ell+1)}(\ell + 1)^2 \left( \|g\|^2_{H^{\sigma+\tau}(\Omega)} + \|h\|^2_{H^{\tau}(\Omega)} + \|f\|^2_{L^2(0,T;H^{\sigma}(\Omega))} \right),
\] (4.28)
and
\[
\|\mathcal{L}_x \partial_y^{\ell+1} \mathcal{U}\|_{L^2(0,T;L^2(\omega_{\alpha+2(1-1),\theta},\mathcal{C}))}^2 \lesssim \kappa^{2(\ell+1)}(\ell + 1)^2 \left( \|g\|^2_{H^{\tau+\nu}(\Omega)} + \|h\|^2_{H^{\tau}(\Omega)} + \|f\|^2_{L^2(0,T;H^{\sigma+\tau}(\Omega))} \right). \] (4.29)

**Proof.** Once again, in light of Theorem 4.5, it suffices to bound \(\|u_k\|_{L^2(0,T)}\). In this case \((\gamma = 2)\) using (3.1) we have that
\[
\|u_k\|^2_{L^2(0,T)} \lesssim Tg_k^2 + T\lambda_k^{-s}h_k^2 + T^2\lambda_k^{-2s}\|f_k\|^2_{L^2(0,T)},
\]
This estimate, together with (4.17)–(4.19) yield the claimed bounds. \(\square\)

### 4.3. Space–time regularity

The techniques and ideas used to obtain temporal and spatial regularity can be combined in order to obtain mixed regularity results, i.e., we measure time derivatives in Sobolev norms of higher order. For brevity, we only present the results for \(\gamma \in (1, 2)\), but these can be extended to \(\gamma = 2\) as well. The following regularity estimates are obtained by a direct combination of Theorem 4.2 and Corollary 4.7.

**Corollary 4.8** (space–time regularity). Let \(\mathcal{U}\) solve (1.3)–(1.4) for \(s \in (0, 1)\) and \(\gamma \in (1, 2)\). Let \(0 \leq \sigma < s\), \(0 \leq \nu < 1 + s\) and \(\rho > 5 - 2\gamma\). Then, there exists \(\kappa > 1\) such that the following regularity estimates hold:
\[
\|\partial_x^{\rho/2} \partial_y^{\ell+1} \mathcal{U}\|_{L^2(0,T;L^2(\omega_{\alpha+2\ell-2\sigma},\theta),\mathcal{C})}^2 \lesssim \kappa^{2(\ell+1)}(\ell + 1)^2 \left( \|g\|^2_{H^{\sigma+\tau}(\Omega)} + \|h\|^2_{H^{\tau}(\Omega)} + \|f\|^2_{H^2(0,T;H^{\sigma+\tau}(\Omega))} \right),
\]
In the case of the initial data \( U = \sum_{j=0}^\infty \rho_k \), we require the error estimates for numerical methods. Here we sketch how the estimates we obtained can be obtained as in the proof of Theorem 4.2, Step 3, to

\[
\| t^{p/2} \partial_t^\ell \nabla_x \partial_y^{\ell+1} \mathcal{W} \|_{L^2(0,T;L^2(\omega_{\ell+2(\ell+1)-2r_0},\mathcal{C}))} \lesssim \kappa^{2(\ell+1)}(\ell + 1)^2 \left( \| g \|_{H^{\ell+3r_0}}^2(\Omega) + \| h \|_{H^{\ell+2r_0}}^2(\Omega) + \| f \|_{H^{3}(0,T;H^{\ell+r_0})}^2(\Omega) \right).
\]

and

\[
\| t^{p/2} \partial_t^\ell \mathcal{L} \partial_y^{\ell+1} \mathcal{W} \|_{L^2(0,T;L^2(\omega_{\ell+2(\ell+1)-2r_0},\mathcal{C}))} \lesssim \kappa^{2(\ell+1)}(\ell + 1)^2 \left( \| g \|_{H^{\ell+3r_0}}^2(\Omega) + \| h \|_{H^{\ell+2r_0}}^2(\Omega) + \| f \|_{H^{3}(0,T;H^{\ell+r_0})}^2(\Omega) \right).
\]

Proof. We proceed first as in the proof of Theorem 4.5 to obtain that

\[
\| t^{p/2} \partial_t^\ell \partial_y^{\ell+1} \mathcal{W}(\cdot,t) \|_{L^2(\omega_{\ell+2(\ell+1)-2r_0},\mathcal{C})} \lesssim (\ell + 1)^2 \kappa^{2(\ell+1)} \sum_{k=1}^\infty \gamma_{k}^s \left( \frac{d^3}{dt^3} u_k(t) \right)^2.
\]

In the case \( f \equiv 0 \) the estimates of Lemma 4.1 with \( r = \sigma + s \) then yield that

\[
\int_0^T t^{p/2} \left\| \frac{d^3}{dt^3} u_k(t) \right\|_{H^{\sigma + r_0}(\Omega)}^2 dt \lesssim \| g \|_{H^{\ell+3r_0}}^2(\Omega) + \| h \|_{H^{\ell+2r_0}}^2(\Omega).
\]

The case \( g \equiv 0, h \equiv 0 \) can be obtained as in the proof of Theorem 4.2 Step 3, to obtain

\[
\int_0^T t^{p/2} \left\| \frac{d^3}{dt^3} u_k(t) \right\|_{H^{\sigma + r_0}(\Omega)}^2 dt \lesssim \| f \|_{H^{3}(0,T;H^{\ell+r_0})}^2(\Omega).
\]

The other estimates follow the same line of reasoning.

4.4. Application: error estimates for fully discrete schemes. Our main motivation to study the regularity of the solution to \((1.1)\), \((1.3)-(1.4)\), is to provide error estimates for numerical methods. Here we sketch how the estimates we obtained in previous sections fit into this program.

We begin by introducing a family of finite dimensional spaces \( \mathcal{V}_h \subset \mathcal{H}^1_2(y^\alpha,\mathcal{C}) \), parametrized by \( h > 0 \). We also introduce

\[
\mathcal{T} = \{ t_j \}_{j=0}^J, \quad 0 = t_0 < t_1 < \ldots < t_J = T,
\]

a partition of the time interval \([0,T]\). We denote \( \tau = \max\{ t_{j+1} - t_j : j = 0, \ldots, J-1 \} \).

A fully discrete scheme then seeks for \( \mathcal{U}_h^\tau = \{ \mathcal{U}_h^j \}_{j=0}^J \subset \mathcal{V}_h \) such that, for every \( j \geq 2 \),

\[
\langle \tau \beta \mathcal{U}_h^j \theta \mathcal{U}_h^j, \tau \mathcal{V} \rangle + a(\mathcal{U}_h^j, \mathcal{V}) = \langle f, \tau \mathcal{V} \rangle, \quad \forall \mathcal{V} \in \mathcal{V}_h.
\]

In addition, we require the \( \mathcal{U}_h^0 \) and \( \mathcal{U}_h^1 \) are determined by (suitable approximations of) the initial data \( g \) and \( h \).

In \((4.30)\) we introduced the mapping \( \delta^\tau \) that acts on (time) sequences. We assume that \( \delta^\tau \) is consistent with \( \partial^\tau \) in the sense that there is \( \mathcal{W} \subset L^2(0,T;H^{-s}(\Omega)) \) such that, if \( w \in \mathcal{W} \) then

\[
\| \delta^\tau w - \partial^\tau w \|_{L^2(0,T;H^{-s}(\Omega))} \lesssim \mathcal{E}(\tau) \| w \|_{\mathcal{W}},
\]

where

\[
\mathcal{E}(\tau) = \mathcal{E}(\delta^\tau) + \mathcal{E}(\partial^\tau).
\]
for some function $E_t : \mathbb{R}_+ \to \mathbb{R}_+$ such that $E_t(\tau) \downarrow 0$ as $\tau \downarrow 0$. Notice that Theorem 4.2 provides particular instances of $W$. We, in addition, need to assume the following bound

$$\|\delta^\gamma_t w\|_{L^2(0,T;H^{-s}(\Omega))} \lesssim \|\delta^k_t w\|_{L^2(0,T;H^{-s}(\Omega))},$$

(4.32)

for $k = 2$ or 3.

We also assume that the scheme (4.30) is stable, i.e., that its solution satisfies

$$\|\mathcal{U}^\tau_h\|_{L^2(0,T;\dot{H}^s_y(\Omega))} \lesssim \|f\|_{L^2(0,T;H^{-s}(\Omega))}.$$  

(4.33)

The final ingredient necessary for the analysis of (4.30) is the so-called Galerkin projection $\mathcal{G}_h$:

$$\mathcal{G}_h : \dot{H}^1_y(\Omega) \to V_h, \quad a(\mathcal{G}_h w, V) = a(w, V), \quad \forall V \in V_h.$$  

This immediately gives its stability and the fact that it has quasi-best approximation properties. From this, by a proper choice of $\forall h$, it follows that there is $\mathcal{Z} \subset \dot{H}^1_y(\Omega)$ such that if $w \in \mathcal{Z}$ we have

$$\|w - \mathcal{G}_h w\|_{\dot{H}^1_y(\Omega)} \lesssim \mathcal{E}_x(h) \|w\|_{\mathcal{Z}},$$

(4.34)

for a function $\mathcal{E}_x : \mathbb{R}_+ \to \mathbb{R}_+$ such that $\mathcal{E}_x(h) \downarrow 0$ as $h \downarrow 0$. Notice that (4.34) can be integrated in time to obtain error estimates in $L^2(0,T;\dot{H}^1_y(\Omega))$. In this case, Corollary 4.6 provides particular instances of $L^2(0,T;\mathcal{Z})$.

Remark 4.9 (choice of $V_h$ and $\delta^\gamma_t$). The choice of discrete space $V_h$ and operator $\delta^\gamma_t$ satisfying the requisite properties is by no means trivial and is at the heart of the numerical analysis of (3.22). Our sole purpose here is to show how the regularity estimates that we have provided can be used.

With all these tools at hand, we can obtain an error analysis for (4.30) as follows. Define the error

$$e = \mathcal{U} - \mathcal{U}^\tau_h = (\mathcal{U} - \mathcal{G}_h \mathcal{U}) + (\mathcal{G}_h \mathcal{U} - \mathcal{U}^\tau_h) = E_{\mathcal{U}} + e_h,$$

where $E_{\mathcal{U}}$ is the so-called interpolation error and $e_h$ the approximation error. From (4.34) it immediately follows that

$$\|E_{\mathcal{U}}\|_{L^2(0,T;\dot{H}^1_y(\Omega))} \lesssim \mathcal{E}_x(h) \|\mathcal{U}\|_{L^2(0,T;\mathcal{Z})},$$

so that it suffices to bound $e_h$. Set, in (3.29) $v = V \in V_h$ and subtract from it (4.30). This yields

$$\langle \text{tr}_\Omega \delta^\gamma_t e^\tau_h, \text{tr}_\Omega V \rangle + a(e^\tau_h, V) = \langle \text{tr}_\Omega (\delta^\gamma_t \mathcal{G}_h \mathcal{U} - \partial^\gamma_t \mathcal{U}), \text{tr}_\Omega V \rangle \quad \forall V \in V_h.$$  

The stability of the scheme, expressed in (4.33), then yields

$$\|e_h\|_{L^2(0,T;\dot{H}^1_y(\Omega))} \lesssim \|\text{tr}_\Omega (\delta^\gamma_t \mathcal{G}_h \mathcal{U} - \partial^\gamma_t \mathcal{U})\|_{L^2(0,T;H^{-s}(\Omega))}$$

$$\leq \|\text{tr}_\Omega (\delta^\gamma_t - \partial^\gamma_t) \mathcal{U}\|_{L^2(0,T;H^{-s}(\Omega))} + \|\delta^\gamma_t (I - \mathcal{G}_h) \mathcal{U}\|_{L^2(0,T;H^{-s}(\Omega))}.$$  

The consistency, expressed in (4.31) allows us to bound

$$\|\text{tr}_\Omega (\delta^\gamma_t - \partial^\gamma_t) \mathcal{U}\|_{L^2(0,T;H^{-s}(\Omega))} \lesssim \mathcal{E}_1(\tau) \|\mathcal{U}\|_{\mathcal{W}}.$$
Finally, the bound \((4.32)\) and the approximation properties of \(G\), given in \((4.34)\), yield
\[
\|\delta^s_t (I - G_h) U \|_{L^2(0,T;\mathbb{H}^{-s}(\Omega))} \lesssim \|(I - G_h) \partial_t U \|_{L^2(0,T;\mathbb{H}^{1-s}(\Omega))} \lesssim \mathcal{E}_x(h) \|\partial_t^k U \|_{L^2(0,T;Z)}.
\]
Notice that Corollary \((1.8)\) gives conditions so that \(\|\partial_t^k U \|_{L^2(0,T;Z)} < \infty\).

Conclude by gathering all the estimates given above.
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