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Abstract—This paper demonstrates how to construct ensembles of spiking neural networks producing state-of-the-art results, achieving classification accuracies of 98.71%, 100.0%, and 99.09%, on the MNIST, MNIST and DVS Gesture datasets respectively. Furthermore, this performance is achieved using simplified individual models, with ensembles containing less than 50% of the parameters of published reference models. We provide comprehensive exploration on the effect of spike train interpretation methods, and derive the theoretical methodology for combining model predictions such that performance improvements are guaranteed for spiking ensembles. For this, we formalize spiking neural networks as GLM predictors, identifying a suitable representation for their target domain. Further, we show how the diversity of our spiking ensembles can be measured using the Ambiguity Decomposition. The work demonstrates how ensembling can overcome the challenges of producing individual SNN models which can compete with traditional deep neural networks, and creates systems with fewer trainable parameters and smaller memory footprints, opening the door to low-power edge applications, e.g. implemented on neuromorphic hardware.
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I. INTRODUCTION

ENSEMBLE systems have been shown to be successful both in machine learning and in the nervous system. When applied to machine learning models, ensembles commonly attain state-of-the-art results, outperforming even the most complex systems [1], [2]. In the brain, groups of neurons commonly collaborate to produce complex behaviors that would not be possible with a single neuron or a single neural circuit [3]–[7].

Spiking neural networks (SNNs) are driven by advances in neuroscience [8], [9], drawing inspiration from biological neurons which communicate information through temporal events known as ‘spikes’ [10], and sharing many of their desirable properties (e.g. computational and energy efficiency) [11]. In spite of their many similarities to biological neurons, SNNs are yet to challenge human performance, and require specialised training to compete with conventional neural networks on the same problems [12]. However, despite these current limitations, SNNs also offer huge potential, with next-generation ‘neuromorphic’ hardware opening up ultra-low power execution of SNN-based AI algorithms [13]. Furthermore, the spike-based communication of spiking neurons makes them the ideal candidate to process event-based data streams such as from digital vision sensors [14], offering low-latency intelligent systems for always-on edge computing.

Training SNNs represents a significant challenge, as the ‘spike’ discontinuity prevents direct application of gradient-based optimization approaches [15]–[18]. One solution to this problem is to approximate the derivative about the spike using a surrogate function, removing the discontinuity and enabling error-back-propagation-based training. This approach has seen significant recent success, with a number of research groups developing implementations exploring a variety of pseudo-derivative functions [19], [20]. An alternative approach to training SNNs is to harness neuroscience-inspired methods, e.g. utilising online learning mechanisms such as spike timing dependent plasticity (STDP) [21], but these too come with their limitations (e.g. designed for shallow architectures). While both approaches can achieve promising results, performance can be expensive, requiring models with large numbers of trainable parameters, and high numbers of training iterations. A target of this work is the use of ensembling to achieve high accuracy predictions using simplified models, reducing the number of trainable parameters and hence the cost of training. While this simplification will inevitably compromise performance of individual models, we investigate whether inclusion of multiple smaller models within an ensemble can recover any lost accuracy.

An arguably more significant challenge in training SNNs is that outputs of spiking neurons are uninterpretable in their standard format — collections of times at which the neuron has activated, commonly referred to as spike trains [22]. Lossy interpretation methods (also known as decoding methods) are required to make human-understandable predictions. The main aspect that differentiates these interpretation methods is the quantitative statistical measure of a spike train (e.g. mean spiking rate) [22], each of them assumes to be carrying the necessary information for decoding the prediction [23]–[30]. The importance of the interpretation method cannot, however, be understated, as depending on which method is used, a different outcome could be produced. In this work a range of interpretation methods are compared on a variety of problems, highlighting how certain techniques exploit spike-train characteristics to improve prediction accuracy.

A. Related work

Ensemble systems combine the output of multiple independent models (as seen in Fig. [1]), using the notion that a group will typically make a more informed decision than an individual. Ideally, an ensemble system should guarantee an improvement in performance over a single model, otherwise there is no incentive for training additional models. Based on the extensive body of work (in machine learning) on ensembling, two features which have a significant effect on the expected performance of the ensemble system are the combination method, and the diversity of the model predictions [31], [32]. In classical machine learning, certain combination
methods [31], [33]–[35] guarantee that the ensemble performance will be higher than the average performance of a single model. The work presented here derives methods to extend this guarantee to SNNs, helping overcome performance limitations introduced through the large variability in SNN predictions (due in part to the representation used, the training process, and the interpretation method). Another property of combination methods with this guarantee is that the ensemble loss can be decomposed in terms of the average error of the individuals, and their average divergence from the ensemble predictions (or disagreement), also known as the Ambiguity Decomposition (henceforth AD) [33], [36], [37].

The presented ensemble methods represent novelty through their exploration of the impact of both the spike train interpretation method, and the ensemble combination method, on overall ensemble performance. Kozdon et al. [38] diverge from the categorization established above, combining spike trains by summing individual model spike trains. However, from a rate coding perspective this is equivalent to summing the spike counts of the models. Instead of predicting the class with the highest firing rate, a self organizing map (SOM) is used to measure the similarity of spike trains to class collections established after training. This has the advantage of considering time coding information (depending on the distance function used in the SOM) as well as spiking frequency when making predictions with single models. However, once the spike trains generated by different models are summed, any meaningful spiking patterns are lost at the ensemble level and predictions are again solely based on spike frequency.

In this paper we establish the methodology for ensembling SNNs such that the ensemble is guaranteed to outperform the average single model. We show two ways of formalizing spiking predictions as samples of distributions with an exponential family (Section II), deriving the combination method and AD for Poisson distributed predictions (Section IV-C), and introducing a novel interpretation method that applies principles of ensemble combination methods (Section IV-E). We show in Section IV that when ensembles are constructed with one of these approaches, significant increases in accuracy can be produced with much smaller models. We demonstrate this is due to diversity by decomposing the ensemble error using the AD, showing in each case how diversity acts to reduce the average error of the models and gaining insights into the properties of the interpretation methods considered. As the goal is to study the performance of ensembles, rather than push the state of the art for a single SNN, existing methods from the literature are used to train the individual models. Two methods are explored: a bio-inspired unsupervised STDP configuration (see Section II-B); and the supervised gradient-based Spike Layer Reassignment in Time method (SLAYER, see Section II-B). Together, these methods represent common approaches to training SNNs in the theoretical neuroscience community, meaning demonstration of the power of ensembling in conjunction with these techniques should appeal to a wide audience. Published results using these methods also exist for a range of datasets, enabling direct comparison of ensembled results against state of the art performance. Our results show that individual models can be simplified significantly (reductions of $\geq 10\times$ reduction in trainable parameters across all datasets), while improving overall performance when ensembled. This highlights the benefit of ensembles of SNNs, showcasing their impressive performance while exhibiting a smaller memory footprint and reduced training times.

Following this introduction is an overview of SNNs, together with details of the learning methods used to train each SNN within an ensemble (Section II). Ensembling methods are then discussed, first focusing on interpretation of individual SNN predictions (Section III), and then detailing methods for combining predictions within an ensemble (Section IV). Finally, experiments are performed evaluating ensemble performance on a range of tasks using a range of neural network architectures (Section V), followed by summary discussion (Section VI).

II. SNN BACKGROUND & METHODS

Spiking neurons incorporate the concept of time during computation, unlike classical neural models [15] (e.g. ReLu). This is established both through the representation used to encode information (spike trains) and through the neural model (i.e. the function that describes the effect of input signals on the target neuron). Following the example illustrated in Fig. 2, a spiking neuron receives spikes from three pre-synaptic neurons, which cause it to produce a number of post-synaptic spikes.
A. Spiking neuron model

A typical representation for modelling the internal state of the spiking neuron throughout the simulation is using a dynamical system \[ \text{[9], [39]–[41]} \]. The most commonly used neuron model in practice is the conductance-based LIF (or Leaky Integrate and Fire) neuron \[ \text{[40], [42]} \]:

\[
\begin{align*}
\tau_m \frac{dv}{dt} &= (v_{\text{rest}} - v) + g_e(E_{\text{exc}} - v) + g_i(E_{\text{inh}} - v), \\
\tau_g \frac{dg}{dt} &= -g.
\end{align*}
\]

To more realistically replicate the spiking dynamics of biological neurons, conductance-based LIF neurons split the input into an excitatory synaptic channel \((g_e)\) and an inhibitory channel \((g_i)\). Depending on which channel they travel through, spikes affect the sub-threshold membrane potential \(v(t)\) of the neuron in different ways. We illustrate this in Fig. 3 where excitatory spikes (black) increase the neuron membrane potential and inhibitory spikes (blue) decrease it.

Upon receiving an excitatory spike, the excitatory conductance \(g_e\) is increased by its weight \(w\). In the absence of presynaptic excitatory spikes, the synapse conductance decays exponentially (at a rate set by the time constant parameter \(\tau_g\)), as shown in (2) \[ \text{[21]} \]. A similar process occurs if the presynaptic spike is produced by an inhibitory neuron, but where changes are enacted through the inhibitory channel parameters \((g_i \text{ and } \tau_g)\) instead.

Equation (1) therefore describes the evolution of the sub-threshold membrane potential \(v(t)\) over time. The leaky characteristic of this model refers to \(\tau_m\), the time constant of the neuron membrane. At each time step \(\tau_m\) causes some of the current inside the neuron to leak, decreasing the membrane potential \(v(t)\) of the neuron, in the process. This is illustrated in Fig. 3 as leakage.

When the membrane potential \(v(t)\) reaches a predefined threshold \(v_{\text{th}}\) (illustrated through the dotted line in Fig. 3), a spike is generated, and the membrane potential is reset to a lower value set by \(v_{\text{reset}}\). Immediately after a spike, a neuron is typically unresponsive to further stimuli, meaning that no further spikes can be produced. This period is commonly known as the absolute refractory period \((\text{length of which is set by } \tau_{\text{ref}})\), and is defined as the minimal time difference between two spikes produced by a neuron. To ensure that the neuron’s membrane stays (and begins) within realistic values \(v_{\text{rest}}\) is added to the current value of \(v(t)\). Finally, to set the equilibrium potential for each channel two additional membrane potentials are introduced: \(E_{\text{exc}}\) (excitatory potential) and \(E_{\text{inh}}\) (inhibitory potential).

As the membrane potential is reset each time its value crosses a predefined threshold, spiking neuron models are typically discontinuous \[ \text{[18]} \], meaning that gradient descent methods cannot be used directly to train SNNs \[ \text{[33]} \]. Instead, areas of discontinuity can be smoothed with estimate functions (enabling the use of gradient descent methods), or models can be trained using methods based on Hebbian learning \[ \text{[21], [44]–[46]} \].

Predicting with spiking neural networks

Predictions made by SNNs are uninterpretable in their standard form \[ \text{[23]} \], as a list of times at which a neuron has spiked. Due to this, an interpretation process is necessary to make human-understandable predictions.

As we currently do not understand how information is encoded and processed in the brain, there is no single interpretation method for ‘decoding’ the information contained in a spike train \[ \text{[22], [23]} \]. Interpretation methods differ in terms of the quantitative statistical measure they assume is ‘encoding’ information \[ \text{[22]} \]. Some examples of statistical measures for which many interpretation methods have been proposed are: exact spike times, mean firing rate, and the variation of the interspike interval \[ \text{[47], [48]} \].

In this paper we restrict our discussion to interpretation methods that assume information is encoded in the mean firing rate of spike trains (typically known as rate coding). This group of methods is widely used in literature \[ \text{[24], [49]–[51]} \] due to their compatibility with a wide range of training approaches and robustness to the inherent stochasticity of spike trains \[ \text{[22], [26], [52]} \]. For in-depth discussion of how predictions can be made based on output spike trains, readers are referred to Section III.

Types of spiking neural networks

While SNNs can be constructed according to traditional artificial neural network structures: CNNs, MLPs (see Fig. 4a), etc., they also introduce architectures unseen in traditional neural networks. For example, because spiking neurons will not necessarily produce spikes for all inputs, some training algorithms associate multiple output neurons with the same class (such an example architecture is shown in Fig. 4b) \[ \text{[24], [53], [54]} \]. Thus, before a prediction can be made, spikes produced by different output neurons (but which support the same class) have to be aggregated in some way. In the spiking literature such groups of neurons are commonly referred to as populations \[ \text{[25], [44], [55]} \]. However, due to their benefits (collaborating to produce complex behaviors and increase certainty in predictions) such groups have also been referred to as ensembles \[ \text{[56]–[59]} \].
For completeness, in Section V we investigate both types of ensembles. Whenever we refer to combining predictions of populations of neurons we use the term “population”, and whenever we refer to combining predictions made by different SNNs we use the term “ensemble”. Populations of neurons are commonly encountered in the brain [60]–[62]. Due to this, several methods have been proposed for combining and interpreting spike trains produced by populations of spiking neurons [25], [30], [63], [64]. In Section III-A we describe two such methods, which are used later on to evaluate our novel methods against.

As ensemble systems and populations serve the same function (collaborating to produce better predictions than an individual could) we investigate whether they would also benefit from using the same combination methods. To this end, we propose a novel interpretation method (in Section V-E) that combines predictions of spiking neurons using a combination method that satisfies (8) (guaranteeing an improvement in performance over the average single neuron). In Section V we verify whether this guarantee can produce any benefits over existing population coding interpretation methods.

B. Training methods & datasets

The goal of this paper is to study the performance of SNN ensembles, rather than push the state of the art for a single SNN. Therefore existing learning methods from the literature are used to train individual SNNs within an ensemble. Two methods are explored: a bio-inspired unsupervised STDP configuration (see Section II-B); and the supervised gradient-based Spike Layer Reassignment in Time method (SLAYER, see Section II-B). Together, these methods represent common approaches to training SNNs in the theoretical neuroscience community, meaning demonstration of the power of ensembling in conjunction with these techniques should appeal to a wide audience. Published results using these methods also exist for a range of datasets, enabling direct comparison of ensembled results against state of the art performance.

Datasets

Ensemble experiments are performed on a range of datasets to explore performance on different tasks. The MNIST dataset (images of handwritten digits) [65], is selected for its popularity in the machine learning community, and the existence of state-of-the-art results (for both single models and ensembles of SNNs) against which to compare findings. An interesting feature of SNNs is their potential to operate efficiently on event-based input, therefore two additional datasets are explored: NMNIST (a neuromorphic version of MNIST) [66], and DVS Gesture (recordings of individuals performing different actions) [14].

Both MNIST and NMNIST contain 60,000 training examples and 10,000 testing examples of images (with 28 × 28 and 34 × 34 pixels respectively) illustrating one of 10 classes. Although both datasets encode the same problem, NMNIST is considered to be more difficult as saccadic motions are introduced by the sensor moving over each example during the conversion process (into spike trains). In contrast to this, the NMNIST dataset was generated by moving a Dynamic Vision Sensor on a pan-tilt unit. Each image is encoded as a spike train of ‘on’ and ‘off’ spikes, recorded over 300 ms.

The DVS Gesture dataset [14] is also generated using an event-based sensor, encoding on/off events at a resolution of 128 × 128. The dataset contains recordings of 29 individuals performing one of 11 actions (e.g. clapping, hand waving), each over a period of ≈ 6 s. Each action is recorded using a DVS camera under different lighting conditions.

Unsupervised Training via STDP

Diehl and Cook [21] proposed an SNN architecture with a bio-inspired learning mechanism for MNIST digit recognition. It harnesses the biologically observed mechanism of
spike timing dependent plasticity (STDP) [67], together with conductance-based neuron models, all exhibiting an exponential time dependence. A brief summary of the approach is provided here to give context to the assembled results, however readers are referred to the original paper [21] for additional information.

The proposed SNN architecture is similar to that in Fig. 4b containing an input layer, excitatory layer, and inhibitory layer. The number of neurons in each layer can vary, however in both the original study and this work the input layer has dimensions $28 \times 28$ to align with the MNIST dataset. Both the excitatory and inhibitory layers contain the same number of neurons, with increased numbers of neurons leading to increased classification accuracy. Input neurons are connected with plastic synapses to the excitatory layer in an all-to-all fashion, enabling input spike trains to excite neurons in the excitatory layer. Each neuron in the excitatory layer is then connected in a one-to-one pattern with a corresponding inhibitory neuron, with static synapses weighted such that an a spike in the excitatory layer causes a corresponding spike in the inhibitory layer. Each neuron in the inhibitory layer subsequently inhibits (with static synapses) all neurons in the excitatory layer except for its stimulating neuron, providing lateral inhibition.

To convert the MNIST dataset to spike trains we follow the same simulation procedure as Diehl et al. [21]. Each image is represented as a set of Poisson distributed spike trains (one for each input pixel), with maximum lengths of 350 ms. Each pixel is thus considered to be proportional to the rate of the Poisson process from which the spike train is sampled. To ensure the Poisson rates vary within realistic ranges (between 0 and 63.75 Hz in this case), the maximum pixel intensity of 255 is divided by 4.

Synapses connecting input to excitatory neurons are plastic, with weight modifications made depending on the relative timing of presynaptic and postsynaptic spikes. A trace-based implementation is used, where $x_{pre}$ and $x_{post}$ define traces capturing the recent spike history for pre- and post-synaptic neurons respectively. On arrival of a presynaptic spike at the excitatory neuron, a weight change $\Delta w$ is calculated according to

$$
\Delta w = \eta (x_{pre} - x_{tar})(w_{max} - w)\mu
$$

(3)

Weight changes therefore occur in an online fashion, with learning rate $\eta$, an upper bound $w_{max}$, and a dependence on the previous weight defined through $\mu$. The target value of the presynaptic trace at the moment of a postsynaptic spike is defined by $x_{tar}$. The higher this value is set, the lower the synaptic weight will be – helping ensure that presynaptic neurons which rarely lead to firing of the postsynaptic neuron are disconnected over time.

The topology and learning mechanism sets up a winner-take-all arrangement, whereby a certain excitatory neuron will emerge as the active neuron for a given input. Once training is complete, excitatory neurons are assigned classes by presenting the entire training dataset, and observing the highest output response to a particular class. As there are many more excitatory neurons than classes, multiple excitatory neurons will be associated with the same class. Testing is then performed on the entire 10000 examples, with the predicted digit determined by averaging the responses of each neuron per class, and selecting the class with the highest mean firing rate (see Fig. 4b).

In the experiments of Section V, the unsupervised STDP algorithm is applied to the digit recognition problem, with all simulations executed using the CPU-based BRIAN simulator [68]. The model is configured as described above, with the number of excitatory neurons set to 400, leading to 313600 trainable parameters per SNN. In the original work [21] this configuration achieved a reported accuracy of 82.9%, while a higher accuracy of 95.0% was achieved using a network with 6400 excitatory neurons (5M trainable parameters), with both results obtained with models trained over 15 cycles of the training dataset. The goal of this work is to explore the benefits of using ensembles of SNNs, and therefore the smaller less-accurate network is preferred as a test vehicle, and all results presented use only a single pass through the training dataset.

**Supervised Training via SLAYER**

A short-coming of SNNs has been a lack of the gradient-based training methods which have made deep artificial neural networks so successful. A particular challenge has been the non-differentiable spike function, preventing direct application of the back-propagation mechanism. Recently, however, a number of works have utilised surrogate or pseudo derivatives to overcome this challenge, producing results comparable to artificial neural networks [20]. While these methods achieve impressive performance in their own right, it is interesting to understand whether performance can be further enhanced through ensemble. The SLAYER [19] training method is therefore applied to train individual networks within ensembles. This particular gradient-based approach is employed due to its state of the art performance, and optimised CUDA implementation enabling fast training.

The SLAYER (Spike LAYer Error Reassignment) algorithm solves two aspects of training SNNs via gradient-based methods: the temporal error credit reassignment, redistributing the effect of transient operations in SNNs; and the non-differentiable spike function. This not only enables back-propagation of error through the network, but acknowledges the temporal nature of SNNs to back-propagate error back in time to take into account the previous state of neurons. The non-differentiable spike function is replaced in the error back-propagation process with a probability density function representing the change in state of a neuron. SNNs are trained via supervision, with each neuron in the one-hot encoded output layer prescribed a target number of spikes based on whether it represents the correct/incorrect classification.

The SLAYER implementation uses leaky-integrate-and-fire (LIF) neurons, with current-based exponential synapses. This simplifies [1] to remove the $(E_e - v)$ term, leaving the conductance to be dependent only on the presynaptic spike train (no dependence with postsynaptic neuron potential). Weights are not split according to excitatory/inhibitory receptors, meaning all spikes are processed through the excitatory route of [1], but
with the potential for synaptic weights to become negative during training. All simulations are performed using the PyTorch SLAYER implementation [19], with the algorithm applied to two supervised learning problems: digit classification on the MNMNIST dataset; and gesture classification on the DVS Gesture dataset.

For the NMNIST experiments, a four-layer fully-connected SNN is employed, containing an input layer, two hidden layers and an output layer. The number of neurons in the input and output layers are fixed at 34 × 34 × 2 and 10, to match the input dimensions and number of classes respectively. The same class target as described in [19] was encoded for our models (i.e. the class with the highest spike count assigns the class, with each false class neuron assigned a target of 10 spikes, while the true class neuron is expected to spike 60 times). The original work used two hidden layers containing 500 neurons, giving a total of 1.4 M trainable parameters in the network, which achieved a prediction accuracy of 98.89 ± 0.06%. The goal of this work is to demonstrate the benefit of combining predictions from multiple SNNs within an ensemble, therefore the model used in this work is a scaled down version of the original model, containing the same input/output dimensions, but with two hidden layers containing only 50 neurons. This results in 118,600 trainable parameters for the network, helping speed up training time and reduce memory footprint.

For experiments on the DVS Gesture dataset, an eight-layer convolutional SNN is employed, containing multiple convolutional and pooling layers replicating the 128×128×2-4a-16c5d-2a-32c3d-2a-512d-11 architecture used in the original SLAYER presentation [19]. The input layer matches the dimensions of the DVS array giving 128 × 128 × 2 inputs, each with on/off signals, enabling direct feeding of the DVS data into the neural network. A series of pooling (denoted by ‘a’) and convolutional (denoted by ‘c’) layers are used to process this input, before moving to a fully-connected layer (denoted by ‘d’) and finally to the output, giving a total of 1,059,616 trainable parameters in the spiking convolutional network (SCNN). In the original work, this network was trained using a target output encoding specifying: false class neuron assigned a target of 60 spikes, while the true class neuron assigned a target of 180 spikes; and true class neurons to spike 30 times; and false class neuron assigned a target of 10 spikes, while the true class neuron is expected to spike 60 times. The original work used two hidden layers containing 500 neurons, giving a total of 1.4 M trainable parameters in the network, which achieved a prediction accuracy of 98.89 ± 0.06%. The goal of this work is to demonstrate the benefit of combining predictions from multiple SNNs within an ensemble, therefore the model used in this work is a scaled down version of the original model, containing the same input/output dimensions, but with two hidden layers containing only 50 neurons. This results in 118,600 trainable parameters for the network, helping speed up training time and reduce memory footprint.

III. INTERPRETING INDIVIDUAL SPIKING NEURON PREDICTIONS

Before introducing strategies for combining spiking predictions within an ensemble, we first need to establish how spike trains will be interpreted (or “decoded”). In this study we restrict the set of possible interpretation methods to those that assume the number of spikes produced in an interval encodes most of the information necessary for making predictions (i.e. rate coding methods). We first describe existing methods commonly used for this task and then introduce our novel methods that address the concerns we raise about the former.

A. Background

Given a trained SNN (whose output layer size is equal to the number of classes), at inference time C spike trains \( s = (s_1, \ldots, s_C) \) are recorded. These spike trains encode the support shown for each class. Most rate coding methods interpret a spike train \( s_c \) as a firing rate \( r_c \) (in the most general case this becomes a collection of firing rates \( r_c = (r_{1, \ldots, r_W}) \), if the rate is computed over multiple windows) [22], [23], [26]. Based on these firing rates (that assume a single window is used) \( r = (r_1, \ldots, r_c) \) a prediction is made. While such firing rates are more interpretable than the spike trains they represent, they still require some knowledge of the assumptions imposed during training. For example, should we predict the class with the highest recorded firing rate (a widely used method [24], [49], [50], [69], [70]) or the class for which the recorded firing rate is closest to some expected value (imposed by certain training approaches [71], [72], including SLAYER)? It is important to note that this limitation is shared by many time, rank order, and population codes as well [23].

In addition to this interpretability issue, in Section IV we show that for a combination mechanism to produce an ensemble with a guaranteed performance improvement over the average single model, the target domain has to be represented using a distribution with an exponential family. Traditionally in the machine learning literature, the target domain for classification problems is represented as a categorical distribution. However, firing rates can convey characteristics about the behavior of the spiking neurons using biologically meaningful values (unlike probability estimates) and should therefore be considered as well. In Section III-B we will show how both of these representations can be produced from spike trains.

A definition for ensemble systems not encountered in traditional machine learning models is having to combine the predictions of a set of output neurons, trained in the same network, which spike for examples of the same class (an example of such an architecture is used by the Diehl and Cook models [21]) and is illustrated in Fig. 4b). In the SNNs literature this is known as a population [25], [44], [73], but the term of ensemble has been associated with it as well [56]-[59]. For completeness we compare both our novel interpretation methods (Section III-B) and our ensemble combination methods against two well known population decoding methods (the Bayes decoder and the Population vector method). Although population coding methods share more similarities with ensembles than they do with methods

As discussed for the other classification problems, the goal of this work is to not advance prediction accuracy of a single network, but instead to explore the benefits of ensembling. The SCNN described above is therefore further simplified, reducing the total trainable parameters to 54,200. While this reduction compromises performance of a single network, it greatly reduces the training time of the overall ensemble. To enable direct comparisons with the original work [19], we use the same input/output encoding, and train/test dataset split.
like HMFR, they can be applied to standard architectures (i.e. MLPs or CNNs) as well.

Furthermore, we investigate whether combining predictions of neuron populations using an ensemble combination method that satisfies \( \text{CFR} \) will lead to higher performances than those achieved by existing population coding methods. This could indicate that populations benefit from adopting the same assumptions as ensemble systems when combining predictions. For this, we introduce a novel interpretation method referred to as CFR (combined firing rates). Although we expect this method to reach its full potential when used to interpret and combine the spike trains of a population of neurons, we introduce the necessary background and notation for the CFR method to be applied on single neuron predictions in Section IIIB.

**Highest mean firing rate (HMFR)**

Rate coding methods, and in particular, the method described below, which we call the highest mean firing rate (or HMFR) and is defined as:

\[
    r = \frac{1}{R} \sum_{j=1}^{R} n_j(t, t + \Delta t),
\]

has produced many state-of-the-art results \([49], [51], [69], [74]\). HMFR estimates the mean firing rate \( r \) produced by a neuron as an average over the spike counts \( n_j \) recorded for the same neuron, over repeated simulations (indexed using \( j = \{1, \ldots, R\} \)) of the same example. In many studies \([21], [23], [28]\) the firing rate is computed over small time windows of the simulation interval \( T_{\text{sim}} \), to capture some temporal characteristics of the spiking pattern. While the windows are still considered independent, they are typically not large enough that the firing rate varies too quickly. Otherwise, the coding mechanism falls within temporal coding instead \([26], [28]\). Once the mean firing rate has been estimated for all output neurons, the class of the neuron with the highest firing rate is predicted.

**Bayes decoder**

The Bayes decoder \([23]\) was introduced as a population decoding method, but can be applied to interpret the predictions of single neurons, not part of a population as well (i.e. output neurons in a standard MLP architecture). This method models each spiking neuron in the population as a random variable that produces spikes according to some underlying Poisson coding method, but can be applied to interpret the predictions of single neurons, not part of a population as well (i.e. output neurons in a standard MLP architecture). This method models each spiking neuron in the population as a random variable that produces spikes according to some underlying Poisson distribution. The Bayes decoder \([23]\) was introduced as a population decoding method, but can be applied to interpret the predictions of single neurons, not part of a population as well (i.e. output neurons in a standard MLP architecture). This method models each spiking neuron in the population as a random variable that produces spikes according to some underlying Poisson distribution.

**Population vector (PV)**

The PV method is another population coding method, that assumes that each neuron in a population will produce a significantly higher spike count for examples of a particular class. Given spike trains produced by each neuron for examples of each class, the preference of each neuron towards each class is modeled through a set of weights (which are indicative of the expected number of spikes a neuron will produce for each class). At test time the population response for each class (i.e. \( r_{\text{pop}}(c) \)) is computed as a weighted average over the individual’s firing rates \( r_j \) scaled by their associated class weight \( w_{jc} \):

\[
    r_{\text{pop}}(c) = \frac{\sum_{j=1}^{m} m w_{jc} r_j}{\sum_{j=1}^{m} r_j}.
\]

The class with the highest overall rate is then predicted.

We believe these three methods will provide a comprehensive comparison for our novel work, due to their mechanistic differences (e.g. the Bayes decoder adopts a statistical representation for the population while the PV and HMFR methods adhere to rate coding principles) and the assumptions they impose on the combination and representation of spike trains (e.g. the Bayes decoder estimates how each neuron will spike for each class, while the PV and HMFR methods assume that neurons show support for a class through high spike counts). Furthermore, all methods facilitate comparison through their use of representations that are compatible with the ensemble learning combination methods discussed in Section IV.

**B. Our methods**

Following, we introduce two novel interpretation methods that address the interpretability issues of the HMFR and PV methods, and for the first time frame spiking neurons as generalized linear models (GLMs).

**Representing firing rates as class probability estimates (Normalised HMFR)**

Predicting the class of the neuron with the highest mean firing rate is equivalent to predicting the class of the neuron with the highest estimated probability, if the two methods interpret the spike train information in the same way. However, we argue that *probabilities are more interpretable* because they contextualize the activity of each class with respect to the other classes. Due to this, a probability can be interpreted as the amount of support given by the model to a specific class.

To convert firing rates into class probability estimates we can use a simple normalization step. For this study we investigated three normalization methods:

- **Softmax** \( e^{r_c} / \sum_{c=1}^{C} e^{r_c} \)
- **Normalizing by the total activity of the output layer** \( r_c / \sum_{c=1}^{C} r_c \)
- **Normalizing using the highest recorded rate** \( r_c / r_{\text{max}} \)

To ensure this normalization step does not damage the model accuracy, in Section V we evaluate the performance of SNNs (and ensembles) whose predictions have been interpreted as follows:
1) Estimate the firing rate for each output neuron [using (4)];
2) Combine the firing rates of populations of neurons associated with the same class (by averaging over the firing rates of neurons in each population);
3) Normalize the class firing rates using one of the three methods above;
4) Predict the class with the highest probability.

The first two steps of this process are equivalent to the HMFR (highest mean firing rate) method, while including all steps adds the normalisation, and hence defines the method termed Normalized HMFR. Based on preliminary results [75], softmax normalization is recommended in cases where the difference between the mean firing rate associated with the true class and other classes is very small, while the remaining two normalization methods should be used when high spike count fluctuations can be measured for repeated simulations of the same example. In our experiments we report the results for the normalization method that produced the highest classification accuracy.

Representing firing rates as Poisson means (CFR for single neurons)

In this section we introduce a novel interpretation method that models spiking neurons as GLMs. This enables us to clearly describe spiking neurons as statistical models, and facilitates the extension of this method to a population coding method (in Section IV-E) that combines the predictions of neurons (spiking in support of the same class) using ensemble learning principles.

GLMs have been used extensively in the machine learning literature to ensure that the optimization procedure maximizes the likelihood of the model with respect to the training data for new problem domains [76]. To our knowledge, GLMs have not been used in the same way to represent SNNs. Existing studies have employed GLMs as functional models for characterizing correlations between input stimuli and output spike trains of single (or populations of) spiking neurons [7], [77], [78], but not of entire networks. Thus, these studies do not discuss the idea of target (or expected) firing rates.

Drawing inspiration from the traditional approach of statistically representing spike trains as samples of Poisson point processes [47], [79], [80], a fitting distribution for representing the target domain of a spiking neuron is the Poisson distribution.

Given a multi-class classification problem, with $C$ classes indexed using $c = \{1, \ldots, C\}$, we define the target domain in terms of the mean of the Poisson distribution associated with each class, as follows:

$$
\lambda_c = \begin{cases} 
0, & y_i \neq c \\
r_{\text{max}}, & y_i = c.
\end{cases}
$$

In this case, an example $(x_i, y_i)$ whose class is $y_i = c$ would encode the target class as a vector of means $\lambda = (\lambda_0, \ldots, \lambda_C)$, with all but one value equal to zero. This encoding conveys a common assumption made by rate coding interpretation methods: that large firing rates indicate strong support for a class. If a different assumption (i.e. exact spike counts) needs to be encoded, the expected values $0$ and $r_{\text{max}}$ would be replaced with the predefined values.

Thus far we have assumed that each class is represented by a single target rate (i.e. modelling a homogeneous Poisson point process). In many cases, splitting a spike train into several windows (indexed using $w$) and estimating a firing rate (represented as $r_{cw}$) for each window can produce more accurate predictions. The target representation can easily be adapted to fit this process. Instead of having a single target rate per class we could have a vector of expected means $\lambda_c = (\lambda_{c1}, \ldots, \lambda_{cW})$. As the time windows are non-overlapping and each spike is assumed to be independent under the Poisson point process assumption, this approach represents spike trains as samples of an inhomogeneous Poisson point process.

IV. COMBINING SPIKING NEURON PREDICTIONS

There are many methods for combining the predictions of a set of models [31], [32]. Due to the complexity of the task and the specificity of these methods, it is difficult to compare combination methods from an optimality perspective. Moreover, many studies [81]–[84] have shown the no free lunch theorem also holds for combination methods. Thus, before choosing a method to combine the predictions of ensemble members it is important to determine what characteristics are important for the ensemble to have.

As our aim is to improve the accuracy of SNNs, it is important that the chosen combination method produces ensembles that are guaranteed to outperform the average single model. This is a reasonable requirement in general, as ensembles are more expensive to train than single models. From the ensemble learning literature we know that a combination method will produce an ensemble with the desired performance improvement if the ensemble error can be decomposed into the average divergence of the models, and their average disagreement (commonly referred to as the Ambiguity Decomposition or AD) [37].

For such a combination method to exist, specific requirements regarding the target domain and representation of predictions need to be met [33], [35]:

1) The target domain is represented using the same type of distribution with an exponential family for each model in the ensemble;
2) The model parameters maximize likelihood.

Once these conditions are met, the combination method that offers this performance guarantee (proposed in [33]) is the solution to:

$$
\bar{q} \equiv \arg\min_{q(y|x)} \sum_{m=1}^{M} w_m \text{KL}(q||q_m), \quad (7)
$$

with the solution

$$
\bar{q}(y|x) = \frac{1}{Z} \prod_{m=1}^{M} q_m(y|x)^{w_m} \quad (8)
$$

where $w_m$ is the weight of each model’s predictions during the combination process and $\text{KL}(q||q_m)$ measures the Kullback-Leibler divergence between the ensemble distribution and the
estimate learnt by a model with index $m$ in the ensemble. In other words an ensemble with minimum average ‘distance’ (measured as KL divergence) from the models being combined is guaranteed to make more accurate predictions than the average single model. As all models estimate the same type of target distribution the ensemble distribution is guaranteed to also be the same type of distribution [33]. This facilitates comparing the divergence between the ensemble and the target distribution, against the divergence between each model and the target distribution, allowing the AD to be formalized.

Next, we show how these theoretical principles have been implemented in two widely used combination methods that satisfy these requirements, formalizing their notation, and including their AD formulations. Then, in Section IV-C we extend these principles by introducing a novel combination method for predictions that have been modelled as Poisson distributions and derive for the first time its associated AD.

### A. Background: Combining real-valued scores

Given a dataset $D = \{(x_i, y_i)\}_{i=1}^N$ sampled i.i.d. from a joint distribution $P(X, Y)$ that describes a regression problem, it is assumed that the associated conditional distribution $P(Y|X)$ is a Gaussian distribution with fixed variance, such that $y_i \sim \mathcal{N}(\mu(x), \sigma^2)$.

When combining $M$ models trained on this dataset, where each model’s estimate of the unknown distribution mean $\mu(x)$ is represented as $f_m$, the mean estimate for the ensemble model that satisfies [8] is:

$$\bar{f}(x_i) = \frac{1}{M} \sum_{m=1}^{M} f_m(x_i).$$  \hspace{1cm} (9)

Each predictor is weighted uniformly, though different model weights ($w_m$) can be used such that $\sum_{m=1}^{M} w_m = 1$.

**Ambiguity decomposition for real-valued scores**

Krogh and Vedelsby [37] showed that for regression ensembles, where the problem is assumed to have a Gaussian distribution over its labels, at each data point the squared error of the ensemble predictor is guaranteed to be smaller than or equal to the average squared error of the individual estimators [56]:

$$(y_i - \bar{f}(x_i))^2 = \frac{1}{M} \sum_{m=1}^{M} (y_i - f_m(x_i))^2 - \frac{1}{M} \sum_{m=1}^{M} (\bar{f}(x_i) - f_m(x_i))^2,$$  \hspace{1cm} (10)

where the guaranteed improvement is proportional to the amount of disagreement between the predictions of the individuals, measured by the second term of (10).

### B. Background: Combining class probabilities

If a given dataset $D = \{(x_i, y_i)\}_{i=1}^N$ describes a classification problem, it is likely that the model predictions are represented as class probability estimates. Then, a suitable distribution to represent the target domain is the categorical distribution [31], [33], [34]. As the categorical distribution is completely defined by the probability associated with each outcome $y \in \{1, \ldots, C\}$, class labels are commonly represented as vectors of probabilities $p = (p_1, \ldots, p_C)$ which encode the likelihood of each class such that $y_i \sim \mathcal{C}(p(x))$.

In this case, [8] is directly applicable. Thus, given a set of $M$ models, whose estimated class probability vectors are represented as $q_m = (q_{1m}, \ldots, q_{Cm})$, the ensemble class probabilities are:

$$\bar{q} = Z^{-1} \prod_{m=1}^{M} q_m^{\frac{1}{M}} \quad \text{where} \quad Z = \sum_{c=1}^{C} \prod_{m=1}^{M} q_{cm},$$  \hspace{1cm} (11)

where $Z^{-1}$ ensures that $\sum_{c=1}^{C} \bar{q}_c = 1$. We refer to this combination method as the normalized geometric mean (or NGM).

**Ambiguity decomposition for class probabilities**

In this scenario, [33] showed that the AD takes the form:

$$\text{KL}(p|\bar{q}) = \sum_{m=1}^{M} w_m \text{KL}(p||q_m) - \sum_{m=1}^{M} w_m \text{KL}(\bar{q}||q_m).$$  \hspace{1cm} (12)

This means that as long as the models being combined do not make identical predictions (i.e. the second term of the AD, measuring the average disagreement from the ensemble prediction is greater than zero), the ensemble error is guaranteed to be smaller than the average error of the models being combined [i.e. the first term in (12)].

### C. Our method: Combining firing rate predictions

Section III introduces two novel methods of representing the predictions of SNNs as samples of distributions with exponential families, satisfying the first requirement for deriving an ensemble combination method that guarantees the ensemble predictor will have less error than the average single model. The second requirement is satisfied by training the models with a method that maximizes likelihood (which is true for the two methods we investigate – see Section III). In the following section we derive for the first time the combination method that offers this guaranteed improvement in accuracy and its associated AD for Poisson distributed predictions.

When predictions are represented as class probabilities we know (from Section III-B) that combining using the normalized geometric mean guarantees the ensemble will outperform the average single model. If spiking predictions are represented as firing rates instead, no such combination method has been defined in literature. Here we present a combination method that guarantees the same improvement in performance (given that firing rates are interpreted as Poisson means). For simplicity we assume that a single firing rate is estimated for each spike train (i.e. a single window is used), but the method can easily be generalised to multiple windows (as done in our experiments).

The conditional distribution $P(Y|X)$ is represented as a set of Poisson distributions, one for each outcome $y_i \in \{1, \ldots, C\}$, defined in terms of their means $\lambda = (\lambda_1, \ldots, \lambda_C)$. 

These rates \( \lambda \) encode the expected activity for each class, such that \( y_i \sim \mathcal{P}(\lambda(x)) \). The ensemble rate for a class \( c \) can therefore be derived from (8) as:

\[
\hat{\lambda} = \prod_{m=1}^{M} \left( \lambda_m \right)^{1/M}.
\]  

(13)

To see how these rates \( \hat{\lambda}_m \) are estimated from the spike trains produced by a model refer to (15).

**Ambiguity decomposition for firing rate predictions**

The AD (12) for class probability predictions states that the divergence of the ensemble predictor from the target distribution \( \text{KL}(p||\hat{q}) \) is guaranteed to be smaller than the average divergence of the models from the target distribution \( \sum_{m=1}^{M} w_m \text{KL}(p||q_m) \), by the average divergence of the models from the ensemble predictor \( \sum_{m=1}^{M} w_m \text{KL}(q_m||\hat{q}) \). Thus, as long as the models make different mistakes, the ensemble is guaranteed to produce a performance improvement over the average single model (i.e. the ambiguity term is greater than zero).

In the case when the target domain is represented using a set of Poisson distribution means, no AD has been derived. Following the process described in [35], we derive the AD for this scenario as:

\[
\text{KL}(p(\lambda)||q(\hat{\lambda})) = \frac{1}{M} \sum_{m=1}^{M} \left( \lambda \log \left( \frac{\lambda}{\hat{\lambda}_m} \right) + \hat{\lambda}_m - \lambda \right) \]  

(14)

\[
- \frac{1}{M} \sum_{m=1}^{M} \left( \lambda \log \left( \frac{\lambda}{\hat{\lambda}_m} \right) + \hat{\lambda}_m - \lambda \right),
\]

where \( \hat{\lambda} \) is the ensemble prediction, computed using (13), and the two terms correspond to the average model error and the ambiguity diversity.

If spike trains are split into more than one window a subscript is added to each mean and the \( \text{KL} \) (\( \lambda \)) is summed over each window \( w \).

**D. Alternative combination methods**

While we have provided arguments recommending that model predictions are ensemble using combination methods guaranteeing improvements in accuracy over the average single model, no combination method can be considered optimal in all situations [81]–[83]. We therefore compare the presented methods against three combination methods (that do not follow the requirements defined at the start of Section [14] and do not share their properties) commonly used in the machine learning community [31], [32] and in existing spiking ensemble studies [50], [51], [69], [74]:

- **Arithmetic mean only (AM):**
  \[
  \hat{y}_{ens} = \arg\max_c \left( \frac{1}{M} \sum_{m=1}^{M} \sum_{w=1}^{W} r_{mcw} \right)
  \]

- **Majority voting (MV):**
  \[
  \hat{y}_{ens} = \arg\max_c (\text{Vote}(\text{Vote}([0,1]^c)))
  \]

- **Arithmetic mean & voting (AM&MV):**
  \[
  \hat{y}_{ens} = \arg\max_c (\text{Vote}(\arg\max_e (\frac{1}{M} \sum_{m=1}^{M} r_{mcw})))
  \]

We included the AM&MV combination method (which is very similar to the other two: MV and AM only) because we expected that the way in which predictions are aggregated over independent windows leads to significant differences in the final prediction.

**E. Our method: CFR for populations**

In this section we return to the topic of interpreting spiking neuron predictions. We propose a novel population coding method that adopts the ensemble principles described in this section with the aim of investigating the similarity between populations and ensembles. This method adopts the assumptions and target representation introduced in Section [13]: specifically CFR for single neurons, idealizing output spike trains as inhomogeneous Poisson point processes. Building on the notation and assumptions introduced there, we generalize the CFR method for single neurons to interpret spike trains produced by populations of neurons. The difference between this method and existing population coding methods (like the Bayes decoder and PV) is that neurons are represented as GLM models, which enables us to combine predictions of neurons in a population using the ensemble principles discussed above.

Thus, in Section [14] we explore whether populations serve the same functions as ensembles, and therefore benefit from being constructed in the same way (e.g. can diversity in a population improve the accuracy of the population)?

Given many more output neurons than classes, where \( |O_c| \) records the number of output neurons spiking in support of class \( c \), we estimate the mean of the Poisson process underlying the spiking behavior of an output neuron \( k \) as:

\[
\hat{\lambda}_{kw} = \frac{1}{R} \sum_{j=1}^{R} n_{kwj},
\]

(15)

averaging over the spike counts \( n_{kwj} \) recorded for neuron \( k \) during the simulation window \( w \) [which represents the time period \( [t_w, t_w+\Delta t] \)], during the \( j \)-th simulation of the same example \( (x_1, y_1) \). Multiple simulations are necessary to minimize the effect of fluctuations observed in spike trains on the firing rates estimated.

To estimate a single Poisson mean per class, these rates are combined using the combination method derived in (13), which in this notation becomes:

\[
\hat{\lambda}_w = \prod_{k \in O_c} \hat{\lambda}_{kw},
\]

(16)

as it produces a better estimate of the expected population Poisson process mean than the average single neuron estimate. At the end of this process, we have estimated a vector of Poisson means for each class: \( \hat{\lambda}_c = (\hat{\lambda}_c, \ldots, \hat{\lambda}_AW) \).

Depending on the assumption encoded in the target rates (some examples of which are discussed in Section [13]), the prediction process might vary. In the most general case, if output neuron populations are expected to spike with a predefined frequency \( \lambda = (\lambda_1, \ldots, \lambda_W) \), the class with the smallest divergence (\( \text{KL}(p(\lambda)||q(\hat{\lambda})) \)) from the expectation would be predicted.
In the following experiments we adopt the simpler and most widely used assumption in practice, that the highest spiking frequency indicates the strongest class support (also adopted by the HMFR method). Thus, in each window the class with the highest firing rate is predicted, such that $y_w = \arg\max(\hat{\lambda}_1w, \ldots, \hat{\lambda}_Cw)$. Then, the class with the most votes across all windows can be predicted (using a majority vote).

V. EXPERIMENTS

The experimental aims investigated in the following sections demonstrate: the effect of the choice of interpretation method on the model accuracy (evaluated in Section V.A), the importance of the combination mechanism and its properties when combining predictions of spiking networks (verified in Section V.B), and our expectation that ensemble systems and populations of neurons benefit from making different assumptions (discussed in Section V.C).

A. Effect of spike-train interpretation method

The choice of spike-train interpretation method is explored by training single SNN models and processing the output according to the methods described in Section II. All reported results represent the average over 5 independent runs, obtained using the best window size and normalization method (for Normalized HMFR) [75], and with synaptic weights randomly initialized via unique seeds and trained independently according to the methods described in Section II.B. Each of the spike train interpretation methods of Section II is applied to an individual model, with results presented in Table I alongside baseline results from the literature for comparison.

To show the full advantage of ensemble systems, the evaluated models are intentionally kept small to reduce the number of trainable parameters, and by extension their training times. Thus, it should not be expected that a single model evaluated with the same interpretation method as in the original paper will be able to outperform the accuracy of the original model. For example, the HMFR interpretation of the USTDP model trained on MNIST achieves a single model performance of 67.63%, whereas the original paper achieved 82.9% accuracy with the same network architecture. This difference is due to results here using only a single pass through the training dataset during learning, while the original work used three passes. Despite the small models and simplified training processes, we expect certain interpretation methods (particularly the Bayes decoder) to outperform the accuracy produced with the HMFR method for our models, as different characteristics of the spike trains (e.g. information encoded in the exact timings of spikes) are exploited. Furthermore, we expect that when these weaker models are combined, the ensembles will produce higher accuracies than the original models.

As shown in Table I, the choice of interpretation method has a significant effect on model accuracy, with the Bayes decoder method producing the highest accuracies of all methods considered. Furthermore, for the models trained using SLAYER, the Bayes decoder has produced higher accuracies than those reported in the original paper, despite using much smaller models (or reduced training cycles in the case of USTDP) – see Section II. This shows that choosing a powerful interpretation method can not only improve the accuracy of state-of-the-art models, but also reduce significantly the size of models necessary to produce such performance (reductions in trainable parameters relative to original models of 16×, 12× and 20× respectively for the tasks: MNIST, NMNIST and DVS Gesture).

To understand the differences recorded above, we need to look at the mechanisms employed by the interpretation methods. The Bayes decoder estimates the parameters of the inhomogeneous Poisson point process that fits the observed spike trains. Using this point process estimate and its underlying distribution, the support for each class is represented as a probability. This approach has the advantage that the expected spiking frequency for each output neuron is estimated from training data, which can more closely match the behavior of the trained model than the general assumption that high spiking frequencies indicate strong support (adopted by the other methods). In addition to this, the fact that the Bayes decoder shows a clear preference towards small windows (10 ms vs 350 ms preferred by the other methods [75]) suggests that it can capture information encoded in the exact times of spikes (which becomes less obvious as the window size is increased). In contrast, the other 4 interpretation methods require much larger window sizes because they all rely on estimating firing rates which require more observations to produce good estimates of the spiking activity.

B. Effect of ensemble prediction combination method

The choice of combination method is explored by training an ensemble of SNNs, with each individual model using the Bayes decoder interpretation method, and combining the outputs according to the methods described in Section IV. All reported results represent the average over 5 independent runs, obtained using the best window size and normalization method (for Normalized HMFR) [75]. Each ensemble combines the predictions of 5 models with the same architecture, whose weights have been initialized with a different random seed, and which have been trained independently.

So far we have given arguments to recommend that model predictions are ensembled using combination methods that guarantee improvements in accuracy over the average single model, however no combination method can be considered optimal in all situations [81]–[83]. Due to this, in Table II we evaluate our recommended combiners (i.e. the normalized geometric mean, or NGM, for the Bayes decoder ensembles), against three combination methods that are commonly used in the machine learning community [31], [32] and in existing spiking ensemble studies [50], [51], [69], [74]: Arithmetic Mean (AM), Majority Voting (MV) and Arithmetic mean & Majority Voting (AM&MV) – see Section IV-D. The AM&MV combination method is included (despite its similarity to: MV and AM only), due to the way in which its predictions are aggregated over independent windows leading to significant differences in the final prediction.

As shown in Table II on MNIST and DVS Gesture our ensembles produce state-of-the-art results, improving upon
**TABLE I**
EVALUATING THE EFFECT OF SPIKE TRAIN INTERPRETATION METHODS.

| Dataset       | Method   | Parameters       | Interpret   | Accuracy       |
|---------------|----------|------------------|-------------|----------------|
| MNIST         | USTDP [21] | 5 017 600 (original) | HMFR        | 95.00%         |
|               |          | 313 600 (ours)   | Bayes decoder | 93.62 ± 0.01% |
|               |          |                  | Norm. HMFR  | 67.63 ± 0.11% |
|               |          |                  | CFR         | 65.71 ± 0.11% |
|               |          |                  | PV          | 66.59 ± 0.11% |
| NMNIST        | SLAYER [19] | 1 411 000 (original SMLP) | HMFR        | 98.89 ± 0.06% |
|               |          | 118 600 (ours)   | Bayes decoder | 99.43 ± 0.00% |
|               |          |                  | Norm. HMFR  | 87.56 ± 0.02% |
|               |          |                  | CFR         | 87.48 ± 0.02% |
|               |          |                  | PV          | 87.48 ± 0.02% |
| DVS Gesture   | SLAYER [19] | 1 059 616 (original SCNN) | HMFR        | 93.64 ± 0.49% |
|               |          | 54 200 (ours)    | Bayes decoder | 97.49 ± 0.01% |
|               |          |                  | Norm. HMFR  | 68.12 ± 0.04% |
|               |          |                  | CFR         | 68.12 ± 0.04% |
|               |          |                  | PV          | 65.52 ± 0.03% |

**TABLE II**
EVALUATING THE EFFECT OF COMBINATION METHODS ON OVERALL ENSEMBLE PERFORMANCE.

| Dataset         | Method   | Parameters       | Interpret   | Combine   | Accuracy         |
|-----------------|----------|------------------|-------------|-----------|------------------|
| MNIST           | USTDP [21] | 5 017 600 (original) | HMFR        | -         | 95.00%           |
|                 |          | 1 568 000 (ours - ens) | Bayes decoder | NMG     | 98.71 ± 0.00%   |
|                 |          |                  | AM          | 94.72 ± 0.00%   |
|                 |          |                  | MV          | 97.74 ± 0.00%   |
|                 |          |                  | AM&MV       | 98.71 ± 0.00%   |
| NMNIST          | SLAYER [19] | 1 411 000 (original SMLP) | HMFR        | -         | 98.89 ± 0.06%   |
|                 |          | 593 000 (ours - ens) | Bayes decoder | NMG     | 100.0 ± 0.00%   |
|                 |          |                  | AM          | 99.80 ± 0.00%   |
|                 |          |                  | MV          | 100 ± 0.00%     |
|                 |          |                  | AM&MV       | 100.0 ± 0.00%   |
| DVS Gesture     | SLAYER [19] | 1 059 616 (original SCNN) | HMFR        | -         | 93.64 ± 0.49%   |
|                 |          | 271 000 (ours - ens) | Bayes decoder | NMG     | 99.09 ± 0.00%   |
|                 |          |                  | AM          | 95.92 ± 0.01%   |
|                 |          |                  | MV          | 99.09 ± 0.00%   |
|                 |          |                  | AM&MV       | 99.09 ± 0.00%   |
|                 |          |                  |             | 80 000 (original) | HMFR        | -         | 95.68 ± 0.32% |
|                 |          |                  |             | 690 816 (original) | Norm. HMFR | -         | 96.09%     |
the performance of existing methods by large margins. On the MNIST dataset, our ensembles outperform all existing spiking ensemble models and single spiking networks, except for the spiking CNN (SCNN) proposed in [21]. However, taking into account the differences between training approaches (i.e. USTDP is an unsupervised training routine) and the size of our individual networks (313,600 parameters) it is clear that our ensembles could produce even better results given larger networks and more training iterations. As our aim is not to reach a new state-of-the-art performance, but to demonstrate how reliably ensembles can outperform complex single models when their outputs are interpreted and combined as shown here, these small networks are better suited.

In each case the ensembles produced large improvements in accuracy over the original models they are compared against using much smaller architectures. While in most cases all combination methods produced an improvement over the accuracy of the single model reported in Table I (with the exception of the AM combiner on the DVS Gesture dataset), the NGM (normalized geometric mean) and AM&MV combiners have reliably produced the best accuracies on all three datasets.

The AM&MV combiner was designed to tackle some specific weaknesses observed in the AM and MV combiners when used separately. For example, the AM combiner is easily skewed by windows with high spike counts, which in many situations is beneficial (hence the good performance produced by these ensembles). However, for interpretation methods that benefit from splitting the simulation interval into many windows (as the Bayes decoder does) having a small subset of windows drawn out of the rest of the predictions is not beneficial, and a method such as MV (which assigns equal weight to each window) might be more suitable. In this case AM&MV perfectly addresses these issues, however to gain such insights many experiments need to be run and evaluated in depth, which is not always possible or desirable. Although in the experiments presented here AM&MV produces very good results it cannot be guaranteed that on different datasets, architectures, or training approaches the same results would be produced. Thus, we argue that a combination method that guarantees an improvement over the average single model performance (such as the NGM method) should be preferred and used over alternatives.

Furthermore, NGM is the only combination method (out of the 4 included in Table III) that constructs ensembles for which the average error and diversity can be measured and used to gain further insights into the ensembles constructed. From Table III we see that certain interpretation methods are better at conveying differences between output spike trains in the predictions they make, leading to ensembles with higher diversity (reflected in the average ambiguity). It is important to note that comparisons are made by discussing the size of the ambiguity term relative to the size of the average model error, as direct comparisons between the ensembles are not possible.

The similar values for accuracy and diversity recorded for all ensembles combining firing rates (i.e. HMFR, CFR, and PV), could show that the representation they adopt (firing rates) is insufficiently expressive. While this is likely true to some degree, the fact that the HMFR and Normalized HMFR single model and ensemble average accuracy are identical suggests that the interpretation method has a larger effect on the amount of diversity that is conveyed through the decoded predictions. For example, the fact that the Bayes decoder performs better when using smaller windows is possible in part due to its mechanism of estimating class probabilities and combining these probabilities. When a similar process is attempted using firing rates, a small subset of windows that contain most of the spikes recorded end up dictating the final prediction, which does not happen when using probabilities as they contextualize the activity for other classes as well (hence they are normalized by the total activity recorded).

C. Should populations of neurons be treated as ensembles?

As the models trained with the unsupervised STDP method [21] are the only ones (out of the ones trained) making use of populations of output neurons to make predictions, we restrict our discussion here only to them.

Fig. 5 shows that ensemble systems and populations do not follow the same assumptions. As the task being learnt is too complex for a single neuron to solve, it is natural that the predictions made with the best (Best opt.) or average (Average opt.) single neuron of each population are outperformed by all other interpretation methods, regardless of their categorization as population coding methods (Bayes decoder, PV, and CFR), or not (HMFR and Norm. HMFR).

The desirable properties of the Bayes decoder method (preference for small window sizes, estimating the expected target activity from training data) discussed so far, which are not shared by other methods, address the aim of this
investigation. Populations of neurons do not benefit from being treated as ensemble systems because they do not share many of the properties of the ensemble individuals. A single neuron in a population cannot be treated as a weak learner because it has not been trained to be capable of distinguishing between classes on its own, it relies on the support of the other neurons in the population to make correct predictions. From this perspective a population of neurons is more similar to a tightly correlated ensemble (e.g. ensembles trained with modular loss [35]), than the ensembles discussed here.

VI. CONCLUSIONS

This work explores the application of ensemble learning theory to spiking neural networks (SNNs), with the goal of improving performance of these bio-inspired algorithms. Performance is assessed on common tasks from the literature, including the image-recognition standard MNIST, along with event-based image recognition and gesture datasets incorporating temporal information. Two learning methods from the literature are utilised to train individual networks within ensembles: a bio-inspired unsupervised STDP approach; and a gradient-based technique using pseudo derivatives to overcome the spike discontinuity and enable training via error back-propagation. While a great number of methods now exist for training SNNs, these techniques are representative of both the neuroscience and machine learning communities, and demonstrate the power of ensembling when applied to both domains.

We first show that the method used to interpret spike trains into human-understandable predictions (Section III) has a significant effect on the accuracy of the models, with methods such as the Bayes decoder producing state-of-the-art performance with much smaller models than previously reported (reductions of trainable parameters relative to published models of 16×, 12× and 20× respectively for the tasks: MNIST, NMnist and DVS Gesture). In addition to this, by decomposing the error of the ensembles evaluated here we show that certain interpretation methods (namely the Bayes decoder) are more capable of conveying differences in output spike trains into the predictions they make, leading to ensembles with larger diversities (and larger increases in ensemble accuracy by consequence).

We then demonstrate how to ensemble SNNs with the guarantee that the ensemble predictor will outperform the average single model (Section IV), through extension of the set of combination methods with this property to predictions that are Poisson distributed. Furthermore, we derive for the first time the Ambiguity Decomposition for this combination method, which expresses the average ensemble error in terms of the average model error and the average ensemble ambiguity (indicative of ensemble diversity). Comparing the ensemble combination methods advocated here (i.e. the normalized geometric mean for class probabilities and the geometric mean combiner for firing rates), against typical combination methods used in literature (taking an arithmetic mean or majority vote over predictions), and a novel method designed to address specific issues (the arithmetic mean & majority vote method, which is a combination of the former two), we show that our methods should be preferred in all cases. Ensemble predictions surpass state-of-the-art for all results presented, achieving classification accuracies of 98.71%, 100.0%, and 99.09%, on the MNIST, NMnist and DVS Gesture datasets respectively. Furthermore, the ensemble systems produced an overall reduction in trainable parameters relative to the originally published models, exhibiting reductions of 3.2×, 2.4× and 3.9× respectively for the three tasks.

Finally, we argue and empirically demonstrate that ensembles and populations of neurons benefit from different strategies when combining predictions/spike trains. This is because all models in an ensemble have the same definition for the target, while in a population no such definition exists. Each neuron develops an internal target expectation (i.e. learns to show support for a class) and produces spikes according to that definition. Benchmarking our ensembles against existing literature we show that an ensemble can produce higher accuracy than the average single model (as reported in the original papers), with a reduction in computation costs (as ensembles benefit from using weaker models).

A natural continuation of this work would be to investigate how diversity can be encouraged in ensembles of SNNs [75]. From implicit diversity mechanisms, to explicit methods of constructing diverse ensembles [35], such methods have been insufficiently explored for SNNs and have the potential to further reduce the gap between conventional and SNNs.
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