Performance evaluation of various deep learning based models for effective glaucoma evaluation using optical coherence tomography images
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Abstract
Glaucoma is the dominant reason for irreversible blindness worldwide, and its best remedy is early and timely detection. Optical coherence tomography has come to be the most commonly used imaging modality in detecting glaucomatous damage in recent years. Deep Learning using Optical Coherence Tomography Modality helps in predicting glaucoma more accurately and less tediously. This experimental study aims to perform glaucoma prediction using eight different ImageNet models from Optical Coherence Tomography of Glaucoma. A thorough investigation is performed to evaluate these models’ performances on various efficiency metrics, which will help discover the best performing model. Every net is tested on three different optimizers, namely Adam, Root Mean Squared Propagation, and Stochastic Gradient Descent, to find the best relevant results. An attempt has been made to improvise the performance of models using transfer learning and fine-tuning. The work presented in this study was initially trained and tested
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on a private database that consists of 4220 images (2110 normal optical coherence tomography and 2110 glaucoma optical coherence tomography). Based on the results, the four best-performing models are shortlisted. Later, these models are tested on the well-recognized standard public Mendeley dataset. Experimental results illustrate that VGG16 using the Root Mean Squared Propagation Optimizer attains auspicious performance with 95.68% accuracy. The proposed work concludes that different ImageNet models are a good alternative as a computer-based automatic glaucoma screening system. This fully automated system has a lot of potential to tell the difference between normal Optical Coherence Tomography and glaucomatous Optical Coherence Tomography automatically. The proposed system helps in efficiently detecting this retinal infection in suspected patients for better diagnosis to avoid vision loss and also decreases senior ophthalmologists’ (experts) precious time and involvement.
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## 1 Introduction

The very first section is composed of four subsections. The first three sub-sections are dedicated to the introduction of retinal image analysis, glaucoma, and optical coherence tomography, respectively. The last subsection is dedicated to the motivation and purpose of this study.

### 1.1 Retinal image analysis

Retinal pictures are digital images of the rear of our eyes. It displays the optic disc, the retina (where light and pictures hit), and blood vessels. The following Fig. 1 is an example of a retinal image of a healthy eye [5]. According to Abramoff et al. [1], retinal imaging has amplified during the last many years and has rapidly grown within ophthalmology in the past twenty years. It is the backbone of clinical consideration and the board of patients with retinal diseases. The availability of good quality cameras to take images of the retina makes it possible to examine the eye for the presence of many different eye diseases with a simplified, non-invasive method. To a great extent, it is utilized for historical studies, telemedicine, and research on new treatments for glaucoma.

![Eye Structure](image)

**Fig. 1** Eye Structure
1.2 Glaucoma

High intraocular pressure is most commonly associated with the development of glaucoma, which affects the eye’s optic nerve. Lucid fluid fills the front eye, known as “aqueous humor,” which continually and regularly forms on the surface of the eyeball, providing a constant level of pressure. Because of the rise in pressure, the fluid does not drain from the eye. Furthermore, this condition causes the optic nerve, which is responsible for transmitting picture information from the eye to the brain, to deteriorate with time. It has little impact on eyesight at first, so it frequently goes undetected by patients. It is the second leading reason for sightlessness and is characterised by steady damage or harm to the optic nerve and resultant loss of insight view [69]. The conventional techniques of diagnosis employed by ophthalmologists include tonometry, pachymetry, and others. Early identification and ideal treatment have appeared to satisfy the risk of visual adversity because of glaucoma. Figure 2 shows a healthy eye (left) and a glaucomatous eye (right). Imaging techniques like Optical Coherence Tomography play a crucial role in the analysis of glaucoma (Fig. 3), monitoring the progress of the disease, and evaluating structural damage [72].

1.3 Optical coherence tomography

Optical coherence tomography (OCT) is a comparatively new imaging method that gives a clear perspective on intraretinal morphology and grants non-invasive, depth-resolved, non-contact functional imaging of the retina [15]. Ophthalmologists widely accept an OCT because it provides a cross-sectional view of retinal tissues. It represents the comprehensive layer of information showing the structural damage and sectional imaging of ocular tissue [34]. It is highly dependable, and as a result, it is commonly used as a subordinate in routine glaucoma patient management. Glaucoma can also be checked with the help of the Time-domain OCT and Fourier domain OCT, which are both very helpful [56].

Glaucoma is an ophthalmic ailment distinguished by progressive structural changes, such as diminishing of the retinal nerve fibre layer (RNFL). The RNFL thickness deviation map study, a color-coded map indicating RNFL abnormality regions, detects glaucoma with high sensitivity and precision. To track and follow diffuse and focal RNFL development, pattern analysis of average and sectorial RNFL thicknesses and event analysis of the RNFL thickness maps and RNFL thickness profiles can be used. OCT-RNFL estimation of the thickness measurement is an important tool for structural analysis in current clinical glaucoma treatment [55]. OCT uses light waves to take the measurements. Cross-sectional images of the retina. Using OCT, the doctors can see every single particular layer of the retina. It allows ophthalmologists to map and quantify the thickness, which encourages the diagnosis.

![Fig. 2](image_url) Eye Images showing glaucoma and normal eye
1.4 Motivation and purpose of study

Every year, millions of citizens are hit by glaucoma, and ultimately its progression reaches irreversible blindness due to steady damage or harm to the optic nerve [24]. It is the second leading cause of blindness among human beings and the foremost reason for irreversible sightlessness worldwide. It has been observed that 13% of eye-related diseases are related to glaucoma [30]. As per prior published studies on the prediction of glaucoma patients in the world in coming years, specifically in the USA, there is a projection that there will be about 7.32 million patients in 2050 [70]. Other studies project that more than 79.6 million people will be infected by this disease in the coming years, as the population ages [55]. Significant visual impairments associated with early stages of the disease may be limited by prompt diagnosis and adequate treatment of the condition. Periodic routine screening will help to diagnose glaucoma in a timely manner while reducing the workload of specialist ophthalmologists [7]. Therefore, it is important to detect glaucoma during the initial stage in order to halt or at least mitigate its development and to maintain vision [20].

The changes in the internal structure of the retina layers caused by glaucoma need to be noticed because a timely and advanced investigation may prevent vision loss. As a result, among the researcher community, this domain is the hot cake these days. The critical objective of the latest research is to design an automated computer-aided glaucoma recognition system that takes retinal OCT images as input. As an output, it classifies the patient’s input images into two classes (glaucoma or healthy) [45]. This automated system has many benefits, such as replacing expensive advanced hardware-dependent diagnostic devices, replacing all omnipresent conventional detection methods, increasing the precision of the identification, decreasing variability, and reducing diagnosis time, thus replacing or at least minimizing the reliance on skilled ophthalmologists (required for the complex character of glaucoma disease pathology) [46]. The researchers have made several charitable attempts in the last 15 years to find an efficient approach to glaucoma recognition. Initially, research was focused on multiple image processing and feature engineering techniques. With the recent developments in artificial intelligence, various proficient state-of-art machine learning algorithms and deep learning models have come into existence [59]. With the advances in medical imaging, biomedical engineering, and the enhanced usability of these algorithms, researchers have begun concentrating on applications of these deep learning models for various human-related diseases, including glaucoma. After going through multiple studies published during the last ten years, it has been realized that practitioners have made many severe attempts at early and timely recognition of glaucoma using retina fundus images [78]. However, similar attempts to diagnose glaucoma using OCT images were not made, and the domain was not ultimately revealed [33].
Moreover, changes to published findings still have more scope, enabling the research results to be realistic for human society, which may potentially replace costly clinical instruments and minimize the reliance on ophthalmologists. This all motivates us to select this domain and to apply various of the most recent deep learning models to the early detection of glaucoma with enhanced results on various efficiency evaluation metrics. This experimental study is also a serious and successful attempt in the same direction. Through this work, an attempt has been made to design deep learning models for automated computerized glaucoma recognition which will generate high efficiency and timely results with the least amount of human intervention. This study intends to identify and implement algorithms that can learn and run through the datasets and, after that, efficiently predict glaucoma symptoms so that they can be prevented or slowed down.

The main contributions are summarized as follows:

1. Eight latest deep learning models with three different optimizers have employed for the classification of Optical coherence tomography images into two classes: normal and glaucomatous. For performance enhancement, transfer learning and fine tuning are also implemented.

2. For this empirical study, two subject datasets have been selected that are not correlated with each other. Initially, using a large dataset, models are trained, and from those, we selected the four best-performing models. Later on, exhaustive testing is performed on these four models using the second dataset only. This approach is rarely used by practitioners where training and testing are performed on different datasets; classically, part of the training dataset is selected for testing purposes.

3. While doing a comprehensive literature survey, it was found that few researchers have shown the superiority of their model’s performances using Area under Curve only. However, in this empirical study, both Area under Curve and accuracy are demonstrated in selecting the superior model(s). It is also noticed that the best performing models have achieved auspicious and highly satisfactory accuracy values.

4. As already stated, eight models with three optimizers have been analysed on various efficiency parameters like sensitivity, specificity, F1-Score, precision, Area under Curve Score, and accuracy. Based on the accuracy, it is concluded that VGG16 (using Root Mean Squared Propagation Optimizer) achieved the best accuracy of 95.68%, sensitivity of 92%, F1-Score of 93%, specificity 96%, and Area under Curve of 0.95. To our knowledge, this is a first attempt to apply an EfficientNet for Glaucoma classification from Optical coherence tomography. The results of this model are promising, but not the best.

5. The proposed computerised automated system for early and timely glaucoma identification requires the least amount of human intervention with high proficiency. The study fills up the research gap by proposing a system based on the latest deep learning-based nets and outputs high accuracy standards that are on par with various ophthalmologist societies.

The paper begins with a concise description of OCT. At the end of this segment, a detailed motivational note is also given. Section 2 explores the history and associated studies in the area of OCT in glaucoma. A comprehensive comparative table is also shown at the end of this section. In Section 3, a detailed outline is provided for the proposed methodology, and a comprehensive description of the Convolution Neural Network (CNN) is provided, along with
the architecture of various deep learning nets used in the study, a selected dataset, and preprocessing steps. Section 4 reports the performance measurement of different deep learning-based algorithms on the benchmark dataset for the mentioned purpose and extensive simulation results. Section 5 talks about and compares existing literature, and then finally Section 6 is dedicated to scope, limitations, and future guidelines.

2 Literature review

In today’s world, deep learning is one of the most prominent domains used by the research community in the medical profession. For example, researchers are employing deep learning in recognizing novel diseases like COVID-19 [25] or classical infections like Alzheimer [44]. It also helps to identify diseases like glaucoma more accurately [4]. Review studies [51] and [38] are entirely dedicated to the application of deep learning based approaches for efficient glaucoma recognition. Deep learning helps to extract complex features automatically from a variety of data. Some relevant and prominent prior published studies have been shortlisted, which are discussed below. Table 1 is also shown at the end of this section. In the table, NA means that the data is not available in the published literature, and it shows how the two groups compare.

Maetschke et al. [33] have introduced a profound training technique that uses 3-D CNN and separates eyes from the raw un-segmented OCT volume of the optic nerve head (ONH) directly into nonglaucoma or glaucoma eyes. They applied deep learning techniques and obtained a high AUC of 0.94, which provides more information regarding OCT volume regions, which is majorly significant for glaucoma diagnosis. An et al. [3] developed machine learning algorithms for glaucoma detection in open-angle glaucoma patients. This approach was based on using OCT methods and on coloured fundus pictures. CNN was used for the disc fundus graphic, disc RNFL thickness map, disc GCC thickness map, and disc RNFL deviation map. Knowledge augmentation and dropout were used to train CNN. The process hit 0.963 area under the curve (AUC). Naveed et al. [43] discussed various techniques of research for more accurate glaucoma screening. The most commonly used methods for glaucoma detection using OCT were attached, and using fundus images was also described. They discussed that the increment in cup-to-disc ratio (CDR) is the primary factor in classifying and sorting out glaucoma patients from other patients. Lee et al. [28] proposed a method for automatically segmenting the rim in spectral-domain 3-D OCT volume and optic disc images. Four surfaces that are intra-retinal were segmented using a rapid multi-scale 3-D graph search algorithm. Kansal et al. [23] presented an investigation to compare the OCT device’s glaucoma detection precision and accuracy. An electronic data extraction search strategy was used for the relevant study. The parameters of the study were glaucoma patients, parametric glaucoma, mild, pre-parametric glaucoma, myopic glaucoma, and moderate-to-severe glaucoma. The result of the study proves that OCT devices, when demonstrated, give excellent detection accuracy. They conclude that all five OCT devices have comparable categorization abilities. Patients with more severe glaucoma had better AUROCs. Bussell et al. [6] offer a comparison of Spectral-domain OCT (SD-OCT) and Time-domain OCT (TD-OCT) for glaucoma prediction. With SD-OCT there are advantages in assessing glaucoma due to faster scanning speeds, increased axial resolution that leads to lower susceptibility to eye movement artifacts, and improved reproducibility while having similar detection accuracy. For glaucoma testing, SD-OCT has better axial resolution, quicker scanning rates, and better repeatability than TD-OCT. In a
| Year | Author and References | Method(s) | Techniques (including preprocessing) | Dataset | Accuracy /AUC |
|------|-----------------------|-----------|--------------------------------------|---------|--------------|
| 2019 | An et al.[3]          | Machine learning and Transfer learning of CNN (VGG19) Segmentation of Optic disc cup and rim in spectral-domain 3D OCT (SD-OCT) volumes. | Subject and extracted images,CNN; Random forest. Intraretinal surface segmentation using multi-scale 3D graph; Retinal flattening; Convex Hull-based fitting. | 208 glaucoma eyes and 149 healthy eyes | AUC-0.94 |
| 2009 | Lee et al.[28]        | Segmentation of Optic disc cup and rim in spectral-domain 3D OCT (SD-OCT) volumes. | Retinal nest; Convex Hull-based fitting. | 27 spectral-domain OCT scans (14 right eye scans and 13 left eye scans) | ACC-NA | AUC-NA |
| 2018 | Kansal et al.[23]     | Optical coherence tomography for glaucoma diagnosis: An evidence-based meta-analysis. Glaucoma diagnostic accuracy of commercially available OCT devices. | Meta-analysis; Focus on AUROC curve; Macula ganglion cell complex (GCC). | 16,104 glaucomatous and 11,543 normal control eyes | AUROC-for RNFL 0.897 GCC 0.885 GCIP 0.858 |
| 2011 | Xu et al.[74]          | 3D Optical Coherence Tomography Super Pixel with Machine Classifier Analysis for Glaucoma Detection | Machine Classifier. | 192 eyes of 96 subjects having 44 normal, 59 glaucoma, 89 glaucomatous eyes. | ACC-NA | AUC-0.855 |
| 2014 | Busell et al.[6]      | OCT for glaucoma diagnosis, screening and detection of glaucoma progression | Focus on SD-OCT, TD-OCT, RNFL thickness, GCC, GCIP and AUC | 100 healthy subjects for 30 months of longitudinal evaluation. | ACC-NA | AUC-NA |
| 2019 | Asoka et al.[4]       | CNN and Transfer Learning | Image Resize and Image Augmentation | Training 94 Open Angle Glaucoma (OAG) and 84 normal eyes. For testing 114 OAG eyes and 82 normal eyes | AUCROC: DL Model 0.937, RF 0.820, SVM 0.674 |
| 2017 | Muhammad et al.[39]   | CNN (AlexNet)+ Random Forest | Border segmentation, Image Resize | 57 image taken from Glaucoma and 45 images from Normal | Best Accuracy reported 93.31% |
| 2020 | Lee et al.[27]        | NASNET Deep Learning Model | Image pixel value normalized between 0 and 1 and the image size 331 x 331 matrix. | 86 Glaucoma and 196 healthy | Deep Learning achieve AUC 0.990 |
| 2020 | Thompson et al.[68]   | CNN | N A | 612 Glaucomatous eyes and 542 normal eyes | Deep Learning Probability: ROC Curve Area 0.96 |
recently published study on glaucoma identification, authors selected OCT data (Singh et al. [58]). Forty-five vital features were extracted using two approaches. Five machine learning algorithms were employed for the categorization of OCT images into the glaucomatous and non-glaucomatous classes. K Nearest Neighbour (0.97) achieved the highest AUC.

| Year | Author and References | Method(s) | Techniques (including preprocessing) | Dataset | Accuracy /AUC |
|------|-----------------------|-----------|--------------------------------------|---------|---------------|
| 2020 | Wang et al. [71]      | CNN with semi-supervised learning | N A | 2669 Glaucomatous eyes and 1679 normal eyes | AUC:0.977 |
| 2019 | Maetschke et al. [33] | 3D CNN | Augmentation and image resizing | 847 volumes from glaucoma and 263 volumes from healthy | DL model AUC 0.94 |
| 2019 | Ran et al.[50]        | 3D CNN (ResNet) | Data Preprocessing | 1822 glaucomatous eyes and 1007 normal eyes | Primary validation dataset accuracy 91% |
| 2019 | Russakoff et al. [54] | gNet3D | N A | 667 eyes as referable and 428 eyes as non-referable | AUC:0.88 |
| 2019 | Medeiros et al. [37]  | CNN | Image downsampled to 256×256 pixels | 699 glaucoma eyes and 476 normal eyes | Predicted RNFL thickness: 0.944 |
| 2019 | Thompson et al. [67]  | CNN | For ensuring the quality of image, manually reviewed and signal strength of at least 15 dB | 549 glaucoma eyes and 166 normal eyes | DL prediction AUC: 0.945 |
| 2019 | Fu et al. [14]        | CNN (Multi level Deep Learning) | N A | 1102 images with open angle glaucoma and 300 images with angle-closure | AUC:0.95 CI |
| 2019 | Xu et al. [73]        | CNN (ResNet18) | Image Resize | 1943 images with open angle, 2093 images with closed angles | AUC:0.933 |
| 2019 | Hao et al. [21]       | Multi-Scale Regions Convolutional Neural Networks (MSRCNN) | Three scale regions with different sizes are resized to 224×224 | 1024 with open angle glaucoma, 1792 images with narrowed angle subjects for glaucoma and 146 normal subjects | AUC: 0.9143 |
| 2011 | Mwanza et al. [41]    | Statistical Software are used for statistical analysis | Image resized 200×200 pixels | 73 subjects for glaucoma and 146 normal subjects | AUC:0.96 |
| 2012 | Sung et al. [61]      | Statistical analysis variance test and pearson correlation | Image resized 200×200 pixels | 405 glaucoma patients, and 109 healthy individuals | AUC: 0.957 |
| 2012 | Kotowski et al. [26]  | Statistical analysis | OCT image segmentation | 51 healthy, 49 glaucoma suspect and 63 glaucomatous eyes | AUC: 0.913 |
Xu et al. [74] presented an analysis of various ocular diseases using a 3-D standard quantitative SD-OCT. Authors presented data analysis techniques and the use of the 3-D dataset. Superpixels are grouped from adjacent pixels to detect glaucoma damage; machine learning classifiers analysed the proposed algorithm that uses SD-OCT images. In the recently published study on glaucoma, the authors (Ajesh et al. [2]) aimed to boost the sensitivity of glaucoma diagnosis through a novel classification focused on efficient optimisation. The Jaya-chicken swarm optimization (Jaya-CSO) proposal combines the Jaya algorithm with the CSO system to change the RNN classifier weights. Recent research on the use of Deep Learning (DL) on OCT for glaucoma evaluation is summarised in this review, along with the potential clinical implications of developing and using Deep Learning models (Ran et al. [52]). This research describes a method for diagnosing glaucoma using a B-scan OCT picture (Raja et al. [49]). The suggested approach uses a CNN to automatically partition retinal layers. The inner Limiting Membrane (ILM) and retinal pigmented epithelium (RPE) were used to compute the CDR for glaucoma diagnosis. The suggested approach extracts candidate layer pixels using structure tensors and then classifies them using CNN. A VGG16 architecture was used to extract and classify retinal layer pixels. The resultant feature map was combined into a SoftMax layer for classification, producing a probability map for each patch’s centre pixel. The authors described a deep learning architecture for glaucoma screening using OCT images of the optic disc (Wang et al. [71]). The authors used structural analysis and function regression to successfully discriminate glaucoma patients from normal controls. The technique works in two steps: first, they used a semi-supervised learning strategy with a smoothness assumption to give missing function regression labels. The proposed multi-task learning network may then simultaneously explore the structure and function link between OCT image and visual field measurement, improving classification performance.

The authors present and evaluate CNN models for glaucoma detection using OCT RNFL probability maps (Thakoor et al. [66]). Attention-based heat maps of CNN areas of interest imply that adding blood vessel location information might improve these models. They created purely OCT-trained (Type A) and transfer-learning based (Type B) CNN architectures that detected glaucoma using OCT probability map pictures with good accuracy and AUC. Using Grad-CAM attention-based heat maps to highlight locations in pictures helps us learn what causes uncertainty in false positives and false negatives. In this study, Fu et al. [13] presented an automated anterior chamber angle (ACA) segmentation and measuring approach for AS-OCT images. To get clinical ACA measurements, this study introduced marker transfer from labelled exemplars and corneal border and iris segmentation. These include clinical anatomical examination, automated angle-closure glaucoma screening, and massive clinical dataset statistical analysis. They designed a Multi-Context Deep Network (MCDN) architecture in which parallel CNNs were applied to certain picture areas and scales proven to be helpful in identifying angle-closure glaucoma clinically. The purpose of this study was to evaluate the diagnostic capability of swept-source OCT (DRI-OCT) and spectral-domain OCT (Cirrus HD-OCT) for glaucoma (Lee et al. [29]). This study used two OCT systems to measure PP-RNFL, whole macular, and GC-IPL thickness. They measured the PP-RNFL using three-dimensional DRI-OCT scanning with 12 clock-hour sectors. The authors’ objective was to develop a segmentation-free deep learning technique for glaucoma damage assessment utilising SD-whole OCT’s circle B-scan image (Thompson et al. [68]). This single-institution cross-sectional investigation employed SD-OCT images of glaucoma (perimetric and preperimetric) and normal eyes. A SD-OCT circular B-scan without
segmentation lines was used to train a CNN to distinguish glaucoma from normal eyes. The DL algorithm’s estimated likelihood of glaucoma was compared to SD-OCT software’s standard RNFL thickness parameters. They proved that the DL algorithm had larger AUCs than RNFL thickness at all stages of illness, notably preperimetric and moderate perimetric glaucoma. The aim of this study was to evaluate the diagnostic accuracy of two well-known modalities, OCT and fundal photography, in glaucoma screening and diagnosis (Murtagh et al. [40]). A meta-analysis of diagnostic accuracy was done using the AUROC. The meta-analysis included 23 studies. This includes 10 OCT articles and 13 fundus photography papers. The pooled AUROC for fundal pictures was 0.957 (95% CI = 0.917–0.997) and for the OCT cohort was 0.923 (95% CI = 0.889–0.957). OCT pictures help clarify changes in the retina caused by glaucoma, particularly in the RNFL layer and the optic nerve head. In this study, practitioners presented a method for assessing glaucoma using OCT volumes (Gaddipati et al. [16]). This research proposed a deep learning strategy for glaucoma classification using a capsule network directly on 3-D OCT data. The proposed network beats 3-D CNNs while using fewer parameters and training epochs. The reason is that clinical diagnosis requires several criteria, which are difficult to infer from segmented areas. Biomarkers such as RNFL thinning, ONH rim thinning, and Bruch’s membrane opening (BMO) occur in distinct places. As compared to typical convolutional networks, the capsule network integrates geographically scattered information better and requires less training time. The authors attempted to compare OCT and visual field (VF) detection of longitudinal glaucoma progression (Zhang et al. [77]). OCT was utilised to map the thickness of the peripapillary retinal nerve fibre layer and ganglion cell complex (GCC). For the NFL or GCC, OCT-based progression detection was characterised as a trend. They support that in early glaucoma, OCT is more sensitive than VF in detecting progression. While NFL is less effective in advanced glaucoma, GCC appears to be a useful advancement detector. This research presented an algorithmic approach to find major retinal layers in OCT pictures (del Amor et al. [8]). This approach uses an encoder-decoder FCN architecture with a robust post-processing mechanism. This facilitates the investigation of retinal illnesses like glaucoma, which causes RNFL loss. A method for segmenting rodent retinal layers was proposed here. By segmenting the RNFL+GCL+IPL layer, glaucoma can be diagnosed.

OCT is frequently used in clinical practise, but its ideal use is unknown (Tatham et al. [65]). What is the optimal measurement structure? What is a substantial change? affect the patient’s structural alterations. How is ageing affecting longitudinal measures? How can ageing changes be distinguished from real progression? How often and how well should OCT be used in visual fields? These questions were recently studied. The purpose of this study was to evaluate the diagnostic accuracy of circumpapillary retinal nerve fibre layer (cRNFL), optic nerve head, and macular parameters for the detection of glaucoma using Heidelberg Spectralis OCT (McCann et al. [36]). Participants were clinically examined and tested for glaucoma using full-threshold visual field testing. Asymmetric macular ETDRS scans, Bruch’s membrane opening minimum rim width (BMO MRW) scans, and Glaucoma Module Premium Edition (GMPE) cRNFL Anatomie Positioning System scans were used as index tests. This research proposed two deep-learning based glaucoma detection methods using raw circumpapillary OCT images (García et al. [17]). The first involves building CNNs from scratch. The second is to fine-tune some of the most popular modern CNN designs. When dealing with tiny
datasets, fine-tuned CNNs outperform networks trained from scratch. Visual Geometry Group networks show the best results, with an AUC of 0.96 and an accuracy of 0.92 for predicting the independent test set for the VGG family of networks.

The objective of this study was to independently validate the UNC OCT Index’s effectiveness in identifying and predicting early glaucoma (Mwanza et al. [42]). The University of North Carolina Optical Coherence Tomography (UNC OCT) Index technique was used to calculate the average, minimum, and six sectoral ganglion cell-inner plexiform layer (GCIPL) readings from CIRRUS OCT. They support that the UNC OCT Index may be a better tool for early glaucoma identification than single OCT characteristics. The purpose of this study is to find out what causes peripapillary retinal splitting (schisis) in glaucoma sufferers and those at risk (Grewal et al. [19]). The result was measured using OCT raster images that revealed peripapillary retinal splitting. A majority of the affected eyes had adherent vitreous with traction and peripapillary atrophy. To determine whether this is a glaucoma-related condition, an age and axial length-matched cohort is required. The goal of this work was to create a 3-D deep learning system using SD-OCT macular cubes to distinguish between referable and nonreferable glaucoma patients using real-world datasets (Russakoff et al. [54]). To achieve consistency, the cubes were first homogenised using Orion Software (Voxeleron). The system was validated on two external validation sets of Cirrus macular cube scans of 505 and 336 eyes, respectively. Researchers conclude that retinal segmentation preprocessing improves 3-D deep learning algorithms’ performance in detecting referable glaucoma in macular OCT volumes without retinal illness. This study proposed a hybrid computer-aided-diagnosis (H-CAD) system that combines fundus and OCT imaging technologies (Shehryar et al. [57]). The OCT module computes the cup-to-disc-ratio (CDR) by studying the retina’s interior layers. The cup shape was recovered from the ILM layer using unique approaches for calculating cup diameter. Similarly, to calculate disc diameter, a variety of novel methods have been developed to determine the disc boundary. A novel cup edge criteria based on the mean value of RPE-layer end points has also been developed. A novel approach for reliably extracting the ILM layer from SD-OCT pictures has been presented. In this recently published study, the authors’ objective was to detect glaucoma from raw SD-OCT volumes using a Convolutional Neural Network-Long Short-Term Memory (CNN-LSTM) method (Sunija et al. [62]). An SD-OCT-based depthwise separable convolution model for glaucoma detection was proposed. An innovative new slide-level feature extractor (RAGNet) was suggested. A novel method for extracting the region of interest from each B-scan of the SD-OCT cube was proposed. An efficient, redundant-reduced 2D depthwise separable convolution algorithm was suggested for glaucoma diagnosis using retinal OCT. For the first time, authors suggested a deep-learning approach based on the spatial interdependence of features taken from B-scans to examine the hidden knowledge of 3-D scans for glaucoma identification (García et al. [18]). Two distinct rounds of training were proposed: a slide-level feature extractor and a volume-based prediction model. The proposed model predicted volume-level glaucoma by taking features from B-scans of volumes and combining them with information about the hidden space around them.

After going through the comprehensive literature survey presented above, not many studies are still published directly by OCT on the use of image networks for glaucoma detection; meanwhile, in the first section, several benefits of OCT have already been shared. This identified research gap motivates us to present an experimentally based study for early and timely glaucoma detection in patients with the help of the latest image nets. The best performing net(s) can be suggested for its practical usability, minimizing intra-observer variability and reducing the burden of overloaded expert ophthalmologists.
3 Proposed framework

The section is bifurcated into three subsections. The first sub-section is dedicated to the proposed methodology. In the next subsection, a brief note on preprocessing is presented; finally, a detailed description of the various selected architectures is offered in the last subsection.

3.1 Proposed methodology

Deep Learning is a subset of machine learning that includes multiple hidden layers made up of neurons. It is based on the human brain’s functions and structure, which is termed an “artificial neural network” (ANN). ANN recognizes patterns and takes decisions like humans. CNN is an approach to deep learning that solves complex problems (towardsdatascience.com/the-most-intuitive-and-easiest-guide-for-convolutional-neural-network-). The CNN consists of layers such as convolutional layers, fully connected layers, max-pooling layers, dropout layers, and activation functions. The sequential filters conducting 2D convolution on the input picture are the coevolutionary layers. The characteristic map is the output of the coevolutionary sheet. The dropout layer eliminates waste. Neurons are fully interconnected with each other in the final layer, known as the “Fully Connected Layer.” ReLU (Rectified linear unit) and Softmax are used as activation functions after convolution layers. The cross-entropy loss function trains the CNN. Deep Learning CNN uses a large number of images for training.

3.1.1 Data set

The shortlisted data set consists of 2 categories of OCT images (Glaucoma and Normal OCT Images). A private dataset, approved by expert ophthalmologists, used in this study consists of a total of 4200 images (Table 2). The dataset consists of 4000 images as a training dataset and 220 images for testing purposes. The dataset is used to train and test the different convolutional neural networks using TensorFlow. The dataset is used on eight different Image-Net (VGG16, VGG19, InceptionV3, DenseNet, Efficient Net (B0 and B4), Xception Net, and Inception-ResNet-V2) trained models.

3.2 Preprocessing

The images are processed in a preprocessing step to a common format and scaled depending on the various CNNs (224 × 224, 299 × 299) to convert them into the homogeneous format. In preprocessing, we use rescaling, rotation range, height shift range, and horizontal flip. All the 4220 images are preprocessed evenly.

| Data Set                | Format | Glaucoma | Normal |
|-------------------------|--------|----------|--------|
| Train (Private Dataset) | JPG    | 2000     | 2000   |
| Test (Private dataset)  | JPG    | 110      | 110    |
| **Total**               | **JPG**| **2110** | **2110** |
3.3 Architectures used

For this experimental study, eight different CNNs were preferred for detecting glaucoma automatically. Fig. 4 demonstrates the workflow of the proposed method for efficient glaucoma detection. Three separate optimizers, stochastic gradient descent (SGD), Root Mean Squared Propagation (RMSProp), and Adam, are used to train CNN. For the detection of glaucoma, transfer learning and fine-tuning approaches have also been implemented. Transfer learning is a method of taking functionalities learnt from a problem and applying them to a different and related problem. The system is performed when the dataset is too small to train a full-scale model. The workflow of transfer learning consists of taking a layer from a previously learned model and then freezing it, and then placing new layers on top of it. After applying new layers to our dataset, the training processes were completed. Fine-tuning means rerunning the whole model we got with extra care to make sure it works with the new data.

3.3.1 VGG16

VGG16 is a CNN with pooling layers, max-pooling layers, and completely linked layers. The 16 in VGG stands for the 16 layers that hold weights. The input has a set scale. It passes through a convolutional layer, as seen in Fig. 5, where each filter is used with a very limited receptive field. Convolutional layers (max pooling) are accompanied by five spatial pooling layers. Max-pooling is done on a two-by-two pixel window, followed by three entirely linked layers. The final layer is softmax. The totally linked layers are all the same in all networks.

![Fig. 4 A proposed deep learning-based framework, for performance evaluation of various image nets, to aid early glaucoma detection from OCT images.](image-url)
Four layers, including the Flatten layer, two Dense Layer, and Dropout layer, were used as the softmax layer in this proposed method. The summary of fine-tuned is depicted below (Table 3).

### 3.3.2 InceptionV3

InceptionV3 is a pre-trained neural network model for image recognition which usually consists of two different parts:

a) Feature Extraction part within CNN, and  
b) Classification part including fully connected and softmax layer

InceptionV3 consists of features from both V1 and V2, and includes batch normalization processing. This network consists of 48 deep layers. This model is used as a multi-level feature extractor (pyimagesearch.com/2017/03/20/imagenet-vggnet-resnet-inception-xception-keras/).

A simple architecture is shown in Fig. 6. It is shown that the Inception Net is the combination of $1 \times 1$ convolutional layer, $3 \times 3$ convolutional layer, and $5 \times 5$ convolutional layers with their output concatenated into a single output vector, resulting in the input for the next level [11]. This net input is $(229 \times 229)$, followed by a combination of convolutional layers using ReLU as its activation function. The output of these layers is passed to the transition layer, which concatenates all the convolutional layers. The weights of VGG and ResNet are greater than in Inception V3. The below-shown Table 4 depicts the summary of fine-tuned InceptionV3 [63].

#### Table 3 Summary of Fine-tuned VGG16

| Layer          | (type)      | Output Shape     | Param #   |
|----------------|-------------|------------------|-----------|
| VGG16          | (Model)     | (None, 7, 7, 512)| 14,714,688|
| flatten_1      | (Flatten)   | (None, 25,088)   | 0         |
| dense_1        | (Dense)     | (None, 1024)     | 25,691,136|
| dropout_1      | (Dropout)   | (None, 1024)     | 0         |
| dense_2        | (Dense)     | (None, 2)        | 2050      |
| **Total parameters** |           |                  | **40,407,874** |
| **Trainable parameters** |           |                  | **25,693,186** |
| **Non-trainable parameters** |           |                  | **14,714,688** |
3.3.3 VGG19

VGG19 is a publicly available CNN model. It includes five stacks, and every stack consists of between two and four convolutional layers; then it is followed by the max-pooling layer [18]. In the end, there are three fully connected layers. This architecture improves the depth of the neural network and is used in $3 \times 3$ convolutional filters. Figure 7 shows the basic architecture of VGG19. This model consists of 19 layers, including 16 convolutional layers, three fully connected layers, five max-pooling layers, and one softmax layer at the end of the network. VGG16 (16 layers) and VGG19 (19 layers) have worked with minimal $5 \times 5$ and $7 \times 7$ scale kernels in convolutional layers, rather than providing a large number of hyperparameters. In the centre, the convolutional net has two entirely connected layers, followed by a softmax. When the two VGG models are compared, it is observed that the current model includes an extra layer in each of its three convolutional blocks. The below-shown Table 5 depicts the summary of fine-tuned VGG19.

![InceptionV3 architecture](image)

**Table 4** Summary of Fine-tuned InceptionV3

| Layer       | (type)                     | Output Shape       | Param #       |
|-------------|-----------------------------|--------------------|---------------|
| InceptionV3 | (Model)                     | (None, 8, 8, 2048) | 21,802,784    |
| Avg_pool    | (GlobalAveragePooling)      | (None, 2048)       | 0             |
| dropout_1   | (Dropout)                   | (None, 2048)       | 0             |
| dense_1     | (Dense)                     | (None, 2)          | 4098          |
| Total parameters |                          |                    | 21,806,882    |
| Trainable parameters |                  |                    | 4098          |
| Non-trainable parameters |                |                    | 21,802,784    |
3.3.4 Inception-ResNet-V2

Inception-ResNet-V2 is a convolutional neural network trained in the ImageNet database on more than a million images. This network contains 164 neural network deep layers and can classify images into over 1000 categories of objects. The input size of the images used in this network is 299 × 299. Due to the vast range of differentiation in the categories of image classification (keras.io/applications/#Inception-ResNet-V2), the network has mastered the rich feature of representation for a wide variety of pictures [11]. Figure 8 shows the simple architecture of Inception-ResNet-V2. It can be observed that the input layer takes an input of size 299 × 299. This model is better because it combines the advantages of both residual connections and the inception model [31]. This model uses convolutional filters used in parallel and that are of different sizes on the same input map. Their results are connected to the paired output. It is also known as the scaling model because it integrates the information into a multi-scale level and ensures the model’s better performance. The input layer is followed

Table 5  Summary of Fine-tuned VGG19

| Layer     | (type)   | Output Shape       | Param #   |
|-----------|----------|---------------------|-----------|
| VGG19     | (Model)  | (None, 7, 7, 512)   | 20,024,384|
| flatten_1 | (Flatten) | (None, 25,088)     | 0         |
| dense_1   | (Dense)  | (None, 1024)       | 25,691,136|
| dropout_1 | (Dropout)| (None, 1024)       | 0         |
| dense_2   | (Dense)  | (None, 2)          | 2050      |
| Total parameters |           |                     | 45,717,570|
| Trainable parameters |   |                     | 32,772,610|
| Non-trainable parameters |  |                     | 12,944,960|
by the Steam block (towardsdatascience.com/a-simple-guide-to-the-versions-of-the-inception-network-7fc52b863202) which means that before the introduction of the inception block, some initial operation has to be performed, and those operations are labelled as Steam. InceptionV3 is an updated version of Inception V1 and Inception V2 with more parameters; it differs from ordinary CNN in the layout of the original blocks, requiring the input tensor to be lapped with several filters and its effects to be concatenated. In particular, it has a block of parallel convolutionary layers with 3 different filter sizes (1 × 1, 3 × 3, and 5 × 5) [12]. In addition, 3 × 3 max pooling is also done. Outputs are concatenated and forwarded to the next inception module.

As shown in the fig below, there are 3 Inception ResNet blocks labelled as A, B, and C. The Reduction Blocks A and B are used to reduce the input size coming to the block from 35 × 35 to 17 × 17 in Reduction Block A and from 17 × 17 to 8 × 8 in Reduction Block B. An average pooling layer is used for dimension reduction. Once it is done, a dropout layer is added to weight it has done, and the output is passed to a Softmax layer. Table 6 represents a summary of the fine-tuned Inception-ResNet-V2.

Table 6 Summary of Fine-tuned Inception-ResNet-V2

| Layer         | (type)  | Output Shape          | Param #       |
|---------------|---------|-----------------------|---------------|
| Inception_resnet_v2 | (Model) | (None,5, 5, 1536)    | 20,024,384    |
| flatten_2     | (Flatten) | (None,38,400)     | 0             |
| dense_3       | (Dense)  | (None, 256)         | 9,830,656     |
| dense_4       | (Dense)  | (None, 2)           | 514           |
| Total parameters |         |                      | 64,167,906    |
| Trainable parameters |     |                      | 64,107,362    |
| Non-trainable parameters | |                      | 60,544        |
3.3.5 Xception

Xception, Chollet towardsdatascience.com/the-most-intuitive-and-easiest-guide-for-convolutional-neural-network-, created by Google, stands for the Extreme Version of Inception, is a deep-separable, updated convolution, which is much stronger than Inception-v3. Depthwise separable convolutions will replace the inception units. Xception is a deep CNN architecture containing depth-wise separable convolutions. A Changed Depth Wise Separable Convolution is a point-wise convolution preceded by a deep-wise convolution. Xception, a form of convolutional neural network, is an enhanced version of the Inception architecture and includes deep separable convolutions and 71 layers deep. It replaces regular Inception modules with depth-separable convolutions [47]. In classical classification problems, the model yielded favourable results. As seen in Fig. 9 below, Separable Conv2d is a modified depth of wise separable convolution. Separable Convolution is viewed as Inception Modules with a maximum number of towers. It consists of 71 layers, consisting of 36 convolutionary layers, forming the foundation of the extraction features of the network and organised into 14 modules, which are linear residual links.

Fine-tuning is applied to Xception Net by adding the new layers at the end of the standard Xception Net and training them for ten epochs to get an accuracy of 90% and an AUC score of 0.9 RMSProp optimizers. The network has an input size of 224 × 224 with a global average pooling layer and a dense layer added to the fine-tuned Xception Net. Xception Net is loaded from the Keras library (https://keras.io/guides/). The details of the layers added, their output shape and total parameters are listed in Table 7.

3.3.6 EfficientNet

Neural architecture is used to build a modern baseline network and is further scaled to create a family of models known as Productive Nets. Effective Nets by Tan and Le [64] give better accuracy and reliability than convolutional nets. The goal of deep learning architectures is to reveal more effective approaches to smaller models, and EfficientNet is one of them, using a new activation function called Swish instead of the Rectifier Linear Unit (ReLU) Activation function. EfficientNet achieves more efficient performance by scaling depth, width, and resolution equally when scaling down the model. The first step in the compound scaling process is to look for a grid to find a connection between the different scaling dimensions of

![Fig. 9 Xception architecture](image-url)
the baseline network under a fixed resource constraint [35]. An effective scaling factor for depth, width, and resolution measurements is calculated in this manner. These coefficients are then used to scale the baseline network to the optimal target network. The key building block for EfficientNet is the inverted bottleneck MBConv; blocks consist of a layer that first extends and then compresses channels, so that direct connections are used between bottlenecks that bind far fewer channels than expansion layers [35]. This design has in-depth separable convolutions that minimise the measurement by almost k compared to conventional layers, where k is the size of the kernel that denotes the width and height of the 2D convolution window. It consists of eight B0 to B7 models. EfficientNetB7 gives ImageNet the best precision. It’s 8.4x smaller and 6.1x faster than the top convolutional net. The architecture of EfficientNet is shown in Fig. 10. The input size of 224 × 224 is used. The MBConv Block is an inverted Residual Block (which is also used in MobileNetV2). In this proposed work, EfficientNetB0 and EfficientNetB4 are used with all three optimizers, mainly SGD, RMSProp, and Adam. It was observed that Efficient Net B4 gave a much higher accuracy than EfficientNetB0. Fine-tuning is applied to EfficientNetB0 and EfficientNetB4 by adding the new layers at the end of the standard EfficientNetB0 and freezing all the standard layers. EfficientNetB0 is the baseline model. The fine-tuned EfficientNetB0 is trained over 20 epochs to get higher accuracy and to minimize loss. An accuracy of 77.5% and an AUC score of 0.77 were achieved with EfficientNetB0 using the Adam optimizer. The layers’ details, output shape, and total parameters used in EfficientNetB0 are listed below in Table 8. EfficientNetB4 is fine-tuned by adding new layers at the end of the standard EfficientNetB0 and freezing all the standard layers and training the newly added layers. Layers added include Global Pooling, Dense, and Drop Out Layers. EfficientNetB0 is the baseline model through which Efficient Net B4 is developed. The fine-tuned EfficientNetB4 is trained over 20 epochs to get higher accuracy and to minimize loss. An accuracy of 88.5% and an AUC score of 0.87

![EfficientNet architecture](image-url)

**Table 7** Summary of Fine-tuned Xception

| Layer       | (type)           | Output Shape       | Param #  |
|-------------|------------------|--------------------|----------|
| Xception    | (Model)          | (None, 10, 10, 2048) | 20,861,480 |
| Avg_pool    | (GlobalAveragePool) | (None, 2048)    | 0        |
| dropout_1   | (Dropout)        | (None, 2048)      | 0        |
| dense_1     | (Dense)          | (None, 2)         | 4098     |
| Total parameters |                |                    | **20,865,578** |
| Trainable parameters |          |                    | 4098     |
| Non-trainable parameters |           |                    | **20,861,480** |
were achieved with EfficientNetB4 using the Adam optimizer. The layers added, their output shapes, and total parameters used in EfficientNetB4 are listed below in Table 9 in detail.

### 3.3.7 DenseNet

A Dense Convolutional Network (DenseNet), developed by Huang et al. [22], is a CNN that connects each layer to every other layer in a feed-forward fashion. DenseNets are different from ResNets as they do not sum output feature maps of the layer with incoming feature maps instead of concatenating them. Each layer has access to the preceding feature maps. Each layer adds new information to feature maps. DenseNets consist of DenseBlocks. The dimensions of the feature map remain constant in a denseblock, but the number of filters is variable. The layers between dense blocks are known as transition layers. These layers apply downsampling with batch normalization, 1 × 1 convolution, and 2 × 2 pooling layers, as depicted in Fig. 11. DenseNet alleviates the vanishing-gradient problem, strengthens feature propagation, encourages feature reuse, and uses fewer parameters, which are a few advantages. DenseNet201 (Dense Convolutional Network) is a convolutionary neural network with a depth of 201 layers [32]. It is an upgrade of the ResNet that involves dense links between layers. It binds each layer to the other in a feed-forward manner. Unlike typical L-layer convolution networks with L-connections, DensNet201 has L (L + 1)/2 direct connections. Indeed, relative to conventional networks, DenseNet can boost efficiency by increasing the computing criteria, reducing the number of parameters, promoting the re-use of features, and improving the dissemination of features [32]. The network has an input size of 224 × 224. The summary of the fine-tuned DenseNet is shown below (Table 10).

### Table 8 Summary of Fine-tuned EfficientNetB0

| Layer        | (type)               | Output Shape   | Param #   |
|--------------|----------------------|----------------|-----------|
| EfficientNetB0 | (Model)              | (None, 7, 7, 1280) | 4,049,564 |
| Avg_pool     | (GlobalAveragePool)  | (None, 1280)   | 0         |
| dropout_1    | (Dropout)            | (None, 1280)   | 0         |
| dense_1      | (Dense)              | (None, 2)      | 2562      |
| Total parameters |                    |                | 4,052,126 |
| Trainable parameters |            |                | 784,002   |
| Non-trainable parameters |            |                | 3,268,124 |

### Table 9 Summary of Fine-tuned EfficientNetB4

| Layer        | (type)               | Output Shape   | Param #   |
|--------------|----------------------|----------------|-----------|
| EfficientNetB4 | (Model)              | (None, 7, 7, 1792) | 17,673,816 |
| Max_pool     | (GlobalAveragePool2D)| (None, 1792)   | 0         |
| dropout_1    | (Dropout)            | (None, 1792)   | 0         |
| Fc_out       | (Dense)              | (None, 2)      | 3586      |
| Total parameters |                    |                | 17,677,402 |
| Trainable parameters |            |                | 809,986   |
| Non-trainable parameters |            |                | 16,867,416 |
4 Experimental results

This is the most extensive section, divided into seven sub-sections (4.1–4.7). Each sub-section is dedicated to one of the major parameters related to simulated results, like hyperparameters used (4.1), evaluation of performance metrics (4.2), training and testing datasets (4.3), computed results on various CNNs (4.4–4.5), and finally dataset influence (4.6) and expected computation time (4.7).

4.1 Hyperparameters used

The hyperparameters are tunable and set manually at the beginning of the learning process. Many hyperparameters that are used in the study, like learning rate, loss function, and optimizer, are listed in detail in Table 11. The validation set is used to set the number of epochs for each network used in this methodology. The models are trained and fine-tuned during the implementation. Three different optimizers are used on each net: Adam, SGD, and RMSprop. All three optimizers are trained at different learning rates depending upon the accuracy they receive through the networks. The loss function remains constant, i.e., the categorical cross-entropy loss function. The batch size of 100 for the training dataset and 10 for the validation dataset remains throughout the transfer learning networks. The Adam optimizer is used with a decay rate of 0.1 in every selected model. The following hyperparameters (batch size, learning rate, loss function, training size, validation size, image size, epochs, momentum,

Table 10  Summary of Fine-tuned DenseNet

| Layer                      | (type)          | Output Shape     | Param #          |
|----------------------------|-----------------|------------------|------------------|
| DenseNet201                | (Model)         | (None, 7, 7, 1920) | 18,321,984       |
| Global_average_pooling2d_5 | –               | (None, 1920)     | 0                |
| Dense_7                    | (Dense)         | (None, 1024)     | 1,967,104        |
| Dropout_3                  | (Dropout)       | (None, 1024)     | 0                |
| Dense_8                    | (Dense)         | (None, 2)        | 2050             |
| Total parameters           |                 |                  | **20,291,138**   |
| Trainable parameters       |                 |                  | **1,972,994**    |
| Non-trainable parameters   |                 |                  | **18,318,144**   |
| Model         | Batch Size | Loss function                  | Adam Epochs | Adam Learning Rate | T-Acc | SGD Epochs | SGD Learning Rate | T-Acc | RMSprop Epochs | RMSprop Learning Rate | T-Acc |
|--------------|------------|--------------------------------|-------------|--------------------|------|------------|-------------------|------|----------------|------------------------|------|
| VGG16        | 10         | Categorical cross-entropy      | 5           | 0.0001             | 92.2 | 10         | 0.0001            | 88.9 | 5              | 0.0001                 | 99.5 |
| VGG19        | 10         | Categorical cross-entropy      | 10          | 0.0001             | 99.1 | 10         | 0.0001            | 76.0 | 10             | 0.0001                 | 99.3 |
| DenseNet     | 10         | Categorical cross-entropy      | 20          | 0.0001             | 83.0 | 20         | 0.0001            | 83.6 | 20             | 0.0001                 | 96.8 |
| Inception    | 10         | Categorical cross-entropy      | 40          | 0.0001             | 94.0 | 30         | 0.0001            | 94.5 | 15             | 0.0001                 | 98.5 |
| Xception     | 10         | Categorical cross-entropy      | 10          | 0.0001             | 60.5 | 20         | 0.0001            | 98.5 | 10             | 0.0001                 | 98.9 |
| Inception-ResNet-v2 | 10   | Categorical cross-entropy      | 30          | 2e-3               | 87.9 | 30         | 2e-3              | 84.7 | 30             | 2e-3                   | 94.1 |
| EfficientNetB0 | 10         | Categorical cross-entropy      | 20          | 0.0001             | 98.3 | 20         | 0.0001            | 94.7 | 20             | 0.0001                 | 93.2 |
| EfficientNetB4 | 10         | Categorical cross-entropy      | 20          | 0.0001             | 96.1 | 20         | 0.0001            | 94.2 | 20             | 0.0001                 | 94.9 |

*T-Acc means Training Accuracy
dropout value, and activation function) are fine tuned using a hit-and-trial approach to generate the best performance.

The validation accuracy of 99.09% is the highest when the VGG16 model uses RMSprop as an optimizer. In the case of DenseNet, using Adam optimizer with a learning rate of 0.0001, the model’s validation accuracy gradually increased from 72.73% to 85.45% in 20 epochs. The model is then implemented with the SGD optimizer and RMSprop gives a validation accuracy of 80.91% and 85.91% in 20 epoch runs. It is found that the best validation accuracy is received through the RMSprop optimizer. InceptionNet uses the Adam optimizer with 40 epochs run and receives a validation accuracy of 75.91%. The model is trained with the SGD optimizer, which gives a validation accuracy of 75% after 30 epochs. Finally, the model uses the RMSprop optimizer, which, after 15 epochs, receives a 72.2% validation accuracy. After plotting the respective graphs for all the optimizers, it is established that InceptionNet is best trained on the Adam optimizer. When trained with the SGD optimizer, XceptionNet gives a validation accuracy of 72.27% after a 20-epoch run. When trained on Adam and RMSprop optimizers, the model after ten epochs gives validation accuracy of 92.73% and 90.45%, respectively. The model gives the best validation accuracy with the Adam optimizer. Inception-ResNet-v2 is trained with 30 epochs run on every optimizer with a learning rate of $2e^{-3}$ for better accuracy. The validation accuracy is 84% with Adam, 81% with SGD, and 91% with RMSprop after 30 epochs. The experiment shows that RMSprop performance is best with Inception-ResNet-v2. EfficientNetB0 is trained on all three optimizers, which gives 77% validation accuracy and 98% training accuracy on the Adam optimizer, which is sighted as the best accuracy of all the three optimizers with 20 epochs. It is implemented, giving 89%
validation accuracy with the Adam optimizer, with a total of ten epochs run, the highest among all the three optimizers. 81% accuracy with the SGD optimizer and 87% accuracy with the RMSProp optimizer with a total of 20 epochs is achieved.

4.2 Performance metrics

The confusion matrix is a performance calculation used to solve classification problems in deep learning where output can be two or more classes (refer Table 12). It is a table composed of four distinct variations of predicted and real values. The confusion matrices are on the order of 2 x 2. The matrix of uncertainty consists of four values: True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). In this analysis, various normative performance assessment metrics such as accuracy, precision, recall, F-score, AUC, sensitivity, and specificity have been computed. These are based on four words, i.e., TP, FP, TN, and FN. TP applies to patients who have a disorder and the result is positive, while FP is positive for patients who do not have a disease but the test is positive. Similarly, TN applies to people who do not have an illness, and the result is negative, while FN is a disease patient, but the test is negative.

Sensitivity (or recall or a true positive rate) is the number of true positives separated by the sum of the true positives and false negatives and is one of the best measures of diagnostic precision. The evaluation shows us the frequency at which CNN accurately predicts glaucoma. The sum of sensitivity and false negative incidence is the number of true negatives divided by the total number of checks. The accuracy is defined as the number of true negatives divided by the sum of the true negatives and false positives. The sensitivity measure calculates just how many of the positive cases were correctly predicted, while the specificity measure determines just how many of the negative cases were correctly predicted. The research shows that CNN’s medical reporting is reliable for individuals who don’t have glaucoma. The recall is the number of accurate outcomes. Precision is how close to the target the sample comes. The word F1-score tests the accuracy of a source. The F1-score is a metric used to gauge model accuracy. The method incorporates the accuracy and recall of the model in order to determine a single value, the harmonic mean. Precision is the amount of significance the measurement has on the outcome. Accuracy is the most important metric used to measure the efficiency of machine learning classifiers. The algorithm measures the ratio of correctly defined images to the overall number of images in the dataset. Sensitivity and specificity scores help assess the accuracy of performance. A receiver operating characteristic curve (ROC curve) is a graph of a classification model which shows how well a classification performs at decreasing classification thresholds. A ROC curve maps true and false positives against true positives at differing degrees of classification. The ROC study shows a reliable calculation of glaucoma classification. The region under the ROC curve indicates the sensitivity of the measurement. The field

| Table 12 | Confusion matrix |
|----------|------------------|
|          | Predicted cases  |
|          | Glaucoma         | Healthy (Non-Glaucoma) |
| Actual cases | True Positive (TP) | False Negative (FN) |
| Positive    | False Positive (FP) | True Negative (TN) |
| Negative    |                   |                       |
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under the curve is a partially-independent vector. It explores how our CNN is able to discriminate between regular and glaucoma patients Fig. 12.

Raising the True Positive rate would boost both the False Positive rate and the True Positive rate. The area under the receiver operating characteristic curve (AUC) is used to assess the model’s performance; the area is the entire two-dimensional area under the receiver operating characteristic curve from (0,0) to (1,1). This is an overall indicator of success across every conceivable degree of identity.

\[
\text{Sensitivity (or Recall)} = \frac{\text{True positives}}{\text{True Positives + False Negatives}}
\]

\[
\text{Specificity} = \frac{\text{True negative}}{\text{True Negatives + False positives}}
\]

\[
\text{Precision} = \frac{\text{True positives}}{\text{True Positives + False Positives}}
\]

\[
\text{Accuracy} = \frac{\text{True positives + True Negatives}}{\text{True Positives + False Positives + False Negatives + True Negatives}}
\]

### 4.3 Training and testing

During this study, in its initial phase, work was performed on 4220 OCT images for the detection of glaucoma. The training dataset consists of 2000 glaucoma images and 2000 normal images, while the testing set consists of 110 images of glaucoma and 110 normal OCT images. Data is to be categorized into two classes: glaucoma and normal images. To attain enhanced performance, a different number of epochs is chosen for the training process in each model, which is shown in Table 13 for fine-tuned models. All the models are evaluated on three different optimizers, including Adam, RMSprop, and SGD. A loss function is selected by experimenting between binary cross-entropy and categorical cross-entropy. Categorical cross-entropy is used for training the models because it provides better results.

In Table 13, the number of epochs used for each CNN with different optimizers is shown. A cross-entropy loss function with a batch size of 10 images has been used for evaluating the various selected CNN’s. In the case of EfficientNet B0 with SGD optimizer, the average running time is 55.2 s per epoch, and in the case of Xception with RMSProp optimizer, it is 134.3 s per epoch.

### 4.4 Comparing CNN algorithms

After the selection of various hyper-parameters used in the study, evaluation of all the architectures (VGG16, VGG19, InceptionV3, Xception, DenseNet, Inception-ResNet-V2, Efficient Net B0, Efficient Net B4) in terms of the evaluation metrics is performed, using all the available data for training and testing. On the selected hyperparameters mentioned in
Tables 11 and 13, each model is trained and evaluated based on its performance metrics. It is observed that by using the “imagenet” weights, there is an improvement in results.

Fig. 13 demonstrates the confusion matrix of all the trained models, with all three optimizers, implemented in the proposed work. Based on these confusion matrices, the performance metrics of each net are calculated, which is shown in Table 14 (consisting of 3 sub-Tables 14A, 14B, and 14C). From keenly observing this table, it is derived that the most promising fine-tuned models on the training and testing data are VGG16, Xception, Inception-ResNet-V2, and Efficient Net. The sensitivity and specificity were also calculated using a confusion matrix. Tables 15 and 16 prove that the best performing models for our work are VGG16, Inception-ResNet-V2, and Xception using the RMSProp optimizer with an accuracy of 99.09%, 91.81%, and 90.45%, and an AUC score of 0.99, 0.91, and 0.90, respectively.

With the help of Tables 14 and 15, it is derived that VGG16 with RMSProp optimizer with SGD optimizer gave the highest AUC value of 0.99. It is also observed that the highest sensitivity and specificity are shown by the VGG16 Image Net using RMSProp Optimizer. The specificity is 0.9818, sensitivity is 1.0, Precision is 0.98, Recall 1.0 and the F1 score is 0.99. To recognize glaucoma, high specificity and high sensitivity are required. The higher the AUC score of an Image Net, the better the accuracy of the CNN to identify glaucoma from OCT images. Table 14A, B, and C are compiled to depict the performance of shortlisted models on different selected optimizers when a private dataset was on hand. Table 14A clearly indicates that in the case of the ADAM optimizer, VGG16 presents the best show on 4 out of 7
parameters with the highest accuracy of 98.18%. Similarly, 14.2 shows that VGG16 outperforms others in 4 parameters again (out of 7). Finally, in the case of the RMSProp optimizer, VGG16 again comes out to be the best, outperforming others in 5 out of 7 parameters. It is also observed that the InceptionV3 model presents the weakest show in all three cases. The difference between the best and the weakest model is more than 30%, specifically in the case of the accuracy parameter; the approximately same pattern is also observed in Tables 14B and C, where the difference between the best and the weakest model is not less than 30%, in the case of accuracy as the performance metric. In terms of sensitivity, EfficientNetB0 performs the worst of all models across all optimizers, while VGG16 performs the best in all cases (optimizers). The difference in sensitivity between the best and worst performing models is also significant (more than 50%). Table 16 is composed to show the AUC score (scale-invariant, which measures how well predictions are ranked rather than their absolute values) with all the three optimizers. The table clearly indicates that VGG16 shows incredible performance again by scoring the top rank with a value of more than 0.97 in all three optimizer cases.

In all three cases, the difference between the best and weakest models is greater than 35%; the best model remains constant while the weakest performer changes in different optimizers; a pictorial representation of this is shown in Fig. 14. Table 17 depicts the performance of the best 4 models (selected on the basis of performance shown in Table 15) on the standard benchmark public dataset. Here in this case too, VGG16 steals the show by showing an overwhelming response of more than 95% accuracy and a 0.95 AUC score. In the case of the accuracy metric, the difference between the VGG16 and the weakest performer is approximately 15% (a significant difference), and in the case of AUC, another significant performance evaluation metric, the difference between the best performer and the weakest performer (Inception-ResNet-V2) is more than 30%. However, in terms of precision and specificity, Inception-ResNet-V2 achieves the full score. Regarding other significant parameters (F1-Score, recall, and sensitivity), the VGG16 again outperforms other significant models. During overall

![Fig. 13 Confusion Matrix for: a)VGG16 (SGD), b)VGG16 (RMSProp), c) VGG16 (Adam), d)VGG19 (SGD), e) VGG19 (RMSProp), f) VGG19 (Adam), g) InceptionV3(SGD), h) InceptionV3(RMSProp), i) InceptionV3(Adam), j)Xception(SGD), k)Xception(RMSProp),l)Xception(Adam), m)DenseNet(SGD), n)DenseNet (RMSProp), o)DenseNet(Adam), p)Inception-ResNet-V2(SGD), q) Inception-ResNet-V2 (RMSprop), r) Inception-ResNet-V2(Adam), s)Efficient Net B0 (SGD), t)EfficientNetB0(RMSProp), u)EfficientNetB0(Adam), v)EfficientNetB4(SGD), w)EfficientNetB4(RMSProp), x)EfficientNetB4 (Adam)
### Table 14 Performance Metrics of all CNN’s evaluated

| A: Performance Ratios using ADAM optimizer on the various CNN’s |  |  |  |  |  |  |  |
|---------------------------------------------------------------|---|---|---|---|---|---|---|
| Model             | Accuracy(%) | Precision | F1-score | AUC  | Sensitivity | Specificity | P value |
| VGG16             | 98.18       | 0.97      | 0.98     | 0.98 | 0.990       | 0.9727      | 0.3370 |
| VGG19             | 87.72       | 0.97      | 0.86     | 0.88 | 0.781       | 0.9727      | 0.1556 |
| DenseNet          | 85.45       | 0.87      | 0.85     | 0.85 | 0.836       | 0.8727      | 0.1388 |
| InceptionV3       | 75.90       | 1.00      | 0.68     | 0.76 | 0.518       | 1.00        | 0.0114 |
| Xception          | 92.72       | 0.98      | 0.92     | 0.93 | 0.872       | 0.9818      | 0.2224 |
| Inception-ResNet-v2| 83.63      | 0.95      | 0.81     | 0.84 | 0.951       | 0.7681      | 0.1164 |
| EfficientNetB0    | 77.72       | 1.00      | 0.71     | 0.77 | 0.55        | 1.00        | 0.0032 |
| EfficientNetB4    | 88.63       | 1.00      | 0.87     | 0.88 | 0.77        | 1.00        | 0.1310 |

| B: Performance Ratios using SGD optimizer on the various CNN’s |  |  |  |  |  |  |  |
|---------------------------------------------------------------|---|---|---|---|---|---|---|
| Model             | Accuracy | Precision | F1-score | AUC  | Sensitivity | Specificity | P value |
| VGG16             | 98.18     | 0.97      | 0.98     | 0.98 | 0.990       | 0.9727      | 0.3370 |
| VGG19             | 83.63     | 0.96      | 0.81     | 0.84 | 0.700       | 0.9727      | 0.1260 |
| DenseNet          | 80.90     | 0.97      | 0.77     | 0.81 | 0.636       | 0.9818      | 0.0013 |
| InceptionV3       | 75.00     | 1.00      | 0.67     | 0.75 | 0.500       | 1.0000      | 0.0007 |
| Xception          | 72.27     | 0.72      | 0.72     | 0.72 | 0.727       | 0.7181      | 0.0011 |
| Inception-ResNet-v2| 81.81     | 0.97      | 0.78     | 0.82 | 0.972       | 0.7397      | 0.0574 |
| EfficientNetB0    | 73.63     | 1.00      | 0.64     | 0.73 | 0.47        | 1.00        | 0.0012 |
| EfficientNetB4    | 80.91     | 1.00      | 0.76     | 0.81 | 0.62        | 1.00        | 0.0051 |

| C: Performance Ratios using RMSProp optimizer on the various CNN’s |  |  |  |  |  |  |  |
|---------------------------------------------------------------|---|---|---|---|---|---|---|
| Model             | Accuracy | Precision | F1-score | AUC  | Sensitivity | Specificity | P value |
| VGG16             | 99.09     | 0.98      | 0.99     | 0.99 | 1.00        | 0.9818      | 0.4770 |
| VGG19             | 90.00     | 0.97      | 0.89     | 0.90 | 0.827       | 0.9727      | 0.2187 |
| DenseNet          | 85.90     | 0.95      | 0.84     | 0.86 | 0.754       | 0.9636      | 0.1361 |
| InceptionV3       | 72.27     | 1.00      | 0.62     | 0.72 | 0.445       | 1.0000      | 0.0010 |
| Xception          | 90.45     | 0.99      | 0.90     | 0.90 | 0.818       | 0.9909      | 0.2113 |
| Inception-ResNet-v2| 91.81     | 0.95      | 0.92     | 0.92 | 0.951       | 0.8898      | 0.2187 |
| EfficientNetB0    | 75.00     | 1.00      | 0.67     | 0.75 | 0.5        | 1.00        | 0.0011 |
| EfficientNetB4    | 86.82     | 0.99      | 0.85     | 0.86 | 0.75        | 0.99        | 0.1260 |
analysis of the table, in the case of recall (sensitivity and F1-score), the Inception-ResNet-V2 comes out to be the weakest model among all competitors.

Table 15 shows the Convolutional Net’s accuracy, and Table 16 shows the AUC score of all the CNNs used. VGG16 depicts the highest accuracy of 99.09% with RMSProp Optimizer followed by Xception Net with 92.72% accuracy with Adam optimizer and finally Inception-ResNet-V2 with an accuracy of 91.81% using RMSProp Optimizer.

The above Fig. 14 shows the best five imagenets that have received the best accuracy on the different optimizer. Table 15 proves that VGG16 with the RMSprop optimizer computes the best accuracy, which is 99.09%, followed by XceptionNet, which generates an accuracy rate of 92.72% with the Adam optimizer. Inception-ResNet-V2 with RMS prop generates 91.81% accuracy on the validation dataset used during training of the model. VGG19 produces the fourth-best accuracy with the RMSprop optimizer, which is 90%, followed by EfficientNetB4, which receives 88.63% accuracy with the Adam optimizer. A combined ROC (Fig. 14) is plotted, which shows the difference in sensitivity and specificity between these five models (VGG16 (RMSprop), VGG19 (RMSprop), XceptionNet (Adam), Inception-ResNet-V2 (RMSprop), EfficientNetB4 (Adam)).

### 4.5 CNN performance on testing dataset

After evaluating all the models mentioned previously, based on accuracy and AUC score, the best four models are selected for testing on the Mendeley dataset by Raja et al. [48]. The best models selected, on the basis of Table 15, for the testing process are Inception-ResNet-V2, Xception, VGG16, and EfficientNetB4. These best CNN Nets were tested for glaucoma detection on a Mendeley dataset (consisting of a total of 139 images, 40 of which are classified as glaucoma images and 99 normal images). The optimizers used for testing are VGG16 with

---

### Table 15 Accuracy of all the CNN’s evaluated

| GROUPS       | SGD   | RMSProp | Adam  |
|--------------|-------|---------|-------|
| VGG16        | 98.18 | 99.09   | 98.18 |
| VGG19        | 83.63 | 90.00   | 87.72 |
| DenseNet     | 80.90 | 85.90   | 85.45 |
| InceptionV3  | 75.00 | 72.27   | 75.90 |
| Xception     | 72.27 | 90.45   | 92.72 |
| Inception-ResNet-V2 | 81.81 | 91.81 | 83.63 |
| EfficientNetB0 | 73.63 | 75.0   | 77.72 |
| EfficientNetB4 | 80.91 | 86.82  | 88.63 |

### Table 16 AUC score of all the CNN’s evaluated

| GROUPS       | SGD   | RMSProp | Adam  |
|--------------|-------|---------|-------|
| VGG16        | 0.98  | 0.99    | 0.98  |
| VGG19        | 0.84  | 0.90    | 0.88  |
| DenseNet     | 0.81  | 0.86    | 0.85  |
| InceptionV3  | 0.75  | 0.72    | 0.76  |
| Xception     | 0.72  | 0.90    | 0.93  |
| Inception-ResNet-V2 | 0.82 | 0.92 | 0.84 |
| EfficientNetB0 | 0.73  | 0.75    | 0.77  |
| EfficientNetB4 | 0.81  | 0.86    | 0.88  |
RMSProp Optimizer, Inception-ResNet-V2 with RMSprop, XceptionNet with Adam Optimizer, and Efficient Net with Adam Optimizer.

Using Fig. 15, examples of the classification of the VGG16 network with the RMSProp optimizer from the test dataset are portrayed. Figure 15(a, b) are true negative examples because VGG16 correctly identified the glaucoma images as glaucoma. The false positive is 0 because CNN correctly identified all glaucoma images as glaucoma. Figure 15(c, d) are false negative examples because VGG16 correctly identified them as glaucoma. Figure 15(e, f) are true positive examples because VGG16 correctly identified them as non-glaucom.

Fig. 16 shows the examples of classification of the Inception-ResNet-V2 network with the RMSProp optimizer from the test dataset. Figure 16(e and f) are true positive examples as the model correctly identified all normal images as normal. Inception-ResNet-V2 identified all the 70 normal images as normal. Therefore, false negative examples are 0. Figure 16(a and b) shows the images that are correctly predicted and show true negative results as the model predicted glaucoma images as glaucoma. The rest of the two images that are in Fig. 16(c and d) show the result of false-positive, which was found to be 26. That means that the model predicted the wrong result by labelling glaucomatous images normal.

In Fig. 17, examples of the Efficient Net B4 network classification with the Adam optimizer from the test dataset are shown. Figure 17(e and f) are true positive examples as the net correctly identified no glaucoma images as no glaucoma images. Figure 17(a and b) show the correctly predicted images and show true negative results as the model predicted glaucoma images as glaucoma. The other two images, that is, Fig.17(c and d), show the result of false-positive, which was found to be 34. That means that the model predicted the wrong result by

| GROUPS          | Optimizer | Accuracy (%) | Precision | Recall | F1 score | AUC  | Sensitivity | Specificity |
|-----------------|-----------|--------------|-----------|--------|----------|------|-------------|-------------|
| VGG16           | RMSProp   | 95.68        | 0.93      | 0.93   | 0.93     | 0.95 | 0.92        | 0.96        |
| XCEPTION NET    | Adam      | 83.45        | 0.71      | 0.71   | 0.72     | 0.80 | 0.75        | 0.87        |
| Inception-Resnet-V2 | RMSProp   | 83.45        | 1.0       | 0.42   | 0.60     | 0.71 | 0.43        | 1.0         |
| Efficient Net B4 | Adam      | 85.61        | 0.95      | 0.53   | 0.68     | 0.76 | 0.53        | 0.98        |

Table 17 Performance metric for the best CNN on the test dataset
Fig. 15  Testing of VGG16 network with RMSProp optimizer for images from the test dataset

Fig. 16  Testing of Inception-Resnet-V2 network with RMSProp optimizer on images from the test dataset
labelling glaucomatous images as normal, and (g) is a false-negative, which is an image classified as glaucoma but is non-glaucoma (normal). EfficientNetB4 identified all the 70 normal images as normal. Therefore, false negative examples are 0.

In Fig. 18, examples of the classification of the Xception network with the Adam optimizer from the test dataset are shown. Figure 18(e and f) are true positive examples, as the net
correctly identified no glaucoma images as no glaucoma images. Figure 18(a and b) show the correctly predicted images and show true negative results as the model predicted glaucoma images as glaucoma. The next two images, Fig. 18(c and d), show the result of a false-positive, which was found to be 27. That means that the model predicted the wrong result by labelling glaucomatous images as normal, and Fig. 18(g and h) are false negatives, images classified as glaucoma but are non-glaucoma. Xception identified all the 70 normal images as normal. Therefore, false negative examples are 0.

4.6 Data set influence

As depicted in Table 15, the best performing four models are tested on the Mendeley dataset [48], and the performance can be evaluated with the help of Table 17. Figure 19 shows the ROC curves and confusion matrix of Inception-ResNet-V2, Xception, VGG16, and EfficientNet B4. It can also be concluded from the same figure that the VGG16 model has the best performance among all the nets. As already mentioned, the training dataset was totally separated from the testing dataset; thus, the best CNNs were evaluated on the separate dataset.
CNN is enormously successful in analyzing medical images and provides a much more accurate result than clinical diagnosis. Therefore, VGG16, Xception, InceptionResnet, and EfficientNetB4 are evaluated on different testing datasets Fig. (20). Observing Table 18 (and also Table 19), it is concluded that VGG16 with the RMSProp optimizer gave an accuracy of 95.68% and an AUC score of 0.95. Xception Net was evaluated with the Adam optimizer gave an accuracy of 83.45% and an AUC score of 0.80. Inception-ResNet-V2 was assessed with an RMSProp optimizer and passed with an accuracy of 83.45% with an AUC score of 0.71. EfficientNetB4 was evaluated on the Adam optimizer with an accuracy of 85.61% and an AUC score of 0.76. It shows how well each of the best-performing CNNs did in a combined ROC curve.

A P-test has also been performed to validate the computed results (refer to Tables 14a, b and c). The P-Test is distinct from the test performance of an alternative model and is used to investigate the test performance of one machine learning model. To obtain a p value for checking whether one model has a substantially different AUC than another model, DeLong’s test can be performed. A method in which an empirical AUC is determined is defined by DeLong et al. [9]. Suppose VGG16 predicts glaucoma disease with an AUC of 0.98 and VGG19 predicts glaucoma disease with an AUC of 0.88, then DeLong’s test can be used to show that VGG16 has a substantially different AUC with p < 0.05 compared to VGG19. The Empirical AUC is equivalent to the Mann-Whitney U-statistic. The Mann-Whitney statistics estimate the probability that a randomly chosen observation from the population represented by healthy individuals would be less than or equal to a randomly chosen observation from the population represented by glaucoma affected individuals. A nonparametric null test says that a randomly chosen value from one population is just as likely to be less than or greater than a randomly chosen value from the other population.

\[
\text{Mann–Whitney statistic} = \text{empirical AUC} = \hat{\theta} = \frac{1}{mn} \sum_{j=1}^{n} \sum_{i=1}^{m} \psi(X_i, Y_j)
\]  

Whether model A or model B is better in terms of AUC is the goal of DeLong’s test, where theta-hat (A) is the AUC of model A, and theta-hat (B) is the AUC of model B. Here, A and B represent two separate models that are proposed. To calculate the Z-score, one needs to calculate the empirical AUCs, the variance V and the covariance C to calculate the Z-score. If Z deviates too far from zero, then it can be inferred that model A has a statistically different AUC with p < 0.05 from model B. A “two-tailed test” is also conducted after measuring the Z-score in order to say that model A’s AUC is different from model B’s AUC.

Unlike other loss functions, such as Cross-Entropy Loss or Mean Square Error Loss, whose objective is to learn to predict a label or a value given an input, the objective of Ranking Losses is to predict relative distances between inputs [76].

### Table 18: Accuracy score of the best CNN on the test dataset

| GROUPS           | OPTIMIZER   | Accuracy (%) | AUC  |
|------------------|-------------|--------------|------|
| VGG16            | RMSProp     | 95.68        | 0.95 |
| XceptionNet      | Adam        | 83.45        | 0.80 |
| Inception-ResNet-V2 | Adam    | 83.45        | 0.71 |
| EfficientNetB4   | RMSProp     | 85.61        | 0.76 |
\[ RL = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{|\mathcal{Y}_i|} \left| \{ (y_a, y_b) : r_i(y_a) > r_i(y_b), (y_a, y_b) \in \mathcal{Y}_i \} \right| \]  

(6)

Where \( r_i \) is the ranking function.

Here in Table 19, the ranking loss for EfficientNetB4 is higher than the VGG16, XceptionNet, and Inception-ResNet-V2, which measure the irrelevant labels as well as similar scenarios in testing ranking loss.

### 4.7 Computational complexity

For the implementation of this study, the Keras library with a tensor flow background on a Google Colab-based Titan Xp graphics processing unit (GPU) has been used. The Titan Xp GPU is used to run the various ImageNets. As previously discussed in detail, the configuration parameters that consume the most time and are taken into account are regularisation technique, batch size, number of images for training, number of fine-tuned layers, and so on. There are other parameters of the models which are equally vital and need to be discussed; computational complexity is one of them. Computational complexity is broadly discussed in terms of time complexity (time required) of the architecture of the CNN model, and that can be computed in terms of either actual running time or theoretical running time, separately. The real running time is determined by factors that are different from the running time that was predicted.

There are multiple factors that one should consider while computing the running time. Sometimes it is also called “execution time” and “the associated cost of the model.” One has to consider factors like the cost of performing the training and hyperparameter settings. While predicting the execution time, one has to find the total number of epochs required to reach the level of best performance (desired level of accuracy) and the execution time of a single epoch (single forward and backward pass through all of the training data). Here we are not considering whether the GPU is optimally performing due to data size or the ability to make full use of all GPU cores simultaneously. Moreover, for the sake of simplicity, we are assuming our considered deep learning parameters are equally applicable to the central processing unit (CPU), tensor processing unit (TPU), or even the intelligence processing unit (IPU). Batch size contributes a lot to computing overall execution time as the time per batch is multiplied by the number of batches. Another significant factor is the number of layers, which is increasing day by day in the upcoming models (AlexNet was proposed in 2012 with 8 layers, while ResNet has 152 layers in 2015). Furthermore, with new and more complex problems, we are passing much more data to process on each layer, resulting in a sharp increase in the execution time required to train the network, regardless of whether one is working on a local GPU or executing on a global GPU. Factors like electricity, air-conditioning cost, per hour payment of global GPU cost, and training a deep network on

| GROUPS              | Optimizer  | Training Ranking Loss | Testing Ranking Loss |
|---------------------|------------|-----------------------|----------------------|
| VGG16               | RMSProp    | 0.0137                | 0.3941               |
| XceptionNet         | Adam       | 0.3863                | 0.4792               |
| Inception-ResNet-V2 | RMSProp    | 0.4213                | 0.3348               |
| EfficientNetB4      | Adam       | 0.5240                | 0.3894               |
GPUs also need attention. The choice of optimal hardware for predicting the execution time of a particular architecture is still almost unexplored. Features (layer features, layer-specific features, implementation features, and hardware features) also play an influential role in the prediction of execution time during the training phase. Going into details of the features, layer features include activation function, optimizer, and batch size. The layer-specific features include multilayer perceptron (MLP) features (number of inputs and number of neurons), convolutional features (matrix size, kernel size, input depth, output depth, stride size and input padding), pooling features (kernel size, stride size and input padding) and recurrent features (recurrence type and bidirectional). Hardware features of a graphics card include the technology used, the number of graphics cards in a pack, the number of graphics cards in each pack, how many graphics cards can connect to each other, and how much memory each card has.

Operations are typically performed using forward or forward and backward transfers, and execution times are reported from several executes. The function set for service, along with execution timings, is then used to train a fully linked feed-forward network. This network will then be used to estimate the time of execution for a new procedure based on a series of features. The deep learning network’s average performance will be estimated after predicting the individual operations that can be combined across the layer(s). The other parameters that can be part of the concentration are dropout rate, loss function, model optimizer, layers, and neurons in each layer.

The time required for the forward and backward passes on a single batch is computed as follows: Eq. 7 again helps predict the computational time for a single epoch.

\[ T_b = \sum_{i=0}^{l} b_{M(i)} \]  

(7)

Where \( l \) is the number of layers in the deep neural network and \( b_{M(i)} \) is the batch execution time estimate for \( i^{th} \) layer and \( M(i) \) is the type of layer \( i \).

Finally, to compute the total execution time for the single epoch, the following equation can be used.
\[ E = pT_b \]

where \( p \) is the number of batches required to process the data.

As previously stated, the Keras Library is used in this work with a TensorFlow background. Xp GPU is used to run the various ImageNets. The time for each architecture (for all the optimizers and batch size 10) was obtained by the summation of the time consumed, which is 1202 s in the case of VGG16, 2414 s in the case of VGG19, 6955 s for InceptionV3, 5347 s for DenseNet, 3854 s for Xception, 8154 s for Inception-ResNet-V2, 2781 s for EfficientNetB0, and 3775 s for EfficientNetB4 (Refer Table 13). When the model was fine-tuned, 100 ms was required to assign a glaucoma probability for each OCT.

Another aspect of measuring the computational complexity is the theoretical time complexity (including training time and testing time), which is broadly computed in terms of the order (Big-Oh) of a given Eq. 8.

\[
O\left( \sum_{i} d_i f_i - 1 \cdot s_i^2 \cdot n_i \cdot m_i^2 \right)
\]

In this equation \( i \) is the index of a convolution layer and component \( d \) denotes the number (depth) of convolution layer, \( n_i \) is the width (number of filters) in the \( i^{th} \) layer. \( n_{i-1} \) is also known as the number of input channels of the \( i^{th} \) layer, \( s_i \) is the spatial size of the filter, \( m_i \) is the spatial size of the output feature map. In the above equation, the time factor related to fully connected layers and pooling layers is not considered (these layers may take 5–10% computational time). During this analysis, the input/output dimensions of the fully connected and pooling layers in all candidate models have been fixed. Prior literature has discussed that training time per image is approximately three times the testing time per image (one for forwarding propagation and two for backward propagation).

5 Discussion and comparison with published literature

In this section, the simulation results of the proposed study are compared with 17 prominent previous works. Table 20 shows a comparison between recently published studies (published on or after 2017) and our work in the detection of glaucoma. Our proposed work provides improvements in results as compared to previous work in terms of accuracy, AUC, sensitivity, and specificity.

It is observed that the majority of the above mentioned studies were conducted on private datasets. Initially, work is performed on private datasets to select the best ones, which is then applied to public datasets at a later stage for evaluation purposes to find the best one. In this paper, eight well-known and widely accepted deep learning-based models among the researcher community are selected that have demonstrated their efficiency in solving image-based classification problems (InceptionV3 [11] Inception-ResNet-V2 [12] Xception [47], EfficientNet [35] DenseNet [75], VGG16 [60], VGG19 [10]). Among these eight models, three optimizers have been applied to find the best combination of model and its optimizer. Genuine effort has been made to identify the best suitable optimizer for each of Imagenet’s to provide higher accuracy for detecting glaucoma from OCT. Extensive experimentation has also been performed to fine-tune hyperparameters and test them at various epochs.
| YEAR | AUTHOR(S) | DATASET | METHOD USED | PERFORMANCE |
|------|-----------|---------|-------------|-------------|
| 2020 | Russakoff et al.[54] | Training on 1095 eyes and testing on 505 and 336 eyes. | gNet3d(CNN) | AUROC ranging from 0.78 to 0.95 |
| 2019 | Thompson et al.[67] | 549 glaucoma eyes and 166 normal eyes | CNN was trained to predict the SDOCT BMO-MRW global and sector values when evaluating optic disc photograph. | Deep Learning(DL) prediction AUC 0.945 |
| 2019 | Xu et al. [73] | 1943 images with open angle;300 images with angle-closure | ResNet-18(CNN) | AUC 0.933 |
| 2019 | Hao et al. [21] | 1024 with open angle glaucoma,1792 images with narrowed angle | Three scale regions with different sizes are resized to 224x224. Multi-Scale Regions Convolutional Neural Networks (MSRCNN). | AUC 0.9143 |
| 2018 | Lee et al. [29] | 91 healthy images and 58 glaucomatous eyes | Measuring peripapillary retinal nerve fiber layer(PP-RNFL) thickness,full macular thickness, and ganglion cell-inner plexiform layer (GC-IPL) thickness. Three dimensional optic disc scanning of DRI-OCT. | AUC upto 0.968 |
| 2020 | Thomson et al. [68] | 612 glaucomatous images and 542 normal images | CNN | ROC curve area 0.96 |
| 2019 | Ran et al. [50] | 1822 glaucomatous images and 1007 normal images | Data preprocessing and then 3D CNN(ResNet) | Primary validation dataset accuracy 91% |
| 2019 | Maetschke et al. [33] | 847 volumes of glaucoma and 263 volumes of healthy | Unsegmented OCT volumes of the optic nerve head using a 3D-CNN | AUC 0.94 |
| 2020 | Wang et al. [71] | 2669 infected cases and 1679 normal cases | CNN with semi-supervised learning | AUC from 0.933 to 0.977 |
| 2020 | Shehryar et al. [57] | 22 images of healthy eyes and 28 images of glaucoma eyes. | Hybrid computer-aided-diagnosis (H-CAD) system CNN | Accuracy upto 96%; Specificity upto 95%; Sensitivity upto 94%; AUC scores ranging from 0.930 to 0.989 |
| 2019 | Thakoor et al. [66] | 737 RNFL probability map images from 322 eyes of 322 patients and 415 eyes of 415 healthy controls | | |
| 2020 | Raja et al. [49] | 50 B-scan OCT (Local Dataset) | VGG-16 architecture for feature extraction and classification of retinal layer pixels. | Accuracy 94%; Sensitivity 94.4%; Specificity 93.75% |
| 2017 | Muhammad et al. [39] | 57 Glaucoma images and 45 Normal images | Border Segmentation, Image Resize. CNN(AlexNet)+ Random Forest | Accuracy upto 93.31% |
| 2018 | Kansal et al. [23] | 16,104 glaucomatous and 11,543 normal eyes. | Meta Analysis; | AUROC of glaucoma diagnosis for RNFL average for all glaucoma |
have been taken to showcase the comparison on the basis of selected deep-net models and their results. This is all being implemented to ensure that the proposed method generates the best results. To the best of our knowledge, such a type of evaluation, exploration, intensive analysis, and tuning is rarely performed by researchers and has been observed in prior published studies on glaucoma detection from OCT, further supporting the work’s originality. The best performing model is compared with seventeen prior published, well-recognized studies; the comparative table is compiled and shown, to correlate our performance with these studies. The comparative Table 20 clearly justifies the superiority of our proposed method. The accuracy generated by our proposed system (0.9568) is among the best in the class. However, in [29] and [57], the researchers have shown some better results than ours. It is found that the number of subject images on which they have tested their approach is much less than the number of subject images on which the presented approach is tested. The value generated for other medically significant metric specificity (0.96) is also the best in the class. The remaining efficiency measuring parameters (precision, recall, F1-Score, AUC, and sensitivity) also achieve an incredible show (more than 90%) through our approach. When one carefully examines Table 20, one can see that none of the other comparable studies have done as much analysis and parameter calculation as we have to demonstrate and justify the efficacy of our proposed approach. People can be sure that they have a condition if their diagnostic test gives them a positive result, and our proposed system is good at that, too. Because there are relatively limited publicly available datasets for glaucoma and the published research linked to automatic detection of glaucoma from OCT is based on their own privately obtained

| YEAR | AUTHOR(S) | DATASET | METHOD USED | PERFORMANCE |
|------|-----------|---------|-------------|-------------|
| 2019 | An et al.[3] | Private dataset (208 images) | Transfer Learning of CNN with VGG19 | AUC 0.963 |
| 2019 | Asaoka et al. [4] | Training 94 Open Angle Glaucoma (OAG) and 84 normal eyes. For testing 114 OAG eyes and 82 normal eyes | Image Resize, Image Augmentation,CNN and Transfer Learning | AUCROC: DL Model 0.937,RF 0.820,SVM 0.674 |
| 2021 | García et al. [18] | 176 healthy and 144 glaucomatous SDOCT volumes centred on the optic nerve head (ONH) | Combination of CNN and LSTM networks | AUC 0.8847 |
| PROPOSED METHODOLOGY | Private Dataset for training and Mendeley Dataset for proof testing (4220 images and 139 images respectively) | Imagenet Models used-VGG16, VGG19, DenseNet, InceptionV3, XceptionNet, Inception-ResNet-v2, EfficientNetB0, EfficientNetB4 | VGG16 with RMSProp Accuracy=0.9568, AUC=0.95, Specificity=0.96 |

The performance received is presented in above shown tables.
datasets, meaningful comparison of different automated algorithms proposed to detect glaucoma is challenging. Thus, one can realize that a fair comparison cannot be made because of different subject datasets in some cases. The presented study simulation results are highly promising and better than almost all the papers discussed in Table 20.

An evaluation of the work presented in this empirical study can be made in two verticals. The first vertical comparison that can be made in-between the models selected for this study is the price. While in the second one, a comparison can be made between our best performing model and other prior previous studies published in reputed journals. Regarding the first vertical, we have selected eight well-known and well-accepted deep learning-based models among the researcher community that have demonstrated their efficiency when solving image-based classification problems. And among these models, three optimizers have been applied, in all eight models, to find the best combination of model and its optimizer. We have also performed extensive experimentation to fine-tune hyperparameters and tested them on various epochs also. Such a type of evaluation and exploration is rarely performed by any researcher and has not been observed in prior published studies on glaucoma detection from OCT images. This is all being implemented to ensure that the proposed method generates the best results. To the best of our knowledge, very few studies have been published on glaucoma detection from OCT images, and none of the previous reputed papers has performed such intensive analysis and tuning as compared to ours. Regarding the second vertical, we have compared our best performing model with 17 recently published, well-recognized studies; the comparative table is compiled and shown to correlate our performance with these studies. The comparative tables (18 and 20) clearly justify the superiority of our proposed method. It has been discovered that the internal architecture of our shortlisted models differs due to the various architectures. Some models perform well, while others are not satisfactory. This may be due to the fact that the other architectures have larger and more complicated structures and more training parameters than the best performing ones. More tracing parameters and less training data would produce an over-fitting phenomenon, which may yield a less inaccurate classification performance.

OCT is currently one of the most frequently done imaging techniques, with 5.35 million OCT scans conducted in 2014 alone in the US Medicare population. This is a progressive imaging technique that ophthalmologists often employ. These images provide precise information about the layers of the retina. OCT’s cross-sectional image of retinal tissues was previously frequently employed to diagnose and treat eye disorders. OCT technologies have shown a comparable ability to differentiate between normal and glaucomatous eyes in important thickness measurement sectors for general population glaucoma diagnosis. The use of Deep Learning (DL) on OCT images to evaluate glaucoma has been shown to be efficient, accurate, and promising. Together with the findings of prior research, our findings demonstrate the utility of a DL-based technique for diagnosing glaucoma in a real-world setting. As a result, the proposed network effectively learns highly discriminative features from OCT. The observed data validated that our approach is successful in detecting this illness. The use of DL on OCT to evaluate glaucoma has been shown to be efficient, accurate, and promising. As shown in the preceding tables, the suggested framework outperforms current methodologies in terms of accuracy, specificity, and AUC. Our findings are more than 95% in all medical efficiency measuring criteria (accuracy, specificity, and AUC), resulting in relevant results that are comparable to the accuracy of senior (or expert) ophthalmologists. The
suggested strategies achieve resilience by minimizing reliance on picture quality and the impact of additional artifacts. The suggested strategy showed a considerable improvement in performance when compared to earlier state-of-the-art techniques. As a result, our suggested approach will aid in accurately predicting glaucoma using an OCT picture. The approach given here is not restricted to glaucoma; rather, it may be used to diagnose various ocular disorders, particularly in the optic nerve head area. This technology may be applied to various eye disorders by training on disease-specific data and making minor adjustments. These CNN models have the ability to operate in conjunction with human specialists to improve general eye health and speed up the identification of blinding eye illnesses. As previously shown, the system’s operating time (training or testing time) is likewise rather outstanding for outputting the final screening result for a single OCT picture. Our proposed Human-Centered health-care recognition system has trustworthiness, explainability, accountability and is ready for social acceptance. As a result, it may be used independently in remote hospitals. In remote locations where ophthalmologists are few, the suggested technique may be used to recognize glaucoma, and only true cases can be sent to experts for further investigation. The suggested solution could be put in mobile devices or connected to IoT-based devices, and it could be used to help people all over the world or in places where there aren’t enough expert eye doctors or detection equipments.

6 Conclusion, limitations and future work

Every year, millions of people are affected by glaucoma, and its progression can cause permanent blindness in humans. Therefore, it must be diagnosed and prevented at an early stage. At its early stages, glaucoma does not affect vision and hence usually goes unnoticed by patients. That is why some researchers have called this disease a “snake thief of sight”. The only way to stop glaucoma from progressing and losing your vision is to get it diagnosed early and get the right treatment right away. Till now, ophthalmologists were practising the customary way of detecting glaucoma by just looking at the OCT, which is sometimes unreliable, dependent on intra-observer variability, sometimes inaccurate, and time-consuming. Ideally, only highly experienced ophthalmologists should inspect these images to assure the accuracy of the performed diagnosis. However, their availability round the clock and across the globe is a severe issue due to the low number of experts and the heavy overload of periodic manual screening on them. Other than this, certain patient images, most of which have no signs of illness, must also be checked. Automatic scanning and screening devices have the ability to solve these drawbacks by remotely collecting and manipulating retinal photographs, and only people with glaucoma symptoms have been recommended to seek medical attention. Hence, it is essential to design an automated computer-based diagnosis method that is fast, reliable, and highly accurate for detecting glaucoma. This proposed empirical approach’s primary objective is to evaluate the automation of the detection of glaucoma through OCT scans with the help of advanced deep learning algorithms. The OCT used in our research was taken from private hospitals around the city and then passed through eight different pre-trained architectures. Based on the results, the four best-performing models were shortlisted. Later, these models are tested on the well-recognized standard public Mendeley dataset. The influence of the architecture, data size, and training strategy has been thoroughly investigated. The CNN evaluated excellent performance measurements, including accuracy, sensitivity, specificity, precision, F1-score, AUC value, and ROC
curve. To assess these pre-trained nets, Keras libraries on Google Colaboratory are used with TensorFlow as the backend. The obtained final data from all these nets offered promising results in terms of accuracy. The best options are VGG16 with RMSProp optimizer with an accuracy of 95.68% and EfficientNetB4 using Adam optimizer with an accuracy of 85.61%, followed by Xception Net using Adam optimizer with an accuracy of 83.45% and Inception-ResNet-v2 using RMSProp optimizer with an accuracy of 83.45%. These CNN generated auspicious results can be a valuable alternative to experienced ophthalmologists and expensive devices to classify glaucoma OCT. Because the American Academy of Ophthalmology has set standards for how good a job should be, it is likely that this work will be good enough to meet those standards.

Some of the limitations of this study include a focus on the classification of input images into two classes only. The larger the dataset on which models can be trained, the better the performance of the trained models will be. The available benchmark dataset for OCT is limited. Hence, the performance may be influenced by the limited available public benchmark dataset of OCT on which this study was performed. Glaucoma prediction (recognition) is the primary objective of the study, and no consideration is given in the case of any other disease present in the patient’s eye. Novel CNN models are proposed by researchers at a fast pace; it is not possible to compare the performance of all the available models. There may be some models that compute better results than our shortlisted models. Performance optimization, for performance improvement, is unexplored in our study and can be incorporated into the model as a future direction. Lastly, focus on the progression of glaucoma growth has not been considered. As a future direction, “Low-light image enhancement via a deep hybrid network” can be implemented to observe the improvement in the results [53].
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