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Abstract—We consider the downlink transmission in a single cell multiple-input multiple-output system, in which the user equipment correspond to a vehicle moving along a given trajectory. This system utilizes millimeter wave channels characterized by multiple non-line-of-sight (NLoS) components. As it has been pointed out in several related works, in such systems radio access network (RAN)-based positioning can effectively improve the positioning accuracy achieved by Global Navigation Satellite Systems. However, the RAN-based positioning accuracy is highly dependent on the quality of the channel estimates, especially if multipath propagation is exploited. Recognizing that the communication channels between the serving base station and the vehicle as well as the geographical position of the vehicle can be advantageous modeled as inter-related autoregressive processes, we propose a two-stage Kalman filter algorithm employing two intertwined filters for channel tracking, position tracking and abrupt channel change detection. The first Kalman filter tracks angles-of-departure and angles-of-arrival associated with the communication channels, which are used to make a coarse position estimation. The second Kalman filter tracks the position of the vehicle utilizing the kinematic parameters of the vehicle. Simulation results clearly show the advantages of using the proposed scheme, which exploits the memoryful property of both the communication channels and the geographical positions, as compared to employing previously proposed single-stage or not properly combined filters in NLoS environments.

Index Terms—Kalman filter, MmWave channels, MIMO, multipath, NLoS, positioning

I. INTRODUCTION

The global navigation satellite system (GNSS) is one of the most widely used positioning technologies in both the civilian and military fields including automotive scenarios. The performance of GNSS-based positioning techniques degrades in tunnels, urban canyons and other areas, in which GNSS coverage is either poor or is not available. Recent advances in cellular-based positioning technology indicate that positioning techniques using radio access based on multiple-antenna measurements can complement GNSS-based positioning in vehicular scenarios in such problematic areas. Specifically, millimeter-wave (mmWave) signals with large antenna arrays have a potential of high accuracy positioning in 5th Generation (5G) systems [1]. This is due to large available frequency bands for a more accurate time of arrival or time-difference of arrival estimates that can be advantageously used to estimate range and position. Moreover, deploying a greater number of antennas, which is typical for mmWave base stations, allows to estimate angle-of-departures (AoDs) and angle-of-arrivals (AoAs) with a higher accuracy. This aspect is crucial for position estimation in non-line-of-sight (NLoS) environment in which the channel is characterized by a few dominant components.

Modern vehicles rely on a large number of sensors allowing to obtain/assist positioning. Sensor fusion positioning techniques combine measurements from different sources, such as onboard sensor and cellular measurements. The inertial measurement units (IMUs) are widely used in vehicles and allow to determine the speed, the acceleration, and the direction of the vehicle for position tracking. For instance, a recently proposed sensor-fusion based method in [2] combines cellular mmWave measurements with IMU measurements. A Kalman filter based approach is performed at the vehicle’s side to generate its position based on the line-of-sight (LoS) measurements.

It is important to recognize, that positioning accuracy in mmWave channels is highly dependent on the quality of the channel estimate. Indeed, the mmWave channels are characterized by a few multipath components, not necessarily including a LoS component. Therefore, an accurate channel estimation is a crucial part of designing a vehicular positioning framework. In the context of mmWave channels, the channel is usually assumed to follow the L-scatter model, which is defined as a function of the number of multipath components, the AoD and AoA, and the corresponding pathgains, where the number of multipath components depends on the surrounding channel propagation environment. As it has been shown in [3], in urban scenarios the channels typically comprise up to four multipath components. Channel tracking method for such a channel model was proposed in [4] using Kalman filters, based on a dual time scale channel model. In that model, the number of multipath components can change abruptly, and the angular variations are assumed to be slow between two abrupt changes. This is a particularly useful channel model for vehicular scenarios for which the channel can change abruptly due to fast changes in the propagation environment. However, the angle transition model assumed in [4], for which the transition matrix is equal to identity is not realistic in practical scenarios. For instance, the channel aging nature of the mmWave channels has been recently discussed in [5],
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In this paper, we consider a vehicular scenario in which a vehicle follows a given trajectory. The channel is assumed to be L-scattered with L dominant paths following the dual time scale model proposed in [4]. In this case, an autoregressive (AR) model for the AoD and the AoA evolution can be assumed, which allows to capture channel aging. We propose a two-stage Kalman filter algorithm relying on two intertwined Kalman filters. The first Kalman filter, as an extension of the work in [4], allows to track the angular channel components and to obtain a coarse position based on the estimated channel. The second Kalman filter, based on sensor fusion using the IMU measurements, is designed for refining the position estimation of the vehicle. The rationale for using two filters is to exploit the memoryful property of both the communication channels and the geographical positions. As we will see, this basic idea helps to overcome some of the challenges that are posed by the NLoS environment.

The system model including the channel and transmission model is introduced in Section II. The channel tracking is presented in III. The overall algorithm is provided in Section IV including a coarse position estimation and refined position tracking. Simulations results are discussed in Section V. Conclusions are drawn in Section VI.

**Notations:** The superscripts $(\cdot)^T$ and $(\cdot)^H$ denote transpose and Hermitian transpose, respectively. The notation $\mathcal{CN}(0, \sigma^2)$ represent the complex circular Gaussian distributions with mean $a$ and variance $\sigma^2$. The vector $\mathbf{0}_n$ denotes the $n$-dimensional vector with entries equal to zero and $\mathbf{I}_n$ denotes the identity matrix of dimension $n \times n$. The notation $\text{vec} \{ \cdot \}$ corresponds to the vectorization operator.

## II. SYSTEM MODEL

### A. Channel model

![L-scatterer channel model](image)

Figure 1. L-scatterer channel model.

We consider a downlink system with a single base station (BS) equipped with a linear array of $N_t$ transmit antennas and user equipment (UE) equipped with a linear array of $N_r$ receive antennas. We assume the L-scatterer channel model [4], as depicted in Figure 1, where $\phi_l$ and $\theta_l$ are the AoD and the AoA, respectively, for $l = 1, \ldots, L$, where $L$ is the number of multipath components. The corresponding steering vectors are defined by

$$\mathbf{a}_l(\phi) \triangleq \frac{1}{\sqrt{N_t}} \left[ 1, e^{-j\pi \cos \phi}, \ldots, e^{-j \pi (N_t-1) \cos \phi} \right]^T$$  \hspace{1cm} (1)

$$\mathbf{a}_r(\theta) \triangleq \frac{1}{\sqrt{N_r}} \left[ 1, e^{-j\pi \cos \theta}, \ldots, e^{-j \pi (N_r-1) \cos \theta} \right]^T.$$  \hspace{1cm} (2)

The L-scatterer channel is then suitably defined as

$$\mathbf{H} = \sum_{l=1}^{L} \alpha_l \mathbf{a}_r(\theta_l) \mathbf{a}_l^H(\phi_l),$$  \hspace{1cm} (3)

where $\mathbf{a}_l(\phi) \in \mathbb{C}^{N_t \times 1}$ and $\mathbf{a}_r(\theta) \in \mathbb{C}^{N_r \times 1}$ are defined in (1) and (2), $\alpha_l = \rho_l \sqrt{N_t N_r} e^{-j \frac{2\pi}{\lambda} \Delta_l}$ with $\lambda$ the wavelength, and $\alpha_l, \rho_l, \Delta_l$ are the path gain, the attenuation, and the distance between transmit antenna 1 and receive antenna 1 along the path $l$, respectively.

We define the following vector that combines all the AoDs and the AoAs as

$$\psi = [\phi_1, \ldots, \phi_L, \theta_1, \ldots, \theta_L]^T \in \mathbb{C}^{2L \times 1}.$$  \hspace{1cm} (4)

We present a method for estimating $\psi$ in Section III.

### B. Transmission model

We assume the quantization levels of both the transmitter and the receiver precoders are equal to the number of transmit and receive antennas $N_t$ and $N_r$, respectively. The beamforming and beam-combining vectors can then be expressed as:

$$\mathbf{b} = \frac{1}{\sqrt{N_t}} \left[ e^{j\nu_1}, e^{j\nu_2}, \ldots, e^{j\nu_{N_t}} \right]^T \in \mathbb{C}^{N_t \times 1},$$

$$\mathbf{c} = \frac{1}{\sqrt{N_r}} \left[ e^{j\mu_1}, e^{j\mu_2}, \ldots, e^{j\mu_{N_r}} \right]^T \in \mathbb{C}^{N_r \times 1},$$

where $\nu_n \in [0, 2\pi]$ with $n_t = 1, \ldots, N_t$ and $\mu_n \in [0, 2\pi]$ with $n_r = 1, \ldots, N_r$.

We further assume that the $\mathbf{b}_{n_t}$ beamforming vectors and the $\mathbf{c}_{n_r}$ combining vectors cover the range $[0, \pi]$. The transmitter sends pilots using beamforming vectors $\mathbf{b}_{n_t} = \mathbf{a}_1(\bar{\phi}_{n_t})$ for $n_t = 1, \ldots, N_t$. For each beamforming vector, the receiver uses the combining vectors $\mathbf{c}_{n_r} = \mathbf{a}_r(\bar{\theta}_{n_r})$ for $n_r = 1, \ldots, N_r$. For convenience, but without losing generality, we will assume that the same pilot symbol $x$ is sent over all the $N_t$ transmitter antennas. Then, the same observation scalar is received over $N_r$ receiver antennas:

$$y_{n_t, n_r} = \mathbf{c}_{n_r}^H \mathbf{H} \mathbf{b}_{n_t} + \mathbf{c}_{n_r}^H \mathbf{w}_{n_t},$$

where $x = 1$, $\mathbf{w}_{n_r} \in \mathbb{C}^{N_r \times 1}$ is an additive white Gaussian noise with zero mean and variance $\sigma_n^2$, and $\mathbf{H} \in \mathbb{C}^{N_r \times N_t}$ is defined in (3).

The $N_r \times N_t$ observation matrix is written as

$$\mathbf{Y} = \begin{bmatrix} y_{11} & y_{12} & \cdots & y_{1N_t} \\ y_{21} & y_{22} & \cdots & y_{2N_t} \\ \vdots & \vdots & \ddots & \vdots \\ y_{N_r,1} & y_{N_r,2} & \cdots & y_{N_r,N_t} \end{bmatrix} = \mathbf{C}^H \mathbf{H} \mathbf{B} + \mathbf{V},$$

where $\mathbf{C}^H \mathbf{H} \mathbf{B}$ is the channel matrix and $\mathbf{V}$ is the noise matrix.
where \( C = [c_1,c_2,\ldots,c_{N_t}] \in \mathbb{C}^{N_r \times N_t} \) and \( B = [b_{t,1},b_{t,2},\ldots,b_{t,N_t}] \in \mathbb{C}^{N_r \times N_t} \) and \( V = [v_1,\ldots,v_{N_t}] \in \mathbb{C}^{N_r \times N_t} \) with \( v_n = c_n^*w \sim \mathcal{CN}(0,\sigma_n^2I_{N_r}) \) for \( n_t = 1,\ldots,N_t \).

### III. Channel tracking using Kalman filter

In the Kalman filter framework, we define the state vector by \( \psi \) as in (4). We assume that the \( \psi(t) \) is a complex Gaussian stationary process following the autoregressive model of order \( p \geq 1 \) in time, denoted by AR(\( p \)).

The state transition equation at time \( t \) is defined by

\[
\psi(t) = \sum_{i=1}^{p} A_i \psi(t-p) + u(t),
\]

where \( u(t) \sim \mathcal{CN}(0_{2L}, \sigma_u^2I_{2L}) \in \mathbb{C}^{2L \times 1} \) is the process noise vector and the matrices \( A_i \in \mathbb{C}^{2L \times 2L} \) for \( i \in \{1,\ldots,p\} \) are the state transition matrices assumed to be constant in time.

The measurement equation at time instant \( t \) is given by

\[
y(t) = \bar{h}(\psi(t)) + \bar{v}(t),
\]

where \( y(t) = \text{vec}\{Y\} \in \mathbb{C}^{N_r \times N_t} \), \( \bar{h}(\psi) = \text{vec}\{CHB\} \in \mathbb{C}^{N_r \times N_t} \), and \( \bar{v}(t) = \text{vec}\{V\} \sim \mathcal{CN}(0,\sigma_v^2I_{N_r \times N_t}) \in \mathbb{C}^{N_r \times N_t} \) is the measurement noise vector.

In the Kalman filter framework, the term \( \bar{h}(\psi) \) is a non-linear function of the state vector \( \psi \), and hence an extended Kalman filter framework is applied, similarly as in [4], and the explicit details are omitted here. The \textit{a posteriori} estimate of the channel state vector at time instant \( t \) given \( t \) observations is denoted by \( \hat{\psi}(t|t) \).

### IV. Position estimation and tracking

#### A. Position estimation in multipath channels with single point scatterers

We consider a two-dimensional space with a single BS located at the point \( (x_{BS}, y_{BS}) \) and the UE located at \( (x_{UE}, y_{UE}) \) in \((x,y)\)-coordinate system with the orientation denoted by \( \gamma \) relative to the BS. We consider \( \theta_l, \phi_l, \) and \( R_l \) to be the AoA, the AoD, the pathlength, respectively, corresponding to the single-point scatterer for the \( l \)-th multipath component for \( l = 1,\ldots,L \). We propose a method to estimate \((x_{UE}, y_{UE}, \gamma)\), given \( \theta_l, \phi_l, \) and \( R_l \) for \( l = 1,\ldots,L \).

The UE is located on the line defined by the following system of equations, as illustrated in Figure 2, for any \( 0 < r_l < R_l \):

\[
\begin{align*}
x(r_l) &= r_l\cos\phi_l\cos(\theta_l + \gamma) + (R_l - r_l) + x_{BS} \\
y(r_l) &= r_l\sin\phi_l\sin(\theta_l + \gamma) + (R_l - r_l) + y_{BS}.
\end{align*}
\]

Equivalently, for each \( l \)-th scatterer with \( l = 1,\ldots,L \), the equation of the UE location line is defined by

\[
0 = a_l x + b_l y + c_l
\]

with \( a_l, b_l, \) and \( c_l \) the solutions of the system of equations:

\[
\begin{align*}
a_l &= \sin\phi_l - \sin(\theta_l + \gamma) \\
b_l &= \cos(\theta_l + \gamma) - \cos\phi_l \\
c_l &= -a_l(R_l\cos(\theta_l + \gamma) + x_{BS}) - b(R_l\sin(\theta_l + \gamma) + y_{BS}).
\end{align*}
\]

Note that if all the above parameters are known perfectly, the location of the UE is given by the intersection between the \( L \) lines, which is the true position \((x, y)\). In practice, due to the imperfect estimates of the AoAs, AoDs, and pathlengths, these lines do not intersect in a single point. We define the following cost function:

\[
f(x, y, \gamma) = \sum_{l=1}^{L} \beta_l d_l^2,
\]

where \( \beta_l \) is the weight taking into account any non-equal reliability of the different measurement sets and \( d_l \) is the distance between the point \((x, y)\) and the \( l \)-th line defined by

\[
d_l = \frac{|ax + by + c_l|}{\sqrt{a_l^2 + b_l^2}}.
\]

The estimate of the UE position/orientation is obtained by minimizing the cost function \( f(x, y, \gamma) \):

\[
(x^*, y^*, \gamma^*) = \arg\min_{x,y,\gamma} f(x, y, \gamma).
\]

The minimum to \( f(x, y, \gamma) \) is found by setting the gradient with respect to \( x, y \) and \( \gamma \) to zero.

![Figure 2. The triangulation positioning diagram. Each NLoS path defines one line segment on which the UE is expected to be located.](image)

#### B. Two-stage Kalman filter for position tracking

Once a one-shot position and orientation estimation has been obtained by using Equation (7), a more refined position can be obtained by exploiting tracking by means of a Kalman filter. We define the UE position state vector at time \( t \) as

\[
s(t) = [x(t), y(t), \dot{x}(t), \dot{y}(t), \ddot{x}(t), \ddot{y}(t), \gamma(t)]^T \in \mathbb{R}^{7 \times 1},
\]

where \( x(t), y(t), \dot{x}(t), \dot{y}(t), \ddot{x}(t), \ddot{y}(t), \gamma(t) \) are respectively the UE’s positions, the velocities, and the accelerations in \( x \) and \( y \).
$y$ coordinates, and $\gamma(t)$ is the orientation of the UE at time instant $t$.

The state transition and the measurement equations are given by

$$s(t) = Fs(t - 1) + e(t),$$
$$z(t) = Ms(t) + r(t),$$

where $F$ is the $7 \times 7$ state transition matrix of a constant acceleration process, $M = I_7$ is the measurement matrix, $e(t) \sim N(0_7, \sigma^2_e I_7)$ is the process noise vector, and $r(t) \sim N(0_7, \sigma^2_r I_7)$ is the measurement noise vector.

### C. Two-stage Kalman filter for position tracking

Multipath channel estimation is a crucial component in mmWave radio systems that needs to be used in a large number of system modules in addition to the positioning module. Therefore, we propose a two-stage Kalman filter algorithm in order to track the UE’s position independently from the channel tracking as depicted in Figure 3.

In dense urban environments it is natural to assume that the number of multipath components may vary abruptly as compared to the variations of the AoD/AoA and the pathgains whose variations are considered to be slow. This is due, for instance, to a sudden change of a scatterer’s location or a sudden blockage of a path. We consider the double time scale channel variation model, similar to the one proposed in [4], for which the number of multipath components $L$ remains constant between two abrupt changes. As depicted in Figure 3, the first Kalman filter is used to estimate the channel state vector assuming $L$ constant if no abrupt changes is detected and the estimate, obtained at time instant $t$ given $t$ observations, is denoted by $\hat{\psi}(t|t)$. At each step, an abrupt change detection test [4] based on a function of the measurement equation is performed given a certain probability of false alarm. If an abrupt change is detected, the new number of multipath components $L$ is considered by performing channel acquisition for which $L$ is re-estimated. The prediction and correction steps are performed using the transition and measurement equations defined in (5) and (6), respectively. Once the channel is estimated, the estimate $\hat{\psi}(t|t)$ along with the path lengths $R_l$ (assumed to be known at each time instant $t$), for $l = 1, \ldots, L$, are used to estimate a coarse position as described in Section IV-A. A second parallel Kalman filter is used in order to track the UE’s position such as described in Section IV-B. For the second Kalman filter, the prediction and measurement equations are used such as defined in Equation (8).

### V. SIMULATION RESULTS

We consider a suburban scenario with a moving vehicle representing the UE. The simulations have been carried out in MATLAB using the Driving Scenario Designer toolbox allowing a customized driving trajectory. The S-shape trajectory, as depicted Figure 4, has been used. The trajectory data including the positions, the orientation, and the velocity of each sampling time has been saved and then later used for the proposed algorithm performance analysis. As depicted in Figure 4, the BS is placed at $x_{BS} = 0, y_{BS} = 0$ in the upper left corner of the 500-by-600-meter rectangular area where the vehicle is allowed to move. The relative distance between the vehicle and the BS ranges from 0 to 800 meters approximately.

A multiple-input multiple-output (MIMO) system is considered with linear antenna arrays at the BS with 64 antennas and the UE with 8 antennas. The BS is operating at the carrier frequency equal to 40 GHz. A downlink with $L = 4$ multipath components is assumed motivated by the experimental results provided in [3]. The AoD/AoA are assumed to follow the same AR process of order 1 with coefficient $a_1 = 0.95$ corresponding to $A_1 = A_1 I_{2L}$ in (5). The signal-to-noise ratio (SNR) is assumed to be equal to 20 dB, $\sigma^2_u = (0.5 \pi/180)^2$ and $\sigma^2_w = N_r N_i / \text{SNR}$ as in [4]. The scatterers are randomly placed around the UE every 50 meters. At each new channel acquisition, we assume the initial channel state vector to be equal to the true channel corrupted by a Gaussian error with variance $\sigma^2_w = (0.5 \pi/180)^2$. The path lengths $R_1, \ldots, R_L$ are assumed to be known and correspond to the genie range measurements. The vehicle is assumed to be moving with a constant velocity of 54 km/h.

We compare the proposed two-stage Kalman filter-based method denoted by "Two-stage KF" with the method based on the coarse position estimation using only the first channel tracking Kalman filter, denoted by "Single-stage KF". The corresponding trajectory and the scatterer’s positions at the final time instant are depicted in Figure 4. The channel
tracking in terms of AoD/AoA estimation errors are provided in Figure 5. We note that larger errors are obtained for the AoAs as compared to the AoDs. This is due to the fact that given the single-point scatterer model, the AoDs do not change when the scatterers’ positions are constant.

In Figure 6, the cumulative distribution function (CDF) curves for the single- and two-stage Kalman filter are compared for two channel state transitions models with coefficients $a_1 = 1$ and $a_1 = 0.95$. We note that the model with $a_1 = 1$ corresponds to the channel model considered in [4]. We observe that the results show a better performance of the two-stage approach as compared to the single-stage method. Moreover, a gain in performance of more than a decimeter is obtained by considering $a_1 = 0.95$ as compared to the channel estimation approach in [4] for which $a_1 = 1$. This shows that the choice of the transition matrix has a significant impact on positioning performance, and further studies are needed to better understand the behavior.

VI. CONCLUSIONS

This paper proposed a two-stage Kalman filter that employs two intertwined filters for channel tracking, position tracking and abrupt channel state detection. The rationale of this scheme is that both the vehicle’s geometric position and its communication channel can be advantageously modeled as autoregressive processes, whose respective states can be tracked and predicted by Kalman filters. Specifically, the first Kalman filter tracks angles-of-departure and angles-of-arrival associated with the communication channels and helps to make a coarse position estimation, while the second Kalman filter tracks the position of the vehicle. Numerical results indicate the advantages of using the proposed scheme, compared to employing previously proposed single-stage or not properly combined filters in NLoS environments. Moreover, the channel state transition matrix choice can largely affect the positioning performance and should be further investigated.
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