Numerical study of the localization length critical index in a network model of plateau-plateau transitions in the quantum Hall effect
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We calculate numerically the localization length critical index within the Chalker-Coddington (CC) model for plateau-plateau transitions in the quantum Hall effect. Lyapunov exponents have been calculated with relative errors on the order $10^{-3}$. Such high precision was obtained by considering the distribution of Lyapunov exponents for large ensembles of relatively short chains and calculating the ensemble average values. We analyze thoroughly finite size effects and find the localization length critical index $\nu = 2.517 \pm 0.018$.

PACS numbers: 71.30.+h; 71.23.An; 72.15.Rn

Plateau-plateau transitions in the quantum Hall effect have been one of the most challenging problems in condensed matter physics during the last two decades. It is an interesting example of the localization-delocalization transition in two-dimensional disordered systems where a quantum critical point appears due to the breaking of time reversal symmetry. The most important problem in this area of research is the formulation of a quantum field theory describing the transition. The first suggestion in this respect appeared in Ref. [1], where the authors noticed that the presence of the topological term in the nonlinear sigma model formulation of the problem can result in the occurrence of delocalized states in strong magnetic fields.

Later, Chalker and Coddington [2] formulated a phenomenological model of quantum percolation based on a transfer matrix approach (referred to as the CC model hereafter). The numerical value $2.5 \pm 0.5$ of the critical index of the Lyapunov exponent calculated within the CC model (see Ref. [3] for a review) was in good agreement with the experimentally measured correlation length index $\nu = 2.4$ in the quantum Hall effect. This success motivated considerable interest in the CC model and stimulated its further investigation until present days [4, 5, 6, 7]. In early studies [4, 5], the continuum limit of the CC model was related to supersymmetric spin chains, which was further developed by Zirnbauer [2].

In Refs. [11] and [12] the continuum limit was also related to the conformal field theory of Wess-Zumino-Witten-Novikov (WZWN) type. Analyzing the representations of the PSL(2|2) conformal field theory, they found one which gives a reasonable value of $16/7 \simeq 2.286$ for the correlation length index. Moreover, multi-critical scaling indices of the CC model were predicted to depend quadratically on the level $q$ of multi-criticality within the WZWN model approach.

Most intriguing developments in the plateau-plateau transition problem were reported later [13, 14] where the multi-critical behavior of the CC model was investigated. In both papers quartic dependence of the multi-critical indices of the parameter $q$ was observed, in contrast to earlier predictions [15]. The latter suggested that the validity of the supersymmetric WZWN approach to plateau-plateau transitions in the quantum Hall effect is questionable. On the other hand, since the plateau-plateau transitions are of the second order, there is a conformal symmetry at the transition point and there should exist a conformal field theory describing it. Candidate theories could be tested against the experimental data by comparing critical indices. Unfortunately, the precision of the available experimental indices is too low and does not enable us to identify the correct theory. Therefore, comparison to numerically calculated values can be more feasible for this task. However, reliable calculation of the localization length critical index with good precision has been known to be a very challenging task and there is still little consensus on the obtained values and especially their error bars. This paper is largely motivated by the demand of such an accurate calculation.

We have carried out numerical calculations of the Lyapunov exponent and the corresponding critical index in the CC model taking finite size effects into account. Our calculation strategy can be summarized as follows. Instead of finding the eigenvalues of the product $T = \prod_{j=1}^{L} T_j$ of a large number of transfer matrices $T_j$, we form a large ensemble of $L$ shorter products and obtain the distribution function of the smallest Lyapunov exponent $\gamma = (1/2L) \ln \lambda$, where $\lambda$ is the eigenvalue of the matrix $S = T^\dagger T$ closest to the unity from above. Then we calculate the mean value and the standard deviation of the distribution. According to the central limit theorem the distribution of the mean value is normal [15]. This procedure allows us to effectively increase the product length up to $L_{\text{eff}} = L_{\text{eff}} \times L$ and reduce the error, which is on the order of $\sqrt{\gamma/L_{\text{eff}}}$. The error can therefore be reduced by collecting the statistics of eigenvalues. In finding the correct value of the critical exponent we take into account the finite size of matrices $T$ and do the standard finite size scaling (FSS) analysis according to Refs. [16, 17]. The result we found for the correlation length index is $\nu = 2.517 \pm 0.018$.

The transfer matrix of the CC model consists of local
The matrix elements of \( \prod W \) where \( \omega \) is of the order of \( \eta \) is estimated as 

\[
\bar{\gamma}(N) = 60, \quad \sigma(N) = \frac{\bar{\gamma}(N)}{\sqrt{L_r}},
\]

where \( L_r \) is the size of the Lyapunov exponent ensemble at each node. Figure (2b) demonstrates that the standard deviation \( \sigma(N) \) varies as \( 1/\sqrt{L} \) with the system length, confirming the applicability of the central limit theorem and, hence, the definition (3).

Figure (2) shows that values of the disorder-averaged mean Lyapunov exponent for \( N \geq 2401 \) are the same within their error bars. We calculated these quantities for different sets of \( N \) and \( x \), as well as for longer chains, and found the same result. Therefore, rather than calculating the exponent for a very long chain, we can calculate the mean Lyapunov exponent for a large number \( L_r \) of relatively short chains, which is more efficient. Varying \( L_r \) we can achieve any given target accuracy; in our calculation we used \( L = 4802 \) with the typical ensemble size of \( N, \sigma \approx 2000 \).

Having calculated disorder-averaged Lyapunov exponents, we use the standard FSS analysis of the data, for-
mulated in Ref. 16 and extended in the Refs. 17,18,19 in order to obtain the localization length index ν. The Lyapunov exponent is believed to have scaling behavior (see for example Refs. 17 and 20 and references therein), and finite size effects can be accounted for by the following formula for the scaling function Γ(N, x) which approximates N−γN(x) in the vicinity of the critical point

$$\Gamma(N, x) = F_0(N^{1/\nu} u_0) + F_1(N^{1/\nu} u_0) N^\nu u_1$$  \hspace{1cm} (4)$$

where $u_0(x) = x + b_3 x^3$ and $u_1(x) = 1 + c_2 x^2$, so the series for $F_0$, $F_1$, $u_0$, and $u_1$ were truncated at orders 6, 0, 3 and 2, respectively. Further increase of these orders turned up to be impractical as it deteriorated the result.

Because all mean Lyapunov exponents have different error bars we used a weighted fit with $[N\bar{\sigma}_L(x)]^{-2}$ as weights. We also put the following constraints on the parameters: $0.5 < a_0 < 1$, $|a_{2n}|, |a_{10}|, |b_3|, |c_2| \leq 2$, $2.1 \leq \nu \leq 2.7$ and $-0.5 \geq y \geq 0$. We checked that the result is not affected by the constraints while they stabilize the procedure and improve the convergence of the nonlinear fit. All fits which converged to a constraint boundary were discarded. Global optimization methods such as the simulated annealing were used to find the best fit. The result of such a fit is presented in Fig. 3. All curves intersect at $x \approx 0.025$; note that the ordering of the curves at $x = 0$ suggests an additional constraint, namely $a_{10} > 0$.

In order to estimate error bars of the parameters we used the standard resampling technique.21 Up to 1000 generated synthetic data sets of mean Lyapunov exponents were drawn from the corresponding normal distributions centered at $\bar{\gamma}_N(x)$ and having the standard deviation $\sigma_N(x)$. Fitting to these data we obtained distributions of the parameters and calculated their mean values and standard errors. The following parameter values were found: for the case $c_1 \neq 0$ we obtained $\nu = 2.519 \pm 0.023$, $y = -0.32$ and the typical goodness of fit parameter was $\chi^2 = 864.5$ for 107 points. For $c_1 = 0$, $\nu = 2.517 \pm 0.018$, $y \approx -0.24$ and $\chi^2 = 848.2$. We note that the parameter $y$ is always small, which suggests that finite size effects are very pronounced in the CC model.

The curves for Lyapunov exponents for different sizes $N$ are intersecting in a region close to $x = 0$. The crossing point of a pair of such curves corresponding to consecutive values of $N$ shifts towards the origin on increasing $N$. The latter is the consequence of the condition $a_{10} > 0$, which increases the role of the next to the leading operator in the problem for small $N$. This fact stresses the importance of the second operator together with the main one in the analysis of possible candidate conformal field theories which describe plateau-plateau transitions in the quantum Hall effect.

The obtained value of the critical index $\nu = 2.517 \pm 0.018$ disagrees with early results22,23, which could be attributed to the quality of the data, system sizes reached, and finite size effects. Those effects proved to be extremely important for accurate calculation of the critical exponent even in the standard Anderson model,22 in which case the irrelevant exponent $y \sim -3$ is much larger than in the CC model (finite size effects are therefore less pronounced). On the other hand, our critical exponent is smaller than the one calculated by Slevin and Ohtsuki,25 who obtained $\nu = 2.593 \pm 0.006$. However, both high precision numerical results are considerably above the experimental value of $\nu = 2.38 \pm 0.06$ measured recently in GaAs-AlGaAs heterostructures.24,25 The latter fact emphasizes the necessity to investigate the valid-

FIG. 2: a) Mean values of the $\gamma_N(x)$-distribution and estimated error bars calculated for $N = 60, x = 0.404$ at different node levels ($L = 343, 2401, \ldots, 16807$). The horizontal dashed line is a guide for the eye, showing the mean value for $L = 16807$. Larger error bars show the standard deviation of the distributions $\sigma_N(x)$, while smaller error bars are equal to $\bar{\sigma}_N(x)$ and estimate the error of the mean value. b) Full circles show the standard deviation $\sigma_N(x)$ as a function of the system length $L$ and the solid line is the best $1/\sqrt{N}$ fit to the data.
Our technique is based on the calculation of the product of transfer matrices preserving the required precision during iterations and collecting large statistics to achieve a given target precision. Finite-size effects turn out to be very pronounced within the framework of the CC model and should be taken into account properly in order to obtain reliable results. In particular, the calculated value of the critical exponent suggests that some WZWN-type models based on the conformal field theory should be reconsidered, which demands new developments and approaches in the formulation of the continuum limit of the CC model as well as further studies and more accurate calculations of Lyapunov indices.
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