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Abstract. Distributed optimal power flow (OPF) is of great importance and challenge to AC/DC interconnected power grid with different dispatching centres, considering the security and privacy of information transmission. In this paper, a fully distributed algorithm for OPF problem of AC/DC interconnected power grid called synchronous ADMM is proposed, and it requires no form of central controller. The algorithm is based on the fundamental alternating direction multiplier method (ADMM), by using the average value of boundary variables of adjacent regions obtained from current iteration as the reference values of both regions for next iteration, which realizes the parallel computation among different regions. The algorithm is tested with the IEEE 11-bus AC/DC interconnected power grid, and by comparing the results with centralized algorithm, we find it nearly no differences, and its correctness and effectiveness can be validated.

1. Introduction

With the rapid development of power market and power economy, the engineering application of the optimal power flow (OPF) in power system appears to be more important. The most commonly used algorithms for solving OPF problem includes nonlinear programming (NLP), sequential quadratic programming (SQP) and interior point method (IPM). IPM has good convergence and is suitable for solving OPF problem \cite{1-2}, includes the OPF problem of AC/DC interconnected power grid \cite{3}. With the increasing interaction between adjacent areas, great challenges are brought to the traditional centralized computing framework. And fully decentralized algorithm for solving OPF problem becomes more appropriate for computing framework. The original research of distributed OPF can trace back to Balho H. Kim and Ross Baldick’s research on coarse-grained distributed OPF \cite{4}. After years of unremitting efforts, algorithms aiming to solve distributed OPF problem are now fruitful, such as the auxiliary problem principle (APP) \cite{5}, semi definite programming (SDP) \cite{6} and approximate Newton directions algorithm \cite{7}.

According to Stephen Boyd’s research \cite{8}, the fundamental alternating direction multiplier method combines the decomposability of the dual iteration method and the superior convergence of lagrangian multiplier method. In this paper we wish to achieve a new algorithm which is fully distributed, requiring no form of central controller and applicable to AC/DC interconnected power grid. The proposed algorithm is improved on the fundamental alternating direction multiplier method. As a region-based optimization algorithm, only a limited amount of information is exchanged between adjacent regions, therefore, assuring privacy and security during information transmission.
2. Distributed optimal power flow statement of AC/DC interconnected power grid

2.1. General description of OPF problem

The OPF problem in power system can be described as to obtain the optimal solution by optimizing the control variables based on satisfaction of all the equality and inequality constraints, while the network structure and parameters are given. Therefore, the OPF problem can be written in the form

\[
\begin{align*}
\min f(x) & \\
\text{s.t.} & \quad h(x) = 0 \\
& \quad g \leq g(x) \leq g
\end{align*}
\]

(1)

Variable \( x \) includes state variable and control variable. Objective function \( f(x) \) is variable according to computing demand. For example we choose coal consumption costs of thermal power generations of the whole system to be our objective function

\[
f(x) = \min \sum_{i=1}^{n_G} (a_i P_{Gi}^2 + b_i P_{Gi} + c_i)
\]

(2)

Set \( n_G \) includes all the thermal power units of the whole system. Variable \( a_i, b_i \) and \( c_i \) represents respectively quadratic coefficient, monomial coefficient and constant coefficient of coal consumption characteristic curve of generator at node \( i \). Variable \( P_{Gi} \) represents active power of generator at node \( i \).

Equality constraint equation \( h(x) \) basically is flow equation of AC/DC interconnected power grid [3]. Inequality constraint equation \( g(x) \) includes bound of active and reactive power output of each generator, voltage range of each node and range of DC parameters. In conclusion, the OPF problem is a complicated nonlinear programming problem.

2.2. Network partition of distributed OPF

Instead of partitioning based on nodes, we choose to partition the network based on transmission lines. Take the two-region grid partitioning as an example (Figure 1). The grid is partitioned by AC power transmission line \( a-b \), which means creating node \( a(2) \) as the replication of original node \( a(1) \) in region 2 and creating node \( b(2) \) as the replication of original node \( b(1) \) in region 1. Each node in the network contains four variables, including voltage amplitude, voltage phase angle, active power and reactive power. In order to satisfy the boundary coupling constraint of distributed OPF, we need to guarantee the following four equations

\[
V_{a(1)} = V_{a(2)}, \quad \theta_{a(1)} = \theta_{a(2)}, \quad V_{b(1)} = V_{b(2)}, \quad \theta_{b(1)} = \theta_{b(2)}
\]

(3)

Only when the voltage amplitude and phase angle of the replicate node are same as the original node, can we assure the line transmission power in two regions are identical. In which case, the active and reactive power of both original and replicate node will be identical, too.

Figure 1. Example of grid partitioning into two regions by AC power transmission line.

And the AC/DC interconnected grid needs to consider partitioning by DC power transmission line (Figure 2), nodes of which contains DC voltage, DC current and DC power three variables. Likewise, in order to satisfy the boundary coupling constraint, we need to guarantee

\[
U_{d(1)} = U_{d(2)}, \quad U_{d(1)} = U_{d(2)}
\]

(4)
In this way, DC current can be assured identical in both regions. So is the DC power.

![Diagram of grid partitioning](image)

**Figure 2.** Example of grid partitioning into two regions by DC power transmission line.

Based on the network partition, the distributed OPF model can be described as follows:

$$
\min \sum_{k \in R} f_k(x^k) \\
\text{s.t.} \quad h_k(x^k) = 0, \quad \forall k \in R \\
\quad g_k(x^k) \leq \overline{g}_k, \quad \forall k \in R \\
\quad x^k = x^{k'}
$$

Where region $k'$ and region $k$ are adjacent.

3. Introduction and improvement on ADMM

3.1. Overview on ADMM

The fundamental form can be written as

$$
\min f(x) + g(z) \\
\text{s.t.} \quad x = z
$$

The lagrangian equation we construct can be written as

$$
L_{\rho}(x, z, y) = f(x) + g(z) + y^T(x-z) + \rho/2 \|x-z\|^2
$$

And the iterative process is as follows

$$
x^{i+1} = \arg \min (f(x) + (y^i)^T(x-z^i) + \rho/2 \|x-z^i\|^2)
$$

$$
z^{i+1} = \arg \min (g(z) + (y^i)^T(x^{i+1}-z) + \rho/2 \|x^{i+1}-z^i\|^2)
$$

The original variables $x$ and $z$ iterate alternately during the iterative process, so even $f(x)$ and $g(z)$ are both separable, ADMM can manage to carry on optimization.

The convergence of ADMM is based on the following assumption, $f(x)$ and $g(z)$ are closed and correct convex function, the lagrangian equation has saddle point. In this case, ADMM can converge at the only stable point. Its convergence criterion can be written as

$$
\Gamma_{\epsilon} = \|x' - z'\|
$$

When the criterion meets the precise range $[10^{-3}, 10^{-5}]$, the optimal solution is achieved.

3.2. Improvement on ADMM

The fundamental ADMM is based on Gauss-Seidel method, which leads to its slow convergence speed and poor convergence performance. In order to obtain satisfactory convergence effect, a large amount of adjustment need testing on the penalty factor $\rho$. More importantly, ADMM fails realizing parallel computing among regions, which means the current region can operate the optimization calculation only after the adjacent regions finish their own process and transfer the latest boundary variables out. Hence, improvements are made as follow.
Firstly, because of

\[(y'')^T (x' - z') + \rho/2 \|x - z'\|^2 = \rho/2 \|x - z' + (1/ \rho) y''\|^2 - (1/2 \rho) \|y''\|^2 \]  

(10)

On the right side of (10), the last item is constant value, which can be omitted during optimization process. So we can rewrite (8) in a compact form

\[
\begin{align*}
    x^{r+1} &= \text{arg min} (f(x) + \rho/2 \|x - K_1^{r} + u_1^r\|_2^2) \\
    u_1^{r+1} &= u_1^r + [x^{r+1} - K_2^{r+1}] \\
    u_2^{r+1} &= u_2^r + [z^{r+1} - K_2^{r+1}] \\
    z^{r+1} &= \text{arg min} (g(z) + \rho/2 \|z - x^{r+1} - u_1^r\|_2^2)
\end{align*}
\]  

(11)

while

\[
u' = (1/ \rho) y''
\]  

(12)

Then we use

\[
K_1' = K_2' = h(x', z') = (x' + z')/2
\]  

(13)

to replace the fixed value in the boundary coupling constraint of iteration formula. In this way, both regions can operate the optimization synchronously only taking the values of boundary variables obtained in last iteration into consideration. So we obtain the improved form of (11) as

\[
\begin{align*}
    x^{r+1} &= \text{arg min} (f(x) + \rho/2 \|x - K_1^{r} + u_1^r\|_2^2) \\
    u_1^{r+1} &= u_1^r + [x^{r+1} - K_2^{r+1}] \\
    u_2^{r+1} &= u_2^r + [z^{r+1} - K_2^{r+1}] \\
    z^{r+1} &= \text{arg min} (g(z) + \rho/2 \|z - x^{r+1} - u_1^r\|_2^2)
\end{align*}
\]  

(14)

with

\[
u_1' = u_1', u_2' = -u_2'
\]  

(15)

Considering the convergence criterion of fundamental ADMM, feasibility of our improvement is based on the following equation when it comes to convergence

\[
h(x', z') = x' = z'
\]  

(16)

Obviously, the design of (13) is eligible so we obtain an improved feasible distributed algorithm called synchronous alternating direction method of multipliers (SADMM).

3.3. Application of SADMM

The main frame of the SADMM algorithm has been mentioned above, though, some specific parameters need confirming before applying. For each node \(i\) in the network, \(N_i\) identifies the set of neighbors to node \(i\) (including node \(i\) itself). If a network with \(N\) nodes need partitioning into \(R\) regions, we can define \(R = 1,..,R\) and also we define \(H_k\) as the set of neighbors to all the nodes in region \(k\). And the penalty factor \(\rho\) can be written as

\[
\rho_j = \min_{\rho_j,\rho_{j,k}} \text{subject to } \rho_{j,k} = \rho_{j,k,h}
\]  

(17)

Where \(M_j = \{k \in R | j \in H_k\}\) [9-10]. When \(|M_j| \geq 2\), it means information can be exchanged between region \(h\) and region \(k\). And we use the following expression to calculate the value of \(\rho\)

\[
\rho_{j,k,h} = \varepsilon w_{j,k} / (M_j - 1), \ h, k \in M_j
\]  

(18)

Global constant \(\varepsilon\) is selected for better convergence, which is positively related to number of boundary transmission lines. Regional constant \(w_k\) is a weight associated with region \(k \in R\)

\[
\sum_{k=1}^{R} w_k = R, \ w_k / w_h = (1 / \lambda_{j,h})(1 / S_{j,h})^{-1}, \ h, k \in R
\]  

(19)
The value of the weight $w_j$ is linked to generating capacity in region $k$. The more the generating capacity is, the stronger the self-adjustment capability is, so the smaller the value of $w_k$ is.

All in all, the algorithm procedure is as follows

1) Initializing $x_{k,i}^0, z_{k,j}^0, i \in H_k, j \in H_n$ and $u_{k,j}^0 = 0$, calculating $K_k^0, K_2^0 \cdots K_R^0, R = \{1, \ldots, R\}$

2) Updating variables using (14) and (13)

3) Going back to step 2) if convergence criterion is not satisfied

4. Simulation results

4.1. Example introduction

This paper test the proposed SADMM algorithm with an AC/DC interconnected power grid based on the IEEE 11-bus grid (Figure 3). The example has four generators and two loads. The AC power transmission line between node 7 and node 9 is transformed into DC power transmission line.

We partition the network into two regions with AC transmission line 7-8 and DC transmission line 7-9. As the generator capacities in two regions are nearly equal, we have $w_1 = w_2 = 1$ and we set $\varepsilon = 4000$. Also, we set $a=3, b=0.01$ and $c=40$ for all the generators.

4.2. Simulation results and comparison

We operate the test on the simulation platform GAMS and choose the objective function as the coal consumption costs of thermal power generations of the whole system. And the acceptable error precision is set to $10^{-4}$. Hence, the distributed OPF results and its comparison with centralized optimization result are shown as follow.

| Items                      | Centralized result | Distributed result | Error |
|----------------------------|--------------------|--------------------|-------|
| Objective function         | 812.777            | 812.777            | 0.000 |
| Total power output         | 27.821             | 27.821             | 0.000 |
| Active Power output of each generator | $P_1$ | 3.004 | 3.004 | 0.000 |
|                            | $P_2$ | 9.000 | 9.000 | 0.000 |
|                            | $P_3$ | 6.817 | 6.817 | 0.000 |
|                            | $P_4$ | 9.000 | 9.000 | 0.000 |
| Reactive Power output of each generator | $Q_1$ | -0.043 | -0.043 | 0.000 |
|                            | $Q_2$ | 0.657 | 0.657 | 0.000 |
|                            | $Q_3$ | 0.540 | 0.540 | 0.000 |
|                            | $Q_4$ | 0.957 | 0.957 | 0.000 |
| DC parameters              | $U_d$ | 0.990 | 0.990 | 0.000 |
|                            | $U_h$ | 0.964 | 0.964 | 0.000 |
|                            | $I_d$ | 0.900 | 0.900 | 0.000 |
|                            | $k_{dr}$ | 1.000 | 1.000 | 0.000 |
|                            | $k_{di}$ | 1.020 | 1.019 | 0.001 |

Figure 3. AC/DC interconnected power grid based on the IEEE 11-bus grid.
The centralized algorithm we use is an IPM-like method. As is shown in Table 1, errors of the objective function and power output are definitely zero. Results of DC parameters are found nearly identical. Moreover, we make the further comparison of voltage at every node, finding no error at all. The high accuracy we reached is far below any practical requirement, which certifies the validity of the proposed distributed method.

5. Conclusion
In this paper, a new approach for solving distributed OPF of AC/DC interconnected power grid is proposed, based on the fundamental alternating direction of multipliers method. The proposed algorithm is fully distributed, requiring no form of central controller except for clock synchronization for paralleled calculation in different regions. Also, only voltage of boundary nodes is exchanged with adjacent regions, assuring security and privacy of information. We test the new approach in an AC/DC interconnected power grid and the results validate the feasibility and validity of the proposed distributed method.

However, a lot of problems, especially related to convergence, are still waiting to be solved and improved. The choice of global constant $\varepsilon$ has significant impact on the convergence speed. And the way of region partitioning, involved with number of transmission line and power output balance, is influential too. What’s more, less information exchange and faster convergence speed is completely contrary, so we can only reach a relative balance based on our requirement.
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