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Abstract

Optical materials with special optical properties are widely used in a broad span of technologies, from computer displays to solar energy utilization leading to large dataset accumulated from years of extensive materials synthesis and optical characterization. Previously, machine learning models have been developed to predict the optical absorption spectrum from a materials characterization image or vice versa. Herein we propose TLOpt, a transfer learning based inverse optical materials design algorithm for suggesting material compositions with a desired target light absorption spectrum. Our approach is based on the combination of a deep neural network model and global optimization algorithms including a genetic algorithm and Bayesian optimization. A transfer learning strategy is employed to solve the small dataset issue in training the neural network predictor of optical absorption spectrum using the Magpie materials composition descriptor. Our extensive experiments show that our algorithm can inverse design the materials composition with stoichiometry with high accuracy.
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1 Introduction

Optical materials play a major role in imaging, communications, solar cell and sensor design, and the absorption spectra of materials are the key research object for these applications. The optical properties of composite metal oxides are an interesting area of optical materials research because these properties may be very different from the properties of individual components. The structure of a composite material depends on its preparation process and the chemical properties of its constituent elements, which further affect its optical properties. Constituent elements of a composite material and the mole ratios among elements also have large impact on its structure and optical properties of the material.

In order to study the optical properties of composite materials, first principles calculations such as Density Functional Theory (DFT) have been widely used [1][2]. Although first principles calculations are powerful, they are susceptible to the constraints of their excessive calculation cost, which limits the size of the material design space or the number of materials they can screen. To address this problem, machine learning (ML) has been increasingly applied to materials science fields, leading to the emergence of “materials informatics” [3], in which materials learning methods are developed to obtain prior knowledge and predictive models from known material dataset, and then predict complex material properties based on these models. In the past few years, ML has succeeded in predicting new features [4], guiding chemical synthesis and discovering suitable compounds with target properties [5][6][7][8]. While ML based material property prediction models can be used to screen known materials database to find candidates with expected
properties, its performance is limited by the available materials, which are not developed for the target properties anyway. When ideal materials are not found in existing databases, discovering and synthesizing new materials with target properties is needed, which is usually based on the experience and knowledge of the researchers and expensive experiments. As materials that can be easily found have been found already and the scope of experimental exploration based on experience is narrow, new methods of material discovery is needed [9], which promoted the development of the inverse material design approaches [10].

Inverse design started in the field of alloy design [11], using genetic algorithm and molecular dynamics simulations to optimize the composition of multi-component alloys. This method received widespread attention in various fields once it was proposed, and now widely used in nanophotonic design [12, 13, 14, 15, 16], surface design [17, 18, 19, 20], catalyst design [20], catalyst design [19, 21], drug design [6] and materials design [9]. Inverse design of materials with desirable optical properties is of great significance in many industries such as solar cells, computer monitors, and optical microscopes[22]. Inverse materials design can be regarded as an optimization problem, in which the desired materials characteristics are used as the optimization objectives. If the material is designed for optimizing only one attribute, it can be formulated as a single-objective optimization problem; if multiple materials attributes need to be optimized at the same time, it can be regarded as a multi-objective optimization problem. There are two major modules in a typical inverse design framework: one is the sampling module to guide the search in the design space in which a variety of optimization algorithms [23] can be used such as genetic algorithm (GA) [24], Bayesian optimization (BO) [25], particle swarm optimization (PSO) [26], and differential evolution (DE) [27, 28]. The other module is the forward property prediction model, which evaluates the performance of each design candidate, for which a set of commonly machine learning algorithms have been used including support vector machines (SVM) [29], random forest (RF) [30] and artificial neural network (ANN) [31] etc.

However, few studies have focused on inverse design of optical materials, especially inferring the possible compound formula of the materials only based on their absorption spectrum. The main reason of this phenomenon is lack of large-scale optical characterizations dataset of materials for model training. Previously, a metal oxide optical characterization dataset was published, and autoencoder algorithms for measured optical properties of metal oxides based on this dataset [32, 33] have been developed, which can map composite materials’ characterization image patterns to its UV-vis absorption spectrum and vice versa. Comparing the band gap energy from the truth spectra to the predicted spectra, the root mean square error and mean absolute error are 261 meV and 180 meV respectively, which are very small errors. However, it is not clear how to map the characterization images back to the composite material compositions. Yu et al. [34] proposed a spectroscopic limited maximum efficiency metric, which can be used to guide the search of very thin film photovoltaic devices with high absorption. Inverse design of materials compositions have also been proposed by using generative adversarial networks [35], which is mainly done by screening a large set of generated hypothetical materials.

Our work focuses on the inverse design problem of optical materials compositions with given target UV-vis absorption spectrum. In this study, we propose an algorithm to inverse design composite materials with a given target optical spectrum by combining artificial neural networks and genetic algorithms and Bayesian optimization. First, a large number of known composite material spectra are used to train a neural network model to predict the spectrum from the formula of a given composite material. The transfer learning method is used to train the spectrum prediction model of a specific set constituent elements with limited number of samples of varying stoichiometries. Finally, the metal oxide material is designed inversely based on the given target optical absorption spectrum performance using GA and BO.

Our contributions can be summarized as follows:

- We propose a transfer learning based neural network model for predicting optical absorption spectra from materials compositions. This approach helps to address the small data issue in materials property prediction.

- We develop an approach for inverse design of metal oxide material compositions for achieving a target optical absorption spectrum using both genetic algorithms and Bayesian Optimization.

- We conduct extensive experiments and show that our proposed framework is capable to achieve good performance for target spectra.

The remainder of this paper is organized as follows. Section 2 focuses on the research framework, materials representation, and inverse design models of materials. Section 3 describes our experiments and highlights our inverse design performance. The last section concludes the paper.
2 Materials and Methods

2.1 Problem setup and inverse design framework

In our inverse design problem, the goal is to design the materials formula of a potential optical material that can achieve the given target light absorption spectrum. As shown in Figure 1, we have 554 different formula groups in the dataset, and each formula group consists of formulas with the same set of elements but different mole ratios. For each independent formula, there is a corresponding absorption spectrum. According to the composition of formulas, we define two versions of the inverse design problem: 1) the elements in the material are given, only the mole ratios need to be determined; 2) the elements are not specified in advance, we need to search both the elements and their mole ratios.

Figure 1: The inverse composite material design problem for achieving a target optical absorption spectrum.

The main components of the framework are shown in Figure 2. We use deep neural network models, a type of machine learning model to learn the relationships between material composition and light absorption spectrum. Unlike previous work [36] which explores the relationship between characterization images of different optical material structures and their light absorption properties, we address the real-world need to inversely design suitable materials (in terms of their materials composition) to achieve a specific target light absorption performance. In order to design materials according to performance specification and guide the discovery of new optical materials, we construct two inverse design models.
through the genetic algorithm and Bayesian optimization respectively to predict the corresponding material compound formula elements and their mole ratios based on the UV-vis absorption spectrum (220 items).

For inverse design with given elements, our framework is shown in Figure 2 (a), which is composed of a fully connected neural network-based transfer learning model trained with Magpie features and global optimization based search model including a genetic algorithm and a Bayesian optimization. To divide the dataset, we randomly select the target formula from all 100,429 samples, and then set the formulas with same elements but different mole ratios as the target formula and corresponding spectra as Dataset B, while remaining 553 formula-spectrum groups are set to be Dataset A. Firstly, we use large amounts of known data (Dataset A) for initial training of the fully connected neural network model 1. Then we transfer parameters of model 1 to model 2 (with the same type as model 1), and use a small amount of sample data (Dataset B) to fine-tune the model. Finally, a genetic algorithm and Bayesian optimization method are used to inverse design materials that approximate the target optical properties through spectrum fitting. For inverse design without specifying the elements, although we also divide the dataset into A and B according to the known target, the fully connected neural network model is trained only by the Dataset A and without transfer learning (Figure 2 (b)) to ensure fair comparison with transfer learning.

### 2.2 Materials datasets

The material data used in this study are downloaded from references [32, 33]. This dataset contains sample images, UV-vis spectra and composition of a large set of metal oxide materials selected from the Materials Experiment and Analysis Database (MEAD) of the High-Throughput Experimentation (HTE) group at the Joint Center for Artificial Photosynthesis at Caltech. It is one of the largest publicly available scientific data set of cured metal oxide materials, which are synthesized by metal nitric acid salt with annealing. The absorption spectra are recorded using real-time
scanning UV-vis dual-ball spectrometer while a flatbed scanner is used to obtain the sample images. This database
contains a total of 178,994 molding material samples and their corresponding optical absorbance values at 220 energies
between 1.32 to 3.2ev. The metal oxide samples contain various combinations of 1 to 5 cationic elements, as well as
various inkjet printing and heat treatment parameters. These parameters are not used in the model described in this
study. Since different preparation processes in the metal nitric acid salt produce many repetitive compound formulas, for
materials with a fixed composition, we choose the average photoconductivity under different processes as its reference
photoconductivity. After screening, we got a total of 100,429 samples composed of 42 different elements, which
are then divided into 554 groups according to their constituent elements. Each group consists of a series of material
formulas with the same composition elements and different mole ratios. Our dataset includes 2 groups of quinary
compounds, 114 groups of quaternary compounds, 216 groups of ternary compounds, 181 groups of binary compounds,
and 41 groups of simple substances. Figure 3 shows the distribution of element groups in binary, ternary and quaternary
compound materials.

(a) Number of samples for binary element groups.
(b) Number of samples for ternary element groups.
(c) Number of samples for quaternary element groups.

Figure 3: Distribution of element groups in binary, ternary and quaternary compound materials.

2.3 Materials representation

We use the Materials Agnostic Platform for Informatics and Exploration (Magpie) composition descriptor [37] to
represent the materials in our dataset, which are calculated from properties of the atom elements in compound formulas
to characterize materials. A Magpie descriptor vector is composed of a set of statistics of a selected element properties
created by Ward [37] and can be used for representing materials with any number of constituent elements. The set of
properties is broad enough to capture a widely variety of physical and chemical properties which can be used to create
predictive models of many material properties given only composition [38]. The physicochemical properties include
stoichiometric properties (depending only on the ratios between elements), element properties (atomic number, atomic
radius, melting temperature, etc.), electronic structure properties (valence electron number of s, p, d, and f layers) and ionic compound characteristics. To construct a Magpie feature, 22 weighted element attributes of the compound
formula are calculated, and then the minimum, maximum, difference, average, variance and mode characteristics are
calculated for each attribute. Finally, the material is characterized as a 132-dimensional data input. Here, the elemental
properties are taken from the dataset available in the Wolfram programming language [39].
2.4 Model1 for spectrum prediction from composition: Initial training

First, we select one target compound formula that needs to be inverse engineered. Except for the formulas in the same group as the target compound formula, we randomly choose 50 compound formulas for each group in Dataset A (select all formulas if less than 50), and then randomly divide them into the training set and the test set according to 70%:30% for performance evaluation. The spectrum prediction model 1 used in this study is a fully connected multi-layer perceptron neural network model, and the model parameters are shown in Table 1. The batch size is designed by the user, in this article we select 64 samples as a training batch.

Table 1: Model parameters of the fully connected neural network network.

| Layer | Input Shape | Output Shape |
|-------|-------------|--------------|
| Fc1   | [batch, input] | [batch, 256] |
| Fc2   | [batch, 256] | [batch, 128] |
| Fc3   | [batch, 128] | [batch, 64]  |
| Fc4   | [batch, 64]  | [batch, 32]  |
| Fc5   | [batch, 32]  | [batch, 16]  |
| Fc6   | [batch, 16]  | [batch, 32]  |
| Fc7   | [batch, 32]  | [batch, 64]  |
| Fc8   | [batch, 64]  | [batch, 128] |
| Fc9   | [batch, 128] | [batch, 220] |

2.5 Model2 for spectrum prediction trained by transfer learning

In our inverse design framework, one key issue is that for a given element set, the number of training samples are too few. For example, there are only 51 samples in element set [Bi, V, Cr, Ca]. To address this issue, we use a machine learning strategy called transfer learning. Transfer learning [40] is an algorithm to improve the performance of a target task in a target domain by exploiting some knowledge acquired when solving a source task in a source domain. Transfer learning has been widely used to address small dataset issue in machine learning. Usually, the source domain and the target domain or the source and target tasks are different. Transfer learning can reduce resource consumption and the time required for model training by just fine-tuning a trained model on the target task. In this study, the source domain is the compound formula groups other than the formulas with the same composition elements as the target formula in the previous step (Dataset A); and the target domain is a group of compound formulas with the same constituent elements but different element ratios as the target compound formula (Dataset B). Here both the source task and the target task are predicting light absorption performance. Our transfer learning strategy is to first train the neural network model on Dataset A and then import the parameters of this pretrained model 1 into the identical training model 2 for further training (fine-tuning). We randomly select 30 formulas in Dataset B and divide them into a training set and a validation set according to the ratio of 2:1, as the input to train model 2. The goal of fine-tuning the parameters for model 2 training is to make it more accurate to predict the composition of the target compound formula.

2.6 Genetic Algorithm

A Genetic Algorithm (GA) is a global search method proposed by Holland [41] and Rechenberg [42] inspired by the biological evolution in nature to search for optimal solutions. The algorithm transforms the optimization problem-solving process into a simulated evolution process with inheritance, mutation, selection, and crossover of chromosomal genes in biological evolution through mathematical methods and computer simulation operations. When solving more complex combinational optimization problems, compared to conventional optimization algorithms, better optimization results can usually be obtained. Genetic algorithms have been widely used in combinatorial optimization, machine learning, signal processing and adaptive control [43]. In the context of materials science, genetic algorithms have been widely used in crystal structure prediction [44], inverse materials design [45], and materials property prediction [46].

As Gobin and Schuth [47] clarified, the way that materials are presented in the genome may have a significant impact on the performance of evolutionary algorithms. In this study, each material is mathematically represented by a \( n \times 7 \) bit binary sequence (its chromosome or genotype) representing \( n \) mole ratios of the \( n \) elements in the material composition (Figure 4). Each element’s mole ratio in the compound formula is represented by a seven-bit binary string. Decoding the binary strings into decimal values, the mole ratios of the elements can be obtained, and the material composition can be determined. The binary sequences of the population can then be mutated and crossovered by specific genetic operators.
Two decoding strategies have been proposed in our study. In the first decoding approach (Figure 4(a)), the 7-bit string that encodes the mole ratio for each element is first decoded into a decimal value, and then each of them will be divided by the sum of these decimal values to ensure that the final sum of the decoded mole ratios to be 1. In the second unique decoding approach as shown in Figure 4(b), the decoding process is as follows: 1) first all 7-binary strings are decoded into decimal value and then converted into a value between \([0,1]\); 2) the first ratio \(r_1\) will be assigned as the mole ratio of the first element, for remaining ratio \(r_i\), we first compare it with \(1 - \sum_{i=1}^{i-1} r_i\), then we choose the smaller one as the mole ratio of element \(i\). By converting binary encoding to decimal values, the mole ratios of the elements can be obtained, and the material composition can be determined. Compared to the first decoding approach, it has the benefit that each mole ratio vector corresponds to a unique genetic binary string while the first approach allows redundant encodings for the same mole ratio vector.

![Redundant decoding approach.](Figure 4(a))

![Unique decoding approach.](Figure 4(b))

For the inverse design problem without specifying the element set, the encoding of the GA is shown in Figure 5. The main difference is that the chromosome now has a block for encoding the \(n\) elements, where \(n\) should be specified by the user.

![Genetic encoding for inverse design without specifying the element set](Figure 5)

The initial population of individuals is usually randomly generated, but it can also seeded with suitable known materials. The generations are mutated to generate the next population in an iterative manner. The fitness of each individual in the population is evaluated by a fitness or objective function (here it is the MAE distance between the predicted spectrum for a material composition and the target spectrum). The fitness function may also include undesirable characteristics as constraints that need to be avoided. Then following the idea of survival of the fittest principle, a set of fitter materials will be selected from the current population for breeding via mutation or crossover operations on their genomes to generate a new generation of population. This iterative cycle continues until the maximum number of generations is produced, or some members of the population have characteristics that reach the expected target. Figure 6 summarizes the basic steps of the evolution process of a GA. The hyper-parameters of a GA include the material genome encoding length, the population size, the mutation and crossover rate, and the number of generations.

In this study, the genetic algorithm is used as one of the global search algorithms for inverse material design with a target light absorption performance. The evolution process starts with compound formulas with the same constituent elements but different element ratios as the target compound formula. The parameters of the genetic algorithm in this study are: gene length: 13 (6 for elements and 7 for ratios), initial population size: 500, crossover probability: 0.5, mutation probability: 0.5, generation: 100.
2.7 Bayesian optimization model

The Bayesian optimization (BO) method was proposed by [48]. Jones et al. [49] introduced an effective global optimization (EGO) method and extended the BO technique. This method has become very popular and well-known in engineering and is now widely used in the design of time-consuming experiments, aimed at reducing experiment costs. Application of BO in machine learning mainly focuses on adjusting the hyperparameters of computationally expensive machine learning models [50]. In this study, we use BO methods to build predictive models for the potential relationships between design variables of the materials and their properties, and then use decision theory to suggest which design is most valuable. BO finds the candidate solutions that minimize the objective function by establishing a substitution function (e.g. Gaussian process model) based on the evaluation results of the objective function. The Bayesian method is different from random or grid search in that it exploits evaluated sampling points to build a surrogate model which not only predict the objective values but also related uncertainty, which allow it to achieve automated balance of exploitation and exploration. The schematic diagram of BO algorithm is shown in Figure 7.

Figure 6: Basic steps of a genetic algorithm

Figure 7: The flowchart of Bayesian optimization algorithm

BO requires several initial sample points, and through Gaussian process regression (assuming that the optimization variables conform to the joint Gaussian distribution), the posterior probability distribution of first n points is calculated
to obtain expectation, mean and variance. The mean represents the final expected effect of this point, the larger the mean, the greater the final index of the model. The variance represents the uncertainty of the effect of this point, the larger the variance, the more uncertain the value of this point and worth exploring. Therefore, the first step in BO is to implement the Gaussian process regression algorithm.

Another important step is to balance exploitation and exploration. For exploitation, points close to the known points need to be selected as the reference points for the next iteration, that is, excavate points around the known points, the distribution of points will appear in a dense area, which is easy to enter the local maximum. For exploration, points far away from the known points need to be chosen as the reference points for the next iteration, and make the distribution of points as even as possible to explore the unknown area. Sampling points with large mean value can be selected for exploitation and samples with large variance can be selected for exploration. To control the ratio of exploitation and exploration, the acquisition function needs to be defined. The simplest acquisition function is Upper confidence bound algorithm (UCB) which equals the mean plus k times the variance. Where k is the adjustment parameter, which can be intuitively understood as the upper confidence boundary. More complex acquisition functions include expected improvement, entropy search, and so on.

In this study, BO algorithm is used as one of the optimization algorithms for material light absorption performance inverse design. The following configuration parameters are set: the initial population size is 500, the number of generations is 100, and the UCB acquisition function is used to achieve the balance of exploration and exploitation.

2.8 Model evaluation and experiment environment

This study uses fully connected neural networks to construct training spectrum prediction models. We choose average absolute error (MAE), root mean square error (RMSE), and coefficient of determination (R²) as the evaluation criteria of these models. MAE is used to reflect the actual situation of the predicted value error, RMSE is used to measure the difference between the predicted value and the true value, R² is used to indicate the degree of fit between the predicted value and the true value. The specific calculation formulas are as follows:

\[ MAE = \frac{1}{m} \sum_{i=1}^{m} |y_i - \hat{y}_i| \]  
\[ RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2} \]  
\[ R^2 = 1 - \frac{\sum_{i=1}^{m} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{m} (y_i - \bar{y})^2} \]

where m is the number of samples, \( y_i \) and \( \hat{y}_i \) are the true and predicted values of the i sample label (the spectrum of formula i), \( \bar{y} \) is the average of the m sample real labels. All calculations were performed on a Dell Server workstation equipped with an Intel Xeon W-2123 @3.70 GHz CPU, 16 GB RAM, a Nvidia GTX1080Ti GPU with 12 GB dedicated GPU memory. Software used was Python version 3.6.4, Keras version 2.2.0, and TensorFlow version 1.14.0. The random train-test split is 70% for training and 30% for testing.

3 Results and discussion

3.1 Prediction performance of the composition descriptor based spectrum predictor

Considering the small sample data for a specific element set, we first train a fully connected neural network Model 1 on Dataset A, and then use the transfer learning method to fine tuning the model parameters of Model 2 whose initial parameters are transferred from Model 1 using Dataset B. Figure shows how the training and validation performance criteria MAE, RMSE and R² change during Model 1 training. After 800 epochs the MAE and RMSE are reduced to 0.04ev and 0.004ev and R² is raised to 0.997. This model will be used as the source model to build target prediction models for different chemical systems of specific element sets.
After training the source Model 1, we transfer the model parameters to the target chemical system with a given set of elements and fine-tune its parameters using the samples of the specified chemical system. We calculate the performance of the prediction models for target formula with few samples and with many samples to compare the performances of the models trained with or without using transfer learning strategy. In the process of training, we use randomly selected target formula as the test set. In transfer learning progress, the Dataset B is independently divided into training set, validation set and test set (only the target formula). The results are shown in Table 2. For formula group [Sn, Ca, Zr, Hf] and [Fe, Bi, V, Mn] consisting of 88 and 973 different formula samples respectively, we randomly choose two quaternary compounds $\text{Sn}^{0.3}\text{Ca}^{0.1}\text{Zr}^{0.4}\text{Hf}^{0.2}$ and $\text{Fe}^{0.25}\text{Bi}^{0.15}\text{V}^{0.3}\text{Mn}^{0.3}$ as representative test formulas with small number of samples and with large large number of samples, respectively.

### Table 2: Testing errors for composition based spectrum prediction.

|                  | $R^2$ | MAE (ev) | RMSE (ev) |
|------------------|-------|----------|-----------|
| small sample set without TL | 0.9925 | 0.0936 | 0.0221 |
| small sample set with TL | 0.9947 | 0.0682 | 0.0127 |
| large sample set without TL | 0.9953 | 0.0416 | 0.0033 |
| large sample set with TL | 0.9982 | 0.0251 | 0.0012 |

### 3.2 Comparison of two GA encoding-decoding methods

To verify whether our proposed unique decoding approach in the GA for inverse design is better than the standard redundant decoding, we evaluate their performance on two inverse design problems of $\text{Ni}^{0.25}\text{Bi}^{0.67}\text{Mn}^{0.08}$ and $\text{Fe}^{0.05}\text{V}^{0.05}\text{Cu}^{0.25}\text{Ca}^{0.65}$ respectively. Both experiments have been run with 30,000 evaluations with pop size of 300 and generation number 100. The MAE distances of our unique decoding (blue color) and standard redundant decoding (red color) are shown in Figure 9.

Through Figure 9(a) we found that our decoding approach first achieved a lower MAE distance of 0.003488ev in the 27th generation and reached the minimum MAE 0.003483ev in the 68th generation, while MAE of the traditional...
decoding method converged to 0.003492ev in the 17th generation. As presented in Figure 9(b), the minimum MAE of both decoding approaches reached 0.004507ev in 15th generation vs 23rd generation respectively, and our method converged faster.

Both experiments proved that our unique decoding approach performed better than the standard decoding, not only reducing the redundant search space but also achieving the smallest MAE faster.

![Figure 9: MAE distances of two GA decoding methods.](image)

### 3.3 Inverse design of two compounds using GA and BO

To evaluate the inverse design performance of our TLOpt algorithm, we select two metal oxide materials from the whole dataset as the design target spectra with known composition information. Since most of the materials in the dataset are ternary and quaternary compounds, we randomly selected one for ternary $Ni_{0.15}Bi_{0.7}Mn_{0.15}$ and one for quaternary compounds $Fe_{0.05}V_{0.05}Cu_{0.25}Ca_{0.65}$ respectively.

For each target spectra, we conduct two inverse design tasks: one with specified element set so the inverse design algorithm only needs to determine the mole ratios of the given elements; in the second design task, the elements are not given so the inverse design algorithm also needs to search the elements along with the mole ratios of all elements. For both experiments, we tested our GA and BO-based algorithms based on the same number of evaluations to compare their performance. The final prediction results are shown in Figure 10 and Figure 11.

Figure 10(a) shows the true spectrum and predicted spectrum by the GA search algorithm with composition elements [Ni, Bi, Mn] specified. After 100 generations, GA identified a formula $Ni_{0.25}Bi_{0.67}Mn_{0.08}$ with very similar spectrum to the target spectrum. The MAE error of the predicted spectrum is only 0.00274ev (See Table 3). Figure 10(b) shows the MAEs of GA and BO are 0.00280ev and 0.00284ev respectively.

Both spectra of the inverse design materials closely approximate the target spectra, which demonstrates the effectiveness of the proposed approach. Figure 10(c), (d) compare the prediction spectra and truly spectra of target formula by GA and BO respectively. Figure 11(a), (b) show the true spectrum and prediction spectrum of $Fe_{0.05}V_{0.05}Cu_{0.25}Ca_{0.65}$. The MAEs of GA and BO are 0.00273ev and 0.00275ev respectively.

From Table 3 we can find that, for the same formula, GA performs better than BO method. When the composition elements are not specified, the prediction spectrum is closer to the true spectrum. For ternary and quaternary compounds, with same generations, the ternary compounds have better prediction performance. In the case of the same number of evaluations, BO requires much less time than GA, the time required for BO is about one-quarter to one-third of GA.
Figure 10: Inverse designs for target spectrum of $Ni_{0.15}Bi_{0.7}Mn_{0.15}$. (a) Spectra comparison of inverse designs by GA with specified elements. (b) Spectra comparison of inverse designs by BO with specified elements. (c) Spectra comparison of the inverse designs by GA without specifying composition elements. (d) Spectra comparison of inverse designs by BO without specifying composition elements.

but it is easy to fall into local optimization. GA can find the global optimum due to its characteristics of crossover, mutation and elite reservation, but it costs much more time. As the search space becomes larger and more combinations can be made, both GA and BO methods perform better when using random elements. And ternary compounds $Ni_{0.15}Bi_{0.7}Mn_{0.15}$ perform better than quaternary $Fe_{0.05}V_{0.05}Cu_{0.25}Ca_{0.65}$ is determined by the characteristics of the dataset, the element Bi, Mn in $[Ni, Bi, Mn]$ appear more frequently in the dataset, while the Fe, Cu, Ca in $[Fe, V, Cu, Ca]$ appears relatively less frequently. The frequency of all elements in the dataset is shown as Figure 12.

Table 3: Predicted formulas and MAEs of experiment 1

| Target-> | $Ni_{0.15}Bi_{0.7}Mn_{0.15}$ | $Fe_{0.05}V_{0.05}Cu_{0.25}Ca_{0.65}$ |
|----------|------------------------------|--------------------------------------|
| Algorithm| Predicted Formula            | MAE(ev)                              | Predicted Formula            | MAE(ev)        |
| GA with given | $Ni_{0.25}Bi_{0.67}Mn_{0.08}$ | 0.00274                              | $Fe_{0.08}V_{0.07}Cu_{0.25}Ca_{0.6}$ | 0.00280       |
| BO with given | $Ni_{0.024}Bi_{0.71}Mn_{0.25}$ | 0.00278                              | $Fe_{0.02}V_{0.02}Cu_{0.25}Ca_{0.71}$ | 0.00284       |
| GA with random | $Mn_{0.22}Fe_{0.45}Pd_{0.33}$  | 0.00273                              | $Al_{0.15}Ti_{0.47}Ba_{0.11}Sc_{0.27}$ | 0.00278       |
| BO with random | $Ga_{0.06}Ni_{0.41}Fe_{0.53}$  | 0.00275                              | $Mn_{0.36}Yb_{0.34}Mg_{0.22}Pb_{0.08}$ | 0.00283       |

3.4 Prediction of the spectrum for a span of representative samples

To further evaluate the performance of our TLOpt inverse design algorithm, we randomly select 25 target compositions and their spectra as design targets from the whole 554 groups. The spectra (red color) of the inverse designed metal oxides predicted by the BO algorithm are shown in Figure 13 together with the target spectra (blue color).

From Figure 13 we can find that most reconstructed spectra patterns (from row 1 to row 4) contain not only the general shape of the truth spectra but also finer details such as the presence of local maxima in absorption. For the targets in the last row in Figure 13 the performance of the inverse design is still great, though not as good as those in top 4 rows. After close examination, we find that this is due to the composition elements Lu, Gd, Pd of these target materials rarely appear in the whole dataset while our TLOpt algorithm achieves great performance for the targets in the top 3 rows.
Figure 11: Inverse designed spectra of $Fe_{0.05}V_{0.05}Cu_{0.25}Ca_{0.65}$. (a) Spectra comparison of inverse designs by GA with specified elements. (b) Spectra comparison of inverse designs by BO with specified elements. (c) Spectra comparison of the inverse designs by GA without specifying composition elements. (d) Spectra comparison of inverse designs by BO without specifying composition elements.

Figure 12: Frequency of all elements in the dataset.

which contain common composition elements Bi, Mn, V, Cu, and Ni. The results in Figure 13 thus validate our inverse design method on the dataset, proving the universality of the model. This inverse design model enables us to exploit hidden relationship between materials composition and their optical absorption properties and discover new materials with desired optical property.
4 Conclusion

We propose a transfer learning and global optimization based framework for inverse design of optical materials composition to achieve the target optical absorption spectrum. Our framework is composed of a fully connected neural network-based transfer learning model trained with Magpie features and global optimization based search including genetic algorithm and a Bayesian optimization model. Our transfer learning algorithm can be used to address the small dataset problem typical in material informatics, enabling our DNN model for predicting the material’s full UV-vis absorption spectrum from only its compound formula. Experiment of our transfer learning shows that after initial training and fine-tuning parameters through transfer learning, our prediction model performs well in spectrum prediction of metal oxide materials with only composition information alone. Extensive experiments show that our frame is able to discover interesting material compositions that approximate the target optical absorption spectrum. Our experiments also present that when running time is not an issue, genetic algorithm methods perform better than the Bayesian optimization in global optimization for our inverse design. Our research proves that machine learning based inverse design method could be used with small dataset when there are additional data of the same type used to initial training prediction model. Our inverse design model can be further improved when combined with materials structure information. Based on the successful design case studies, we believe our inverse design model is of great significance to be used to guide the discovery of new materials with other properties as well.
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