Abstract—Active speaker detection and speech enhancement have become two increasingly attractive topics in audio-visual scenario understanding. According to their respective characteristics, the scheme of independently designed architecture has been widely used in correspondence to each single task. This may lead to the representation learned by the model being task-specific, and inevitably result in the lack of generalization ability of the feature based on multi-modal modeling. More recent studies have shown that establishing cross-modal relationships between auditory and visual stream is a promising solution for the challenge of audio-visual multi-task learning. Therefore, as a motivation to bridge the multi-modal associations in audio-visual tasks, a unified framework is proposed to achieve target speaker detection and speech enhancement with joint learning of audio-visual modeling in this study. With the assistance of audio-visual channels of videos in challenging real-world scenarios, the proposed method is able to exploit inherent correlations in both audio and visual signals, which is used to further anticipate and model the temporal audio-visual relationships across spatial-temporal space via a cross-modal conformer. In addition, a plug-and-play multi-modal layer normalization is introduced to alleviate the distribution misalignment of multi-modal features. Based on cross-modal circulant fusion, the proposed model is capable to learn all audio-visual representations in a holistic process. Substantial experiments demonstrate that the correlations between different modalities and the associations among diverse tasks can be learned by the optimized model more effectively. In comparison to other state-of-the-art works, the proposed work shows a superior performance for active speaker detection and audio-visual speech enhancement on three benchmark datasets, also with a favorable generalization in diverse challenges.

Index Terms—Active speaker detection, speech enhancement, audio-visual correlation learning.

I. INTRODUCTION

VISION and audition are two of the most important senses for human brain to perceive the external environments. Even though the auditory and visual information can be very different, the robust perception can be efficiently integrated through multiple senses [1], [2]. Such a combination originates from the biological phenomena of “sensory cooperation”[3], and exists throughout our daily life, e.g., chatting with dining partners, watching a heated presidential debate, meeting with colleagues, and etc. These inherent and pervasive correspondences provide us with the reference to distinguish and correlate different audio-visual events, then contribute to learning diversified associations between visual appearances and their produced sounds. For example, in a driving scenario with multiple speaking and silent objects (shown in Fig. 1), people can easily filter out the silent objects using reliable auditory and visual cues such as accurate lip movements and valid audio signals, as well as identify different speakers and enhance the speech of each speaker simultaneously. Unfortunately, highlighting the wanted information from these jointly seen audiovisual scenes can be difficult, especially when perception is frequently hampered by an arbitrary number of input sources, occasional speech overlapping, and visual occlusions.

Existing solutions to the challenges above can be categorized into two directions: active speaker detection (ASD) and audioVisual speech enhancement (AVSE). The former seeks to identify active speakers, among a set of possible candidates, by analyzing subtle facial motion patterns and carefully aligning their characteristic speech waveforms [4]. Comparatively, the latter aims to separate the speaker’s voice from multi-talkers’ simultaneous speeches with the help of visual information. But these two tasks are not explored jointly in the primarily discussed literature.

To accomplish both tasks in a synergetic way, the multisensory integration of sensory neuroscience [5] can be taken into consideration to bridge the interaction between the visual and the auditory perceptions [6]. Moreover, both ASD and AVSE require the visual cues like mouth and tongue movements to provide complementary information about speech content. This means that a joint modeling strategy of two tasks should be more effective to discover active speaking objects and enhance their corresponding voices.

Most previous ASD methods [4], [7], [8], [9], [10], [11], [12] mainly focus on modeling the audio and visual streams to maximize the performance of target speaker prediction over video segments. Generally, these models consist of two functional
sub-networks: an audio-visual encoding network to extract the spatial-temporal audio and visual features, and a relational modeling network to learn the audio-visual inter-modality interaction from the extracted features. For audio-visual encoding network, the 2D and 3D convolutional models are two common types of network architectures being used [13], [14], and for relational modeling network, it is employed to further explore the temporal context information from extracted audio-visual features. Inspired by the progress in speech recognition and natural language processing, current relational modeling networks are designed by recurrent neural networks (RNNs) [4], [8], [15], [16] or cross-attention [9], [17].

On the one hand, the features extracted from audio-visual encoding network are easy to contaminated by the noisy environment, which leads to a substantial decadence in detection performance. On the other hand, the existing relational modeling networks have taken into consideration the correlations between different modalities, while the intrinsic heterogeneity of audio and visual modalities is yet far from sufficient usage, which causes the distribution misalignment of the two feature domains.

From the aspect of AVSE, all the existing works explicitly assume a local correspondence between the audio and visual streams [18], [19], [20], [21], [22], [23]. By analyzing the facial information in concert with the emitted speech, these methods steer the audio enhancement module towards the relevant portions of the sound that ought to be separated out from the full audio track. For example, lip movements in different shapes generate the corresponding sounds, this makes it possible to isolate desired speech of the target speaker based on audio-visual consistency. However, when lip movement is misleading, only depending on lip movement may fail, e.g., the same mouth shape with different inside tongue movements, which means the different pronunciations. Furthermore, these methods usually focus on simple audiovisual scenarios and fail to characterize some specific sounding objects. Therefore, how to reliably identify visual information of the sounding objects still motivates successive studies like ours.

Fig. 2. We propose a unified learning framework to jointly learn active speaker detection and audio-visual speech enhancement.

In this study, a Multi-Modal Correlation Learning for Active Speaker Detection and Speech Enhancement (ADENet) is proposed, which is a unified framework enables the audio-visual speech enhancement to be jointly learned together with active speaker detection. In addition, we design a cross-modal conformer as a relationship grabber to encode the temporal context of audio and visual cues from video segments. Instead of directly aggregating audio and visual features, it is necessary to unravel the heterogeneity between them in advance to ensure the distribution alignment of multi-domains. Specifically, a simple and effective layer normalization variant is introduced in the cross-modal conformer to alleviate the problem of distribution misalignment.

To further achieve the mutual learning of both audio enhancement and visual detection, a scheme of cross-modal circulant fusion is also proposed to leverage the complementary cues between the bifurcated processes for the establishment of their associations. The more accurate the detection result, the more reliable visual information to guide the speech enhancement; the cleaner the enhanced sound, the more distinctive the audio embedding, which will in turn help the detection, and overall performance can be guaranteed in such cyclic mutual learning as shown in Fig. 2. The main contributions of this work can be summarized as:

1) A novel unified framework ADENet is proposed to achieve mutually beneficial between audio enhancement and visual detection based on audio-visual correlation learning.
2) A cross-modal conformer is introduced to exploit diverse correlations between auditory and visual modalities, which is able to overcome the distribution misalignment of multi-modal features with a variant of layer normalization.
3) A cross-modal circulant fusion scheme is also proposed to enable intrinsic assistance of two tasks by audio-visual feature interaction.
4) Experiments on 3 benchmark datasets demonstrate a superior performance compared to other state-of-the-art methods for active speaker detection and audio-visual speech enhancement in challenging scenarios.

II. RELATED WORK

A. Active Speaker Detection

Active Speaker Detection (ASD) is to find who is speaking in a video clip that contains more than one speaker. In most realistic
scenarios, the sound/voice might come from multiple speakers, which is challenging in finding a specific speaker. Earlier methods achieve this purpose by leveraging the audio cues of the voice activity detector to determine the presence of speech [24], [25], [26]. With the development of convolutional neural networks, visual information has been taken full advantage of into the active speaker detection task, e.g., a speaker can be found by analyzing the facial or lip movements [7]. But for some non-speaking activities, e.g., eating food, chewing and grinning, active speaker detection has not fully benefited from in-depth modeling due to the lack of audio information. This also means that the visual or audio mode alone cannot complete this task favourably.

Recent studies have shown a significant improvement by audio-visual modeling in different tasks, such as emotion recognition [27], [28], [29], speech recognition [30], [31], [32], and etc. As the speech rhythm and word pronunciation are closely correlated with facial motion, the audio-visual based fusion scheme is a feasible and promising solution to the task of active speaker detection. Roth et al. [8] proposed the AVA-ActiveSpeaker dataset, the first large-scale video benchmark for the active speaker detection task. With this dataset, the author also introduced a baseline model based on a two-stream network including an audio-visual feature extract backbone and a prediction network in an end-to-end fashion. Since then, more and more works began to learn from this structure. Considering the temporal dependency between audio and visual, some works employed a temporal structure to build their prediction networks, such as recurrent neural network (RNN) [33], [34], gated recurrent unit (GRU) [8], long short-term memory (LSTM) [35], [36], and transformer layer [9].

Since these prediction networks separately encode the unimodal features of audio and video, the cross-modal synchronization information has not been fully exploited in audio-visual feature extraction. For visual features, recent works have been unified by using 3D CNN to extract the visual information and temporal dependency from video [9], [10]. For audio features, using Convolutional Neural Networks (CNNs) with log-Mel [9] or Short-Time Fourier Transform (STFT) spectrograms as inputs, can make a great success in traditional speech and audio processing. Based on the interpretation of CNNs as a data-driven filter-bank, another strategy is to apply CNNs directly on the audio waveforms to capture discriminative information [10]. Since the extracted features by these models contain plenty of noise interference, which is still a challenge to affect the performance of detection. As an inspiration, a speech enhancement structure is proposed to purify the background noise in the features to assist the detection task.

B. Audio-Visual Speech Enhancement

Speech enhancement, a core mission of audio separation, is to extract a clean target speaker’s utterance from a mixed audio signal. Generally, there are two ways to enhance the speech quality [22]. One is to utilize the speaker embedding for conditional modeling, the other is to make use of the visual modality. The studies of speech perception have shown that watching a speaker’s facial movements could dramatically improve the capability of speech recognition for a target speaker in a noise environment [37]. Current deep audio-visual speech enhancement methods typically focus on exploiting the close connection between audio-visual streams [18], [19], [20], [21], [22], [23], [38], [39], [40], [41], and these approaches can be categorized by the means how they process visual information. In specific, some methods combine the detection and tracking of faces to guide the enhancement process [18], [19], [20], [21], [41], while the others discard the paradigm of detection and directly process raw video frames without any preprocessing [39], [40]. Both the ways have obtained satisfactory performance by learning the association between visual motions and speech content. To further achieve a considerable performance in realistic environments, these methods also utilize reliable visual information, such as lip movements, to avoid inaccurate extraction of human voices.

However, if the moving visual object is silent (e.g., mute chewing), these models usually fail to isolate all-zero sound for it. For misleading visual information, more recent studies incorporate a landmark-based facial embedding to perform speech enhancement [42]. When only in simple audio-visual scenarios, learning visual embedding from facial landmarks can benefit the process of enhancement. In another different way, we overcome the current deficiencies of AVSE by using the superiority of ASD, which can detect speaking objects to guide speech enhancement more effectively.

C. Audio-Visual Learning

By exploiting the synchronized links [43], [44], [45], [46] between visual and auditory modality, audio-visual learning strategy has been employed in a number of interesting tasks: audio-visual action recognition [47], [48], emotion recognition [27], [28], [29], audio-visual event localization [49], [50], and talking face generation [51], [52]. Unlike all these single-task approaches, our work addresses active speaker detection and audio-visual speech enhancement simultaneously, and proposes a novel unified framework for both detection and enhancement tasks, which exploits the interaction between audio and visual to make them mutually beneficial.

III. METHOD

In this section, the proposed model ADENet is introduced elaborately, which is an end-to-end unified framework. As shown in Fig. 3, the mixed audio signals, as well as the continuous face clip frames are taken as input for ADENet, and the outputs are composed of active speaker tags and enhanced target speech. The overall model is divided into three parts. We first explore an efficient feature extraction formulation by learning audio-visual correlation. Then, we provide contextual information from time-domain audio signals. To further make the two tasks mutually beneficial, the audio-visual correlation cues and audio contextual information are integrated by the cross-modal circulant fusion. Finally, we introduce our model predictions and training criteria.
A. Audio-Visual Correlation Learning

Our audio-visual correlation learning is composed of an audio-visual encoding frontend and a relational modeling backend, as illustrated in Section I. The frontend contains a speech temporal encoder and a visual temporal encoder. Their function is to encode the frame-based input audio and video signals into the time sequence of audio and video embeddings, which represent the temporal context. The backend consists of a cross-modal conformer to learn the correlations between audio and video features, and a multi-modal layer normalization to solve inconsistent distribution of features in different modalities.

Audio-Visual Temporal Encoder: Given an input video clip, the face tracks are firstly cropped for each candidate speaker and reshaped into a specified size, e.g., 112 × 112. Similarly, we extract the corresponding audio signal and represent it by a vector of Mel-frequency cepstral coefficients (MFCCs).

Speech Temporal Encoder: To learn semantic features containing crucial vocal activities from the short-term audio content, we introduce a 2D ResNet34 network with squeeze-and-excitation (SE) [53] module, which takes 13-dimensional MFCCs of the windows as input and outputs a 128-dimensional audio embedding $F_a$. The ResNet34 network can effectively strengthen the weight of key features in MFCCs by means of SE block, which would facilitate the subsequent audio-visual feature interactions. For example, the speech temporal encoder $E_{st}$ can pay more attention to audio clips with voice activity.

Visual Temporal Encoder: Different from the majority of state-of-the-art approaches [4], [8], [15] that only apply 2D CNN as a visual encoder, we choose to combine 3D CNN and 2D CNN together. This idea is inspired by the advantage of 3D networks in capturing motion patterns of face crops, which is essentially indicative information of active speakers.

Therefore, we design a visual temporal encoder $E_v$, which is composed of the visual frontend and the visual temporal network. The former consists of a 3D convolutional layer (3D Conv) followed by a ResNet18 block [38], which encodes the video frame stream into a sequence of frame-based embedding.

The latter is a visual temporal network consisting of a video temporal convolutional block (V-TCN), which has five residual connected rectified linear unit (ReLU), batch normalization (BN) and depth-wise separable convolutional layers (DSConv1D) [20], followed by a Conv1D layer to reduce the feature dimension. It aims to extract the visual spatio-temporal information from the video segments. After the above processing, we can get the final face motion features $F_v$.

Cross-Modal Conformer: Considering the information from different modalities can compensate each other in audio-visual tasks, we propose a cross-modal conformer based on the state-of-the-art ASR encoder architecture conformer block [54] to make better use of the correlations between audio and visual features. This architecture has demonstrated its effectiveness in temporal information processing [55]. The proposed cross-modal conformer is composed of five modules stacked, i.e., a feed-forward network module, a cross-modal attention module, a convolution module, a second feed-forward network module, and a layer normalization in the end.

During processing, the first feed-forward network (FFN) takes the features of the audio-visual encoder as input, which represent the speaker’s activities for audio $F_a$ and video $F_v$, respectively, and outputs the processed audio feature $F_a'$ and visual feature $F_v'$. Then, as shown in Fig. 4, a cross-modal attention layer (CMA) takes $F_a'$ and $F_v'$ as input, which can be define as:

$$F_a' = \text{softmax} \left( \frac{Q_a K_a^T}{\sqrt{d}} \right) V_v$$

$$F_v' = \text{softmax} \left( \frac{Q_v K_v^T}{\sqrt{d}} \right) V_a$$

$$Q_a = F_a W_{A1} \quad K_a = F_a W_{A2} \quad V_a = F_a W_{A3}$$

$$Q_v = F_v W_{V1} \quad K_v = F_v W_{V2} \quad V_v = F_v W_{V3}$$

(1)
where $W_{A1}, W_{A2}, W_{A3}, W_{V1}, W_{V2}$ and $W_{V3}$ are the weights of the linear layers, $d$ is the feature dimension. We regard the attention $\overline{p}_x$, $x \in \{a, v\}$ as a probability distribution that illustrates how much an audio embedding responds to a candidate speaker in the temporal dimension, which means that a high probability indicates a high correlation between the audio and the speaker.

After the operation of attention modulation, the features are processed in the sequence of a convolution module, a second feed-forward network module and a layer normalization. Although the cross-modal conformer has successfully established the similarity between audio and visual modalities, it is not able to solve the distribution misalignment among different domains (see Fig. 5(a)). Therefore, we introduce a multi-modal layer normalization (MLN) to address this problem. Fig. 5 shows our model’s learned audio and visual features via 2D TSNE projection [56], and the distribution characteristics of these features via matplotlib library.¹

¹https://matplotlib.org/stable/index.html

**Multi-Modal Layer Normalization:** Layer Normalization [57] has always been an indispensable part of the conformer. Given an input tensor $x \in \mathbb{R}^{N \times C \times T}$, LN can be formulated as:

$$u(x^l) = \frac{1}{T} \sum_{i=1}^{T} x^l_i \quad \sigma(x^l) = \sqrt{\frac{1}{T} \sum_{i=1}^{T} (x^l_i - u(x^l))^2}$$

$$LN(x^l) = \gamma \left( \frac{x^l - u(x^l)}{\sigma(x^l)} \right) + \beta$$  \hspace{1cm} (4)

where $N, C, T$ denote the number of batch-size and channel, $T$ denotes the number of hidden units in a layer, $u(x^l)$ and $\sigma(x^l)$ are the mean and standard deviation for the $l^{th}$ layer of feature map $x$, and $\gamma, \beta \in \mathbb{R}^C$ are defined as the gain and bias parameters.

As a normalization approach widely used for single modality, LN is difficult to balance data relationships for multi modalities because the inherent distribution inconsistency would make data fail to be assembled into a pleasing representation. Also as shown in Fig. 5(a), visual features and audio features are out of balance without any form of distribution alignment, which would finally lead to a performance degradation [58].

To solve this problem, a multi-modal layer normalization (MLN) is proposed as a simple and efficient variant to LN to align the distributions of two modalities. The MLN receives a tensor $x \in \mathbb{R}^{N \times C \times T}$ and a constraint variable $y \in \mathbb{R}^{N \times C \times T}$ as input, which can be defined as:

$$MLN(x^l, y) = \gamma \left( \frac{x^l - u(x^l)}{\sigma(x^l)} + \tanh(f(y)) \right) + \beta$$  \hspace{1cm} (5)

where $f(\cdot)$ is a linear layer the represents affine transformation, and the tanh function is to constrain the range of units to $[-1,1]$. In the implementation of MLN, the tensor $x$ and the constraint variable $y$ can be audio features and visual features respectively, or vice versa. In this way, our MLN is able to ensure the distribution alignment among different modalities, as shown in Fig. 5(b).

**B. Audio Contextual Learning**

Different from the speech temporal encoder designed in Section III-A that concentrates on crucial voice activities in short-term speech segments, the purpose of audio contextual learning network mainly focuses on extracting features with contextual information, which usually requires input data with long-term temporal dependencies. Considering the high temporal resolution of the raw audio signals [59], we intend to use the raw audio waveforms as the input to the network.

As shown in Fig. 3, we follow the architecture of ConvTasNet [60] for the design of the proposed module, which consists of two processing stages: an encoder and a separation network. The speech enhancement encoder is a 1-D convolution layer with a kernel size of $L$ and stride size of $L/2$, which can be characterized as a filter-bank. It takes the mixture waveform $A \in \mathbb{R}^{1 \times T}$ as input, and transforms A to a feature map $F_a \in \mathbb{R}^{C_{se} \times T_a}$, where $T$ is the length of mix audio, $C_{se}$ and $T_a$ are the channel and temporal length of the feature vectors respectively.
Inspired by the outstanding performance of conformer in speech processing [54], the original temporal convolution network (TCN) in the separation network is replaced by a conformer block to allow direct context-aware modeling on the speech sequences. The speech separation network composed of a series of conformer blocks can efficiently capture both local and global context information, while estimating a contextual feature \( F'_e \in \mathbb{R}^{C_e \times T_e} \) as output. Then, the embedding \( F'_{av} \) is sent to the next cross-modal circulant fusion module for multi-task interaction.

C. Multi-Task Interaction

Based on the audio-visual correlation learning and audio contextual learning above, the aligned correlation embedding and the contextual embedding can be obtained. The former type of embedding has audio-visual utterance-level synchronization characteristics, which is suitable for active speaker detection, and the latter is beneficial to information transmission in speech enhancement via context-aware modeling. Then, to learn both active speaker detection and audio-visual speech enhancement, we design a cross-modal circulant fusion strategy in a pseudo cycle manner by mapping and combining two types of embeddings as an interactive compensation.

Cross-Modal Circulant Fusion: The process of cross-modal circulant fusion starts with \( F_{av} \), which contains multi-modal temporal information from audio-visual correlation learning. Then, the utterance-level temporal information is modeled by a pure conformer block in audio-visual correlation representation, and the corresponding output \( F'_{av} \) contains the motion status of the speaker in the sync frame. In addition, to improve the influence of the active speaker frame on the contextual embedding, we firstly use linear up-sampling on the correlation feature to align with contextual embedding \( F'_{av} \), and set the sampling scale to 32. The fusion process is then performed through a simple concatenate operation over the channel dimensions of two features, followed by a fully connected layer to reduce the feature dimension. Finally, the aggregate features are fed through a conformer block to estimate the target masks \( M \), which can be defined as:

\[
M = ReLU(CB(FC([F'_e; Up(F'_{av}^i)])))
\]

where \( CB \) and \( FC \) denote the conformer block and fully connect layer, respectively, and \( ReLU \) is to ensure that the mask is non-negative. The target mask \( M \) represents the weight of the clean speech, which is important for the task of speaker detection to avoid the interference of noise.

To make the results of ASD more accurate, we combine \( F'_{av} \) with the max pooled mask via a dot product operation, as formulated below:

\[
F''_{av} = MaxPool(M) \otimes F'_{av}
\]

With the help of cross-modal circulant fusion, the speech mask of the target speaker can be estimated and more effective correlation embeddings can be learned collaboratively.

D. Decoder

Active Speaker Detection Decoder: To distinguish the speaking and non-speaking video frames, we build a predictive decoder \( D_{asd} \), which contains a linear layer, to project the joint audio-visual feature to the prediction sequence. The output of the decoder is passed via sigmoid activation to produce the expected label values \( y_a \) (between 0 and 1), which indicate each candidate’s probability of being the active speaker.

\[
y_a = D_{asd}(F''_{av})
\]

Speech Enhancement Decoder: To obtain the masked audio representation, the learned speech mask of the target speaker \( M \) is applied to audio contextual embedding \( F_e \) by the operation of dot product. In our speech enhancement decoder, a 1-D transposed convolution module is used to reconstruct the enhanced speech signals for the masked audio feature:

\[
y_s = D_{se}(M \otimes F_e)
\]

where \( y_s \) is enhanced waveform, \( D_{se} \) is speech enhancement decoder, and \( \otimes \) denotes dot product operation.

E. Multi-Task Learning Objectives

Our training strategy is described into two different criteria for speech enhancement \( L_{se} \) and active speaker detection \( L_{asd} \).

Speech Enhancement Loss: As formulated in (10), the training criterion for the speech enhancement is based on a scale-invariant signal-to-noise ratio (SI-SDR) between the extracted and clean target speech, \( y_s' \) is the ground truth target speech, \( y_s \) is the extract speech, and \( ||y_s'||^2 = \langle y_s, y_s \rangle \) denotes the signal power. Scale invariance is ensured by normalizing \( y_s \) and \( y_s' \) to zero-mean prior to the calculation.

\[
\begin{align*}
    s_{target} &= \frac{\langle y_s, y_s \rangle}{||y_s||^2}, \\
    e_{noise} &= y_s - s_{target}, \\
    L_{se} &= -20 \log_{10} \frac{||s_{target}||}{||e_{noise}||}
\end{align*}
\]

Active Speaker Detection Loss: To accurately predict who is speaking in a video clip, we regard active speaker detection as a frame-level classification task. The predicted label sequence is computed with the ground truth label sequence by cross-entropy loss. The loss function is presented in (11).

\[
    L_{asd} = -\frac{1}{T_v} \sum_{i=1}^{T_v} (\hat{y}_a^i \cdot \log y_a^i + (1 - \hat{y}_a^i) \cdot \log(1 - y_a^i))
\]

where \( y_a^i \) and \( \hat{y}_a^i \) are the predicted and the ground truth ASD labels of \( i^{th} \) video frame, \( i \in [1, T_v] \), \( T_v \) refers to the number of video frame.

The overall objective function for training \( L \) can be defined as follow:

\[
    L = \lambda_1 L_{se} + \lambda_2 L_{asd}
\]
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are the parameters controlling their relative importance, respectively.

IV. EXPERIMENTS

A. Datasets

AVA-ActiveSpeaker dataset: [8] (Fig. 6(a)) is the first large-scale standard benchmark for active speaker detection in the wild. It contains 262 YouTube videos from film industries around the world, 120 of which are used for training, 33 for validation, and 109 for testing. Each video is annotated from minutes 15 to 30, recorded at 25-30 fps, and cropped into 1 to 10 seconds video utterances.

Lip Reading Sentences 2 (LRS2): [20] (Fig. 6(b)) is a widely-used benchmark for audio-visual speech enhancement. It contains 224 hours of in-the-wild video clips, which are all from BBC television programs. Each video clip often contains only one speaker.

TalkSet: [9] (Fig. 6(c)) is a mixture of two datasets, Voxceleb2 [61] and LRS3 [62], for the active speaker detection task. The dataset contains 90,000 videos with active voice from VoxCeleb2 and 60,000 videos without active voice from LRS3.

Columbia: [63] (Fig. 6(d)) is another standard benchmark test dataset for active speaker detection. It contains an 86-minute panel discussion, with multiple individuals taking turns in speaking, in which 2-3 speakers are visible at any given time.

MUSAN corpus: [64] is a noise dataset, which consists of over 900 noises, 42 hours of music from various genres and 60 hours of speech from twelve languages. It is usually used for speech enhancement tasks as a real noise background, or mixing with training data to the strength of regularization and improve the generalization performance.

B. Data Preprocess

Audio Data Preprocess: As in [9], randomly mix a sample of the batch with another negative sampling for data augmentation. By extracting 13-channel filterbanks features computed from a 25 ms window with a stride of 10 ms, the obtained MFCCs are taken as the input of the speech temporal encoder. Another speech enhancement encoder takes the mixed audio signal as input.

Visual Data Preprocess: All training videos are firstly segmented into shots with FFmpeg [65], and the output images are cropped out the faces with a resolution of 112×112. The obtained faces are then randomly rotated and flipped to perform visual augmentation. During the testing phase, the image size is only reshaped to 112×112 without any augmentation.

C. Train/Test Split and Evaluation

For large-scale AVA-ActiveSpeaker dataset, the official split (train/validation/test) is adopted. The test set is unavailable (contest exclusive) and held out for the ActivityNet challenge, which makes us conduct the experiments on the validation set, as the previous works [4], [15]. For other datasets, we directly use the same split setting as provided by the official.

To compare with the prior methods, five common-used metrics are employed for active speaker detection and speech enhancement evaluation. For detection, we choose to mean precision (mAP), area under the ROC curve (AUC) and F1 to measure the model performance. For speech enhancement, the metrics of SDR and perceptual evaluation of speech quality (PESQ) [66] are employed to reflect the quality of enhanced speech signals.

D. Implementation Details

Audio-Visual Correlation Learning: For the speech temporal encoder, we use four squeeze-and-excitation convolution layers with kernel sizes 3, 4, 6 and 3. The number of filter channels is set to 16, 32, 64 and 128, respectively. To synchronize speech features, the output dimension of the visual temporal encoder is set to 128. Besides, the attention head is set to 8 in the cross-modal conformer.

Audio Contextual Learning: In the speech enhancement encoder, we set the kernel size K to 40 and stride S to 20. The number of attention heads in the conformer block is set to 8 as well.

Cross-modal Circulant Fusion: We set both the up-sampling and down-sampling multiples to 32.

Training Details: Our unified framework is implemented using PyTorch library. The entire ADENet model is trained using an Adam optimizer [67] with weight decay of 0.0001. The initial learning rate is $10^{-4}$, and we decrease it by 5\% for every epoch. For training loss, $\lambda_1$ and $\lambda_2$ are both set to 1.0 in (12). The computation platform is configured by a NVIDIA GeForce RTX 3090 GPU with 24 GB memory for all experiments.

V. RESULT ANALYSIS

The evaluation of the proposed ADENet is performed from three points of view. (1) Performance comparison between the proposed baseline named ACLNet and the state-of-the-art is conducted for active speaker detection, while ablation studies are performed on the components of the ACLNet. This baseline

https://github.com/pytorch/pytorch
consists of an audio-visual correlation learning module, one conformer block and an ASD prediction decoder; (2) For the audio-visual speech enhancement task, we compare our model with the state-of-the-art methods on the LRS2 dataset, and qualitatively analyze the performance of our model; (3) Union-tasks testing is performed including detection and enhancement to verify the effectiveness of the entire framework.

### A. Active Speaker Detection

1) Comparison With the State-of-The-Art Methods: Quantitatively evaluation for the active speaker detection based on audio-visual correlation learning, the proposed ACLNet is compared with the state-of-the-art methods on the AVA-ActiveSpeaker dataset. For a fair comparison, we use the same evaluation protocol and the same metrics for these methods. As shown in Table I, the proposed model achieves 93.2\% mAP and 97.2\% AUC, which favorably outperform the state-of-the-art methods without any pre-training, i.e., TalkNet [9], by 0.9\% mAP and 0.4\% AUC on the validation set. Meanwhile, we note that some methods [4], [15], [68] utilize the pre-trained weights on other large-scale datasets. In contrast, our model only uses the AVA-ActiveSpeaker trainset to train the entire network from scratch without any additional processing.

By noticing that the model trained on the AVA-ActiveSpeaker dataset can not adapt to the real-world scene very well [9], the proposed ACLNet model trained on TalkSet is then evaluated on the Columbia dataset to test its capability of cross-dataset generalization. The results are summarized in Table VI, where the F1 score as the standard metric in this benchmark. For multiple-speaker videos, our approach also outperforms all previously reported results with a large margin. By evaluating both benchmark datasets, the overall performances also support the effectiveness and superiority of our audio-visual correlation learning strategy.

2) Ablation Studies: Experimental evaluations are performed to analyze the contributions of each module and functionality in the proposed framework.

### The importance of audio-visual correlation information.

Ablation studies for audio-visual correlation learning are conducted to demonstrate the contribution of audio-visual relationship representations. To show the comparison results more intuitively, the performance is only evaluated on the ASD task. The experimental results are summarized in Table II, which shows that, without multi-modal layer normalization, the detection performance drops 0.7\% mAP and 0.4\% AUC respectively on the validation set.

### Table I

| Model            | Pre-training? | mAP(%) | AUC(%) |
|------------------|---------------|--------|--------|
| VGG-LSTM [15]    | ✓             | 85.1   | -      |
| VGG-TempConv [15]| ✓             | 85.5   | -      |
| ASC [4]          | ✓             | 87.1   | 86.76  |
| MAAS-TAN [68]    | ✓             | 88.8   | -      |
| UnaCon [11]      | ×             | 92.2   | 97.0   |
| TalkNet [9]      | ×             | 92.3   | 96.8   |
| ACLNet           |               | 93.2   | 97.2   |

### Table II

| Method                             | mAP(%) | AUC(%) |
|------------------------------------|--------|--------|
| w/o Cross-modal conformer          | 92.1   | 96.5   |
| w/o Multi-modal layer normalization| 92.5   | 96.8   |
| ACLNet                             | 93.2   | 97.2   |

### Table III

| Audio Input    | mAP(%) | AUC(%) |
|----------------|--------|--------|
| original audio signals | 91.6 | 96.4   |
| MFCCs          | 93.2   | 97.2   |

### Table IV

| 1st FFN | CMA | CONV | 2nd FFN | LN | mAP(%) | AUC(%) |
|---------|-----|------|---------|----|--------|--------|
| ✓       | ✓   | ✓    | ✓       | ✓  | -0.02  | +0.0   |
| ✓       | ✓   | ✓    | ✓       | ✓  | -0.52  | -0.18  |
| ✓       | ✓   | ✓    | ✓       | ✓  | -0.46  | -0.13  |
| ✓       | ✓   | ✓    | ✓       | ✓  | -0.04  | +0.0   |
| ✓       | ✓   | ✓    | ✓       | ✓  | +0.65  | +0.36  |

### Table V

| Method            | Speaking Objects | No-Speaking Objects |
|-------------------|------------------|---------------------|
|                   | SDR(dB) ↑ | PESQ | SDR(dB) ↑ | PESQ |
| VisualVoice [41]   | 10.1    | 2.8  | 0.3      | 1.7  |
| Ours              | 10.5    | 2.8  | 4.8      | 1.9  |

### Table VI

| Method             | Bell | Boll | Lieb | Long | Sick | Avg |
|--------------------|------|------|------|------|------|-----|
| Zach et al. [70]   | 89.2 | 88.8 | 85.8 | 81.4 | 86.0 | 86.2|
| SyncNet [71]       | 93.7 | 83.4 | 86.8 | 97.7 | 86.1 | 89.5|
| LWVTN [39]         | 92.6 | 82.4 | 88.7 | 94.4 | 95.9 | 90.8|
| S-VVAD [72]        | 92.4 | 97.2 | 92.3 | 95.5 | 92.5 | 94.0|
| Truong et al. [73] | 95.8 | 88.5 | 91.6 | 96.4 | 97.2 | 94.9|
| ACLNet             | 97.4 | 88.1 | 97.5 | 98.5 | 98.0 | 95.9|
AVA-ActiveSpeaker validation set. When the cross-modal conformer block is removed, the performance decreases to 92.1% mAP and 96.5% AUC. The results strongly prove the effectiveness of the cross-modal conformer and multi-modal layer normalization in learning the relationships between audio and visual modalities, as well as solving the distribution misalignment among them.

The effect of different types of audio input for the audio-visual correlation learning. Selection of different types of audio input has a significant impact on the performance of the model. As we discuss the multiple audio inputs in Section III, we select the original audio signals and MFCCs features as the input of the audio-visual correlation learning, respectively. Since the inconsistent characteristics of different types of audio, we choose suitable audio feature extraction networks for each input. Following recent works [9], [69], we start from a baseline ACLNet using ResNet34-SE [53] as the speech temporal encoder, which takes MFCCs as audio input to the model. This baseline achieves 93.2% mAP and 97.2% AUC, respectively, as show in Table III. For the original audio signals, we replace the baseline’s speech temporal encoder with the speech enhancement encoder mentioned in the Section III-B, while keeping other modules the same. This resulted in the ACLNet’s performance drops of 1.6% mAP and 0.8% AUC respectively. These experiments can effectively prove that using MFCCs features as audio input is beneficial to the audio-visual correlation learning.

Different positions of multi-modal layer normalization in cross-modal conformer. To further exploit where the multi-modal layer normalization may help most, we apply it to different positions in the cross-modal conformer. Table IV shows that the proposed MLN is able to achieve the best performance improvement when it is in the position of LN. With this configuration, our model increases the overall mAP metric by 0.65% and the AUC metric by 0.36%. Besides, it is found that multi-modal layer normalization has different effects at different locations, which means that if the MLN is placed in another position of the module, it will reduce the performance of the model more or less. These results show that the MLN contributes the maximum functionality by replacing LN in the last layer of conformers. Meanwhile, it re-emphasizes the advantages of MLN in the aligning distribution of audio-visual correlation features automatically and robustly.

B. Audio-Visual Speech Enhancement.

1) Comparison to State-of-The Art Methods: To quantitatively evaluate the audio-visual speech enhancement with ADENet model, we follow the protocol of [39] to create synthetic videos from LRS2 by combining a primary voice with another speaker’s voice. Meanwhile, the SDR and PESQ are used as the validation metrics. However, the original LRS2 dataset does not provide ground truth labels of voice activity, which would make it difficult for the ADENet to achieve optimal performance. In order to provide accurate detection information for the audio-visual correlation learning module, we train this module with the pre-trained weights on the AVA-ActiveSpeaker dataset. And all the other modules in the ADENet are trained from scratch. Table VII has shown a large margin of performance between the proposed work and other methods.

Ablation studies are performed on the audio contextual learning network, which validate the effect of the separation network by adopting two functional models, i.e., TCN and conformer. It can be found that even though the incorporated TCN has obtained expected results by focusing on contextual information, the conformer block still can better perform context-aware modeling and further achieve overall performance enhancement. With both models, the proposed work outperforms VisualVoice [41] and LWTNet [39] in SDR and PESQ.

To verify the ability of our approach to handle different scenarios, we conduct quantitative experiments on test videos based on whether the object is speaking or no-speaking in Table V. For the speaking case, we use data of speaking targets with reliable visual cues in the video; for the no-speaking case, we pick out videos that contain the target lip movement without speaking, e.g., the mouth is chewing food. These silent data represent examples of misleading behavior in real-world scenarios. Table V shows that in both scenarios, our method achieves the best enhancement results. Compared with VisualVoice, our approach is capable of identifying whether the candidate speaks, and employing speech enhancement for each speaker. The experimental results can well validate the superiority of the proposed detection-enhancement strategy.

2) Qualitative Results: We further show qualitative enhancement results for speaking and silent objects in Fig. 7. We can see that both VisualVoice and our method have similar performance for the speaking object, but our method has better enhancement results in handling the eating case. The results can illustrate that our model is more robust to filtering noise from silent objects and can effectively perform audio-visual speech enhancement.

C. Union-Tasks

1) Overall Performance: Previous experiments have convincingly demonstrated the effectiveness of audio-visual correlation learning and audio contextual learning. Since the proposed unified framework aims to jointly learn active speaker detection and audio-visual speech enhancement, therefore, how to solve both tasks simultaneously and how they mutually benefit each other are addressed as well.

| Method                  | SDR(dB) | PESQ |
|-------------------------|---------|------|
| Deep-Clustering [74]    | 6.0     | 2.3  |
| Conv-TasNet [60]        | 10.7    | -    |
| LWTNet [39]             | 10.8    | 3.0  |
| Afours et al. [38]      | 11.3    | 3.0  |
| Truong et al. [73]      | 11.6    | 3.1  |
| VisualVoice [41]        | 11.8    | 3.0  |
| Ours (w TCN)            | 12.3    | 3.0  |
| Ours (w Conformer)      | 12.9    | 3.1  |
Fig. 7. Qualitative results of audio-visual sound enhancement for both audible and silent objects. The lady is speaking and the eating man is visible but not speaking. Our approach can simultaneously enhance individual sounds for different objects, while the VisualVoice using the same training setting obtains poor enhancement results.

TABLE VIII
Comparison with SOTA Approaches on the Task of Active Speaker Detection and Speech Enhancement in Different Signal-to-Noise Ratio Environments

| Method                  | 0dB   | 5dB   | 10dB  |
|-------------------------|-------|-------|-------|
|                         | mAP   | AUC   | SDR   | PESQ  | mAP   | AUC   | SDR   | PESQ  | mAP   | AUC   | SDR   | PESQ  |
| TalkNet [9]             | 89.1  | 95.0  | -     | -     | 89.7  | 95.5  | -     | -     | 91.1  | 96.0  | -     | -     |
| Conv-TasNet [60]        | -     | -     | 8.7   | 3.0   | -     | -     | 11.1  | 3.2   | -     | -     | 13.8  | 3.5   |
| VisualVoice [41]        | -     | -     | 9.2   | 3.1   | -     | -     | 12.0  | 3.3   | -     | -     | 14.3  | 3.5   |
| TalkNet + VisualVoice   | 89.1  | 95.0  | 10.4  | 3.2   | 89.7  | 95.5  | 13.2  | 3.4   | 91.1  | 96.0  | 14.8  | 3.6   |
| Ours (w/o A → S)        | 89.1  | 95.2  | 10.4  | 3.1   | 90.2  | 95.6  | 12.4  | 3.3   | 90.7  | 95.0  | 15.1  | 3.6   |
| Ours (w/o S → A)        | 89.0  | 95.0  | 10.3  | 3.1   | 88.8  | 94.8  | 12.7  | 3.3   | 91.1  | 95.5  | 14.9  | 3.5   |
| Ours                    | 89.7  | 95.9  | 10.6  | 3.2   | 90.3  | 96.2  | 12.8  | 3.4   | 92.1  | 96.9  | 15.2  | 3.7   |

For the evaluation of the two tasks, the performance comparison is performed with the other representative works such as TalkNet [9], Conv-TasNet [60] and VisualVoice [41], which also have been trained and tested on the same dataset.

In addition to the introduced these single-task models, a two-stage multi-task framework is also designed to jointly take an advantage of TalkNet and VisualVoice models. We firstly use TalkNet to determine whether the candidate is a speaker, if true, then perform the VisualVoice on the speaker for speech enhancement. If not, the enhancement is not needed.

To simulate the realistic scenarios containing noise, we employ the AVA-ActiveSpeaker dataset with MUSAN dataset as the background noise. Each method has been trained at three different signal-to-noise ratio configurations and evaluated using standard metrics, i.e., mAP, AUC, SDR, and PESQ. The results are summarized in Table VIII. Based on the trained active speaker detection and audio-visual speech enhancement, the performance of our work outperforms the results of each single-task model by a large margin. And we noticed that compared to the two-stage framework, our one-stage unified model has better overall performance. This also demonstrates that the idea of joint training for these two tasks is beneficial to establish more reliable cross-task associations.

Furthermore, to verify the positive effect of cross-modal circulant fusion strategy in both tasks, we set up two different ablation experiments, one without stream from ASD to SE (A → S) and the other without stream from SE to ASD (S → A). From the active speaker detection and audio-visual speech enhancement results, we can conclude that our cyclic unified framework can make the two tasks benefit from each other and significantly improve both speaker detection and speech enhancement performance.

2) Real-World Results: Fig. 8 presents result samples from real-world videos with one person and multiple persons on the screen. By visualizing active speaker detection and audio-visual speech enhancement achieved by the proposed ADENet framework, it can be easily found that the target speaker has been detected accurately with corresponding enhanced speech signal.

VI. LIMITATION AND DISCUSSION

The proposed ADENet mainly relies on the temporal relationships of visual and audio modalities to jointly solve the tasks of detection and enhancement. Similar to previous works [9], [33], [34] in using temporal network modeling, we introduce
Fig. 8. Results of ADENet for the real-world video with speaking in a noise environment. The green box denotes the speaking speaker, and red box highlights the non-speaking speaker. (a) The man is speaking in a bar with a loud noise environment. (b) The man is speaking in a restaurant, which includes multiple speakers with low noise. (c) The man is talking into the camera, but there’s a woman on the phone next to him.

conformer block [54] to extract temporal information from features. However, with the increasing number of conformer, the parameters of the whole model will also rise and lead to more computational cost and longer training time. Therefore, how to optimize the model performance by balancing the parameter scale and computational resources is an issue that needs to be further investigated. A possible way to overcome this limitation is to explore parameter-friendly temporal modeling networks, which may help to find a more efficient solution to a certain extent.

VII. CONCLUSION AND FUTURE WORK

This work has presented a novel model termed as ADENet for active speaker detection and audio-visual speech enhancement. Key to our method is a unified modeling framework that efficiently learns the different types of multi-modal correlation evidence to generate the aligned audio-visual representations, by introducing cross-modal conformer and simple layer normalization variant. Thanks to the proposed cross-modal circulant fusion module, our method can effectively detect the target speaker and estimate the speech signal of the target speaker. We demonstrate on the three large-scale benchmark datasets that our model successfully exhibits the advantages of our proposal. The results show that the ADENet significantly outperforms the state-of-the-art.

There are various forms of audio and visual content with different modality compositions in real-world videos. Besides the misleading silent object issue, there exists another challenging case that affects audio-visual learning, as discussed below.

Sound sources are not always visible in video scenarios. For example, the voice of some people chatting may only be background noise in the current scene. Therefore, no corresponding visual object can be used as a condition to isolate the speaker’s speech. To be able to solve this problem, we may need to parse the input mixed sound and video frames to identify invisible sounds, and then use other reliable conditions for speech enhancement.
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