A Model for a Filling-in Process Triggered by Edges Predicts “Conflicting” Afterimage Effects
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The goal of our research was to develop a compound computational model that predicts the “opposite” effects of the alternating aftereffects stimuli, such as the “color dove illusion” (Barkan and Spitzer, 2017), and the “filling in afterimage after the image” (van Lier et al., 2009). The model is based on a filling-in mechanism, through a diffusion equation where the color and intensity of the perceived surface are obtained through a diffusion process of color from the stimulus edges. The model solves the diffusion equation with boundary conditions that takes the locations of the chromatic edges of the chromatic inducer (chromatic stimulus) and the achromatic remaining contours into account. These contours (edges) trigger the diffusion process. The same calculations are done for both types of afterimage effects, with the only difference related to the location of the remaining contour. While a gradient toward the inducing color produces a perception of the complementary color, an opposite gradient yields the perception of the same color as that of the chromatic inducer. Furthermore, we show that the same computational model can also predict new alternating aftereffects stimuli, such as the spiral stimulus, and the averaging of colors in alternating afterimage stimuli described by Anstis et al. (2012). The suggested model is able to predict most of the additional properties related to the “conflicting” phenomena that have been recently described in the literature, and thus supports the idea that a shared visual mechanism is responsible for both the positive and the negative effects.
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INTRODUCTION

This study concerns two non-classical afterimage illusions, both involving a chromatic stimulus i.e., a chromatic inducer that is presented for a short duration of time, and is then followed by the presentation of an achromatic remaining contour that may overlap with the inner or outer border of the chromatic region of the inducer. The location of this remaining contour, can determine whether the perceived filling-in color will be the same as, or complementary to, the chromatic inducer. Two famous examples of these phenomena are: the “Filling-in the Afterimage after the image effect” (van Lier et al., 2009), and the color dove illusion (Barkan and Spitzer, 2009, 2017; Macknik and Martinez-Conde, 2010). Both phenomena involve a filling-in process of surfaces between edges, and the effects are obtained with a narrow spatial inducing area and relatively short induction time. Since these two phenomena yield complementary perceived colors, derived from the very same inducer, we refer to them as “conflicting” effects.
In the “Filling in the Afterimage after the image” (van Lier et al., 2009) illusion, the inducing stimulus is a chromatic shape that may have two or more colors. After the chromatic inducing stimulus is removed, an outline contour matching one of the shape colors is presented. The complementary afterimage color perceived depends on the shape and the location of the drawn outline contour (van Lier et al., 2009), (Figure 1, second column). Since the color inside the contour in the perceived afterimage is complementary to the color of the inducing stimulus, we henceforth, refer to this illusion as a “negative effect.”

It should be noted that this negative effect is not a simple variation of the “classical” negative afterimage, where, when a stimulus is removed after a relatively long (20-30 seconds) exposure, the observer perceives the opposite chromaticity (complementary color DeValois and Webster, 2011). It should also be noted that the colors in the classical afterimage are perceived only in the retinotopic area that was induced.

In the color dove illusion (Barkan and Spitzer, 2009, 2017), the inducing stimulus is a shape surrounded by a colored area or strip (red in Figure 1, first row). After the chromatic inducing stimulus is removed, an outline contour matching the original inducing stimulus is presented (Figure 1, second row). This gives rise to the perception of an afterimage (Figure 1, third row) filled with a color similar to that in the inducing stimulus (although weaker), and not the complementary color as in the negative effect. Such an effect has also been reported with objects of different shapes (Hazenberg and van Lier, 2013). Since the perceived color inside the shape is similar to that presented in the inducing stimulus, we henceforth refer to this illusion as a “positive effect,” (Figure 1, first column).

A similar positive aftereffect was previously investigated by Anstis et al. (1978) who suggested that the positive chromatic afterimage effect is a result of the synergy of two known visual mechanisms: simultaneous contrast (Gerrits and Vendrik, 1970; Anstis et al., 1978) and colored afterimage (Daw, 1962; Wyszecki, 1986; Shimojo et al., 2001).

The alternating effects differ from a classical afterimage in their temporal and spatial properties. A classical afterimage requires a relatively long exposure time and a large spatial area of induction, in order to obtain a filling-in effect in a small region with the complementary color (Anstis et al., 1978). In the phenomena described here, preliminary results indicate that the positive effect is not abolished even if the area of the chromatic inducer is spatially thin (Hazenberg and van Lier, 2013; Barkan and Spitzer, 2017. This is in contrast to the explanation given by Anstis et al. (1978), since psychophysically, when the area of a chromatic inducer is thin, the effect of simultaneous contrast is not manifested (preliminary results). The positive and the negative effects are also distinguished from the classical aftereffect (Anstis et al., 1978), in their temporal properties. The duration of the alternating stimuli can be very short (500 ms), a period of time that is insufficient to obtain the classical afterimage effect (Anstis et al., 1978; van Lier et al., 2009; Barkan and Spitzer, 2017).

A further distinguishing characteristic of these phenomena is that, in addition to the temporal and spatial differences from the classic afterimage effect, the color in both the positive and negative effects is perceived in new areas that have not been induced or adapted previously (van Lier et al., 2009). It has to be noted that even though the positive and the negative effects share several common properties, they are still phenomenally different and therefore they can be seen as “conflicting effects.”

Hazenberg and van Lier (2013) investigated “alternating watercolors,” which have the spatial and the chromatic structure as of the classical watercolor stimuli. These types of stimuli can be considered as the positive and the negative stimuli, while the same classical watercolor stimulus is used as the chromatic inducer stimuli for both positive and negative aftereffects. In this case, the remaining contours are located at the inner or the outer contours of the chromatic edges of the inducer stimulus. The reported results (Hazenberg and van Lier (2013) indicated that the positive and negative effects were affected differently by a number of parameters including the luminance of the area inside the shape and the luminance of the remaining contour.

At present, the visual mechanisms responsible for the recently described positive and negative effects are still unknown and there are no successful computational models for the phenomena. This is less surprising in view of the fact that there remains a lack of consensus concerning the mechanism of even the classical afterimage, despite the wealth of research in the literature. The physiological mechanisms commonly proposed as responsible for the classical negative afterimages range from bleaching of cone photo-pigments to cortical adaptation (Williams and Macleod, 1979; Shimojo et al., 2001; Clair et al., 2007; van Lier et al., 2009; Zaidi et al., 2012; Webster, 2015; Zeki et al., 2017). A recent paper suggested a different mechanism to the van Lier et al. (2009) effect and attributed the filling-in process to the perception of transparency cue and cortical mechanisms (On and van Boxtel, 2017).

Additional recent research (Zaidi et al., 2012) has suggested that the classical and the negative afterimage effects are derived from the retinal ganglion mechanism, which yields the neuronal rebound effect. According to this mechanism, the ganglion
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**FIGURE 1** | Demonstration of two “conflicting” alternating aftereffects, “The Color Dove Illusion” (Positive effect, left column) and the Von Lier et al. Illusion (Negative effect, right columns). The first row shows the inducing stimulus, the second row shows the drawn contours presented at time t2, and the third row represents the resulting perceived afterimage.
neurons can fire bursts if inhibited and then released from inhibition (Spitzer et al., 1993; Grunfeld and Spitzer, 1995; Francis, 2010; Zaidi et al., 2012). It should be noted that while the rebound effect may modulate the creation of complementary colors, it cannot be responsible for the either the negative or positive effects in their entirety.

Previous computational models have been reported to describe both the complementary perceived color and the filling-in components (Grossberg and Todorovic, 1988; Francis and Rothmayer, 2003; Francis and Ericson, 2004; Francis and Schoonveld, 2005; Wede and Francis, 2006, 2007; Van Horn and Francis, 2008). These models were based on the original “Form And Color And Depth” FACADE model (Grossberg and Mingolla, 1985), which described two main visual processing systems: a boundary contour system (BCS) that processes boundary or edge information, and a feature contour system (FCS) that uses information from the BCS to control the spreading (filling-in) of surface properties, such as color and brightness. According to the FACADE model, the filling-in stage requires the FCS networks to diffuse signals containing feature information about color and brightness across the surface, while boundaries in the BCS block the spreading.

The FACADE model and its variations succeed in predicting the afterimage effects of the MacKay modal complementary afterimages (MCAI) phenomena (MacKay, 1957; Vidyasagar et al., 1999). This effect involves sequential viewing of two orthogonally related patterns (the first one a constant pattern and the second one a flickering contrast reversal pattern). The result is an afterimage percept that is related to the first pattern (Francis and Rothmayer, 2003; Francis and Ericson, 2004; Francis and Schoonveld, 2005; Wede and Francis, 2006, 2007; Van Horn and Francis, 2008). A number of studies have examined the different spatial and temporal properties of the MCAI effect, for example the spatial and temporal frequency of the two gratings from the first and second presentations (Francis and Rothmayer, 2003), the gap width (Francis and Ericson, 2004), the split gratings (Francis and Schoonveld, 2005), duration between the two grating presentations and the blank presentation (Wede and Francis, 2006), attential properties (Wede and Francis, 2007), and the role of the difference orientations of the constant and the flickering gratings (Van Horn and Francis, 2008). Francis and colleagues confronted their computational model's prediction with the perceived results.

It should be noted that the MCAI and its variations discussed in these Francis papers are not necessarily related to the positive and negative aftereffects phenomena described in our current report. The main differences between the MCAI (MacKay, 1957; Vidyasagar et al., 1999) phenomena and the positive and the negative effects concern the different types of the stimulus components, at these two groups of effects. The stimulus differences related to the orientation gratings and contrast reversal flickering patterns used to produce the MCAI effect versus the chromatic shape of inducer and remaining contour that trigger the positive and negative effects. These differences in the type of stimuli might imply distinct mechanisms that involve additional different components, even though both models can basically be attributed to diffusion processes.

Francis (2010) applied a similar diffusion model to that described previously in Francis and Rothmayer (2003) in order to address the negative effect of van Lier's illusion (van Lier et al., 2009), and succeeded with the model's predictions. At a later stage, Kim and Francis (2011) conducted a series of psychophysical experiments designed to prove that a simple diffusion model (Francis, 2010) cannot account for the additional properties characterize the negative after effect. They tested the hypothesis, for example, that a contour traps the perceived afterimage color, by adding additional remaining contours. Their model simulations predicted that these additional remaining contours would block the spread of a color to the middle of the surface, Figure 4.

However, contrary to Francis’s predictions (Francis, 2010), the results of the psychophysical experiments showed that additional remaining contours blocked color spreading only when they overlapped with the inducer edges, but not when they were drawn away from the inducer edges (Kim and Francis, 2011), Figure 4. More important to our discussion is the fact that FACADE model did not and cannot model the positive effect. In this study, we present a computational model that can predict both the negative and the positive effects, and postulate that these effects are derived from the same mechanism. We also test whether the model can predict additional afterimage phenomena beyond the two described effects.

MODEL

The following sections describe a unified computational model that can predict the two known “conflicting” (opposite) phenomena, the positive “color dove illusion” and the negative “filling-in afterimage after the image” illusion. The model is also able to predict additional variations of the positive and the negative effects. We suggest here, that despite differences in their spatial and temporal properties, these two types of phenomena are produced by a very similar (mutual) mechanism. The model considers several crucial factors for the perceived temporal effects and these are presented in Figure 2.

Model Assumptions

The model is based on the following assumptions: (a) An edge triggers a diffusion process in its complementary color. (b) A contour can be a perceived contour and not necessarily a physical spectral gradient. (c) The diffusion process depends on the correspondence between the chromatic stimulus gradients and the remaining contours. (d) The positive and the negative effects are always present, while the dominant perceived color is determined by the location of the remaining contours.

The Stimulus: The Chromatic Inducer and the Remaining Contours

The input of the model is composed of two temporal components, the first one is a chromatic stimulus, $I_0$ in Figure 2, and the second one relates to the remaining contours $I_{1a}$ and $I_{1b}$ in Figure 2. The remaining contours can appear in different possible locations, and these locations determine whether the perceived result will be a positive effect or a negative effect.
Chromatic Gradients

The building blocks of the model are designed to simulate components of the visual system, and in this case, the opponent and double-opponent receptive fields. The color coding opponent receptive fields encode color contrast, but not spatial contrast. In other words, the color opponent receptive fields are able to differentiate between colors, but cannot detect spatial gradients or edges (Barkan et al., 2008). The double opponent receptive fields, however, are sensitive to both spatial and chromatic gradients and have color opponent receptive fields both at the center and in the surround receptive field regions (Shapley and Hawken, 2011). This opponency in both spatial and chromatic properties produces a spatio-chromatic edge detector.

For the sake of simplicity, we compute the opponent response of the opponent receptive fields as color-opponent only, where, in this simplified case, each chromatic encoder contains the same spatial resolution. This is computed by an opponent color-transformation (Sande et al., 2010), Equation (1). This transformation converts each pixel of the image \( I_0 \), in each chromatic channel R,G, and B into opponent color-space, via the transformation matrix \( O \) (Sande et al., 2010). \( I_{\text{OPPONENT}} = OPPONENT[RGB] \) as follows:

\[
I_{\text{OPPONENT}} = \begin{pmatrix} O_{RG} \\ O_{YB} \\ O_{BW} \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\ \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\ \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} \end{pmatrix} \begin{pmatrix} R \\ G \\ B \end{pmatrix} \tag{1}
\]

where \( O_{RG}, O_{YB}, O_{BW} \) are the new channels of the transformed image \( I_{\text{OPPONENT}} \). R, G, and B are the red, green, and blue channels of \( I \), respectively.

In order to implement the double-opponent response, \( DO \), on an image, we subtract the surround, \( O_{\text{surround}} \), region of the receptive fields from its center, \( O_{\text{center}} \), at the same spatial location:

\[
DO = O_{\text{center}} - O_{\text{surround}}
\]

The structure of the double opponent receptive field can be seen as a filter which performs as a second derivative in both spatial and chromatic domains (Conway, 2001; Conway and Livingstone, 2006). For the sake of simplicity and clarity of the calculations, we use a discrete Laplace operator, \( L \), which is commonly used as an approximation to the Difference of Gaussian (DOG) function (Marr, 1982). The discrete Laplace operator, \( L \) is (Weickert, 1998):

\[
L = \begin{pmatrix} 0 & -1 & 0 \\ -1 & 4 & -1 \\ 0 & -1 & 0 \end{pmatrix}
\]

The responses of the relevant receptive fields, \( DO_{\text{response}} \), of the color coding receptive fields to the aftereffect stimuli are presented in Equation (3). The double-opponent \( DO_{\text{response}} \) response is calculated as a convolution of each opponent channel of \( I_{\text{OPPONENT}} \) with the discrete Laplace operator Equation (2).

\[
DO_{\text{response}}(\text{stimulus on}) = \nabla^2 I_{\text{OPPONENT}} \approx I_{\text{OPPONENT}} * L \tag{3}
\]

Figure 2B demonstrates the responses of the receptive fields to the original stimulus (Figure 2A) at time \( t_0 \), Equation (3).

The Perceived Gradients—The Responses of the Receptive Fields to the Aftereffects

The model suggests that after the chromatic stimulus disappears, the chromatic gradients obtain the opposite sign. We refer to this condition as “off response,” a term commonly used...
in electrophysiology (Kandel et al., 2012). The physiological mechanism behind this behavior is still a matter of discussion (Williams and Macleod, 1979; Spitzer et al., 1993; Shinmojo et al., 2001; Clair et al., 2007; van Lier et al., 2009; Francis, 2010; Zaidi et al., 2012; Webster, 2015; Zeki et al., 2017). This response has also been termed the rebound response and a variety of models and mechanisms have been suggested to explain how this rebound phenomenon yields a reversed type of response (Spitzer et al., 1993; Grunfeld and Spitzer, 1995; Francis, 2010; Zaidi et al., 2012). Figure 2B demonstrates the responses of the simulated receptive fields before and after the chromatic stimulus is removed at times \( t_0 \) and \( t_1 \), Equation (4).

\[
\text{DO}_{\text{response}}(\text{stimulus off}) = I_{\text{OP}} * (-L) \tag{4}
\]

In other words, in this case, the sign of the chromatic gradient, \( \text{DO}_{\text{response}} \), is reversed. Note that the disappearance of the chromatic stimulus, which causes the sign of the edge to be reversed, is in accordance to the model's assumption (section Model Assumptions, A). There are also experimental results that support this assumption (Zaidi et al., 2012).

This operation of edge reversal is realized in the model through reversing the sign of the DO receptive field responses, Equation (3). This reversed chromatic gradient triggers the diffusion process, Figure 2C, Equation (5).

**Filling-in as a Diffusion Process**

The diffusion process is expressed by the diffusion (or heat) Equation (5), (Weickert, 1998). The model assumes that the suggested diffusion of the filling in process is similar to the physical diffusion where the signals spread in all directions, until “blocked” by contours or edges. This type of filling-in process is referred in the literature as the “isomorphic filling-in theory” (von der Heydt et al., 2003). The choice of such a type of filling-in infers that the borders (chromatic or achromatic) do not function primarily as blockers, but instead that the borders play a role as heat sources for the diffusion. When the direction of the diffusion spread is in the opposite direction (colliding) to that of an additional heat source, the spread will actually be blocked by the heat source. These principles are applied in our model through the famous diffusion equation (Weickert, 1998), as in the following equation:

\[
\frac{\partial I(x,y,t)}{\partial t} - D\nabla^2 I(x,y,t) = h_c \tag{5}
\]

where \( I(x,y,t) \) denote the image in a space-time location \((x,y,t)\), \( D \) is the diffusion (or heat) coefficient, and \( h_c \) represents a heat source. The time course of the perceived image is assumed to be very fast, in accordance with previous reports (van Lier et al., 2009; Barkan and Spitzer, 2017). This time course is also termed “immediate filling-in” (von der Heydt et al., 2003).

Following this assumption, for the sake of simplicity, we can ignore the fast dynamic stages of the diffusion equation, and therefore compute only the steady-state stage of the diffusion process. Consequently, the diffusion (heat) Equation (5) is reduced to the Poisson Equation (6).

\[
\nabla^2 I(x,y,t) = -h_c \tag{6}
\]

**THE CHROMATIC EDGES AND THE REMAINING CONTOURS**

In order to maintain and enhance and/or byproduct to trap this diffusion effect there is a “requirement” for a border. The model suggests that the chromatic diffusion can be “trapped” only when the achromatic remaining contour, \( \partial \Omega_2 \), Figure 2A, overlaps the original edges of the chromatic stimulus, \( \text{DO}_{\text{response}} \). Support for this assumption is also provided from the psychophysical results of Kim and Francis (2011).

Whether the remaining contour \( \partial \Omega_1 \), is an inner or an outer contour, for example (Figure 2), determines the perceived color of the effect. When the remaining contour is the outer contour, the reversed contour, i.e.; the complementary contour, [Figure 2A, Equation (4)] triggers a diffusion color that is complementary to the color of the inducer, i.e. red in the specific case of Figure 2B. The outer contour, \( \partial \Omega_2 \), determines that the fill-in color will be complementary to the inducer (negative effect), whereas the inner contour, \( \partial \Omega_1 \), determines that the fill-in color will be the same color as that of the inducer (positive effect). It has to be noted that the mechanism detects the chromatic edges, and does not treat the inner or outer edges separately. The configuration and the locations of the remaining contours, and not the model, determine the predicted perceived colors.

It is clear that a remaining contour that overlaps the chromatic gradient plays a role as a diffusion trigger and at the same time as a “blocker.” However, our preliminary results suggest that the original chromatic gradient, \( \text{DO}_{\text{response}} \), also plays a role as a diffusion trigger and “blocker,” even though it has a weaker effect when it does not overlap the remaining contours. This observation is also supported by findings of Hazenberg and van Lier (2013). They concluded that the chromatic border in the negative effect “apparently prevented the colored afterimage of the chromatic contour from spreading.”

This minor effect of additional blockage, derived from the chromatic edges, has been integrated into the model by applying different weight functions to each chromatic and achromatic border. The model assumes that the remaining contour also plays a role as an enhancer to the reversed chromatic edges, \( -\text{DO}_{\text{response}} \). Therefore, if the remaining edge, \( \partial \Omega_1 \), overlaps the original gradient edge (the chromatic gradients of the inducing stimulus, \( -\text{DO}_{\text{response}} \)), it will enhance these chromatic edges. The mathematical expression of this role is expressed by the weight functions \( \alpha \) and \( \beta \):

\[
\nabla^2 O_p = -\text{DO}_{\text{response}} \cdot (\alpha \partial \Omega_1 + \beta), \text{ where } \alpha > \beta \tag{7}
\]

where \( O_p \) is the perceived image in the opponent color-space (Sände et al., 2010) and \( \alpha \) and \( \beta \) are constants, but can be further extended to be functions.

Solving Equation (7) yields a response to the perceived afterimage \( O_p \) given the reversed gradients \( -\text{DO}_{\text{response}} (x,y,t) \), Equation (4), according to specific initial constraint. Figure 2D
represents the perceived afterimage, \( O_p \), but with an additional technical stage of transforming the opponent color space \( O_p \) to the RGB color space, \( I_p(\text{rgb}) \), Equation (11).

The interpretation of the solution as suggested above is that a very similar mechanism is responsible for both the negative and the positive effects, although it is possible that the two phenomena do not stem from the exact same visual mechanism. The model may separate the positive and the negative effects to two channels. One channel is for the chromatic area, where the negative effect is more dominant, while the other channel serves the achromatic area, where the positive effect is more dominant. Since the negative effect is given by a response from the chromatic induced region, whereas with positive effect there is a perceived response to an area that has not been induced with color, we assumed that the weight function of the negative effect should be higher than the positive effect (Equation 10). This separation can be justified by analogy to the visual system. The existence of separated Magno, Parvo, and Konio visual pathways in the visual system suggests that separating chromatic and achromatic calculations in this way may be a true reflection of the visual system processing (Shevell, 2003).

We implanted the two separated channels for the positive and negative effects by calculating the diffusion Equation (5), separately for the chromatic and achromatic zones in the original image \( I_0 \). The positive effect \( O_{p,\text{positive}} \) occurs in the achromatic zones of the initial image \( I_0 \), Figure 2A and the negative effect \( O_{p,\text{negative}} \) occurs in the chromatic zones of the initial image \( I_0 \), Figure 2A. Accordingly, the equation is solved separately for the negative effect \( O_{p,\text{negative}} \) and for the positive effect \( O_{p,\text{positive}} \), (see the section above). The simulation result is calculated as:

\[
\nabla^2 O_{p,\text{negative}}(x, y, i) = -D\text{response}(x, y, i) \cdot (\alpha \partial \Omega_1 + \beta) \text{ in } \Omega
\]

\[
\nabla^2 O_{p,\text{positive}}(x, y, i) = -D\text{response}(x, y, i) \cdot (\alpha \partial \Omega_1 + \beta) \text{ in } \Omega
\]

\[
i = \text{RG,YB,WB}, \text{ where each opponent channel is solved separately.}
\]

\[
O_p = \frac{O_{p,\text{positive}} + O_{p,\text{negative}}}{\max_{\text{all channels}} [I_{p,\text{positive}}] + \max_{\text{all channels}} [I_{p,\text{negative}}]}
\]

\[
I_p(\text{rgb}) = \text{OPPONENT}^{-1} [O_p]
\]

where \( \max_{\text{all channels}} [I] \) is the maximum value of all channels in the image \( I \) (max \( [I] \) is a scalar). \( \alpha \) and \( \beta \) present the weights of the remaining contours and the chromatic stimulus edges, accordingly.

In order to calculate the perceived afterimage from both the negative \( O_{p,\text{negative}} \) and the positive \( O_{p,\text{positive}} \) effects, Equations (8–10), we need to define (a) boundary conditions, and (b) the initial values. We shall henceforth denote the inducing stimulus (the original color image) by \( I_0 \), where \( \Omega \) is an area in the image \( I_0 \), and \( \partial \Omega \) is the border of \( \Omega \), Figure 2A. \( I_1 \) is the remaining contour image and \( \partial \Omega_1 \) or \( \partial \Omega_2 \) are the remaining contours (the remaining boundaries, although the boundaries in \( I_1 \) might be different from those in \( I_0 \)). Therefore, the chromatic edges, \( \partial \Omega_1 \) do not necessarily overlap the remaining contours \( \partial \Omega_2 \) or \( \partial \Omega_2 \).

The only parameters in the model are \( \alpha \) and \( \beta \), which present the weights of the remaining contours and the chromatic stimulus edges, accordingly. The Parameters were chosen as following: \( \alpha = 1.3 \) and \( \beta = 0.1 \), as results of trial and error. These parameters are constant for all the simulations; beside in the Supplementary Figure 1 where we intended to slightly enhance the result for demonstration.

RESULTS

Simulation Details

The simulations are produced by assigning the conditions (boundary conditions and initial values) as described above, and applying the Gauss-Seidel method. The simulations are solved in a similar way to that reported in "Methods for Solving Equations" (Simchony et al., 1990) or "Poisson Image Editing" (Pérez et al., 2003). The simulations are implemented by MATLAB software.

The only parameters in the model are \( \alpha \) and \( \beta \), which present the weights of the remaining contours and the chromatic stimulus edges, accordingly. The Parameters were chosen as following: \( \alpha = 1.3 \) and \( \beta = 0.1 \), as results of trial and error. These parameters are constant for all the simulations; beside in the Supplementary Figure 1 where we intended to slightly enhance the result for demonstration.

Model’s Simulation and Predictions

The simulation results are divided into three parts. The first part presents the model predictions for both the negative and the positive afterimage phenomena, (Barkan and Spitzer, 2009; van Lier et al., 2009). The second part presents the predictions of the model for two remaining edge variations, as presented in previous studies (Francis, 2010; Kim and Francis, 2011). The third part presents the model predictions for additional aspects of the afterimage phenomenon, where one relates to the color perceived when the remaining edge of the image is not complete (open boundaries, spiral image), and the second relates to spatial averaging of colors, (Anstis et al., 2012).

Negative and Positive Afterimages

We tested the model on the same stimuli as in the study of van Lier et al. (2009) (Figure 3 first row), and for the general case of the chromatic stimuli \( I_0 \), Figure 2. Figure 3 presents the model’s predictions for a single colored ring as inducer (second and third rows). It can be seen that the model correctly predicts that the remaining contours can generate a negative or a positive effect depending on their location. Of note, the model correctly predicted the filling-in process of the achromatic area with respect to both negative and positive effects, with the results in accordance with the psychophysical findings reported previously (van Lier et al., 2009; Hazenberg and van Lier, 2013). Having different weight functions for the positive and negative
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Figure 3 | The model predictions for the negative and the positive effects. (A) The chromatic stimulus. (B) The remaining contours. (C) The simulation results. The first row presents the van Lier et al. (2009) stimuli, e.g., the negative effect (stars) and the model prediction for these stimuli. The second row, in the negative effect block, presents a general case of the negative effect, which displays only one chromatic inducer. The third row represents the model predictions for a general case of the positive effect (instead of the "color dove illusion").

Effects (Equation 11) enables us to control the predicted effect of a stronger diffusion in the inner than in the outer region of the remaining contours (Figure 3). These studies showed that the perceived afterimage has the complementary color when the outer contour is remained, (Figure 3, second row), while the same color is perceived when the inner contour is remained (Figure 3, third row).

The Role of the Remaining Edges

Comparison to Previous Results

We also tested our model on the same variations of the van Lier et al. (2009), stars stimulus that were tested by Francis (2010) and Kim and Francis (2011). These variations are related to the location and shape of the remaining contour. Figure 4 presents a comparison between the predictions of our model and that of Francis for two possibilities of drawn remaining contours, (Figures 4C,D, respectively). In one case, the remaining edges overlap the chromatic gradients (Figure 4, First row), which exist in the inducing stimuli, while in the second case, there is no overlap (Figure 4, second row).

The predictions of both models yielded the same results when the boundaries overlapped (Figure 4, first row, C,D), and these results agree with the experimental perceived results reported previously (Kim and Francis, 2011). However, the predictions of the models differed when the boundaries were non-overlapping. Figure 4 second row shows that the inner rectangle is reddish (Figure 4D) according to our model, but gray according to the predictions of Francis’ model’s (Figure 4C). Notably, the psychophysical findings (Kim and Francis, 2011) support our model, which predicts that remaining contours that do not overlap the chromatic gradient, do not block the diffusion process.

Model Predictions for a New Stimulus With Different Variations of Remaining Edges

Having successfully tested our model on previously described stimuli, we proceeded to further challenge the simulations with new spiral stimuli, which have not been described previously or experimentally tested. The new stimuli can simultaneously generate both positive and negative effects because they have both inner and outer borders. This type of stimulus enables us to test a critical property regarding the effect of closed or open remaining edges, on the relevant aftereffects.

The model’s results for the spiral stimuli, indicated that the dominant color perceived in the afterimage depends on whether the remaining edges are the inner or outer edge, (first and second rows of Figure 5, respectively). The dominant color, predicted by our model, can therefore be either complementary or similar to that of the inducer color, where the outer border produces a dominant positive effect, while the inner border produces a dominant negative effect, (Figure 5C). These predictions are supported by preliminary psychophysical results (Manuscript in preparation).

As a further test, we examined the ability of our model to predict the psychophysical results of the aftereffects that can be perceived from performing spatial averaging within the remaining contours (Anstis et al., 2012). This question was tested by our model simulation under two configurations representing variations of the negative and positive effects (Figures 6, 7). While the negative stimuli are as previously reported (Anstis et al., 2012), the positive stimuli are new and are designed to induce the positive effect. Figures 6, 7 demonstrate the model’s predictions for the negative and positive versions of averaging effect, respectively. Note that only the positive configuration (Figure 7) induces a classical filling-in, since this is the only
FIGURE 4 | A comparison of our model's predictions to that of Francis for the two locations for the remaining edge that Francis tested experimentally. (A) The chromatic stimulus. (B) The remaining contours. (C) The simulation results as reported in (Francis, 2010; Kim and Francis, 2011). (D) The simulation results of the suggested model. In the first row, the inner drawn contours (B) overlap the chromatic gradients that exist in the inducing stimulus (A). In the second row, the inner drawn contours do not overlap the chromatic gradients of the inducing stimulus. The results in (D) are in agreement with psycho-physical experiments (Kim and Francis, 2011).

FIGURE 5 | The model predictions for the spiral stimulus with variations in the remaining contours. (A) The chromatic stimulus. (B) The remaining contours. (C) Model's predictions. In this figure, the chromatic stimulus is the same in all the rows, column (A), but the remaining contours are different. In the first row, the drawn contour is a full spiral. In the second row, the outer edge of the spiral shape is presented and in the third row the drawn contour is the inner edge of the spiral shape, column (B). Our model predicts that both cyan and red colors are dominant in the full spiral (first row). When the remaining contour is the outer one, the dominant perceived color is reddish (second row), while, when the remaining contour is on the inner side, the dominant color is cyan (third row).

FIGURE 6 | Model predictions for averaging of negative afterimage colors (Anstis et al., 2012). (A) The chromatic stimulus. (B) The remaining contours with two different locations. (C) The model's predictions. It appears that colors of the remaining contours determine the role of color averaging.

FIGURE 7 | Model predictions for averaging of negative and positive afterimage colors. (A) The chromatic stimuli with different color combinations (different rows). (B) The remaining contour (identical in all the rows). (C) The model's predictions which show that a different “perceived” color is obtained as a result of the chromatic combination of the inducer. It can be seen that there is also an averaging of colors in the positive effect with these new averaging color stimuli.

configuration where there is an achromatic area that can be filled with color.

DISCUSSION

The suggested model involves several stages that can be regarded as a cascade of component mechanisms and responses, i.e., a short duration chromatic stimulus, cessation of this stimulus, creation of complementary chromatic edges which trigger a diffusion process. The suggested model predicts afterimage phenomena, which some of them might appear as “opposite (“conflicting”) effects,” through the same mechanism and therefore the same equations.

We present here a model that is able to predict both the negative and the positive effects, i.e., where the illusionary filled-in color is either the same color or is complementary to that of the
inducer. The model, therefore can also predict both the famous “filling-in the afterimage after the image” illusion and the “color dove illusion” (van Lier et al., 2009; Barkan and Spitzer, 2017). In addition, the model can also predict both the positive and the negative versions of the effect in shapes that possess non-closed remaining edges and successfully predicted a recently reported predominantly negative afterimage effect related to averaging of colors (Anstis et al., 2012), Figure 6.

It might be claimed that diffusion models have been previously suggested to predict the aftereffect in general, and also to predict the alternating aftereffect (Grossberg and Mingolla, 1985; Grossberg and Todorovic, 1988; Francis and Rothmayer, 2003; Francis and Ericson, 2004; Francis and Schoonveld, 2005; Wede and Francis, 2006; Van Horn and Francis, 2008). However, in contrast to previous models, such as FACADE, in our model the trigger for the diffusion mechanism is a “heat source,” which implements the diffusion (or heat) equation with a “heat source,” Poisson equation (Weickert, 1998). In other words, in our model, the edges are the only trigger for the diffusion process, and have no other role, for example as direct blockers to the diffusion process, as presented in the FACADE model (Grossberg and Mingolla, 1985; Grossberg and Todorovic, 1988; Francis and Rothmayer, 2003; Francis and Ericson, 2004; Francis and Schoonveld, 2005; Wede and Francis, 2006; Van Horn and Francis, 2008). This difference in rationale between FACADE and our model leads to a different structure of diffusion models, (Equation 7). While the FACADE model is composed of two separated components 1) Boundary contour system (BCS) 2) Feature contour system (FCS), our model is consisted of a single component. This component includes both borders and diffusion mechanism, which are computed in the same process (Equation 7). It is not surprising that such differences give rise to different model predictions in the two types of models, as will be described below.

The model described by Francis (2010) succeeded in predicting the negative effect (van Lier et al., 2009), in which the visual afterimage could spread across regions that were not colored in the inducing stimulus. He also could show, by the application of the FACADE model (Grossberg and Mingolla, 1985), that the perceived color and shape of the afterimage could be manipulated by remaining contours that apparently trapped the spread of afterimage color signals. However, this model also mistakenly predicts that a remaining edge will block the spread of color even if there is no overlap with the chromatic gradient edge border (Figure 1B in: Francis, 2010). This prediction is in disagreement with the psychophysical findings of the experiments conducted by Kim and Francis (2011). In contrast, our simulations indicate that the diffusion process is not blocked when the achronic remaining contours do not overlap the chromatic contours.

In addition, as already claimed in the introduction, Francis’s model cannot predict the positive effect, since his model assumes that the spread of complementary color across a surface will be blocked by the remaining contour. According to the Francis model (Francis, 2010), the positive effect is predicted to be negated, due to the role of the remaining contour which prevents diffusion of the color to the inner part of the shape. Consequently, the model cannot predict the possibility of obtaining result that shows perception of the same color as of the inducer at a different spatial location. Our model, on the other hand, can predict the positive effect (Figure 3), since it assumes that the main role of the contours is to trigger the diffusion process and not primarily aimed to block the diffusion process.

It should be clarified that the FACADE model has been implemented with a number of different diffusion algorithms. Francis, for example, implemented the filling-in process by using a Connected-Component algorithm (Francis and Rothmayer, 2003; Francis, 2010). In the FACADE models the diffusion process is implemented with iterative algorithm, whereas each pixel is averaged with adjacent pixels only if the neighbors are not edges (Grossberg and Todorovic, 1988; Francis and Ericson, 2004; Francis and Schoonveld, 2005; Wede and Francis, 2006; Van Horn and Francis, 2008). In additional studies (Francis and Ericson, 2004; Francis and Schoonveld, 2005) the diffusion model was extended in order to predict additional properties that are related to the MCAI effect. Consequently, the investigators suggested a “non-diffusion” filling-in mechanism, built from directional operations. It has to be noted that in order to predict the MCAI effect a special component was added to the FACADE model, which express the inhibition between orthogonal oriented grids (Francis and Ericson, 2004; Francis and Schoonveld, 2005; Wede and Francis, 2006; Van Horn and Francis, 2008). One important question is whether any of these previous diffusion implementations of the FACADE model (Grossberg and Mingolla, 1985; Grossberg and Todorovic, 1988; Francis and Rothmayer, 2003; Francis and Ericson, 2004; Francis and Schoonveld, 2005; Wede and Francis, 2006; Van Horn and Francis, 2008; Francis, 2010) can successfully predict the positive effect and its variations.

Since the FACADE models mentioned above share the same BCS, which trap the diffusion process and prevent diffusion of the color to the inner part of the shape, they wrongly predict the blockage of the diffusion process in the inner shape, as described experimentally (Kim and Francis, 2011). They also cannot predict the possibility of obtaining the same color as the inducer at different spatial locations and thus cannot predict the positive effect.

While both types of model (ours and the FACADE) assume that the filling-in process is performed by the isomorphic diffusion mechanisms, other groups have suggested that the symbolic mechanism might determine the diffusion process (von der Heydt et al., 2003; Komatsu, 2006; On and van Bostel, 2017). According to the symbolic theory, “early visual areas extract only the contrast information at the surface border, while the color and shape of the surface are reconstructed in higher areas on the basis of this information” (Komatsu, 2006). Komatsu (2006) reported, however, that neuronal activity of V1 and V2 plays a role in most of the filling-in phenomena such as filling-in at the blind spot, the Craik–O’Brien–Cornsweet illusion, or neon color spreading.

A recent experimental study (On and van Bostel, 2017) suggested a symbolic mechanism for the negative effect seen in the “stars” of van Lier et al. (2009). They hypothesized that transparency cues play an important role in the filling-in process of the negative effect and attempted to validate this suggestion.
The mechanism for the rebound response (Off response), evoked as a burst of spikes out, as a result of the simultaneous induction of complementary colors in the same spatial location, was suggested for the rebound model of Grunfeld and Spitzer (1995) includes the parameters required for the rebound effect, such as the duration of adaptation, the rate and the intensity of the offset of the stimulus. The current model does not include these additional stimulus parameters, but we plan to include these parameters in future.

The development of a further stage of the model has to be discussed in relation to the visual system and to other models. After the rebound response creates the complementary color, the diffusion process is triggered by different components in each model. According to the FACADE model (Grossberg and Mingolla, 1985; Grossberg and Todorovic, 1988; Francis and Rothmayer, 2003; Francis and Ericson, 2004; Francis and Schoonveld, 2005; Wee and Francis, 2006; Van Horn and Francis, 2008), the trigger for the diffusion process is the color of the surface at each location. This was described as “color spreads all across the surface within the boundary” (Kim and Francis, 2011). In contrast, in our model, the borders (the chromatic edges, i.e., double opponent, in the chromatic stimulus and the remaining contours, as a modulation to the chromatic edges) are the trigger for the diffusion process (Equation 7).

The experimental results of Hazenberg and van Lier (2013) appear to support our model with regard to the trigger for the diffusion process. These researchers demonstrated experimentally that the location of remaining contour that overlaps the chromatic edge can determine whether the result will be a positive or a negative effect. In fact, our model suggests that the perceived chromatic edge triggers an isomorphic filling-in process, according to isomorphic filling-in theory (von der Heydt et al., 2003). It should be noted that the idea that an afterimage of the chromatic contours triggers the isomorphic diffusion process has been raised previously by Hazenberg and van Lier (2013).

It has also been suggested that the color signals in this type of filling-in process, spread in all directions except across borders formed by contour activity (Gerrits and Vendrik, 1980; Cohen and Grossberg, 1984; Arrington, 1994; von der Heydt et al., 2003). The role of the remaining contour is therefore in agreement with the previous suggestion that the contours act as diffusion barriers (Cohen and Grossberg, 1984; von der Heydt et al., 2003). However, according to the current model, this remaining contour is effective as a barrier only when it overlaps with the original chromatic edge of the inducer stimulus. Our model therefore suggests that the remaining contour fulfills two functions: a. enhancing the effect of the inverted chromatic edge Equation (4), b. trapping the diffusion. This dual role is supported by the isomorphic filling-in theory of von der Heydt et al. (2003) who suggested that the chromatic or achromatic receptive field plays a role in the filling-in process. The chromatic-edge receptive fields receive additional activation through horizontal connections (Gilbert and Wiesel, 1979), which keep the border activity high. Their suggestion is general and was not specifically related to the visual effects discussed here (the positive and negative effects).

In addition to the crucial role of the remaining contour, which overlap the chromatic gradients, the chromatic edges (by themselves) also play a role in the perceived afterimage, (Equation 11). This assumption was supported by the findings...
of Hazenberg and van Lier (2013), who reported that the filling-in process, (in their version for the positive effect), should be influenced less by the chromatic gradients (Anstis et al., 1978; Hazenberg and van Lier, 2013).

Since the model takes into account the role of the chromatic edges, albeit with less weight than the remaining contour, it predicts that the diffusion at the negative effect will be partially blocked by the original chromatic gradient of the inducing stimulus. As a result, it predicts that the diffusion will not spread to the central area in the negative effect stimuli, Figure 3.

Our model predicts that if a border does not exist in the original inducing stimulus, it will not block the diffusion process, as found psychophysically (Kim and Francis, 2011). After conducting psychophysical experiments, Kim and Francis (2011) formulated a qualitative rule that additional contours block color spreading when these contours overlap the inducer edges, but not when they are separated (Supplementary Figure 1). It has to be noted that our model’s predictions of these results also agree with the qualitative arguments of Hazenberg and van Lier (2013) that there has to be a match (or overlap) between the chromatic edges and the remaining contours. This is derived from a repeated activation of orientation selective neurons that also code for color (von der Heydt et al., 2003).

We also investigated the question of whether it is necessary for the remaining contour to be closed or whether an open spiral stimulus, (Figure 5) can produce the effect. Preliminary results are in agreement with our model predictions that the effect can exist in open boundary conditions (Figure 5). It should be noted that Francis’s simulations cannot predict the negative effect on open boundary conditions, such as in the spiral stimulus (Figure 5), because his model depends on a boundary that traps the spread of color (Francis, 2010). However, by applying a previous diffusion model as in Grossberg and Todorovic (1988), a correct prediction can be achieved, but only for the negative parts of the spiral illusion (i.e., only the configuration where the inner border of the spiral is displayed, third row of Figure 5). This is because this case involves a diffusion process rather than a Connected Component algorithm as in the Francis implementation (Francis and Rothmayer, 2003; Francis, 2010). However, this modification still cannot predict the positive effect in the spiral illusion (second row of Figure 5).

A further question was whether the aftereffects can be perceived from spatial averaging within the area of remaining contours. Anstis et al. (2012) showed that colors can undergo spatial averaging within, but not across, contours but tested this effect only on the negative aftereffect. Our model’s simulations (Figures 6, 7) are with agreement to the experiments conducted by Anstis et al. (2012). We believe that even if the Francis model was able to predict this averaging effect, it could only work on the negative configuration of the effect.

Our results thus far suggest that the same basic mechanism is responsible for both the negative and the positive effects, but there remains a question as to whether there are additional mechanism’s components that differentiate between these two mechanisms. The recent study of Hazenberg and van Lier (2013) can shed a light on this issue, since they investigated several properties of the positive and the negative effects on the afterimage watercolor stimuli. Specifically, they examined the role of the intensity of the inner area of the inducer stimulus and the remaining contour with reference to the positive and the negative effects.

The results of their study indicated that the filling-in effect was stronger in the negative effect under conditions where the inner area of the inducer stimulus was gray (iso-luminance with the chromatic borders) rather than white. This preference was not found in the positive effect. Hazenberg and van Lier (2013) interpreted these findings as the result of the influence of the luminance border between the inner chromatic contour and the interior area. This luminance border was presumed to prevent the colored afterimage of the chromatic contour from spreading. However, under iso-luminance conditions, the luminance borders do not exist, and indeed, the filling-in process is more prominently perceived. Our model can be modified, by taking into account a combination of the chromatic and the achromatic gradients of the chromatic stimulus, in order to predict this influence on the inner area intensity. Due to the differences related to the positive and negative effects, our model predicts that the negative effect will be more prominent with regard to the degree of saturation, while the positive effect will be more prominent in its ability to perform a filling-in task. This prediction should be confirmed by psychophysical experiments.

In order to test the role of the intensity of the remaining contour Hazenberg and van Lier (2013) used thick contours colored either light or dark gray as the remaining contours. They reported that the filling-in effect was perceived only when the contours were gray and not black, and only in case of the positive effect (i.e., where the perceived color is the same as the inducer).

We now suggest that according to our model (Figure 3), both gray and black contours can create a complementary color effect, but only in the near vicinity of the chromatic border in the original chromatic stimulus. It is possible that the lack of filling-in color in the positive effect (Figure 8 in: Hazenberg and van Lier, 2013), was a consequence of the contour thickness of the remaining contours, since in the positive effect, the color has to diffuse through the remaining contour. The border contrast with a gray contour is weaker, and therefore reveals a partial filling-in effect. We suggest that the negative effect was not observed in the reported experiments (Hazenberg and van Lier, 2013) because they were looking mainly at the central area of the stimulus. Such a filling-in color is not expected in the inner white area (Figure 7 in: Hazenberg and van Lier, 2013) because it is blocked by the luminance border, which contributes to the blockage of the filling-in process [Equation (7), Figure 3].

Additional factors that might affect the degree of the aftereffect e.g., include the size of the inducer and induced area, the shape curvature of the chromatic edge, and the exposure duration of the chromatic stimulus. These factors should be separately investigated experimentally for their influence on the positive and the negative effects. Psychophysical experiments are important in order to detect differences in the mechanisms acting in these two types of effects. In addition, psychophysical experiment are required for cases where the remaining contours that trigger the filling-in effect are illusory contours, such as those in the Kanizsa effect and the Neon color spreading effects.
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additional model component to detect the illusory contours.
and the filling-in mechanism, and will therefore need to add an
The MCAl Effect (MacKay, 1957; Vidyasagar et al., 1999) is an alternating aftereffect but it differs from the positive and the
effects, as it contains an additional component, which relates to a different mechanism. This component enables
oriented adaptation in the MCAl oriented stimulus (more specifically, of the flickering grid in the relevant stimulus). We
expect that our filling-in model will predict this MCAl effect, but only if an additional component, which describes such oriented
adaptation mechanism (of the MCAl effect), will be added to the model.
Even though the present model does not permit predictions of the behavior of all the free parameters that play a role in
the negative and positive effects, this is the first time that a computational model has been able to make crucial predictions
on both the positive and the negative effects. In other words, our model succeeds in predicting apparently conflicting phenomena, i.e., those producing the complementary or same color aftereffect, and implies that the same mechanisms function in both effects despite the different manifestations. An important conclusion of this study is that a different appearance does not necessarily infer a difference in the causative mechanisms and driving forces.
The proposed model has several possible applications with the potential to be an applicable algorithm for the restoration of
corrupted old images and videos, for example. Such an algorithm may be able to make an educated guess for filling-in color, based
on partial information, such as having only remaining contours.
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