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ABSTRACT Currently, there are a plethora of solutions developed to help students learn the basics of programming. However, there is a relative paucity of solutions that cater to problems students face when learning programming that is mainly caused by the abstract nature of programming, misconceptions of programming concepts, and lack of motivation. Hence, in this study, a framework to address the abstract nature of programming and common programming misconceptions is developed. The framework consists of three modules that correspond to each issue, powered by a simulation engine. The first module is developed to address the abstract nature of programming by representing programming concepts with concrete objects in the virtual environment. The second module employs simulation techniques such as interactions and player perspectives to address common programming misconceptions. Lastly, the third module employs elements in the virtual environment to engage students when learning through the system. To evaluate the system, 60 participants were randomly divided into the control group (N = 30) and the experimental group (N = 30). Participants in the control group were taught using a video lecture while participants in the experimental group were taught using the developed VR intervention. Evaluation results gathered quantitatively indicated that the VR intervention was able to significantly increase programming concepts comprehension and address programming misconceptions. Participants also rated the developed VR intervention to be significantly more engaging than the video lecture.

INDEX TERMS Computing education, virtual reality, programming.

I. INTRODUCTION
The United States Department of Labour’s Bureau of Labour Statistics (BLS) has predicted an increase of 12.5% in computing-related jobs from the year 2014 to 2024 [1]. This is synonymous with the growth in enrolment rates of computing courses with a 7% increase from the year 2017 to 2019 [2]. In the same report by Higher Education Student Statistics (HESA), it is found that the percentage change of computer science courses is the highest among science, technology, engineering, and math subject areas. However, dropout rates for computer science courses are also the highest among other Science, Technology, Engineering, and Mathematics (STEM) courses at 9.8% [3].

Recent studies done on reasons for the high non-continuation rates have ranged from negative experiences, low sense of belonging and poor teaching, resulting in low grades [4]. Consequently, Pappas et al. [5] who sampled 1050 Norwegian computer science students found that students with higher expectations often fail to fulfil them, which reduces retention. Tan, Ting, and Ling [6] and Medeiros [7] cites reasons such as the abstractness and misconceptions of programming concepts as well as student’s lack of intrinsic motivation to be the root cause of failures in introductory
programming courses. Ultimately, the authors conclude that this also leads to the increase of non-continuation rates. Specifically, the abstractness of programming languages makes understanding the concepts harder since it is tough for students to comprehend how the concepts relate to real life. This in turn causes misconceptions of the programming concepts learnt, which results in syntax errors, decreasing the confidence of students, and ultimately causing them to drop out from the course.

This has led researchers to come up with ways to make introductory programming courses easier to comprehend while engaging students. This include game-based techniques, tangible tools, and visual programming tools. With the commercialization of virtual reality (VR) devices, more VR experiences have been developed to teach programming concepts in recent years. However, existing techniques that employ VR mainly focus on increasing student engagement. Thus, there is a need to go beyond just engaging students but to also address the abstractness and misconceptions that students may have regarding programming concepts. Hence, the primary research aim is to utilize the widely known benefits of VR to address the issues students face when learning introductory programming.

This paper also serves as an extension to a previously published conference paper [8]. Compared to the published article, this paper features more comprehensive coverage on previous works, extended methodology with the inclusion of selection statements, significantly expanded and more thorough experimental methodology with the inclusion of pre- and post-tests, and workload comparisons between the VR and non-VR version of the same intervention. Furthermore, this paper also features a more detailed discussion on the findings gathered from the experiments.

The paper is organized in sections, where Section II discusses work done on computer programming education, game-based learning and virtual reality tools, and workloads of virtual and non-virtual reality applications. Section III and IV highlights the methodology and experimental methodology used to gather data. Lastly, Section V showcases the results gathered, Section VI discusses the results, and Section VII concludes the paper.

II. LITERATURE REVIEW
This section highlights the main issues students face when learning computer programming. Existing work to aid in computer education are then discussed ranging from approaches that utilize VR, tangible tools, and visualization tools. The review then goes on to discuss the semantic, syntax, and analogies for computer programming. Lastly, the research gaps will be determined by comparing existing works that aim to facilitate computing education.

A. ISSUES FACED WHEN LEARNING COMPUTER PROGRAMMING
In a 2019 survey of 161 participants spanning across various continents (Africa, Asia, Australasia, Europe, North America, and South America) by Bennedsen and Caspersen [9], failure rates of introductory computer programming courses were found to be at 28%. However, the author notes that this number is subjective across different universities or colleges where elite schools will deem this number high while other schools may find this number acceptable. Becker et al. [10] argue that while the contributing factor for the failure rates mentioned above is multifaceted, the root problem encompassing this issue is the difficulty of learning how to program, which ultimately leads to increased dropout rates. This section aims to highlight some of the issues faced by students when starting an introductory programming course. According to Medeiros et al. [7], the problems faced by students are problem formulation, solution expression, solution execution and evaluation, and behaviour. However, to better situate the study, only the top issue from each category and only issues directly related to building programming knowledge will be highlighted. Hence, the main problems faced by students when learning computer programming are the abstract nature of programming, difficulties with programming syntax, and student behaviour (motivation and engagement).

These days, computer programming is mostly taught with high-level programming languages where users only need to deal with variables, arrays, and loops compared to call stacks, registers, and memory addresses. While this improves code readability and usability, users may find programming concepts to be too theoretical, making it harder for some to grasp the fundamentals of programming. This problem is also highlighted in a research by Dunican [11] who proposed analogies in introducing programming concepts to relate the concept of variables and data types to objects and scenarios in order to aid student’s learning. Dasuki and Quaye [12], who interviewed 28 undergraduates from a Nigerian university found that students could not comprehend how programming concepts could solve real-world problems, resulting in disinterestedness towards programming. According to Giraffa et al. [13], programming concepts are hard to grasp due to the need to imagine abstract terms that do not correspond to real life objects. This issue is also prevalent in literature by Gomes and Mendes [14] and Eltegani and Butgereit [15]. Consequently, despite being the easiest data structure, arrays are often cited as being potentially difficult to understand [16], [17], [18]. This ultimately inhibits students from applying the concept when developing programs [17]. Hence, it is important to map programming concepts to real-world contexts to help students understand the fundamentals and what type of problems can be solved with programming.

Additionally, the need to simultaneously learn syntax and semantics can be overwhelming [19]. According to Giraffa et al. [13], students often find it difficult to convert the solution to a problem written in pseudocode into a syntactically correct program. Hence, syntax errors and helping students address them should also be considered as part of the learning process [7]. Koulouri et al. [19]
argued that syntax errors have significant implications on novice programmers as the process of identifying and addressing them can be time-consuming. This explains why syntax errors are widely discussed in the programming pedagogy field. Qian and Lehman [20] also covered this extensively in their review, stating that misconceptions can arise due to difficulties in both syntactic and conceptual knowledge. According to Kohn [21], misconceptions of programming concepts also cause syntax errors. Hence, syntax errors that arise due to misunderstanding programming concepts like variables, loops, arrays and if statements will be highlighted.

To start, variables correspond to labels which are given to specific memory locations that store data. Being the most essential concept in computer programming, failure to understand the concept of variables will lead to problems as every other concept requires the application of variables. However, the most common misconception relating to variables is that students assume variables can store more than one value. This is seen in early studies carried out by Sleeman et al. [22], Doukakis et al. [23] and a recent study by Swidan et al. [24]. Secondly, students assume that the order of statements when assigning a value to the variable is not important. This is also argued by early studies done by Ma [25], Sirkia and Sorva [26] and a recent study by Kohn [27]. Older studies are included in this section to highlight that these misconceptions exist throughout time, regardless of programming languages. Arrays are extensions to the concept of variables except for being able to store multiple values at once. This is done by assigning index numbers to individual data values present in the array. While this is necessary for effective data retrieval, the fact that indexes start with zero is particularly confusing for those just starting to program [28]. Whittall et al. [29] argue that programs like Scratch exacerbates this confusion by indexing the first element of the array as one instead of zero.

Consequently, programming is perceived by many as an intimidating and difficult task [29]. This can be due to the way computer programmers are portrayed in the media, in which they are categorised as “nerdy” and “geeky” which corresponds to being intelligent [30]. For those who have never programmed before, this may seem like a reason to be intimidated. For those that eventually enrol in introductory programming courses, feelings of anxiety may arise when one finds that he/she is not “smart” enough to program. This is further proved by a study carried out by Chang and Sheeson [31] who surveyed 307 participants, showed that the relationship between how an individual perceives the difficulty programming and anxiety levels is directly proportional. This is crucial as one’s perception of programming and one’s perceived ability to be a good programmer significantly affects their programming skills [32]. For this reason, motivation in acquiring programming skills and knowledge may also dwindle, further hampering student engagement.

**B. VIRTUAL REALITY FOR COMPUTER PROGRAMMING EDUCATION**

The use of virtual environments for teaching is supported by the constructivist theory [30], [31], [32] and the embodied cognition theory [32],[33]. Hence, this section highlights existing techniques that employ virtual reality techniques in developing experiences for use in learning computer programming. Tanielu et al. [34] developed a VR experience called “OOPVR” to reduce the abstractness of OOP concepts with analogies. To increase a student’s understanding of objects and classes, OOPVR utilizes a house to depict a class where multiple houses can be built using the corresponding blueprint. Thus, this implies how a class can instantiate multiple objects. Throughout OOPVR, many analogies were implemented to represent programming concepts namely instances, methods, and encapsulation. To determine the effectiveness of the system, the authors analysed results from the pre- and post-surveys that probed 17 students on how confident they were when it comes to visualizing various OOP concepts. Results revealed that participants were significantly more confident in conceptualizing OOP concepts after the experience.

Similarly, Singh [35] proposed a VR experience in which students can learn basic programming concepts by visualizing code. Students are presented with a code block in which they will be able to highlight specific lines of code or parts of a line of code to observe how the code is represented in the virtual space. For instance, if the student highlights the code “int x = 10;” they will be presented with a cube labelled with the name of the variable (in this case, the variable name corresponds to “x”) and a sphere to represent the value (in this case, the value corresponds to 10). Students are also required to place the sphere into the cube to represent the assignment of a value to a variable. However, there were no testing done to prove the effectiveness of the VR experience.

Vincur et al. [36] combined both VR and game elements with block-based programming to develop “Cubely”, which is used to teach programming. Cubely contains cubes that represent programming that can be arranged to construct programs. Students are required to build programs from code blocks to control and guide their character to complete challenges. According to the study’s results, out of 19 participants, 18 preferred Cubely because it is easier to use and is more engaging than typical online code bootcamps like Code.org. Bouali et al. [37] developed a VR game called “Imikode” to help students familiarise themselves with OOP concepts. This system provides an opportunity for students to create and build virtual worlds using programming. For instance, students can use commands like “fox = new Fox()” to create a fox into their virtual world. Despite that, no testing was conducted to confirm the system’s effectiveness on students.

Consequently, Chen et al. [38] developed a VR tool that allowed students to create levels in a game to challenge their peers. Before starting the game, the student playing the role
of the level creator will write codes in the virtual environment to place robot characters around the environment that will act as obstacles. Students who then play the game are required to acquire hints scattered around the virtual environment while overcoming the obstacles set up by the previous student. In a sense, students will be able to judge the effectiveness of their own code depending on how the system reacts. The authors claim that students of age 9 to 13 who tried the game have provided positive feedback in terms of engagement and learning effectiveness. Similarly, Segura et al. [39] developed a VR game called “VR-OCKS” that required students to use code functions represented with blocks in the game to complete puzzles. To test the effectiveness of the system, 20 participants who have played VR-OCKS and another 20 participants who didn’t play the game were recruited. Each group of 20 participants was further halved to complete challenges synonymous with the puzzles presented in VR-OCKS in “Kodu” and “Blockly”, two popular systems that utilise visual programming to help students learn programming. Results indicated that those who played VR-OCKS before were able to complete 25% more levels than those who didn’t.

Stigall and Sharma [40] developed a VR game to teach OOP concepts such as polymorphism, inheritance, and encapsulation. For instance, to teach the concept of inheritance, students are required to build a vehicle. The vehicle can be built with a blueprint, where child classes containing specific features will extend the Vehicle class. The module was tested with the aid of 15 undergraduate students, and it was found that 92% of students found the system helped them learn OOP concepts. Consequently, Kao et al. [41] developed a game called “HackVR” to also teach students OOP concepts. HackVR features nodes, which contain programming constructions such as objects, conditionals, function calls, and event handlers. Students are required to build programs with a set of the mentioned nodes. For instance, an entity node represents objects in the virtual world (door), programs attached to the node will then trigger the virtual object (opening the door). The authors expect that the system might aid in the teaching of programming concepts. However, no tests have been done so far to confirm this.

Jin et al. [42] developed “VWorld”, a tool that allows children to create virtual worlds and program 3D objects. The objects in the virtual environment can be programmed by utilizing blocks that represent instructions to form a code sequence. Testing was carried out with 3 university students, and it was observed that the tool was both engaging and easy to use. Zargham and Kamsani [43] developed a VR tool that teaches programming by making students design and program a roller coaster in the virtual environment. Students can also observe their design in VR to fix bugs or add more features to their roller coasters. To test the feasibility if the system, 7 participants from ages 10 to 15 were recruited. It was observed that the tool was engaging to use. Similarly, Parmar et al. [44] designed and developed “Programming Moves”, to teach programming by allowing students to program an avatar to carry out dance moves. The avatar is programmed by dragging and dropping pre-programmed moves to form a programmable sequence. 47 participants were recruited to test the system and it was found that students though the tool was immersive, easy to use, and engaging.

C. TANGIBLE AND VISUAL TOOLS FOR COMPUTER PROGRAMMING EDUCATION

Aside from VR applications for computer programming education, researchers have also come up with solutions which feature visual representations that are also tangible. For instance, Sabuncuoğlu et al. [45] developed a tangible tool that makes use of cardboard blocks that correspond to commands. With this, students arrange the blocks to create algorithms. This is also complemented with the development of an Android app that scans the blocks and compiles them into actual programs that can trigger various events. The tool was tested with students that were between 12 to 13 years old who attended an introductory programming course. Results showed that the tool managed to improve spatial reasoning and programming skills. Consequently, González [46] utilised tangible blocks to identify novice’s misconceptions in programming. This is done with the development of an Android application that scans the blocks that are arranged by the students to form algorithms and checks it for any errors. The feasibility of the system was tested with 9 students who have taken an introductory programming course. While the system was well received by the students, the authors claim that the feedback system needs to be improved further as students tend to ignore some of the information displayed and thus missed out on learning.

Furthermore, some researchers also employed visualisation techniques to help students learn and program better. For instance, Lerner [47] developed an extension for the Visual Studio Code IDE that displays projection boxes which features code visualizations. These visualisations mainly show the state of various data structures in a program during code runtime. The tool was tested with the aid of 10 participants whose experience ranged from medium to expert. Results showed that the tool helped users write code correctly with an average score of 4.7 on the Likert scale. Similarly, Mladenović et al. [48] used a tool called “Python Tutor” to help students understand what happens as the computer runs each line of code in a program. The authors carried out experiments with the aid of 98 students where 44 students were placed in the control group while 54 students were placed in the experimental group that was taught with various visualisation tools. Results showed there were no significant differences between both groups. The authors claimed that while the results suggest that visualizations can help students understand programming concepts, it should only be used as a supplement in lectures to promote student participation during lessons. Consequently, Khaloo et al. [49] developed a 3D code visualisation tool that aims to improve students understanding of programming concepts. To do so, the visualisation tool represents each class as a separate 3D environment and lays out data structures and functions on the walls. The system
was tested with the aid of 28 university students and results showed that the tool was able to improve code understanding.

D. VISUAL PROGRAMMING TOOLS

Visual programming allows users to freely create and manipulate programs with a graphical interface rather than just lines of code [50]. This makes programming a less daunting task as it focuses on how to solve a particular problem instead of the syntax of a particular programming language [51]. This, in turn, allows students to foster their problem-solving skills even with the restriction of a time limit. Compared to Textual Programming Languages (TPL), Visual Programming Languages (VPL) can also foster positive attitudes towards learning programming [52].

Block-based programming applies the principles of visual programming as it involves blocks representing certain “code blocks” that exist in a typical computer program. This means that users can program with these blocks, providing them a visual and graphical interface when doing so. Some examples of block-based programming applications include Scratch, Alice, and Blockly. Primarily developed for children, Scratch allows users to create online projects with a drag and drop block-based interface [53]. Similarly, Alice allows users to develop and build computer animation with three-dimensional models [54]. Blockly, developed by Google is also similar, except it is used in applications where developers are provided the syntax and programming representation to make application building a more seamless process [55]. However, not all visual programming applications are drag and drop block based. For instance, Pure Data [56] incorporates flow and state diagrams while Kodu uses icons [57].

Aside from making programming less daunting, visual programming languages can also increase learners’ motivation [58]. According to Seraj et al. [59], when surveyed if blocks or code were preferred for programming, students were found to favor blocks with more girls opting for blocks than boys. Consequently, Milo (similar to Scratch but used for machine learning classes) by Rao et al. [60], found that 90% of the participants agree that block-based programming made understanding concepts easier. However, the drag and drop block-based interface of these programs can pose a problem as it generally takes more time to drag blocks than typing [61].

E. GAME-BASED TOOLS FOR PROGRAMMING

Game-based tools in this context refer to applications that are developed to aid in computing education, specifically computer programming. In a review done based on the achieved outcomes of programming games by Lindberg et al. [62], it is found that when game elements are implemented in the context of computer programming education, outcomes like learning effectiveness, motivation, and engagement can be achieved.

Papadakis and Kalogiannakis [63] utilized Classcraft, an online platform to manage student behaviour and learning. The platform employs gamification techniques such as levelling up, earning powers, working in teams, and allows teachers to set up programming-based quests and challenges for their students. By conducting surveys on 30 participants from a high school in Greece, it was found that participants in the experimental group were engaged and motivated throughout the experience. However, it was also found that there was no significant difference between the control group and the experimental group in terms of students’ performance for a test. Furthermore, Mathrani et al. [64] utilized a game called “LightBot”, to test the feasibility of the system in regards to teaching programming concepts. In the game, participants are required to guide a robot to solve puzzles using blocks that represent commands identical to code. Evaluation results gathered from 20 participants found that the game successfully introduced programming concepts such as recursion, conditionals, and functions.

Wong and Yatim [65] developed a game called “The Odyssey of Phoenix” to aid in the learning of Object-Oriented Programming (OOP) concepts. This is accomplished by mapping game processes to their respective concepts. The inheritance concept, for instance, is mapped into the game’s crafting element, where resources needed by both the nose and main gear can be shared due to them falling under the gear category. Results gathered from the pre-and post-test of 214 first-year university students were analysed to determine the game’s effectiveness. It was revealed that there were substantial differences between pre-and post-test results, implying that GBL is an excellent tool for knowledge acquisition and learning. Moreover, Oyelere et al. [66] created the “MobileEdu-puzzle” game to also teach programming. The game functions by requiring students to arrange disorganized lines of code. It was found that 71% of the 51 students who took part in the study said that they were able to learn programming effectively because of the experience. However, no pre- and post-test were carried out to support this fact. The participants also responded positively when asked if the game managed to motivate them to learn programming.

Orešovac and Babić [67] studied the feasibility of “CodeCombat” in which participants had to develop and execute Python code to solve quests. Typically, the code is written to move a character from one point to another. Results gathered from 175 participants showed that students had a positive attitude towards the game to learn programming concepts. Durán et al. [68] developed a game called PLMan where students are required to build controllers with the Prolog programming language. The goal is to develop a controller with a set of basic rules such as “If a ghost is at your right, move left” to enable the game character to devour all the dots placed in the maze-like environment. The game was employed as part of a computational logic class for two years during the year 2015 to 2016 with an average of 300 students each term. Results showed that almost 70% of the students had chosen computational logic as their favourite subject.

Daungcharone and Panjaburee [69] developed a game called “CP m-Game” to teach students programming in the C language. The game works by presenting students with a
narrative in which they were asked to analyse the problem and develop a solution for the problem by developing code out of code blocks. The game would also guide students if there were any errors in their code. To evaluate the effectiveness of the system, a total of 50 participants were recruited. Participants were asked to complete a pre-test in the form of a lab assessment before trying out the intervention and a post-test after. Results showed that students performed significantly better for the post-test, were more motivated, felt more confident in terms of the C programming syntax, and were significantly better for the post-test, were more motivated, felt more confident when doing the tests. Min et al. [70] developed a game called “Engage” to foster computational thinking via a narrative-based game. In the game, students are required to restore a faulty server network in an undersea research facility. This can be done by developing code with a block-based programming language to solve puzzles. The feasibility of the system was tested with the aid of 14 participants who completed a post-test survey, and it was found that the game was highly engaging.

Kazimoglu [71] developed a game called “Program Your Robot” to increase student motivation and confidence when it comes to programming. The game is like “Lightbot”, in which students are required to get a character from one point to another by using a series of commands. The feasibility of the system was tested with the aid of 151 students. It was found that students showed significant improvements in terms of intrinsic motivation, programming knowledge, and confidence after the intervention. Malliarakis et al. [72] developed a game called “CMX” to determine the effects of a Multiplayer Online Role-Playing Game (MMORPG) to teach and learn computer programming. Throughout the game, students are introduced to programming concepts by an in-game character. The knowledge gained can then be used to accomplish various challenges set up in the game. The system was tested with the aid of 76 participants who were placed in the experimental group while 234 participants were placed in the control group. Results showed that students who utilized the game had a higher mean score during their midterm exams. It was also found that students found the game to be engaging.

Bonner and Dorneich [73] developed a game called “Sorceress of Seasons” to increase female participation in the field of computer science. Students are required to complete challenges by using Python code to command an in-game character. The system was tested with 15 middle school students. Results showed that female participants were more likely to choose a computer science-related field after the experience. According to Sharma et al. [74] in their review, it was found that serious games for computer education can improve girls’ perception of computer science as a viable career option.

F. SEMANTIC AND SYNTAX OF COMPUTER PROGRAMMING

According to Shneiderman and Mayer [75], a complex multilayered body of knowledge is developed in every experienced programmer about programming concepts and techniques. Part of that body of knowledge includes both semantic and syntactic comprehension. Semantic knowledge ranges from low-level notions of what subscripted arrays and data types are or how assignment statements work; to more intermediate notions such as summing up all of the elements that are present in an array or developing an algorithm to find the larger of two values; to high-level notions such as recursion and sorting. On the other hand, syntactic knowledge ranges from familiarising oneself with the valid character sets of a conditional or assignment statement, the format of an iteration, and the names of library functions. To ensure students can master both semantic and syntactic knowledge in tandem, Shneiderman [76] proposed the spiral approach. This approach follows the cognitive model, which works by presenting students with small amounts of semantic and syntactic knowledge at a time. Each time, the new knowledge presented should contain both semantic and syntactic components, should contain minimal addition and be related to the previous knowledge, and presented with meaningful and relevant examples. Existing tools for computer programming education can be grouped into two categories in terms of the approaches employed, the first being the construction-first approach and the second being the comprehension-first approach. The construction-first approach is an iterative process that works by making programmers write code, build, and run the code, observe the output, and then revise the code [77]. On the other hand, the comprehension-first approach prioritises building a mental model of programming semantics to build intuition which can then be used to build programs with fewer semantic-based misconceptions [78].

G. ANALOGIES FOR THE VARIABLE DATA STRUCTURE

The mapping between similar characteristics of unrelated principles or concepts is known as analogies [79]. In theory, an analogy used during a lesson should be familiar and should have a large degree of correlation between the source and the concept that is targeted. This is because familiar analogies promote learning [80] and increases student engagement. However, it is also important to note that since both the analogy and the concept are not identical, a perfect correlation is not possible. The process of teaching and learning computer programming is a tedious task as it requires significant cognitive, abstraction, logical, and mathematical skills [81]. Due to this, multiple studies have been dedicated to investigating the effects of utilizing analogies in the teaching and learning of computer programming [65], [34], [35], [82].

According to Chibaya [83], Since programming revolves around manipulating and managing data, lessons should incorporate mind-maps or visualizations of memory processes from when data is inputted, when data is processing, and when data is outputted. Therefore, it is important to have students visualize the computer memory as a large storage space capable of storing many pieces of data. This means that the addition, management, tracking, and traversing of data elements should be closely thought of as the act of
programming. Variables are typically defined as labelled spaces in memory where data is stored [84], [85] or containers of data elements stored in memory [11], [86], [87]. Furthermore, the process of naming and defining a variable is called a declaration, and often, newly declared variables are thought of as empty containers to be filled with a data value. When the need arises, the data value can also be modified. This explains why the process of inputting and outputting data is often likened to the act of filling a container and the act of retrieving the content from the container respectively [88]. Hermans et al. [89] used the box metaphor for teaching students the concept of variables. Results show that the box metaphor is suitable to help students understand the basic concept of variables.

H. SUMMARY

As seen in Table 1, most VR applications for computer programming education mainly focuses on promoting student engagement. As mentioned in section A, the main issues students face when learning programming range from the abstract nature of programming, programming misconceptions, and lack of motivation. However, there is a relative paucity of studies that directly tackle the issues of the abstract nature of procedural programming and programming misconceptions. Furthermore, in terms of methodology, there is also a paucity of tools that visualize memory systems which incorporate representations of programming concepts as concrete objects in VR. Consequently, there is also a paucity of tools that addresses programming misconceptions via interacting with the environment in VR. This is significant as work done in this study will provide a one stop solution to mitigate the main issues faced by students when learning programming as opposed to existing studies that only tackle one issue at a time. Thus, this study aims to expand the already well-known benefits of VR, to do more than engage students when learning programming.

One common observation is the lack of comprehensive testing, as most works in this field are limited to conference papers [90]. Hence, the experimental methodology for this study will range from pre- and post-assessments, and surveys to access perceived outcome. Moreover, since there is also a paucity of studies that compared the workload of VR and non-VR interventions in the context of computer programming, this study will also address this gap.

With that said, the following hypothesis corresponding to each issues students face when learning programming are proposed:

1. To mitigate the abstract nature of programming concepts, the following ana is proposed. “Abstract programming concepts are easier to understand if it is represented as concrete objects in the virtual environment”.

2. To address programming misconceptions, the following hypothesis is proposed. “By allowing students to interact with the virtual environment, programming misconceptions can be better identified and addressed”.

3. To increase student engagement and motivation, the following hypothesis is proposed. “The developed intervention will improve students’ motivation and engagement when learning computer programming”.

| Ref | Methodology | Testing | Outcome(s) |
|-----|-------------|---------|------------|
| [34] | Visualized OOP concepts. | Survey | Reduce abstractness for OOP. |
| [35] | Visualized programming concepts. | No tests done | No reported outcomes. |
| [36] | Build programs out of code blocks to solve challenges. | Survey | Motivation and engagement. |
| [37] | Build virtual worlds with code. | No tests done | No reported outcomes. |
| [38] | Build game levels with code. | Survey | Motivation and engagement. |
| [39] | Solve puzzles with code blocks. | Survey | Motivation and engagement. |
| [40] | Mapped OOP concepts to game processes. | Survey | Reduce abstractness for OOP. |
| [41] | Solve challenges with nodes that represent programming commands. | No tests done | No reported outcomes. |
| [42] | Program virtual objects. | Not mentioned | Motivation and engagement. |
| [43] | Program roller coasters in VR. | Not mentioned | Motivation and engagement. |
| [44] | Program avatars to carry out dance moves. | Survey | Motivation and engagement. |
| Proposed | Visualize memory systems by incorporating representations of programming concepts as concrete objects in VR. | Pre- and post-assessment, survey, NASA task load index. | Expected to mitigate the abstract nature of programming concepts, misconceptions, and increase engagement. |
Along with the hypothesis, research questions listed below are also posed for this study:

1. How will the representation of programming concepts as concrete objects in the virtual environment aid in students’ understanding of abstract concepts?
2. How will the ability to identify and address common misconceptions of programming concepts by interacting with the virtual environment aid in reducing misconceptions?
3. Will the developed intervention increase student engagement when learning computer programming?

Since there is also a relative paucity of studies that compared the VR and non-VR version of the same intervention in the context of teaching and learning computer programming, this study would also aim to carry out such comparisons.

III. METHODOLOGY

Figure 1 is a general model/framework of the proposed methodology which is divided into modules that aim to tackle programming abstractness and misconceptions. The proposed methodology employs VR elements such as the ability to represent programming concepts with concrete objects that are interactable.

Interaction in the proposed system is made possible by representing the left and right hand as aliases to the controller. With these aliases, natural hand motions like grabbing and placing objects and visual interaction cues like snap zones are possible. This, in turn, enables the development of a first-person perspective simulation, that allows students to identify common programming misconceptions, forming the misconception module. More specifically, by allowing students to interact with objects, this lets students identify and address programming misconceptions in the VR environment. This is explained further in upcoming sections below.

The abstractness module is made possible by representing variables as drawers, lists as a row of drawers and 2D arrays as lockers in the virtual environment. This module aims to reduce the abstractness of programming concepts. For now, the abstractness module mainly deals with data structures due to time constraints and to adhere to the scope of this study. Lastly, motivational elements such as a narrative context, providing instantaneous feedback and the presence of an achievement system make up the motivation module for inciting motivation in students throughout the duration of the experience. It is also important to note that the system developed based on this module is not meant to replace actual lectures but to only complement teaching.

A. MITIGATING THE ABSTRACT NATURE OF PROGRAMMING CONCEPTS

According to Barry and Griffiths [88], the process of inputting data is often likened to the act of filling a container while the process of outputting data is often likened to the act of retrieving the content from the container. Hence, it was conjectured that drawers may fit this description and can be used to represent variables in the virtual environment. Data structures that consist of a collection of elements that are identified by an index are known as arrays [91]. An array with a single dimension is known as list and they are often visualized vertically [91]. Due to the lack of literature surrounding the best way to represent lists, a row of drawers, are conjectured to fit this description and can be used to represent lists in the virtual environment. Two-dimensional array is commonly known as a table [91]. Due to a lack of literature surrounding the best way to represent 2D arrays, the locker is conjectured to fit this description as lockers have rows and columns. As mentioned, Chibaya [83] proposed that programming lessons should incorporate visualizations of the computer memory as a large storage space capable of storing many pieces of data. Hence, it is conjectured that the choice of objects like drawers and lockers can help students visualize computer memory as a large storage space. Furthermore, as seen in Table 1, existing works that surround VR applications for computer programming has yet to present programming concepts in the context of a large storage space. Hence, the development of this module effectively addresses this gap.

Figure 2 shows the system screenshot of how programming concepts are represented in the virtual environment. Drawers represent variables, a row of drawers represents lists while lockers represent 2D arrays. The name of the data structure can also be seen on the monitors above the drawers and lockers to better aid understanding.

Figure 3 shows how a challenge is presented and completed. According to the spiral approach proposed by Shneiderman [76], small amounts of semantic and syntactic knowledge should be presented at a time to ensure students can master both semantic and syntactic knowledge in tandem.

Hence, the assignment statement presented as the challenge (1) will cover the syntactic part while the act of placing the data blocks (2) into the corresponding drawer (3) will cover the semantic part of the spiral approach. For example, if the challenge presented to the user is a variable declaration to assign the value 10 to a variable named total, students are required to grab the data block labelled with the value “10” and place it into the drawer labelled with the variable “total”. This simulates how an assignment statement works in the VR environment.

Similarly, lists and 2D arrays are also presented as assignment statements, requiring students to assign values to the data structures in VR. This is done by placing data blocks in a row of drawers for lists and lockers for 2D-arrays. Furthermore, the system will use Python code when presenting challenges to students since Python is perceived as easier and more

B. MITIGATING MISCONCEPTIONS OF PROGRAMMING CONCEPTS

As mentioned, tangible tools developed for programming education can help improve programming skills. This fact is also supported by the constructivist learning theory which
speculates that the construction of knowledge takes place through constant interaction with the learning environment [30], [31]. Hence, by allowing students to interact with the virtual environment from a first-person perspective, programming misconceptions can be addressed. This is also supported by Winn [92] who states that immersive VR enables students to gain first-person experiences which is crucial for knowledge attainment. Winn also states that these experiences cannot be attained from formal education as schools tend to promote third-person experiences despite having first-person experiences make up the bulk of an individual’s daily interaction with the world. Figure 4 shows an example of how misconceptions are handled in the virtual environment.

For example, if the code presented to the user is total = 10,20, students must grab the error message block labelled with “variables only hold one value” and place it onto the output station. This is to highlight that variables can only store one instead of 2 values, which is a common misconception that students have [22], [23], [24]. Another common misconception highlighted in the developed VR experience are the starting index for both list and 2D arrays, which is commonly regarded as 1 instead of 0 [28], [29]. Hence, this module also addresses the gaps from existing works, where misconceptions have never been addressed in VR (Table 1). Since this is a first-person simulation, students who initially could not identify why the code given is incorrect would eventually realise their mistake. For instance, if the student attempts to place the data block labelled with “10” and “20” into the drawer labelled “total”, the system simply does not allow this to happen. To enforce that indexes in computer programming starts from 0, students will be asked to retrieve the first element from a given list and 2D-array. Similarly, the system will not allow students to progress if the correct data block is not placed on the output station.

C. INCITING STUDENT MOTIVATION

As mentioned, the presence of a narrative context, a reward system, and visual and audio feedback in games can incite engagement and motivation in players [93], [94]. Hence, the system features all the aforementioned elements. Figure 5 shows some of the trophies that are part of the reward system in the virtual environment. Furthermore, narrative context is also presented to users during the start of the experience to foster motivation and engagement.

Users will first be presented with a narrative context before the first task. Depending on how the user completes the task presented to them, instantaneous feedback will be given in the form of audio cues. If the user completes several challenges in a row correctly, rewards would also be presented. Hence, it can be concluded that the system employs narrative contexts, a reward system and instantaneous feedback to incite learning motivation.

D. CONTROL STRUCTURES

Control structures were also included in iProgVR. Control structures like if statements and loops are presented in a similar fashion, where syntax is introduced first, followed by semantics as proposed by Shneiderman [76]. For example, if the code presented to the user is an if statement as seen in Figure 6 (1), students are asked to determine if the value in the variable “age” is larger than “20”. If the value stored in the variable is above 20, it is expected that students will have to grab the “message block” labelled with “you are too old” in the virtual environment and place it on the output station. By enforcing the action of executing the if-statement in a first-person simulation, students can understand the semantics of an if-statement.

While there are many types of repetition statements, for-loops and nested for-loops were chosen for this study as
it was found that students found it particularly difficult to understand the semantics of traversing 2-dimensional arrays [16]. Hence, before presenting how 2D arrays are traversed with nested for-loops, students were first presented with how lists are traversed with for-loops. Figure 7 depicts how loops are presented in the virtual environment. Similarly, the syntax for a for-loop is presented to the user, as seen if Figure 7(1). Essentially, every line of statements present in the for-loop is explained. For instance, the line “for row in colours” is explained in such a way that for every element present in the list named colours, store the value in variable “row”. Then, students will be asked to observe the values stored in variable “row” at every iteration. At the first iteration, the value “blue” will be seen in variable “row”, depicted by the drawer labelled “row”. At the second iteration, the value “green” will be seen in variable "row".
“row”. At every iteration, students will be asked to grab the value blocks labelled with “blue” and “green” on the output station to simulate how the print statement works in the context of a for-loop. Similarly, the nested for-loops were also presented by visualizing how each line works, along with a first-person simulation of how it affects the computer’s memory.

E. VR DEVELOPMENT

The Unity Real-Time Development Platform, particularly version 2019.3 is chosen for the development of this experience. Developed by Unity Technologies, the engine is primarily used to develop solutions for fields like gaming, manufacturing, animating, architecture, and education. This platform was also chosen since it has been established long enough to feature a large online community. Hence, there are many resources like tutorials and discussion forums to help one get started on developing virtual reality experiences. 3D models of objects in the VR experience were imported to Unity 3D as game objects. These 3D models are mostly gathered from the Unity Asset Store. With excellent integration to Visual Studio, the system supports development with the C++ programming language. Lastly, the ability to port developed experiences to various platforms and the support for multiple virtual reality devices also influenced the choice for working with this engine.

Acquired by Facebook, Oculus has developed various virtual reality devices like the Rift, Rift S, Quest and Go. Particularly, the Rift is chosen as the device for the development of this experience due to accessibility. To develop Oculus experiences in Unity, the Oculus Integration Framework and Virtual Reality Toolkit (VRTK) are used. The Oculus Integration allows for the support of Oculus devices, along with scripts that manage audio, avatars, spatializers, and prefabs for efficient development. Along with this, VRTK provides common virtual reality elements and scripts that support the implementation of interactions, user interfaces and locomotion. With the combination of both frameworks, the development of virtual experiences can be done easily and more efficiently.

In the VR environment, game object behaviours are controlled by scripts. The scripts are added to 3D models such as the “data blocks” which defines the behaviour of the object whenever it is interacted with. All scripts are written in C# language and are subsequently imported into the Unity Editor and attached to the 3D objects. VRTK snapzones are used in conjunction with scripts written to dictate the sequence of events. The scripts check to see if the user has correctly carried out the correct actions (i.e. Placing the “data block” in the correct spot) and events such as the playing of positive audio feedbacks, appearance of trophies and confetti, deactivation of previous challenges, and activation of next subsequent challenges will be set in motion. To create a simulation that is based on a first-person perspective, the tracking origin type of the VR camera rig is set to the floor level to fix the user’s position and orientation relative to the floor. A model of human hands was also added with scripts to enable interaction with the Oculus Touch controllers. Additionally, control scripts also dictate the function of each button on the controllers.

F. ALTERNATIVE METHODOLOGIES

As with most studies, alternative methods are considered when coming up with an approach to address the gaps presented in this study. Some of the alternative methods include visual programming, tangible tools, and game-based learning experiences. However, these techniques are deemed unsuitable for the aim of this study, which is to solve issues faced by students when learning computer programming. For instance, visual programming makes programming less daunting by allowing users to build programs without the need to worry about syntax [51]. However, since this study aims to address misconceptions and since misconceptions of programming concepts also cause syntax errors [21], the nature of visual programming languages that do not expose users to syntax does not coincide with this aim. For the same reason, visual programming does not meet the requirements of the spiral approach which aims to strengthen both semantic and syntactical knowledge at the same time [76]. As mentioned, it is important to have students visualize the computer memory as a large storage space capable of storing many pieces of data [83]. Hence, while tangible tools support the constructivist learning theory [30], [31], it may require extensive effort on the educator’s side to prepare elaborate cardboard setups to visualize a computer’s memory. However, this is not an issue for pre-developed VR environments that can be shared.
FIGURE 6. (1) An if statement is presented and explained, (2) Block to satisfy the print statement, (3) The platform with a snap zone where the block is supposed to go, to simulate displaying outputs to the programmer.

FIGURE 7. (1) A for-loop to traverse through a list is presented and explained, (2) The data "blue" is seen in variable "row" for the first iteration, (3) The print statement is explained, (4) Block to satisfy the print statement, (5) The platform with a snap zone where the block is supposed to go, to simulate displaying outputs to the programmer.

and setup with minimal effort. Lastly, while GBL applications for computer programming has also shown promising results, VR environments may be more engaging than non-VR interventions. This is also supported by the fact that students generally prefer VR interventions over non-VR interventions in educational contexts [95], [96], [97].

IV. EXPERIMENTAL SETUP
The main objective of this research is to determine if iProgVR can help address and mitigate issues faced by students when learning introductory programming. This study will also attempt to compare the effects of the same intervention with and without the presence of VR. The non-VR intervention
has all the same aspects of the VR intervention, but players utilize the mouse and the keyboard when carrying out tasks.

**A. PARTICIPANTS**

To test the feasibility of the system, 60 participants were recruited between ages 18 to 23, of which 30 were female and 30 were male. 30 of the participants indicated that they had previously programmed and identified themselves as beginners while the other 30 indicated that they had never programmed before. 30 participants were presented with the VR intervention (iProgVR) while 30 participants were presented with a video lecture. The video lecture is viewed by students who were currently enrolled in the Programming Principles module at the university as part of their online studies. For simplicity’s sake, comparisons done between the experimental and control group will be regarded as Experiment 1 throughout this paper.

To compare the effects of the same intervention with and without the presence of VR, 24 participants were recruited between ages 17 to 22, of which 17 were female and 7 were male. 12 of the participants indicated that they had previously programmed and identified themselves as beginners while the other 12 participants indicated that they had never programmed before. To effectively evaluate the effects of the intervention with and without the presence of VR, 12 participants, 6 of which identified as beginners and 6 without any programming experience were presented with the VR version of the intervention. Similarly, 12 participants, 6 of which identified as beginners and 6 without any programming experience were presented with the non-VR version of the intervention. Again, for simplicity’s sake, comparisons done between the group presented with the VR intervention (iProgVR) and the group presented with the non-VR intervention will be regarded as Experiment 2 throughout this paper.

Participants were recruited by posting an advertisement on the school’s online management system which students access daily. Those interested will be directed to a form to provide details on when they are available. The sample size was chosen based on the Central Limit Theorem (CLT) which states that when random variables are added, the means of the sample will tend towards a normal distribution regardless of the initial distribution of the population [98]. According to Kwak and Kim, a sample size of 30 is sufficient to hold this theory [99].

**B. EXPERIMENTAL PROCEDURE**

All experiments conducted for this study employs a two-group pre and post true experimental design to measure participants’ programming knowledge, perceived outcomes, and mental workload before and after being presented with the developed VR intervention (iProgVR). A true experiment research design where participants are randomly allocated to experimental and control groups was chosen because it can produce strong comparisons between both groups [100].

Before starting the experiment, participants were briefed on the structure of the study and is made aware that they can drop out of the study if they wish to. The experiment was carried out anonymously, in which participants were not required to reveal their identities. Participants are then given a randomly generated number to decide which group they will be assigned to. Those with odd numbers are assigned to the control group while those with even numbers are assigned to the treatment group. A consent form was also handed out to ensure that their participation was voluntary.

After the consent form was signed, participants (for both experiments) were first given a pre-experimental survey in which they were given 15 minutes to complete. The survey requires participants to answer questions pertaining to their demographics, their perceptions of their programming skill and motivation level. The survey also features questions that were designed specifically to assess their prior understanding of concepts such as variables, lists, 2D arrays, if statements, and loops. When filling up the survey forms, participants were instructed to not discuss their answers with another party to avoid biasness in their answers.

Once the pre-experimental survey is done, participants were then asked to complete a tutorial session to familiarize themselves with the controls and the surrounding environment. Particularly, the tutorial session is carried out to acquaint participants with ways to navigate through the virtual environment, ways to carry out gestures such as grabbing and placing, and the location of important landmarks. These tasks are applicable to both the VR and non-VR intervention. For participants assigned to the control group in experiment 1, they will be presented with slides containing materials discussed in iProgVR. Once it is confirmed that the participant has successfully carried out the tasks in the tutorial session, the participants were then presented with a set of challenges (Table 2).

For experiment 1, once the video and all the challenges in Table 2 were completed by participants in the control and experimental group respectively, participants were then asked to complete the NASA-TLX survey and the post-experimental survey. The NASA-TLX survey is used to access the participant’s mental workload while completing tasks in the VR environment. More details regarding this will be provided in Section D below. The post-experimental survey consists of questions that were designed to assess the participant’s comprehension of concepts taught during the intervention. Other than that, the post-experimental survey also requires participants to answer questions that assess their perceived outcome. The assessment questions in the post-experimental survey feature questions that were similar to the ones in the pre-experimental questions. This is to accurately measure if there are any improvements before and after being presented with iProgVR. Figure 8 shows the summary of the procedures carried out during experiment 1.

For experiment 2, participants will then be presented with another version of the intervention. For instance, if the participant was first presented with the VR version of the intervention, they will then be presented with the non-VR...
version of the intervention and vice versa. The non-VR intervention feature similar content from iProgVR. The only exception being the way participants react with the VR environment. While the iProgVR requires a headset and controllers, the non-VR intervention only requires the standard mouse and keyboard. They will then be asked to complete the NASA-TLX survey again. Figure 9 shows the summary of the procedures carried out during experiment 2.

C. EVALUATION OF PERFORMANCE

The performance of the participants is determined through assessment questions that are present in both pre- and post-experimental surveys. The concept of variables, lists, 2D arrays, if statements, and loops are assessed through 15 questions on each survey, which is divided into 4 sections. For both surveys in the first section (5 questions), participants were asked to describe the concepts mentioned to the best of their ability.

The second section consists of questions specially designed to assess how well the participants were able to apply programming knowledge to the real world. The questions were created based on a book by Briggs [101] and Hayes [102], that specializes in teaching programming to beginners. For example, participants will be asked to identify if the statement can either be represented with a variable, list, array or an if statement.

The third section consists of questions to assess how well participants can apply their knowledge of for-loops by writing code to traverse through lists and 2D arrays. The questions were taken from past year questions from the Programming Principles course from the university. The fourth section consists of questions that are related to common misconceptions. Specifically, these questions are related to the misconception that variables can store more than one value, as supported by Sleeman et al. [22], Doukakis et al. [23] and a recent study by Swidan et al. [24] and that the first element of an array is

| Statement                             | Goal                                      |
|---------------------------------------|-------------------------------------------|
| total = 10                            | To reduce abstractness for variables.     |
| total = 10,20                         | To show that variables do not store more than one value [22, 23, 24]. |
| colours = [“blue”, “green”]           | To reduce abstractness for lists.         |
| print(colours [0])                    | To show that the first element of the list is indexed as 0 instead of 1 [28]. |
| temperature = [[11,5], [10,6]]        | To reduce abstractness for 2D arrays.     |
| print(temperature[0,0])               | To show that the first element of the array is indexed as 0,0 instead of 1,1 [28]. |
| if age > 20:                          | To introduce the concept of if statements. |
|     print(“You are too old”)          |                                           |
| for row in colours:                   | To familiarize and introduce the concept of loops in the context of traversing through a list. |
|     print(row)                        |                                           |
| for row in temperatures:              | To familiarize and introduce the concept of loops in the context of traversing through a 2D array [16]. |
|     for column in rows:               |                                           |
|     print(column)                     |                                           |

| No | Questions                                                                 |
|----|---------------------------------------------------------------------------|
| Q1 | I prefer to have analogies presented to me visually in the virtual environment than spoken about verbally. |
| Q2 | The experience is a good supplement to lessons.                            |
| Q3 | I prefer learning programming through virtual reality experiences.         |
| Q4 | I prefer learning through video lectures.                                 |
| Q5 | I now feel more confident about my programming knowledge.                 |
| Q6 | I found the experience to be engaging.                                    |
| Q7 | I found the concepts presented easy to understand.                        |
| Q8 | The learning approach enriched the learning process.                      |

TABLE 3. Survey questions to gauge student’s perceived outcomes.

| Statistic | df | Significance |
|-----------|----|--------------|
| .972      | 60 | .185         |
The paired sample t-test results of participant’s performance in the experimental group.

| Mean  | Std. Dev | Std. Error | t   | df | Sig. |
|-------|----------|------------|-----|----|------|
| 1     | -1.3333  | .8442      | -.651| 29 | <.001|
| 2     | -1.167   | .791       | -.074| 29 | <.001|
| 3     | -1.5333  | .7649      | -.980| 29 | <.001|
| 4     | -1.1000  | .7474      | -.061| 29 | <.001|
| 5     | -2.1333  | 2.1453     | -.447| 29 | <.001|
| 6     | -1.5333  | 1.8889     | -.446| 29 | <.001|
| 7     | -1.5333  | .8193      | -.251| 29 | <.001|
| 8     | -1.0833  | 1.0914     | -.437| 29 | <.001|

indexed as 1, as supported by Whittall et al. [29]. Questions in this section require a true or false answer which is 1 point, as well as an explanation on why the statement is either true or false for another point. Some examples include “To access the first element of a list, the element is referred to by index 1.” and “colour = blue, green”. The aggregate of all scores gathered from the 4 sections will then be calculated for both pre- and post-surveys.

While the objectives of this study can be achieved by evaluating student performance alone, this study also includes perceived outcomes, and student workload evaluation.

**D. EVALUATION OF PERCEIVED OUTCOMES**

Questions based on the 7-point Likert Scale to assess participants’ perceived outcomes after trying out the system were also included in the post-survey. These questions were designed based on the format of a survey by the Maximizing the Impact of Stem Outreach (MISO) organization [103]. Table 3 shows all the questions included in this part of the questionnaire.

**E. WORKLOAD EVALUATION**

To assess the workload for the tasks presented to participants, the NASA TLX survey [104] was used. The survey consists of questions to assess mental demand, physical demand, temporal demand, performance, effort, and frustration. Each category is scaled from 0-100, in which 0-9 is considered low, 10-29 is considered medium, 30-49 is considered somewhat high, 50-79 is considered high, and 80-100 is considered very high [104].

**F. TESTING ENVIRONMENT**

The experiment took place in the House of Multimodal Evolution (HOME) lab at Sunway University, Malaysia for a period of two weeks. The device used for the experiment is a laptop running the Windows 10 Enterprise operating system powered with an Intel Core i7 @ 2.90GHz processor accompanied with 8GB ram. Along with that, the Oculus Rift headset and Oculus Touch controllers were used for participants to experience iProgVR. As for the intervention without VR, participants used a standard keyboard and mouse with the same laptop.

**G. DATA ANALYSIS**

The paired t-test, the independent t-test, and the ANCOVA test were used to evaluate data gathered from this study. These statistical approaches were chosen as the paired t-test is commonly used to assess participant’s pre- and post-scores after being presented with an intervention [105]. Consequently, the independent t-test is commonly used to compare the means of samples from two groups [105]. To analyse student’s performance when presented with the developed VR intervention as compared to the video lecture, the ANOVA technique is used as it is often used to analyse the post-test results of two interventions [105]. All tests employed a confidence level of 95%.

Having decided to employ t-tests to analyse data, a normality test (Shapiro-Wilk) was carried out to ensure the samples are normally distributed. This is crucial, as this is an assumption when using t-tests [106]. As shown in Table 4, the level of 95%.

**V. RESULTS**

**A. PERFORMANCE**

As mentioned, a paired-samples t-test was carried out to evaluate the impact of iProgVR on participant’s scores on the pre- and post-assessment. As shown in Table 5, it was found that the responses to the pre-and post-assessment questions were statistically significant for variables (M = −1.3333, SD = .8442); lists (M = −1.167, SD = .791); 2D arrays (M = −1.5333, SD = .7649); if-statements (M = −1.1000, SD = .7474); loops (M = −2.1333, SD = 2.1453); variable misconception (M = −1.5333, SD = 1.8889); list misconception (M = 1.5333, SD = .8193); and 2D arrays misconception (M = −1.0833, SD = 1.0914); t(29) = −7.549, p < .05 for variables; t(29) = −11.459, p =< .0005 for lists; t(29) = −10.148, p =< .05 for 2D arrays; t(29) = −8.061, p =< .05 for if-statements, t(29) = −5.447, p =< .05 for loops, t(29) = −4.446, p =< .05 for variable misconception, t(29) = −10.251, p =< .05 for list misconception, and t(29) = −5.437, p =< .05 for variable misconception. This signifies that iProgVR successfully increase participant’s programming knowledge.

A paired-samples t-test was also carried out to evaluate the impact of the video lecture on participant’s scores on the pre- and post-assessment. As shown in Table 6, it was found that the responses to the pre-and post-assessment questions were statistically significant for variables (M = −53.83,
SD = 12.94); lists (M = −2.800, SD = 1.031); 2D arrays (M = −24.15, SD = 7.066); if-statements (M = −1.3833, SD = .8477); loops (M = −1.9333, SD = 1.8229) and variable misconception (M = −.9167, SD = 1.5148);
t(29) = −22.79, p = < .05 for variables; t(29) = −14.88, p = < .0005 for lists; t(29) = −18.72, p = < .05 for 2D arrays; t(29) = −8.938, p = < .05 for if-statements, t(29) = −5.809, p = < .05 for loops, t(29) = −3.315, and p = < .05 for variable misconception. On the other hand, it was found that the responses to the pre-and post-assessment questions were not statistically significant for list misconception (M = −.9167, SD = 1.5148); and 2D arrays misconception (M = −.1333, SD = .5074); t(29) = −1.489, p = > .05 for list misconception, and t(29) = −1.439, p = > .05 for variable misconception. This signifies that the video lecture successfully increased participant’s programming knowledge to a certain degree.

1: Variables (Pre) - Variables (Post)
2: List (Pre) - List (Post)
3: Arrays (Pre) - Arrays (Post)
4: If-Stat (Pre) - If-Stat (Post)
5: Loops (Pre) - Loops (Post)
6: Variables Misconception (Pre) - Variables Misconception (Post)
7: List Misconception (Pre) - List Misconception (Post)
8: Arrays Misconception (Pre) – Arrays Misconception (Post)

Before carrying out the ANCOVA test on student’s performance, the homogeneity of the regression coefficient was first evaluated on the student’s pretest scores for both the control and experimental group. It was found that the pretest scores for both groups had a significance level of .113. This indicates that the pre-test scores for both the experimental and control groups are not significantly different, also indicating that the ANCOVA test can be used to analyse student’s post test scores. As shown in Table 7, there was a significant difference between both groups on their post-test scores F = 16.248, p < .05. This indicates that iProgVR improved student’s scores significantly more than the video lecture.

1: Experimental Group
2: Control Group

An independent-samples t-test was carried out to compare the post-assessment scores for female and male participants. As shown in Table 8, there was no significant difference in scores for female (M = 15.033, SD = 4.8641) and male participants (M = 12.400, SD = 4.8484); t(28) = 1.485, p = > .05. This indicates that one’s gender does not influence assessment scores. Additionally, it was found that there was no significant difference in scores for beginners (M = 14.967, SD = 4.6463) and those without programming experience (M = 12.467, SD = 5.0936); t(28) = −1.404, p = > .05. This indicates that one’s past programming experience does not influence assessment scores.

### B. PERCEIVED OUTCOME

To assess participant’s perceived outcomes, the mean was calculated from the Likert Scale based survey questions. As seen from Table 9, participants in the control group (M = 5.90, SD = 1.062) were more likely to agree that they prefer to have analogies presented to them visually in the virtual environment than spoken about verbally compared to those in the experimental group (M = 5.17, SD = 1.577). It was also found that this is significant, at t(58) = −2.112, p = < .05. Participants in both the experimental (M = 5.70, SD = 1.343) and control group (M = 5.93, SD = 1.202) agree that the iProgVR and the video lecture can be good supplements

---

**TABLE 6.** Paired sample t-test results of participant’s performance in the control group.

| Mean  | Std. Dev | Std. Error | t     | df  | Sig.  |
|-------|----------|------------|-------|-----|-------|
| 1     | -53.83   | 12.94      | 2.362 | -22.79 | 29    | < .001 |
| 2     | -2.800   | 1.031      | 1.880 | -14.88 | 29    | < .001 |
| 3     | -24.15   | 7.066      | 1.290 | -18.72 | 29    | < .001 |
| 4     | -1.3833  | .8477      | .1548 | -8.938 | 29    | < .001 |
| 5     | -1.9333  | 1.8229     | .3328 | -5.809 | 29    | < .001 |
| 6     | -.9167   | 1.5148     | .2766 | -3.315 | 29    | .002  |
| 7     | -2.333   | .8584      | .1567 | -1.489 | 29    | .147  |
| 8     | -.1333   | .5074      | .0926 | -1.439 | 29    | .161  |

**TABLE 7.** ANCOVA test results of participant’s performance from the experimental and control groups.

| Mean  | Std. Dev | Std. Error | N    | F     | Sig.  |
|-------|----------|------------|------|-------|-------|
| 1     | 13.717   | 4.9562     | .9049 | 16.248 | < .001 |
| 2     | 10.317   | 5.6332     | 1.028 | 30    |

**TABLE 8.** Independent samples t-test results comparing participant’s scores according to gender and programming experience.

| Mean  | Std. Dev | Std. Error | t     | df  | Sig.  |
|-------|----------|------------|-------|-----|-------|
| 1     | 15.033   | 4.8641     | 1.2559 | 148 | .149  |
| 2     | 12.400   | 4.8484     | 1.2519 |
| 3     | 12.467   | 5.0936     | 1.3152 | -1.404 | 28    | .171  |
| 4     | 14.967   | 4.6463     | 1.1997 |
Participants in both the experimental (M = 5.23, SD = 1.357) and control group (M = 4.73, SD = 1.799) also agree that they prefer to learn programming through VR. The difference in scores were not significant at t(58) = 1.215, p => .05. Additionally, participants in the experimental group (M = 4.70, SD = 1.317) were more likely to agree that they prefer to learn programming through video lectures compared to participants in the control group (M = 4.27, SD = 1.721). However, this difference in scores were not significant at t(58) = 1.095, p => .05.


data gathered. It was found that participant’s mental load for both the experimental (M = 53.50, SD = 19.080) and control (M = 60.33, SD = 20.040) group was high. It was also found that participant’s physical load, temporal load for both the experimental (M = 41.33, SD = 23.887); (M = 39.67, SD = 20.675) and control (M = 36.17, SD = 28.122); (M = 44.00, SD = 25.977) group was somewhat high. Additionally, participants from both the experimental (M = 48.50, SD = 24.570); (M = 50.33, SD = 20.924); (M = 37.33, SD = 23.183) and control (M = 56.67, SD = 21.267); (M = 60.17, SD = 20.531); (M = 39.17, SD = 31.815) group rated their performance, effort levels to be high and their frustration levels to be somewhat high. For mental (t(58) = −1.353, p => .05), effort (t(58) = −.767, p => .05), and temporal load (t(58) = −.715, p => .05), the difference in scores between both groups were found to be not significant. Consequently, the difference in scores for level of performance (t(58) = −1.376, p => .05), effort (t(58) = −1.837, p => .05), and frustration (t(58) = −.255, p => .05) was also found to be not significant for both groups.

W1: Mental Demand
W2: Physical Demand
W3: Temporal Demand
W4: Performance
W5: Effort
W6: Frustration
G1: Experimental Group
G2: Control Group

D. PRELIMINARY RESULTS (EXPERIMENT 2)

An independent samples t-test was carried out to determine if there are significant differences between the performance of participants who were presented with the VR and non-VR experiences.

Q4: I prefer learning programming through video lectures.
Q5: I now feel more confident about my programming knowledge.
Q6: I found the experience to be engaging.
Q7: I found the concepts presented easy to understand.
Q8: The learning approach enriched the learning process.
G1: Experimental Group
G2: Control Group

C. WORKLOAD

Participant’s mental, physical, temporal demands as well as performance, effort, and frustration levels were also assessed with the NASA-TLX survey. Table 10 shows the summarised data gathered.
TABLE 10. Independent samples t-test results of participant’s perceived outcomes from the experimental and control groups.

|   | Mean  | Std. Dev | Std. Error | t   | df  | Sig. |
|---|-------|----------|------------|-----|-----|------|
| W1 | 53.50 | 19.08    | 3.484      | -1.353 | 58  | .181 |
|   | 60.33 | 20.04    | 3.659      | 0   |     |      |
| W2 | 41.33 | 23.88    | 4.361      | -0.767 | 58  | .446 |
|   | 36.17 | 28.12    | 5.134      | 7   |     |      |
| W3 | 39.67 | 20.67    | 3.775      | -0.715 | 58  | .478 |
|   | 44.00 | 25.97    | 4.743      | 5   |     |      |
| W4 | 48.50 | 24.57    | 4.486      | -1.376 | 58  | .174 |
|   | 56.67 | 21.26    | 3.883      | 4   |     |      |
| W5 | 50.33 | 20.92    | 3.820      | -1.837 | 58  | .071 |
|   | 60.17 | 20.53    | 3.748      | 4   |     |      |
| W6 | 37.33 | 23.18    | 4.233      | -0.255 | 58  | .800 |
|   | 39.17 | 31.81    | 5.809      | 3   |     |      |

TABLE 11. Independent samples t-test results of participant’s performance from the experimental and control groups.

|   | Mean  | Std. Dev | Std. Error | t   | df  | Sig. |
|---|-------|----------|------------|-----|-----|------|
| 1 | 6.875 | 1.9203   | .5543      | -3.37 | 22  | .739 |
|   | 7.167 | 2.2995   | .6638      |     |     |      |

1: Experimental Group (VR intervention)
2: Control Group (Non-VR version of the same intervention)

As shown in Table 11, there was not a significant difference in scores for the control (M = 7.167, SD = 2.2995) and experimental group (M = 6.875, SD = 1.9203); t(22) = -3.37, p => .05. This indicates that participant’s assessment scores are not influenced by the presence or absence of VR.

VI. DISCUSSION

A. PERFORMANCE

As seen in Table 5, students showed significant improvement in their performance post-intervention for all concepts presented. This suggests that by representing abstract concepts as concrete objects and by allowing students to identify and rectify misconceptions, programming knowledge can be improved. Despite so, performance scores were rather low at the end of the evaluation. This is expected, given the short amount of time allowed to learn four major programming concepts as well as programming misconceptions.

The first research question posed was “How will the representation of programming concepts as concrete objects in the virtual environment aid in students’ understanding of abstract concepts?” Along with this research question, the hypothesis proposed states that “Abstract programming concepts are easier to understand if it is represented as concrete objects in the virtual environment.” The hypothesis is supported by the evaluation results, whereby students’ post-intervention scores for the variables, arrays, if statements, and loops were significantly better than the pre-intervention scores. This suggests that by representing abstract concepts as concrete objects in the virtual environment, programming knowledge can be improved. These results build on existing evidence of the ability of VR to help students effectively visualize abstract programming concepts as seen in [34].

The second research question posed was “How will the ability to identify and address common misconceptions of programming concepts by interacting with the virtual environment aid in reducing misconceptions?” Along with this research question, the hypothesis proposed states that “By allowing students to interact with the virtual environment, programming misconceptions can be better identified and addressed.” As seen in Table 5, the hypothesis is supported by the evaluation results, whereby students’ post-intervention scores for the variable, list, and 2D array-related misconception were significantly better than the pre-intervention scores. This suggests that by allowing students to identify and address programming misconceptions in the virtual environment, misconceptions can be mitigated. These results build on existing evidence of the being able to improve knowledge acquisition when allowed to interact with one’s environment [107], [155], [156].

Furthermore, as seen in Table 6, comparisons in performance scores between the VR intervention (iProgVR) and the video lecture was significant. This indicates that participants who were presented with the iProgVR scored significantly better than those who were presented with the video lecture. As online classes become more popular due to the Covid-19 pandemic, this finding can be useful for future applications of remote learning. This finding is synonymous with findings from existing studies that utilised VR and traditional teaching methods in comparing student’s assessment scores [39], [108]. However, as seen in Table 10, the difference in performance scores for both the VR and non-VR intervention was not significant. While previous research has focused on comparing their developed VR intervention with popular non-VR programming boot camps like Kodu and Blockly [36], [39], there is a relative paucity of studies that compared the VR and non-VR version of the same intervention in the context of teaching and learning computer programming. Hence, this result demonstrates that the presence or absence
of VR does not affect knowledge attainment. However, these results should not be used as a basis because there is a clear limitation when it comes to the number of sample size in experiment 2. It is important to note that this experiment is preliminary and is meant to provide a foundation for future research.

Comparing post-assessment scores between beginners and those without any programming experience, performance scores were not significant as seen in Table 7. This shows that the system is suitable for those with or without programming experience. These results build on existing evidence of students, irrespective of programming experience performing well after being presented with a VR intervention for learning computer programming [39]. Comparisons between female and male participants post-assessment scores was also not significant. Current works have mixed findings when investigating how different genders perform in the context of serious games. For instance, when it comes to tasks that require situation analysis and abstract thinking, male students generally outperform female students in this aspect [109], [110]. However, with regards to attitude, female students generally reported higher perceptions of positive affective quality compared to male students [111]. Hence, further research is required to establish how different genders perform or perceive VR interventions, especially those developed specifically for computer programming learning.

### B. PERCEIVED OUTCOME

Furthermore, participants in both groups agree that they prefer to have analogies presented to them in VR than spoken about in class verbally. While previous research has shown that the usage of analogies in the teaching of computer programming can help in increasing knowledge acquisition [65], [34], these results demonstrate that students prefer to learn by visualizing abstract concepts in VR. This can be used as a basis for future research when determining the significance of VR in helping students visualize abstract concepts. Results also show that participants (both groups) agree that the experience was a good supplement to conventional lessons. This is corroborated by previous studies which has shown that VR can help supplement lessons [112], [113].

When asked if they prefer learning through VR experiences, those presented with the VR intervention were more likely to agree compared to those presented with the video lecture. While previous research has found that students generally prefer VR over a non-VR setting when learning [95], this result provides a new insight into the relationship between exposure and interest to learn with VR. These results also build on existing evidence of students generally preferring VR over a non-VR setting in educational contexts [95], [96], [97]. Surprisingly, when asked if they preferred learning through video lectures, participants in both groups also agreed. This indicates that students are mostly interested to experience new teaching forms. Results from this study can be used as a basis for improving remote learning experiences as this way of learning becomes more popular. In terms of perceived confidence levels, participants (both groups) agree that the experience increased their confidence in terms of programming knowledge. While existing evidence exists on the ability of VR to improve confidence levels [114], this indicates that while VR interventions can increase one’s perceived confidence on a particular subject matter, video lectures are no different.

The third research question posed was, “Will the developed intervention increase student engagement when learning computer programming?” Along with this research question, the hypothesis proposed states that “The developed intervention can help with student motivation and engagement when learning computer programming.” As seen in Table 8 (Q6), the hypothesis is supported by the evaluation results, whereby participants who were presented with the iProgVR reported significantly higher engagement scores compared to participants who were presented with the video lecture. These results build on existing VR and GBL interventions for computer programming learning that reported high levels of student engagement [38], [39].

Lastly, when asked if the concepts presented was easy to understand, participants in both groups agreed. This indicates that they found that the concepts were presented in a simple and easy way. Interestingly, this also means that the mere existence of VR does not make content less complicated. Which indicates that if lessons are presented appropriately, knowledge can be absorbed by students efficiently with or without the presence of VR. This is further supported by participants (both groups) agreeing that both VR and video lectures can enrich the learning process. Despite so, participants who were presented with the iProgVR had better assessment scores compared to participants who learnt through video lectures. This is a weird discrepancy as participants equally agree that both experiences made learning easy and enriched learning. One explanation that can be given is that while the video lecture did a good job in presenting the concepts, student’s may have been bored by the monotonous nature of the medium, thereby decreasing retention rates. This can be corroborated by comments given by one participant who said: “The presentation can be more engaging. The slide itself was not eye-catching and I believe there a more concise methods used by YouTube tutors which I find to be more helpful in terms of ever-lasting knowledge. Besides that, this lecture was helpful.”

### C. WORKLOAD

As seen in Table 9, participants (both groups) expressed that the mental demand needed to complete both interventions was high. This indicates that both interventions required participants to use rather high levels of thinking, calculating, searching, and remembering when completing challenges presented to them. This is expected as participants had to learn similar concepts in both interventions. These results are synonymous with findings found in an article by Berkman et al. [115] who reported that comparisons of mental demand scores in VR and without VR for a puzzle
game were not significant. However, there are also conflicting findings that report significantly higher mental demand scores for the VR version of the experience compared to the non-VR version of the same experience [116], [117], [118]. Participants also rated the physical demand to be somewhat high for the VR intervention (iProgVR). This could be due to the need for physical activities such as turning one’s head and body to teleport around the VR environment. The need to grasp virtual objects with the use of controllers could also be the reason. Surprisingly, participants also rated physical demand to be somewhat high for the video lecture as well. One potential reason could be the need to remain stationary while watching the video. These results are synonymous with findings found in an article by Rao et al. [116] who reported that comparisons of physical demand scores in VR and without VR for a military training simulator were not significant. However, Berkman et al. [115] reported significantly higher physical demand scores for the VR version of their puzzle game compared to the non-VR version of the same game.

Furthermore, in terms of temporal demand, participants also rated it to be somewhat high for both interventions. This indicates that participants felt some time pressure due to the rate or pace at which the task occurred. The time set for participants to experience both interventions was set to 15 minutes. While all participants were able to carry out all the tasks in the allotted time, the explicit mention of a time limit could be the reason why temporal demand was rated somewhat high. These results are synonymous with findings found in an article by Berkman et al. [115] who reported that comparisons of temporal demand scores in VR and without VR for a puzzle game were not significant. However, Rao et al. [116] reported significantly higher temporal demand scores for the VR version of their military training simulator compared to the non-VR version of the same simulator.

Results showed that participants in the experimental and control group rated their ability to accomplish the goal of the tasks and how satisfied they were about their performance to be somewhat high and high consecutively. However, the difference in performance scores for both interventions were not significant. This indicates that while the tasks required some degree of mental, physical, and temporal demand, participants were still able to complete the tasks and feel satisfied with their accomplishments. These results are synonymous with findings found in an article by Berkman et al. [115] and Rao et al. [116].

When asked about how much mental and physical effort was needed to accomplish the tasks presented to them, participants (both groups) rated it to be high. As mentioned, one possible reason why the physical effort was rated somewhat high is the need to physically use certain parts of the body to navigate and interact with the environment in the VR intervention. Consequently, the need to process new information on the spot to correctly accomplish tasks or finishing up the post-survey could be mentally demanding for participants. These results are synonymous with findings found in an article by Berkman et al. [115] and Rao et al. [116]. Participants were also asked about their frustration level, particularly how stressed, annoyed, and discouraged they feel during the tasks. It was found that participants in both the experimental and control group rated their frustration level to be high. This could also be due to the need to learn so many new concepts, one after the other in a short period of time. These results are synonymous with findings found in an article by Rao et al. [116]. However, there are also conflicting findings that report significantly higher frustration levels for the VR version [117] while another study reported report significantly higher frustration levels for the non-VR version of iProgVR [115].

The inconsistencies in results from this study and existing works when it comes to the workload of VR games and interventions indicate that workload is largely dependent on the tasks one needs to carry out in the virtual environment. For instance, the workload may differ across VR and non-VR platforms for a puzzle game [115], a shoot training simulator [116], [117], and a wheelchair simulator [118]. Regardless, the workload results discussed above can be a good benchmark for future research when determining workloads for VR and video lectures in the context of teaching and learning computer programming.

D. Feedback
This section highlights participants’ feedback that ranges from ways to improve the system and the type of intervention preferred. Listed below are some of the comments left by participants:

1. “I would like to have the ability to interact with others in the virtual environment.”
2. “I would like to walk around the virtual environment.”
3. “I would like to experience the VR intervention wirelessly.”
4. “I would like a more appealing colour scheme for the virtual content.”
5. “A workshop featuring this intervention should be organized.”
6. “I would like more time to learn the concepts introduced to me.”

As seen above, feedbacks left by participants are useful for future renditions of the intervention. For instance, the current work can be expanded to feature collaborative elements. Thus, more tests should be done to find out if performance can be increased when participants are allowed to work and interact with one another in the virtual environment. Participants also expressed interest for more immersive environments, particularly one where they can explore by walking around. Related to this, is the desire to move freely, without the restriction of wires that are connected to the VR headset. While this can be achieved with wireless VR headsets like the Oculus Quest, an expensive contraption such as the KAT Walk C would need to be purchased to
simulate walking around the virtual environment. Participants also provided suggestions to change the colour scheme of the virtual environment into less drabby and brighter colours. One participant also expressed their interest for a workshop that feature iProgVR. This can certainly be done once the pandemic situation improves. Lastly, some participants also wished to have more time to process the concepts that were presented to them in the virtual environment. As mentioned, this would greatly improve performance.

After completing the post survey, participants in the experimental group were presented with the video lecture while participants in the control group was presented with the VR intervention (iProgVR). This is to determine the preference of every participant. It was found that out of 60 participants, 10 favoured the video lecture while 6 were neutral. 1 participant did not provide an answer to which intervention was preferred. Participants cite reasons such as VR motion sickness and familiarity as to why they prefer the video lecture. For participants who prefer the VR intervention (iProgVR), the most frequently cited reasons range from the intervention being fun, interesting, and easy to understand.

E. POTENTIAL APPLICATIONS

Seeing that this study has garnered positive outcomes, this section aims to list down some potential applications of the developed framework. Firstly, the developed framework can aid in engineering and physics education. More specifically, it can be applied to develop engineering modules for complex and abstract concepts such as electromagnetism and thermodynamics. For example, a viable analogy to explain electromagnetism is by explaining that a ball on a rotating turntable produces orbits that are like particles in a magnetic field [119]. Hence, by adapting this framework, students can visualize and understand electromagnetism easily.

Furthermore, this framework can be adapted to teach calculus. As proposed by the Mathematics Faculty at the University of Cambridge, a curve can be analagised as a road on a map [120]. Hence, by adapting this framework, students can visualize this if presented with a VR experience that simulates driving along the road in conjunction with how it relates to a mathematical curve.

Another abstract computer programming concept that can benefit from the developed framework is recursion. For example, the most popular analogy used to explain recursion is by using Russian dolls. By comparing and visualizing the Russian doll to a call stack (which is an integral element of the recursion algorithm), students can more easily understand the concept. By visualizing the concept in a 3-dimensional space, it is hypothesised that grief can be more effectively tended to.

With the increasing popularization of VR technology, it is not a surprise if virtual environments are adapted more in future classrooms. Results from this study may also be applied to provide a foundation to make VR classrooms a reality.

VII. CONCLUSION AND FUTURE WORK

This paper outlined several issues related to learning introductory programming. Firstly, is the need to address the abstractness of programming concepts where a framework is proposed to represent programming concepts as concrete objects in a virtual environment. Secondly, is the need to address misconceptions of programming concepts where a simulation design for misconceptions of programming concepts is proposed. Thirdly, is the need to incite intrinsic motivation when learning programming. To handle this issue, a simulation technique to incite learning motivation and a simulation module is also proposed. Results gathered from testing indicated that the intervention successfully improved student’s knowledge acquisition as seen from the significant improvements in the pre- to post-test scores. Furthermore, results also show that students were motivated and engaged throughout the whole experience. This indicates that unlike existing tools for teaching computer programming (as discussed in Section II), the intervention developed can be used as a one stop solution to mitigate issues commonly faced by students when learning programming. Results also showed that there is no difference when it comes to workload and perceived outcomes (except engagement) when comparing iProgVR and the video lecture. However, it was found that students were more engaged and scored higher assessment scores in the experimental group. This means that iProgVR is a feasible system. Comparisons were also done with the VR and non-VR version of the same intervention to address the lack of such studies, specifically in the context of computer programming education. It was found that the presence of VR does not affect knowledge attainment. However, since the nature of experiment 2 is at its preliminary stage, these results should not be used as a basis. As mentioned, since most works in this field are limited to conference papers [90], this means that not much comprehensive testing has been done in existing works. To address this, this study has provided new knowledge by conducting more thorough test that includes workload, pre- and post-assessments of both experimental and control groups, and perceived outcomes that are measuring more than student engagement and motivation (as seen in Table 1). Additionally, since there is also a relative paucity of studies that compared the VR and non-VR version of the same intervention in the context of teaching and learning computer programming, this study would also aim to carry out such comparisons albeit in a preliminary manner, to provide a foundation for future studies.

In the future, further work can be done to complement the system. Particularly, in terms of providing more support
for different programming languages. This would allow the system to be used by a wider range of audience so as not limit the learning of multiple programming languages. Furthermore, concepts such as loops, or recursion should also be introduced with the system. More syntax and semantic-based misconceptions should also be implemented to address common programming misconceptions. While this study is meant to benefit instructors who are already aware of the benefits of VR and is looking for VR experiences that can do more than engage students when learning programming future work can also be done to assess iProgVR to other active learning methods. As for further improvements, the current framework can also be combined with other technologies such as haptics. This would aid in considerations regarding the implementation of haptics technology, particularly for education purposes. Lastly, the proposed framework can also be applied for use to teach abstract concepts in other domains such as engineering, science, and mathematics and even grief management.
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