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Abstract With the advent of the information age, the scale of data on the Internet is getting larger and larger, and it is full of text, images, videos, and other information. Different from social media data and news data, scientific research achievements information has the characteristics of many proper nouns and strong ambiguity. The traditional single-mode query method based on keywords can no longer meet the needs of scientific researchers and managers of the Ministry of Science and Technology. Scientific research project information and scientific research scholar information contain a large amount of valuable scientific research achievement information. Evaluating the output capability of scientific research projects and scientific research teams can effectively assist managers in decision-making. In view of the above background, this paper expounds on the research status from four aspects: characteristic learning of scientific research results, cross-media research results query, ranking learning of scientific research results, and cross-media scientific research achievement query system.
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The data scale of scientific research results has grown faster and faster with the progress of the times, and now it has a huge scale. Major universities and research institutions are producing scientific research results all the time. These scientific research results may come from a professor, a student, or a team, and may be published individually or as part of a scientific research project. Scientific research results have a variety of media science and technology resource information, including images, texts, etc.. How to efficiently collect, process, and store these multi-source and heterogeneous cross-media scientific research results data is an important issue[1].

With the advent of the information age, the traditional query system for various scientific research results only for keywords has gradually lagged behind the times. For researchers, CNKI's text results query has been relatively complete, but the matching model based only on keywords has long been unable to meet their daily retrieval needs. In text retrieval, synonyms and polysemy become problems that cannot be ignored, and simple keyword matching cannot solve these problems. Deep language models such as BERT provide a good foundation for solving problems such as polysemy. How to use deep language models to retrain scientific research results to better meet query needs has profound practical and research significance[2][3]. At the same time, the single-modal data retrieval mode will be gradually eliminated, and the cross-modal retrieval is the trend of domestic and foreign technology development. Researchers may want to find papers and patents they are interested in through a circuit diagram and a neural network model diagram.

For the project managers of universities, fund committees, and the Ministry of Science and Technology, the National Natural Science Foundation of China and other systems only support keywords and accurate query of scientific research projects. It can only be queried and counted one by one according to the name of the person, which is very inconvenient. The query technology that integrates scientific research results, scientific research teams, scientific research projects and other information is generated to meet the above application scenarios. Supervisors urgently need technical tools to obtain valuable information from a large number of scientific research scholars and research teams.

1 Characteristic learning of scientific research results

Cross-media scientific research results have scientific and technological resources in different fields and different modalities. Literature[4-8] proposes different methods to convert cross-media data into unified features. The main method is to pass data from different modalities according to different modal characteristics. Cross-
cooperative learning maps to a unified feature subspace. The cross-media data in this paper mainly include text and images. In order to establish a unified feature subspace, it is necessary to convert the text and images in the cross-media scientific research results into effective and unified feature vectors respectively.

Computers are not good at directly processing text symbol sets. Converting text into feature vectors is an indispensable part of NLP tasks. The simplest processing methods are one-hot and TF-IDF. One-hot[9] uses an N-dimensional vector to indicate whether it is one of N words, and the vector has one and only one bit set to 1. TF-IDF[10] is a statistical method, its role is to count the importance of a word in a document or file. The importance of a word is proportional to its frequency in its individual documents, and decreases as its overall frequency in the corpus increases. Although these two methods also have novel application methods[11], the shortcomings are also very obvious. They do not consider the appearance order of each symbol in the text collection, and cannot reflect the position information of the symbols, and rely heavily on the corpus. The direct application of One-hot and TF-IDF to the extraction of text feature vectors of scientific research results is insufficient. The number of scientific and technological entities and proper nouns in scientific research results is huge. The use of one-hot encoding and TF-IDF encoding will make the vectors too long. It is verbose and neither of them has the above information, and there is no better way to deal with synonyms.

In 2013, Google open sourced the Word2vec word vector calculation tool. Word2vec[12-14] can be effectively trained on large datasets and million-word-level dictionaries. Words can get word-embedding through Word2vec, and various distances between vectors can measure the similarity of vectors. Word2vec has two basic implementation methods, CBOW and Skip-gram. CBOW[15,16] (Continuous Bag-of-Words Model) predicts the current word based on the context, Skip-gram[17,18] is just the opposite, predicting the context based on the current word, which makes up for the inconsistency between the two methods mentioned above and cons including location information. However, Word2vec assumes that the semantics of words are given by frequently occurring contextual information. In the big data of science and technology, there will be polysemy words such as "nuclear" and "apple". "Nuclear" may represent "nucleus" in physics, or it may represent the "core processor" in computer, and may also represent the "kernel function" in artificial intelligence theory.

In 2018, Google announced BERT, which performed well in several natural language processing (NLP) tasks. BERT[20] is essentially a self-supervised learning method based on massive corpus, which can learn a good feature representation for text, where self-supervised learning is supervised learning that runs without human-annotated data[21]. In specific natural language processing tasks, it is also effective to directly use the output of BERT as word-embedding for other tasks. BERT can provide a transfer-learned model[22,23] for other tasks, which is fine-tuned or not fine-tuned according to the task and directly fixed as a feature extractor. The source code and model of BERT were open-sourced on Github on October 31 of the same year[24], and the simplified Chinese and multilingual models were also open-sourced on November 3 of the same year. Although these models can be directly applied to scientific and technological big data to achieve relatively good results, they do not have good adaptability for accurate and effective scientific research results query requirements. BERT is only trained for general knowledge. For some technological entities and proper nouns, the recognition ability is poor, and further training is required on this basis.

An image is only expressed in a computer as a sequence of pixels, which is more difficult to understand than text. In the early days, traditional methods such as Scale Invariant Feature Transform (SIFT)[25] and Histogram of Oriented Gradient (HOG)[26] were used for image feature extraction, and image features were expressed through prior knowledge. These methods have strong interpretability. However, it is not feasible to extract image features for scientific research results query, and traditional methods are only suitable for extracting features for specific tasks. SIFT is suitable for tasks such as image matching and 3D modeling, HOG is suitable for tasks such as pedestrian detection, and LBP is suitable for tasks such as face recognition and photo classification. To form mappings with texts of different modalities, traditional image feature extraction methods do not have such capabilities. Currently, most image recognition tasks are implemented by means of machine learning[27], and
convolutional neural networks\cite{28,29} are a popular direction. Zhang et al.\cite{30} proposed a handwritten English text recognition method based on convolutional neural network and Transformer. Transformer abandoned the Long Short Term Memory Network (LSTM) and switched to a global self-attention mechanism. It combines Transformer and CNN to propose a segmentation-free image recognition model. VGGNet is a convolutional neural network model that repeatedly stacks convolution and pooling layers, which can deeply extract image features. Reference\cite{31} constructed a VGGNet-based classification and recognition method for the main organs of tomato, and used a variety of data augmentation techniques to retrain the network on the basis of VGGNet. Like text feature extraction methods, image feature extraction methods also need to be optimized for specific tasks.

Existing models such as BERT and VGGNet have excellent results in general text and image features, but they cannot meet the query needs of researchers and supervisors when applied to accurate and effective scientific research results query. The scientific and technological resource dataset optimizes the model and combines other technologies on its basis.

2 Cross-media research results query

The key issue of cross-media scientific research results query is how to extract information of the same dimension from different modalities\cite{32}. For example, there is a relationship between the text "polymer" and a picture of "epoxy resin". Epoxy resin is a kind of polymer. There are many ways to realize cross-media query. References\cite{33-36} map resources of different modalities to the same feature subspace, and calculate the feature similarity between them in this feature subspace as the query basis. Canonical Correlation Analysis (CCA)\cite{37} is a traditional feature mapping algorithm that can learn the linear mapping relationship between two sets of variables. Reference\cite{38} provides a cross-modal retrieval method based on deep learning, which proposes a cross-modal Correspondence Autoencoder (Corr - AE), which uses two single-modal autoencoders. And the common correlation of different modes is modeled, and the objective function and optimization algorithm are designed for it. Literature\cite{39} proposed a method of cross-media synesthesia matching of Chinese poetry and folk music based on emotional features, which explored the relationship between multimedia works and emotions, and used emotional similarity to establish the connection between text (poetry) and music. Literature\cite{40} proposes a resource-oriented library cross-media knowledge service, and discusses the innovative model of cross-media knowledge service, with the construction and management of cross-media knowledge map as the core, and cross-media knowledge discovery and innovation as the key, put forward the implementation path of cross-media knowledge service. Reference\cite{41} proposed a cross-media social network topic mining based on deep learning, which explored security topics from the daily rich media of Sina Weibo, and used reinforcement learning, adversarial learning and other methods to realize cross-media search methods in social networks\cite{42}.

Existing cross-media query systems do not integrate cross-media and deep semantics, and only search based on keywords or perform clustering\cite{43} and topic mining based on cross-media similarity, which is insufficient. At present, the research on data query of cross-media scientific research results is not mature, so how to effectively learn the semantic information of cross-media scientific research results has become an urgent problem to be solved.

3 Ranking learning of scientific research results

With the development of various big data technologies and the continuous increase of data, manual sorting and scoring are no longer suitable for sorting after information retrieval. Google 's ranking of web pages now considers more than 200 ranking factors, and it is almost impossible to give a human score. Machine learning is suitable for such occasions. Applying machine learning techniques to ranking, learning to rank\cite{44-46} emerges. PageRank and HITS\cite{47} are more classical ranking algorithms, but they cannot effectively combine user behavior information. L2R (Learning to Rank)\cite{48}\cite{49} came into being in order to better solve the ranking
problem. It is a supervised ranking learning algorithm that can automatically optimize the ranking model according to the feedback information to achieve personalized ranking. L2R mainly consists of three forms: single document (PointWise), document pair (PairWise) and document list (ListWise). The PointWise method transforms the ranking problem into a multi-classification or regression problem. In PairWise, documents and queries appear in pairs, and they are sorted according to their correlation. The ListWise method trains an optimal scoring function to score and sort. Based on the existing Listwise research, the literature proposes a weighted voting method using the topic similarity between documents, which further improves the accuracy of sorting. Reference proposed a new sorting framework based on matrix decomposition, clustering and outer product-based deep neural network, which can solve the problems caused by the complex network structure while taking advantage of the neural network. The literature fully mines the user's historical behavior data, weights the user's historical behavior based on the attention mechanism, builds a deep interest network, and completes accurate personalized retrieval and CTR prediction functions. Reference uses the convolutional neural network to further process the feature vector to complete more accurate sorting learning. It proposes a multi-channel convolutional neural network to act on the document list sorting learning method (ListCNN). The model is trained on the list level, each query has a corresponding document list, and the essence is to reorder on this list. An online ranking learning method that balances speed and quality is introduced. The goal of online ranking learning is to obtain an optimal ranking model through interaction with users. When ordering needs to be learned from user behavior, unlike other LTR methods, there is a quality-versus-speed trade-off when choosing a model. Complex models are more expressive and can find more results, while simple models train faster and can optimize the model with less user interaction. Simple models converge to suboptimal models. It finally proposes a velocity-mass balance model for cascaded multi-leaf gradient design. The organic combination of both, fast learning and high-quality convergence is achieved by using cascades.

4 Cross-media Scientific Research Achievement Query System

With the continuous development of the Internet and the continuous enhancement of scientific research and innovation capabilities, the number of scientific research achievements has increased year by year. The performance of massive scientific research results data query on traditional databases can no longer meet the needs of efficient retrieval. Lucene is a full-text search engine based on an inverted index. Lucene mainly includes three modules, indexing, searching and management. It analyzes and processes a large number of documents according to the indexing module and divides them into terms, thereby constructing an inverted index table. Lucene will rank documents that are highly relevant to the query in the query results, which is calculated according to a score function. Reference provides a solution for multi-data source index configuration. Reference designed an efficient method for Boolean query based on Lucene. Today's data volume Lucene can no longer be well satisfied, and Lucene-based distributed search engines Solr and ElasticSearch have emerged. They provide powerful distributed retrieval capabilities through mechanisms such as distributed indexing, failover, and load balancing. Reference designed a distributed search system based on ElasticSearch combined with intelligent recommendation.

Existing scientific research results query systems such as the National Science and Technology Achievement Information Service System can query scientific research results based on keywords, and the query results can be filtered according to the three-level application industry, the source of the results, and the completion time. Aminer, a big data mining service platform for scientific and technological information established by the team of Professor Tang Jie from the Department of Computer Science and Technology of Tsinghua University, analyzes and mines various academic information based on researchers, scientific literature and academic activities. It contains more than 100 million researchers, 8 million knowledge concepts,
300 million paper results and massive citation relationships, and it also opens data for all researchers to use. Although Aminer has massive data and rich functions, its pertinence is not strong enough. When researchers and supervisors want to know the scientific research results of a certain scholar, they cannot inquire about their scientific research projects, and do not make statistical summaries of their work over the years.

5 Conclusion

Existing cross-media query systems do not integrate cross-media and deep semantics, and only search based on keywords or perform clustering and topic mining based on cross-media similarity, which is insufficient. At present, the research on data query of cross-media scientific research results is not mature, so how to effectively learn the semantic information of cross-media scientific research results has become an urgent problem to be solved, and the ranking problem based on retrieval also needs to be solved urgently.

6 Acknowledge

This work is supported by National Key R&D Program of China (2018YFB1402600), the National Natural Science Foundation of China (61772083, 61877006, 61802028, 62002027).

References

[1] Shi C, Han X, Song L, et al. Deep collaborative filtering with multi-aspect information in heterogeneous networks[J]. IEEE transactions on knowledge and data engineering, 2019, 33(4): 1413-1425.
[2] Xue Z, Du J, Du D, et al. Deep low-rank subspace ensemble for multi-view clustering[J]. Information Sciences, 2019, 482: 210-227.
[3] Li W, Jia Y, Du J. Variance-constrained state estimation for nonlinearly coupled complex networks[J]. IEEE Transactions on Cybernetics, 2017, 48(2): 818-824.
[4] Gong Qing . Research on semi-supervised cross-media feature mapping method based on improved loss function and joint graph regularization. Shandong University, 2019.
[5] Chen Jinglin. Research on online commodity cross-media retrieval based on feature learning and association learning. East China Jiaotong University, 2016.
[6] Wu Anxiong.A New Image Retrieval Algorithm Based on Neural Network.Technology Innovation and Application,2020(34):22-23.
[7] Qi Tingting. Cross-media feature learning based on semi-supervised graph regularization. Wuhan University of Science and Technology, 2019.
[8] Sun Zhouyu . Research on Cross-media Retrieval Method based on Compressed Convolutional Neural Network. Central China Normal University, 2020.
[9] R. dr idiGuez P, Bautista MA, Gonzalez J, Et Al. Beyond One-Hot Encoding: Lower Dimensional Target Embedding. Image and Vision Computing, 2018, 75: 21-31.
[10] Kim D, Seo D, Cho S, Et Al. Multi-Co-Training for Document Classification Using Various Document Representations: TF-IDF, LDA, And Doc2Vec. Information Sciences, 2019, 477: 15-29.
[11] Xu K, Zhao Y, Tan Q. Unsupervised Exception Access Detection Method and Apparatus Based on One-Hot Encoding Mechanism: US Patent Application 16/463,310. 2020-2-27.
[12] Seong-Taek Park,Chang Liu. A Study on Topic Models Using LDA and Word2Vec in Travel Route Recommendation: Focus on Convergence Travel and Tours Reviews. Personal and Ubiquitous Computing,2020
[13] Caselles-Dupré H, Lesaint F, Royo-Letelier J. Word2vec Applied to Recommendation: Hyperparameters Matter//Proceedings of The 12th ACM Conference on Recommender Systems. 2018: 352-356.
[14] Wu L, Yen I E H, Xu K, Et Al. Word Mover's Embedding: From Word2vec To Document Embedding. Arxiv Preprint Arxiv:1811.01713, 2018.
[15] Liu B. Text Sentiment Analysis Based on CBOW Model and Deep Learning in Big Data Environment. Journal of Ambient Intelligence and Humanized Computing, 2020, 11(2): 451-458.
[16] NovÁK A, Laki L, NovÁK B. CBOW-Tag: A Modified CBOW Algorithm for Generating Embedding Models from Annotated Corpora//Proceedings of The 12th Language Resources and Evaluation Conference. 2020: 4798-4801.
[17] Song Y, Shi S, Li J, Et Al. Directional Skip-Gram: Explicitly Distinguishing Left and Right Context for Word Embeddings//Proceedings of The 2018 Conference of The North American Chapter of The Association for Computational Linguistics: Human Language Technologies, Volume 2 (Short Papers). 2018: 175-180.
[18] Li W, Jia Y, Du J. Distributed consensus extended Kalman filter: a variance-constrained approach[J]. IET Control Theory & Applications, 2017, 11(3): 382-389.
[19] Hu W, Gao J, Li B, et al. Anomaly detection using local kernel density estimation and context-based regression[J]. IEEE Transactions on Knowledge and Data Engineering, 2018, 32(2): 218-233.
[20] Vaswani A, Shazeer N, Parmar N, Et Al. Attention Is All You Need//Advances in Neural Information Processing Systems. 2017: 5998-6008.
[21] Zhai X, Oliver A, Kolesnikov A, Et Al. S4L: Self-Supervised Semi-Supervised Learning//Proceedings of The IEEE International Conference on Computer Vision. 2019: 1476-1485.
[22] Devlin J, Chang M W, Lee K, Et Al. Bert: Pre-Training of Deep
Bidirectional Transformers for Language Understanding. Arxiv Preprint Arxiv:1810.04805, 2018.

[23] Chao G L, Lane I. Bert-Dst: Scalable End-to-end Dialogue State Tracking with Bidirectional Encoder Representations from Transformer. Arxiv Preprint Arxiv:1907.03040, 2019.

[24] Google. https://github.com/google-research/bert/. 2018

[25] Xiao Yingnan, Sun Shuyu . Design of high-precision obstacle avoidance algorithm for UAV based on improved SIFT image matching. Machinery Manufacturing and Automation, 2022,5(01): 237-240.DOI:10.19344/j.cnki.issn 1671- 5276.2022.01.060.

[26] Wang Ruxin, Ma Weihua. License Plate Recognition Method Combined with HOG Features. Computer Age, 2021(07): 1-5. DOI: 10.16644/j.cnki.cn 33-1094 tp.2021.07.001.

[27] Zheng Yuanpan, Li Guanyang, Li Ye. A review of the application of deep learning in image recognition. Computer Engineering and Applications, 2019,55(12):20-36.

[28] Tang Xianlun, Du Yiming, Liu Yuwei, Li Jiaxin, Ma Yiwei. Image Recognition Method Based on Conditional Deep Convolution Generative Adversarial Networks. Journal of Automation, 2018, 44(05): 855-864. DOI: 10.16383/j.aas .2018. c170470.

[29] Li W, Jia Y, Du J. Recursive state estimation for complex networks with random coupling strength[J]. Neurocomputing, 2017, 219: 1-8.

[30] Zhang Xianjie, Zhang Zhiming. Handwritten English Text Recognition Based on Convolutional Neural Network and Transformer. Computer Applications: 1-7(2022-03-09 )http://kns.cnki.net/kcms/detail/ 51.1307.tp.20220304.1230.006.html

[31] Zhou Yunpeng, Xu Tongyu, Zheng Wei, Deng Hanbing.Classification and recognition method of tomato main organs based on deep convolutional neural network.Chinese Journal of Agricultural Engineering,2017,33(15):219-226.

[32] Li A, Du J, Kou F, et al. Scientific and Technological Information Oriented Semantics-adversarial and Media-adversarial Cross-media Retrieval[J]. arXiv preprint arXiv:2203.08615, 2022.

[33] Liu Yun, Yu Zhilou, Fu Qiang. A Cross-Media Retrieval Method Combined Coupled Dictionary Learning and Image Regularization. Computer Engineering, 2019, 45(06): 230-236.

[34] Qi Yadun . Research on cross-media retrieval technology based on dictionary learning. Shandong Normal University, 2019.

[35] Duan Beibei . Research on the Application of Convolutional Neural Networks in Cross-Media Retrieval. Central China Normal University, 2019.

[36] Zong Z. Semi-supervised Cross-media Feature Learning Method based on L ,2(p) norm. Shandong University, 2019.

[37] Zhuang Ling, Zhuang Yuebing, Wu Jiaqin, Ye Zhenchao, Wu Fei. An Image Retrieval Method Based on Sparse Canonical Correlation Analysis. Journal of Software, 2012,23(05):1295-1304.

[38] Feng Xiangfang. Research on Cross-modal Retrieval Based on Deep Learning . Beijing University of Posts and Telecommunications, 2015.

[39] Xing Baixi, Xie Lianhai, Zhu Bohan, Huang Qing, Chen Rong, Tian Honghong.A research on cross-media synesthesia matching of Chinese poetry and folk music based on emotional characteristics.Fudan Journal(Natural Science Edition),2020,59( 05):558-564+574.

[40] Liu Yijun, He Sheng, Xiong Taichun, Wu Zhiqin, Chen Dan. Resource-Oriented Library Cross-Media Knowledge Service — — Characteristics, Paths and Innovative Services.Library,2020(10):34-39.

[41] Zhou Nan. Research on the topic mining and exploration of cross-media social network security based on deep learning. Beijing University of Posts and Telecommunications, 2020. DOI: 10.26969/d.cnki.gbydu.2020.000110.

[42] Kou F, Du J, He Y, et al. Social network search based on semantic analysis and learning[J]. CAAI Transactions on Intelligence Technology, 2016, 1(4): 293-302.

[43] Sun B, Du J, Gao T. Study on the improvement of K-nearest-neighbor algorithm[C]/2009 International Conference on Artificial Intelligence and Computational Intelligence, 2009, 4: 390-393.

[44] Wang X , Golbandi N , Bendersky M , et al. Position Bias Estimation for Unbiased Learning to Rank in Personal Search// the Eleventh ACM International Conference. ACM, 2018.

[45] Ai Q, Wang X, Bruch S, et al. Learning Groupwise Multivariate Scoring Functions Using Deep Neural Networks//Proceedings of the 2019 ACM SIGIR International Conference on Theory of Information Retrieval. 2019: 85-92.

[46] Hu Z, Wang Y, Peng Q, et al. Unbiased Lambdamart : an Unbiased Pairwise Learning-to-rank Algorithm/The World Wide Web Conference. 2019: 2830-2836.

[47] Yu Lixuan, Li Yeli, Zeng Qingtao.Application of PageRank Algorithm in Topic Web Crawler.Journal of Beijing Institute of Graphic Design,2020,28(10):143-147.

[48] Pereira Mateus M., Paulovich Fernando V.. Rankviz : A Visualization Framework to Assist Interpretation of Learning to Rank Algorithms. Computers & Graphics,2020,93( prepublis ).

[49] Nengjun Zhu, Jian Cao,Xinjiang Lu,Qi Gu. Leveraging Pointwise Prediction with Learning to Rank For Top-N Recommendation. World Wide Web, 2020( prepublis ).

[50] Xiong Liyan, Chen Xiaozhong, Zhang Maosheng, et al. Research Review of Learning Algorithm Based on PairWise Ranking. Science Technology and Engineering, 2017,(21).

[51] Yu Yonghong, Jiao Liehong, Zhou Ningning,Zhang Li,Yin Hongzi. Enhanced Factorization Machine Via Neural Pairwise Ranking and Attention Networks. Pattern Recognition Letters,2020,147.

[52] Gong An, Sun Hui, Qiao Jie. A Listwise Ranking Learning Method Based on Novel Loss Function. Computer Technology and Development, 2018, 28(08): 96-99.

[53] Liu Yong. Research on Ranking Learning Algorithm Based on Topic
[54] Yang Suyan. Research on recommendation ranking learning method based on matrix factorization and deep neural network. Beijing Jiaotong University, 2018.

[55] Li W, Jia Y, Du J. Recursive state estimation for complex networks with random coupling strength[J]. Neurocomputing, 2017, 219: 1-8.

[56] Xu L, Du J, Li Q. Image fusion based on nonsubsampled contourlet transform and saliency-motivated pulse coupled neural networks[J]. Mathematical Problems in Engineering, 2013.

[57] Li W, Xiao X, Liu J, et al. Leveraging graph to improve abstractive multi-document summarization[J]. arXiv preprint arXiv:2005.10043, 2020.

[58] Zhou G, Zhu X, Song C, Et Al. Deep Interest Network for Click-Through Rate Prediction//Proceedings of The 24th ACM SIGKDD International Conference On Knowledge Discovery & Data Mining. ACM, 2018: 1059-1068.

[59] Cao Junmei, Ma Lerong. A document list ranking learning method based on convolutional re-extraction features. Chinese Journal of Information, 2020, 34(08): 86-93.

[60] Fang Y, Deng W, Du J, et al. Identity-aware CycleGAN for face photosketch synthesis and recognition[J]. Pattern Recognition, 2020, 102: 107249.

[61] Lin P, Jia Y, Du J, et al. Average consensus for networks of continuous-time agents with delayed information and jointly-connected topologies[C]//2009 American Control Conference, 2009: 3884-3889.

[62] Oosterhuis H, De Rijke M. Balancing Speed and Quality in Online Learning to Rank for Information Retrieval//Proceedings Of The 2017 ACM on Conference on Information and Knowledge Management. 2017: 277-286.

[63] Zhao L, Jia Y, Yu J, et al. $H_{\infty}$ sliding mode based scaled consensus control for linear multi-agent systems with disturbances[J]. Applied Mathematics and Computation, 2017, 292: 375-389.

[64] Yang Y, Du J, and Ping Y. Ontology-based intelligent information retrieval system[J]. Journal of Software, 2015, 26(7): 1675-1687.

[65] Sha Yangyang, Wu Chen. Research on Web-based Lucene Full Text Search Algorithm. Computer and Digital Engineering, 2019, 47(05): 1208-1211+1239.

[66] Sun Xiaoling, Yang Guang, Shen Yanping, Yang Qiuge, Chen Tao. Searchable encryption scheme based on splittable inverted index. Computer Applications, 2021, 41(11): 3288-3294.

[67] Ding Chu. Research on the basic sorting algorithm based on Lucene and the application of its improved algorithm. University of Electronic Science and Technology of China, 2015.

[68] Du Ruizhong, Li Mingyue, Tian Junfeng, et al. Verifiable Confusion Keyword Ciphertext Retrieval Scheme Based on Inverted Index. Journal of Software, 2019, 30(8): 2362-2374.

[69] Xing Wenkai. A Secure Index Construction Method Based on Cloud Computing Data Query. Journal of Shenyang University of Technology, 2018, 40(2): 198-202.

[70] Quan Longxiang, Ma Xingxing. Talking about an intelligent search engine technology for the big data industry. Computing Technology and Automation, 2020, 39(02): 170-176.

[71] Liao Bin. Design and implementation of online document search system for teachers and students in colleges and universities for large amounts of data. Electronic Technology and Software Engineering, 2020(09): 188-189.

[72] Qiu Minming, Ren Hongmin, Gu Lijun. Research and implementation of multi-source data full-text retrieval based on Lucene. Modern Computer (Professional Edition), 2018(22): 88-92.

[73] Li Jianping, Jian Chen. Analysis of the full-text search engine solr. Digital Communication World, 2021(11): 62-65.

[74] Liu Fan. Research and implementation of a retrieval system for scientific and technological resources based on ElasticSearch. Modern Computer, 2021, 27(26): 93-100.

[75] Yuan He, Lingying Huang, Can Ding, Yue Zou, Ping Huang. A Correlation Coupling Prediction of Island Tourist Based on Multi Key Words of Web Search Index: A Case Study of Gulang Island in Xiamen. Journal of Coastal Research, 2020, 115(Sp1).

[76] National Science and Technology Achievement Information Service System. http://www.nstas.net.cn/nstas/navigation

[77] Li M, Jia Y, and Du J. LPV control with decoupling performance of 4WS vehicles under velocity-varying motion[J]. IEEE Transactions on Control Systems Technology 2014, 22(5): 1708-1724.

[78] Aminer, a big data mining service platform for scientific and technological intelligence. https://www.aminer.cn