Data-driven Energy Management Strategy for Plug-in Hybrid Electric Vehicles with Real-World Trip Information
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Abstract: This paper presents a data-driven supervisory energy management strategy (EMS) for plug-in hybrid electric vehicles which leverages Vehicle-to-Cloud connectivity to increase energy efficiency by learning control policies from completed trips. The proposed EMS consists of two layers, a cloud layer and an on-board layer. The cloud layer has two main tasks: the first task is to learn EMS policy parameters from historical trip data, and the second task is to provide the policy parameters along a certain route requested from the vehicle. The on-board layer receives the learned policy parameters from the cloud layer and computes a real-time solution to the powertrain energy management problem, using a model predictive control scheme. The proposed EMS is evaluated on more than 3000 miles (48 independent driving cycles) of real-world trip data, collected along three commuting routes in California. For the routes, the proposed algorithm shows 3.3%, 7.3%, and 6.5% improvement in average MPGe when compared to a baseline EMS.
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1. INTRODUCTION

Plug-in hybrid electric vehicles (PHEVs) implement an energy management system (EMS), that in real-time allocates the current power demand (from the driver or the longitudinal control, and from the auxiliary systems) to the on-board power sources. A primary goal in EMS design is energy efficiency. This is achieved by balancing the use of fuel and electric energy in order to maximize trip-wise efficiency. A major issue is that the electric energy stored on-board is limited and battery recharge is time-consuming. As a consequence, an optimal EMS policy requires perfect knowledge of the future power demand and charging opportunities, throughout the trip. In practice, accurate forecasts can be expensive or hard to get, and require user involvement – for instance in planning the route and the stops at charging stations.

Therefore, most commercial PHEVs implement the so-called Charge Depleting-Charge Sustaining (CD-CS) energy management strategy. In CD-CS, vehicles mostly utilize electric-only mode (CD phase) until the battery state of charge (SOC) reaches a minimum limit. Afterwards, they consume fuel more aggressively to maintain SOC near the minimum, and provide propulsion (CS phase). An intuitive motivation for the CD-CS strategy is the fact that running the vehicle on electricity is generally more energy-efficient than on fuel.

Most systematic approaches to design an EMS are based on optimal and predictive control ideas. While there is no analytic solution to this problem, many numerical approaches have been proposed. These methods show that the CD-CS strategy explained above is, in general, sub-optimal. The optimal policy generally uses both fuel and electric power in a blended manner throughout the trip, using the knowledge of the power demand, see e.g. P. Sharer and Pagerit [2008], Stockar et al. [2009]. Since in practice the power demand is only known in real-time, a new approach is required to deliver optimal strategies in production vehicles.

A popular approach which tries to address this problem is to use a locally optimal control policy, and to expose one or more tuning knobs (usually weights in the cost function). Various adaptation and estimation approaches are used to modulate the knobs in real-time, see e.g. Stockar et al. [2011], Musardo et al. [2005], Serrao et al. [2011], Manzie et al. [2015], Guanetti et al. [2016]. While these methods can give near-optimal results in some driving conditions, simulations or experiments in a variety of driving conditions are required to empirically tune the controller and verify it achieves satisfactory performance.
Another possible approach is to build a stochastic model of the power demand, for instance by training a Markov chain using historical profiles of the power demand. Finding an optimal EMS policy then becomes a stochastic optimal control problem, which can be solved by stochastic dynamic programming (SDP) techniques as in Moura et al. [2011], Opila et al. [2012], Johannesson et al. [2007]. While the computational effort required to solve SDP is large, this computation is only performed once and offline. In real-time, the optimal policy can be stored in the form of a lookup table. On the other hand, this workflow is inconvenient when the model needs to be retrained frequently, for instance because new driving data are available. A way around this issue is to incorporate a learning mechanism, in such a way that a personalized policy can be learned over time. This can be achieved via stochastic model predictive control (SMPC). Because the SMPC problem is solved in real-time, the stochastic part of the model can also be learned in real-time, as driving data become available, see Di Cairano et al. [2014]. A limitation of this approach is the large computational effort required in real-time.

To mitigate such large computational effort, approximate dynamic programming (ADP) can be incorporated in powertrain control. The recent work Qi et al. [2016] investigates this possibility for a PHEV. More specifically, the algorithm proposed therein attempts to learn the optimal EMS policy using data of vehicle speed, road grade, battery charge, power demand, and availability of charging stations. ADP is appealing because most of the computational effort is moved offline, and learning can be naturally incorporated. However, in Qi et al. [2016], synthesized trip data sets are used. More specifically, the power demand is estimated using a longitudinal vehicle model. However, the uncertainty associated with the longitudinal model may degrade performance. In this paper, we present a data-driven supervisory EMS for PHEVs that aims at improving the real-world PHEV energy efficiency via Vehicle-to-Cloud (V2C) connectivity, by utilizing real-world trip data sets.

The main contribution of this paper is twofold. First, we propose a two-layer EMS framework that systematically provides a real-time, near-optimal solution using historical data via V2C connectivity. Second, we utilize more than 3000 miles of real-world driving data, that include not only the GPS and speed traces, but also traffic conditions and accurate measurements of the vehicle energy consumption, including auxiliary power, fuel flow, battery voltage and current, and speed and torque readings from the on board machines. This increases the fidelity of our simulation results. We show that the proposed algorithm achieves, on three selected routes, 3.3%, 7.3%, and 6.5% improvement in average MPGe when compared to a baseline EMS, and 1.3%, 2.6%, and 2.0% deterioration of average MPGe when compared to the optimal, non-causal EMS computed by dynamic programming (DP).

This paper is structured as follows. Section 2 describes a PHEV powertrain model used in this study. Section 3 presents the overall architecture of the proposed controller and explains each control layer in detail. Section 4 explains the collected real-world driving data and how model validation is performed. In Section 5, we provide simulation results based on the proposed EMS. Section 6 discusses the implication of this research and addresses some directions for the future works.

2. POWERTRAIN MODEL

The powertrain architecture used in this study is a pre-transmission parallel hybrid as shown in Fig. 1. It consists of an internal combustion engine, electric motor, hybrid starter generator (HSG), mechanical belt, clutch unit, transmission unit, and high voltage battery. Solid connections between components in Fig. 1 represent mechanical connections and dotted connections represent electrical connections. In this section, the powertrain model used for control design and simulations is introduced.

In the powertrain model, we make the following assumptions: (i) the transient actions of engaging the clutch and starting up the engine are simultaneous and instantaneous; (ii) torque responses of the engine and motor and gear shifts are instantaneous; (iii) the HSG is only used to start the engine (i.e. the HSG draws electrical energy whenever the engine state is switching from off to on).

At time $t$, Euler-discretized state equations with sampling time $t_s$ can be defined as

$$
SOC(k + 1 | t) = SOC(k | t) - t_s V_{oc}(k | t) - \frac{4 R_b(k | t) P_b(k | t)}{2 R_b(k | t) Q_b},
$$

where $SOC$ is the battery state of charge; $V_{oc}$ and $R_b$ are the battery open-circuit voltage and internal resistance, respectively; both are nonlinear functions of the SOC; $P_b$ is the battery power; $Q_b$ is the battery capacity; both $e_{state}$ and $e_{switch}$ are boolean variables, which are the engine status and switch, true when the engine is on and commanded to be on, respectively. More details on the model above can be found in Guzzella and Sciarretta [2013].

The electrical battery power can be expressed as follows:

$$
P_b(k | t) = P_m(k | t) + P_{HSG} (k | t) + P_{aux} (k | t),
$$

where $P_m$, $P_{HSG}$, and $P_{aux}$ denote electric motor power, HSG power, and auxiliary electric loads, respectively. The electric motor power $P_m$ is computed as

$$
P_m(k | t) = \frac{T_m(k | t) \omega_m(k | t)}{\eta_m(T_m(k | t), \omega_m(k | t))}
$$

where $T_m$ is the electric motor torque, $\omega_m$ is the electric motor speed, $\eta_m$ is the electric motor efficiency (a nonlinear function of $T_m$ and $\omega_m$). While $P_{HSG}$ can take both positive and negative values, in this work we restrict it to the positive domain; in particular, the machine only
operates as a starter for the internal combustion engine, drawing a constant power from the battery for a half of a second at every engine startup event.

The internal battery power, $P_q$, is used in this study, and it is the time derivative of the battery energy as defined in the work of Murgovski et al. [2012]. The engine power $P_f$ and the corresponding fuel rate $\dot{m}_f$ are given by

$$P_f(k|t) = \frac{T_e(k|t)\omega_e(k|t)}{\eta_e(T_e(k|t), \omega_e(k|t))} e_{\text{state}}(k|t),$$

$$\dot{m}_f(k|t) = \frac{P_f(k|t)}{\lambda_f},$$

where $T_e$ and $\omega_e$ are the engine torque and engine speed, $\eta_e$ is the engine efficiency (a nonlinear function of $T_e$ and $\omega_e$), $\lambda_f$ is the fuel lower heating value. From assumption (i), $\omega_m = \omega_e$ when the clutch is engaged (i.e., $e_{\text{state}}(k|t) = 1$).

The traction torque is modeled as

$$T_d(k|t) = g_t(k|t)\eta_m(T_m(k|t) + c_{\text{on}}\eta_c T_c(k|t)),$$

where $T_d$ denotes the demanded torque at the wheel. Symbols $\eta_m$ and $\eta_c$ denote the transmission and clutch efficiency, respectively; $c_{\text{on}}$ is a boolean variable, true when the clutch is closed; $g_t$, $i = 1, \ldots, 6$ is the gear ratio corresponding to the $i$th gear number. In the powertrain model, $\eta_m$ and $\eta_c$ are assumed to be constant, and $c_{\text{on}}$ is the same variable as $e_{\text{state}}(k|t)$ based on assumption (i).

In summary, the states and inputs for the powertrain model are $x = [\text{SOC} e_{\text{state}}]^T$ and $u = [T_e e_{\text{switch}}]^T$, respectively, and the disturbances are $w = [P_{\text{aux}} T_d]^T$.

### 3. CONTROLLER DESIGN

The overall architecture of the proposed EMS design is shown in Fig. 2. In the cloud layer, the powertrain control training system computes the optimal value function for each historical trip by DP. From cloud data services, real-time traffic forecasts are sent to the powertrain control training system. Using the historical optimal value functions and the real-time forecasts, control parameters, which approximate the computed optimal value functions, are computed with a supervised learning algorithm. Finally, the resulting control parameters are sent to the on-board layer via V2C connectivity. In the on-board layer, the real-time powertrain control problem is solved using an MPC scheme using an approximated value function as a compressed representation of long-term information about the rest of the trip. This way, the on-board real-time powertrain control system can be long-sighted while only performing low-complexity local optimization in real-time. The control parameters can be updated along the route continuously.

#### 3.1 Offline computation with Dynamic Programming (The Cloud Layer)

The objective of the EMS for PHEVs is energy efficiency. This is achieved by minimizing the total energy consumption for the overall trip. Miles Per Gallon equivalent (MPGe) is used as the metric to evaluate energy consumption in this work [EPA]. Every time the cloud layer receives the data for a completed trip, it solves the following discrete deterministic optimal control problem using the Bellman realization (Bertsekas [2017]).

$$\min_{u(0|0), \ldots, u(N_f-1|0)} \sum_{k=0}^{N_f-1} c(x(k|0), u(k|0), w(k|0)),$$

subject to

$$x(0|0) = x_0,$$

$$x(k+1|0) = f(x(k|0), u(k|0), w(k|0)),$$

$$0 = h(x(k|0), u(k|0), w(k|0)),$$

$$x(k|0) \in X, u(k|0) \in U,$$

$$\forall k \in [0, 1, \ldots, N_f - 1],$$

where the objective function $c$ is the sum of fuel power $P_f$ and battery internal power $P_q$ converted into gallon equivalent unit, $x_0$ represents the initial state of the powertrain, i.e., SOC and an engine state, $N_f$ is the final time step, $f$ represents the battery SOC and the engine dynamics as shown in (1a-3), $h$ represents traction torque constraints as shown in (5). The state constraint $X$ is expressed as

$$\text{SOC}^{\text{min}} \leq \text{SOC}(k|0) \leq \text{SOC}^{\text{max}},$$

where $\text{SOC}^{\text{min}}$ and $\text{SOC}^{\text{max}}$ are predefined parameters. The input constraint, $U$, can be expressed as

$$T_d^{\text{min}}(k|0) \leq T_d(k|0) \leq T_d^{\text{max}}(k|0),$$

where the torque bounds $T_d^{\text{min}}$ and $T_d^{\text{max}}$ depend on the axle speed. In (6a), $P_f$ represents the fuel power as defined in 4a and $P_q$ represents the internal battery power as described in section 2.

Then the following Bellman equation is solved recursively backwards in discrete time.

$$V_k^*(x(k|0)) = \min_{u(k|0) \in U} c(x(k|0), u(k|0), w(k|0)) + V_{k+1}^*(f(x(k|0), u(k|0), w(k|0))),$$

where $V_{k+1}^*$ is the optimal value function at the next time step. The resulting optimal value functions along with granular trip data are saved in the cloud layer.

#### 3.2 Approximating Value Function (The Cloud Layer)

The computed value functions and the trip data are used to train control parameters. To approximate the value functions, a supervised learning algorithm, specifically a linear regression is used as follows:
\[
\begin{align*}
    r(k|0) &= \arg\min_r \left( \hat{V}_k(x^*(k|0), r) - V_k^*(x(k|0)) \right)^2, \\
    \hat{V}_k(x^*(k|0), r(k|0)) &= \sum_{i=1}^{m} r_i(k|0) \cdot x_i^*(k|0).
\end{align*}
\]

where 
\[
    x^* \text{ represents feature states (which will be described later in this section); } \\
    \hat{V}_k \text{ is an approximated value function; } r \text{ is a parameter (weight) vector; } x_i^* \text{ and } r_i \text{ are the } i^{th} \text{ component of } x^* \text{ and } r, \text{ respectively. } k \text{ is position to handle different travel duration of different trips on the same route.}
\]

The feature states \( x^* \) include powertrain states (SOC and engine status), vehicle information (such as vehicle speed), and environment features (such as an estimated time left until the destination). The quality of the approximation \( \hat{V}_k(x^*, r) \) depends on the choice of feature states. The following 7 feature states have been considered in this study, because they can be considered as driving pattern factors that affect energy usage Ericsson [2001]: SOC, engine status, average auxiliary electric loads, fuel consumption, average speed, average acceleration, and estimated time left.

### 3.3 On-board Powertrain Control (The On-board Layer)

In the on-board layer, a MPC scheme is used to solve the real-time powertrain control problem. At each time step, \( t \), the on-board layer, the following MPC problem of prediction horizon \( N_h \) is solved and the first element of the resulting input sequence, \( u(0|t) \), is applied to the system.

\[
\begin{align*}
    \min_{u(0|t), \ldots, u(N_h-1|t)} \sum_{k=0}^{N_h-1} \left \{ c(x(k|t), u(k|t), w(k|t)) \right. \\
    &\left. + \hat{V}_{k+1}(x^*(k+1|t), r(k+1|t)) \right \}, \\
    \text{s.t.} &\quad x(k|t) = x_t, w(k|t) = w_t, r(k+1|t) = r_t, \quad (12a) \\
    &\quad x(k+1|t) = f(x(k|t), u(k|t), w(k|t)), \quad (12b) \\
    &\quad 0 = h(x(k|t), u(k|t), w(k|t)), \quad (12c) \\
    &\quad x(k+1|t) \in X, u(k|t) \in U, \quad (12d) \\
    &\quad k \in [0, 1, \ldots, N_h - 1], \quad (12f)
\end{align*}
\]

where \( x_t, w_t, \) and \( r_t \) are given states, disturbances, and a control parameter vector at each time step, \( t \).

### 4. REAL-WORLD DRIVING DATA AND MODEL VALIDATION

In this section we briefly describe the real-world trip data used in the next section to validate the proposed data-driven EMS. The trip data sets were collected from two identical test vehicles on three different routes in California. The three (round-trip) routes are: (i) Fremont to Berkeley, (ii) Irvine to Chino, and (iii) Highland to Chino, and hereafter are labeled as Fremont route (65 miles), Irvine route (75 miles), and Highland route (71 miles), respectively. Each route is associated with 16 trips, yielding about 3400 miles of data. The trip data includes GPS traces (GNSS 2.5 meters accuracy, according to Cohda [2019]) and measurements from vehicle sensors and estimators. In particular, the measurements include the speed and torque of the gear box input shaft, the electric motor, the internal combustion engine torque, and the hybrid starter generator. While the torque signals are generally not directly measured, but only estimated from other measured signals, the availability of granular speed and torque data allows to more directly evaluate how the proposed EMS impacts powertrain efficiency.

The sensors include a high accuracy fuel flow meter and an array of high accuracy current sensors (measuring the current of the air conditioning unit, the high voltage battery, the low voltage battery, and the on-board data acquisition system), that were installed on the test vehicles to precisely measure the energy consumption. All the real-world trip data sets are collected from a powertrain system that implements a CD-CS strategy. Its measured energy consumption is used as the baseline in this study.

Figure 3 shows samples of measured speed profiles, battery SOC and terrain elevation profiles collected on the Irvine route, showing the effect of (a) morning traffic and (b) afternoon traffic.

In this work, MATLAB is used to simulate the proposed controller and the powertrain dynamics with the mathematical models as described in Section 2. Most of the constants and nonlinear functions used in the powertrain mathematical model are provided from the manufacturer of the vehicle, and the ones not given or not matched are fitted using a regression utilizing our granular data sets.
This is done with 20% of the Fremont data set and 20% of the Irvine data set. The simulated powertrain dynamics takes as inputs the engine torque and switch, the auxiliary power usage, and the demanded torque, and outputs the fuel rate, SOC and engine status.

The powertrain model is then validated using real-world driving data and is shown in Table 1. Table 1 shows the average MPGe over all trips for each route. The validation result demonstrates that our simulated powertrain dynamics is close to real-driving data.

Table 1. Model validation results for Fremont, Irvine, and Highland routes

| Routes       | Tot. Miles | Measured MPGe | Simulated MPGe | Avg. Error (Std.) [%] |
|--------------|------------|---------------|----------------|-----------------------|
| Fremont      | 1041       | 61.3          | 60.9           | 0.6 (0.6)             |
| Irvine       | 1270       | 82.4          | 82.1           | 0.4 (0.6)             |
| Highland     | 1137       | 82.2          | 83.0           | -1.0 (0.6)            |

5. SIMULATION RESULTS AND ANALYSIS

The closed-loop simulation for the proposed EMS is obtained in four steps: (i) all driving profiles are pre-computed using DP approach and their optimal value functions and state features are stored; (ii) once a target driving profile is selected, the powertrain control training system trains control parameters based on all driving profiles from the same route except the target driving profile; (iii) the on-board powertrain control system solves the MPC powertrain control problem, using the approximated value function which is based on the computed control parameters and current state features; (iv) the computed control inputs are sent to the powertrain dynamics, closing the loop.

To emphasize the effectiveness of the proposed control strategy, an additional predictive EM strategy is simulated, and it is designed as follows: (i) the representative SOC profile is obtained for each route by averaging the desired SOC profiles computed from the DP solutions; (ii) Adaptive ECMS (A-ECMS) strategy is then used to follow the representative SOC profile as in Yu et al. [2011]. The sampling time for the proposed EMS and the A-ECMS is set to 200 ms, and $N_p$ is set to 1 to balance computation with confidence in $V$.

The simulation results for the proposed EMS control design for all collected driving profiles are shown in Fig. 4 and Table 2. As shown in Fig. 4 and Table 2, the proposed EMS improves energy performance by 3.3%, 7.3%, and 6.5% on average for the Fremont, Irvine, and Highland routes respectively, when compared to the baseline EMS (CD-CS). Additionally, it improves energy performance by 1.3%, 1.2%, and 1.9%, respectively, when compared to the designed A-ECMS, but it deteriorates performance by 1.3%, 2.6%, and 2.0%, respectively, when compared to the optimal, non-causal EMS computed by DP. Figure 5 demonstrates one example of SOC profile comparison for the Highland route (Fig case in Fig. 4(c)). As we can observe from travel distance around 20 miles to 40 miles, A-ECMS tries to follow its SOC reference trajectory while the proposed EMS exhibits a near-optimal SOC trajectory, which allows the proposed EMS to outperform the designed A-ECMS. However, from travel distance around 42 miles to 58 miles, the proposed EMS deviates away from an optimal trajectory causing deterioration in the energy performance from DP.

In Fig. 4(b), driving profiles from #1 to #7 represent afternoon traffic data and from #8 to #16 represent morning traffic data. The average energy saving in the afternoon scenarios (8.8% for the proposed EMS, 7.4% for A-ECMS, and 12.0% for DP) is slightly higher than in the morning scenarios (5.7%, 4.4%, and 7.3%, respectively). A possible explanation for this difference is that, in the morning traffic, the second half of the driving cycle is at high-speed, which is relatively efficient even in charge sustaining mode, thereby reducing the margin for improvement for the proposed EMS.

Table 2. The proposed EMS simulation results.

| Routes       | Measured MPGe | A-ECMS MPGe | Data-driven EMS MPGe | DP MPGe |
|--------------|---------------|-------------|----------------------|---------|
| Fremont      | 61.3          | 62.5        | 63.4                 | 64.3    |
| Irvine       | 82.4          | 88.2        | 89.4                 | 92.2    |
| Highland     | 82.2          | 86.3        | 88.1                 | 90.0    |

6. CONCLUSIONS AND FUTURE WORK

In this work, a data-driven supervisory energy management strategy (EMS) for plug-in hybrid electric vehicles (PHEVs) is presented. The proposed EMS consists of two layers, a cloud layer and an on-board layer. In the cloud layer, a global optimization is solved using real-world trip data to learn EMS policy parameters. Using V2C connectivity, the cloud layer services the policy parameters for a
The proposed EMS is then evaluated using a high-fidelity powertrain simulation model, which has been validated on real world driving data. For collected trip data on three commuting routes in California, the proposed EMS shows 3.3%, 7.3%, and 6.5% improvement in average MPGe when compared to a baseline EMS, and 1.3%, 1.2%, and 1.9% improvement when compared to the designed A-ECMS, and loses only 1.3%, 2.6%, and 2.0% compared to an optimal, non-causal EMS computed by dynamic programming. Future work includes hardware-in-the-loop experiments and studying the effectiveness of various supervised learning methods. We will also evaluate the effectiveness of the learned policies on routes that we have not traveled yet.
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