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In this work, we present a Gauss-Newton based quantum algorithm (GNQA) for combinatorial optimization problems that, under optimal conditions, rapidly converges towards one of the optimal solutions without being trapped in local minima or plateaus. Quantum optimization algorithms have been explored for decades, but more recent investigations have been on variational quantum algorithms, which often suffer from the aforementioned problems. Our approach mitigates those by employing a tensor product state that accurately represents the optimal solution, and an appropriate function for the Hamiltonian, containing all the combinations of binary variables. Numerical experiments presented here demonstrate the effectiveness of our approach, and they show that GNQA outperforms other optimization methods in both convergence properties and accuracy for all problems considered here. Finally, we briefly discuss the potential impact of the approach to other problems, including those in quantum chemistry and higher order binary optimization.

I. INTRODUCTION

The combinatorial optimization models are versatile, and they play an important role in many industry relevant problems. Therefore, various mathematical approaches have been proposed to build such models [1,2]. Notably, one of the most effective analytical approaches is to formulate the problem as a continuous optimization problem, a strategy that is still been actively investigated [3,4].

More recently, algorithms for optimization problems that seek to take advantage of quantum computers have been proposed. Many of them are variational quantum algorithms (VQA) [7,9], designed to solve the problem as a continuous optimization problem, similar to the above mentioned approach. Two widely studied VQA for combinatorial optimization problems are variational quantum eigensolver (VQE) [10] and quantum approximate optimization algorithm (QAOA) [11]. Notably, there have been recent efforts to improve upon the performances of these VQAs [12,13]. Although, we have not seen a clear evidence, supporting the advantage of these quantum algorithms over their classical counterparts, VQAs have paved the way for demonstrating the potential of real quantum processors through relevant scientific experiments.

VQAs have adopted many advantageous traits from continuous optimization problems, but there are two notable problems. (1) VQAs deal with nonlinear continuous optimization problems, making them vulnerable to problems such as local minima and barren plateau [9,14]. The local minima decrease accuracy, and the barren plateau reduces computational efficiency, both of which are problematic. (2) If the target Hamiltonian is close to a general real symmetric matrix with no symmetric structure, many circuit parameters are required. In the worst case scenario, the number of circuit parameters needed will exceed the advantage gained by the use of quantum computers.

In this work, we propose a Gauss-Newton based quantum algorithm (GNQA) for quadratic unconstrained binary optimization (QUBO), a particular class of combinatorial optimization problem of great interest. We show that this approach enables fast and stable convergence to one of the optimal solutions without being trapped in local minima or plateau.

To begin, we employ an ansatz parameterized by N parameters, where N is the size of the QUBO problem. This means the dimension of the problem is only logarithm of the Hilbert space of the Hamiltonian. Note that for QUBO problems, this ansatz can accurately represent one of the optimal solutions.

Next, we describe the advantage of our algorithm that is based on the Gauss-Newton method. The ansatz that we use circumvents the problem of matrix inversion that limits the use of the method for large-scale problems. In general, the Gauss-Newton method shows quadratic convergence in the neighborhood of the solution. However, it requires the gradient and the inverse of the Gaussian matrix (or equivalently, the Fisher information), limiting its potential applicability in various industry relevant problems. Remarkably, the inverse of the Gaussian matrix in our representation is just the identity matrix. In addition, gradients are easily obtained using the parameter-shift rule [15,18].

Finally, we incorporate the advantage of the inverse power iteration algorithm, seen in eigenvalue algorithms, into the iterative process of the Gauss-Newton method. This method converges to the optimal solution without being trapped in local minima or plateaus in a small number of steps. We note that the transformation of the Hamiltonian using nascent delta functions or hyper functions plays an important role, and they can be efficiently constructed on a quantum computer [19,21].

In this work, we investigated the potential of GNQA on various practical examples, such as the max cut problem, by measuring its performance against other quantum optimization algorithms. The result presented here...
will show that our method outperforms other approaches in both convergence properties and accuracy for all problems considered here. Finally, our approach also shows great promise in other important areas, including higher-order optimizations and quantum chemical calculations. We will briefly discuss such potentials.

Our paper is organized as follows. We will briefly introduce quadratic unconstrained binary optimization problem in the next section. In Sec. III, we will show that our wavefunction is constructed as a tensor product state, and using such a state, we can propose efficient quantum-inspired algorithms that can be executed on classical computers. Then, we will show that our method outperforms other approaches associated with local minima or plateau. Such problems will be addressed in the next section.

II. PRELIMINARIES: QUADRATIC UNCONSTRAINED BINARY OPTIMIZATION PROBLEM

We begin with a brief introduction of quadratic unconstrained binary optimization (QUBO) problem, which is expressed as

\[
\begin{align*}
\text{minimize} & \quad x^T Q x \\
\text{subject to} & \quad x_j \in \{0, 1\} \quad (j = 0, \ldots, N - 1),
\end{align*}
\]

(1)

where \(Q = (q_{ij})_{i\leq j}\) is an \(N \times N\) upper triangular matrix and \(x = (x_j)_{0 \leq j < N}\) is a binary vector of \(\mathbb{R}^N\). To proceed, the problem is converted into the Ising model with the Hamiltonian defined as

\[
H = \sum_i h_i \sigma_i^z + \sum_{i < j} q_{ij} \sigma_i^+ \sigma_j^-, \quad (2)
\]

where \(\sigma_i^z\) is a Pauli matrix acting on the \(i\)-th qubit, and \(h_i\) is defined as

\[
h_i = - \sum_j (q_{ij} + q_{ji}). \quad (3)
\]

Here, \(H\) is a linear operator acting on the \(2^N\)-dimensional Hilbert space \(\mathcal{H} = \mathbb{R}^{2^N}\). Throughout this paper, we identify the Hilbert space \(\mathcal{H}\) with \(\mathbb{R}^M, M = 2^N\). In particular, the Hamiltonian \(H\) is represented as a diagonal matrix by identifying \(\mathcal{H} \simeq \mathbb{R}^M\).

Finally, we have the following optimization problem

\[
\begin{align*}
\text{minimize} & \quad \langle \xi | H | \xi \rangle \\
\text{subject to} & \quad ||\xi|| = 1, \quad |\xi\rangle \in \mathcal{H}.
\end{align*}
\]

(4)

which can be expressed as

\[
\min_{x \in \{0, 1\}} x^T Q x = \frac{1}{4} \left( -H_0 + \min_{||\xi|| = 1} \langle \xi | H | \xi \rangle \right). \quad (5)
\]

Here \(H_0\) is given by

\[
H_0 = -2 \sum_i q_{ii} - \sum_{i < j} q_{ij}. \quad (6)
\]

It is important to note that there is a correspondence between the left and the right solutions of Eq. (5). Assuming no degeneracy, the right optimal solution can be represented as a one-hot vector \(|\xi_{\text{sol}}\rangle = (0, \ldots, 0, 1, 0, \ldots, 0)\) in \(\mathcal{H} \simeq \mathbb{R}^M\), i.e., one of the orthonormal bases. Then, the index of the element with \(|\xi_{\text{sol}}\rangle\) of 1 corresponds to the decimal representation of the binary vector, the left solution.

III. AN EFFICIENT VARIATIONAL ALGORITHM

The main result of this section is to show that our wavefuction is expressed as a tensor product state. We will also show that quantum-inspired algorithms constructed using such a state, namely the gradient descent method, the modified Newton’s method, and the natural gradient method, are powerful algorithms for combinatorial optimization problems, executed on classical computers. However, they still suffer from problems associated with local minima or plateau. Such problems will be addressed in the next section.

A. A Representation of the Optimal Solution

Here, we propose a variational approach to solve Eq. (4) using a state parameterized by \(N\) circuit parameters, \(|\varphi(\theta)\rangle\). If the optimal solution is non-degenerate, \(|\varphi(\theta)\rangle\) can be expressed as the following tensor product state,

\[
|\varphi(\theta)\rangle = |s(\theta_0)\rangle \otimes \cdots \otimes |s(\theta_{N-1})\rangle, \quad (7)
\]

where \(|s(a)\rangle = (\cos(a), \sin(a))\) and \(\theta_j = (\theta_j)_{0 \leq j < N}, 0 \leq \theta_j \leq \frac{\pi}{2}\). Otherwise, the solution can be expressed as a superposition of eigenstates \(|\xi_j\rangle\) having the lowest eigenvalues,

\[
|\xi_{\text{sol}}\rangle = \sum_j \tau_j |\xi_j\rangle, \quad (8)
\]

where \(\sum_j |\tau_j|^2 = 1\). Note that Eq. (7) represents a pure state exactly, and thus, our approach works well for QUBO problems.

Given the above tensor product state, we now discuss the computational complexity of our algorithm. The majority of the burden is placed on the calculation of the expectation value of the Hamiltonian \(H\) with respect to \(|\varphi(\theta)\rangle\), which can be expressed using harmonic functions.
in a following manner,
\[
\langle \varphi(\theta) | H | \varphi(\theta) \rangle = \sum_{i<j} q_{ij} \cos(2\theta_i) \cos(2\theta_j) - \sum_{i\leq j} q_{ij} (\cos(2\theta_i) + \cos(2\theta_j)).
\]

Let $K = [0, \pi/2]^N$ denote the parameter space. Then, the maximum principle states that the optimal solution can be found at one of the vertices of $K$, where the above tensor product state becomes an orthonormal basis for $\mathbb{R}^N$. Clearly, the computational cost of Eq. (9) is $O(N^2)$, not $O(M)$, where $M$ is the dimension of the Hilbert space. Furthermore, if the matrix $Q$ of the QUBO problem is sparse with $\kappa$ non-zero elements, it is possible to compute the expectation values with $O(\kappa)$ complexity.

Now, the optimization problem of Eq. (4) can be reformulated with a parametrized state to give
\[
\text{minimize } x^T A x + b \cdot x
\]
subject to $x_k = \frac{1}{2} (1 - \cos(2\theta_k))$,

where $A$ is a matrix derived from the off-diagonal elements of $Q$ and $b$ is a vector of diagonal elements of $Q$. We expressed the solution of Eq. (4) with the optimized parameter $\theta^*$ as $|\xi^*\rangle = |\varphi(\theta^*)\rangle$. Finally, using $\theta^*$ we also obtain the solution of Eq. (10),
\[
x^* = \frac{1}{2} (1 - \cos(2\theta^*)),
\]
which is a binary vector. Note that the function on the right hand side is a component-wise function.

B. Gradient Descent Method

The variational ansatz (Eq. (7)) allows us to reformulate Eq. (4) as a continuous optimization problem,
\[
\min_{\theta \in K} L(\theta),
\]
where $L(\theta) = \langle \varphi(\theta) | H | \varphi(\theta) \rangle$. Then, the gradient descent method for the objective function $L$ is given by
\[
\theta^{(n+1)} = \theta^{(n)} - \eta \nabla L(\theta^{(n)}),
\]
where $\eta$ is a step size. Note that in many variational methods, the initial state is typically set to $\varphi_{\text{ini}} = \varphi(\theta^{(0)})$, where $\theta^{(0)} = (\pi/4, \cdots, \pi/4)$.

It follows from Eq. (10) that the computational complexity in obtaining the gradient of $L$ is also $O(N^2)$, making the gradient descent approach tractable on a classical computer. In fact, if we set $y = \nabla L(\theta)$, the $j$-th element of $y$ is given by
\[
y_j = 2 \sin(2\theta_j) \left(2q_{jj} + \sum_{k=1}^{N-1} \tilde{q}_{jk}(1 - \cos(2\theta_k))\right),
\]
where
\[
\tilde{q}_{jk} = \begin{cases} q_{jk} & j \leq k, \\ q_{kj} & j > k. \end{cases}
\]

Moreover, if the matrix $Q$ is sparse with $\kappa$ non-zero elements, the complexity can be reduced even further to $O(\kappa)$ by using the following update formula for $(j, k)$, where $q_{j,k} \neq 0$ and $y$ is initially set to 0:
\[
y_j \leftarrow y_j + \begin{cases} 2q_{jk} \sin(2\theta_j) & j = k, \\ 2q_{jk} \sin(2\theta_j)(1 - \cos(2\theta_k)) & j > k. \end{cases}
\]
\[
y_k \leftarrow y_k + \begin{cases} 2q_{jk} \sin(2\theta_k) & j = k, \\ 2q_{jk} \sin(2\theta_k)(1 - \cos(2\theta_j)) & j > k. \end{cases}
\]

Although this algorithm can be efficiently executed on a classical computer, as demonstrated above, we are still faced with the following challenges. (1) A large number of iterations are required to find an accurate solution. This problem becomes more pronounced with the presence of barren plateau [5,13]. (2) Presence of local minima or stationary points can affect the accuracy.

Such problems have been extensively studied, and various algorithms have been proposed to overcome the challenges. For example, acceleration methods, such as the standard momentum method, Nesterov’s Accelerated method [22, 23], or ADAM [24], help mitigate problems associated with barren plateau. Quasi-Newton methods such as the BFGS [25, 26] are also used for the same purpose. To mitigate the problems associated with local minima, the Basin-Hopping algorithm [24], which incorporates local minimization steps within the global optimization in a stochastic manner, has enjoyed great success. Moreover, the Bayesian optimization [28] is another similar global optimization technique.

C. Modified Newton’s method

We now describe an effective method that employs the information of both the gradient and its Jacobian, namely the Hessian of $L$, to optimize the convergence behavior of our algorithm. Using the state given by Eq. (7), we can efficiently apply the Newton’s method and find a shortest path to a point on the Riemannian manifold where $\nabla L(\theta) = 0$ (see Appendix A). However, it is important to note that this solution is not necessarily the optimal solution.

Another advantage of our formulation is that the Hessian of the objective function $L$ can be computed efficiently. By setting $Y$ as the Hessian of $L$, we arrive at the update rule based on the Newton’s method
\[
\theta^{(n+1)} = \theta^{(n)} - Y(\theta^{(n)})^{-1} \nabla L(\theta^{(n)}),
\]
which has the following formulae for computing the ele-
We plot the convergence behavior of the gradient descent method (blue dashed dotted line) and the modified Newton’s method (orange solid line) for different QUBO problems of varying size $N$. The problems employed were (a) a benchmark QUBO problems and three other QUBO problems including (b) a quadratic assignment problem ($N = 10000$), (c) a traveling salesman problem ($N = 22201$), and (d) a $N$-queens problem ($N = 32761$).

It is important to note that this algorithm shows quadratic convergence in the neighborhood of the solution. Note that in these calculations the algorithm was not able to find the optimal solution. However, one could improve the result of these calculations by using a better initial point or incorporating the gradient descent method. Note that in these calculations the algorithm was not able to find the optimal solution. However, one could improve the result of these calculations by using a better initial point or incorporating the gradient descent method.

Then, we can employ iterative methods such as MINRES [33–34] to get $\hat{Y}^{-1}v$. Finally, we use the inverse of the diagonal matrix consisting of $\text{diag}(\hat{Y})$ as the preconditioner for MINRES. This is valid since the off-diagonal elements of $\hat{Y}$ vanish as $\theta$ approaches the solution. In many cases, we observed that such a preconditioner considerably improves the rate of convergence, especially in the neighborhood of solution.

There are two main advantages to this approach; (1) the method is efficient even executed on classical systems, and (2) it converges faster than the gradient descent method. However, the method still has problems associated with local minima.

To demonstrate the efficiency of the modified Newton’s method, its performance was compared against the gradient descent method. The result is shown in Fig. 1. To obtain these results we employed (a) a benchmark QUBO problems of size $N = 2500$ found in OR-library [35] and three other QUBO problems [36] that include (b) a quadratic assignment problem ($N = 10000$), (c) a traveling salesman problem ($N = 22201$), and (d) a $N$-queens problem ($N = 32761$). For all examples, the modified Newton’s approach exhibits faster convergence and better accuracy compared with the gradient descent method. Note that in these calculations $\theta$ was initially set to $(\pi/4, \ldots, \pi/4)$, and with such a condition, the algorithm was not able to find the optimal solution.

However, one could improve the result of these calculations by using a better initial point or incorporating global optimization techniques like the ones discussed in Refs. [27–29, 37]. They are implemented in the libraries SciPy and Optuna [39].
D. Generalized natural gradient method for eigenvalue problems

The VQE solves the optimization problem by minimizing the Rayleigh quotient as formulated in Eq. \(31\). Alternatively, we can obtain the ground state by solving the following non-linear equation:

\[
(H - E_0) |\xi\rangle = 0, \tag{24}
\]

where \(E_0 = \lambda_0 I\) is the ground state energy of \(H\). Now we will formulate Eq. \(21\) as an optimization problem, and we begin with the following eigenvalue problem:

\[
\begin{aligned}
\text{minimize} & \quad \langle \xi | (H - E_0) |\xi\rangle \\
\text{subject to} & \quad \|\xi\| = 1, \quad \xi \in \mathcal{H}. \tag{25}
\end{aligned}
\]

In our approach, we employ \(|\varphi(\theta)\rangle\) defined by Eq. \(7\) to obtain the following objective function

\[
\hat{L}(\theta) = \langle \varphi(\theta) | (H - E_0) |\varphi(\theta)\rangle. \tag{26}
\]

Then, we set up the equation \(F = 0\) by introducing

\[
F(\theta) = \frac{\partial \hat{L}(\theta)}{\partial \varphi(\theta)} = 2(H - E_0) |\varphi(\theta)\rangle. \tag{27}
\]

Additionally, we define the positive definite symmetric matrix

\[
G = J_{\varphi}^T J_{\varphi} = 2J_{\varphi}^T (H - E_0) J_{\varphi} = 2\left(J_{\varphi}^T H J_{\varphi} - E_0\right), \tag{28}
\]

where \(J_{\varphi}\) and \(J_{\varphi}\) denote the Jacobi matrices in terms of \(\varphi\) and \(F\), respectively, namely,

\[
J_{\varphi}(\theta) = \frac{\partial}{\partial \theta} |\varphi(\theta)\rangle, \quad J_F(\theta) = \frac{\partial}{\partial \theta} F(\theta). \tag{29}
\]

Note that here we use the relation \(J_{\varphi}^T J_{\varphi} = I\), which can be derived from a straightforward calculation.

Using \((K, G)\) as a Riemannian manifold, we can define the gradient descent method on this curved space by

\[
\theta^{(n+1)} = \theta^{(n)} - \eta \nabla_G \hat{L}(\theta^{(n)}), \tag{30}
\]

where

\[
\nabla_G = G^{-1} \nabla. \tag{31}
\]

Under the condition that the distance, given in terms of the Riemannian metric \(G\),

\[
\|\theta\|_G = \theta^T G \theta, \tag{32}
\]

is constant, the direction which maximizes the change of the objective function \(\hat{L}\) is \(\nabla_G \hat{L}\). Note that this approach is equivalent to the natural gradient method \([10, 42]\) that is often used in the field of machine learning and deep learning with the least squares method.

One of the advantages of natural gradient method is its property to avoid plateaus. Moreover, when \(\eta = 1\), this method can be viewed as a way to formulate the eigenvalue problem given above as a Gauss-Newton method. Notably, the method shows a quadratic convergence behavior in the neighborhood of the solution if the optimal solution satisfies the condition that \(F = 0\). The convergence behavior of the Gauss-Newton method has been extensively studied \([13, 44]\).

It is worthwhile to note the difference between the Newton’s method discussed in Sec. III C and the natural gradient method of this section. The Newton’s method identifies the closest region, satisfying \(\nabla L = 0\), from the initial starting point, and it gives the shortest path to that region. On the other hand, the natural gradient approach based on Eq. \(25\) identifies the point satisfying \(F = 0\), and it provides the optimal path to that point. This difference will be highlighted in later examples (see Fig. 3 in Sec. V).

The computational cost of our method depends on the problem size \(N\), which is equivalent to the modified Newton’s method (Sec. III C). \(|\varphi| = 1\) implies \(J_{\varphi}^T |\varphi\rangle = 0\), and therefore, we have

\[
\nabla \hat{L}(\theta) = \nabla L(\theta) - \lambda_0 J_{\varphi}^T (\theta) |\varphi(\theta)\rangle = \nabla L(\theta). \tag{33}
\]

Clearly, the computational cost to obtain the gradient of \(\hat{L}\) and \(L\) is equivalent. Now, if we define \(\tilde{G}\) as \(\tilde{G} = J_{\varphi}^T H J_{\varphi}\), it can be explicitly computed using the following formula:

\[
\tilde{G}_{kk}(\theta) = \sum_{i \leq j} q_{ij} C_{ki} C_{kj} - \sum_{i < j} q_{ij} (C_{ki} + C_{kj}) \tag{34}
\]

\[
\tilde{G}_{k,j}(\theta) = q_{kl} \sin(2\theta_k) \sin(2\theta_l) \quad (k \neq l), \tag{35}
\]

where

\[
C_{kj} = \begin{cases} 
\cos(\pi - j \theta) & j = k \\
\cos(j \theta) & j \neq k
\end{cases} \tag{36}
\]

\(G\) is related to the Hessian \(Y\), discussed in the previous section, by

\[
G = Y_0 + \frac{1}{2} Y_1 + 2(L - \lambda_0), \tag{37}
\]

where \(Y_0\) and \(Y_1\) are matrices consisting of diagonal and off-diagonal elements of \(Y\), respectively. Thus, the computational complexity in obtaining \(G\) is \(O(N^2)\), or \(O(\kappa)\) in the case of sparse \(Q\) with \(\kappa\) non-zero elements. As discussed previously, the iterative methods are more advantageous in computing the inverse of \(G\) because the computational cost of the matrix-vector multiplication in terms of \(G\) is essentially the same as that of \(Y\) due to Eq. \(37\).

The disadvantage of the method is that the information about the minimum eigenvalue \(E_0\) must be known priori. While there is an accurate way to compute \(E_0\) through exponentiation of the Hamiltonian, here we introduce an alternative statistical way to estimate \(E_0\) on...
a classical system. First, notice that Eq. (38) implies that the Hamiltonian $H$ possesses the following properties:

$$\text{Tr}(H) = 0,$$

$$\|H\|_F = M^{\frac{1}{2}} \sqrt{\sum_{i<j} q_{ij}^2 + \sum_i h_i^2},$$

where $\| \cdot \|_F$ is the Frobenius norm. Since the Hamiltonian $H$ is represented as a diagonal matrix on $\mathcal{H} \cong \mathbb{R}^M$, Eq. (38) implies that the mean of $d_H$ is 0, where $d_H$ is a vector consisting of $M$ diagonal elements of $H$. Therefore, Eq. (39) gives the variance or standard deviation $\sigma$ of $d_H$, i.e.

$$E(d_H) = 0, \quad V(d_H) = \sum_{i<j} q_{ij}^2 + \sum_i h_i^2,$$

The above equations imply that the computational complexity for obtaining the variance of $d_H$ is $O(N^2)$. Note that the approach of this subsection requires one to estimate the range of $d_H$, and guess the minimum energy. In many cases, this range is typically $3 \sim 10\sigma$. Finally, if there is a large discrepancy between the approximated value and the true minimum, the convergence rate slows down and the possibility of getting stuck in a local solution increases.

The generalized natural gradient method discussed here has the following advantages. (1) It can efficiently be executed on a classical computer. (2) In general, the convergence is faster than the gradient descent method. In particular, when the exact value of $E_0$ is known, the convergence is quadratic in the neighborhood of the solution. (3) It circumvents a plateau. However, there are two main disadvantages. (1) The minimum energy eigenvalue must be approximated with a sufficient enough accuracy, but it is difficult to obtain such a value using classical means. (2) The problems associated with local minima persist.

IV. GAUSS-NEWTON BASED QUANTUM ALGORITHM

In the previous section, we presented quantum-inspired algorithms, built on the state defined by Eq. (7), that can efficiently be executed on a classical computer. We also described the disadvantages of such algorithms, namely the local minima and plateau.

In this section, we present an effective quantum algorithm for optimization problems, and this is the main result of this paper. We will show that our algorithm converges rapidly to an optimal solution without being trapped in local minima or plateaus. We begin this section with the description of the Gauss-Newton method. Then, we will introduce an iterative approach that uses an approximation to the ground state created through a transformation of $H$. We will show that this transformation can more efficiently be carried out on quantum computers, and it is one of the key advantages offered by this algorithm.

A. Gauss-Newton Method

The most effective way to obtain the solution of the QUBO problem Eq. (3), or other equivalent optimization problems, is to solve the following problem:

$$\min_{\theta \in \mathcal{K}} \frac{1}{2} \|\varphi(\theta) - |\xi^*\rangle\|^2,$$

where $|\xi^*\rangle$ is the ground state of $H$. Note that this requires the prior knowledge of the ground state, and thus, it is not practical. However, the idea of estimating the optimal solution in terms of parameters is the general framework we use in our approach.

We now describe the Gauss-Newton method for this least squares problem. Since $G = J_x^T J_x = I$ for the state defined by Eq. (7), the metric for the corresponding Riemannian space is the same as that for the Euclidean space. Thus, we can consider the recurrence relation of the optimal solution in terms of parameters is the general framework we use in our approach.

We now describe the Gauss-Newton method for this least squares problem. Since $G = J_x^T J_x = I$ for the state defined by Eq. (7), the metric for the corresponding Riemannian space is the same as that for the Euclidean space. Thus, we can consider the recurrence relation of the optimal solution in terms of parameters is the general framework we use in our approach.

In summary, if the initial point of a trajectory was chosen to be at the center of the cube $\mathcal{K}$, the Gauss-Newton iteration will guide the trajectory, in a straight line, to one of the vertices of the cube where the parameter represents the optimal solution, exactly. Moreover, $y$, used for updating $\theta$, does not vanish along this path except at the location of the optimal solution.
In general, the trajectory defined by Eq. 43 does not necessarily lie on such a straight path. To demonstrate the convergence behavior of the Gauss-Newton method in a more general situation, we discuss its property in the neighborhood of the solution when \( \eta = 1 \). Let \( \theta^* \) be the optimal solution of the above optimization problem, i.e. \( |\varphi(\theta^*)| = |\xi^*| \). Then, we choose \( \frac{1}{2} < C < 1 \) such that
\[
\left\| J_\varphi(\theta^{(n)}) - J_\varphi(\theta^*) \right\|_F < \frac{2C}{\sqrt{N}} \left\| J_\varphi(\theta^{(n)}) - J_\varphi(\theta^*) \right\|_F.
\]
Next, we express the difference between the current point \( \theta \) of the optimization and the optimal solution \( \theta^* \) as
\[
\left\| J_\varphi(\theta) - J_\varphi(\theta_0) \right\|_F = \text{Tr} \left( (J_\varphi(\theta) - J_\varphi(\theta_0))^T (J_\varphi(\theta) - J_\varphi(\theta_0)) \right) \\
= 2N \left( 1 - \sum_{k=0}^{N-1} \cos \left( (1 - s)(\theta_k - \theta_k^*) \right) \right) \\
\leq N\| (1 - s)(\theta - \theta^*) \|^2,
\]
where \( \theta_0 = (1 - s)\theta^* + s\theta \), \( 0 \leq s \leq 1 \). Note that the last inequality follows from the fact that the function \( g: \mathbb{R}^N \rightarrow \mathbb{R} \), defined by
\[
g(x) = \sum_k x_k^2 - 2 \left( 1 - \sum_k \cos(x_k) \right),
\]
is a non-negative function that is 0 if and only if \( x = 0 \). Now, we have
\[
\left\| J_\varphi(\theta) - J_\varphi(\theta_0) \right\|_F < \frac{2C}{\sqrt{N}} \left\| J_\varphi(\theta) - J_\varphi(\theta_0) \right\|_F \\
\leq 2C(1 - s)\| \theta - \theta^* \|.
\]
Since \( J_\varphi^T J_\varphi = I \), we get \( \left\| J_\varphi \right\| = 1 \). Therefore, we have
\[
\theta^{(n+1)} - \theta^* \\
= \theta^{(n)} - \theta_0 - J_\varphi^T \left( \theta^{(n)} \right) \left( |\varphi(\theta^{(n)})| - |\varphi(\theta^*)| \right) \\
= J_\varphi^T \left( \theta^{(n)} \right) \left[ J_\varphi(\theta^{(n)}) |\varphi(\theta^{(n)})| - \theta^* + |\varphi(\theta^{(n)})| - |\varphi(\theta^*)| \right] \\
= J_\varphi^T \left( \theta^{(n)} \right) \int_0^1 \left[ J_\varphi(\theta^{(n)}) - J_\varphi(\theta_s^{(n)}) \right] (\theta^{(n)} - \theta^*) \, ds,
\]
and
\[
\left\| \theta^{(n+1)} - \theta^* \right\| \leq \left\| \theta^{(n)} - \theta^* \right\| \int_0^1 \left\| J_\varphi(\theta^{(n)}) - J_\varphi(\theta_s^{(n)}) \right\| \, ds \\
< C \left\| \theta^{(n)} - \theta^* \right\|^2.
\]
demonstrating the quadratic convergence of our approach.

B. Approximate Ground State with Transformation of \( H \)

We now go back to Eq. 42, and we consider an iterative approach that uses an approximate ground state that is updated at every iteration step instead of using the true ground state. Let \( |\xi_k\rangle \) be the eigenvector of the Hamiltonian \( H \) for \( k = 0, \ldots, M - 1 \) with the corresponding eigenvalue \( \lambda_k \) such that \( \lambda_0 < \lambda_1 < \cdots < \lambda_{M-1} \). Then, an arbitrary state in \( \mathcal{H} \) can be expressed as
\[
|\varphi\rangle = \sum_{k=0}^{M-1} a_k |\xi_k\rangle,
\]
where \( \sum_{k=0}^{M-1} a_k^2 = 1 \). Note that since the Hilbert space \( \mathcal{H} \) is real, every coefficient \( a_k \) is real.

Now we consider a transformation of \( H \) using an analytical function \( f \), denoted \( f(H) \). Next we define a non-linear transformation \( R_f \) associated with \( f \) that maps one state to another through
\[
R_f (|\varphi\rangle) = \frac{f(H) |\varphi\rangle}{\| f(H) |\varphi\rangle \|} = \sum_{k=0}^{M-1} c_k |\xi_k\rangle,
\]
where
\[
c_k = \frac{a_k f(\lambda_k)}{\sqrt{\sum_j a_j^2 f(\lambda_j)^2}}.
\]
Ideally, to obtain \( R_f (|\varphi\rangle) = |\xi^*\rangle \), we would take a compactly supported continuous function for \( f \) whose support is contained only in a neighborhood of \( \lambda_0 \), such as the Dirac delta function \( \delta(x - \lambda_0) \). However, in practice, we utilize functions that possess a weaker property,
\[
|f(\lambda_k)| \gg |f(\lambda_0)| \quad k = 1, \cdots, M - 1,
\]
and demonstrate its validity through experiments and analysis.

Now, the algorithm for the optimization problem defined in Eq. 42 reads
\[
\theta^{(n+1)} = \theta^{(n)} - \eta G(\theta^{(n)})^{-1} J_\varphi^T (\theta^{(n)}) \left( |\varphi(\theta^{(n)})| - |\xi^{(n)}\rangle \right), \\
|\xi^{(n)}\rangle = R_f \left( |\varphi(\theta^{(n)})\rangle \right), \\
G = J_\varphi^T J_\varphi,
\]
where \( G = I \) in our case. Thus, the algorithm based on the Gauss-Newton method is consequently formulated as follows:
\[
\theta^{(n+1)} = \theta^{(n)} + J_\varphi^T (\theta^{(n)}) R_f (|\varphi(\theta^{(n)})\rangle).
\]
Note that \( |\xi^*\rangle \) is a fixed point in \( R_f \). Therefore, this algorithm is expected to exhibit behavior analogous to Eq. 43 in the neighborhood of the optimal solution. In the following subsections, we will introduce properties that merit the use of above approach.
C. Error Analysis

In this section we show that there is an error associated with the states created using $R_f$. However, this error approaches zero as $\theta^{(n)}$ approaches the optimal solution $\theta^*$. Therefore, in the vicinity of the solution, the algorithm is expected to have the same performance as Eq. (43). More concretely, we show that $\theta \mapsto R_f(|\varphi(\theta)|)$ is a contraction mapping in the sense that there exists $0 < q < 1$ for which the following condition holds.

$$\|R_f(|\varphi(\theta)|) - R_f(|\varphi(\theta^*)|)\| < q\|\theta - \theta^*\|.$$ (64)

To proceed, we note that

$$C_f \geq \frac{f(\lambda_0)}{\sqrt{\sum_k f(\lambda_k)^2 \varphi_k(\theta)^2}} = 1$$

holds, where the equality is valid if and only if $\theta = \theta^*$. Then, we have

$$\|R_f(|\varphi(\theta)|) - |\xi^*\|^2 = 2(1 - C_f \varphi_0(\theta))$$
$$\leq 1 - \varphi_0(\theta)$$
$$= ||\varphi(\theta)| - |\xi^*\|^2.$$ (65)

On the other hand, we can also have

$$\|\varphi(\theta) - \varphi(\theta^*)\|^2 = 2 \left(1 - \prod_{k=0}^{N-1} \cos(\theta_k - \theta^*)\right)$$
$$\leq \|\theta - \theta^*\|^2,$$ (66)

whose equality holds if and only if $\theta = \theta^*$. Now, we can take $0 < q < 1$ to confirm that (64) holds.

Consequently, we show that, in the neighborhood of the solution, our algorithm has an infinitesimal error $\varepsilon_n$ such that

$$\|\theta^{(n+1)} - \theta^*\| < C \|\theta^{(n)} - \theta^*\|^2 + \varepsilon_n,$$ (67)

and $\varepsilon_n$ goes to zero as $\theta^{(n)}$ approaches the optimal solution. We will examine the performance of our algorithm in Sec. IVB using numerical examples.

D. Gauss-Newton based quantum algorithm (GNQA)

Now, we present the main algorithm of this paper. To improve the convergence property of the Gauss-Newton method, we update the value of $\eta$ at each step. More concretely, we introduce a variable step size $\eta$ in our iterations in a following manner,

$$\theta^{(n+1)} = \theta^{(n)} + \eta \lambda^T f(\theta^{(n)}) R_f(|\varphi(\theta^{(n)})|),$$
$$\xi^{(n)} = R_f(|\varphi(\theta^{(n)})|),$$ (68)
$$\eta = \frac{1}{\langle \varphi(\theta^{(n)}) | \xi^{(n)} \rangle}.$$
This is the Gauss-Newton based quantum algorithm (GNQA).

Now, we briefly discuss the justification for using a variable step size in Eq. \[68\]. To simplify, we consider a case where the optimal solution is \([\xi^n] = (1, 0, \cdots, 0)\) with \(\theta^* = (0, \cdots, 0)\), and \(|\zeta(n)| = |\xi^n|\) at each step. Then, using Eq. \[68\] we arrive at the following recurrence relation for each component of optimization parameter

\[ x(n+1) = x(n) - \frac{\sin(x(n))}{\cos(x(n))}. \]  

(69)

Note that here, we apply \(\eta = \cos(\omega)^N\) to Eq. \[44\]. This recurrence relation is just the Newton’s method for finding a root of the sin function, so if the initial point is set to \(x_0 = \pi/4\), \(x(n)\) will approach zero, cubically, as \(n \to \infty\). Here we use \(x - \tan(x) = x^3/3 + O(x^5)\). Therefore, our algorithm, Eq. \[68\], modifies and improves the convergence property of the standard Gauss-Newton iteration with \(\eta = 1\). This argument implies that, under an optimal condition, our algorithm can find the optimal solution at single- or double-precision within 4 iterations independent of the problem size \(N\).

E. The Quantum Algorithm

We conclude this section with a description of the quantum algorithm. Our algorithm is formulated in the Hilbert space \(\mathcal{H}\), and thus, it is a convenient footing for quantum computation. More concretely, the circuit parameters are updated by preparing the state \(|\zeta(n)\rangle\) and calculating \(y = J^T_x(\theta^{(n)}) |\zeta(n)\rangle\). Since the \(k\)-th element of \(y^{(n)}\) is given by:

\[ y_k^{(n)} = \langle \partial_k \varphi(\theta) |\zeta(n)\rangle, \]  

(70)

where \(|\partial_k \varphi(\theta)\rangle\) is defined by

\[ |\partial_k \varphi(\theta)\rangle = |s(\theta_1)\rangle \otimes \cdots \otimes \frac{d}{d\theta_k} |s(\theta_k)\rangle \otimes \cdots \otimes |s(\theta_N)\rangle \]

\[ = |s(\theta_1)\rangle \otimes \cdots \otimes |s(\theta_k + \frac{\pi}{2})\rangle \otimes \cdots \otimes |s(\theta_N)\rangle, \]  

(71)

for each iteration step, the necessary information to update the parameter \(\theta\) can be obtained by measuring \(y_k\) for \(k = 0, \cdots, N - 1\).

Furthermore, we can use expectation values of \(f(H)\) to evaluate \(y\) and \(\eta\) rather than inner products. Using the orthonormal basis \(\{e_k\}_{k=0}^{N-1}\) of the parameter space \(\mathcal{K}\), we have

\[ |\partial_k \varphi(\theta)\rangle = |\varphi(\theta + \frac{\pi}{2} e_k)\rangle, \]  

(72)

resulting in

\[ y_k = \frac{1}{C} \left( \langle \varphi^+_k |f(H)|\varphi^+_k \rangle - \langle \varphi^-_k |f(H)|\varphi^-_k \rangle \right), \]  

(73)

\[ C = \|f(H) |\varphi(\theta)\rangle\|^2, \]  

(74)

where

\[ |\varphi^+_k\rangle = |\varphi(\theta \pm \frac{\pi}{4} e_k)\rangle. \]  

(75)

Consequently, we have the following equivalent iteration:

\[ \theta^{(n+1)} = \theta^{(n)} + \eta y^{(n)}, \]

\[ \eta = \frac{1}{\langle \varphi(\theta^{(n)}) |f(H)|\varphi(\theta^{(n)}) \rangle}, \]  

(76)

\[ y_k^{(n)} = \frac{1}{2} \left[ \langle \varphi^+_k |f(H)|\varphi^+_k \rangle - \langle \varphi^-_k |f(H)|\varphi^-_k \rangle \right]. \]

This indicates that only measurements of expectation values are required at each step. Note that the objective function can be efficiently calculated using a classical computer.

V. CONSTRUCTION OF APPROPRIATE TRANSFORMATIONS OF HAMILTONIAN

In this section we describe how a transformation of \(H\) can be constructed for the GNQA. Once the form of \(f\) has been determined, we can rely on techniques of the quantum signal processor (QSP) to prepare \(f(H)\) that has an appropriate polynomial expansion formula for \(f\) on a quantum computer \[19\]. Alternatively, the methods discussed in Ref. \[46\] or quantum singular value transformation \[20, 21, 46\] can be applied. The techniques to realize \(f(H)\) on a quantum system are also summarized in Ref. \[47\]. In addition, if \(f\) can be formulated with an effective Fourier expansion formula, a linear combination of unitary operators (LCU) is also a good strategy.

A. Construction using monotonically decreasing functions

First we present a simple construction of \(f\) that uses monotonically decreasing positive functions to enforce Property \(\text{[55]}\). The motivation is based on the fact that for a continuous function \(L\) on a compact \(\Omega \subseteq \mathbb{R}\) and a monotonically decreasing positive function \(g\), the function given by

\[ f(x) = C^{-1} g(L(x))^{p}, \quad C = \int_{\Omega} g(L(x))^{p} \, dx \]

is an appropriate nascent delta function in the sense that

\[ \lim_{p \to \infty} \int_{\Omega} L(x) f(x) \, dx = L(x^*), \]  

(77)

where \(x^*\) is a global minimum of \(L\).

1. Construction using power functions

A power function is a simple way to construct \(f\) that possesses the Property \(\text{[55]}\). Specifically, for \(p > 0\), we
define $f$ as
\[ f(H) = \left( I - \hat{H} \right)^p, \]  
where $\hat{H}$ denotes a normalization of $H$. Then, by defining $\lambda_k$ as an eigenvalue of $\hat{H}$, we have
\[ f(\lambda_k) = \left( 1 - \lambda_k \right)^p < 1. \]

If $p$ is chosen sufficiently large, the right side approaches zero, and so does $r$. Therefore, $R_f(\varphi)$ becomes a good approximation of the ground state with large $p$. Since $\|H\|_F$ can be efficiently computed, it is reasonable to normalize $\hat{H}$ such that $\hat{H} = \frac{H}{\|H\|_F}$. However, if the dimension of $M$ is large, all eigenvalues of $\hat{H}$ crowd around zero. Therefore, $p$ must be quite large for our algorithm to work well with such a normalization. If we can estimate the width of $d_H$ by using its variance as discussed in Sec. III D, it is more suitable to normalize $H$ using this width.

Effective quantum algorithms for constructing powers of $H$ are proposed and developed in Ref. [48]. Furthermore, the quantum algorithms using powers of the Hamiltonian for combinatorial optimization problems are also studied in Ref. [49].

### 2. Construction using exponential functions

A more effective construction of $f$ is to use exponential functions. Specifically, for $p > 0$, we can use the following function:
\[ f(H) = e^{-pH}. \]

Then, we have
\[ f(\lambda_k) = e^{-p(\lambda_k - \lambda_0)}. \]

Therefore, we have a good approximation of the ground state with sufficiently large $p$. When the difference between $\lambda_0$ and the other eigenvalues becomes smaller, larger value of $p$ must be used. In passing we note that the quantum algorithms to prepare the exponential function of Hamiltonian are also discussed in Refs. [50–52]. Finally, we can also use the LCU by discretizing the Fourier integral representation of the Laplace kernel, $f(x) = e^{-|x|}$.

Alternatively, the Gibbs state of the Hamiltonian may be also useful to construct a function $f$ which fits our purpose:
\[ f(H) = \frac{e^{-pH}}{\text{Tr}(e^{-pH})}. \]

The Gibbs state can be prepared on a quantum computer by using the variational algorithm described in Ref. [53].

### B. Construction using approximate minimal eigenvalues

Another effective approach is to use the approximate values of lowest eigenvalues $\lambda_0$ and construct a Dirac delta function $\delta(x - \lambda_0)$. But since it is hard to even estimate $\lambda_0$ accurately, we start our discussion by introducing an effective way to approximate $\rho$, where $\rho \approx \lambda_0$ and $\rho < \lambda_0$.

#### 1. Effective approximation of minimal eigenvalues

We now discuss how $\rho$ can be approximated using a quantum computer. We begin by defining a function $\rho$ as
\[ \rho(s) = \frac{1}{s} \ln(\text{Tr}(e^{-sH})). \]

This approximation has the following properties beneficial to our current purpose:

(a) $0 < s_k < s_{k+1} \Rightarrow \rho(s_k) < \rho(s_{k+1})$
(b) $\lambda_0 - \frac{1}{s} \ln(M) < \rho(s) < \lambda_0$
(c) $\lim_{s \rightarrow \infty} \rho(s) = \lambda_0$

Property (a) follows immediately from the relation,
\[ \text{Tr}(e^{-s_k H}) > \text{Tr}(e^{-s_{k+1} H}), \]

in combination with a property of logarithmic function. From a relationship,
\[ e^{-s\lambda_0} < \text{Tr}(e^{-sH}), \]

we can imply that $\rho(s) < \lambda_0$. On the other hand, since we have
\[ \rho(s) - \lambda_0 = -\frac{1}{s} \ln(\text{Tr}(e^{-s(H-K\lambda_0 I)})) < -\frac{1}{s} \ln(M) \]

we verify (b) and, consequently, (c).

Note that if $H$ is diagonal, we can compute $\rho$ from the expectation value,
\[ \rho(s) = -\frac{1}{s} \ln \left( \langle \varphi_0 | e^{-sH} | \varphi_0 \rangle - \frac{1}{s} \ln(M) \right). \]

Moreover, by employing a Chebyshev expansion
\[ e^{-sx} = I_0(s) + 2 \sum_{k=1}^{\infty} I_k(-s) T_k(x), \]

we can calculate the function using on the expectation values of the Chebyshev polynomials of the Hamiltonian, effectively, on a quantum computer. Here, $I_k$ is the modified Bessel Function of the first kind.

Another approximation algorithm for minimal eigenvalues can be found in Ref. [54] (see Algorithm 1 and 2).
2. Construction using kernel functions

A reasonable function to be used for $f$ is the Fourier series expression of the delta function, Dirichlet kernel, which allows us to use LCU,

$$f(H) = \frac{1}{2\pi} \sum_{n=-p}^{p} e^{i\pi n (H - \rho I)}$$  \hspace{1cm} (89)

where $H$ is normalized such that $|\lambda_k| < 1$ for all $k$. If $\rho$ is equal to $\lambda_0$, then $f$ approaches a delta function centered at $\lambda_0$.

Alternatively, we can use the truncated Chebyshev polynomial expansion of the delta function \([55]\) to arrive at

$$f(H) = \frac{2}{\pi} \left( \frac{1}{2} + \sum_{k=1}^{p} T_k(\rho) T_k(H) \right),$$  \hspace{1cm} (90)

where $H$ is normalized so that $|\lambda_k| < 1$ for all $k$.

3. Construction as resolvent operator

One of the most effective ways to construct $f$ is to use the inverse operator. Since a Dirac delta function can be treated as a hyper function \([56]\) by using $1/z$, it is reasonable to use the inverse operator, namely the resolvent $1/(z - \lambda_0)$. Since we can only use the approximate value of $\rho$, we construct an appropriate function by using $p$ so to get:

$$f(H) = (H - \rho I)^{-p}.$$  \hspace{1cm} (91)

Due to the property $\rho < \lambda_0$, the function $f(x) = 1/(x - \rho)^p$ is analytic on $(-||H||, ||H||)$. Therefore, we can apply QSP or QSHT to prepare $f$ on a quantum computer.

We can also consider using the Fourier expansion for the inverse operator as described in Ref. \([57]\). More precisely, we can discretize the following integral expression induced by the combination of the properties of Hermite functions and the Gauss integration:

$$f(H) = C \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y^{p-1} e^{-z^2/2} e^{-iyz(H - \rho I)} \, dz \, dy,$$  \hspace{1cm} (92)

where $C$ is a constant real value.

VI. NUMERICAL EXPERIMENTS

We have carried out numerical experiments to examine the performance of our approach described in Eq. \([68]\), and we present the results in this section. In our experiments, we employed Eq. \([91]\) with $p$ is fixed at 8 to transform the Hamiltonian. We also approximate the minimum eigenvalue $\rho$ using Eq. \([85]\) with a relative error of 0.1, $|\rho - \lambda_0|/\lambda_0 \approx 0.1$. Note that the initial values were set as $\theta_{\text{ini}} = (\pi/4, \ldots, \pi/4)$. Finally, to examine the full potential of each algorithm, all the numerical experiments were carried out using the simulator.

A. Numerical experiments on representative combinatorial problems

We first discuss the performance of GNQA on representative combinatorial optimization problems found in Ref. \([59]\) and Ref. \([35]\). The characteristics of the problems and the results of the experiments are summarized in Table \([1]\). In all experiments, GNQA converges to the exact solution (or one of the true optimal solutions).

Next, we compare the performance of GNQA against
different algorithms, namely, VQE based on the gradient descent method (Sec. III B) and the modified Newton’s method (Sec. III C), and the generalized natural gradient method described in Sec. III D. Note that for these calculations, the step size was fixed at $\eta = 1$ and $\eta = 0.1$ for the modified Newton’s method and the gradient descent method, respectively. To make a fair comparison, the initial value of $\theta_{\text{ini}} = (\pi/4, \ldots, \pi/4)$ was used for all calculations. The convergence behavior of various algorithms for some of the representative problems discussed in Table I is shown in Figs. 2 and 3.

In Figs. 2(a-c), we plot the results for number partitioning problem, quadratic assignment problem, and General 0/1 Programming, having the problem sizes, 8, 9, and 10, respectively. Note that in Fig. 2(a), we excluded the results of the gradient decent method (dotted blue curve) and the modified Newton’s method (solid green curve) because their objective function did not change from the initial value. The modified Newton’s method gives the poorest performance since it is not able to find the optimal solution in any of the three problems. The generalized natural gradient method does reasonably well for all problems, but it requires more iterations than the GNQA. Clearly, our approach, the GNQA, outperforms other methods, finding the optimal solution in the smallest number of iterations.

The convergence behavior for larger problems are shown in Fig. 3. These results are for (a) graph coloring problem, (b) QUBO in OR-Library, and (c) max cut problem, having the problem sizes, 15, 20, and 25, respectively. We excluded the result of the gradient descent method from Fig. 3(c) because its objective function value did not change from the initial value. Once again, the gradient descent method and the modified Newton’s method give poor performance, failing to find the optimal solution in all cases. The natural gradient approach gives a reasonable performance, but our approach, particularly the GNQA, gives the best performance, finding the optimal solution in fewest number of iterations. Note that the GNQA shows an oscillatory be-
FIG. 3. We plot the convergence behavior of the algorithms discussed in this paper for various model problems, including (a) Graph Coloring Problem, (b) General QUBO Problem, and (c) Max Cut Problem. The algorithms considered are the same as those in Fig. 2. Note that in (c), the results of the gradient decent method (blue dashed line) and the modified Newton’s method (green solid line) are excluded. See Fig. 2 for the reasoning.

We examined the convergence behavior for all the problems listed in Table I, and the results are discussed in the Appendix (See Fig. 6 in the Appendix B). The results demonstrate that the GNQA outperforms all other methods in both convergence properties and accuracy for all the problems considered here.

B. Visualized comparison among different methods of solving combinatorial problems

Now, we highlight the characteristics of the GNQA. In Fig. 4, we present the results of our numerical simulations on the Set Packing problem. Here, the result of GNQA is compared to those obtained using the VQE based on both the gradient descent method and the modified Newton’s method, and the generalized natural gradient method. We plot the value of the objective function as a function of steps taken in the optimization. Furthermore, in the insets of Fig. 4 we plot the trajectories along two varying parameter spaces, $(\theta_0, \theta_1)$-coordinates and $(\theta_2, \theta_3)$-coordinates.

It is clear from the inset of Fig. 4 Subspace 1, that the trajectory of the gradient descent method (dot-dashed blue curve) passes through a plateau. On the other hand, the modified Newton’s method successfully avoids this plateau. However, for both these methods, the gradient of the problem becomes zero (see Sec. III C for more detail), which implies that there is a risk of the solution converging to a stationary point. This is illustrated in the other inset of Fig. 4 Subspace 2, where both the gradient descent and the modified Newton’s method find a stationary point rather than the optimal solution. Finally, for this problem, the generalized natural gradient method (dotted magenta curve) converged to the optimal solution without being trapped in a stationary point. However, it is important to note that the method still has a risk of finding a local minimum rather than the optimal solution when the method is applied to problems of larger size (see Fig 2(c))

While other methodologies must overcome the problems associated with local minima or plateau, the GNQA does not suffer from these issues. This is demonstrated by insets of Fig. 4 where we observe that the GNQA converges immediately to the solution, taking a straight path to the optimal solution from the initial point. Note that the ground state for this problem is degenerate, and when there are multiple optimal solution, the trajectory feels the pull from these solutions. This is reflected in the convergence behavior of the GNQA algorithm shown in Fig. 4 where there is a small oscillation in the value of the objective function before it finds the optimal solution. In this case, there are two optimal solutions that differ along the $(\theta_2, \theta_3)$-coordinates, subspace 2 in Fig. 4, namely the points $(0, \pi/2)$ and $(\pi/2, 0)$. For this reason, the value of the objective function oscillates while the trajectory finds and picks one solution to pursue.

C. Comparison of GNQA with QAOA

We have compared the performance of our quantum algorithm with QAOA using the combinatorial optimization problems given in Ref. [58], for which performance of QAOA has been measured. It is reported in the paper that they employed the Nelder–Mead algorithm [60] for an effective optimizer of QAOA. For our study, we picked 5 problems out of the 2-SAT problems each having 18 variables, and these problems had the largest number of variables among the problems discussed in the paper. These problems have one optimal solution with the minimum energy of $-19$ (see Ref. [58] for the details). Note that we have decided to carry out our calculation on 5
FIG. 4. The convergence behavior of the GNQA, the gradient descent method, the modified Newton’s method, and the natural gradient method are plotted for the Set Packing Problem \((N = 4)\). In the insets, we plot the 2 dimensional landscape of the objective function along two varying coordinates, namely Subspace 1 with \((\theta_0, \theta_1)\)-coordinates (left) and Subspace 2 with \((\theta_2, \theta_3)\)-coordinates (right).

out of 6 problems because the data presented in Ref. [58] seems to be incorrectly transcribed, having multiple optimal solutions with the energy other than \(-19\). For another extensive study on the performance of the QAOA see Ref. [61].

We present our result in Table 1 along with those of the QAOA found in Ref. [58]. These results show that our algorithm gives optimal solutions with sufficient accuracy after only two iterations. Furthermore, our algorithm is able to find the optimal solution in all of the cases considered here. Meanwhile, QAOA does not enjoy such a success in finding the true ground state. Therefore, we conclude that our algorithm gives a clear advantage over QAOA in solving combinatorial optimization problems.

VII. DISCUSSIONS

The potential application of our algorithm is not limited to QUBO problems, and here we briefly discuss other potentials of our approach.

A. Higher order unconstrained binary optimization problems

Our algorithm can be extended to higher order unconstrained binary optimization problems, also known as polynomial unconstrained binary optimisation, in a straightforward manner. The problem can be formulated by the Hamiltonian of the form,

\[
H = \sum_i c_i \sigma_i^z + \sum_{ij} c_{ij} \sigma_i^x \sigma_j^x + \sum_{ijk} c_{ijk} \sigma_i^x \sigma_j^x \sigma_k^x + \cdots
\]

(93)

Note that any higher order problems can be reduced to a quadratic one, but one needs to increase the number of parameters in order to be reformulated as a QUBO problem [62]. Therefore, our algorithm provides an advantage here. We have confirmed that our algorithm is able to solve the 3-SAT problem, having 20 variables, 91 constraints, and 8 optimal solutions, and the results are shown in Fig. 5(a). Since there are many important and relevant optimization problems in the real world that require higher order terms to describe various complex interactions [63–66], we argue that our approach in an effective way to solve a wide range of the combinatorial optimization problems.

B. Electronic structure problems in quantum chemistry

Another potential application is in the field of quantum chemistry [67]. Our approach can be reformulated to variationally solve the electronic structure problem for the Hydrogen molecule, H\(_2\), with some modification. More concretely, we can permute several components of the state vector given in Eq. (7), and we can construct an ansatz that can express the ground state of H\(_2\). Since
FIG. 5. (a) The convergence behavior of the GNQA for the 3-SAT problem, having 20 variables, 91 clauses, and 8 optimal solutions, is plotted. The black dashed line represents the optimal value of 0. (b) The convergence behavior of the GNQA is plotted for the electronic structure problem of hydrogen molecule with different internuclear distances (Å). The Riemannian metric ($= J^T J$) is invariant under such a permutation, our algorithm can be applied without any modifications. The convergence behavior of our algorithm for the electronic structure problem of $H_2$ at varying internuclear distances are plotted in Fig. 5(b). Similar to our previous observations for the combinatorial optimization problems, the results plotted show that our algorithm converges rapidly to the optimal solution for all internuclear distances.

VIII. CONCLUSION

We developed a new algorithm for quantum optimization problems that can efficiently solve QUBO problems. The value and the effectiveness of our method is demonstrated by the numerical experiments we carried out, where we confirmed the advantage of our algorithm over other methods that were investigated in this paper. The results show that the quantum algorithm proposed in this paper converges to one of the optimal solutions rapidly without being trapped in local minima or plateaus.
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Appendix A: Geometric aspect of Newton Methods

We describe some essential properties of dynamics which are effective for the analysis of non-linear equations. Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a smooth function and $J$ be the Jacobian with variable $w \in \mathbb{R}^N$, that is, $J = \partial F/\partial w$. To simplify the discussion, we only deal with the well-posed case that there exists a connected closed subset $\Omega \subset \mathbb{R}^N$, where $J$ is full-rank and the equation has a unique solution $\xi$. Therefore, the positive matrix $G = J^T J$ induces a Riemannian metric $g$ on $\Omega$ and $(\Omega, g)$ becomes a Riemannian manifold under some appropriate conditions. A Newton method in the framework of Riemannian geometry is also studied in [65]. Let $L$ be a Lagrangian given by

$$L(w, v) = \frac{1}{2} v^T G(w)v$$

with $v = dw/dt$ (also written as $\dot{w}$). The Euler-Lagrange equation for $L$ is then expressed as

$$\frac{dp}{dt} - \nabla_w L = 0$$

with momentum vector $p = Gv$. If the boundary condition at two points in $\Omega$, $w(t_0) = w_0, w(t_1) = w_1$, is imposed on (A2), a geodesic between $w_0$ and $w_1$ is obtained as the solution. In contrast, if we give an appropriate initial condition, $w$ describes the motion along the geodesic from $w_0$ to $w_1$. In fact, the following statement holds;

Proposition A.1. Let $w_0$ be an arbitrary point in $\Omega$ and $(w(t), p(t))$ be a solution of equation (A2) with the following initial condition;

$$w(0) = w_0, \quad p(0) = -J(w_0)^T F(w_0).$$

Then $w$ satisfies

$$F(w(t)) = (1 - t) F(w_0),$$

for $t \in [0, 1]$. In particular, $w(t)$ passes through the point which is a solution of non-linear equation $F(w) = 0$ at $t = 1$, that is, $\xi = w(1)$.

We briefly describe the outline of the proof for the statement above. Throughout this paper, we regard functions of $w$ as those of $t$ in the trivial way; for instance, $F(t) = F(w(t))$. Note that $p$ can be expressed as $p = J^T dF/dt$. Then using the Beltrami identity for (A2) with the initial condition above leads to the equation

$$\frac{d}{dt} F = -F_0,$$

where $F_0 = F(0)$. Thus, a closed form expression is obtained as

$$F(t) = (1 - t) F_0,$$

which gives $F(1) = 0$ as asserted in Theorem A.1.

Now we take a different expression that the coefficient $(1 - t)$ in (A6) is replaced by a different monotonically decreasing function, that is,

$$F(t) = \rho(t) F_0,$$

where $\rho$ denotes a monotonically decreasing smooth function from $(t_0, t_1)$ onto $(0, 1)$. Then, we give the following
differential equation whose solution is of the closed form (A7):
\[
\frac{d}{dt} F = \chi F, \quad \chi(t) = \frac{d}{dt} \ln(\rho(t)). \tag{A8}
\]
A motion described by this differential equation differs from the one that is described by (A2), but these two motions are along the same geodesic. Consequently, the differential equation
\[
J \frac{dw}{dt} = \chi F, \quad t \in (t_0, t_1) \tag{A9}
\]
with an initial condition \(w_0 = w(t_0)\) has a unique solution that satisfies \(F(w(t_1)) = 0\). Furthermore, the orbit under flow \(f\) defined by \(f(w_0, t) = w(t)\) coincides with that of the geodesic equation (A2). Note that since equation (A9) is equivalent to equation (A8), the orbit is invariant under coordinate transformations.

With respect to the choice of \(\rho\), the end point \(t_1\) can be set as \(\infty\) under some appropriate conditions and the property above still holds in the sense that
\[
\lim_{t \to \infty} F(w(t)) = 0. \tag{A10}
\]
In particular, if we set \(\rho(t) = e^{-t}\), then \(\chi(t) = -1\) and \(F\) can be represented as \(F(t) = e^{-t}F_0\). Then, if we apply the Euler method to the differential equation (A9) with step size \(\Delta t\) in this case, the corresponding iteration step can be written as
\[
w_{i+1} = w_i - \Delta t J(w_i)^{-1} F(w_i), \tag{A11}
\]
which recovers the Newton method with step size \(\Delta t = 1\).

Appendix B: Results of the numerical experiments

In Fig. 6, we plot the convergence behavior of the algorithms discussed in this paper for all the optimization problems considered in Table I. In addition, the accuracy is shown in Table III. Note that the results of the gradient descent method (blue dashed dotted line) and the modified Newton’s method (green solid line) are excluded from Figs. 6(d), (h), and (m) because the value of the objective function for those calculations did not change from the initial value.

Appendix C: Features of the transformation \(f\)

In this section, we investigate the features of the transformation defined by Eq. (91) using numerical simulations. One interesting experiment is to see how the results are influenced by the parameter \(p\), and we plot the result of such an experiment on the Max Cut problem of size \(N = 25\) (see Table I) in Fig. 7. Note that here we vary \(p\) while \(\sigma\) is held fixed.

Next, in Fig. 8 we show how the distribution of eigenvalues are influenced by this transformation \(f\). Note that an ideal distribution of eigenvalues will like the discrete unit sample function.
FIG. 6. We plot the convergence behavior of the algorithms discussed in this paper, namely, GNQA, GNQA with $\eta$ held constant at 1 (GNQA ($\eta=1$)), the gradient descent method, the modified Newton’s method, and the natural gradient method. The optimal value of the objective function is also plotted. For the assignments of the figures, see the optimization problems in Table I.
TABLE III. The accuracy of the numerical experiments carried out using the algorithms discussed in this paper. For the details of the types problems investigated, see Table I.

| Problems | Experimental results: accuracy (%) |  |
|----------|-----------------------------------|---|
| Label in Fig. 6 | GNQA | GNQA ($\eta = 1$) | Gradient Descent | Modified Newton | Generalized Natural Gradient |
| (a)      | 100.0 | 100.0 | 100.0 | 45.5 | 100.0 |
| (b)      | 100.0 | 100.0 | 58.3 | 58.3 | 100.0 |
| (c)      | 100.0 | 100.0 | 100.0 | 25.0 | 100.0 |
| (d)      | 100.0 | 60.0 | 60.0 | 60.0 | 100.0 |
| (e)      | 100.0 | 100.0 | 98.1 | 98.1 | 100.0 |
| (f)      | 100.0 | 100.0 | 85.3 | 100.0 | 85.3 |
| (g)      | 100.0 | 100.0 | 99.9 | 99.9 | 100.0 |
| (h)      | 100.0 | 100.0 | 84.0 | 84.0 | 100.0 |
| (i)      | 100.0 | 100.0 | 99.9 | 99.9 | 100.0 |
| (j)      | 100.0 | 100.0 | 99.2 | 94.4 | 99.2 |
| (k)      | 100.0 | 100.0 | 22.7 | 22.7 | 100.0 |
| (l)      | 100.0 | 100.0 | 73.7 | 68.4 | 73.7 |
| (m)      | 100.0 | 100.0 | 2.5 | 2.5 | 100.0 |

* accuracy of a value that each method reaches at the final step of the iteration

FIG. 7. We plot the convergence behavior the GNQA with several different values of $p$. The problem considered here is the Max Cut problem of size $N = 25$ (see Table I).
FIG. 8. The distribution of eigenvalues of after a transformation with $f(H)$ is plotted. The value of the eigenvalue is plotted as a function of its corresponding index. For comparison, the distribution of eigenvalues for the Hamiltonian $H$ is plotted in the inset.