A workload distribution problem model and online constraint forming technique for the control systems in the fog-computing environment
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Abstract. The paper deals with the workload distribution problem in the fog-computing environments. This problem is topical due to the wide range of networked control systems functioning on the basis of cloud and fog-computing infrastructure. The latter presupposes the techniques of workload relocation between the cloud, fog, and, in particular, the endpoint devices. As control systems have their own requirements in terms of latency, reliability, fault-tolerance, etc., the specific techniques must be developed to deliver these particular features using the fog-computing infrastructure. In the current paper a problem model of workload relocation is presented, the problem of constraints forming is considered and the new constraint forming technique is proposed.

1. Introduction

The most part of contemporary information and control systems (ICS) are the networked ones and they use all the existing network infrastructure [1]. The large number of ICSs uses the “cloud” as a fault-tolerant, scalable platform to ensure the service quality [2]. Moreover, the concept of Industry 4.0 is rather cloud-oriented to enhance the efficiency of industry management process [3,4]. There are some examples of successful usage of clouds in the area of networked control systems: Experion Elevate (Honeywell Process Solutions, iSpace, Battery Monitoring system (ADAC lab) and many others. Actually, numerous papers, devoted to the cloud and the industrial control systems, including the networked ones, were written and considered in the first decade of the third millennium, and then the new computational concept emerged, which was called “fog-computing” [5-7].

Fog-computing enhances the cloud paradigm, and allows one to preprocess data on the so-called fog-nodes. Edge computing goes quite farther and allows one to process the sensor data on the edge, endpoint devices. There is a wide range of papers devoted to the fog- and edge-computing paradigms, they can be observed in detail in [5-10]. But the important distinction between the classic “cloud” and the “Fog” is that the computational tasks can be offloaded from the “cloud”, which is located in some datacenter, to the fog, which consists of numerous nodes, geographically distributed and interconnected by the highly heterogeneous communication environment. One more issue of the “fog” is the relational variability of the node set. The instability of nodes increases on the edge of the network.
The problem of workload distribution among the fog-nodes is a topical one. The problem of workload distribution between the cloud and the fog is considered in [11-12]. At the same time, very little attention is paid to the “offloading” procedure, when a part of computational subtasks has to be shifted to the fog-or edge devices from cloud and vice versa [13]. Besides, particular systems demand particular criteria optimization during the workload distribution, for example, the device reliability enhancement is considered in [14]. The key issue of the workload distribution problem is that the problem relates to the combinatorial optimization problem class with multiple constraints and multiple criteria. Outside the cloud, there is no exact information about the set of the nodes, which determines the problem constraints. In other words, the search space of the problem seems to be unconstrained, yet it is a serious issue for solving the combinatorial optimization problem.

In the current paper a new workload distribution problem model adapted to the fog-environment is presented, as well as online technique for the constraint forming is proposed. It allows solving the workload distribution problem within the limited search space and providing acceptable results in terms of quality and rate of operation.

2. The workload distribution problem from the “offloading” point of view
The offloading computational model [13] presupposes in terms of the fog-computing the workload shift from one location to another. It is related to the urgent need to offload some devices, or, to the reconfiguration procedure, when some computational tasks must be accomplished on the functioning devices. So, let us consider the subtask graph $G$ given, with subtasks computational complexities $x_i$ and data portions $w_i$ to be transmitted between subtasks. Graph $G$ is split into two subgraphs, $G'$ and $G''$. $G'$ is considered to be bound to the computational units (CUs) of the network segment $P'$, while $G''$ is still performed on the network segment $P''$, as shown in Figure 1.

![Figure 1. Subtasks distribution for the offloading computational model.](image)

Also, such subtasks relocation presupposes the solution of the optimization problem with some criteria and constraints, partially formed by system requirements of the ICS. Further we will consider the main criterion of the tasks relocation to be a reliability function of the system (the connection between the reliability function and the workload is presented in the study [15]).

Let us consider $G$ is a graph-based description of the task set, $G = \{<i, x_i, w_i>\}$, where $i$ is a subtask unique identifier, $x_i$ – task computational complexity, $w_i$ – the data size to be transmitted to the communication environment by subtask $i$.

The subtasks of $G$ are bound to the nodes of CU set $P$, where $P$ is described by a graph structure $P = \{<j, p_j> list\}$, where $j$ is a node identifier, $p_j$ – node performance, list – matrix of communication channels bandwidth among the incident network nodes.

Then we consider the subtasks of $G'$ to be relocated, while subtasks of $G''$ continue to perform. There are some dataflows between $G'$ and $G''$, which, relating to $G'$ can be described by the following set of tuples:

$Flow_{in} = \{<id_{out}, id_{in}, w_{out,in}>\}$ is a tuple set, which describes the data amounts to be transmitted between the node of $G''$ id_{out} and the node of $G'$ id_{in} from $G''$ to $G'$. 
Flow_out = \{<id_{in}, id_{out}, w_{in, out}>\} – a tuple set, which describes the data amounts to be transmitted between the node of G’’ id_{out} and the node of G’ id_{in} from G’ to G’’.

We consider the problem of the workload distribution as follows: having G’’ linked to P’’, and Flow_in, Flow_out, one needs G’ to be located within the P’ so as the total time of G completion is less then given time T, with the objective function optimization (as was mentioned earlier, we consider the nodes reliability functions as the objective ones). The solution of the problem described above is a linking of subtasks G’ to the nodes P’, expressed as matrix A:

A = \begin{bmatrix} <t_{0}^{ij}, u_{ij}> \\ \vdots \\ <t_{0}^{NM}, u_{NM}> \end{bmatrix},

where \( t_{0}^{ij} \) – the time moment of the subtask \( i \) computations beginning by the node \( j \),
\( u_{ij} \) – the fraction of total performance \( p_{i} \), given by node \( j \) for task \( i \) accomplishment.

This problem model allows one to link more than one task per node at the same time, enhancing the classical scheduling problem formulation [16].

For further model development the following parameters must be considered:
\( L_{p}(A) \) – node workload, which is generated by the subtask binding to the node;
\( L_{\text{dist}}(A, \text{Flow}_{\text{in}}, \text{Flow}_{\text{out}}) \) – node workload, which is generated by data exchange between G’ and G’’;
\( L_{a}(A, \text{Flow}_{\text{in}}, \text{Flow}_{\text{out}}) \) – node workload, which is generated by the data transition through the node;
\( D_{n} \) – the list of ribs of graph P, which determines the route between nodes \( l \) and \( k \);
\( \text{ListD}_{n} \) – the matrix, which describes the network channels bandwidth between nodes \( l \) and \( k \).

We consider the objective function as a set of particular nodes reliability function values \( F_{j} \):

\( F_{j} = e^{-\lambda_{j}t}, \)

where \( \lambda_{j} \) - node \( j \) failure rate,
\( t \) – elapsed time of device operation.

As \( \lambda = \overline{\lambda}_{j} \cdot 2^{\Delta T/\lambda_{0}}, \) and \( \Delta T = kL \), where \( L \) is a device workload, \( k \) is a ratio and depends on the device type, the dependency between the reliability function and the workload will be as follows:

\( F_{j} = e^{-\lambda_{j}2^{\Delta T/\lambda_{0}}} \).

Device workload depends on the computational tasks distribution through the set of devices, which is described by matrix A. Also the following parameters must be included into the problem model:
\( L_{p}(A), L_{\text{dist}}(A, \text{Flow}_{\text{in}}, \text{Flow}_{\text{out}}), L_{a}(A) \).

So, the overall workload of device \( j \) will be as follows:

\( L_{j} = L_{p}(A) + L_{\text{dist}}(A, \text{Flow}_{\text{in}}, \text{Flow}_{\text{out}}) + L_{a}(A) \).

In case of a set of devices the scalar objective function transforms into the vector one.

The major constraint for this problem is the G completion time T, in other words:

for \( G = G' \cup G'' \)

\( \forall i \in G: \frac{x_{i}}{P \mu_{i}} + t_{\text{dist}}(i) < T, \)

where \( t_{\text{dist}}(i) \) - the maximum time of data delivery from subtask \( i \) to the subtasks-receivers of the data.

As the model considers dataflow routes, \( t_{\text{dist}}(i) \) is calculated with the following function:

\( t_{\text{dist}}(i) = \xi(A, G, P), \)
More precisely, the data delivery is calculated on the basis of full information about the subtasks binding to the computational nodes and with the participating of the parameters $D_a$ and $ListD_a$.

Yet the problem with this model is that there is no constraints, which could describe the initial set of the nodes, considered for the subtasks distribution. The authors of this paper propose an algorithmic online technique, which forms the device constraints for this problem.

3. An online constraint forming technique for the workload distribution problem

Let us consider the term “local device group” (LDG) as a set of devices, which are:
- interconnected by the high-velocity communicational channels without any transitional nodes;
- participate in solving of computational task $G$.

Then, we consider that some computational subtasks must be relocated somewhere (Figure 2), for example, from the “cloud” to the fog-layer, or from the edge devices to the fog-layer, or within the fog-layer. As the operations are quite equal in all the three cases, we will describe the technique proposed by the “cloud-offload” example.

![Figure 2. The scheme of the “offloading” strategy.](image)

As $G'$ has to be brought to the fog, there must be a node in the $P''$, which is responsible for the relocation. Consider the LDG, which solves the $G''$. A leader must be elected for the further actions. It is done, for example, by “round-robin” discipline, or by one of the “leader election” algorithms. Having been elected, the leader sends the request for resources to its LDG, as is shown in Figure 3.

![Figure 3. The elected leader sends the requests to its LDG.](image)

If devices answer the request with agreement to allocate the resources needed for the subtasks to be relocated, then the workload distribution problem is solved within the set of those devices. If the solution is acceptable, the subtasks are linked to the devices.

If the number of resources is insufficient, or the solution is not acceptable, the devices send the request to their LDG, as is shown in Figure 4.
This procedure is iterative and eventually forms the set of nodes, which are to solve the computational subtasks. After the constraints are formed, the problem of workload distribution will be solved.

The generic scheme of the constraints forming technique usage is presented in Figure 5.

**Figure 4.** The LDG enhancement procedure.

![Figure 4](image)

**Figure 5.** The solution of the workload distribution problem with the constraints forming technique.

### 4. Conclusion

This paper deals with the problem of workload distribution in the networked control systems which use the fog-computing infrastructure. So, the appropriate optimization problem must be solved.

The problem under consideration is that of combinatorial optimization, so the search space must be constrained.

Outside the cloud, or drifting from the edge of the network to the fog-layer, we deal with almost unlimited set of nodes which obviously must have some boundaries.

In this paper the model of the optimization problem and the technique of the online constraint forming are proposed. The model pays attention to the workload of the system, which is generated by the transitory data flow. The technique proposes to mark algorithmically nodes for the computational task possible relocation and it makes it possible to solve the optimization problem in the limited search space.
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