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Abstract—The dominance of distributed energy resources in microgrids and the associated weather dependency require flexible protection. They include devices capable of adapting their protective settings as a reaction to (potential) changes in system state. Communication technologies have a key role in this system since the reactions of the adaptive devices shall be coordinated. This coordination imposes strict requirements: communications must be available and ultra-reliable with bounded latency in the order of milliseconds. This paper reviews the state-of-the-art in the field and provides a thorough analysis of the main related communication technologies and optimization techniques. We also present our perspective on the future of communication deployments in microgrids, indicating the viability of 5G wireless systems and multi-connectivity to enable adaptive protection.
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I. INTRODUCTION

The electrification of energy systems based on Renewable Energy Sources (RES) contributes towards reaching United Nations Sustainable Development Goal 7 — “Ensure access to affordable, reliable, sustainable and modern energy for all”. Furthermore, to build transmission lines and distribution lines, as well as new communications infrastructure to serve the traditional power systems, is becoming more and more challenging due to, for instance, growing pressures over environmental licensing, funding allocation, etc. It has been suggested that the centralized paradigm of energy delivery is reaching its technical boundaries and no longer seems to constitute the most effective approach for granting continuous and reliable power supply to customers located at the edge of the grid, especially in countries with a high percentage of non-urban area installations [1]. The above trends have led to increasing interest in installing small scale generation closer to the consumption nodes – Distributed Energy Resources (DER).

Practical modernization of the electrical grid usually refers to small-scale cluster integration of DER and customer demand at the distribution level — microgrids. Microgrids are localized electrical systems with autonomous control and enhanced grid-demand interaction, which are also able to operate in grid-connected and islanded mode [2], [3]. Sophisticated features of microgrids as advanced power electronics and complex control configurations impose substantial technical challenges. Protection schemes and strategies against internal and external faults, which can harm system elements or consumer equipment are among those challenges. Microgrid operational conditions may vary rapidly due to DER contribution with low inertia of non-rotating elements and rapid changes in weather conditions (wind and solar radiation) [4] or due to sudden state changes between connected and islanded mode. External faults are normally cleared using conventional protection schemes at the distribution level, but these schemes may not be suitable to microgrid internal faults [5].

To ensure safe and appropriate operation, all variables of the microgrid elements shall be monitored and required changes shall be applied to the device protection settings dynamically when the operating conditions of the grid change (e.g., due to fault occurrence). Conventional protection schemes, however, rely on large inertia and long transient periods, which are insufficient in this new microgrid context dominated by DER. Thus, adaptive schemes become necessary [6], [7]. The self-implemented changes by adaptive protection devices are based on “intelligent” algorithms that process the available data, making the microgrid a cyber-physical system. This leads to an additional concern about the cyber domain: failures in algorithms may stress or even harm physical components [8].

In microgrids that rely on a central management controller, the communication of Intelligent Electronic Devices (IEDs) is used to keep the system updated on the current state of the grid, tracking the operating currents and making proper fault detection [7], [9], [10]. A reliable communication between the system elements is therefore needed. In fact, any type of electrical protection scheme that relies on communication requires robustness, a virtually full-time availability and strictly bounded latency [11]. Those stringent requirements associated with communications are hard to meet for any current communication system (either wired or wireless). Latency as low as 10 ms, high reliability (i.e., packet error rate lower than 99.9999%), high availability (≈99.999%) and time synchronization are some of the key requirements that the fifth generation of wireless mobile networks (5G) promise to achieve for safe operation of electrical protection systems and that previous technologies alone cannot satisfy due to lack of performance and cost-effective solutions. In particular, the integration of different existing technologies with 5G with other wireless interfaces (e.g., WiFi, LTE, or NB-IoT) to exploit the interface diversity also known as multi-connectivity offers an already feasible solution for many
applications that requires high reliability with latency at order of milliseconds, as shown in [12]. Such a performance is only becoming possible due to major advancements in machine-type communications, adopting specific solutions for different regimes related to data rates, coverage, availability, reliability and latency. The deployment of Network Slicing (NS) and different types of control messages to establish connections are also examples of wireless communication engineering solutions to comply with the above mentioned strict quality of service requirements.

It is also important to consider the different protocols available for communications in grid protection. The Standard IEC 61850 includes messaging protocols for control and grid automation that are ideal for adaptive protection. Although various review papers on adaptive microgrid protection and their communication schemes have been published [6], [7], [13], [14], none of them actually considers the possibility of using emerging 5G mobile communications as part of their proposed solutions. We try to fill this gap by reviewing the state-of-the-art of adaptive protection focusing on the communication aspects and how 5G technologies can be deployed as an enabling technology.

The rest of this paper is divided as follows. Section II presents a generic case that highlights the need for adaptive protection schemes in microgrids. Section III presents a review of techniques for adaptive protection and communication approaches in microgrids. Section IV discusses findings done in previous chapters, introduces how 5G can become a reliable communication system for adaptive microgrid protection and elaborates on outstanding issues and challenges in this area. Conclusions are finally presented in Section V.

II. ADAPTIVE PROTECTION SCHEMES IN MICROGRIDS

The most common type of protection in electrical distribution systems today is overcurrent-based protection. This mission-critical application requires from the communication system a latency between 12 and 20 ms with 99.999% of reliability for sensing/metering and control purposes [15]. Overcurrent protection is impacted more than any other protection function by connection of DER [16] due to bidirectional current flow to faulted point. The state of the different circuit breakers in the electrical grid also plays a significant role in the protection settings. Consider a generic case representation of a microgrid depicted in Fig. 1 with a common IEC 61850 communication setup.

A. Adaptive setting

The electrical system in Fig. 1 is composed by three main circuit breakers (CB1, CB2 and CB3) which are responsible for maintaining the power supply within the microgrid and two circuits breakers (CB4 and CB5) at the DER infeed. Given overcurrent protection functions for CB1 and CB2 associated with an IED located at BUS 1 and three different cases for their setting and reclosing:

1) Case 1: CB1, CB2 Closed and CB3, CB4, CB5 Opened: Without any infeed from DER at CB4 and CB5, and applying the rule of thumb where the overcurrent settings \( CB_S \) is inside the interval of double the magnitude of load current \( I_l \) and half of the minimum current fault \( I_f \), as shown in (1):

\[
CB_S = \left[ I_l \times 2, \frac{I_f}{2} \right],
\]

where currents are measured in A.

At CB1 the protection setting in relation to the current is given by:

\[
CB_{S1} = \left[ 400 \times 2, \frac{2000}{2} \right] = [800,1000].
\]

For CB1, the rule of thumb applies correctly and then we only have to choose a setting value given inside the limits showed in (2).

Likewise for CB2:

\[
CB_{S2} = \left[ 500 \times 2, \frac{1000}{2} \right] = [1000,500].
\]

In this case, when we do not have an optimal interval, in order to find a setting we sum the minimum fault current 500 (A) and load current 1000 (A) divided by 2, which returns a setting of 750 (A). The setting must be above load current and below minimal fault current.

2) Case 2: CB2, CB3 Closed and CB1, CB4, CB5 Opened: With CB3 closed, the setting at CB2 has lower margin from minimum fault current due to the increase of load current. Having 900 (A) of load current and 1000 (A) as minimum fault current, we must find a middle point for setting at 950 (A). As establish before, a setting below the maximum load current could make the protective device operate under normal operating conditions and a setting above minimal current fault the protective device would not be able to identify and clear any fault under faulty conditions. This means an increase in the setting at CB2 while the previous setting is inadequate for this case because at some point the load current may be seen as fault current by the IED causing complete isolation of both loads.

3) Case 3: CB2, CB3, CB4, CB5 Closed and CB1, Opened: With the infeed of DER into the microgrid the protection setting at CB2 can also change. A total infeed of 500 A leaves the maximum load seen from the IED at 400 A and consequently a bigger margin for setting overcurrent protection function at CB2.

These different cases within a simple microgrid configuration shows the necessity of awareness of the IED to know operation conditions of the network so they can adapt to its actual state by changing their overcurrent settings and guarantee a reliable protection for all elements. This means, complete fault isolation including selectivity. Considering case 3 microgrid state, if there is a fault at BUS 2, both loads (or part of the load, if DER had a manageable way to supply part of the load at BUS 3) would get disconnected by operation of CB2, but with a centralized wireless proposed scheme, as shown in the following chapters, that situation could be avoided and power supply of load at BUS 3 could be ensured, by having a lower overcurrent setting at CB2 and operation of CB3 instead.
4) Auto-reclosing: Once a fault in a given microgrid network is cleared by protective devices, it is important to reclose as fast as possible to minimize the lack of power supply and provide stability to the system. Auto-reclosing, though, can degrade the life of some elements or even cause permanent damage if the attempt is unsuccessful. The auto-reclosing action is mostly a control function that can be easily performed at the Microgrid Protection Management Controller (MPMC) level, to mitigate any possible damage to the system; the line branches that have less current contribution are the ones to reclose first. This implies that the MPMC has to know the current state of the circuit breakers of the microgrid, along with real-time operation currents and fault currents, so that the line branches that reclose first can be determined. Since the current measuring is performed at IEDs, these devices need to communicate with the MPMC. Similarly to the protective system for fault clearance, wireless communication seems to be a more suitable solution for this task due to its flexibility.

B. Adaptive protection algorithms

Traditional distribution systems are designed to have radial configuration, in order to supply power from a single power source at a time. This means that current will flow only in one direction, i.e. from the source (distribution feeders) to the load (consumer). Protection functions for radial configuration usually include non-directional overcurrent relays or IEDs, with fixed settings and no need for communication within protective elements [17]. As microgrids start to proliferate and DER penetration in distribution networks increases, power flow and therefore also fault current become bidirectional. Adaptive protection schemes appear as an option to solve the fault clearance challenges that are imposed in this scenario.

Fig. 2 shows the flow chart of a typical adaptive protective scheme implementation. First the real-time data gathered by the IEDs is collected and sent through a wired communication channel (usually Ethernet-based) where it is received by the MPMC (Fig. 3) [20], which will analyse if a trip action was made and whether it was, or not, from a fault occurrence. Then, the microgrid state is evaluated for possible temporary conditions in the system after any possible reclose from the circuit breakers. Based on the fault currents the system will update the settings at the decision-making table and depending of the state of circuit breakers, a signal could be sent back to the IEDs to rewrite their actual settings for the new ones.

Additionally, in [19] after the measurements are gathered, a block of artificial neural networks and another of support vector machine algorithms estimate whether there is a fault and its location, respectively. A least square estimation is employed for comparison before updating the decision table. In [21], the whole tripping process is shown by dividing the flow chart into two main blocks (relay agent and central controller agent) performing an examination of grid state and updating the values of relays. After a fault occurs, the new state is evaluated to calculate new relay settings. A calculation of the average of total communication latency that involves the previous described blocks was described in [20]. Adaptive protection schemes use different methods to solve their setting adjustment when needed. Those methods also rely on different
III. EXISTING COMMUNICATION APPROACHES IN ADAPTIVE PROTECTION SYSTEMS

A. Wired and wireless implementations

In wired communication-based automation and adaptive protection implementations, the data transfer between IEDs and the MPMC takes place through cables installed at the substation level. Wireless communication, on the other hand, operates based on radio frequency signals. Both implementations have advantages and disadvantages and whether one is more appropriate than the other is entirely reliant of the use case. Table \( \text{I} \) presents a comparison between wired and wireless applications of some of the characteristics of substations control that are relevant for adaptive protection.

Wired connections are generally considered to be highly reliable but their total cost and lack of flexibility impose additional challenges when new equipment is installed at the substation. Wired and wireless communication can also be combined to enhance the tasks performed by each element of the network, such as in [25], where a mix of technologies such as Fiber Optics, Broadband Power Line over medium voltage, and Wi-Fi are used for control and measuring. However, most work found in the literature adopts less sophisticated physical wired communications, for high reliability and low latency.

In this context, the role of emerging technologies in wireless communications (5G and integration of 5G other wireless communication interfaces) can be groundbreaking. Not only will these be able to efficiently address the drawbacks from legacy wireless communications, but also to significantly enhance its capabilities. Furthermore, the discussion on the need for more versatile communication technologies i.e. applicable to the generality of implementation use cases, increasing efficiency and reducing costs, is a valid one. Thus, the authors propose a change of paradigm of microgrid automation and control towards a scenario of prevalent adaptive protection implementations, which as explained constitute a significant departure from contemporary wired installations.

TABLE I: Wired and wireless communication for substation automation.

| Characteristics | Wired | Wireless |
|-----------------|-------|----------|
| Reliability     | - Once the installation is complete, probability to fail is very low | - Redundancy can lower probability to fail |
| Stability       | - Not distorted by other connections or objects | - Variation in the latency could be experienced depending on the interference by other networks |
| Visibility      | - Not visible by other wired connections but could be connected by nodes to facilitate data transfer | - Might be visible by other wireless connections depending of the bandwidth |
| Speed           | - Independent cables avoid unexpected and unnecessary data making transfer faster | - Latency of 5G deployments can perform equal or better than wired networks |
| Security        | - Firewall and other applications provide enough security when the installation is monitored | - Signals that propagate through can be intercepted. Proper encryption technologies can avoid this |
| Cost            | - Design, space adequation and installation could be costly | - Cost of installation relatively inexpensive |
| Mobility        | - Stationary without possibility of fast reallocation | - Flexible and easy to add new components or reallocation |
| Installation    | - Depending on size and requirements, it can take longer to set up | - Requires less equipment and fast installation |
| Maintenance     | - Potentially costly depending of number of elements | - Due to less elements, less costly and less frequent maintenance |

B. Traditional communication architectures

Recent literature on adaptive protection of microgrids has revealed a variety of approaches for analyzing the performance of the respective algorithms and methodologies. Some approaches focus on centralized or decentralized management for data processing and control, while others focus on the communication infrastructure to reduce times of on-line settings adjustment. Most of the utilized algorithms were tested in grid-connected operation conditions. A small set, however, can also work under islanded mode, in order to test control robustness of adaptive protection in case of communication failures or disconnection from the grid, when DER are present.

Table \( \text{II} \) summarizes the aforementioned approaches to adaptive protection in microgrids, in the last five years. In [19], a centralized approach chosen. The paper states that the methodology requires database available before hand and it is obtained through simulation. It proposes a data mining methodology to quantitatively extract meaningful information from the database.

As for the implementation, the authors used a wired communication approach, along with Simple Network Time Protocol (SNTP) and Supervisory Control and Data Acquisition (SCADA), which includes the IEC 61850 standard. The authors considered both grid connected and island operation modes. A fractionalization of microgrid protection is made in [28] to avoid dependency of centralized management and to improve reliability, which can also work in grid-connected and island operation modes. In [20] and [25], a decentralized methodology is proposed using the IEC 61850 standard...
TABLE II: Mapping of communication approaches used in adaptive protection schemes for microgrids. Their main features are discussed throughout Sec. III.

| Reference | Controller | Communication | Operation Mode |
|-----------|------------|---------------|----------------|
| Year      | Centralized | Decentralized | Wired Wireless | Standard/Protocol | Grid-connected | Islanded |
| 2019      | [19]        | ✓             | ✓             | ✓             | ✓             | ✓         |
|           | [20]        | ✓             | ✓             | ✓             | ✓             | ✓         |
|           | [27]        | ✓             | ✓             | ✓             | ✓             | ✓         |
|           | [28]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [29]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [30]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [31]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [32]        | ✓             | ✓             | ✓             |✓  | ✓         |
| 2018      | [33], [34]  | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [35]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [36]–[38]   | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [39]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [40]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [41]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [42]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [43]–[44]   | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [45]        | ✓             | ✓             | ✓             |✓  | ✓         |
| 2017      | [46]–[48]   | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [49]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [50]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [51]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [52]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [53]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [54]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [55]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [56]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [57]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [58]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [59]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [60]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [61]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [62]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [63]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [64]–[68]   | ✓             | ✓             | ✓             |✓  | ✓         |
| 2016      | [69]–[71]   | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [72]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [73]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [74]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [75]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [76]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [77]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [78]–[84]   | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [85]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [86]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [87]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [88]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [89], [90]  | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [91]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [92]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [93], [94]  | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [95]–[96]   | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [97]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [98]        | ✓             | ✓             | ✓             |✓  | ✓         |
|           | [99]–[101]  | ✓             | ✓             | ✓             |✓  | ✓         |

— Not specified
for grid-connected operation mode. A combination of adaptive communication-based decentralized (pre-contingency) and centralized (post-contingency) protection schemes is shown in [21], which is suitable for both grid-connected and islanded operation modes. Also in this paper, the IEC 61850 is used for communication between the elements.

When a microgrid is in island mode, it often looses its communication capabilities with a central server, leaving all protection devices operating with stationary settings or not being adjusted to the lower setting, which means the fault will not be detected. To overcome this problem, in case of communication failure, [54] proposes a solution using a supercapacitor with bidirectional Voltage Source Converter to contribute for the fault current and raise current value to certain level, which is sensed by the relay and a comparison between high and low settings can be made. In [58], numerical relays and a global system for Mobile communications modem are connected to communicate with each other (schematic shown in [102]) and perform a decentralized adaptive protective action due to very good coverage. Also in [43], the authors propose a SCADA system with Advanced Meter Infrastructure (AMI) and 4G wireless communication.

The SCADA system is used to perform the online adaptive feature, by obtaining measurements from DER output and AMI. To acquire the mentioned data from the distribution system to the control center, a 4G wireless communication system was used. Lastly, in their work, [75] suggest that the information exchange between the elements can be accomplished by a Wireless Sensor Network.

Fig. 4 offers a quantitative analysis of the communication approaches used in adaptive protection of microgrids in recent literature, based on 85 compiled papers from the last five years. The analysis is expressed in terms of communication technology (wired or wireless), control approach (centralized or decentralized) and operation mode (grid-connected, islanded, or both operation modes). It is important to make the remark that the literature review spans from January 2015 to July 2019 i.e. publications compiled for 2019 do not reflect an entire year. The findings from this analysis are further discussed in Section IV.

C. Communication standards and protocols for substation automation and control

When it comes to communications architecture, the IEC 61850 is a widely accepted standard for automation and equipment of power utilities and DER, specifically for defining protocols for IEDs at electrical substations [103]. There are three main protocols defined by the IEC 61850:

- **Generic Object-Oriented Substation Event (GOOSE):** Used to send data from IED to IED or from IED to circuit breakers due to its high-speed and high priority characteristics, suitable for tasks such as command trips or alarms;
- **Sampled Measured Values (SMV):** Used to transfer the analog channels of current and voltage to the IED;
- **Manufacturing message specification:** Used for applications that are non-time-critical, such as communications between controller and between substations.

IEC 61850 also defines generic substations events which is a control model that provides a fast and reliable mechanism for data transferring over the electrical substation network. The generic substations events model is divided into earlier described GOOSE and generic substation state events. All of the above tasks, performed inside communication layers within a power system, are adequate for protection-related applications. The three protocols run over Transmission Control Protocol,
Internet Protocol or a Local Area Network (LAN) that can use high speed switched Ethernet like in [18].

IEC 61850 entails additional features, such as data modelling, reporting schemes, fast transfer of events, setting groups, sampled data transfer, commands and data storage, which justify its use in substations and grid protection. A communication setup using IEC 61850 standard makes it relatively simple to achieve low latency, normally around 4 milliseconds, which is ideal for protection purposes. Although many of the current implementations using this standard use wired Ethernet or Fiber Optics physical layers, wireless communication may also be implemented using IEC 61850 for communications between the substation elements.

Other standards used are for instance the IEEE 1588, which describes a hierarchical master-slave architecture for clock distribution and introduces precision time protocol (PTP), used to synchronize clocks throughout a computer network. On a local area network, it achieves clock accuracy in the sub-microsecond range, making it suitable for measurement and control system applications [104].

PTP supports the transmission of GOOSE messages over an Ethernet network using IEC 61850. This is generally implemented in SCADA systems where several substations can be covered. For instance, reference [105] shows that monitoring three pulses per second (PPS) signals from master to slave can be synchronized within 200 ns and deliver accurate time stamps below 500 ns. Note that this delay has a much lower order of magnitude compared to the adaptive protection needs (order of milliseconds), making them negligible. Also, the IEC 60870-5 defines systems used for telecontrol, supervisory control and data acquisition in electrical engineering and power system automation applications. It provides the communication architecture for sending basic telecontrol messages between two elements (ex. IED and MPMC) that have permanent connected communication channels. IEC 60870-5-101 specifically refers to companion standards for basic telecontrol tasks, which are commonly used in substation control and protection in SCADA systems.

Other protocols used for control purposes found in the literature and listed in Table II are:

- **Distributed network protocol (DPN3)**: Used mainly for communication between a master and remote terminal unit or IEDs. It provides multiplexing, data fragmentation, error checking, link control, prioritization, and layer 2 addressing services for user data. The protocol is robust, efficient and compatible with many elements which is suitable for SCADA systems. Depending on the elements and the applications it can become very complex:
  - **Telnet**: Application protocol used in internet or LAN to provide interactive text-oriented communication systems using a virtual terminal connection and data being interspersed in-band with control information over 8-byte transmission control protocol. Telnet was often used to perform remote connection applications. It doesn’t use, however, any form of encrypting mechanism, which makes it vulnerable in modern security terms;
  - **Real-Time Publish-Subscribe (RTPS)**: Protocol which provides two main communication models, the publish-subscribe protocol that transfers data from publishers to subscribers, and the composite State Transfer protocol that transfers states. It features characteristics such as modularity, scalability and extensibility and it’s suitable for real time applications running over standard internet protocol networks;
  - **Peer-to-peer**: Allows to connect a large number of users over a LAN. The scalability is no longer limited by the server. Its functions are distributed among a number of client peers, communicating in multicast mode. Messages are sent from one client directly to another client, without relying on a central server.

Fig. 5 shows the percent distribution of communication standards and protocols used in recent microgrid adaptive protection literature (based on the same 85-research paper sample). An immediate observation is the dominance of the IEC 61850 standard, which suggests its protocols are suitable for adaptive protection tasks even in the case of wireless deployments, as showed in Table II.

One additional consideration to communication standards and protocols is the physical capability of network elements. Adaptive protection requires robust and flexible elements for data gathering and control. Due to their ability to receive and send data to form the closed loop of the adaptive process, IEDs comply fully with these strict requirements. IEDs must also count with sufficient flash memory capabilities to read/write protective settings [16] and successfully achieve the communication data exchange. Reference [75] also mentions that IEDs should have the ability of logging voluminous information about system parameters. In [43], [44], the authors selected the most suitable wireless technology for collecting data in real time and transfer it to the central controller, based on synergies with SCADA systems.

**D. Cyber-security**

The transition of microgrids to the cyber-physical domain comes with a number of cyber-security risks. Communication systems are vulnerable to malicious cyber-attacks. If the protection systems in place do not perform appropriately, such attacks can potentially harm the physical domain [13]. Cyber-attacks can be classified in two main categories: Network...
Security attacks and Goose & SMV message attacks \[7\]. Three types of attacks related to Network Security are:

- **Denial of service (DoS)**: DoS prevents authorized users to access a service and affects the timeliness of the information exchange, which can cause packet losses. \[106\] addresses the case of load frequency control in a power system where supply is limited from DoS attacks by transferring the model of multi-area power systems to a dependent time delay model, in order to tolerate a certain degree of data losses induced by energy-limited DoS. Many classical approaches address this type of attacks by using distribute topology formation techniques that are based upon the cooperation between IED nodes \[107\].
- **Password cracking attempts**: This method is based on attempts to gain access to system devices (such as IEDs) to gain control over them, performing tripping actions or blocking them from protective signals. For techniques to detect type of attacks, see \[108\].
- **Eavesdropping attacks**: This type of attack is done by accessing the communication link between the control center and the substation, and can be performed in both wired and wireless communication implementations. The data packets are intercepted by the intruder, who is able to replace real data for fabricated one. After, the controller can send back to the IEDs tripping signals out of wrong information provided by the intruder \[109\].

For GOOSE & SMV attacks, we have:

- **Goose & SMV modification attacks**: In this type of attack, the intruder modifies the message data between the IED (GOOSE sender) and the circuit breaker (GOOSE receiver) without any notice. And as SMV the intruder can send wrong information about the analog variables receiver) without any notice. And as SMV the intruder can send back to the IEDs tripping signals out of wrong information provided by the intruder \[109\].
- **Goose & SMV DoS attacks**: The intruder can prevent the correct operation of the IED by sending a great amount of messages to a IED target causing communication collapse and making it unable to respond to other messages;
- **Goose & SMV replay attacks**: Fault information packets are kept from the intruder and then sent back to the elements under normal operation, causing undesirable tripping and possible substation outages.

When a communication failure resulting from cyber-attacks takes place in a microgrid, it would usually trigger microgrid islanding, which poses challenges to protective devices. \[7\] envisions such a scenario, devising an approach to handle relying on energy storage. Under service of energy storage, the IEDs may be able to reach the overcurrent fixed setting to perform tripping actions in case of fault condition, guaranteeing protection actuation and therefore no damages to the microgrid.

The literature is abundant in terms of proposed approaches for evaluating and preventing cyber-attack in electrical networks \[111\]. However, for sake of effectiveness and robustness of operations, cyber-security should be approached holistically and from a project design stage. Therefore, to prevent those attacks, guaranteeing a reliable cyber-physical protective system embedded in the communication architecture of microgrids, substantial improvements, and thus investments in prevention, detection, mitigation and resilience must still be undertaken.

### IV. Discussion, open issues and challenges

The increasing penetration of RES in electrical networks and the dissemination of microgrids are generating interest in developing communication technologies tailored to new uses and functionalities. For instance, islanded operation will become more relevant (as seen in Fig. \[4\]), driving the need for further adaptability in protective units for system elements. Unprecedented changes have taken place in the ways in which people communicate during the last two decades. Changes in the communication infrastructure of distribution systems and microgrids are also important and ruled by the need for greater flexibility and more cost-effective solutions. The research presented in this paper highlights the predominance of wired, centralized communication approaches for adaptive protection in microgrids. On the other hand, it reveals no identifiable changing trend in terms of adopted communication technology (wired or wireless) in recent practical and theoretical research (Fig. \[3\]). There is a dominant use of IEC 61850 standard because it addresses necessary communication protocols in the substation domain \[5\]. IEC 61850 is suitable for wireless communications and can be used for future implementation of protection and control systems. Many further developments such as the Internet of Things (IoT), augmented reality, telemedicine, virtual reality and unmanned driving, have been applied to real businesses. These developments have brought significant changes to society and their mobile communication requirements became higher \[112\]–\[114\].

Section \[\text{III}\] showed that current microgrid sensing and monitoring rely largely on wired communications, even though wireless systems can meet increasing quality of service requirements (as ongoing discussions on 5G suggest). On a related note, the recent appearance of mobile 5G wireless communications, an evolution of 4G, as proposed by the latest realises of the 3rd Generation Partnership Project, has revealed highly promising for various vertical use cases, with reported efficient technical and economical solutions \[115\]. In the years to come, 5G networks shall include features targeted at improved performance for specific vertical use-cases (as the case of energy and automation verticals). Advantages of 5G communication infrastructure includes cost savings (no wired physical connections are needed), network virtualization, improved response time, efficiency, flexibility, redundancy and its platform-approach, where a single interface is used to provide different types of connectivity \[116\]. Microgrid protection will eventually benefit from 5G technology developments, as it matures, since all network communications within the different elements from traditional protection or adaptive protection can be made using a centralized scheme as show in Fig. \[3\].

In particular, 5G is framed as having three cornerstones:

- **Enhanced Mobile Broadband**: More data rate and connectivity than previous technology (4G);
- **Massive Machine Type Communication**: Larger number of devices connected than 4G and possibility of Machine-to-Machine communications;
- **Ultra Reliable and Low Latency Communications (URLLC)**: 1 ms latency and 99.999% reliability.

All the above features are relevant and will play a key role in substation control and grid automation. For instance, system operators can connect devices that are located in zones with difficult access. 5G would also allow for protection to become more distributed by installing IEDs at points closer to consumption, and DER generation without having to build new communication infrastructure. mMTC schemes could be used by IEDs to communicate without having to rely on central servers for action purposes (e.g., reclosing schemes or informing the current state of a branch), as well as including one or multiples IEDs to the network, maintaining the same base stations (scalability). If one considers a large network deployment, as in a big city, massive connectivity between the elements is needed.

However, URLLC is the most promising regime for adaptive protection in microgrids. Previous work shows that message latency should be constrained by 2 cycles (i.e., 40 ms for a 50 Hz power system) \[117\], while other indicates a stricter requirement between 12 and 20 ms \[15\], both considering high reliability. Current 4G systems can deliver an end-to-end latency of 20 ms, at best, which is a result of the constraint from the frame structure. For example, tests in a 4G industrial private network achieved in the most favourable settings a delay of 26 ms (in comparison to a wired Ethernet scenario that achieved a delay of 3 ms) \[118\]. It is important to mention that, although 5G URLLC targets latencies as low as 1 ms, our particular application is less strict requiring 12 ms latency at the most stringent cases.

In terms of reliability, the performance of 4G is reliant upon several parameters, from the size of the message to the number of users. In \[12\], the authors have proposed a quantitative relation between these key parameters based on field measurements. The URLLC regime in 5G relates latency and reliability in a sense that the target reliability should be achieved within a very low latency constraint; originally, this constraint was 1 ms, but in the latter years it has been relaxed according to some more elaborate requirements for Industrial IoT (see, for example, \[119\], Table 1). Even these more relaxed versions, including the one we are using for the adaptive protection case, cannot be met by 4G.

In this case, the data-driven reliability guarantees based on a statistical learning framework seems a more suitable approach than the “deterministic” 1 ms potentially provided in URLLC regime \[120\]. Depending on the application, ultra-reliability is critical but the low latency is more flexible; the adaptive protection exemplifies this. Besides, recent results have proved that interface diversity where 5G combined with other wireless interfaces can provide ultra-reliability with bounded delay, which would satisfy the adaptive protection requirements \[12\].

The integration of these different quality of service can be done by NS, which is a concept that finds an efficient way for serving a determined application with 5G features on a common infrastructure \[121\], \[122\]. Various works in fields of communication for applications in Industry 4.0 show that NS using programmability and flexibility can be used to reduce complexity. This allows getting the best feature from a communication network, depending on the requirements from specific applications \[123\]. A slice can be considered an independent network, with corresponding advantages; in microgrid protection, it could be divided in many slices depending of the availability, latency or message type, as shown in \[124\]. This concept makes communications even more flexible. As RES penetration increases in distribution systems, particularly in microgrids, the bidirectional fault current magnitudes become bigger, more sensors need to be installed, and therefore more signals need to be monitored. It then becomes a growing challenge for communication systems to deliver different messages from sensing devices to controllers and actuators. NS architectures may be able to efficiently deal with the complexity of handling such different and demanding requirements, which can range from high reliability and low latency to high data rates on the same industrial application.

All in all, new ways to incorporate wireless technology in substation automation and control need to be researched in the upcoming years, to accompany the rapid changes electrical distribution systems are already undergoing. The wired communication infrastructure will not be able to catch up, due to the lack of scalability and further prohibitive characteristics. A good approach would be multi-connectivity that combines wired and wireless, as those technologies have different failure patterns. 5G communications will open new frontiers in how these systems can be effectively integrated to perform tasks such as adaptive protection with very stringent requirements \[125\]. In particular, ultra-reliable communications with latency constraints required to perform adaptive protection should co-exist with other applications with multiple requirements, including massive connectivity of machine-type devices and more traditional broadband applications. While current 5G solutions are not yet capable of reaching the demanded performance in protection applications, upcoming releases of 5G – and even of 6G – are expected to focus on specific vertical applications and application-specific requirements. In this context, fast technological developments including potentially groundbreaking concepts, such as Semantic Filters \[126\] and Edge Intelligence, are expected to take place in
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the upcoming years [127]. These developments should allow for tailored wireless communication solutions i.e. based on specific applications and their particular requirements, that co-exist and share the same resources.

Usually, societal paradigm changes take place decades after key technologies (such as 5G) have been developed and rapid adoption is limited by conservative and progressive investment. The adoption of wireless connectivity in energy sector has not yet become mainstream. Some solutions like 4G and WiFi are deployed for some applications (mainly monitoring, metering and demand response), but not for adaptive protection, due to their performance limitations. Upgrading infrastructure to add 5G capabilities would bring additional capital costs considering incremental deployment in the existing grid infrastructure. On the other hand, it is expected that 5G brings down the operational costs related to communication network operations, due to its modularity and scalability [128]. In 5G, the concept of local operator and private cellular networks indicates the tendency of third-party service providers, which is expected to decrease the operational costs related to the communication network, compared to more expensive deployment and maintenance of wired networks [129].

5G has many potential advantages but also some challenges related to its effective implementation. These challenges are commonly associated with cyber-security. Careful examination of communication technologies has to be taken into consideration during a control and protection project design stage. The authors suggest this step to be essential for the economic viability of the project, since it can greatly reduce costs. This design should also include a robust system architecture to prevent or avoid possible cyber-attacks, given the vulnerability of wireless communication systems over wired communication systems. The reason for this is the wireless air propagation channel, where signals can be picked up from nearby locations without interfering in any hardware equipment.

It is worth restating that the proposed adaptive protection scheme can greatly reduce costs associated with communication network, bringing more flexibility in comparison to the traditional wired solutions. The benefits of using 5G would be also combined with already deployed solutions, leading to gains from multi-connectivity, which is a popular way of achieving now that there are many wireless interfaces available [12]. In summary, we argue that the proposed solution generally complies with the current deployments, which yields a smooth transition that will bring not only technical benefits but also economical ones.

V. CONCLUSION

This paper presented key technical aspects related to the communication system that is needed to perform adaptive protection in micro-grids with high penetration of DERs. We particularly focused on different exiting solutions for adaptive protection systems, which are dominantly based on wired solutions. We covered the traditional communication architectures (e.g., centralized or decentralized) and standards (e.g., GOOSE, SMV, RTPS among others). We also discussed aspects related to cyber-security, including potential threats and types of attacks. What is remarkable, though, is that current approaches mostly rely on wired networks despite the unquestionable performance gains of wireless technologies during the last decade. In this sense, we argue that 5G in combination with other existing solutions (e.g., WiFi) can already achieve the required reliability of 99,999 % with a bounded latency as low as 12 ms so that they should be seriously considered as a feasible enabler of adaptive protection applications. In the near future, we expect that these solutions will take over many traditionally wired applications since wireless solutions tend to be cheaper, more flexible and easier to implement than wired ones to perform the same tasks, including mission-critical ones. All in all, this review highlighted the state-of-the-art in the field indicating possible research directions that shall be taken to effectively deploy adaptive protection using wireless communications.
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