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ABSTRACT: Evanescent operators are a special class of operators that vanish in fourdimensional spacetime but are non-zero in $d = 4 - 2\varepsilon$ dimensions. In this paper, we continue our systematic study of the evanescent operators in the pure Yang-Mills theory and focus on their two-loop renormalization. We develop an efficient strategy to compute the two-loop divergences of form factors of high-dimensional and high-length operators by combining the $d$-dimensional unitarity method and the improved tensor reduction techniques. Two-loop anomalous dimensions are obtained for the dimension-10 basis in the planar YM theory, for which both the $\overline{\text{MS}}$ scheme and the finite-renormalization scheme are used. We verify that the two-loop anomalous dimensions are the same in these two schemes at the Wilson-Fisher conformal fixed point. Our computation shows that the evanescent operators are indispensable in order to obtain the correct two-loop anomalous dimensions. This work provides a first computation of the two-loop anomalous dimensions of the complete set of dimension-10 operators. The method we use is also expected to provide an efficient strategy for the two-loop renormalization of general high-dimensional operators.
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1 Introduction

Dimensional regularization (DR) \cite{1} is a widely used regularization scheme to regularize divergences in the loop Feynman integrals, where the spacetime dimension is continued to non-integer $d = 4 - 2\epsilon$ dimensions. In general $d$ spacetime dimensions, there exists a special class of so-called evanescent operators that vanish in four dimensions (i.e. in the limit $\epsilon \to 0$). In our previous work \cite{2}, we discussed the systematic construction of the gluonic evanescent operators and performed the one-loop renormalization. Based on those results, we continue to study the two-loop renormalization of evanescent operators in this paper.

Starting from the two-loop order, evanescent operators are expected to have non-negligible physical effects. This has been studied a long time ago for the four-fermion type evanescent operators in four-dimensional \cite{3–6} and two-dimensional \cite{7–9} theories. There is an important difference between the gluonic evanescent operators and the four-fermion type evanescent operators. In the four-fermion case, there are infinite number of operators with the same canonical dimensions which in general can mix with each other, and thus a certain special choice of the operators \cite{3–5} or some truncation of the basis \cite{10} are required. In comparison, the gluonic operator basis at a given mass dimension contains only a finite number of operators, and this allows us to study the evanescent effects in a concrete setup. For example, we can compute the anomalous dimensions with a general choice of a basis and also address the possible issue of the scheme dependence without any ambiguity. We note that the finiteness of the basis number also happens for evanescent operators in the scalar theories \cite{11, 12}. Evanescent effects in gravitational theories were also considered in \cite{13, 14}.

In this paper, we obtain the two-loop anomalous dimensions for the dimension-10 operators (operators of classical dimensions 10) in the planar YM theory.\footnote{Since the anomalous dimensions of dimension-10 operators itself includes the results of lower-dimension operators, our results also provide for the first time the anomalous dimensions of the dimension-8 operators.} There are 36 independent operators and six of them are evanescent. We use two different schemes to perform the renormalization: the modified minimal subtraction (\textsc{ms}) scheme \cite{15} and the finite renormalization scheme \cite{3, 7}. The anomalous dimensions are scheme dependent because of the effect of the non-zero beta function. To further check our results, we consider the Wilson-Fisher (WF) conformal fixed point \cite{16} of the pure YM theory where the anomalous dimensions should be scheme independent. We find that the two schemes indeed give the same results, which provides a non-trivial consistency check of our computation.

We would like to stress that the two-loop computation for the high-dimensional and high-length operators in the YM theory is also a challenging technical problem. For example, to calculate the anomalous dimensions of operators at classical dimension 10, two-loop four-point and five-point form factors are required. We employ a strategy that combines the unitarity method \cite{17–19} and the integration by parts (IBP) reduction \cite{20, 21}. Importantly, since we aim to study the evanescent operators, the computation must be performed in $d$ dimensions. Therefore, it is natural to use the $d$-dimensional unitarity cut method and work in the conventional dimensional regularization (\textsc{cdr}). A technical challenge in computing...
the form factors of high-length operators is to perform non-trivial tensor integral reduction. We find that this reduction can be done relatively efficiently by a modified Passarino-Veltman reduction method \cite{22, 23}. The efficiency of the program can be further enhanced by using the numerical reconstruction method. Since the operator basis is finite, it is straightforward to reconstruct the analytic renormalization matrix using a finite set of numerical data. In this way, we obtain the analytic two-loop anomalous dimensions. The strategy we employ is expected to also provide an efficient framework for the two-loop renormalization of general high-length operators.

The paper is arranged as follows. In Section 2, we introduce necessary notations and the dimension-10 operator basis. In Section 3, we describe the renormalization procedure and give the explicit renormalization formulas in the $\overline{\text{MS}}$ scheme and the finite renormalization scheme. In Section 4, we explain our calculation of the loop form factors using the $d$-dimensional unitarity method, and a detailed description of how to deal with the challenging tensor reduction is also given. In Section 5, we present our results, including the renormalization matrices and the anomalous dimensions. A summary and discussion are given in Section 6. The explicit basis of the dimension-10 operators is given in Appendix A. The two-loop mixing between physical operators is presented in Appendix B.

2 Preparation

In this section, we first set up basic notations and our conventions for local operators in the pure YM theory in Section 2.1. Then in Section 2.2, we define the physical and evanescent operators, and we also present the dimension-10 operator basis.

2.1 Setup in the YM theory

The Lagrangian of the pure YM theory is\footnote{For simplicity, in this paper we will not distinguish upper and lower Lorentz indices. For example, $\eta^{\mu\nu}$ and $\delta^{\nu}_{\mu}$ are regarded as equivalent. This will not cause any problem in the flat spacetime.}

$$\mathcal{L} = -\frac{1}{2}\text{tr}(F_{\mu\nu}F_{\mu\nu}) = -\frac{1}{4}F_{\mu\nu}^{a}F_{\mu\nu}^{a},$$

(2.1)

where $F_{\mu\nu} \equiv F_{\mu\nu}^{a}T_{a}$, and $T_{a}$, with $a = 1, \ldots, N_{c}^{2} - 1$, is the SU($N_{c}$) generator. The field strength tensor $F_{\mu\nu}^{a}$ is defined as

$$F_{\mu\nu}^{a} = \partial_{\mu}A_{\nu}^{a} - \partial_{\nu}A_{\mu}^{a} + g_{0}f^{abc}A_{\mu}^{b}A_{\nu}^{c},$$

(2.2)

where $A_{\mu}^{a}$ is the gauge field, $f^{abc}$ is the structure constant and $g_{0}$ is the bare coupling. The Einstein summation is assumed for the repeated indices.

The covariant derivative is defined to be

$$D_{\mu} = \partial_{\mu} - ig_{0}A_{\mu}^{a}T^{a}.$$

(2.3)
The action of the covariant derivative is
\[ D_\mu X \equiv [D_\mu, X], \] (2.4)
given that \( X = X^a T^a \). The commutator of two \( D_\mu \)'s reads
\[ [D_\mu, D_\nu] = -ig_0 F_{\mu\nu}. \] (2.5)

The equation of motion reads
\[ D_\mu F_{\mu\nu} = 0. \] (2.6)

Another important relationship is the Bianchi identity:
\[ D_\mu F_{\rho\sigma} = D_\sigma F_{\rho\mu} + D_\rho F_{\mu\sigma}. \] (2.7)

We aim to study the gauge-invariant local scalar operators. For simplicity, in this paper we will take the large \( N_c \) limit. Consequently, we only need to consider the single-trace operators. We will often abbreviate the Lorentz indices by integer numbers, such as
\[ \text{tr}(F_{12}F_{12}) \equiv \text{tr}(F_{\mu_1\mu_2}F_{\mu_1\mu_2}). \] (2.8)

It is conventional to classify the operators according to their classical dimensions. For example, we say that \( \text{tr}(F_{12}F_{12}) \) is a dimension-4 operator.

Given an operator \( O \), its \( n \)-point form factor is defined to be
\[ \mathcal{F}_{O, n \text{ gluons}} = \int d^4 x e^{-iq \cdot x} \langle g_1 \cdots g_n | O | 0 \rangle, \] (2.9)
where \( g_i \) denotes an external gluon carrying an on-shell momenta \( p_i \), and \( q = \sum_i p_i \) is the off-shell momentum associated to the operator. See e.g. [24] for a recent introduction of form factors. All the gluons are assumed to be outgoing in this paper. For an operator \( O \), there exists an integer number \( m \) such that its tree-level \( n \)-point form factors vanish unless \( n \geq m \). We call the \( m \)-gluon form factor the minimal form factor of this operator. Similarly, an \((m + 1)\)-point form factor is called a next-to-minimal form factor, and a \((m - 1)\)-point form factor is called a sub-minimal form factor. The tree-level color-ordered minimal form factor can be achieved straightforwardly by the dictionary (see e.g. [2])
\[ F^{\mu\nu} \rightarrow i(p^\mu e^\nu - p^\nu e^\mu), \quad D^\mu \rightarrow ip^\mu, \] (2.10)
where \( e^\mu \) is the polarization of a gluon and \( p^\mu \) is the momentum of a gluon. By definition, there is no tree-level sub-minimal form factor. For the tree-level next-to-minimal form factors, compact formulas are given in [2].
The length of an operator is defined to be the number of gluons of its minimal form factor. For example, the operator

$$\text{tr}(D_3 D_4 F_{12} F_{23} F_{41}) + D^4(\text{tr}(F_{12} F_{12})), \quad (2.11)$$

contains a length-3 and a length-2 monomial operators. The length of the whole operator is two, since the minimal tree form factor is a two-point form factor. In this work, we take the convention such that each length-$L$ monomial operator is implicitly multiplied by a factor $(-i g_0)^{L-2}$. For example, $(2.11)$ means $(-i g_0)\text{tr}(D_3 D_4 F_{12} F_{23} F_{41}) + D^4(\text{tr}(F_{12} F_{12}))$. This convention is due to the fact that a strength tensor can be interpreted as a commutator of two $D_\mu$’s which involves a factor $-i g_0$, and the shortest operator in this work is of length two.

Under charge conjugation, the color trace of a monomial operator is reversed, together with a factor $(-1)^L$ with $L$ the length of the monomial operator $[25]$. For example,

$$\text{tr}(D_3 D_4 F_{12} F_{23} F_{41}) \rightarrow -\text{tr}(F_{41} F_{23} D_3 D_4 F_{12}). \quad (2.12)$$

An eigenstate operator under change conjugation with $+(-)$ C-parity is said to be C-even (C-odd).

An operator before renormalization is called a bare operator, denoted as $O_b$. Since we aim to study the evanescent operators, we will adopt the CDR scheme to regularize the divergences of a bare operator, with loop momenta and external momenta all in $d$ spacetime dimensions. Given a set of bare operators $\{O_{b,j}\}$, a renormalized operator $O_i$ can be written as

$$O_i = Z_{i,j} O_{b,j}. \quad (2.13)$$

A matrix element $Z_{i,j}$ represents an operator mixing from $O_{i,b}$ to $O_{j,b}$. In general, operators of the same classical dimension can mix with each other. The dilatation matrix $D$ is defined as

$$D \equiv -\mu \frac{dZ}{d\mu} Z^{-1} = \sum_{l=1}^{\infty} \left(\frac{\alpha_s}{4\pi}\right)^l D^{(l)}. \quad (2.14)$$

The eigenvalues of the dilatation matrix are the anomalous dimensions, denoted as $\gamma$.

### 2.2 Physical and evanescent operators

We call an operator a physical operator if it does not vanish in four spacetime dimensions. Otherwise, we call it an evanescent operator. For example, the operator

$$\delta_{6789(10)}^{12345} \text{tr}(F_{12} F_{34} F_{56} F_{78} F_{9(10)}), \quad (2.15)$$

In most cases, one can simply take the length as equal to the number of $F_{\mu\nu}$ in an operator. However, this may cause ambiguity sometimes. For example, the operator $\text{tr}([D_1, D_2] F_{34} F_{11} F_{23}) = -i g_0 \text{tr}([F_{12}, F_{34}] F_{11} F_{23})$ do not have a definite length by counting the number of $F_{\mu\nu}$; while using the above definition based on the minimal form factor, this operator is of length 4.
is an evanescent operator, where the generalized Kronecker symbol is defined to be

$$
\delta_{\mu_1...\mu_n}^{\nu_1...\nu_n} = \det(\delta^\mu_\nu) = \begin{vmatrix}
\delta^{\mu_1}_{\nu_1} & \cdots & \delta^{\mu_1}_{\nu_n} \\
\vdots & \ddots & \vdots \\
\delta^{\mu_n}_{\nu_1} & \cdots & \delta^{\mu_n}_{\nu_n}
\end{vmatrix}.
$$

(2.16)

One can see that the rank-5 Kronecker symbol guarantees the vanishing of (2.15) in four spacetime dimensions. More details of systematic construction of evanescent operators can be found in [2].

We will choose the dimension-10 operators as concrete examples to study the effects of evanescent operators on the two-loop renormalization. As mentioned above, we will consider the large $N_c$ limit and thus we focus only on the single-trace operators. The arrangement of our operator basis is summarized in Table 1. The basis is first divided into two classes: the physical ones and the evanescent ones. Within each class, we classify the operators according to their C-parities and then into different lengths. The physical operators can be further arranged into different helicity sectors—within each helicity sector, the operators’ tree minimal form factors are only non-vanishing in the corresponding helicity configuration (and the conjugate configuration). For example, tr$(F_{12}F_{12})$ is in the $(-)^2$ sector and its tree-level minimal form factor is non-vanishing only if the helicities are $(-)^2$ or $(+)^2$. The explicit definitions of the operators are given in Appendix A. A similar basis has been given in [2]. Here an improvement is made: the basis is reorganized in a form such that the total derivative operators are separated explicitly, see Appendix A for further details. This reorganization will help to analyze the comparison of the anomalous dimensions in different renormalization schemes in Section 5.1.

3 Renormalization

In this section, we show some details of renormalization. We first discuss the structure of the Z matrix under our arrangement of operators in Section 3.1. Then in Section 3.2 we show the divergence structure of form factors and the strategy for renormalization. In Section 3.3, we discuss the Z matrix in two different renormalization schemes: the $\overline{\text{MS}}$ scheme [15] and the finite renormalization scheme [3, 4, 7].

3.1 Structure of the Z matrix

Before showing how to calculate the Z matrix, in this section we first give a description of the blockwise structure of the Z matrix resulting from our operator basis choice in Section 2.2. The operators are divided into physical and evanescent operators, and we recall that physical operators refer to those that are non-vanishing in four spacetime dimensions. The Z matrix has the following structure

$$
\begin{pmatrix}
Z_{pp} & Z_{pe} \\
Z_{ep} & Z_{ee}
\end{pmatrix}.
$$

(3.1)
Table 1: The arrangement of the dimension-10 single-trace operator basis. The subscript $i$ in $O_i$ corresponds to the row and column in the $Z$ matrix. We first divide the operators into the physical sector and the evanescent sector. Within each sector, the operators are further classified according to the C-parities, the lengths and the helicities sector gradually.

In a subscript, an “e” denotes “evanescent” and a “p” denotes “physical”. For example, the $Z_{pp}$ denotes the block of physical-to-physical mixing. Other blocks are similarly defined. Since there is no mixing between the C-even and C-odd operators, the $Z$ matrix can be further divided into

$$
\begin{pmatrix}
Z_{pp}^{even} & 0 & Z_{pe}^{even} & 0 \\
0 & Z_{pp}^{odd} & 0 & Z_{pe}^{odd} \\
Z_{sp}^{even} & 0 & Z_{ee}^{even} & 0 \\
0 & Z_{sp}^{odd} & 0 & Z_{ee}^{odd}
\end{pmatrix}.
$$

(3.2)

Each block can be further arranged according to the lengths of the operators as follows

$$
Z_{pp}^{even} = \begin{pmatrix}
Z_{pp,2\rightarrow2}^{even} & Z_{pp,2\rightarrow3}^{even} & Z_{pp,2\rightarrow4}^{even} & Z_{pp,2\rightarrow5}^{even} \\
Z_{pp,3\rightarrow2}^{even} & Z_{pp,3\rightarrow3}^{even} & Z_{pp,3\rightarrow4}^{even} & Z_{pp,3\rightarrow5}^{even} \\
Z_{pp,4\rightarrow2}^{even} & Z_{pp,4\rightarrow3}^{even} & Z_{pp,4\rightarrow4}^{even} & Z_{pp,4\rightarrow5}^{even} \\
Z_{pp,5\rightarrow2}^{even} & Z_{pp,5\rightarrow3}^{even} & Z_{pp,5\rightarrow4}^{even} & Z_{pp,5\rightarrow5}^{even}
\end{pmatrix}, \quad Z_{pp}^{odd} = \begin{pmatrix}
Z_{pp,3\rightarrow3}^{odd} & Z_{pp,3\rightarrow4}^{odd} \\
Z_{pp,4\rightarrow3}^{odd} & Z_{pp,4\rightarrow4}^{odd}
\end{pmatrix},
$$

(3.3)

$$
Z_{pe}^{even} = \begin{pmatrix}
Z_{pe,2\rightarrow2}^{even} & Z_{pe,2\rightarrow4}^{even} & Z_{pe,2\rightarrow5}^{even} \\
Z_{pe,3\rightarrow2}^{even} & Z_{pe,3\rightarrow4}^{even} & Z_{pe,3\rightarrow5}^{even} \\
Z_{pe,4\rightarrow2}^{even} & Z_{pe,4\rightarrow4}^{even} & Z_{pe,4\rightarrow5}^{even} \\
Z_{pe,5\rightarrow2}^{even} & Z_{pe,5\rightarrow4}^{even} & Z_{pe,5\rightarrow5}^{even}
\end{pmatrix}, \quad Z_{pe}^{odd} = \begin{pmatrix}
Z_{pe,3\rightarrow4}^{odd} \\
Z_{pe,4\rightarrow4}^{odd}
\end{pmatrix},
$$

(3.4)
\( Z_{\text{even}} = \begin{pmatrix}
Z_{\text{ep},4\rightarrow 2} & Z_{\text{even},4\rightarrow 3} & Z_{\text{even},4\rightarrow 5} \\
Z_{\text{even},5\rightarrow 2} & Z_{\text{even},5\rightarrow 3} & Z_{\text{even},5\rightarrow 5}
\end{pmatrix} ,
\quad
Z_{\text{odd}} = \begin{pmatrix}
Z_{\text{odd},4\rightarrow 3} & Z_{\text{odd},4\rightarrow 4} \\
\end{pmatrix} ,
\) (3.5)

\( Z_{\text{ee}} = \begin{pmatrix}
Z_{\text{ee},4\rightarrow 4} & Z_{\text{ee},4\rightarrow 5} \\
Z_{\text{ee},5\rightarrow 4} & Z_{\text{ee},5\rightarrow 5}
\end{pmatrix} ,
\quad
Z_{\text{od}} = \begin{pmatrix}
Z_{\text{od},4\rightarrow 4}
\end{pmatrix} ,
\) (3.6)

where \( Z_{L\rightarrow L'} \) represents the mixing from length-\( L \) operators to length-\( L' \) operators. The dilatation matrix \( D \), defined in (2.14), has the same structure as the \( Z \) matrix.

The anomalous dimensions are the eigenvalues of \( D \), which are given by the equation

\[
\text{Det} (D - 1 \, \gamma) = 0 ,
\] (3.7)

where \( \text{Det}(M) \) means the determinant of the matrix \( M \) and \( 1 \) denotes the identity matrix. \( \gamma \) can be expanded in the coupling constant as

\[
\gamma = \sum_{l=1}^{n} \left( \frac{\alpha_s}{4\pi} \right)^l \gamma^{(l)} .
\] (3.8)

In this work, we give a calculation of the anomalous dimensions up to two loops. At the one-loop order, an operator would not mix with operators of lower lengths. In other words, \( Z^{(1)} \) is a block upper triangular matrix according to the lengths of operators. Based on this fact, it is not hard to derive that the calculation of two-loop anomalous dimensions only requires the blocks \( Z^{(1)}_{L\rightarrow L} , Z^{(1)}_{L\rightarrow L+1} , Z^{(2)}_{L\rightarrow L-1} \) and \( Z^{(2)}_{L\rightarrow L} \).

### 3.2 Divergence structure of form factors

Form factors of bare operators (i.e. bare form factors) involve both the ultraviolet (UV) divergences and the infrared (IR) divergences. The \( Z \) matrix is the renormalization matrix to absorb the UV divergences and can be calculated by requiring that renormalized form factors have only IR divergences. Below we give a detailed discussion about the divergences and renormalization of form factors. The computation of bare form factors will be the topic of the next section.

According to (2.13), the form factor of an renormalized operator \( O_i \) reads

\[
F_i = Z_i \, f_{j,b} ,
\] (3.9)

where \( \{ f_{j,b} \} \) are the bare form factors. The \( n \)-point bare form factors can be expanded as

\[
f_{i,b} = g_0 \delta_n \sum_{l=1}^{\delta_n} \left( \frac{\alpha_0}{4\pi} \right)^l f_{i,b}^{(l)} ,
\] (3.10)

with \( \alpha_0 = \frac{g_0^2}{4\pi} \) the bare coupling constant and \( \delta_n \) equal \( (n - 2) \) according to the convention that each monomial operator has a factor \( (-i g_0)^{L-2} \) as mentioned in Section 2.1. In the \( \overline{\text{MS}} \) scheme, the two-loop renormalization of \( \alpha_0 \) reads (see e.g. [26])

\[
\alpha_0 = \alpha_s S_c^{-1} \mu^{2\epsilon} \left( 1 - \frac{\beta_0}{\epsilon} \frac{\alpha_s}{4\pi} + \left( \frac{\beta_2}{\epsilon^2} - \frac{\beta_1}{2\epsilon} \right) \left( \frac{\alpha_s}{4\pi} \right)^2 + \mathcal{O}(\alpha_s^3) \right) ,
\] (3.11)
where \( \alpha_s = \frac{g_s^2}{4\pi} \) is the renormalized coupling constant, \( S_\epsilon = (4\pi\epsilon^2)^\epsilon \), and \( \mu \) is the renormalization scale. The constants in (3.11) are
\[
\beta_0 = \frac{11N_c}{3}, \quad \beta_1 = \frac{34N_c^2}{3}.
\] (3.12)
The \( Z \) matrix can be expanded as
\[
Z_i^j = \delta_i^j + \sum_{l=1} \left( \frac{\alpha_s}{4\pi} \right)^l Z^{(l)}_i^j.
\] (3.13)
Substituting (3.13) into (2.14), together with the beta function in the pure Yang-Mills theory:
\[
\mu \frac{d\alpha_s}{d\mu} = -2\epsilon\alpha_s - \frac{\beta_0}{2\pi} \alpha_s^2 + O(\alpha_s^3),
\] (3.14)
one obtains the expansion of the dilatation matrix as
\[
D^{(1)} = 2\epsilon Z^{(1)},
\] (3.15)
\[
D^{(2)} = 4\epsilon Z^{(2)} - 2\epsilon \left( Z^{(1)} \right)^2 + 2\beta_0 Z^{(1)}.
\] (3.16)
According to (3.16), a finite two-loop dilatation matrix requires the following matrix equation
\[
Z^{(2)} |_{\downarrow \downarrow - \text{part}} = \left( \frac{1}{2} (Z^{(1)})^2 - \frac{\beta_0}{2\epsilon} Z^{(1)} \right) |_{\downarrow \downarrow - \text{part}}.
\] (3.17)
A renormalized form factor can be expanded in the renormalized coupling \( \alpha_s \) in a form similar to (3.10),
\[
F_i = g_s^\delta n S_\epsilon \frac{4\pi}{\alpha_s} \sum_{l=0} \left( \frac{\alpha_s}{4\pi} \right)^l F^{(l)}_i,
\] (3.18)
The relations between \( F_i \) and \( F_{i,b} \) can be obtained using (3.9), (3.11) and (3.13), and up to the two-loop order, they are given by
\[
F^{(0)}_i = F^{(0)}_{i,b},
\] (3.19)
\[
F^{(1)}_i = S_\epsilon^{-1} F^{(1)}_{i,b} + \left( Z^{(1)}_i \delta_i^j - \frac{\delta_n \beta_0}{2\epsilon} \delta_i^j \right) F^{(0)}_{j,b},
\] (3.20)
\[
F^{(2)}_i = S_\epsilon^{-2} F^{(2)}_{i,b} + S_\epsilon^{-1} \left( Z^{(1)}_i \delta_i^j - \left( 1 + \frac{\delta_n}{2\epsilon} \right) \frac{\beta_0}{\epsilon} \delta_i^j \right) F^{(1)}_{j,b}
+ \left( Z^{(2)}_i \delta_i^j - \frac{\delta_n \beta_0}{2\epsilon} Z^{(1)}_i \delta_i^j + \frac{\delta_n}{8} + \frac{2\delta_n \beta_0^2}{\epsilon^2} \delta_i^j - \frac{\delta_n \beta_1}{4\epsilon} \delta_i^j \right) F^{(0)}_{j,b},
\] (3.21)
A renormalized form factor only involves the IR divergences. The IR divergences is well understood, and up to two loops, the IR divergences of renormalized form factors take the universal form as [27]
\[
F^{(1)}_i |_{\text{div}} = F^{(1)}_i |_{\text{IR}} = I^{(1)}(\epsilon) F^{(0)}_i,
\] (3.22)
\[ \mathcal{F}^{(2)}_i |_{\text{div}} = \mathcal{F}^{(2)}_i |_{\text{IR}} = I^{(2)}(\epsilon) \mathcal{F}^{(0)}_i + I^{(1)}(\epsilon) \mathcal{F}^{(1)}_i, \tag{3.23} \]

The factors \( I^{(1)} \) and \( I^{(2)} \) read

\[ I^{(1)}_n(\epsilon) = - \frac{e^{\gamma_E \epsilon}}{\Gamma(1-\epsilon)} \left( \frac{N_c}{\epsilon^2} + \frac{\beta_0}{2\epsilon} \right) \sum_{i=1}^{n} (-s_{i,i+1})^{-\epsilon}, \tag{3.24} \]
\[ I^{(2)}_n(\epsilon) = - \frac{1}{2} [I^{(1)}(\epsilon)]^2 - \frac{\beta_0}{\epsilon} I^{(1)}(\epsilon) + \frac{e^{-\gamma_E \epsilon} \Gamma(1-2\epsilon)}{\Gamma(1-\epsilon)} \left[ \frac{\beta_0}{\epsilon} + \mathcal{K} \right] I^{(1)}(2\epsilon) + n \frac{e^{\gamma_E \epsilon}}{\epsilon \Gamma(1-\epsilon)} \mathcal{H}^{(2)}_{\Omega,g}, \]

with

\[ \mathcal{K} = \left( \frac{67}{9} - \frac{\pi^2}{3} \right) N_c, \quad \mathcal{H}^{(2)}_{\Omega,g} = \left( \frac{\zeta_3}{2} + \frac{5}{12} + \frac{11\pi^2}{144} \right) N_c^2. \tag{3.25} \]

By requiring that (3.20) and (3.21) have the same divergences as (3.22) and (3.23), namely

\[ \mathcal{F}^{(\ell)}_i - \mathcal{F}^{(1)}_i |_{\text{IR}} = \mathcal{O}(\epsilon^0), \]

one can build linear equations between \( Z^{(\ell)} \)'s and bare form factors. The \( \mathcal{O}(\epsilon^0) \) term depends on the renormalization scheme. For example, the linear equations for the \( \overline{\text{MS}} \) scheme are given in (3.26) and (3.27).

### 3.3 Z matrix and renormalization schemes

The definition of the \( Z \) matrix depends on the choice of renormalization schemes. In this subsection, we discuss \( Z \) matrix in the \( \overline{\text{MS}} \) scheme [15] and the finite renormalization scheme [3, 4, 7] in Section 3.3.1 and Section 3.3.2 respectively. We will show that it is easier to compute the physical anomalous dimensions in the finite renormalization scheme.

#### 3.3.1 \( \overline{\text{MS}} \) scheme

In the \( \overline{\text{MS}} \) scheme, the \( Z \) matrix is determined only by the UV divergences of form factors. According to (3.19)-(3.23), the relations between \( Z \) matrix and bare form factors reads

\[ Z^{(1)}_{ji} \mathcal{F}^{(0)}_{ji, b} = \left( I^{(1)}(\epsilon) \mathcal{F}^{(0)}_{ji, b} - S_{ji}^{-1} \mathcal{F}^{(1)}_{ji, b} + \frac{\delta_n}{2} \frac{\beta_0}{\epsilon} \mathcal{F}^{(0)}_{ji, b} \right) \bigg|_{\text{divergent part}}, \tag{3.26} \]
\[ Z^{(2)}_{ji} \mathcal{F}^{(0)}_{ji, b} = \left[ I^{(2)}(\epsilon) \mathcal{F}^{(0)}_{ji, b} + I^{(1)}(\epsilon) \mathcal{F}^{(1)}_{ji, b} - S_{ji}^{-2} \mathcal{F}^{(2)}_{ji, b} - S_{ji}^{-1} \left( Z^{(1)}_{ji} - \left( 1 + \frac{\delta_n}{2} \right) \frac{\beta_0}{\epsilon} \delta_{ji} \right) \mathcal{F}^{(1)}_{ji, b} \right. \right. \]
\[ \left. \left. - \left( - \frac{\delta_n}{2} \frac{\beta_0}{\epsilon} Z^{(1)}_{ji} + \frac{\delta_n^2}{2} + 2\delta_n \frac{\beta_0^2}{\epsilon^2} \delta_{ji} - \frac{\delta_n}{4} \frac{\beta_1}{\epsilon} \delta_{ji} \right) \mathcal{F}^{(0)}_{ji, b} \right] \bigg|_{\text{divergent part}}. \tag{3.27} \]

We make two remarks on practical computations. In our problem, the rank of the \( Z \) matrix is finite, thus one can reconstruct the \( Z \) matrix from a sufficient set of numerical points of equations (3.26) and (3.27). In practice, we would assign each Lorentz invariant a random numerical value during the calculation of bare form factors as will be seen in Section 4 (there is no linear relation between Lorentz invariants in general \( d \) spacetime dimensions). As
another remark, since an operator may mix to operators of different lengths, it is necessary to consider the renormalization of form factors with different numbers of external gluons. A convenient order to renormalize the form factors of a given operator is from lower-point ones to higher-point ones. In this way, one can use the mixing matrix elements associated with lower-length operators as input in the renormalization of a higher-point form factor. This not only simplifies the computation but also provides a check for the computation.

In the $\overline{MS}$ scheme, the $Z$ matrices have the blockwise structures

$$
\begin{pmatrix}
Z_{pp}^{(1)} & Z_{pe}^{(1)} \\
0 & Z_{ee}^{(1)}
\end{pmatrix},
\begin{pmatrix}
Z_{pp}^{(2)} & Z_{pe}^{(2)} \\
Z_{ep}^{(2)} & Z_{ee}^{(2)}
\end{pmatrix},
$$

(3.28)

where the block $Z_{ep}^{(1)}$ vanishes. This is due to the fact that the fact that the form factor of an evanescent operator is one order higher in the $\epsilon$ expansion. According to (3.15) and (3.16), the dilatation matrices have similar blockwise structures

$$
\begin{pmatrix}
D_{pp}^{(1)} & D_{pe}^{(1)} \\
0 & D_{ee}^{(1)}
\end{pmatrix},
\begin{pmatrix}
D_{pp}^{(2)} & D_{pe}^{(2)} \\
D_{ep}^{(2)} & D_{ee}^{(2)}
\end{pmatrix}.
$$

(3.29)

Note that starting from two loops, all four blocks of $Z$ and $D$ matrices are in general non-vanishing.

### 3.3.2 Finite renormalization scheme

We give an introduction for the finite renormalization scheme in this subsection. To distinguish from the $\overline{MS}$ scheme, we use $\hat{Z}$ and $\hat{D}$ to denote the $Z$ matrix and dilatation matrix in the finite renormalization scheme. The most important feature of the finite renormalization scheme is that the block $\hat{D}_{ep}^{(l)}$ in the dilatation matrix is $O(\epsilon)$ at all orders. Therefore in the $\epsilon \to 0$ limit, the dilatation matrix take the block upper triangular form [3, 4, 7]:

$$
\begin{pmatrix}
\hat{D}_{pp}^{(l)} & \hat{D}_{pe}^{(l)} \\
0 & \hat{D}_{ee}^{(l)}
\end{pmatrix}.
$$

(3.30)

We will see that this simplifies the calculation of physical anomalous dimensions.

In the finite renormalization scheme, the renormalization of physical operators are the same as the ones in the $\overline{MS}$ scheme and we have

$$
\hat{Z}_{pp}^{(l)} = Z_{pp}^{(l)}, \quad \hat{Z}_{pe}^{(l)} = Z_{pe}^{(l)}.
$$

(3.31)

While the renormalization of evanescent operators is different. This scheme takes into account the fact that the form factor of an evanescent operator is one order higher in the $\epsilon$ expansion, and the mixing from evanescent to physical operators is finite and should also be subtracted. In other words, one will modify the RHS of (3.26)-(3.27) by taking into account some “finite” part of form factors. Below we first describe how we compute the $Z$ matrix in this scheme, and then we explain how it produces the wanted form of dilatation matrix as (3.30).
Given an evanescent operator $O_i$, we will separate $\hat{Z}^{(l)}_{i,j}$ as two parts:

$$\hat{Z}^{(l)}_{i,j} = \hat{Z}^{(l)}_{i,j} \big|_{\text{div}} + \hat{Z}^{(l)}_{i,j} \big|_{\text{fin}}.$$  \hspace{1cm} (3.32)

The calculation of the divergent part $\hat{Z}^{(l)}_{i,j} \big|_{\text{div}}$ is similar to that of the $Z$ matrix in the $\overline{\text{MS}}$ scheme, and the calculation of the finite part $\hat{Z}^{(l)}_{i,j} \big|_{\text{fin}}$ will be discussed in detail below. In the following, the index $i$ in $\hat{Z}^{(l)}_{i,j}$ will refer only to the evanescent operators while $j$ can refer to both physical and evanescent operators.

Consider first the one-loop order. We have

$$\hat{Z}^{(1)}_{i,j} \big|_{\text{div}} = Z^{(1)}_{i,j},$$  \hspace{1cm} (3.33)

where $Z^{(1)}$ is the $\overline{\text{MS}}$ $Z$ matrix. To compute the finite part $\hat{Z}^{(1)}_{i,j} \big|_{\text{fin}}$, one can consider the one-loop form factors at 4-dimensional numerical points (for example, using the spinor helicity formalism). Since the tree-level form factors of evanescent operators vanish in 4-dimensional spacetime, only the parts proportional to physical operators remains in the form factor. To subtract also the finite evanescent-to-physical mixing, the one-loop formula (3.26) is modified as

$$\hat{Z}^{(1)}_{i,j} \big|_{\text{div}} = -S^{-1}_\epsilon F^{(1),4d}_{i,b} \big|_{\text{divergent and finite parts}},$$  \hspace{1cm} (3.34)

and we have

$$\hat{Z}^{(1)}_{i,j} \big|_{\text{fin}} = \text{finite part of } \hat{Z}^{(1)}_{i,j}.$$  \hspace{1cm} (3.35)

The superscript “4d” means the form factor is calculated in 4-dimensional numerical points. It should be clear that $j$ in (3.35) can only refer to physical operators, thus $\hat{Z}^{(1)}_{i,j} \big|_{\text{fin}}$ only contribute to the block $\hat{Z}_{\text{ep}}^{(1)}$.

Next we consider the two-loop order. The calculation of $\hat{Z}^{(2)}_{i,j} \big|_{\text{div}}$ is similar to the $\overline{\text{MS}}$ scheme, except that we need to replace all $Z^{(1)}$ in (3.27) by $\hat{Z}^{(1)}$. Since $\hat{Z}^{(1)} \neq Z^{(1)}$, at the two-loop order one does not have the simple relation similar to (3.33). For the finite part, we consider similarly the form factors at 4-dimensional numerical points and calculate $\hat{Z}^{(2)}_{i,j} \big|_{\text{fin}}$

via the formula:

$$\hat{Z}^{(2)}_{i,j} F^{(0),4d}_{j,b} = \left[ I^{(1)}(\epsilon) F^{(1),4d}_{i,b} - S^{-2}_\epsilon F^{(2),4d}_{i,b} - S^{-1}_\epsilon \left( \hat{Z}^{(1)}_{i,j} - \left( 1 + \frac{\delta_n}{2} \right) \frac{\beta_0}{\epsilon} \delta^j_i \right) F^{(1),4d}_{j,b} \right] \bigg|_{\text{divergent and finite parts}},$$  \hspace{1cm} (3.36)

and the two-loop finite part is given by

$$\hat{Z}^{(2)}_{i,j} \big|_{\text{fin}} = \text{finite part of } \hat{Z}^{(2)}_{i,j}.$$  \hspace{1cm} (3.37)

Again, $\hat{Z}^{(2)}_{i,j} \big|_{\text{fin}}$ only contributes to the block $\hat{Z}_{\text{ep}}^{(2)}$. At the two-loop order, one can check the divergent mixing to the physical operators in $\hat{Z}^{(2)}_{i,j}$ should be the same as in $\hat{Z}^{(2)}_{i,j} \big|_{\text{div}}$. From
(3.16), one can see that $\hat{Z}^{(2)}_{ij}\big|_{\text{fin}}$ contributes to the $O(\epsilon)$ of the two-loop dilatation matrix, therefore it does not contribute to the calculation of the two-loop anomalous dimensions (it begins to contribute at the three-loop order).

As mentioned at the beginning of this subsection, the key feature of the finite renormalization scheme is that the dilatation matrix has the form of (3.30) under the limit $\epsilon \to 0$. At the one-loop order, this is straightforward since $\hat{Z}^{(1)}_{ep}$ is finite, thus $\hat{D}^{(1)}_{ep} \sim O(\epsilon)$. At the two-loop order, the leading divergence of $\hat{Z}^{(2)}_{ep}$ is of $O(1/\epsilon)$, and the relation (3.17) still applies to the leading divergences (which is one order higher in the $\epsilon$-expansion than usual cases) [1, 4]:

$$\hat{Z}^{(2)}_{ep}\big|_{\text{part}} = \frac{1}{2} (\hat{Z}^{(1)}_{ep} \hat{Z}^{(1)}_{pp} + \hat{Z}^{(1)}_{ee} \hat{Z}^{(1)}_{ep}) - \frac{\beta_0}{2\epsilon} \hat{Z}^{(1)}_{ep}. \quad (3.38)$$

Using (3.38) and (3.16), it should then be clear that $\hat{D}^{(2)}_{ep}$ is also $O(\epsilon)$. Note that the block $\hat{Z}^{(1)}_{ep}$, which is finite is necessary in this cancellation. We check that our explicit two-loop calculations indeed confirm this structure.

Since block upper triangular form (3.30), the physical anomalous dimensions are just the eigenvalues of the $\hat{D}_{pp}$. This does not mean that evanescent operators have no effect on the physical anomalous dimensions. At the two-loop order, the effect of the evanescent operators on $\hat{D}^{(2)}_{pp}$ comes from the term $(-2\epsilon \hat{Z}^{(1)}_{pe} \hat{Z}^{(1)}_{ep})$ according to (3.16). Obviously, evanescent operators should be renormalized up to the one-loop order in the calculation of the two-loop physical anomalous dimensions.

We point out here that anomalous dimensions are scheme dependent, due to the non-vanishing beta function in the pure YM theory, and therefore, the results in the finite renormalization scheme are different from the ones in the $\overline{\text{MS}}$ scheme. On the other hand, at the conformal fixed point, anomalous dimensions should be independent of the renormalization scheme. A detailed discussion of the scheme dependence of anomalous dimensions will be given in Section 5.2.

4 Calculation of bare form factors

In this section, we consider the computation of bare form factors up to the two-loop order. In Section 4.1, we give an overall description of our calculation. In Section 4.2, we discuss two methods for integral tensor reduction in detail.

4.1 Unitarity-IBP method

The main strategy of our calculation is based on a combination of the unitarity method [17-19] and the IBP reduction [20, 21]. This strategy has been applied to compute form factors (and Higgs amplitudes) in [28-30] and for pure gluon amplitudes in [31-33]. The numerical IBP method by cuts was also studied in [34-39].
A loop form factor can be written as a linear combination of a set of IBP master integrals as
\[ \mathcal{F}(l) = \sum_i c_i I_i^{(l)}, \quad (4.1) \]
where the coefficients \( c_i \) are rational functions of the external Lorentz invariants and the spacetime dimension \( d \). If one imposes a unitarity cut on (4.1), one gets
\[ \mathcal{F}(l)|_{\text{cut}} = \sum_{i'} c_{i'} I_{i'}^{(l)}|_{\text{cut}}, \quad (4.2) \]
where the sum of \( i' \) runs over all master integrals which can be detected by the cut, i.e. non-vanishing under the cut condition. Below we show how to calculate the coefficients \( c_{i'} \) in a single cut. In the end, we need to choose a set of cuts to cover all the masters and then calculate their coefficients.

Given a cut, we first compute the cut-integrand of a loop form factor as the product of tree form factor and amplitudes:
\[ \mathcal{F}(l)|_{\text{cut}} = \sum_{\text{helicities}} \mathcal{F}^{(0)} \times \prod_i A_i^{(0)}, \quad (4.3) \]
where \( \mathcal{F}^{(0)} \) denotes a tree form factor and \( A_i^{(0)} \) denote tree scattering amplitudes. Since we use \( d \)-dimensional unitarity cuts, the tree-level results are obtained in terms of Lorentz product of \( d \)-dimensional momenta \( \{ p_i, l_a \} \) and polarization vectors \( e_i \), and compact formula for form factors can be found in Appendix F of [2]. Our results will be obtained in the CDR scheme which is valid for states in general \( d \) spacetime dimensions.\(^4\)

The sum of helicities is performed for the polarization vectors \( e_i \) of internal cut gluon legs, for which we adopt the \( d \)-dimension helicity sum:
\[ e_i^\mu \circ e_i^{\nu*} \equiv \sum_{\text{helicities}} e_i^\mu e_i^{\nu*} = \eta^{\mu\nu} - \frac{q^\mu l^\nu + l^\mu q^\nu}{l \cdot q}, \quad (4.4) \]
where \( q \) is a light-like reference momentum.

After this step, the cut integrand is given as a rational function of Lorentz invariants. In particular, it includes the Lorentz products of the loop momenta and external polarization vectors like \( l_j \cdot e_i \) which can not be expanded in terms of propagators, and thus the IBP reduction can not be used directly. To eliminate such Lorentz invariants, we multiply back the cut propagators in the cut integrand and then do tensor reduction for Feynman integrals. We adopt two different methods for tensor reduction: 1) the gauge invariant basis projection

\(^4\)We mention that there are some alternative dimensional reduction schemes where the 4-dimensional gauge fields may be expressed as \( D \)-dimensional components plus the \( \epsilon \)-scalars [40–44]. One may also consider 6-dimensional spinor helicity formalism for form factors as in [45]. The operator renormalization has also been considered for gauge theories in six and eight spacetime dimensions [46, 47]. For the two-loop renormalization involving fermionic evanescent operators and \( \gamma_5 \), see also [3, 48].
method, and 2) a hybrid method combing loop momentum decomposition and the PV reduction. The first method is efficient in the calculations of 2-point and 3-point form factors, while for form factors with more external gluons, the second method is preferable. We will give a detailed description of these two methods in Section 4.2.

After tensor reduction, we can expand the integrals with a set of chosen propagators which are ready to do the IBP reduction (with the cut condition imposed), and in this work we use the package FIRE6 [49]. After the IBP reduction, the cut form factor is transformed into the desired form as shown in (4.2) and one gets $c_f$. Due to the complexity of the expressions, the numerical assignment for external Lorentz invariants is also used during the IBP reduction for the case of length-4 and length-5 operators.

To illustrate the above strategy in a concrete setup, below we show all kinds of form factors calculated in this work, as well as all the IBP master integrals and the cuts to cover them.

As discussed in Section 3.2, we only need to consider the renormalization matrices $Z_{L \rightarrow L}^{(1)}$, $Z_{L \rightarrow L+1}^{(1)}$, $Z_{L \rightarrow L-1}^{(2)}$ and $Z_{L \rightarrow L}^{(2)}$. Consequently, the necessary form factors are

$$F_{L \rightarrow L}^{(1)}, L = 2, 3, 4, 5, \quad F_{L \rightarrow L+1}^{(1)}, L = 2, 3, 4, \quad (4.5)$$

$$F_{L \rightarrow L}^{(2)}, L = 2, 3, 4, 5, \quad F_{L \rightarrow L-1}^{(2)}, L = 3, 4, 5, \quad (4.6)$$

where $F_{L \rightarrow n}$ represents an $n$-point form factor of a length-$L$ operator. For all these form factors, the one-loop and two-loop master integrals are shown in Figure 1 and Figure 3. And we present all corresponding cuts in Figure 2 and Figure 4. Notice that all external legs outside the loop are included in the double line. Since the calculation is in the large $N_c$ limit, all the cuts are planar and all the tree blocks are color-ordered. The relations between the form factors, master integrals and the cuts are as follows.

- The only master for one-loop minimal form factors is $(a)$ in Figure 1, detected by the cut $(a)$ in Figure 2.
- The masters for one-loop next-to-minimal form factors are $(a) \sim (c)$ in Figure 1, detected by the cuts $(a)$ and $(b)$ in Figure 2 respectively.
- A two-loop sub-minimal form factor only has the master $(a)$ in Figure 3, detected by the cut $(a)$ in Figure 4.
- A two-loop $2 \rightarrow 2$ form factor includes the masters $(a) \sim (f)$ in Figure 3. The detecting cuts are $(a) \sim (e)$ in Figure 4. Note that since the local operator is a color singlet, the non-planar masters $(c)$, $(e)$ and $(f)$ in Figure 3 are of leading $N_c$ order.
- A two-loop $3 \rightarrow 3$ form factor includes the masters $(a)$, $(b)$, $(d)$, $(g) \sim (j)$ in Figure 3. The flipped version of $(h)$ and $(i)$, which we do not draw, are also included in the masters. The cuts are $(a)$, $(b)$, $(d)$ and $(f)$ in Figure 4.
Figure 1: The one-loop masters.

Figure 2: The one-loop cuts.

Figure 3: The two-loop masters. The flipped versions of (h) and (i) are also included, which we do not draw.

- All two-loop minimal form factors with more than 3 external legs have all the masters of a two-loop $3 \rightarrow 3$ form factor and the master (k) in Figure 3. Accordingly, one needs one more cut, which is the cut (g) in Figure 4.

It is worthwhile noting that coefficients of some master integrals can be calculated via different cuts, e.g. the master integral (j) in Figure 3 can be detected by the cuts (a) and (f) in Figure 4. In that case, coefficients of the master integral calculated from different cuts must be the same. All two-loop master integrals can be found in [50, 51].

4.2 Two methods for tensor reduction

In this subsection, we give a detailed description of two methods for tensor reduction. We first introduce the gauge-invariant basis projection (see e.g. [26, 32]) in Section 4.2.1. This method takes advantage of the gauge invariance of the cut form factors and is powerful for the form factors with a small number of external legs. Then in Section 4.2.2, we introduce a hybrid method, including loop momentum decomposition and the PV reduction[22, 23]. The second method is efficient for the calculation of the two-loop high-point form factors.
4.2.1 Gauge invariant basis projection

In this section, we introduce the gauge invariant basis projection method. Taking into account the gauge invariance of the cut form factor, one has the following ansatz

\[ F_{\text{cut}} = \sum_i f_i(p, l) B_i(p, e), \tag{4.7} \]

with \{B_i\} a complete set of gauge invariant basis involving only the external momenta and the corresponding polarization vectors. The coefficients \(f_i\) are functions of loop momenta and external momenta.

For an \(n\)-point form factor, the basis can be constructed via the gauge invariant building blocks \[ A_{i,j} = e_i \cdot p_{j+1} p_i \cdot p_{j+2} - e_i \cdot p_{j+2} p_i \cdot p_{j+3}, \quad i \leq j \leq i + n - 3, \tag{4.8} \]

\[ C_{i,j} = e_i \cdot e_j p_i \cdot p_j - e_i \cdot p_j e_j \cdot p_i, \quad i, j = 1, \ldots, n \text{ and } i \neq j, \tag{4.9} \]

where the cyclic convention \(i + n = i\) is adopted. For example, the gauge-invariant basis of 3-point form factors reads

\[ A_{1,1} A_{2,2} A_{3,3}, \ A_{1,1} C_{2,3}, \ A_{2,2} C_{1,3}, \ A_{3,3} C_{1,2}. \tag{4.10} \]

Define the inner product

\[ B_1 \circ B_2 \equiv \sum_{\text{helicities}} B_1 B_2, \tag{4.11} \]

where the expression for the sum of helicities is given in (4.4). One can construct the dual basis \(\{B^i\}\) as

\[ B^i = (G_B^{-1})^{ij} B_j, \tag{4.12} \]

where \(G_B\) is the inner product matrix of \(\{B_i\}\):

\[ (G_B)_{ij} = B_i \circ B_j. \tag{4.13} \]
It is straightforward to verify that \( B^i \circ B_j = \delta_j^i \). The \( f_i \) in (4.7) can be calculated by

\[
f_i = B^i \circ \mathcal{F}_{cut}.
\]

(4.14)

In general, the matrix \( G_B \) may be complicated and it may be hard to calculate the inverse. One can refer to [32] for a modified strategy, which does the projection blockwisely.

To count the number of bases, we first note that the gauge invariant basis can be classified into \( \left[ \frac{n}{2} \right] + 1 \) classes as

\[
A^n, A^{n-2}C, A^{n-4}C^2, \ldots, A^{n-2k}C^k, \ldots
\]

(4.15)

Together with the counting of \( A \) and \( C \), one can derive the number of the basis for an \( n \)-point form factor:

\[
\sum_{i=0}^{\left[ \frac{n}{2} \right]} (n-2)^{n-2i} \binom{n}{2i} \frac{\prod_{j=0}^{i-1} (2(i-j))}{i!}.
\]

(4.16)

where \( \binom{n}{m} \) is the binomial coefficient and \( [x] \) means the maximal integer not larger than \( x \). The counting is sensitive to the number of external legs. The numbers of bases are 4, 43 and 558 respectively for 3-point, 4-point and 5-point form factors. The large number of bases makes the projection method not so practicable for high-point form factors. In our calculation, the projection method is used for 2-point and 3-point form factors.

### 4.2.2 Loop momentum decomposition and PV reduction

In this subsection, we describe a hybrid method for tensor reduction, which combines the loop momentum decomposition and the PV reduction.

Our problem is to do tensor reduction for integrals as follows

\[
\int [dl] \prod_k \frac{\mu_{ik}}{i_{ik}} \prod_j D_j,
\]

(4.17)

where \([dl] = \prod_i \frac{dl_i}{(2\pi)^d}\) and \(D_j\) denote propagators.

At first, each loop momentum \( l_i^\mu \) can be decomposed as

\[
l_i^\mu = \sum_k c_{i,k} p_k^\mu + l_{i,\perp}^\mu,
\]

(4.18)

where \( p_i \)'s are external momenta in the propagators and \( c_{i,k} \) is rational function of \( l_i \cdot p_k \) and \( p_j \cdot p_k \). The \( l_{i,\perp}^\mu \) is defined to be perpendicular to all external momenta. After the decomposition (4.18), we would have a sum of tensor integrals, which have the following form

\[
\int [dl] \frac{X}{\prod_j D_j} \prod_{k'} l_{k',\perp}^{\mu k'},
\]

(4.19)
where $X$ is a rational function of $l_i \cdot p, p \cdot p$ and $p^\mu$. Such tensor integrals can be further reduced via the PV reduction (4.19). Since the integrals are transverse to all the external momenta, the only building block is the transverse metric $\eta_{\perp}^{\mu\nu}$ (see e.g. [23, 52]) which is symmetric and has the following properties:

$$p_{\mu} \eta_{\perp}^{\mu\nu} = 0, \quad l_{\mu} \eta_{\perp}^{\mu\nu} = l_{\nu}.$$

The PV reduction reads

$$\int [dl] \frac{X}{\prod_j D_j} \prod_{k'} \eta_{\perp}^{\mu_{k'}} = \left\{ \begin{array}{ll}
0, & n \text{ odd} \\
\sum_{\sigma} \left[ \int [dl] \frac{X}{\prod_j D_j} \right] y_{\sigma}(l_{\perp} \cdot l_{\perp}, d) \eta_{\perp}^{\mu_{\sigma_1} \mu_{\sigma_2}} \cdots \eta_{\perp}^{\mu_{\sigma_n} \mu_{\sigma_n}}, & n \text{ even}
\end{array} \right.$$

where the sum of $\sigma$ runs over all the inequivalent permutations of $\mu_1 \cdots \mu_n$. The factor $\int [dl] \prod_j D_j$ is just an overall factor. The coefficients $y_{\sigma}$ can be calculated by contracting both sides of (4.21) with $\eta_{\perp}^{\mu\nu}$ and using the formula $\eta_{\perp}^{\mu\nu} \eta_{\perp \mu \nu} = d - m$ ($m$ is the number of external momenta). Finally, we substitute

$$l_{i, \perp} \cdot l_{j, \perp} = l_i \cdot l_j - \sum_{k,s} c_{i,k} c_{j,s} p_k \cdot p_s,$$

for all $l_{\perp} \cdot l_{\perp}$ which would appear in $y_{\sigma}$’s. (4.22) can be derived by contracting $l_i$ and $l_j$ and then applying (4.18).

In this way, we complete the tensor reduction for (4.17), and the resulting form is ready for the IBP reduction. In conclusion, the method can be divided into three steps:

1. We first do the momentum decomposition (4.18).
2. Then we do the PV reduction according to (4.21).
3. Finally we substitute (4.22) for all $l_{\perp} \cdot l_{\perp}$.

As a remark, the loop momentum decomposition and the PV reduction are only related to the external momenta appearing in denominators. In other words, the calculation is not sensitive to the number of external legs outside the loops. One can see from Figure 2 and Figure 4 that for our calculation, the maximum number of external momenta in denominators is three. Therefore, this method turns out to be efficient for the two-loop calculation of length-4 and 5 operators in our work. The method can be straightforwardly applied to operators of higher lengths.

5 Anomalous dimensions of the dimension-10 operators

In this section, we present the results of the renormalization matrices and the anomalous dimensions for the dimension-10 operators. In Section 5.1, we give the results in the $\overline{\text{MS}}$
scheme and the finite renormalization scheme up to the two-loop order. In Section 5.2, we present the anomalous dimensions at the Wilson-Fisher conformal fixed point up to the next-to-leading order. At the fixed point, the anomalous dimensions are independent of the renormalization scheme.

### 5.1 The dimension-10 $Z$ matrix and anomalous dimensions

Our results include the $Z_{L\rightarrow L}^{(1)}$, $Z_{L\rightarrow L+1}^{(1)}$, $Z_{L\rightarrow L-1}^{(2)}$ and $Z_{L\rightarrow L}^{(2)}$ blocks of the $Z$ matrix and the anomalous dimensions up to the two-loop order. We present the results in the $\overline{\text{MS}}$ scheme in Section 5.1.1, then the results in the finite renormalization scheme in Section 5.1.2. One can refer to (3.2)∼(3.6) for our arrangement of the $Z$ matrix.

#### 5.1.1 The $\overline{\text{MS}}$ scheme

In this section, we present the results in the $\overline{\text{MS}}$ scheme. We first review the one-loop $Z$ matrix and the one-loop anomalous dimensions $\gamma^{(1)}$, which were computed in [2]. Then we present our result of the two-loop physical anomalous dimensions $\gamma^{(2)}$.

Below is the one-loop result. The blocks in $Z_{\text{pp}}^{\text{even},(1)}$ are

$$Z_{\text{pp},2\rightarrow2}^{\text{even},(1)} = \frac{N_c}{\epsilon} \left( -\frac{11}{3} \right), \quad Z_{\text{pp},3\rightarrow3}^{\text{even},(1)} = \frac{N_c}{\epsilon} \begin{pmatrix} 3 & 0 & 0 & 0 \\ \frac{3}{8} & \frac{21}{8} & 0 & 0 \\ 0 & 0 & \frac{7}{12} & 0 \\ 0 & 0 & -1 & \frac{14}{3} \end{pmatrix}, \quad (5.1)$$

$$Z_{\text{pp},3\rightarrow4}^{\text{even},(1)} = \frac{N_c}{\epsilon} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ -\frac{10}{3} & \frac{2}{3} & 0 & 0 & 0 & -\frac{53}{72} & -\frac{43}{96} & 0 & \frac{7}{8} & -\frac{1}{8} & \frac{1}{12} & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad (5.2)$$

---

5 One will see that the $Z_{2\rightarrow3}^{(1)}$ is not presented in the following. This is because the only length-2 operator is a total derivative of $F^2$, leading to the fact that all $Z_{2\rightarrow n}$ vanishes if $n > 2$.

6 The one-loop renormalization for dimension 6 and 8 YM operators were given in [53–57]. The two-loop renormalization for dimension-6 operators were considered in [28, 30], and the two-loop renormalization for length-3 operators up to dimension 16 were obtained in [58].
One can see that at the one-loop order, there is no mixing between different helicity sectors.

The blocks in $Z_{pp}^{\text{odd,(1)}}$ are

\[
Z_{pp,3\to 3}^{\text{odd,(1)}} = \frac{N_c}{\epsilon} \begin{pmatrix} 0 \frac{16}{3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \frac{16}{3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad Z_{pp,3\to 4}^{\text{odd,(1)}} = \frac{N_c}{\epsilon} \begin{pmatrix} 0 \end{pmatrix}, \quad Z_{pp,4\to 4}^{\text{odd,(1)}} = \frac{N_c}{\epsilon} \begin{pmatrix} \frac{16}{3} & 0 & 0 & 0 & 0 \frac{17}{4} & 0 & 0 & 0 & 0 \ 0 & -1 & 0 & 0 & 0 \ 0 & 0 & 0 & 37 & -\frac{3}{10} \ 0 & 0 & 0 & -\frac{3}{10} & 82 & 15 \end{pmatrix}.
\]
The blocks in $Z_{\text{pe}}^{\text{even},(1)}$ are

$$Z_{\text{pe},3\rightarrow4}^{\text{even},(1)} = \frac{N_c}{\epsilon} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 17/48 & -5/192 & 0 \end{array} \right), \quad Z_{\text{pe},4\rightarrow4}^{\text{even},(1)} = \frac{N_c}{\epsilon} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ -1/3 & -1/4 & 0 \\ -41/72 & -23/36 & -7/12 \\ 19/72 & 13/36 & 5/12 \\ -1/18 & 13/12 & 0 \\ -1/54 & 216/41 & 0 \\ -384/41 & 7 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ -19/18 & -129/72 & 0 \\ -1/210 & -1/80 & -1/15 \\ -1/210 & 1/20 & 1/10 \\ -27/80 & -11/80 & -19/40 \end{array} \right), \quad (5.6)$$

$$Z_{\text{pe},4\rightarrow5}^{\text{even},(1)} = \frac{N_c}{\epsilon} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 65/18 & 31/18 & 0 \\ -11/18 & -23/18 & 0 \\ 0 & 0 & 0 \\ 10/27 & -46/27 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ -11/20 & 10/19 & 0 \\ -281/180 & -9/277 & 0 \\ 63/60 & -27/20 \end{array} \right), \quad Z_{\text{pe},5\rightarrow5}^{\text{even},(1)} = \frac{N_c}{\epsilon} \left( \begin{array}{ccc} 25/18 & -55/18 & 0 \\ 10/9 & -19/9 & 0 \\ 1/6 & -5/6 & 0 \\ -2/9 & -4/9 \end{array} \right). \quad (5.7)$$

The blocks in $Z_{\text{pe}}^{\text{odd},(1)}$ are

$$Z_{\text{pe},3\rightarrow4}^{\text{odd},(1)} = \frac{N_c}{\epsilon} \left( \begin{array}{c} 0 \end{array} \right), \quad Z_{\text{pe},4\rightarrow4}^{\text{odd},(1)} = \frac{N_c}{\epsilon} \left( \begin{array}{c} 1/12 \\ 0 \\ -1/18 \\ 19/12 \\ 13/20 \end{array} \right). \quad (5.8)$$
The blocks in $Z_{ee}^{\text{even,}(1)}$ are

$$Z_{ee,4\rightarrow 4}^{\text{even,}(1)} = \frac{N_c}{\epsilon} \begin{pmatrix} 3 & -8 & 0 \\ -10 & 14 & 0 \\ 2 & 3 & 1 \end{pmatrix}, \quad Z_{ee,4\rightarrow 5}^{\text{even,}(1)} = \frac{N_c}{\epsilon} \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ -112 & -20 \end{pmatrix}, \quad Z_{ee,5\rightarrow 5}^{\text{even,}(1)} = \frac{N_c}{\epsilon} \begin{pmatrix} \frac{32}{9} & \frac{-26}{9} \\ \frac{-55}{9} & \frac{52}{9} \end{pmatrix}. \quad (5.9)$$

The only block in $Z_{ee}^{\text{odd,}(1)}$ is

$$Z_{ee,5\rightarrow 5}^{\text{odd,}(1)} = \frac{N_c}{\epsilon} \begin{pmatrix} 5 \end{pmatrix}. \quad (5.10)$$

As discussed in Section 3.3.1, the block $Z_{ep}^{(1)}$ is zero in the $\overline{\text{MS}}$ scheme. This can also be understood by the fact that the one-loop four-dimensional cut of an evanescent operator vanishes. In each $Z_{L\rightarrow L}$ block, the $Z$-matrix turns out to be block upper triangular within each helicity sector. This is due to the fact that we enumerate all the possible total derivative operators in our operator basis. One can refer to Appendix A for a more detailed discussion about total derivative operators.

According to (3.15), one gets $D^{(1)}$. Since $D_{ep}^{(1)}$ vanishes, the physical and evanescent anomalous dimensions are just eigenvalues of $D_{pp}^{(1)}$ and $D_{ee}^{(1)}$ respectively. Within each block, there is no mixing between the C-even and C-odd operators. Besides, each C-parity block is upper triangular according to the length. Therefore, the anomalous dimensions can be further classified according to C-parities and lengths. The one-loop anomalous dimensions are given as follows, where each anomalous dimension includes an implicit factor $N_c$:

$$\gamma_{\text{even,}(1)}^{\text{pp, length-2}} = \frac{22}{3}, \quad \gamma_{\text{even,}(1)}^{\text{pp, length-3}} = \frac{14}{3}, \frac{6}{5}, \frac{28}{3}, \quad (5.11)$$

$$\gamma_{\text{even,}(1)}^{\text{pp, length-4}} = \frac{9}{2}, \frac{21}{3}, \frac{32}{3}, \frac{1}{3} \left(17 \pm 3\sqrt{41}\right), \frac{1}{6} \left(31 \pm \sqrt{697}\right), \frac{1}{4} \left(29 \pm \sqrt{201}\right), \frac{2}{3} \left(19 \pm 3\sqrt{5}\right), \quad (5.12)$$

$$\gamma_{\text{odd,}(1)}^{\text{pp, length-3}} = 8, \quad (5.13)$$

$$\gamma_{\text{even,}(1)}^{\text{pp, length-4}} = \frac{22}{3}, \frac{17}{2}, \frac{32}{3}, \frac{11}{3}, \frac{25}{2}, \quad (5.14)$$

$$\gamma_{\text{odd,}(1)}^{\text{pp, length-4}} = \frac{2}{3}, \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \left(19 \pm 3\sqrt{10}\right), \frac{1}{3} \left(32 \pm \sqrt{34}\right), \quad (5.15)$$

$$\gamma_{\text{even,}(1)}^{\text{pp, length-5}} = \frac{1}{3} \left(23 \pm \sqrt{345}\right), \frac{38}{3}, \quad (5.16)$$

$$\gamma_{\text{even,}(1)}^{\text{ee, length-4}} = \frac{2}{3} \left(14 \pm \sqrt{170}\right), \quad (5.17)$$

$$\gamma_{\text{odd,}(1)}^{\text{ee, length-4}} = 10, \quad (5.18)$$

$$\gamma_{\text{even,}(1)}^{\text{ee, length-5}} = \frac{2}{3} \left(14 \pm \sqrt{170}\right), \quad (5.19)$$
where the subscript “p” (“e”) means “physical” (“evanescent”). The $x_i$ are the solutions of the equation

$$x^3 - \frac{446x^2}{15} + \frac{769x}{3} - \frac{8014}{15} = 0,$$

(5.20)

with $x_1 < x_2 < x_3$. Their numerical solutions are

$$x_1 = 3.0565, \quad x_2 = 11.573, \quad x_3 = 15.104.$$  (5.21)

At the two-loop order, the $Z$ matrix is calculated as shown in Section 3.3.1. The dilatation matrix can then be calculated according to (3.16). The results are given in the auxiliary file. As an example, we also present the block $Z^{(2)}_{pp}$ in Appendix B. Below are the 2-loop corrections of the ones shown in (5.11)~(5.19), where each anomalous dimension includes an implicit factor $N_c^2$:

$$\gamma_{p,\text{length-2}}^{\text{even},(2)} = -\frac{136}{3},$$  (5.22)

$$\gamma_{p,\text{length-3}}^{\text{even},(2)} = \frac{59}{3}, \frac{439}{18}, \frac{7121}{250}, \frac{149525}{3996},$$  (5.23)

$$\gamma_{p,\text{length-3}}^{\text{odd},(2)} = \frac{206}{9},$$  (5.24)

$$\gamma_{p,\text{length-4}}^{\text{even},(2)} = \frac{1308521}{35532}, \frac{12319}{288}, \frac{815}{18}, \frac{3679}{1476}, \frac{115875887553}{112160431296}, \frac{1}{54} \left(3100 \pm 103\sqrt{5}\right), y_1, y_2, y_3,$$  (5.25)

$$\gamma_{p,\text{length-4}}^{\text{odd},(2)} = \frac{32885}{1188}, \frac{3125}{96}, \frac{107}{2}, \frac{75421}{1188}, \frac{64211}{1440},$$  (5.26)

$$\gamma_{p,\text{length-5}}^{\text{even},(2)} = \frac{376249}{8604}, \frac{78535}{11287323414176}, \frac{108341113246123}{75255}, \frac{34}{\sqrt{34}} + \frac{4211644375821510}{115875887553},$$  (5.27)

$$\gamma_{e,\text{length-5}}^{\text{even},(2)} = \frac{(6442724032485 \pm 11542242689\sqrt{345})}{213976901880}, \frac{1}{75255},$$  (5.28)

$$\gamma_{e,\text{length-4}}^{\text{even},(2)} = \frac{(3977690861205 \pm 50021112896\sqrt{170})}{114158809836},$$  (5.29)

$$\gamma_{e,\text{length-4}}^{\text{odd},(2)} = \frac{3079}{540}.$$

The $y_i$ are the solutions of the equation

$$y^3 - \frac{44053970579731y^2}{334691552250} + \frac{4335623758063848120847262203y}{800852671362744392040000} - \frac{1285874227506943574716057437659}{194607199141146887265720000} = 0,$$  (5.31)

with $y_1 < y_2 < y_3$. Their numerical solutions are

$$y_1 = 22.029, \quad y_2 = 52.952, \quad y_3 = 56.644.$$  (5.32)
An observation is that almost all the anomalous dimensions are positive. There are only two exceptions. One of them is the anomalous dimension of \( \text{tr}(F^2) \), which can be written through the \( \beta \) function [59] and is negative at the one-loop and the two-loop order. The other one is \( \frac{1}{3} (17 - 3\sqrt{11}) \), which is one of the \( \gamma_{p,\text{length}-4} \). (While its two-loop correction is positive.) It would be interesting to understand better the signs of anomalous dimensions.

5.1.2 The finite renormalization scheme

In this section, we present the results in the finite renormalization scheme. Following Section 3.3.2, we use \( \hat{Z} \) to denote the \( Z \) matrix and \( \hat{\gamma} \) to denote the anomalous dimensions in the finite renormalization scheme.

The one-loop \( Z \) matrix includes four blocks

\[
\begin{pmatrix}
\hat{Z}_{pp}^{(1)} & \hat{Z}_{pe}^{(1)} \\
\hat{Z}_{ep}^{(1)} & \hat{Z}_{ee}^{(1)}
\end{pmatrix}
\]  

(5.33)

The blocks \( \hat{Z}_{pp}^{(1)} \), \( \hat{Z}_{pe}^{(1)} \) and \( \hat{Z}_{ee}^{(1)} \) are the same as the ones in the \( \overline{\text{MS}} \) scheme. The only difference is the block \( \hat{Z}_{ep}^{(1)} \), which is finite in this scheme. The blocks in \( \hat{Z}_{\text{even}}^{\text{even},(1)} \) read

\[
\hat{Z}_{\text{ep},4\rightarrow4,\text{even}}^{\text{even},(1)} = N_c \begin{pmatrix}
\frac{16}{3} & -2 & 0 & 0 & 0 & 0 & \frac{10}{3} & -2 & 0 & 0 & 0 & 0 & \frac{10}{3} & -14 & 1 & 14 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 7 & 0 & -1 & 0 & 0 & 0 \\
0 & -2 & 0 & -4 & 0 & 0 & \frac{2}{3} & 0 & 0 & 0 & -3 & \frac{2}{3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-182 & 92 & \frac{92}{3} & -50 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]  

(5.34)

\[
\hat{Z}_{\text{ep},4\rightarrow5,\text{even}}^{\text{even},(1)} = N_c \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-182 & 92 & \frac{92}{3} & -50 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]  

(5.35)

The only block in \( \hat{Z}_{\text{ep}}^{\text{odd},(1)} \) read

\[
\hat{Z}_{\text{ep},4\rightarrow4,\text{odd}}^{\text{odd},(1)} = N_c \begin{pmatrix}
-8 & 0 & -3 & 4 & -14 & \frac{3}{3} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-182 & 92 & \frac{92}{3} & -50 & 0 & 0 \\
-182 & 92 & \frac{92}{3} & -50 & 0 & 0
\end{pmatrix}.
\]  

(5.36)

Since the difference between \( \hat{Z}^{(1)} \) and \( Z^{(1)} \) is finite, the difference between the corresponding dilatation matrices is of order \( \epsilon \) according to (3.15). Therefore, the one-loop anomalous dimensions are the same in the two schemes. The anomalous dimensions are the same as the ones in (5.11)~(5.19).

The two-loop \( Z \) matrix can be calculated as described in Section 3.3.2. The blocks \( \hat{Z}_{pp}^{(2)} \) and \( Z_{pe}^{(2)} \) are the same as the ones in the \( \overline{\text{MS}} \) scheme, while \( Z_{ep}^{(2)} \) and \( Z_{ee}^{(2)} \) are different due to the contribution of the finite \( Z_{ep}^{(1)} \). In this scheme, the dilatation matrix is block upper triangular as shown in (3.30). As discussed in Section 3.3.2, this does not mean the evanescent operators are irrelevant to the physical anomalous dimensions, since \( \hat{D}_{pp}^{(2)} \) receives the contribution from the term \( -2\epsilon \hat{Z}_{ep}^{(1)} \hat{Z}_{ep}^{(1)} \). Note that if one only need to calculate the physical anomalous dimensions, only \( Z_{pp}^{(2)} \) is required, whose expression can be found in Appendix B. Other blocks of the two-loop \( Z \) matrix are given in the auxiliary file.
Below are the two-loop anomalous dimensions, where each anomalous dimension includes an implicit factor $N^2$:

\begin{align*}
\gamma_{\text{even},(2)}^{\text{p},\text{length-2}} &= -\frac{136}{3}, \\
\gamma_{\text{even},(2)}^{\text{p},\text{length-3}} &= \frac{59}{3} - \frac{439}{18} + \frac{7121}{250} - \frac{149525}{3996}, \\
\gamma_{\text{odd},(2)}^{\text{p},\text{length-3}} &= 206/9, \\
\gamma_{\text{even},(2)}^{\text{p},\text{length-4}} &= \frac{3427}{108} - \frac{12319}{18} + \frac{815}{18} - \frac{37679}{1476} + \frac{2651}{18819} \sqrt{41}, \\
\gamma_{\text{odd},(2)}^{\text{p},\text{length-4}} &= \frac{8048}{297} + \frac{3125}{18} + \frac{875}{18} + \frac{50825}{13159}, \\
\gamma_{\text{even},(2)}^{\text{p},\text{length-5}} &= \frac{1}{18} \left( 617 \pm 142\sqrt{10} \right), \\
\gamma_{\text{even},(2)}^{\text{e},\text{length-4}} &= \frac{97}{3} + \frac{59}{3} \sqrt{5} + \frac{9098}{261}, \\
\gamma_{\text{even},(2)}^{\text{e},\text{length-5}} &= \frac{2513637 \pm 54631\sqrt{170}}{53244}, \\
\gamma_{\text{odd},(2)}^{\text{e},\text{length-4}} &= 277/9.
\end{align*}

The $y_i$ are the solutions of the equation

\begin{equation}
y^3 - \frac{250350031847y^2}{1934633250} + \frac{4824966722800230692858971y}{925841238569646696000} - \frac{13849613580264790328390513509}{224979420972424147128000} = 0,
\end{equation}

with $y_1 < y_2 < y_3$. Their numerical solutions are

\begin{equation}
y_1 = 20.933, \quad y_2 = 53.407, \quad y_3 = 55.065.
\end{equation}

As in the $\overline{\text{MS}}$ scheme, the two-loop anomalous dimensions are all positive in the finite scheme except for $\gamma_{\text{even},(2)}^{\text{p},\text{length-2}}$. From the above results, one can see that all the two-loop evanescent anomalous dimensions are different from the ones in the $\overline{\text{MS}}$ scheme. While due to the relations $\hat{Z}_{pp} = Z_{pp}$ and $\hat{Z}_{pe} = Z_{pe}$, some physical anomalous dimensions remain the same in the two schemes. From (5.22)$\sim$(5.24) and (5.37)$\sim$(5.39), we see that all length-2 and length-3 two-loop anomalous dimensions are the same in the two schemes. The reason is that there is no mixing from evanescent operators to length-2 and length-3 operators up to the two-loop order.\footnote{Here the mixing means divergent mixing. Actually, there can be finite mixing from an evanescent operator to length-3 operators in the finite renormalization scheme. However, this mixing would not affect the two-loop anomalous dimensions.}

Besides, some length-4 anomalous dimensions remain the same in the two
schemes. This is due to the fact that the $Z$ matrix is block upper triangular according to the $D$-type (a detailed discussion is given in Appendix A) and these length-4 operators are in the $D$-type sectors where there is no evanescent operator.

5.2 Anomalous dimensions at the conformal fixed point

From (5.22)~(5.31) and (5.37)~(5.46) one can see that the two-loop anomalous dimensions depend on the renormalization scheme. On the other hand, the anomalous dimensions at a conformal fixed point should not depend on the scheme choice (see e.g. [60] and [10]). This provides a non-trivial crosscheck between our results in the two schemes. In the following, we first give a short proof for why the anomalous dimension is scheme independent at a conformal fixed point. Then we show that given $\mathcal{D}^{(1)}$ and $\mathcal{D}^{(2)}$, how to calculate the dilatation matrix up to next-to-leading (NLO) at the WF fixed point. Finally, we give all anomalous dimensions of dimension-10 operators at the WF fixed point. We use $\mathcal{D}^{*}$ and $\gamma^{*}$ to denote the dilatation matrix and anomalous dimensions at the WF fixed point.

Assume that we have a set of renormalized operators,

$$O_j = (Z)_j^k O_{k,b}.$$  \hfill (5.48)

A change of subtraction scheme can be generally thought of as a finite linear transformation of them [60]:

$$K_i^j O_j = K_i^j (Z)_j^k O_{k,b},$$  \hfill (5.49)

Define $\tilde{Z} \equiv KZ$ and together with (2.14), one can get $\tilde{D}$ as

$$\tilde{D} = -\frac{\partial K}{\partial \alpha_s} (\mu \frac{d\alpha_s}{d\mu}) K^{-1} + K \mathcal{D} K^{-1},$$  \hfill (5.50)

with $\mathcal{D} = -\mu \frac{dZ}{d\mu} (Z)^{-1}$. The transformation is not a similarity transformation in general, so the eigenvalues of $\mathcal{D}$ and the ones of $\tilde{D}$ are different. But if the theory is at a conformal fixed point, one has $\mu \frac{d\alpha_s}{d\mu} = 0$. Then a scheme transformation leads to a similar transformation of the dilatation matrix, leading to the fact that the anomalous dimensions, are independent of the renormalization scheme.

Below we show the calculation of the anomalous dimensions at the WF fixed point. According to (3.11), the coupling at the WF fixed point reads

$$\alpha^{*} = \frac{4\pi \epsilon}{\beta_0} - \frac{4\pi \beta_1 \epsilon^2}{\beta_0^3} + \mathcal{O}(\epsilon^3).$$  \hfill (5.51)

We would like to point out that the pure YM theory is asymptotically free and $\beta_0 > 0$ as given in (3.12), thus the WF fixed point is expected to be a UV fixed point at $d > 4$, namely $\epsilon < 0$. For example, it has been speculated in [61, 62] to continue to an interacting CFT in $d = 5$ along this line.
Substitute the $D^{(1)}$ and the $D^{(2)}$ calculated in the last section back into (2.14) and replace $\alpha_s$ by $\alpha^*$, then we get the dilatation matrix expanded in $\epsilon$:

$$D^* = \sum_{i=1}^L \epsilon^i D_i^* = \sum_{l} \left( -\frac{\alpha^*}{4\pi} \right)^l D^{(l)} = (-\frac{\epsilon}{\beta_0} - \frac{\beta_1 \epsilon^2}{\beta_0^2} D^{(1)} + \frac{\epsilon^2}{\beta_0} D^{(2)} + O(\epsilon^3)). \quad (5.52)$$

In the planar limit, the factor $N_{c}^{-l}$ in $D^{(l)}$ cancels the factor $N_{c}^{-1}$ in $(\alpha^*)^l$, so the dilatation matrix are independent of $N_{c}$.

The anomalous dimensions can be expanded in $\epsilon$ as

$$\gamma^* = \sum_{i=1}^\infty \epsilon^i \gamma_i^*. \quad (5.53)$$

According to (5.52) and (5.53), one can calculate the dilatation matrix and anomalous dimensions at the fixed point in the $\overline{MS}$ scheme and the finite renormalization scheme. The dilatation matrices can be found in the auxiliary file. It is worthwhile noting that when considering the WF fixed point, the spacetime dimension $d$ is not equal 4 and one should not take the $\epsilon \to 0$ limit. Therefore when calculating in the finite scheme, the $\hat{D}_i^{(l)}$'s which are $O(\epsilon)$ should be taken into account. Our calculation verify that anomalous dimensions in the two schemes are the same. Below we present the anomalous dimensions.

The leading-order (LO) results are (Note that there is no $N_{c}^{-l}$ factor in $\gamma_i^*$)

$$\gamma_{1,\text{even}}, \text{ length-2} : \frac{2}{11},$$

$$\gamma_{1,\text{even}}, \text{ length-3} : -\frac{28}{11}, -\frac{126}{55}, -\frac{18}{11}, -\frac{14}{11},$$

$$\gamma_{1,\text{odd}}, \text{ length-3} : -\frac{24}{11},$$

$$\gamma_{1,\text{even}}, \text{ length-4} : -\frac{38}{11}, -\frac{36}{11}, -\frac{32}{11}, -\frac{63}{22}, -\frac{27}{11}, -\frac{2}{11}, -\frac{19 \pm 3\sqrt{5}}{11}, -\frac{1}{11}, \left(-17 \pm 3\sqrt{41}\right),$$

$$\frac{3}{44} \left(-29 \pm \sqrt{201}\right), \frac{1}{11} \left(-23 \pm \sqrt{345}\right), \frac{1}{22} \left(-31 \pm \sqrt{697}\right), x_1, x_2, x_3,$$

$$\gamma_{1,\text{odd}}, \text{ length-4} : -\frac{75}{22}, -3, -\frac{32}{11}, -\frac{30}{11}, -\frac{51}{22}, -2,$$

$$\gamma_{1,\text{even}}, \text{ length-5} : \frac{2}{11} \left(-19 \pm 3\sqrt{10}\right), \frac{2}{11} \left(-14 \pm \sqrt{170}\right), \frac{1}{11} \left(-32 \pm \sqrt{34}\right),$$

The $x_i$ are the roots of

$$x^3 + \frac{446x^2}{55} + \frac{2307x}{121} + \frac{72126}{6655} = 0,$$

with $x_1 < x_2 < x_3$. Their numerical solutions are

$$x_1 = -4.1193, \quad x_2 = -3.1562, \quad x_3 = -0.83360.$$  \quad (5.61)
Actually, one can derive from (5.52) that the LO results can be achieved by substituting $\frac{\alpha_s N_c}{4\pi} \to -\frac{3}{11}$ into the one-loop anomalous dimensions calculated in the $\alpha_s$-expansion.

The next-to-leading (NLO) corrections are

\begin{align}
\gamma_{2,\text{length-2}}^{*\text{even}} &= \frac{204}{121}, \\
\gamma_{2,\text{length-3}}^{*\text{even}} &= \frac{376711 \text{, } 62379 \text{, } 1157 \text{, } 519}{59096^1 \text{, } 332750^1 \text{, } 2662^1 \text{, } 1331^1}, \\
\gamma_{2,\text{length-3}}^{*\text{odd}} &= \frac{182}{1331}, \\
\gamma_{2,\text{length-4}}^{*\text{even}} &= \frac{59703987 \text{, } 2779 \text{, } 2437 \text{, } 32693 \text{, } 3520939}{33388135^1 \text{, } 2662^1 \text{, } 2662^1 \text{, } 42592^1 \text{, } 5254788^1 \text{, } 7986^1 \text{, } 130093^1}, \\
\gamma_{2,\text{length-4}}^{*\text{odd}} &= \frac{94321 \text{, } 35029 \text{, } 4065 \text{, } 149731 \text{, } 5957}{212960^1 \text{, } 15972^1 \text{, } 2662^1 \text{, } 79860^1 \text{, } 42592^1 \text{, } 15972^1}, \\
\gamma_{2,\text{length-5}}^{*\text{even}} &= \frac{278813 \sqrt{10} \pm 433283 \text{, } 7528203818631 \text{, } 203736747760 \sqrt{170}}{1272436^1 \text{, } 1688281954352^1 \text{, } 1523219570346144^1}.
\end{align}

The $y_i$ are the roots of

\begin{align}
y^3 - \frac{13294802711131y^2}{4499741980250} + \frac{4515566752618635673017361833y}{1592322513279522803496840000} - \frac{11444658831945242197781313816000}{1013874152793268336204035731219} &= 0, \quad (5.68)
\end{align}

with $y_1 < y_3 < y_2$. Their numerical solutions are

\begin{align}
y_1 &= 0.740685, \quad y_2 = 1.27805, \quad y_3 = 0.935839. \quad (5.69)
\end{align}

From (5.52), one can see that the $D_2^*$ includes the one-loop term $-\frac{\beta_0}{\beta_3^2} D^{(1)}$. This may alter the signs of the NLO anomalous dimensions. Let us take the length-3 $\mathcal{C}$-odd operator $O_{25}$ as an example. Since $O_{25}$ is an eigenstate of the dilatation matrix (as presented in Appendix A), in this simple case one can get its anomalous dimension at the fixed point via the following formula

\begin{align}
\gamma_{2,\text{length-3}}^{*\text{odd}} &= (\gamma_{p,\text{length-3}}^{*\text{even}} - 1) \left|_{\text{coefficients of } \epsilon^2} \right. \\
&= \gamma_{p,\text{length-3}} \left( -\frac{\beta_1}{\beta_0} \right) + \gamma_{p,\text{length-3}} \frac{1}{\beta_0^2}.
\end{align}

\text{In the finite renormalization, the term } -\frac{1}{\beta_0^2} D^{(1)} \text{ would also contribute to } D_2^*.\]
One can see that the term \( \gamma_{\text{odd},(1)}^{\text{length-3}}(-\beta_0) \) alter the sign of the NLO anomalous dimension.

### 6 Conclusion

In this paper, we study the two-loop renormalization of gluonic evanescent operators in the pure YM theory. Although the tree-level matrix elements of evanescent operators vanish in four-dimensional spacetime, they are important at the quantum loop level in dimensional regularization since the internal legs can propagate in \( d = 4 - 2\epsilon \) dimensions. The effect of the evanescent operators on the physical anomalous dimensions comes from their mixing with physical ones, while the pattern of the effect depends on the renormalization scheme. Let us take the \( \overline{\text{MS}} \) scheme as an example. At the one-loop order, such mixing is suppressed to be finite by the evanescent effect. Thus the evanescent operators have no effect on the physical anomalous dimensions. At the two-loop order, however, the mixing can be of order \( 1/\epsilon \) and can give rise to an important contribution to the physical anomalous dimensions. Our two-loop computation for the dimension-10 operator basis provides a first concrete example in the Yang-Mills theory to show the effect of gluonic evanescent operators on the physical anomalous dimensions.

We have applied two different schemes to obtain the anomalous dimensions. In the \( \overline{\text{MS}} \) scheme, one needs to consider the full renormalization matrix of both physical and evanescent operators up to the two-loop order. In the finite renormalization scheme, the dilatation matrix has the nice property that it is block upper triangular \([3, 4]\); therefore, to compute physical anomalous dimensions, one only needs to consider physical operators up to the two-loop order. However, we stress that it is still necessary to compute the one-loop renormalization of evanescent operators. More generally, to compute \( l \)-loop physical anomalous dimensions, one needs to consider the renormalization of evanescent operators up to the \( (l - 1) \)-loop orders in the finite renormalization scheme. The anomalous dimensions depend on the renormalization scheme due to the running effect of the coupling constant. As a further consideration, we compute the anomalous dimensions for the YM theory at the WF fixed point. In this case, the theory is in non-integer dimensions and physical and evanescent operators are on an equal footing. We obtain the anomalous dimensions up to the next-to-leading order in the \( \epsilon \)-expansion. As expected, we find the anomalous dimensions computed with both renormalization schemes give the same results at the WF fixed point. This also provides a non-trivial check of the results.

For the two-loop computation, we consider form factors which are matrix elements each involving one physical or evanescent operator. We use the \( d \)-dimensional unitarity-cut method combined with efficient integral reduction methods. To simplify the computation, we perform numerical computations in the intermediate steps to get numerical UV data and finally reconstruct the analytic \( Z \) matrix. This provides a first two-loop computation of anomalous
dimensions for a close set of Yang-Mills operators which include length-4 and length-5 operators. Our strategy can be straightforwardly applied to the two-loop renormalization of YM operators of higher lengths and is also expected to be applicable for high-dimensional operators in more general theories.
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A Dimension-10 operators

In this appendix, we present our dimension-10 single-trace operator basis. Different from those given in [2], we organize the basis by separating total derivative operators explicitly.

We first give a complementary discussion about total derivative operators. We say that an operator is of $D\cdot(i, \alpha)$ type, if it is an $i$th total derivative of a rank-$\alpha$ operator. For example, $O_2$ in (A.4) is a $D\cdot(4, 2)$ operator. Particularly, an operator that has no overall covariant derivative $D$ is said to be of $D\cdot(0, 0)$ type. We order operators strictly according to their $D$-types as

\begin{align}
D\cdot(i, \alpha) &> D\cdot(i', \alpha'), \quad \text{if } i > i', \\
D\cdot(i, \alpha) &> D\cdot(i, \alpha'), \quad \text{if } \alpha < \alpha'.
\end{align}

Within each helicity sector, our operator basis enumerates all the total derivative operators from the highest to the lowest $D$-type. By considering classical dimensions and Lorentz structures, it is not hard to see that an operator would not mix to any operator of lower $D$-type. Thus the $Z$-matrix and the dilatation matrix are block upper triangular according to $D$-type. There are two special operators in our basis, i.e. $O_1$ and $O_{25}$. Each of them is the only operator of the highest $D$-type in the corresponding C-parity sector, so they cannot mix to other operators and are eigenstates of the dilatation matrix.

Below are the operator basis. For short of notations, we drop the symbol “tr”. For example, $F_{\mu_1 \mu_2} F_{\mu_1 \mu_2}$ means $\text{tr}(F_{\mu_1 \mu_2} F_{\mu_1 \mu_2})$.

A.1 The physical operators

C-even

The only length-2 operator:

\begin{equation}
O_1 = D^6(F_{\mu_1 \mu_2} F_{\mu_1 \mu_2}).
\end{equation}

\footnote{Actually, one should first enumerate the $D$-type operators before classifying the operators according to helicities to make sure that all the total derivative operators are included in the basis. While it turns out that the order is irrelevant in our case.}
Below are the length-3 operators. The $(-)^2$ sector:

$$O_2 = D^2 D_5 D_9 (-\eta_{56} \frac{1}{4} F_{12} F_{13} F_{23} + F_{14} F_{25} F_{12}),$$

(A.4)

$$O_3 = D_4 D_5 D_6 (\eta_{56} \frac{1}{2} D_1 F_{25} F_{13} F_{24} - \frac{1}{2} D_6 F_{25} F_{12} F_{14} + \frac{1}{2} F_{25} D_6 F_{12} F_{14} - \frac{1}{2} F_{25} F_{12} D_6 F_{14}).$$

(A.5)

The $(-)^3$ sector:

$$O_4 = \frac{D^4 (F_{12} F_{13} F_{23})}{12},$$

(A.6)

$$O_5 = D_4 D_5 (-D_1 F_{35} D_1 F_{24} F_{23} - D_2 F_{15} F_{34} D_1 F_{23} - \frac{1}{4} F_{35} D_1 F_{24} D_1 F_{23} + \frac{3}{2} D_1 F_{23} F_{12} D_4 F_{35} + \frac{3}{4} F_{35} D_1 F_{23} D_1 F_{24}).$$

(A.7)

Below are the length-4 operators. The $(-)^4$ sector:

$$O_6 = D^2 (\frac{1}{8} F_{12} F_{12} F_{34} F_{34} + \frac{1}{16} F_{12} F_{34} F_{12} F_{34} - \frac{1}{8} F_{12} F_{23} F_{34} F_{14} + \frac{3}{4} F_{12} F_{34} F_{23} F_{14}),$$

(A.8)

$$O_7 = D^2 (-\frac{1}{2} F_{12} F_{12} F_{34} F_{34} - \frac{1}{4} F_{12} F_{34} F_{12} F_{34} - F_{12} F_{23} F_{34} F_{14}),$$

(A.9)

$$O_8 = D_5 \left[ -\frac{1}{2} F_{12} F_{12} F_{34} D_4 F_{35} - F_{13} F_{24} F_{35} D_4 F_{12} + F_{13} F_{25} F_{34} D_4 F_{12} - F_{13} F_{35} F_{24} D_4 F_{12} + F_{24} F_{13} F_{35} D_4 F_{12} - F_{24} F_{35} F_{13} D_4 F_{12} - \frac{1}{2} F_{34} F_{12} F_{12} D_4 F_{35} + F_{34} F_{12} F_{12} D_4 F_{25} + F_{35} F_{13} F_{24} D_4 F_{12} + D_6 (-\frac{1}{8} F_{12} F_{12} F_{36} F_{35} + \frac{1}{4} F_{12} F_{13} F_{36} F_{25} + \frac{1}{4} F_{12} F_{25} F_{36} F_{13} - \frac{1}{8} F_{12} F_{35} F_{36} F_{12} + \frac{1}{4} \eta_{56} F_{14} F_{12} F_{23} F_{34} + \frac{1}{16} \eta_{56} F_{34} F_{12} F_{12} F_{34} + \frac{1}{16} \eta_{56} F_{34} F_{34} F_{12} F_{12} - \frac{1}{8} F_{36} F_{12} F_{12} F_{35} + \frac{1}{4} F_{36} F_{13} F_{12} F_{25} + \frac{1}{4} F_{36} F_{25} F_{12} F_{13} - \frac{1}{8} F_{36} F_{35} F_{12} F_{12}) \right],$$

(A.10)

$$O_9 = \frac{3}{4} F_{12} F_{12} D_5 F_{34} D_5 F_{34} + \frac{1}{4} F_{12} D_5 F_{12} D_5 F_{34} F_{34} + \frac{3}{4} F_{12} F_{34} D_5 F_{12} D_5 D_5 F_{34} + F_{12} F_{23} D_5 F_{34} F_{14} + 2 F_{12} F_{23} D_5 F_{14} D_5 F_{34} + 2 F_{12} D_4 F_{34} D_5 F_{23} F_{45} - F_{13} F_{23} D_2 F_{45} D_1 F_{45},$$

(A.11)

$$O_{10} = -\frac{1}{2} F_{12} F_{12} D_5 F_{34} D_5 F_{34} - \frac{1}{2} F_{12} D_5 F_{12} D_5 F_{34} F_{34} - \frac{1}{2} F_{12} F_{34} D_5 F_{12} D_5 F_{34} - 3 F_{12} F_{23} D_5 F_{14} D_5 F_{34} + F_{12} D_5 F_{23} D_5 F_{14} F_{34}.$$
The \((-\)^3+ sector:

\[ O_{11} = D_5D_6\left(\frac{1}{2}F_{12}F_{36}F_{12}F_{35} + F_{13}F_{25}F_{36}F_{12} - \frac{1}{4}\eta_{56}F_{34}F_{12}F_{34}F_{12} - F_{36}F_{12}F_{13}F_{25} + \frac{1}{2}F_{36}F_{12}F_{35}F_{12}\right), \tag{A.13} \]

\[ O_{12} = D_5D_6\left(\frac{1}{2}F_{12}F_{12}F_{36}F_{35} - F_{12}F_{13}F_{36}F_{25} - F_{12}F_{25}F_{36}F_{13} + \frac{1}{2}F_{12}F_{35}F_{36}F_{12} - \frac{1}{3}F_{12}F_{36}F_{12}F_{35} - \frac{2}{3}F_{13}F_{25}F_{36}F_{12} + F_{25}F_{12}F_{13}F_{36} + F_{25}F_{36}F_{13}F_{12} - \frac{1}{4}\eta_{56}F_{34}F_{12}F_{34}F_{12} - \frac{1}{4}\eta_{56}F_{34}F_{34}F_{12}F_{12} - \frac{1}{2}F_{36}F_{12}F_{12}F_{35} + \frac{2}{3}F_{36}F_{12}F_{13}F_{25} - \frac{1}{3}F_{36}F_{12}F_{35}F_{12} + \frac{1}{2}F_{36}F_{35}F_{12}F_{12}\right), \tag{A.14} \]

\[ O_{13} = D_5\left[D_4F_{12}F_{34}F_{13}F_{25} + D_4F_{12}F_{35}F_{13}F_{24} - D_4F_{25}F_{13}F_{34}F_{12} + D_6(-\frac{1}{4}F_{12}F_{12}F_{36}F_{35} - \frac{1}{6}F_{12}F_{36}F_{12}F_{35} - \frac{1}{3}F_{13}F_{25}F_{36}F_{12} + \frac{1}{2}F_{13}F_{36}F_{12}F_{25} + \frac{1}{12}\eta_{56}F_{34}F_{12}F_{34}F_{12} + \frac{1}{3}F_{36}F_{12}F_{13}F_{25} - \frac{1}{6}F_{36}F_{12}F_{35}F_{12} - \frac{1}{2}F_{36}F_{13}F_{25}F_{12} + \frac{1}{4}F_{36}F_{35}F_{12}F_{12}\right) \tag{A.15} \]

\[ O_{14} = \frac{1}{3}F_{12}D_5D_6F_{34}F_{12}D_5F_{34} + \frac{2}{3}F_{13}D_1F_{45}F_{23}D_2F_{45} + \frac{2}{3}F_{13}D_2F_{45}F_{23}D_1F_{45} \]

\[ - \frac{2}{3}F_{13}D_1F_{23}F_{45}F_{23}F_{45}. \tag{A.16} \]

The \((-\)^2(+)^2 sector:

\[ O_{15} = D^2(\frac{1}{8}F_{12}F_{34}F_{12}F_{34} + \frac{1}{2}F_{12}F_{34}F_{23}F_{14}), \tag{A.17} \]

\[ O_{16} = D^2(-\frac{1}{4}F_{12}F_{12}F_{34}F_{34} + \frac{1}{8}F_{12}F_{34}F_{12}F_{34} - \frac{1}{2}F_{12}F_{23}F_{34}F_{14}), \tag{A.18} \]

\[ O_{17} = D_5D_6(-\frac{1}{4}F_{12}F_{12}F_{35}F_{36} - \frac{1}{2}F_{12}F_{13}F_{36}F_{25} + F_{12}F_{25}F_{13}F_{36} - \frac{1}{2}F_{12}F_{25}F_{36}F_{13} - \frac{1}{4}F_{12}F_{35}F_{12}F_{36} + \frac{1}{2}F_{12}F_{35}F_{36}F_{12} - \frac{1}{4}F_{12}F_{36}F_{12}F_{35} + F_{12}F_{36}F_{13}F_{25} + F_{12}F_{36}F_{25}F_{13} - \frac{3}{4}F_{12}F_{36}F_{35}F_{12} - \frac{1}{2}\eta_{56}F_{14}F_{12}F_{23}F_{34} + F_{14}F_{23}F_{12}F_{34} - F_{25}F_{36}F_{12}F_{13} + \frac{1}{4}\eta_{56}F_{34}F_{12}F_{12}F_{34} + \frac{1}{8}\eta_{56}F_{34}F_{12}F_{34}F_{12} - \frac{1}{4}F_{35}F_{12}F_{12}F_{36} + \frac{1}{4}F_{35}F_{12}F_{36}F_{12} \]
\[
O_{18} = \frac{1}{4} F_{12} F_{12} D_5 F_{34} D_5 F_{34} + \frac{1}{4} F_{12} D_5 F_{12} D_5 F_{34} F_{34} - \frac{1}{4} F_{12} F_{34} D_5 F_{12} D_5 F_{34} \\
+ F_{12} F_{23} D_5 F_{34} D_5 F_{14}, \tag{A.20}
\]

\[
O_{19} = \frac{1}{2} F_{12} F_{34} D_5 F_{12} D_5 F_{34} + F_{12} F_{23} D_5 F_{14} D_5 F_{34} + F_{12} D_5 F_{23} D_5 F_{14} F_{34}, \tag{A.21}
\]

\[
O_{20} = -\frac{7}{4} F_{12} F_{12} D_5 F_{34} D_5 F_{34} + \frac{5}{4} F_{12} D_5 F_{12} D_5 F_{34} F_{34} - \frac{3}{4} F_{12} F_{34} D_5 F_{12} D_5 F_{34} \\
- F_{12} F_{23} D_5 F_{34} D_5 F_{14} - 4F_{12} F_{23} D_5 F_{14} D_5 F_{34} + 2F_{12} D_5 F_{23} D_5 F_{14} F_{34} \\
- 2F_{12} D_5 F_{34} D_5 F_{23} F_{45} + F_{13} F_{23} D_1 F_{45} D_2 F_{45}. \tag{A.22}
\]

Below are the length-5 operators. The \((-)^5\) sector:

\[
O_{21} = 5F_{12} F_{12} F_{34} F_{35} F_{45} + F_{12} F_{13} F_{34} F_{45} F_{25} - 5F_{12} F_{13} F_{24} F_{35} F_{45}, \tag{A.23}
\]

\[
O_{22} = \frac{5}{2} F_{12} F_{12} F_{34} F_{35} F_{45} + F_{12} F_{13} F_{24} F_{45} F_{35} - 3F_{12} F_{13} F_{24} F_{35} F_{45}. \tag{A.24}
\]

The \((-)^3(+)^2\) sector:

\[
O_{23} = \frac{3}{2} F_{12} F_{12} F_{34} F_{35} F_{45} + F_{12} F_{13} F_{34} F_{45} F_{25} - F_{12} F_{13} F_{24} F_{45} F_{35} - 2F_{12} F_{13} F_{24} F_{35} F_{45}, \tag{A.25}
\]

\[
O_{24} = F_{12} F_{12} F_{34} F_{35} F_{45} - 2F_{12} F_{13} F_{24} F_{45} F_{35} - 2F_{12} F_{13} F_{24} F_{35} F_{45}. \tag{A.26}
\]

**C-odd**

The only length-3 operators of d-sector:

\[
O_{25} = D_4 D_5 D_6 (D_6 F_{25} F_{12} F_{14} - F_{25} F_{12} D_6 F_{14}). \tag{A.27}
\]

Below are the length-4 operators. The \((-)^4\) sector:

\[
O_{26} = D_5 \left[ - F_{12} F_{12} F_{34} D_4 F_{35} - 2D_4 F_{12} F_{24} F_{13} F_{35} + 2D_4 F_{12} F_{25} F_{13} F_{34} + 2D_4 F_{12} F_{34} F_{13} F_{25} \\
+ 2D_4 F_{12} F_{34} F_{25} F_{13} - 2D_4 F_{12} F_{35} F_{13} F_{24} - 2D_4 F_{12} F_{35} F_{24} F_{13} - 2F_{13} F_{24} F_{35} D_4 F_{12} \\
+ 2F_{13} F_{25} F_{34} D_4 F_{12} - 2F_{13} F_{35} F_{24} D_4 F_{12} + 2F_{24} F_{13} F_{35} D_4 F_{12} - 2F_{24} F_{35} F_{13} D_4 F_{12} \\
- 2F_{13} F_{25} F_{13} F_{34} - 2D_4 F_{25} F_{13} F_{34} F_{12} - 2D_4 F_{25} F_{34} F_{12} F_{13} - F_{34} F_{12} F_{12} F_{4} F_{35} \\
+ 2F_{34} F_{12} F_{13} D_4 F_{25} + 2F_{35} F_{13} F_{24} D_4 F_{12} + D_4 F_{35} F_{12} F_{12} F_{34} + D_4 F_{35} F_{12} F_{34} F_{12} \\
+ D_4 F_{35} F_{34} F_{12} F_{12} \\
+ D_6 (\frac{1}{4} F_{12} F_{12} F_{35} F_{36} - \frac{1}{2} F_{12} F_{13} F_{25} F_{36} - \frac{1}{4} F_{12} F_{35} F_{36} F_{12} + F_{12} F_{36} F_{12} F_{35}) \right].
\]
\[-\frac{3}{2}F_{12}F_{36}F_{13}F_{25} - \frac{3}{2}F_{12}F_{36}F_{25}F_{13} + F_{12}F_{36}F_{35}F_{12} - \frac{1}{2}F_{13}F_{36}F_{12}F_{25} \]
\[-\frac{3}{2}\eta_{56}F_{14}F_{23}F_{12}F_{34} - \frac{1}{2}F_{25}F_{36}F_{12}F_{13} - \frac{1}{4}\eta_{56}F_{34}F_{12}F_{13} - \frac{3}{8}\eta_{56}F_{34}F_{12}F_{34}F_{12} \]
\[+ \frac{1}{4}F_{35}F_{36}F_{12}F_{12} + \frac{3}{4}F_{36}F_{12}F_{12}F_{35} - \frac{3}{2}F_{36}F_{12}F_{13}F_{25} - \frac{3}{2}F_{36}F_{12}F_{25}F_{13} \]
\[+ F_{36}F_{12}F_{35}F_{12} - \frac{1}{2}F_{36}F_{13}F_{25}F_{12} \right] \right] \right] , \quad \text{ (A.28)}

The \((-)^3\) sector:

\[O_{27} = D_5D_6\left( -\frac{1}{2}F_{12}F_{12}F_{36}F_{35} + F_{13}F_{36}F_{12}F_{25} - F_{36}F_{13}F_{25}F_{12} + \frac{1}{2}F_{36}F_{35}F_{12}F_{12} \right) , \quad \text{ (A.29)}

\[O_{28} = D_5 \left[ -2D_4F_{12}F_{13}F_{25}F_{34} - 2D_4F_{12}F_{34}F_{13}F_{25} - 2D_4F_{12}F_{35}F_{13}F_{24} + 2D_4F_{12}F_{35}F_{24}F_{13} \right.
\[+ 2D_4F_{25}F_{13}F_{34}F_{12} + 2D_4F_{25}F_{34}F_{12}F_{13} - D_4F_{35}F_{12}F_{34}F_{12} \]
\[+ D_6\left( \frac{3}{4}F_{12}F_{12}F_{36}F_{35} - \frac{1}{2}F_{12}F_{13}F_{36}F_{25} - \frac{1}{2}F_{12}F_{25}F_{36}F_{13} + \frac{1}{4}F_{12}F_{35}F_{36}F_{12} \right) \]
\[- \frac{1}{2}F_{12}F_{36}F_{12}F_{35} + F_{12}F_{36}F_{13}F_{25} + F_{12}F_{36}F_{25}F_{13} - \frac{1}{2}F_{12}F_{36}F_{35}F_{12} - F_{13}F_{36}F_{12}F_{25} \]
\[+ F_{14}F_{23}F_{12}F_{34} + \frac{1}{2}F_{25}F_{12}F_{13}F_{36} + \frac{1}{2}F_{25}F_{36}F_{13}F_{12} + \frac{1}{8}\eta_{56}F_{34}F_{12}F_{12}F_{34} \]
\[+ \frac{1}{4}\eta_{56}F_{34}F_{12}F_{34}F_{12} - \frac{1}{8}\eta_{56}F_{34}F_{34}F_{12}F_{12} - \frac{1}{4}F_{36}F_{12}F_{12}F_{35} + F_{36}F_{12}F_{13}F_{25} \]
\[+ F_{36}F_{12}F_{25}F_{13} - \frac{1}{2}F_{36}F_{12}F_{35}F_{12} + F_{36}F_{13}F_{25}F_{12} - \frac{1}{4}F_{36}F_{35}F_{12}F_{12} \right] \] , \quad \text{ (A.30)}

The \((-)^2(+)\) sector:

\[O_{29} = D_5 \left[ -2D_4F_{12}F_{13}F_{35}F_{24} - 2D_4F_{12}F_{24}F_{13}F_{35} + 2D_4F_{12}F_{24}F_{35}F_{13} + 2D_4F_{12}F_{34}F_{25}F_{13} \right.
\[+ 2D_4F_{12}F_{35}F_{13}F_{24} - 2D_4F_{12}F_{35}F_{24}F_{13} - 2D_4F_{25}F_{13}F_{34}F_{12} + D_4F_{35}F_{12}F_{34}F_{12} \]
\[+ D_6\left( -\frac{1}{4}F_{12}F_{12}F_{36}F_{35} - \frac{1}{2}F_{12}F_{13}F_{25}F_{36} + \frac{1}{2}F_{12}F_{25}F_{13}F_{36} + \frac{1}{4}F_{12}F_{35}F_{36}F_{12} \right) \]
\[+ \frac{1}{2}F_{12}F_{36}F_{12}F_{35} - \frac{1}{2}F_{12}F_{36}F_{13}F_{25} - \frac{1}{2}F_{12}F_{36}F_{25}F_{13} - \frac{1}{2}\eta_{56}F_{14}F_{23}F_{12}F_{34} \]
\[- F_{25}F_{36}F_{12}F_{13} - \frac{1}{8}\eta_{56}F_{34}F_{12}F_{12}F_{34} - \frac{1}{4}\eta_{56}F_{34}F_{12}F_{34}F_{12} + \frac{1}{8}\eta_{56}F_{34}F_{34}F_{12}F_{12} \]
\[- \frac{1}{4}F_{35}F_{12}F_{12}F_{36} + \frac{1}{4}F_{35}F_{12}F_{36}F_{12} + \frac{1}{4}F_{35}F_{12}F_{35}F_{12} + \frac{1}{2}F_{36}F_{12}F_{12}F_{35} \]
\[- \frac{1}{2}F_{36}F_{12}F_{13}F_{25} - \frac{1}{2}F_{36}F_{12}F_{25}F_{13} + \frac{1}{4}F_{36}F_{12}F_{35}F_{12} + \frac{1}{2}F_{36}F_{13}F_{25}F_{12} \]
\[+ \frac{1}{2}F_{36}F_{25}F_{13}F_{12} - \frac{1}{2}F_{36}F_{35}F_{12}F_{12} \right] \right] , \quad \text{ (A.31)}

- 35 -
\[ O_{30} = D_{5} \left[ -2D_{4}F_{12}F_{13}F_{24}F_{35} - 2D_{4}F_{12}F_{13}F_{35}F_{24} - 2D_{4}F_{12}F_{24}F_{35}F_{13} + 2D_{4}F_{12}F_{25}F_{13}F_{34} \\
+ 2D_{4}F_{12}F_{34}F_{13}F_{25} + 2D_{4}F_{12}F_{34}F_{25}F_{13} - 2D_{4}F_{25}F_{13}F_{12}F_{34} - 2D_{4}F_{25}F_{13}F_{34}F_{12} \\
- 2D_{4}F_{35}F_{12}F_{13} + D_{4}F_{35}F_{12}F_{13}F_{24} + D_{4}F_{35}F_{12}F_{34}F_{12} + D_{4}F_{35}F_{34}F_{12}F_{12} \\
+ D_{6} \left( \frac{1}{4}F_{12}F_{13}F_{25}F_{36} + \frac{1}{2}F_{12}F_{13}F_{25}F_{36} - \frac{1}{2}F_{12}F_{25}F_{13}F_{36} - \frac{1}{4}F_{12}F_{35}F_{36}F_{12} \\
+ \frac{1}{2}F_{12}F_{36}F_{12}F_{35} - \frac{3}{2}F_{12}F_{36}F_{13}F_{25} - \frac{3}{2}F_{12}F_{36}F_{25}F_{13} + F_{12}F_{36}F_{35}F_{12} - \frac{3}{2}\eta_{56}F_{14}F_{23}F_{12}F_{34} \\
+ F_{25}F_{36}F_{12}F_{13} - \frac{3}{8}\eta_{56}F_{34}F_{12}F_{34}F_{12} - \frac{1}{4}\eta_{56}F_{34}F_{12}F_{34}F_{12} - \frac{1}{8}\eta_{56}F_{34}F_{34}F_{12}F_{12} \\
+ \frac{1}{4}F_{35}F_{12}F_{12}F_{36} - \frac{1}{4}F_{35}F_{12}F_{12}F_{36} - \frac{1}{4}F_{35}F_{12}F_{12}F_{12} + \frac{1}{2}F_{36}F_{12}F_{12}F_{35} \\
- \frac{3}{2}F_{36}F_{12}F_{13}F_{25} - \frac{3}{2}F_{36}F_{12}F_{25}F_{13} - \frac{3}{4}F_{36}F_{12}F_{35}F_{12} - \frac{1}{2}F_{36}F_{13}F_{25}F_{12} \\
- \frac{1}{2}F_{36}F_{25}F_{13}F_{12} + \frac{1}{2}F_{36}F_{35}F_{35}F_{12}F_{12} \right) \right]. \tag{A.32} \]

A.2 The evanescent operators

C-even

The 3 length-4 operators

\[ O_{31} = \frac{1}{8}D_{9}D_{10} \left[ (2\delta_{3412(10)}^{56789} + \delta_{5612(10)}^{34789})F_{12}F_{34}F_{56}F_{78} \right], \tag{A.33} \]

\[ O_{32} = \frac{1}{4}D_{9}D_{10} \left[ (\delta_{3412(10)}^{56789} - \delta_{5612(10)}^{34789})F_{12}F_{34}F_{56}F_{78} \right], \tag{A.34} \]

\[ O_{33} = \frac{1}{4}\delta_{34789}^{1256(10)} \left[ - D_{9}F_{12}F_{56}D_{10}F_{34}F_{78} + 2D_{9}F_{12}F_{78}F_{56}D_{10}F_{34} - D_{10}F_{34}F_{78}D_{9}F_{12}F_{56} \right]. \tag{A.35} \]

The 2 length-5 operators

\[ O_{34} = \frac{1}{8}\delta_{569(10)8}^{12347}F_{12}F_{56}F_{34}F_{9(10)}F_{78} + \delta_{5678(10)}^{12349}F_{12}F_{56}F_{78}F_{9(10)}F_{34} \tag{A.36} \]

\[ O_{35} = \frac{1}{8} \left[ - 2\delta_{569(10)8}^{12347}F_{12}F_{56}F_{34}F_{9(10)}F_{78} + \delta_{5678(10)}^{12349}F_{12}F_{56}F_{78}F_{9(10)}F_{34} \right]. \tag{A.37} \]

C-odd

The only length-4 operators

\[ O_{36} = \frac{1}{4}D_{10} \left[ 2\delta_{6789}^{2345(10)}D_{1}F_{23}F_{45}F_{67}F_{89} - D_{9} (\delta_{3412(10)}^{56789}F_{12}F_{34}F_{56}F_{78}) \right]. \tag{A.38} \]
In this appendix, we present the two-loop mixing between the physical operators. The results in the two schemes are the same, i.e. \( Z_{pp}^{(2)} = \hat{Z}_{pp}^{(2)} \). Because the \( \epsilon^{-2} \) parts can be derived by the one-loop \( Z \) matrix according to (3.17), below only the \( \epsilon^{-1} \) parts are presented.

The blocks in \( Z_{pp}^{\text{even,}(2)} \) are

\[
Z_{pp,2\to2}^{\text{even,}(2)} = \frac{N_c^2}{\epsilon} \left( -\frac{34}{3} \right), \quad Z_{pp,3\to2}^{\text{even,}(2)} = \frac{N_c^2}{\epsilon} \left( \begin{array}{c} -\frac{1}{3} \\ -\frac{2}{9} \\ 0 \\ -\frac{19}{36} \end{array} \right), \quad Z_{pp,3\to3}^{\text{even,}(2)} = \frac{N_c^2}{\epsilon} \left( \begin{array}{cccc} 439 & 0 & 3 & 0 \\ 2471 & 7121 & 89 & 0 \\ -400 & 1000 & 100 & 0 \\ 5933 & 1531 & 655 & 32459 \end{array} \right),
\] (B.1)

\[
Z_{pp,4\to3}^{\text{even,}(2)} = \frac{N_c^2}{\epsilon} \left( \begin{array}{cccc} 0 & 0 & -\frac{1}{2} & 0 \\ 0 & 0 & 4 & 0 \\ 0 & 0 & \frac{1}{4} & \frac{1}{4} \\ 0 & 0 & -\frac{1}{3} & \frac{1}{3} \\ 0 & 0 & \frac{1}{6} & \frac{1}{6} \\ \frac{29}{88} & \frac{123}{88} & \frac{1}{16} & -\frac{73}{143} \\ \frac{31}{48} & -\frac{19}{48} & \frac{13}{56} & -\frac{7}{472} \\ -1 & -\frac{1}{100} & -\frac{28}{288} & -\frac{215}{108} \\ -\frac{11}{90} & -\frac{1}{27} & \frac{1}{108} & -\frac{1}{4} \\ -\frac{13}{47} & 0 & 0 & 0 \\ -\frac{5}{3} & \frac{3}{8} & 0 & 0 \\ 473 & -\frac{19}{240} & 0 & 0 \\ 3900 & -\frac{1}{30} & 0 & 0 \\ \frac{3}{25} & \frac{17}{40} & 0 & 0 \\ \frac{53}{400} & \frac{1}{80} & 0 & 0 \end{array} \right),
\] (B.2)
$$Z_{\text{even}, (2)}^{\text{pp,4→4}} = \frac{N_c^2}{\epsilon} \begin{pmatrix}
833 & 449 & 0 & 0 & 0 & 0 & 0 & 0 \\
216 & 864 & 0 & 0 & 0 & 0 & 0 & 0 \\
27 & 54 & 0 & 0 & 0 & 0 & 0 & 0 \\
907 & 43 & 815 & 0 & 0 & 391 & 13 & 31 \\
108 & 54 & 72 & 0 & 10 & 213 & 32 & 72 \\
-5 & 86 & 3695 & -16 & 12 & 955 & 59 & 131 \\
143 & 695 & 2 & 3734 & 791 & 1153 & 625 & 509 & 109 \\
27 & 884 & 27 & 547 & 72 & 1728 & 1152 & 288 & 122 \\
551 & 209 & 0 & 0 & 0 & 1451 & 103 & 0 & 0 \\
432 & 1728 & 0 & 0 & 0 & -7009 & 8509 & 0 & 0 \\
17 & 25 & 17 & 0 & 0 & -30197 & 5287 & 12319 & 0 \\
638 & 5184 & 64 & 83 & 5 & 20736 & 6912 & 1152 & 73 \\
-324 & 648 & -48 & 18 & -18 & 1584 & 1728 & -288 & 0 \\
-1 & 257 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-3 & 329 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
51 & 43 & 0 & 0 & 0 & -209 & 25 & 0 & 0 \\
209 & 499 & 29 & 2290 & 121 & 851 & 1909 & 37 & 11 \\
450 & 14400 & 1060 & 2152 & 1577 & 1531 & 453 & 700 & 5 \\
731 & 5363 & 73 & 1577 & 4000 & 0 & 0 & 0 & 0 \\
-2700 & 32300 & 90 & 720 & 1800 & 43200 & 2880 & 96 & 24 \\
20371 & 31907 & 10499 & 3601 & 58907 & 30900 & 21041 & -659 & 49 \\
-2700 & 45200 & -720 & 900 & 34000 & 44200 & 28800 & -96 & 12
\end{pmatrix}, \quad (B.3)$$

$$Z_{\text{even}, (2)}^{\text{pp,5→4}} = \frac{N_c^2}{\epsilon} \begin{pmatrix}
0 & 0 & \frac{3}{4} & -\frac{3}{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{3}{4} & -\frac{3}{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{144} & \frac{1}{6} & -\frac{1}{144} & \frac{1}{6} & 0 & 0 & -\frac{1}{24} & \frac{1}{12} & -\frac{1}{24} & \frac{1}{12} & 0 & 0 & -\frac{1}{24} & \frac{1}{12} & -\frac{1}{24} & \frac{1}{12} & 0 & 0 & -\frac{1}{24} & \frac{1}{12} & -\frac{1}{24} & \frac{1}{12} & 0 & 0 \\
\end{pmatrix}, \quad (B.4)$$

$$Z_{\text{even}, (2)}^{\text{pp,5→5}} = \frac{N_c^2}{\epsilon} \begin{pmatrix}
-463 & 1045 & 1335 & 1335 & 2897 & 360 & 1441 & 1335 & 2897 \\
-1132 & 749 & 1077 & 255 & 72 & 27 & 1728 & 1152 & 18 & 72 & 27 & 1728 & 1152 \\
-72 & 1728 & 1152 & 18 & 32 & 1728 & 1152 & 18 & 32 & 1728 & 1152 & 18 & 32 & 1728 & 1152 \\
-11 & 3 & 77 & 14359 & 18 & 72 & 1728 & 1152 & 43 & 18 & 72 & 1728 & 1152 & 18 & 32 & 1728 & 1152 \\
\end{pmatrix}. \quad (B.5)$$
The blocks in $Z^{\text{odd},(2)}_{pp}$ are

$$Z^{\text{odd},(2)}_{pp,3\rightarrow3} = \frac{N_c^2}{\epsilon} \left( \frac{103}{18} \right), \quad Z^{\text{odd},(2)}_{pp,4\rightarrow4} = \frac{N_c^2}{\epsilon} \begin{pmatrix} 0 & \frac{3}{27} & -\frac{9}{27} & 0 \\ -\frac{1}{27} & 0 & \frac{3}{27} & -\frac{9}{27} \\ 0 & \frac{1}{27} & 0 & 0 \\ -\frac{1}{27} & \frac{1}{27} & \frac{1}{27} & 0 \end{pmatrix}.$$  
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