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Abstract: Nowadays, real world problems are complicated because they deal with uncertainty and incomplete information. Obviously, such problems cannot be solved by a single technique because of the multiple perspectives that may arise. Currently, the combination of DEMATEL and the neutrosophic environment are still new and not fully explored. Previous studies of DEMATEL and this neutrosophic environment have been carried out based on numerical values to represent a new scale. Until now, little importance has been placed on the development of a linguistic variable for DEMATEL. It is important to develop a new linguistic variable to represent opinions based on human experience. Therefore, to fill this gap, the concept of Interval Neutrosophic Vague Sets (INVS) has been extended to the linguistic variable that can be used in the decision-making process. The INVS is useful tool to deal with uncertainty and incomplete information. Additionally, the advantages of the linguistic variable of INVS allows the greater range of value for membership functions. This study proposes a new framework for INVS and DEMATEL. In addition, a case study on the quality of hospital service has been evaluated to demonstrate the proposed approach. Finally, a comparative analysis to check the feasibility of the proposed method is presented. It demonstrates that different methods produce different relations and levels of importance. This is due to the inclusion of the INVS linguistic variable.
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1. Introduction

Multi Criteria Decision Making (MCDM) was introduced in the mid-1960s, and is still a hot topic in decision making. The application fields of the MCDM include in-system engineering [1], energy planning [2,3], supply chain-selection [4], risk management [5], water resources management [6], and so on. Besides that, Pamuçar et al. [7] used the MCDM method to select of the optimal type of hotel for investment. MCDM can be defined as a systematic and standardized method of decision making to resolve complex problems [8]. This method requires decision makers to choose the best among a set of alternatives by comparing them according to the relevant criteria. Today, the Trial Evolution Laboratory (DEMATEL) method approach is one of the widely known MCDM methods. In the 1970s, the DEMATEL method was developed to solve complex problems in the identifying relationships between cause–effect [9]. In DEMATEL, there are formally four basic steps: the development of a direct influence matrix, establishing the direct influence matrix, constructing the total influence matrix and producing the influential relation map. DEMATEL’s strengths are as a systematic tool for
constructing and evaluating the structure of complex causal relationships between matrix or diagram variable.

Generally, crisp numbers are used to represent the existing scale in classical DEMATEL in order to reflect the ambiguity and vagueness that occur in the decision-making problems. However, several studies have criticized classical DEMATEL, which is insufficient to resolve ambiguity due to the input of linguistic experts into the information [10–13]. Thus, the DEMATEL method is extended by integrating with fuzzy set theory. The combination is called Fuzzy DEMATEL.

Zadeh [14] introduced Fuzzy Sets to overcome the confusion in decision making. Fuzzy DEMATEL has been successfully applied in various applications. Most of the linguistic variables in DEMATEL are constructed based on Fuzzy Set. This model has been applied in green supply chain management practices by [15–17]. Meanwhile Akyuz and Celik [18] used Fuzzy DEMATEL to evaluate critical operational hazards during the gas freeing process. Atanassov [19] extended the concept of the fuzzy set to the intuitionistic fuzzy set (IFS). An IFS consists of membership and non-membership to deal with uncertain information. A study by Govindan et al. [20] applied IFS with DEMATEL to handle the linguistic impression and ambiguity of human judgment. Another study by Li et al. [21] used IFS as a linguistic variable with a DEMATEL to identify critical success factors in emergency management. Hosseini et al. [22] proposed a fuzzy extension of the DAMATEL. In this study, the linguistic variable is in form of a type 2 fuzzy set to obtain the weight of criteria based on word. Later, research by Dalalah et al. [23] developed a modified fuzzy DEMATEL where the fuzzy distance measure is presented. The FPIS and FNIS are used to find similarities of the available alternatives. There was an attempt made by Abdullah and Zulkifli [24] to propose the integration of fuzzy AHP and interval type 2 fuzzy DEMATEL. The authors focus on linguistic variables in interval type-2 fuzzy sets (IT2FS) and the expected value for normalizing the upper and lower membership of IT2FS. Authors in [25] developed an interval type-2 fuzzy set based hierarchical MADM model by combining DEMATEL and TOPSIS. The inherent complexity that arises in the decision-making problem is solved using a hierarchical decomposition approach. The interval type-2 fuzzy DEMATEL is used to solve interdependencies among problem attributes. Baykasoğlu et al. [26] proposed fuzzy DEMATEL for the assessment of criteria, weight of criteria and the hierarchical fuzzy TOPSIS method for the assessment of alternatives by criteria.

Gray system theory is a good theory that combines with MCDM, and this set is being used with DEMATEL. Julong [27] implemented the gray system to solve uncertainties and incomplete information [28–31]. Besides that, the combination between gray–fuzzy and DEMATEL in expert judgment to evaluate interrelationship of service quality has been done by Tseng [32]. In short, several kinds of extensions of DEMATEL are used to model uncertainty inherent in the assessment. Nevertheless, some sources of uncertainty are partially or completely overlooked in the previous literature [28].

The neutrosophic set is a powerful tool for dealing with uncertainty-related issues, and consists of the level of truth, indeterminate and false degrees. In recent years, the theory extensions of neutrosophic have made rapid progress among scholars, such as [33–38]. A considerable amount of literature has been published on neutrosophic and MCDM, such as Dung et al. [39], who used interval neutrosophic set with TOPSIS to evaluate personnel selection. In addition, one work [40] suggested the TOPSIS method for MCDM under a single-valued neutrosophic set, and illustrated it by example. Abdel-Basset et al. [41] implemented the combination in the neutrosophic context of the Analytic Hierarchy Process (AHP) and Delphi Method. The authors have highlighted different techniques for monitoring consistency and evaluating the consensus level of expert opinions. Pamuçar et al. [42] developed a new model which combines linguistic neutrosophic numbers (LNNs) and the weighted aggregated sum product assessment (WASPAS) for evaluating consultants’ work in hazardous goods transport. In addition, Abdel-Basset et al. [43] developed a combination of the neutrosophic ANP and VIKOR method to achieve sustainable supplier choice. The triangular neutrosophic numbers (TriNs) are used in this study to represent a linguistic variable based on opinion experts and decision makers. However, a combination of neutrosophic, particularly with DEMATEL, has not yet been fully explored [44]. The literature published related to DEMATEL and the neutrosophic environment, such
as Abdel-Basset et al. [45] simply represents numerical values without focusing on the linguistic variable.

Most experts cannot give accurate numerical values to represent opinions based on human experience and rather use linguistic assessments as opposed to numerical values to be more practical [10,46]. This method seems to lack information on the linguistic parameter, since the key shortcoming of DEMATEL is that it relies on the input of linguistic experts [12,47]. Hence to fill this gap, we develop a new linguistic variable under the neutrosophic environment. Our proposed method can be seen as a DEMATEL framework in which interval neutrosophic vague sets are used as the linguistic variable. The benefits of our new linguistic variable allow greater range of values for the membership functions, since a new parameter is added to the interval neutrosophic set. It considers more range of values while handling the uncertainty that arises in decision-making problems. The insertion of INVS in DEMATEL gives a new representation of the model.

The remainder of the paper is organized as follows: In Section 2, some fundamental concepts of interval neutrosophic vague sets is presented. Section 3 discusses the proposed method, and Section 4 introduces an implementation of the proposed method. Finally, Section 5 describes the findings and proposal for future study.

2. Preliminaries

This section introduces the basic definitions related to the interval neutrosophic vague set (INVS).

Definition 1. [48] Let \( U \) be a universe discourse and the interval-valued neutrosophic set \( S \) is defined as follows:

\[
S = \{a, [m_S^L(a), m_S^U(a)] [n_S^L(a), n_S^U(a)] [p_S^L(a), p_S^U(a)] \mid a \in U \}
\]

(1)

where \([m_S^L(a), m_S^U(a)]\) \(\in [0,1]\), \([n_S^L(a), n_S^U(a)]\) \(\in [0,1]\), \([p_S^L(a), p_S^U(a)]\) \(\in [0,1]\) satisfies \(0 \leq m_S(a) + n_S(a) + p_S(a) \leq 3\). When the upper and lower limits of \(m_S(a), n_S(a), p_S(a)\) in INS are equal, the INS is reduced to SVNS. For notational convenience, we use \(S = \{m_S^L(a), m_S^U(a)\} [n_S^L(a), n_S^U(a)] [p_S^L(a), p_S^U(a)]\) to represent the element \(S\) in INS, while the element \(S\) refers to an interval-valued neutrosophic number (INN).

Definition 2. [49] Let \( S \) be a universe discourse \( U \). Then an interval neutrosophic vague set denoted as \( S_{nINV} \) is written as:

\[
S_{nINV} = \{a, [\overline{m}_S^L(a), \overline{m}_S^U(a)] [\overline{n}_S^L(a), \overline{n}_S^U(a)] [\overline{p}_S^L(a), \overline{p}_S^U(a)] \mid a \in U \}
\]

(2)

Whose truth membership, indeterminacy membership and falsity-membership functions are defined as:

\[
\overline{m}_S^L(a) = [m^{L-}, m^{L+}], \overline{m}_S^U(a) = [m^{U-}, m^{U+}], \overline{n}_S^L(a) = [n^{L-}, n^{L+}], \overline{n}_S^U(a) = [n^{U-}, n^{U+}] \text{ and } \overline{p}_S^L(a) = [p^{L-}, p^{L+}], \overline{p}_S^U(a) = [p^{U-}, p^{U+}]
\]

(3)

where

\[
m^{L+} = 1 - p^{L-}, p^{L+} = 1 - m^{L-},
\]

\[
m^{U+} = 1 - p^{U-}, p^{U+} = 1 - m^{U-},
\]

\[
0 \leq m^{L-} + m^{U-} + n^{L-} + n^{U-} + p^{L-} + p^{U-} \leq 4^+,
\]

4.
\[ 0 \leq m^{L+} + m^{U+} + n^{L+} + n^{U+} + p^{L+} + p^{U+} \leq 4^+ . \]

**Definition 3.** [49] Let $\kappa_{\text{INV}}$ be an INVS of the universe $U$ where $\forall a_i \in U$,

\[
\begin{align*}
\overline{m}^{L}_{\text{INV}} (a) &= [1,1], \\
\overline{m}^{U}_{\text{INV}} (a) &= [1,1], \\
\overline{n}^{L}_{\text{INV}} (a) &= [0,0], \\
\overline{n}^{U}_{\text{INV}} (a) &= [0,0], \\
\overline{p}^{L}_{\text{INV}} (a) &= [0,0], \\
\overline{p}^{U}_{\text{INV}} (a) &= [0,0].
\end{align*}
\]

Then, a unit INVS is denoted as $\kappa_{\text{INV}}$ where $1 \leq i \leq n$.

**Definition 4.** [49] Let $\eta_{\text{INV}}$ be an INVS of the universe $U$ where $\forall a_i \in U$,

\[
\begin{align*}
\overline{m}^{L}_{\text{INV}} (a) &= [0,0], \\
\overline{m}^{U}_{\text{INV}} (a) &= [0,0], \\
\overline{n}^{L}_{\text{INV}} (a) &= [1,1], \\
\overline{n}^{U}_{\text{INV}} (a) &= [1,1], \\
\overline{p}^{L}_{\text{INV}} (a) &= [1,1], \\
\overline{p}^{U}_{\text{INV}} (a) &= [1,1].
\end{align*}
\]

Hence, a zero INVS is denoted as $\eta_{\text{INV}}$ where $1 \leq i \leq n$.

### 3. Proposed Method

This section is presented mainly to discuss the development of the INVS-DEMATEL. In this study, a new linguistic variable for INVS DEMATEL is constructed, and some changes have been made to DEMATEL without the loss of originality of the DEMATEL method. Figure 1 demonstrates the overall structure of the proposed method.

![Figure 1. Algorithm of the proposed method.](image)

The proposed method consists of nine steps, and is basically similar with the concept of DEMATEL. However, the difference in the proposed method is especially in the development of the linguistic variable. The proposed method INVS-DEMATEL uses the linguistic variable developed from the interval neutrosophic set. Definition of INS in [49] is extended to the new linguistic variable in the form of IVNS. The aggregation operator is used to aggregate all the experts’ opinion. The
important step is, the total relation matrix should be greater than zero before the casual diagram is obtained. The threshold value is setup and the degree of importance and net impact is obtained from the NRM.

3.1. Construction of Linguistic Variable

Gabus et al. [9] introduced a 4-degree scale in the classical DEMATEL. The most commonly used are: the original 4-degree scale and a 3-degree scale, but other scales such as a 5-degree scale or even an 8-degree scale are also available [50]. The linguistic variable under neutrosophic environment SVNS and INS have been developed by [39,40]. In this study, we have constructed a new linguistic variable for INVS based on Equation (1). The linguistic variable INVS consists of a 5-degree scale. Table 1 shows the linguistic variables for INS:

| Table 1. Linguistic variable [39]. |
|-----------------------------------|
| **Linguistic Variable** | **Interval Neutrosophic Set** |
|-------------------------|-------------------------------|
| No Influence (NI)      | [0.1,0.2], [0.5,0.6], [0.7,0.8] |
| Very Low Influence (LI) | [0.2,0.4], [0.5,0.6], [0.5,0.6] |
| Medium Influence (MI) | [0.4,0.6], [0.4,0.5], [0.3,0.4] |
| High Influence (HI) | [0.6,0.8], [0.3,0.4], [0.2,0.4] |
| Absolutely Influence(AI) | [0.7,0.9], [0.2,0.3], [0.1,0.2] |

In order to illustrate this conversion, the linguistic variable of “No Influence” from Table 1 is considered and calculated as follows:

**Step 1:** Convert linguistic variable of INS to INVS.

Using the definition of the interval neutrosophic set Equation (1), we have

\[ S = \{a, m_s(a), n_s(a), p_s(a); a \in U\}, \]

where \( m_s(a) = \left[ m_s^L(a), m_s^U(a) \right] \subseteq [0,1] \), \( n_s(a) = \left[ n_s^L(a), n_s^U(a) \right] \subseteq [0,1] \) and \( p_s(a) = \left[ p_s^L(a), p_s^U(a) \right] \subseteq [0,1] \). Therefore, it is represented as \([0.1,0.2], [0.5,0.6], [0.7,0.8]\).

Using the definition of INVS Equation (2)

\[ \left\{\left[m_s^L, m_s^U\right], \left[n_s^L, n_s^U\right], \left[p_s^L, p_s^U\right]\right\}, \]

therefore, we obtain

\[ \left\{\left[0.1,0.2\right], \left[0.5,0.6\right], \left[0.7,0.8\right]\right\}. \]

**Step 2:** Calculation of \( m^L, m^U, n^L, n^U, p^L, p^U \) is obtained by condition of INVS.

Using Equations (3) and (4) and restated \( m^L = 1 - p^L = 1 - 0.7 = 0.3 \) , \( p^L = 1 - m^L = 1 - 0.1 = 0.9 \) , \( p^U = 1 - m^U = 1 - 0.2 = 0.8 \) and \( p^U = 1 - m^U = 1 - 0.2 = 0.8 \). Therefore, we get:

\[ \left\{\left[0.1,0.3\right], \left[0.2,0.2\right], \left[0.5,0.6\right], \left[0.7,0.9\right], \left[0.8,0.8\right]\right\}. \]

In the definition of INVS, the indeterminate value is free since vague set do not handle indeterminacy. Therefore, we can assign any value (if possible) for indeterminacy interval. Therefore, we reach:

\[ \left\{\left[0.1,0.3\right], \left[0.2,0.2\right], \left[0.5,0.65\right], \left[0.6,0.6\right], \left[0.7,0.9\right], \left[0.8,0.8\right]\right\}. \]

**Step 3:** verify the linguistic variable for INVS.

Using condition \( -0 \leq m^L + m^U + n^L + n^U + p^L + p^U \leq 4^L \) , therefore, we have \( 0.1 + 0.2 + 0.5 + 0.6 + 0.7 + 0.8 = 2.9 \) and \( -0 \leq m^L + m^U + n^L + n^U + p^L + p^U \leq 4^U \). Therefore, we have \( 0.3 + 0.2 + 0.65 + 0.6 + 0.9 + 0.8 = 3.45 \).
The rest of calculation for the linguistic variable INVS is calculated similarly. Finally, we propose the linguistic variables that are defined in INVS, as presented in Table 2.

| Linguistic Variable | Interval Neutrosophic Vague Set |
|---------------------|---------------------------------|
| No Influence (NI)   | \([0.1,0.3]; [0.2,0.2]; [0.5,0.65]; [0.6,0.6]; [0.7,0.9]; [0.8,0.8]\) |
| Very Low Influence (LI) | \([0.2,0.5]; [0.4,0.4]\); \([0.5,0.55]; [0.5,0.6]\); \([0.5,0.8]; [0.6,0.6]\) |
| Medium Influence (MI)  | \([0.4,0.7]; [0.6,0.6]; [0.4,0.5]\); \([0.3,0.6]; [0.4,0.4]\) |
| High Influence (HI)   | \([0.6,0.8]; [0.6,0.8]\); \([0.3,0.35]; [0.3,0.4]\); \([0.2,0.4]; [0.2,0.4]\) |
| Absolutely Influence (AI)| \([0.7,0.9]; [0.8,0.9]; [0.2,0.25]; [0.2,0.3]; [0.1,0.3]; [0.1,0.2]\) |

3.2. The INVS DEMATEL Procedures

The procedures of INVS DEMATEL with the new linguistic variable are described as follows:

**Step 1:** Construct linguistic data using the new linguistic variable.

The decision makers (DMs) constructs a decision matrix based on the proposed INVS linguistic variable. DMs were asked to determine a score using five linguistic variables that ranged from no influence to absolute influence based on criteria. The \(k^{th}\) DM gave the INVS score \(a_{ij}^k\) and the notation of \(a_{ij}\) shows the degree to which DM believes criteria \(i\) affects criteria \(j\). The diagonal components are set to zero for decision making,

\[
A^k = \begin{bmatrix}
0 & a_{12}^k & \cdots & a_{1s}^k \\
0 & 0 & \cdots & a_{2s}^k \\
\vdots & \vdots & \ddots & \vdots \\
a_{s1}^k & a_{s2}^k & \cdots & 0 \\
\end{bmatrix}
\]

(5)

The matrix contains INVSs in the form of

\[
a_{ij}^k = \langle m_{ij}, n_{ij}, p_{ij} \rangle = \langle [m_{ij}^-; m_{ij}^+], [u_{ij}^-; u_{ij}^+], [l_{ij}^-; l_{ij}^+], [p_{ij}^-; p_{ij}^+] \rangle
\]

**Step 2:** Aggregate DM’s preferences using the mean operator of INVS.

The membership degrees obtained from the DMs are combined using mean operators of INVS as follows:

\[
x_{ij} = \frac{1}{H} \sum_{k=1}^{H} a_{ij}^k
\]

(6)

where \(H\) is the total number of DMs and \(a_{ij}^k = \langle m_{ij}, n_{ij}, p_{ij} \rangle = \langle [m_{ij}^-; m_{ij}^+], [u_{ij}^-; u_{ij}^+], [l_{ij}^-; l_{ij}^+], [p_{ij}^-; p_{ij}^+] \rangle\).

**Step 3:** Deneutrosophication process to obtain crisp value.

Deneutrosophication is the method by which a crisp number is collected. The deneutrosophication formula is as follows:

**Step 4:** Normalizing the direct relation matrix.
\[ B_{ij} = \frac{m^{L-} + m^{U-}}{2} + \frac{m^{L+} + m^{U+}}{2} + \left(1 - \frac{n^{L-} + n^{U-}}{2}\right) l^{U-} + \left(1 - \frac{n^{L+} + n^{U+}}{2}\right) n^{U+} \]

\[- \left(\frac{p^{L-} + p^{U-}}{2}\right) 1 - p^{U-} - \left(\frac{p^{L+} + p^{U+}}{2}\right) 1 - p^{U+}\]

(7)

The initial direct-relation is normalized using \( D = B \times S \) where

\[ S = \frac{1}{\max 1 \leq i \leq n \sum_{j=1}^{n} b_{ij}} \]

(8)

**Step 5:** Constructing the INVS total relation matrix.

In this step, from the normalized matrix \( D \), the INVS total relation matrix is computed using Equation (9), where \( I \) denotes the identity matrix.

\[ T = D \times (I - D)^{-1} \]

(9)

**Step 6:** Calculating the sum of the rows and columns.

The sum of rows denoted as \( R \) and the sum of columns denoted as \( C \) are both calculated as using Equations (10) and (11) as follows:

\[ R = \left\lfloor \sum_{i=1}^{n} t_{ij} \right\rfloor_{i=1} \]

(10)

\[ C = \left\lfloor \sum_{j=1}^{n} t_{ij} \right\rfloor_{i=1} \]

(11)

**Step 7:** Construct a causal diagram.

The graph is constructed by plotting the \((R+C), (R-C)\) data set. The \(R+C\) on the horizontal axis characterizes as “Prominence” and the vertical axis \(R-C\) represents as “Relation”. Generally, when \(R-C\) is positive, the criterion belongs to the cause group. Otherwise, the criterion belongs to the effect group if \(R-C\) is negative. This diagram is very useful as a decision-making aid.

**Step 8:** Set up the threshold value and the network relationship map.

In this step, the threshold value referred as \(\theta\) is calculated by measuring the average of the component in matrix \(T\). Matrix \(T\) elements are considered to be zero if they are lower than \(\theta\), which means their effect is lower than other criteria. The network relationship map’s advantages can reflect the MCDM flow. Each graph node represents the object examined, while the arc between two nodes shows the direction and strength of the influence relationship [50].

**4. Illustrative Example: Hospital Service Quality**

The proposed INVS DEMATEL with a new linguistic variable has been tested using a numerical example provided by [51].

**Step 1:** Construct the decision matrix with proposed INVS linguistic variable.

Three decision makers are selected to define key success factors for the performance of hospital service. There are seven criteria involved, which are: \(F_1\) : well-equipped medical facilities, \(F_2\) : service personnel with good communication skills, \(F_3\) : trusted medical staff with professional competence of health care, \(F_4\) : service personnel with immediate-solving abilities, \(F_5\) : detailed
description of the patient’s condition by the medical doctor, \( F_6 \): medical staff with professional skills and \( F_7 \): pharmacist’s advice for taking medicine. Table 3 shows DMs analysis based on 7 criteria.

Table 3. Decision makers’ (DMs) analysis of the criteria.

|    | \( F_1 \) | \( F_2 \) | \( F_3 \) | \( F_4 \) | \( F_5 \) | \( F_6 \) | \( F_7 \) |
|----|---------|---------|---------|---------|---------|---------|---------|
| \( F_1 \) | 0       | HI, MI, MI | MI, MI, HI | LI, HI, MI | MI, LI, HI | MI, AI, HI | NI, HI, MI |
| \( F_2 \) | MI, LI, HI | 0       | MI, AI, LI | HI, HI, NI | HI, HI, MI | LI, MI, HI | LI, HI, MI |
| \( F_3 \) | M, VU, M | NI, MI, NI | 0       | HI, NI, LI | NI, MI, AI | NI, MI, HI | HI, MI, LI |
| \( F_4 \) | HI, HI, MI | MI, AI, HI | LI, MI, MI | 0       | MI, HI, AI | NI, MI, HI | NI, AI, HI |
| \( F_5 \) | HI, MI, MI | MI, NI, AI | MI, MI, HI | HI, MI, MI | 0       | NI, MI, HI | AI, HI, MI |
| \( F_6 \) | MI, NI, MI | HI, MI, MI | MI, NI, AI | LI, HI, MI | MI, MI, MI | 0       | LI, MI, AI |
| \( F_7 \) | HI, MI, LI | AI, HI, MI | LI, VI, LI | HI, HI, MI | AI, HI, NI | MI, HI, AI | 0       |

Step 2: Aggregate DM’s preferences using mean operator of INVS.

Equation (6) is used to aggregate the DM’s opinion; for instance the element of \( a_{12} \) can be obtained as follows:

\[
a_{12} = \frac{1}{3} \left[ 0.4 + 0.2 + 0.6, 0.7 + 0.5 + 0.8 \right] \left[ 0.6 + 0.4 + 0.6, 0.6 + 0.4 + 0.8 \right],
\]

\[
\left[ 0.4 + 0.5 + 0.3, 0.45 + 0.55 + 0.35 \right], \left[ 0.4 + 0.5 + 0.3, 0.5 + 0.6 + 0.4 \right],
\]

\[
\left[ 0.3 + 0.5 + 0.2, 0.6 + 0.8 + 0.4 \right], \left[ 0.4 + 0.6 + 0.2 \right], \left[ 0.4 + 0.6 + 0.4 \right]
\]

\[
= \left[ 0.4, 0.67 \right], \left[ 0.43, 0.6 \right], \left[ 0.4, 0.43 \right], \left[ 0.4, 0.5 \right], \left[ 0.4, 0.46 \right]
\]

The rest of the elements are calculated similarly.

Step 3: Deneutrosophication process to obtain crisp value.

Equation (7) is used to obtain crisp value and the result is presented in Table 4.

Table 4. The crisp values of matrix.

|    | \( F_1 \) | \( F_2 \) | \( F_3 \) | \( F_4 \) | \( F_5 \) | \( F_6 \) | \( F_7 \) |
|----|---------|---------|---------|---------|---------|---------|---------|
| \( F_1 \) | 0.0000 | 1.2461 | 1.2461 | 1.1022 | 1.1022 | 1.4383 | 0.9911 | 7.1261 |
| \( F_2 \) | 1.1022 | 0.0000 | 1.1789 | 1.0833 | 1.3519 | 1.1789 | 1.1022 | 6.9975 |
| \( F_3 \) | 0.9011 | 0.7169 | 0.0000 | 0.8756 | 1.0589 | 0.7169 | 1.1022 | 5.3717 |
| \( F_4 \) | 1.3519 | 1.4383 | 1.0044 | 0.0000 | 1.4383 | 0.9911 | 1.1528 | 7.3769 |
| \( F_5 \) | 1.2461 | 1.0589 | 1.2461 | 1.2461 | 0.0000 | 0.9911 | 1.4383 | 7.2267 |
| \( F_6 \) | 0.9011 | 1.2461 | 1.0589 | 1.1022 | 1.1425 | 0.0000 | 1.1789 | 6.6297 |
| \( F_7 \) | 1.1022 | 1.4383 | 1.0408 | 1.3519 | 1.1528 | 1.4383 | 0.0000 | 7.5244 |

Step 4: Normalizing the INVS direct relation matrix.

Normalizing the direct relation matrix denoted as \( D \) can be achieved using Equation (8). The sum for each row is calculated, and the largest value is obtained by row 7 (see Table 4). Each element in Table 4 is divided by 7.5244. The result is shown in Table 5.
**Step 5:** Construct the INVS total relation matrix.

The total relation matrix $T$ can be computed using Equation (9), where $I$ is denoted as the identity matrix. Since we have 7 criteria, then identity matrix should be size of $7 \times 7$. In this step, Maple software is used to calculate total relation matrix. Table 6 shows total relation matrix.

**Table 5.** The normalize direct relation matrix.

|   | $F_1$   | $F_2$   | $F_3$   | $F_4$   | $F_5$   | $F_6$   | $F_7$   |
|---|---------|---------|---------|---------|---------|---------|---------|
| $F_1$ | 0.0000  | 0.1656  | 0.1656  | 0.1465  | 0.1465  | 0.1912  | 0.1317  |
| $F_2$ | 0.1465  | 0.0000  | 0.1567  | 0.1440  | 0.1797  | 0.1567  | 0.1465  |
| $F_3$ | 0.1198  | 0.0953  | 0.0000  | 0.1164  | 0.1407  | 0.0953  | 0.1465  |
| $F_4$ | 0.1797  | 0.1912  | 0.1335  | 0.0000  | 0.1912  | 0.1317  | 0.1532  |
| $F_5$ | 0.1656  | 0.1407  | 0.1656  | 0.0000  | 0.1317  | 0.1912  | 0.1567  |
| $F_6$ | 0.1198  | 0.1656  | 0.1407  | 0.1465  | 0.1518  | 0.0000  | 0.1567  |
| $F_7$ | 0.1465  | 0.1912  | 0.1383  | 0.1797  | 0.1532  | 0.1912  | 0.0000  |

**Table 6.** The Interval Neutrosophic Vague Sets (INVS) total relation matrix.

|   | $F_1$   | $F_2$   | $F_3$   | $F_4$   | $F_5$   | $F_6$   | $F_7$   |
|---|---------|---------|---------|---------|---------|---------|---------|
| $F_1$ | 1.562   | 1.8104  | 1.8104  | 1.7226  | 1.8214  | 1.7509  | 1.768   |
| $F_2$ | 1.5936  | 1.5657  | 1.6528  | 1.6225  | 1.7405  | 1.627   | 1.6726  |
| $F_3$ | 1.3341  | 1.3978  | 1.3108  | 1.3572  | 1.4518  | 1.336   | 1.4209  |
| $F_4$ | 1.8383  | 1.9587  | 1.9587  | 1.7196  | 1.9871  | 1.83    | 1.9091  |
| $F_5$ | 1.7028  | 1.7904  | 1.7904  | 1.7354  | 1.6903  | 1.7048  | 1.8053  |
| $F_6$ | 1.6069  | 1.7427  | 1.7427  | 1.6584  | 1.757   | 1.5243  | 1.7163  |
| $F_7$ | 1.8336  | 1.9825  | 1.9825  | 1.8937  | 1.9824  | 1.8957  | 1.7983  |

**Step 6:** Calculating the sum of the rows and columns.

The sums of rows are represented by $R$ and sums of columns represented by $C$ is calculated by Equations (10) and (11). The $R+C$ and $R−C$ values are calculated in which these values reflect the importance and relation values, respectively. Based on the information in Table 7, the importance degree $R+C$ of criteria towards hospital service quality is identified as $F_7 > F_4 > F_6 > F_5 > F_1 > F_3 > F_2$. The most important criteria that influence the hospital service quality are $F_7$ and $F_4$. Meanwhile, $F_6$ and $F_3$ are the least important. The details results are presented in Table 7.

**Table 7.** The total of rows and columns.

|   | $R$     | $C$     | $R+C$  | Rank of Importance | $R−C$ | Rank of Effect | Cause/Effect |
|---|---------|---------|--------|--------------------|-------|---------------|--------------|
| $F_1$ | 12.2457 | 11.4713 | 23.717 | 5                  | 0.7744| 4             | Cause        |
| $F_2$ | 11.4747 | 12.2482 | 23.7229| 4                  | −0.7735| 6             | Effect       |
| $F_3$ | 9.6086  | 12.2483 | 21.8569| 7                  | −2.6397| 7             | Effect       |
| $F_4$ | 13.2015 | 11.7094 | 24.9109| 2                  | 1.4921| 1             | Cause        |
| $F_5$ | 12.2194 | 12.4305 | 24.6499| 3                  | −0.2111| 5             | Effect       |
| $F_6$ | 11.7483 | 11.6687 | 23.417 | 6                  | 0.0796| 3             | Cause        |
| $F_7$ | 13.3687 | 12.0905 | 25.4592| 1                  | 1.2782| 2             | Cause        |

**Step 7:** Construct a causal diagram.

The complex causal relationships of criteria can be seen in the causal diagram illustrated in Figure 2. In addition, it provides valuable insight into solving problems. The horizontal in this
diagram reflects the level of importance of each criterion, while the vertical axis classifies the criteria into the category of causes and effects.

Figure 2 shows that the criteria with positive values of $R-C$ are $F_1, F_4, F_6, F_7$; these criteria are categorized into a cause group. On the other hand, $F_5, F_3$ and $F_5$ are categorized into the effect group.

![Causal diagram](image)

**Figure 2. Causal diagram.**

**Step 8:** Setup a threshold value and construct the network relationship map.

The threshold value $\theta$ is obtained by taking the average of the INVS total relation matrix, $\theta = 1.7116$. The values below the $\theta$ are set by 0, and the values above the $\theta$ are set by 1. Table 8 shows the new total relation matrix denoted as $T_\theta$. Figure 3 displays the graph of the network relationship map to visualize the existent of mutual influence among the criteria. This map is constructed based on new total influence in Table 8. It can be seen that $F_1$ (well-equipped medical equipment) has arrows pointing toward the other criteria, which indicates that it has an influence on them. On the other hand, there are arrows pointing toward $F_1$ (well-equipped medical equipment), which indicates that this criterion is affected by some other criteria.

|     | $F_1$ | $F_2$ | $F_3$ | $F_4$ | $F_5$ | $F_6$ | $F_7$ |
|-----|-------|-------|-------|-------|-------|-------|-------|
| $F_1$ | 0     | 1     | 1     | 1     | 1     | 1     | 1     |
| $F_2$ | 0     | 0     | 0     | 0     | 1     | 0     | 0     |
| $F_3$ | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| $F_4$ | 1     | 1     | 1     | 1     | 1     | 1     | 1     |
| $F_5$ | 0     | 1     | 1     | 1     | 0     | 0     | 1     |
| $F_6$ | 0     | 1     | 1     | 0     | 1     | 0     | 1     |
| $F_7$ | 1     | 1     | 1     | 1     | 1     | 1     | 1     |
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5. Comparison Analysis

In this section, comparison analysis is performed in order to validate the proposed method. For this purpose, firstly we present comparative analysis between DEMATEL, Neutrosophic DEMATEL and the proposed method INVS-DEMATEL. In second section, we compare the INVS-DEMATEL with two other existing models which are interval-valued hesitant fuzzy sets and Neutrosophic DEMATEL.

5.1. Comparative Analysis

Comparative analysis is performed in this study to observe the accuracy of the DEMATEL’s modification. Table 9 represents comparative findings of the INVS-DEMATEL method against DEMATEL and Neutrosophic DEMATEL methods. It can be seen that INVS-DEMATEL reveals an obvious difference degree of importance and net impact. For example, by using the proposed method, $F_7$ is the most important criterion. The main reason is that the new linguistic variable is included. Even though a new linguistic variable is suggested, the proposed method was implemented without losing the originality of the DEMATEL method. In addition, INVS-DEMATEL introduces a new linguistic variable that consists of truth, falsity and indeterminacy degrees which are not limited to a single interval. This set provides interval-based membership when dealing with incomplete and inconsistent information. Meanwhile, classical DEMATEL uses crisp value to solve the uncertainty problems. The classical DEMATEL cannot represent the better decision under uncertainty. Besides that, Neutrosophic DEMATEL is characterized by truth membership, indeterminacy membership and falsity membership. In real life, some complicated problems cannot be solved by SVNS, but need to use several possible values. Therefore, INVS is blended with DEMATEL to accurately assess the relationship between the factors.

Table 9. Comparative results of the different models.

| Type of Assessment | Degree of Importance & Net Impact |
|--------------------|----------------------------------|
| INVS-DEMATEL with new linguistic variable (proposed method) | $F_7 > F_4 > F_3 > F_2 > F_1 > F_6 > F_3$  
Cause criterion: $F_1, F_4, F_6, F_7$  
Effect criterion: $F_2, F_3, F_3$ |
| Neutrosophic DEMATEL | $F_3 > F_2 > F_6 > F_1 > F_4 > F_5 > F_7$  
Cause criterion: $F_2, F_3, F_6$  
Effect criterion: $F_1, F_3, F_5, F_7$ |
| DEMATEL | $F_4 > F_2 > F_6 > F_7 > F_5 > F_3 > F_1$ |
5.2. Comparison between INVS-DEMATEL and the Existing Models

In this study, we have used INSVs as a linguistic variable accompanied with DEMATEL. The development of a new linguistic variable is important to better represent the opinions of experts. The INVS-DEMATEL is applied in the case study of hospital service quality to represent the effectiveness of this model. The findings are in the form of a cause and effect group. In this section, we will compare our proposed INVS-DEMATEL with two other existing models which are interval-valued hesitant fuzzy sets DEMATEL [28] and Neutrosophic DEMATEL [45].

Umut et al. [28] integrate interval-valued hesitant fuzzy sets and DEMATEL to better represent the uncertainty and vagueness in the decision-making problem. The concept of interval-valued hesitant fuzzy set is a generalization of fuzzy set and hesitant fuzzy set [52]. It consists of the membership degrees of an element in the form of several possible interval values. However, the interval-valued hesitant fuzzy set is unable to solve problems that involved indeterminacy. Considering the complexity of the decision-making process, it is difficult to insert the indeterminacy degree during the process of collection data in the decision making. This is beyond the scope of interval-valued hesitant fuzzy sets. Therefore, this integration may lead to incomplete information and results.

Abdel-Baset et al. [45], developed a combination of Neutrosophic and DEMATEL. Neutrosophic sets involve an indeterminacy degree that helps experts to express their opinions more accurately. The authors examine the proposed model for selection of supplier. The Neutrosophic DEMATEL method represents a new scale from 0 to 1 and employs the maximum truth membership degree \((\alpha)\), the minimum indeterminacy membership degree \((\theta)\) and the minimum falsity membership degree \((\beta)\) of a single value neutrosophic number. Nevertheless, in this analysis, authors focused on the numerical values in order to convey the opinion of the experts without emphasizing linguistic variable growth. The DEMATEL method requires qualitative evaluation by experts as data input. Therefore, it is better to represent the experts’ opinion in the form of a linguistic variable.

INVS is able to overcome the classical challenges of DEMATEL methods. INVS is characterized by multiple intervals instead of a single interval. INVS allows a greater range of value when dealing with an uncertain and incomplete environment. The use of simple a linguistic variable is not suitable to express the real preferences of the expert. For this reason, our approach is more focused towards defining a new linguistic variable in the entire framework INVS-DEMATEL, and without losing the originality of DEMATEL.

6. Conclusions

A new INVS-DEMATEL has been successfully proposed. We have constructed a new linguistic variable for INVS based on the definition of INS from previous study. The proposed approach is used for identifying the key success factors of hospital service quality. The results show that \(F_7\) is the most important criterion and the most influential criterion among these seven criteria, because it has the highest strength of relation to other criteria. The management should give attention on this criterion so that the hospital service quality is guaranteed. In addition, \(F_1, F_4, F_6\) and \(F_7\) are categorized as a cause criteria group. Meanwhile, the effect criterion group were \(F_2, F_3\) and \(F_5\). A comparative analysis between the proposed methods and the other existing method has been performed. The results show that different methods produce difference results. This research contributes to the literature by filling in the gap of linguistic variable in a neutrosophic environment.

In summary, this research’s main results are as follows:

- In this research, the neutrosophic environment was used to establish the linguistic variable of the DEMATEL. The new INVS linguistic variable considers more range of value while handling uncertainty, since a new parameter is added to INS. This is accordance with recommendations
by Rodríguez et al. [53]. It is useful to include the complex linguistic variable to capture information in different forms and to manage uncertainties of different types within a single framework.

- The combination of INVS and DEMATEL can manage the complex interactions between criteria.
- The insertion of a vague set with a neutrosophic set gives a new result on the degree of importance and net impact.

As an extension of this study, different types of threshold value should be explored [44]. Additionally, future studies can be extended to another types of aggregation operator. The sensitivity analysis is recommended for the future studies to show the robustness of INVS DEMATEL and its results by changing the criteria weights in different situations. Additionally, the weighted super-matrix should be computed to become a long-term stable super-matrix.
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