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Abstract—Open Government Data (OGD) portals are considered of significant national importance towards transparency and accountability improvement. The continuous publication of data in OGD portals introduces the need for high-quality data and the qualitative portal itself. This paper aims to address the data quality issues through a framework composed of several components aimed at measuring and monitoring the OGD portals in an automated way. Through this proposed framework, is intended to monitor and evaluate OGD quality, respectively OGD portals, and to show their progress/regress based on accumulated scores for different periods. The advantage of the proposed framework is the compatibility with any OGD Portal due to its flexibility of integration. The integration interface consists of only a few basic metrics but is necessary that almost the OGD portal possesses and can produce very compressive results. The other advantage is the possibility of extraction of collected data for further analysis and the introduction of artificial intelligence (AI) for prediction purposes to point out how the OGD portals will stand in the next period.
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I. INTRODUCTION

Nowadays, the trend of open data is developing at a rapid pace, while constantly increasing amounts of open data boost of development. In this regard, the role of the European Directive for using and re-using public sector data boosts the new trend towards opening up government data [1, 2]. This trend of development has gained the attention of governments and other public sector bodies for opening their data. Thus, regardless of the administrative levels, the public sector bodies are one the main publishers and holders of information for i.e. registered companies, maps [3]. The public sector data entailed the possibility for use and reuse for commercial purposes [4] while the main goal remains the increase of quality of transparency and accountability of governments [5].

Initially, in 2009 the White House promoted the Open Government Data (OGD) initiative [6] which called on all democratic states to become part of this initiative by opening their data. A few years later, in 2011, the initiative named after “Open Government Partnership”, in cooperation with civil society, was established and it aims to advance and promote open data. So far, 78 countries are members of this partnership that serve more than 2 billion people to promote and strengthen the transparency and accountability of governments and increase public participation in policymaking. These institutional and global developments show that the promotion of open data has continued over the years resulting in an overall increase in the number of datasets in the disposition of citizens, scholars, businesses, and similar. Regarding terminology, in the literature exist different acronyms that differ from each other. Sometimes is referred to Open Government Data (OGD), but somewhere is used the short acronym "Open Data". When the term "Open Data" is used, it includes whatever data such: government, businesses, health, insurances, mappings, etc. But when the term includes the compound acronym as "government" or “national” it is sure that it referred to open data produced by public sector bodies [7].

The open data as a term has been addressed in early years, while the quality of open data was addressed first in 2006 by Berners–Lee is the first who published a scheme dedicated to open data quality which was based on 5 levels represented as stars [8]. This scheme is based on the quality of file format publication and rates file formats based on stars. While, data quality as a general concept is addressed in the early 90s when Wang et al discussed the dimensions for measuring data quality [9, 10].leveled equations, graphics, and tables are not prescribed, although the various table text styles are provided.

The paper is organized as follows: Section 2 explains the methodology employed in this research; Section 3 addresses theoretical and other practices of OGD, national portals, existing frameworks, and existing portals that measure the quality of open data at the national level; Section 4 discusses the proposing and building of framework build, the scoreboard for measuring the quality of portals, the web-service for collecting information from national open data portals, data collection and classification, processing, and provision of real-time results through the dashboard, and the possibility of using of an API for data analysis by anyone or any third-party application.

II. LITERATURE REVIEW

The wide range of OGD may include data from various public sectors, agencies, the local level of government, ministries, universities, and many other public sectors, but all of these intersect in a portal entitled national portal or OGD
Portal [11]. The OGD portal is a national single point where public sector bodies (organizations) of the country make their data available with the purpose of strengthening transparency and integrity.

In addition, the OGD portals are a simple website interface through which they facilitate the use of published data so that citizens and other non-governmental actors can use them. The data published on these portals are usually recorded in the form of metadata organized in rows and columns containing different information depending on the government sector bodies [12].

These OGD portals have constantly changed, contributing to the needs and demands [13]. Initially, they only intended to serve as interfaces where data in the form of datasets are published, then over time and need, they have advanced, enriching themselves with other features [14]. The addition of other features based on needs has pushed forward a more efficient use of data [15]. The addition of various search filters, the provision of more information on the data producer, grouping in the form of data types such as (economy, public safety, finance, justice), etc., are some of the advancements in time. In combination with the above-mentioned functionalities, those OGD portals have developed their application programming interfaces (APIs) to allow the consumption and query of the data by the third-part application in an automated manner [15, 16]. The API is a software intermediary that allows two applications to talk to each other. The availability of this feature has greatly facilitated the work, where access to the resources of OGD portals can be automatically provided for the use of published data through a third application completely automatic.

The availability of APIs, especially for government open data portals, has given them many opportunities in addition to the automated use of resources, and also opened the way for analysis and quality measurement of portals, and publishing data [17]. In this context, several portals have been developed that aim to monitor the quality of open data portals at the national level including the global open data index [18], open data watch [19], open data barometer [20] etc. Compared with mentioned portals above, there is used a different approach proposing a new evaluation model. This model in principle is based on those portals but, unlike them, the proposed framework monitors and evaluates them in real-time by providing the following information: number of datasets, organizations, groups, tags, licenses, and type of dataset sheet formats.

Another characteristic of the proposed framework is that it uses a benchmark based on a multidimensional model that makes it a perfect combination. A framework in the context of data quality is a kind of assessment tool that helps to measure the data quality of organizations aimed to improve the quality. This combination uses file formats of published datasets and information about these datasets. All this nomenclature is defined as a framework model which easily interacts and expands with various national open data portals by connecting to their APIs. Initially will be applied to open data portals in six western Balkan countries 1 (Albania, Bosna and Herzegovina, Kosovo, Montenegro, North Macedonia, and Serbia).

III. RELATED WORK

This research paper analyzes and discusses the existing approaches that have been proposed and adopted for monitoring and evaluation of OGD quality. In addition, it discusses the actual frameworks proposed as well as current tools and portals for evaluation of OGD data quality aimed to propose the development of a new evaluation model framework employing qualitative and quantitative approaches combined and interacted to provide compressive evaluation results. This perfect combination is conceptualized as a framework model consisting of several other components discussed in further sections.

A. Existing Approaches and Tools

Open government data portals have continuously developed and advanced, particularly in developed countries where this revolution has initially begun [21]. Numerous needs for access to data have also influenced the further development and advancement of national OGD portals. This development and advancement include the improvement of data quality and quality of portals as well.

When it comes to quality, so far various aspects of data quality from the definition, types, dimensions, techniques, strategies, and multidimensional proposals have circulated [22, 23]. In this respect, different frameworks for measuring data quality have been developed. Since the purpose of research is based first on designing and conceptualizing a framework for measuring the quality of open government data, for this reason, different frameworks have been analyzed. According to Maurino et al. quality is related to dataset level, but the evaluation is performed at the portal level by aggregating the values computed on each dataset [24].

In addition to current frameworks developed, continuous progress has been made by building portals with the aim of monitoring and measuring OGD quality. In this context, different portals are available today such: open data index, open data barometer, open watch data, open data EU, etc. Some of them measure only OGD quality but some others monitor also the number of resources published by OGD portals in the context of datasets, organizations, licenses, etc.

Each of these portals uses its methodology based on the framework through which the quality of open data is measured or monitored. Based on the analysis performed, the frameworks that use classification of datasets based on the profile, for example (economics, judiciary, finance, law enforcement, statistics, health, etc.), as well as for each field questionnaires have been applied on publication of data such as: are they licensed? Are they in machine (readable) format, are they available? Can this data be manipulated by asking for sprawl? How often are the data published? etc. So, these types of calculations are used in the open data index frameworks, open data barometer using scores for each part of the
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1 Countries are listed based on alphabetic order
evaluation, and deriving the average result for each national OGD portal by ranking portals based on countries.

The following sections will discuss the features of each by comparing them.

The Open Data Barometer (OBD) is an advanced system that evaluates government open data. This system relies on score listing countries based on questionnaires on policies, implementation, and impact of data initiatives as well as openness assessment built from 14 data types for each country. So, this system evaluates datasets through a review process in 14 different areas such as legislation, transport, health, crime, procurement, etc.

Open Data Index (ODI) is a crowd-sourced indicator dedicated to the openness of datasets, which was founded by the Open Knowledge Foundation. Furthermore, the information on the datasets is collected based on the open data census, creating an index for each country, and scoring them by undergoing a process by going through 9 attributes based on the Open Definition. This rating system has an ideal value of 100 (maximum) for each attribute. The maximum weight is 30 points that are dedicated if the database is license open. While datasets that are not accessible have a score of 0.

Open Data Monitor, unlike the two systems mentioned above, is another similar system, so it has almost the same purpose, where in addition to evaluating the quality of OGD, it also monitors the available resources, presented in the visual form using the most innovative technologies. This system has a framework that is based on the dataset and metadata from OGD resources. The process of gathering the necessary information from national open data portals keeps it in a structured form for further processing. In this context, it uses analytical and visual methods to be user-friendlier for users and to give results in visual forms, unlike others that display in statistical form. Another value of this system is that it enables comparison between countries to also see visually the results of each. The platform uses the exposed APIs of the open data portals of the national level of the EU members. In terms of functions, this system offers a range of analytical functions such as comparison of public bodies (national/local), metadata quality, selection of catalogs for different fields, license information, published dataset formats, last updated, percentages, etc. All of these are characterized based on qualitative and quantitative methods. Quantitative refers to the quantity (number of resources) available, while qualitative includes the analytical functions mentioned above.

So, if compared to open data index and open data barometer, the open data monitor system is not global, but it is dedicated only to EU countries, it also uses analytical tools and displays data in a very attractive way using tools for data visualization. It is important to note that the latter (open data index and open data barometer) in contrast shows information only until 2015, while the open data index and open data barometer display data based on the current global situation. Since our research aims to measure the quality of portals and monitor them, the analysis of existing frameworks will help build a multi-functional framework that performs quality measurements and monitors at very frequent periods each week.

In addition to analyzing existing OGD evaluation portals, few scientific articles have been reviewed related to benchmark frameworks. According to Renta Machova et al., they have used other data sources and different information they have collected [25]. Also, the framework proposed by them consists of more than 20 metrics that complicate the process of evaluation due to the high probability of changing and updating portal APIs. Also, is not sure if all portals possess those metrics information. While according to Antonio Vetro et al they also have proposed a framework that is based on two dimensions consisting of several metrics of around dataset and other metrics for evaluating data quality of data within the dataset [26]. So, beside the information about the publication of the dataset this framework measures the quality of data inside the dataset (records). It is very valuable, but there is not implemented in any machine for performing an automatic evaluation, but they have applied it manually by checking each portal separately. Referring to Peter Parycek et al, they have developed a method for evaluation of OGD that is applied in the city of Vienna [27].

This method is based on surveys prepared and sent to respondents. A framework proposed by them is more suitable for regulating data publication and provides recommendations on how to publish high qualitative data than evaluation of existing data published.

Therefore, compared with those frameworks, the proposed framework uses a different approach, is can be easily scalable and can be implemented and integrated into application in a very easy way. Initially, the information target to collect is very basic, so most of the portals possess this information, and the probability to change the APIs or missing this information is very low. This empowers the proposed framework because with only a few metrics will be possible to evaluate and monitor the OGD portals at any time. Based on the discussion about existing frameworks, something different will be proposed that will fit any portal, be well integrated, and works independently with no need for human intervention.

Once collecting and storing of data into the database will be performed from target portals, another feature of the proposed framework is the ability to share data through the API to anyone that may be interested in further development, analysis, or using any third-party application, it is possible only by integration or API provided.

IV. RESEARCH METHODOLOGY AND METHODS

This research utilizes a qualitative approach applying mixed methods that combine analytical rigor and data gathering, as well as monitoring and evaluation.

Intention to build a framework model for monitoring and evaluation of the quality of OGD portals based on a scoreboard that displays the scores for each dimension metric is based on specific methodology In this respect, the proposal for the build-up of the framework model is divided into several phases as follows:

Phase I. Analysis of OGD National portals, their review, and general evaluation of whether these portals provide APIs as a prerequisite for further monitoring and evaluation.
Phase II. Identify resources within selected portals, what APIs they offer, and find common denominators to ensure that all selected portals meet each parameter set.

Phase III. Proposing of benchmark framework design based on analysis of existing OGD portals. This proposed framework will perform monitoring of OGD portals and evaluate quality.

The proposed framework is designed taking into account the following steps:

1) Analysis of existing frameworks for measuring the quality of open government national portals.
2) Targeting data sources for application of the framework.
3) Defining the dimensions to be applied.
4) Defining metrics for each dimension.

Phase IV. Once the framework is defined, it remains to be integrated into the framework model, which consists of several components, starting initially with the first component of the web service that will have several roles:

1) Integration/interconnection with APIs of targeted portals in this research.
2) Collection of data required for the Framework definition in Phase III.
3) Defining metrics for each dimension.

Phase V. Once the necessary data has been provided, there is now another phase, which deals with the processing of this data, the analysis, and displaying of the data. Furthermore, within this phase, there will be some processes as follows:

1) Data processing through validation and cleaning process.
2) Application of the application-level framework for measuring the quality of the processed results.
3) Display results in the Web interface (dashboard) in real-time for OGD portals that have been selected.

Phase VI. Developing an API and making it available to anyone. It will provide the data collected by saving time and work because there is no necessary to connect each portal APIs for getting data, since this data already exists but will be shared through an API.

V. ANALYSIS OF OPEN GOVERNMENT DATA PORTALS

The main purpose of this research is to propose and build a system or tool that will consist of many components defined as a framework model that monitors and measures the quality of national open data portals in an automated way. Therefore, a basic prerequisite for building a framework is the definition of basic needs. Thus, first, it is necessary to analyze portals that will be the target of monitoring and evaluation, which include Western Balkans national open government data portals, (Albania, Bosnia and Herzegovina, Kosovo, North Macedonia, Montenegro, and Serbia) [31-36].

Various analyses over the OGD national portals can be applied using different criteria [28]. In this respect, five criteria analysis will be used for designing a benchmark framework and these criteria include the following questions:

1. Does the portal provide and have an available API for connection? 2. Does the portal provide the datasets for each publisher? 3. Does the portal provide the file format types published for each dataset? 4. Does the portal provide the published dates and last updates of datasets published? 5. Does the portal provide the license used for each dataset?

These five criteria are the fundamental precondition for the selection of government portals for further monitoring and evaluation.

Since the term “a framework” has been used everywhere in this research, it means that will be applied to only a few OGD portals, but with the potential to be applied to other OGD portals. For the building of the framework, initially, some preconditions have been defined starting with information that should be collected because for sure that designing of the framework will be based on such information. In this regard, the analysis of available information will be performed, respectively what information the national OGD portals offer and if all OGD portals share this information.

The following table shows the necessary information and information identified in each government portal analyzed. The same information will also be used for designing the framework model.

The data defined in Table I, in addition, to building the framework model will assist the web service how to know what data to collect from the portals.

Moreover, the analysis depicts the lack of proper organization, so no standard has been used compared to the open government portals of other EU member states. Even though these portals support more than one language, the mother tongue of the countries dominates. For example, when a dataset or resource is published, the same should be published in at least another international language (English); however, these publications are mainly done in the mother tongue language.

The analysis also highlights the inadequate standards of file formats used for data publishing. In this context, it emphasizes that portals also use formats of published metadata that are out of range according to open data standards. In addition, there are identified about 20 types of dataset file-formats including formats that have used compression (.zip, .rar) that are out of any criteria. For instance, Cyrillic letters are out of any standard for extensions or international standards, yet they are used.

| Target Data | Types of Information |
|-------------|----------------------|
| Datasets    | Number of Datasets   |
| Publishers  | Number of Organizations |
| Groups      | Number of Groups     |
| Licenses    | Number of Licenses   |
| Datasets    | Dataset File Format Types |
| Publishers  | Publisher's Names    |
| Groups      | Public Sectors Bodies |
| Licenses    | Types of Licenses    |
There are other cases where the publication date is outside the standard or they show no information concerning the data published. This context complicates the qualitative evaluation of the data. Thus, it was necessary to use techniques for equivalence of this data, to be able to evaluate the data. Lack of up-to-date dataset descriptions (What database is it? Who owns it?). In addition, these are only a few of the findings that have been identified during the analysis of portals and which at the same time have complicated and challenged the measurement of data quality. Then the lack of the type of licenses, under what license the published data operate, the lack of frequent updating, or the date of the publication itself, so all these are some of the findings during the analysis phase of the portals.

Therefore, this leads to the need to build a mechanism that would fix these problems during the publication phase where it would ensure the high quality of the published metadata but also the portal itself that serves that data.

Therefore, this is the reason why this paper, in addition to measuring the quality of data, also measures the quality of the national open data portals themselves.

In addition to these findings, the possibilities offered by these national open data portals for the automatic consumption of data that supports third-party applications. In this aspect, is almost clear that each portal provides the possibility of consuming data through APIs, so there is an API available, while each has its limits in the context of what they offer. CKAN based API mainly dominates, but some are based on DAKAN. This also fulfills the primary condition, the collection of initial data. Although the documentation on how to consume these APIs, exists in their mother portals, even in the national portals they have published additional documentation, this also facilitates the use of the method for data collection.

CKAN\(^2\) is the world’s leading open-source data portal platform. It makes easy publishing, sharing, and working with data. In addition, it is a kind of data management system that provides a powerful platform for cataloging, storing, and accessing datasets with a rich front-end, full API (for both data and catalog), visualization tools, and more [29].

DKAN\(^3\) is a Drupal-based open data portal based on CKAN, the first widely adopted open-source open data portal software. CKAN stands for Comprehensive Knowledge Archive Network [30].

Table II presents the APIs of the Western Balkan countries, where this framework model will be applied.

**Table II. National OGD Portals APIs and URLs**

| Country         | OGD National Portal URL         | API Model |
|-----------------|---------------------------------|-----------|
| Albania         | https://opendata.gov.al         | CKAN      |
| Bosnia and Herzegovina | https://opendata.ba | DAKAN    |
| Kosovo          | https://opendata.rks.gov.net/   | CKAN      |
| Montenegro      | https://data.gov.me             | DAKAN*    |
| North Macedonia | https://data.gov.mk/            | CKAN      |
| Serbia          | https://data.gov.rs             | CKAN*     |

\(^2\) CKAN, (www.ckan.org/about/).  
\(^3\) DAKAN Open Data Platform (www.getdkan.org)

![Image](https://example.com/image.png)

**Fig. 1.** (a) Analysis of File Formats Published; (b) Analysis of Licenses.

CAKAN\(^*\) means that national portals have developed their API for providing information but is based on the CAKAN model. It is important to note that it is well explained with detailed information on how to use API. Apart from the investigation of APIs from the Western Balkans OGD national portals, there is analyzed the target information defined in Table I, with the attention of possible interventions on quality improvement if needed. Therefore, Fig. 1 shows the analyzed information for (a) file formats and (b) open licenses.

**B. Authors and Affiliations**

Correct file formats include formats published in PDF, DOC, XSL, XSLX, CSV, HTML, XML and JSON. Non-correct means the other types. While regarding licenses, the Open Data Commons Attribution License is a license agreement intended to allow users to freely share, modify, and use this Database subject only to the attribution requirements set out in Section 4 [4](Open Data Commons Attribution License ODC-By).

**VI. PROPOSING OF FRAMEWORK**

The proposal for the building of the framework model consists of several components and each component has its role. Because the analysis performed over OGD Portals, it precisely defines all the flaws and what information is available and can be collected from the portals for the framework model to perform its function. Fig. 2 presents all block components.

![Image](https://example.com/image2.png)

**Fig. 2.** The Components of Proposed Model.

First, this component means building a web service that will collect data from the OGD national portals that are targets for monitoring and evaluation. Second, this component will do data processing through insertion into the local database and data preparation. Third, conceptualization and designing of the framework. Fourth, implementation of a framework into the software application, and the fifth component is dedicated to results showing in a dashboard. The following sections explain the role and function of each component separately.

**A. Collecting of Data**

The first step to secure the information mentioned in the sections above is to develop a web service that will be able to
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\(^4\) https://opendatacommons.org/licenses/
communicate with OGD national portals of the Western Balkan countries using the APIs available. Depending on the need, the web service can monitor and collect information on a daily, weekly, or monthly basis, made possible through configuration. Since the government data portals are open, during the analysis they did not show that they publish a large number of resources daily, the web service developed can run on a schedule on a daily, weekly basis, or monthly basis. But it depends on needs.

For the development of web services, the Microsoft .NET platform is used. The reason for using the Microsoft platform is due to practical experience and not for any other reason. Yet, this could be developed using other platforms such as java, python, visual basic, etc. Regarding the functionality of the web service, it is compiled to run as a console application. It means that the web service will not be running all the time but is configurable to run on schedule. It depends on how frequently portals publish resources or how often is needed to have refreshed results.

This process is called "Snapshot". Let's say the last snapshot is (01/08/2021 12:33), which means that the monitoring and evaluation process was performed on the data collected by (01/08/2021 12:33), indirectly the last run of web-service for collecting information was at 01/08/2021 12:33. Moreover, snapshots can be created on each day, which indirectly means that the web service will run each day at a specific date and time, respectively based on the schedule configuration. Running of web-service is not a process that only establishes connections to respective APIs, but on the other hand, it collects information. Fig. 3 shows the information that the web service will collect.

As mentioned above, the analyzed portals have relatively low-quality data, so the preparation of data is inevitable, to increase the quality and enable a more accurate assessment. Given that, the web service does not do this job, it will only collect data but another sub-process will be needed (Data Preparation).

The insertion process is based on an algorithm built for this purpose, which collects the resources defined in Fig. 2 and stores them in this database based on the logic explained in Fig. 4.

B. Processing Data

After collecting the targeted data, there is another extra-independent process called data processing. Within this process, three other sub-processes are performed (insertion, validation, and data cleansing). These are very important to prepare the data for further evaluation and analysis.

1) Data inserting: For the collected data to be always accessible and available, there is necessary to be stored somewhere. For this purpose, a small, but very useful database is developed. This database will also be used for other purposes such: processing of information, analysis, statistics, and showing other results. The database is developed in Microsoft SQL Server 2016 (Express Edition) but does not limit the possibilities of using other platforms. There is no reason why this platform is used, other than experience and cost-free.

2) Data correction: Once all the data defined above have been successfully collected and stored into the database, these data will be subject to the validation process for making it ready for further processes. After the data review process, it identifies that a few data should be corrected and validated. In this matter, have been set some criteria’s for correcting and validating data and figured out which data should be subject to validation. The fields of data that should be validated and corrected include publication date-time or last updates, name of licenses, and file format extensions. The next paragraph will discuss the problems of poor data quality gathered. First, there is checked for formats (extensions) of datasets, and in initial findings figure out that about 16% of them are out of range of open data standards (open data standard). Many file extensions were published in the wrong format for i.e. instead of JSON is used “GEJSON” or in the Cyrillic Alphabet in the native language is written. Second, we applied the validation to the date/time and updated dates of datasets published.

This is because each portal has used its time format such as (2020-01-10, 20-Feb-21 or Jan-03-2021 or May / 12/2021), therefore based on these facts is needed the validation of time, turning them into an acceptable standard YYY / MM / DD. The same was done with licenses, because in the findings during the analysis, about 52% of licenses were undefined, or not in the standards defined by open knowledge (Licenses - Open Data Commons: legal tools for open data).
After completing the process of data correction and validation, the precondition for data comparison between portals has been completed, but there are some issues with unnecessary data and the existence of numerous null values.

3) Data cleansing: In addition to the validation process, which means the transformation of data from one data to another without spoiling its character, we have also applied data cleansing. This sub-process has been very adequate, initially to remove useless information about the framework. Web-service collects different information, depending on how they are published, but does not use any method that validates or corrects them during the inserting process because it would complicate the whole process. Therefore, after collecting and inserting data into the database, we have applied a procedure that cleans by removing unnecessary data. During the data review process, we are faced with a lot of null values, lack of a standard for the naming of datasets and organizations for i.e. some dataset names and organization names have used the underline or line between words, some others have used spaces between, some other have used short letters for every publication made, etc.

First, removing of "null" values, and then unnecessary spaces between the names of organizations and datasets. Second, using the operations "Trim" and "Upper" for formatting the file formats extensions to have a standard and to increase evaluation accuracy.

Moreover, both sub-processes (data correction and data validation) are implemented in stored procedures of the database and both of them are triggered every time after the new snapshot. It means that every time the web service is run and after collected data is successfully inserted into the database, then those stored procedures will be triggered (executed). Fig. 5 shows two examples of data cleaning and data validation used by the framework.

![Code_snippet_begin](img1.png)
![Code_snippet_end](img2.png)

Fig. 5. Examples of Data Validation and Data Cleansing.

C. Conceptual Design of Framework

Once the data preparation process has been completed, i.e., the data served is ready for further processing, this paves the way for the design or development of the framework. Where in the state of art, we had argued quite well, the existing frameworks, showing the features and characteristics of each. Now designing the framework is considered the main work that also gives the main value of research. The proposed framework will be two-dimensional, which means it performs two different functions: monitoring national portals and measuring their quality. Therefore, for this purpose, will be used two indicators: Qualitative Indicator and Quantitative Indicator.

1) Quantitative indicator: This indicator is based on the quantitative methodology, which will have a monitoring role, which will monitor portals that count publishers, datasets, licenses, and group datasets based on the file format that is published based on the 5-star scheme. Furthermore, in Table III, we present the metrics that this indicator uses:

![Table_III](img3.png)

Each dataset is subject to the process of evaluation, evaluation based on the file format that has been published. Observations are used to give (scores) for each metric that will be applied over datasets.

2) Qualitative indicator: Unlike the quantitative indicator, here it does processing of information that characterizes a dataset. In this aspect, it is characterized by four main features of the dataset which we estimate affect their quality as well as the portal itself. Table IV presents the metrics used by this indicator for evaluating datasets giving it a score.

![Table_IV](img4.png)

D. Assessment and Evaluation

The Framework mentioned in the above session, consisting of two indicators (quantitative and qualitative), will be applied to the framework, practically different functions translated into SQL will be used, which will produce the right results. Practically, as soon as the process of importing or inserting data from the web service in the Database has been completed, as well as the process of validation, correction, and cleaning, the data are ready for evaluation. In addition to these processes, another pre-evaluation process will be data modeling so that the application of the framework is easier.
In this regard, have been created and used several Database Views in particular for monitoring portals in quantitative terms, how many databases are available, and how many organizations publish data. Dynamic Views have been used to reflect the results dynamically on every update that may happen. This is shown in Fig. 6.

The whole monitoring process is based on VIEWs, so this is the reason for using Dynamic rather than static views due to the changes of results dynamically based on last updates. Moreover, the proposed framework is divided into several segments; each segment uses a stored procedure, so there is no technical possibility for the whole framework to be incorporated in one stored procedure. This is due to a lot of calculations that have to be done for providing evaluation results. However, these segments depend on the metrics, which means that each metric is a stored procedure in itself.

These stored procedures will be used by the front-end part (Dashboard) illustrated in Fig. 6 quantitative indicator part, then the stored procedure of grouping and evaluating the datasets based on the file formats based on So, depending on the evaluation required, it will call and execute a specific stored procedure. Let’s say, if the interest is in the 5-star scheme of Berners-Lee, will be executed and the result will be returned. However, if the interest is in the qualitative indicator, then the procedures for each metric will make their calculations and will yield the result, or both indicators, for each metric we measure by giving points (scores). For example, the data openness evaluation, which is based on the 5-star scheme, measures how open the datasets are based on the publication formats, here the evaluation is done from 1 to 5. Finally, the average for the portal. As for the qualitative indicator, this is based on the quality of the dataset based on the surrounding factors explained in Table VI.

In contrast, here the ideal or maximum value is 1 per metric, while 5 maximum values if a dataset contains all metrics. Here too a series of calculations are performed in the background, where in addition to deriving the average for each dataset that is subject to evaluation, the general average per portal is also derived. This is very important in the analytical and comparative part between open data portals. Fig. 7 presents some parts of the code for specific metrics.

![Dashboard](image)

**Fig. 6.** Data Processing and Evaluation.

![Dashboard](image)

**Fig. 7.** Openness and Dataset Evaluations (SQL Code).

### E. Presentation of Results

All calculations discussed in the section above, based on different scenarios are performed on the database level, so the results were displayed by SQL. To present these results in the right visual form, it was necessary to create a public portal in the form of interactive dashboards.

Therefore, for this purpose, a web application is developed using the .NET platform, which displays the monitoring results and measures the quality of government open data portals. The following section reflects some of the results obtained from the calculations performed to give the value final framework model, starting from the front dashboard that displays the monitoring results (see Fig. 10 in Appendix). While in Fig. 11 (Appendix), are presented the displayed results on the openness dashboard, which presents how open the portals are.

The evaluation was performed using calculations based on the openness dimension i.e., file formats of the datasets, grouping, and counting them.

The results are based on the quantitative indicator, as they do not use any other measuring feature of the dataset except the statistical one, i.e. counting and grouping. Furthermore, Table V shows the results of the qualitative indicator, i.e. the quality of the datasets, ranking the portals based following indicator metrics (Availability, Accessibility, Discoverability, and Timeless) shown in Table V.

| Country             | Availa. | Access. | Discov. | Timeless |
|---------------------|---------|---------|---------|----------|
| Albania             | 1       | 1       | 0.48    | 0.41     |
| Bosnia and Herzegovina | 1     | 0.98    | 0       | 0        |
| Kosovo              | 1       | 1       | 1       | 0.17     |
| Montenegro          | 1       | 1       | 1       | 0.33     |
| North Macedonia     | 1       | 1       | 0.81    | 0.25     |
| Serbia              | 1       | 1       | 0       | 0.26     |

**TABLE V.** **DATASET INDICATOR AVERAGES (QUALITATIVE)**
Regarding the results expressed in Fig. 8 and 9 in the background, a series of calculations are performed, but very important to show the countries’ averages.

According to a mathematical point of view, for evaluating and measuring the averages of openness, the calculation is formulated using the following formula:

\[ \gamma = \frac{\sum(1 \text{ star})+\sum(2 \text{ star})+\sum(3 \text{ star})+\sum(4 \text{ star})+\sum(5 \text{ star})}{\text{Total datasets}} \]  

(1)

This equation calculates the average of how open the governments are by adding the whole number of datasets rated with 1 star, then with 2 stars, so on up to 5 and proportional to the total number of datasets published for the portal. This formula is applied for cases when a dataset is published in only one format.

In addition, during the analysis of OGD national portals, this research finds out that some organizations (publishers) publish their datasets in multiple formats, for i.e. “Agency of Statistics” have published two datasets, in two file formats (CSV and JSON), while the dataset remained the same because it has the same unique ID and the same name. So, for situations like that, the formula above (1) does not promise the accuracy of results, because it calculates the total number of datasets and does not check and find out if the same dataset is published in multiple file formats. Thus, for this reason, a new approach for defining datasets published in multiple file-formats has been used.

This new approach is based on two levels of evaluation, first identification and then evaluation. Table VI illustrates this situation.

| TABLE VI. IDENTIFICATION OF MULTIPLE FORMAT DATASETS |
|-----------------------------------------------------|
| Datasets | ★ | ★ | ★ | ★ | ★ | Total |
|----------|---|---|---|---|---|------|
| Level I Publisher | | | | | | |
| Dataset 1 | 0 | 0 | 0 | x | | x |
| Dataset 2 | 0 | y | 0 | 0 | | y |
| Dataset n | x | y | | | | x + y |
| Level II Publisher | | | | | | |
| Dataset 1 | | | | | | x |
| Dataset 2 | | | | | | y |
| Dataset n | | | | | | y |

Table VI shows that two levels of classification have been used; first, it makes classification of datasets based on file formats and counts the total number of datasets per organization (publisher). Then, after the first level is performed, the second level identifies if any of the datasets are published in multiple file format and counts only the number of higher file formats as total by removing from the calculation of other formats published.

Referring to Table VI, in the first round of calculation “Dataset n”, has multiple values (x+y), while in the second round, is identified that this dataset.

\[ \delta = \frac{\sum \text{H (n star)} \cdot n}{\sum \text{H Datasets}} \]  

(2)

H – means the highest Star of the dataset.

The final equation for generating the total average of result will be:

\[ f(x) = \gamma + \delta \]  

(3)

f(x) – is the function of calculating the overall average of openness calculation.

Based on this function, Fig. 8 shows the averages of evaluation of OGD nation portals. Results have been grouped on monthly basis to show progress.

In addition, the calculation of dataset quality is based on formula (4). It calculates the total average per OGD portal, respectively, it sums all the values obtained per metric in proportion to the total number of metrics used.

\[ \lambda = \frac{\sum(\text{Available})+\sum(\text{Access})+\sum(\text{Discover})+\sum(\text{Timeliness})+\sum(n...)}{\sum(\text{Metrics})} \]  

(4)

Fig. 9 shows the results produced by this formula, which is applied in the background of the application, respectively in the database implemented through SQL functions. The highest value is 1 and the lowest is 0.

In addition, the application also generates statistics, where all the results expressed in graphs, are summarized using a statistics dashboard. Statistics may change in the meantime or after each run of the web service because the data will be
refreshed. All this is done automatically without the need for the human factor to intervene.

Moreover, all the data collected by the portals through the web service, after being subjected to the process of validation and clearance, can be accessible to anyone who needs this data. For this purpose, there is necessary to make available an API, which upon request returns the basic results that the web service collects such: datasets, organizations, licenses, file format types. All this is organized through a JSON API, where depending on the request, i.e. for which national portal they are required, it also returns the data. This is made available, to provide data for call part application, or anyone who needs for educational, scientific, or business purposes to have the data ready without having to develop any additional web services that take from the portals of the western Balkan countries.

VII. RESULT AND DISCUSSION

Through this proposed framework model is intended to monitor and evaluate OGD quality, respectively OGD portals constantly or at any time with no need for human input. An additional value of the proposed framework is that it will have the ability to show the progress/regress made by each OGD national which has been subject to monitoring and evaluation and scored in different periods.

Because of data possessed through the data collection component (web-service), the proposed framework model can show results at any time but it also can be configured to run on schedule on weekly basis or monthly basis depending on needs. Storing of evaluation history scores for each OGD Portal and visualization of results through the graphs about the progress or regress of countries gives another value to this framework. In addition to monitoring and evaluation affinities, the proposed model shares the API that will be available to the wider community or it can be used by third-party software applications with the purpose of further analysis and evaluation or extending the research by conceptualizing any new framework.

Therefore, another value for future work would be considered adding of “data prediction” feature. This feature would be possible and could be easily integrated using Artificial Intelligent (AI). This feature could be able to predict how these countries (OGD national portals) are going to publish in the coming months or a specific period. For instance, if there will be used a simple method i.e. 80/20 that means using 80% of training data and 20% of testing data, it would be easier to forecast the profiles of countries, the number of dataset publications by each publisher, types of dataset file formats and the number of file formats, publishing frequency, etc.

All these predictive data could be forecast for a specific period i.e. 6 to 12 months or probably in next 2 years.

VIII. CONCLUSION

Based on the study and analysis of existing frameworks for the evaluation of OGD portals, this research employed a new approach that is conceptualized and implemented through a flexible framework. This framework is considered flexible because of its adoption to any OGD portal and the ability to be available to the wider community for further research and analysis. Since the framework is composed of several components, it employs qualitative and quantitative approaches that are combined and interacted to provide compressive evaluation and monitoring results of OGD national portals.
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APPENDIX

Fig. 10. Monitoring of OGD National Portals (Front-end of Portal Developed).

Fig. 11. Openness Evaluation (Evaluation results Presented by Graphs for each Country OGD Portal).