LOCALLY RECOVERABLE CODES WITH LOCAL ERROR DETECTION

CARLOS MUNUERA

Abstract. A locally recoverable code is an error-correcting code such that any erasure in a coordinate of a codeword can be recovered from a set of other few coordinates. In this article we introduce a model of local recoverable codes that also includes local error detection. The cases of the Reed-Solomon and Locally Recoverable Reed-Solomon codes are treated in some detail.

1. Introduction

Locally recoverable codes were introduced in [2], motivated by the use of coding theory techniques applied to distributed and cloud storage systems. The growth of the amount of stored data make the loss of information due to node failures a major problem. To obtain a reliable storage, when a node fails we want to recover the data it contains by using information from the other nodes. This is the repair problem. A method to solve it is to protect the data using error-correcting codes, [2]. As typical examples of this solution, we can mention Google and Facebook, that use Reed-Solomon (RS) codes in their storage systems. The procedure is as follows: the information to be stored is a long sequence $b$ of symbols, which are elements of a finite field $\mathbb{F}_q$. This sequence is cut into blocks, $b = b_1, b_2, \ldots$, of the same length, $m$. According to the isomorphism $\mathbb{F}_q^m \cong \mathbb{F}_q^m$, each of these blocks can be seen as an element of the finite field $\mathbb{F}_q$, $q = \ell^m$. Fix an integer $k < q$. The vector $b = (b_1, \ldots, b_k) \in \mathbb{F}_q^k$ is encoded by using a RS code of dimension $k$ over $\mathbb{F}_q$, whose length $n$, $k < n \leq q$, is equal to the number of nodes that will be used in its storage. Then we choose $\alpha_1, \ldots, \alpha_n \in \mathbb{F}_q$, and send $b_1 + b_2\alpha_i + \cdots + b_k\alpha_i^{k-1}$ to the $i$-th node. When a node fails, we may recover the data it stores by using Lagrangian interpolation from the information of any other $k$ available nodes.

Of course other codes, apart from RS, can be used to deal with the repair problem. Roughly speaking we can translate this problem in terms of coding theory as follows: Let $C$ be a linear code of length $n$ and dimension $k$ over $\mathbb{F}_q$. A coordinate $i \in \{1, \ldots, n\}$ is locally recoverable with locality $r$ if there is a recovery set $R \subseteq \{1, \ldots, n\}$ with $i \notin R$ and $\#R = r$, such that for any codeword $x \in C$, an erasure in a coordinate $x_i$ of $x$ can be recovered by using the information given by the coordinates of $x$ with indices in $R$. The
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code \( C \) is \textit{locally recoverable (LRC)} with locality \( \leq r \) if each coordinate is so. The \textit{locality} of \( C \) is the smallest \( r \) verifying this condition. For example, MDS codes of dimension \( k \) (and RS codes in particular) have locality \( k \). In Section 2 we will specify some of these definitions.

Local recovery, understood in the previous terms, presents a clear drawback: when any of the coordinates used to recover \( x_i \) contains an error, then the recovery will be wrong and both errors will remain undetected. Moreover, the new errors created in this way could overcome the correcting capacity of \( C \) and therefore they should be impossible to eliminate, even using the code globally. Therefore, it may be appropriate to consider recovery sets that also allow local detection of errors in the coordinates used in the recovery process.

In this article we propose a model of locally recoverable codes that also gives local error detection. This is done in Section 3. In Section 4 the particular cases of RS and LRC-RS codes will be dealt in detail. As we will see, for RS codes it is enough to include one more coordinate in a recovery set to enable error detection.

2. Locally recoverable codes

In this section we state some definitions and facts concerning LRC codes that will be necessary for the rest of the work. Let \( C \) be a \([n, k, d]\) code. Let \( G \) be a generator matrix of \( C \) with columns \( c_1, \ldots, c_n \). Given a set \( R \subset \{1, \ldots, n\} \) and a coordinate \( i \notin R \), we say that \( R \) is a \textit{recovery set} for \( i \) if \( c_i \in \langle c_j : j \in R \rangle \), the linear space spanned by \( \{c_j : j \in R\} \), see [2].

Let \( \pi_R : \mathbb{F}_q^n \rightarrow \mathbb{F}_q^r \) be the projection on the coordinates of \( R \), where \( r = \#R \). For \( x \in \mathbb{F}_q^n \), we write \( x_R = \pi_R(x) \). We will consider the punctured and shortened codes \( C[R] = \{x_R : x \in C\} \) and \( C[[R]] = \{x_R : x \in C, \supp(x) \subseteq R\} \). The following relation between these codes is well known [5, Prop. 3.1.17]. Here we denote by \( C^\perp \) the dual of \( C \).

**Lemma 1.** \( C[R]^\perp = C^\perp[[R]] \).

Note that \( c_i \in \langle c_j : j \in R \rangle \) if and only if \( \dim(C[R]) = \dim(C[\overline{R}]) \), where \( \overline{R} = R \cup \{i\} \), so the notion of recovery set does not depend on the generator matrix chosen. In this case, there exist \( w_1, \ldots, w_n \in \mathbb{F}_q \) such that \( \sum w_j c_j = 0 \) with \( w_i \neq 0 \) and \( w_j = 0 \) if \( j \notin \overline{R} \). Then \( w = (w_1, \ldots, w_n) \in C^\perp \) and \( w_R \in C^\perp[[\overline{R}]] \). So we have the following result.

**Lemma 2.** \( R \) is a recovery set for a coordinate \( i \) if and only if there exists a word \( w_R \in C^\perp[[\overline{R}]] \) with \( w_i \neq 0 \). In this case \( \#R \geq d(C^\perp) - 1 \).

The smallest cardinality of a recovery set \( R \) for coordinate \( i \) is the \textit{locality} of \( i \). The locality of \( C \) is the largest locality of any of its coordinates.

A word \( w_R \in C^\perp[[\overline{R}]] \) with \( w_i \neq 0 \) not only provides a recovery set but a recovery method: for every \( x \in C \) we have \( w \cdot x = w_R \cdot x_R = 0 \), where \( \cdot \) denotes the usual inner product,
\( w \cdot x = w_1 x_1 + \cdots + w_n x_n \), so
\[
(1) \quad x_i = x_i(w) = -w_i^{-1}(w_R \cdot x_R).
\]
Then an undetected error in \( x_R \) leads to a wrong recovering of \( x_i \). Such an error could be detected by using the detecting capability \( C \) or, alternatively, by using several recovery sets for coordinate \( i \) (if available). But the first option goes against the local character of our method, while the second one increases the number of coordinates involved, worsening the probability of error, and does not allow us to determine which of the recovery sets used contains the error.

3. Locally recoverable error-detecting codes

In this section we slightly modify the notion of recovery set to allow local detection of errors. Our starting point is the following result.

**Lemma 3.** The minimum distance of \( C \) is \( \geq d \) if and only if for all \( S \subseteq \{1, \ldots, n\} \) with \( |S| > n - d \) we have \( \dim(C[S]) = \dim(C) \).

The proof of this Lemma can be found in \[5, \text{Prop. 4.3.12}\]. Next proposition is a direct consequence of Lemma 3 and leads us to the following definition of recovery set detecting errors.

**Proposition 1.** A set \( R \setminus \{i\} \) is a recovery set for every coordinate \( i \in R \) if and only if \( d(C[R]) > 1 \).

**Definition 1.** A set \( R \subseteq \{1, \ldots, n\} \) is called a recovery set detecting \( t \geq 0 \) errors (or simply a \( t \)-edr set for short) for a coordinate \( i \notin R \) if \( d(C[R]) > t + 1 \), where \( R = R \cup \{i\} \).

Then, a \( t \)-edr set \( R \) for a coordinate \( i \) is a recovery set for \( i \); furthermore \( R \cup \{i\} \setminus \{j\} \) is a \( t \)-edr set for all \( j \in R \). If \( \#R = r \) note that according to Lemma 3 \( R \) is a \( t \)-edr set for \( i \) if and only if \( \dim(C[S]) = \dim(C[R]) \) for all \( S \subseteq R \) with \( \#S \geq r - t \), where as above \( R = R \cup \{i\} \). In particular \( \dim(C[R]) \leq r - t \). On the other hand, since \( d(C[R]) > t + 1 \) implies \( d(C[R]) \geq t + 1 \), up to \( t \) errors in any codeword \( x_R \), \( x \in C \), may be detected, \[5, \text{Sect. 2.4.1}\]. So when at most \( t \) errors occur in \( x_R \), an \( t \)-edr set \( R \) either detects that errors occurred or either gives the correct value of \( x_i \). Checking for errors and recovering erasures may be performed by using appropriate words from the dual (as in (1), see examples of Section 4) or by other methods.

The minimum cardinality of a \( t \)-edr set for coordinate \( i \) is the \( t \)-locality of \( i \). The code \( C \) is called locally recoverable \( t \)-error-detecting code (\( t \)-LREDC) if for every coordinate, a recovery set detecting \( t \) errors exists. Note that every code of minimum distance \( d > t + 1 \) is a \( t \)-LREDC code (simply take \( R = \{1, \ldots, n\} \)). The maximum over the \( t \)-localities of all coordinates is the \( t \)-locality of \( C \), denoted \( r_t = r_t(C) \). For example, since puncturing
\(<d\) times an MDS code gives a new MDS code of the same dimension, the \(t\)-locality of a \([n, k, d]\) MDS code with \(d > t + 1\) is \(r_t = k + t\).

Next we give two bounds on \(r_t(C)\). The first one generalizes the bound given in Lemma \(\text{2}\) for \(r = r_0\), by using generalized Hamming weights (see \(\text{[5, Sect. 4.5.1]}\) for the definition of these weights).

**Proposition 2.** Let \(C\) be a \([n, k, d]\) \(t\)-LREDC code. The \(t\)-locality \(r_t\) of \(C\) verifies
\[
r_t(C) \geq d_{t+1}(C^\perp) - 1,
\]
where \(d_{t+1}(C^\perp)\) is the \((t + 1)\)-th generalized Hamming weight of \(C^\perp\).

**Proof.** Let \(R\) be a \(t\)-edr set for a coordinate \(i\). The condition \(\dim(C[R]) \leq \#R - t\) implies \(\dim(C^\perp[[R]]) \geq t + 1\), hence \(\#R \geq d_{t+1}(C^\perp) - 1\).

The second bound on \(r_t\) generalizes the well known Singleton-like bound, see \(\text{[2, Thm. 5]}\)
\[
n + 2 \geq k + d + \left\lfloor \frac{k}{r_0} \right\rfloor.
\]

**Proposition 3.** Let \(C\) be a \([n, k, d]\) \(t\)-LREDC code. The \(t\)-locality of \(C\) verifies
\[
n + t + 2 \geq k + d + \left\lfloor \frac{k}{r_t - t} \right\rfloor (t + 1).
\]

The proof of Proposition \(\text{3}\) is similar to that of \(\text{2}\) given in \(\text{2}\), taking into account the comments made after Definition \(\text{1}\) so we will omit it here. For similarity to the case \(t = 0\), we will say that the code \(C\) is \(t\)-optimal if its \(t\)-locality reaches equality in \(\text{3}\).

4. TWO EXAMPLES OF LREDC CODES

We present two examples of LREDC codes related to Reed-Solomon ones. We restrict to codes detecting one error, that is to \(t = 1\). Recall again that RS codes are the most used in practice for recovery purposes.

We shall manage our examples with the language of evaluation codes. Let us remember that given a curve \(X\) over \(\mathbb{F}_q\), a set of \(n\) points \(P \subseteq X(\mathbb{F}_q)\) and a function \(f \in \mathbb{F}_q(X)\), we define the evaluation of \(f\) at \(P\) as \(ev_P(f) = (f(P))_{P \in P} \in \mathbb{F}_q^n\). If \(V \subseteq \mathbb{F}_q(X)\) is a linear space, then the set \(C(P, V) = \{ev_P(f) : f \in V\}\) is a linear code, called evaluation code, whose parameters can be studied by using resources from algebraic geometry, \(\text{[3]}\). In the particular case \(X = \mathbb{A}(\mathbb{F}_q)\), the affine line over \(\mathbb{F}_q\), and \(V = \mathbb{F}_q[x]_{\leq m}\), the set of polynomials with degree at most \(m < \#P\), then \(C(P, V)\) is a Reed-Solomon code of dimension \(k = m + 1\), usually denoted \(RS(P, m)\). It is well known that \(RS(\mathbb{A}(\mathbb{F}_q), m^\perp = RS(\mathbb{A}(\mathbb{F}_q), q - m - 2)\) and that the locality of RS codes is \(r_0 = k\).
4.1. LR EDC’s from RS codes. Let \( \mathcal{P} \subseteq \mathbb{A}(\mathbb{F}_q) \). \(^1\) Consider the code \( \mathcal{C} = RS(\mathcal{P}, k - 1) \) of length \( n = \#\mathcal{P} \) and dimension \( k \leq n - 2 \). Let \( r = k + 1 \) and take a set \( \mathcal{R} \) of \( r + 1 \) coordinates corresponding to \( \mathcal{R} \subseteq \mathcal{P} \). Then \( \mathcal{C}[\mathcal{R}] = RS(\mathcal{R}, k - 1) \) is again a RS code, so \( d(\mathcal{C}[\mathcal{R}]) = 3 \) and \( R = \mathcal{R} \setminus \{i\} \) is a recovery set detecting one error for all \( i \in \mathcal{R} \). Let us see how the recovering process, including error detection, is carried out. According to Remark \( 1 \), we have \( \mathcal{C}[\mathcal{R}]^\perp = RS(\mathbb{A}(\mathbb{F}_q), q - r)[[\mathcal{R}]] \) and \( \mathcal{C}[\mathcal{R}]^\perp = RS(\mathbb{A}(\mathbb{F}_q), q - r)[[\mathcal{R}]] \), with \( \dim(\mathcal{C}[\mathcal{R}]^\perp) = 2 \), \( \dim(\mathcal{C}[\mathcal{R}]^\perp) = 1 \). Define
\[
(4) \quad F(x) = \prod_{\gamma \in \mathbb{A}(\mathbb{F}_q) \setminus \mathcal{R}} (x - \gamma) \in \mathbb{F}_q[x]_{\leq q - r - 1}.
\]
Assume that coordinate \( i \) corresponds to the element \( \alpha_i \in \mathcal{P} \). Let \( \mathcal{R} = \mathcal{R} \setminus \{\alpha_i\} \) and
\[
(5) \quad z_R = ev_\mathcal{R}((x - \alpha_i)F(x)) \quad \text{and} \quad w_\mathcal{R} = ev_\mathcal{R}(F(x)).
\]
Thus \( \mathcal{C}^\perp[[\mathcal{R}]] = \langle z_R \rangle \), \( w_\mathcal{R} \in \mathcal{C}^\perp[[\mathcal{R}]] \) with \( w_i \neq 0 \). Let \( x \in \mathcal{C} \) with an erasure in \( x_i \) and at most one error in \( x_R \). The word \( z_R \) allows error detection in \( x_R \), and \( w_\mathcal{R} \) allows recovering of \( x_i \). That is, under the assumption that \( x \) contains at most one error in \( x_R \), \( \mathcal{C}[\mathcal{R}]^\perp = \langle z_R \rangle \) implies that \( z_R \cdot x_R \neq 0 \) if \( x_R \) contains an error and \( z_R \cdot x_R = 0 \) if \( x_R \) is error-free. In this case, since \( w_i \neq 0 \), the erasure at \( x_i \) can be recovered from \( w_\mathcal{R} \) by using the formula \((1)\). Let \( x_i = x_i(w) = -w_i^{-1}(w_R \cdot x_R) \). Note that our method does not require polynomial interpolation.

The 1-locality of RS codes of dimension \( k \) is \( r_1 = k + 1 \). We get equality in the bounds of Propositions 2 and 3: RS codes are 1-optimal. A similar reasoning proves that the same happens for general MDS codes.

Remark 1. When \( q \) is large with respect to \( r \) (as desirable), the computation of \( F(\alpha) \), for \( \alpha \in \mathcal{R} \) in equation \((4)\), can be done more efficiently (from a computational point of view) by noting that \( \prod_{\lambda \in \mathbb{F}_q^\times} \lambda = -1 \). Let
\[
\phi(\alpha) = \prod_{\gamma \in \mathcal{R}, \gamma \neq \alpha} (\alpha - \gamma).
\]
Computing \( \phi(\alpha) \) requires \( r \) multiplications, instead of the \( q - r - 1 \) required by \( F(\alpha) \). Then \( F(\alpha) = -\phi(\alpha)^{-1} \). In this way, the computational complexity of recovering with error detection is \( O(r^2 \log^3 q) \). If for every \( i \) we fix the corresponding \( \mathcal{R}_i \), then we may precompute and store \( w_\mathcal{R} \). From it we can deduce \( z_R \) and complete the process of recovery with complexity \( O(r \log^3 q) \).

4.2. LR EDC’s from LRC-RS codes. In \( 6 \) a variation of RS codes for recovering purposes was introduced, obtaining the so-called LRC-Reed-Solomon codes. Next we show how a slight modification of these codes can be used to detect errors in local recovering. Let \( p(x) \) be a polynomial of degree \( r + 1 \) over \( \mathbb{F}_q \). Consider the plane affine curve \( \mathcal{X} \) of equation \( y = p(x) \) and the map \( y : \mathcal{X} \to \mathbb{F}_q \). For \( \beta \in \mathbb{F}_q \) let \( \mathcal{P}_\beta = y^{-1}(\beta) \) be the fibre of \( \beta \) and let
Let us see how the recovering process, including error detection, is carried out. Let \( u > 0 \) then set \( \mathcal{P} = \bigcup_{\beta \in u} \mathcal{P}_\beta \) and \( n = u(r + 1) = \# \mathcal{P} \). Consider also the linear space of functions

\[
V = \bigoplus_{i=0}^{r-2} (1, y, \ldots, y^i)x^i
\]

where \( l_i \) are non negative integers such that \( \delta = \max\{(r + 1)l_i + i : i = 0, \ldots, r - 2\} < n \).

The evaluation map \( \text{ev}_\mathcal{P} : V \to \mathbb{F}_q^n \) is injective, so the evaluation code \( \mathcal{C} = \mathcal{C}(\mathcal{P}, V) \) has dimension \( \dim(C) = \dim(V) = \sum (l_i + 1) \). Besides, the Goppa bound implies \( d(C) \geq n - \delta \), [3 Sect. 4.2].

Let us see how the recovering process, including error detection, is carried out. Let \( \mathcal{R} \) be a set of \( r + 1 \) coordinates corresponding to a set \( \mathcal{R} = \mathcal{R}_\beta, \beta \in U \). For simplicity we identify the coordinate \( j \in \mathcal{R} \) to the element \( \alpha_j \in \mathcal{R} \). Since \( y \) is constant on \( \mathcal{R} \), \( y = \beta \), then each function \( f \in V \) acts over \( \mathcal{P}_\beta \) as a univariate polynomial \( f(x, \beta) \in \mathbb{F}_q[x]_{\leq r-2} \). Thus \( \mathcal{C}(\mathcal{R}) \) is a Reed-Solomon code, \( \mathcal{C}(\mathcal{R}) = RS(\mathcal{R}_\beta - 2) = RS(\mathcal{A}(\mathbb{F}_q), r-2)[\mathcal{R}] \) of minimum distance 3 and we can proceed as in the case of RS codes. In fact \( \mathcal{C} \) may be seen as a piecewise RS code.

Let \( i \in \mathcal{R}, R = \mathcal{R} \setminus \{i\} \) and \( \mathcal{R} = \mathcal{R} \setminus \{\alpha_i\} \). Let \( F(x), z_R, w_{\mathcal{R}} \), be defined as in equations [1] and [5]. Then \( \langle z_R \rangle = RS(\mathcal{A}(\mathbb{F}_q), q-r)[\mathcal{R}] \) and \( w_{\mathcal{R}} \in RS(\mathcal{A}(\mathbb{F}_q), q-r-1)[\mathcal{R}] \) where \( w_i \neq 0 \). If \( x \in \mathcal{C} \) has an erasure in \( x_i \) and at most one error in \( x_R \) then, as in the RS case, we have \( z_R \cdot x_R \neq 0 \) if \( x_R \) contains an error and \( z_R \cdot x_R = 0 \) if \( x_R \) is error-free. In this case, since \( w_i \neq 0 \), the erasure \( x_i \) can be recovered from \( w_R \in \mathcal{C}(\mathcal{R}) \) using the formula [1].

If we take \( l_0 = \cdots = l_{r-2} = u - 1 \), then \( k = \dim(C) \) is as large as possible, \( k = (r-1)u \), and \( d(C) \geq 3 \). Then we get equality in the bound [3], so \( r_1 = r \) and the code \( \mathcal{C} \) is 1-optimal. The comments on the computational complexity made in Remark [1] remain true in this case.

**Example 1.** Let \( q = 13 \) and \( p(x) = x^4 \), so \( r = 3 \). The fibres of \( y \) correspond to the sets \( \mathcal{R}_1 = \{1, 5, -5, -1\}, \mathcal{R}_3 = \{2, 3, -4, -2\} \) and \( \mathcal{R}_9 = \{4, 6, -6, -4\} \). Let \( \mathcal{C} \) be the evaluation code coming from these fibres and the space of functions \( V = \langle 1, y, y^2 \rangle \oplus \langle 1, y, y^2 \rangle x \). Then \( \mathcal{C} \) has length \( n = 12 \), dimension \( k = 6 \) and minimum distance \( d \geq 3 \). Let \( \mathcal{R} \) be the set of coordinates corresponding to \( \mathcal{R}_1 \). Let \( \mathbf{x} \) be a codeword, say \( \mathbf{x} = \text{ev}_\mathcal{P}(1 + xy) \), with an erasure at the first coordinate, so that we have \( \mathbf{x}_\mathcal{R} = (?, 6, 9, 0) \) (and \( ? \) should be 2). Thus \( R = \mathcal{R} \setminus \{1\} \) and we compute \( z_R = (8, -1, 6), w_{\mathcal{R}} = (3, 2, -2, -3) \). First we check \( z_R \cdot \mathbf{x}_R = 0 \), so \( \mathbf{x}_R \) is accepted as error-free. Then we deduce \( x_1 = x_1(\mathbf{w}) = 2 \).

LRC-RS codes were extended to locally recoverable codes over arbitrary curves and rational maps in [1] [4]. An analogous extension for LREDC codes is straightforward.
5. Conclusion

In this article we have proposed a variation of local recoverable codes that offers the additional feature of local error detection, increasing the security of the recovery system. The cases of the RS and LRC-RS codes have been specified in detail. In particular, we have shown that for RS codes it is enough to include one more coordinate in a recovery set to enable error detection.
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