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Abstract

With the success of vision-language pre-training, we have witnessed the state-of-the-art has been pushed on multi-modal understanding and generation. However, the current pre-training paradigm is either incapable of targeting all modalities at once (e.g., text generation and image generation), or requires multi-fold well-designed tasks which significantly limits the scalability. We demonstrate that a unified modal model could be learned with a prefix language modeling objective upon text and image sequences. Thanks to the simple but powerful pre-training paradigm, our proposed model, DaVinci, is simple to train, scalable to huge data, and adaptable to a variety of downstream tasks across modalities (language / vision / vision+language), types (understanding / generation) and settings (e.g., zero-shot, fine-tuning, linear evaluation) with a single unified architecture. DaVinci achieves the competitive performance on a wide range of 26 understanding / generation tasks, and outperforms previous unified vision-language models on most tasks, including ImageNet classification (+1.6%), VQAv2 (+1.4%), COCO caption generation (BLEU@4 +1.1%, CIDEr +1.5%) and COCO image generation (IS +0.9%, FID -1.0%), at the comparable model and data scale. Furthermore, we offer a well-defined benchmark for future research by reporting the performance on different scales of pre-training dataset on a heterogeneous and wide distribution coverage. Our results establish new, stronger baselines for future comparisons at different data scales and shed light on the difficulties of comparing VLP models more generally.

1 Introduction

Self-supervised language model pre-training [1–17] has reshaped the landscape of modern natural language processing (NLP) research, pushing the state-of-the-art of a wide range of NLP tasks. Recently, this success has been transferred to the multi-modal context and resulted in a number of vision-language pre-trained models (VLMs) [18, 19], achieving state-of-the-art results on various vision-language tasks [20]. Most existing VLMs are BERT-like Transformer [21] encoders pre-trained with a combination of different vision-language pre-training (VLP) objectives: masked multi-modal modeling [18, 22–24], multi-modal alignment prediction [18, 22–24], region of interest feature regression [22], image-text matching [25, 26], to name a few. However, the roadmap towards large language models reveals a transition pattern from encoder-only models like BERT [2] / RoBERTa [4] to sequence-to-sequence models like T5 [7] / BART [5] and autoregressive models like GPT-3 [8] / PaLM [27] to tackle more tasks in a unified way, and from complicated objectives like masked
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The code and pre-trained models will be released at https://github.com/shizhediao/DaVinci
language modeling / next sentence prediction / replace token detection to a simple language modeling objective to improve the scalability of pre-training. This suggests that while achieving competitive results, the encoder-only architecture and complicated pre-training objectives of most current VLMs inevitably limit the potential towards pre-training more scalable and general VLMs.

To this end, a number of recent studies [28–31] investigated sequence-to-sequence (seq2seq) vision-language pre-training and achieved state-of-the-art results on a range of vision-language understanding and generation tasks. For example, VL-T5 [28] and OFA [31] formulate various vision-and-language problems into seq2seq tasks and pre-train a seq2seq VLM by multi-tasking on these tasks. This approach is also hard to scale because it is non-trivial to collect a large number of vision-language datasets for pre-training. On the other hand, ERNIE-ViLG [29] and SimVLM [30] pre-train seq2seq VLMs with a simple language modeling or prefix language modeling objective on a large number of image-caption pairs. While achieving promising results, these objectives are not versatile enough, resulting in VLMs that are only capable of a subset of tasks in image-text modalities.

Motivated by the success of large-scale generative pre-training of (prefix) language models and the goal of unifying modalities and task formats, we introduce prefix multi-modal modeling, a unified generative pre-training framework that extends prefix language modeling to the multi-modal context. As illustrated in Figure 1, given an image-caption pair, we split the image and caption into two parts denoted as prefix and suffix. To make prefix image modeling compatible with the seq2seq formulation of conventional prefix language modeling, we follow DALLE [32] and convert images into discrete sequences of image tokens [33]. We then train the model to generate the suffix in one modality based on the prefix in the same modality and the complete input in the other modality. In this way, prefix multi-modal modeling can fully exploit self-supervision from image-caption pairs and is easily scalable for large-scale pre-training. We pre-train DAVINCI\(^4\), a vision-language foundation model, with the proposed prefix multi-modal modeling framework on large-scale image-text pairs. DAVINCI is the first self-supervised vision-language foundation model that is versatile for all kinds of tasks in vision-and-language modalities, including vision-language understanding, image-to-text generation, text-to-image generation, and single-modal language / vision tasks. DAVINCI consistently outperforms FLAVA [34], an existing vision-language foundation model, on both language, vision, and multi-modal tasks, and performs competitively with state-of-the-art models across a wide range of tasks and modalities.

In addition, most existing VLMs are pre-trained with different data sources varying in sizes and sources, making it difficult to disentangle the impact of pre-training methods and data sources on the downstream tasks. In our experiments, we conduct a systematic analysis of the performance of SimVLM (prefix language model) and DAVINCI (prefix multi-modal model) with different amounts of pre-training data, revealing the impact of different data sources and facilitating future research.

To summarize, our contribution is three-fold: (1) We introduce prefix multi-modal modeling, a simple unified generative vision-language pre-training framework that is scalable for large-scale pre-training and versatile for multiple modalities (vision, language, multi-modal) and tasks (understanding or generation). (2) We pre-train DAVINCI, a vision-language foundation model, with the proposed approach and show that it performs competitively across tasks and modalities. (3) We conduct an analysis about the impact of different pre-training data sources on the performance of seq2seq VLMs.

2 Related Work

Inspired by the success of language model pre-training, a number of studies investigate vision-language pre-training on large-scale image-caption pairs. VILBERT [18] and LXMERT [22] first propose to extract visual object features with an external object detection model like Fast-RCNN [35], feed the image features together with texts into Transformer models, and train the model to align vision and language representations with masked multi-modal modeling and multi-modal alignment prediction objectives. Several following works [24, 36, 23] propose several new objectives to improve object detection based VLP.

Recently, with the development of vision Transformer [37, 38], a number of works [25, 26, 39] explored taking raw image pixels as vision input and extracting overall image features with vision Transformers. This makes VLMs more efficient by alleviating the object detection process while also

\(^4\)Named after the Italian polymath Leonardo da Vinci, who displayed infinite grace in everything.
enables VLMs to benefit from powerful pre-trained vision models such as Swin Transformer [40] and BEiT [41], thus achieving state-of-the-art performance on a wide range of vision-language tasks.

While achieving promising results, most VLMs are based on encoder-only architectures, making them not directly applicable for generative tasks such as image captioning and generative question answering. Inspired by the success of seq2seq pre-trained language models such as T5 [7] and BART [5], VL-T5 [28] and OFA [31] propose to formulate both vision-language pre-training objectives and various downstream vision-language tasks as seq2seq tasks and pre-train a seq2seq VLM by multi-tasking on these tasks. While achieving promising results, the scalability of this approach is limited by the availability of large-scale and diverse vision-language tasks. To this end, SimVLM [30], the most related work to our approach, instead pre-trains a seq2seq VLM with a simple prefix language modeling objective on text generation. As such, it easily scales to very large and potentially noisy pre-training data and achieves competitive results. Our approach differs from SimVLM with a novel prefix image modeling objective which enables our model to better align vision and text modalities and be applicable to image generation tasks. More recently, FLAVA [34], a new vision-language foundation model, is pre-trained with a masked multi-modal modeling objective. While performing competitively on both language, vision, and vision-language understanding tasks, the encoder-only architecture of FLAVA limits its versatility for generation tasks.

3 DAVINCI

In this section, we introduce the proposed prefix multi-modal modeling framework and the DAVINCI model. The overall architecture of DAVINCI is depicted in Figure 1. We first explain our model architecture in detail in §3.1 and then introduce pre-training objectives and procedures in §3.2.

3.1 Model Architecture

Textual Feature Embedding Given an input sentence \( S \), we first use WordPiece [42] to tokenize it to a sequence of tokens \( W = \{w_1, w_2, ..., w_n\} \). To obtain text features \( T \), for each token \( w_i \), a token embedding \( e_i \) and position embedding \( p_i \) are computed by two separate embedding matrices. Finally, the textual feature embedding \( T = \{t_1, t_2, ..., t_i, ..., t_n\} \) is calculated by

\[
t_i = \text{LayerNorm}(e_i + p_i),
\]

where \( i \) indicates the \( i \)-th position, and \( \text{LayerNorm} \) is a layer normalization function [43].

Visual Feature Embedding Given an input image \( I \), we first use a CNN backbone to extract and learn the image features. Following [44, 30], we use the first three blocks of ResNet [45] to obtain the feature maps. The feature maps are then flattened to \( F = \{f_1, f_2, ..., f_m\} \) along the spatial dimension, where \( m \) denotes the number of features. To keep the position information of visual
features, we inject absolute learned positional embeddings \( p \) and the final visual feature embedding \( V = \{v_1, v_2, ..., v_i, ..., v_m\} \) is calculated by
\[
v_i = f_i + p_i,
\]
where \( i \) indicates the \( i \)-th position.

**Cross-Modal Transformer** To fuse the textual and visual feature embeddings into a common space, we adopt a simple canonical Transformer architecture as the fusion module. The input is the combination of visual embedding \( V \) and textual embedding \( T \), namely \( X = \{x_1, x_2, ..., x_l\} = [V, T] = \{v_1, v_2, ..., v_m, t_1, t_2, ..., t_n\} \). The input embedding vectors \( X \) are then fed into a cross-modal Transformer encoder to obtain hidden state vectors \( H = \{h_1, h_2, ..., h_l\} \). Finally, a Transformer decoder is applied to generate visual or textual tokens with \( H \) and decoder input as illustrated in Figure 1.

**Image Tokenizer and Decoder** Because Transformer is modeling on discrete tokens, to unify the text tokens and image tokens, we discretize an image into tokens by an image tokenizer and reconstruct the raw image by an image decoder. The image tokenizer and decoder are implemented with a discrete variational autoencoder (dVAE) [32]. After training of the image tokenizer, it could tokenize an image \( I \) into a sequence of discrete visual tokens \( Z = \{z_1, z_2, ..., z_m\} \) according to a learned vocabulary. Visual tokens \( Z \) serve as the ground-truth labels for the prefix image modeling objective. In our work, we directly use an off-the-shelf image tokenizer and decoder from VQGAN [46], with a vocabulary size of 1024 and a compression rate of 16, which means a \( 256 \times 256 \) image will be tokenized into \( 16 \times 16 \) grid of tokens and then flattened to a sequence of 256 tokens.

### 3.2 Pre-training Objectives

Our major motivation is to conduct language modeling with image supervision and image modeling with natural language supervision at the same time, which only requires image and text pairs that are easy to collect, making our approach easy to scale. The interaction would force the vision-language model to have a deeper understanding of both text and image. Learning from this interaction connects the visual representation with textual representation, enabling zero-shot transfer.

**Prefix Language Modeling (PLM)** The core idea of prefix language modeling is “given a full image \( X_{image} \) and a prefix caption \( \tilde{X}_{text} \), recover the masked textual tokens (i.e., suffix caption \( Y_{text})\)”. Given an input caption, we first randomly mask some continuous words at the end (we call it suffix caption hereafter) and recover the masked textual tokens with full image by optimizing the negative log likelihood,
\[
\mathcal{L}_{PLM} = - \sum_{(I, S) \in D} \log p(Y_{text} | X_{image}, \tilde{X}_{text}),
\]
where \( I \) and \( S \) are images and captions from the pre-training corpus \( D \).

Because of the lack of textual information, recovering the suffix caption requires the model to understand both the image and prefix caption. The full image is rich in semantic information that would help language modeling. The prefix length is randomly decided during training, and when it is zero, the prefix caption is nonexistent and this task will degenerate to “image captioning” task, which forces the model to generate caption with the input image.
\[
\mathcal{L}'_{PLM} = - \sum_{(I, S) \in D} \log p(Y_{text} | X_{image})
\]

**Prefix Image Modeling (PIM)** The core idea of prefix image modeling is “given a full caption and a corrupted image (we call it prefix image hereafter), recover the masked visual tokens”. Given an input image, we first randomly mask some continuous image patches at the end (we call it suffix image hereafter). The prefix image and full caption will be fed into the model and try to recover the original visual tokens obtained by image tokenizer.
\[
\mathcal{L}_{PIM} = - \sum_{(I, S) \in D} \log p(Y_{image} | X_{text}, \tilde{X}_{image})
\]
Similar to PLM, when the prefix length is zero, this task will degenerate to “text-to-image generation” task, forcing the model to generate an image with the input caption:

$$\mathcal{L}_{\text{PIM}}' = - \sum_{(I,S) \in D} \log p(Y_{\text{image}} | X_{\text{text}})$$ (6)

**Unified Learning Objective** Our model is learned by optimizing the combination of PLM and PIM.

$$\mathcal{L} = \mathcal{L}_{\text{PLM}} + \mathcal{L}_{\text{PIM}}$$ (7)

### 4 Experiments

#### 4.1 Pre-training Datasets

Since existing studies pre-trained their models on different corpora, some of which are publicly available (e.g., CC-3M, CC-12M) while some are in-house dataset (e.g., ALIGN [47]), making the fair comparison difficult. Considering results only on the state-of-the-art performance would underestimate the potential of this line of research. Therefore, we propose several practical settings including small-scale and large-scale, and then conduct detailed comparisons on them in section 5.1.

We collect a large set of dataset with diverse distributions for pre-training. According to its source, we divide them into in-domain, small-scale web data, object-region data, vision data, and large-scale web data. The statistics and details are shown in Table 1. Most of them are naturally image-text pairs while to enrich our corpus, we leverage object descriptions, region descriptions, and vision data (i.e., ImageNet). For objects and regions, we crop them from the original image according to its bounding box. For vision data, because they are usually labeled with a single word or short phrase, we compose a description with prompt templates such as “A picture of [LABEL]” or “The image contains [LABEL]”. For example, “A picture of cat” or “The image contains cat”.

| Data Type            | Dataset       | Image Domain | #Images   | #Captions   | #Total   |
|----------------------|---------------|--------------|-----------|-------------|----------|
| **In-Domain Data (ID)** | COCO          | COCO         | 110.3K    | 551.7K      | 1.3M     |
|                      | Visual Genome | COCO         | 108.2K    | 759.0K      |          |
|                      | SBU           | Web          | 859.7K    | 859.7K      | 1.7M     |
|                      | CC-3M         | Web          | 2.9M      | 2.9M        | 14.9M    |
|                      | CC-12M        | Web          | 11.1M     | 11.1M       |          |
| **Small-scale Web Data (SWD)** | VG regions    | COCO         | 108.2K    | 3.6M        |          |
|                      | VG objects    | COCO         | 108.2K    | 925.6K      | 17.0M    |
|                      | COCO objects  | COCO         | 110.3K    | 736.6K      |          |
|                      | Refcoco       | COCO         | 27.9K     | 589.9K      | 17.0M    |
|                      | Open Image    | Flickr       | 1.7M      | 3.6M        |          |
|                      | Obj365        | Flickr       | 577.6K    | 577.6K      |          |
| **Object-Region Data (ORD)** | VG regions    | COCO         | 108.2K    | 3.6M        |          |
|                      | VG objects    | COCO         | 108.2K    | 925.6K      |          |
|                      | COCO objects  | COCO         | 110.3K    | 736.6K      |          |
|                      | Refcoco       | COCO         | 27.9K     | 589.9K      |          |
|                      | Open Image    | Flickr       | 1.7M      | 3.6M        |          |
|                      | Obj365        | Flickr       | 577.6K    | 577.6K      |          |
| **Vision Data (VD)** | ImageNet-21K  | ImageNet     | 13.2M     | 13.2M       | 13.2M    |
|                      | DAVINCI-200M  | Web          | 205.6M    | 205.6M      | 601.3M   |
|                      | LAION-400M    | Web          | 395.7M    | 395.7M      |          |
| **Text Data (TD)**   | C4            | Web          | –         | –           | 800GB    |

**Table 1:** Statistics of the pre-training datasets. #Images, #Captions and #Total denote number of images, number of image-text pairs and the total number of image-text pairs, respectively.

#### 4.2 Downstream Tasks

**Language Understanding** We conduct experiments on GLUE benchmark including MNLI [48], CoLA [49], MRPC [50], QQP [51], SST-2 [52], QNLI [53], RTE [54–57], and STS-B [58]. We follow the practice of BART [5] and feed the same input into the encoder and decoder, and the hidden state of the final decoder token is fed into a new multi-class linear classifier or regression head.

**Vision Understanding** We conduct vision experiments on both fine-tuning and linear evaluation (linear eval). Linear evaluation follows a common practice [59, 60, 34] in self-supervised learning to evaluate the representation quality, where the pre-trained backbone model is frozen and a new linear
classifier is appended on top of it. We choose 12 popular datasets: ImageNet [61], Food101 [62], CIFAR10 [63], CIFAR100 [63], Cars [64], Aircraft [65], DTD [66], Pets [67], Flowers102 [68], MNIST [69], STL10 [70], and Country211 [71].

Multi-modal Understanding We consider three popular multi-modal tasks: VQAv2 [72], SNLI-VE [73] and NLVR2 [74] to evaluate our model’s multi-modal understanding ability. For VQAv2, following ALBEF [25], the image and question are fed to the encoder, and the decoder generates answers based on the multi-modal embeddings. For SNLI-VE, we follow SimVLM [30] to feed the image to encoder and the text to decoder. A classifier is appended on top of our pre-trained model, and it is trained to predict the result based on the last hidden states of decoder. For NLVR2, two input pairs are constructed, each of them including one image and the textual description. The prediction is made based on the concatenation of these two embeddings following SimVLM [30].

Text-to-Image Generation Text-to-image task requires the model to understand the textual instruction first and then draw the image according to the input’s intention. The input text is fed to our encoder and our decoder will generate visual tokens one by one. After obtaining visual tokens, they are decoded to a raw image by an image decoder. We directly use an off-the-shelf image decoder from VQGAN [46]. Following [32], we directly evaluate our pre-trained model on 30,000 images randomly sampled from COCO [75] validation split. Both Fréchet Inception Distance (FID) [76] and Inception Score (IS) [77] are reported.

Image-to-Text Generation For image-to-text generation (also called image captioning), the image is given to the encoder, and the decoder will generate the corresponding caption. Our experiments are conducted on COCO dataset [75] with cross-entropy optimization. Other task-specific techniques such as CIDEr optimization [78] are not introduced.

4.3 Implementation Details

Pre-training Our model is of base size, with similar parameters to BERTbase. The Transformer is implemented with a 6-layer encoder and a 6-layer decoder, 768 dimensions for hidden states, 512 for maximum input length and 3072 for intermediate size. We train our model from scratch without initializing the Transformer encoder and decoder. However, the image encoder is initialized from ResNet-101 [45] with ImageNet weights since we find a warm start provides a reliable visual representation and helps the convergence. For models pre-training on large-scale data, we optimize 10 epochs while for other small-scale datasets, we optimize 40 epochs with AdamW optimizer. The weight decay is set to 0.01 with $\beta_1 = 0.9$, $\beta_2 = 0.999$. The learning rate is 2e-4 with a warm-up period for the first 2% steps and linearly decayed to 0 after 2% of the total training steps. In each batch, there are 8,192 image-text pairs for text-to-image generation and image-to-text generation with 8,192 text-only documents for text-to-text generation. We use center-crop to resize each image to the size of $256 \times 256$, which is the only data augmentation used during training. All pre-training experiments are conducted on 32GB NVIDIA V100 GPUs. We adopt mixed-precision [79] to accelerate training and save memory. The model trained on the largest data takes around 10 days on 1024 V100 GPUs.

Fine-tuning The learning rate is $\in \{1e-5, 5e-5\}$ and our model is optimized by AdamW. Because the image resolution is different between pre-training and fine-tuning, the position parameters are adapted using linear interpolation. For all downstream tasks, we apply random resize crops and horizontal flips augmentation during training. All fine-tuning experiments are conducted on 32GB NVIDIA V100 GPUs. More details of the network architectures and hyper-parameters setup are given in Appendix A.1.

4.4 Experiment Results

We extensively compare the performance of DAVINCI with state-of-the-art unified foundation models and vision-language models across vision, language, and multi-modal tasks, accessing five different abilities: (1) text understanding, (2) image understanding, (3) text-to-image generation, (4) image-to-text generation, (5) multi-modal understanding.

Overall Performance We report the overall performance on 8 language tasks from GLUE, 12 vision tasks, 3 multi-modal tasks, 2 text-to-image tasks and 1 image-to-text task. We compare our model
Comparison with state-of-the-art vision-language models

In addition to unified vision-language foundation models, we compare DAVinci with state-of-the-art vision-language models as well. The results are shown in Table 2. DAVinci demonstrates its superiority on vision understanding and text-to-image generation. For example, on text-to-image generation, our model first outperforms previous GAN-based models in terms of FID. Although GAN-based models have higher IS, we argue FID is more reliable due to the well-known manipulation tricks and over-fitting issues of

---

3Since SimVLM is not open-sourced and uses 1.8B in-house data without telling the exact size of its base model, we replicate it on our own data with the same size as DAVinci. Experiments on SimVLMsmall ensure our successful reproduction (see Appendix A.3).
Table 3: Comparison with state-of-the-art vision-language models on vision, language and multi-modal downstream tasks. All results are from base-size models. LE and FT denote linear evaluation and fine-tuning performance, respectively. Image2Text results are reported without CIDEr optimization. † are our reproduced models. * are the results after fine-tuning. SimVLM (1.8B) and OFA are pre-trained with much larger corpus or human-labeled data of many downstream tasks, thus they are not comparable and labeled in gray. bold denotes the best across unified models.

IS [92, 93]. Compared with more advanced auto-regressive image generation models like DALLE andCogView, our model still achieves comparable IS and better FID scores with significantly less model parameters than DALLE and CogView. Note that the original DALLE is implemented based on VQVAE, here we compare our model with reproduced VQGAN-based DALLE with similar model size, and find DAVINCI still achieves a significant improvement over it. Generated images are presented in Appendix A.4 for further qualitative comparison.

On multi-modal tasks such as VQA, DAVINCI not only outperforms unified models (e.g., SimVLM (640M)) and other encoder-decoder multi-modal models (e.g., E2E-VLP, VL-T5), but also achieves competitive performance with many conventional encoder-only multi-modal models (e.g., VinVL, ALBEF, VLMO). Note that SimVLM (1.8B) and OFA are not directly comparable because SimVLM uses 1.8B in-house image-text pairs and OFA uses human-labeled data of many downstream tasks during pre-training. Even though, we still report their results for reference and observe a better performance on ImageNet fine-tuning, text-to-image generation and VQA than OFA.

The advantages of image generation over DALLE / CogView, the superiority of image-to-text over SimVLM, and the competitive performance with conventional multi-modal models, demonstrate the synergistic effect of our proposed PLM (language supervision) and PIM (image supervision).

5 Analyses

5.1 Impact of Pre-training Datasets

In this section, we disclose the impact of various multi-modal data sources for VLMs. We choose SimVLM and DAVINCI as our baseline models for their competitive performance, the capability of
Table 4: Evaluation on downstream tasks using COCO Captions, VQA, SNLI-VE, and NLVR2. #Image and #Caption denote the numbers of images and image-text pairs that are used in the pre-training. Results are reported on the development set.

training from scratch and the scalability of extending to noisy large-scale corpus. We use the same text corpus, C4, for all the variations. The results are shown in Table 4. In general, the performance is increased along with the data size, and DAVINCI consistently outperforms SimVLM on almost all the data settings and all the downstream tasks. Both object-region data and vision data are clearly useful in vision language pre-training (refer to settings 3 and 4). We surprisingly observe that models pre-trained with object-region data which has much fewer images performs even better than models pre-trained with small-scale web data on the COCO Caption task (refer to settings 2 and 3). Although large-scale web data is usually noisier than small datasets (e.g., ID, ORD, VD and SWD), it is powerful for multi-modal pre-training (refer to settings 5 and 8).

We believe our analysis has broader impacts for the research of VLMs in the community. First, this enables fair comparisons for pre-trained models in the same data settings. Second, one can focus on the model designs at part or all of the data settings according to available computation resources. Third, we reveal that object-region data and vision data, which are normally overlooked in VLM pre-training, also play a significant role.

5.2 Ablation Study

To verify the contributions of different modules in our framework, we ablate them and evaluate the DAVINCI model on three downstream tasks: COCO Captions, SNLI-VE and NLVR2. Experiments are conducted with the same model architecture (6 layer encoder + 6 layer decoder with 768 hidden dimensions) on in-domain data (ID). The results are shown in Table 5. All three modules bring improvement and the combination confirms a synergistic effect. In addition, it is observed that without PLM, the performance decreases significantly, indicating the importance of language supervision. More ablation studies on other tasks (e.g., vision understanding) are presented in Appendix A.5.

6 Conclusion and Discussion

In this work, we first benchmark several settings on sequence-to-sequence vision-language pre-training in terms of pre-training dataset size, aligning SimVLM and our model on them. To enhance both vision and language understanding, we propose a novel, simple, and unified pre-training seq2seq model DAVINCI, to leverage the language supervision and image supervision through two objectives under a unified framework: prefix language modeling and prefix image modeling. Our method is easy to implement, simple and effective, especially it is scalable well without extra efforts. Experimental
results imply that explicitly generating suffix caption and suffix image offer large gains on all benchmark settings.

**Limitation.** Like most of the previous pre-training studies, the entire project consumed 40 V100 GPU years on an in-house computing cluster with large electricity costs. We tried to keep our model size small enough, but there is still potential for efficiency improvement such as sparse training [94, 95], dataset distillation [96], and progressive training [97]. We will explore those techniques to improve the training efficiency and reduce the carbon footprint so that it can adhere to proposals on “green” deep learning [98, 99]. Furthermore, although we have tried our best to include as many tasks as we can to demonstrate the versatility of DAVINCI, we believe our method can be expanded to more tasks (e.g., machine translation, summarization, object detection, etc.), and modalities (e.g., video and speech). We leave these investigations to future work.

**Potential Societal Impacts.** Our model has image generation ability with risk of abuse, like fake portraits on social media [100], which are common potential risks in image generation research. Viable solutions are watermarking [101] and introducing a strict user license.
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Appendix

A.1 Details of Hyper-parameters

Pre-training  Our model is a base-size Transformer implemented with a 6-layer encoder and a 6-layer decoder, 768 dimensions for hidden states, 512 for maximum input length and 3072 for intermediate size. We train our model from scratch without initializing the Transformer encoder and decoder. The image encoder is initialized from ResNet-101 [45] with ImageNet weights since we find a warm start provides a reliable visual representation and helps the convergence. For models pre-training on large-scale data, we optimize 10 epochs while for other small-scale datasets, we optimize 40 epochs with AdamW optimizer. The weight decay is set to 0.01 with $\beta_1 = 0.9$, $\beta_2 = 0.999$. The learning rate is 2e-4 with a warm-up period for the first 2% steps and linearly decayed to 0 after 2% of the total training steps. In each batch, there are 8,192 image-text pairs for text-to-image generation and image-to-text generation with 8,192 text-only documents for text-to-text generation. We use center-crop to resize each image to the size of $256 \times 256$, which is the only data augmentation used during training. All pre-training experiments are conducted on 32GB NVIDIA V100 GPUs. We adopt mixed-precision [79] to accelerate training and save memory. The model trained on the largest data takes around 10 days on 1024 V100 GPUs. The default settings are shown in Table 6.

Fine-tuning  The learning rate is $\in \{1e-5, 5e-5\}$ and our model is optimized by AdamW. Because the image resolution is different between pre-training and fine-tuning, the position parameters are adapted using linear interpolation. For all downstream tasks, we apply random resize crops and horizontal flips augmentation during training. All fine-tuning experiments are conducted on 32GB NVIDIA V100 GPUs. The default settings for text classification, image classification, multi-modal understanding and image-to-text generation are shown in Tables 7, 8, and 9, respectively.

| config                  | value                  |
|-------------------------|------------------------|
| optimizer               | AdamW [102]            |
| learning rate           | 2e-4                   |
| weight decay            | 0.01                   |
| optimizer momentum      | $\beta_1, \beta_2 = 0.9, 0.999$ |
| batch size              | 8192                   |
| learning rate schedule  | linear decay           |
| warmup ratio [103]      | 0.02                   |
| training epochs         | (10, 40)               |
| augmentation            | RandomResizedCrop      |

Table 6: Pre-training setting.

| config                  | value                  |
|-------------------------|------------------------|
| optimizer               | AdamW                  |
| learning rate           | $\{1e-5, 5e-5, 5e-5\}$ |
| weight decay            | 0.01                   |
| optimizer momentum      | $\beta_1, \beta_2 = 0.9, 0.999$ |
| batch size              | $\{16, 32, 64\}$       |
| learning rate schedule  | linear decay           |
| warmup ratio            | 0.1                    |
| training epochs         | $\{5, 10\}$            |

Table 7: Text classification: GLUE setting.

A.2 Details of Downstream Tasks

Language Understanding.  We conduct experiments on GLUE benchmark including MNLI [48], CoLA [49], MRPC [50], QQP [51], SST-2 [52], QNLI [53], RTE [54–57], and STS-B [58]. We follow the practice of BART [5] and fed the same input into the encoder and decoder, and the hidden state of the final decoder token is fed into a new multi-class linear classifier or regression head. The image resolution is 256.
### Vision Understanding

We conduct vision experiments on both fine-tuning and linear evaluation (linear eval). Linear evaluation follows a common practice [59, 60, 34] in self-supervised learning to evaluate the representation quality, where the pre-trained backbone model is frozen and a new linear classifier is appended on top of it. We choose 12 popular datasets: ImageNet [61], Food101 [62], CIFAR10 [63], CIFAR100 [63], Cars [64], Aircraft [65], DTD [66], Pets [67], Flowers102 [68], MNIST [69], STL10 [70], and Country211 [71]. The image resolution is 256.

### Multi-modal Understanding

We consider three popular multi-modal tasks: VQAv2 [72], SNLI-VE [73] and NLVR2 [74] to evaluate our model’s multi-modal understanding ability. For VQAv2, following ALBEF [25], the image and question are fed to encoder and the decoder generates answers based on the multi-modal embeddings. For SNLI-VE, we follow SimVLM [30] to feed the image to encoder and the text to decoder. A classifier is appended on top of our pre-trained model, and it is trained to predict the result based on the last hidden states of decoder. For NLVR2, two input pairs are constructed, each of them including one image and the textual description. The prediction is made based on the concatenation of these two embeddings following SimVLM [30]. The resolutions for VQAv2, SNLI-VE, NLVR2 are 480, 384, 384, respectively.

### Text-to-Image Generation

Text-to-image task requires the model to understand the textual instruction first and then draw the image according to the input’s intention. The input text is fed to our encoder and our decoder will generate visual tokens one by one. After obtaining visual tokens, they are decoded to a raw image by an image decoder. We directly use an off-the-shelf image decoder from VQGAN [46]. Following [32] we directly evaluate our pre-trained model on 30,000 images randomly sampled from COCO [75] validation split. Both Fréchet Inception Distance (FID) [76] and Inception Score (IS) [77] are reported. The image resolution is 256.

### Image-to-Text Generation

For image-to-text generation (also called image captioning), the image is given to encoder and the decoder will generate the corresponding caption. Our experiments are conducted on COCO dataset [75] with cross-entropy optimization. Other task-specific techniques such as CIDEr optimization [78] are not introduced. The image resolution is 480.

---

| config          | value                           |
|-----------------|---------------------------------|
| optimizer       | LARS [104]                      |
| base learning rate | 0.1                            |
| weight decay    | 0                               |
| optimizer momentum | 0.9                            |
| batch size      | 16384                           |
| learning rate schedule | cosine decay                  |
| warmup epochs   | 10                              |
| training epochs | 90                              |
| augmentation    | RandomResizedCrop               |

Table 8: Image classification: Linear probing setting.

| config          | value                           |
|-----------------|---------------------------------|
| optimizer       | AdamW                           |
| learning rate   | $\{1e^{-5}, 5e^{-5}\}$          |
| weight decay    | 0.02                            |
| optimizer momentum | $\beta_1, \beta_2=0.9, 0.999$   |
| batch size      | 1024                            |
| learning rate schedule | linear decay              |
| warmup epochs   | $[2, 5]$                        |
| training epochs | $[5, 15]$                       |
| label smoothing | 0.1                             |
| augmentation    | RandomResizedCrop, HorizontalFlips |

Table 9: Multi-modal understanding and image-to-text generation: fine-tuning setting.
A.3 Reproduction of SimVLM

Since SimVLM is not open-sourced, we need to reproduce it by ourselves. There are two main
difficulties on the reproduction: 1. it uses 1.8 billion in-house data 2. the configurations (e.g.,
parameter size, number of layers) of its base model are not clearly stated. However, there are still
some clues in Section 4.4 of SimVLM paper, where they propose a SimVLM\textsubscript{small} model with 8
layers, 512 embedding dimension, and trained on about 200M web data. To demonstrate the success
of our replication, we train a SimVLM\textsubscript{small} model with the exact same configurations on about 200M
web data. We obtain a VQA score of 68.50, surpassing the reported score of 67.43 in the original
paper. We argue this result verifies our successful replication.

A.4 Visualization of Image Generation

In this section, we conduct qualitative analysis by visualising the generation samples. Figure 2 shows
the comparison with DALLE and OFA with the same query. More generated samples are shown in
Figure 3.

![Comparison with DALLE and OFA on text-to-image generation.](image)

A.5 Ablation Study

To verify the contributions of different modules in our framework, we ablate them and evaluate the
DAVINCI model on three kinds of downstream tasks: language understanding (MNLI, SST-2), vision
understanding (ImageNet, Food101, CIFAR10), multi-modal understanding (VQAv2, SNLI-VE,
NLVR2) and image-to-text generation (COCO Captions). Experiments are conducted with the same
model architecture (6 layer encoder + 6 layer decoder with 768 hidden dimensions) on in-domain
data (ID). The results are shown in Table 10. First, all three modules bring improvement and the
combination confirms a synergistic effect. Second, it is observed that without PLM, the performance
decreases significantly on multi-modal understanding and image-to-text generation, indicating the
importance of language supervision. In addition, PIM brings more gains than PLM and text2text on
vision understanding, which is expected because it enhances the vision encoding ability with image
supervision. Last, text2text objective is important to text understanding.
Table 10: Ablation study on COCO Captions, VQA, SNLI-VE, NLVR2, ImageNet, Food101, CIFAR10, MNLI and SST-2. “–” denotes removing the corresponding objective. Because linear probe requires a pre-trained model to be frozen, the “No Pre-training” results on ImageNet, Food101 and CIFAR10 are not reported and labeled by ∗.

| Method          | COCO | VQA  | SNLI-VE | NLVR2 | ImageNet | Food101 | CIFAR10 | MNLI | SST-2 |
|-----------------|------|------|---------|-------|----------|---------|---------|------|-------|
| No Pre-training | 32.1 | 52.73| 54.23   | 51.08 | –        | –       | –       | 66.32| 79.84 |
| Ours            | 35.8 | 117.30| 69.25   | 72.55 | 48.88    | 75.32   | 73.82   | 81.76| 90.25 |
| – PLM           | 33.6 | 111.17| 65.15   | 73.91 | 48.05    | 74.17   | 72.98   | 81.42| 89.97 |
| – PIM           | 34.3 | 116.58| 68.89   | 75.79 | 45.54    | 71.18   | 70.11   | 81.94| 90.53 |
| – Text2Text     | 34.1 | 115.21| 68.14   | 70.34 | 48.67    | 74.26   | 73.23   | 76.48| 88.14 |

Figure 3: Generation samples by DAVINCI.