Is Twitter A Better Corpus for Measuring Sentiment Similarity?
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Abstract

Extensive experiments have validated the effectiveness of the corpus-based method for classifying the word’s sentiment polarity. However, no work is done for comparing different corpora in the polarity classification task. Nowadays, Twitter has aggregated huge amount of data that are full of people’s sentiments. In this paper, we empirically evaluate the performance of different corpora in sentiment similarity measurement, which is the fundamental task for word polarity classification. Experiment results show that the Twitter data can achieve a much better performance than the Google, Web1T and Wikipedia based methods.

1 Introduction

Measuring semantic similarity for words and short texts has long been a fundamental problem for many applications such as word sense disambiguation, query expansion, search advertising and so on.

Determining the word’s polarity plays a critical role in opinion mining and sentiment analysis task. Usually we can detect the word’s polarity by measuring its semantic similarity with a positive seed word $se_p$ and a negative seed word $se_n$ respectively, as shown in Formula (1):

$$SO(w) = sim(w, se_p) - sim(w, se_n)$$ (1)

where $sim(w_i, w_j)$ is the semantic similarity measurement method for the given word $w_i$ and $w_j$. A lot of papers have been published for designing appropriate similarity measurements. One direction is to learn similarity from the knowledge base or concept taxonomy (Lin, 1998; Resnik, 1999). Another direction is to learn semantic similarity with the help of large corpus such as Web or Wikipedia data (Sahami and Heilman, 2006; Yih and Meek, 2007; Bollegala et al., 2011; Gabrilovich and Markovitch, 2007). The basic assumption of this kind of methods is that the word with similar semantic meanings often co-occur in the given corpus. Extensive experiments have validated the effectiveness of the corpus-based method in polarity classification task (Turney, 2002; Kaji and Kitsuregawa, 2007; Velikovich et al., 2010). For example, PMI is a well-known similarity measurement (Turney, 2002), which makes use of the whole Web as the corpus, and utilizes the search engine hits number to estimate the co-occurrence probability of the give word pairs. The PMI based method has achieved promising results. However, according to Kanayama’s investigation, only 60% co-occurrences in the same window in Web pages reflect the same sentiment orientation (Kanayama and Nasukawa, 2006). Therefore, we may ask the question whether the choosing of corpus can change the performance of $sim$ and is there any better corpus than the Web page data for measuring the sentiment similarity?

Everyday, enormous numbers of tweets that contain people’s rich sentiments are published in Twitter. The Twitter may be a good source for measuring the sentiment similarity. Compared with the Web page data, the tweets have a higher rate of subjective text posts. The length limitation can guarantee the polarity consistency of each tweet. Moreover, the tweets contain graphical emoticons, which can be
considered as natural sentiment labels for the corresponding tweets in Twitter. In this paper, we attempt to empirically evaluate the performance of different corpora in sentiment similarity measurement task. As far as we know, no work is done on this topic.

2 The Characteristics of Twitter Data

As the world’s second largest SNS website, at the end of 2012 Twitter had aggregated more than 500 million registered users, among which 200 million were active users. More than 400 million tweets are posted every day.

Several examples of typical posts from Twitter are shown below.

1. She had a headache and feeling light headed with no energy.

2. @username Nice work! Looks like you had a fun day. I’m headed there Sat or Sun.

3. I seen the movie on Direc Tv. I ordered it and I really liked it. I can’t wait to get it for blu ray! Excellent work Rob!

We observe that comparing with the other corpus, the Twitter data has several advantages in measuring the sentiment similarity.

Large. Users like to record their personal feelings and talk about the trend topics in Twitter (Java et al., 2007; Kwak et al., 2010). So there are huge amount of subjective texts with various topics generated in the millions of tweets everyday. Further more, the flexible Twitter API makes these data easy to access and collect.

Length Limitation. Twitter has a length limitation of 140 characters. Users have limited space to express their feelings. So the sentiments in tweets are usually concise, straightforward and polarity consistent.

Emoticons. Users tend to utilize emoticons to emphasize their sentiment feelings. According to the statistics, about 8.1% tweets contain at least one emoticon (Yang and Leskovec, 2011). Since the tweets have the length limitation, the sentiments expressed in these short texts are usually consistent with the embedded emoticons, such as the word fun and headache in above examples.

In addition to the above advantages, there are also some disadvantages for measuring sentiment similarity using Twitter data. The spam tweets that caused by advertisements may add noise and bias during the similarity measurement. The short length may also bring in lower co-occurrence probability of words. Some words may not co-occur with each other when the corpus is small. These disadvantages set obstacles for measuring sentiment similarity by using Twitter data as corpus. In the experiment section, we will see if we can overcome these drawbacks and get benefit from the advantages of Twitter data.

3 The Corpus-based Sentiment Similarity Measurements

The intuition behind the corpus-based semantic similarity measuring method is that the words with similar meanings tend to co-occur in the corpus. Given the word $w_i$, $w_j$ we use the notation $P(w_i)$ to denote the occurrence counts of word $w_i$ in the corpus $C$. $P(w_i, w_j)$ denotes the co-occurrence counts of word $w_i$ and $w_j$ in $C$. In this paper we employ the corpus-based version of the three well-known similarity measurements: Jaccard, Dice and PMI.

$$\text{Corpus Jaccard}(w_i, w_j) = \frac{P(w_i, w_j)}{P(w_i) + P(w_j) - P(w_i, w_j)}$$

(2)

$$\text{Corpus Dice}(w_i, w_j) = \frac{2 \times P(w_i, w_j)}{P(w_i) + P(w_j)}$$

(3)

$$\text{Corpus PMI}(w_i, w_j) = \log_2 \left( \frac{P(w_i, w_j)}{\frac{N}{P(w_i)} \frac{N}{P(w_j)}} \right)$$

(4)

In Formula (4), $N$ is the number of documents in the corpus $C$. The above similarity measurements may have their own strengths and weaknesses. In this paper, we utilize these classical measurements to evaluate the quality of the corpus in polarity classification task.

Google is the world’s largest search engine, which has indexed a huge number of Web pages. Using the extreme large indexed Web pages as corpus, Cilibrasi and Vitanyi (2007) presented a method for measuring similarity between words and phrases based on information distance and Kolmogorov complexity. The search result page counts of Google were utilized to estimate the occurrence frequencies of the words in the corpus. Suppose $w_i$, $w_j$ represent the candidate words, the Normalized Google
Distance is defined as:

$$NGD(w_i, w_j) = \frac{\max\{\log P(w_i), \log P(w_j)\} - \log P(w_i, w_j)}{\log N - \min\{\log P(w_i), \log P(w_j)\}}$$  \(5\)

where \(P(w_i)\) denotes page counts returned by Google using \(w_i\) as keyword; \(P(w_i, w_j)\) denotes the page counts by using \(w_i\) and \(w_j\) as joint keywords; \(N\) is the number of Web pages indexed by Google. Cilibrasi and Vitanyi have validated the effectiveness of Google distance in measuring the semantic similarity between concept words.

Based on the above formulas, we compare the Twitter data with the Web and Wikipedia data as the similarity measurement corpus. Given a candidate word \(w\), we firstly measure its sentiment similarity with a positive seed word and a negative seed word respectively in Formula (1), and the difference of \(sim\) is used to further detect the polarity of \(w\). The above four similarity measurements serve as \(sim\) with Web, Wikipedia and Twitter data as corpora. Turney (2002) chose excellent and poor as seed words. However, using isolated seed words may cause the bias problem. Therefore, we further select two groups of seed words that are lack of sensitivity to context and form a positive seed set \(PS\) and a negative seed set \(NS\) (Turney, 2003). The Formula (1) can be rewritten as:

$$SO(w) = \sum_{se_p \in PS} sim(w, se_p) - \sum_{se_n \in NS} sim(w, se_n)$$  \(6\)

Based on the Formula(6) and the sentiment seed words, we can measure the sentiment polarity of the given candidate words.

4 Experiment

4.1 Experiment Setup

Corpus Preparing. The Twitter corpus corresponds to the 476 million Twitter tweets (Yang and Leskovec, 2011), which includes over 476 million Twitter posts from 20 million users, covering a 7 month period from June 1, 2009 to December 31, 2009. We filter out the non-English tweets and the spam tweets that have only few words with URLs. The tweets that contain three or more trending topics are also removed. Finally, we construct the Twitter corpus that consists of 266.8 million English tweets. For calculating page counts in Web data, the candidate words were launched to Google from February 2013 to April 2013. We also conduct the experiments on the Google Web 1T data that consists of Google n-gram counts (frequency of occurrence of each n-gram) for \(1 \leq n \leq 5\) (Brants and Franz, 2006). The Web 1T data provides a nice approximation to the word co-occurrence statistics in Web pages in a predefined window size (\(1 \leq n \leq 5\)). For example, the 5 gram Web1T data means the co-occurrence window size is 5. The English Wikipedia dump \(^1\) we used was extracted at the end of March 2013, which contained more than 13 million articles. We extracted the plain texts of the Wikipedia data as the training corpus for the Formula (6).

**Evaluation Method.** Two well-know sentiment lexicons are utilized as gold standard for polarity classification task. The statistics of Liu’s sentiment lexicon (Liu et al., 2005) and MPQA subjectivity lexicon (Wilson et al., 2005) are shown in Table 1. For each word \(w\) in the lexicons, we employ the Formula (6) to calculate the word’s polarity using different corpora. If \(SO(w) > 0\), the word \(w\) is classified into the positive category. Otherwise if \(SO(w) < 0\), it is classified into the negative category. The accuracy of the classification result is used to measure the quality of the corpus.

|        | Positive# | Negative# |
|--------|-----------|-----------|
| Liu    | 2,006     | 4,783     |
| MPQA   | 2,304     | 4,153     |

Table 1: Lexicon size

4.2 Experiment Results

Firstly, we chose the seed words excellent and poor as Turney’s (2002) settings. The polarity classification accuracies are shown in Table 2.

In Table 2, Google, Web1T, Wikipedia, Twitter represent the corpora that used in the experiment; CJ, CD, CP, GD represent the Formula (2) to Formula (5) respectively. We can see from the Table 2 that the Twitter based method can achieve the best performance. The rich sentiment information and

---

\(^1\)http://en.wikipedia.org/
natural window size (140 characters) have a positive impact on determining the word’s polarity. The Google based method gets a lower accuracy, this may be due to the length of Web documents which can not usually guarantee the semantic consistency in the returned data. Even though two words appear in one page (returned by Google), they might not be semantically related. Furthermore, the Google based method is time-consuming, because we have to periodically send queries in order to avoid being blocked by Google. The Web1T based method gets a much worse accuracy. After detailed analysis, we find that although the small window size (4 or 5) can guarantee the semantic consistency, the short length also brings in lower co-occurrence probability. Statistics show that about 38% $SO$ values are zero when using Web1T corpus. Due to the short length, the Twitter data also suffers from the low co-occurrence problem.

To tackle the low co-occurrence problem, the seed word sets are selected as Turney’s (2003) settings. The positive word set $PS$ = \{good, nice, excellent, positive, fortunate, correct, superior\} and negative word set $NS$ = \{bad, nasty, poor, negative, unfortunate, wrong, inferior\} for the Formula (6). These seed words have been verified to be effective in Turney’s paper for polarity classification. The experiment results are shown in Table 3.

Table 3 shows that the performance of Twitter corpus is much improved since the multiple seed words alleviate the problem of low co-occurrence probability in tweets. Generally, when using the seed word groups the Twitter can achieve a much better performance than all the other corpora. The improvements are statistically significant (p-value < 0.05).

We further add the emoticons ‘:)’ and ‘:(’ into the seed word groups, denoted by Twitter$^+$ in Table 3. The emoticons are natural sentiment labels. We can see that the performances are further improved by considering emoticons as seed words. The above experiment results have validated the effectiveness of Twitter data as a better corpus for measuring the sentiment similarity. The results also reveal the potential usefulness of Twitter corpus in semantic similarity measurement.

5 Related Work

Detecting the polarity of words is the fundamental problem for most of sentiment analysis tasks (Hatzivassiloglou and McKeown, 1997; Pang and Lee, 2007; Feldman, 2013).

Many methods have been proposed to measure the words’ or short texts similarity based on large corpus (Saab and Heilman, 2006; Yih and Meek, 2007; Gabriovich and Markovitch, 2007). Bollegala et al. (2011) submitted the word to the search engine, and the related result pages were employed to represent the meaning of the original word. Mihalcea et al. (2006) proposed a method to measure the semantic similarity of words or short texts, considering both corpus-based and knowledge-based information. Although the previous algorithms have achieved promising results, there are no work done on evaluating the quality of different corpora.

Mohtarami et al. (2012; 2013a; 2013b) introduced the concept of sentiment similarity, which was considered as different from the traditional semantic similarity, and more focused on revealing the underlying sentiment relations between words.
htarami et al. (2013b) proposed a hidden emotional model to calculating the sentiment similarity of word pairs. However, the impact of the different corpora is not considered for this task.

Mohammad et al. (2013) generated word-sentiment association lexicons from Tweets with the help of hashtags and emoticons. Pak and Paroubek (2010) collected tweets with happy and sad emoticons as training corpus, and built sentiment classifier based on traditional machine learning methods. Brody and Diakopoulos (2011) showed that lengthening was strongly associated with subjectivity and sentiment in tweets. Davidov et al. (2010) treated 50 Twitter tags and 15 smileys as sentiment labels and a supervised sentiment classification framework was proposed to classify the tweets. The previous literatures have showed that the emoticons can be treated as natural sentiment labels of the tweets.

6 Conclusion and Future Work

The quality of corpus may affect the performance of sentiment similarity measurement. In this paper, we compare the Twitter data with the Google, Web1T and Wikipedia data in polarity classification task. The experiment results validate that when using the seed word groups the Twitter can achieve a much better performance than the other corpora and adding emoticons as seed words can further improve the performance. It is observed that the twitter corpus is a potential good source for measuring sentiment similarity between words. In future work, we intend to design new similarity measurements that can make best of the advantages of Twitter data.
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