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Abstract

Given $X$ a random vector in $\mathbb{R}^n$, set $X_1, \ldots, X_N$ to be independent copies of $X$ and let $\Gamma = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \langle X_i, \cdot \rangle e_i$ be the matrix whose rows are $\frac{X_1}{\sqrt{N}}, \ldots, \frac{X_N}{\sqrt{N}}$.

We obtain sharp probabilistic lower bounds on the smallest singular value $\lambda_{\min}(\Gamma)$ in a rather general situation, and in particular, under the assumption that $X$ is an isotropic random vector for which $\sup_{t \in S^{n-1}} \mathbb{E} |\langle t, X \rangle|^{\eta+1} \leq L$ for some $L, \eta > 0$. Our results imply that a Bai-Yin type lower bound holds for $\eta > 2$, and, up to a log-factor, for $\eta = 2$ as well. The bounds hold without any additional assumptions on the Euclidean norm $\|X\|_2$.

Moreover, we establish a nontrivial lower bound even without any higher moment assumptions (corresponding to the case $\eta = 0$), if the linear forms satisfy a weak ‘small ball’ property.

1 Introduction

The non-asymptotic theory of random matrices has attracted much attention in the recent years. One of the main questions studied in this area has
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to do with the behaviour of the singular values of various random matrix ensembles.

In this note, the focus is on random matrices with independent rows $(X_i/\sqrt{N})_{i=1}^{N}$, where $X_1, \ldots, X_N$ are independent copies of a random vector $X$ in $\mathbb{R}^n$; that is, if $(e_i)_{i=1}^{N}$ is the canonical basis in $\mathbb{R}^N$, 

$$
\Gamma = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \langle X_i, \cdot \rangle e_i.
$$

Various attempts have been made to find conditions on $X$ that ensure that the extremal singular values of $\Gamma$ satisfy a non-asymptotic version of the classical Bai-Yin Theorem [3], formulated here.

**Theorem 1.1** Let $A = A_{N,n}$ be an $N \times n$ random matrix with independent entries, distributed according to a random variable $\xi$, for which

$$
\mathbb{E} \xi = 0, \quad \mathbb{E} \xi^2 = 1 \quad \text{and} \quad \mathbb{E} \xi^4 < \infty.
$$

If $N, n \to \infty$ and the aspect ratio $n/N$ converges to $\beta \in (0,1]$, then

$$
\frac{1}{\sqrt{N}} \lambda_{\min}(A) \to 1 - \sqrt{\beta}, \quad \frac{1}{\sqrt{N}} \lambda_{\max}(A) \to 1 + \sqrt{\beta}
$$

almost surely. Also, without the fourth moment assumption, $\lambda_{\max}(A)/\sqrt{N}$ is almost surely unbounded.

In the non-asymptotic theory of random matrices, one is interested in a quantitative Bai-Yin type estimate: that for $N \geq c_1 n$, with high probability, the extremal singular values of $\Gamma$ satisfy that

$$
1 - c_2 \sqrt{\frac{n}{N}} \leq \lambda_{\min}(\Gamma) \leq \lambda_{\max}(\Gamma) \leq 1 + c_2 \sqrt{\frac{n}{N}}
$$

for suitable absolute constants $c_1$ and $c_2$.

It is well understood that, if one wishes to obtain results that are non-asymptotic and that hold in the more general setup considered here (the entries of the matrix are not necessarily independent, but its rows are), one
has to assume that $X$ is well behaved in some sense. Among the typical assumptions leading to a non-asymptotic Bai-Yin estimate are that $X$ is isotropic (that is, for every $t \in \mathbb{R}^n$, $\mathbb{E}\langle X, t \rangle^2 = \|t\|_{\ell^2}^2$) and its distribution is a log-concave measure \[1, 2\]; that $X$ is isotropic, $\|X\|_{\ell^2} \leq c_1 \sqrt{n}$ and $\sup_{t \in S^{n-1}} \|\langle X, t \rangle\|_{L_p} \leq L$ for some $p > 8$ \[9\]; and that $X$ is isotropic and satisfies the assumption that, for every orthogonal projection $P$, $\|PX\|_{\ell^2}$ is unlikely to be large \[10\] (though the latter condition does not suffice to recover the $1 \pm c_\sqrt{n/N}$ behaviour).

It is also known that two types of conditions are necessary for a simultaneous bound on the largest and the smallest singular values of $\Gamma$ (see, for example, the survey \[13\]): that with a sufficiently high probability, the Euclidean norm $\|X\|_{\ell^2}$ is well behaved, and that the $L_p$- and the $L_2$-norms are equivalent on linear forms for some $p > 4$. These two types of assumptions – on the Euclidean norm of $X$ and on the $L_p$ behaviour of linear forms – are truly needed even for a weaker result: that with high probability,

$$1 - \varepsilon \leq \lambda_{\min}(\Gamma) \leq \lambda_{\max}(\Gamma) \leq 1 + \varepsilon$$

when $N \geq c(\varepsilon)n$.

The main motivation for this note was the conjecture that a simultaneous estimate on the largest and smallest singular values is misleading, because their roles are very different. More precisely, that while any non-trivial estimate on the largest singular value does require concentration of some kind, usually given via an assumption on the Euclidean norm of $X$, the smallest singular value should be bounded away from zero with almost no assumptions on the random vector.

A result in this direction is due to Srivastava and Vershynin \[10\]. We state it in a slightly modified form consistent with the notations of Theorem \[11\].

**Theorem 1.2** Let $X$ be an isotropic random vector in $\mathbb{R}^n$ which satisfies that for some $L, \eta > 0$,

$$\sup_{t \in S^{n-1}} \mathbb{E}|\langle X, t \rangle|^{2+\eta} \leq L.$$
Suppose that \( n/N \leq \beta \) for some \( \beta \in (0, 1] \). Then,

\[
E \lambda_{\min}^2(\Gamma) \geq 1 - c_1 \beta^{\frac{\eta}{2 + \eta}},
\]

for some constant \( c_1 > 0 \) depending only on \( \eta, L \).

Theorem 1.2 implies that a slightly stronger condition than isotropicity suffices to ensure that for \( N \) that is proportional to \( n \), the smallest singular value is bounded away from zero, with constant probability. However, when \( \eta > 2 \), which is the ‘Bai-Yin’ range, or even when \( \eta \) is arbitrarily large, Theorem 1.2 does not lead to a Bai-Yin type of lower bound \( 1 - c_1 \sqrt{\beta} \).

Here, we will show that Theorem 1.2 can be improved in the entire range of \( \eta \). In particular, one has the following non-asymptotic lower bound:

**Theorem 1.3** For every \( \eta > 0 \) and \( L \geq 1 \) there exist constants \( c_0, c_1, \ldots, c_6 \) that depend only on \( \eta \) and \( L \) for which the following holds. Let \( X \) be an isotropic vector in \( \mathbb{R}^n \) and assume that for every \( t \in S^{n-1} \) and every \( u > 0 \),

\[
P\{|\langle X, t \rangle| > u\} \leq L/u^{2+\eta}.
\]

Suppose that \( n/N \leq \beta \) for some \( \beta \in (0, 1] \). Then:

1. For \( \eta > 2 \), with probability at least \( 1 - c_0 \log(e/\beta) \exp(-c_1 N\beta) \),

\[
\lambda_{\min}(\Gamma) \geq 1 - c_2 \sqrt{\beta}.
\]

2. For \( \eta = 2 \), with probability at least \( 1 - \exp\left(-c_3 N\beta \log(1/\beta)\right) \),

\[
\lambda_{\min}(\Gamma) \geq 1 - c_4 \sqrt{\beta} \log^{3/2} \frac{1}{\beta}.
\]

3. For \( 0 < \eta < 2 \), with probability at least \( 1 - \exp(-c_5 N\beta \log(1/\beta)) \),

\[
\lambda_{\min}(\Gamma) \geq 1 - c_6 \left(\beta \log \left(\frac{1}{\beta}\right)\right)^{\frac{\eta}{2 + \eta}}.
\]

In particular, in the ‘Bai-Yin’ range of \( \eta > 2 \), one recovers the optimal behaviour (up to the multiplicative constants) of the smallest singular value of \( \Gamma \), and with a high probability (not only in expectation), for every \( N \geq c(\beta) \).
Somewhat surprisingly, the proof of this stronger result is much easier than the proof of Theorem 1.2 from [10].

The second main result has to do with the case $\eta = 0$, in which there is no additional moment information on linear forms.

It turns out that under rather minimal assumptions, one may bound the smallest singular value well away from zero.

Theorem 1.4 Let $X$ be an isotropic vector in $\mathbb{R}^n$ and assume that there is a constant $L$ for which $\|\langle X, t \rangle\|_{L_2} \leq L\|\langle X, t \rangle\|_{L_1}$ for every $t \in S^{n-1}$. Then, for $N \geq c_1n$, with probability at least $1 - 2\exp(-c_2N)$, $\lambda_{\text{min}}(\Gamma) \geq c_3$, for constants $c_1, c_2$ and $c_3$ that depend only on $L$.

In fact, Theorem 1.4 can be improved even further. It is reasonable to expect that there are only two situations in which the smallest singular value of $\Gamma$ is ‘too close’ to zero. Firstly, when the distribution of $X$ is very ‘peaky’ and almost atomic, which causes degeneracy. And secondly, when the covariance operator of $X$ is degenerate in some sense.

A more general version of Theorem 1.4 shows that this belief is indeed true. The main condition used to quantify the non-degeneracy of $X$ is that the following ‘small-ball’ function (for one-dimensional projections of $X$)

$$Q(u) = \inf_{t \in S^{n-1}} \mathbb{P}\{|\langle X, t \rangle| \geq u\}$$

is bounded away from zero for some $u > 0$.

Note that $m(t, u) = \mathbb{P}\{|\langle X, t \rangle| < u\}$ is the measure of the slab orthogonal to $t$ and of width $u$. If $X$ is absolutely continuous, then for every $t \in S^{n-1}$, $\lim_{u \to 0} m(t, u) = 0$, and $m(t, u)$ is continuous in $u$ and $t$. A compactness argument shows that there is some $u > 0$ for which $Q(u) > 0$ (in fact, $Q(u) \geq 1/2$). Thus, the behaviour of $Q(u)$ may serve as a quantitative measure of the absolute continuity of $X$.

It turns out that having $Q(u) > 0$ for some $u > 0$, combined with an additional minimal condition on the covariance operator of $X$, suffices to ensure that $\lambda_{\text{min}}(\Gamma) \geq c$, for a constant $c$ that depends on $u$, $Q(u)$ and the covariance, with probability that grows as $1 - \exp(-c_1N)$. And, the isotropicity of $X$ and the equivalence between the $L_1$ and $L_2$ norms in Theorem
are only there to ensure that $Q(u)$ is bounded from below at some level, that depends only on $L$.

Theorem 1.3 and Theorem 1.4 show that a sharp lower estimate on $\lambda_{\min}(\Gamma)$ is almost a ‘rule of nature’. It has nothing to do with a concentration phenomenon of $\|X\|_{L_2^2}$ and holds (almost) without any assumptions.

We end this introduction with a word about notation. Throughout this note, all absolute constants are denoted by $c, c_1, ...$ or $\kappa, \kappa_1, ...$. Their value may change from line to line. We write $c(a)$ if the constant depends only on the parameter $a$; $A \lesssim B$ means that there is an absolute constant $c$ for which $A \leq cB$, and $A \lesssim_a B$ if $c$ depends only on $a$. A similar convention is used for $A \sim B$ and $A \sim_a B$, in which one has a two-sided inequality.

2 Two main estimates

In this section, we study the problem in a more abstract setting. Let $\mathcal{F}$ be a class of functions on a probability space $(\Omega, \mathcal{A}, P)$ and set $P_N$ to be the empirical measure $N^{-1} \sum_{i=1}^N \delta_{X_i}$, based on a sample $(X_1, \ldots, X_N)$ of independent random variables with a common distribution $P$.

We will derive lower bounds on $\inf_{f \in \mathcal{F}} P_N f^2$ that, when $\mathcal{F} = \{\langle t, \cdot \rangle, t \in S^{n-1}\}$, imply the results on the smallest singular value of matrix $\Gamma$ stated in the introduction.

Although the estimates presented here are one-sided, they will be referred to as ‘isomorphic’ when there is a constant $0 < c < 1$ for which $P_N f^2 \geq c \|f\|_{L_2(P)}^2$ for every $f \in \mathcal{F}$, and as ‘almost isometric’ when $c$ can be made arbitrarily close to 1.

2.1 A lower bound for a general class $\mathcal{F}$

We begin with the main estimate needed to prove an ‘isomorphic’ bound - when $\eta = 0$.

For every $u \geq 0$ let $Q_f(u) = \mathbb{P}\{|f| \geq u\}$ and set

$$Q_{\mathcal{F}}(u) = \inf_{f \in \mathcal{F}} Q_f(u).$$
Let
\[ R_N(\mathcal{F}) = \mathbb{E} \sup_{f \in \mathcal{F}} \left| \frac{1}{N} \sum_{j=1}^{N} \varepsilon_j f(X_j) \right|, \]
where \((\varepsilon_i)_{i=1}^{N}\) are independent, symmetric \{-1, 1\}-valued random variables.

**Theorem 2.1** Given a class \(\mathcal{F}\), let \(Q = Q_{\mathcal{F}}\) be as above and assume that there is some \(\tau > 0\) for which \(Q(2\tau) > 0\). If
\[ R_N(\mathcal{F}) \leq \frac{\tau Q(2\tau)}{16}, \]
then
\[
\mathbb{P} \left\{ \inf_{f \in \mathcal{F}} \|f\|_{L^2(P_N)}^2 \geq \frac{\tau^2 Q(2\tau)}{2} \right\} \geq 1 - 2 \exp \left( - \frac{Q^2(2\tau)N}{8} \right). 
\]

**Proof.** First, note that by Markov’s inequality for the empirical measure \(P_N\), \(\|f\|_{L^2(P_N)}^2 \geq u^2 P_N\{|f| \geq u\}\) for every \(f \in \mathcal{F}\) and every \(u > 0\). Therefore,
\[
\|f\|_{L^2(P_N)}^2 \geq u^2 \left( P\{|f| \geq 2u\} + P_N\{|f| \geq u\} - P\{|f| \geq 2u\} \right) 
\]
\[
\geq u^2 \left( Q(2u) + P_N\{|f| \geq u\} - P\{|f| \geq 2u\} \right). 
\]

Let \(\phi_u : \mathbb{R}_+ \to [0, 1]\) be defined by
\[
\phi_u(t) = \begin{cases} 
1 & t \geq 2u, \\
\frac{t}{u} - 1 & u \leq t \leq 2u, \\
0 & t < u. 
\end{cases} 
\]

Observe that for every \(t \in \mathbb{R}\), \(1_{[u, \infty)}(t) \geq \phi_u(t)\) and \(\phi_u(t) \geq 1_{[2u, \infty)}(t)\); hence,
\[
P_N\{|f| \geq u\} \geq P_N\phi_u(|f|) \quad \text{and} \quad P\{|f| \geq 2u\} \leq P\phi_u(|f|). 
\]

Therefore,
\[
\|f\|_{L^2(P_N)}^2 \geq u^2 \left( Q(2u) + P_N\phi_u(|f|) - P\phi_u(|f|) \right). 
\]
and
\[
\inf_{f \in \mathcal{F}} \|f\|_{L^2(P_N)}^2 \geq u^2 \left( Q(2u) - \sup_{f \in \mathcal{F}} |P_N\phi_u(|f|) - P\phi_u(|f|)| \right). 
\]
Note that \( \{ \phi_u(f) : f \in F \} \) is a class of functions that is bounded by 1. Thus, by the bounded differences inequality for
\[
H(X_1, \ldots, X_N) = \sup_{f \in F} |P_N \phi_u(|f|) - P \phi_u(|f|) |
\]
(see, for example, [4]) and the Giné-Zinn symmetrization inequality [6], it follows that with probability at least 1 \(- 2e^{-2t^2}\),
\[
\sup_{f \in F} |P_N \phi(|f|) - P \phi(|f|) | \leq \mathbb{E} \sup_{f \in F} |P_N \phi(|f|) - P \phi(|f|) | + \frac{t}{\sqrt{N}}
\]
\[
\leq \frac{4}{N} \mathbb{E} \sup_{f \in F} \left| \sum_{i=1}^{N} \epsilon_i \phi(|f(X_i)|) \right| + \frac{t}{\sqrt{N}}.
\]
Moreover, \( \phi \) is a Lipschitz function with constant \( \frac{1}{u} \); therefore, by the contraction inequality for Rademacher sums (see, e.g. [8]),
\[
\mathbb{E} \sup_{f \in F} \frac{1}{N} \left| \sum_{i=1}^{N} \epsilon_i \phi(|f(X_i)|) \right| \leq \frac{1}{u} \mathbb{E} \sup_{f \in F} \left| \sum_{j=1}^{N} \epsilon_j f(X_j) \right| = \frac{1}{u} R_N(F).
\]
Thus, with probability at least 1 \(- 2e^{-2t^2}\),
\[
\inf_{f \in F} \| f \|_{L_2(P_N)}^2 \geq u^2 \left( Q(2u) - \frac{4}{u} R_N(F) - \frac{t}{\sqrt{N}} \right).
\]
Finally, if \( Q(2\tau) > 0 \), set \( u = \tau \) and put \( t = \frac{Q(2\tau)\sqrt{N}}{4} \). If
\[
R_N(F) \leq \frac{\tau Q(2\tau)}{16},
\]
then with probability at least 1 \(- 2 \exp(-Q^2(2\tau)N/8)\),
\[
\inf_{f \in F} \| f \|_{L_2(P_N)}^2 \geq \frac{\tau^2 Q(2\tau)}{2},
\]
as claimed.

If one wishes to apply Theorem 2.1, one has to bound \( Q_F(2\tau) \) from below. One possibility is to use the following version of the Paley-Zygmund inequality (see, e.g. [5]).
Theorem 2.2 Let $f$ be a function on the probability space $(\Omega, P)$. For every $p, q > 1$ for which $\frac{1}{p} + \frac{1}{q} = 1$ and every $0 < u < \|f\|_{L_1(P)}$,

$$Q_f(u) = \mathbb{P}\{|f| \geq u\} \geq \left(1 - \frac{u}{\|f\|_{L_1(P)}}\right)^q \left(\frac{\|f\|_{L_q(P)}}{\|f\|_{L_p(P)}}\right)^q.$$  

Setting

$$\alpha(\mathcal{F}) = \inf_{f \in \mathcal{F}} \|f\|_{L_1(P)} \quad \text{and} \quad \beta_p(\mathcal{F}) = \sup_{f \in \mathcal{F}} \frac{\|f\|_{L_p(P)}}{\|f\|_{L_1(P)}},$$

one has the following:

Corollary 2.3 If $\alpha(\mathcal{F}) > 0$ and $\beta_p(\mathcal{F}) < \infty$ for some $p > 1$, then for every $0 < u < \alpha(\mathcal{F})$,

$$Q_\mathcal{F}(u) \geq \left(1 - \frac{u}{\alpha(\mathcal{F})}\right)^q \left(\frac{1}{\beta_p(\mathcal{F})}\right)^q,$$

where $\frac{1}{p} + \frac{1}{q} = 1$.

Theorem 2.1 can only lead to an ‘isomorphic’ type of lower bound, since $\tau Q(2\tau)/2$ is always smaller than $\inf_{f \in \mathcal{F}} \|f\|_{L_2(P)}^2$. However, we will show in the next section that in some cases it is possible to obtain an ‘almost isometric’ bound as well.

2.2 A sharp lower bound

Here, we will prove a high probability ‘almost isometric’ lower bound, of the form $\inf_{f \in \mathcal{F}} P_N f^2 \geq 1 - \delta$, for certain subsets of the unit sphere in $L_2(P)$.

Definition 2.4 Let $C$ be a class $\mathcal{C}$ of subsets of $\Omega$. A set $\{x_1, \ldots, x_n\}$ is shattered by $\mathcal{C}$ if for every $I \subset \{1, \ldots, n\}$ there is some $C \in \mathcal{C}$ for which $x_i \in C$ if $i \in I$, and $x_i \notin C$ otherwise.

The maximal cardinality of a subset of $\Omega$ that is shattered by $\mathcal{C}$ is called the VC dimension of $\mathcal{C}$, and is denoted by $VC(\mathcal{C})$.

We refer the reader to [12] for basic facts on VC classes and on the VC-dimension.

Assumption 2.1 Let $\mathcal{F}$ be a subset of the $L_2(P)$ unit sphere. Assume that
1. there is a constant \( L > 1 \) for which, for every \( u > 0 \),

\[
\sup_{f \in \mathcal{F}} \mathbb{P}\{|f| > u\} \leq \frac{L}{u^{2+\eta}}.
\] (2.1)

2. The collection of sets \( \mathcal{C} = \{\{|f| > u\} : f \in \mathcal{F}, u > 0\} \) is a VC class of sets of VC-dimension at most \( d \).

Clearly, the first part of Assumption 2.1 follows if the \( L_{2+\eta} \) norm is equivalent to the \( L_2 \) one on \( \mathcal{F} \). And, as will be explained later, the class of norm-one linear functionals on \( \mathbb{R}^n \) satisfies the second part for \( d \sim n \).

**Theorem 2.5** For every \( \eta > 0 \) and \( L \geq 1 \), there exist constants \( \kappa_i \), \( i = 0, 1, \ldots, 6 \) that depend only on \( L \) and \( \eta \) for which the following holds. Assume that \( \mathcal{F} \) satisfies Assumption 2.1 with constants \( \eta \), \( L \) and \( d \), and that \( d/N \leq \beta \) for some \( \beta \in (0, 1] \). Then, the following statements hold:

1. If \( \eta > 2 \), then with probability at least \( 1 - \kappa_0 \log(e/\beta) \exp(-\kappa_1 N \beta) \),

\[
\inf_{f \in \mathcal{F}} P_N f^2 \geq 1 - \kappa_2 \sqrt{\beta}.
\]

2. If \( \eta = 2 \), then with probability at least \( 1 - \exp(-\kappa_3 N \beta \log(1/\beta)) \),

\[
\inf_{f \in \mathcal{F}} P_N f^2 \geq 1 - \kappa_4 \sqrt{\beta} \log^{3/2} \frac{1}{\beta}.
\]

3. If \( 0 < \eta < 2 \), then with probability at least \( 1 - \exp(-\kappa_5 N \beta \log(1/\beta)) \),

\[
\inf_{f \in \mathcal{F}} P_N f^2 \geq 1 - \kappa_6 \left( \beta \log \left( \frac{1}{\beta} \right) \right)^{\frac{1}{2+\eta}}.
\]

We will present a detailed proof of the first part of Theorem 2.5. Since the other two parts are almost identical to the first one, we will only outline the minor differences in their proofs.

The following well-known fact regarding VC classes has a key role in the proof of Theorem 2.5.
There exists an absolute constant $\kappa$ for which the following holds. Let $\mathcal{C}$ be a class of sets, put $d = \text{VC}(\mathcal{C})$ and set $\sigma^2 = \sup_{C \in \mathcal{C}} P(C)$. For every $t > 0$, with probability at least $1 - 2 \exp(-t)$,

$$\sup_{C \in \mathcal{C}} |P_N(C) - P(C)| \leq \kappa \left( \sigma \sqrt{\frac{d}{N} \log \left( \frac{e}{\sigma} \right) + \frac{d}{N} \log \left( \frac{e}{\sigma} \right) + \sigma \sqrt{\frac{t}{N}} + \frac{t}{N}} \right).$$

Theorem 2.6 follows from Talagrand’s concentration inequality for uniformly bounded empirical processes (see, e.g., [7]) and a standard estimate on $\mathbb{E} \sup_{C \in \mathcal{C}} |P_N(C) - P(C)|$ [11].

**Proof of Theorem 2.5** For $j \geq 1$, let $\mathcal{C}_j = \{|f| > u\} : f \in \mathcal{F}, 2^j \leq u \leq 2^{j+1}$ and denote $\mathcal{C}_0 = \{|f| > u\} : f \in \mathcal{F}, 0 < u \leq 1$. Recall that by Assumption 2.1, $\text{VC}(\mathcal{C}) \leq d$. Since $\mathcal{C}_j \subset \mathcal{C}$, it follows that $\text{VC}(\mathcal{C}_j) \leq d$ for $j = 0, 1, \ldots$. Moreover, setting $\sigma_j = \sup_{C \in \mathcal{C}_j} (P^{1/2}(C))$, it is evident from the tail estimate in Assumption 2.1 that for $j \geq 1$,

$$\sigma_j^2 = \sup_{f \in \mathcal{F}} \mathbb{P}\{|f| \geq 2^j\} \leq L 2^{-j(2+\eta)},$$

and trivially, that $\sigma_0 \leq 1$. Therefore, by Theorem 2.6 for every $j \geq 1$, with probability at least $1 - 2 \exp(-t)$,

$$\sup_{C \in \mathcal{C}_j} |P_N(C) - P(C)| \leq \kappa_0 \left( \sigma_j \sqrt{\frac{d}{N} \log \left( \frac{e}{\sigma_j} \right) + \frac{d}{N} \log \left( \frac{e}{\sigma_j} \right) + \sigma_j \sqrt{\frac{t}{N}} + \frac{t}{N}} \right) \leq \kappa_1 L^{1/2}(1 + \eta) \left( 2^{-j(1+\eta)/2} \left( \sqrt{\frac{j}{N} \log \frac{e}{\sigma_j}} + \frac{d}{N} \log \left( \frac{e}{\sigma_j} \right) + \frac{t}{N} \right) + j \frac{d}{N} + \frac{t}{N} \right),$$

for suitable absolute constants $\kappa_0$ and $\kappa_1$. A similar estimate holds for $j = 0$.

Fix $\delta$ to be specified later and set $A = \max\{(L/\eta \delta)^{1/\eta}, 1\}$. We will assume that $A > 1$, as the case $A = 1$ is considerably simpler and is omitted.

Note that for every $f \in \mathcal{F}$,

$$2 \int_A^\infty u \mathbb{P}\{|f| > u\} du \leq 2 \int_A^\infty L u^{-(1+\eta)} du \leq \delta.$$
Recall that \( \|f\|_{L^2(P)} = 1 \) for every \( f \in F \), and thus

\[
P_N f^2 \geq 2 \int_0^A u P_N \{|f| > u\} \, du \\
= 2 \int_0^A u P\{|f| > u\} \, du + 2 \int_0^A u (P_N\{|f| > u\} - P\{|f| > u\}) \, du \\
\geq 1 - \delta - 2 \int_0^A u |P_N\{|f| > u\} - P\{|f| > u\}| \, du.
\]

Observe that for every \( f \in F \) and \( u \in [2^j, 2^{j+1}] \),

\[
|P_N\{|f| > u\} - P\{|f| > u\}| \leq \sup_{C \in C_j} |P_N(C) - P(C)|.
\]

Hence, if \( j_0 \) is the smallest integer for which \( 2^{j_0} \geq A \),

\[
\int_0^A u |P_N\{|f| > u\} - P\{|f| > u\}| \, du \\
\leq \int_0^1 u |P_N\{|f| > u\} - P\{|f| > u\}| \, du \\
+ \sum_{j=1}^{j_0} \int_{2^j}^{2^{j+1}} u |P_N\{|f| > u\} - P\{|f| > u\}| \, du \\
\lesssim \sum_{j=0}^{j_0} 2^{2j} \sup_{C \in C_j} |P_N(C) - P(C)| = (\ast).
\]

Applying (2.2) and summing the probabilities, it is evident that with probability at least \( 1 - 2(j_0 + 1) \exp(-t) \), for every \( 0 \leq j \leq j_0 \)

\[
2^{2j} \sup_{C \in C_j} |P_N(C) - P(C)| \leq L^{1/2}(1 + \eta)2^{j(1-\eta/2)} \left( \sqrt{j \frac{d}{N}} + \sqrt{\frac{t}{N}} \right) + 2^{2j} \left( j \frac{d}{N} + \frac{t}{N} \right).
\]

1. If \( \eta > 2 \), then (2.3) implies that

\[
(\ast) \lesssim_{\eta, L} \left( \sqrt{\frac{d}{N}} + \sqrt{\frac{t}{N}} + \frac{d}{N} A^2 \log A + A^2 \frac{t}{N} \right) = (\ast\ast).
\]
Under the assumption that $d/N \leq \beta$ for $\beta \in (0, 1]$, set $t = \kappa_2 N \beta$ for a constant $\kappa_2$ to be selected later, and that depends only on $L$ and on $\eta$, and let $\delta = \sqrt{\beta}$; hence,

$$A \lesssim_{\eta, L} \beta^{-1/(2\eta)}.$$  

By a straightforward computation, combined with a proper choice of the constant $\kappa_2$ in the definition of $t$,

$$A \lesssim_{\eta, L} \beta^{-1/(2\eta)}.$$

To estimate the probability of that event, note that

$$2^{j_0} \lesssim A \lesssim_{\eta, L} \beta^{-1/(2\eta)}$$

implying that

$$j_0 + 1 \lesssim_{\eta, L} \log(e/\beta).$$

Thus, $2(j_0 + 1) \exp(-t) \leq \kappa_3 \log(e/\beta) \exp(-\kappa_2 N \beta)$, and with probability at least $1 - \kappa_3 \log(e/\beta) \exp(-\kappa_2 N \beta)$,

$$\inf_{f \in \mathcal{F}} P_N f^2 \geq 1 - \kappa_4 \sqrt{\beta},$$

completing the proof of the first part.

2. In the case $\eta = 2$, (2.4) becomes

$$A \lesssim_{\eta, L} \left( (\log A)^{3/2} \sqrt{d/N} + \log A \sqrt{t/N} + \frac{d}{N} A^2 \log A + A^2 \frac{t}{N} \right) = (**) .$$

One may take $\delta = \sqrt{\beta} \log^{3/2}(1/\beta)$ and $t = \kappa_5 N \beta \log(1/\beta)$ and repeat the argument used in the case $\eta > 2$.

3. Finally, if $\eta < 2$, then (2.4) turns out to be

$$A \lesssim_{\eta, L} A^{1-\eta/2} \sqrt{\log A \left[ \sqrt{\frac{d}{N}} + A^{1-\eta/2} \sqrt{\frac{t}{N}} + \frac{d}{N} A^2 \log A + A^2 \frac{t}{N} \right]} = (**) ,$$

and one can again repeat the same argument used in the case $\eta > 2$, this time for the choice

$$t = \kappa_6 N \beta \log(1/\beta) \quad \text{and} \quad \delta = (\beta \log(1/\beta))^{\eta/(2+\eta)}$$

for a constant $\kappa_6$ that depends only on $L$ and $\eta$.  
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3 The smallest singular value of a random matrix

Let $X$ be a random vector on $\mathbb{R}^n$, set $X_1, \ldots, X_N$ to be independent copies of $X$ and put $\Gamma = \frac{1}{\sqrt{N}} \sum_{i=1}^N \langle X_i, \cdot \rangle e_i$ – the corresponding random matrix. Clearly, the smallest singular value of $\Gamma$ satisfies

$$\lambda_{\min}(\Gamma) = \inf_{t \in S^{n-1}} \| \Gamma t \|_{\ell_N} = \inf_{t \in S^{n-1}} \| \langle t, \cdot \rangle \|_{L_2(P_N)}.$$ 

Thus, it seems natural to apply Theorem 2.1 and Theorem 2.5 for the choices of $F = \{ \langle t, \cdot \rangle : t \in S^{n-1} \}$ and $P$ – the probability distribution of random vector $X$.

Proof of Theorem 1.3. It suffices to show that Assumption 2.1 holds for the class $F = \{ \langle t, \cdot \rangle : t \in S^{n-1} \}$ and apply Theorem 2.5. By Markov’s inequality, individual tail estimates of the form $\mathbb{P}\{ |\langle X, t \rangle| > u \} \leq L/u^{2+\eta}$ are true when the $L_2$ and $L_2+\eta$ norms are equivalent on $\mathbb{R}^n$, as it is assumed here. To complete the proof, one only has to verify that the class of sets

$$\mathcal{C} = \left\{ \left\{ |\langle t, \cdot \rangle| > u \right\} : t \in S^{n-1}, u > 0 \right\}$$

satisfies $VC(\mathcal{C}) \lesssim n$.

It is well known that the class of halfspaces in $\mathbb{R}^n$ is a VC class of dimension at most $n+1$ (see, e.g., [12]). It is also standard to verify that if $\mathcal{A}$ and $\mathcal{B}$ are VC class with $\max\{VC(\mathcal{A}), VC(\mathcal{B})\} \leq d$, then for $\mathcal{D} = \{ A \cup B : A \in \mathcal{A}, B \in \mathcal{B} \}$, $VC(\mathcal{D}) \lesssim d$.

Here, $\mathcal{C}$ is contained in a class of sets of that form, with $\mathcal{A}$ and $\mathcal{B}$ being the sets of halfspaces in $\mathbb{R}^n$. Thus, $VC(\mathcal{C}) \leq \kappa n$ for some absolute constant $\kappa$ and Theorem 1.3 follows from Theorem 2.5.

Next, let us consider the case $\eta = 0$. The next result shows that the smallest singular value of $\Gamma$ is bounded from below in a more general setup than the one formulated in Theorem 1.4.

Assumption 3.1 Let $X$ be a random vector on $\mathbb{R}^n$ and assume that

1. There exist constants $0 < a < A$ for which $a \leq \| \langle X, t \rangle \|_{L_2} \leq A$ for every $t \in S^{n-1}$.
2. There exists a constant $B$ that satisfies that $\|\langle X, t \rangle\|_{L^2} \leq B \|\langle X, t \rangle\|_{L^1}$ for every $t \in S^{n-1}$.

The first part of Assumption 3.1 simply states that the covariance operator of $X$ is non-degenerate. The second is the additional component that allows one to bound the ‘small-ball’ function $Q$ from below.

**Theorem 3.1** There exist absolute constants $c_0$, $c_1$ and $c_2$ for which the following holds. If $X$ satisfies Assumption 3.1 and $N \geq c_0 B^4 (A/a)^2 n$, then with probability at least $1 - \exp(-c_1 B^4 N)$, $\lambda_{\min}(\Gamma) \geq c_2 a/B^2$.

**Proof.** Let $F = \{\langle t, \cdot \rangle : t \in S^{n-1}\}$ and let $P$ be the distribution of $X$. Using the notation of Corollary 2.3,

$$\alpha(F) = \inf_{t \in S^{n-1}} \|\langle t, X \rangle\|_{L^1} = \inf_{t \in S^{n-1}} \|\langle t, X \rangle\|_{L^2} \cdot \|\langle t, X \rangle\|_{L^1} \geq a/B,$$

and

$$\beta_2(F) = \sup_{t \in S^{n-1}} \frac{\|\langle t, X \rangle\|_{L^2}}{\|\langle t, X \rangle\|_{L^1}} \leq B.$$

Therefore, for every $0 < u < a/B$,

$$Q_F(u) \geq \left(1 - \frac{Bu}{a}\right) \left(1 - B\right)^2,$$

and setting $\tau = a/4B$, it follows that $Q(2\tau) \geq 1/4B^2$.

To bound $R_N(F)$, observe that

$$R_N(F) = \mathbb{E} \sup_{t \in S^{n-1}} \left| \frac{1}{N} \sum_{j=1}^N \varepsilon_j \langle t, X_j \rangle \right| = \mathbb{E} \left\| \frac{1}{N} \sum_{j=1}^N \varepsilon_j X_j \right\|_{\ell^2_n},$$

and since $\mathbb{E}\|X\|_{\ell^2_n}^2 = \sum_{i=1}^n \mathbb{E}\langle X, e_i \rangle^2 \leq A^2 n$, it is evident that

$$\mathbb{E} \left\| \frac{1}{N} \sum_{j=1}^N \varepsilon_j X_j \right\|_{\ell^2_n} \leq \left( \mathbb{E} \left\| \frac{1}{N} \sum_{j=1}^N \varepsilon_j X_j \right\|_{\ell^2_n}^2 \right)^{1/2} = \sqrt{\frac{\mathbb{E}\|X\|_{\ell^2_n}^2}{N}} \leq A \sqrt{\frac{n}{N}}.$$
These estimates, combined with Theorem 2.1, show that if \( R_N(F) \leq \tau Q(2\tau)/16 \), there are absolute constants \( c_1 \) and \( c_2 \), for which, with probability at least \( 1 - \exp(-c_1 N/B^4) \),
\[
\lambda_{\min}(\Gamma) = \inf_{t \in S^{n-1}} \|\Gamma t\|_{\ell^2}^2 \geq c_2 \frac{a}{B^2}.
\]
This is the case when
\[
A \sqrt{\frac{n}{N}} \leq \frac{a}{(16B)^2}.
\]

**Remark 3.2** Observe that even weaker assumption than Assumption [3.1] suffices to bound the smallest singular value of \( \Gamma \). The proof shows that if \( (\mathbb{E}\|X\|_{\ell^2^2}^2)^{1/2} \leq A\sqrt{n}, \; Q(2\tau) > 0 \) for some \( \tau \) and \( N \geq c_1 A n/\tau^2 Q^2(2\tau) \), then \( \lambda_{\min}(\Gamma) \geq c_2 \tau Q^{1/2}(2\tau) \) with probability \( 1 - 2 \exp(-c_3 N Q(2\tau)^2) \), for absolute constants \( c_1, c_2 \) and \( c_3 \).
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