Translating Hausdorff is Hard: Fine-Grained Lower Bounds for Hausdorff Distance Under Translation
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Abstract
Computing the similarity of two point sets is a ubiquitous task in medical imaging, geometric shape comparison, trajectory analysis, and many more settings. Arguably the most basic distance measure for this task is the Hausdorff distance, which assigns to each point from one set the closest point in the other set and then evaluates the maximum distance of any assigned pair. A drawback is that this distance measure is not translational invariant, that is, comparing two objects just according to their shape while disregarding their position in space is impossible.

Fortunately, there is a canonical translational invariant version, the Hausdorff distance under translation, which minimizes the Hausdorff distance over all translations of one of the point sets. For point sets of size $n$ and $m$, the Hausdorff distance under translation can be computed in time $\tilde{O}(nm)$ for the $L_1$ and $L_\infty$ norm [Chew, Kedem SWAT’92] and $\tilde{O}(nm(n + m))$ for the $L_2$ norm [Huttenlocher, Kedem, Sharir DCG’93].

As these bounds have not been improved for over 25 years, in this paper we approach the Hausdorff distance under translation from the perspective of fine-grained complexity theory. We show (i) a matching lower bound of $(nm)^{1-o(1)}$ for $L_1$ and $L_\infty$ (and all other $L_p$ norms) assuming the Orthogonal Vectors Hypothesis and (ii) a matching lower bound of $n^{2-o(1)}$ for $L_2$ in the imbalanced case of $m = \mathcal{O}(1)$ assuming the 3SUM Hypothesis.
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1 Introduction

As data sets become larger and larger, the requirement for faster algorithms to handle such amounts of data becomes increasingly necessary. One very common type of data that is created during measurements is point sets in the plane, for example when recording GPS trajectories or describing shapes of objects, in medical image analysis, and in various data science applications.

A fundamental algorithmic tool for analyzing point sets is to compute the similarity of two given sets of points. There are several different measures of similarity in this setting, for example Hausdorff distance [21], geometric bottleneck matching [18], Fréchet distance [3], and Dynamic Time Warping [25]. Among these measures, the Hausdorff distance is arguably
the most basic and intuitive: It assigns to each point from one set the closest point in the other set and then evaluates the maximum distance of all assigned pairs of points. For a discussion of the other previously mentioned distance measures, see Section 1.1.

While these similarity measures are of great practical relevance, for some applications it is a drawback that they are not translational invariant, i.e., when translating one of the point sets, the distance can – and in most cases will – change. This is unfavorable in applications that ask for comparing the shape of two objects, meaning that the absolute position of an object is irrelevant. Examples of this task arise for example in 2D object shape similarity, medical image analysis [19], classification of handwritten characters [10], movement patterns of animals [12], and sports analysis [17].

Fortunately, any point set similarity measure has a canonical translational invariant version, by minimizing the similarity measure over all translations of the two given point sets. For the Hausdorff distance this variant is known as the Hausdorff distance under translation, see Section 2 for a formal definition. Given two point sets in the plane of size $n$ and $m$, the Hausdorff distance under translation can be computed in time $O(nm \log^2 nm)$ for the $L_1$ and $L_\infty$ norm [16], and in time $O(nm(n+m) \log nm)$ for the $L_2$ norm [22]. We are not aware of any lower bounds for this problem, not even conditional on a plausible hypothesis. The only results in this direction are $\Omega(n^3)$ lower bounds on the arrangement size [16] and on the number of connected components of the feasible translations [28] (for the decision problem on points in the plane with $n = m$). However, these bounds also hold for $L_1$ and $L_\infty$, where they are “broken” by the $O(nm \log^2 nm)$-time algorithm [16], so apparently these bounds are irrelevant for the running time complexity.

In this paper, we approach the Hausdorff distance under translation from the viewpoint of fine-grained complexity theory [29]. For two problem settings, we show that the known algorithms are optimal up to lower order factors assuming standard hypotheses:

1. We show an $(nm)^{1-o(1)}$ lower bound for all $L_p$ norms — and in particular $L_1$ and $L_\infty$, matching the $O(nm \log^2 nm)$-time algorithm from [16] up to lower order factors, see Section 3.
   This result holds conditional on the Orthogonal Vectors Hypothesis, which states that finding two orthogonal vectors among two given sets of $n$ binary vectors in $d$ dimensions cannot be done in time $O(n^{d-\varepsilon} \text{poly}(d))$ for any $\varepsilon > 0$. It is well-known that the Orthogonal Vectors Hypothesis is implied by the Strong Exponential Time Hypothesis [30], and thus our lower bound also holds assuming the latter [23]. These two hypotheses are the most standard assumptions used in fine-grained complexity theory in the last decade [29].

2. We show an $n^{2-o(1)}$ lower bound for $L_2$ in the imbalanced case $m = O(1)$, matching the $O(nm(n+m) \log nm)$-time algorithm from [16] up to lower order factors, see Section 4.
   Previously, an $n^{2-o(1)}$ lower bound was only known for the more general problem of computing the Hausdorff distance under translation of sets of segments in the case that both sets have size $n$ (a problem for which the best known algorithm runs in time $\tilde{O}(n^4)$) [6].
   Our result holds conditional on the 3SUM Hypothesis, which states that deciding whether, among $n$ given integers, there are three that sum up to 0 requires time $n^{2-o(1)}$. This hypothesis was introduced by Gajentaan and Overmars [20], is a standard assumption

---

1 There is a directed and an undirected variant of the Hausdorff distance, see Section 2. In this introduction, we do not differentiate between these two, since all our statements hold for both variants.

2 By $\tilde{O}$-notation we ignore logarithmic factors in $n$ and $m$. 
in computational geometry [24], and has also found a wealth of applications beyond geometry (see, e.g., [1, 2, 4, 26]).

Our lower bounds close gaps that have not seen any progress over 25 years. Furthermore, note that our second lower bound shows a separation between the $L_2$ norm and the $L_1$ and $L_\infty$ norms, as in the imbalanced case $m = O(1)$ the latter admits a $\tilde{O}(n)$-time algorithm [16] while the former requires time $n^{2-o(1)}$ assuming the 3SUM Hypothesis. We leave it as an open problem whether for $L_2$ the balanced case $n = m$ requires time $n^{3-o(1)}$.

1.1 Related work

Our work continues a line of research on fine-grained lower bounds in computational geometry, which had early success with the 3SUM Hypothesis [20] and recently got a new impulse with the Orthogonal Vectors Hypothesis (or Strong Exponential Time Hypothesis) and resulting lower bounds for the Fréchet distance [7], see also [13, 11]. Continuing this line of research is getting increasingly difficult, although there are still many classical problems from computational geometry without matching lower bounds. In this paper we obtain such bounds for two settings of the classical Hausdorff distance under translation.

Besides Hausdorff distance, there are several other distance measures on point sets, including geometric bottleneck matching [18], Fréchet distance [3], and Dynamic Time Warping [25]. The geometric bottleneck matching minimizes the maximal distance in a perfect matching between the two given point sets. Fréchet distance and Dynamic Time Warping additionally take the order of the input points into account. They both consider the same class of traversals of the input points, and the Fréchet distance minimizes the maximal distance that occurs during the traversal, while Dynamic Time Warping minimizes the sum of distances.

Let us discuss the canonical translational invariant versions of these distance measures. For geometric bottleneck matching under translation, Efrat et al. designed an $\tilde{O}(n^3)$ algorithm [18]. The discrete Fréchet distance under translation has an $\tilde{O}(n^{4.66...})$-time algorithm and a conditional lower bound of $n^{4-o(1)}$ [9], see also [10] for algorithm engineering work on this topic. While Dynamic Time Warping is a very popular measure (in particular for video and speech processing), no exact algorithm for its canonical translational invariant version is known in $L_2$ since it contains the geometric median problem as a special case [5].

Further work on the Hausdorff distance under translation includes an $O((n + m) \log nm)$-time algorithm for point sets in one dimension [27]. For generalizations to dimensions $d > 2$ see [16, 15].

2 Preliminaries

In this paper we consider finite point sets which lie in $\mathbb{R}^2$. For any $p \in \mathbb{R}^2$, we use $p_x$ and $p_y$ to refer to its first and second component, respectively. For a point set $A \subset \mathbb{R}^2$ and a translation $\tau \in \mathbb{R}^2$, we define $A + \tau := \{a + \tau \mid a \in A\}$. To denote index sets, we often use $[n] := \{1, \ldots, n\}$. Given a point $q \in \mathbb{R}^2$, its $p$-norm is defined as

$$\|q\|_p := (|q_x|^p + |q_y|^p)^{\frac{1}{p}}.$$ 

We now introduce several distance measures, which are all versions of the famous Hausdorff distance. First, let us define the most basic version. Let $A, B \subset \mathbb{R}^2$ be two point sets. The
directed Hausdorff distance is defined as
\[
\delta_{H}(A, B) := \max_{a \in A} \min_{b \in B} \|a - b\|_p.
\]
Note that, intuitively, the directed Hausdorff distance measures the distance from \(A\) to \(B\) but not from \(B\) to \(A\), and it is not symmetric. A symmetric variant of the Hausdorff distance, the undirected Hausdorff distance, is defined as
\[
\delta_{H}(A, B) := \max\{\delta_{H}(A, B), \delta_{H}(B, A)\}.
\]
Note that, by definition, \(\delta_{H}(A, B) \leq \delta_{H}(A, B)\). Both of the above distance measures can be modified to a version which is invariant under translation. The directed Hausdorff distance under translation is defined as
\[
\delta_{T,H}(A, B) := \min_{\tau \in \mathbb{R}^2} \delta_{H}(A, B + \tau),
\]
and the undirected Hausdorff distance under translation is defined as
\[
\delta_{T,H}(A, B) := \min_{\tau \in \mathbb{R}^2} \delta_{H}(A, B + \tau).
\]
Again, it holds that \(\delta_{T,H}(A, B) \leq \delta_{T,H}(A, B)\). Naturally, for all of the above distance measures, the decision problem is defined such that we are given two point sets \(A, B\) and a threshold distance \(\delta\), and ask if the distance of \(A, B\) is at most \(\delta\).

For the Hausdorff distance on point sets (without translation) the undirected distance is at most as hard as the directed distance, because the undirected distance can be calculated using two calls to an algorithm computing the directed distance. However, note that for the Hausdorff distance under translation, we cannot just compute the directed distance twice and then obtain the undirected distance as we have to take the maximum for the same translation.

### 3 OV based \((mn)^{1-o(1)}\) lower bound for \(L_p\)

We now present a conditional lower bound of \((mn)^{1-o(1)}\) for the Hausdorff distance under translation — first for \(L_1\) and \(L_\infty\), and then we discuss how to generalize this bound to \(L_p\). We present the first lower bound only for the \(L_1\) case, as the same construction carries over to the \(L_\infty\) case via a rotation of the input sets by \(\frac{\pi}{4}\). Our lower bound is based on the hypothesized hardness of the Orthogonal Vectors problem.

▶ **Definition 1** (Orthogonal Vectors Problem (OV)). Given two sets \(X, Y \subseteq \{0, 1\}^d\) with \(|X| = m, |Y| = n\), decide whether there exist \(x \in X\) and \(y \in Y\) with \(x \cdot y = 0\).

A popular hypothesis from fine-grained complexity theory is as follows.

▶ **Definition 2** (Orthogonal Vectors Hypothesis (OVH)). The Orthogonal Vectors problem cannot be solved in time \(O((nm)^{1-\varepsilon} \text{poly}(d))\) for any \(\varepsilon > 0\).

This hypothesis is typically stated and used for the balanced case \(n = m\). However, it is known that the hypothesis for the balanced case is equivalent to the hypothesis for any unbalanced case \(n = m^\alpha\) for any fixed constant \(\alpha > 0\), see, e.g., [8, Lemma 2.1].

---

\(^3\) Actually, the directed Hausdorff distance is also at most as hard as the undirected Hausdorff distance (thus, they are equally hard), as \(\delta_{H}(A, B) = \delta_{H}(A \cup B, B)\).
We now describe a reduction from Orthogonal Vectors to Hausdorff distance under translation. To this end, we are given two sets of \(d\)-dimensional binary vectors \(X = \{x_1, \ldots, x_m\}\) and \(Y = \{y_1, \ldots, y_n\}\) with \(|X| = m\) and \(|Y| = n\), and we construct an instance of the undirected Hausdorff distance under translation defined by point sets \(A\) and \(B\) and a decision distance \(\delta = 1\). First, we describe the high-level structure of our reduction. The point set \(A\) consists only of Vector Gadgets, which encode the vectors of \(X\) using \(2md\) points.

The point set \(B\) consists of three types of gadgets:

- **Vector Gadgets**: They encode the vectors from \(Y\), very similarly to the Vector Gadgets of \(A\).
- **Translation Gadget**: It restricts the possible translations of the point set \(B\).
- **Undirected Gadget**: It makes our reduction work for the undirected Hausdorff distance under translation by ensuring that the maximum over the directed Hausdorff distances is always attained by \(\delta_H(B + \tau, A)\).

See Figure 1 for an overview of the reduction. Intuitively, the first dimension of the translation chooses the vector \(y \in Y\) while the second dimension of the translation chooses the vector \(x \in X\). An alignment of the Vector Gadgets within distance 1 is then possible if and only if \(x\) and \(y\) are orthogonal. Alignments that can circumvent this orthogonality check are not possible as we restrict the translations to a small set of candidates by placing dummy Vector Gadgets on the right side and by including a Translation Gadget.

### 3.1 Gadgets

We now describe the gadgets in detail. Let \(\varepsilon > 0\) be a sufficiently small constant, e.g., \(\varepsilon = \frac{1}{20md}\). Recall that the distance for which we want to solve the decision problem is \(\delta = 1\). Furthermore, we denote the \(i\)th component of a vector \(v\) by \(v[i]\) and we use \(0^d\) and \(1^d\) to denote the \(d\)-dimensional all-zeros and all-ones vector, respectively.

**Vector Gadget**

We define a general Vector Gadget, which we then use at several places by translating it. Given a vector \(v \in \{0, 1\}^d\), the Vector Gadget consists of the points \(p_1, \ldots, p_d \in \mathbb{R}^2\):

\[
p_i = \begin{cases} 
(\varepsilon^2, i\varepsilon), & \text{if } v[i] = 0 \\
(0, i\varepsilon), & \text{if } v[i] = 1
\end{cases}
\]
We denote the Vector Gadget created from vector \( v \) by \( V(v) \). Additionally, we define a mirrored version of the gadget \( V \) as \( V(\bar{v}) := V(\bar{v}) \), where \( \bar{v} \) is the inversion of \( v \), i.e., each bit is flipped.

▶ Lemma 3. Given two vectors \( v_1, v_2 \in \{0, 1\}^d \) and corresponding Vector Gadgets \( V_1 = V(v_1) \) and \( V_2 = V(v_2) + (1, 0) \), we have \( \delta_H(V_1, V_2) \leq 1 \) if and only if \( v_1 \cdot v_2 = 0 \).

Proof. Let the points of \( V_1 \) (resp. \( V_2 \)) be denoted as \( p_1, \ldots, p_d \) (resp. \( q_1, \ldots, q_d \)). First, note that \( \|p_i - q_j\|_1 = 1 + |i - j| \varepsilon + (v_1[i] + v_2[j] - 1)\varepsilon^2 > 1 \) for \( i \neq j \). Thus, for the Hausdorff distance to be at most 1, we have to match \( p_i \) to \( q_i \) for all \( i \in [d] \). This is possible if and only if \( v_1[i] = 0 \) or \( v_2[i] = 0 \), as \( p_i \) and \( q_i \) are only at distance larger than 1 for \( v_1[i] = 1 \) and \( v_2[i] = 1 \).

See Figure 2 for an example. Note that if we swap both gadgets and invert both vectors (i.e., flip all their bits), the Hausdorff distance does not change and thus an analogous version of Lemma 3 holds in this case, as we are just performing a double inversion.

▶ Lemma 4. Given two vectors \( v_1, v_2 \in \{0, 1\}^d \) and corresponding Vector Gadgets \( \bar{V}(v_1) \) and \( \bar{V}(v_2) + (1, 0) \), we have \( \delta_H(\bar{V}(v_1), \bar{V}(v_2)) \leq 1 \) if and only if \( \bar{v}_1 \cdot \bar{v}_2 = 0 \), where \( \bar{v}_1, \bar{v}_2 \) are the inversions of \( v_1, v_2 \).

For any \( x, y, D \in \mathbb{R} \), we call Vector Gadgets \( V_1 = V(v_1) + (x, y) \) and \( V_2 = \bar{V}(v_2) + (x + D, y) \) vertically aligned, or more precisely, vertically aligned at distance \( D \).

Translation Gadget

To ensure that \( B \) cannot be translated arbitrarily, we introduce a gadget to restrict the translations to a restricted set of candidates. The Translation Gadget \( T \) consists of two translated Vector Gadgets of the zero vector:

\[
T := (V(1^d) - (2 - n\varepsilon, 0)) \cup (\bar{V}(0^d) + (2 + 2\varepsilon, 0)).
\]

We show that restricting the coordinates of the points of the other set involved in the Hausdorff distance under translation instance, already restricts the feasible translations significantly.
Lemma 5. Let $P \subset [-1 - \frac{1}{2} \varepsilon, 1 + \frac{1}{2} \varepsilon] \times \mathbb{R}$ be a point set and $T$ the Translation Gadget. If $\delta_H^T(T, P) \leq 1$, then $\tau^*_x \in (-n + \frac{1}{2}) \varepsilon - \varepsilon^2, -\frac{3}{8} \varepsilon]$, where $\tau^*$ is any translation satisfying $\delta_H^t(T, P + \tau^*) \leq 1$.

Proof. We show the contrapositive. Therefore, assume the converse, i.e., that $\tau^*_x$ is not contained in $(-n + \frac{1}{2}) \varepsilon - \varepsilon^2, -\frac{3}{8} \varepsilon]$. If $\tau^*_x < (-n + \frac{1}{2}) \varepsilon - \varepsilon^2$, then $-1 - \frac{1}{2} \varepsilon - (-2 + n \varepsilon + \varepsilon^2 + \tau^*_x) > 1$ and thus the left part of $T$ cannot contain any point of $P$ at distance at most 1. If $\tau^*_x > -\frac{3}{8} \varepsilon$, then $2 + 2 \varepsilon + \tau^*_x - (1 + \frac{1}{2} \varepsilon) > 1$ and thus the right part of $T$ cannot contain any point of $P$ at distance at most 1. Thus, $\delta_H^t(T, P) > 1$.

Undirected Gadget

To ensure that each point in $A$ can be matched to a point in $B$ within distance 1, we add auxiliary points to $B$. The Undirected Gadget is defined by the point set $U := \{(\frac{1}{2}, 0), (\frac{1}{2}, 0)\}$.

Lemma 6. Given a set of points $P \subset [-1 - \frac{1}{2} \varepsilon, 1 + \frac{1}{2} \varepsilon] \times [-\frac{1}{8}, \frac{1}{8}]$, it holds that $\delta_H^t(P, U + \tau) \leq 1$ for any $\tau \in [-n + \frac{1}{2} \varepsilon - \varepsilon^2, (n + \frac{1}{2}) \varepsilon + \varepsilon^2] \times [-\frac{1}{8}, \frac{1}{8}]$.

Proof. By symmetry, we can restrict to proving that the distance of the point set $P' = P \cap [0, 1 + \frac{1}{2} \varepsilon] \times [-\frac{1}{8}, \frac{1}{8}]$ to $(\frac{1}{2}, 0) + \tau$ is at most 1. For any $p' \in P'$, we have $|p'_x - (\frac{1}{2} + \tau_y)| \leq \frac{1}{2} + (n + \frac{1}{2}) \varepsilon + \varepsilon^2 \leq \frac{1}{2} + \frac{1}{m}$, where the last inequality follows from plugging in $\varepsilon = \frac{1}{20 \text{md}}$, and also $|p'_y - \tau_y| \leq \frac{1}{4}$. Thus, $\|p' - ((\frac{1}{2}, 0) + \tau)\|_1 \leq \frac{3}{4} + \frac{1}{m} < 1$.

3.2 Reduction and correctness

We now describe the reduction and prove its correctness. We construct the point sets of our Hausdorff distance under translation instance as follows. The first set, i.e., set $A$, consists only of Vector Gadgets:

$$A := \left( \bigcup_{i \in [m]} V(x_i) + (-1 - \frac{1}{2} \varepsilon, i \cdot 2d \varepsilon) \right) \cup \left( \bigcup_{i \in [m]} V(1^d) + (1 + \frac{1}{2} \varepsilon, i \cdot 2d \varepsilon) \right)$$

The second set, i.e., set $B$, consists of Vector Gadgets, the Translation Gadget, and the Undirected Gadget:

$$B := \left( \bigcup_{j \in [n]} V_r(y_j) + (j \varepsilon, 0) \right) \cup T \cup U$$

See Figure for a sketch of the above construction. To reference the vector gadgets as they are used in the reduction, we use the notation

$$V_r(x_i) := V(x_i) + (-1 - \frac{1}{2} \varepsilon, i \cdot 2d \varepsilon) \quad \text{and} \quad V_r(y_j) := V(y_j) + (j \varepsilon, 0).$$

We can now prove correctness of our reduction. In the reduction, we return some canonical positive instance, if the $0^d$ vector is contained in any of the two OV sets. This allows us to drop all $1^d$ vectors from the input, as they cannot be orthogonal to any other vector. Thus, we can assume that all vectors in our input contain at least one 0-entry and at least one 1-entry.
Theorem 7. Computing the directed or undirected Hausdorff distance under translation in $L_1$ or $L_\infty$ for two point sets of size $n$ and $m$ in the plane cannot be solved in time $O((nm)^{1-\gamma})$ for any $\gamma > 0$, unless the Orthogonal Vectors Hypothesis fails.

Proof. Recall that we only have to consider the $L_1$ case. We first prove that there is a pair of orthogonal vectors $x \in X$ and $y \in Y$ if and only if $\delta_H(A, B) \leq 1$. To prove the theorem for the directed and undirected Hausdorff distance under translation at the same time, it suffices to show "$\Rightarrow$" for the undirected version and "$\Leftarrow$" for the directed version.

$\Rightarrow$: Assume that there exist $x_i \in X$, $y_j \in Y$ with $x_i \cdot y_j = 0$. Then consider the translation $\tau = (-j + \frac{1}{2})\epsilon, i \cdot 2d\epsilon)$ which vertically aligns the Vector Gadgets $V_r(x_i)$ and $V_v(y_j) + \tau$ at distance 1. As $x_i$ and $y_j$ are orthogonal, it follows from Lemma 3 that $\delta_H(V_r(x_i) + \tau, A) \leq 1$.

We now show that all of the remaining points of $B + \tau$ have a point of $A$ at distance at most 1. The Vector Gadgets $V_r(y_j) + \tau$ with $j' < j$ are strictly to the left of $V_v(y_j) + \tau$ and are thus also in Hausdorff distance at most 1 from $V_r(x_i)$. If $j = n$, then we are done with the Vector Gadgets. Otherwise, consider the Vector gadget $V_r(y_{j+1}) + \tau$. We claim that each point of it is at distance at most 1 from $V(1^d) + (1 + \frac{1}{2}\epsilon, i \cdot 2d\epsilon)$. As the two gadgets are vertically aligned, we just have to check their horizontal distance, which is

$$1 + \frac{1}{2}\epsilon - ((j + 1)\epsilon - (j + \frac{1}{2})\epsilon) = 1.$$

Thus, by Lemma 3, we have $\delta_H(V_r(y_{j+1}) + \tau, A) \leq 1$. Now, by the same argument as above, all gadgets $V_r(y_{j'}) + \tau$ with $j' > j + 1$ are in directed Hausdorff distance at most 1 from $A$.

As the points of the Undirected Gadget $U + \tau$ are closer by a distance of almost $\frac{1}{2}$ to $A$ than the Vector Gadgets in $B + \tau$, also $\delta_H(U + \tau, A) \leq 1$ holds. Finally, we have to show that the Translation Gadget $T + \tau$ is at distance at most 1 from $A$. As the left part of $T$ and $V_r(x_i)$ are aligned vertically, we only have to check the horizontal distance. The horizontal distance is

$$-1 - \frac{1}{2}\epsilon - (-2 n\epsilon - (j + \frac{1}{2})\epsilon) = 1 - (n - j)\epsilon \leq 1$$

for any $j \in [n]$. Similarly, the distance of the right part of the Translation Gadget from the vertically aligned $V(1^d)$ in $A$ is

$$2 + 2\epsilon - (j + \frac{1}{2})\epsilon - (1 + \frac{1}{2}\epsilon) = 1 - (j - 1)\epsilon \leq 1$$

for any $j \in [n]$. Thus, by Lemma 3 and Lemma 4, it holds that $\delta_H(T + \tau, A) \leq 1$. As $\tau \in [-\frac{1}{8}, \frac{1}{8}]$, we know by Lemma 5 that $\delta_H(A, B + \tau) \leq 1$ and thus also $\delta_H(A, B) \leq 1$.

$\Leftarrow$: Now, assume that $\delta_H(A, B) \leq 1$ and let $\tau$ be any translation for which $\delta_H(B + \tau, A) \leq 1$.

Note that we used the directed Hausdorff distance in the previous statement on purpose, as we prove hardness for both versions. Lemma 5 implies that $\tau_x \in [-\frac{1}{8}, \frac{1}{8}]$. Let $V_r(y_j) + \tau, V_r(y_{j+1}) + \tau$ be the Vector Gadgets such that $V_r(y_j) + \tau$ has directed Hausdorff distance at most 1 to the left Vector Gadgets of $A$ and $V_r(y_{j+1}) + \tau$ has directed Hausdorff distance at most 1 to the right Vector Gadgets of $A$. This is well-defined as the left Vector Gadgets of $A$ and the right Vector Gadgets of $A$ are at distance at least $2 + \epsilon - \epsilon^2$ from each other, and thus no Vector Gadget of $B + \tau$ can be at distance at
most 1 from both sides. Furthermore, as $\tau_x \leq -\frac{3}{2}\varepsilon$, the Vector Gadget $\overrightarrow{V}_r(y_j) + \tau$ has directed Hausdorff distance at most 1 to the left Vector Gadgets of $A$, as

$$j\varepsilon - \frac{3}{2}\varepsilon - (-1 - \frac{1}{2}\varepsilon) = 1 + (j-1)\varepsilon \leq 1$$

for $j = 1$. If $j = n$, then $\overrightarrow{V}_r(y_{j+1}) + \tau$ is undefined.

As $\delta_H(B + \tau, A) \leq 1$, we know that $\overrightarrow{V}_r(y_j) + \tau$ has directed Hausdorff distance at most 1 to a gadget $V_r(x)$ for some $x \in X$. We claim that this distance cannot be closer than 1 as $\overrightarrow{V}_r(y_{j+1}) + \tau$ must have a directed Hausdorff distance at most 1 from the right side of $A$ or, in case $j = n$, due to the restrictions imposed by the Translation Gadget. Let us consider the case $j \neq n$ first. Any translation $\tau'$ which places $\overrightarrow{V}_r(y_{j+1}) + \tau'$ in directed Hausdorff distance at most 1 from the right side of $A$ needs to fulfill

$$1 + \frac{1}{2}\varepsilon - ((j+1)\varepsilon + \tau'_x) \leq 1$$

and thus $\tau'_x \geq -(j + \frac{1}{2})\varepsilon$, using the fact that each vector in $Y$ contains at least one 0-entry. This, on the other hand, implies that $\overrightarrow{V}_r(y_j) + \tau'$ is in Hausdorff distance at least

$$j\varepsilon - (j + \frac{1}{2})\varepsilon - (-1 - \frac{1}{2}\varepsilon) = 1$$

from $V_r(x)$. Now consider the case $j = n$. As by Lemma 4 we have $\tau_x \geq -(n + \frac{1}{2})\varepsilon - \varepsilon^2$, it follows that $\overrightarrow{V}_r(y_n) + \tau$ is in Hausdorff distance at least

$$n\varepsilon - (n + \frac{1}{2})\varepsilon - (-1 - \frac{1}{2}\varepsilon) = 1$$

from $V_r(x)$, using the fact that each vector in $Y$ contains at least one 0-entry (this is the reason why the $\varepsilon^2$ disappears).

By the arguments above, the two gadgets $\overrightarrow{V}_r(y_j) + \tau$ and $V_r(x)$ have to be horizontally aligned as required by Lemma 3. They also have to be vertically aligned as a vertical deviation would incur a Hausdorff distance larger than 1 for the pair of points in the two gadgets that are in horizontal distance 1. Then, applying Lemma 3, it follows that $x$ and $y_j$ are orthogonal.

It remains to argue why the above reduction implies the lower bound stated in the theorem.

Assume we have an algorithm that computes the Hausdorff distance under translation for $L_1$ or $L_\infty$ in time $(mn)^{1-\gamma}$ for some $\gamma > 0$. Then, given an Orthogonal Vectors instance $X, Y$ with $|X| = m$ and $|Y| = n$, we can use the described reduction to obtain an equivalent Hausdorff under translation instance with point sets $A, B$ of size $|A| = \mathcal{O}(nd)$ and $|B| = \mathcal{O}(nd)$ and solve it in time $\mathcal{O}((mn)^{1-\gamma}\text{poly}(d))$, contradicting the Orthogonal Vectors Hypothesis.

### 3.3 Generalization to $L_p$

We can extend the above construction such that it works for all $L_p$ norms with $p \neq \infty$ by changing the spacing between 0 and 1 points of the Vector Gadgets and also set $\varepsilon$ accordingly. More precisely, we can set $\varepsilon = \frac{1}{40\text{poly}(d)}$ (instead of $\frac{1}{20\text{poly}(d)}$) and use $\varepsilon^{2p}$ as spacing (instead of $\varepsilon^2$), i.e., the Vector Gadget for a vector $v \in \{0,1\}^d$ then consists of the points $p_1, \ldots, p_d \in \mathbb{R}^2$:

$$p_i = \begin{cases} (\varepsilon^{2p}, i\varepsilon), & \text{if } v[i] = 0 \\ (0, i\varepsilon), & \text{if } v[i] = 1 \end{cases}$$
We prove that these modifications suffice in the remainder of this section.

To this end, first note that in the proof of Theorem 7, the proof for “⇒” for \( L_p \) already follows from the \( L_1 \) case as the \( L_1 \) norm is an upper bound on all \( L_p \) norms. Thus, we only have to modify the proof of “⇐”. To show “⇐”, note that the only place where we use the \( L_1 \) norm in the proof is in the invocation of Lemma 3. Otherwise, we only argue via distances with respect to a single dimension, which carries over to \( L_p \) as \( \| (x, 0) \|_p = |x| \). Thus, we now prove Lemma 3 for the general \( L_p \) case.

**Proof of Lemma 3 for \( L_p \).** To adapt the proof of Lemma 3 to the \( L_p \) case, we only have to argue that we cannot match any \( p_i, q_j \) for \( i \neq j \), as the remaining arguments merely argue about distances in a single dimension. We have that

\[
\| p_i - q_j \|_p = ((i - j)\| + (1 - (v_1[i] + v_2[j] - 1)\|)^{1/p}) \geq (\| + (1 - \| 2p)^{1/p},
\]

which is greater than 1 if \( \| 2p > 1 \), which we obtain by using Bernoulli’s inequality:

\[
\| 1 + \| 2p \| \geq \| 1 + \| 2p \| \geq 1 + \left( \frac{1}{40p\| n\} \right)^p - p \left( \frac{1}{40p\| n\} \right)^{2p} > 1.
\]

The remainder of the proof is analogous to the remainder of the proof of Lemma 3. ▶

By all of the above arguments, the following theorem follows.

**Theorem 8 (Theorem 7 for \( L_p \)).** Computing the directed or undirected Hausdorff distance under translation in \( L_p \) for two point sets of size \( n \) and \( m \) in the plane cannot be solved in time \( O((mn)^{1 - \gamma}) \) for any \( \gamma > 0 \), unless the Orthogonal Vectors Hypothesis fails.

### 4 3Sum based \( n^{2 - o(1)} \) lower bound for \( m \in \mathcal{O}(1) \)

We now present a hardness result for the unbalanced case of the directed and undirected Hausdorff distance under translation. We base our hardness on another popular hypothesis of finned-grained complexity theory: the 3Sum Hypothesis. Before stating the hypothesis, let us first introduce the 3Sum problem.

**Definition 9 (3Sum).** Given three sets of positive integers \( X, Y, Z \) all of size \( n \), do there exist \( x \in X, y \in Y, z \in Z \) such that \( x + y = z \)?

The corresponding hardness assumption is the 3Sum Hypothesis.

**Definition 10 (3Sum Hypothesis).** There is no \( O(n^{2 - \varepsilon}) \) algorithm for 3Sum for any \( \varepsilon > 0 \).

There are several equivalent variants of the 3Sum problem. Most important for us is the convolution 3Sum problem, abbreviated as Conv3Sum [26, 14].

**Definition 11 (Conv3Sum).** Given a sequence of positive integers \( X = (x_0, \ldots, x_{n - 1}) \) of size \( n \), do there exist \( i, j \) such that \( x_i + x_j = x_{i+j} \)?

This problem has a trivial \( O(n^2) \) algorithm and, assuming the 3Sum Hypothesis, this is also optimal up to lower order factors. As 3Sum and Conv3Sum are equivalent, a lower bound conditional on Conv3Sum implies a lower bound conditional on 3Sum.

---

4 Note that we do not explicitly restrict the universe of the integers here. In the WordRAM model, we use the standard assumption that each integer in the input has bit complexity \( O(\log n) \). In the RealRAM model, we can perform the common arithmetic operations on reals in constant time, so there is no need to restrict the universe. With these conventions, our reduction works in both models.
Therefore, given a Conv3Sum instance defined by the sequence of integers $X$ with $|X| = n$, we create an equivalent instance of the directed Hausdorff distance under translation for $L_2$ by constructing two sets of points $A$ and $B$ with $|A| = \mathcal{O}(n)$ and $|B| = \mathcal{O}(1)$ and providing a decision distance $\delta$. We provide some intuition for the reduction in the following. See Figure 3 for an overview. Intuitively, we define a low-level gadget from which we build three separate high-level gadgets by rotation and scaling. Recall that in the Conv3Sum problem we have to find values $i, j$ which fulfill the equation $x_i + x_j = x_{i+j}$. Intuitively, we encode the choice of these two values into the two dimensions of the translation: the horizontal translation chooses the pair $(i, x_i)$ in the first high-level gadget and the vertical translation chooses the pair $(j, x_j)$ in the second high-level gadget. The third high-level gadget then allows for a Hausdorff distance below the threshold iff the chosen $i$ and $j$ fulfill the Conv3Sum constraint $x_i + x_j = x_{i+j}$. To make this construction also work for the directed Hausdorff distance under translation, we add a simple gadget that restricts translations. In the remainder of this section, we present the details of our reduction and prove that it implies the claimed lower bound.

4.1 Construction

Given a Conv3Sum instance with $X \subset [M]$ where $n = |X|$, we now describe the construction of the Hausdorff distance under translation instance with point sets $A, B$ and threshold distance $\delta$. We use a small enough $\varepsilon$, e.g., $\varepsilon = (4Mn^2)^{-4}$, as value for microtranslations. Furthermore, we set $\delta = 1 + 4n^2\varepsilon^2$. The additional $4n^2\varepsilon^2$ term compensates for the small variations in distance that occur on microtranslations due to the curvature of the $L_2$-ball.

4.1.1 Low-level gadget

We use a single low-level gadget, which is then scaled and rotated to obtain high-level gadgets. This gadget consists of two point sets $A_l$ and $B_l$. The point set $A_l$ contains what we call number points $p^1_i, p^2_i$ and filling points $q_i$ for $0 \leq i < n$. The set $B_l$ just contains two points: $r_1$ and $r_2$. The number points $p^1_i, p^2_i$ encode the number $x_i$, while the filling points make sure that no other translations than the desired ones are possible. See Figure 4 for an overview. All of the points in this gadget are of the form $(x, 0)$. The number points are

$$p^1_i = (2i\varepsilon + x_i\varepsilon^{1.5}, 0), \quad p^2_i = p^1_i + (\varepsilon, 0)$$
for $0 \leq i < n$. The filling points are

$$q_i = \left(\frac{2i}{n} + \frac{3}{2} \varepsilon, 0\right)$$

for $0 \leq i < n$.

The points in $B_l$ should introduce a gap to only allow alignment of the number gadgets such that the microtranslations (i.e., those in the order of $\varepsilon^{1.5}$) correspond to the number of the gap in the number gadget. To this end, $B_l$ contains the points

$$r_1 = (-1, 0), \quad r_2 = (1 + \varepsilon, 0).$$

Before we prove properties of the low-level gadget, we first prove that the error due to the curvature of the $L_2$-ball is small.

**Lemma 12.** Let $(p_x, p_y), (q_x, q_y) \in \mathbb{R}^2$ be two points with $|p_x - q_x| \in \left[\frac{1}{2}, 2\right]$ and $p_y = q_y$. For any $\tau \in [0, (2n - 1)\varepsilon]^2$, we have

$$|p_x - (q_x + \tau_x)| \leq ||p - (q + \tau)||_2 \leq |p_x - (q_x + \tau_x)| + 4n^2\varepsilon^2.$$

**Proof.** As each component is a lower bound for the $L_2$ norm, the first inequality follows. Thus, let us prove the second inequality. We first transform

$$||p - (q + \tau)||_2 = \sqrt{(p_x - (q_x + \tau_x))^2 + \tau_y^2} = |p_x - (q_x - \tau_x)|\sqrt{1 + \tau_y^2/(p_x - (q_x + \tau_x))^2}.$$  

As $\sqrt{1+x} \leq 1 + \frac{x}{2}$ for any $x \geq 0$, we have

$$||p - (q + \tau)||_2 \leq |p_x - (q_x - \tau_x)| + \tau_y^2/(2|p_x - (q_x - \tau_x)|).$$

As $\tau_y \leq 2(n - 1)\varepsilon$ and $|p_x - (q_x - \tau_x)| \geq \frac{1}{2}$, we obtain the desired upper bound.

An analogous statement holds when swapping the $x$ and $y$ coordinates. Note that the $4n^2\varepsilon^2$ term also occurs in the value of $\delta$ that we chose, as this is how we compensate for these errors in our construction. While we have to consider this error in the following arguments, it should already be conceivable that it will be insignificant due to its magnitude.

To this end, we use a compact notation to denote a value being in a certain range around a value. More concretely, for any $y, r \in \mathbb{R}$, let $x = y \pm r$ denote $x \in [y - r, y + r]$. We now state two lemmas which show how the Hausdorff distance under translation decision problem is related to the structure of the low-level gadget.

**Lemma 13.** Given a low-level gadget $A_l, B_l$ as constructed above and the translation being restricted to $\tau \in [0, (2n - 1)\varepsilon]^2$, it holds that if $\delta_H(A_l, B_l + \tau) \leq \delta$, then

$$\exists i \in \mathbb{N} : \tau_x = 2i\varepsilon + x_i\varepsilon^{1.5} \pm 4n^2\varepsilon^2.$$
Proof. Let \( \tau \in [0,(2n-1)\varepsilon]^2 \) and assume \( \delta_H(A_l, B_l + \tau) \leq \delta \). Then all points in \( A_l \) are at distance at most \( \delta \) from one of the two points in \( B_l \). Furthermore, both points in \( B_l + \tau \) also have at least one close point in \( A_l \), as

\[
\|r_1 + \tau - q_1\|_2 \leq 1 - \tau_x + 4n^2\varepsilon^2 \leq \delta \quad \text{and} \quad \|r_2 + \tau - q_2\|_2 \leq 1 + \tau_x - (2n - \frac{3}{2})\varepsilon + 4n^2\varepsilon^2 < \delta,
\]

using that \( n \geq 1 \) and Lemma \([12]\).

The gaps between neighboring points in \( A_l \) either have width close to \( \frac{1}{2}\varepsilon \), if the gap is between a number point and a filling point (\( q_i \) and \( q_{i-1} \), or \( p_i^1 \) and \( q_i \), or they have a width of \( \varepsilon \), if the gap is between two number points (\( p_i^1 \) and \( p_i^2 \)). Furthermore, the two points in \( B_l \) have distance \( 2 + \varepsilon \), so there is an \( \varepsilon - 8n^2\varepsilon^2 \) gap between their \( \delta \)-balls. Thus, there is an \( i \) such that \( p_i^1 \) has distance at most \( \delta \) to \( r_1 \), and \( p_i^2 \) has distance at most \( \delta \) to \( r_2 \). This alignment of the gadgets can only be realized by a translation \( \tau \) for which

\[
\tau_x = 2i\varepsilon + x_i\varepsilon^{1.5} + 4n^2\varepsilon^2,
\]

which completes the proof.

\[\blacktriangledown\]

**Lemma 14.** Given a low-level gadget \( A_l, B_l \) as constructed above and the translation being restricted to \( \tau \in [0,(2n-1)\varepsilon]^2 \), it holds that if

\[\exists i \in \mathbb{N} : \tau_x = 2i\varepsilon + x_i\varepsilon^{1.5},\]

then \( \delta_H(A_l, B_l + \tau) \leq \delta \).

Proof. Let \( i \in \mathbb{N} \) and let \( \tau_x = 2i\varepsilon + x_i\varepsilon^{1.5} \). Consider any translations \( \tau \in \{\tau_x\} \times [0, 2(n-1)\varepsilon] \). Due to the restricted translation and Lemma \([12]\) we can disregard the error terms that arise from the vertical translation \( \tau_y \) as they are compensated for by \( \delta \). Then all the points in \( A_l \) before and including \( p_i^1 \) are at distance at most \( \delta \) from \( r_1 \in B_l + \tau \) and all the points afterwards are at distance at most \( \delta \) from \( r_2 \in B_l + \tau \). Clearly, both points in \( B_l + \tau \) then also have points from \( A_l \) at distance \( \delta \), and thus \( \delta_H(A_l, B_l + \tau) \leq \delta \).

\[\blacktriangledown\]

### 4.1.2 High-level gadgets

This construction is inspired by the hard instance that was given in \([28]\). We want to obtain a grid of translations of spacing \( \varepsilon \) with some microtranslations in the \( \mathcal{O}(\varepsilon^{1.5}) \) range. We already defined the low-level gadget above, and we now define the high-level gadgets.

**Column Gadget**

The column gadget induces columns in translational space, i.e., it enforces that valid translations have to lie on one of these columns. The column gadget is actually the low-level gadget we already described above. You can see a sketch of this gadget in Figure \([5a]\). To semantically distinguish it from the low-level gadget, we refer to the point sets of the column gadget as \( A_c \) and \( B_c \).

**Row Gadget**

The row gadget induces rows in translational space, i.e., it enforces that valid translations have to lie on one of these rows. We obtain the row gadget by rotating all points in the low-level gadget around the origin by \( \pi/2 \) counterclockwise. You can see a sketch of this gadget in Figure \([5b]\). We call the point sets of the row gadget \( A_r \) and \( B_r \).
Diagonal Gadget

The diagonal gadget induces diagonals in translational space, i.e., it enforces that valid translations have to lie on one of these diagonals. As opposed to the column and row gadget, the diagonal gadget also has to be scaled. We scale the sets \( A \) and \( B \) separately. We scale \( A \) such that the gap between the number point pairs \( p_i^1, p_i^2 \) becomes \( \frac{1}{\sqrt{2}} \varepsilon \). And we scale \( B \) such that the gap between the points becomes \( 2 + \frac{1}{\sqrt{2}} \varepsilon \). After scaling, we rotate the points counterclockwise around the origin by \( \pi/4 \). You can see a sketch of this gadget in Figure 5c.

Translation Gadget

To restrict the translations for the directed Hausdorff distance under translation, we introduce another gadget. The first set of points \( A_t \) contains

\[
\begin{align*}
z_l & := (-1 + (2n - 1)\varepsilon, 0), \\
z_r & := (1, 0), \\
z_b & := (0, -1 + (2n - 1)\varepsilon), \\
z_t & := (0, 1).
\end{align*}
\]

The second point set \( B_t \) only contains the origin \( z_c := (0, 0) \). We want to make sure that this gadget behaves well in a certain range.

\begin{lemma}
Given \( \tau \in [0, (2n - 1)\varepsilon]^2 \), it holds that \( \delta_H(A_t, B_t + \tau) \leq \delta \).
\end{lemma}

\begin{proof}
As \( B_t \) has a point on all sides, clearly \( \delta_H(B_t + \tau, A_t) \leq \delta \). Furthermore,

\[
\|z_l - (z_c + \tau)\|_2 \leq 1 + 4n^2\varepsilon^2 \leq \delta \quad \text{and} \quad \|z_r - (z_c + \tau)\|_2 \leq \delta,
\]

using Lemma 12. Analogous statements hold for \( z_b \) and \( z_t \). Thus, also \( \delta_H(A_t, B_t + \tau) \leq \delta \).
\end{proof}

4.1.3 Complete construction

To obtain the final sets of the reduction, we now place all four described high-level gadgets (i.e., column gadget, row gadget, diagonal gadget, and translation gadget) far enough apart. More explicitly, the point sets \( A, B \) of the Hausdorff distance under translation instance are defined as

\[
A := A_c \cup (A_r + (10, 0)) \cup (A_d + (20, 0)) \cup (A_t + (30, 0))
\]

\[\text{Figure 5} \quad \text{Three of the high-level gadgets. The points of } A \text{ are all in the low-level gadgets, while the points in } B \text{ are explicitly shown including their } \delta \text{-ball.}\]
and
\[ B := B_c \cup (B_r + (10,0)) \cup (B_d + (20,0)) \cup (B_t + (30,0)). \]
The far placement ensures that the two point sets of the respective gadgets have to be matched to each other when the Hausdorff distance under translation is at most delta \( \delta \).

### 4.2 Proof of correctness

First, we want to ensure that everything relevant happens in a very small range of translations.

**Lemma 16.** Let \( \tau \in \mathbb{R}^2 \). If \( \delta_H(A, B + \tau) \leq \delta \), then \( \tau \in [0, (2n-1)\varepsilon]^2 \).

**Proof.** Note that for a Hausdorff distance at most \( \delta \), the sets \( A_c \) and \( B_c \) have to match to each other and analogously for \( A_r, B_r, A_d, B_d, A_t, B_t \). To show the contrapositive, assume \( \tau \notin [0, (2n-1)\varepsilon]^2 \). For simplicity, we refer to the points in the high-level gadgets with the notation of the low-level gadget. Due to the translation gadget, we have
\[
\|z_1 - (z_c + \tau)\|_2 > \delta \quad \text{for} \quad \tau_x > (2n-1)\varepsilon + 4n^2\varepsilon^2,
\]
and
\[
\|z_r - (z_c + \tau)\|_2 > \delta \quad \text{for} \quad \tau_x < -4n^2\varepsilon^2.
\]

We now show that under these restricted translations and as \( \delta_H(A, B + \tau) \leq \delta \), both points \( r_1, r_2 \) in \( B_c \) have at least one point of \( A_c \) at distance \( \delta \). In the column gadget for \( \tau_x \in [-4n^2\varepsilon^2, 0) \), we have
\[
\|(r_1 + \tau) - p_0\|_2 \geq |1 - (p_0) + \tau_x| > \delta \quad \text{and} \quad \|(r_2 + \tau) - p_0\|_2 \geq 1 + \varepsilon - \mathcal{O}(\varepsilon^{1.5}) > \delta
\]
for small enough \( \varepsilon \) and as \( x_0 > 0 \) and thus there is a component of order \( \varepsilon^{1.5} \). On the other hand, for \( \tau_x \in ((2n-1)\varepsilon, (2n-1)\varepsilon + 4n^2\varepsilon^2]^2 \), we have
\[
\|r_2 + \tau - p_{n-1}\|_2 \geq 1 + \varepsilon + \tau_x - (2n-1)\varepsilon > \delta \quad \text{and} \quad \|r_1 + \tau - p_{n-1}\|_2 \geq 1 + \mathcal{O}(\varepsilon^{1.5}) - 4n^2\varepsilon^2 > \delta
\]
for small enough \( \varepsilon \). An analogous argument holds for the row gadget and \( \tau_y \), as the row gadget is just a rotated version of the column gadget and the translation gadget is symmetric with respect to these gadgets.

We can now prove the main result of this section.

**Theorem 17.** Computing the directed or undirected Hausdorff distance under translation in \( L_2 \) for two sets of size \( n \) and \( 7 \) cannot be solved in time \( \mathcal{O}(n^{2-\gamma}) \) for any \( \gamma > 0 \), unless the 3SUM Hypothesis fails.

**Proof.** We construct a Hausdorff under translation instance in this proof from a Conv3Sum instance as described previously in this section, and then show that they are equivalent. We first consider how to apply Lemma 13 and Lemma 14 to the diagonal gadget. More precisely, we consider which translations align the gaps of \( A_d \) and \( B_d \), as is used in these two lemmas.

Consider the constraint \( \tau_x = 2k\varepsilon + x_k\varepsilon^{1.5} + 4n^2\varepsilon^2 \) that is encoded by the low-level gadget. Recall that we scale this gadget by \( \frac{1}{\sqrt{2}} \) and rotate it by \( \frac{\pi}{4} \), i.e., we apply the transformation matrix
\[
\frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \cdot \begin{pmatrix} \frac{1}{\sqrt{2}} \\ 0 \end{pmatrix} = \frac{1}{2} \cdot \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}
\]
to the right side of the constraint. Thus, for any $\alpha \in [0, (2n - 1)\varepsilon]$, the diagonal gadget encodes the constraints

$$\begin{pmatrix} \tau_x \\ \tau_y \end{pmatrix} = \frac{1}{2} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 2k \varepsilon + x_k \varepsilon^{1.5} \pm 4n^2 \varepsilon^2 \\ \alpha \end{pmatrix} = \frac{1}{2} \begin{pmatrix} 2k \varepsilon + x_k \varepsilon^{1.5} \pm 4n^2 \varepsilon^2 & -\alpha \\ 2k \varepsilon + x_k \varepsilon^{1.5} \pm 4n^2 \varepsilon^2 & \alpha \end{pmatrix}.$$ 

By adding up the two constraints, we obtain

$$\tau_x + \tau_y = 2k \varepsilon + x_k \varepsilon^{1.5} \pm 4n^2 \varepsilon^2.$$ 

We now show correctness of the reduction.

$\Leftarrow$: Assume $X$ is a positive Conv3Sum instance. Then there exist $i, j$ such that $x_i + x_j = x_{i+j}$. Consider $\tau = (2i \varepsilon + x_i \varepsilon^{1.5}, 2j \varepsilon + x_j \varepsilon^{1.5})$ as translation. Due to Lemma 14, we have that $\delta_H(A_r, B_r + \tau) \leq \delta$ and analogously $\delta_H(A_r, B_r + \tau) \leq \delta$. By the initial observation, we can also apply Lemma 14 to the diagonal gadget, and thus $\delta_H(A_d, B_d + \tau) \leq \delta$. Finally, by Lemma 15, we also have that $\delta_H(A_t, B_t + \tau) \leq \delta$ for the given $\tau$.

$\Rightarrow$: Assume $\delta_H(A, B) \leq \delta$. From Lemma 16, it follows that $\tau \in [0, (2n - 1)\varepsilon]^2$. Then, due to Lemma 14 and the initial observation about the diagonal gadget, we have that there exist $i, j, k$ that fulfill

$$\begin{align*}
\tau_x &= 2i \varepsilon + x_i \varepsilon^{1.5} \pm 4n^2 \varepsilon^2, \\
\tau_y &= 2j \varepsilon + x_j \varepsilon^{1.5} \pm 4n^2 \varepsilon^2, \\
\tau_x + \tau_y &= 2k \varepsilon + x_k \varepsilon^{1.5} \pm 4n^2 \varepsilon^2.
\end{align*}$$

It follows that

$$2i \varepsilon + x_i \varepsilon^{1.5} + 2j \varepsilon + x_j \varepsilon^{1.5} \pm 8n^2 \varepsilon^2 = 2k \varepsilon + x_k \varepsilon^{1.5} \pm 4n^2 \varepsilon^2,$$

and thus $i + j = k$ and $x_i + x_j = x_k$.

It remains to argue why the above reduction implies the lower bound stated in the theorem. Assume we have an algorithm that computes the Hausdorff distance under translation in $L_2$ in time $O(n^{2-\gamma})$ for some $\gamma > 0$. Then, given a Conv3Sum instance $X$ with $|X| = n$, we can use the described reduction to obtain an equivalent Hausdorff under translation instance with point sets $A, B$ of size $|A| = O(n)$ and $|B| = 7$ and solve it in time $O(n^{2-\gamma})$, contradicting the 3SUM Hypothesis.

5 Conclusion

In this work, we provide matching lower bounds for the running time of two important cases of the fundamental distance measure Hausdorff distance under translation. These lower bounds are based on popular standard hypotheses from fine-grained complexity theory. Interestingly, we use two different hypotheses to show hardness. For the Hausdorff distance under translation for $L_p$, we show a lower bound of $(nm)^{3-o(1)}$ using the Orthogonal Vectors Hypothesis, while for the imbalanced case of $m = O(1)$ in $L_2$, we show an $n^{3-o(1)}$ lower bound using the 3SUM Hypothesis. We leave it as an open problem whether Hausdorff distance under translation for the balanced case admits a strongly subcubic algorithm or if conditional hardness can be shown.
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