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Abstract

Algorithmic fairness has been framed as a newly emerging technology that mitigates systemic discrimination in automated decision-making, providing opportunities to improve fairness in information systems (IS). However, based on a state-of-the-art literature review, we argue that fairness is an inherently social concept and that technologies for algorithmic fairness should therefore be approached through a sociotechnical lens. We advance the discourse on algorithmic fairness as a sociotechnical phenomenon. Our research objective is to embed AF in the sociotechnical view of IS. Specifically, we elaborate on why outcomes of a system that uses algorithmic means to assure fairness depends on mutual influences between technical and social structures. This perspective can generate new insights that integrate knowledge from both technical fields and social studies. Further, it spurs new directions for IS debates. We contribute as follows: First, we problematize fundamental assumptions in the current discourse on algorithmic fairness based on a systematic analysis of 310 articles. Second, we respond to these assumptions by theorizing algorithmic fairness as a sociotechnical construct. Third, we propose directions for IS researchers to enhance their impacts by pursuing a unique understanding of sociotechnical algorithmic fairness. We call for and undertake a holistic approach to AF. A sociotechnical perspective on algorithmic fairness can yield holistic solutions to systemic biases and discrimination.
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1. Introduction

Biases in automated decision-making have negative implications for different stakeholders: (1) individuals and groups, who are at risk of discrimination and systematically inferior outcomes, (2) organizations, which may receive bad publicity and/or may suffer from legal consequences given that systematic discrimination is often penalized by law (White & Case, 2017), and (3) societies, which risk inflexible social stratification and political riots by those who have been discriminated against. Thus, it is critical to ensure fair decisions – especially those taken or supported by algorithms.

An unfair decision is often hard to detect and repair. This is particularly challenging when the decision is based on machine learning (ML). ML cannot provide meaningful explanations of how a decision was made. Thus, in case of errors, easy corrections are not possible (Mitchell, 2019). Static and rules-based algorithms can also generate biases, which remain obscured unless outcomes are systematically reviewed. Since algorithms are chosen based on their performance on the task at hand (e.g., predicting a risk) rather than on fairness, undesired effects often go unnoticed. Recent advances in algorithmic fairness (AF) claim to provide a remedy.

Algorithmic fairness is used to refer to technological solutions that prevent systematic harm (or benefits) to different subgroups in automated decision-making (Barocas & Selbst, 2016). From a technical perspective, AF seeks to mathematically quantify bias and, based on this metric, to mitigate discrimination in ML against subgroups. In recent years, several operationalizations and applications of AF have emerged in the information systems (IS) research (Ebrahimi & Hassanein, 2019; Feuerriegel et al., 2020; Haas, 2019; Martin, 2019; Rhue, 2019; van den Broek et al., 2019; Wang et al., 2019). These publications have often viewed unfairness in decision-making systems as a technical issue and have sought technical remedies. Thus, they have followed most other studies, which view AF as a technical discipline. However, unfairness in algorithmic decision-making is not solely a technical phenomenon: it has
societal, organizational, and technical sources, is reinforced by both social and technical structures, and – as we argue – should be approached from a sociotechnical perspective.¹

The sociotechnical perspective acknowledges that a system’s outcomes depend on mutual influences between technical and social structures, as well as between instrumental and humanist values (Sarker et al., 2019). Decision-making does not happen in a purely technical context: persons are subjects and objects of decisions, or experience higher-level consequences thereof. However, a purely social framing may also be inappropriate if it does not consider how the proposed social solutions fit the multiple algorithms in decision-making processes. Algorithms not only support persons in taking a decision, but may also delude them, may trick them into a decision, or may simply be used as an excuse when a decision becomes unpopular (O’Neil, 2016). Thus, the social and technical components of decision-making become intertwined in many ways, demanding a broader, ecosystem-based perspective (Stahl, 2021). The sociotechnical perspective bears the potential to yield holistic solutions to the unfairness that emerges in the state-of-the-art decision-making configurations.

An effective approach to AF requires coordination and balance among technical innovation, political/legal actions, and social awareness. However, we do not yet have a unifying perspective that integrates technological and social efforts in the context of AF. Researchers across disciplines have proposed various solutions, focusing on specific aspects of AF, but have lacked a comprehensive, overarching framework to ensure coherence among the approaches. For instance, the political decision that forbids the collection of sensitive attributes (e.g., gender or ethnicity) does not align well with the

¹ We develop AF’s meaning from a purely technological notion, as has been dominant to date, to a sociotechnical notion, positioning AF as a phenomenon. According to the former, AF comprises technological means (e.g., additional criteria implemented in the algorithm) that prevent systematic bias in an algorithm’s output. In our proposed sociotechnical notion, AF describes the use of algorithmic as well as organizational or processual ways to assure that the application and output of whole decision processes that involve algorithms does not produce systematic discrimination and injustice. We use fairness to refer to the notion or construct being used to assess the quality of a decision or a state.
algorithmic solutions that use exactly these attributes to assure that no group is systematically discriminated against. Thus, organizations have rarely considered AF to be relevant (Mulligan et al., 2019), because the proposed technological solutions are considered incomplete and thus not practically applicable. Motivated by this void, we explore the potential of adopting a sociotechnical perspective to understand the origins of algorithmic unfairness and to study its impacts in IS practice. Specifically, we contribute by (1) interrogating the premises that underlie purely technical and social perspectives, (2) discussing how a sociotechnical perspective yields new insights about AF’s complex nature, and (3) showing how IS research can take a leading role in creating and implementing holistic AF solutions.

Our research objective is to embed AF in the sociotechnical view of IS. We address it according to the steps proposed by Alvesson and Sandberg (2011). First, we review the technical literature on AF, identifying underlying assumptions of current AF practice. We then investigate the premises behind positions that criticize current AF approaches as groundless or inadequate. Nonetheless, we acknowledge that fairness has emerged as an important social construct that may be compromised by a purely technical perspective. Simultaneously, we accept that technology will be involved in high-stakes decisions and fairness considerations. We regard AF as an inherently sociotechnical construct and elaborate on its roles in sociotechnical systems (Sarker et al., 2019). Further, we map the existing body of AF literature onto a sociotechnical perspective, identifying the points at which algorithmic (un)fairness can arise in sociotechnical systems, and then formulate research directions for IS: they show how a sociotechnical perspective can help address challenges of AF. Overall, we interrogate the fundamental assumptions that underlie current AF research and propose future research directions.

The remainder of this paper is structured as follows. In Section 2, we provide a background on the technical notion of AF (which dominates in the literature) and contrast it to the notions of fairness in other disciplines. In Section 3, we describe our overall methodology. In Section 4, we explore the premises of the literature on AF as a technical or a social construct. In Section 5, we argue that AF should be understood as a sociotechnical phenomenon. In Section 6, we employ this view to classify the origins of biases and propose directions for the IS discipline to mitigate bias.
2. Background on Fairness and Algorithmic Fairness

AF seeks to detect, quantify, and subsequently mitigate disparate harm (or benefits) across subgroups affected by automated decision-making (Barocas & Selbst, 2016). In this section, we review how fairness has been defined in AF (Section 3.1) and summarize the current discussion of how fairness has been conceptualized in other disciplines (Section 3.2). This allows us to discuss the relationships between AF and other notions of fairness.

2.1. Fairness as a Mathematical Construct

A technical approach to AF uses mathematical formalizations (or notions) of fairness. The question What is fair? is reduced to a single mathematical expression. The mathematical notion of fairness is integrated into algorithms as a mathematical constraint or directly into the objective function. For illustration, we use a recidivism risk assessment example in which an ML system assesses the risk that a prematurely released prisoner will commit another crime. Such systems are widely used in the U.S., with COMPAS as a typical example. However, these systems were found to show systemic discrimination against people of color, making clear that it is necessary to study AF (Angwin et al., 2016; O’Neil, 2016). Key to AF is that there are different mathematical notions of fairness (for overviews, see Barocas & Selbst, 2016; Friedler et al., 2019; Verma & Rubin, 2018). These are loosely grouped into various concepts of fairness across (i) groups or (ii) individuals.

Notions of fairness at the group level build on a predefined sensitive attribute (Barocas & Selbst, 2016) that describes membership in a protected group, against which discrimination must be prevented. In practice, the sensitive attribute is declared a priori (e.g., by policymakers or IS practitioners). Systems for recidivism risk assessment use race as a sensitive attribute to ensure fairness across people with different skin colors (Angwin et al., 2016; O’Neil, 2016). Based on this sensitive attribute, group-level notions of fairness interpret discrimination by how the prediction model’s outcomes are distributed across groups: inside and outside the protected group. An exemplary notion of fairness, statistical parity, requires the likelihood of events to be equal across all groups. In our example, it requires the recidivism system to predict white individuals and people of color as posing a risk in the same ratio.
Figure 1. Algorithmic Fairness at the Group Level Defines Mathematical Notions Using the above Confusion Matrix

Other group-level notions of fairness rely on prediction errors (Hardt & Price, 2016; Kleinberg et al., 2017; Zafar et al., 2017), whereby the confusion matrix from Figure 1 is considered. For instance, one notion, equality of accuracy, requires ML to attain equal prediction accuracies across both groups. Specifically, it requires the system to keep both the ratio of individuals who do not pose a risk (and are recommended for release from prison) and those who pose a risk (and are recommended to remain in prison) the same across white prisoners and those of color. As can be seen in the different notions, there is no universal operationalization of fairness; further, it is mathematically impossible to fulfill all the different notions of fairness at once (Chouldechova, 2017; Kleinberg et al., 2017). Thus, the IS designer must choose an appropriate mathematical notion for assuring an unbiased outcome, yet one for which little guidance is available. Explainable or interpretable ML (Caruana et al., 2020; Mitchell, 2019; Molnar, 2020; Senoner et al., 2021) can offer support by allowing practitioners to observe both the outputs of their models and the (potential) reasoning that support them. However, explainable ML often delivers insights that are not perceived as useful by persons (Molnar, 2020). Further, all notions of fairness share the same key requirement: within the data, the sensitive attribute must be available to algorithms, so that potential discrimination can be mitigated, even though collecting such data may be illegal owing to the sensitive nature of the attributes.

Notions of fairness at the individual level are based on the assumption that similarly situated individuals should be treated similarly (Dwork et al., 2012). This approach strives to ensure fairness independent of group membership. This requires a
definition of similarity that is suitable in the given use case and provides the basis on which to perform pair-wise comparisons (rather than group-wise ones). In recidivism risk assessment, this requires two individuals whose relevant attributes (criminal history, sentence length, etc.) are equal to be subject to the same decision. As in group-level fairness, individual-level fairness requires access to sensitive attributes. It also leaves open how to specify which attributes are relevant or how to formalize relevant yet nonquantitative attributes (e.g., psychological instability or addiction).

2.2. Fairness as a Social Construct

*Philosophical* debates about fairness were originally driven by the question of the distribution of goods and rights and the utopian ideal of a fair ruler. Today’s understanding of fairness suggests that all persons with equal gifts should have equal opportunities for advancement, regardless of their initial position in society (Rawls & Kelly, 2003). In short, equal distribution of chances for self-advancement to achieve equity in goods distribution (an individual’s benefits are proportional to their input) dominates the current philosophical debate. Thus, it is unfair to prevent individuals from improving their situation by limiting chances – intentionally or otherwise – based on race, origin, or gender.

*Law, criminoology, sociology,* and the *political sciences* often take a modern philosophical approach to addressing fairness. This leads to the emergence of restorative, transitional, or retributive justice concepts, in which society (re)establishes a fair distribution by repair, re-balancing of power, or punishment (Clark, 2008), in which fairness is neither given nor predefined. Instead, it is continually constructed (Lind et al., 1998). This line of reasoning stresses actionable notions of social fairness: constantly trying to balance several forces and preserve fairness. AF has emerged as a defining and affirming force. However, its mathematical limitations are new, compared to the social construct.

*Anthropology* focuses on the historical origins of fairness as an innate human value also observed in other primates (Brosnan, 2013). For instance, persons and primates who contribute the same amount of work as others but receive a lesser payoff are likely to stop working (Brosnan & de Waal, 2014). They tend to punish those engaged in the unequal distribution of goods (Brosnan, 2013). This suggests that the sense of fairness
emerges from evolution toward collaborative societies. Since collaborative behaviors are relevant for survival, fairness propagates over generations (Hamann et al., 2011). Thus, primates may have a built-in fairness calculation mechanism. AF may look like an attempt to discover this mechanism, which is likely to include as yet unknown aspects that are hard to quantify.

Neuroscience looks for the origins of fairness in the human brain rather than in history. Brain processes concerning fairness occur in an evolutionarily old brain area (Vavra et al., 2017). This supports claims from anthropology and suggests that fairness is emotional and can be experienced as an intrinsic need (Decety & Yoder, 2016). A neurological rewards system is activated when goods distribution reaches a fair state (Vavra et al., 2017). However, this process is moderated by external factors, including similarity among affected individuals, situational identity, or salient personal goals (Bargh, 2017; Cohn et al., 2014). This may explain why people often disagree about what is fair. Thus, achieving fairness remains an ongoing process rather than a one-time challenge.

Finally, psychology sees fairness as a perception of an individual comparing themselves to other individuals whom they consider to be relational partners (i.e., as somehow similar to them) (Adams, 1963). This view was adopted (and extended) by organization science, with three aspects differentiated: distributive (who receives what?), reciprocal (is the treatment or benefit adequate to a person’s input?), and procedural (how was the decision taken?). These aspects led to the formulation of organizational justice theory (Greenberg, 1986). Reciprocal fairness demonstrates that persons expect truthful and respectful treatment if they act accordingly (Bies, 2001). Procedural fairness requires that individuals affected by a decision be given provided with justification and be allowed to contribute to the decision and voice concerns (Greenberg, 1986). Organizational justice was adopted in the IS research and is often used to study fairness perceptions inside organizations and their relationships to technology-driven organizational change (Joshi, 1989; Li et al., 2014; Tarafdar et al., 2015). While all aspects of organizational justice may be affected by algorithmic bias, the distributive aspects receive the most attention (Robert et al., 2020).
3. Methodology

We engage in *problematization* so as to establish an informative research agenda for IS and the sociotechnical notion of AF. Problematization is an approach for developing research questions from a body of literature. We explicate the underlying assumptions in existing studies and question them (Alvesson & Sandberg, 2011). This frames research as an ongoing dialogue that relies on challenging the status quo rather than gap-filling. Problematization is a way to facilitate more influential management and organizational literature theories (Alvesson & Sandberg, 2011). It has been promoted in the recent IS literature (Avital et al., 2017; Grover & Lyytinen, 2015; Templier & Paré, 2018) and was adopted in earlier IS studies (Ortiz de Guinea & Webster, 2017). Since the research into AF in IS is still emerging (Dolata & Schwabe, 2021; Ebrahimi & Hassanein, 2019; Haas, 2019; Kordzadeh & Ghasemaghaei, 2021; Marjanovic et al., 2021; Martin, 2019; Rhue, 2019; van den Broek et al., 2019; Wang et al., 2019) and relies on perspectives on AF from reference disciplines (most prominently, computer science), we chose to interrogate assumptions that characterize the AF discourse via a multidisciplinary review. Alvesson and Sandberg (2011) differentiated between various categories of assumptions that differ in depth and scope: in-house, root metaphor, paradigm, ideology, and field assumptions. For more detailed descriptions of each category, we refer the reader to Alvesson and Sandberg (2011). We use this classification to assess the identified assumptions’ impacts. This provides a solid base for theorizing AF in sociotechnical perspectives of IS.

The literature we analyzed was collected from different sources and was then classified. On the one hand, we screened articles from four key AF conferences (KDD, ICML, NeurIPS, FAccT). This led to 166 candidate articles for analysis. On the other hand, we conducted a query-based search across the top 25% of outlets from a multidisciplinary background (e.g., management, psychology, etc., according to Scimago Journal & Country Rank), and conducted a criteria-based selection within them. This led to the selection of 114 more articles. In a subsequent step, we classified all articles by their approaches to AF (technical vs. social), focus (social component, technical component, data and information, adaptation between components, broader context), scope (generic vs. limited to a specific application domain), and methodological paradigm (engineering, exploratory, literature review, critical, behavioral, formal). Further, we listed and analyzed the implicit and explicit assumptions according to the
identified approaches. The Appendix contains complete descriptions of the steps involved in the data collection and analysis.

4. Problematizing Algorithmic Fairness

In this section, we problematize AF. We explicate the premises of the papers that were classified as following the technical approach (Section 4.1), and studies that tracked a more social perspective (Section 4.2). We infer assumptions that underlie AF based on a systematic literature review (for details, see the Appendix). Specifically, we identified common assumptions in the literature, classified as having either a technical or a social orientation, and identified articles that can be used to exemplify the assumptions we found (see Tables 1 and 2). When describing the assumptions, we refer to articles from the literature review. The analysis revealed that the articles lacked a shared, coherent agenda. Further, at first sight, the assumptions they make may even contradict one another. Not all the assumptions we list in the following sections co-exist in each paper we considered – the papers differed concerning the assumptions they rely on. While the literature, independent of its core approach, provided valuable inputs, it has not conceptualized AF as a sociotechnical construct, despite the overall goal of preventing technology-based societal discrimination shared across fields, perspectives, or attention foci. We don’t intend to invalidate the research in the reviewed studies or to suggest the existence of irreconcilable camps. We argue that AF should be seen as a sociotechnical construct (Section 4.3). This perspective can reconcile the approaches to AF.

4.1. The Premises of the Technical Perspective

Identification of the assumptions that underlie the perspectives is the first step toward a unified, sociotechnical understanding of AF and an agenda for advancing the research in a more coherent, holistic direction.

The literature on AF has been dominated by the technical perspective. Accordingly, AF has been defined as efforts to “translate regulations mathematically into non-discriminatory constraints, and develop predictive modeling algorithms that take into account those constraints, while at the same time be as accurate as possible” (Žliobaitė, 2017), or as “the aim of assessing and managing various disparities that arise among various demographic groups in connection with the deployment of ML-supported
decision systems in various (often allocative) settings.” (Fazelpour & Lipton, 2020). While there is nothing wrong with the aim of obeying “non-discrimination constraints” or “managing disparities,” this perspective is restricted by the underlying notion of fairness. The technical literature relies on a range of paradigmatic assumptions, i.e., shared beliefs, definitions, and methodological approaches (Alvesson & Sandberg, 2011). We will now review these assumptions (see Table 1) along with appropriate examples from the reviewed studies.

First, the proposed solutions often assume a comprehensive a priori understanding of where and why biases occur (Abràmoff et al., 2020). The studies frame specific biases as problems in search of a solution. In a good engineering way, the studies focus on selecting a notion of fairness that is appropriate to this bias, then develop a mathematical construct to represent it, and use it in the algorithms. They posit that there is a mathematical or formal way to adequately resolve biases without generating new, previously unknown biases (Dutta et al., 2020). The studies follow the engineering assumption: “Each problem has a human-made technical solution. A solution is good when it solves the problem.”

Second, technical AF posits a conceptual equivalence of various notions of fairness. There are concurrent fairness ideals (equity, equality, need, etc.), each with varying social connotations (Binns, 2018; Narayanan, 2018; Rawls & Kelly, 2003). Still, most technical researchers treat them synonymously and select among them as if they were interchangeable. There is no consistency concerning what should be considered when selecting a fairness ideal, how the selection should be conducted, or what the long-term social consequences are of employing any of the measures. For instance, some studies have simply referred to court cases or have repeated arguments from ethics or political philosophy (Fazelpour & Lipton, 2020). Others have advocated including the selection process for an adequate notion of fairness in a participatory design process (Ahmad et al., 2020) or a survey (Srivastava et al., 2019b). These approaches have moved the decision on an adequate notion of fairness away from the designer or the researcher to the broader public, who is presented with various notions of fairness and is asked to choose among them. Yet, even in these cases, the implications of the choice have barely been considered. Depending on the population sampling method, this method can even exhibit bias. Further, the thought experiments and hypothetical situations used in these
approaches were shown to often fail (Gendler, 2014). Overall, each selection approach makes an *equivalence assumption*, assuming that fairness ideals are to some extent equivalent and that choosing between them takes place in a closed environment, as opposed to – open-ended – reality.

Third, having chosen a fairness ideal, the technical literature has posited a mathematical operationalization of it. Owing to their general and abstract formulation, many ideals that rely on equity or equality don’t directly fit mathematical disparity measures (Fazelpour & Lipton, 2020), because the ambiguity of ethical and legal rules allow human judges to deliberate about a concrete situation, balancing the distribution of goods or rights. Developing a strict metric involves value assessments without a specific context or situation – often presented as a *translation* (Narayanan, 2018; Žliobaitė, 2017). This induces the illusion of mathematically expressing abstract notions without either losses or unexpected consequences. We refer to this as the *translation assumption*.

Fourth, the need to quantify a notion of fairness pushes researchers and practitioners to primarily focus on distributive justice (Fazelpour & Lipton, 2020). Yet fairness may go beyond the distribution of goods, to address interactional or procedural justice. If a system cannot be used by some people of color because facial recognition does not work properly for them, this impacts on their dignity and belongs to the interactional justice dimension (Celis Bueno, 2020; Hanna et al., 2020; Robert et al., 2020). Many technical studies implicitly reformulate this as a distributive justice concern (e.g., the distribution of properly recognized faces across groups). Further, the studies have focused on between-subject justice across groups or individuals (comparison with others) and not on within-subject justice (comparison with the subject’s engagement). This can generate perceptions of unfairness. An individual could be treated differently at two different points in time despite behaving in exactly the same way, because others changed their behaviors and the system adopted the altered distribution. These examples highlight the consequences of a *distributiveness assumption*, which posits that all fairness issues can be presented as a statistical distribution.

While a statistical engineering approach to AF has dominated the current debate, there are alternative approaches to assuring fairness through technical interventions.
However, they suffer from further assumptions and often commit to one or more of the flawed assumptions (such as the engineering assumption or the translation assumption).

The counterfactual fairness discourse has pursued a view of AF that uses directed acyclic graphs to model social biases that may occur in data (Coston et al., 2020; Kusner et al., 2017). This line of research assumes that social bias is a global causal structure element and needs to be explicitly modeled in algorithmic decision-making (Kusner et al., 2017). Alternatively, some researchers see the origins of bias in data and treat the problem as a database repair process. They work to achieve the desired balance and train the models using a sort of ideal, bias-free dataset rather than real data (Salimi et al., 2020). While some biases (“foreigners commit more crime than locals”) or protected groups (“people of color”) may be easier to identify and explicate, others are more implicit, limited to a local community, or simply rely on urban myths and fake news (“small people drive large cars,” “obese people lack self-discipline,” etc.). Some members of society may feel stigmatized if social biases need to be explicated and presented in a model or data. Positing that the biases can be comprehensively explicated, many approaches fall victim to an explicitness assumption.

Finally, almost all engineering approaches to unfairness share independence assumptions. We identified three assumptions concerning independence: (1) context-independence, (2) time-independence, and (3) component-independence, as follows: (1) Context-dependence refers to whether a one-size-fits-all approach is replaced by developing tailored, problem-specific solutions for AF. Here, most technical studies use multiple ‘synthetic’ or ‘publicly available’ datasets that represent various independent decision problems (recidivism prediction, diabetes treatment, or creditworthiness). These studies developed and evaluated solutions with these datasets and claim applicability across situations (Celis et al., 2018; Coston et al., 2020; Valera et al., 2018; Zafar et al., 2017). This contradicts the evidence that proved that fairness assessments are highly context-dependent (Srivastava et al., 2019b; Wong, 2020; Zafar et al., 2017). (2) Time-dependence refers to whether AF solutions consider dynamics of the environment. Here, technical studies on AF often rely on data from the past (U.S. Census from the 1990s) to prove their system’s fairness, but prescribe future use (Bera et al., 2019). They see data and the decision context as static, committing to a time-independence assumption. (3) Component-dependence denotes that individual components of an AF system interact
with the environment. Previous studies that followed a technical perspective on AF focused on improving and testing a single classifier, ignoring other technical components that will interact with it. The classifier will be like a small gear-wheel in a larger technological system involving classifiers, data pre-processors, and interfaces to other systems. In a broader sense, it will become part of a complex sociotechnical system whose characteristics emerge not only from its parts but also from interactions between the parts and the context (Mitchell, 2009). Because “a system is more than the sum of its parts” (Ackoff, 1973), there is no guarantee that a system composed of fair parts will in fact be fair (Dwork & Ilvento, 2018). Thus, these studies commit to a component-independence assumption. The three abovementioned independence assumptions prevail explicitly or implicitly, despite singular studies that paid attention to context (Chouldechova et al., 2018; Kallus & Zhou, 2019; Rahmattalabi et al., 2019), accepted temporal dynamics of fairness issues (D’Amour et al., 2020; Liu et al., 2018), or addressed technical systems in a holistic way (Dwork & Ilvento, 2018). They represent notable exceptions rather than the norm.

Table 1. The Typical Assumptions of the Technical Approach to Algorithmic Fairness with Exemplary Quotes from the Reviewed Papers

| Assumption                     | Example                                                                                                                                                                                                                                                                                                                                 |
|-------------------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| **Engineering assumption:**   | for any problem, there is a technical solution, and the solution is good if it solves the problem at hand.                                                                                                                                                                                                                       |
|                               | "We identify the insufficiency of existing fairness metrics and propose four new metrics that address different forms of unfairness. These fairness metrics can be optimized by adding fairness terms to the learning objective. Experiments on synthetic and real data show that our new metrics can better measure fairness than the baseline, and the fairness objectives effectively help reduce unfairness.” (Yao & Huang, 2017) |
| **Equivalence assumption:**   | operationalizations and notions of fairness are equivalent and can be exchanged based on their performance.                                                                                                                                                                                                                      |
|                               | "In legal scholarships, the notion of fairness is evolving and multi-faceted. We set an overarching goal to develop a unified machine learning framework that can handle any definition of fairness, the combinations, and also new definitions that might be stipulated in the future.” (Quadrianto & Sharmanska, 2017) |
|                               | "While the problem of selecting an appropriate fairness metric has gained prominence in recent years, is perhaps best understood as a special case of the task of choosing evaluation metrics in machine learning.” (Hiranandani et al., 2020) |
| **Translation assumption:**   | complex, ambiguous notions of fairness or legal rules can be                                                                                                                                                                                                                                                                        |
|                               | "Although the DI doctrine is a law in the United States, violating the DI doctrine is by itself not illegal; it is illegal only if the violation cannot be justified by the decision-
translated into mathematical or statistical terms without loss. maker. In the clustering setting, this translates to the following algorithmic question: what is the loss in quality of the clustering when all protected classes are required to have approximately equal representation in the clusters returned?” (Bera et al., 2019)

| **Distributiveness assumption:** representing problems of interactional or procedural justice in terms of distributive justice so as to facilitate statistical processing. |
| *Though helpful in seeing a systematic error, gender, and skin type analysis by themselves do not present the whole story. Is misclassification distributed evenly amongst all females? Are there other factors at play? Likewise, is the misclassification of darker skin uniform across gender?” (Buolamwini & Gebru, 2018) |

| **Explicitness assumption:** existing prejudices, social biases, and protected groups can be known upfront and can be made explicit in the model (affects especially counterfactual modeling of fairness). |
| *“We advocate that, for fairness, society should not be satisfied in pursuing only counterfactually-free guarantees. (…) We experimentally contrasted our approach with previous fairness approaches and show that our explicit causal models capture these social biases and make clear the implicit trade-off between prediction accuracy and fairness in an unfair world. We propose that fairness should be regulated by explicitly modeling the causal structure of the world.” (Kusner et al., 2017) |

| **Independence assumptions:** |
| • context-independence AF solutions proven to work on a range of datasets can be transferred to applications in different contexts without loss |
| • time-independence AF solutions proven to work on historical data can be transferred to current and future applications without loss |
| • component-independence AF solutions proven to work in isolation from other technical components can be transferred to complex technological artifacts without loss |
| *“Based on an online learning algorithm, we develop an iterative algorithm that provably converges to such a fair and robust solution. Experiments on standard machine learning fairness datasets suggest that, compared to the state-of-the-art fair classifiers, our classifier retains fairness guarantees and test accuracy for a large class of perturbations on the test set.” (Mandal et al., 2020) |
| *“We adopt surrogate functions to smooth the loss function and constraints, and theoretically show that the excess risk of the proposed loss function can be bounded in a form that is the same as that for traditional surrogated loss functions. Experiments using both synthetic and real-world datasets show the effectiveness of our approach.” (Y. Hu et al., 2020) |

4.2. The Premises of the Social Perspective

The social perspective on algorithmic (un)fairness is becoming increasingly important. Positions with a social perspective on AF are appearing at computer science conferences and in journals (Barabas et al., 2020; Binns, 2018; Mulligan et al., 2019; Robert et al., 2020) as well as in outlets from other disciplines, including the social sciences.
(Hoffmann, 2019), philosophy (Mohamed et al., 2020; Wong, 2020), and criminology and law (Barocas & Selbst, 2016; Helberger et al., 2020; Završnik, 2019). This makes clear that researchers across disciplinary boundaries are engaging in the social aspects of AF and are trying to understand it as a problem that cannot be completely solved through technology. For instance, they indicate that sources of algorithmic unfairness go beyond the issue of unbalanced data and derive from a lack of political power balance (Barabas et al., 2020; Mohamed et al., 2020) or the lack of political discourse about what fairness is (Wong, 2020; Završnik, 2019). Other studies have described the status quo from the perspectives of social science (Helberger et al., 2020) or organizational science (Robert et al., 2020). The multidisciplinary debate aims to identify and overcome the limitations of the technical approach. Most studies refer to a common-sense image of ML and, in the context of problematizing (Alvesson & Sandberg, 2011), suggest the presence of different assumptions that fall under the concept of root metaphors. The assumptions relate to a general understanding of the subject matter shared beyond a single discipline; in this case, it is the shared notion of ML and algorithms engineering as being solely about data and their processing. We will now review these assumptions, listing them in Table 2 along with examples from the reviewed studies.

The studies that follow a social perspective have addressed differences between the mathematical notions or even methods used to represent fairness in algorithms. While the technical community has developed a wide variety of methods for reducing discrimination in ML (e.g., counterfactual reasoning or debiasing for textual data), they were rarely considered in social discourses as a separate way of operationalizing fairness (Binns, 2018). However, as discussed, these methods may have crucial implications for both the technology’s design and for the sociotechnical context: some methods require explications of potential social biases, while others rely on the availability of sensitive data, and yet others manipulate the data to reduce risks of bias. This explicates that social discourse of AF treats technical approaches to AF as a black box, without decoding the notions of fairness encoded by the engineers and their social, political, or organizational implications. Although the social perspective acknowledges AF-related progress of the technical perspective, the engagement with the subject matter has remained superficial. It often seemed that technical AF was reduced to a generic algorithmic approach. Given
that the variety of technical AF and the interplays between specific social and technical measures remain unpacked, we refer to a black box assumption.

Some studies have engaged in a bad actor debate: they try to identify who is to blame for unfairness in automated decision-making. There are two general lines of argumentation: some argue that the application of ML in high-stakes decision-making is the problem (algorithms or big data is the bad actor) (e.g., Barocas & Selbst, 2016; Završnik, 2019), while others argue against developers, designers, and organizations who provide these solutions (Kuhlman et al., 2020; Mohamed et al., 2020; Wong, 2020). We call the first tendency the technology agency assumption, and the second the human agency only assumption. Others propose a shared responsibility: “humans and algorithms co-conspire in upholding discrimination.” (Hoffmann, 2019).

We agree that understanding liability for discrimination is important to countering it with regulation. It is necessary to understand who or what the source of discrimination is. Nonetheless, some aspects of this debate may benefit from acknowledging recent developments in the technical approach to AF, for instance that decisions concerning fairness measures are often taken through participation of a broader public (M. P. Kim et al., 2020; Srivastava et al., 2019b). While we understand that it is important to identify the origins of biases, the discourse often does not reveal how exactly the bad actor in question impacts on the algorithmic decision-making and which technical components are affected – yet such deliberation could support the technical AF community in approaching the key points (Ågerfalk, 2020; Draude et al., 2019; Hoffmann, 2019; Ziewitz, 2016).

Finally, several authors, especially in legal science, have idealized the status quo in law enforcement and have declined algorithmic support (e.g., Beyleveld & Brownsword, 2019; Huq, 2018; Johnson, 2020; Završnik, 2019), while others have proposed replacing the current system with a ‘code-based’ sentencing (Chandler, 2019; De Filippi & Hassan, 2018; Kalpokas, 2019; Lessig, 2000). Each side has committed to a purity assumption, claiming that only it yields unbiased decisions. However, there is cumulated evidence that unfair decisions have been made in the past, independent of whether or not they relied on human reasoning or algorithms (Gladwell, 2019; O’Neil, 2016; Payne et al., 2017). Biases in law enforcement may emerge from existing training,
incentive systems, or archetypes in the organizations (Gladwell, 2019) – and these biases may be present in both persons and in algorithms. Instead of claiming that one or the other is better or fairer, one must acknowledge that “accountability mechanisms and legal standards that govern decision processes have not kept pace with technology.” (Kroll et al., 2016). We claim that coordinating algorithm development with overall justice system development may lead to law enforcement with fewer systematic biases.

Table 2. Typical Assumptions of the Social Approach to Algorithmic Fairness with Exemplary Quotes from the Reviewed Papers

| Assumption                  | Examples                                                                                                                                 |
|-----------------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| **Black box assumption:**   | Seeing the technical perspective on AF as a coherent field without acknowledging differences between the approaches and notions, and without attending to these choices’ social, organizational, or ethical consequences; also, suggesting improvements based on the social perspective without attending to the technical implications thereof |
| Black box assumption:       | “Research in algorithmic fairness has recognized that efforts to generate a fair classifier can still lead to discriminatory or unethical outcomes for marginalized groups, depending on the underlying dynamics of power, because a “true” definition of fairness is often a function of political and social factors. Quijano (2000) again speaks to us, posing questions of who is protected by mainstream notions of fairness, and to understand the exclusion of certain groups as ‘continuities and legacies of colonialism embedded in modern structures of power, control, and hegemony’.” (Mohamed et al., 2020) |
| Bad actor assumption:       | Of course, not all work in this area reduces discrimination entirely to some set of ‘blameworthy’ humans behind the machine. Many discussions make clear that algorithmic discrimination can happen in ways that are unintentional or difficult to account for, for example when upstream social biases are reflected in training data in ways that may be difficult to predict. In these cases, biases are said to ‘sneak in’, ‘whether on purpose or by accident’, or in ways that only emerge over time.” (Hoffmann, 2019) |
| Purity assumption:          | Seeing either the justice system or algorithmic decision-making as superior and as the reference point for fairness                                 |
| Purity assumption:          | “Second, it shows why automated predictive decision-making tools are often at variance with fundamental liberties and also with the established legal doctrines and concepts of criminal procedure law.” (Završnik, 2019) |

4.3. The Need for a Sociotechnical Perspective

Overall, the current AF discourse suffers from assumptions that render exchanges between various approaches difficult. Especially the relationships between social and technical aspects of AF have largely been overlooked. The social and the technical
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perspectives both provide valid points and remedies. Although some articles have addressed the relationship between the social and the technical, they have rarely moved beyond identifying problems in each area. Thus, the efforts have not added up to a holistic and comprehensive solution. In our view, this results from a selective perception of what algorithmic (un)fairness is: some researchers see it as a technical phenomenon and seek solutions in technology; others see it as a symptom of discrimination in society and seek a remedy in changing the social structures that enable discrimination. Both approaches make valid points. They also don’t directly contradict each other: at first glance, enhancing algorithms or manipulating data does not interfere much with political or social agendas. However, this development may confuse practitioners, decision-makers, and society. Apart from clearly misguided decisions, such as when the lack of sensitive attributes in the data (a political decision) disables the use of most effective AF solutions (a technical decision), other problems may also emerge. Thus, we address why a sociotechnical perspective is needed: it discusses practical consequences of a potential sociotechnical framing of AF and therefore supports the overall statement that we urgently need a sociotechnical perspective.

Without a coherent perspective that acknowledges the interdependencies between the social and the technical aspects of AF, organizations may be reluctant to effectively tackle this problem. If they treat algorithmic (un)fairness as a purely technical problem, they may assume that adding a social element will sufficiently solve unfairness. They may believe that positioning an employee as a control instance who needs to sign off decisions made by the algorithm will sufficiently mitigate discrimination. This aligns with the human-in-the-loop claim, according to which introducing human control into algorithmic decision-making will prevent or limit unintended consequences of purely algorithmic decision processes (Brockman, 2019; Marjanovic et al., 2021). Following the sociotechnical perspective, we argue that this reasoning is problematic. It assumes that the human and the algorithm are distinct moral agents capable of making an independent decision, and it implies a picture of a righteous and critical person who is able to question algorithmic output or assess the focal situation. We argue that the algorithm and the person are not as independent as it may seem. Algorithms empower and constrain persons: they may direct human attention to only some aspects to be considered; they may require a specific decision output format; and they may require the person to take
decisions in a decontextualized environment. Likewise, persons may inappropriately interpret the algorithm’s output or take random, uninformed decisions, following the illusion that their opinion is just one out of several votes. For instance, it is known that employees rely on decisions taken by the algorithms and rationalize or explain them rather than controlling their quality and bias (Rhue, 2019). Thus, rather than calling for a human in the loop, we need to gain an understanding of human-algorithm ensembles as collective moral agents and thus respect the complex mutual influences between the ensemble’s subparts (Verbeek, 2011, 2014). In our view, the sociotechnical perspective on AF is the first step in this direction.

The evaluation of complex decision processes involving persons and algorithms as parts of an ensemble requires an overall approach to assess whether the ultimate outcomes produced by the sociotechnical system are fair and to identify reasons for potential unfairness. If one focuses on the technical and the human components separately, they ignore unexpected interferences between the components, risking an unfair final decision. Finally, without holistic guidance, companies risk choosing a combination of incompatible technical and organizational fairness measures, especially if such decisions are made by different units (e.g., IT and human resources). Accordingly, we argue that it is crucial to view AF as a sociotechnical construct.

IS has a long tradition of systemic sociotechnical approaches to solving urgent and important problems. For instance, IS encapsulated the social and psychological effects of organizational implementation of new technologies in the sociotechnical concept of technostress (Tarafdar et al., 2017). IS is also concerned with supporting collaboration that uses a mix of technical and social components – collaboration engineering (Briggs et al., 2003). Finally, IS offers a holistic understanding of trust as a phenomenon not limited to persons but also emerging in relation to technology (Söllner et al., 2012, 2018). We see great potential for approaching fairness as a sociotechnical phenomenon. While decisions in all domains will increasingly rely on algorithmic processing of data and will involve ML predictions (Agrawal et al., 2018), they will also involve a person as a (co-)decision-maker, target of the decision, or evaluator. It is essential to understand interactions between technical and social components to embrace the complexity of fairness. While existing research makes valuable contributions to either technical or social aspects, the IS discipline – owing to its sociotechnical anchoring – can
better understand how these efforts complement, depend on, and mutually influence one another. Nonetheless, the studies of AF in IS have resorted to the technical perspective and have focused on ways to improve algorithms through for instance more adequate scoring methods (Wang et al., 2019), better assessment of tradeoffs (Haas, 2019), or better understanding of current applications (van den Broek et al., 2019). This has led to some very recent suggestions or calls to extend the notion of AF to embrace the behavioral, procedural, and contextual aspects of algorithmic decision-making (Kordzadeh & Ghasemaghaei, 2021; Marjanovic et al., 2021). Although those extensions and calls are a step in the right direction, they have neither explicitly problematized the assumptions that underlie existing formulations of AF, nor addressed the dynamics of interaction and balance between the social and the technical aspects of AF. In our view, IS needs a reorientation toward the sociotechnical perspective if it is to provide a holistic understanding of AF as a phenomenon.

5. A Sociotechnical Perspective on Algorithmic Fairness

Clearly, neither a technical nor a social view alone is sufficient. We will now position AF as a sociotechnical phenomenon.

The sociotechnical perspective has formed the foundation of IS research for decades (Davison & Tarafdar, 2018; Lee et al., 2015; Sarker et al., 2019). It builds on the key insight that work involves interactions between persons and technology. Persons, including individuals and collectives, as well as the relationships among them or attributes thereof – including structures, cultures, economic systems, rituals, best practices, organizations, or social capital – form the social component (Lee, 2004; Sarker et al., 2019). The technology, including human-made hardware, software, data sources, and techniques that describe ways of using them to achieve human goals or serve human purposes form the technical component of a sociotechnical system (Lee, 2004; Sarker et al., 2019). The sociotechnical view stresses the mutual interdependency between the components, so much so that connections between them are reciprocal and iterative, but neither incidental nor nominal (Lee, 2004). The social and technical components engage in joint optimization to create a productive sociotechnical system (Sarker et al., 2019). The IS tradition has also acknowledged that components should be treated equivalently regarding importance and impact (Beath et al., 2013). A sociotechnical account of AF
requires careful consideration of how machines and persons can and should co-engage or collaborate to achieve fairness.

We will now first examine the characteristics of AF that suggest the sociotechnical lens is most appropriate to attend to it, providing arguments for why it is a sociotechnical rather than a social or a technical phenomenon (Section 5.1). We will then show how the sociotechnical view addresses the limitations of existing AF research (Section 5.2). We will refer to the rolling example of a recidivism prediction system and will use this example at various points to ease the understanding of an abstract matter.

5.1. Why is Algorithmic Fairness a Sociotechnical Phenomenon?

Multiple characteristics of AF position it as a sociotechnical phenomenon. First, the algorithm creation process is a social practice. Developing algorithms is to some extent a research activity driven by epistemic values, including consistency, accuracy, or generalizability (Laudan, 1968). Similarly, contextual values that replicate the developer’s personal or humanist concerns are equally important (Friedman et al., 2013; Kincaid et al., 2007; Nissenbaum, 2001; van de Poel & Kroes, 2014). The developer’s background may impact on their perception of what is fair and for whom. Since definitions of fairness relate to the stakeholders’ interests, developers could tend to prefer some fairness measures over others (Narayanan, 2018; Wong, 2020). Second, algorithms inevitably impact on the lives of individuals, groups, and societies based on where they are used and what they are used for (Draude et al., 2019; Mohamed et al., 2020; O’Neil, 2016). A widely used algorithm for selecting healthcare system entry was found to discriminate against racial minorities, thereby affecting thousands of people (Obermeyer et al., 2019). Finally, algorithms have and are becoming the object of public debate around AF (O’Neil, 2016). Algorithms have long been an object of sociotechnical practice.

At the same time, algorithms are involved in fairness assessments. Decades ago, the justice system moved from narrative-based consideration of cases to prosecution that relies on ML techniques (Aas, 2006; Harcourt, 2015). For instance, algorithms are used to predict areas in need of policing, so as to automatically identify potentially criminal individuals online, or for analysis of biological or computer data acquired during prosecution (Harcourt, 2015). All these applications bear risks of discriminating: these
systems’ accuracy may be higher for some types of crimes or for some ethnic groups. Similarly, digital technology was shown to restrict freedom of public administration – the mythical ‘computer’ rather than every officer or the organization was taking decisions about what a fair welfare subsidy is (Dolata et al., 2020; Landsbergen, 2004). Although the publicity identified humans as decision-makers accountable for fairness, in fact, the work was and continues to be distributed between social and technical components. As presented here, there is not only a need to consider AF as a sociotechnical phenomenon, but there are good reasons to do so.

5.2. Developing a Sociotechnical Perspective for Algorithmic Fairness

We will now develop a sociotechnical perspective for AF, and start by discussing basic constructs relevant to the sociotechnical view of AF. We will also provide examples from the case of recidivism risk assessment (Dieterich et al., 2016).

The sociotechnical perspective focuses on interactions between the technical and social components of an IS. For instance, the recidivism prediction case involves judges, penitentiary workers, inmates, and their attorneys, as well as institutions and law enforcement rules. All these individuals and collectives form the social component of the prison release decision system – they take decisions or are directly affected by them. When individuals take decisions in companies or organizations, they widely rely on decision support systems. Such systems, like any technological system, have various components. In the AF case, the component for ML is particularly relevant (i.e., as it predicts the likelihood of a person committing a crime again after release). Through reciprocal interactions, the components achieve coherence (harmony, fit, joint optimization), which results in an effective IS (Lee, 2004). All the individuals involved in penitentiary processes and the tools they use are engaged in continual adaptation. They establish new work practices that allow them to take better decisions, while the algorithms are retrained based on decisions taken or are simply changed to reflect new rules or routines. Based on this, we propose that a sociotechnical view of AF assumes complex relationships between social and technical components, such that the working of the overall system cannot be derived from structure or internal processes of its components. This specifically implies that we cannot predict that an overall IS will become fairer by only improving the technical component’s fairness.
An effective IS should lead to better *instrumental* and *humanistic outputs* (Sarker et al., 2019). Decision systems are typically employed to improve the decision accuracy while reducing the decision costs (Power, 2008). For instance, a recidivism risk analysis system should relieve the overcrowded justice system, reduce processing time for jail release applications, provide prison inmates with earlier decisions, and lead to more frequent application processing cycles. At the same time, it must obey ethical norms, including fairness. Thus, a sociotechnical view of AF assumes multiple interrelated or even contradictory outcomes beyond fairness. This implies that fairness cannot be seen as a unique goal. Instead, the overall system should be evaluated against multiple goals, including fairness, where fairness is a necessary condition but is not sufficient to ensure that the system is useful.

An IS is embedded in an *environment* – a larger social, economic, regulatory, or material context, which offers structures for the IS’s operation (Briggs et al., 2010; Dourish, 2001). COMPAS, the aforementioned recidivism prediction system, was improved based on societal pressure from NGOs (Washington, 2018). Based on this, we propose a sociotechnical view of AF to assume a dynamic and mutual interaction with the context. This implies that the IS needs mechanisms to interpret and process inputs (e.g., a changing notion of fairness) or feedback (e.g., changes in the environment and reactions caused by its past outputs).

Apart from the classical elements of a sociotechnical perspective of an IS, we followed Chatterjee et al. (2021) by also considering *information* as a core element within a sociotechnical system. Given that data’s role for achieving AF becomes inevitable, in our view, it complements the overall sociotechnical perspective we are pursuing here. The recidivism prediction system relies on data about past inmates (personal data, criminal history, education, etc.) and their offenses. It also mines data about the inmate under consideration, as well as statistical and ML models that link the data. We propose a sociotechnical view of AF to assume information as a key to steer the interaction between the social and the technical components. Since data are neither neutral nor independent, they require a critical approach.

In sum, the proposed perspective on AF positions the decision-making as involving humans and algorithms at the very core of the system. The reciprocal
interactions between these individuals or collectives and the technology are what enable the system to yield a decision. Information provided to the individuals and to the algorithms is what underlies and structures the decision-making. The system is embedded in the environment, which is affected by the decisions taken by the system and reacts to them. The proposed sociotechnical view provides tools to explore relevant aspects of AF.

5.3. How Does a Sociotechnical Perspective Surpass Existing Premises?

The sociotechnical framing of AF not only establishes a tool set to precisely understand and describe the nature and mechanisms of algorithmic discrimination. It also helps to overcome the limitations of previous approaches, as discussed in Sections 4.1 and 4.2 and as presented below. This follows the strategy suggested by Alvesson and Sandberg (2011), who suggest reconsidering the problematized assumptions in light of a new theoretical perspective. We will now revisit premises identified in the literature and compare them to the sociotechnical view.

First, a sociotechnical perspective suggests that solutions to algorithmic unfairness problems may not function properly if they don’t factor in social components and dynamics of adaptation among the components. This wholly contradicts the engineering assumption: presenting a classifier that produces a less biased output is not yet a solution. We can claim that a solution is successful only if the entire sociotechnical system achieves a state of coherence in which it generates fewer biases.

The proposed sociotechnical lens approaches equivalence assumptions by acknowledging that notions of fairness and their operationalizations could be adequate depending on the overall system’s state. The technical literature often sets out to identify the best notion among many. This attempt is destined to fail in complex and dynamic environments where the operationalizations’ fits may vary. The proposed perspective makes it clear that it is not possible to explicate biases to be addressed upfront (as with the explicitness assumption or the engineering assumption). Algorithmic unfairness emerges as an undesired system output. Measuring performance against biases that were known a priori (i.e., came as the input) is also not sufficient. An audit against all possible biases would be necessary for the output.
Finally, the sociotechnical perspective overthrows all the *independence assumptions* and the *bad actor assumption*, because all components (including the environment) are involved in creating unfairness or assuring fairness. Through ongoing mutual adaptation, the process is highly dynamic. The process of analyzing and assigning responsibility for insufficient fairness cannot be reduced to a single component.

*Translation* and *distributiveness assumptions* relate to mathematics as the primary tool for representing fairness. While this may be true and necessary for the technical component, humans have dealt poorly with mathematical formalizations, especially in the context of distributions (Kahneman, 2011). Since perceptions of fairness are at the heart of being human (as claimed in anthropology and neurology), humans are highly unlikely to engage in mathematical calculations while making fairness assessments. However, when technical components ‘speak’ mathematics and humans do not, mutual adaptation can be hindered and can prevent the system from being jointly optimized. While the proposed framework does not directly relax this assumption, it makes clear that this point requires attention.

Sociotechnical systems require understanding all the processes involving data, technology, and humans. These components will differ in every application of ML and AF. Human practices and behaviors are situated (Draude et al., 2019; Orlikowski, 2008), which makes a great difference in the fairness of a recidivism prediction system or other systems, for instance for assessing creditworthiness. Because the environments differ, the components differ; thus, the outcomes also differ. This makes clear that reducing AF to a single approach, following *black box assumptions*, is inadequate, because it omits numerous technical approaches and because suggests that these situations are comparable. Finally, our proposed perspective interrogates the *purity assumption*. The technical and societal contexts provide inputs that prescribe the workings of a system and observe system outcomes. However, in many cases, the reactions of the society or the justice system to the occurrence of algorithmic unfairness was sluggish. Unfair systems are in constant use. Thus, it is misleading to idealize technological solutions or parts of society as being under the influence of a purity assumption.

The assumptions we identified negatively influence the variety and applicability of measures against unfairness. The sociotechnical perspective reveals that social and
technical components are equally involved in discriminating and in assuring fairness. Only when one attends to how these components interact – i.e., how decisions emerge from the mutual adaptation and optimization between humans and algorithms, and how these interactions relate to the instrumental and humanist outcomes the system should produce – will we be able to effectively address AF. To overcome the current lack of a sociotechnical perspective on AF, we will now propose research directions for creating a sociotechnical knowledge base on fairness.

6. Directions for Sociotechnical Research into Algorithmic Fairness

The sociotechnical perspective on AF overcomes assumptions present in the literature and offers a framework for identifying sources of algorithmic bias. To date, sources of bias were either related to the ML workflow (Feuerriegel et al., 2020; Vokinger et al., 2021; von Zahn et al., 2021) or ascribed to social biases (Mohamed et al., 2020; Wong, 2020). We will now address sources of bias identified in the literature (see Appendix) and classify them according to the components of a sociotechnical system or the interrelationships between them. As presented below, the origins of algorithmic unfairness are distributed across the entire sociotechnical system. We identify directions for IS research to eliminate various algorithmic discrimination types at their source. However, these research directions are rarely limited to one component of the sociotechnical system, but instead call for a holistic approach to AF. For instance, to eradicate biases that emerge through low-quality information, one must address the social and organizational processes related to data generation and management. Similarly, to overcome technological limitations, one may need to ascertain the perspectives of various stakeholders. Accordingly, we will now address the identified sources of algorithmic unfairness, discussing how a holistic, sociotechnical perspective helps to resolve them. Specifically, technology may be responsible for specific algorithmic discrimination types but, as opposed to the technical perspective, we claim that potential solutions relate to social and organizational practices or procedures. We claim that algorithmic unfairness can only be effectively addressed from a sociotechnical perspective and propose lines of research to substantiate this standpoint.
6.1. Technology as a Source of Algorithmic Unfairness

Algorithmic unfairness can emerge when the technology produces a biased output. Most papers pinpointed algorithmic bias in the technological subsystem. Algorithms with and without wrong or insufficient operationalization of fairness are the origin of discrimination in AF discourse. Technical AF progresses by proposing new algorithms that use better operationalizations of fairness or other constraints and techniques to guarantee that outputs will be fair. The problem is they have rarely if ever moved beyond conceptual modeling and experimentation with decontextualized data. In the recidivism prediction case, the algorithm used in COMPAS exhibited racial bias. COMPAS’s developers claimed to have implemented a fairness mechanism (Dieterich et al., 2016), yet evaluation in the scientific community showed that this was insufficient (Corbett-Davies et al., 2017). Specific reasons for algorithmic unfairness within the technological subsystem may include but are not limited to: missing or insufficient fairness constraints, the impossibility of simultaneously achieving multiple notions of fairness, defective pre-processing and post-processing routines, and biased procedures hardcoded into the algorithm. Further, bias can also emerge through the interactions between several tools.

Possible research lines are emerging from the insight that a technological artifact can be inherently unfair. It remains hard to evaluate the fairness of technological components. Where evaluation of single classifiers in technical studies is done by comparison to a baseline, this is not applicable to more complex technological artifacts, nor is it feasible for fields where no data exist or where no baseline was established by previous research. Except for prominent cases such as COMPAS, researchers and practitioners lack real-world evaluations of AF. They lack external validation that fairness constraints work in practice, especially in a complex and fuzzy context. IS has always promoted research with high external validity, seeking systematic and realistic tests beyond confined computer science playgrounds (Mettler et al., 2014; Sonnenberg & Brocke, 2012; Venable et al., 2014). IS has traditionally focused on evaluating one or two declared and positive goals (e.g., improving decision quality, improving adoption, improving usability, etc.). Fairness and other fundamental values have types of constraints and technological artifacts that should generate desired effects without violating them. This possibility challenges existing IS design and evaluation frameworks. Most prominently, IS is predestined to evaluate AF solutions in a real-world context,
concerning organizational objectives, free from the technical assumptions of ML discourse.

*What sorts of core theories should be employed to inform the design and evaluation of technological artifacts that then need to obey fairness and potentially other ethical values? Which measures should be used to ensure that the system does no harm? How can we standardize evaluations and make them applicable to both practitioners and researchers? How do we conduct those evaluations in realistic contexts without risking real harm to test subjects?*

The evaluation and auditing of technical solutions requires both appropriate metrics and procedures as well as insights into the algorithms and their decision routines. Based on these insights, the designers could identify risks of bias even before testing the system. End-users could easily review system decisions based on the applied procedures and the considered data. The explainability or interpretability of ML is a subdiscipline of its own (Molnar, 2020), and despite many efforts from several scientific communities and practitioners, its progress and practical uptake remain limited (Caruana et al., 2020; Mitchell, 2019; Sejnowski, 2018). While the discourse on explainable AI has reached IS (Ågerfalk, 2020; B. Kim et al., 2020), it remains nascent. The fairness example makes it clear that we need technological systems that *reflect and explain* themselves and their actions. Research outside IS has focused on two stakeholder groups that particularly benefit from ML explainability: developers, who – based on insights – can improve their model without costly experimentation (primarily in the ML literature) and end-users, who should become able to enter a dialogue with the machine (primarily in the human-computer interaction literature). Here, the existing studies have identified additional stakeholders who depend on a deep understanding of what algorithms do: (1) high-stakes decision-makers who rely on predictions, such as governments who try to adapt plans to worldwide developments such as pandemics or global warming and refer to ML-based predictions, but also need to explain their decisions to the public; (2) auditors of medical application tools, who decide whether or not an application is a medical product, (3) judges and others in the justice system. IS can contribute to this discourse by identifying and specifying domain-dependent and context-dependent requirements for explainable ML.
Who are the stakeholders that rely on a deep understanding of ML technologies? What explanation type is needed for each of them? How can a system reflect on its predictions concerning fairness or other fundamental values? How do we combine the autonomy of a technological system with the requirement to make everything explicable?

6.2. Information as a Source of Algorithmic Unfairness

The information that embrace data and models is another technical source of algorithmic unfairness. Data not only perpetuate social biases encoded in the data generation process, but may also introduce new biases (through missing entries, an imbalanced representation of features, or inadequate scales to represent the features) (Buolamwini & Gebru, 2018; Saleiro et al., 2020). Many studies have proposed solutions such as re-weighting or filtering and balancing the datasets (Kallus & Zhou, 2018; Yang et al., 2020) or adapting algorithms, including specific pre-processing and post-processing steps (Gebru, 2020; Samadi et al., 2018). They attempt to mitigate unfairness in the information subsystem by adaptation in the information/technology subsystem. In recidivism prediction, unbalanced data introduced more racial bias than biased data (Biswas et al., 2020). However, balanced and complete data are not easily available. ML solutions require vast amounts of data and often rely on datasets that were neither developed for use in ML nor with a specific focus on fairness, but that were collected for other documentation purposes.

While organizations globally possess, collect, and process large volumes of data, only a fraction of the data is accessible to ML researchers and practitioners. This creates obstacles to the development and evaluation of fair models and algorithms. While data governance and management have a long tradition in IS (Counihan et al., 2002; Goodhue et al., 1988; Kettinger & Marchand, 2011; Otto, 2011), the proposed framework and practices pertain mostly to issues of investment and value generation in the organization. They rarely thematize how to lever the value of data via ML and how to ensure that outcomes are fair. AF discourse calls for putting these issues on the agenda so as to extend the data governance and management literature in IS.

Which data management practices are adequate to generate fair data or make existing data fair? How do we incentivize organizations to follow those practices? How do we ensure fairness in combination with other desired features such as consistency, integrity,
or security? How can existing data be made available to researchers engaging in the study of AI for humanist goals?

6.3. Interactions between Social and Technical Components as a Source of Algorithmic Unfairness

Algorithmic unfairness emerges owing to mutual adaptation between social and technical components. Humans often buy into the myth of infallible or objective algorithms and data. In other cases, we deliberately move the responsibility for decisions to ‘the computer’ and rarely question it (Orr & Davis, 2020). In doing so, they co-create unfairness (Hoffmann, 2019). However, adaptation in the opposite direction can also generate discrimination. Data, models (including causal models), algorithms, and pre-processing and post-processing routines are created and curated by humans and can perpetuate their individual social biases. COMPAS’s model was trained using historical data from a law enforcement system dominated by white officers, who may have made decisions using an implicit or explicit racial pattern (Gladwell, 2019; Starr, 2014). The model adapted to this pattern and reproduced it more broadly (Kirkpatrick, 2017). Without systematic human audits, given the human tendency to outsource tough decisions, the system discriminated against prison inmates based on their race.

Interactions between social and technical components yield appealing fields for IS research. The IS community is interested in studying the division of work between humans and AI, using terms such as “machines as teammates” (Seeber et al., 2020) or the “future of work.” (Ågerfalk et al., 2020). While this research often presents AI as a way to empower human workers (Nolte et al., 2020), AF requires both empowerment by machines and empowerment against machines. While we don’t see machines as evil, there are situations in which humans require a sense of self-efficacy and sovereignty to disagree with and push back against a machine. This can be achieved through adequate control mechanisms in machines, through assigning the “last word” to humans, or through partnership and dialogue between the two.

What is the appropriate division of work between humans and machines in high-stakes decision-making? How do we establish a partnership decision-making process between humans and machines? How do we incentivize workers and organizations to critically
question machine predictions? How do we prevent ‘groupthink’ in human-machine teams?

Answering these questions can contribute to a more differentiated discourse on machines as teammates; it can also establish a more dynamic adaptation relationship in the ML domain.

Similarly, IS has addressed technology development as a sociotechnical endeavor (Hassan & Mathiassen, 2018) in which the values of involved individuals become embedded in the created artifacts (Chatterjee et al., 2009; Friedman et al., 2013; van de Poel & Kroes, 2014). AF emphasizes that IS development is not value-neutral and requires careful consideration of implicit and explicit humanist values and operational objectives during system development, data generation, model generation, evaluation, and organizational implementation. It is necessary to extend the discourse beyond design to the entire lifecycle of a system and autonomous technologies. The resulting contributions may extend the discourse on value-sensitive design as well as IS development. For AF, this would involve answering questions such as:

How does one involve all relevant stakeholders in the process of selecting adequate notions of fairness for the given context? How does one ensure that the mathematical notion of fairness aligns with the values of users or affected stakeholders? How does one ensure that fairness and other relevant values are considered throughout the system’s lifecycle?

Further, IS has for decades dealt with dynamics and agency in complex systems, with a special focus on AI (Ågerfalk, 2020; Fang et al., 2018; Wastell, 1996). Autonomous technologies as parts of sociotechnical systems introduce a new agency type beyond humans (e.g., actor-network theory) (Ågerfalk, 2020; Rose et al., 2005). Many other frameworks and theories for analyzing behaviors, social practices, or changes in an organization ascribe agency solely to humans (Karanasios, 2018; Karanasios & Allen, 2018; Rose et al., 2005). The AF discourse supports the need to review and update frameworks and provide robust definitions of a nonhuman agency so as to facilitate the discourse within IS and adjacent disciplines. This can help to turn AF discourse away from bad actor arguments toward a shared solution-oriented effort.
How do the agencies of human and nonhuman entities impact on the generation of values in sociotechnical systems? How do the agencies interfere with each other? What are the intended and unintended consequences of nonhuman agency? How should fairness be guaranteed, despite agency being distributed across multiple human and nonhuman actors?

Finally, IS intends to develop stable systems, i.e., ones that reach the optimal fit between the technical and the social components. Borrowing the notion of entropy from thermodynamics, Chatterjee et al. (2021) framed the level of discrepancy or non-alignment between the components in an IS as entropy. In the case of AF, entropy grows when the technical component does not yield fair results as expected by the social component. This mismatch leads to an unstable, incoherent overall system. Following the thermodynamics metaphor, one could say that the system heats up. This relationship points to a larger discourse relating to the application of AI: value alignment (Russell, 2019). Whenever the values that underlie the technical and the social components differ, the performance of the overall sociotechnical system declines. Chatterjee et al. (2021) claimed that information acts as a moderator in this situation: coherent and useful information can cool down the system, while incoherent or contradictory information may make the entropy rise even further. In short, the quality of information introduced in the system is crucial for reaching a stable and coherent state. The literature suggests that AF requires high-quality data. Rather than adding more training data, it is more important to provide information with specific characteristics. On the one hand, this information may embrace carefully selected fairness constraints that fit the social components’ expectations (Binns, 2018; Srivastava et al., 2019a). On the other hand, it may mean selecting or manipulating the training data accordingly by filling blind spots, improving the variety of the dataset, or ensuring that the training data fit the application environment (Kazemi et al., 2018; Miron et al., 2020). Other information types can likely help to achieve a fair state of the overall system, which offers potential for IS research.

Which information types reduce entropy in sociotechnical systems? How does one identify the entropy level in algorithmic decision-making systems? How does entropy change over time in such systems? How can information transfer the desired notion of fairness, apart from mathematical formulas?
6.4. The Environment as a Source of Algorithmic Unfairness

Finally, interactions with the environment may introduce or perpetuate algorithmic unfairness. This can emerge as a result of governance issues (L. Hu & Chen, 2020; Kuhlman et al., 2020; Noriega-Campero et al., 2020), social order (Lepri et al., 2018; Mohamed et al., 2020; Rosenberger, 2020; Wellner & Rothman, 2020; Yarger et al., 2019), or public discourse around AI (Araujo et al., 2020; Helberger et al., 2020). For instance, Kuhlman et al. (2020) identified the lack of cultural diversity among ML researchers as the reason for algorithmic bias. He recommended exchange and feedback between ML researchers and members of underrepresented or protected groups as a remedy; they address the broader societal context’s impacts on the sociotechnical system. Here, influence in the opposite direction is also likely. Given that the notion of fairness is not static and is constantly being formed and disputed (Degoey, 2000), decisions taken by technological artifacts can change what society considers fair over the long term. This exchange needs careful analysis.

It is common knowledge in IS that the environment of an IS affects how technology is utilized and such utilizations’ outcomes (Dennis et al., 2001; DeSanctis & Poole, 1994; Orlikowski, 2008). Notions of fairness are ingrained in these structures (Hufnagel & Birnberg, 1989) and are subject to change when structures change. IS has studied how work practices, organizational hierarchies, and economic structures change owing to technological innovation (Allen et al., 2013; Avgerou, 2001; Heracleous & Barrett, 2001). It is now necessary to understand how fundamental values change through the introduction of new technologies. Understanding the forces involved in this evolution are necessary to be able to predict how technologies will impact on society. While computer science researchers and practitioners are often confronted with accusations of developing and rolling out technologies without considering their negative effects (Tarafdar et al., 2013), they often lack tools to predict and analyze undesired consequences. The origins of AF are the best showcase for this. Thus, the IS discourse on the implications of technology use needs to be updated and needs to focus more on predicting rather than reacting to undesired developments. Having acknowledged the complexity of changes through technological progress, the IS community needs to step in as a moderator of these changes.
How do technology and sociotechnical systems impact on the fundamental values in organizations and societies? How can we govern technologies’ impacts on society? How do sociotechnical systems interact with one another to establish shared values? How do notions of fairness change through these interactions?

Feedback loops can introduce another source of unfairness. After deployment, an IS’s output can influence the environment, which impacts on future inputs to the system. It may introduce bias into the system or may have unintended long-term consequences for the environment (Barocas & Selbst, 2016). In our previous example, the system for assessing recidivism risk may draw on socioeconomic variables such as the previous income so as to predict a defendant’s risk of committing another crime. Such a system may introduce a feedback loop: when identifying a high recidivism risk, the system may prolong an offender’s sentence, and this longer sentence could negatively affect this individual’s socioeconomic status. In this case, one can expect a lower income and thus an increased likelihood of a new crime. When the individual then commits a new crime, the system for assessing recidivism risk may then rely on the lower income and may again recommend a prolonged sentence, thereby diminishing the chances of the individual’s early release. As seen in this example, the feedback loop is reinforced by the underlying ML system (Barocas & Selbst, 2016). Similar examples of feedback loops have been documented in online advertising, with female candidates being shown fewer ads for high-paid jobs (Datta et al., 2018).

Feedback loops arise from interactions over time and are therefore evident only after deployment. This makes them challenging for detection by IS practitioners. For instance, empirical evidence for the above examples in recidivism risk assessment and online advertising were reported only very recently. A question for IS practitioners is how to detect feedback loops. Here, a practical approach is offered by the above formulation of AF through an IS artifact. Since the sociotechnical perspective often refers to general systems theory (Kast & Rosenzweig, 1972; Matook & Brown, 2017), it allows us to follow established procedures from systems theory to identify feedback loops. An example is shown in Figure 2. In systems theory, the relationships between input and output are formalized in diagrams, with a positive relationship marked by a + and a negative relationship by a -. Relationships that form closed cycles point to potential feedback loops that propagate bias. Through such closed cycles, input deviations are
directly propagated into output and fed again into the system. This has direct implications for IS practice, because an existing formalization of system dynamics can now be checked against potential feedback loops.

What are the long-term implications of AF for economic welfare? How can we understand and formalize the ‘economics of AF’? How can we effectively mitigate feedback loops in IS? How can we address feedback loops that arise from human interactions with IS? How can human interactions be designed that warrant constraints from AF?

Figure 2. Example of a Feedback Loop Visualized through a Systems Theory Diagram

Notes: A system for recidivism risk assessment is shown here. The system grants an early prison release by using ML, with a higher salary (or income) predicting a lower recidivism risk, leading to an early release (shown by +; bottom). An early prison release also increases chances for social advancement and thus a higher salary (shown by +; top). This leads to a reinforcing behavior (indicated by R).

In sum, algorithmic unfairness does not emerge solely from algorithms or data used for decision-making. It can arise out of ineffective or ‘lazy’ adaptations between technological and social components, or interactions within a larger context. Yet the research has focused on technical solutions and the solving of issues that emerge from interactions between components via technical solutions, rather than addressing the entire sociotechnical system or its context. As noted, a sociotechnical approach requires that one acknowledge the interactive and equal roles of social and technical components.
7. Implications

Positioning AF as a holistic, sociotechnical phenomenon has implications for IS practice and research. We see the following implications as particularly relevant and impactful. First, AF should be seen as a multidisciplinary endeavor in which researchers transcend the boundaries of individual disciplines, combining strengths from different disciplines to advance the interface of social and technical systems at risk of algorithmic (un)fairness. Second, AF is complex. Singular and punctual interventions work only for a short time until data, algorithms, or human perceptions change. It is crucial that legislative bodies and legal practitioners understand this. Otherwise, they risk multiplying specific rules on which data can be stored and how, or which measure to apply in the evaluation. This may not lead to de facto humanist goals and values such as fairness. Measuring outcomes of sociotechnical systems is more appropriate than intervening in low-level processes within a sociotechnical system. Third, AF is a valuable objective and has real impacts on organizations. If the sociotechnical systems reach a coherent state without discrepancies between the social and the technical, the overall system’s productivity will increase. This is only possible if notions of fairness align across the IS. If employees struggle with notions of fairness in the software they use, they could refuse it or employ workarounds. Organizations should implement fairness-oriented solutions carefully, not just for society but also for themselves.

AF themes have implications for IS. Engineering education should both equip students with the necessary technological understanding and should cover humanistic, social, and behavioral dimensions. Practitioners should judge their artifacts critically. For academia, it is important to provide detailed descriptions of all datasets. This helps to assess the risk of biases introduced during data collection that can adversely affect decisions’ fairness.

The insights we have presented have limitations that are typical of any literature review. Field portrayal is limited by the databases and keywords used, along with the filtering used in selection processes. Further, the summary of the articles we presented is limited; a complete list of references appears in the Appendix, and we encourage the reader to consider them in detail.
8. Conclusion

We claim that AF is just a precursor to a larger debate on value alignment relating to autonomous or semi-autonomous technologies. While an abstract value alignment discourse is emerging outside IS (Russell, 2019), the AF example shows that problems can become complex and fuzzy once confronted with reality. In particular, the reciprocal interactions between the social and the technical components, as well as their embedding in a larger environment, disrupt theoretically valid ideas. This is exemplified by the purely technical approach to fairness in automated decision-making. Here, state-of-the-art technical approaches cannot guarantee a fair outcome at scale. Similar effects may be expected when algorithms begin to directly affect other humanist values. Thus, it is crucial to formulate the problems of value alignment in a sociotechnical way from the outset. This means considering how social and technical components will change depending on the desired humanist outcomes, how the interdependencies between them can be employed to prevent undesired outcomes, how they can complement one another, and which moderators can effectively help them achieve a coherent state of low entropy, and how the broader environment is affected by the outcomes the system produces. To date, the debate on value alignment has focused more on creating rules to assure that algorithms don’t overrule humans and obey human values, whatever they may be. This formulation forgets that social values and specifications thereof will change through interactions with technology, and will evolve and undergo adaptation, such that the social and the technical components will experience states of low and high entropy. The AF case makes clear that the system is dynamic and complex, and human values have not yet been articulated in a way to make algorithms simply obey them. AF could not be achieved with a simple constraint, with a range of constraints, or with supervised and unsupervised approaches. The debate on value alignment requires that one acknowledge that values are shaped and negotiated in sociotechnical processes. IS is predestined to contribute to this discussion its practical orientation, technical understanding, and sensitivity to societal progress. IS should pursue further research into sociotechnical AF before algorithmic (un)fairness turns into another ‘dark side’ of IT (Tarafdar et al., 2013).
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Appendix

The Appendix details the procedure used in our systematic literature review. The overall objective was to characterize the discourse on AF and to identify potential limitations and assumptions typical for the discourse. We conducted the following steps: literature search and selection, classification, and analysis. At the end of the Appendix, we provide the list of all considered articles.

Literature Search and Selection

We selected literature from two sources: (A) Key machine learning (ML) conferences, which explicitly address the topic of algorithmic fairness (AF) to capture the most recent developments in AF, and (B) Query-based search in a multidisciplinary scientific database to capture the discourse on AF beyond computer science. We refer to literature from (A) and (B) as the conference set and the multidisciplinary set, respectively. They were merged before analysis. We only considered peer-reviewed articles and restricted our time span to January 2017 through December 2020.

To create the conference set, we proceeded as follows. (1) We selected outlets with key importance to the AF community in ML by consulting non-IS colleagues and the most recent peer-reviewed overviews of AF (Chouldechova & Roth, 2018; Pessach & Shmueli, 2020). We settled on the following four conferences: ACM Conference on Fairness, Accountability, and Transparency (FAccT; formerly FAT*); ACM SIGKDD International Conference on Knowledge Discovery & Data Mining (KDD); International Conference on Machine Learning (ICML); and Conference on Neural Information Processing Systems (NeurIPS; formerly NIPS). (2) We reviewed all proceedings of these conferences between January 2017 and December 2020 including overall 9,392 articles (FAccT: 127 items, KDD: 1,286, ICML: 2,919, and NeurIPS: 5,060). For this, we screened the titles of all articles published in these conferences for the occurrences of words suggesting relevance to AF discourse, such as “fair,” “justice,” “bias,” or “discriminate” (and their various morphological forms) leading to a pre-selection of 187 articles. (3) Based on the review of the abstracts, we selected articles that contribute to AF discourse; we also dismissed articles submitted as tutorials. The manual screening of
titles and abstracts yielded 166 relevant articles. These articles were included in the subsequent analysis.

To create the multidisciplinary set, we employed the following procedure inspired by the systematic approaches to literature studies in IS (vom Brocke et al., 2009). (1) We composed a broad search query to accept all potentially relevant articles. The query we used looks as follows (presented using the Scopus syntax): (**fair** PRE/1 ("ML" OR "machine learning" OR "AI" OR "artificial intelligence") OR ("algorithmic" OR "AI" OR "ML" OR "machine learning" OR "artificial intelligence") PRE/1 ("fair" OR "justi" OR "bias" OR "unfair")). This query accepts various phrases including “fair AI,” “fairness-constrained ML,” “algorithmic fairness,” or “AI bias.” (2) We applied the search query to titles, abstracts, and keywords in Elsevier Scopus. The search was limited to articles published between January 2017 and December 2020 in one of the 25% best outlets in each discipline (i.e., 1st quartile according to Scimago Journal & Country Rank listing 7600 journals or conference proceedings with over 2,17 million articles). The search yielded 149 potentially relevant articles. (3) We reviewed the articles based on their title, abstract, and introduction and, based on predefined criteria (see below), selected 69 for further processing. These were included in the multidisciplinary set. (4.) Using those 69 articles, through backward and forward search, we composed a list of 287 other potentially relevant articles. (5) We reviewed the articles from this list according to the same criteria as above and selected further 45 articles to be included in the multidisciplinary set. Altogether, the multidisciplinary set is composed of 114 articles from various disciplines (e.g., humanities and arts, social sciences, computer science, or nursing).

The following criteria were used for selection of the relevant articles: (1) Is it an article with an individual contribution? (eliminating editorials, commentaries, calls for papers, or tutorials). (2) Does it use the words used in the query with the intended meaning? (eliminating articles using “fair” to mean satisfactory or bright, mentioning “affairs,” or using the abbreviation “ML” to refer to, e.g., maximum likelihood or milliliters). (3) Does it refer to fairness, justice, or discrimination? (eliminating articles referring to algorithmic or social bias in terms of systematic deviation without implying unfair treatment of anyone). (4) Does it refer to machine learning, artificial intelligence, or algorithmic decision making as a source, a remedy, or an aspect of discrimination?
(eliminating articles referring to unfairness in general terms without establishing a link between technology and discrimination). (5) Does it make contribution towards AF or discusses it as a core aspect? (eliminating articles which refer to AF only as an area for future research or as motivation). Overall, the selection criteria were formulated and applied with caution to guarantee that the selected literature represents the broad discourse about algorithmic fairness.

Overall, 280 articles from various disciplines and including diverse viewpoints form the basis of this critical review: 166 in the conference set and 114 in the multidisciplinary set. The articles were subsequently analyzed as presented in the next subsection.

Literature Classification

Each article was classified according to four dimensions: (1) fairness perspective, (2) IS component, (3) methodological paradigm, and (4) scope. The classification was primarily conducted by a senior researcher, who was supported by two other senior researchers / faculty members. In particular, the researchers discussed and established the classification schema together, identified core examples for the classes, and decided on edge and vague cases. They discussed the results in several workshops and interpreted them together.

(1) The fairness perspective describes the approach towards or framing of fairness that dominates in the given article. Here we differentiate between social and technical perspectives. Some articles treat fairness as a social phenomenon and acknowledge the human origin of fairness. Others see it as a technical phenomenon, that is, as something that originates in the data or can be expressed in statistical or mathematical terms. We did not encounter a paper that commits to the sociotechnical perspective as presented in Section 5 and characterized by mutual interdependency, joint optimization, and equivalency between the technical and social components (Sarker et al., 2019). Several articles nominally refer to a sociotechnical perspective but they discuss AF in relation to the whole society, position it on a political level, and refer to frameworks provided by gender studies (Draude et al., 2019), colonialism (Mohamed et al., 2020), feminism (Wellner & Rothman, 2020), democracy (Wong, 2020), or human rights (Aizenberg & van den Hoven, 2020). Frequently, these papers use the term “sociotechnical” to highlight
the contrast of their perspective with the technical discourse, but they focus on the social aspect of AF by framing fairness as an aspect of human society. Upon careful consideration, we thus decided to count such articles towards the social perspective. Overall, the technical perspective dominates with 210 items (148 in the conference set, 62 in the multidisciplinary set), while 70 items characterized as following a social perspective (18 in the conference set, 52 in the multidisciplinary set).

(2) The addressed IS component describes the contribution of an article by referring to the component of the IS artifact model (Chatterjee et al., 2021) primarily affected by the contribution. For instance, if an article proposes and tests a new algorithmic metric to constrain fairness of an algorithm, it is classified as technology subsystem. If it proposes a new procedure to generate a balanced data set or identifies and describes bias in existing data sets widely used in ML, it is classified as information subsystem. If it analyzes understanding of technical fairness metrics by ML developers, it is classified as addressing the link between the social subsystem and the technology subsystem (social subsystem $\Leftrightarrow$ technology subsystem). If it discusses societal consequences or regulatory aspects of algorithmic discrimination, it falls into the category broader context. Other classes were defined accordingly. An overview is in Figure A.

The framework we use for classification of the literature relies on the IS artifact concept offered by Chatterjee et al. (2021) for two reasons. First, it foresees the connection of inputs and outputs through processing within the system and a feedback loop with the environment (Chatterjee et al., 2021). Given the importance of the broad societal impact of the decision algorithms and claims that through interaction with the social environment those algorithms might reinforce disparity (O’Neil, 2016), differentiating between humans who are directly affected by the system and the general society might be useful for better characterizing the existing contributions. Second, the role of data for AF becomes inevitable, such that Chatterjee et al.’s (2021) attempt to include information as a component seemed beneficial for our purposes. We claim the agency of data becomes obvious in AF, where data frequently and without a clear provenance or an explicit creator “decides” upon an individual or a group’s treatment (cf. open corpora such as ImageNet).
(3) The **methodological paradigm** describes the overall scientific approach of an article. The most frequent approach is subsumed under *engineering*, which involves formulation of a problem, conceptual or formal development of a solution, and evaluation of this solution against the identified problem and comparison with other possible solutions. Overall, 151 studies follow this approach (*conference set*: 121, *multidisciplinary set*: 30). 37 studies focus on *exploring bias* in a specific application domain, a data set, or a case (*conference set*: 16, *multidisciplinary set*: 21). These studies contribute understanding concerning the sources of bias or characterize it quantitatively and qualitatively. In addition, 30 articles rely on literature review as their main evidence (*conference set*: 8, *multidisciplinary set*: 22). Most of them compare various notions of fairness presented in AF, politics, philosophy, or law. Twenty-five studies have *critical* or *argumentative* character (*conference set*: 2, *multidisciplinary set*: 23). They use previous results from various disciplines to propose a new view on AF, and in most cases, these studies are critical of using algorithms for decision making. Twenty-two studies use *behavioral* methods (varying mix of qualitative methods like interviews, surveys, or user experiments) to capture the notion of fairness among study participants or to compare those notions with mathematical operationalization of fairness (*conference set*: 5, *multidisciplinary set*: 17). Finally, 15 studies can be classified as formal or mathematical *proofs* which use logics or mathematical axioms to confirm or disprove a hypothesis.
(conference set: 14, multidisciplinary set: 1). Overall, the studies use a wide range of available methods, but more than 50 percent focus on engineering new approaches to address algorithmic bias.

(4) Finally, the scope describes whether the research was done in a particular application domain, i.e., is domain specific, or whether the paper claims generic insights going beyond a particular domain. Overall, we identified 77 domain-specific articles (conference set: 30, multidisciplinary set: 47). The domains include, among others, health, criminal justice, and loan allocation. The remaining 203 articles all make generic claims (conference set: 136, multidisciplinary set: 67). For instance, they propose a new technique or metric to prevent algorithmic bias, test it on multiple datasets, and offer it as a context-independent solution to algorithmic discrimination.

Literature Analysis

Having classified the literature according to the above categories, we then reviewed the papers to identify assumptions they rely on. We focused on the clusters emerging from the classification: starting with the largest ones (e.g., engineering papers with focus on technology and information subsystems and technical perspective on fairness) moving to medium ones (e.g., critical and argumentative papers with focus on broader context and/or social subsystem and social perspective on fairness) and on down to individual cases (e.g., an engineering paper designing a platform for use by the developers of AF solutions, i.e., social subsystem, to compare across various notions of fairness, i.e., technical perspective). We identified typical assumptions for the clusters and concluded that the assumptions map to the perspective on fairness that dominates in the papers. This mapping is reflected in the structure of the paper, which differentiates between the assumptions of the technical perspective and the assumptions of the social perspective. We grouped similar or overlapping assumptions to offer a comprehensive presentation to the reader.
### Analyzed Articles

#### Conference Set

| Article (Conference Set)                                                                 | Fairness Perspective | IS Component | Methodological Paradigm | Scope          |
|----------------------------------------------------------------------------------------|----------------------|--------------|-------------------------|----------------|
| Agarwal, A., Beygelzimer, A., Dudik, M., Langford, J., Wallach, H. (2018). A reductions approach to fair classification. In: Proceedings of the 35th international conference on machine learning, 8060-69 | technical            | technology   | engineering             | generic        |
| Agarwal, A., Dudik, M., Wu, Zhiwei S. (2019). Fair regression: Quantitative definitions and reduction-based algorithms. In: Proceedings of the 36th international conference on machine learning, 97120-129 | technical            | technology   | engineering             | generic        |
| Ahmadian, S., Epasto, A., Knittel, M., Kumar, R., Mahdian, M., Moseley, B., Pham, P., Vassilvitskii, S., Wang, Y. (2020). Fair Hierarchical Clustering. In: Advances in Neural Information Processing Systems, 33 | technical            | technology   | engineering             | generic        |
| Ahmadian, S., Epasto, A., Kumar, R., Mahdian, M. (2019). Clustering without Over-Representation. In: Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, 267–275 | technical            | technology   | engineering             | generic        |
| Aivodji, U., Arai, H., Fortineau, O., Gambs, S., Hara, S., Tapp, A. (2019). Fairwashing: the risk of rationalization. In: Proceedings of the 36th international conference on machine learning, 97161-170 | technical            | social <> technology | engineering             | generic        |
| Albarghouthi, A., Vinitsky, S. (2019). Fairness-Aware Programming. In: Proceedings of the Conference on Fairness, Accountability, and Transparency, 211–219 | technical            | social       | engineering             | generic        |
| Anders, C., Pasliev, P., Dombrowski, Ann-K., Müller, K-R., Kessel, P. (2020). Fairwashing explanations with off-manifold detergent. In: International Conference on Machine Learning, 314-323 | technical            | technology   | proof                   | generic        |
| Babaioff, M., Nisan, N., Talgam-Cohen, I. (2019). Fair Allocation through Competitive Equilibrium from Generic Incomes. In: technical | technical            | technology   | engineering             | domain-specific |
| Article (Conference Set)                                                                 | Fairness Perspective | IS Component | Methodological Paradigm | Scope         |
|---------------------------------------------------------------------------------------|----------------------|--------------|-------------------------|---------------|
| Proceedings of the Conference on Fairness, Accountability, and Transparency, 180     |                      |              |                         |               |
| Backurs, A., Indyk, P., Onak, K., Schieber, B., Vakilian, A., Wagner, T. (2019).      | technical            | technology   | engineering             | generic       |
| Scalable fair clustering. In: Proceedings of the 36th international conference on     |                      |              |                         |               |
| machine learning, 97405-413                                                          |                      |              |                         |               |
| Barabas, C., Doyle, C., Rubinovitz, J., Dinakar, K. (2020). Studying up: reorienting | social               | social       | literature              | domain-specific |
| the study of algorithmic fairness around issues of power. In: Proceedings of the      |                      |              |                         |               |
| 2020 Conference on Fairness, Accountability, and Transparency, 167–176               |                      |              |                         |               |
| Bechavod, Y., Jung, C., Wu, Steven Z. (2020). Metric-Free Individual Fairness in       | technical            | technology   | engineering             | generic       |
| Online Learning. In: Advances in Neural Information Processing Systems, 33           |                      |              |                         |               |
| Bello, K., Honorio, J. (2020). Fairness constraints can help exact inference in       | technical            | technology   | proof                   | generic       |
| structured prediction. In: Advances in Neural Information Processing Systems, 33     |                      |              |                         |               |
| Benthall, S., Haynes, B.D. (2019). Racial categories in machine learning. In:        | technical            | technology   | engineering             | domain-specific |
| Proceedings of the Conference on Fairness, Accountability, and Transparency,         |                      |              |                         |               |
| 289–298                                                                             |                      |              |                         |               |
| Bera, S., Chakrabarty, D., Flores, N., Negahbani, M. (2019). Fair Algorithms for      | technical            | technology   | engineering             | generic       |
| Clustering. In: Advances in Neural Information Processing Systems 32, 4954–4965      |                      |              |                         |               |
| Beutel, A., Chen, J., Doshi, T., Qian, H., Wei, L., Wu, Y., Heldt, L., Zhao, Z.,     | technical            | technology   | engineering             | domain-specific |
| Hong, L., Chi, E.H., Goodrow, C. (2019). Fairness in Recommendation Ranking through   |                      |              |                         |               |
| Pairwise Comparisons. In: Proceedings of the 25th ACM SIGKDD International           |                      |              |                         |               |
| Conference on Knowledge Discovery & Data Mining, 2212–2220                         |                      |              |                         |               |
| Binns, R. (2018). Fairness in Machine Learning: Lessons from Political Philosophy.    | social               | social <>    | literature              | generic       |
| In: Conference on Fairness, Accountability and Transparency, 149-159                |                      | technology |                         |               |
| Binns, R. (2020). On the apparent conflict between individual and group               | social               | broader      | literature              | generic       |
| Article (Conference Set)                                                                                                                                                                                                                                                                  | Fairness Perspective | IS Component | Methodological Paradigm | Scope                        |
|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|----------------------|--------------|-------------------------|------------------------------|
| fairness. In: Proceedings of the 2020 Conference on Fairness, Accountability, and Transparency, 514–524                                                                                                                                                                                   | context              |              |                         |                              |
| Bose, A., Hamilton, W. (2019). Compositional fairness constraints for graph embeddings. In: Proceedings of the 36th international conference on machine learning, 97715-724                                                                                                                                 | technical            | technology   | engineering             | generic                      |
| Brubach, B., Chakrabarti, D., Dickerson, J., Khuller, S., Srinivasan, A., Tsepenekas, L. (2020). A Pairwise Fair and Community-preserving Approach to k-Center Clustering. In: International Conference on Machine Learning, 1178-1189                                                                                         | technical            | technology   | engineering             | generic                      |
| Buolamwini, J., Gebru, T. (2018). Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification. In: Conference on Fairness, Accountability and Transparency, 77-91                                                                                           | technical            | information <> technology | exploring bias              | generic                      |
| Burke, R., Sonboli, N., Ordonez-Gauger, A. (2018). Balanced Neighborhoods for Multi-sided Fairness in Recommendation. In: Conference on Fairness, Accountability and Transparency, 202-214                                                                                          | technical            | technology   | engineering             | domain-specific              |
| Canetti, R., Cohen, A., Dikkala, N., Ramnarayan, G., Scheffler, S., Smith, A. (2019). From Soft Classifiers to Hard Decisions: How fair can we be?. In: Proceedings of the Conference on Fairness, Accountability, and Transparency, 309–318                                                                 | technical            | technology   | engineering             | generic                      |
| Caruana, R. (2019). Friends Don't Let Friends Deploy Black-Box Models: The Importance of Intelligibility in Machine Learning. In: Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, 3174                                                                                   | technical            | social <> technology | engineering             | generic                      |
| Cayci, S., Gupta, S., Eryilmaz, A. (2020). Group-Fair Online Allocation in Continuous Time. In: Advances in Neural Information Processing Systems, 33                                                                                                                                              | technical            | technology   | engineering             | generic                      |
| Celis, E., Keswani, V., Straszak, D., Deshpande, A., Kathuria, T., Vishnoi, N. (2018). Fair and diverse DPP-Based data summarization. In: Proceedings of the 35th international conference on machine learning, 80716-725                                                                                          | technical            | technology   | engineering             | generic                      |
| Article (Conference Set)                                                                 | Fairness Perspective | IS Component | Methodological Paradigm | Scope               |
|----------------------------------------------------------------------------------------|----------------------|--------------|-------------------------|---------------------|
| Celis, L. E., Mehrotra, A., Vishnoi, Nisheeth K. (2020). Interventions for ranking in  | technical            | technology   | engineering             | generic             |
| the presence of implicit bias. In: Proceedings of the 2020 Conference on Fairness,    |                      | generic      |                         |                     |
| Accountability, and Transparency, 369–380                                               |                      |              |                         |                     |
| Chaibub Neto, E. (2020). A Causal Look at Statistical Definitions of Discrimination.    | technical            | technology   | engineering             | generic             |
| In: Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery  |                      | generic      |                         |                     |
| & Data Mining, 873–881                                                                   |                      |              |                         |                     |
| Chen, J., Kallus, N., Mao, X., Svacha, G., Udell, M. (2019). Fairness Under Unawareness: | technical            | information  | engineering             | generic             |
| Assessing Disparity When Protected Class Is Unobserved. In: Proceedings of the        |                      | generic      |                         |                     |
| Conference on Fairness, Accountability, and Transparency, 339–348                     |                      |              |                         |                     |
| Chen, X., Fain, B., Lyu, L., Munagala, K. (2019). Proportionally fair clustering. In:  | technical            | technology   | engineering             | generic             |
| Proceedings of the 36th international conference on machine learning, 971032-1041     |                      | generic      |                         |                     |
| Chierichetti, F., Kumar, R., Lattanzi, S., Vassilvitskii, S. (2017). Fair Clustering   | technical            | technology   | engineering             | generic             |
| Through Fairlets. In: Advances in Neural Information Processing Systems 30, 5029–5037  |                      | generic      |                         |                     |
| Chiplunkar, A., Kale, S., Ramamoorthy, Sivaramakrishnan N. (2020). How to Solve Fair   | technical            | technology   | engineering             | generic             |
| k-Center in Massive Data Models. In: International Conference on Machine Learning,     |                      | generic      |                         |                     |
| 1877-1886                                                                             |                      |              |                         |                     |
| Cho, J., Hwang, G., Suh, C. (2020). A Fair Classifier Using Kernel Density Estimation. | technical            | technology   | engineering             | generic             |
| In: Advances in Neural Information Processing Systems, 33                               |                      | generic      |                         |                     |
| Choi, K., Grover, A., Singh, T., Shu, R., Ermon, S. (2020). Fair Generative Modeling   | technical            | technology   | engineering             | generic             |
| via Weak Supervision. In: International Conference on Machine Learning, 1887-1898      |                      | generic      |                         |                     |
| Chouldechova, A., Benavides-Prado, D., Fialko, O., Vaithianathan, R. (2018). A case    | social              | social <>    | exploring bias          | domain-specific    |
| study of algorithm-assisted decision making in child maltreatment hotline screening    |                      | technology   |                         |                     |
| decisions. In: Conference on Fairness, Accountability and Transparency, 134-148       |                      |              |                         |                     |
| Chzhen, E., Denis, C., Hebiri, M., Oneto, L., Pontil, M. (2019).                      | technical            | information  | engineering             | generic             |
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| Article (Conference Set)                                                                 | Fairness Perspective | IS Component | Methodological Paradigm | Scope          |
|--------------------------------------------------------------------------------------------|----------------------|--------------|-------------------------|----------------|
| Leveraging Labeled and Unlabeled Data for Consistent Fair Binary Classification. In: Advances in Neural Information Processing Systems 32, 12760–12770 | technical            | information <> technology | engineering | generic         |
| Chzhen, E., Denis, C., Hebiri, M., Oneto, L., Pontil, M. (2020). Fair regression via plug-in estimator and recalibration with statistical guarantees. In: Advances in Neural Information Processing Systems, 33 | technical            | technology   | engineering | generic         |
| Chzhen, E., Denis, C., Hebiri, M., Oneto, L., Pontil, M. (2020). Fair regression with Wasserstein barycenters. In: Advances in Neural Information Processing Systems, 33 | technical            | technology   | engineering | generic         |
| Coston, A., Mishler, A., Kennedy, E.H., Chouldechova, A. (2020). Counterfactual risk assessments, evaluation, and fairness. In: Proceedings of the 2020 Conference on Fairness, Accountability, and Transparency, 582–593 | technical            | technology   | engineering | domain-specific |
| Cotter, A., Gupta, M., Jiang, H., Srebro, N., Sridharan, K., Wang, S., Woodworth, B., You, S. (2019). Training well-generalizing classifiers for fairness metrics and other data-dependent constraints. In: Proceedings of the 36th international conference on machine learning, 971397-1405 | technical            | technology   | engineering | generic         |
| Creager, E., Madras, D., Jacobsen, Joern-H., Weis, M., Swersky, K., Pitassi, T., Zemel, R. (2019). Flexibly fair representation learning by disentanglement. In: Proceedings of the 36th international conference on machine learning, 971436-1445 | technical            | information <> technology | engineering | generic         |
| Creager, E., Madras, D., Pitassi, T., Zemel, R. (2020). Causal Modeling for Fairness In Dynamical Systems. In: International Conference on Machine Learning, 2185-2195 | technical            | technology   | engineering | generic         |
| D'Amour, A., Srinivasan, H., Atwood, J., Baljekar, P., Sculley, D., Halpern, Y. (2020). Fairness is not static: deeper understanding of long term fairness via simulation studies. In: Proceedings of the 2020 Conference on Fairness, Accountability, and Transparency, 525–534 | technical            | information <> technology | engineering | generic         |
| Datta, A., Datta, A., Makagon, J., Mulligan, Deirdre K., Tschantz, technical                 | broader              | exploring bias | domain-specific |
| Article (Conference Set)                                                                 | Fairness Perspective | IS Component | Methodological Paradigm     | Scope            |
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