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Abstract—Synchronous local stochastic gradient descent (local SGD) suffers from some workers being idle and random delays due to slow and straggling workers, as it waits for the workers to complete the same amount of local updates. To address this issue, a novel local SGD strategy called STSyn is proposed in this paper. The key point is to wait for the $K$ fastest workers while keeping all the workers computing continually at each synchronization round, and making full use of any effective (completed) local update of each worker regardless of stragglers. To evaluate the performance of STSyn, an analysis of the average wall-clock time, average number of local updates, and average number of uploading workers per round is provided. The convergence of STSyn is also rigorously established even when the objective function is nonconvex for both homogeneous and heterogeneous data distributions. Experimental results highlight the superiority of STSyn over state-of-the-art schemes, thanks to its straggler-tolerant technique and the inclusion of additional effective local updates at each worker. Furthermore, the impact of system parameters is investigated. By waiting for faster workers and allowing heterogeneous synchronization with different numbers of local updates across workers, STSyn provides substantial improvements both in time and communication efficiency.

Index Terms—Local SGD, heterogeneous synchronization, straggler tolerance, distributed learning.

I. INTRODUCTION

As the size of datasets increases exponentially, it is no longer economic and feasible to leverage all the data to update the model parameters in large-scale machine learning, which magnifies the disadvantage of gradient descent (GD) methods in computational complexity. Instead, stochastic gradient descent (SGD) that uses just one or a mini-batch of samples is proved to converge faster and can achieve significantly reduced computation load [1], [2], [3]. Therefore, SGD has become the backbone of large-scale machine learning tasks.

To exploit parallelism and further accelerate the training process, the distributed implementation of worker nodes, i.e., distributed learning, has been gaining popularity [4], [5], [6]. The parameter server (PS) setting is one of the most common scenarios of SGD-based distributed learning frameworks, where in each iteration the PS aggregates the uploaded gradients/models from all the worker nodes to update the global parameter [2], [4], [5], [7], [8], [9]. In such a setting, communication cost has become the bottleneck for the performance of the system due to the two-way communication and the larger number of parameters to be updated at each iteration [1], [5], [10], [11], [12]. Accordingly, a novel scheme justified by the name local SGD is proposed to reduce the communication frequency between the PS and the workers by allowing each worker to perform local updates.

The idea of local SGD is first introduced in [6] where each worker performs a certain number of local updates instead of one, and the PS aggregates the latest model of each worker as the final output. However, the scheme in [6] has been proved to be no better than single-worker algorithms in the worst-case scenario due to the divergence of local optima across workers [13]. To address this issue, [14] proposes the federated averaging (FedAvg) scheme, where each sampled worker runs multiple local updates before uploading the local model to the central server for aggregation, and then the server re-sends the aggregated model back to the workers to repeat the above process. By increasing the communication frequency, FedAvg has been proved to be communication-efficient and enjoy remarkable performance under homogeneous data distribution.

The convergence analysis of the latter is widely explored in [15], [16], [17], [18]. It should also be pointed out that FedAvg is proved to be able to achieve linear speedup concerning the number of workers in this setting. Furthermore, when data is heterogeneously distributed, the convergence of FedAvg is also proved by [19], [20], [21], [22], [23]. Local SGD has also been proved to achieve better time and communication performance than large mini-batch training with the size of the mini-batch being the same as the total batch size used in a training round of local SGD [24].

Adaptive Communication Strategies for Local SGD: It has been proved by [15], [21] that it is theoretically reasonable and advantageous to vary the communication frequency as the training proceeds. The authors of [25] present the convergence analysis of periodic averaging SGD (PASGD), which is FedAvg with no user sampling, and propose an adaptive scheme.
that gradually decreases the communication frequency between workers and the server to reduce total communication rounds. Meanwhile, [26] also proposes an adaptive strategy named AdaComm based on PASGD where the communication frequency is increased along the training process to achieve a decrease in the true convergence time. Furthermore, [27] and [28] focus on increasing the number of workers that the server waits for per round to enhance communication efficiency. In addition, [29] proposes the STagewise Local SGD (STL-SGD) that increases the communication period along with decreasing learning rate to achieve further improvement.

Local SGD presents a possibility to reduce the communication cost of the system; yet, other than communication efficiency, the wall-clock time required for convergence is also an important issue. Due to the discrepancy among computing capabilities of machines, there is considerable variability in the computing time of different machines, and the machines that consume excessively more time per round than others are normally known as stragglers [30]. Numerous researches have been conducted in the development of straggler-tolerant techniques [31], which can be generally categorized into synchronous schemes and asynchronous ones.

Dealimg with Stragglers with Synchronous SGD: In synchronous parallel SGD, the PS always waits for all the workers to finish their computation. As a result, the whole process could be severely slowed down due to the existence of potential stragglers. One way to mitigate the effect of straggling is to exploit redundancy such as [32], [33], [34], [35], [36] that allow the PS to wait for only a subset of workers by utilizing storage and computation redundancy. [37] proposes an optimization-based coordinate gradient coding method to mitigate stragglers. Other than redundancy, [38] develops the FlexRR system that attempts to detect and avoid stragglers. [39] introduces a frame-based quantization-based method for straggler mitigation in wireless networks. For real-world applications, [40] studies a method for efficiently training spike neural networks (SNN) in federated learning. Another well-known truth is that the convergence analysis of $M$-worker synchronous parallel SGD is the same as mini-batch SGD, only with the mini-batch size enlarged $M$ times. Inspired by this idea, [9] and [41] propose the $K$-sync SGD where the PS only waits for the first $K$ workers to finish their computation. In addition, [41] extends the $K$-sync SGD to $K$-batch-sync SGD in which the PS updates the parameter using the first $K$ mini-batches that finish, such that no worker is idle in each training round.

In addition to the approaches mentioned above, there is a growing interest in allowing heterogeneous synchronization to deal with stragglers, where the number of local updates across workers varies in a synchronization round. Heterogeneous synchronization has been studied in several works, including [42], [43], [44]. In [42], dynamic communication patterns are explored, where workers are manually designated to perform different numbers of local updates under a convex objective global function. FedNova, proposed in [43], balances the heterogeneity of local updates across workers by imposing weights inversely proportional to the number of local updates performed by the workers over the local models. Meanwhile, [44] investigates the impact of incomplete local updates under heterogeneous data distribution by comparing the performances of three schemes. In that work, workers are required to perform a given number of local updates, and by the time of synchronization, those who have finished the task are considered to have “complete” local updates, while the rest are considered to have “incomplete” local updates. Scheme A only utilizes the complete local updates of the workers; Scheme B aggregates both complete and incomplete updates, and Scheme C is the canonical FedAvg scheme. However, all of [42], [43], and [44] do not address the issue of fast workers being idle. Given that, [45] introduces the Anytime Minibatch (AMB) method that makes full use of the computation of stragglers via averaging over consensus rounds.

Dealing with Stragglers with Asynchronous SGD: Apart from confronting stragglers in the synchronous schemes, asynchronous SGD (ASGD) is also proposed to address this issue [46]. In ASGD, the PS updates the parameter immediately after any worker finishes its computation and uploads it to the server. The time used per round of ASGD schemes is much less than that used in synchronous SGD. Nevertheless, since the gradient used to update the parameter may not be the one used to compute it, the trade-off between wall-clock time and the staleness of the gradient becomes the main issue in ASGD, for which some variants of ASGD have been proposed. In [47], the authors develop the Hogwild! scheme which is a lock-free implementation of ASGD and proves its effectiveness both theoretically and experimentally; and [48] improves the performance of ASGD based on Hogwild! with no conflict in parallel execution. In [41], the authors review the $K$-async SGD and $K$-batch-async SGD first introduced in [9] and [49] respectively, and propose the AdaSync scheme to achieve the best error-runtime trade-off. Another trend of research is to process the delayed gradients in ASGD. To this end, [50] proposes the AdaDelay algorithm that imposes a penalty on delayed gradients, and [51] introduces the DC-ASGD scheme that compensates for the delayed gradients to make full use of all the gradients. [52] introduces a semi-asynchronous FL protocol named SAFA to improve the efficiency of the FL system over model distribution, client selection, and global aggregation. [53] proposes the asynchronous FedBuff method to improve the performance of the system and preserve security at the same time. [31] provided optimal time complexities for parallel optimization methods, under the assumption that the computation time for each stochastic gradient is fixed for each worker. As a followup work of [31], the computation time conforms to some distribution instead of being fixed in [54]. However, both of these two papers assume homogeneous dataset distribution among workers.

A. Our Contributions

This paper investigates the efficiency of straggler mitigation with heterogeneous synchronization both under homogeneous and heterogeneous data distributions in a distributed PS-based architecture. The main contributions of our work are as follows:

- First, we propose a novel local SGD scheme that allows different numbers of local updates across workers while...
remaining robust to stragglers. Our approach builds on previous works that use heterogeneous synchronization, but we enhance it with straggler-tolerant techniques and the inclusion of all effective local updates from every worker to improve both time and communication efficiency.

• Second, we provide an analysis of the average runtime, average number of uploading workers, and average number of local updates per round, to justify the improvement in time and communication efficiency of our proposed scheme, named STSyn. We also rigorously establish the convergence of STSyn and prove that it can achieve a sublinear convergence rate, similar to other local SGD variants, but with a reduced convergence upper bound.

• Finally, we present experimental results to corroborate the superiority of STSyn against state-of-the-art schemes for both homogeneous and heterogeneous data distributions in terms of wall-clock time and communication efficiency.

We also study the influence of system hyper-parameters.

The rest of the paper is organized as follows. Section II describes the system model. The development of the proposed STSyn scheme is delineated in Section III. Section IV presents the analysis of STSyn. Numerical results are provided in Section V. Section VI concludes the work.

Notations: Boldface lowercase letters and calligraphic letters represent vectors and sets, respectively; $\mathbb{R}$ denotes the real number field; $\mathbb{E}[\cdot]$ denotes the statistical expectation; $\bigcup$ denotes the union of sets; $A \subseteq B$ means that set $A$ is a subset of set $B$; $|A|$ denotes the number of elements in set $A$; $\nabla F$ represents the gradient of the function $F$; $\|x\|$ denotes the $\ell_2$-norm of vector $x$; $\langle x, y \rangle$ denotes the inner product of vectors $x$ and $y$.

II. PROBLEM FORMULATION

A. System Model

We first introduce the general problem framework of distributed SGD with local updates to reduce communication overhead. To implement the local-SGD-based training process, a parameter-server setting with a set of $M$ workers in set $\mathcal{M} \triangleq \{1, \ldots, M\}$ is considered. Each worker $m$ maintains a local dataset $\mathcal{D}_m$, which is equally allocated from the global training dataset, and we have $\mathcal{D} = \bigcup_{m \in \mathcal{M}} \mathcal{D}_m$. Our objective is to minimize the following empirical risk function given as

$$F(w) = \frac{1}{M} \sum_{m=1}^{M} F_m(w),$$

(1)

where variable $w \in \mathbb{R}^d$ is the $d$-dimensional parameter to be optimized; and $F_m(w)$ is the local loss function of worker $m$ with $F_m(w) \triangleq \mathbb{E}[F_m(w; \xi_m)]$ where $\xi_m$ is drawn randomly from the local dataset $\mathcal{D}_m$.

To elaborate on the communication and updating protocol, we define $w^j$ as the global parameter, and $w_{m}^{j,0}$ as the local parameter that worker $m \in \mathcal{M}$ has available at training round $j$ prior to computation.

In local SGD, at each synchronization round $j$, the PS first broadcasts the global model parameter $w^j$ to a subset of workers $\mathcal{M}' \subseteq \mathcal{M}$. Then by setting the local model as $w_{m}^{j,0} = w^j$, each worker $m$ in $\mathcal{M}'$ starts to perform local updates. At the end of round $j$, each worker $m$ is assumed to complete $U_m^j \geq 0$ local updates, with each given as

$$w_{m}^{j,u+1} = w_{m}^{j,u} - \frac{\alpha}{B} \sum_{b=1}^{B} \nabla F_m(w_{m}^{j,u}, \xi_{m,b}),$$

(2)

for any $u = 0, \ldots, U_m^j - 1$ if $U_m^j \geq 1$. Here $\alpha$ is the stepsize; the mini-batch $\{\xi_{m,b}\}_{b=1}^{B}$ of size $B$ is generated randomly for each local update from dataset $\mathcal{D}_m$; and $\nabla F_m(w_{m}^{j,u}, \xi_{m,b})$ is the local gradient of loss function $F$ computed with local parameter $w_{m}^{j,u}$ and data sample $\xi_{m,b}$. After the computation, the PS then selects a subset $\mathcal{S}^j \subseteq \mathcal{M}'$ of $\mathcal{S}^j$ workers (i.e., $|\mathcal{S}^j| = 2$) to upload their local parameters, yielding the global parameter $w_{j+1}$ given as

$$w_{j+1} = \frac{1}{|\mathcal{S}^j|} \sum_{m \in \mathcal{S}^j} w_{m}^{U_m^j - m}.$$  

(3)

The next round $j+1$ then starts and the training continues until a convergence criterion is satisfied, i.e., the trained model reaches a target test accuracy, with the total number of rounds defined as $J$. The whole process is illustrated in Fig. 1.

B. Preliminaries

Based on the distributed PS architecture under consideration, our proposed scheme stems from a couple of local SGD variants, which we briefly review next.

FedAvg. One pioneering work on local updates is the so-called FedAvg. More precisely, at each round, the PS first randomly selects a subset $\mathcal{M}' \subseteq \mathcal{M}$ of workers to broadcast the global parameter to. Then each selected worker $m$ performs the same amount $U_m^j = U$ of local updates and sends the local parameter back to the PS, i.e., we have $\mathcal{S}^j = \mathcal{M}'$. In particular, when all the workers participate in the computation in each round, i.e., with $\mathcal{S}^j = \mathcal{M}' = \mathcal{M}$, we can arrive at periodic-averaging SGD (PASGD) [25].

Adaptive Communication Strategies. Based on PASGD, [26] proposes an adaptive communication strategy called AdaComm in order to achieve a faster convergence speed in terms of

Fig. 1. Illustration of the PS setting with $M = 3, \mathcal{M}' = \{1, 2, 3\}$ and $\mathcal{S}^j = \{1, 2\}$ at the $j$th round.
wall-clock runtime. This is achieved by adaptively increasing the communication frequency between the PS and the workers. Note that each worker still performs the same number of local updates in each training round. Similar to AdaComm, FLANP proposed in [27] is also an adaptive strategy that flexibly changes the number of workers the server waits for in each round. Intuitively, in the beginning stage of training, the server only needs samples from fewer workers to gain a coarse direction of optimization. As the training process moves along, more samples/gradadients are needed to provide a finer direction. In particular, each worker performs the same number of local updates $U_j$ at each round $j$.

FedNova. This is one of the pioneering works to investigate heterogeneous synchronization due to the discrepancy among the computing capabilities of machines [43], i.e., the numbers $\{U_m\}_{m \in M}$ of local updates across workers are not necessarily the same. FedNova aggregates the local models in a weighted manner to balance the heterogeneity of local updates, with the weight inversely proportional to the number of local updates the worker has completed.

C. Performance Metrics
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The global model from the PS, and the number $|S_j|$ of workers that send the local update to the PS; i.e.,

$$C_j = |M^j| + |S_j|. \quad (5)$$

This model is extensively applied in the analysis of communication efficiency, as demonstrated in key studies like [55], [56], [57].

These two performance metrics will be studied in the theoretical analysis in Section IV and will be used to evaluate the time/communication efficiency of the schemes in the experimental results in Section V.

III. LOCAL SGD WITH HETEROGENEOUS SYNCHRONIZATION (STSYN)

In this section, we introduce STSyn, a novel strategy that aims to accelerate local SGD both under i.i.d. and non-i.i.d. data with heterogeneous synchronization. The key points are twofold. First, in each training round, no worker stops computing until the $K$th fastest one completes a specific number $U_j$ of local updates. Hence, the faster the worker is, the more local updates it computes. Unlike typical local SGD methods where only the selected workers carry out the same number of local updates in each round, STSyn ensures that no worker remains idle, thus taking advantage of both straggler mitigation and training speedup. Second, in the aggregation phase, any worker that completes at least one local update, i.e., with $U_m \geq 1$, sends its local parameter back to the PS. By increasing the number of workers that participate in the aggregation with each effective local update, STSyn can nicely balance the heterogeneity among workers and accelerate the training process. This also brings the benefit of communication efficiency in the sense that the reduction of synchronization rounds can compensate for the increase in communication cost at each round.

Building on these ideas, we propose the novel STSyn scheme as follows. In particular, at each training round $j$, the PS sends the current global model parameter $\omega_j$ to all the workers in $M$, i.e., we have $M^j = M$. Then each worker $m$ sets its local model parameter $\omega_m^j = \omega_j$ and begins its computation. After computing the first $U_j$ local updates, each worker acknowledges the completion but continues to update locally. Since the PS receives $K$ ($K \leq M$) acknowledgments, it terminates the computation of round $j$. However, for the rest $M - K$ straggling workers, they might have finished at least one local update, i.e., with $U_m^j \geq 1$, which can also be used for the global update. In other words, at round $j$, we might have a subset $S_j \subseteq M$ with $|S_j| \geq K$ workers that have completed at least one update.

At the end of training round $j$, each worker in the subset $S_j$ (instead of the set of the fastest $K$ workers) is required to upload its latest model parameter $\omega_m^{j, U_m^j}$. Then, the PS updates the global parameter $\omega_j$ through (3). The next round $j + 1$ starts similarly and the training continues. An illustration of the STSyn scheme is shown in Fig. 2. Note that the cost and time elapsed of communicating the acknowledgment are assumed negligible here as they are typically much smaller than those with the local parameters. The complete procedure of STSyn is summarized in Algorithm 1.
stragglers brings multiplicative benefits; consequently, STSyn can outperform its local SGD counterparts. Intuitively, compared to FedAvg, with the choice \( U_m = U \) and \( M' = M \), STSyn collects more local updates in a training round and also only has to wait for the fastest \( K \) workers, thereby achieving better time and communication efficiency. Compared to FedNova, which relies on weighted heterogeneous synchronization, STSyn presents a distinct advantage without the need for such weights, as will be demonstrated in detail in Section V. In a nutshell, the straggler-tolerant techniques and the additional effective local updates together endow STSyn with the advantages both in wall-clock time and communication efficiency over state-of-the-art schemes.

IV. PERFORMANCE ANALYSIS

In this section, we provide the analysis of the average runtime, average number of local updates, and average number of uploading workers for each training round along with numerical illustrations. The benefits from additional effective local updates from the \( K \) fastest workers and the rest \( M - K \) stragglers are highlighted via comparison with PASGD. In addition, convergence of the proposed STSyn is rigorously established.

A. Average Wall-Clock Runtime

As specified in Subsection II-C, we assume that the wall-clock times \( \{T_{m,u}^j\} \) are i.i.d. exponential random variables across workers, rounds and local iterations, i.e., we have \( T_{m,u}^j \sim \text{Exp}(\mu) \) [4], [32].

At each round \( j \), to carry out \( U_m^j = U \) local updates, the runtime \( T_m^j \) of each worker \( m \) is given as \( T_m^j := \sum_{u=0}^{U_m^j - 1} T_{m,u}^j \). It then readily follows that \( T_m^j \) is an Erlang random variable with mean \( \mu U_m^j \) and variance \( \mu^2 U_m^j \). Since the PS only waits for the \( K \)th fastest worker to finish \( U \) local updates, the average wall-clock time \( \bar{T} \) taken per round can be computed as

\[
\bar{T} = \mathbb{E}[T_{K:M}^j] = \frac{\mu M!}{(K-1)!(M-K)!} \tag{6}
\]

where \( T_{K:M}^j \) is the \( K \)th order statistic of variables \( \{T_m^j\}_{m \in M} \), as analyzed in [58], and we have the integral

\[
I = \int_0^\infty x \{Q(x)\}^{K-1} \{1 - Q(x)\}^{M-K} q(x) dx, \tag{7}
\]

with \( q(x) \) and \( Q(x) \) being the functions

\[
q(x) = x^{U-1} \exp(-x/\mu), \quad Q(x) = \int_0^x u^{U-1} \exp(-u) du. \tag{8}
\]

B. Average Number of Local Updates and Uploading Workers

Average Number of Local Updates per Round. It is known that the average runtime per round is \( \mathbb{E}[T_{K:M}^j] \) and we have \( T_{m,u}^j \sim \text{Exp}(\mu) \). As a result, the average number \( \bar{U} \) of local updates that each worker \( m \) performs can be derived as

\[
\bar{U} = \mathbb{E}[U_m^j] = \frac{\mathbb{E}[T_{K:M}^j]}{\mu} = \frac{M!}{(K-1)!(M-K)!} \tag{9}
\]

It is easy to see that \( \bar{U} \) increases as \( K \) since \( \mathbb{E}[T_{K:M}^j] \) does. On one hand, a larger \( K \) indicates more local updates at each
worker, which are beneficial for communication efficiency to some extent. On the other hand, the robustness against stragglers is decreased as we need to wait for more workers. Therefore, a trade-off between communication and time efficiency should be addressed, which is further explored through experiments in Section V.

**Average Number of Uploading Workers per Round.** Note that in STSyn, any worker that can finish at least one local update sends back its completed local parameter. To elaborate, for any integer \( s \leq M \), we define \( T^j_{s:M} \) the \( s \)th order statistic of i.i.d. variables \( \{T^j_m\}_{m=1}^M \), where \( T^j_m \) is the runtime of worker \( m \) consumed for the first local update. Then within runtime \( T^j_{K: M} \) at round \( j \), the number of selected workers \( S^j \) can be given as

\[
S^j = \max\left\{ s | T^j_{s:M} \leq T^j_{K: M} \right\}.
\]

For exponential distribution, the average of \( T^j_{s:M} \) can be approximated as [41],

\[
E[T^j_{s:M}] = \sum_{i=M-s+1}^{M} \frac{\mu}{i} \approx \mu \log \frac{M}{M-s}.
\]

By using (10) and (9), \( E[S^j] \) can be derived as

\[
E[S^j] \approx M - \exp \left( \log M - \frac{M!}{(K-1)!(M-K)!}I \right).
\]

It is easy to see that \( E[S^j] \) is also positively related to \( K \) and \( U \). That is to say, as the PS waits for more workers to finish more local iterations, a larger number of workers could complete at least one update and be selected to upload their local parameters at each round.

Fig. 3 shows an example of a certain training round of STSyn under the CIFAR-10 dataset using a CNN neural network with \( M = 40 \), \( K = 30 \), and \( U = 2 \). It can be observed that almost half of the workers have completed more than \( U = 2 \) local updates and 7 stragglers have one. These additional local updates are beneficial to the convergence speed, as will be illustrated in the sequel. Over 200 rounds, we also calculate the average number of local updates and that of workers selected to upload per round. As indicated in Fig. 3, the values are 2.63 and 37.155, both of them are consistent with the derived results \( E[U_{m}] = 2.6352 \) and \( E[S^j] = 37.132 \) in (8) and (11), respectively.

**Benefits from Additional Effective Local Updates.** By keeping all the workers computing until the end of each round, STSyn makes full use of any completed (effective) local update. This includes the additional ones performed both by the fastest \( K \) workers and by the rest \( M-K \) stragglers (see Fig. 3), as compared to the typical local SGD methods such as PASGD with \( U_{m} = U \).

The respective benefits of exploring both types are illustrated in Fig. 4, where we trained a CNN on the CIFAR-10 dataset with \( M = 20 \), \( K = 10 \), and \( U = 5 \). Data is heterogeneously distributed among workers. In particular, STSyn_modified1 merely utilizes the additional local updates of the fastest workers, i.e., we have \( U_{m}^j \geq U \) for the \( K \) fastest workers and \( S^j = K \); while STSyn_modified2 only keeps the additional ones performed by the stragglers, i.e., we have \( U_{m}^j = U \) for the \( K \) fastest workers and \( S^j \geq K \), which is equivalent to scheme B in [44]. It can be observed that both STSyn_modified1 and STSyn_modified2 require fewer training rounds than the baseline PASGD to reach the same test accuracy. In other words, any type of effective local update is favorable. It is also evidently seen that the ones of the fastest workers are indeed more useful. Meanwhile, the local updates from the stragglers are also contributive to balance the heterogeneity in synchronization and mitigate the client-drift effect [59]. Furthermore, the joint effect of the two types is magnificent, which will be shown in Section V.

**C. Convergence Analysis**

We next rigorously establish the convergence of STSyn for both non-i.i.d. and i.i.d. data distributions. Our convergence analysis is based on the following standard assumptions, which are widely adopted in e.g., [16], [19], [23], [60].

**Assumption 1 (Unbiasedness and Variance-Boundedness):**
For fixed model parameter vector \( w \), the stochastic gradient \( \nabla F_m(w; \xi) \) is an unbiased estimator of the true gradient.
\[ \nabla F_m(w), \text{ i.e., we have} \]
\[ \mathbb{E}_\xi[\nabla F_m(w; \xi)] = \nabla F_m(w). \quad (12) \]
Moreover, there exists two scalars \( \sigma_L > 0 \) and \( \sigma_G > 0 \) such that
\[ \mathbb{E}_\xi \left[ \| \nabla F_m(w; \xi) - \nabla F_m(w) \| \right] \leq \sigma^2_L. \quad (13) \]
\[ \mathbb{E} \left[ \| \nabla F_m(w) - \nabla F(w) \| \right] \leq \sigma^2_G. \quad (14) \]

**Assumption 2 (Smoothness and Lower Boundedness):** The local loss function \( F_m \) is \( L \)-smooth, i.e.,
\[ \| \nabla F_m(w_1) - \nabla F_m(w_2) \| \leq L \| w_1 - w_2 \|, \quad (15) \]
\[ F_m(w_1) - F_m(w_2) \leq \langle \nabla F_m(w_2), w_1 - w_2 \rangle + \frac{L}{2} \| w_1 - w_2 \|^2, \quad (16) \]
\[ \forall w_1, w_2 \in \mathbb{R}^d. \] We also assume that the objective function \( F \) is bounded below by a scalar \( F^* \). Based on these assumptions, we can then derive an upper bound for the expectation of the average squared gradient norms.

**Theorem 1:** Let the constant stepsize \( \alpha \) be chosen such that
\[ \alpha \leq \min \left\{ \frac{\bar{K}}{8LUJ}, \frac{K^2}{6UJ} \right\}. \]
Under Assumptions 1 and 2, the expectation of the average squared norms of the gradients with heterogeneous data distribution can be upper bounded by
\[ \frac{1}{J} \mathbb{E} \left[ \sum_{j=0}^{J-1} \| \nabla F(w^j) \|^2 \right] \leq F(w^0) - F^* - \frac{\alpha U_{\max} L}{2KBU} \bar{\sigma}_L^2 + \frac{5\alpha^2 U_{\max}^3 L^2}{2U^2} (\sigma_L^2 + 6U_{\max}^2 \sigma_G^2), \]
where \( c \) is a constant and we have bounded \( U_{\max} \leq U_{\max}, \) with \( U_{\max} := \max \{ U_m \}_{m \in M, 0 \leq j \leq J-1} \), as the possibility that \( U_m \) becomes unbounded is almost zero; we also used the expression \( \bar{U} = \mathbb{E}[U_m] \), as defined in Subsection IV-A.

**Proof:** The proof is presented in Appendix A. \( \square \)

**Corollary 1:** Under the conditions stated in Theorem 1, by selecting \( \alpha = \frac{\bar{K}}{\sqrt{J}UJ} \), the convergence rate of STSyn for heterogeneous data distribution is
\[ \frac{1}{J} \mathbb{E} \left[ \sum_{j=0}^{J-1} \| \nabla F(w^j) \|^2 \right] = O \left( \frac{1}{\sqrt{KUJ}} + \frac{K}{U^2J} \right). \quad (18) \]

Theorem 1 and Corollary 1 state that STSyn can achieve a sublinear convergence rate \( O \left( \frac{1}{\sqrt{KUJ}} + \frac{K}{U^2J} \right) \).

Since \( U \) is larger than \( U \) as discussed in Section IV-B, the first term of the RHS of (17) is smaller, arriving at a faster convergence rate.

**Remark:** The analysis of the i.i.d. data distribution follows a similar approach to the non-i.i.d. case. By setting \( \sigma_G = 0 \) in Assumption 1, we can directly deduce the convergence results for the homogeneous distribution. Consequently, the convergence rate of STSyn under i.i.d. data can be expressed as \( O \left( \frac{1}{\sqrt{KUJ}} + \frac{K}{U^2J} \right) \) by selecting \( \alpha = \frac{\sqrt{K}}{\sqrt{UJ}} \).

**V. EXPERIMENTS**

In this section, we evaluate the effectiveness of the proposed STSyn. For comparison, we consider state-of-the-art schemes including FedNova [43], PASGD [25] and AdaComm [26] mentioned in Subsection II-B. In addition, we explore the effect of the hyper-parameters \( K \) and \( U \) on the performance of STSyn.

**A. Experimental Setting and Metric Calculation**

**Experimental Setting.** We consider training a three-layer CNN on the CIFAR-10 dataset with both homogeneous and heterogeneous data distribution. To be specific, for the homogeneous case, data is first shuffled randomly and then distributed to each worker with equal size in order; for the heterogeneous case, all training data samples are first sorted according to their labels and then equally (in size) allocated to the workers in order. We set a total of \( M = 20 \) workers for the training process. The wall clock times for each worker to compute a minibatch gradient is i.i.d. from an exponential distribution across workers, local iterations, and rounds. The mean of the exponential distribution is set to \( \mu = 10^{-4} \) sec. In particular, each worker maintains a tuple recording the number of local steps it has accomplished and the amount of time elapsed. For STSyn, the time for each round is recorded once the \( K \) fastest worker has finished \( U \) local steps. The stepsize \( \alpha \) is 0.1 and the batch size \( B \) is 100 for each scheme.

**Metric Calculation.** We determine the per-round metrics, i.e., wall-clock time and communication cost, for FedNova, PASGD, AdaComm and the proposed STSyn, as follows. Note that, we generally take one synchronous communication from the workers to the PS as one round.

**Wall-clock time.** In FedNova, the number of local updates performed across workers conform to some distribution and the PS has to wait for all the workers. Hence, the wall-clock time consumed at round \( j \) can be expressed as
\[ T^j_{\text{FedNova}} = Q^j_{M:M}, \]
where \( Q^j_{m:M} := \sum_{m=0}^{j-1} T^u_{m:m} \) and \( Q^j_{K:M} \) is the \( K \)th order statistic of \( \{ Q^j_{m:M} \}_{m \in M} \).

For PASGD, each worker performs \( U \) local updates per round and the PS waits for the slowest worker to finish. Therefore the per-round wall clock time is
\[ T^j_{\text{PASGD}} = T^j_{M:M}. \]

For AdaComm, in each round \( j \), each worker carries out \( \tau^j \) local updates, with \( \tau^j \) being decided adaptively and the PS also
TABLE I
COMPARISON OF DIFFERENT ALGORITHMS REGARDING DIFFERENT METRICS

| Algorithm  | Time at Round j | Communication at Round j | Number of Local Updates at Round j | Convergence Rate |
|------------|-----------------|--------------------------|-----------------------------------|-----------------|
| FedNova    | $O_{j,M:M}$     | $2M$                     | $\{U^j_m\}_{m \in M, 0 \leq j \leq J-1}$ | $O\left(\frac{1}{\sqrt{MU}} + \frac{1}{J}\right)$ (nonconvex) |
| PASGD      | $T^j_{j,M:M}$   | $2M$                     | $U$                               | $O\left(\frac{1}{\sqrt{MU}} + \frac{1}{J}\right)$ (nonconvex) |
| AdaComm    | $V^j_{j,M:M}$   | $2M$                     | $\{V^j_m\}_{0 \leq j \leq J-1}$  | $O\left(\frac{1}{\sqrt{MU}} + \frac{K}{J}\right)$ (nonconvex) |
| FLANP      | $T^j_{S:j,M}$   | $M + S^j$                | $U$                               | $O\left(\frac{1}{\sqrt{MU}} + \frac{K}{J}\right)$ (nonconvex) |
| STSyn      | $T^j_{K:M}$     | $M + S^j$                | $\{U^j_m\}_{m \in M, 0 \leq j \leq J-1}$ | $O\left(\frac{1}{\sqrt{MU}} + \frac{K}{J}\right)$ (nonconvex) |

waits for all the workers. Then the per-round wall-clock time for AdaComm is

$$T^j_{AdaComm} = V^j_{M:M},$$

(21)

where $V^j_m := \sum_{u=0}^{\tau^j_u - 1} T^j_{u,m}$ and $V^j_{K:M}$ is the $K$th order statistic of $\{V^j_m\}_{m \in M}$.

The wall-clock time for FLANP at round $j$ is

$$T^j_{FLANP} = T^j_{S:j:M},$$

(22)

since the server waits for the fastest $S^j$ workers.

Finally, as shown in Section IV, the wall-clock time for STSyn at round $j$ is given as

$$T^j_{STSyn} = T^j_{K:M}.$$  

(23)

Communication cost. For FedNova, in each round, all the workers upload their local models. Therefore, the communication cost at round $j$ can be written as

$$C^j_{FedNova} = 2M.$$  

(24)

Similarly, the communication cost for PASGD is

$$C^j_{PASGD} = 2M.$$  

(25)

For AdaComm, the per-round communication cost is

$$C^j_{AdaComm} = 2M,$$  

(26)

since the PS has to wait for all the workers in $M$.

For FLANP, the communication cost at round $j$ is

$$C^j_{FLANP} = M + S^j,$$  

(27)

since all the workers download the global parameter and the number of workers selected to upload each round changes accordingly.

The communication cost for STSyn at round $j$ is

$$C^j_{STSyn} = M + S^j,$$  

(28)

since in STSyn all the workers in $M$ download the parameter $w^j$ from the PS but only the ones in the subset $S^j$ upload their local parameters. We summarize the results in Table I, together with the metrics of number of local updates and convergence rate, where $\bar{U}$ is the average number of local updates at each round. It can be observed that STSyn also achieves the best convergence rate supposing $\bar{U}^2 \geq K$.
under both homogeneous and heterogeneous data distributions. For both cases, it is clear that AdaComm performs better than PASGD by selecting the optimal communication frequency $U$ in different time intervals. In contrast, the weighted aggregation technique employed in FedNova proves to be ineffective in these scenarios, resulting in the poorest performance among the schemes considered. Out of all the schemes, STSyn stands out in both cases, thanks to its incorporation of additional local updates and its robustness against stragglers, a key feature not present in the other three methods. We have to note here that FLANP is the fastest algorithm in the i.i.d. case because of the adaptive scheme but the performance degrades severely when data is non-i.i.d. This is because, in the non-i.i.d. environment, it is far from sufficient to provide a decent direction for optimization with a few workers’ gradients due to heterogeneity (We do not equip FLANP with the FedGATE solver as proposed in that paper to make a fair comparison.), which reflects the advantage of STSyn that includes as many workers that have finished at least one update as possible to enable a good start. It is worth noting that the curves corresponding to the i.i.d. distribution appear smoother compared to the other cases. This smoothness is attributed to the smaller variance inherent in the homogeneous data distribution.

Fig. 6(a) and 6(b) present the performances of the communication efficiency exhibited by different schemes. In the i.i.d. case, STSyn demonstrates notable performance, thanks to the inclusion of additional effective local updates, particularly those with $U_{ij} \leq U$. These additional updates effectively balance the synchronization process and contribute to the improved communication efficiency observed in STSyn. As depicted in Fig. 5(a), FLANP offers a slight edge over STSyn in i.i.d. cases, owing to its adaptive nature. On the other hand, PASGD incurs a higher communication cost compared to both STSyn and FedNova, primarily due to its limited utilization of local updates.

In the more complex non-i.i.d. scenario, all five schemes demonstrate similar levels of communication efficiency, with the notable exception of FLANP. FLANP performs the worst since it requires a larger number of rounds to achieve the target accuracy. This is largely due to the client-drift phenomenon, which occurs as a result of data heterogeneity among workers, as discussed in prior studies [59], [62]. In other words, the communication efficiency does not consistently increase with the number of local updates.

In summary, the STSyn algorithm stands out as a notably superior solution, consistently surpassing its counterparts in terms of both time and communication efficiency across various data distribution scenarios. This consistent performance highlights the algorithm’s robustness and adaptability.

Effect of Hyper-Parameter $K$. By comparing STSyn schemes with varying values of $K$, we can observe the trade-off between wall-clock time and communication cost.

Fig. 7(a) and 7(b) depict the performances of test accuracy against wall-clock time for different values of $K$ under both i.i.d. data and non-i.i.d. data distributions. In the case of i.i.d. data, the wall-clock time remains relatively stable when $K$ is small. As $K$ increases, the training process converges faster, leading to a reduction in the number of required rounds. This reduction offsets the increase in average round time caused by including more workers. However, it should be noted that as $K$ approaches the total number $M$, this compensation effect diminishes, resulting in an overall increase in wall-clock time. Conversely, under non-i.i.d. data distributions, the situation
As $K$ increases, the resulting speedup is unable to fully compensate for the reduction in the number of rounds due to the heterogeneity of the data. As a result, the wall-clock time performance degrades as $K$ increases.

Fig. 8(a) and 8(b) demonstrate the communication-to-accuracy performance of STSyn for different values of $K$ under both i.i.d. and non-i.i.d. data distributions. In contrast to the observations regarding wall-clock time, it is obvious that a larger value of $K$, corresponding to a larger $S_j$, results in higher communication efficiency for i.i.d. data. This finding aligns with the analysis provided in Theorem 1, which explains that a larger $K$ accelerates convergence, and the reduction in the number of training rounds outweighs the increase in per-round communication cost. In the case of non-i.i.d. data, the variation in $K$ has minimal impact. This outcome primarily arises from the counterbalancing effects of the reduced number of training rounds and the increased per-round communication load.

In summary, when considering an i.i.d. data distribution, a larger value of $K$ is preferred as it leads to improved communication efficiency while maintaining a relatively high level of time efficiency. On the other hand, for a non-i.i.d. data distribution, a smaller value of $K$ is a better choice as it allows STSyn to achieve better time efficiency while still maintaining decent communication efficiency.

**Effect of Hyper-Parameter $U$.** As discussed in Section IV, there is a positive relationship between the value of $U$ and the number $S_j$ of workers selected per round. Consequently, increasing the value of $U$ results in the selection of a greater number of workers in each round.

Fig. 9(a) and 9(b) showcase the time-to-accuracy performances of STSyn with various values of $U$ for both i.i.d. and non-i.i.d. data distributions. The figures reveal that the impact of $U$ differs from that of $K$. In both cases, the time-to-accuracy performance of STSyn consistently increases as $U$
Fig. 11. Comparison of test accuracy against (a) wall-clock time and (b) communication cost for FedNova, AdaComm, PASGD, FLANP, and STSyn with non-i.i.d. distribution under the weaker assumption.

decreases, indicating that the reduction in per-round wall-clock time through $U$ is a more influential factor in terms of time efficiency. These findings highlight that the choice of $U$ plays a crucial role in optimizing time efficiency in STSyn, regardless of the underlying data distribution.

Fig. 10(a) and 10(b) illustrate the communication-to-accuracy performances of STSyn. In the case of i.i.d. data, the communication efficiency increases as the value of $U$ becomes larger. This observation suggests that, for homogeneous data distribution, having more local updates per round leads to higher communication efficiency. However, in the case of non-i.i.d. data, increasing $U$ does not necessarily result in higher system communication efficiency. This is due to the client-drift effect, wherein more local updates cause the workers to diverge towards their own local optima.

Therefore, for homogeneous data distribution, selecting a moderate value of $U$ provides a preferable choice as it allows STSyn to strike a balance between time and communication efficiency. On the other hand, for heterogeneous data distribution, opting for a smaller value of $K$ is advisable in order to achieve better time efficiency and mitigate the client-drift effect.

In summary, the optimal selection of $U$ and $K$ depends heavily on the specific characteristics of the data distribution. For homogeneous data, a moderate choice of $K$ and $U$ strikes the right balance. In contrast, for heterogeneous data, a smaller $K$ and a moderate $U$ are preferred to enhance time efficiency and minimize the client-drift effect.

Additional Experiments under Weaker Assumptions.

We proceed to consider a more realistic scenario where computing times across local iterations are correlated (e.g., a worker experiencing delays is likely to continue doing so). Specifically, we evaluate the case where the means of the exponential distribution vary across workers, and computing times remain consistent across local iterations for each worker within the same round. This consistency could result in greater variance in the number of local updates for STSyn. To manage this, we cap the maximum number of local updates at $1.5U$, ensuring that the faster workers stop computing after completing $1.5U$ local updates.

Fig. 11 illustrates the time and communication efficiencies of STSyn compared to other advanced algorithms under non-i.i.d. data distribution. Compared with Figs. 5(b) and 6(b), it is obvious that STSyn demonstrates greater time efficiency while maintaining similar communication efficiency to other algorithms, except for FLANP. This increased time efficiency is attributed to the weaker assumptions, which significantly amplify the variance in the number of local updates. Consequently, STSyn effectively mitigates the impact of stragglers, albeit with a slight trade-off in communication efficiency. These findings further underscore the adaptability and superiority of STSyn.

VI. CONCLUSION

Building on a PS-based distributed learning framework for both i.i.d. and non-i.i.d. data distribution, we proposed STSyn, a novel local-SGD scheme with heterogeneous synchronization, which is both straggler-tolerant and communication-efficient. We derived the average wall-clock time, average number of local updates and average number of uploading workers for the proposed STSyn to substantiate the effectiveness of the additional local updates. The convergence of STSyn under homogeneous and heterogeneous data distributions was also rigorously established. Extensive experimental results corroborated the superior time and communication efficiency of the proposed STSyn over the existing alternatives. The impacts of the hyperparameters were also explored.

Our work leaves open a number of future research directions. First, it would be interesting to explore the potential advantages of heterogeneous synchronization for asynchronous implementations, where any worker can perform a number of local updates and send the result back to the PS. Second, generalization and analysis of the proposed STSyn scheme to the scenario where the wireless medium is considered, are worthy of further investigation. Lastly, STSyn is a highly integrated algorithm that could be combined with many schemes such as adaptive communication, adaptive worker selection, client-drift mitigation and other techniques to improve the overall performance of the distributed system.
APPENDIX A

PROOF OF THEOREM 1

Proof. According to (16) in Assumption 2, the one-step difference of the objective function can be written as

\[ F(w^{j+1}) - F(w^j) = \langle \nabla F(w^j), w^{j+1} - w^j \rangle + \frac{L}{2} \|w^{j+1} - w^j\|^2 \]

(16)

\[ \leq \langle \nabla F(w^j), w^{j+1} - w^j \rangle + \frac{L}{2} \|w^{j+1} - w^j\|^2 \]

(17)

\[ \leq \langle \nabla F(w^j), E[g^j + \alpha \hat{U} \nabla F(w^j)] - \alpha \hat{U} \nabla F(w^j) \rangle + \frac{L}{2} T_2 \]

(18)

\[ = -\alpha \hat{U} \|\nabla F(w^j)\|^2 + \langle \nabla F(w^j), E[g^j + \alpha \hat{U} \nabla F(w^j)] \rangle \]

(19)

\[ = -\alpha \hat{U} \|\nabla F(w^j)\|^2 + \langle \nabla F(w^j), E[g^j + \alpha \hat{U} \nabla F(w^j)] \rangle \]

(20)

\[ + \frac{L}{2} T_2, \]

(21)

(30)

where (a2) holds because of the definitions of \( T_2 = E[\|g^j\|^2] \) and \( g^j = \frac{1}{M} \sum_{m \in S_j} g^j_m \) where \( g^j_m = -\alpha \sum_{u=1}^{U_{m-1}} \frac{1}{B} \sum_{b=1}^B \nabla F_m(w_{m-1}^{j,u} ; z_m^{j,u}) \); (a3) is directly from (a2) and (a4) is due to the definition that \( g^j = \frac{1}{M} \sum_{m \in M} g^j_m \) since the distribution of the computing capabilities of workers is homogeneous.

Next, we will bound the expectation of the first and second terms \( T_1 \) and \( T_2 \) in (30), respectively. For the first term, we have

\[ \langle \nabla F(w^j), E[g^j + \alpha \hat{U} \nabla F(w^j)] \rangle \]

(31)

\[ = \langle \nabla F(w^j), E[-\frac{1}{B M} \sum_{m=1}^M \sum_{u=0}^{U_{m-1}} \sum_{b=1}^B \alpha \nabla F_m(w_{m-1}^{j,u} ; z_m^{j,u}) \]

(32)

\[ + \alpha \hat{U} \nabla F(w^j)] \rangle \]

(33)

\[ = \langle \nabla F(w^j), E[-\frac{1}{M} \sum_{m=1}^M \sum_{u=0}^{U_{m-1}} \alpha \nabla F_m(w_{m-1}^{j,u}) \]

(34)

\[ + \alpha \hat{U} \frac{1}{M} \sum_{m=1}^M \nabla F(w^j)] \rangle \]

(35)

\[ = \langle \sqrt{\frac{\alpha \hat{U}}{U}} \nabla F(w^j), \frac{\sqrt{\alpha \hat{U}}}{U} \sum_{m=1}^M \frac{1}{M} \sum_{u=0}^{U_{m-1}} \Delta_j^{u,u} \rangle \]

(36)

\[ \leq \frac{\alpha \hat{U}}{2} \|\nabla F(w^j)\|^2 + \frac{\alpha \hat{U}}{2U} E \left[ \sum_{m=1}^M \sum_{u=0}^{U_{m-1}} \|\Delta_j^{u,u}\|^2 \right] \]

(37)

\[ - t_{11} \left| \sum_{m=1}^M \sum_{u=0}^{U_{m-1}} \nabla F_m(w_{m-1}^{j,u}) + (\bar{U} - U_{m-1}) \nabla F(w^j) \right|^2 \]

(38)

\[ \leq \frac{\alpha \hat{U}}{2} \|\nabla F(w^j)\|^2 + \frac{\alpha \hat{U}}{2U} E \left[ \|\Delta_j^{u,u}\|^2 \right] \]

(39)

under the condition that \( \alpha \leq \frac{1}{8 \sigma_L U_{max}} \), where \( \sigma_L \) and \( \sigma_G \) are two constants defined in Assumption 1. Considering that \( U_{m-1} \) varies among workers and \( U_{max} \) is the maximal value, we can naturally arrive at the conclusion and (b8) uses the fact that only the workers in subset \( S_j \) have completed effective local updates.

For the second term, we have

\[ E[\|g^j\|^2] \leq \frac{1}{S_j} \sum_{m \in S_j} g^j_m \]

(40)

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
\[
\sum_{t=1}^{T_c-1} \frac{1}{B} \sum_{u=0}^{B-1} \nabla F_m(w_{j,u}^{j,u}; z_{j,u}^{j,u}) - \nabla F_m(w_m^{u}) \right) \right] < 2
\]

where (c1) is due to the definition of \( g^{j} \); (c2) is due to the definition of \( g^{j} \); (c3) comes from direct computation and the definition \( t_2 = \sum_{S}^{2} \); (c4) uses the fact that \( E[|x|^2] = E[|x - E[x]|^2] + E[|x|^2] \) and the unbiasedness assumption, where \( x = \sum_{m \in S} \sum_{u=0}^{U_m-1} \frac{1}{B} \sum_{b=1}^{B} \nabla F_m(w_{j,u}^{j,u}; z_{j,u}^{j,u}) \) and \( E[x] = \sum_{m \in S} \sum_{u=0}^{U_m-1} \nabla F_m(w_{j,u}^{j,u}); \) (c5) is due to the fact that \( E[\sum_{m \in S} \sum_{u=0}^{U_m-1} \nabla F_m(w_{j,u}^{j,u})] \) is \( \frac{\alpha^2}{S^2} \) \( \alpha^2 \frac{U_m}{SU_B} \sigma^2 \), where \( \alpha \leq \frac{1}{\sqrt{30U_m^2}} \) and \( S^2 \). Summing (34) from 0 to \( J - 1 \) and rearranging the terms we have:

\[
\frac{1}{B} \sum_{j=0}^{J-1} \left\| \nabla F(w_j^*) \right\|^2 \leq \frac{F(w^*) - F^*}{\cos \theta J} + \frac{\alpha U_m}{2KBU} \sigma^2 + \frac{5\alpha^2 U_m^2 L^2}{2U}(\sigma^2 + 6U_m \sigma^2) \right).
\]

(35)

The proof is then complete.
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