DESCRIPTION OF TEMPERED EXPONENTIAL DICHOTOMIES BY ADMISSIONABILITY WITH NO LYAPUNOV NORMS
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Abstract. Tempered exponential dichotomy formulates the nonuniform hyperbolicity for random dynamical systems. It was described by admissibility of a pair of function classes defined with Lyapunov norms. For MET-systems (systems satisfying the assumptions of multiplicative ergodic theorem (abbreviated as MET)), it can be described by admissibility of a pair without a Lyapunov norm. However, it is not known how to choose a suitable Lyapunov norms before a tempered exponential dichotomy is given, and there are examples of random systems which are not MET-systems but have a tempered exponential dichotomy. In this paper we give a description of tempered exponential dichotomy for general random systems, which may not be MET-systems, purely by measurable admissibility of three pairs of function classes with no Lyapunov norms. Further, restricting to the MET-systems, we obtain a simpler description of only one pair with no Lyapunov norms. Finally, we use our results to prove the roughness of tempered exponential dichotomies for parametric random systems and give a Hölder continuous dependence of the associated projections on the parameter.

1. Introduction

Consider the homogeneous linear differential or difference equation

\[ x'(t) = A(t)x(t), \quad t \in J, \quad \text{or} \quad (1.1) \]
\[ x(n + 1) = A(n)x(n), \quad n \in J, \quad (1.2) \]
on a Banach space \( X \), where \( A(s) \) is a linear operator on \( X \) for each \( s \in J \) and \( J \) is either \( \mathbb{T} \) (\( \mathbb{R} \) or \( \mathbb{Z} \)), \( \mathbb{T}_+ \) or \( \mathbb{T}_- \). These equations remain attractive in research because they are linearization of nonlinear systems along a specific orbit and some of its basic problems are not answered well. One of those problems is exponential dichotomy, which formulates the hyperbolicity of the equilibrium at the origin for Eq. (1.1) or Eq. (1.2). A significant question is: How to give existence of an exponential dichotomy? In addition to the method of finding spectral gaps, for example, from the spectrum of the linear part of autonomous systems ([Hen]), the distribution of Sacker-Sell spectrum of nonautonomous systems ([SSc]) and Lyapunov exponents of linear cocycles ([Ar, LL]), another method is input-output test with admissibility of function classes. A pair of function classes \((\mathcal{F}, \mathcal{E})\) is said to be
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admissible for \( \text{Eq.}(1.1) \) (resp. \( \text{Eq.}(1.2) \)) if for each input function \( f \in \mathcal{F} \), the equation
\[
x'(t) = A(t)x + f(t), \quad t \in J, \\
\text{(resp. } x(n+1) = A(n)x(n) + f(n+1), \quad n \in J, \text{)}
\]
has a solution in \( \mathcal{E} \). For convenience, we simply call \( \mathcal{F} \) and \( \mathcal{E} \) an input class and an output class respectively. The concept of admissibility is of special significance because it can be used to find solutions that belong to a special class (e.g., periodic solution, homoclinic solution or heteroclinic solution) for nonlinear systems, particularly in connection with invariant manifolds (see [Ar, DLS, MZZ, LL]) and an analysis of bifurcations (see [Pa1, HL, Gr, ZhuZ]). It is also useful in the study of the persistence of hyperbolic behaviour under small linear perturbations (see e.g. [Pa3, BDV4]).

The study of the relationship between dichotomy and admissibility has a long history, which goes back to Perron’s pioneering work [Per] for ODEs. In 1954, Maizel ([Mai]) proved that Eq.(1.1) on \( \mathbb{R}^d \), where \( A: \mathbb{R}_+ \to M_d \) (the space of all real \( d \times d \) matrices) is a bounded and continuous function, has an exponential dichotomy on \( \mathbb{R}_+ \) if and only if for each input function \( f \in C_b(\mathbb{R}_+) \) Eq.(1.3) has a solution in \( C_b(\mathbb{R}_+) \), the class of all bounded continuous functions defined on \( \mathbb{R}_+ \) and valued in \( \mathbb{R}^d \). A landmark work [MS] was made by Massera and Schäffer, who considered Eq.(1.1) with \( J = \mathbb{R}_+ \) on a Banach space and proposed an axiomatic approach for the construction of possible pairs of input and output classes with the property that the admissibility with respect to those pairs is equivalent to the notion of an exponential dichotomy. In [DK], Daleckij and Krein discussed Eq.(1.1) on a Banach space with \( J = \mathbb{R} \) such that \( \sup_{t \in \mathbb{R}} \int_t^{t+1} \|A(\tau)\| d\tau < +\infty \) and proved that Eq.(1.1) has an exponential dichotomy on \( \mathbb{R} \) if and only if the pair \( (C_b(\mathbb{R}), C_b(\mathbb{R})) \) is admissible, where \( C_b(\mathbb{R}) \) consists of all bounded sequences in \( \mathbb{R}^d \). Henry ([Hen]) obtained the result on \( \mathbb{Z} \) with the admissible condition that \( (\ell^\infty(\mathbb{Z}), \ell^\infty(\mathbb{Z})) \) is properly admissible. For more recent results, we refer to [HM, MSS1].

This paper focuses on discrete-time systems. In 1967, Coffman and Schäffer ([CS]) considered Eq.(1.2) on a Banach space \( X \) without the invertibility assumption for operators \( A(n) \). They proved that system \( (1.2) \) has an exponential dichotomy on \( \mathbb{Z}_+ \) if the pair \( (\ell^\infty(\mathbb{Z}_+), \ell^\infty(\mathbb{Z}_+)) \) is admissible, where \( \ell^\infty(\mathbb{Z}_+) \) consists of all bounded sequences in \( X \). Henry ([Hen]) obtained the result on \( \mathbb{Z} \) with the admissible condition that \( (\ell^\infty(\mathbb{Z}), \ell^\infty(\mathbb{Z})) \) is properly admissible. For more recent results, we refer to [HM, MSS1].
For nonautonomous systems, it is of interest to look for weaker concepts of exponential dichotomy in which the rates of contraction (along the stable direction) and of expansion (along the unstable direction) are allowed to depend on time. This yields a notion of nonuniform exponential dichotomy \((\mathbf{BV})\), in which the bound depends on the initial time. Barreira, Dragicević and Valls (\([\text{BDV}2]\)) proved that Eq.\((1.2)\) on \(X\) has a nonuniform exponential dichotomy on \(Z\) with a bound being an exponential function if there is a sequence of norms \(\{\| \cdot \|_n\}_{n \in \mathbb{Z}}\) of \(X\) (called Lyapunov norms) such that the pair \((\ell^\infty(\mathbb{Z}^+, \sup_{n \in \mathbb{Z}} | \cdot |_n), \ell^\infty(\mathbb{Z}^+, \sup_{n \in \mathbb{Z}} | \cdot |_n))\) is properly admissible, where \(\ell^\infty(\mathbb{Z}^+, \sup_{n \in \mathbb{Z}} | \cdot |_n)\) consists of all sequences \((x(n))_{n \in \mathbb{Z}}\) in \(X\) such that \(\sup_{n \in \mathbb{Z}} |x(n)|_n < \infty\). Related results (\([\text{BDV}1, \text{ZLZ}2]\)) were also obtained for continuous-time systems with Lyapunov norms. We notice that it is difficult to construct Lyapunov norms before one already knows that the system has a nonuniform exponential dichotomy. An effort with no Lyapunov norms was made to Eq.\((1.2)\) on \(\mathbb{R}^d\) in \([\text{ZZ}]\), where under an additional assumption on the weighted-stable subspaces and the weighted-unstable subspaces two admissible pairs of function classes are employed to describe nonuniform exponential dichotomies on \(Z\), \(Z^+\) and \(Z^-\) separately or on both \(Z^+\) and \(Z^-\) simultaneously with a bound being an exponential function. Up to now, it is open to describe nonuniform exponential dichotomies by admissibility of function classes with neither a Lyapunov norm nor the additional assumption of \([\text{ZZ}]\).

Such an investigation on description of dichotomy by admissibility was also extended to cocycles. More precisely, some results (see e.g. \([\text{CLc, LS, MSS2, PPC, SS1}]\)) were obtained for uniform exponential dichotomies of skew-product flows, each of which is a strongly continuous linear cocycle over a continuous flow. For random dynamical systems, each of which is a strongly measurable linear cocycle over a measurable flow, another type of nonuniform exponential dichotomy, called tempered exponential dichotomy, was dealt with (see e.g. \([\text{Gu, Con, Ar, LL}]\)), where ‘tempered’ means that the bound of dichotomy varies subexponentially along each orbit of the measurable flow in the base space. In 2016 Barreira, Dragicevic and Valls (\([\text{BDV3}]\)) proved that tempered exponential dichotomy can be described by admissibility of an appropriate pair of function classes defined with a Lyapunov norm, which answers to the question about equivalent relationship raised in Remark 1 of \([\text{ZLZ4}]\). Later, Alhalawa and Dragiˇcevi´c (\([\text{AD}]\)) gave a description of tempered exponential dichotomies by an admissibility with no Lyapunov norms for MET-systems with a compact generator, where MET-system is a short name for random dynamical systems satisfying the assumptions of the Multiplicative Ergodic Theorem (abbreviated as MET) given in \([\text{Osel, Ar, LL, GTQ}]\). However, it is not known how to choose a suitable Lyapunov norms before a tempered exponential dichotomy is given, and an example given in \([\text{ZLZ4}]\) pp.4044-4045 (also seen in our Remark 4.2) shows that there exists random dynamical systems which are not MET-systems but have a tempered exponential dichotomy.
In this paper we purely use admissibility of function classes with no Lyapunov norms to give a complete description of tempered exponential dichotomies for general random systems on a Banach space $X$, which may not be MET-systems. In section 2 we recall the concept of tempered exponential dichotomy, define several classes of weighted-bounded sequences, which are constructed in terms of the original norm of $X$ but with no Lyapunov norms and will play an important role in our results, and introduce the concept of measurable admissibility. In section 3 we prove that the existence of a tempered exponential dichotomy implies admissibility of three pairs of function classes. In section 4 we conversely use the three pairs to describe the existence of a tempered exponential dichotomy. More precisely, one of the three pairs is employed to decompose the phase space into direct sum of the stable subspace and the unstable one, and the other two are applied to estimating the decay rate in the stable subspace and the growth rate in the unstable subspace separately. In comparison with [ZZ], which needs two admissible pairs plus an assumption on the weighted-stable subspaces and the weighted-unstable subspaces, our Theorem 2 purely uses three admissibility pairs but does not need the assumption even if we ignore ‘random’. In section 5 restricting to MET-systems, we obtain a simpler description of only one pair with no Lyapunov norms. Using an induced system to estimate the upper (resp. lower) bound of the Lyapunov exponents for the random system restricted on the stable (resp. unstable) subspace in Section 5 is partially inspired by those developed in [DSS] for uniform exponential dichotomy. However, the induced system constructed in [DSS] can not be used in our case because of the nonuniformity. Section 6 is devoted to application. First, we apply our result obtained in section 4 to giving the roughness of tempered exponential dichotomies for parametric random systems and give a Hölder continuous dependence of the associated projections on the parameter. Then, we apply our approach made in section 4 to giving a corresponding description of dichotomy for the deterministic difference equation (1.2).

2. Preliminaries

In this section we recall the concept of tempered exponential dichotomy, define several classes of weighted-bounded sequences, and introduce the concept of measurable admissibility.

2.1. Tempered exponential dichotomy.

Throughout this paper, $\mathbb{Z}_+$ (resp. $\mathbb{Z}_-$) denotes the set of nonnegative (resp. nonpositive) integers, $\mathbb{N}$ denotes the set of positive integers, $(\Omega, \mathcal{F}, \mathbb{P})$ denotes a measure space, $X = (X, |\cdot|)$ is a separable Banach space, and $\mathcal{L}(X)$ denotes the Banach space of all bounded linear operators on $X$. Furthermore, let $\theta: \Omega \to \Omega$ be an invertible measurable transformation that preserves $\mathbb{P}$. This means that $\mathbb{P}(\theta^{-1}(E)) = \mathbb{P}(E)$ for each $E \in \mathcal{F}$. A map $\Phi: \mathbb{Z}_+ \times \Omega \to \mathcal{L}(X)$ is said to be a (strongly) measurable linear cocycle over $\theta$ (resp.) if
\textbullet{} \( \Phi(0, \omega) = \text{Id} \) for \( \omega \in \Omega \), where \( \text{Id} \) denotes the identity operator on \( X \);

\textbullet{} \( \Phi(n + m, \omega) = \Phi(m, \theta^n(\omega))\Phi(n, \omega) \) for \( \omega \in \Omega \) and \( n, m \in \mathbb{Z}_+ \);

\textbullet{} the map \( \omega \mapsto \Phi(n, \omega) \) is strongly measurable for any fixed \( n \in \mathbb{Z}_+ \), i.e. \( \omega \mapsto \Phi(n, \omega)x \) is measurable for each \( x \in X \).

A \textit{linear random dynamical system} \([Ar]\) on \( X \) over \( \theta \) is a measurable map
\[
\phi : \mathbb{Z}_+ \times \Omega \times X \to X, \quad (n, \omega, x) \mapsto \phi(n, \omega, x),
\]
such that the map \( (n, \omega) \mapsto \phi(n, \omega, \cdot) \in \mathcal{L}(X) \) forms a linear cocycle over \( \theta \). The measurability of \( \phi \) implies that the induced linear cocycle is strongly measurable. Conversely, it is clear that for a given measurable linear cocycle \( \Phi \) over \( \theta \), the map \( \mathbb{Z}_+ \times \Omega \times X \ni (n, \omega, x) \mapsto \Phi(n, \omega)x \) defines a linear random dynamical system on \( X \) over \( \theta \). Consequently, from now on we will use “linear random dynamical system” and “measurable linear cocycle” synonymously. Let \( \Phi \) be a measurable linear cocycle over \( \theta \). Set
\[
A(\omega) := \Phi(1, \omega), \quad \omega \in \Omega.
\]
Then \( \omega \mapsto A(\omega)x \) is measurable for each fixed \( x \in X \). We say that \( A \) is the \textit{generator} of the cocycle \( \Phi \). A random variable \( K : \Omega \to (0, +\infty) \) is said to be \textit{tempered} with respect to \( \theta \) \([Ar, LL]\) if
\[
\lim_{n \to \pm \infty} \frac{\ln(K(\theta^n(\omega)))}{n} = 0, \quad \text{for} \, \mathbb{P}\text{-a.e.} \, \omega \in \Omega. \tag{2.1}
\]

We now recall the concept of tempered exponential dichotomy (see \([Ar, LL]\)). Let \( \Phi \) be a measurable linear cocycle over \( \theta \). We say that \( \Phi \) has a \textit{tempered exponential dichotomy} if there exists a strongly measurable map \( \Pi^s : \Omega \to \mathcal{L}(X) \) defined on a \( \theta \)-invariant subset \( \Omega \subset \Omega \) of full measure such that:

(i) \( \Pi^s(\omega) \) is a projection on \( X \) for \( \omega \in \tilde{\Omega} \);

(ii) for all \( \omega \in \Omega \) and \( n \in \mathbb{Z}_+ \),
\[
\Pi^s(\theta^n(\omega))\Phi(n, \omega) = \Phi(n, \omega)\Pi^s(\omega); \tag{2.2}
\]

(iii) the restriction \( \Phi(n, \omega)|_{\mathcal{R}(\Pi^u(\omega))} \) to the range \( \mathcal{R}(\Pi^u(\omega)) \) of \( \Pi^u(\omega) \) is an isomorphism from \( \mathcal{R}(\Pi^u(\omega)) \) onto \( \mathcal{R}(\Pi^u(\theta^n(\omega))) \) for each \( \omega \in \tilde{\Omega} \) and \( n \in \mathbb{Z}_+ \), and \( \Phi(n, \omega)\Pi^u(\omega) \) is strongly measurable on \( \omega \) for \( n \in \mathbb{Z}_- \), where \( \Pi^u(\omega) := \text{Id} - \Pi^s(\omega) \) and
\[
\Phi(n, \omega) := \left(\Phi(\theta^n(\omega), -n)|_{\mathcal{R}(\Pi^u(\theta^n(\omega)))}\right)^{-1} \text{ for } n \in \mathbb{Z}_-;
\]

(iv) there is a \( \theta \)-invariant random variable \( \alpha : \Omega \to (0, +\infty) \) (i.e., \( \alpha(\theta \omega) = \alpha(\omega) \) for \( \omega \in \Omega \)) and a tempered (with respect to \( \theta \)) random variable \( K : \Omega \to (0, +\infty) \) such that
\[
\|\Phi(n, \omega)\Pi^s(\omega)\| \leq K(\omega)e^{-\alpha(\omega)n}, \quad \forall \omega \in \tilde{\Omega}, n \in \mathbb{Z}_+; \tag{2.3}
\]
\[
\|\Phi(n, \omega)\Pi^u(\omega)\| \leq K(\omega)e^{\alpha(\omega)n}, \quad \forall \omega \in \tilde{\Omega}, n \in \mathbb{Z}_-. \tag{2.4}
\]

For convenience, we call \( \alpha : \Omega \to (0, +\infty) \) and \( K : \Omega \to (0, +\infty) \) the exponent and the bound of the tempered exponential dichotomy respectively.
2.3. Some classes of weight-bounded sequences.

We introduce some classes of weighted-bounded sequences, which are two-sided sequences in $X$. Let $\beta, K : \Omega \to (0, +\infty)$ be random variables. For $\omega \in \Omega$, let

$$
\ell^\infty_{1/K(\omega), \beta(\omega)}(\mathbb{Z}) := \left\{ f = (f(n))_{n \in \mathbb{Z}} \subset X : \sup_{n \in \mathbb{Z}} (K(\theta^n \omega)e^{-\beta(\omega)n}|f(n)|) < +\infty \right\}.
$$

Then, $\ell^\infty_{1/K(\omega), \beta(\omega)}(\mathbb{Z})$ is a Banach space equipped with the norm

$$
\|f\|_{\ell^\infty_{1/K(\omega), \beta(\omega)}(\mathbb{Z})} := \sup_{n \in \mathbb{Z}} (K(\theta^n \omega)e^{-\beta(\omega)n}|f(n)|), \quad f \in \ell^\infty_{1/K(\omega), \beta(\omega)}(\mathbb{Z}).
$$

Similarly, let

$$
\ell^\infty_{1/|K(\omega)|, \beta(\omega)}(\mathbb{Z}) := \left\{ f = (f(n))_{n \in \mathbb{Z}} \subset X : \sup_{n \in \mathbb{Z}} (K(\theta^n \omega)e^{-\beta(\omega)n}|f(n)|) < +\infty \right\},
$$

which is a Banach space equipped with the norm

$$
\|f\|_{\ell^\infty_{1/|K(\omega)|, \beta(\omega)}(\mathbb{Z})} := \sup_{n \in \mathbb{Z}} (K(\theta^n \omega)e^{-\beta(\omega)n}|f(n)|), \quad f \in \ell^\infty_{1/|K(\omega)|, \beta(\omega)}(\mathbb{Z}).
$$

In the particular case $K \equiv 1$, we use $\ell^\infty_{1,\beta(\omega)}(\mathbb{Z})$ and $\ell^\infty_{1,|\beta(\omega)|}(\mathbb{Z})$ to denote $\ell^\infty_{1/K(\omega), \beta(\omega)}(\mathbb{Z})$ and $\ell^\infty_{1/|K(\omega)|, \beta(\omega)}(\mathbb{Z})$ respectively. Furthermore, for a fixed $\theta$-invariant measurable set $\tilde{\Omega} \subset \Omega$, we consider

$$
\ell^\infty_{1/K, \beta}(\tilde{\Omega} \times \mathbb{Z}) := \{ f : \Omega \times \mathbb{Z} \to X : f(\omega, \cdot) \in \ell^\infty_{1/K(\omega), \beta(\omega)}(\mathbb{Z}), \forall \omega \in \tilde{\Omega} \},
$$

$$
\ell^\infty_{1/|K|, \beta}(\tilde{\Omega} \times \mathbb{Z}) := \{ f : \Omega \times \mathbb{Z} \to X : f(\omega, \cdot) \in \ell^\infty_{1/|K(\omega)|, \beta(\omega)}(\mathbb{Z}), \forall \omega \in \tilde{\Omega} \}.
$$

2.3. Measurable admissibility.

Let $\Phi$ be a measurable linear cocycle over $\theta$ with the generator $A$ and let $\tilde{\Omega} \subset \Omega$ be a $\theta$-invariant measurable set. We say that the pair $(\ell^\infty_{1/K, \beta} (\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1, \beta} (\tilde{\Omega} \times \mathbb{Z}))$ is properly admissible for $\Phi$ if for each $f \in \ell^\infty_{1/K, \beta} (\tilde{\Omega} \times \mathbb{Z})$ there exists a unique $x \in \ell^\infty_{1, \beta} (\tilde{\Omega} \times \mathbb{Z})$ such that

$$
x(\omega, n + 1) = A(\theta^n \omega)x(\omega, n) + f(\omega, n + 1), \quad \forall \ n \in \mathbb{Z}, \omega \in \tilde{\Omega}. \quad (2.5)
$$

By the definitions of $\ell^\infty_{1/K, \beta} (\tilde{\Omega} \times \mathbb{Z})$ and $\ell^\infty_{1, \beta} (\tilde{\Omega} \times \mathbb{Z})$, the proper admissibility of $(\ell^\infty_{1/K, \beta} (\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1, \beta} (\tilde{\Omega} \times \mathbb{Z}))$ for $\Phi$ is equivalent to saying that for every $\omega \in \tilde{\Omega}$ and every sequence $f = (f(n))_{n \in \mathbb{Z}} \subset \ell^\infty_{1/K(\omega), \beta(\omega)}(\mathbb{Z})$ there exists a unique $x = (x(n))_{n \in \mathbb{Z}} \in \ell^\infty_{1/\beta(\omega)}(\mathbb{Z})$ such that

$$
x(n + 1) = A(\theta^n \omega)x(n) + f(n + 1), \quad \forall \ n \in \mathbb{Z}. \quad (2.6)
$$

In addition, we say that the pair $(\ell^\infty_{1/K, \beta} (\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1, \beta} (\tilde{\Omega} \times \mathbb{Z}))$ is measurably properly admissible for $\Phi$ if the pair $(\ell^\infty_{1/K, \beta} (\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1, \beta} (\tilde{\Omega} \times \mathbb{Z}))$ is properly admissible and for each $f \in \ell^\infty_{1/K, \beta} (\tilde{\Omega} \times \mathbb{Z})$ measurable on $\omega$ (i.e., $\omega \mapsto f(\omega, n)$ is measurable for each $n \in \mathbb{Z}$) the unique $x \in \ell^\infty_{1/\beta}(\tilde{\Omega} \times \mathbb{Z})$ given by the proper admissibility is also measurable on $\omega$. In an analogous manner, one can introduce the notion of (measurable) proper admissibility of the pair $(\ell^\infty_{1/|K|, \beta} (\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1, \beta} (\tilde{\Omega} \times \mathbb{Z}))$. 
3. Tempered dichotomy implies measurably admissibility

In this section, we show that the tempered exponential dichotomy implies measurable proper admissibility of several pairs.

**Theorem 1.** Suppose that $\Phi$ is a measurable linear cocycle over $\theta$ with the generator $A$ and has a tempered exponential dichotomy on $\tilde{\Omega} \subset \Omega$ with the exponent $\alpha: \Omega \to (0, +\infty)$ and bound $K: \Omega \to (0, +\infty)$. Then for any $\theta$-invariant random variable $\beta: \Omega \to \mathbb{R}$ with the property $\beta(\omega) \in (-\alpha(\omega), \alpha(\omega))$ for $\omega \in \Omega$, the followings hold:

(i) the pair $(\ell^0_{\beta}, (\tilde{\Omega} \times \mathbb{Z}), \ell^1_{\beta}(\tilde{\Omega} \times \mathbb{Z}))$ is measurably properly admissible for $\Phi$, and additionally there is a $\theta$-invariant positive random variable $\gamma: \Omega \to (0, +\infty)$ such that for $\omega \in \tilde{\Omega}$ and $f \in \ell^0_{\beta}(\Omega \times \mathbb{Z})$,

$$
\|x\|_{\ell^0_{\beta}(\Omega \times \mathbb{Z})} \leq \gamma(\omega) \|f\|_{\ell^0_{\beta}(\Omega \times \mathbb{Z})},
$$

where $x \in \ell^0_{\beta}(\Omega \times \mathbb{Z})$ is the (unique) solution of (2.6);

(ii) the pair $(\ell^0_{\beta}(\tilde{\Omega} \times \mathbb{Z}), \ell^1_{\beta}(\tilde{\Omega} \times \mathbb{Z}))$ is measurably properly admissible for $\Phi$, and additionally there is a $\theta$-invariant positive random variable $\tilde{\gamma}: \Omega \to (0, +\infty)$ such that for $\omega \in \tilde{\Omega}$ and $f \in \ell^0_{\beta}(\Omega \times \mathbb{Z})$,

$$
\|x\|_{\ell^0_{\beta}(\Omega \times \mathbb{Z})} \leq \tilde{\gamma}(\omega) \|f\|_{\ell^0_{\beta}(\Omega \times \mathbb{Z})},
$$

where $x \in \ell^0_{\beta}(\Omega \times \mathbb{Z})$ is the (unique) solution of (2.6).

**Proof.** Without any loss of generality, we may assume that (2.1) holds for each $\omega \in \tilde{\Omega}$. Indeed, otherwise we can replace $\tilde{\Omega}$ with $\tilde{\Omega} \cap (\bigcap_{n \in \mathbb{Z}} \theta^n(\Omega'))$, where $\Omega'$ is a full measure set such that (2.1) holds for each $\omega \in \Omega'$.

For $\omega \in \tilde{\Omega}$ and $n \in \mathbb{Z}$, let

$$
G(n, \omega) := \begin{cases} 
\Phi(n, \omega) \Pi^s(\omega), & n \geq 0; \\
-\Phi(n, \omega) \Pi^u(\omega), & n < 0,
\end{cases}
$$

where $\Pi^s(\omega)$ for $\omega \in \tilde{\Omega}$ is the projection associated to the tempered exponential dichotomy for $\Phi$ and $\Pi^u(\omega) := \text{Id} - \Pi^s(\omega)$. For convenience, we also call $G(n, \omega)$ the Green function corresponding to the tempered exponential dichotomy as the one corresponding to the uniform exponential dichotomy for deterministic systems in [DK] p.167].

By (2.3) and (2.4), we have

$$
\|G(n, \omega)\| \leq K(\omega) e^{-\alpha(\omega)|n|}, \ \forall (\omega, n) \in \tilde{\Omega} \times \mathbb{Z}.
$$
For \( f := (f(n))_{n \in \mathbb{Z}} \in \ell_1^{\infty}(\ell_1^{\infty}(\mathbb{Z})) \), we have (using (3.4)) that

\[
\left| \sum_{k=\infty}^{+\infty} G(n-k, \theta^k \omega) f(k) \right| \leq \sum_{k=-\infty}^{+\infty} e^{-\alpha(n-k)} |e^{\beta(n-k)} k \| f \|_{1/\ell_1^{\infty}(\omega), \ell_1^{\infty}(\mathbb{Z})} \\
= e^{\beta(n)} \sum_{k=-\infty}^{+\infty} e^{-\alpha(n-k)} e^{-\beta(n)} k \| f \|_{1/\ell_1^{\infty}(\omega), \ell_1^{\infty}(\mathbb{Z})} \\
= e^{\beta(n)} \left\{ \sum_{k=-\infty}^{n} e^{-(\alpha(n)+\beta(n))(n-k)} + \sum_{k=n+1}^{+\infty} e^{-(\alpha(n)-\beta(n))(k-n)} \right\} \| f \|_{1/\ell_1^{\infty}(\omega), \ell_1^{\infty}(\mathbb{Z})} \\
= e^{\beta(n)} \left\{ \frac{1}{1 - e^{-(\alpha(n)+\beta(n))}} + \frac{e^{-(\alpha(n)-\beta(n))}}{1 - e^{-(\alpha(n)-\beta(n))}} \right\} \| f \|_{1/\ell_1^{\infty}(\omega), \ell_1^{\infty}(\mathbb{Z})},
\]

for \( n \in \mathbb{Z} \). We conclude that \( x = (x(n))_{n \in \mathbb{Z}} \in \ell_1^{\infty}(\ell_1^{\infty}(\mathbb{Z})) \), where

\[
x(n) := \sum_{k=-\infty}^{+\infty} G(n-k, \theta^k \omega) f(k), \quad n \in \mathbb{Z}.
\]

We claim that \( x \) is the solution of (2.4). Indeed, for any \( n \in \mathbb{Z} \) we have that

\[
A(\theta^n \omega) x(n) = A(\theta^n \omega) \sum_{k=-\infty}^{+\infty} G(n-k, \theta^k \omega) f(k) \\
= A(\theta^n \omega) \sum_{k=-\infty}^{n} \Phi(n-k, \theta^k \omega) \Pi^n(\theta^k \omega) f(k) \\
- A(\theta^n \omega) \sum_{k=n+1}^{+\infty} \Phi(n-k, \theta^k \omega) \Pi^n(\theta^k \omega) f(k) \\
= \sum_{k=-\infty}^{n} \Phi(n+1-k, \theta^k \omega) \Pi^n(\theta^k \omega) f(k) \\
- \Pi^n(\theta^n + 1) f(n+1) + \sum_{k=n+2}^{+\infty} \Phi(n+1-k, \theta^k \omega) \Pi^n(\theta^k \omega) f(k) \\
= \sum_{k=-\infty}^{n+1} \Phi(n+1-k, \theta^k \omega) \Pi^n(\theta^k \omega) f(k) - \Pi^n(\theta^n + 1) f(n+1) \\
- \Pi^n(\theta^n + 1) f(n+1) - \sum_{k=n+2}^{+\infty} \Phi(n+1-k, \theta^k \omega) \Pi^n(\theta^k \omega) f(k) \\
= x(n+1) - f(n+1),
\]

which implies that

\[
x(n+1) = A(\theta^n \omega) x(n) + f(n+1), \quad \forall \ n \in \mathbb{Z}.
\]
Hence, $x$ is the solution of (2.6). Moreover, observe that it follows from (3.5) that (3.1) holds with the $\theta$-invariant positive random variable
\[
\gamma(\omega) := \frac{1 + e^{-(\alpha(\omega) - \beta(\omega))}}{1 - e^{-(\alpha(\omega) - |\beta(\omega)|)}}.
\]

In order to show the uniqueness, it is sufficient to prove that for $\omega \in \tilde{\Omega}$, the only solution $x = (x(n))_{n \in \mathbb{Z}} \subset X$ of
\[
x(n + 1) = A(\theta^n)\omega x(n), \quad n \in \mathbb{Z}
\]
in $\ell_{1,\beta}(\mathbb{Z})$ is the trivial solution $x = 0$. Let $x := (x(n))_{n \in \mathbb{Z}}$ be a solution of (3.7) in $\ell_{1,\beta}(\mathbb{Z})$. For $n \in \mathbb{Z}$, let
\[
x^t(n) := \Pi^t(\theta^n)\omega x(n) \quad \text{and} \quad x^u(n) := \Pi^u(\theta^n)\omega x(n).
\]
Then, we have that
\[
x^s(n) = \Pi^s(\theta^n)\omega \Phi(n - m, \theta^m)\omega x(m) = \Phi(n - m, \theta^m)\omega \Pi^s(\theta^m)\omega x(m), \quad \forall n \geq m,
\]
and similarly
\[
x^u(n) = \Phi(n - m, \theta^m)\omega \Pi^u(\theta^m)\omega x(m), \quad \forall n \leq m.
\]
By (2.3) and (2.4), we have that
\[
|x^s(n)| \leq K(\theta^n)\omega e^{-(\alpha(\omega)(n-m))}|x(m)| \quad \text{for } m \leq n, \quad (3.8)
\]
\[
|x^u(n)| \leq K(\theta^n)\omega e^{-(\alpha(\omega)(m-n))}|x(m)| \quad \text{for } m \geq n, \quad (3.9)
\]
Fix $n \in \mathbb{Z}$. It follows from (3.8) that
\[
|x^s(n)| \leq K(\theta^n)\omega e^{-\alpha(\omega)n}e^{(\alpha(\omega) + \beta(\omega))m} \|x\|_{\ell_{1,\beta}(\mathbb{Z})}, \quad (3.10)
\]
for $m \leq n$. Since $\alpha(\omega) + \beta(\omega) > 0$, it follows from (2.1) that
\[
\lim_{m \to -\infty} K(\theta^n)\omega e^{(\alpha(\omega) + \beta(\omega))m} = 0.
\]
Consequently, by letting $m \to -\infty$ in (3.8), we conclude that $x^s(n) = 0$. Similarly, we obtain that $x^u(n) = 0$ and thus $x(n) = x^s(n) + x^u(n) = 0$.

Since $n \in \mathbb{Z}$ was arbitrary, we conclude that $x = 0$. Therefore, the pair $(\ell_{1/K,\beta}(\Omega \times \mathbb{Z}), \ell_{1,\beta}(\Omega \times \mathbb{Z}))$ is properly admissible.

In order to show that this pair is also measurably properly admissible, let $f : \Omega \times \mathbb{Z} \to X$ be a measurable map such that $(f(\omega, n))_{n \in \mathbb{Z}} \in \ell_{1/K,\beta}(\Omega \times \mathbb{Z})$ for $\omega \in \tilde{\Omega}$. From the preceding discussion, we have that the unique solution of (2.3) is given by
\[
x(\omega, n) := \sum_{k=-\infty}^{+\infty} G(n - k, \theta^k)\omega f(\omega, k), \quad (\omega, n) \in \tilde{\Omega} \times \mathbb{Z}.
\]
Hence, since $\omega \mapsto f(\omega, n)$ is measurable for any fixed $n \in \mathbb{Z}$, the map
\[
\omega \mapsto \sum_{k=-m}^{m} G(n - k, \theta^k)\omega f(\omega, k)
\]
is measurable for any fixed $m \in \mathbb{Z}_+$. Indeed, this follows directly from the strong measurability of maps $\omega \mapsto \Phi(n, \omega), \omega \mapsto \Pi^s(\omega)$ and $\omega \mapsto
\( \Phi(n, \omega) \Pi^n(\omega) \). This implies that for arbitrary \( n \in \mathbb{Z}, \omega \mapsto x(\omega, n) \) is measurable since it is the pointwise limit of measurable maps \( \omega \mapsto \sum_{k=\omega} G(n-k, \theta^k \omega) f(\omega, k) \). We conclude that the pair \((\ell^\infty_{1/K, \beta}(\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1, \beta}(\tilde{\Omega} \times \mathbb{Z}))\) is measurable properly admissible.

We now prove that the pair \((\ell^\infty_{1/K, \beta}(\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1, \beta}(\tilde{\Omega} \times \mathbb{Z}))\) is measurable properly admissible. Similarly to \((53)\), in the case when \( \beta(\omega) \geq 0 \), for \( f := (f(n))_{n \in \mathbb{Z}} \in \ell^\infty_{1/K, \beta}(\mathbb{Z}) \) we have that

\[
\left| \sum_{k=-\infty}^{+\infty} G(n-k, \theta^k \omega) f(k) \right| \leq \sum_{k=-\infty}^{+\infty} e^{-\alpha(\omega)|n-k|} e^{\beta(\omega)|k|} \| f \|_{1/K(\omega), \beta(\omega)}
\]

\[
= e^{\beta(\omega)|n|} \sum_{k=-\infty}^{+\infty} e^{-\alpha(\omega)|n-k|} e^{-\beta(\omega)|n|} e^{\beta(\omega)|k|} \| f \|_{1/K(\omega), \beta(\omega)}
\]

\[
\leq e^{\beta(\omega)|n|} \left\{ \sum_{k=-\infty}^{n} e^{-(\alpha(\omega)-\beta(\omega))(n-k)} + \sum_{k=n+1}^{+\infty} e^{-(\alpha(\omega)-\beta(\omega))(k-n)} \right\} \| f \|_{1/K(\omega), \beta(\omega)}
\]

\[
= e^{\beta(\omega)|n|} \left\{ \frac{1}{1-e^{-(\alpha(\omega)-\beta(\omega))}} + \frac{e^{-(\alpha(\omega)-\beta(\omega))}}{1-e^{-(\alpha(\omega)-\beta(\omega))}} \right\} \| f \|_{1/K(\omega), \beta(\omega)}
\]

for each \( n \in \mathbb{Z} \), where we used that \( -\beta(\omega)|n| + \beta(\omega)|k| \leq \beta(\omega)|n - k| \). Analogously, if \( \beta(\omega) < 0 \) we have that

\[
\left| \sum_{k=-\infty}^{+\infty} G(n-k, \theta^k \omega) f(k) \right| \leq \sum_{k=-\infty}^{+\infty} e^{-\alpha(\omega)|n-k|} e^{\beta(\omega)|k|} \| f \|_{1/K(\omega), \beta(\omega)}
\]

\[
= e^{\beta(\omega)|n|} \sum_{k=-\infty}^{+\infty} e^{-\alpha(\omega)|n-k|} e^{-\beta(\omega)|n|} e^{\beta(\omega)|k|} \| f \|_{1/K(\omega), \beta(\omega)}
\]

\[
\leq e^{\beta(\omega)|n|} \left\{ \sum_{k=-\infty}^{n} e^{-(\alpha(\omega)+\beta(\omega))(n-k)} + \sum_{k=n+1}^{+\infty} e^{-(\alpha(\omega)+\beta(\omega))(k-n)} \right\} \| f \|_{1/K(\omega), \beta(\omega)}
\]

\[
= e^{\beta(\omega)|n|} \left\{ \frac{1}{1-e^{-(\alpha(\omega)+\beta(\omega))}} + \frac{e^{-(\alpha(\omega)+\beta(\omega))}}{1-e^{-(\alpha(\omega)+\beta(\omega))}} \right\} \| f \|_{1/K(\omega), \beta(\omega)}
\]

for each \( n \in \mathbb{Z} \), since \( -\beta(\omega)|n| + \beta(\omega)|k| \leq -\beta(\omega)|n - k| \). Hence, \((52)\) holds with the \( \theta \)-invariant positive random variable

\[
\tilde{\gamma}(\omega) := \begin{cases} 1 + e^{-(\alpha(\omega)-\beta(\omega))} & \text{if } \beta(\omega) \geq 0 \\ 1 + e^{-(\alpha(\omega)+\beta(\omega))} & \text{if } \beta(\omega) < 0. \end{cases}
\]

For the uniqueness and measurability, one can argue in the same manner as we did above for the pair \((\ell^\infty_{1/K, \beta}(\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1, \beta}(\tilde{\Omega} \times \mathbb{Z}))\). This completes the proof of the theorem. \( \square \)

In next section, we will conversely use the three pairs in Theorem 10 to prove the existence of tempered exponential dichotomy for measurable cocycles which may not satisfy the assumptions of MET.
4. Converse without MET

The main result on the converse reads:

**Theorem 2.** Suppose that $\Phi$ is a measurable linear cocycle over $\theta$ with the generator $A$. Furthermore, assume that there exist a $\theta$-invariant measurable subset $\tilde{\Omega} \subset \Omega$ of full measure, a $\theta$-invariant random variable $\beta : \Omega \to (0, +\infty)$ and a tempered (with respect to $\theta$) random variable $K : \Omega \to (0, +\infty)$ such that

(S1) for $\lambda = \pm \beta$, the pair $(\ell_1^\infty(K,\lambda)(\tilde{\Omega} \times \mathbb{Z}), \ell_\lambda^\infty(\tilde{\Omega} \times \mathbb{Z}))$ is measurably properly admissible, and additionally there is a $\theta$-invariant random variable $\gamma_\lambda : \Omega \to (0, +\infty)$ such that for $\omega \in \tilde{\Omega}$ and $f = (f(n))_{n \in \mathbb{Z}} \in \ell_1^\infty(K,\lambda(\omega)(\mathbb{Z}))$,

$$\|x\|_{\ell_\lambda^\infty(\mathbb{Z})} \leq \gamma_\lambda(\omega)\|f\|_{\ell_1^\infty(K,\lambda(\omega)(\mathbb{Z})},$$

where $x = (x(n))_{n \in \mathbb{Z}}$ is the unique solution of (2.6) in $\ell_\lambda^\infty(\mathbb{Z})$;

(S2) the pair $(\ell_1^\infty(K,\beta(\tilde{\Omega} \times \mathbb{Z}), \ell_{|\beta|}^\infty(\tilde{\Omega} \times \mathbb{Z}))$ is properly admissible.

Then, $\Phi$ has a tempered exponential dichotomy.

Note that the theorem needs three admissible pairs $(\ell_1^\infty(K,\beta(\tilde{\Omega} \times \mathbb{Z}), \ell_\beta^\infty(\tilde{\Omega} \times \mathbb{Z}))$, $(\ell_1^\infty(K,\beta(\tilde{\Omega} \times \mathbb{Z}), \ell_{|\beta|}^\infty(\tilde{\Omega} \times \mathbb{Z}))$ and $(\ell_1^\infty(K,\beta(\tilde{\Omega} \times \mathbb{Z}), \ell_{|\beta|}^\infty(\tilde{\Omega} \times \mathbb{Z}))$, as mentioned in the Introduction.

**Proof of Theorem 2.** The proof will be divided into several steps. For any fixed $\omega \in \tilde{\Omega}$ and $\lambda = \pm \beta$, let $L_{\lambda,\omega} : D(L_{\lambda,\omega}) \subset \ell_\lambda^\infty(\mathbb{Z}) \to \ell_1^\infty(K,\lambda(\omega)(\mathbb{Z})$ be the linear operator defined by

$$(L_{\lambda,\omega}x)(n) := x(n) - A(\theta^{n-1}\omega)x(n-1), \quad n \in \mathbb{Z},$$

for each $x \in D(L_{\lambda,\omega})$, where $D(L_{\lambda,\omega})$ denotes the domain of $L_{\lambda,\omega}$, that is, $D(L_{\lambda,\omega}) := \{x \in \ell_\lambda^\infty(\mathbb{Z}) : L_{\lambda,\omega}x \in \ell_1^\infty(K,\lambda(\omega)(\mathbb{Z})\}$. Let $L_{\lambda,\omega}$ be a closed linear operator.

**Lemma 4.1.** $L_{\lambda,\omega}$ is a closed linear operator.

**Proof.** Let $(x_k)_{k \in \mathbb{N}}$ be a sequence in $D(L_{\lambda,\omega})$ such that sequences $(x_k)_{k \in \mathbb{N}}$ and $(L_{\lambda,\omega}x_k)_{k \in \mathbb{N}}$ converge in $\ell_\lambda^\infty(\mathbb{Z})$ and $\ell_1^\infty(K,\lambda(\omega)(\mathbb{Z})$ respectively. Let

$$x := \lim_{k \to \infty} x_k \quad \text{and} \quad y := \lim_{k \to \infty} L_{\lambda,\omega}x_k.$$

Then, for any $n \in \mathbb{Z}$ we have

$$x(n) - A(\theta^{n-1}\omega)x(n-1) = \lim_{k \to \infty} (x_k(n) - A(\theta^{n-1}\omega)x_k(n-1)) = \lim_{k \to \infty} (L_{\lambda,\omega}x_k)(n) = y(n).$$

Hence, $x \in D(L_{\lambda,\omega})$ and $L_{\lambda,\omega}x = y$. The proof is completed.

Observe that the assumptions of the theorem imply that $L_{\lambda,\omega}$ is invertible. By Lemma 4.1 $L_{\lambda,\omega}^{-1} : \ell_1^\infty(K,\lambda(\omega)(\mathbb{Z}) \to \ell_\lambda^\infty(\mathbb{Z})$ is closed and thus bounded.
For any \( n, k \in \mathbb{Z} \) and \( \omega \in \tilde{\Omega} \), we define a linear operator \( G_{\lambda,\omega}(n, k) : X \to X \) in the following way. For \( z \in X \), let \( \tilde{f}_{z,k} := (\tilde{f}_{z,k}(m))_{m \in \mathbb{Z}} \) be the sequence given by

\[
\tilde{f}_{z,k}(m) := \begin{cases} 
  z, & m = k, \\
  0, & m \neq k.
\end{cases}
\]  

(4.2)

We now let

\[
G_{\lambda,\omega}(n, k)z := (L_{\lambda,\omega}^{-1}\tilde{f}_{z,k})(n).
\]

Observe that \( G_{\lambda,\omega}(n, k) \) is a bounded linear operator. Indeed, using (4.1), for any \( z \in X \) we have

\[
e^{-\lambda|\omega|n}|G_{\lambda,\omega}(n, k)z| = e^{-\lambda|\omega|n} |(L_{\lambda,\omega}^{-1}\tilde{f}_{z,k})(n)|
\]

\[
\leq \|L_{\lambda,\omega}^{-1}\tilde{f}_{z,k}\|_{\ell_1(\lambda|\omega|)(\mathbb{Z})}
\]

\[
\leq \|L_{\lambda,\omega}^{-1}\| \cdot \|\tilde{f}_{z,k}\|_{\ell_1(\lambda|\omega|)(\mathbb{Z})}
\]

\[
\leq \gamma_{\lambda}(\omega)K(\theta^k(\omega))e^{-\lambda|\omega|k}|z|,
\]

and thus

\[
\|G_{\lambda,\omega}(n, k)\| \leq \gamma_{\lambda}(\omega)K(\theta^k(\omega))e^{-\lambda|\omega|k}e^{\lambda|\omega|n}.
\]  

(4.3)

**Lemma 4.2.** For each \((n, k) \in \mathbb{Z} \times \mathbb{Z}\), the map \( \omega \mapsto G_{\lambda,\omega}(n, k) \) is strongly measurable.

**Proof.** Fix \((n, k) \in \mathbb{Z} \times \mathbb{Z}\). For any fixed \( z \in X \), define \( f : \tilde{\Omega} \times \mathbb{Z} \to X \) as

\[
f(\omega, m) = \begin{cases} 
  z & \text{for } m = k, \\
  0 & \text{for } m \neq k,
\end{cases}
\]

for \((\omega, m) \in \tilde{\Omega} \times \mathbb{Z}\). As we have observed, \((f(\omega, m))_{m \in \mathbb{Z}} \in \ell_1(\Omega, \lambda(\omega))(\mathbb{Z})\) for \( \omega \in \tilde{\Omega}\). Since the pair \((\ell_1(\Omega, \lambda(\omega)), \ell_1(\mathbb{Z}))\) is measurably properly admissible, there exists a unique measurable map \( x : \tilde{\Omega} \times \mathbb{Z} \to X \) such that \((x(\omega, m))_{m \in \mathbb{Z}} \in \ell_1(\lambda(\omega))(\mathbb{Z})\) for \( \omega \in \tilde{\Omega}\) and

\[x(\omega, m + 1) = A(\theta^m \omega)x(\omega, m) + f(\omega, m + 1), \quad \text{for } m \in \mathbb{Z}.
\]

It follows that

\[G_{\lambda,\omega}(n, k)z = x(\omega, n).
\]

Since \( \omega \mapsto x(\omega, n) \) is measurable, we conclude that \( \omega \mapsto G_{\lambda,\omega}(n, k)z \) is also measurable and the proof of the lemma is completed. \( \square \)

**Lemma 4.3.** For any \((n, k) \in \mathbb{Z} \times \mathbb{Z}\), \( G_{\beta,\omega}(n, k) = G_{-\beta,\omega}(n, k) \).

**Proof.** For any fixed \( z \in X \), let \( \tilde{f}_{z,k} := (\tilde{f}_{z,k}(m))_{m \in \mathbb{Z}} \) be the sequence given by (4.2). Let \( x := (x(m))_{m \in \mathbb{Z}} \subset X \) be given by

\[
x(m) := (L_{-\beta,\omega}^{-1}\tilde{f}_{z,k} - L_{\beta,\omega}^{-1}\tilde{f}_{z,k})(m), \quad m \in \mathbb{Z}.
\]

Then,

\[
x(m) - A(\theta^m - 1 \omega)x(m - 1) = 0, \quad \forall m \in \mathbb{Z}.
\]  

(4.4)

Moreover, since \( \ell_1(\beta(\omega))(\mathbb{Z}) \subset \ell_1(\beta(\omega))(\mathbb{Z}) \) and \( \ell_1(-\beta(\omega))(\mathbb{Z}) \subset \ell_1(-\beta(\omega))(\mathbb{Z}) \), we have that \( x \in \ell_1(\beta(\omega))(\mathbb{Z}) \). From our assumption that the pair \((\ell_1(\Omega, \lambda(\omega)), \ell_1(\mathbb{Z}))\) is measurably properly admissible, there exists a unique measurable map \( x : \tilde{\Omega} \times \mathbb{Z} \to X \) such that

\[x(\omega, m + 1) = A(\theta^m \omega)x(\omega, m) + f(\omega, m + 1), \quad \text{for } m \in \mathbb{Z}.
\]

It follows that

\[G_{\beta,\omega}(n, k)z = x(\omega, n).
\]

Since \( \omega \mapsto x(\omega, n) \) is measurable, we conclude that \( \omega \mapsto G_{\beta,\omega}(n, k)z \) is also measurable and the proof of the lemma is completed. \( \square \)
Thus, \( \ell^\infty_1(\tilde{\Omega} \times \mathbb{Z}) \) is properly admissible, we conclude from (4.3) that \( x = 0 \).
Consequently, we have that \( x(n) = 0 \) and thus
\[
G_{\beta, \omega}(n, k)z = L_{\beta, \omega}^{-1} \tilde{f}_{z, k}(n) = L_{-\beta, \omega}^{-1} \tilde{f}_{z, k}(n) = G_{-\beta, \omega}(n, k)z.
\]
\[\square\]

For \( \omega \in \tilde{\Omega} \) and \( m \geq n \), let
\[
U_\omega(n, m) := \begin{cases} 
A(\theta^{n-1} \omega) \cdots A(\theta^m \omega) & \text{for } n > m; \\
\text{Id} & \text{for } n = m.
\end{cases}
\]
Observe that \( U_\omega(n, m) = \Phi(n - m, \theta^m \omega) \). In addition, for \( \omega \in \tilde{\Omega} \) and \( m \in \mathbb{Z} \), let
\[
S_\omega(m) := \left\{ v \in X : \sup_{n \geq m} |U_\omega(n, m)v| < +\infty \right\}.
\]
Finally, let \( U_\omega(m) \) consist of all \( v \in X \) for which there exists a sequence \((x(n))_{n \leq m}\) such that \( x(m) = v \), \( \sup_{n \leq m} |x(n)| < +\infty \) and
\[
x(n) = A(\theta^{n-1} \omega)x(n-1), \quad \text{for } n \leq m.
\]
Clearly, \( S_\omega(m) \) and \( U_\omega(m) \) are subspaces of \( X \). We will write \( G_\omega(n, k) \) instead of \( G_{\beta, \omega}(n, k) \). Furthermore, let
\[
P^*_\omega(m) := G_\omega(m, m), \quad m \in \mathbb{Z}.
\]

Lemma 4.4. For any \( \omega \in \tilde{\Omega} \) and \( m \in \mathbb{Z} \), \( P^*_\omega(m) \) is a projection on \( X \) such that \( \mathcal{R}(P^*_\omega(m)) = S_\omega(m) \) and \( \mathcal{N}(P^*_\omega(m)) = U_\omega(m) \).

Proof. For any fixed \( v \in S_\omega(m) \), define \( x = (x(n))_{n \in \mathbb{Z}} \subset X \) by
\[
x(n) = \begin{cases} 
U_\omega(n, m)v & \text{for } n \geq m; \\
0 & \text{for } n < m.
\end{cases}
\]
Note that
\[
x(n) = A(\theta^{n-1} \omega)x(n-1) + \tilde{f}_{v, m}(n), \quad \text{for } n \in \mathbb{Z}.
\]
In addition,
\[
\sup_{n \in \mathbb{Z}} |x(n)|e^{-\beta(n)\omega} = \sup_{n \geq m} |x(n)|e^{-\beta(n)\omega} \leq e^{\beta(n)\omega} \sup_{n \geq m} |x(n)| < +\infty.
\]
Hence, \( x \in \ell^\infty_1(\beta, \omega)(\mathbb{Z}) \). We conclude that \( L^{-1}_{-\beta, \omega} \tilde{f}_{v, m} = x \) and therefore \( P^*_\omega(m)v = v \). Consequently, \( S_\omega(m) \subset \mathcal{R}(P^*_\omega(m)) \).

Now, choose an arbitrary \( v \in X \) and let \( y := L^{-1}_{-\beta, \omega} \tilde{f}_{v, m} \). Then, \( y(n) = U_\omega(n, m)y(m) \) for \( n \geq m \). Moreover,
\[
\sup_{n \geq m} |y(n)| e^{\beta(n)\omega} \sup_{n \geq m} |y(n)| e^{\beta(n)\omega} \leq e^{\beta(n)\omega} \|y\|_{\ell^\infty_1(\beta, \omega)(\mathbb{Z})} < +\infty.
\]
Thus, \( P^*_\omega(m)v = y(m) \in S_\omega(m) \). We conclude that \( P^*_\omega(m) \) is a projection onto \( S_\omega(m) \).

In addition, if we assume \( P^*_\omega(m)v = 0 \), then \( y(m) = 0 \) and consequently,
\[
-A(\theta^{m-1} \omega)y(m-1) = v \quad \text{and} \quad y(n) = A(\theta^{n-1} \omega)y(n-1), \quad \forall n \leq m - 1.
\]
Since \( y \in \ell^\infty_1(\omega)(\mathbb{Z}) \), we have that \( v \in \mathcal{U}_\omega(m) \). Thus, \( \mathcal{N}(P^s_\omega(m)) \subset \mathcal{U}_\omega(m) \). In order to prove that \( \mathcal{U}_\omega(m) \subset \mathcal{N}(P^s_\omega(m)) \), it is sufficient to show that \( \tilde{S}_\omega(m) \cap \mathcal{U}_\omega(m) = \emptyset \). For any fixed \( v \in \tilde{S}_\omega(m) \cap \mathcal{U}_\omega(m) \), let \((x(n))_{n \leq m} \subset X\) satisfy that \( x(m) = v, x(n) = A(\theta^{n-1}\omega)x(n-1) \) for \( n \leq m \) and \( \sup_{n \leq m} |x(n)| < +\infty \). We define \( z = (z(n))_{n \in \mathbb{Z}} \subset X \) as
\[
z(n) = \begin{cases} U_\omega(n, m)v & \text{for } n \geq m; \\ x(n) & \text{for } n < m. \end{cases}
\]
Then, \( \sup_{n \in \mathbb{Z}} |z(n)| < +\infty \) and thus \( z \in \ell^\infty_{1,\beta(\omega)}(\mathbb{Z}) \). Moreover,
\[
z(n) - A(\theta^{n-1}\omega)z(n-1) = 0, \quad \forall n \in \mathbb{Z}.
\]
Hence, \( z = 0 \) and thus \( z(m) = v = 0 \). The proof is completed. \( \square \)

**Lemma 4.5.** For \((\omega, m) \in \tilde{\Omega} \times \mathbb{Z},\)
\[A(\theta^m\omega)S_\omega(m) \subset S_\omega(m+1) \text{ and } A(\theta^m\omega)\mathcal{U}_\omega(m) \subset \mathcal{U}_\omega(m+1).\]

**Proof.** For any fixed \( v^s \in S_\omega(m) \), \( \sup_{n \geq m} |U_\omega(n, m)v^s| < +\infty \). Since \( U_\omega(n, m+1)A(\theta^m\omega)v^s = U_\omega(n, m)v^s \), we have that
\[\sup_{n \geq m+1} |U_\omega(n, m+1)A(\theta^m\omega)v^s| < +\infty.
\]
Consequently, \( A(\theta^m\omega)v^s \in S(m+1) \).

For any fixed \( v^u \in \mathcal{U}(m) \), there exists a sequence \((x(n))_{n \leq m} \subset X\) such that \( x(m) = v^u, x(n) = A(\theta^{n-1}\omega)x(n-1) \) for \( n \leq m \) and \( \sup_{n \leq m} |x(n)| < +\infty \). Define a sequence \((x'(n))_{n \leq m+1} \subset X\) as
\[x'(n) = \begin{cases} x(n) & \text{for } n \leq m; \\ A(\theta^m\omega)v^u & \text{for } n = m + 1. \end{cases}\]
Then, \( x'(m+1) = A(\theta^m\omega)v^u, x'(n) = A(\theta^{n-1}\omega)x'(n-1) \) for \( n \leq m+1 \) and \( \sup_{n \leq m+1} |x'(n)| < +\infty \). Hence, \( A(\theta^m\omega)v^u \in \mathcal{U}_\omega(m+1). \) \( \square \)

**Lemma 4.6.** \( A(\theta^m\omega)|_{\mathcal{U}_\omega(m)} : \mathcal{U}_\omega(m) \to \mathcal{U}_\omega(m+1) \) is invertible for \((\omega, m) \in \tilde{\Omega} \times \mathbb{Z}.
\]

**Proof.** For any fixed \( w \in \mathcal{U}_\omega(m+1) \), there exists a sequence \((x(n))_{n \leq m+1} \subset X\) such that \( x(m+1) = w, x(n) = A(\theta^{n-1}\omega)x(n-1) \) for \( n \leq m+1 \) and \( \sup_{n \leq m+1} |x(n)| < +\infty \). Hence, \( x(m) \in \mathcal{U}_\omega(m) \) and \( A(\theta^m\omega)x(m) = w \). Therefore, \( A(\theta^m\omega)|_{\mathcal{U}_\omega(m)} : \mathcal{U}_\omega(m) \to \mathcal{U}_\omega(m+1) \) is surjective.

Assume now that \( A(\theta^m\omega)v = 0 \) for \( v \in \mathcal{U}_\omega(m) \). Since \( v \in \mathcal{U}_\omega(m) \), there exists a sequence \((x(n))_{n \leq m} \subset X\) such that \( x(m) = v, x(n) = A(\theta^{n-1}\omega)x(n-1) \) for \( n \leq m \) and \( \sup_{n \leq m} |x(n)| < +\infty \). We define \( z = (z(n))_{n \in \mathbb{Z}} \subset X \) as
\[z(n) = \begin{cases} x(n) & \text{for } n \leq m; \\ 0 & \text{for } n > m. \end{cases}\]
Then, \( z \in \ell^\infty_{1,\beta(\omega)}(\mathbb{Z}) \) and \( z(n) = A(\theta^{n-1}\omega)z(n-1) \) for \( n \in \mathbb{Z} \). Hence, \( z = 0 \) and thus \( v = z(m) = 0 \). We conclude that \( A(\theta^m\omega)|_{\mathcal{U}_\omega(m)} : \mathcal{U}_\omega(m) \to \mathcal{U}_\omega(m+1) \) is injective and the proof of the lemma is completed. \( \square \)
Lemma 4.7. For \( \omega \in \tilde{\Omega} \),
\[
G_\omega(n, m) = \begin{cases} 
U_\omega(n, m)P^s_\omega(m) & \text{for } n \geq m; \\
-U_\omega(n, m)(\text{Id} - P^s_\omega(m)) & \text{for } n < m.
\end{cases}
\]

Proof. For any fixed \( v \in X \), let \( y := L_{-\beta, \omega}^{-1} f_{v,m} \). Then, \( G_\omega(n, m)v = y(n) \) for \( n \in \mathbb{Z} \). In particular, \( P^s_\omega(m)v = G_\omega(m, m)v = y(m) \). Since \( y(m) - v = A(\theta^{m-1}\omega)y(m-1) \) and \( y(n) = A(\theta^{n-1}\omega)y(n-1) \) for \( n \neq m \), the desired claim follows.

Lemma 4.8. There exists a \( \theta \)-invariant random variable \( \rho_\beta : \Omega \to (0, +\infty) \) such that \( \|G_\omega(n, m)\| \leq \rho_\beta(\omega)K(\theta^m \omega)e^{-\beta(\omega)|n-m|} \) for \( \omega \in \tilde{\Omega} \) and \( n, m \in \mathbb{Z} \).

Proof. By (4.3), the definition of \( G_\omega \) and Lemma 4.7, we get that
\[
\|G_\omega(n, m)\| = \|G_{-\beta, \omega}(n, m)\| \leq \gamma_{-\beta}(\omega)K(\theta^m \omega)e^{\beta(\omega)n} \leq \gamma_{-\beta}(\omega)K(\theta^m \omega)e^{-\beta(\omega)n}, \forall n \geq m,
\]
and
\[
\|G_\omega(n, m)\| = \|G_{\beta, \omega}(n, m)\| \leq \gamma_{\beta}(\omega)K(\theta^m \omega)e^{-\beta(\omega)n} \leq \gamma_{\beta}(\omega)K(\theta^m \omega)e^{-\beta(\omega)(n-m)}, \forall n < m.
\]

Let
\[
\rho_\beta(\omega) := \max\{\gamma_\beta(\omega), \gamma_{-\beta}(\omega)\}.
\]
Then, \( \rho_\beta \) is a positive \( \theta \)-invariant random variable. It follows that
\[
\|G_\omega(n, m)\| \leq \rho_\beta(\omega)K(\theta^m \omega)e^{-\beta(\omega)|n-m|},
\]
for all \( n, m \in \mathbb{Z} \). This completes the proof of the lemma.

Let
\[
\Pi^s(\omega) := P^s_\omega(0), \quad \omega \in \tilde{\Omega}.
\]
We claim that \( \Phi \) has a tempered exponential dichotomy on \( \tilde{\Omega} \) with the projection \( \Pi^s(\omega) \). In fact, by Lemma 4.2, we obtain that \( \omega \mapsto \Pi^s(\omega) \) is strongly measurable because \( P^s_\omega(0) = G_\omega(0, 0) \). By the definitions of \( S_\omega(m) \) and \( U_\omega(n) \), one can check that
\[
S_\omega(n) = S_{\theta^n \omega}(0) \quad \text{and} \quad U_\omega(n) = U_{\theta^n \omega}(0)
\]
for \( \omega \in \tilde{\Omega} \) and \( n \geq 0 \). This together with Lemma 4.4 implies that \( P^s_\omega(n) = P^s_{\theta^n \omega}(0) \). It follows that
\[
\Pi^s(\theta^n \omega) = P^s_{\omega}(n).
\]
(4.5)
By Lemmas 4.4 and 4.5 and the cocycle property of \( \Phi \), we have
\[
U_\omega(n, 0)P^s_\omega(0) = P^s_\omega(n)U_\omega(n, 0), \quad \forall n \in \mathbb{Z}_+.
\]
This together with (4.3) implies that (2.2) holds because \( U_\omega(n, 0) = \Phi(n, \omega) \) for \( n \in \mathbb{Z}_+ \). Furthermore, let \( \Pi^u(\omega) := \text{Id} - \Pi^s(\omega) \). By Lemma 4.6 and the cocycle property of \( \Phi \), we get that \( \Phi(n, \omega)|_{\mathcal{R}(\Pi^s(\omega))} : \mathcal{R}(\Pi^u(\omega)) \to \mathcal{R}(\Pi^u(\theta^n \omega)) \) is an isomorphism. By Lemmas 4.2 and 4.7, \( \Phi(n, \omega)\Pi^u(\omega) \) is strongly measurable on \( \omega \) for \( n \in \mathbb{Z}_- \). The property (iv) in the definition
of the tempered exponential dichotomy follows readily from Lemmas 4.7 and 4.8. This proves the claim and therefore Theorem 2 is true. □

Remark 4.1. Note that the linear operator $L_{\lambda,\omega}^{-1} : \ell_1^{1/K(\omega,\lambda(\omega))}(\mathbb{Z}) \to \ell_1^{1/\lambda(\omega)}(\mathbb{Z})$, discussed just after Lemma 4.1, is bounded. So, in the assumption (S1) of Theorem 2, the existence of a positive variable $\gamma_\lambda$ which satisfies (4.1) is not an additional assumption.

Remark 4.2. Let $\Omega = [0, 1)$, $\mathcal{B}(\Omega)$ be the Borel $\sigma$-algebra, and $\mathbb{P}$ be the Lebesgue measure. Then $(\Omega, \mathcal{B}(\Omega), \mathbb{P})$ is a probability space. For a fixed irrational number $q \in \Omega$, consider $\theta : \Omega \to \Omega$, $\omega \mapsto \omega + q \pmod{1}$.

Let $\Omega = \bigcup_{i=1}^{+\infty} \Omega_i$, where $\Omega_i := [1 - \frac{1}{i+1}, 1 - \frac{1}{i+2})$. Let $A : \Omega \to \mathcal{L}(\mathbb{R}^3)$ be defined piecewise by the $3 \times 3$ matrix

$$A(\omega) := \text{diag}\{e^{-(i+1)^2+i^2}, 1/2, e^{(i+1)^2-i^2}\}, \forall \, \omega \in \Omega_i, \, i \in \mathbb{Z}_+^*.$$

It follows that $A$ is $(\mathcal{B}(\Omega), \mathcal{L}(\mathbb{R}^3))$-measurable and further $A$ generates a linear random dynamical system on the phase space $X = \mathbb{R}^3$. It is shown in [ZLZ1, pp.4044-4045] that this random dynamical system has a tempered exponential dichotomy with the projection $\Pi_s(\omega) := \text{diag}\{1, 1, 0\}$, exponent $\alpha(\omega) = \ln 2$ and bound $K(\omega) \equiv 1$, but does not satisfy the assumptions of MET.

Theorem 2 shows that admissibility of the three pairs of input and output classes obtained in Theorem 1 implies existence of a tempered exponential dichotomy for general random dynamical systems without the assumptions of MET. In the following section 5, for MET-systems, we will give a simpler admissibility condition with no Lyapunov norms in the sense that only one special pair of input and output classes is needed.

5. Converse via MET

Throughout this section, we continue to assume that $(\Omega, \mathcal{F}, \mathbb{P}, \theta)$ is an invertible $\mathbb{P}$-preserving dynamical system. In addition, we assume that

- $\Omega$ is a compact metric space and $\mathcal{F}$ is the associated Borel $\sigma$-algebra;
- $\mathbb{P}$ is ergodic, i.e. $\mathbb{P}(E) \in \{0, 1\}$ for each $E \in \mathcal{F}$ such that $\theta^{-1}(E) = E$.

In order to recall the version of MET established in [GTQ], we introduce several concepts. For a fixed $A \in \mathcal{L}(X)$, the constant

$$\kappa_{ic}(A) := \inf\{r : A(B_X(0, 1)) \text{ has a finite cover by balls of radius } r\}$$

is called the index of compactness of $A$, where $B_X(0, 1)$ denotes the unit ball in $X$ centered at 0. Let $\Phi$ be a measurable linear cocycle over $\theta$ with the generator $A$ such that

$$\int_M \ln^+ ||A(\omega)|| \, d\mathbb{P}(\omega) < \infty. \quad (5.1)$$
It follows essentially from the subadditive ergodic theorem (see Lemmas 2.4 and 2.5 of \cite{GTQ}) that there exist $-\infty \leq \kappa^* \leq \lambda^* < \infty$ such that
\[
\kappa^* = \lim_{n \to \infty} \frac{\ln \kappa_i(\Phi(n, \omega))}{n} \quad \text{and} \quad \lambda^* = \lim_{n \to \infty} \frac{\ln \|\Phi(n, \omega)\|}{n}
\]

for $P$-a.e. $\omega \in \Omega$, which are called the index of compactness and the maximal Lyapunov exponent of $\Phi$ (with respect to $P$) respectively. If $\kappa^* < \lambda^*$, we say that $\Phi$ is quasi-compact. Observe that when $\Phi$ is compact, i.e. when $A(\omega)$ is a compact operator for each $\omega \in \Omega$, we have that $\kappa^* = -\infty$ since $\kappa_i(\Phi(n, \omega)) = 0$ for each $n \in \mathbb{N}$ and $\omega \in \Omega$. Consequently, a compact cocycle is quasi-compact if and only if $\lambda^* \in \mathbb{R}$.

Then, we are ready to state the version of MET established in \cite{GTQ}.

**Multiplicative Ergodic Theorem (GTQ).** Suppose that $\Phi$ is a measurable quasi-compact linear cocycle over $\theta$ whose generator $A$ satisfies (5.1).

Then one of the following alternatives holds:

**(M-i)** there is a finite sequence of numbers $\lambda_1 > \lambda_2 > \ldots > \lambda_k > \kappa^*$ and a decomposition $X = V(\omega) \oplus \bigoplus_{i=1}^{k} E_i(\omega)$ for $P$-a.e. $\omega \in \Omega$ such that
\[
A(\omega)E_i(\omega) = E_i(\theta(\omega)), \forall i = 1, \ldots, k, \quad A(\omega)V(\omega) \subset V(\theta(\omega))
\]

and $\lim_{n \to \infty} \frac{1}{n} \ln |\Phi(n, \omega)v| = \lambda_i$ for $v \in E_i(\omega) \setminus \{0\}$ and $i \in \{1, \ldots, k\}$. Moreover, $\lim_{n \to \infty} \frac{1}{n} \ln |\Phi(n, \omega)v| \leq \kappa^*$ for $P$-a.e. $\omega \in \Omega$ and $v \in V(\omega)$. Finally, $E_i(\omega)$ is a finite-dimensional subspace of $X$ for $i \in \{1, \ldots, k\}$;

**(M-ii)** there is an infinite sequence of numbers $\lambda_1 > \lambda_2 > \ldots > \lambda_k > \ldots$ satisfying $\lim_{k \to \infty} \lambda_k = \kappa^*$ and a decomposition $X = V(\omega) \oplus \bigoplus_{i=1}^{\infty} E_i(\omega)$ for $P$-a.e. $\omega \in \Omega$ such that
\[
A(\omega)E_i(\omega) = E_i(\theta(\omega)), \forall i \in \mathbb{N}, \quad A(\omega)V(\omega) \subset V(\theta(\omega))
\]

and $\lim_{n \to \infty} \frac{1}{n} \ln |\Phi(n, \omega)v| = \lambda_i$ for $v \in E_i(\omega) \setminus \{0\}$ and $i \in \mathbb{N}$. Moreover, $\lim_{n \to \infty} \frac{1}{n} \ln |\Phi(n, \omega)v| \leq \kappa^*$ for $P$-a.e. $\omega \in \Omega$ and $v \in V(\omega)$. Finally, $E_i(\omega)$ is a finite-dimensional subspace of $X$ for $i \in \mathbb{N}$.

**Remark 5.1.** The numbers $\lambda_i$ in the above statement are called Lyapunov exponents of the cocycle $\Phi$ with respect to $P$. The above is version of MET for infinite-dimensional random dynamical systems. MET was established earlier in \cite{Osel} for the finite-dimensional case. Before \cite{GTQ}, MET for the infinite-dimensional case was given in \cite{LL} with an additional assumption that the cocycle is injective.

In the context of MET, if all the Lyapunov exponents of $\Phi$ with respect to $P$ are nonzero, then in both alternatives there is a unique $k^* \in \mathbb{Z}_+$ ($k^* < k$ in the Alternative (M-i)) such that $\lambda_i > 0$ for all $i \leq k^*$ and $\lambda_i < 0$ for all $i > k^*$ and
\[
X = \tilde{V}(\omega) \oplus \bigoplus_{i=1}^{k^*} E_i(\omega),
\]

where

\[
\tilde{V}(\omega) = \begin{cases} 
V(\omega) \oplus \bigoplus_{i=k^*+1}^{k} E_i(\omega) & \text{if Alternative (M-i) holds;} \\
V(\omega) \oplus \bigoplus_{i=k^*+1}^{\infty} E_i(\omega) & \text{if Alternative (M-ii) holds.}
\end{cases}
\]
Proposition 1. ([BD] Proposition 3.2.) Suppose that $\Phi$ is a measurable quasi-compact linear cocycle over $\theta$ whose generator $A$ satisfies (5.1). Moreover, assume that all Lyapunov exponents of $\Phi$ with respect to $\mathbb{P}$ are nonzero. Then, there exist $\alpha > 0$ such that properly admissible for $\Phi$ in comparison with Theorem 2, we require only one admissibility condition.

Then, there exist $\alpha > 0$, a tempered (with respect to $\theta$) random variable $K: \Omega \to (0, +\infty)$ and a $\theta$-invariant $\Omega \subset \Omega$ measurable set of full measure such that

$$
\|\Phi(n, \omega)\Pi^x(\omega)\| \leq K(\omega)e^{-\alpha n}, \quad \forall \omega \in \tilde{\Omega}, n \in \mathbb{Z}_+, \\
\|\Phi(n, \omega)\Pi^y(\omega)\| \leq K(\omega)e^{\alpha n}, \quad \forall \omega \in \tilde{\Omega}, n \in \mathbb{Z}_-,
$$

where $\Phi(n, \omega) := (\Phi(\theta^n \omega, -n)|_{\mathbb{R}^n})^{-1}$ for $\omega \in \tilde{\Omega}$ and $n \in \mathbb{Z}_-$, $\Pi^y(\omega)$ is the projection on $X$ such that

$$
\mathcal{R}(\Pi^y(\omega)) = \tilde{V}(\omega) \quad \text{and} \quad \mathcal{N}(\Pi^y(\omega)) = \bigoplus_{i=1}^{k^*} E_i(\omega).
$$

Now we are ready to give our second converse of Theorem 1. When $\beta \equiv 0$, we will write $\ell^\infty_1/K(\omega)(\mathbb{Z})$ instead of $\ell^\infty_{1,K(\omega),\beta(\omega)}(\mathbb{Z})$ and $\ell^\infty_{1,\beta}(\mathbb{Z})$ instead of $\ell^\infty_{1,\beta}(\mathbb{Z})$. We adapt the same convention for $\ell^\infty_{1,\beta}(\tilde{\Omega} \times \mathbb{Z})$ and $\ell^\infty_{1,\beta}(\tilde{\Omega} \times \mathbb{Z})$.

Theorem 3. Suppose that $\Phi$ is a measurable quasi-compact linear cocycle over $\theta$ whose generator $A$ satisfies (5.1). Furthermore, assume that there exist a $\theta$-invariant Borel set $\hat{\Omega} \subset \Omega$ of full measure and random variables $\zeta, \eta: \Omega \to (0, \infty)$ such that the pair $(\ell^\infty_{1,\zeta}(\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1,\zeta}(\tilde{\Omega} \times \mathbb{Z}))$ is measurably properly admissible for $\Phi$ and that for any fixed $\omega \in \hat{\Omega}$ and $f \in \ell^\infty_{1,\zeta}(\mathbb{Z})$

$$
\|x\|_{\ell^\infty_{1,\zeta}(\mathbb{Z})} \leq \eta(\omega)\|f\|_{\ell^\infty_{1,\zeta}(\mathbb{Z})}, \quad (5.2)
$$

where $x \in \ell^\infty_{1,\zeta}(\mathbb{Z})$ is the unique solution of the equation

$$
x(n+1) = A(\theta^n \omega)x(n) + f(n + 1). \quad (5.3)
$$

Then, $\Phi$ has a tempered exponential dichotomy.

Remark 5.2. Before providing the proof, we would like to observe that, in comparison with Theorem 2 we require only one admissibility condition. Furthermore, we do not require $\zeta$ to be tempered or $\eta$ to be $\theta$-invariant.

Proof of Theorem 3. By arguing as in the proof of Theorem 2 (with $\beta \equiv 0$), for each $\omega \in \hat{\Omega}$ we can construct a splitting

$$
X = S(\omega) \oplus U(\omega) \quad (5.4)
$$

such that

$$
\|\Pi(\omega)\| \leq \eta(\omega)\zeta(\omega), \quad (5.5)
$$

where $\Pi(\omega): X \to S(\omega)$ is the projection associated to (5.4). In addition, $A(\omega)|_{U(\omega)}: U(\omega) \to U(\theta \omega)$ is an isomorphism. We recall from the proof of Theorem 2 that

$$
S(\omega) = \left\{ v \in X : \sup_{n \geq 0} |\Phi(n, \omega)v| < +\infty \right\}.
$$
Moreover, $U(\omega)$ consists of all $v \in X$ with the property that there exists a sequence $(x(n))_{n \leq 0} \subset X$ such that $x(0) = v$, $x(n) = A(\theta^{n-1} \omega)x(n-1)$ for $n \leq 0$ and $\sup_{n \leq 0} |x(n)| < +\infty$. Finally, recall that (5.5) follows from (1.3).

By Luzin’s theorem (see Lemma A1 in the Appendix or [Fo, Theorem 7.10, p.217]), there exists a compact $F \subset \tilde{\Omega}$ with $P(F) > 0$ such that $\zeta, \eta, \zeta \circ \theta$ and $\omega \mapsto \|A(\omega)\|$ are continuous on $F$. Hence, there exists $L > 0$ such that

$$\sup_{\omega \in F} \max\{\zeta(\omega), \eta(\omega)\} \leq L$$  \hspace{1cm} (5.6)

and

$$\sup_{\omega \in F} \max\{\zeta(\theta \omega), \|A(\omega)\|\} \leq L.$$  \hspace{1cm} (5.7)

Applying Poincare’s recurrence theorem (see Lemma A2 or [KH, Theorem 4.1.19, p.142]) to both $\theta$ and $\theta^{-1}$, we get

$$F' = \{\omega \in F : \theta^n \omega \in F \text{ for infinitely many } n > 0 \text{ and } n < 0\}.$$

Define $\bar{\theta} : F' \to F'$ as

$$\bar{\theta}(\omega) = \theta^{\tau_1(\omega)}(\omega) \quad \text{for } \omega \in F',$$

where

$$\tau_1(\omega) = \min\{n \geq 1 : \theta^n \omega \in F'\}.$$

Furthermore, for $\omega \in F'$ let

$$\bar{A}(\omega) := \Phi(\tau_1(\omega), \omega) \quad \text{and} \quad B(\omega) = \bar{A}(\omega)\Pi(\omega).$$

Finally, for $\omega \in F'$ and $n \in \mathbb{Z}_+$, let

$$\bar{\Phi}(n, \omega) := \begin{cases} \Phi(\tau_n(\omega), \omega) & \text{if } n \geq 1; \\ \text{Id} & \text{if } n = 0, \end{cases}$$

where

$$\tau_n(\omega) = \sum_{j=0}^{n-1} \tau_1(\bar{\theta}^j(\omega)).$$

Note that

$$\bar{\theta}^n(\omega) = \begin{cases} \theta^{\tau_n(\omega)}(\omega) & \text{for } n \geq 1; \\ \omega & \text{for } n = 0, \end{cases}$$

and

$$\bar{\Phi}(n + m, \omega) = \Phi(\bar{\theta}^n(\omega), m)\Phi(n, \omega), \quad \text{for } \omega \in F' \text{ and } m, n \in \mathbb{Z}_+.$$

**Lemma 5.1.** There exists a constant $h_1 > 0$ such that for arbitrarily given $\omega \in F'$ and $(s(n))_{n \geq 0} \subset X$ satisfying $\sup_{n \geq 0} |s(n)| < \infty$, there exists $(\bar{x}(n))_{n \geq 0} \subset X$ with $\bar{x}(0) = s(0)$ such that

$$\bar{x}(n + 1) = B(\bar{\theta}^n(\omega))\bar{x}(n) + s(n + 1), \quad \text{for } n \in \mathbb{Z}_+, \quad (5.8)$$

$$\sup_{n \geq 0} |\bar{x}(n)| \leq h_1 \sup_{n \geq 0} |s(n)|. \quad (5.9)$$

Proof. For any fixed $\omega \in F'$ and $(s(n))_{n \geq 0} \subset X$ with $\sup_{n \geq 0} |s(n)| < \infty$, we define $f = (f(n))_{n \in \mathbb{Z}} \subset X$ as

$$f(n) = \begin{cases} s(0) & \text{for } n = 0; \\ s(k) & \text{if } n = \tau_k(\omega); \\ 0 & \text{otherwise.} \end{cases}$$

By (5.3), we have that

$$\|f\|_{\ell^\infty_{1/\zeta}(\omega)} = \sup_{n \geq 0} (\zeta(\theta^n(\omega))|s(n)|) \leq L \sup_{n \geq 0} |s(n)|. \quad (5.10)$$

Hence, $f \in \ell^\infty_{1/\zeta}(\omega)(\mathbb{Z})$. Thus, there exists a unique $x = (x(n))_{n \in \mathbb{Z}} \in \ell^\infty_{1}(\mathbb{Z})$ such that (5.3) holds. In particular, we have that

$$x(0) - A(\theta^{-1}\omega)x(-1) = s(0)$$

and

$$x(n) = A(\theta^{n-1}\omega)x(n-1), \quad \text{for } n \leq -1.$$

Hence, $x(0) - s(0) \in U(\omega)$ and therefore

$$\Pi(\omega)x(0) = \Pi(\omega)s(0). \quad (5.11)$$

We now define $(z(n))_{n \geq 0} \subset X$ as

$$z(n) = \begin{cases} x(0) & \text{for } n = 0; \\ x(\tau_n(\omega)) & \text{for } n > 0. \end{cases}$$

It follows from (5.3) that

$$z(n + 1) - \bar{A}(\theta^n(\omega))z(n) = s(n + 1), \quad \text{for } n \in \mathbb{Z}_+. \quad (5.12)$$

Let

$$z'(n) := \Pi(\theta^n(\omega))z(n), \quad n \in \mathbb{Z}_+. \quad (5.13)$$

Furthermore (see (5.11)),

$$z'(0) = \Pi(\omega)z(0) = \Pi(\omega)x(0) = \Pi(\omega)s(0). \quad (5.14)$$

Moreover, it follows from (5.2), (5.3), (5.6) and (5.10) that

$$\sup_{n \geq 0} |z'(n)| \leq L^2 \sup_{n \geq 0} |z(n)| \leq L^2 \|x\|_{\ell^\infty_{1}(\omega)} \leq L^3 \|f\|_{\ell^\infty_{1/\zeta}(\omega)} \leq L^4 \sup_{n \geq 0} |s(n)|,$$

which implies that

$$\sup_{n \geq 0} |z'(n)| \leq L^4 \sup_{n \geq 0} |s(n)|. \quad (5.15)$$

Let

$$\bar{x}(n) := z'(n) + (\text{Id} - \Pi(\theta^n(\omega)))s(n), \quad n \in \mathbb{Z}_+. \quad (5.16)$$

Observe that (5.14) implies that

$$\bar{x}(0) = \Pi(\omega)s(0) + (\text{Id} - \Pi(\omega))s(0) = s(0).$$

In addition, (5.14) and (5.16) give that

$$z'(n) = \sum_{k=0}^{n} \Phi(n-k, \bar{k}(\omega)) \Pi(\bar{k}(\omega))s(k), \quad \text{for } n \in \mathbb{Z}_+. \quad (5.17)$$
Hence, we have that
\begin{equation}
\tilde{x}(n + 1) - B(\tilde{\theta}^n(\omega))\tilde{x}(n) = \sum_{k=0}^{n} \tilde{\Phi}(n + 1 - k, \tilde{\theta}^k(\omega))\Pi(\tilde{\theta}^k(\omega))s(k) - \sum_{k=0}^{n} \tilde{\Phi}(n + 1 - k, \tilde{\theta}^k(\omega))\Pi(\tilde{\theta}^k(\omega))s(k)
+ (\text{Id} - \Pi(\tilde{\theta}^{n+1}(\omega)))s(n + 1)
= \Pi(\tilde{\theta}^{n+1}(\omega))s(n + 1) + (\text{Id} - \Pi(\tilde{\theta}^{n+1}(\omega)))s(n + 1)
= s(n + 1),
\end{equation}
for each $n \in \mathbb{Z}_+$. Consequently, (5.8) holds. Finally, (5.5), (5.6) and (5.15) imply that (5.9) holds with $h_1 = 1 + L^2 + L^4 > 0$.

The proof of the lemma is completed. \hfill \Box

\textbf{Lemma 5.2.} There exist $Q > 0$ and $\nu > 0$ such that
\begin{equation}
|\bar{\Phi}(n, \omega)v| \leq Qe^{-\nu n}|v|, \quad \text{for } \omega \in F', \ v \in S(\omega) \text{ and } n > 0.
\end{equation}

\textbf{Proof.} For any fixed $\omega \in F'$ and $v \in S(\omega)$, define $(s(n))_{n \geq 0} \subset X$ by
\begin{equation}
s(n) = \begin{cases}
v & \text{for } n = 0; \\
0 & \text{for } n \neq 0.
\end{cases}
\end{equation}

Obviously, $\sup_{n \geq 0} |s(n)| = |v|$. Let $(\tilde{x}(n))_{n \geq 0} \subset X$ be the associated sequence given by Lemma 5.1. Observe that
\begin{equation}
\tilde{x}(n) = \Phi(\tau_n(\omega), \omega)v, \quad n \in \mathbb{N}.
\end{equation}

Hence, (5.9) implies that
\begin{equation}
|\Phi(\tau_n(\omega), \omega)v| \leq h_1 |v|, \quad \text{for } n \in \mathbb{N}.
\end{equation}

Since $v \in S(\omega)$ was arbitrary, we conclude that
\begin{equation}
|\Phi(n, \omega)v| \leq h_1 |v|, \quad \text{for } \omega \in F', \ v \in S(\omega) \text{ and } n \in \mathbb{N}.
\end{equation}

Let $n_0 \in \mathbb{N}$ satisfy
\begin{equation}
\frac{h_1^2}{n_0 + 1} \leq \frac{1}{c}.
\end{equation}

For any fixed $\omega \in F'$ and $v \in S(\omega)$, we define $(\tilde{s}(n))_{n \geq 0} \subset X$ as
\begin{equation}
\tilde{s}(n) = \begin{cases}
\Phi(n, \omega)v & \text{for } 0 \leq n \leq n_0; \\
0 & \text{for } n > n_0.
\end{cases}
\end{equation}

By (5.17), we see that $\sup_{n \geq 0} |\tilde{s}(n)| \leq h_1 |v|$. Let $(\tilde{x}(n))_{n \geq 0} \subset X$ be the associated sequence given by Lemma 5.1. Note that
\begin{equation}
\tilde{x}(n_0) = \sum_{k=0}^{n_0} \Phi(n_0 - k, \tilde{\theta}^k(\omega))\tilde{\Phi}(k, \omega)v = (n_0 + 1)\tilde{\Phi}(n_0, \omega)v.
\end{equation}
Hence, (5.9) implies that
\[(n_0 + 1)|\Phi(n_0, \omega)v| \leq h_1 \sup_{n \geq 0} |\hat{s}(n)| \leq h_1^2 |v|,\]
which implies that
\[|\Phi(n_0, \omega)v| \leq \frac{1}{e} |v|.\]
Thus,
\[|\Phi(n_0, \omega)v| \leq \frac{1}{e} |v|, \quad \text{for } \omega \in F' \text{ and } v \in S(\omega). \quad (5.18)\]
It follows from (5.17) and (5.18) that the conclusion of the lemma holds with
\[Q = h_1 e \quad \text{and} \quad \nu = \frac{1}{n_0}. \quad \Box\]

**Lemma 5.3.** For \(\mathbb{P}\)-a.e. \(\omega \in F'\) and every \(v \in S(\omega)\),
\[\lim_{n \to \infty} \frac{1}{n} \log |\Phi(n, \omega)v| < 0.\]

**Proof.** The existence of the limit (for \(\mathbb{P}\)-a.e. \(\omega \in F'\)) follows from MET.
Next, we have that
\[\lim_{n \to \infty} \frac{1}{n} \log |\Phi(n, \omega)v| = \lim_{n \to \infty} \frac{1}{\tau_n(\omega)} \log |\Phi(\tau_n(\omega), \omega)v|\]
\[= \lim_{n \to \infty} \frac{1}{\tau_n(\omega)} \log |\Phi(n, \omega)v|\]
\[= \lim_{n \to \infty} \frac{n}{\tau_n(\omega)} \cdot \lim_{n \to \infty} \frac{1}{n} \log |\Phi(n, \omega)v|\]
for \(\mathbb{P}\)-a.e. \(\omega \in F'\) and every \(v \in S(\omega)\). We claim that
\[\lim_{n \to \infty} \frac{\tau_n(\omega)}{n} = \frac{1}{\mathbb{P}(F)} \quad \text{for } \mathbb{P}\text{-a.e. } \omega \in F'. \quad (5.20)\]
In fact, one can check (see [Sar, Theorem 1.7]) that the measure-preserving system \((F', \mathcal{F}_{F'}, \mathbb{P}_{F'}, \bar{\theta})\) is ergodic, where \(\mathcal{F}_{F'} = \{ A \cap F' : A \in \mathcal{F} \}\) and \(\mathbb{P}_{F'}\) is given by
\[\mathbb{P}_{F'}(B) = \frac{\mathbb{P}(B)}{\mathbb{P}(F)}, \quad B \in \mathcal{F}_{F'}.\]
It follows from Kac’s lemma (see Lemma A4 or [Kac, Theorem 2', p.1006]) that \(\tau_1 \in L^1(F', \mathbb{P}_{F'})\). By Birkhoff’s ergodic theorem (see Lemma A3 or [KH, Theorem 4.1.2, p.136]) and Kac’s lemma, we get that
\[\lim_{n \to \infty} \frac{\tau_n(\omega)}{n} = \lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \tau_1(\bar{\theta}^j(\omega)) = \int_{F'} \tau_1(\omega) d\mathbb{P}_{F'} = \frac{1}{\mathbb{P}(F')},\]
for \(\mathbb{P}\)-a.e. \(\omega \in F'\). Since \(\mathbb{P}(F') = \mathbb{P}(F)\), we have that (5.20) holds. It follows from (5.19) and (5.20) that
\[\lim_{n \to \infty} \frac{1}{n} \log |\Phi(n, \omega)v| = \mathbb{P}(F) \cdot \lim_{n \to \infty} \frac{1}{n} \log |\Phi(n, \omega)v|,\]
for \(\mathbb{P}\)-a.e. \(\omega \in F'\) and every \(v \in S(\omega)\). Now the conclusion of the lemma follows directly from Lemma 5.2. \(\Box\)
For $\omega \in F'$, let
$$\tau'_0(\omega) := \min\{n \geq 1 : \theta^{-n}\omega \in F'\}.$$ 
Furthermore, we define $\tilde{\theta} : F' \to F'$ as
$$\tilde{\theta}(\omega) = \theta^{-\tau'_0(\omega)}(\omega), \quad \omega \in F'.$$
Observe that $\tilde{\theta} = \tilde{\theta}^{-1}$. In addition, for $n \geq 1$ and $\omega \in F'$, let
$$\tau'_n(\omega) := \sum_{j=0}^{n-1} \tau'_j(\tilde{\theta}(\omega)).$$
We then have
$$\tilde{\theta}^n(\omega) = \theta^{-\tau'_n(\omega)}(\omega), \quad \text{for } \omega \in F' \text{ and } n \geq 1.$$
Finally, let
$$C(\omega) := \bar{A}(\tilde{\theta}(\omega))^{-1}(\mathrm{Id} - \Pi(\omega)), \quad \omega \in F'.$$

**Lemma 5.4.** There exists a constant $h_2 > 0$ such that for arbitrarily given $\omega \in F'$ and $(s(n))_{n \geq 0} \subset X$ satisfying $\sup_{n \geq 0} |s(n)| < \infty$ there exists $(\tilde{x}(n))_{n \geq 0} \subset X$ with $\tilde{x}(0) = s(0)$ such that
$$\tilde{x}(n + 1) = C(\tilde{\theta}^n(\omega))\tilde{x}(n) + s(n + 1) \quad \text{for } n \in \mathbb{Z}_+, \quad (5.21)$$
$$\sup_{n \geq 0} |\tilde{x}(n)| \leq h_2 \sup_{n \geq 0} |s(n)|. \quad (5.22)$$

**Proof.** The proof of Lemma [5.3] is similar to the proof of of Lemma [5.1]. Since $A(\omega)$ is not invertible on the entire $X$, for the sake of completeness, we provide a short proof. For any fixed $\omega \in F'$ and $(s(n))_{n \geq 0} \subset X$ with $\sup_{n \geq 0} |s(n)| < \infty$, we define $f = (f(n))_{n \in \mathbb{Z}} \subset X$ as
$$f(n) = \begin{cases} -A(\omega)s(0) & \text{for } n = 1; \\ -A(\tilde{\theta}^k(\omega))s(k) & \text{if } n = -\tau'_k(\omega) + 1 \text{ for some } k \geq 1; \\ 0 & \text{otherwise.} \end{cases}$$
By [5.7], we have that
$$\|f\|_{\ell_1^\infty(\zeta)(\mathbb{Z})} = \sup_{n \geq 0} (\zeta(\theta^0(\omega))|A(\tilde{\theta}(\omega))s(n)|) \leq L^2 \sup_{n \geq 0} |s(n)|. \quad (5.23)$$
Hence, $f \in \ell_1^\infty(\zeta)(\mathbb{Z})$. Thus, there exists a unique $x = (x(n))_{n \in \mathbb{Z}} \in \ell_1^\infty(\mathbb{Z})$ such that [5.3] holds. Thus,
$$x(1) = A(\omega)(x(0) - s(0)), \quad x(n) = A(\theta^{n-1}(\omega))x(n - 1), \quad \text{for } n \geq 2.$$
It follows that $x(0) - s(0) \in S(\omega)$ and hence
$$x(0) - s(0) = (\mathrm{Id} - \Pi(\omega))s(0). \quad (5.24)$$
We now define $(z(n))_{n \leq 0} \subset X$ by
$$z(n) = \begin{cases} x(0) & \text{for } n = 0; \\ x(-\tau'_{n-1}(\omega)) & \text{for } n < 0. \end{cases}$$
Then, from [5.3] we obtain that
$$z(n) = \bar{A}(\tilde{\theta}^{-n+1}(\omega))(z(n - 1) - s(-n + 1)), \quad \text{for } \omega \in F' \text{ and } n \leq 0. \quad (5.25)$$
Let 
\[ z'(n) := (\text{Id} - \Pi(\tilde{\theta})^{-n})z(n), \quad n \leq 0. \]
Then, (5.25) implies that
\[ z'(n) = \bar{A}(\tilde{\theta}^{-n})\left[ z'(n-1) - (\text{Id} - \Pi(\tilde{\theta}^{-n+1}))s(-n+1) \right], \quad n \leq 0. \]  
(5.26)
In addition, (5.24) implies that
\[ z'(0) = (\text{Id} - \Pi(s))s(0). \]  
(5.27)
Similarly to (5.15), one can check that
\[ \sup_{n \leq 0} |z'(n)| \leq L_3(1 + L_2^2) \sup_{n \geq 0} |s(n)|. \]  
(5.28)
On the other hand, (5.26) and (5.27) imply that
\[ z'(-n) = \sum_{k=0}^{n} \bar{\Phi}(n-k, \tilde{\theta}^n)\left[ (\text{Id} - \Pi(\tilde{\theta}^k))s(k) \right], \quad n \in \mathbb{Z}_+. \]
Finally, let
\[ \tilde{x}(n) := z'(-n) + \Pi(\tilde{\theta}^n)s(n), \quad n \in \mathbb{N}. \]
Similarly to (5.16), one can check that (5.21) holds. Moreover, by (5.3), (5.6) and (5.28), we conclude that
\[ h_2 := L_3(1 + L_2^2) + L_2^2 > 0. \]
The proof of the lemma is completed. \( \square \)

The proof of the following lemma is analogous to the proof of Lemma 5.2.

**Lemma 5.5.** There exist \( Q', \nu' > 0 \) such that
\[ |\bar{\Phi}(n, \tilde{\theta}^n)v| \leq Q'e^{-\nu'n}|v|, \quad \text{for } \omega \in F', v \in U(\omega) \text{ and } n \in \mathbb{N}. \]
It follows from Lemma 5.5 that
\[ \frac{1}{Q'}e^{-\nu'n}|v| \leq |\bar{\Phi}(n, \omega)v|, \quad \text{for } \omega \in F', v \in U(\omega) \text{ and } n \in \mathbb{N}. \]
Now, arguing as in the proof of Lemma 5.3 one can obtain the following lemma.

**Lemma 5.6.** \( \lim_{n \to \infty} \frac{1}{n} \log |\Phi(n, \omega)v| > 0 \) for \( \mathbb{P} \)-a.e. \( \omega \in F' \) and every \( v \in U(\omega) \setminus \{0\} \).

As a direct consequence of (5.24), Lemmas 5.3 and 5.6, we conclude that for \( \mathbb{P} \)-a.e. \( \omega \in F' \) and every \( v \in X \), we have that
\[ \lim_{n \to \infty} \frac{1}{n} \log |\Phi(n, \omega)v| \neq 0. \]  
(5.29)
We now claim that all Lyapunov exponents of \( \Phi \) with respect to \( \mathbb{P} \) are nonzero. Assume the opposite, i.e., there exists \( i \in \mathbb{N} \) such that \( \lambda_i = 0 \). Let \( \Omega'' \subset \Omega \) be the measurable set on which all conclusions of MET are true. Note that \( \mathbb{P}(\Omega'') = 1 \). Let \( F'' \subset F' \) be a measurable set, \( \mathbb{P}(F'') = \mathbb{P}(F') \) such that (5.29) holds for each \( \omega \in F'' \) and \( v \in X \). Since \( \mathbb{P}(F'') > 0 \), we have
that $F'' \cap \Omega' \neq \emptyset$. Since $\lambda_i = 0$, for any fixed $\omega_0 \in F'' \cap \Omega'$ and for every $v \in E_i(\omega_0) \setminus \{0\}$ we have

$$\lim_{n \to \infty} \frac{1}{n} \log |\Phi(n, \omega_0)v| = 0,$$

which contradicts (5.29). The conclusion of the theorem now follows directly from Proposition 1. □

6. Applications

In this section, we use Theorem 2 to give the roughness of tempered exponential dichotomies for parametric random systems. Moreover, we use the approach in the proof of Theorem 2 to obtain a corresponding result for the deterministic difference equation (1.2).

First, we give the roughness of tempered exponential dichotomies for parametric random systems and formulate conditions for a H"older continuous dependence of the associated projections on the parameter.

Corollary 1. Suppose that $(\Xi, | \cdot |)$ is a normed space, and $\Phi$ and $\Psi_\xi$ for $\xi \in \Xi$ are measurable linear cocycles over $\theta$ with the generators $A$ and $B_\xi$ respectively. In addition, assume

(A1) $\Phi$ has a tempered exponential dichotomy on $\tilde{\Omega} \subset \Omega$ with the exponent $\tilde{\alpha}: \Omega \to (0, +\infty)$ and bound $\tilde{K}: \Omega \to (0, +\infty)$;

(A2) for $\omega \in \tilde{\Omega},$

$$\|A(\omega) - B_\xi(\omega)\| \leq \frac{\rho(\omega)}{K(\theta \omega)}, \forall \xi \in \Xi,$$

where $\rho: \Omega \to (0, +\infty)$ is a $\theta$-invariant random variable such that

$$\rho(\omega) < \frac{1 - e^{-\alpha(\omega)}}{1 + e^{-\alpha(\omega)}}, \omega \in \Omega;$$

(A3) for $\omega \in \tilde{\Omega},$

$$\|B_{\xi_1}(\omega) - B_{\xi_2}(\omega)\| \leq \frac{v(\omega)|\xi_1 - \xi_2|^{\sigma}}{K(\theta \omega)}, \forall \xi_1, \xi_2 \in \Xi,$$

where $v: \Omega \to (0, +\infty)$ is a $\theta$-invariant random variable and $\sigma \in (0, 1]$ is a constant.

Then, $\Psi_\xi$ has a tempered exponential dichotomy on $\tilde{\Omega}$ for any $\xi \in \Xi$ with the same exponent $\tilde{\alpha}: \Omega \to (0, +\infty)$ and bound $\tilde{K}: \Omega \to (0, +\infty)$. Moreover, the corresponding projections $\tilde{\Pi}_\xi(\omega)$ are H"older continuous in $\xi$ with the H"older exponent $\sigma$.

Proof. In order to check the conditions in Theorem 2 we need the following lemma, the proof of which is omitted since it is analogous to the proof of [ZLZ1, Lemma 1. p.4029].
Lemma 6.1. Suppose that $\Phi$ is a measurable linear cocycle over $\theta$ with the generator $A$ and has a tempered exponential dichotomy on $\tilde{\Omega}$ with the exponent $\alpha: \tilde{\Omega} \to (0, +\infty)$ and bound $K: \tilde{\Omega} \to (0, +\infty)$. Let $C: \tilde{\Omega} \to \mathcal{L}(X)$ be strongly measurable such that $\|C(\omega)\| \leq \delta(\omega)K(\theta)^{-1}$ for all $\omega \in \tilde{\Omega}$, where $\delta: \tilde{\Omega} \to (0, +\infty)$ is a $\theta$-invariant random variable. Then for any $\theta$-invariant random variable $\beta: \tilde{\Omega} \to \mathbb{R}$ such that $\beta(\omega) \in (-\alpha(\omega), \alpha(\omega))$ for $\omega \in \tilde{\Omega}$ and for each $\omega \in \tilde{\Omega}$ and $f \in \ell^\infty_{1/K(\omega), \beta(\omega)}(J)$ (resp. $f \in \ell^\infty_{1, \beta(\omega)}(J)$), where $J = \mathbb{Z}_+$, $\mathbb{Z}_-$ or $\mathbb{Z}$, the equation

$$x(n + 1) = (A(\theta^n \omega) + C(\theta^n \omega))x(n) + f(n + 1)$$

has a solution in $\ell^\infty_{1, \beta(\omega)}(J)$ (resp. $\ell^\infty_{1/K(\omega), \beta(\omega)}(J)$) if and only if there exists $x(\cdot, \omega) \in \ell^\infty_{1, \beta(\omega)}(J)$ (resp. $x(\cdot, \omega) \in \ell^\infty_{1/K(\omega), \beta(\omega)}(J)$) satisfying one of the following equations

$$x(n, \omega) = \Phi(n, \omega)\Pi^\alpha(\omega)\varsigma + \sum_{k=1}^{+\infty} G(n - k, \theta^k \omega) \left\{ C(\theta^{k-1} \omega)x(k - 1, \omega) + f(k) \right\}, \ n \in \mathbb{Z}_+, \quad (6.4)$$

for some $\varsigma \in X$ in the case $J = \mathbb{Z}_+$,

$$x(n, \omega) = \Phi(n, \omega)\Pi^\alpha(\omega)\varsigma + \sum_{k=-\infty}^{0} G(n - k, \theta^k \omega) \left\{ C(\theta^{k-1} \omega)x(k - 1, \omega) + f(k) \right\}, \ n \in \mathbb{Z}_-, \quad (6.5)$$

for some $\varsigma \in X$ in the case $J = \mathbb{Z}_-$, and

$$x(n, \omega) = \sum_{k=-\infty}^{+\infty} G(n - k, \theta^k \omega) \left\{ C(\theta^{k-1} \omega)x(k - 1, \omega) + f(k) \right\}, \ n \in \mathbb{Z}, \quad (6.6)$$

in the case $J = \mathbb{Z}$, where $G(n, \omega)$ is the Green function corresponding to the tempered exponential dichotomy for $\Phi$ (as seen in (3.3)).

In order to apply Lemma 6.1 we claim that there exists a positive $\theta$-invariant random variable $\beta$ such that $\beta(\omega) \in (0, \alpha(\omega))$ for all $\omega \in \Omega$ and

$$\rho(\omega)e^{\beta(\omega)} \left\{ \frac{1}{1 - e^{-\alpha(\omega) - \beta(\omega)}} + \frac{e^{-\alpha(\omega) - \beta(\omega)}}{1 - e^{-\alpha(\omega) - \beta(\omega)}} \right\} < 1. \quad (6.7)$$

In fact, from the equality

$$\rho(\omega)e^{\beta(\omega)} \left\{ \frac{1}{1 - e^{-\alpha(\omega) - \beta(\omega)}} + \frac{e^{-\alpha(\omega) - \beta(\omega)}}{1 - e^{-\alpha(\omega) - \beta(\omega)}} \right\} = \frac{1 + \rho(\omega)\frac{1 + e^{-\alpha(\omega)}}{1 - e^{-\alpha(\omega)}}}{2}, \quad (6.8)$$

one can find

$$\beta(\omega) = \ln \left\{ \frac{-\{\rho(\omega) + e^{-\alpha(\omega)}\{1 + \rho(\omega)\frac{1 + e^{-\alpha(\omega)}}{1 - e^{-\alpha(\omega)}}\}\} + \sqrt{\Delta(\omega)}}{4\rho(\omega)e^{-\alpha(\omega)}} \right\}, \quad (6.9)$$

where

$$\Delta(\omega) = \rho(\omega)^{2} + \rho(\omega)e^{-\alpha(\omega)}\{1 + \rho(\omega)\frac{1 + e^{-\alpha(\omega)}}{1 - e^{-\alpha(\omega)}}\} + 2\rho(\omega)e^{-\alpha(\omega)}.$$
where
\[
\Delta(\omega) := \left\{ 2\rho(\omega) + e^{-\alpha(\omega)}\left(1 + \rho(\omega)\frac{1 + e^{-\alpha(\omega)}}{1 - e^{-\alpha(\omega)}}\right) \right\}^2 
+ 8\rho(\omega)e^{-\alpha(\omega)}\left(1 + \rho(\omega)\frac{1 + e^{-\alpha(\omega)}}{1 - e^{-\alpha(\omega)}}\right).
\]

Note that the function $\beta$ defined in (6.9) is a positive $\theta$-invariant random variable because both $\alpha$ and $\rho$ are positive $\theta$-invariant random variables by the assumptions. Moreover, by (6.2) and (6.8) one can check that the random variable $\beta$ defined in (6.9) satisfies (6.7). This proves the claim.

Let $\beta$ be a fixed positive $\theta$-invariant random variable satisfying (6.7) and let $\lambda = \pm \beta$. In order to prove the proper admissibility of the pair $(\ell^\infty_1/K, \lambda)$, by Lemma 6.1 it is sufficient to prove that for each $f \in \ell^\infty_1/K, \lambda)(\Omega)$ with $\omega \in \Omega$ there exists a unique sequence $x(\cdot, \omega) \in \ell^\infty_1(\Omega)$ such that (6.6) holds with $C(\omega) := B_\xi(\omega) - A(\omega)$ depending on $\xi \in \Xi$ for each $\omega \in \Omega$. For convenience, we write $C$ as $C_\xi$ to indicate the dependence on $\xi$.

For a given $f \in \ell^\infty_1/K, \lambda)(\Omega)$, consider a map $\Upsilon^f_{1, \lambda}(\omega) : \ell^\infty_1(\Omega) \to \ell^\infty_1(\Omega)$ defined by
\[
(\Upsilon^f_{1, \lambda}(\omega)x)(n) := \sum_{k=-\infty}^{+\infty} G(n-k, \theta^k\omega)\left\{ C_\xi(\theta^{k-1}\omega)x(k-1) + f(k) \right\}, \quad n \in \mathbb{Z}.
\]

Note from (6.1) that $(C_\xi(\theta^n\omega)x(n))_{n \in \mathbb{Z}} \in \ell^\infty_1(\Omega, \lambda)(\Omega)$ for $x \in \ell^\infty_1(\Omega, \lambda)(\Omega)$.

Hence, similarly to (3.5), by (3.4) one can check that $\Upsilon^f_{1, \lambda}(\omega)x \in \ell^\infty_1(\Omega, \lambda)(\Omega)$. This implies that $\Upsilon^f_{1, \lambda}(\omega)(\ell^\infty_1(\Omega, \lambda)(\Omega)) \subset \ell^\infty_1(\Omega, \lambda)(\Omega)$. Moreover, for $x_1 \in \ell^\infty_1(\Omega, \lambda)(\Omega)$, $i = 1, 2$, by (3.4) we get
\[
|\langle \Upsilon^f_{1, \lambda}(\omega)x_1 \rangle(n) - \langle \Upsilon^f_{1, \lambda}(\omega)x_2 \rangle(n) | \leq \rho(\omega)\sum_{k=-\infty}^{+\infty} K(\theta^k\omega)e^{-\alpha(\omega)|n-k|} |\rho(\omega)| K(\theta^k\omega)^{-1}|x_1(k-1) - x_2(k-1)|
\]
\[
\leq \rho(\omega)\sum_{k=-\infty}^{+\infty} e^{-\alpha(\omega)|n-k|} |e^{\lambda(\omega)(k-1)}| \|x_1 - x_2\|_{\ell^\infty_1(\Omega, \lambda)(\Omega)}
\]
\[
= \rho(\omega) e^{\lambda(\omega)(n-1)} \tilde{\gamma}_\lambda(\omega) \|x_1 - x_2\|_{\ell^\infty_1(\Omega, \lambda)(\Omega)},
\]
where $\tilde{\gamma}_\lambda(\omega) := \frac{1}{1 - e^{-(\alpha(\omega) - \lambda(\omega))}} + \frac{e^{-(\alpha(\omega) - \lambda(\omega))}}{1 - e^{-(\alpha(\omega) - \lambda(\omega))}}$, which implies that
\[
|\|\Upsilon^f_{1, \lambda}(\omega)x_1 - \Upsilon^f_{1, \lambda}(\omega)x_2\|_{\ell^\infty_1(\Omega, \lambda)(\Omega)} | \leq \rho(\omega) e^{-\lambda(\omega)} \tilde{\gamma}_\lambda(\omega) \|x_1 - x_2\|_{\ell^\infty_1(\Omega, \lambda)(\Omega)}.
\]

By (6.7),
\[
\rho(\omega) e^{-\lambda(\omega)} \tilde{\gamma}_\lambda(\omega)
\leq \rho(\omega) e^{\beta(\omega)} \left\{ \frac{1}{1 - e^{-(\alpha(\omega) - \beta(\omega))}} + \frac{e^{-(\alpha(\omega) - \beta(\omega))}}{1 - e^{-(\alpha(\omega) - \beta(\omega))}} \right\} < 1.
\]
It follows that $\Psi^f_{1,\lambda}(\omega)$ is a contraction on the Banach space $\ell^\infty_{1,\lambda,\lambda}(\mathbb{Z})$. This together with Lemma [6.1] implies that the pair $((\ell^\infty_{1/K,\lambda}(\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1,\lambda}(\tilde{\Omega} \times \mathbb{Z}))$ is properly admissible for $\Psi_\xi$. Moreover, for any fixed measurable map $f: \tilde{\Omega} \times \mathbb{Z} \to X$ such that $(f(\omega, n))_{n \in \mathbb{Z}} \in \ell^\infty_{1/K,(\omega,1)}(\mathbb{Z})$ for $\omega \in \tilde{\Omega}$, let $x$ denote the solution of (2.5) with the property that $x(\omega, n) \geq 0$. By the induction, we conclude that for $n \in \mathbb{Z}$, because $\Psi_\xi$ is properly admissible for $\Psi_\xi$.

It is clear that the positive random variable $x(\omega, n)$ is measurable for any fixed $n \in \mathbb{Z}$, and the strong measurability of maps $\omega \mapsto C_\xi(\theta^k \omega)$, $\omega \mapsto \Phi(n, \omega)$, $\omega \mapsto \Pi^n(\omega)$ is measurable for any fixed $n \in \mathbb{Z}$. Hence, the pair $(\ell^\infty_{1/K,\lambda}(\tilde{\Omega} \times \mathbb{Z}), \ell^\infty_{1,\lambda}(\tilde{\Omega} \times \mathbb{Z}))$ is measurably proper admissible. Moreover,

$$|x(n)| \leq \sum_{k=-\infty}^{+\infty} \|G(n - k, \theta^k \omega)\| \left\{ \|C_\xi(\theta^k \omega)\| |x(k - 1)| + |f(k)| \right\}$$

$$\leq \sum_{k=-\infty}^{+\infty} K(\theta^k \omega) e^{-\alpha(\omega)|n-k|} \left\{ \frac{\rho(\omega)}{K(\theta^k \omega)} |x(k - 1)| + |f(k)| \right\}$$

$$\leq \rho(\omega) \left\{ \sum_{k=-\infty}^{+\infty} e^{-\alpha(\omega)|n-k|} e^{\lambda(\omega)(k-1)} \right\} \|x\|_{\ell^\infty_{1,\lambda}(\omega)(\mathbb{Z})}$$

$$+ \left\{ \sum_{k=-\infty}^{+\infty} e^{-\alpha(\omega)|n-k|} e^{\lambda(\omega)k} \right\} \|f\|_{\ell^\infty_{1/K(\omega,1),\lambda}(\omega)(\mathbb{Z})}$$

$$= \rho(\omega) e^{\lambda(\omega)(n-1)} \tilde{\gamma}_\lambda(\omega) \|x\|_{\ell^\infty_{1,\lambda}(\omega)(\mathbb{Z})} + e^{\lambda(\omega)n} \tilde{\gamma}_\lambda(\omega) \|f\|_{\ell^\infty_{1/K(\omega,1),\lambda}(\omega)(\mathbb{Z})}.$$
\( \ell^\infty_{(1,\beta)}(Z) \rightarrow \ell^\infty_{(1,\beta)}(Z) \) defined by

\[
(\Upsilon^f_{(1,\beta)}(x))(n) := \sum_{k=-\infty}^{+\infty} G(n-k, \theta^k \omega) \left\{ C_\xi(\theta^{k-1} \omega)x(k-1) + f(k) \right\}, \quad n \in \mathbb{Z}.
\]

Similarly to the above estimates for the map \( \Upsilon^f_{1,\lambda}(\omega) \), we can obtain that \( \Upsilon^f_{1,\beta}(\omega) \) is a tempered exponential dichotomy for \( \Phi_\xi \) on \( (6.11) \) is similar to the proof of [ZLZ1, (3.40) and (3.41), p. 4042]. Hence, we can check all conditions of Theorem 2 for \( \Psi_\xi \) and prove the Hölder continuity of the associated projections in \( \xi \). We need the following lemma.

**Lemma 6.2.** Suppose that \( \Phi_i \) for \( i = 1, 2 \) is a measurable linear cocycle over \( \theta \) with the generator \( A_i \) and has a tempered exponential dichotomy on \( \Omega \) with the exponent \( \alpha_i : \Omega \rightarrow (0, +\infty) \) and bound \( \kappa_i K : \Omega \rightarrow (0, +\infty) \), where \( \kappa_i : \Omega \rightarrow (0, +\infty) \) is \( \theta \)-invariant random variable and \( K \) is a tempered (with respect to \( \theta \)) random variable. If \( \|A_1(\omega) - A_2(\omega)\| \leq \delta(\omega)K(\theta \omega)^{-1} \) for \( \omega \in \tilde{\Omega} \), where \( \delta : \Omega \rightarrow (0, +\infty) \) is a \( \theta \)-invariant random variable, then for \( \omega \in \tilde{\Omega} \),

\[
G_2(n, \omega) = G_1(n, \omega) + \sum_{k=-\infty}^{+\infty} G_1(n-k, \theta^k \omega)C_{2,1}(\theta^{k-1} \omega)G_2(k-1, \omega), \quad (6.11)
\]

for \( n \in \mathbb{Z} \), where \( G_i(n, \omega) \) for \( i = 1, 2 \) is the Green function corresponding to the tempered exponential dichotomy for \( \Phi_i \) and \( C_{2,1}(\omega) := A_2(\omega) - A_1(\omega) \).

Note that \( \{G_2(m, \omega)\}_{m \in \mathbb{Z}_+} \) and \( \{\text{Id}-G_2(0, \omega)\} \) for \( m \leq -1 \) are bounded solutions of the equation \( x(n+1) = (\Phi_1(1, \theta^m \omega)+C_{2,1}(\theta^m \omega))x(n) \) on \( \mathbb{Z}_+ \) and \( \mathbb{Z}_- \) respectively for \( \omega \in \tilde{\Omega} \). Then by Lemma 6.1 the proof of (6.11) is similar to the proof of [ZLZ1] (3.40) and (3.41), p.4042. Hence, we omit the proof of Lemma 6.2.

By Lemma 4.8 the bound of the tempered exponential dichotomy for \( \Psi_\xi \) is of the form \( \kappa_\xi K : \Omega \rightarrow (0, +\infty) \), where \( \kappa_\xi \) is a \( \theta \)-invariant random variable.
Moreover, by Lemma 6.2 we have for $\omega \in \tilde{\Omega}$,

$$G_{\xi}(n, \omega) = G(n, \omega) + \sum_{k=-\infty}^{+\infty} G(n-k, \theta^k \omega) C_{\xi}(\theta^{k-1} \omega) G_{\xi}(k-1, \omega) \quad (6.12)$$

for $n \in \mathbb{Z}$, where $G_{\xi}(n, \omega)$ denotes the Green function corresponding to the tempered exponential dichotomy for $\Psi_\xi$. Using the discrete version of the projected Gronwall inequality (see [DK, Corollary 2.3, p.107], [BSV, Lemma 17, p.3595]), one can check that the projected Gronwall inequality (see [DK, Corollary 2.3, p.107], [BSV, Lemma 17, p.3595]), one can check that the exponent $\tilde{\alpha} : \Omega \to (0, +\infty)$ and the bound $\tilde{K} : \Omega \to (0, +\infty)$ of the tempered exponential dichotomy for $\Psi_\xi$ are given by

$$\tilde{\alpha}(\omega) := -\ln(\cosh \alpha(\omega) - \{\cosh^2 \alpha(\omega) - 1 - 2\rho(\omega) \sinh \alpha(\omega)\}^{1/2}),$$

and $\tilde{K}(\omega) := \kappa(\omega) K(\omega)$ respectively with

$$\kappa(\omega) := (1 + \rho(\omega)/(1 - \rho(\omega)) (1 - e^{-\alpha(\omega)}) \max\{D_1(\omega), D_2(\omega)\},$$

where

$$\rho(\omega) := \rho(\omega)(1 + e^{-\alpha(\omega)})/(1 - e^{-\alpha(\omega)}),$$

$$D_1(\omega) := 1/\{1 - \rho(\omega) e^{-\alpha(\omega)}/(1 - e^{-(\alpha(\omega) + \tilde{\alpha}(\omega))})\},$$

$$D_2(\omega) := 1/\{1 - \rho(\omega) e^{-\tilde{\alpha}(\omega)}/(1 - e^{-\alpha(\omega) + \tilde{\alpha}(\omega)})\},$$

$$\tilde{\beta}(\omega) := \tilde{\alpha}(\omega) + \ln(1 + 2\rho(\omega) \sinh \alpha(\omega)).$$

Hence, $\Psi_\xi$ has a tempered exponential dichotomy on $\tilde{\Omega}$ for any $\xi \in \Xi$ with the same exponent $\tilde{\alpha} : \Omega \to (0, +\infty)$ and the same bound $\tilde{K} : \Omega \to (0, +\infty)$.

Finally, we check the Hölder continuity of the projection $\tilde{\Pi}_\xi(\omega)$ in $\xi$, where $\tilde{\Pi}_\xi(\omega)$ denotes the projection of the tempered exponential dichotomy for $\Phi_\xi$. For any fixed $\xi_i \in \Xi$ for $i = 1, 2$, by Lemma 6.2 we have for $\omega \in \tilde{\Omega}$,

$$G_{\xi_2}(n, \omega) = G_{\xi_1}(n, \omega) + \sum_{k=-\infty}^{+\infty} G_{\xi_1}(n-k, \theta^k \omega) C_{\xi_2, \xi_1}(\theta^{k-1} \omega) G_{\xi_2}(k-1, \omega),$$

for $n \in \mathbb{Z}$, where $C_{\xi_2, \xi_1}(\omega) := B_{\xi_2}(\omega) - B_{\xi_1}(\omega)$. By the definition of the Green function, where we choose $n = 0$ in the preceding formula, we get

$$\tilde{\Pi}_{\xi_2}(\omega) = \tilde{\Pi}_{\xi_1}(\omega) + \sum_{k=-\infty}^{+\infty} G_{\xi_1}(0-k, \theta^k \omega) C_{\xi_2, \xi_1}(\theta^{k-1} \omega) G_{\xi_2}(0+k, \omega).$$

It follows that

$$\|\tilde{\Pi}_{\xi_2}(\omega) - \tilde{\Pi}_{\xi_1}(\omega)\|
\leq \sum_{k=-\infty}^{+\infty} \|G_{\xi_1}(0-k, \theta^k \omega)\| \cdot \|C_{\xi_2, \xi_1}(\theta^{k-1} \omega)\| \cdot \|G_{\xi_2}(0+k, \omega)\|
\leq \sum_{k=-\infty}^{+\infty} \kappa(\omega) K(\theta^k \omega) e^{-\tilde{\alpha}(\omega)k} \|C_{\xi_2, \xi_1}(\theta^{k-1} \omega)\| \kappa(\omega) K(\omega) e^{-\tilde{\alpha}(\omega)k},$$
because $κ$ is $θ$-invariant. This together with \[8.3\] implies that
\[
\|\tilde{Π}_z(ω) - \tilde{Π}_1(ω)\| \\
\leq \sum_{k=−∞}^{+∞} κ(ω)K(θ^kω)e^{−α(ω)|k|} v(ω)|ξ_k - ξ_1|^σ \\
\leq \frac{κ(ω)^2v(ω)K(ω)(1 + e^{−2α(ω)})}{1 - e^{−2α(ω)}}|ξ_k - ξ_1|^σ
\]
because $v$ is $θ$-invariant. This implies that $ξ \mapsto \tilde{Π}_z(ω)$ is H"older continuous with H"older exponent $σ$. This completes the proof. \hfill \Box

Next, we correspondingly discuss the admissible condition with no Lyapunov norms for the deterministic difference equation \[14.2\]. For fixed non-negative constants $κ$, $ε$ and $β$, let
\[
ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|) := \left\{ f = (f(n))_{n∈Z} \subset X : \sup_{n∈Z} (κe^{εn}|e^{−βn}|f(n)|) < +∞ \right\},
\]
\[
ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|)(Z) := \left\{ f = (f(n))_{n∈Z} \subset X : \sup_{n∈Z} (κe^{εn}|e^{−βn}|f(n)|) < +∞ \right\}.
\]
Then both $ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|)(Z)$ and $ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|)(Z)$ are Banach spaces equipped the norms
\[
|f|_{ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|)} := \sup_{n∈Z} (κe^{εn}|e^{−βn}|f(n)|)
\]
\[
|f|_{ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|)} := \sup_{n∈Z} (κe^{εn}|e^{−βn}|f(n)|)
\]
respectively. In the particular case $κ = 1$, $ε = 0$, we use $ℓ_1^∞(Z)$ and $ℓ_1^∞(Z)$ to denote $ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|)(Z)$ and $ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|)(Z)$ respectively.

**Corollary 2.** Suppose that there are positive constant $κ$, $ε$ and $β$ such that the three pairs $(ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|), ℓ_1^∞(Z))$ for $λ = ±β$, and $(ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|), ℓ_1^∞(Z))$ are properly admissible for Eq.\[14.2\]. Then Eq.\[14.2\] has a nonuniform exponential dichotomy with bound $κe^{εn}|f(n)|$ for some positive constant $κ$.

We omit the detail of the proof of Corollary 2. Actually, by Remark 4.1 we see that the proper admissibility of the pair $(ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|), ℓ_1^∞(Z))$ for $λ = ±β$ implies that there is a positive constant $γ_λ$ such that
\[
\|x\|_{ℓ_1^∞(Z)} ≤ γ_λ\|f\|_{ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|)}
\]
for $f = (f(n))_{n∈Z} ∈ ℓ_1^∞(κe^{εn}|e^{−βn}|f(n)|)$, where $x = (x(n))_{n∈Z}$ is the unique solution of \[14.4\] in $ℓ_1^∞(Z)$. Hence, replacing $K(θ^nω)$, $λ(ω)$, $β(ω)$, $A(θ^nω)$, $U_ω(n,m)$, $L(ω)$, and $G_λ(ω,n)$ with $κe^{εn}|λ$, $β$, $A(n)$, $U(n,m)$, $L$ and $G_λ(n,k)$ respectively in the proof of Theorem 2, one can check that Eq.\[14.2\] has a nonuniform exponential dichotomy with the bound $κe^{εn}|f(n)|$ for a constant $κ > 0$.  
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Appendix: Four Important Lemmas

For convenience, we collect the statements of the Luzin’s theorem, Poincare’s recurrence theorem, Birkhoff’s ergodic theorem and Kac’s Lemma used in the proof of Theorem 3 in this appendix.

**Lemma A1. (Luzin’s theorem, [Fo, Theorem 7.10, p.217])** Suppose that \( \Omega \) is a locally compact Hausdorff space, \( \mu \) is Radon measure on \( \Omega \), and \( f : \Omega \to \mathbb{C} \) is measurable which vanishes outside a set of finite measure. Then for any fixed \( \varepsilon > 0 \) there exists a Borel set \( E \subset \Omega \) and a function \( g \in C_c(\Omega) \) such that \( f = g \) on \( E \) and \( \mu(\Omega \setminus E) < \varepsilon \), where \( C_c(\Omega) \) is the class of continuous functions on \( \Omega \) with compact support.

A Radon measure \( \mu \) on \( \Omega \) is a Borel measure that is finite on all compact sets, outer regular on all Borel sets (i.e., \( \mu(E) = \inf\{\mu(U) : U \supset E, U \text{ is open}\} \) for any Borel set \( E \)), and inner regular on all open sets (i.e., \( \mu(E) = \sup\{\mu(U) : U \subset E, U \text{ is compact}\} \) for any open set \( E \)). Note that a compact metric space is second countable. Hence, by [Fo, Theorem 7.8, p.217], if \( \Omega \) is a compact metric space then a Borel probability measure on \( \Omega \) is a Radon measure.

**Lemma A2. (Poincare’s recurrence theorem, [KH, Theorem 4.1.19, p.142])** Suppose that \( (\Omega, \mathcal{F}, P) \) is a probability space, \( \theta : \Omega \to \Omega \) is measurable \( P \)-preserving map, and \( E \in \mathcal{F} \). Then \( P(\{\omega \in E | \{\theta^n \omega\}_{n \geq N} \subset \Omega \setminus E\}) = 0 \) for any \( N \in \mathbb{Z}_+ \).

Under the assumptions of Poincare’s recurrence theorem, it follows that for any fixed \( E \in \mathcal{F} \) with \( P(E) > 0 \) there exists \( F \subset E \) with \( P(F) = P(E) \) such that for any \( x \in F \) there exists a strict increasing sequence \( \{n_i\}_{i \geq 1}^\infty \subset \mathbb{Z}_+ \) with \( \theta^{n_i} x \in F \).

**Lemma A3. (Birkhoff’s ergodic theorem, [KH, Theorem 4.1.2, p.136])** Suppose that \( (\Omega, \mathcal{F}, \mathbb{P}) \) is a probability space, \( \theta : \Omega \to \Omega \) a measurable \( \mathbb{P} \)-preserving map and \( \varphi \in L^1(\Omega, \mathbb{P}) \). Then the limit

\[
\hat{\varphi}(\omega) := \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \varphi(\theta^k \omega)
\]

exists \( \mathbb{P} \)-a.e. \( \omega \in \Omega \) and \( \hat{\varphi} \) is \( \mathbb{P} \)-integrable and \( \theta \)-invariant and satisfies

\[
\int_{\Omega} \hat{\varphi}(\omega) d\mathbb{P} = \int_{\Omega} \varphi(\omega) d\mathbb{P}.
\]

**Lemma A4. (Kac’s lemma, [Kac, Theorem 2’, p.1006])** Suppose that \( f \) is a measure preserving map on a measure space \( (\Omega, \mathcal{F}, \mu) \) and let \( n_A(x) := \inf\{k \geq 1 : f^k(x) \in A, x \in A\} \) for any fixed positive measure set \( A \in \mathcal{F} \).
Then $\int_A n_A(x) d\mu_A = 1/\mu(A)$, where $\mu_A(\cdot) := \mu(\cdot \cap A)/\mu(A)$ denotes the normalized restriction of $\mu$ to $A$.