Solvable models for unitary and non-unitary topological phases
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We introduce a broad class of simple models for quantum Hall states based on the expansion of their parent Hamiltonians near the one-dimensional limit of “thin cylinders”, i.e., when one dimension \( L_y \) of the Hall surface becomes comparable to the magnetic length \( \ell_B \). Formally, the models can be viewed as topological generalizations of the 1D Hubbard model with center-of-mass-preserving hopping of multiparticle clusters. In some cases, we show that the models can be exactly solved using elementary techniques, and yield simple wave functions for the ground states as well as the entire neutral excitation spectrum. We study a large class of Abelian and non-Abelian states in this limit, including the Read-Rezayi \( \mathbb{Z}_k \) series, as well as states deriving from non-unitary or irrational conformal field theories – the “Gaffnian”, “Haffnian”, Haldane-Rezayi, and the “permanent” state. We find that the thin-cylinder limit of unitary (rational) states is “classical”: their effective Hamiltonians reduce to only Hartree-type terms, the ground states are trivial insulators, and excitation gaps result from simple electrostatic repulsion. In contrast, for states deriving from non-unitary or irrational conformal field theories, the thin-cylinder limit is found to be intrinsically quantum – it contains hopping terms that play an important role in the structure of the ground states and in the energetics of the low-lying neutral excitations.
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I. INTRODUCTION

Partially filled Landau levels have long served as an important case study for the interplay of strong interactions with band topology, in particular through the realization of incompressible Fractional Quantum Hall (FQH) fluids. Quite unexpectedly, much of theoretical progress has been made by formulating first-quantized many-body trial wave functions to describe these phases, and subsequently verifying their relevance for realistic systems in unbiased finite-size numerical calculations. Many of such wave functions can be written down with the help of conformal field theory (CFT). These include the celebrated Laughlin \( \Psi_L \) state, the Moore-Read “Pfaffian” \( \Psi_{PR} \) state and a more general Read-Rezayi (RR) sequence \( \Psi_{RR} \). The aforementioned states are good candidates to describe the low-energy physics of the incompressible (gapped) quantum fluids, experimentally manifested through the quantized plateau in the Hall conductance. The quasiparticle excitations of these states are very different – Abelian or non-Abelian anyons – depending on the state and its associated CFT. In order to understand the properties of these states, e.g., whether they have a gap for creating charge-neutral excitations, usually requires elaborate arguments based on mappings to screening plasmas, which remain restricted to a few individual cases.

Therefore, it is desirable to find simpler models for quantum Hall states that are more tractable, yet reproduce their fundamental physical properties. One of the goals of present work is to show how to generically construct such models for a large family of quantum Hall states by considering their parent “pseudopotential” Hamiltonians that yield the trial quantum Hall wave functions as unique zero modes, \( H\Psi = 0 \). Parent Hamiltonians are available for many states (the notable exception being the composite fermion states, not considered here), and generally involve interactions between many-particle clusters. In all the cases, even if the exact zero-mode ground state of the Hamiltonian is known, the excited states of the pseudopotential Hamiltonian spectrum may not be solvable, and analytic insight could appear impossible.

However, in contrast to the usual condensed matter systems defined on a lattice, the FQH systems are defined on a continuum 2D surface whose shape can be continuously varied. Hence, the FQH Hamiltonians have an important feature of the parametrical dependence of their matrix elements on the shape of the surface. As we show below, this allows to perform a reduction of \( H \), nominally defined in two spatial dimensions, to the nearly “one-dimensional limit”, which is more tractable (and often exactly solvable), yielding a simple way to characterize not only the ground states, but also the entire neutral excitation spectrum. This limit includes the extreme 1D limit known as the “thin-torus limit” in the literature, but also corrections to it when the aspect ratio of the Hall surface is slightly adjusted towards the isotropic (2D) limit.

Formally, the dimensional reduction is accomplished in the Landau gauge, where the single-particle orbitals are chosen to be fully periodic along one cycle \( L_y \), and Gaussian-localized in the other direction \( x \). Effectively, this corresponds to compactifying the Hall surface into a cylinder of perimeter \( L_y \). Fully periodic boundary condition (torus) is also possible, and achieved by explicitly making the Gaussian part of the wave functions periodic in \( L_x \), the cycle in \( x \)-direction. Setting the magnetic length to unity \( \ell_B = 1 \), the separation of the Gaussians is controlled by the parameter \( \kappa = 2\pi/L_y \), while the width of each LL orbital is 1 (see Fig. 1). Therefore, as one dimension \( L_y \) of the surface tends to zero, the overlap between the Gaussians vanishes, and the system starts to behave “classically”. This means that the deformation of the surface translates into a modification of the effective interaction between particles, effectively suppressing the off-diagonal Hamiltonian matrix elements, and leaving only the Hartree-type potential – pure electrostatic repulsion.
In this regime, referred to as the “thin-torus limit” in the literature, the ground states are Tao- Thouless \cite{13} (TT) crystals of particles (i.e., Slater determinants of electrons or permanents for bosons) pinned at Landau-gauge sites. Many early works have attempted to understand the nature of the FQH effect by utilizing such concepts \cite{14–18}.

Although it is known that the thin-torus limit does not capture the physics of the FQH effect in all the details (e.g., the density of the ground state is not fully uniform but has charge-density-wave-like oscillations, the value of the excitation gap is not the same as in the isotropic limit, etc.), remarkably enough given its simplicity, it does predict correctly some properties of the system, such as the quantum numbers of the (degenerate) ground state(s) and charges of quasiparticles. For gapped FQH states, these properties are generally thought to be adiabatically maintained \cite{11} towards the isotropic 2D limit, as previous work has shown for the Abelian hierarchy states \cite{10} which include the Laughlin and Jain composite fermion states. The hierarchy series terminates at filling factor \( \nu = 1/2 \), which undergoes a metal-insulator transition \cite{9,10} from a gapped TT state to a gapless state of neutral fermions \( \kappa = 1 \) as previously suggested \cite{13}. The non-Abelian Moore-Read Pfaffian state was also analyzed in this limit \cite{13,22}.

More recently, the thin-torus analysis was extended \cite{23,24} to “multicomponent” states such as the Halperin states \cite{23,25} and Haldane-Rezayi state \cite{26}. In the latter case, Ref. \cite{26} argued the existence of gapless excitations and gave their phe- nomenological description. On a different front, it was emphasized that the Laughlin parent Hamiltonian is exactly solvable near the limit of thin torus or cylinder \cite{27,28}, and this property was used to construct a mapping to the effective spin chain models \cite{29,31,32}. Connections between the two-body thin-torus Hamiltonians and Richardson-Gaudin models in theory of superconductivity were elucidated in Ref. \cite{33}. Very recently, the formalism of clustered Hamiltonians and their thin torus limits has been applied to the lattice analogs of FQH states in the absence of magnetic field \cite{34,35}. In particular, Ref. \cite{34} gave a closely related construction of short-range clustering Hamiltonians for fractional Chern insulators.

In this work we extend the thin-torus methodology for a large class of quantum Hall model states defined by short-range many-body parent Hamiltonians, including the entire Read-Rezayi series of states \cite{5}, the spin-polarized non-unitary (Gaffnian \cite{37}) and irrational (Haffnian \cite{38,39}) states, as well as spinful non-unitary states such as Haldane-Rezayi \cite{26} and the permanent state \cite{40}. We provide simple models for all these states (in some cases exactly solvable) that represent generalizations of the Hubbard model where hopping involves multiparticle clusters.

Another motivation behind the present study is to contrast the behavior in the thin-cylinder limit of unitary (rational) states with that of the non-unitary or irrational states. It is known that non-unitary CFTs \cite{41} naturally lead to states which possess diverging correlators at the edge of a quantum Hall droplet (assuming the edge CFT to be identical to the one used to construct the bulk trial state). For this reason, it has been conjectured \cite{42} that non-unitary model states can only describe gapless phases, and not bulk-incompressible fluids. However, in practice the non-unitary states are often deceivingly similar to the unitary ones. For example, an elegant spin-singlet state for half filling of a Landau level – the Haldane-Rezayi state \cite{24} – was initially proposed as a wave function for the quantized plateau at filling factor \( \nu = 5/2 \). Similarly, the “Gaffnian” state \cite{37}, deriving from the non-unitary \( M(5,3) \) minimal model \cite{41}, appears very closely related to the composite fermion \( \nu = 2/5 \) state \cite{43}, with almost no discernible difference in finite-system representations. General considerations imply that many of such non-unitary states could represent critical points between stable phases \cite{38,39}, nevertheless it would be desirable to have a precise, microscopic diagnostic that could distinguish between unitary and other types of states. Direct numerical calculations based on exact diagonalization, for example, have been of little use in resolving this matter because small finite droplets of non-unitary states tend to appear “gapped”, and extrapolations to infinite systems have been inconclusive (some numerical studies, however, have given hints that the Gaffnian state fails to screen in the quasihole sector \cite{44,45}). Note that unitarity of a CFT is by no means a guarantee of gapfulness of a state: for example, Laughlin wave functions at low filling factors no longer describe gapped liquids but states with charge-density-wave order. Thus, one might wonder if any of the higher-order \( k \geq 3 \) Read-Rezayi states similarly become gapless, and thus fundamentally fail to represent incompressible fluids.

Here we demonstrate on several examples that the thin-torus behavior of unitary rational states is different from the non-unitary or irrational ones. We show that Read-Rezayi \( Z_k \) states have “classical” description near the thin-torus limit, i.e., their effective Hamiltonians reduce to only Hartree-type terms, ground states are trivial insulators, with excitation gaps resulting from simple electrostatic repulsion. Corrections that introduce quantum fluctuations are in some cases analytically computable for small but finite \( L_y \). In contrast, the thin-torus limit of the non-unitary states is found to be intrinsically quantum: it contains hopping terms that play a crucial role in the structure of topologically degenerate ground states, as well as the energetics of the low-lying (neutral) excited states. As we illustrate in a number of cases, the solvable models introduced here might provide ways to distinguish between unitary and non-unitary/irrational states, as well as to construct approximate descriptions of FQH states in the formalism of “matrix-product states” \cite{46,47}.

In Sec. III (and Appendix A) we introduce the problem, discuss the clustering Hamiltonians that define quantum Hall states and how to adapt them to periodic boundary conditions in an efficient way that illuminates their underlying structure. The structure of the Hamiltonians and their positive semidefinite property is discussed in detail in Appendix B. Sec. III moreover provides a detailed outline of our approach and introduces the notation. In Sec. III we study in detail the solvable models for the Read-Rezayi states, in particular the Laughlin, Moore-Read and \( Z_k \) RR cases. Secs. IV and V are dedicated to the non-unitary and irrational states, without and with spin. Our conclusions are presented in Sec. VI.
II. CLUSTERED HAMILTONIANS ON THE TORUS

In this section we give some technical preliminaries and introduction to the single-particle problem on the torus, many-body Hamiltonians studied in this paper, and fix our notation and conventions.

A. Single particle problem

We consider an electron in a magnetic field and subject to periodic boundary conditions on a unit cell \( L_x \times L_y \). This boundary condition is compatible with the Landau gauge where the single-particle states are fully periodic along \( L_y \) and Gaussian-localized along \( x \)-axis. When we want to enforce periodicity along \( x \), the Gaussian part of the wave function must be explicitly made periodic, which yields the Jacobi theta functions for single-particle states. For the gauge choice \( A = (0, Bx, 0) \), the one-body states are given by

\[
\varphi_j(x) = \frac{1}{\sqrt{L_y \sqrt{\pi}}} \sum_k e^{i(X_j+kL_x)y-(X_j+kL_x+x)^2/2}, \tag{1}
\]

where \( j = 0, \ldots, N_\varphi - 1 \) (\( N_\varphi \) is the number of flux quanta) and \( X_j = 2\pi j/L_y \). The fundamental magnetic translations in \( x \)- and \( y \)-direction are defined by

\[
t_x \equiv \exp(iL_y R_x), \quad t_y \equiv \exp(iL_x R_y), \tag{2}
\]

where \( R \) is the guiding-center coordinate \([12]\). Their action on the one-body states is

\[
t_x \varphi_j = \exp(-2\pi j/N_\varphi) \varphi_j, \quad t_y \varphi_j = \varphi_{j+1 \pmod{N_\varphi}}. \tag{3}
\]

Thus the one-body states are eigenstates of \( t_x \), and the fundamental magnetic translations form a projective representation since \( t_x t_y = t_y t_x e^{i2\pi/N_\varphi} \). Their many-body extensions \([48]\) can be used to classify the states of interacting particles, and deduce the minimal \( q \)-fold degeneracy inherent to every state at filling factor \( \nu = N/N_\varphi = p/q \) (\( N \) is the number of particles).

The limit of “thin torus” formally corresponds to \( L_y \to 0 \) under the constraint that the total magnetic flux \( N_\varphi \) through the surface remains quantized \( L_x L_y = 2\pi N_\varphi \). Thus, the parameter \( \kappa = 2\pi/L_y \) characterizes the overlap between one-body orbitals becomes large (on a finite torus, this can be equivalently achieved by varying the aspect ratio \( L_x/L_y \)), and the individual matrix elements of the interaction tend to those in the cylinder geometry. Fig. 1 In this work, we will consider both torus and finite cylinder geometry.

B. Many-body Hamiltonians on the torus

A clustered Hamiltonian for bosons, of the Read-Rezayi \((k, r)\)-type, penalizes (assigns positive energy) to a cluster of \( k + 1 \) particles in \( r \) consecutive orbitals, whereas there is no energy penalty for clusters of less than \( k + 1 \) particles in \( r \) orbitals. Under periodic boundary conditions, the system retains translational invariance, but rotational symmetry of the infinite plane, which underlies the formalism of projection Hamiltonians \([37]\), is no longer exact. Instead, the short-distance clustering properties and projection Hamiltonians have to be formulated by combining delta functions and their derivatives, and making them appropriately periodic. For bosons, the primary Read-Rezayi series with \( r = 2 \) is defined by the Hamiltonian

\[
H_{(k,2)} = \sum_{i_1 < \ldots < i_{k+1}} \delta^2(r_{i_1} - r_{i_2}) \ldots \delta^2(r_{i_k} - r_{i_{k+1}}). \tag{4}
\]

At particular filling factors \( \nu = N/N_\varphi = k/(k + 2) \), these Hamiltonians possess densest zero-energy ground states on the torus which are \( k+1 \)-degenerate. For example, the Laughlin state at \( \nu = 1/2 \) is the (two-fold degenerate) ground-state of the contact interaction between two bosons, \( \sum_{i<j} \delta(r_i - r_j) \).

Pseudopotential Hamiltonians like Eq. (4) are defined for an infinite system. On a finite torus, the interaction must be made periodic upon translating every particle coordinate by a multiple of \( L_x \) or \( L_y \). This is most easily achieved by considering the interaction Fourier transform,

\[
\sum_{\mathbf{q}} \hat{V}(\mathbf{q}) e^{iq_1(r_1-r_2)} \ldots e^{iq_k(r_k-r_{k+1})}, \tag{5}
\]

and assuming it to be defined on a Brillouin zone discrete mesh \( q_i = (2\pi s_i/L_x, 2\pi t_i/L_y) \), where \( s_i, t_i \) are integers. On a cylinder, the \( x \)-coordinate is considered infinite, and thus sums over \( q_x \) components of momenta can be converted into integrals.

Although correct in principle, the above approach of summing over discretized \( q \) momenta on the torus is not very illuminating and furthermore becomes extremely time-consuming in numerics due to the nested summations in Eq. (5). Fortunately, it is possible to significantly reduce the amount of computation by performing an additional resum-
mation over \(q_1, \ldots, q_{k,x}\) using the Poisson summation formula, as shown in Appendix[A]. This way, the matrix element describing the \(k + 1\)-body process of scattering from states \(j_1, \ldots, j_{k+1}\) into \(j_{k+2}, \ldots, j_{2k+2}\) on the cylinder factorizes into a product of two parts

\[
V_{j_1, \ldots, j_{2k+2}} = \langle j_1, \ldots, j_{k+1} | H(k,2) | j_{k+2}, \ldots, j_{2k+2} \rangle = \tilde{f}(j_1, \ldots, j_{k+1}) f(j_{k+2}, \ldots, j_{2k+2}),
\]

where \(\tilde{f}\) represents part of the scattering amplitude that depends solely on the occupation numbers of states being created \((c^i_{j_1}, \ldots, c^i_{j_{k+1}})\), and \(f\) depends on the annihilated states \(c_{j_{k+2}} \ldots c_{j_{2k+2}}\). Such a factorization arises naturally in the symmetric gauge when FQH systems are studied on the disk or sphere geometry, and is crucial in understanding the clustering properties [49] from the model Hamiltonians. On the torus, the Poisson formula generally admits to reorganize the \(2k\) above sums (Eq. 5) in the following manner (see Appendix[A])

\[
V_{j_1, \ldots, j_{2k+2}} = \sum_{g=0, \ldots, k} \left\{ \sum_{l_1, \ldots, l_{k+1}} \tilde{f}(j_1, \ldots, j_{k+1}; g) \right\} \times \sum_{l_{k+2}, \ldots, l_{2k+2}} f(j_{k+2}, \ldots, j_{2k+2}; g),
\]

where \(\tilde{j}_1 = j_1 + l_1 N_p\). Thus, the factorization is not quite complete in this case because the sums over \(\{l_i \leq k+1\}\) and \(\{l_i > k+1\}\) remain coupled via the constraint that both of them are ranging only over integers \(\equiv g \mod (k + 1)\). This is a direct consequence of the periodic boundary condition Umklapp processes. Such an expression nevertheless allows for a dramatic reduction in computation time in diagonalizing these Hamiltonians, especially for \(n > 2\)-body interactions, and provides insight into their analytic structure, as we explain in Sec. [III]

### C. Outline of the approach and notations

Before analyzing concrete examples in Secs. [III] [IV] [V] we would like to summarize the general approach and our notational conventions. We will be considering different families of Hamiltonians, like those in Eq. (4), expressed in the second-quantized form (an example for the two-body case is given in Eq. (A.1)). The second-quantized Hamiltonians are written in terms of operators \(c^i_j\), which create a particle in the state \(|j_i\rangle\), where \(j\) is an integer ranging over the available number of orbitals.

Hamiltonians projected to a Landau level possess a general symmetry of momentum conservation; the process of scattering between particles with indices \(\{j_i\}\) into those with indices \(\{j'_i\}\) is allowed only if \(\sum_i j_i = \sum_i j'_i\). The equality is exact for a cylinder, and valid up to modulo \(N_p\) on a torus. It is useful to introduce a number

\[
p = \sum_{i=1}^{k+1} j_i \in \mathbb{Z}/(k + 1)
\]

which labels the center of mass of a \(k + 1\)-particle cluster, which is conserved up to a possible modulo \(N_p\). Therefore, \(j_i = p + j^\text{rel}_i\), and \(j^\text{rel}_i\) must be an integer divided by \(k + 1\). Because we consider translationally-invariant interactions, their matrix elements do not depend on \(p\) but only on \(j^\text{rel}_i\), which are of the form \(\mathbb{Z}/(k + 1)\). For \(2\)-body interactions, \(j^\text{rel}_i\) are integers or half-integers (i.e. \(p\) can be one of the orbitals or exactly half-way between two neighboring orbitals), for \(3\)-body interactions we get integers or fractions with denominator \(3\), etc. We adopt this unusual choice of labelling because it allows one to immediately read off the value of the interaction matrix element for each type of scattering processes.

After obtaining the second-quantized form of the Hamiltonian, it becomes possible to perform an expansion in terms of \(\kappa\):

\[
H = \sum_m \mathcal{P}(\kappa) e^{-\kappa^2 m^2} \sum_{i_1 < i_2 < \ldots < i_{k+1}} \hat{P}^m_{i_1, \ldots, i_{k+1}}
\]

where \(\mathcal{P}\) is at most a polynomial in \(\kappa\) (i.e., contains no exponential factors in \(\kappa\)), \(\hat{P}\) is an operator containing \(k + 1\) creation and annihilation terms. Operator \(\hat{P}\) contains information about the geometry of the manifold, while the prefactor depends on the specific form of the interaction.

A minimal number of terms in the expansion (2) that is required to recover a complete set of zero-energy thin-torus patterns for a given state is referred to as the “minimal truncated Hamiltonian”:

\[
H' = \sum_{m} \Lambda \mathcal{P}(\kappa) e^{-\kappa^2 m^2} \sum_{i_1 < i_2 < \ldots < i_{k+1}} \hat{P}^m_{i_1, \ldots, i_{k+1}}
\]

The value of \(\Lambda\) defining the minimal Hamiltonians for the Read-Rezayi \(\mathbb{Z}_k\) states is such that \(H'\) gives rise to \(k + 1\) degenerate ground states, which coincides with the well-known “thin-torus limit” in the literature [3][11]. The ground state, as well as the excited states, of such Hamiltonians are also the exact eigenstates of the full Hamiltonian \(H\) in the limit \(L_y \to 0\). In this sense, \(H'\) “approximates” the full Hamiltonian \(H\) when \(L_y\) is vanishingly small.

However, corrections beyond this trivial limit can also be obtained by setting somewhat larger values for \(\Lambda\). As we illustrate below, such corrections can generally be organized in a positive semi-definite form:

\[
H'(\Lambda) = \sum_{p} A^p_p A^p_p
\]

so that the (truncated) ground-state energy \(E'(\Lambda) \geq 0\). For certain choices of \(\Lambda\), though not generally, the ground-states \(\Psi'(\Lambda)\) of \(H'\) can be analytically computed, and turn out to be exact zero modes of \(H'\), as well as \(H\). Such states can be viewed as approximations to the true ground state of \(H\) – their overlap with the true ground state of \(H\) typically increases monotonically as \(\Lambda\) is increased. A relatively small value of \(\Lambda\) is empirically found to be sufficient to obtain extremely accurate approximations to the ground state even at substantial values of \(L_y\) (see, e.g., Sec. [III]). However, for larger values of \(\Lambda\), the solutions \(\Psi'(\Lambda)\) are unlikely to have zero energy,
and obtaining their analytic form appears more difficult and may necessitate the use of perturbation theory (or degenerate perturbation theory for the excited states).

In the remainder of this article, we analytically solve for the eigenergies and eigenstates of $H'$ in several tractable cases. The obtained solutions for energies and eigenfunctions are tested against numerical solutions of the full Hamiltonians in finite systems and small $L_y$ regime. We generally find a range of $L_y$ where the truncated Hamiltonians capture accurately the physics of the system described by the full Hamiltonian. To avoid any confusion, we emphasize that the energy spectra shown in Figures below are always computed by numerical (exact) diagonalization of small finite systems, while the analytic solutions discussed in the text are valid for any system size.

Finally, we note that in addition to the thin torus, we will also consider thin cylinders where FQH states typically have a unique ground state (which simplifies the analysis). The expansion of the Hamiltonian (9) is formally similar in both cases (matrix elements for thin torus and thin cylinder are nearly identical in value because the interaction of a particle with its mirror images is strongly suppressed), however the torus Hamiltonian contains explicit terms where the particle at site $N_{\sigma} - 1$ interacts with particle at site 0, etc.

III. READ-REZAYI SERIES

The bosonic Hamiltonian of Eq. (4) that describes the Read-Rezayi states, including the Laughlin and Moore-Read Pfaffian state, has the following matrix element on a cylinder:

$$V_{j_1,\ldots,j_{2k+2}} = \exp\left\{-\frac{\kappa^2}{2} \sum_i j_i^2 - \frac{(\sum_i j_i)^2}{2k+2}\right\}. \quad (12)$$

We omitted the normalization which is defined by requiring that any $k + 1$-particle droplet has energies 0 or 1 in the thermodynamic limit. Matrix element for the torus geometry can be obtained following the steps outlined in Appendix A. By transforming to the relative and center-of-mass coordinate frame, Eq. (12) can be decoupled in the form Eq. (7). Then, by direct inspection of Eq. (12) and counting the powers in the exponent, we can perform the expansion around the thin-cylinder limit, such as in Eq. (9), i.e., identify the dominant terms as $\kappa \to \infty$.

A. Laughlin state

For the bosonic Laughlin state at $\nu = 1/2$, the leading scattering processes (in the order of decreasing amplitude) are:

$$c_{p}^{\dagger} c_{p'}^{\dagger} c_{p} c_{p'} \sim 1; \quad 2,$$

$$c_{p}^{\dagger} c_{p+\frac{1}{2}}^{\dagger} c_{p-\frac{1}{2}} c_{p'} \sim e^{-\kappa^2/2}; \quad \mathcal{H},$$

$$c_{p+1}^{\dagger} c_{p-1}^{\dagger} c_{p} c_{p+1} \sim e^{-\kappa^2}; \quad 020 \leftrightarrow 101,$$

$$c_{p+1}^{\dagger} c_{p-1}^{\dagger} c_{p-1} c_{p+1} \sim e^{-2\kappa^2}; \quad 10\overline{1},$$

$$\cdots$$

(13)

As we mentioned in Sec. IIIC, operator $c_{p}^{\dagger}$ creates an electron in the single-particle state $\alpha$, thus in the present case $p$ must be an integer or half-integer. The order of magnitude of each type of interaction process in indicated next to each term in Eq. 13.

Throughout this paper, we use the following notation. The crossed-out symbols, such as $\not{2}$, pictorially represent density-density type terms $c_{p}^{\dagger} c_{p} c_{p'}$ that prevent (give energy to) the appearance of a certain pattern (2 in the present case) at any location $p$. Of course, these terms (for bosons) also imply that energy penalty will be incurred for creating configurations 3, 4, etc. particles in the same orbital. The many-body pair-hopping terms are depicted by arrows, e.g. $020 \leftrightarrow 101$, and always imply the hermitian conjugates as well, $101 \leftrightarrow 020$. As with the density-density terms, the notation represents a minimal process that can take place, but other allowed processes such as $112 \leftrightarrow 031$ are also implied. Observe that for large $\kappa$ all the terms in Eq. (13) are separated in a hierarchy of energy scales $\exp(-\alpha\kappa^2)$.

![FIG. 2. (Color online). Energy spectrum (log scale) of the full Laughlin Hamiltonian for 6 bosons and 12 flux quanta, torus aspect ratio 1/14. Inset: zoom on the spectrum above the ground state. Lines indicate the values of the corresponding density-density matrix elements of the Hamiltonian, which define the classical estimates for the energies of the excited states of the truncated model 13. These estimates show excellent agreement with the exact energies of the full Hamiltonian. For the purpose of clarity, spectrum is only plotted versus $K_y$ quantum number.](image)
The above band of excited states terminates when the pattern \ldots2\ldots starts to appear, i.e., (2,1) clustering sets in. These states violate the first term in Eq. (13), and therefore will have energies \( \sim V_{\ell'} \). We can predict that the energy of this band, relative to the one below it which satisfied (2,2) clustering, will be given by

\[
\frac{E_{(2,1)}}{E_{(2,2)}} = \frac{2V_{\ell'}}{4V_{\ell'}} = \frac{1}{2} \exp(\kappa^2/2),
\]

which agrees very accurately with the exact-diagonalization result. Here the factors of 2 and 4 come from the action of the bosonic creation/annihilation operators and from their commutation relations. As shown in the inset of Fig. 2 we again obtain several groups of these states that contain a number of \ldots2\ldots patterns. This scenario continues with bands of states appearing that satisfy (3,1),(4,1),(5,1) and so on, eventually terminating with a single state \((N,1)\).

![Figure 3](323x358 to 562x525)

**FIG. 3.** (Color online). Evolution of thin-torus energy bands (log scale) as a function of the aspect ratio, going from thin to isotropic limit. The bands remain stable for ratio larger than \( \approx 12 \).

As we evolve the system towards the isotropic limit by changing the aspect ratio (Fig. 3), we find that the bands mentioned above remain stable down to aspect ratio \( \approx 12 \). For aspect ratios larger than this value, the dressed configurations of the lowest excited states are also constructed using the same “squeezing” operator as in Eq. (14), but choosing a different root configuration, e.g. 110101\ldots0100 for one of the first excited states and so on. To describe aspect ratios smaller than \( \approx 12 \), Eq. (13) is no longer sufficient, and we must keep additional terms in the expansion, can the new truncated Hamiltonian also be written in a positive semidefinite form?

This question is analyzed in detail in the Appendix B. It is shown that truncating the Hamiltonian at some order in \( \kappa \), in general, does not allow one to exactly rewrite it as \( \sum_p A_p^\dagger A_p \), except at a very low order of the truncation.

However, instead of expanding \( H \), one can directly expand the \( A_p^\dagger \) operator, like it is done in Eq. (B1). By expanding \( A_p^\dagger \) to the order \( \exp(-\alpha \kappa^2) \), we generate a positive semidefinite Hamiltonian can be expressed in the positive semidefinite form

\[
H = \sum_{p \in \mathbb{Z}} A_p^\dagger A_p + \sum_{p \in \mathbb{Z}+\frac{1}{2}} B_p^\dagger B_p,
\]

\[
A_p^\dagger = c_p^\dagger + 2 \exp(-\kappa^2) c_{p+1}^\dagger c_{p-1}^\dagger,
\]

\[
B_p^\dagger = 2 \exp(-\kappa^2/4) c_{p+1/2}^\dagger c_{p-1/2}^\dagger,
\]

such that \( A_p \Psi_0 = B_p \Psi_0 = 0 \) for all \( p \). Multiplicative factors of 2 and 4 in this equation come from the bosonic commutation relations.

\[\text{State } \Psi_0 \text{ in Eq. (14) has excellent overlap in finite-size systems with the ground-state of the full Hamiltonian when } \kappa \text{ is large. The intuition behind the statement that } \Psi_0 \text{ remains a zero-energy ground state in the presence of hopping is the following. } \Psi_0 \text{ contains a configuration } 1010101010\ldots, \text{ as well as all the ones where locally } 101 \text{ has hopped to } 020. \text{ The latter configurations violate the density-density repulsion term } \mathcal{Z}, \text{ therefore one would expect they incur an energy cost } \sim 1. \text{ However, now that the state contains both } 101 \text{ and } 020 \text{ droplets, the hopping process } 101 \leftrightarrow 020 \text{ is active, and can lower the energy. Because the Hamiltonian is tuned in a finite way such that the magnitude of the hopping } t = e^{-\kappa^2} \text{ is exactly equal to the square root of the product of two density-density type terms, } \mathcal{Z} (V_{\ell'} = 1) \text{ and } 1 \mathcal{F} (V_{\ell''} = e^{-2\kappa}), \text{ the energy of such configurations can be brought back to zero. In other words, if we look at this problem as a two-level system, the condition
\]

\[
\det \left( V_{\ell'}^2 \quad t \quad V_{\ell''}^\dagger \right) = 0,
\]

(18)

gives a null mode. This subtle factorization property is responsible for being able to express the Hamiltonian in positive semidefinite form (15), and holds for the matrix elements of any Read-Rezayi state but not in general for other states like the Gaffnian or Haffnian.

In Refs. [29,31,32], the solvable model defined by Eq. (13) was used to construct an effective spin-1 chain for the Laughlin state by mapping \((02 \rightarrow |1\rangle, 10 \rightarrow |0\rangle)\), and \(00 \rightarrow |1\rangle\). From this mapping, the ground state Eq. (14) was rewritten as a matrix-product state (MPS) [27,30]. This MPS, however, is different from one based on conformal field theory, and does not describe the system accurately in the large \( L_y \) limit [47].

In contrast to previous works that primarily addressed the nature of the ground state, we find that the entire neutral energy spectrum in the thin-torus limit also has a simple form and splits into bands that can be classified according to the violation of \((k, r) = (1, 2)\) clustering conditions, Fig. 2. The ground-state is unique (up to the center-of-mass degeneracy), and satisfies (1,2) clustering property – no more than a single particle in each two consecutive orbitals. We can predict that the first group of excited states has energies proportional to \( \sim V_{\ell'} \), i.e. it will contain states that locally contain \ldots11\ldots patterns. More precisely, we obtain \( N - 1 \) of such bands in the lowest part of spectrum, i.e. bands with energies \( V_{\ell'} \ldots (N - 1)V_{\ell'} \), as seen in the inset of Fig. 2. The states in these bands still satisfy (2,2) clustering.
nite Hamiltonian $\tilde{H} = \sum_p A_p^\dagger A_p$ that “approximates” the full Hamiltonian $H$ to the order $\exp(-2\alpha^2\kappa^2)$, in the sense that the eigenstates of $\tilde{H}$ have large overlap with those of $H$. This can be verified numerically (see Fig. 9). In this way, we can generate a family of positive semidefinite Hamiltonians $\tilde{H}$, whose eigenstates monotonically approach those of the full Hamiltonian $H$. However, the ground-state energy of the truncated Hamiltonian $\tilde{H}$ is not guaranteed to be strictly zero and varies non-monotonically as a function of $\kappa$.

B. Moore-Read state

The solvable Hamiltonian for the bosonic Moore-Read state contains the following terms, listed in the order of dominance:

\[
\begin{align*}
&c_p c_p^\dagger c_p^\dagger; \sim 1; \mathcal{A}, \\
&c_p^1\sum_{l=2}^1 c_p^l c_p^l; \sim \varepsilon e^{-2\kappa^2/3}; 2\mathcal{A}, \\
&c_p^4 c_p^1 + c_p^1 c_p^4; \sim -e^{-\kappa^2/3}; \mathcal{B}, \\
&c_p^{4s} c_p^4; \sim -e^{-5\kappa^2/3}; 021 \leftrightarrow 102,
\end{align*}
\]

\[\ldots (20)\]

This Hamiltonian is positive semidefinite and coincides with the full Moore-Read Hamiltonian at orders above $\exp(-8\kappa^2/3)$; exactly at this order, it misses a single term given in Eq. (20). More details on the derivation of the above Hamiltonian and its positive semidefinite property are given in Appendix B. We proceed to solve for the spectrum of the Hamiltonian (20) in the vicinity of the thin-torus limit. Appendix B contains numerical evidence that the solvable Hamiltonian in Eq. (20) gives an accurate description of the full problem near the thin-torus limit.

As we emphasized above, the minimal truncated Hamiltonian for the Moore-Read state contains the first two types of terms in Eq. (20). They prevent patterns $\ldots 3\ldots$ and $\ldots 21\ldots$, therefore the ground state is such that each two consecutive orbitals can have at most two particles. The exact zero modes are then $02020\ldots, 02020\ldots, 11111\ldots$, which represent the three-fold degenerate manifold of the Moore-Read groundstate that satisfies (2,2) clustering property.

Because the minimal truncated Hamiltonian is effectively classical, we can again solve for the energies of all states in the spectrum with excellent agreement with the numerical result for the full Moore-Read Hamiltonian, Fig. 4. The first excited state of the Moore-Read Hamiltonian is separated from the ground state manifold by a gap

\[E_{(3,2)} = 18 \exp(-2\kappa^2/3),\] (21)

proportional to the amplitude of the term $V_{2\mathcal{A}}$ (with the prefactor 18, resulting from bosonic statistics). This is indeed found in the exact spectrum, Fig. 4. The first excited state belongs to a band of states that satisfy (3,2) clustering. The next band of states obeys (4,2) clustering and so on. Eventually, (3,1) states start to appear at a new energy scale which is given by $V_f$. More precisely, the energy of this band of states, relative to those that satisfy (3,2) clustering, can be estimated to be given by

\[\frac{E_{(3,1)}}{E_{(3,2)}} = \frac{6V_f}{18V_{2\mathcal{A}}}, \quad \frac{1}{3} \exp(2\kappa^2/3),\] (22)

again in excellent agreement with the numerical data. Depending on $N$, multiple (3,1) clusters are allowed, until (4,1) states start to appear, etc. The spectrum terminates with a single state that obeys $(N,1)$ clustering.

In order to generate the first-order correction to the thin-torus limit, we must keep all the terms in the Hamiltonian listed in Eq. (20). This Hamiltonian can also be written in a positive semidefinite form:

\[H = \sum_{p} A_p^\dagger A_p + \sum_{p} B_p^\dagger B_p,\] (23)

\[A_p^\dagger = c_p^1 + 6 \exp(-\kappa^2)c_p^1 c_{p+1} c_{p-1},\] (24)

\[B_p^\dagger = 3 \exp(-\kappa^2/3) c_p^1 c_{p+2} c_{p-1}^1 - 3 \exp(-4\kappa^2/3) c_p^1 c_{p+2} c_{p-4}^1.\] (25)

From this, we can infer the dressed solutions, similar to...
Eq. (14):
\[
\prod_p \{ 1 - \sqrt{2} e^{-\kappa^2} c^\dagger_{p-\frac{1}{2}} c^\dagger_{p+\frac{1}{2}} c_{p+\frac{1}{2}} c_{p-\frac{1}{2}} \} |2020\ldots\rangle,  
\]
\[
\prod_p \{ 1 - \sqrt{6} e^{-\kappa^2} c^\dagger_{p+1} c^\dagger_{p} c_{p} c_{p-1} \} |1111\ldots\rangle  
\]  
These states are annihilated by \( A_p \) and \( B_p \) for all \( p \). Alternatively, we can show they are zero modes by considering an equivalent two-level system, analogous to Eq. (13) (now there are two such systems, because different ground states “live” in different momentum sectors). For one type of the ground states, \( t^2 \equiv V_{030+111} = V_j V_\text{odd} \), and in the other sector \( t^2 \equiv V_{021+102} = V_2 V_\text{odd} \). Because of this factorization property, the dressed wave functions are solutions of zero-energy, similar to the Laughlin case.

C. Read-Rezayi states

Read-Rezayi \( Z_3 \) Hamiltonian expanded at the order \( \exp(-\kappa^2) \) is given by the following terms
\[
\begin{align*}
&c^\dagger_p c^\dagger_p \sim 1; \\
&\kappa c^\dagger_p c^\dagger_{p+1} c^\dagger_{p+2} c^\dagger_{p+3} c_{p+3} c_{p+2} c_{p+1} c_p \sim e^{-3\kappa^2/4}; \\
&\kappa c^\dagger_p c^\dagger_{p+1} c^\dagger_{p+2} c^\dagger_{p+3} c_{p+3} c_{p+2} c_{p+1} c_p \sim e^{-\kappa^2/2}; \\
&\kappa c^\dagger_{p+1} c^\dagger_{p} c_{p} c_{p-1} c_{p-2} c_{p-3} \sim e^{-\kappa^2}; 040 \leftrightarrow 121, \\
&\ldots
\end{align*}
\]

The first three density-density terms yield the well-known degenerate Read-Rezayi ground-states, 3030... and 2121... (and their center-of-mass copies), that satisfy (3,2) clustering. Notice, however, that there is a hopping term of exactly the magnitude \( \exp(-\kappa^2) \), and thus must be kept along with the density-density terms. The presence of the hopping term complicates the problem because the Hamiltonian (28) is no longer expressible in a positive semidefinite form. One might hope that, by keeping more terms in the Hamiltonian expansion, it would be possible to obtain a closed form of the truncated Hamiltonian, but one can show this does not happen by following the argument outlined in Appendix B.

The RR case is thus different from the Laughlin and Moore-Read cases because the “minimal” Hamiltonian that describes the thin-torus limit is not “protected” from the hopping terms, i.e., it becomes intrinsically non-classical and its properties, such as the existence of a gap, become less obvious. Given that the hopping term, Eq. (28), is relatively large in magnitude (comparable to one of the density-density terms), the first question we would like to address is whether the full RR Hamiltonian, truncated at the order \( \exp(-\kappa^2) \), might become gapless in the presence of this hopping.

Similarly to the Laughlin and Moore-Read cases, the first excited state of the RR Hamiltonian (the quasiparticle-quasihole pair) is given by the pattern 12212121... (moving a single particle in the ground state pattern 21212121... to an adjacent orbital). This configuration contains a number of 121 droplets that might hop to 040. However, the maximum energy reduction due to such a process is on the order of \( V_\text{odd} \), and can be shown to be \( \exp(-2\kappa^2) \). Since the configuration also contains 22 terms, which come with an energy penalty \( \exp(-\kappa^2) \), the energy gap of the truncated RR Hamiltonian is given by
\[
E_{(4,2)} = 144 \exp(-\kappa^2) - O(\exp(-2\kappa^2)),
\]
and the hopping 121 \( \leftrightarrow \) 040 is not able to close the gap. Exact diagonalization calculations confirm that the system is always gapped, and the value of the gap matches \( \exp(-\kappa^2) \), Fig. 5.

The particular example of \( Z_3 \) state illustrates that generally, as we go towards higher-\( k \) Read-Rezayi states, numerous hoppings begin to enter even the minimal truncated Hamiltonian (the Hamiltonian with the smallest number of density-density terms required to obtain the thin-torus root states). Thus, one might suspect that above some critical \( k \), the Read-Rezayi states will completely cease to behave classically in the thin-torus limit itself, which could be a manifestation of their deficiency to screen, etc.

However, such “dangerous” hoppings emerge rather gradually. For example, states up to \( k = 6 \) only have a single hopping, 0k0 \( \leftrightarrow \) 1(k−2)1 in the minimal truncated Hamiltonian. In the case of \( Z_{k>7} \), we find more than one hopping; however, for the same reason as above, none of these hoppings can close the gap. Since the lowest excited state contains a droplet \( \langle k+1 \rangle \leftrightarrow \langle k+2 \rangle \) (for \( k \)-odd), one might envision a hopping \( \langle k+3 \rangle \leftrightarrow \langle k+3 \rangle \), but it can be shown that the energy gain in that case is lower several orders of magnitude than the
density-density term $\frac{k-1}{2} \frac{k+1}{2}$ and therefore only leads to the fine splitting of the thin-torus energy levels, but cannot close the gap.

We have verified by exact diagonalization on small systems that all states up to $Z_0$ are gapped in the sense described above. The value of the gap is equal to the density-density term $\frac{k-1}{2} \frac{k+1}{2}$ for $k$-odd, and $\left(\frac{k}{2} + \frac{1}{2}\right)^2$ for $k$-even. Similar conclusion holds for the fermionic version of Read-Rezayi states. We emphasize that these results are for the systems near the thin-torus (1D) limit, and it is not obvious what they imply for the isotropic (2D) limit.

Before we proceed to analyze the states whose underlying CFT is not rational and unitary, we mention in passing that further approximations in $\kappa$ can be generated for the full RR Hamiltonian by keeping more terms in $A_p$, Eq. (18), similarly to the Moore-Read state (Sec. III B).

IV. NON-UNITARY AND IRRATIONAL STATES

A. Gaffnian

An intriguing non-unitary FQH state exists for $\nu = 2/3$ filling of bosons under the name of Gaffnian [50]. This state in many ways behaves like a “proper” FQH state (e.g., it even shares part of the entanglement spectrum with the Jain composite fermion state [51]), and is directly related to the unpolarized version of the $2/3$ hierarchy state [52,53]). However, elaborate arguments [42, 54, 55] have been put forward to show that this state cannot describe a gapped phase of matter. Here we would like to explore whether this has a more transparent manifestation near the thin-torus limit.

Bosonic Gaffnian is defined by the 3-body clustered Hamiltonian [57] which is explicitly written out in Appendix A. Each matrix element of the Gaffnian Hamiltonian contains a Gaussian term, identical to that of the Moore-Read state, but in addition it has a quartic polynomial multiplying the Gaussian. However, near the thin-torus limit, the hierarchy of energy scales is controlled by the Gaussian only, and the dominant interaction terms of the Gaffnian Hamiltonian are in fact the same ones written in Eq. (20) for the Moore-Read state. As we will see, because of a different filling factor, the resulting physics will also be very different from the previous cases.

While for the Moore-Read case it was sufficient to keep only the first two terms in Eq. (20) to reproduce the ground-state patterns, in the case of the Gaffnian we must keep all terms listed in Eq. (20) to recover the correct set of Gaffnian ground states (200200..., 110110...). These ground states obey (3,2) clustering and are not affected by hoppings 030 ↔ 112 and 102 ↔ 021.

Now, what is the first excited state $\Psi_1$ above the Gaffnian ground state, e.g. $\Psi_0 = |\ldots 02020200\ldots \rangle$? Naively, one would construct $\Psi_1$ by violating the fundamental (2,3) clustering condition. This can be done by nucleating one or more 201 droplets in the $\Psi_0$ pattern. The energy of such configurations would be proportional to $V_{\text{det}}$. As we will show, the true excited state indeed derives from a pattern such as 201100200200200...

However, density-density terms $V_{\text{det}}$ and $V_{\text{det}}$ (denoted by lines) significantly overestimate the energy of the low-lying excited states $\Psi_1, \Psi_1, \ldots$, illustrating the importance of hopping terms played in the Gaffnian thin-torus description.

201100200200200... however the classical estimate for the energy of this state is incorrect due to the quantum nature of the Gaffnian Hamiltonian near the thin-torus limit.

It is instructive to consider a simple example of just 4 bosons on a cylinder. The ground-state root configuration in unique in that case and reads 2002. The sector of the Hilbert space with momentum 1 relative to the ground state contains only 4 states: 0130, 0211, 1021 and 1102. We can explicitly evaluate the Hamiltonian (20) in this basis

$$
\begin{align*}
H_{11} & = 6V_{\text{det}} + V_j, \\
H_{22} & = 6V_{\text{det}}, \\
H_{12} & = 18t, \\
H_{21} & = 18(V_{\text{det}} + V_{\text{det}}) + 18t,
\end{align*}
$$

where $H_{11} = 6(9V_{\text{det}} + V_j), H_{22} = 18(V_{\text{det}} + 4V_{\text{det}} + V_{\text{det}})$, $t, t'$ are the 021 ↔ 102 and 030 ↔ 111 hopping amplitudes, respectively. The lowest eigenstate can be accurately represented by considering the lower 2 × 2-block of the Hamiltonian, corresponding to states 1102 and 1021 that form a two-level system. Considering the variational ansatz

$$
\psi = |1102\rangle - \alpha |1021\rangle,
$$

we find the expectation energy $\langle \psi | H | \psi \rangle$ of $\langle \psi | H | \psi \rangle$

$$
\frac{18(2t + V_{\text{det}} + \alpha^2(V_{\text{det}} + V_{\text{det}}))}{1 + \alpha^2},
$$

and the condition for this state to describe a gapless mode is

$$
t^2 - V_{\text{det}}^2 - V_{\text{det}}V_{\text{det}} = 0.
$$

This condition looks similar to the one for Laughlin and Moore-Read states; in the present case, however, it cannot be
fulfilled because the matrix elements do not factorize:

\[
V_{\text{ger}} = (3 - 4\kappa^2/3 + 4\kappa^4/9) \exp(-2\kappa^2/3),
\]

\[
V_{\text{ger}} = (3 - 16\kappa^2/3 + 64\kappa^4/9) \exp(-8\kappa^2/3),
\]

\[
t = (3 - 10\kappa^2/3 + 16\kappa^4/9) \exp(-5\kappa^2/3),
\]

thus \( t^2 \neq V_{\text{ger}}V_{\text{ger}}^{-1} \).

By directly minimizing the ground state energy, we find

\[
\alpha = \frac{V_{\text{ger}} - \sqrt{4t^2 + V_{\text{ger}}^2}}{2t},
\]

and the corresponding minimum

\[
E_1 = 18V_{\text{ger}} + 9V_{\text{ger}} - 9\sqrt{4t^2 + V_{\text{ger}}^2} \approx 18V_{\text{ger}} - 18t^2 + \frac{18t^4}{V_{\text{ger}}} + \ldots
\]

From this expression, we see that the classical energy

\[
E_{\text{class}} = 18V_{\text{ger}} = (128\kappa^4 - 96\kappa^2 + 54) \exp(-8\kappa^2/3),
\]

receives a quantum-mechanical correction due to hopping

\[
\Delta E \approx \frac{-18t^2}{V_{\text{ger}}} + \frac{18t^4}{V_{\text{ger}}}^3 + \ldots
\]

\[
= (-128\kappa^4 + 96\kappa^2 + 270 + \ldots) \exp(-8\kappa^2/3),
\]

which cancels some of the the polynomial terms in \( \kappa \) in \( E_{\text{class}} \), but does not lead to an overall cancellation of terms. Therefore, the gap of the Gaffnian state is given by

\[
E_1 = (324 + \frac{972}{\kappa^2} + O(\frac{1}{\kappa^4})) \exp(-8\kappa^2/3),
\]

where we neglected terms of the order \( \exp(-14\kappa^2/3) \). We see that the gap is bounded by \( e^{-8\kappa^2/3} \), though with a much smaller prefactor (a constant instead of \( \kappa^4 \)) because of the hopping. Thus, we expect that the energies obtained by exact diagonalization of the Gaffnian Hamiltonian will show significant deviations from their classical predictions, but nevertheless remain bounded by \( \exp(-8\kappa^2/3) \). This is indeed found in the (numerical) exact diagonalization of the full Gaffnian Hamiltonian near the thin-torus limit, Fig. 6.

In Fig. 6 horizontal lines denote the values of \( V_{\text{ger}} \) and \( V_{\text{ger}}^{-1} \) matrix elements, which represent the naive classical estimates for the energies of two groups of the excited states. One of the groups is the example considered above; the second group of states violates the condition of putting 3 particles in 3 consecutive orbitals. The classical energies overestimate the true energies of the excited states of Eq. (42), schematically labeled as \( \Psi_1, \Psi_1' \); the energy difference is given by the hopping term contributions \(-t^2/V_{\text{ger}}\) and \(-t^2/V_{\text{ger}}\). A general expression for the wave functions of these two types of excitations of the Gaffnian in the thin torus limit is

\[
\prod_p \left[ 1 - \alpha c_p^+ c_p + \alpha c_p^+ c_{p+1} c_p c_{p-1} \right] \Psi,
\]

where \( \Psi \) is a single permanent containing any number of violations of 102 or 111 clustering conditions, and \( \alpha = \frac{t}{V_{\text{ger}}} \alpha' = \frac{t'}{V_{\text{ger}}} \).

In the model of the truncated Gaffnian Hamiltonian we presented above, the energy of the lowest lying neutral excitation significantly deviates from its classical prediction (which works accurately for Read-Rezayi states), but remains bounded by \( \exp(-8\kappa^2/3) \). Nevertheless, one may wonder (1) if finite density of such excitations could imply gapless excitations in the thermodynamic limit, or if the inclusion of more terms in the Hamiltonian might lift the bound on the energy of the first excited states; and (2) whether the result may change if we consider a finite but fully translationally-invariant system (torus), instead of a cylinder.

Regarding point (1), it appears likely that the Gaffnian remains gapped as we take the thermodynamic limit, as long as the Hamiltonian is truncated at the order assumed here. This is in agreement with a recent study based on perturbation theory \[56,57\]. A more careful analysis is needed to understand the role of higher order terms and whether they affect the energy bound derived here. We suspect (2) is unlikely for the Hamiltonian defined in Eq. (29). We note, however, that it might be of interest to consider an extension of the model to the order \( \exp(-6\kappa^2/3) \), where three types of hopping terms arise: 021 ↔ 102, 1011 ↔ 0120 and 1002 ↔ 0111. Consider an example of 4 bosons on a torus; the root configuration for one of the excited states is 201100. Using the mentioned hop-pings, this configuration evolves into

\[
201100 \rightarrow 101011 \rightarrow 100120 \rightarrow 100210.
\]

However, the last configuration is exactly the translated version of the initial state. By forming linear combinations of such states, it might be possible to create exact zero-energy states in a translationally invariant system. However, due to the complexity of the Gaffnian Hamiltonian at truncation \( \exp(-6\kappa^2/3) \), we have not found an explicit proof of this statement.

B. Haffnian

As we go to more complicated states, the number of terms in the Hamiltonian quickly becomes intractable. For example, in the case of the Haffnian state of bosons at \( \nu = 1/2 \) \[38,39,57\], related to an irrational CFT, we find the following terms relevant to the thin-torus expansion:

\[
\lambda, 030, 102, 012, 010, 021, 011, 101, 003, 011, 111, 1002, 0012, 10101, 0021, 1001, 0102, 10001, 00120, 0102, 10011, 10020, 02001, \ldots
\]

Given the large number of terms in this case, we limit ourselves to classifying the Haffnian ground states in the thin-torus limit. It is known that Haffnian does not possess a well-defined ground-state degeneracy, but instead the manifold of degenerate ground states grows with the number of
particles [57]. We would like to derive this microscopically, by studying the Hamiltonian Eq. (44) near the thin torus limit. The Haffnian has two simple thin-torus ground states that derive from root partitions 20020200... and 101010... (the latter one is shared with the Laughlin state). In addition to these classical patterns, we also find true quantum states where hoppings play a crucial role. We will explain the nature of these quantum states on the simplest example of 3 bosons on a torus. By taking into account translational symmetry, the Hilbert space consists of states \(|1\) \equiv |100200\), \(|2\) \equiv |011100\), and \(|3\) \equiv |300000\). It is implicitly understood that these states refer to the complete orbits of the translation operator, e.g., in zero-momentum sector \(|10020\) = \(1/\sqrt{3}(|100200\) + |001002\) + |020101\)), etc. The Haffnian Hamiltonian, Eq. (44) represented in this Hilbert space is given by

\[
\begin{pmatrix}
18H_{11} & 18\sqrt{2}(2t') & 3\sqrt{6}(2t'') \\
18\sqrt{2}(2t') & 36H_{22} & 6\sqrt{3}t \\
3\sqrt{6}(2t'') & 6\sqrt{3}t & 3H_{33}
\end{pmatrix}
\]  

(44)

Here the diagonal terms are given by \(H_{11} = 2V_{\text{Haff}} + 2t\), \(H_{22} = V_{\text{Haff}}\) and \(H_{33} = V_f\), and hopping terms are \(t = V_{\text{Haff},+\text{2001}}, \ t' = V_{\text{Haff},+\text{0111}}, \ t'' = V_{\text{Haff},+\text{0010}},\) and \(t = V_{\text{Haff},+\text{1002}}\). Note the special role played by the hopping \(t\) which hops the state 10020 ↔ 02011 onto itself on the torus, therefore giving a contribution to the diagonal term \(H_{11}\). Remarkably, the determinant of this matrix is zero, for any value of \(\kappa\). For reference, we quote the explicit expressions of entries in the Eq. (44):

\[
18H_{11} = 648e^{-6\kappa^2}(5 - 24\kappa^2 + 72\kappa^4),
18\sqrt{2}(2t') = 648\sqrt{2}e^{-4\kappa^2}(5 - 16\kappa^2 + 24\kappa^4)
3\sqrt{6}(2t'') = 18\sqrt{6}e^{-3\kappa^2}(5 - 12\kappa^2)
36H_{22} = 1296e^{-2\kappa^2}(5 - 8\kappa^2 + 8\kappa^4)
6\sqrt{3}t = 36\sqrt{3}e^{-\kappa^2}(5 - 4\kappa^2)
3H_{33} = 15.
\]  

(45)

A non-trivial factorization property of the Haffnian Hamiltonian matrix elements for any \(\kappa\) ensures that there are zero-energy ground states, for both even and odd number of particles, that cannot be expressed as single bosonic permanent.

In order to count such configurations, we apply the following rule of a thumb: starting from the Laughlin root pattern, 1010101010, we can create an orthogonal state 0200101010, which violates 2001. The energy of such a configuration can be brought back to zero using a combination of hoppings like in our example above, Eq. (44). Additional zero-energy states are obtained by creating more than one violation of 2001. Combined with the regular, Laughlin-like root patterns, this gives a total degeneracy of \(N + 8\) or \(N + 1\), depending on the parity of the number of particles \(N\) [57]. We can also see that the same argument fails on the sphere or cylinder, because the hoppings eventually hit the “boundary” and the energy remains above zero, resulting in a single ground state. Starting from the Haffnian ground state(s), one can construct excited states similarly to the Gaffnian case, but the analysis is more complicated due to a large number of terms in the Hamiltonian.

V. STATES WITH SPIN

Finally, we also consider some non-unitary FQH states involving spin. In order to conform with the literature, in this section we discuss fermionic states, but similar analysis can be applied to bosons.

A. Haldane-Rezayi

The Haldane-Rezayi state of fermions at \(\nu = 1/2\) was initially proposed [24] to describe the experimentally-observed quantized plateau at \(\nu = 5/2\), but was later identified as a critical (gapless) state of a \(d\)-wave superconductor with broken time reversal symmetry [38, 39]. Ref. 24 discussed in detail the Haldane-Rezayi state in the limit of thin torus, arguing that it possesses gapless excitations. Here we provide a solvable model for the Haldane-Rezayi parent Hamiltonian and briefly analyze its solutions in the limit of thin torus and cylinder.

The orbital part of the parent Hamiltonian of the Haldane-Rezayi state is the same as that of the Laughlin state – just the \(V_1\) Haldane pseudopotential [24]. The presence of the spin degree of freedom allows for non-trivial dynamics to emerge in the thin-torus limit. The relevant terms in the Hamiltonian...
are the following:

\[
\begin{align*}
\Uparrow\Uparrow\Uparrow, \Uparrow\Uparrow\Downarrow; & \quad V_{\Uparrow\Uparrow\Uparrow} \sim e^{-\kappa^2/2}; \\
\Downarrow\Uparrow\Uparrow, \Downarrow\Uparrow\Downarrow; & \quad V_{\Downarrow\Uparrow\Uparrow} \sim 4e^{-2\kappa^2}; \\
\Uparrow\Downarrow\Uparrow, \Uparrow\Downarrow\Downarrow; & \quad V_{\Uparrow\Downarrow\Uparrow} \sim 9e^{-9\kappa^2/2}; \\
\Downarrow\Downarrow\Uparrow, \Downarrow\Downarrow\Downarrow; & \quad V_{\Downarrow\Downarrow\Uparrow} \sim 3e^{-3\kappa^2/2}; \\
\Downarrow\Downarrow\Downarrow; & \quad V_{\Downarrow\Downarrow\Downarrow} \sim 5e^{-\alpha - \beta}; \\
\Uparrow\Downarrow\Downarrow; & \quad V_{\Uparrow\Downarrow\Downarrow} \sim \beta.
\end{align*}
\]

where the notation is the same as before, but each orbital can now be in a state \(0, \uparrow, \downarrow\), or \(X = (\uparrow, \downarrow)\) (spin singlet).

Let us first discuss the ground states of the Hamiltonian (46) in the thin-torus limit. This Hamiltonian admits two types of simple ground states that are realized for even numbers of particles – \(X000X000...\) and \(\Uparrow\Uparrow\Uparrow000...\), where \(\Uparrow\Uparrow\Uparrow = \frac{1}{\sqrt{2}}(\uparrow \downarrow - \downarrow \uparrow)\) denotes a singlet formed in two adjacent orbitals. These ground states directly follow from the Hamiltonian (46), however they do not exhaust all possible zero-energy solutions. More complicated ground states, that also exist for odd particle numbers, are allowed by the hopping term in Eq. (46).

Let us again discuss the simplest case of 3 particles in order to illustrate how the energetics works out to ensure that zero-energy states exist. Assuming translation symmetry, the Hilbert space for 3 particles (zero-momentum sector) contains 5 states:

\[
|00\bar{0},0\Uparrow\Uparrow\Downarrow\Downarrow;0\Downarrow\Downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\uparrow\rangle,
|0\Uparrow\Uparrow\Downarrow\Downarrow;0\Downarrow\Downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\rangle,
|0\Downarrow\Downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\uparrow;\Uparrow\Uparrow\Downarrow\Downarrow;0\Uparrow\Uparrow\Downarrow\Downarrow;0\Downarrow\Downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\uparrow\rangle
\]

For a general many-body state

\[
\psi = \alpha|0\bar{0}X0X0\rangle + \beta|0\Uparrow\Downarrow\Downarrow\Downarrow\Uparrow\Downarrow\Downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\uparrow\rangle + \gamma|0\Downarrow\Downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\uparrow\rangle + \delta|0\Uparrow\Uparrow\Downarrow\Downarrow\Downarrow\Uparrow\Downarrow\Downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\uparrow\rangle,
\]

we can compute the expectation value \(\langle \psi | H | \psi \rangle / \langle \psi | \psi \rangle\) w.r.t. to the Hamiltonian (46) (note that this Hamiltonian is positive semidefinite):

\[
E \propto 6\gamma^2 (V_{\Uparrow\Uparrow\Uparrow} + V_{\Downarrow\Downarrow\Uparrow}) + 10\delta^2 V_{\Downarrow\Uparrow\Downarrow} + 3\sigma^2 (3V_{\Uparrow\Uparrow\Uparrow} + V_{\Downarrow\Downarrow\Uparrow}) + 3\gamma^2 (3V_{\Uparrow\Downarrow\Uparrow} + V_{\Downarrow\Downarrow\Uparrow}) + 6\beta (V_{\Uparrow\Uparrow\Uparrow} - 3t) + 6\alpha (V_{\Uparrow\Uparrow\Uparrow}^2 + 9V_{\Downarrow\Downarrow\Uparrow})
\]

It is easy to see that \(\delta\) must be set to zero. Solving for \(\alpha, \beta, \gamma\), we find that the zero-energy solution is obtained by choosing

\[
\alpha = -\beta = -\frac{t}{V_{\Uparrow\Uparrow\Uparrow}}, \gamma = 0.
\]

Therefore, for odd particle numbers, we always find a ground state that derives from a Slater determinant \(| \downarrow \downarrow 00X000...\rangle\) containing an "unpaired" electron, and configurations generated via pairwise hoppings. For even particle numbers, we can generate zero-energy states by the following process

\[
0X0 \leftrightarrow (\uparrow \downarrow 0 \downarrow \downarrow). \tag{51}
\]

Such a process comes with no energy penalty in the \(V_1\) Hamiltonian. Using this process, starting from the root \(X000X000X000...\), we can "split" every doubly-occupied site \(X\) and form a singlet in two next-nearest-neighbor orbitals. Such a singlet removes the energy penalty for \(\uparrow 0 \downarrow\), while the electrostatic contribution from \(\uparrow \uparrow 00X00\) is cancelled by the hopping term, similarly to the above example. Such delocalized singlets were identified and discussed in Ref. [26].

On a finite cylinder, the mechanism above does not work and all the ground states are gapped out except for a single configuration, \(X000X000...\). We are interested if some of the hopping processes studied above play an important role for the excited states. Inspired by the torus solution, one might try to construct the excited state on the cylinder by hopping \(0X0 \leftrightarrow \uparrow 0 \downarrow\) somewhere in the interior of the system. However, it can be shown that such configurations, on a finite cylinder, must have an energy bounded by \(V_{\downarrow\downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\uparrow}\). At the same order, only smaller due to a numerical prefact, we find the true first-excited state with an energy

\[
6V_{\downarrow\downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\uparrow} - \frac{t^2}{V_{\Uparrow\Uparrow\Uparrow}} + \ldots, \tag{52}
\]

which belongs to the state \(\uparrow \downarrow 00X000X...\downarrow \uparrow 00X000X...\) (plus configurations obtained by hopping \(\sigma0\sigma X \leftrightarrow 0\sigma\sigma'\sigma'\), where \(\sigma, \sigma' = \uparrow, \downarrow\) and \(\sigma\) is \(\sigma\)-flipped. Similarly to the Gaffnan case, we find that the classical estimate for the energies of the excited states of the Haldane-Rezayi state (\(6V_{\downarrow\downarrow\Uparrow\Uparrow\Uparrow\Uparrow\uparrow\uparrow\uparrow}\)) is an overestimate due to the hopping contribution. The quantum correction in Eq. (52) agrees very accurately with exact diagonalization results, Fig. [7].
Yet another critical state, introduced in Ref. [40], is the permanent state. In the simplest case describing \( \nu = 1 \) fermions, it is given by a 3-body Hamiltonian penalizing the closest possible approach of three spin-1/2 fermions. It was argued that this state was critical and at a phase transition from ferromagnet to paramagnet [40].

Permanent Hamiltonian on the torus has a single, spin-singlet zero-energy ground state in sectors corresponding to the corners of the Brillouin zone and the midpoints of the two sides, i.e. for Haldane pseudomomenta \( k = (N/2, 0), (0, N/2) \) and \( (N/2, N/2) \). On the other hand, in a \( k = 0 \) sector, the zero-energy ground-state in fact exists for any projection of total spin \( S = N/2 \), leading to a macroscopic degeneracy. In the thin torus limit, as we see below, there are also additional zero modes that “sink” through the \( k = 0 \) sector.

The permanent Hamiltonian has no penalty for scattering \( \uparrow\uparrow\uparrow \) into \( \uparrow\uparrow\downarrow \) (or \( \downarrow\downarrow\downarrow \) into \( \downarrow\downarrow\uparrow \)), and the relevant terms only involve two \( \uparrow \) and one \( \downarrow \) particle at a time (or two \( \downarrow \) and one \( \uparrow \)). In the thin torus limit, the orbital part of the permanent Hamiltonian is expanded as follows

\[
\begin{align*}
\uparrow\uparrow\uparrow, \downarrow\downarrow\downarrow & \sim e^{-2\kappa^2/3}, \\
0\uparrow & \uparrow \uparrow \uparrow, 0\uparrow \downarrow \downarrow \downarrow \sim e^{-5\kappa^2/3}, \\
\uparrow\uparrow\uparrow, \downarrow\downarrow\uparrow & \sim 4e^{-2\kappa^2}, \\
\uparrow\uparrow\uparrow, \uparrow\uparrow\downarrow, \uparrow\downarrow\uparrow, \downarrow\uparrow\uparrow, \uparrow\uparrow\downarrow, \downarrow\downarrow\uparrow & \sim 2e^{-2\kappa^2}, \\
\uparrow\uparrow\uparrow, \downarrow\downarrow\uparrow & \sim e^{-2\kappa^2}, \\
\cdots
\end{align*}
\]

(53)

The excitation spectrum in the thin torus (Fig. 3) has a peculiar structure – its entire low-energy part is built out of states whose momentum has at least one component equal to zero. In the spin-singlet sector, unique zero-energy ground state is found for any aspect ratio in each of the four high-symmetry points in the Brillouin zone. Two of those ground states are associated with the pattern \( XOXO \ldots \), which is also the unique ground state in systems with a “boundary” (cylinder or sphere). In these sectors, the spectrum has a gap equal to the \( J \times X \) density-density term.

In sectors with \( k_y = 0 \), we find the additional two zero-energy ground-states that are not a single Slater determinant. They contain the spin-separated state \( \uparrow \uparrow \ldots \uparrow \downarrow \ldots \downarrow \downarrow \), and the configurations obtained from it by hopping around the domain wall \( \downarrow \uparrow \uparrow \downarrow \uparrow \uparrow \uparrow \). With the exception of two ground states \( XOXO \ldots \), the low-energy manifold resides in a restricted Hilbert space where double occupancy of a single orbital is forbidden. At \( \nu = 1 \), this implies that no orbital is empty, either. The effective Hamiltonian in this restricted space contains only the last three types of terms in Eq. 53 and the system maps onto the Halperin-111 state. The ground-state of the permanent in the sector \( k = 0 \) reduces to the Halperin-111 state for large \( \kappa \), and the excited states overlap with 99.7%. Therefore, in the thin torus limit, the low-lying spectrum of the permanent includes the 111 state and its gapless excitations, which are well-known in the literature [28].

In this work we have developed a method to study the properties of many-particle repulsive Hamiltonians that define various quantum Hall model states on the torus and cylinder geometries. The obtained form of these Hamiltonians allows for transparent perturbative expansions in terms of \( \kappa \), that enables analytical treatments and casts these models in light of Hubbard-type models known in other areas of physics, but with generalized types of hopping processes that involve clusters of \( k \) particles while preserving their center of mass momentum.

Using the above tools, we have addressed several specific physical questions. For example, how do the members of the Read-Rezayi sequence differ from one another, and do they all have similar solvable limits, previously known for the Laughlin case. We have shown that they indeed remain gapped and behave classically as \( L_y \to 0 \), as one would expect for the states based on unitary CFTs. The Read-Rezayi ground states, as well as the entire neutral excitation spectrum, can be classified by the clustering properties enforced by the parent Hamiltonians as \( L_y \to 0 \). Corrections that build in quantum fluctuations can be analytically obtained in some cases for small but finite \( L_y \). We must emphasize that the statements about gaps of various states have been derived near the 1D limit, and do not directly apply to the isotropic (2D) limit.

Another physical question that naturally arises in this context is whether the thin-torus expansion can reveal in some transparent way the difference between states whose underlying CFT is rational and unitary, as opposed to the ones described by non-unitary or irrational CFT. Although we do not have a general proof of this fact, our analysis has identified a general presence of hopping terms in the Hamiltonians of non-unitary and irrational states that lead to inherently quantum-mechanical behavior in the thin-torus limit. Further study of individual cases, using the models derived here as well as from a large family of Hamiltonians proposed recently in Ref. 58, would be needed to rigorously prove the existence of gapless excitations in thermodynamic limit (59, 60) (or lack thereof).

Again, such conclusions would not automatically hold in the isotropic (2D) limit, but they could potentially serve as a useful diagnostic to apply to states whose nature is a priori not known. One distinct advantage of the method presented here is that is generic and can be applied to any given Hamiltonian. As such, it might be useful for generating approximate matrix-product state (MPS) expressions for any type of quantum Hall state, given that alternative methods [46, 47] depend sensitively on the type of CFT. Unfortunately, it is known that MPS based on the first-order thin torus expansion \([27, 30]\) is quite different from the alternate one based on CFT, and yields a poor description of the state in the isotropic (2D) limit [47]. An open question remains whether higher-order corrections near the thin-torus limit can generally be organized in a tractable way to achieve an accurate MPS for \( L_y \gg \ell_B \), perhaps in a form of generalized Schrieffer-Wolff [61] or continuous unitary transformations [62] that have been applied successfully to the Hubbard model.
where $V$ by simply redefining

Using this result, we can rewrite the Hamiltonian (A1) as

$$(A1)$$

where in our case the sum runs over discrete momenta $q = (q_x, q_y) = (2\pi s/L_x, 2\pi t/L_y)$ in the Brillouin zone (assumed to be rectangular, for simplicity), $V(q)$ is the Fourier transform of the (two-body) interaction, and $\rho_q$ is the Fourier component of the density operator,

$$\rho_q = \sum_{j,j'} (j|e^{iqx}|j')c_j^\dagger c_j',$$

Here $c_j^\dagger$ creates a particle in the state $|j\rangle$ given in Eq. (1). After some algebra, $\rho_q$ can be written as

$$\rho_q = e^{-|q|^2/4} \sum_{j=0}^{N-1} e^{-i\sum_{r=0}^{L-1} (j+r/2)c_j^\dagger c_{j+r}}.$$  
(A3)

Using this result, we can rewrite the Hamiltonian as

$$H = \sum_{j_1,j_2,j_3,j_4} V_{j_1,j_2,j_3,j_4} c_{j_1}^\dagger c_{j_2} c_{j_3} c_{j_4},$$

where $V_{j_1,j_2,j_3,j_4}$ are given by [12]

$$V_{j_1,j_2,j_3,j_4} = \sum_{(s,t)\neq (0,0)} \frac{1}{2L_x L_y} V(q) \times \delta_{qs,qy} \times e^{-q_x^2/2-q_y^2/2-2iq_y(X_{j_3}-X_{j_4})} \times \delta_{l_1,l_2-l_3-l_4} \times \sum_{l} \delta_{X_{j_1}+X_{j_2}+X_{j_3}+X_{j_4}+lL_x}$$

(A5)

where $X_j = 2\pi j/L_y$. Different interactions can be studied by simply redefining $V(q)$; for example, if we are interested in the Laughlin state of bosons, we should define $V(q)$ to be any positive constant, e.g., $V(q) = 1$. The disadvantage of Eq. (A5) is that we still need to evaluate a double nested sum over $s$ and $t$.

We can however rewrite the sum over $s$ (i.e., $q_x$) using the Poisson summation formula

$$\sum_{n=-\infty}^{\infty} f(n) = \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} f(x) e^{-i 2\pi n x} dx,$$  

(A6)

to obtain, in the case of the bosonic Laughlin state with $V(q) = 1$:

$$\sum_{\tilde{s},\tilde{t}} e^{-\frac{i}{4}(X_{j_1}-X_{j_2}-\tilde{s}L_x)^2 - \frac{i}{4}(X_{j_1}-X_{j_4}+\tilde{t}L_x)^2}.$$

(A7)

Using the identity

$$2(a_1 + b_1)^2 + 2(a_2 + b_2)^2 = \left[(a_1 + a_2) + (b_1 + b_2)^2 - (a_1 - a_2) + (b_1 - b_2)^2\right]^2$$ (A8)

we can switch from sums over integer $\tilde{s}, \tilde{t}$ to sums over $c \equiv \tilde{s} + \tilde{t}, r \equiv \tilde{s} - \tilde{t}$ For consistency, we must only sum over $c$ and $r$ of the same parity. We finally obtain

$$V_{j_1,j_2,j_3,j_4} = \sum_{c_{\text{even}}} \sum_{r_{\text{even}}} \delta_{X_{j_1}+X_{j_2}+X_{j_3}+X_{j_4}+cL_x}$$

$$\left\{ \sum_{e_{\text{even}}} e^{-\frac{i}{4}(X_{j_1}-X_{j_2}+cL_x+clL_x)^2} \sum_{r_{\text{even}}} e^{-\frac{i}{4}(X_{j_3}-X_{j_4}+rL_x)^2} + \sum_{e_{\text{odd}}} e^{-\frac{i}{4}(X_{j_1}-X_{j_2}+cL_x+clL_x)^2} \sum_{r_{\text{odd}}} e^{-\frac{i}{4}(X_{j_3}-X_{j_4}+rL_x)^2} \right\}$$

(A9)

Therefore, the Poisson summation formula has simplified each matrix element by breaking it into a product of two sums. Each of the sums is a function only of the indices of the creation or annihilation operators, contrary to Eq. (A5) that mixes the two groups of indices. Note that this form of the matrix element also becomes similar to other geometries, like the disk or the sphere, where the Hamiltonian can be decomposed in sums over two-boson creation and annihilation clusters [49]. The periodic boundary condition is reflected through the constraint that sums over $c$ and $r$ must be performed over only even or only odd integers.

We mention that the summation formula will be effective for any short-range two-body interaction, but not for Coulomb because the corresponding integral cannot be evaluated in closed form. In practice, computing the matrix elements for two-body interactions can be achieved with little cost even without resorting to the Poisson formula, however for higher order interactions (3-body, etc.), there will be an important speedup. For example, in the case of 3-body interactions that are needed for the bosonic Gaffnian state [37],

$$H_{\text{Gaff}} = \sum_{i<j<k} S_{ijk} \left\{ \nabla_i^4 \delta(r_i - r_j)\delta(r_j - r_k) \right\}$$

(A10)

where $S$ is a symmetrizer, by brute force one would need to compute 4 nested sums. Instead, we can derive the following
An equivalent expression for the Gaffnian matrix elements which is significantly faster:

\[ V_{j_1 \ldots j_6} = 3 \sum_{g=0,1,2, k_r = k_s \mod 3} e^{-A} \sum_{k'_r, k'_s = l+g \mod 3} e^{-A'} \]

\[-2 \sum_{g=0,1,2, k_r = k_s \mod 3} A e^{-A} \sum_{k'_r, k'_s = l+g \mod 3} e^{-A'} \]

\[-2 \sum_{g=0,1,2, k_r = k_s \mod 3} e^{-A} \sum_{k'_r, k'_s = l+g \mod 3} A' e^{-A'} \]

\[+4 \sum_{g=0,1,2, k_r = k_s \mod 3} A e^{-A} \sum_{k'_r, k'_s = l+g \mod 3} A' e^{-A'} \]

where \( A = \tilde{X}_s + X_r \tilde{X}_s + \tilde{X}_s^2 \) and \( A' = \tilde{X}_r^2 + \tilde{X}_r \tilde{X}_s + \tilde{X}_s^2 \), \( l \) denotes the momentum transfer, \( (j_6 + j_5 + j_4 - j_3 - j_2 - j_1)/N_{\kappa} \), and

\[ \tilde{X}_r = (2X_{j_1} - X_{j_2} - X_{j_3} + k_r L_x)/3 \]

\[ \tilde{X}_s = (2X_{j_2} - X_{j_3} - X_{j_3} + k_s L_x)/3 \]

(and similarly for \( \tilde{X}_r', \tilde{X}_s' \) using \( k'_r, k'_s \)).

With an overall factor \((2\sqrt{3}/3)\sqrt{3\pi/\kappa^3} \), the above Hamiltonian is correctly normalized to yield energies 0, 1 and 2 for 3 particles in the thermodynamic limit.

Appendix B: Factorization property of Read-Rezayi Hamiltonians

In the Laughlin case (Sec. III A), we have seen that by truncating the Hamiltonian at the order \( \exp(-2\kappa^2) \), it was possible to reexpress it as a positive semidefinite operator. Here we analyze in more details if such a factorization is still possible when we continue the expansion further in \( \kappa \).

In order to express the truncated Laughlin Hamiltonian as \( \sum_p A_p^{\dagger} A_p \), we seek \( A_p^{\dagger} \) as a sum of terms \( c_p^{\dagger} r_p^{\dagger} r_{p-1}^{\dagger} \). Each such term contributes \( r^2 \) to the exponent in the total matrix element, therefore the possible terms in \( A_p^{\dagger} \) can be easily classified according to the increasing value of \( r \):

\[ c_p^{\dagger} r_p^{\dagger} r_{p-1}^{\dagger} r_{p-2}^{\dagger}, r^2 = 0, \]

\[ c_p^{\dagger} r_p^{\dagger} r_{p-1}^{\dagger} r_{p-2}^{\dagger} r_{p-3}^{\dagger}, r^2 = 1/4, \]

\[ c_p^{\dagger} r_p^{\dagger} r_{p+1}^{\dagger} r_{p-1}^{\dagger}, r^2 = 1, \]

\[ c_p^{\dagger} r_p^{\dagger} r_{p+1}^{\dagger} r_{p-2}^{\dagger}, r^2 = 9/4, \]

\[ c_p^{\dagger} r_p^{\dagger} r_{p+1}^{\dagger} r_{p-2}^{\dagger} r_{p-3}^{\dagger}, r^2 = 4, \]

\[ \ldots \]

(B1)

By grouping these terms we recover the full Hamiltonian, whose dominant terms were given in Eq. (3). Clearly, this can be done because each matrix element is a simple Gaussian which can be factorized into terms \( e^{A_1 + A_2} = e^{A_1} e^{A_2} \). Furthermore, we see that a positive semidefinite form can be obtained if we stop at the order \( r = 1 \). At this order, the smallest term will be the density-density term \( (c_{p+1}^{\dagger} c_p^{\dagger} r_{p-1}^{\dagger} c_{p-1}^{\dagger} c_{p+1}^{\dagger}) \), which has a combined weight \( \exp(-2\kappa^2) \). Keeping the first three terms in Eq. (B1) is guaranteed to reproduce all the terms of the full Hamiltonian down to \( \exp(-2\kappa^2/4) \). This is easily seen because the inclusion of any of the terms with \( r > 1 \) in Eq. (B1) would give rise to terms in the Hamiltonian with weights smaller than \( \exp(-9\kappa^2/4) \), which is below \( \exp(-2\kappa^2) \). Therefore, by keeping the first three terms in Eq. (B1) our expression completely closes.

![Energy spectrum](image.png)

FIG. 9. (Color online). Comparison between the full Laughlin state and the ground state of the truncated Hamiltonian \( H = \sum_p A_p^{\dagger} A_p \), as a function of truncation in \( A_p^{\dagger} \) (i.e. \( 4r^2 \) in Eq. (B1)). Left axis shows the overlap between the ground states of the truncated and the full Hamiltonian, and the right axis shows the ground-state energy of the truncated Hamiltonian. Data is for \( N = 8 \) particles on an isotropic torus (aspect ratio 1), and near the thin torus (aspect ratio 4, inset).

Additionally, we see that a closed expression cannot be obtained by keeping more terms in \( \kappa \). Let us try to go to the next order by keeping terms down to \( \exp(-9\kappa^2/4) \) in Eq. (B1). This will constitute an approximation to the full Hamiltonian at the order \( \exp(-9\kappa^2/4) \), with the smallest term \( (c_{p+3}^{\dagger} c_{p+2}^{\dagger} c_{p+1}^{\dagger} c_p^{\dagger} c_{p-1}^{\dagger} c_{p-2}^{\dagger} c_{p-3}^{\dagger}) \). In doing so, we have missed a hopping term that combines \( c_{p+2}^{\dagger} c_{p-2}^{\dagger} \) with \( c_p^{\dagger} \). The weight of this term is equal to \( \exp(-4\kappa^2) \), thus it is larger than \( \exp(-9\kappa^2/4) \) and should be present in the expansion. This implies that we must augment our definition of \( A_p^{\dagger} \) with also the next term, \( c_{p+2}^{\dagger} c_{p-2}^{\dagger} \). Unfortunately, this does not resolve the issue.

Generally, if we construct an approximation to \( A_p^{\dagger} \) by keeping terms with the exponent \( \leq r_0^2 \), we are hoping to recover all the terms in the Hamiltonian \( \gtrsim \exp(-2\kappa^2/4) \). However, we will necessarily miss a term with the weight \( \exp(-r_0^2 + 1/2)^2 \kappa^2 \), for \( r_0 \) half-integer, or term \( \exp(-r_0^2 + 1/2)^2 \kappa^2 - 1/4 \kappa^2 \), for \( r_0 \)-integer. By comparing the competing terms, we get a simple condition for expressing the Hamiltonian in form \( A_p^{\dagger} A_p \):

\[ (r_0 - 1/2)^2 \kappa^2 = \frac{3}{4} \text{ or } \frac{1}{2}. \]

(B2)
for $p$ integer or half-integer, respectively. It is easy to see that this is satisfied only for small $r_0$ like $1/2$ and 1. The problem illustrated on this particular example only becomes worse with the increase of the number of terms in the expansion, and as we go to more complicated states (Moore-Read and Read-Rezayi).

In conclusion, if we truncate the Hamiltonian at some order $\kappa$, in general we will not be able to exactly rewrite it as $\sum_p A^\dagger_p A_p$, except at a very low order of the expansion. However, we can proceed in a slightly different fashion and work directly with $A^\dagger_p$ and its expansion, like we did in Eq. (B1). By expanding $A^\dagger_p$ to the order $\exp(-\alpha \kappa^2)$, we generate a positive semidefinite operator $\hat{H} = \sum_p A^\dagger_p A_p$ that “approximates” the full Hamiltonian $H$ to the order $\exp(-2\alpha \kappa^2)$, in the sense that the eigenstates of $\hat{H}$ have large overlap with those of $H$. This is verified numerically in Fig. 9 where we plot the overlap of the ground state of $\hat{H}$ with the full Laughlin state, as a function of the order of truncation in $A^\dagger_p$. The “truncation” $\Sigma$ means that we keep only terms $c^{\dagger}_{p+r} c^{\dagger}_{p-r}$ in the expansion of $A^\dagger_p$ such that $4r^2 \leq \Sigma$. Thus, as we vary $\Sigma$ over all integers, we expect to see plateaus in the overlap or ground-state energy because new interaction terms in the Hamiltonian appear in discrete steps $4r^2 = 0, 1, 4, 9, 16, \ldots$

In Fig. 9 (inset), the overlap monotonically approaches unity, and does so much faster for aspect ratio closer to the unity, and does so much faster for aspect ratio closer to the thin-torus limit. Unlike the overlap, the ground-state energy has a non-monotonic dependence on the order of truncation. For $4r^2 \leq 4$, it is zero to machine precision (as we expect from the analytic solution), but for $4r^2 = 9$ it jumps to a non-zero value. We have analytically verified that this occurs for $N \geq 4$ particles (for $N = 3$ one can show analytically that the solution for $4r^2 \leq 9$ also has zero energy, i.e. it yields the full Laughlin state for that finite system). After this jump, the energy monotonically decays to zero, but interestingly this “relaxation” occurs much more slowly compared to the saturation of the overlap.

In the bosonic Moore-Read case, the operator $A^\dagger_p$ (previously given in Eq. (B1) for the Laughlin case) generalizes to a sum of terms of the form $c^{\dagger}_{p+r} c^{\dagger}_{p+r-s} c^{\dagger}_{p-r-s}$. Each such term contributes $\Sigma = r^2 + s^2 + rs$ to the total weight of the matrix element in the Hamiltonian. As we explained in Sec. IIIC, $r, s$ here take values in $\mathbb{Z}/3$, which yields the following possibilities for $c^{\dagger}_{p+r} c^{\dagger}_{p+r-s} c^{\dagger}_{p-r-s}$ in the order of increasing $\Sigma$:

\[
\begin{align*}
  r &= 0, \quad s = 0, \quad -r - s = 0; \quad \Sigma = 0 \\
  r &= 1/3, \quad s = 1/3, \quad -r - s = -2/3; \quad \Sigma = 1/3 \\
  r &= 1, \quad s = 0, \quad -r - s = -1; \quad \Sigma = 1 \\
  r &= 2/3, \quad s = 2/3, \quad -r - s = -4/3; \quad \Sigma = 4/3 \\
  r &= 4/3, \quad s = 1/3, \quad -r - s = -5/3; \quad \Sigma = 7/3 \\
  r &= 2, \quad s = -1, \quad -r - s = -1; \quad \Sigma = 3 \\
  r &= 2, \quad s = 0, \quad -r - s = -2; \quad \Sigma = 4
\end{align*}
\]

(B3)

It is clear that by keeping only the first two terms we do not generate any hoppings but only density-density terms (because $c^{3}_{p}$ and $c^{2}_{p+1/3} c^{3}_{p-2/3}$ cannot be combined together, since $p$ must be either an integer or a fraction). Thus, with these two terms we recover the strict thin-torus limit.

More interestingly, to obtain the correction to the thin-torus limit, we keep the terms in Eq. (B3) up to $\Sigma = 4/3$. One might expect this would reproduce the full Moore-Read Hamiltonian to the order $\exp(-8\kappa^2/3)$. This is almost true, apart from a single type of term

\[
c^{\dagger}_{p+4/3} c^{\dagger}_{p+1/3} c^{\dagger}_{p-5/3} c^{\dagger}_{p+1} c^{\dagger}_{p-2/3}.
\]

(B4)

The order of this term is $\exp(-8\kappa^2/3)$ but it cannot be reproduced by keeping terms in $A^\dagger_p$ to the order $\exp(-4\kappa^2/3)$. In order to construct a solvable model, we must neglect this term. In the vicinity of the thin-torus limit, however, neglecting this term produces a negligible error.

In Fig. 10 similarly to the Laughlin case, we assess the quality of the approximation achieved by truncating the Hamiltonian via Eq. (B3). We compare the ground state of the full Moore-Read Hamiltonian and the truncated Hamiltonian obtained by keeping only terms $c^{\dagger}_{p+r} c^{\dagger}_{p+r-s} c^{\dagger}_{p-r-s}$ with $\Sigma$ smaller than a given cutoff. We evaluate the overlap between the two ground states in each of the topologically-degenerate sectors, as well as the ground-state energy of the truncated Hamiltonian. The overlap monotonically approaches unity with the increase of the cutoff, while the ground-state energy first increases and then slowly relaxes down to zero. We see that, in general, the truncation of the Hamiltonian introduces a splitting between the ground-state energy in different topological sectors, although the ground states monotonically evolve towards the full Moore-Read states as the truncated order is increased. The location of the plateaus in Fig. 10 can be
traced back to the special values of $\Sigma$ in Eq. (B3).

Finally, in the $Z_3$ RR case, $A^4$ is constructed from terms of the form $c_p^+ r c_p^+ s c_p^− r s t$. Here $r, s, t$ take values $\Sigma/4$, and each term contributes $\Sigma = r^2 + s^2 + t^2 + rs + rt + st$ to the total weight, therefore they can be classified in the order of dominance:

$r = 0, s = 0, t = 0; -r - s - t = 0; \Sigma = 0$
$r = 1/4, s = 1/4, t = 1/4; -r - s - t = 3/4; \Sigma = 3/8$
$r = 1/2, s = 1/2, t = -1/2; -r - s - t = -1/2; \Sigma = 1/2$
$r = 1, s = 0, t = 0; -r - s - t = -1; \Sigma = 1$

(B5)

In order to reproduce the thin-torus ground states, we must keep terms up to $\Sigma = 1/2$ in Eq. (B5). This will generate an approximation to the full RR Hamiltonian at the order of $\exp(-\kappa^2)$, because it misses the term which combines $\Sigma = 0$, e.g.,

$$c_p^+ r c_p^+ s c_p^− r s t.$$  \hspace{1cm} (B6)

This is different from the previous cases (Laughlin and Moore-Read) because the “minimal” Hamiltonian that describes the thin-torus limit is now no longer “protected” from hopping terms, i.e., it becomes intrinsically non-classical and its properties, such as the existence of a gap, become less obvious.

Finally, we mention in passing that further approximations in $\kappa$ can be generated for the full RR Hamiltonian by keeping more terms in $A^4$, similarly to the Moore-Read state (Sec. III B). For example, by keeping terms down to $\Sigma = 1$ in Eq. (B5) we obtain an exactly-solvable Hamiltonian that approximates the full RR Hamiltonian at the order $\exp(-2\kappa^2)$. Strictly speaking, this solvable Hamiltonian is an approximation to the full Hamiltonian because it misses some terms at a given order: e.g., $c_p^+ r c_p^+ s c_p^− r s t$ has a weight $\exp(-2\kappa^2)$, therefore it is present in the full Hamiltonian but cannot be obtained from $A^4$ truncated to order $\Sigma = 1$, etc.
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