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Abstract

In this paper, two robust model predictive control (MPC) schemes are proposed for tracking control of nonholonomic systems with bounded disturbances: tube-MPC and nominal robust MPC (NRMPC). In tube-MPC, the control signal consists of a control action and a nonlinear feedback law based on the deviation of the actual states from the states of a nominal system. It renders the actual trajectory within a tube centered along the optimal trajectory of the nominal system. Recursive feasibility and input-to-state stability are established and the constraints are ensured by tightening the input domain and the terminal region. While in NRMPC, an optimal control sequence is obtained by solving an optimization problem based on the current state, and the first portion of this sequence is applied to the real system in an open-loop manner during each sampling period. The state of nominal system model is updated by the actual state at each step, which provides additional a feedback. By introducing a robust state constraint and tightening the terminal region, recursive feasibility and input-to-state stability are guaranteed. Simulation results demonstrate the effectiveness of both strategies proposed.
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1 Introduction

Tracking control of nonholonomic systems is a fundamental motion control problem and has broad applications in many important fields such as unmanned ground vehicle navigation [1]; multi-vehicle cooperative control [2]; formation control [3]; and so on. So far, many techniques have been developed for control of nonholonomic robots [4,5,6,7,8]. However, these techniques either ignore the mechanical constraints, or require the persistent excitation of the reference trajectory, i.e., the linear and angular velocity must not converge to zero [9]. Model predictive control (MPC) is widely used in constrained systems. By solving a finite horizon open-loop optimization problem on-line based on the current system state at each sampling instant, an optimal control sequence is obtained. The first portion of the sequence is applied to the system at each actuator update [10]. MPC for tracking of nonholonomic systems was studied in [2,9,11,12], where the robots were considered to be perfectly modeled. However, when the system is uncertain or perturbed, then stability and feasibility of such MPC may be lost. In the absence of constraints and uncertainties, the optimal predictive control sequence obtained by MPC is identical to that obtained by dynamic programming (DP), which provides an optimal feedback policy or sequence of control laws [13]. Considering that feedback control is superior to open-loop control in the aspect of robustness and that DP cannot deal with the constrained systems, design methods for MPC with robust guarantees is an urgent demand for the tracking of constrained nonholonomic systems.

There are several design methods for robust MPC. One of the simplest approaches is to ignore the uncertainties and rely on the inherent robustness of deterministic MPC [14,15], in which an open-loop control action solved on-line is applied recursively to the system. However, the open-loop control during each sampling period may degrade the control performance even render the system unstable. Hence, feedback MPC was proposed in...
Robust MPC for linear systems is well studied but for nonlinear systems is still challenging since it is usually intractable to design a feedback law yielding a corresponding robust invariant set. Especially, the study of robust MPC for nonholonomic systems remains open. Motivated by the analysis above, this paper focuses on the design of robust MPC for tracking of nonholonomic systems with coupled input constraint and bounded additive disturbances. We discuss two robust MPC schemes introduced above. First, a tube-MPC strategy with two degrees of freedom is developed, in which the nominal system is employed to generate a central trajectory and a nonlinear feedback is designed to steer the system trajectory of actual system within the tube for all admissible disturbances. Recursive feasibility and input-to-state stability are guaranteed by tightening the input domain and terminal constraint via affine transformation and all the constraints are ensured. Since tube-MPC sacrifices optimality for simplicity, an NRMPC strategy is presented, in which the state of the nominal system is updated by the actual one in each step. In such a way, the control action applied to the real system is optimal with respect to the current state. Input-to-state stability is also established by utilizing the recursive feasibility and the tightened terminal region.

The remainder of this paper is organized as follows. In Section 2, we outline the control problem and some preliminaries. Tube-MPC and NRMPC schemes are developed in Section 3 and Section 4, respectively, for tracking of nonholonomic systems. In Section 5, Simulation results are given. Finally, we summarize the works of this paper in Section 6.

Notation: \( \mathbb{R} \) denotes the real space and \( \mathbb{N} \) denotes the collection of all positive integers. For a given matrix \( M \), \( \| M \| \) denotes its 2-norm, \( \text{diag}\{x_1,x_2,\ldots,x_n\} \) denotes the diagonal matrix with entries \( x_1,x_2,\ldots,x_n \in \mathbb{R} \). For two vectors \( x = [x_1,x_2,\ldots,x_n]^T \) and \( y = [y_1,y_2,\ldots,y_n]^T \), \( x < y \) means \( \{x_1 < y_1, x_2 < y_2, \ldots, x_n < y_n\} \) and \( |x| \triangleq [|x_1|,|x_2|,\ldots,|x_n|]^T \) denotes its absolute value. \( \| x \| \triangleq \sqrt{x^T x} \) is the Euclidean norm. \( P \)-weighted norm is denoted as \( \| x \|_P \triangleq \sqrt{x^T P x} \), where \( P \) is a positive definite matrix with appropriate dimension. Given two sets \( \mathbb{A} \) and \( \mathbb{B} \), \( \mathbb{A} \oplus \mathbb{B} \triangleq \{ a + b | a \in \mathbb{A}, b \in \mathbb{B} \} \), \( \mathbb{A} \ominus \mathbb{B} \triangleq \{ a | a \in \mathbb{A}, a \not\in \mathbb{B} \} \) and \( MA \triangleq \{ Ma | a \in \mathbb{A} \} \), where \( M \) is a matrix with appropriate dimensions.

## 2 Problem formulation and preliminaries

In this section, we first introduce the kinematics of the nonholonomic robot and deduce the coupled input constraint from its mechanical model. Then, we formulate the tracking problem as our control objective, and finally give some preliminaries for facilitating the development of our main results.
2.1 Kinematics of the nonholonomic robot

Consider the nonholonomic robot described by the following unicycle-modeled dynamics:

\[
\dot{\xi}(t) = f(\xi(t), u(t)) = \begin{bmatrix} \cos \theta(t) & 0 \\ \sin \theta(t) & 0 \\ 0 & 1 \end{bmatrix} u(t),
\]

where \(\xi(t) = [p^T(t), \theta(t)]^T \in \mathbb{R}^2 \times (-\pi, \pi)\) is the state, consisting of position \(p(t) = [x(t), y(t)]^T\) and orientation \(\theta(t)\), and \(u(t) = [v(t), \omega(t)]^T\) is the control input with the linear velocity \(v(t)\) and the angular velocity \(\omega(t)\).

The structure of the nonholonomic robot is shown in Fig. 1. \(\rho\) is half of the wheelbase, \(v^L\) and \(v^R\) are the velocities of the left and the right driving wheels of the robot, respectively. Denote \(\xi_h\) by the head position which is the point that lies a distance \(\rho\) along the perpendicular bisector of the wheel axis ahead of the robot and is given by

\[
\xi_h(t) = \begin{bmatrix} x_h(t) \\ y_h(t) \\ \theta_h(t) \end{bmatrix} = \begin{bmatrix} x(t) \\ y(t) \\ \theta(t) \end{bmatrix} + \rho \begin{bmatrix} \cos \theta(t) \\ \sin \theta(t) \\ 0 \end{bmatrix}.
\]

The nominal system of the head position is then formulated as

\[
\dot{\xi}_h(t) = f_h(\xi_h(t), u(t)) = \begin{bmatrix} \cos \theta(t) - \rho \sin \theta(t) \\ \sin \theta(t) \rho \cos \theta(t) \\ 0 \end{bmatrix} u(t).
\]

It is assumed that the two wheels of the robot possess the same mechanical properties and are bounded by \(|v^L| \leq a\) and \(|v^R| \leq a\), where \(a \in \mathbb{R}\) is a known positive constant. The linear and angular velocities of the robot are presented as

\[
v = (v^L + v^R)/2, \\
\omega = (v^R - v^L)/2\rho.
\]

As a consequence, the control input \(u\) should satisfy the constraint \(u \in U\), where

\[
U = \{ [v, \omega]^T : \frac{|v|}{a} + \frac{|\omega|}{b} \leq 1 \}
\]

with \(b = a/\rho\).

2.2 Control objective

Our control objective is to track a reference trajectory in a global frame \(O\). The reference trajectory, which can be viewed as a virtual leader, is described by a reference state vector \(\xi_r(t) = [p_r^T(t), \theta_r(t)]^T \in \mathbb{R}^2 \times (-\pi, \pi)\) with \(p_r(t) = [x_r(t), y_r(t)]^T\) and a reference control signal \(u_r(t) = [v_r(t), \omega_r(t)]^T\) in \(U\). The reference state vector \(\xi_r(t)\) and the reference control signal \(u_r(t)\) are modeled as a nominal unicycle robot

\[
\dot{\xi}_r(t) = f(\xi_r(t), u_r(t)).
\]

The follower to be controlled is also an unicycle with kinematics (1). Considering the existence of nonholonomic constraint, we consider its head position modeled as (3). Furthermore, the robot is assumed to be perturbed by a disturbance caused by sideslip due to the road ride. Therefore, we consider disturbances acting on the linear velocity while neglecting disturbances acting on the angular velocity. The perturbed head position kinematics is then formulated as follows:

\[
\dot{\xi}_{fh}(t) = f_h(\xi_{fh}(t), u_f(t)) + d(t), \quad u_f(t) \in U,
\]

where \(\xi_{fh}(t) = [p_{fh}^T(t), \theta_f(t)]^T\) is the state with the head position \(p_{fh}(t) = [x_{fh}(t), y_{fh}(t)]^T\), \(u_f(t) = [v_f(t), \omega_f(t)]^T\) is the control input, and \(d(t) = [d^x(t), d^y(t)]^T \subseteq \mathbb{R}^3, d_p(t) = [d_x(t), d_y(t)]^T\), is the external disturbances, which is bounded by \(||d(t)|| \leq \eta\).

Construct Frenet-Serret frames \(\xi O\) and \(\xi F\) for the virtual leader and the follower, respectively. They are moving frames fixed on the robots (see Fig. 2). The tracking error \(p_{rf} = [x_{rf}, y_{rf}]^T\) with respect to the Frenet-Serret frame \(\xi F\) is given by

\[
p_{rf}(t) = R(\theta_f(t))(p_r(t) - p_f(t)), \quad \theta_{rf}(t) = \theta_r(t) - \theta_f(t),
\]

where \(R(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}\) is the rotation matrix.
Taking the derivative of the tracking error yields

\[
\dot{\tilde{p}}_{rf}(t) = \begin{bmatrix} 0 & \omega_f(t) \\ -\omega_f(t) & 0 \end{bmatrix} \begin{bmatrix} x_{rf}(t) \\ y_{rf}(t) \end{bmatrix} + \begin{bmatrix} -v_f(t) + v_r(t) \cos \theta_{rf}(t) \\ -\rho \omega_f(t) + v_r(t) \sin \theta_{rf}(t) \end{bmatrix} + R(\theta_f) \begin{bmatrix} d_x(t) \\ d_y(t) \end{bmatrix}. \tag{10}
\]

Based on the discussion above, we will design robust MPC strategies to drive the tracking error \( p_{rf} \) to a neighborhood of the origin. Note that the tracking system (10) involves the disturbances but the future disturbances cannot be predicted in advance. We will formulate the MPC problem only involving the nominal system.

To distinguish the variables in the nominal system model from the real system, we introduce \( \hat{\cdot} \) as a superscript for the variables in the nominal system. From the perturbed system (7), the nominal dynamics can be obtained by neglecting the disturbances as

\[
\dot{\tilde{\xi}}_{fh}(t) = f_h(\tilde{\xi}_{fh}(t), \tilde{u}_f(t)), \quad \tilde{u}_f(t) \in U, \tag{11}
\]

where, similarly, \( \tilde{\xi}_{fh}(t) = [\tilde{p}_{fh}^T(t), \tilde{\theta}_{fh}(t)]^T \) is the state of the nominal system with the position \( \tilde{p}_{fh} = [\tilde{x}_{fh}(t), \tilde{y}_{fh}(t)]^T \) and orientation \( \tilde{\theta}_{fh}(t) \), and \( \tilde{u}_f(t) = [\tilde{\nu}_f(t), \tilde{\omega}_f(t)]^T \) is the control input of the nominal system. The tracking error dynamics based on the nominal system is then given by

\[
\dot{\tilde{p}}_{rf}(t) = \begin{bmatrix} 0 & \omega_f(t) \\ -\omega_f(t) & 0 \end{bmatrix} \begin{bmatrix} \tilde{x}_{rf}(t) \\ \tilde{y}_{rf}(t) \end{bmatrix} + \tilde{u}_{rf}(t), \tag{12}
\]

where \( \tilde{u}_{rf}(t) \) is the input error and is given by

\[
\tilde{u}_{rf}(t) = \begin{bmatrix} -v_f(t) + v_r(t) \cos \hat{\theta}_{rf}(t) \\ -\rho \omega_f(t) + v_r(t) \sin \hat{\theta}_{rf}(t) \end{bmatrix}. \tag{13}
\]

Define \( \{ t_k : k \in \mathbb{N}, t_{k+1} - t_k = \delta \} \), with \( \delta > 0 \), the time sequence at which the open-loop optimization problems are solved. The MPC cost to be minimized is given by

\[
J(\tilde{p}_{rf}(t_k), \tilde{u}_{rf}(t_k)) = \int_{t_k}^{t_k+T} L(\tilde{p}_{rf}(\tau | t_k), \tilde{u}_{rf}(\tau | t_k)) d\tau + g(\tilde{p}_{rf}(t_k + T | t_k)), \tag{14}
\]

in which \( L(\tilde{p}_{rf}(\tau | t_k), \tilde{u}_{rf}(\tau | t_k)) = \| \tilde{p}_{rf}(\tau | t_k) \|_Q^2 + \| \tilde{u}_{rf}(\tau | t_k) \|_R^2 \) represents the stage cost with the positive define matrices \( P = \text{diag}\{p_1, p_2\} \) and \( Q = \text{diag}\{q_1, q_2\} \), \( g(\tilde{p}_{rf}(\tau | t_k)) = \frac{1}{2}\| \tilde{p}_{rf}(\tau | t_k) \|_2^2 \) is the terminal penalty, and \( T \) is the prediction horizon satisfying \( T = N\delta, N \in \mathbb{N} \).

### 2.3 Preliminaries

Some definitions and lemmas used in the following sections are summarized as follows.

**Definition 1** For the nominal tracking error system (12), the terminal region \( \Omega \) and the terminal controller \( \tilde{u}_f^*(\cdot) \) are such that if \( \tilde{p}_{rf}(t_k + T | t_k) \in \Omega \), then, for any \( \tau \in (t_k + T, t_{k+1} + T) \), by implementing the terminal controller \( \tilde{u}_f^*(\tau | t_{k+1}) = \tilde{u}_f^*(\tau | t_{k+1}) \), it holds that

\[
\tilde{p}_{rf}(\tau | t_k) \in \Omega, \quad \tilde{u}_f^*(\tau | t_k) \in U, \quad \tilde{y}_f(\tau | t_k) + L(\tilde{p}_{rf}(\tau | t_k), \tilde{u}_{rf}(\tau | t_k)) \leq 0. \tag{17}
\]

**Definition 2** ([33]) System (10) is input-to-state stable (ISS) if there exist a KL function \( \beta(\cdot, \cdot) : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \) and a K function \( \gamma(\cdot) \) such that, for \( t \geq 0 \), it holds that

\[
\| p_{rf}(t) \| \leq \beta(\| p_{rf}(t_0) \|, t), \quad \gamma(t). \tag{18}
\]

**Definition 3** ([13]) A function \( V(\cdot) \) is called an ISS-Lyapunov function for system (10) if there exist \( K_{\infty} \) functions \( \alpha_1(\cdot) \), \( \alpha_2(\cdot) \), \( \alpha_3(\cdot) \) and a K function \( \sigma(\cdot) \) such that for all \( p_{rf} \in \mathbb{R}^2 \)

\[
\alpha_1(\| p_{rf}(t_k) \|) \leq V(p_{rf}(t_k)) \leq \alpha_2(\| p_{rf}(t_k) \|),
\]

\[
V(p_{rf}(t_{k+1})) - V(p_{rf}(t_k)) \leq -\alpha_3(\| p_{rf}(t_k) \|) + \sigma(\eta). \tag{20}
\]

**Remark 1** It should be mentioned that both Definition 2 and Definition 3 result in input-to-state stability, which implies that the tracking error vanishes if there is no disturbance.
The following lemma provides a terminal controller and the corresponding terminal region for the nominal error system (12).

**Lemma 1** For the nominal tracking system (12), let \( \tilde{u}_f \in \lambda_f U \) with \( \lambda_f \in (0,1) \), \( |\tilde{v}| < \frac{\sqrt{a}}{\lambda_f} \), and \( \lambda_r = \frac{u^2}{a} \max |v_r| \). Then \( \Omega = \{ \tilde{p}_r : \tilde{k}_1 |\tilde{x}_r| + \tilde{k}_2 |\tilde{y}_r| < a(\lambda_f - \lambda_r) \} \) is a terminal region for the controller

\[
\tilde{u}_f^* = \begin{bmatrix} \tilde{v}_f^* \\ \tilde{\omega}_f^* \end{bmatrix}, \\
\tilde{x}_f^* = \tilde{k}_1 |\tilde{x}_r| + \tilde{k}_2 |\tilde{y}_r| < a(\lambda_f - \lambda_r)
\]



Proof. First, consider the terminal controller

\[
\tilde{u}_f^* = \begin{bmatrix} \tilde{v}_f^* \\ \tilde{\omega}_f^* \end{bmatrix} = \begin{bmatrix} \tilde{k}_1 |\tilde{x}_r| + v_r \cos \tilde{\theta}_r \\ \tilde{k}_2 |\tilde{y}_r| + v_r \sin \tilde{\theta}_r \end{bmatrix}
\]

with the parameters satisfying \( p_i q_i < \frac{1}{4} \) and \( \tilde{k}_i \in \left( \frac{1 - \sqrt{-1 + 2a q_i}}{4p_i}, \frac{1 + \sqrt{1 - 2a q_i}}{4p_i} \right) \), \( i = 1, 2 \).

Proof. Consider the function values of \( f_h(\xi_h, u) \) at \( \xi_{h1} \) and \( \xi_{h2} \) with the same \( u \), we have

\[
\|f_h(\xi_{h1}, u) - f_h(\xi_{h2}, u)\|^2
\]

\[
= \left[ \begin{array}{c} v \cos(\theta_1 - \cos(\theta_2) + \rho(\sin(\theta_1 - \sin(\theta_1)) \\ v \sin(\theta_1 - \cos(\theta_2) + \rho(\cos(\theta_1 - \cos(\theta_2)) \\ 0 \end{array} \right) \right]^2
\]

\[
= v^2(\cos(\theta_1 - \cos(\theta_2))^2 + \rho^2 \sin(\theta_1 - \sin(\theta_1))^2 \\ + v^2(\sin(\theta_1 - \cos(\theta_2))^2 + \rho^2 \cos(\theta_1 - \cos(\theta_2))^2 \\ \leq 2(v^2 + \rho^2 \omega^2)(\theta_1 - \theta_2)^2 \\
\leq 2 \max_{[\theta, \omega] \in U} \left\{ v^2 + \rho^2 \omega^2 \right\} (\theta_1 - \theta_2)^2
\]

\[
= a^2(\theta_1 - \theta_2)^2,
\]

where the mean value theorem and Lagrange multiplier method are used in the last inequality. The maximum of \( v^2 + \rho^2 \omega^2, \) subject to \( |v|/a + |\omega|/b < 1 \), can be obtained by setting \( v = \frac{b}{2} \) and \( \omega = \frac{b}{2} \). From the results above, we conclude that

\[
\|f_h(\xi_{h1}, u) - f_h(\xi_{h2}, u)\| \leq a \|\xi_{h1} - \xi_{h2}\|.
\]

**Lemma 2** System (3) with \( u \in U \) is locally Lipschitz in \( \xi_h \) with Lipschitz constant \( a \), where \( a \) is the max wheel speed.

Proof. Consider the function values of \( f_h(\xi_h, u) \) at \( \xi_{h1} \) and \( \xi_{h2} \) with the same \( u \), we have

\[
\|f_h(\xi_{h1}, u) - f_h(\xi_{h2}, u)\|^2
\]

\[
= \left[ \begin{array}{c} v \cos(\theta_1 - \cos(\theta_2) + \rho(\sin(\theta_1 - \sin(\theta_1)) \\ v \sin(\theta_1 - \cos(\theta_2) + \rho(\cos(\theta_1 - \cos(\theta_2)) \\ 0 \end{array} \right) \right]^2
\]

\[
= v^2(\cos(\theta_1 - \cos(\theta_2))^2 + \rho^2 \sin(\theta_1 - \sin(\theta_1))^2 \\ + v^2(\sin(\theta_1 - \cos(\theta_2))^2 + \rho^2 \cos(\theta_1 - \cos(\theta_2))^2 \\ \leq 2(v^2 + \rho^2 \omega^2)(\theta_1 - \theta_2)^2 \\
\leq 2 \max_{[\theta, \omega] \in U} \left\{ v^2 + \rho^2 \omega^2 \right\} (\theta_1 - \theta_2)^2
\]

\[
= a^2(\theta_1 - \theta_2)^2,
\]

where the mean value theorem and Lagrange multiplier method are used in the last inequality. The maximum of \( v^2 + \rho^2 \omega^2, \) subject to \( |v|/a + |\omega|/b < 1 \), can be obtained by setting \( v = \frac{b}{2} \) and \( \omega = \frac{b}{2} \). From the results above, we conclude that

\[
\|f_h(\xi_{h1}, u) - f_h(\xi_{h2}, u)\| \leq a \|\xi_{h1} - \xi_{h2}\|.
\]

**3 Tube-MPC**

In this section, a tube-MPC policy is developed, which consists of an optimal control action obtained by solving an optimization problem and a feedback law based on the deviation of the actual state from the nominal one. The controller forces the system state to stay within a tube around a sensible central trajectory. The central trajectory is determined by the following optimization problem.

**Problem 1**

\[
\min_{\tilde{u}_f(\tau|t_k)}, J(\tilde{p}_r(t_k), \tilde{u}_f(\tau|t_k)), \]

s.t. \( \tilde{\xi}_{f h}(t_k(t_k)) = \tilde{\xi}_{f h}(t_k), \)

\( \tilde{\xi}_{f h}(\tau|t_k) = f_h(\xi_{f h}(\tau|t_k), \tilde{u}_f(\tau|t_k)), \)

\( \tilde{u}_f(\tau|t_k) \in U_{t u b e}, \)

\( \tilde{p}_r(t_k + T|t_k) \in \Omega_{t u b e}, \)

where \( U_{t u b e} = \{ [\tilde{v}_f, \tilde{\omega}_f]^T : |\tilde{v}_f|/a + |\tilde{\omega}_f|/b \leq \lambda_{t u b e} \} \) with \( \lambda_{t u b e} = \frac{\sqrt{a^2 - \frac{a^2}{b^2}}}{b} \) and \( \Omega_{t u b e} = \{ \tilde{p}_r : \tilde{k}_1 |\tilde{x}_r| + \tilde{k}_2 |\tilde{y}_r| < \frac{a(\lambda_{t u b e} - \lambda_r)}{2} \}. \)
Solution of Problem 1 yields the minimizing control sequence for the nominal follower system over the interval \([t_k, t_{k+1}]\):

\[
\tilde{u}_f^*(t_k) = \{\tilde{u}_f^*(t_k|t_k), \tilde{u}_f^*(t_k+1|t_k), \ldots, \tilde{u}_f^*(t_k+N|t_k)\},
\]

as well as the corresponding optimal trajectory:

\[
\tilde{\xi}_f^*(t_k) = \left[\tilde{p}_f^*(t_k|t_k), \tilde{\theta}_f^*(t_k|t_k)\right]^T, \tilde{p}_f^*(t_k+1|t_k), \tilde{\theta}_f^*(t_k+1|t_k), \ldots, \tilde{p}_f^*(t_k+N|t_k), \tilde{\theta}_f^*(t_k+N|t_k)\right]^T. \tag{30}
\]

The robust controller for the follower over the interval \([t_k, t_{k+1}]\) is designed as

\[
u_f(t_k) = M^{-1}(\theta_f(t_k))M(\tilde{\theta}_f^*(t_k|t_k))\tilde{u}_f^*(t_k|t_k)
+ M^{-1}(\theta_f(t_k))K(p_{f_f}(t_k) - \tilde{p}_f^*(t_k|t_k)), \tag{31}
\]

where

\[
M(\theta) = \begin{bmatrix}
\cos \theta & -\rho \sin \theta \\
\sin \theta & \rho \cos \theta
\end{bmatrix},
K = \text{diag}\{k_x, k_y\},
\]

for \(k_x < 0, k_y < 0\), is the feedback gain, \(\tilde{u}_f^*(t_k|t_k)\) is the first control action of the optimal control sequence, and \(\tilde{p}_f^*(t_k|t_k)\) and \(\tilde{\theta}_f^*(t_k|t_k)\) are the first portion of the optimal position and orientation, respectively.

Based on this control strategy, the procedure of tube-MPC is summarized in Algorithm 1.

**Algorithm 1 Tube-MPC**

1. At time \(t_0\), initialize the nominal system state by the actual state \(\xi_{f_f}(0) = \xi_{f_f}(0)\).
2. At time \(t_k\), solve Problem 1 based on nominal system to obtain the optimal control sequence \(\tilde{u}_f^*(t_k) = \arg\min_{u_f(t_k)} J_f(t_k, \tilde{p}_f, \tilde{u}_f)\).
3. Calculate the actual control signal for the real system \(u_f(t_k) = M^{-1}(\theta_f(t_k))M(\tilde{\theta}_f^*(t_k|t_k))\tilde{u}_f^*(t_k|t_k) + K(p_{f_f}(t_k) - \tilde{p}_f^*(t_k|t_k))\).
4. Apply the first portion of the sequence, i.e., \(\tilde{u}_f^*(t_k|t_k)\), to the nominal system, and apply \(u_f(t_k)\) to the real system during the sampling interval \([t_k, t_{k+1}]\).
5. Update the state of the nominal system with \(\tilde{\xi}_{f_f}(t_{k+1})\) and the state of the real system with \(\xi_{f_f}(t_{k+1})\).
6. Update the time instant \(t_k = t_{k+1}\) and go to step 2.

**Remark 2** Since the optimization problem is solved online at each step and the first optimal control action is employed to generate the control policy together with the feedback law, the computational complexity is determined by the nominal system. Hence, the scheme has the same computational complexity as the deterministic MPC.

**Remark 3** Due to the nonlinearity and nonholonomic constraint of the system, the optimal control action and the feedback law are combined in a different manner compared to linear systems [23,24,25]. This increases the difficulty of determining the tightened input constraint set \(\Xi_{f_f}\) such that \(u_f \in \Xi_{f_f}\) holds. The scheme is also different from the existing works on nonlinear systems as in [27] and [28], in which our feedback law determined off-line is replaced with an online computation of another MPC. Hence, two optimization problems have to be solved in each step, which increases the computational burden.

**Remark 4** From Algorithm 1, it can be observed that the optimization problem employs only the nominal system and thus the predictive optimal trajectory is independent of the actual state except for the initial one. From this point, the central trajectory of the tube can be calculated in a parallel or even off-line way if the initial state is known a priori. In such a way, only one feedback law is required to be calculated on-line, which reduces the online computational burden even further.

Before stating the main results of tube-MPC, the following lemma is given to show that the feedback law renders the difference between the minimizing trajectory and the actual trajectory bounded while guaranteeing the satisfaction of the input constraint.

**Lemma 3** For the tracking control system (10) with controller (31), it follows that

(i) the state of the real system lies in the tube \(T = p_{f_f}^* \oplus \Xi_{f_f}\), where \(\Xi_{f_f} = \{p_{f_f}(t) : |p_{f_f}| \leq \left[\begin{array}{c} \frac{\eta_{f_f}}{k_1} \\ \frac{\eta_{f_f}}{k_2}\end{array}\right]\}\);

(ii) the input constraint is satisfied, i.e., \(u_f \in \Xi_{f_f}\).

**Proof.** Denote the deviation of the actual trajectory from the optimal trajectory as

\[
p_{f_f}(t) = p_{f_f}(t) - \tilde{p}_{f_f}(t).
\]

Taking the derivative of (32) yields

\[
\dot{p}_{f_f}(t) = \begin{bmatrix}
\cos \theta_f(t) & -\rho \sin \theta_f(t) \\
\sin \theta_f(t) & \rho \cos \theta_f(t)
\end{bmatrix} u_f(t)
- \begin{bmatrix}
\cos \tilde{\theta}_f^*(t) & -\rho \sin \tilde{\theta}_f^*(t) \\
\sin \tilde{\theta}_f^*(t) & \rho \cos \tilde{\theta}_f^*(t)
\end{bmatrix} \tilde{u}_f^*(t) + d_p(t). \tag{33}
\]

Substituting (31) into (33), we can conclude that

\[
\dot{p}_{f_f}(t) = Kp_{f_f}(t) + d_p(t), \tag{34}
\]

of which the solution is given by

\[
p_{f_f}(t) = e^{Kt}p_{f_f}(0) + \int_0^t e^{K(t-\tau)}d_p(\tau)d\tau. \tag{35}
\]
By the initialization stage (25) and the upper-bound of the disturbances, it follows that
\[ |p_{fe}(t)| \leq \eta \left[ \frac{1}{k_1} e^{k_1 t} - \frac{1}{k_2} e^{k_2 t} \right]. \tag{36} \]

Consequently, \( p_{fe}(t) \in \mathbb{P}_{fe}(t) \), where the set \( \mathbb{P}_{fe}(t) \) is defined by
\[ \mathbb{P}_{fe}(t) = \left\{ p_{fe}(t) : |p_{fe}(t)| \leq \eta \left[ \frac{1}{k_1} e^{k_1 t} - \frac{1}{k_2} e^{k_2 t} \right] \right\}. \tag{37} \]

We further define \( \mathbb{P}_{fe} \) as
\[ \mathbb{P}_{fe} = \lim_{t \to \infty} \mathbb{P}_{fe}(t) = \left\{ p_{fe}(t) : |p_{fe}| \leq \eta \left[ \frac{1}{k_1} e^{k_1 t} - \frac{1}{k_2} e^{k_2 t} \right] \right\}. \tag{38} \]

From (32) and \( p_{fe} \in \mathbb{P}_{fe} \), we have
\[ p_{fh} \in p_{fh}^{*} \oplus \mathbb{P}_{fe}, \tag{39} \]
i.e., the trajectory lies in the tube \( T \).

For (ii), redefine the control input as
\[ u_{\theta}^f = M(\theta^f) u_f, \tag{40} \]
\[ u_{\theta}^{*f} = M(\theta^{*f}) u^{*f}. \tag{41} \]

It can be observed that \( M(\cdot) \) is an affine transformation, which is equivalent to scaling \( \omega_f \) (\( \omega^{*f} \)) by \( \rho \) and rotate \( u_f \) (\( u^{*f} \)) by \( \theta \). Thus, to prove \( u_f \in \mathcal{U} \) if \( u^{*f} \in \mathcal{U}_{\text{tube}} \) is equivalent to show \( u_{\theta}^f \in \mathcal{U} \) if \( u_{\theta}^{*f} \in \mathcal{U}_{\text{tube}} \) for every admissible \( \theta_f \) and \( \theta^{*f} \). The sets \( \mathcal{U} \) and \( \mathcal{U}_{\text{tube}} \) are defined as follows:
\[ \mathcal{U} = M(\theta_f) \{ [v, \omega]^T : |v| \rho + |\omega| \rho \leq 1 \}, \tag{42} \]
\[ \mathcal{U}_{\text{tube}} = M(\theta^{*f}) \{ [v, \omega]^T : |v| \rho + |\omega| \rho \leq \lambda_{\text{tube}} \}. \tag{43} \]

Substituting (40) into (31) yields
\[ u_{\theta}^f = u_{\theta}^{*f} + K p_{fe}. \tag{44} \]

It is obvious that
\[ \bigcup_{\theta_f \in (-\pi, \pi)} \mathcal{U} = \{ [v, \omega]^T : \| [v, \omega]^T \| \leq a \sqrt{2} \}, \tag{45} \]
\[ \bigcup_{\theta^{*f} \in (-\pi, \pi)} \mathcal{U}_{\text{tube}} = \{ [v, \omega]^T : \| [v, \omega]^T \| \leq a \lambda_{\text{tube}} \}. \tag{46} \]

Thus, it can be obtained that
\[ K \mathbb{P}_{fe} = \left\{ K p_{fe}(t) : |K p_{fe}| \leq \left[ \begin{array}{c} \eta \\ \eta \end{array} \right] \right\} \subset \left\{ K p_{fe}(t) : |K p_{fe}| \leq \sqrt{2} \eta \right\}. \tag{47} \]

which implies that \( u_{\theta}^f \in \mathcal{U} \) holds for every admissible \( \theta_f \) and \( \theta^{*f} \), and \( u_f \in \mathcal{U} \) naturally holds. \( \square \)

**Remark 5** Note that the input domain is independent of the feedback gain \( K \), which differs from the results of linear systems in [23,24,25]. Meanwhile, from (i) in Lemma 3, increasing \( K \) will reduce the difference between the actual trajectory and the optimal one, and consequently reduce the size of the tube \( T \). It indicates that the steady tracking performance could be enhanced by tuning \( K \).

The main results of tube-MPC are given in the following theorem.

**Theorem 1** For the tracking control system (10) under Algorithm 1, if Problem 1 is feasible at time \( t_0 \), then,

(i) Problem 1 is feasible for all \( t > t_0 \);
(ii) the tracking control system (10) is ISS.

**Proof.** From Lemma 1, \( \Omega_{\text{tube}} \) is a terminal region by letting \( \lambda_f = \lambda_{\text{tube}} \). We assume that a feasible solution exists and an optimal solution \( \tilde{u}^*_f(t_k) \) is found at the sampling instant \( t_k \). When applying this sequence to the nominal system, the tracking error of the nominal system is driven into the terminal region \( \Omega_{\text{tube}} \), i.e., \( \tilde{p}^*_f(t_k + T) \in \Omega_{\text{tube}} \), along the corresponding open-loop trajectory \( \tilde{\xi}_f(t) \) over \( [t_k, t_k + T] \). In terms of Algorithm 1, the open-loop control \( \tilde{u}^*_f(t_k|t_k) \) is applied to the nominal system, and its state measurement at time \( t_{k+1} \) is given by \( \tilde{\xi}(t_{k+1}) = \tilde{\xi}^*_f(t_k|t_k) \). Therefore, to solve the open-loop optimal control problem at \( t_{k+1} \) with the initial condition, a feasible solution can be constructed by
\[ \tilde{u}_f(\tau|t_{k+1}) = \begin{cases} \tilde{u}^*_f(\tau|t_k), \tau \in [t_{k+1} + T], \\ \tilde{u}^*_f(\tau|t_k), \tau \in [t_k + T, t_{k+1} + T], \end{cases} \tag{49} \]
where \( \tilde{u}^*_f(\tau|t_k) \) is the terminal controller given by (21).

Since the terminal region \( \Omega_{\text{tube}} \) is invariant with the control \( \tilde{u}^*_f(\tau|t_k), \tilde{p}^*_f(t_k + T|t_k) \in \Omega_{\text{tube}} \) implies \( \tilde{p}^*_f(t_{k+1} + T|t_{k+1}) \in \Omega_{\text{tube}} \). Then, result (i) can be achieved by induction.
Furthermore, because of the asymptotic stability of the nominal system, we show that the state of the real system converges to an invariant set along a trajectory lying in the tube $\mathbb{T}$, the center of which is the trajectory of the nominal system. The Lyapunov function for the nominal system is chosen as

$$V(t_k) = J(\tilde{p}_{rf}(t_k), \tilde{u}_{rf}(t_k)).$$

(50)

Consider the difference of the Lyapunov function at $t_k$ and $t_{k+1}$,

$$\Delta V = V(t_{k+1}) - V(t_k)$$

$$\leq J(\tilde{p}_{rf}(t_{k+1}), \tilde{u}_{rf}(t_{k+1})) - J(\tilde{p}_{rf}(t_k), \tilde{u}_{rf}(t_k))$$

$$= \int_{t_k}^{t_{k+1}+T} (\|\tilde{p}_{rf}(\tau|t_{k+1})\|^2_Q + \|\tilde{u}_{rf}(\tau|t_{k+1})\|^2_P) d\tau$$

$$- \int_{t_k}^{t_{k+1}+T} (\|\tilde{p}_{rf}(\tau|t_k)\|^2_Q + \|\tilde{u}_{rf}(\tau|t_k)\|^2_P) d\tau$$

$$+ \|\tilde{p}_{rf}(t_{k+1} + T|t_{k+1})\|_R^2 - \|\tilde{p}_{rf}(t_k + T|t_k)\|_R^2$$

$$= - \int_{t_k}^{t_{k+1}+T} (\|\tilde{p}_{rf}(\tau|t_k)\|^2_Q + \|\tilde{u}_{rf}(\tau|t_k)\|^2_P) d\tau$$

$$+ \int_{t_k}^{t_{k+1}+T} L(\tilde{p}_{rf}(\tau), \tilde{u}_{rf}(\tau)) d\tau \leq 0.$$  (51)

By integrating (17) form $t_k + T$ to $t_{k+1} + T$, it follows that

$$\|\tilde{p}_{rf}(t_{k+1} + T|t_{k+1})\|_R^2 - \|\tilde{p}_{rf}(t_k + T|t_k)\|_R^2$$

$$+ \int_{t_k}^{t_{k+1}+T} L(\tilde{p}_{rf}(\tau), \tilde{u}_{rf}(\tau)) d\tau \leq 0.$$  (52)

Substituting (52) into (51), we have $\Delta V \leq 0$, which implies that the tracking error for the nominal system converges to the origin asymptotically.

Due to the asymptotic stability of the nominal system, there exists a $\mathcal{K}$ function $\beta(\cdot, t)$, such that

$$\|\tilde{p}_{rf}(t)\| \leq \beta(\|\tilde{p}_{rf}(t_0)\|, t), \quad \forall t > t_0.$$  (53)

Furthermore, because of $p_{rf} \in \mathbb{P}_{fe}$ for all $t > t_0$, there exists a $\mathcal{K}$ function $\gamma(\cdot)$ such that

$$\|p_{rf}(t)\| \leq \gamma(\eta), \quad \forall t > t_0.$$  (54)

It follows from $p_{rf}(t) = R(\theta_d)(\tilde{p}_{rf}(t) + p_{fe}(t))$ and $p_{fe}(0) = 0$ that

$$\|p_{rf}(t)\| \leq \beta(\|p_{rf}(t_0)\|, t) + \gamma(\eta).$$  (55)

Therefore, the solution of system (10) is asymptotically ultimately bounded with Algorithm 1 and the closed-loop system is ISS. $\Box$

4 NRMPC

In this section, an NRMPC strategy is developed. The state of the nominal system is updated by the actual state at each sampling instant. Unlike tube-MPC, the control sequence obtained is optimal with respect to the current actual state, and only the first control action of the sequence is applied to the real system. The optimization problem of the NRMPC strategy is defined as follows:

**Problem 2**

$$\min_{\tilde{u}_{rf}(t_k)} J(\tilde{p}_{rf}(t_k), \tilde{u}_{rf}(t_k)),$$  (56)

s.t. $\tilde{\xi}_{fh}(t_k) = \xi_{fh}(t_k)$,

$$\tilde{\xi}_{fh}(\tau|t_k) = \xi_{fh}(\tau|t_k), \tilde{u}_{rf}(\tau|t_k),$$

$$\tilde{u}_{rf}(\tau|t_k) \in \mathbb{U},$$

$$\|\tilde{p}_{rf}(\tau|t_k)\| \leq \frac{r T}{T - t_k}, \tilde{p}_{rf}(t_k + T|t_k) \in \Omega_e,$$  (58)

where $r = \frac{a(1 - \lambda_0)}{\sqrt{k_1^2 + k_2^2}}$, $\Omega_e = \{\tilde{p}_{rf} : \|\tilde{p}_{rf}\| \leq \varepsilon\}$, and $\varepsilon < r$.

Problem 2 yields a minimizing control sequence over the interval $[t_k, t_k + T]$ of the same form as in (29) as well as a minimizing trajectory as in (30). The control input over $[t_k, t_k + 1]$ is chosen as

$$u_f(t_k) = \tilde{u}_{rf}^* (t_k).$$  (62)

The NRMPC strategy is then described in Algorithm 2.

**Algorithm 2**

1. At time $t_k$, initialize the nominal system state by the actual one $\tilde{\xi}_{fh}(t_k) = \xi_{fh}(t_k)$.
2. Solve Problem 2 based on the nominal system to obtain the minimizing control sequence $\tilde{u}_{rf}^*(t_k) = \arg\min_{\tilde{u}_{rf}(t_k)} J(\tilde{p}_{rf}(t_k), \tilde{u}_{rf}(t_k)).$
3. Apply the first portion of the sequence to the real system, i.e., $u_f(t_k) = \tilde{u}_{rf}^*(t_k)$, during the interval $[t_k, t_k + 1]$.
4. Update the state of the real system with $\xi_{fh}(t_k + 1)$.
5. Update the time instant $t_k = t_k + 1$ and go to step 1.
Remark 6 For Problem 2, the state of nominal system is updated by the actual one at each step. As a result, the optimization problem has to be solved on-line. However, such an updating strategy yields an optimal control with respect to the current state. The scheme has the same computational burden as the deterministic MPC.

Remark 7 Note that the input domain of NRMPC is larger than that of tube-MPC. NRMPC may therefore have better tracking capability.

Remark 8 As shown in Algorithm 2, an open-loop control action is applied to the real system during each sampling interval. However, the existence of disturbances may lead to an error between the actual trajectory and the optimal prediction. This increases the difficulty of analyzing the recursive feasibility using the conventional methods for MPC.

The following two lemmas guarantee recursive feasibility of Problem 2. Lemma 4 states the existence of the control sequence that is able to drive the state of the nominal system into \( \Omega_e \) in prediction horizon \( T \), and Lemma 5 shows that the state constraint is satisfied by employing that control sequence to the nominal system.

Lemma 4 For the tracking control system (10), assume that there exists an optimal control sequence \( \tilde{u}^*_f(t_k) \) at instant \( t_k \) such that \( \tilde{p}_{rf}(t_k + T|t_k) \in \Omega_e \), and apply the first control of the sequence to the perturbed system (7). Then, there exists a control sequence \( \tilde{u}_f(t_k) \) at \( t_k \) such that \( \tilde{p}_{rf}(t_k + T|t_k) \in \Omega_e \), if

\[
\eta \leq \frac{e^{-aT}}{\delta} (r - \varepsilon), \quad k \delta \geq \ln \frac{r}{\varepsilon},
\]

where \( \tilde{k} = \min \{\tilde{k}_1, \tilde{k}_2\} \).

Proof. Since Problem 2 is feasible at \( t_k \), applying the first control of the sequence \( \tilde{u}^*_f \) during the interval \( [t_k, t_k+1] \) to the real system may lead to a difference of the trajectory between the actual system and the nominal system. At \( t_k+1 \), this difference is bounded by

\[
\eta \leq \frac{e^{-aT}}{\delta} (r - \varepsilon), \quad k \delta \geq \ln \frac{r}{\varepsilon},
\]

where \( \tilde{k} = \min \{\tilde{k}_1, \tilde{k}_2\} \).

We construct a feasible control sequence at \( t_{k+1} \) for the nominal system as follows.

\[
\tilde{u}_f(t_{k+1}) = \left\{ \begin{array}{ll}
\tilde{u}^*_f(t_k), & \tau \in (t_{k+1}, t_k + T], \\
\tilde{u}^*_f(t_k), & \tau \in (t_k + T, t_{k+1} + T].
\end{array} \right.
\]

First, we consider the interval \( \tau \in (t_{k+1}, t_k + T] \). Since the state of the nominal system is updated by \( \tilde{p}(t_{k+1}|t_k) = \tilde{p}(t_k + T|t_k) \), we have

\[
\|\tilde{\xi}_f(\tau|t_k)\| = \|\tilde{\xi}_f(\tau|t_k)\| + a \int_{t_k}^{T} \|\tilde{\xi}_f(\tau|t_k)\| d\tau \\
\leq \eta \delta e^{aT}.
\]

We apply the optimal control \( \tilde{u}^*_f(t_k + T|t_k) \) to the nominal system during this interval.

Next, consider the interval \( \tau \in (t_k + T, t_{k+1} + T] \), during which the local controller \( \tilde{u}^*_f(t_k + T|t_k) \) is applied to the
nominal system

\[
\frac{d}{dt}\|\tilde{p}_{rf}(t|t_{k+1})\|^2 = -2(\tilde{k}_1\tilde{x}_f^2 + \tilde{k}_2\tilde{y}_f^2) \\
\leq -2\tilde{k}\|\tilde{p}_{rf}(t|t_{k+1})\|^2.
\]

Applying the comparison principle yields

\[
\|\tilde{p}_{rf}(t_{k+1} + T|t_{k+1})\| \leq \|\tilde{p}_{rf}(t_k + T|t_{k+1})\| e^{-\delta\tilde{k}}.
\]

It follows from \(\delta \tilde{k} \geq \ln \frac{r}{\varepsilon}\) that

\[
\|\tilde{p}_{rf}(t_{k+1} + T|t_{k+1})\| \leq \varepsilon.
\] (71)

This proves the existence of a control sequence at \(t_{k+1}\) which is able to drive the tracking error of the nominal system into the terminal region \(\Omega_{\varepsilon}\). \(\square\)

**Lemma 5** For the tracking control system (10), assume that there exists an optimal control sequence \(\tilde{u}^*_f(t_k)\) at instant \(t_k\) such that the trajectory constraint is satisfied, i.e., \(\tilde{p}^*_f(t|t_k) \leq \frac{rT}{\tau - t_k}\), and apply the first control of the sequence to the perturbed system (7). Then, at \(t_{k+1}\), by the control sequence (65), the trajectory constraint is also satisfied, if the parameter \(\varepsilon\) satisfies

\[
\varepsilon \geq \frac{r(T - \delta)}{T}.
\] (72)

**Proof.** To prove \(\|\tilde{p}_{rf}(t|t_{k+1})\| \leq \frac{rT}{\tau - t_k}, \tau \in (t_{k+1}, t_{k+1} + T]\), we first consider the interval \(\tau \in (t_{k+1}, t_k + T]\). From (67), it follows that

\[
\|\tilde{p}_{rf}(t|t_{k+1})\| \leq \|\tilde{p}_{rf}^*(t_k)\| + \eta\delta e^{aT}.
\] (73)

Due to (63) and \(\tilde{p}^*_f(t_k) \leq \frac{T}{\tau - t_k}\), we obtain

\[
\|\tilde{p}_{rf}(t|t_{k+1})\| \leq \frac{rT}{\tau - t_k} + (r - \varepsilon).
\] (74)

From (72), we have

\[
\frac{r - \varepsilon}{T - \delta} \leq \frac{\delta r T}{(\tau - t_{k+1})(\tau - t_k)}.
\] (75)

Substituting (75) into (74), we obtain

\[
\|\tilde{p}_{rf}(t|t_{k+1})\| \leq \frac{rT}{\tau - t_{k+1}},
\] (76)

which proves that the state constraint is satisfied over the interval \(\tau \in [t_{k+1}, t_k + T]\).

Next, consider the interval \(\tau \in [t_k + T, t_{k+1} + T]\). By Lemma 4, it holds that \(\|\tilde{p}_{rf}(t_k + T|t_{k+1})\| \leq r\) once

\[
\|\tilde{p}_{rf}^*(t_k + T|t_{k+1})\| \leq \varepsilon.
\]

Since \(\frac{rT}{\tau - t_{k+1}} \geq r\), \(\|\tilde{p}_{rf}(t|t_{k+1})\| \leq \frac{rT}{\tau - t_{k+1}}\) is naturally satisfied over the interval \(\tau \in [t_k + T, t_{k+1} + T]\), thereby completing the proof. \(\square\)

**Theorem 2** For the tracking control system (10), suppose that Problem 1 is feasible at time \(t_0\) and the parameters satisfy the conditions in Lemma 4 and Lemma 5. Then,

(i) Problem 1 is feasible for all \(t > t_0\);

(ii) the tracking control system (10) is ISS if

\[
\frac{\varepsilon^2}{2} > \frac{1}{2} \eta \varepsilon T (\eta + \varepsilon) + \frac{\eta^2 r^2 T}{2a} (e^{2aT} - e^{2\delta\tilde{k}})
\]

\[
+ \frac{2\eta r T}{\sqrt{2a}} (e^{2aT} - e^{2\delta\tilde{k}}) \frac{1}{2},
\] (77)

where \(\tilde{k} = \min\{q_1, q_2\}\).

**Proof.** (i) Assume Problem 2 is feasible at instant \(t_k\), then feasibility of Problem 2 at \(t_{k+1}\) implies the existence of a control sequence that is able to drive the state of the nominal system to the terminal region \(\Omega_{\varepsilon}\) while satisfying all the constraints. In terms of Algorithm 2, the first control of the optimal control sequence is applied to the system. From Lemma 4, at \(t_{k+1}\), a feasible control sequence in (65) renders \(\tilde{p}_{rf}(t_{k+1} + T|t_{k+1}) \in \Omega_{\varepsilon}\) while satisfying \(\tilde{u}_f(t|t_{k+1}) \in \Omega_{\varepsilon}\) for \(\tau \in [t_{k+1}, t_{k+1} + T]\). Meanwhile, From Lemma 5, by applying the control sequence (65) to the nominal system (11), the trajectory constraint is satisfied, i.e., \(\|\tilde{p}_{rf}(t|t_{k+1})\| \leq \frac{rT}{\tau - t_{k+1}}\), implying the feasibility of Problem 2 at \(t_{k+1}\). Hence, the feasibility of Problem 2 at the initial time \(t_0\) results in the feasibility for all \(t > t_0\) by induction.

(ii) Choose a Lyapunov function as follows

\[
V(p_{rf}(t_k)) = J(\tilde{p}^*_f(t_k), \tilde{u}^*_f(t_k)).
\] (78)

According to Riemann integral principle, there exists a constants \(0 < c_1 \leq \delta\) such that

\[
V(p_{rf}(t_k)) \geq c_1 L(t_k, u_{rf}) \equiv \alpha_1(\|p_{rf}(t_k)\|),
\] (79)

where \(\alpha_1(\cdot)\) is obviously a \(K_{\infty}\) function.

On the other hand, from (17), we have

\[
V(p_{rf}(t_k)) \leq g(p_{rf}(t_k)) + g(p_{rf}(t + T|t_k)), \forall p_{rf} \in \Omega_{\varepsilon}.
\]

Due to the decreasing property of \(g(\cdot)\) in \(\Omega_{\varepsilon}\) with respect to time, it follows that

\[
V(p_{rf}(t_k)) \leq 2g(p_{rf}(t_k)), \forall p_{rf} \in \Omega_{\varepsilon}.
\] (80)

Because the origin lies in the interior of \(\Omega_{\varepsilon}\) and \(2g(p_{rf}(t_k)) \geq \varepsilon, \forall p_{rf} \in \Omega_{\varepsilon}\), it holds that \(2g(p_{rf}(t)) \geq \varepsilon\).
if \( p_{rf} \in \mathbb{R}^{2 \times 2} \setminus \Omega_{\varepsilon} \). Due to the feasibility of Problem 2, there exists an upper-bound \( c_2 \geq \varepsilon \) for \( V(p_{rf}(t)) \).

Thus \( \alpha_2(||p_{rf}||) = \frac{c_2}{\varepsilon} g(p_{rf}(t)) \) is a \( \mathcal{K}_\infty \) function such that
\[
\alpha_2(||p_{rf}||) \geq c_2 \text{ thereby satisfying } \alpha_2(||p_{rf}||) \geq V(p_{rf}(t)).
\]

This proves the existence of \( \mathcal{K}_\infty \) functions \( \alpha_1(\cdot) \) and \( \alpha_2(\cdot) \) satisfying
\[
\alpha_1(||p_{rf}(t)||) \leq V(p_{rf}(t)) \leq \alpha_2(||p_{rf}(t)||). \tag{81}
\]

The difference of the value Lyapunov function at \( t_k \) and \( t_{k+1} \) satisfies
\[
\Delta V = V(p_{rf}(t_{k+1})) - V(p_{rf}(t_k))
\leq J(p_{rf}(t_{k+1}), u_{rf}(t_{k+1})) - J(p_{rf}^*(t_k), \tilde{u}_{rf}(t_k))
\triangleq \Delta V_1 + \Delta V_2 + \Delta V_3, \tag{82}
\]
in which
\[
\Delta V_1 = \int_{t_{k+1}}^{t_{k+1}+T} (\|\tilde{p}_{rf}(\tau|t_{k+1})\|^2 - \|\tilde{p}_{rf}^*(\tau|t_k)\|^2) d\tau,
\]
\[
\Delta V_2 = \int_{t_k}^{t_k+T} (\|\tilde{p}_{rf}(\tau|t_{k+1})\|^2 + \|\tilde{u}_{rf}(\tau|t_{k+1})\|^2) d\tau
+ \|\tilde{p}_{rf}(t_{k+1} + T|t_{k+1})\|^2 - \|\tilde{p}_{rf}(t_k + T|t_k)\|^2_R,
\]
\[
\Delta V_3 = -\int_{t_k}^{t_{k+1}} (\|\tilde{p}_{rf}(\tau|t_k)\|^2 + \|\tilde{u}_{rf}(\tau|t_k)\|^2) d\tau.
\]

For \( \Delta V_1 \), it holds that
\[
\Delta V_1 \leq \int_{t_{k+1}}^{t_{k+1}+T} (\|\tilde{p}_{rf}(\tau|t_{k+1}) - \tilde{p}_{rf}^*(\tau|t_k)\|_Q)
\times (\|\tilde{p}_{rf}(\tau|t_{k+1})\|_Q + \|\tilde{p}_{rf}^*(\tau|t_k)\|_Q) d\tau. \tag{83}
\]

By (67), we have
\[
\Delta V_1 \leq \int_{t_{k+1}}^{t_{k+1}+T} [q^2 \eta \delta e^{a(\tau+\delta-t_{k+1})}(2\|\tilde{p}_{rf}^*(\tau|t_k)\|
+ \eta \delta e^{a(\tau-\delta-t_{k+1})})] d\tau
+ \int_{t_k}^{t_{k+1}+T} \left(2q^2 \eta \delta e^{a(\tau+\delta-t_{k+1})}\|\tilde{p}_{rf}^*(\tau|t_k)\|
+ q^2 \eta \delta^2 e^{2a(\tau+\delta-t_{k+1})} d\tau\right)
\leq \int_{t_{k+1}}^{t_{k+1}+T} 2q^2 \eta \delta e^{a(\tau+\delta-t_{k+1})}\|\tilde{p}_{rf}^*(\tau|t_k)\|d\tau
+ \int_{t_k}^{t_{k+1}+T} \left(q^2 \eta \delta^2 e^{2a(\tau+\delta-t_{k+1})} + \frac{q^2 \eta \delta^2}{2a} (e^{2aT} - e^{-2a\delta})\right) d\tau.
\]

Applying Hölder inequality to the first term of the last inequality yields
\[
\Delta V_1 \leq \left( \int_{t_{k+1}}^{t_{k+1}+T} \|\tilde{p}_{rf}^*(\tau|t_{k+1})\|^2 d\tau \right)^{\frac{1}{2}}
\times \left( \int_{t_{k+1}}^{t_{k+1}+T} \|\tilde{p}_{rf}^*(\tau|t_{k+1})\|^2 d\tau \right)^{\frac{1}{2}}
+ \frac{q^2 \eta \delta^2}{2a} (e^{2aT} - e^{-2a\delta})\frac{T^2}{\delta}.
\]

Rewrite \( \Delta V_2 \) as
\[
\Delta V_2 = -\int_{t_k}^{t_{k+1}+T} (\|\tilde{p}_{rf}(\tau|t_{k+1})\|^2 + \|\tilde{u}_{rf}(\tau|t_{k+1})\|^2) d\tau
+ \|\tilde{p}_{rf}(t_{k+1} + T|t_{k+1})\|^2_R - \|\tilde{p}_{rf}(t_k + T|t_k)\|^2_R.
\]

Integrating (17) from \( t_k + T \) to \( t_{k+1} + T \) and substituting it into (86) leads to
\[
\Delta V_2 \leq \|\tilde{p}_{rf}(t_{k+1} + T|t_{k+1})\|^2_R - \|\tilde{p}_{rf}(t_k + T|t_k)\|^2_R
+ \left( \frac{1}{2} \|\tilde{p}_{rf}(t_{k+1} + T|t_{k+1}) - \tilde{p}_{rf}(t_k + T|t_k)\|_R^2\right)
\times (\|\tilde{p}_{rf}(t_{k+1} + T|t_{k+1})\| + \|\tilde{p}_{rf}(t_k + T|t_k)\|)
\leq \frac{1}{2} \eta \sigma e^{aT}(\varepsilon + r). \tag{87}
\]

For \( \Delta V_3 \), we first assume \( \|\tilde{p}_{rf}(t_{k+1} + t_k)\| > \varepsilon \), which implies \( \|\tilde{p}_{rf}(\tau|t_k)\| > \varepsilon \), \( \tau \in (t_k, t_{k+1}] \), and thus we obtain
\[
\Delta V_3 \leq -\int_{t_k}^{t_{k+1}} \|\tilde{p}_{rf}^*(\tau|t_k)\|^2 d\tau \leq -q \delta e^2. \tag{88}
\]

In combination with (85),(87) and (88), the inequality (82) thus satisfies
\[
\Delta V < -\frac{q \delta e^2}{2} + \frac{1}{2} \eta \delta e^{aT}(r + \varepsilon) + \frac{q^2 \eta \delta^2}{2a} (e^{2aT} - e^{-2a\delta})
+ \frac{2q^2 \eta \delta^2}{\sqrt{2a}} (\frac{T^2}{\delta} - T)^{\frac{1}{2}} (e^{2aT} - e^{-2a\delta})^{\frac{1}{2}}. \tag{89}
\]
From (77), $\Delta V < 0$ holds. It follows from Theorem 2 of [34] that $p_{rf}(t_k|t_k) \leq \varepsilon$ for $t_k \geq t_f$, where $t_f > t_0$ is a finite time instant. When the tracking error enters into the terminal region, i.e., $p_{rf}(t_k) \in \Omega_c$, reconsider $\Delta V_1$ and $\Delta V_3$:

$$\Delta V_1 \leq \int_{t_k+1}^{t_k+T} 2q^2\gamma_2\epsilon\delta e^\theta(\tau-t_k) \, dt + \frac{q^2\gamma_2^2\delta^2(2aT - e^{2\alpha}\delta)}{2a}.$$

Due to the decreasing property of $\|p_{rf}(\tau|t_k)\|_Q^2$ in $\Omega_c$, it follows that

$$\Delta V_3 \leq -q\delta\|p_{rf}(t_k+1|t_k)\|^2.$$

Since $\|p_{rf}(\tau|t_k)\| \leq \|p_{rf}(\tau|t_k)\| + \eta\delta e^\alpha$, we have $\|p_{rf}(t_k+1)\|^2 \leq \|p_{rf}(t_k+1|t_k)\|^2 + q^2\delta^2 e^{2\alpha}\delta + 2\varepsilon\eta\delta e^\alpha$. Consequently,

$$\Delta V_3 \leq -q\delta\|p_{rf}(t_k+1|t_k)\|^2 + q^2\gamma_2\delta^2 e^{2\alpha}\delta + 2q\varepsilon\eta\delta e^\alpha.$$

As a result, it holds that

$$\Delta V \leq -q\delta\|p_{rf}(t_k+1|t_k)\|^2 + \sigma(\eta),$$

where $\sigma(\eta) = \frac{2q^2\gamma_2\delta^2}{a}(e^{aT} - e^{\alpha}) + \frac{q^2\gamma_2^2\delta^2(2aT - e^{2\alpha}\delta)}{2a} + \frac{1}{2}\varepsilon\eta\delta e^\alpha(\xi + r) + q^2\delta^2 e^{2\alpha}\delta + 2q\varepsilon\eta\delta e^\alpha$ is obviously a $\mathcal{K}$ function with respect to $\eta$. Hence, the theorem is proved. $\square$

5 Simulation results

The simulation is implemented on a PC equipped with a dual-core 3.20 GHz Intel i5 CPU, 7.88 GB RAM and 64-bit Windows 10 operating system. The optimization problem is transcribed by Tool Box ICLOCS (Imperial College London Optimal Control Software, see [35]), 1.2 version, and solved by NLP (Nonlinear Programming) solver IPOPT (Interior Point OPTimizer, see [36]), 3.11.8 version.

The mechanism parameters of the two homogeneous robots used in the simulation are taken from an educational robot named E-puck [37], and are given by $a = 0.13$ m/s, $\rho = 0.0267$ m and $b = a/\rho = 4.8598$ rad/s. The trajectory to be tracked is a circular motion with linear velocity $v_r = 0.015$ m/s, angular velocity $\omega_r = 0.04$ m/s and initial configuration $\xi_c(0) = [0.0, \pi/2]^T$. The initial configuration of the follower is set to be $\xi_{rf} = [0.2, -0.2, -\pi/2]^T$. The disturbances are bounded by $\eta = 0.004$. For the tracking objective, the prediction horizon and the sampling period are set to be $T = 2$ s and $\delta = 0.2$ s, respectively. The positive define matrices $P$ and $Q$ are chosen, according to Lemma 1, as $P = \text{diag}(0.4, 0.4)$ and $Q = \text{diag}(0.2, 0.2)$, respectively. The feedback gains for the terminal controller are set to be $k_1 = k_2 = 1.2$ to satisfy the requirements given by Lemma 1.

First, let us design tube-MPC according to Lemma 3 and Theorem 1. We set the feedback gain to be $K = \text{diag}([-2.3, -2.3])$. The control input constraint for Problem 1 is $U_{\text{tube}} = \lambda_{\text{tube}} U$ with $\lambda_{\text{tube}} = 0.6636$, and the terminal region is given by $\Omega_{\text{tube}} = \{p_{rf} : |\tilde{\epsilon}_{rf}| + |\tilde{\gamma}_{rf}| \leq 0.0542\}$. To evaluate the tracking performance, we take the tracking error $p_{rf}$ and the real position deviation from the center of the tube $p_{fe}$ as indexes. Applying Algorithm 1 to the tracking system yields the tracking performance as shown in Fig. 3. It can be found, from Fig. 3, that the tracking error converges to a neighborhood of the origin, and the trajectory of the follower lies in the tube $T = p_{fe}^0 \oplus \mathbb{F}_{fe}$ with $\mathbb{F}_{fe} = \{ |p_{fe}| \leq \begin{bmatrix} 0.0017 \\ 0.0017 \end{bmatrix} \}$, which is obtained from Lemma 3. Fig. 4 shows the control input performance of the follower. We also take $|v|/a + |\omega|/b$ as an index to evaluate the input constraint. The fluctuated control signal indicates the effectiveness of the feedback part of the controller which reduces the tracking error caused by the disturbances. Furthermore, the input constraint $U_{\text{tube}}$ for the nominal system is active over the interval $t \in [0, 3]$, while the constraint $U$ for the real system is not active, which indicates the weak control ability.

To show the effect of different choices of the feedback gain $K$ on the tracking performance, we set $K = \text{diag}(-1, -1)$ and $K = \text{diag}(-4, -4)$, respectively, to observe the difference between the actual trajectory and the optimal one. As shown in Fig. 5, increasing of
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why the tracking error decreases faster by NRMPC than by tube-MPC. Fig. 9 provides the computation time in solving the optimization problems. It shows that there is no significant difference between NRMPC and tube-MPC, which implies that they have almost the same computational complexity. However, as stated in Remark 4, the optimization problem can be solved off-line in tube-MPC, whereas the optimization problem has to be solved on-line in NRMPC.

Finally, we summarize the simulation study as follows:

(i) Tube-MPC presents a better steady state performance than NRMPC. This is because the control strategy of tube-MPC consists of two parts: optimal control and feedback part, while NRMPC is open-loop control during each sampling period.

(ii) NRMPC performs better in terms of dynamic property than tube-MPC due to the tighter input constraint of tube-MPC.

(iii) The computational complexities of tube-MPC and NRMPC are almost the same. However, the optimization problem in tube-MPC can be solved off-line, which may enhance its real-time performance.

6 Conclusion

In this paper, two robust MPC strategies have been developed for tracking of nonholonomic systems with coupled input constraint and bounded disturbances. We first developed a tube-MPC strategy, where the trajectory of the real system is constrained in a tube centered along the optimal nominal trajectory by a nonlinear feedback law based on the deviation of the actual states from the optimal nominal states. Tube-MPC possesses robustness but sacrifices optimality, thus we further developed the NRMPC scheme, where the state of the nominal system is updated by the actual state at each step. It was shown that the tracking control system is ISS under both robust MPC strategies, and their optimization problems are feasible. Simulation results illustrated the effectiveness of the two schemes and their respective advantages.
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