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Abstract—We consider a system consisting of \( N \) source nodes communicating with a common receiver. Each source node has a buffer of infinite capacity to store incoming bursty traffic in the form of status updates transmitted in packets, which should maintain the status information at the receiver fresh. Packets waiting for transmission can be discarded to avoid wasting network resources for the transmission of stale information. We investigate the age of information (AoI) performance of the system under scheduled and random access. Moreover, we present analysis of the AoI with and without packet management at the transmission queue of the source nodes, where as packet management we consider the capability to replace unserved packets at the queue whenever newer ones arrive. Finally, we provide simulation results that illustrate the impact of the network operating parameters on the age performance of the different access protocols.
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I. INTRODUCTION

Future networks should support applications with heterogeneous QoS requirements, where critical performance indicators are the end-to-end delay, the throughput, the energy efficiency, and the service reliability. The concept of age of information (AoI) was introduced in [1], [2] to quantify the freshness of the knowledge we have about the status of a remote system. The age captures the time elapsed since the last received message containing update information was generated. The novelty of this metric to characterize the freshness of information in a communication system differentiates it from other conventional metrics such as delay and connects it with emerging real-time wireless applications.

Maintaining data freshness is a requirement in numerous applications like wireless sensor networks (WSN) for healthcare and environmental monitoring, active data warehousing, web caching [3]–[6], real-time databases, ad hoc networks [7], wireless smart camera networks [8], UAV-assisted IoT networks [9], broadcast wireless networks [10]–[12], etc. Moreover, in the field of adaptive transmission significant efficiency gains can be obtained by adaptive signaling strategies. However, this feedback scheme is constrained by the acquisition of timely channel state information (CSI) [13]–[15].

The first attempts to address the AoI of a source at the destination of a status update transmission system were made through simple queueing models. In [16], three simple models were studied, the M/M/1, the M/D/1, and the D/M/1, under the first-come-first-served (FCFS) discipline. Alternative measures of stale information that are by-products of AoI are studied for the M/M/1 queue in [17]. An expansion of the basic model that includes multiple sources sharing a common queue is studied in [18]–[21]. The analysis therein illustrated how combining multiple sources in a common queue is more efficient in terms of the average AoI of each source, than serving them separately.

Moving to different system characteristics, in [22] the authors consider different systems with either plentiful or limited network resources (servers). Under this assumption, a more dynamic feature of networks is considered, that is, packets traveling over a network might reach the destination through numerous alternative paths thus the delay of each packet might differ. In this context, the performance of the M/M/1, M/M/2, and M/M/∞ queues is provided, and the tradeoff between AoI and the waste of network resources in terms of non-informative packets as the number of servers varies, is demonstrated.

Two efficient ways to avoid congestion in networks are packet management techniques and admission control, since they can manage the traffic entering them. Packet management by dropping or replacing packets was investigated in [23], [24] where the M/M/1/1, M/M/1/2, and M/M/1/2* queues are considered. A key outcome was that packet management can promote smaller average AoI, when compared to schemes without replacement and the same number of servers. The last-come-first-served (LCFS) queue discipline differs from packet management in that packets are not dropped if an infinite buffer is considered. Allowing newly generated status updates to surpass older status updates, with and without the use of preemption, was studied in [25]–[29].

Furthermore, a diversity of additional resource sharing features of a communication system have been studied in relation to AoI. Transmission scheduling is considered in [30]–[36] where centralized and decentralized scheduling policies for AoI minimization, under general interference constraints and time varying channels, are proposed. The proposed scheduling algorithms have low complexity with strong AoI performances over stochastic information arrivals. In [37] the authors consider scheduled access and slotted ALOHA-like random access, however the queueing aspect along with random access is not captured. Throughput and AoI performance in a cognitive shared access network with queueing analysis has been studied in [38]. Additional references can be found in the survey [39].
A. Contribution

In this work, we focus on the AoI performance of a network consisting of $N$ source nodes communicating with a common receiver. Each node has a buffer of infinite capacity to store incoming bursty traffic in the form of packets which should keep the receiver timely updated. We consider that the source nodes can discard packets waiting for transmission, in a process that is referred to as packet management. We present analysis of the time average AoI with and without packet management at the transmission queue of the source nodes. We investigate three different policies to access the common medium: (i) a round-robin scheduler (ii) a work-conserving scheduler (iii) random access. To incorporate the effect of channel fading and network path diversity in such a system we provide simulation results that illustrate the impact of network operating parameters on the performance of the different access protocols. The network path diversity refers to the transmission of packets over multiple alternate paths.

II. System Model

We consider a wireless network consisting of $N$ source nodes communicating with a common receiver. Each node has a buffer of infinite capacity to store incoming packets. These packets are then sent through error-prone channels to the destination $d$, as shown in Fig. 1. Packets have equal length and time is divided into slots such that the transmission time of a packet from the buffer to the destination is equal to one slot. Each such packet is said to provide a status update and these two terms are used interchangeably. The status updates arrivals are modeled by independent identically distributed (i.i.d.) Bernoulli processes with average probabilities $\lambda_i \in [0,1]$, for $i = 1,\ldots,N$. The probability distribution of time until successful delivery is assumed to be geometric with mean $1/\mu_i$ slots, for the $i$th node, where $\mu_i$ is referred as the service rate of the $i$th node.

We consider two different queue disciplines: without and with packet replacement. The first, assumes that all packets need to be delivered to the destination regardless of the freshness of the status update information. We note that the motivation behind this discipline is in terms of the reconstructability of the transmitted information (that can also be related with estimation and prediction theory aspects) that is beyond the scope of this work. The second discipline assumes that a packet which arrives while another packet is being served may be kept in the queue waiting for transmission. However, the packets waiting for transmission are replaced by newly generated packets of the same source. We denote this discipline by replacement and the process of discarding the packets from the queue is referred to as packet management. The packet management is expected to improve the performance of the system with respect to the staleness of the transmitted information. Nevertheless, note that this is a non-conventional queueing model, for which some of the classic results from queueing theory, such as Little’s law, do not apply.

Status updates depart from the queues either in a perfectly scheduled or a random fashion. We consider three different policies to access the common medium.

- **Round-robin**: The scheduler assigns time slots to each node in equal portions and in fixed circular order.
- **Work-conserving**: The scheduler makes probabilistic decisions in each time slot, among the nodes that have a packet at the transmission queue.
- **Random**: The nodes attempt to transmit the packet at the head of the queue with a given probability $q_i$ colliding with each other.

These policies will be presented, evaluated, and compared in the next sections in terms of their AoI performance.

III. Age of Information Analysis

To derive the time average AoI of the system we start by characterizing AoI in terms of random variables that capture the age evolution at the receiver. The age at the receiver depends on the packet receptions and the delay imposed by the network to these packets. Then, expectations of the random variables are calculated for each of the queue disciplines separately. In the next section, we evaluate AoI for the proposed access policies where the exact service rate at the queues is incorporated.

Consider that the $j$th status update of node $i$ is generated at time $t_{ij}$, delivered through the transmission system, and received by the destination at time $t'_{ij}$. Then, we denote $T_{ij} = t'_{ij} - t_{ij}$ the system time of update $j$ of the $i$th node. This corresponds to the sum of the queuing time and the queue service time. The interarrival time of update $j$ of node $i$ is defined as the random variable $Y_{ij} = t_{ij} - t_{ij-1}$. Finally, let $Z_{ij} = t'_{ij} - t'_{i(j-1)}$ be the random variable denoting the time between the reception of status update $(j-1)$ and $j$ of node $i$.

The AoI of each source node at the destination is defined as the random process $\Delta_t = t - u(t)$, where $u(t)$ is the timestamp of the most recently received update from that source. An illustrative example of the evolution of the age
The time average service completion of \( N \) when we assume that the observation interval ends with the can be calculated as the area under the areas \( J \). Starting from \( t \) age can be rewritten as a sum of disjoint geometric parts. For an interval of observation \( 0, T \), the time average age of node \( i \) is

\[
\Delta_T = \frac{1}{T} \sum_{i=0}^{N(T)} \Delta_i, \tag{1}
\]

when we assume that the observation interval ends with the service completion of \( N(T) \) samples. The summation in (1) can be calculated as the area under \( \Delta_i \). Then, the time average age can be rewritten as a sum of disjoint geometric parts. Starting from \( t = 0 \), the area is decomposed into the area \( J_i \), the areas \( J_j \) for \( j = 2, 3, \ldots , N(T) \), and the area of width \( T_n \) that we denote \( J \). Then, the decomposition of \( \Delta_T \) yields

\[
\Delta_T = \frac{1}{T} \left( J_1 + \bar{J} + \sum_{j=2}^{N(T)} J_j \right)
= \frac{J_1 + \bar{J} + N(T) - 1}{T} \frac{1}{N(T) - 1} \sum_{j=2}^{N(T)} J_j. \tag{2}
\]

The time average \( \Delta_T \) tends to the ensemble average age as \( T \to \infty \), i.e.,

\[
\Delta = \lim_{T \to \infty} \Delta_T \tag{3}
\]

Note that the term \( (J_1 + \bar{J})/T \) goes to zero as \( T \) grows and also let

\[
\lambda = \lim_{T \to \infty} \frac{N(T)}{T} \tag{4}
\]

be the steady state rate of status updates generation. Furthermore, using the definitions of the interarrival and system times, we can write the areas \( J_j \) as

\[
J_j = \sum_{m=1}^{y} \frac{1}{m} \sum_{m=1}^{y} m
= \frac{1}{2} (Y_j + T_j)(Y_j + T_j + 1) - \frac{1}{2} T_j(T_j + 1)
= Y_j T_j + Y_j^2/2 + Y_j/2. \tag{5}
\]

Then, substituting (2), (4), and (5), to (3) the average age of information of the \( i \)th node is given by

\[
\Delta = \lambda \left( \mathbb{E}[YT] + \frac{\mathbb{E}[Y^2]}{2} + \frac{\mathbb{E}[Y]}{2} \right), \tag{6}
\]

where \( \mathbb{E}[] \) is the expectation operator. The expression obtained in (6) differs from the expression obtained in (1) for the continuous time setup of the problem by an additional term \( \mathbb{E}[Y]/2 \).

Alternatively, we can express the areas \( J_j \) with respect to the random variables \( Z_j \), as follows

\[
J_j = \sum_{m=1}^{y} \frac{1}{m} \sum_{m=1}^{y} m
= \frac{1}{2} (T_j - 1 + Z_j)(T_j - 1 + Z_j + 1) - \frac{1}{2} T_j(T_j + 1)
= Z_j T_j - 1 + Z_j^2/2 + Z_j/2. \tag{7}
\]

where the third equality follows from the fact that when the system reaches steady state \( T_j - 1 \) and \( T_j \) are identically distributed. Then, substituting (2), (4), and (7), to (3) the average age of information of the \( i \)th node is given by

\[
\Delta = \lambda \left( \mathbb{E}[ZT] + \frac{\mathbb{E}[Z^2]}{2} + \frac{\mathbb{E}[Z]}{2} \right). \tag{8}
\]

In what follows, we analyze the steady-state age of information without and with packet management at the transmission queues.

### A. Geo/Geo/1 queue

First, we derive the average AoI in (6) of the \( i \)th node without packet management, at the destination. The interarrival times \( Y_j \) are i.i.d. sequences that follow a geometric distribution therefore we know that

\[
\mathbb{E}[Y_j] = \frac{1}{\lambda}, \quad \mathbb{E}[Y_j^2] = \frac{2 - \lambda}{\lambda^2}. \tag{9}
\]

We assume that the existence of the limit is guaranteed by the stability of the queues.
The system time of update $j$ is $T_j = W_j + S_j$, where $W_j$ and $S_j$ are the waiting time and service time of update $j$, respectively. Since the service times $S_j$ are independent of the interarrival times $Y_j$, we can write

$$
\mathbb{E}[Y_j T_j] = \mathbb{E}[Y_j (W_j + S_j)] = \mathbb{E}[Y_j W_j] + \mathbb{E}[Y_j \mathbb{E}[S_j]],
$$

where $\mathbb{E}[S_j] = 1/\mu$. Moreover, we can express the waiting time of update $j$ as the remaining system time of the previous update minus the elapsed time between the generation of updates $(j-1)$ and $j$, i.e.,

$$W_j = (T_{j-1} - Y_j)^+. \quad (11)
$$

Note that if the queue is empty then $W_j = 0$. Also note that when the system reaches steady state the system times are stochastically identical, i.e., $T = \tau T_{j-1} = \tau T_j$.

In addition, the queue of the $i$th node can be described through a discrete-time Markov chain (DTMC), where each state represents the number of packets in the queue.

**Lemma 1.** From the DTMC described in Fig. 3 we obtain the following steady state probabilities

$$
\pi_n = \rho^{n-1} \pi_1, \quad n \geq 1 \quad \text{and} \quad \pi_0 = \frac{\mu(1-\lambda)}{\lambda} \pi_1 \quad (12)
$$

where $\rho = \frac{\lambda(1-\mu)}{\mu(1-\lambda)}$, $\pi_1 = \frac{\lambda(1-\mu)}{\mu}$, $r = \lambda(1-\mu)$, and $s = \mu(1-\lambda)$.

To derive the probability mass function (pmf) of the system time $T$, we use the fact that the sum of $N$ geometric random variables where $N$ is geometrically distributed is also geometrically distributed, according to the convolution property of their generating functions [41]. Let $S_j$, $j = 1, 2, \ldots$ be independent and identically distributed geometric random variables with parameter $\mu$. If an arriving packet sees $N$ packets in the system, then, the system time of that packet, using the memoryless property, can be written as the random sum $T = S_1 + \cdots + S_N$. To calculate the probability generating function of $T$ we condition on $N = n$ which occurs with probability $(1-\rho)\rho^{n-1}$ and obtain

$$
G_T(z) = \sum_{n=0}^{\infty} \left( \frac{\mu z}{1-(1-\mu)z} \right)^n (1-\rho)\rho^{n-1} \equiv \left( \frac{\mu(1-\rho)z}{1-(1-\mu(1-\rho))z} \right).
$$

This implies that the system time pmf is given by

$$
f_T(t) = \mu(1-\rho)(1-\mu + \mu \rho)^{t-1}. \quad (14)
$$

Hence, $T$ follows a geometric distribution with parameter $\mu(1-\rho)$.

Now we are able to compute the conditional expectation of the waiting time $W_j$ given $Y_j = y$ as

$$
\mathbb{E}[W_j | Y_j = y] = \mathbb{E}[(T_j - 1)^+ | Y_j = y] = \mathbb{E}[(T - y)^+] = \sum_{i=y}^{\infty} (t-y) f_T(t) = \frac{(1-\mu + \mu \rho)^y}{\mu(1-\rho)}.
$$

Then, the expectation $\mathbb{E}[W_j Y_j]$ is obtained as

$$
\mathbb{E}[W_j Y_j] = \sum_{y=0}^{\infty} y \mathbb{E}[W_j | Y_j = y] f_Y(y) = \frac{\lambda(1-\mu)}{\mu - \lambda^2 \mu^2 + \mu}. \quad (17)
$$

From (17), (10), and (6), the average AoI of the $i$th node is obtained as

$$
\Delta_{\text{Geo/Geo/I}} = \frac{1}{\lambda} + \frac{1 - \lambda}{\mu - \lambda} = \frac{1}{\lambda^2 \mu^2 + \mu}. \quad (18)
$$

In order to find the optimal value of $\lambda$ that minimizes the average AoI we proceed as follows. We differentiate (18) with respect to $\lambda$ to obtain

$$
\frac{\partial \Delta}{\partial \lambda}. \quad (19)
$$

Next, the queue at the $i$th node with replacement can be described as a three-state discrete-time Markov chain where each state represents an empty system, a single packet receiving service, or a packet in the queue waiting for a packet in the server, respectively, as in [23]. The packet replacement does not affect the number of packets in the system since a newly generated packet discards the packet waiting in the queue, if any.

**Lemma 2.** From the DTMC described in Fig. 3 we obtain the following steady state probabilities

$$
\pi_n = \frac{\lambda^n(1-\mu)^{n-1}}{\mu^n(1-\lambda)^n} \pi_0, \quad n \in \{1, 2\}, \quad (19)
$$

and

$$
\pi_0 = \frac{\lambda - \mu}{\lambda \rho^2 - \mu}, \quad (20)
$$

where $\rho = \frac{\lambda(1-\mu)}{\mu(1-\lambda)}$, $r = \lambda(1-\mu)$, and $s = \mu(1-\lambda)$.

**Proof. See Appendix A.**
To calculate the average AoI of node $i$ at the destination for the replacement queue discipline we use (8) and describe an event such that $Z_j$ and $T_{j-1}$ are conditionally independent. In general, the inter-reception time $Z_j$ depends on the system time $T_{j-1}$ of the previous packet in the system and this complicates the analysis of their joint distribution. We denote by $(\psi_j)$ the event that the system is empty after the $j$th successful transmission. Furthermore, let $\psi_{j-1}$ be the complementary event that the $j$th packet leaves behind a system with a packet waiting in the queue. The normalized probabilities of these events are given by

$$\mathbb{P}(\psi_j) = \frac{\pi_0}{\pi_0 + \pi_1} = \frac{\mu - \lambda \mu}{\lambda + \mu - \lambda \mu}, \quad (21)$$

$$\mathbb{P}(\bar{\psi}_j) = \frac{\pi_1}{\pi_0 + \pi_1} = \frac{\lambda}{\lambda + \mu - \lambda \mu}. \quad (22)$$

Then, the expectations $\mathbb{E}[ZT]$, $\mathbb{E}[Z]$, and $\mathbb{E}[Z^2]$, in (8) can be calculated by conditioning on the events $\psi_j$ and $\bar{\psi}_j$.

The inter-reception time of the $j$th packet leaves behind an empty system given by the sum of two independent geometric random variables that represent the interarrival time of update $j$ and the service time of the same update. Hence,

$$\mathbb{P}(Z_j = z|\psi_{j-1}) = \sum_{k=1}^{z-1} \mathbb{P}(Y_j = k|\psi_{j-1}) \mathbb{P}(S_j = z - k) = \frac{\lambda \mu}{\mu - \lambda} \left[(1 - \lambda)^{z-1} - (1 - \mu)^{z-1}\right], \quad (23)$$

$$\mathbb{E}[Z_j|\psi_{j-1}] = \frac{\lambda + \mu}{\lambda \mu}, \quad (24)$$

$$\mathbb{E}[Z_j^2|\psi_{j-1}] = \frac{2\lambda^2 + 2\lambda \mu - \lambda^2 \mu + 2\mu^2 - \lambda \mu^2}{\lambda \mu^2}. \quad (25)$$

Moreover, in case there is a packet waiting in the queue that starts service as soon as packet $(j-1)$ completes service, we have

$$\mathbb{P}(Z_j = z|\bar{\psi}_{j-1}) = \mu (1 - \mu)^{z-1}, \quad (26)$$

$$\mathbb{E}[Z_j|\bar{\psi}_{j-1}] = \frac{1}{\mu}, \quad (27)$$

$$\mathbb{E}[Z_j^2|\bar{\psi}_{j-1}] = \frac{2 - \mu}{\mu^2}. \quad (28)$$

Then, the last two terms in (8) can be obtained as

$$\mathbb{E}[Z_j] = \mathbb{E}[Z_j|\psi_{j-1}] \mathbb{P}(\psi_{j-1}) + \mathbb{E}[Z_j|\bar{\psi}_{j-1}] \mathbb{P}(\bar{\psi}_{j-1}) = \frac{\lambda + \mu}{\mu - \lambda \mu} \frac{1}{\lambda + \mu - \lambda \mu} = \frac{\lambda^2 (1 - \mu) + \lambda (1 - \mu) \mu + \mu^2}{\lambda \mu (\lambda + \mu - \lambda \mu)}, \quad (29)$$

and

$$\mathbb{E}[Z_j^2] = \mathbb{E}[Z_j^2|\psi_{j-1}] \mathbb{P}(\psi_{j-1}) + \mathbb{E}[Z_j^2|\bar{\psi}_{j-1}] \mathbb{P}(\bar{\psi}_{j-1}) = 2\lambda^2 + 2\lambda \mu - \lambda^2 \mu + 2\mu^2 - \lambda \mu^2 + \frac{\mu - \lambda \mu}{\lambda \mu^2} \frac{1}{\lambda + \mu - \lambda \mu} + \frac{2 - \mu}{\mu^2} \frac{\lambda}{\lambda + \mu - \lambda \mu}. \quad (30)$$

To derive the conditional distributions of service time given the events $\psi_{j-1}$ and $\bar{\psi}_{j-1}$ we note that the $(j-1)$th packet leaves behind an empty system if and only if zero arrivals occur while it is being served. Then, the conditional distribution of service time given the event $\psi_{j-1}$, where $f_S(\cdot)$ is the service time pmf, is given by

$$\mathbb{P}(S_j | \psi_j) = \frac{\mathbb{P}(\psi_j) f_s(k)}{\mathbb{E}[\psi_j] f_s(k)} = \frac{(k_0^{(k-1)}(1 - \lambda)^k \mu (1 - \mu) \mu^{k-1}}{\sum_{k=1}^{\infty} (k_0^{(k-1)}(1 - \lambda)^k \mu (1 - \mu) \mu^{k-1}} = ((1 - \lambda)(1 - \mu))^{k-1}(\lambda + \mu - \lambda \mu), \quad (31)$$

with the resulting conditional expectation

$$\mathbb{E}[S_j | \psi_j] = \frac{1}{\lambda + \mu - \lambda \mu}. \quad (32)$$

For the complementary event $\bar{\psi}_{j-1}$ the conditional distribution of the service time is given by

$$\mathbb{P}(S_j | \bar{\psi}_{j-1}) = \frac{\mathbb{P}(\bar{\psi}_{j-1}) f_s(k)}{\mathbb{E}[\bar{\psi}_{j-1}] f_s(k)} = \frac{(1 - k_0^{(k-1)}(1 - \lambda)^k \mu (1 - \mu) \mu^{k-1}}{\sum_{k=1}^{\infty} (1 - k_0^{(k-1)}(1 - \lambda)^k \mu (1 - \mu) \mu^{k-1}} = \frac{(1 - \lambda)^k \mu (1 - \mu) \mu^{k-1}(\lambda + \mu - \lambda \mu)}{\lambda}, \quad (33)$$

with the resulting conditional expectation

$$\mathbb{E}[S_j | \bar{\psi}_{j-1}] = \frac{\lambda(1 - \mu)^2 + (2 - \mu) \mu}{\mu (\lambda + \mu - \lambda \mu)} = \frac{1}{\lambda + \mu - \lambda \mu} + \frac{1}{\mu} - 1. \quad (34)$$

We proceed with the characterization of the waiting time for transmitted packets via considering the events of transmission (tx) or replacement (drop). We consider two possible server states of node $i$, either idle or busy. A packet arrival finds the server idle with probability $\mathbb{P}(idle) = \pi_0$, due to the BASTA property (Bernoulli Arrivals See Time Averages) [42]. A packet arrival finds the server busy with probability $\mathbb{P}(busy) = 1 - \pi_0$. This packet will receive service if and
only if zero arrivals occur while the packet in the server is transmitted. Let \( R \) represent the remaining service time of an update, with pmf \( f_R(r) \), and let \( \phi \) be the event that zero arrivals occur during the remaining service time. For every measurable set \( A \subset [0, \infty) \), we define the probability
\[
P(\phi, R \in A) = \sum_{r \in A} P(\phi | R = r) f_R(r).
\] (35)

Then, the probability of transmission conditioned on the event that the server is busy is given by
\[
P(tx | \text{busy}) = \frac{\sum_{r=0}^{\infty} P(\phi | R = r) f_R(r)}{\sum_{r=1}^{\infty} P(\phi | R = r) f_R(r)} = \frac{\sum_{r=1}^{\infty} (1 - \lambda)^r (1 - \mu)^{r-1}}{\sum_{r=1}^{\infty} (1 - \lambda)^r (1 - \mu)^{r-1}} = \frac{\mu - \lambda \mu}{\lambda + \mu - \lambda \mu}. \tag{36}
\]

As a result,
\[
P(\text{busy, tx}) = (1 - \pi_0) \frac{\mu - \lambda \mu}{\lambda + \mu - \lambda \mu}, \tag{37}
\]

The distribution of the waiting time conditioned on the event \{busy, tx\} is given by
\[
f(w | \text{busy, tx}) = \frac{f(w | \phi) \sum_{r=0}^{\infty} P(\phi | R = r) f_R(r)}{\sum_{r=0}^{\infty} P(\phi | R = r) f_R(r)} = \frac{(1 - \lambda)^w (1 - \mu)^{w-1}}{(1 - \lambda)^w (1 - \mu)^{w-1}} = [1 - (\lambda + \mu - \lambda \mu)]^{w-1} (\lambda + \mu - \lambda \mu).
\] (38)

Hence, \( W \) conditioned on the event \{busy, tx\} is geometrically distributed with parameter \((\lambda + \mu - \lambda \mu)\).

Finally, using (38) the expected value of the waiting time for a transmitted packet is obtained as
\[
E[W | \text{tx}] = \frac{(1 - \lambda)(1 - \mu)(\mu + \lambda + 2\lambda \mu)}{(\lambda + \mu - \lambda \mu)(\lambda^2(-1 + \mu)^2 + \lambda(1 - 2\mu)\mu + \mu^2)}. \tag{39}
\]

Next, given the conditional expectations of the service time (32) and (34), and the expectation of the waiting time (39), we calculate the conditional expectations of the system time as follows
\[
E[T_{j-1} | \psi_{j-1}] = E[W_{j-1} | \psi_{j-1}] + E[S_{j-1} | \psi_{j-1}] = E[W_{j-1}] + E[S_{j-1} | \psi_{j-1}] = 1 + \frac{(1 - \lambda)(1 - \mu)(\lambda + \mu - \lambda \mu)}{(\lambda^2(-1 + \mu)^2 + \lambda(1 - 2\mu)\mu + \mu^2)} = \frac{1}{\lambda + \mu - \lambda \mu}, \tag{40}
\]

\[
E[T_{j-1} | \psi_{j-1}] = E[W_{j-1} | \psi_{j-1}] + E[S_{j-1} | \psi_{j-1}] = E[W_{j-1}] + E[S_{j-1} | \psi_{j-1}] = \frac{(1 - \lambda)(1 - \mu)(\mu + \lambda + 2\lambda \mu)}{(\lambda + \mu - \lambda \mu)(\lambda^2(-1 + \mu)^2 + \lambda(1 - 2\mu)\mu + \mu^2)} + \frac{1}{\lambda + \mu - \lambda \mu} - 1. \tag{41}
\]

Equalities (a) and (b) hold due to the independence of the waiting times and the service times of successfully transmitted packets.

Utilizing the probabilities (21), (22), the conditional expectations of the system time (35), (37), and the conditional expectations of the inter-reception time (24), (27), we calculate \( E[T_{j-1} | Z_j] \) as follows
\[
E[T_{j-1} | Z_j] = P(\psi_{j-1}) \sum_{j} E(Z_j | \psi_{j-1}) E[T_{j-1} | \psi_{j-1}] + P(\psi_{j-1}) \sum_{j} E(Z_j | \psi_{j-1}) E[T_{j-1} | \psi_{j-1}] = 1 - \lambda \mu + \lambda + \mu - \lambda \mu + \frac{1}{\lambda + \mu - \lambda \mu}. \tag{42}
\]

We refer to the time average rate of packets that enter and remain in the system as the effective rate and define it as
\[
\lambda_e = \lambda(1 - \pi_2) = \frac{(1 - \lambda)(\lambda(1 - \mu) + \mu)\mu}{\lambda^2(1 - \mu)^2 + \lambda(1 - 2\mu)\mu + \mu^2}. \tag{43}
\]

Finally, using (29), (30), (42), (43), and the average age of information of node \( i \) for the replacement discipline is calculated as shown in (44). We recall that the analysis provided herein does not consider any coupling between the transmission queues but instead focuses on the AoI performance of an independent queue. Such a step would require knowing the stationary probability distribution of the joint queue length process. We proceed in the next section by detailing the three proposed access policies and evaluating them through simulations.

IV. SIMULATION RESULTS

The objective considered in this paper is to minimize the time average AoI over all policies and all nodes. In that direction, we first investigate all policies without the effect of channel fading through simulations.

A. Round-robin scheduled access

In the round-robin scheduler nodes take turns to transmit their status updates. If there is no packet at the \( r \)th queue waiting for transmission then the assigned time slot to source \( i \) is wasted with no transmission taking place. Round-robin is a simple scheduler that does not require dynamic coordination but comes with a throughput loss. Assuming a fixed scheduling interval, each node is assigned a unique time slot index.

In Fig. the average AoI per source is shown as a function of the arrival rate per source without any packet management, for \( \lambda_1 = \cdots = \lambda_N \) and success probability 1, at the destination. We observe that the AoI tends to infinity as the arrival rate tends to 1/N. This is due to the violation of the
stability conditions for the queues implying infinite queueing delay.

In Fig. 6 the average AoI per source is shown as a function of the number of source nodes $N$ with a replacement queue, for $\lambda_1 = \cdots = \lambda_N$ and success probability 1, at the destination. In this case, the AoI is a monotonically decreasing function of the arrival rate. Moreover, we note that the AoI increases linearly with the number of source nodes $N$. The average AoI for the round-robin scheduler with the replacement queue discipline is lower bounded by $\frac{N+3}{2}$, where $N$ the number of source nodes in the system, i.e.,

$$\Delta_i \geq \frac{N + 3}{2}, \quad \forall i \in \{1, \cdots, N\}, \quad \lambda_i \in [0, 1]. \quad (45)$$

B. Work-conserving scheduled access

The work-conserving scheduler makes probabilistic decisions among the nodes that have a packet at the transmission queue at the same time slot. Specifically, source $i$ is assigned the given time slot with probability $1/N$, where $N$ is the number of sources that have a packet available for transmission. A time slot is wasted with no transmission taking place only when we have an empty system.

In Fig. 7 the average AoI per source is shown as a function of the number of source nodes $N$ with a replacement queue discipline, for $\lambda_1 = \cdots = \lambda_N$ and success probability 1, at the destination. With solid line we plot the work-conserving scheduler and with dashed line the round-robin scheduler.

C. Random Access

In the slotted random access policy, at each time slot, node $i$ attempts to transmit the packet at the head of the queue with probability $q_i$, provided that the queue is not empty.

In Fig. 8 the average AoI per source is shown as a function of the arrival rate per source without any packet management, for $\lambda_1 = \cdots = \lambda_N$, $q = q_1 = \cdots = q_N = 0.5$, and a collision channel with success probability $Nq(1-q)^N$, at the destination. We observe that the AoI tends to infinity as the arrival rate tends to $1/N \ast q$. This is due to the violation of the stability conditions for the queues implying infinite queueing delay.
Fig. 7: Average age per source vs. the number of sources $N$ for the work-conserving scheduler (solid lines) with the replacement queue discipline. The round-robin scheduler is depicted with dashed lines.

Fig. 8: Average age per source vs. the arrival rate $\lambda_i$ for the random access without packet management at the transmission queues.

Fig. 9: Average age per source vs. the arrival rate $\lambda_i$ for the random access with the replacement queue discipline.

Fig. 10: Average age vs. the access probability $q_i$ for the random access with the replacement queue discipline and $N = 2$.

V. FADING AND NETWORK PATH DIVERSITY

In this section, we consider the effect of the success probability of a packet erasure model and the effect of the network path diversity on the system and present how the different parameters affect the system performance.
In particular, we assume that the node considered until now as the destination is an access point (AP). Packets are sent through wireless channels to the AP and then from the AP they are transmitted through an error free network to the final destination, as shown in Fig. 11. After the AP we consider a process that captures the network delay imposed to packets. This is a simplified model of the random delay experienced by a packet after its departure from the AP to the final destination $d$. This process can model several cases, such as the delay for contending with other packets in the reception queue, multiple hops, or the processing time at the receiver. We model the availability of resources and the network path diversity by assuming an infinite number of servers at the AP. The network delay process follows a geometric distribution with mean $1/k$, for $0 < k < 1$, and it causes packets to arrive at the destination $d$ out of order.

The network delay process can cause out of order reception of packets at the destination $d$. We define an informative packet as a packet that carries the newest information compared to the packets of the same source arriving at the destination prior to it. A packet $j$ is said to be obsolete if there is at least one packet with $k \geq 1$ of the same source generated after $j$, such that $t'_{j+1} > t'_{j+k}$. An informative packet is one that is not rendered obsolete. Obsolete packets correspond to waste of resources since they do not provide fresh information to the destination. Thus, it is meaningful to minimize the percentage of obsolete packets among the transmitted packets.

In Fig. 12 the average AoI per source is shown as a function of the arrival rate per source node with a replacement queue, for the round-robin scheduler, $\lambda_1 = \cdots = \lambda_N$, and success probability $p_1 = \cdots = p_N$, at the AP. We see that as $p_i$ decreases, the gap between the performance of the system for $N = 2$ and $N = 3$ increases. In other words, under good channel conditions adding more source nodes will degrade the AoI performance less compared to the case where the channel conditions are weak.

In Fig. 13 we compare the effect of the parameters $p_i$ and $k$ on the AoI objective. Recall that the network delay process follows a geometric distribution with mean $1/k$. The average AoI per source is shown as a function of the arrival rate per source node with a replacement queue, for the round-robin scheduler, $N = 2$, and $\lambda_1 = \lambda_2$. For the different values of the success probability $p_i$ the AoI is measured at the AP. For the different values of the parameter $k$ the AoI is measured at the destination $d$, assuming that the transmission to the AP is instantaneous end error-free. We observe that the effect of the parameter $k$ differs from the effect of the parameter $p_i$. This is due to the fact that a failure in transmission corresponds not only to a wasted time slot but also to a wasted turn for the source.

In Fig. 14 the number of obsolete packets is shown as a function of the network delay parameter $k$ for the round-robin scheduler, $N = 2$, $\lambda_1 = \lambda_2$, and success probability $1$, at the destination $d$. As expected, increasing the arrival
rate at the source nodes results in more packets that are rendered obsolete. Hence, there is a tradeoff between the AoI performance and the number of wasted resources in terms of obsolete packets.

Fig. 14: Obsolete packets vs. the network delay parameter \( k \) for the round-robin scheduler with the replacement queue discipline, for \( N = 2 \). The time horizon is 100000 time slots.

VI. SUMMARY

In this work, we have focused on the AoI performance of a network consisting of \( N \) source nodes communicating with a common receiver. Each source node has a buffer of infinite capacity to store incoming bursty traffic in the form of packets which should keep the receiver timely updated. We have considered two different queue disciplines at the transmission queues, with and without packet management, and we have derived analytical expressions for the AoI for both cases. We have investigated three different policies to access the common medium (i) round-robin scheduler (ii) work-conserving scheduler (iii) random access. The work-conserving scheduler outperforms the round-robin scheduler. For the case of the random access one should optimize the access probabilities in connection to the arrival rates per source and the number of source nodes in the system. Moreover, we have considered the effect of the success probability of a packet erasure model and the effect of network path diversity, on the AoI performance. The presented simulation results provide guidelines for the design of the system.
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APPENDIX A

PROOF OF LEMMA 2

Given the DTMC described in Fig. [4], we define \( r = \lambda (1 - \mu) \) and \( s = \mu (1 - \lambda) \) and obtain the following balance equations:

\[
\lambda \pi_0 = \mu (1 - \lambda) \pi_1 \iff \pi_1 = \frac{\lambda}{\mu (1 - \lambda)} \pi_0,
\]

\[
\pi_1 = \lambda \pi_0 + (1 - r - s) \pi_2 \iff \pi_0 = \frac{\lambda^2 (1 - \mu)}{\mu^2 (1 - \lambda)^2} \pi_0.
\]

Summarizing, for \( n \in \{1, 2\} \) we have that

\[
\pi_n = \frac{\lambda^n (1 - \mu)^{n-1}}{\mu^n (1 - \lambda)^n} \pi_0.
\]

Moreover, we know that

\[
\pi_0 + \frac{\lambda}{\mu (1 - \lambda)} \pi_0 + \frac{\lambda^2 (1 - \mu)}{\mu^2 (1 - \lambda)^2} \pi_0 = 1.
\]

Hence, the probability that the queue is empty is given by

\[
\pi_0 = \frac{\lambda - \mu}{\lambda \left( \frac{(1-\mu)}{\mu (1-\lambda)} \right)^2} - \mu.
\]
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