The floating-body problem: an integro-differential equation without irregular frequencies
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Abstract

The linear boundary value problem under consideration describes time-harmonic motion of water in a horizontal three-dimensional layer of constant depth in the presence of an obstacle adjacent to the upper side of the layer (floating body). This problem for a complex-valued harmonic function involves mixed boundary conditions and a radiation condition at infinity. Under rather general geometric assumptions the existence of a unique solution is proved for all values of the non-negative problem’s parameter related to the frequency of oscillations. The proof is based on the representation of solution as a sum of simple- and double-layer potentials with densities distributed over the obstacle’s surface, thus reducing the problem to an indefinite integro-differential equation. The latter is shown to be soluble for all continuous right-hand side terms for which purpose S. G. Krein’s theorem about indefinite equations is used.

1 Introduction

In his remarkable article [4], John investigated the floating-body problem which describes time-harmonic motion of an inviscid, incompressible, heavy fluid, say water, in the presence of an immersed surface-piercing body. Two questions need to be addressed concerning this problem which is linear under the assumption that oscillations of water are of small amplitude. The first one is the question of uniqueness and John demonstrated that the problem has a unique solution for bodies satisfying the geometrical condition (now, it is referred to as John’s condition), requiring the wetted parts of the body’s surface be confined to vertical cylinders whose generators go through the intersections of this surface and that of the water at rest (see Fig. 1). Moreover, it was widely believed that the uniqueness theorem is true for all geometries and frequencies and it would be only a matter of time before a general uniqueness proof was obtained. Many partial uniqueness results that have been obtained so far are reviewed in detail in [11].

The situation had changed in 1996, when M. McIver [14] constructed the first example of a family of surface-piercing structures that all support the same two-dimensional...
trapped mode in infinitely deep water; that is, there is no uniqueness in the floating-
body problem for any of these structures. Another family of structures that support an
axisymmetric trapped mode in deep water is a straightforward modification of the first
one (see [15]). It should be emphasised that one finds rigorous proof of the existence of
trapped modes only for these two examples and their simple generalisations; see [11],
§ 4.1.

The present paper deals with the second question which concerns the existence of a
solution at all frequencies. (Of course, we assume that John’s condition holds because
this guarantees the uniqueness at all frequencies which is essential for our considerations.)
A natural way to resolve this question is to seek a solution using the potential theory
techniques, but the standard method based on a single-layer potential does not yield a
solution for some sequence of frequencies known as irregular (see § 1.3 for details). This
is the reason to propose a new approach in the framework of the potential theory. Its
advantage is not only the absence of irregular of frequencies, but also the fact that it
involves only potentials whose densities are distributed over the wetted surface of the
floating body. A few alternative methods are outlined in § 1.4. Prior to describing our
approach, statement of the problem is given along with some auxiliary results.

1.1 Statement of the problem

A Cartesian coordinate system \((x_1, x_2, y)\) (for brevity we put \((x_1, x_2) = \mathbf{x}\)) is chosen so
that the \(y\)-axis is directed upwards (gravity acts in the opposite direction), whereas the
free surface of water lies within the horizontal \(x\)-plane. Let \(B \subset \mathbb{R}^3\) denote the domain
whose closure is the floating body in its equilibrium position (see Fig. 1), and let \(\Xi\) be
the non-empty submerged part of \(B\), that is, \(\Xi = B \cap \Pi\), where

\[
\Pi = \{(\mathbf{x}, y) : \mathbf{x} \in \mathbb{R}^2, -h < y < 0\}.
\]

We suppose that the water domain \(\Omega = \Pi \setminus \overline{B}\) is simply connected and \(\Xi\) consists of
a finite number of domains adjacent to the \(x\)-plane, whereas the same number of two-
dimensional domains constitutes \(D\) — the interior of \(\partial \Xi\) within \(\{y = 0\}\). Furthermore,
$\Gamma = \partial B \cap \Pi$ — the wetted part of body’s boundary — is supposed to form a $C^2$-surface together with the closure of its reflection in the plane $\{y = 0\}$. The latter condition (it guarantees that the integral operator arising in our considerations is compact) was imposed in [4] along with John’s condition. Hence, normal is defined throughout $\Gamma$ and $n_P$ denotes the unit normal at $P = (x, y) \in \Gamma$ pointing to the interior of $\Omega$. Finally,

$B = \{x \in \mathbb{R}^2, y = -h\}$ and $F = \partial \Omega \setminus \overline{\Gamma}$

stand for the bottom and the free surface, respectively (see Fig. 1).

Assuming the water motion to be irrotational in $\Omega$, one concludes that it is described by a velocity potential because the domain is simply connected. Moreover, in the case of time-harmonic oscillations, the potential can be written as follows:

$$\Re \{e^{-i\omega t} \varphi(x, y)\}.$$ 

Here $\omega > 0$ is the radian frequency of oscillations and the complex-valued function $\varphi$ must satisfy the following boundary value problem:

\begin{align*}
\nabla^2 \varphi &= 0 \quad \text{in } \Omega; \\
\partial_y \varphi - \lambda \varphi &= 0 \quad \text{on } F; \\
\partial_y \varphi &= 0 \quad \text{on } B; \\
\partial_n \varphi &= v_n \quad \text{on } \Gamma; \\
\int_{\Omega \cap \{|x| = a\}} |\partial_x \varphi - ik_0 \varphi|^2 \, ds &= o(1) \quad \text{as } a \to \infty. \quad (5)
\end{align*}

In (1), the Laplacian is written in terms of $\nabla = (\partial_{x_1}, \partial_{x_2}, \partial_y)$. The parameter $\lambda$ in (2) is equal to $\omega^2 / g$ and attains any positive value ($g$ is the acceleration due to gravity); $k_0$ in (5) is the unique positive root of $k \tanh kh = \lambda$. In (4), the given right-hand side term $v_n$ is an arbitrary continuous function on $\Gamma$ (the velocity of the body’s surface in the direction of $n$).

It is natural to assume that $\varphi \in H^1_{\text{loc}}(\Omega)$, thus understanding relations (1)–(4) in the sense of the integral identity

$$\int_{\Omega} \nabla \varphi \nabla \psi \, dx \, dy = \lambda \int_{F} \varphi \psi \, dx - \int_{\Gamma} \psi v_n \, dS,$$ 

(6) which must hold for an arbitrary $\psi$ that is smooth and has a compact support in $\Omega$. It is clear that (6) follows from relations (1)–(4) by virtue of the first Green’s identity applied to $\varphi$ and $\psi$.

It is known (see, for example, [16]) that if $\varphi \in H^1_{\text{loc}}(\Omega)$ satisfies (6), then it is continuous throughout $\overline{\Omega}$, and its gradient is bounded near $\overline{\Gamma \cap F}$. Moreover, the Laplace equation holds in the classical sense (see, for example, [2], ch. 8), and the same concerns the boundary conditions (2)–(4).

### 1.2 Green’s function

Green’s function $G(P, Q)$ is defined in [4], § 3, as a function of $P$ harmonic in $\Pi \setminus \{Q\}$, having a source singularity at $Q = (\xi, \eta) \in \Pi$ and satisfying boundary conditions on $\partial \Pi$, namely:
\( \nabla^2 (G - R^{-1}) = 0 \) in \( \Pi \), where \( R = [r^2 + (y - \eta)^2]^{1/2} \) is the distance between \( P \) and \( Q \), whereas \( r = [(x_1 - \xi_1)^2 + (x_2 - \xi_2)^2]^{1/2} \) is the distance between the projections of these points on a horizontal plane;

- \( \partial_y G - \lambda G \) \( y = 0 \) and \( \partial_y G \) \( y = -h = 0 \).

In [4], Appendix I, it is shown that there exist functions which satisfy all these conditions and an explicit expression for a particular such function is given. This special Green’s function (denoted by \( G_\lambda \) in what follows) has the following extra properties:

- it is symmetric, that is, \( G_\lambda(P, Q) = G_\lambda(Q, P) \);
- \( G_\lambda(P, Q) \) has cylindrical symmetry as well, that is, it depends only on \( y, \eta \) and \( r \);
- the radiation condition (5) holds for \( G_\lambda \) as \( r \to \infty \).

The last property implies the uniqueness of \( G_\lambda \).

Finally, it should be mentioned that there exists an extension of \( G_\lambda(P, Q) \) to the strip, where \( 0 < y, \eta < h \) (see [4], pp. 96, 97). For our purpose it is sufficient to describe this extension as follows:

\[
G_\lambda(P, Q) = R^{-1} + R_0^{-1} + H_\lambda(P, Q) \quad \text{for} \quad -h < y, \eta < h, \quad R \neq 0, \quad R_0 \neq 0. \tag{7}
\]

Here \( R_0 = \sqrt{r^2 + (y + \eta)^2} \) is the distance from \( P \) to the reflection of \( Q \) in the plane \( \{y = 0\} \), whereas \( H_\lambda \) is such that for \( y + \eta \leq 0 \) we have

\[
H_\lambda(P, Q) = O(\log R_0) \quad \text{and} \quad \partial_r H_\lambda, \partial_y H_\lambda, \partial_\eta H_\lambda = O\left(\frac{1}{R_0}\right) \quad \text{as} \quad R_0 \to 0. \tag{8}
\]

### 1.3 Irregular frequencies

Since \( G_\lambda(P, Q) \) satisfies: (1) the Laplace equation in \( \Pi \setminus \{Q\} \); (2) boundary conditions of the same kind as (2) and (3) on the upper and lower sides of \( \Pi \), respectively; (3) the radiation condition, it is convenient to seek a solution of problem (4)–(5) in the form of a single-layer potential

\[
(V\mu)(P) = \int_\Gamma \mu(Q) G_\lambda(P, Q) \, dS_Q \quad \text{with an unknown} \quad \mu \in C(\Gamma). \tag{10}
\]

Here \( C(\Gamma) \) is the Banach space of continuous complex-valued functions on \( \Gamma \). Indeed, if one finds \( \mu \) from the Neumann boundary condition (4), then \( V\mu \) is the problem’s solution. The theorem about the limit values of the normal derivative of \( V\mu \) on \( \Gamma \) (see, for example, [17], Ch. 18, § 7) yields the integral equation:

\[
-\mu(P) + \frac{1}{2\pi} \int_\Gamma \mu(Q) \frac{\partial G_\lambda}{\partial n_P}(P, Q) \, dS_Q = \frac{1}{2\pi} v_n(P), \quad P \in \Gamma; \tag{9}
\]

\((-I + K') \mu = f \) for short, where \( I \) is the identity operator and \( f = (2\pi)^{-1} v_n \).

Following [1], Ch. 2, let us consider this equation in the framework of the dual system \( \langle C(\Gamma), C(\Gamma) \rangle \) equipped with the bilinear form

\[
\langle \mu, \nu \rangle = \int_\Gamma \mu \nu \, dS. \tag{10}
\]
The integral operator $K'$ in (9) is adjoint to

$$(K\nu)(P) = \frac{1}{2\pi} \int_{\Gamma} \nu(Q) \frac{\partial G_\lambda}{\partial n_Q} (P, Q) \, dS_Q$$

with respect to the bilinear form $\langle \cdot , \cdot \rangle$. Here and below the notation for operators adopted in [1] is used.

Let us show that $K'$ (and $K$ as well) is a compact operator in $C(\Gamma)$. Formula (7) for $G_\lambda$ allows us to represent this operator as follows:

$$(K'\mu)(P) = \frac{1}{2\pi} \left[ \int_{\Gamma_0} \hat{\mu}(Q) \frac{\partial R^{-1}_{\lambda}}{\partial n_P} (P, Q) \, dS_Q + \int_{\Gamma} \mu(Q) \frac{\partial H_\lambda}{\partial n_P} (P, Q) \, dS_Q \right]. \quad (11)$$

Here $\Gamma_0$ is the union of $\Gamma$ and its reflection in the plane $\{y = 0\}$. By $\hat{\mu}$ we denote the function equal to $\mu$ on $\Gamma$, whereas on the upper half of the doubled surface $\hat{\mu}$ is the extension of $\mu$ even with respect to $y$. Since $\Gamma_0$ is a $C^2$-surface, the kernel $\partial R^{-1}_{\lambda}/\partial n_P(P, Q)$ is weakly singular, and so the operator corresponding to the first term in square brackets is compact (see [1], §§2.3 and 2.7). The operator defined by the second term in square brackets is compact in view of the second set of estimates (8).

Thus, (9) is a Fredholm equation; it is analogous to $(-I + K'_0)\mu = f$ with $(K'_0\mu)(P) = \frac{1}{2\pi} \int_{\Gamma_0} \mu(Q) \frac{\partial R^{-1}_{\lambda}}{\partial n_P} (P, Q) \, dS_Q$, (12) arising when one applies the potential theory to the Neumann problem for the Laplace equation in the domain exterior to $\Gamma_0$ (see [17], Ch. 18, §§8 and 10). It should be emphasized that $K'_0$ is not the limit of $K'$ as $\lambda \to 0$ (see [4], p. 97), the subscript in $K'_0$ just means that integration is over $\Gamma_0$. There is an essential distinction between (12) and (9) because the homogeneous equation (12) has only a trivial solution, whereas the dependence of $K'$ on $\lambda$ results in the existence of the so-called irregular frequencies for which the homogeneous equation (9) has nontrivial solutions.

Namely, if for some $\lambda_*$ the homogeneous equation (9) has a nontrivial solution $\mu_*$, then this value of the parameter is called irregular as well as the corresponding value of frequency. In the irregular case (this notion was introduced by John; see [1], p. 85), John’s condition guarantees that $V\mu_* \equiv 0$ on $\overline{\Omega}$, whereas $V\mu_*$ is nontrivial at least in $\Xi_k$ — one of connected components of $\Pi \setminus \overline{\Omega}$ (see Fig. 1, where two such components are shown). Indeed, there exists an eigenfunction of the following spectral problem

$$\nabla^2 \psi = 0 \text{ in } \Xi_k, \quad \partial_y \psi - \lambda \psi = 0 \text{ on } D_k, \quad \psi = 0 \text{ on } \Gamma_k,$$

corresponding to the eigenvalue $\lambda = \lambda_*$. Moreover, the fact that $\lambda$ is an eigenvalue of this problem for some $\Xi_k$ is a necessary and sufficient condition that $\lambda$ is irregular (for the proof see, for example, [11], p. 105).

It is known that the assumptions made about $\Gamma$ yield that for every $\Xi_k$ there exists a sequence

$$0 < \lambda_1^{(k)} \leq \cdots \leq \lambda_n^{(k)} \leq \cdots \text{ such that } \lambda_n^{(k)} = \sqrt{\frac{|D_k|}{4\pi n}} [1 + o(1)] \text{ as } n \to \infty;$$

here $|D_k|$ denotes the area of $D_k$. Thus, the whole set of irregular values for equation (9) is the union of the finite number of these sequences.
1.4 Background on equations without irregular frequencies

The question how to find a solution of problem (1)–(5) in the case when \( \lambda \) is irregular has a long history; see [11], § 3.1.2, for a survey of various approaches; a few of them are characterized below.

The idea of the first method is to replace equation (9) by an integro-algebraic system; see [4]. The latter consists of (9) amended by adding a linear combination of \( m \) given functions with unknown coefficients, and a linear algebraic system for these coefficients. Here \( m \) is the number of linearly independent solutions of the homogeneous equation (9), whereas the functions are constructed on the basis of these solutions. In [9], this approach was extended to the case of piecewise smooth \( \Gamma \) with edges and vertices.

A rather simple method developed by Ursell [19] consists in modifying Green’s function in order to obtain an integral equation without irregular frequencies. This idea was brought to the theory of time-harmonic water waves from acoustics, where it had demonstrated its fruitfulness. Another approach borrowed from acoustics is to seek a solution as the sum of \( V \mu \) and the volume Green’s potential over \( \Xi \) which leads to a system of two integral equations; see details in [11], § 3.1.1.3, where the presentation follows [10].

1.5 Main result

The aim of this paper is to show that there is a single equation with operators involving only \( G_\lambda \) and such that no irregular values of \( \lambda \) exists for it; that is, this equation is uniquely soluble for all right-hand side terms. For this purpose let us seek \( \varphi \) in the form

\[
(V \mu)(P) + (W \nu)(P),
\]

where \( V \mu \) is the simple-layer potential with unknown density, whereas

\[
(W \nu)(P) = \int_\Gamma \nu(Q) \frac{\partial G_\lambda}{\partial n_Q}(P, Q) dS_Q
\]

is the double-layer potential whose density is also unknown. It is clear that this representation with \( \mu, \nu \in C(\Gamma) \) yields that \( \varphi \) satisfies all relations of the boundary value problem except for the Neumann condition on \( \Gamma \). However, the continuity of \( \nu \) is insufficient for the existence of \( \partial n_P(W \nu) \) on \( \Gamma \). This fact is attributed to Lyapunov in [3], Ch. II, § 9, and elsewhere, but it is just mentioned in the note [12], whereas an example of the surface and density demonstrating this fact for

\[
(W_0 \nu)(P) = \int_{\Gamma_0} \nu(Q) \frac{\partial R^{-1}}{\partial n_Q}(P, Q) dS_Q
\]

first appeared in Steklov’s monograph [18], § 34. It is worth mentioning that the main result of [12] is a condition expressed in terms of local properties of \( \nu \) near \( P \) that guarantees the existence of \( \partial n_P(W_0 \nu) \) at \( P \in \Gamma_0 \). It is not known how close is this condition to a necessary one.

Two decades ago, Lukyanov and Nazarov [13] obtained a general criterion for the global existence of the normal derivative of \( W_0 \nu \) (of course, their criterion does not
require symmetry of $\Gamma_0$). Combining this criterion with (7) and (8), one obtains that for the global existence of $\partial_n P(W\nu)$ on $\Gamma$ it is necessary and sufficient that there exists $\nu_* \in C(\Gamma)$ such that $\nu = [V\nu_*]_{\Gamma}$. The set $D$ consisting of densities representable as traces of single-layer potentials is a non-empty linear variety in $C(\Gamma)$. Indeed, a density $\nu \in D$ provided it is in $C_1^{1,\alpha}(\Gamma)$ with a certain exponent $\alpha \in (0,1)$; see [1], §2.7.

Moreover, every $\nu \in D$ is a Hölder continuous function on $\Gamma$ with $\alpha \in (0,1)$, and so $W\nu$ is uniformly Hölder continuous on both $\Omega$ and $\Xi$ with $\alpha \in (0,1)$; moreover, the Hölder norms of $W\nu$ on these closed sets are estimated by that of $\nu$ (see [1], §2.4).

Seeking $\varphi$ in the form (13) with unknown $\mu \in C(\Gamma)$ and $\nu \in D$, we obtain the equation

$$-\mu(P) + \frac{1}{2\pi} \int_{\Gamma} \mu(Q) \frac{\partial G_{\lambda}}{\partial n_P}(P,Q) dS_Q + \frac{1}{2\pi} \frac{\partial}{\partial n_P} \int_{\Gamma} \nu(Q) \frac{\partial G_{\lambda}}{\partial n_Q}(P,Q) dS_Q = \frac{1}{2\pi} \nu_n(P), \quad P \in \Gamma$$

(14)

from the boundary condition (4). In what follows, we write

$$(-I + K') \mu + T\nu = f$$

for short, where $T$ denotes the integro-differential operator in the second line of (14). It is worth mentioning that it was Kleinman [5] who first used the operator $T$ in his treatment of the floating-body problem. In his approach, this operator arose in the framework of a direct version of boundary integral technique.

Now we are in a position to formulate the following assertions.

**Theorem 1.** Let the surface $\Gamma$ satisfy John’s condition and let the union of $\Gamma$ and its reflection in the plane $\{y=0\}$ be a $C^2$-surface, then for all $\lambda > 0$ the indefinite equation (14) with an arbitrary $\nu_n \in C(\Gamma)$ has a solution $(\mu,\nu)$, where $\mu \in C(\Gamma)$ and $\nu \in D$.

**Corollary 1.** Let the assumptions imposed on $\Gamma$ in Theorem 1 hold, then for all $\lambda > 0$ problem (1)–(5) with an arbitrary $\nu_n \in C(\Gamma)$ has a solution of the form (13), where $\mu \in C(\Gamma)$ and $\nu \in D$.

## 2 Proof of Theorem 1 and Corollary 1

### 2.1 Self-adjointness of $T$

Our proof of Theorem 1 is based on Theorem 2 (see Appendix), and the latter theorem involves the operator $T'$ defined in the dual system $\langle C(\Gamma), C(\Gamma) \rangle$ (see (10) for the duality relation). The situation is simplified by the fact that $T$, which is unbounded in $C(\Gamma)$, has the self-adjoint closure being symmetric on $D$. Indeed, $\langle T\nu_1, \nu_2 \rangle = \langle \nu_1, T\nu_2 \rangle$ for all $\nu_1, \nu_2 \in D$. This fact was earlier established in the case of a similar operator in which the fundamental solution of the Helmholtz equation used as the kernel (see [1], §2.7). Therefore, we just outline the proof in our case.

It is sufficient to suppose that $\nu_k, k = 1, 2$, are in $C^{1,\alpha}(\Gamma)$, $\alpha \in (0,1)$, in which case the first derivatives of $W\nu_k$ are uniformly extendable from $\Omega$ (or $\Xi$ respectively) as Hölder continuous functions (see [1], §2.5).
Let \( u_k = W \nu_k \), then the jump relation for this potential yields
\[
\langle T \nu_1, \nu_2 \rangle = \int_\Gamma (T \nu_1) \nu_2 \, dS = 2 \int_\Gamma \frac{\partial u_1}{\partial n} (u_2^\Omega - u_2^\Xi) \, dS,
\]
where \( u_2^\Omega \) (\( u_2^\Xi \)) is the limiting value of \( u_2 \), when approaching \( \Gamma \) from \( \Omega \) (\( \Xi \) respectively).

The second Green’s formula allows us to continue this chain of equalities
\[
2 \int_\Gamma (u_1^\Omega - u_1^\Xi) \frac{\partial u_2}{\partial n} \, dS = \int_\Gamma \nu_1 T \nu_2 \, dS = \langle \nu_1, T \nu_2 \rangle.
\]

Another property to be used is that \( K \) and \( K' \) are compact operators in \( C(\Gamma) \).

Moreover, in the same way as in \( \text{[1]} \), § 2.7, one obtains that these operators map \( C(\Gamma) \) to \( C^{0,\alpha}(\Gamma), \alpha \in (0,1) \), whereas \( K \) maps \( C^{0,\alpha}(\Gamma) \) to \( C^{1,\alpha}(\Gamma) \).

### 2.2 Proof of Theorem 1

According to Theorem 2, equation (14) is soluble for all right-hand side terms, if and only if the intersection of the null-spaces of \( -I + K \) and \( T \) is trivial.

To show this we consider \( \mu_0 \in C(\Gamma) \) satisfying
\[
(-I + K)\mu_0 = 0,
\]  
where \( 0 \) is the zero element of \( C(\Gamma) \). Then the properties of \( K \) mentioned at the end of § 2.1 imply that \( \mu_0 \in C^{1,\alpha}(\Gamma) \), and so \( T \mu_0 \) is well defined. If \( T \mu_0 = 0 \) (that is, \( \mu_0 \) belongs to the intersection of the null-spaces of \( -I + K \) and \( T \)), then \( W \mu_0 \) solves problem (11)–(5) with \( v_n \equiv 0 \) on \( \Gamma \).

Since John’s condition guarantees the uniqueness of solution for this problem, we have that \( (W \mu_0)(P) = 0 \) for all \( P \in \Omega \). Letting \( P \to \Gamma \), we obtain that \( (K + I)\mu_0 = 0 \) by the theorem about limiting values of the double-layer potential. Combining the last equality and (15), we conclude that \( \mu_0 = 0 \), which completes the proof.

### 2.3 Proof of Corollary 1

Seeking a solution of problem (1)–(5) as the sum of two potentials (13), one arrives at the indefinite equation (14) for the unknown densities \( \mu \) and \( \nu \). According to Theorem 1, this equation is soluble for every continuous right-hand side term. Substituting a solution of (14) into (13), one obtains that of problem (1)–(5) which is unique in view of John’s condition imposed on the geometry of \( \Gamma \). The proof is complete.

### 2.4 Discussion

The solubility of problem (1)–(5) is established via reducing it to the indefinite equation (14) under a rather restrictive assumption about smoothness of the symmetric surface \( \Gamma_0 \) which appears in formula (11). The assumption that \( \Gamma_0 \) is a \( C^2 \)-surface is imposed in order to refer directly to assertions proved in [1], where this class of surfaces is considered. It is straightforward to modify our proofs to the case when \( \Gamma_0 \) is a \( C^{1,\alpha} \)-surface, \( \alpha \in (0,1) \) (this class is also referred to as Lyapunov surfaces).
Meanwhile, it is known that the single- and double-layer potentials for the Laplace equation are well-defined on surfaces enclosing bounded Lipschitz domains. Using these potentials, Verchota [20] reduced the interior Dirichlet and Neumann problems to integral equations with operators analogous to \( I + K \) and \( I - K' \) respectively. Moreover, he demonstrated the invertibility of the first of these operators in \( L^2 \), whereas the second one is invertible in the subspace of \( L^2 \) orthogonal to constants. This allowed him to show that the Dirichlet and Neumann problems are soluble and their solutions are representable as the corresponding potentials.

The results obtained in [20] can serve as an initial step towards generalizing the approach to problem (1)–(5) based on the indefinite equation (14) in the case when \( \Gamma_0 \) is a Lipschitz surface satisfying John’s condition. However, there are several points that make treatment of this equation more complicated in the latter case. First, the equation must be considered in the dual system \( \langle H^{1/2}(\Gamma), H^{-1/2}(\Gamma) \rangle \) with the duality relation between these Sobolev spaces extending (10). Indeed, the operator \( T \) arising in this case maps continuously \( H^{1/2}(\Gamma) \) to \( H^{-1/2}(\Gamma) \) and, presumably, is self-adjoint in this dual system; see considerations in [8], §8.3. Another point is to check whether \( K \) and \( K' \) are compact in the mentioned dual system. Finally, it must be shown that Theorem 2 is true in this system.

Appendix: Theorem on solubility of indefinite equations

We consider the question of solubility of the following indefinite equation

\[
Lu + Mv = f
\]

in the framework of a dual system \( \langle X, X \rangle \), where \( X \) is a Banach space. Here, \( L \) and \( M \) are linear operators acting from \( X \) to \( X \), \( f \in X \) is a given element, whereas \( u \) and \( v \) are unknown elements of \( X \) to be found from the equation.

We recall that a normed space \( X \) equipped with a non-degenerate bilinear form \( \langle \cdot, \cdot \rangle : X \times X \to \mathbb{C} \) is a dual system (generally speaking, two normed spaces are used in the definition of a dual system; see, for example [1], §1.3). For \( M \), which can be unbounded, but has a domain \( D_M \) dense in \( X \), there exists \( M' \) — the operator adjoint to \( M \) with respect to \( \langle \cdot, \cdot \rangle \) — provided there is a domain \( D_{M'} \subset X \) and the mapping \( D_{M'} \ni v' \mapsto M'v' \in X \) such that

\[
\langle Mv, v' \rangle = \langle v, M'v' \rangle \quad \text{for all} \quad v \in D_M \text{ and } v' \in D_{M'}.
\] (16)

To distinguish the adjoint operator in the dual system \( \langle X, X \rangle \), we mark it with ‘ instead of * denoting the standard adjoint operator.

In what follows, \( \mathcal{R}(M) \) and \( \mathcal{N}(M) \) denote the range and the null space, respectively, for an operator \( M \); \( I \) stands for the identity operator and \( 0 \) is the zero element of \( X \).

**Theorem 2.** Let \( \langle X, X \rangle \) be a dual system on a Banach space \( X \). Let \( C \) be a compact operator mapping \( X \) into itself and let \( M \) be a closed operator from \( X \) to \( X \) having \( D_M \) dense in \( X \). The indefinite equation

\[
(I + C)u + Mv = f
\] (17)
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has a solution for all \( f \in X \) if and only if \( \mathcal{N}(I + C') \cap \mathcal{N}(M') = \emptyset \). Here \( M' \) is defined by (16) and \( C' \) is defined similarly.

If \( u \) and \( v \) satisfy (17) and are such that

\[
    u \in \mathcal{R}(I + C'), \quad v \in M'[\mathcal{N}(I + C')],
\]

then the solution \((u, v)\) is unique in \( \mathcal{R}(I + C') \times M'[\mathcal{N}(I + C')] \).

This theorem is a slight improvement of a theorem of S. G. Krein [6]: see also his book [7], §18. The proof is given to make the paper self-contained.

Proof. 1°. We begin with proving the second assertion, namely, conditions (18) guarantee that the homogeneous equation

\[
    (I + C)u_0 + Mv_0 = 0
\]

has only a trivial solution \((u_0, v_0) = (0, 0)\). According to the second condition (18), there exists \( v' \in \mathcal{N}(I + C') \) such that \( v_0 = M'v' \). Since

\[
    \langle (I + C)u_0, v' \rangle = \langle u_0, (I + C')v' \rangle = 0,
\]

equation (19) yields that

\[
    0 = \langle 0, v' \rangle = \langle (I + C)u_0, v' \rangle + \langle Mv_0, v' \rangle = \langle v_0, M'v' \rangle = \langle v_0, v_0 \rangle,
\]

and so \( v_0 = 0 \). Now, (19) takes the form \((I + C)u_0 = 0\), where \( u_0 = (I + C')u' \) by the first condition (18). Hence we have

\[
    0 = \langle 0, u' \rangle = \langle (I + C)u_0, u' \rangle = \langle u_0, (I + C')u' \rangle = \langle (I + C')u', (I + C')u' \rangle,
\]

that is, \( u_0 = (I + C')u' = 0 \), which completes the proof of the second assertion.

2°. By \( \mathcal{F} \) we denote the set of those \( f \), for which (17) has a solution satisfying conditions (18). Let us show that \( \mathcal{F} \) is closed in \( X \). For this purpose we consider a sequence \( \{f_n\} \subset \mathcal{F} \) with the following properties: \( f_n \to f \) as \( n \to \infty \), and there exist \( \{u_n\} \subset \mathcal{R}(I + C') \) and \( \{v_n\} \subset M'[\mathcal{N}(I + C')] \) such that

\[
    (I + C)u_n + Mv_n = f_n \quad \text{for } n = 1, 2, \ldots.
\]

Let us demonstrate that equation (17) is solvable for \( f \) and its solution is such that \( u \in \mathcal{R}(I + C') \) and \( v \in M'[\mathcal{N}(I + C')] \).

First, let \( \{u_n\} \) and \( \{v_n\} \) be bounded sequences. Then there exists a subsequence \( \{n'\} \) such that \( Cu_{n'} \) has a limit as \( n' \to \infty \) because \( C \) is compact. Since \( M'[\mathcal{N}(I + C')] \) is finite-dimensional and \( M \) is a closed operator, there is a subsequence \( \{n''\} \) of \( \{n'\} \) and \( v \in M'[\mathcal{N}(I + C')] \) such that

\[
    v_{n''} \to v \quad \text{and} \quad Mv_{n''} \to Mv \in M'[\mathcal{N}(I + C')] \quad \text{as} \quad n'' \to \infty.
\]

Letting \( n = n'' \to \infty \) in (20), we see that \( u \) and \( v \) solve (17). Since \( C' \) is compact along with \( C \), we have that \( \mathcal{R}(I + C') \) is closed, and so \( u \) belongs to this set.
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The same considerations remain valid in the case when \( \{ u_n \} \) is unbounded, that is, there exists a subsequence \( \{ n' \} \) such that \( \| u_{n'} \| \) tends to infinity as \( n' \to \infty \), but the sequence \( \{ \| v_{n'} \| / \| u_{n'} \| \} \) is bounded.

3°. To complete the proof that \( F \) is closed we have to consider the case when \( \{ u_n \} \) is unbounded and there exists a subsequence \( \{ n'' \} \) such that
\[
\| v_{n''} \| / \| u_{n''} \| \to \infty \quad \text{as} \quad n'' \to \infty ,
\]
which implies that \( Mv = 0 \) for some \( v \in M'[N(I + C')] \) with \( \| v \| = 1 \), which is incompatible with the second assertion of the theorem. Thus, we conclude that the sequence \( \{ \| u_n \| \} \) is bounded. In the same way, one obtains that \( \{ \| v_n \| \} \) is bounded.

4°. It is clear that \( X \neq F \) if and only if there is \( f_* \neq 0 \) such that
\[
\langle (I + C)u, f_* \rangle + \langle Mv, f_* \rangle = 0 \quad \text{for all} \quad u \in \mathcal{R}(I + C') \quad \text{and} \quad v \in M'[N(I + C')] . \tag{21}
\]
For \( v = 0 \) this yields
\[
\langle u, (I + C')f_* \rangle = 0 \quad \text{for all} \quad u \in \mathcal{R}(I + C') ,
\]
and so for \( u = (I + C')f_* \) we obtain
\[
(I + C')f_* = 0 , \quad \text{that is,} \quad f_* \in N(I + C') . \tag{22}
\]
Substituting \( u = 0 \) into (21), we see that
\[
\langle Mv, f_* \rangle = \langle v, M'f_* \rangle = 0 \quad \text{for all} \quad v \in M'[N(I + C')] .
\]
For \( v = M'f_* \) this gives
\[
M'f_* = 0 , \quad \text{that is,} \quad f_* \in N(M') . \tag{23}
\]
Thus, (22) and (23) imply that \( X = F \) if and only if \( N(I + C') \cap N(M') = 0 \). The proof of the theorem’s first assertion is complete. \( \square \)
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