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Abstract

This paper proposes a novel heterogeneous grid convolution that builds a graph-based image representation by exploiting heterogeneity in the image content, enabling adaptive, efficient, and controllable computations in a convolutional architecture. More concretely, the approach builds a data-adaptive graph structure from a convolutional layer by a differentiable clustering method, pools features to the graph, performs a novel direction-aware graph convolution, and unpool features back to the convolutional layer. By using the developed module, the paper proposes heterogeneous grid convolutional networks, highly efficient yet strong extension of existing architectures. We have evaluated the proposed approach on four image understanding tasks, semantic segmentation, object localization, road extraction, and salient object detection. The proposed method is effective on three of the four tasks. Especially, the method outperforms a strong baseline with more than 90\% reduction in floating-point operations for semantic segmentation, and achieves the state-of-the-art result for road extraction. We will share our code, model, and data.

1. Introduction

Our world is heterogeneous in nature. Looking at a scene from a car (See Fig. 1), the road occupies one third of the image with homogeneous textures. At the far end of the road are full of objects such as cars, pedestrians, or road signs. The density of semantic information varies per location. Our attention to the world is also heterogeneous in nature. With a specific task in mind, we focus our attention to a specific portion of an image, for example, tracing a road network in a satellite image.

While a regular grid feature representation has been successful, such a representation contains redundant information in low density regions, whereas the spatial resolution is insufficient in high density regions. Features should be stored adaptively based on the information density.

This paper studies a novel “heterogeneous grid convolution”, which has the following three advantages. (Adaptive) The node features are adaptively allocated where necessary. (Efficient) The adaptive allocation reduces redundant computations. (Controllable) An agent can focus computation to a region of interest with an additional input.

There are two technical challenges in learning such a flexible feature representation: (a) how to adaptively allocate nodes while exploiting image heterogeneity, and (b) how to define a convolution operation on a heterogeneous grid structure. We propose a differentiable clustering-based graph pooling for the first challenge and a direction-aware extension of the graph convolution for the second challenge.

The combination of our graph pooling and direction-aware graph convolution forms a neural model, dubbed...
heterogeneous grid convolution, that can be inserted into any existing CNN architecture. By exploiting the proposed module, we also propose a heterogeneous grid convolutional neural networks (HG-CNNs) as a highly efficient yet strong extension of existing CNN architectures.

We have evaluated the proposed approach on four image understanding tasks, semantic segmentation, object localization, road extraction, and salient object detection. The proposed HG-CNNs are effective for three of the four tasks; the HG-CNN outperforms strong baselines with fewer floating-point operations (more than 90% reduction) on semantic segmentation; it achieves the state-of-the-art result on road extraction task; it yields compelling performance against state-of-the-arts on salient object detection. The current neural processors (i.e., NPU and GPU) are optimized for regular grid computations, and the proposed module is not necessarily computationally faster or more efficient in practice. However, the paper opens up a new avenue of research, potentially leading to an impact in vertical application domains, such as embedded devices with specialized hardware. We will share all our code and data to promote further research.

2. Related works

The literature of convolutional neural architecture is massive. The section focuses the description on the graph convolution, the graph pooling, and other closely related enhancement techniques in computer vision.

Graph convolution: Hammond et al. [14] and Defferrard et al. [10] formulated a convolution operation on graph-structured data based on spectral graph theory, approximating filters in the Fourier domain using Chebyshev polynomials. Kipf and Welling [19] further proposed a first-order approximation of the spectral graph convolution. Since the above works assume general graph data as inputs, they lack the capability of capturing spatial relationships between nodes for embedded graphs. To remedy this, various methods have been proposed [12, 22, 30, 38, 42, 48]. For instance, Spline-CNN [12] extends a regular kernel function to a continuous kernel function using B-spline bases, where convolution weights for the adjacent nodes can be modified according to their relative spatial position. In our experiments, we compare our direction-aware graph convolution to the above methods.

Ci et al. [7] extends widely used GCN for 3D pose estimation by using different weight parameters for every pair of nodes. However the application of the method is limited to the tasks where the graph structure is pre-defined, e.g., a skeleton body model in 3D pose estimation.

Graph pooling: Graph pooling is a key operation for learning hierarchical graph representations. DiffPool was proposed as a differentiable graph pooling method, in which soft-cluster assignments are directly estimated using graph convolution layers in an end-to-end manner [47]. Other methods defined graph pooling as a node selection problem. In such methods, the top-k representative nodes are selected using a trainable vector $p$ [3] or self-attention mechanism [21]. Whereas the above methods globally select discriminative nodes, AttPool [17] also applies a local attention mechanism to prevent the pooling operation from being stuck within a narrow sub-graph.

Non-grid representations in computer vision: Graph-based representations have been proposed for modeling long-range dependencies in an image. Li et al. proposed a module that performs graph reasoning on a fully-connected graph acquired from a clustering-based graph projection [24]. Similar ideas are also proposed by [6] and [55]. To reduce the computational complexity of the fully-connected graph reasoning, recent work proposed a dynamic graph message passing that adaptively constructs a local graph for each location of a feature map [56]. These methods aim to refine a regular grid representation by adding an extra graph reasoning module on it, and thus still depend on regular convolution for spatial feature extraction. On the other hand, our aim is to replace the redundant regular convolutions by the proposed HG-Conv that gives a unified method for spatial feature extraction and long-range message passing on compact graph representations.

Marin et al. proposed a non-uniform downsampling method that learns deformations from uniform sampling points such that the points near semantic boundaries are sampled as many as possible [28]. More recently, Gao et al. proposed a method that constructs an adaptive triangular mesh on an image plane, and applied the method as learnable downsampling on semantic segmentation task [13]. The method predicts deformations from an initial triangular mesh such that each mesh has a small feature variance. These methods differ from our method in two points: 1) they applied conventional regular convolutions after non-uniform downsampling; 2) for this reason, the deformations are restricted so that the regularity of the output are kept. For this purpose, the methods introduced regularization terms. On the other hand, our graph convolution can operate directly on non-uniform inputs, and hence the proposed graph pooling can generate pooling regions of arbitrary shapes and sizes in a purely data adaptive manner.

PointRend [20] is proposed as a point-based feature refinement module. To generate high-resolution output, the module adaptively samples points from upsampled feature maps and apply MLP to refine the point features. The method is orthogonal to our method.

Ning et al. [34] proposed an efficient convolution method by reusing computation among similar features. While the method achieves an efficient approximation of a regular convolution, the method cannot be applied on non-
3. Convolution as a set of graph-convolutions

Convolution is a direction-wise set of graph-convolutions. We first show this not well-known fact, which will allow us to define heterogeneous grid convolution with the language of graph-convolutions towards a simple and efficient implementation in the next section.

Considering convolution as a message-passing architecture, \((3 \times 3)\) convolution passes messages along nine directions \(\Delta = \{ \leftarrow, \rightarrow, \uparrow, \downarrow, \nearrow, \swarrow, \searrow, \nwarrow, \circ \} \) (See Fig. 3):

\[
\bar{x}_p^\delta = \sum_{\delta \in \Delta} \bar{x}_{p + \delta} W_\delta.
\]

\(\bar{x}_p^\delta\) is the \((1 \times N_{in})\) input feature vector at pixel \(p\). \(\bar{x}_p^\delta\) is the \((1 \times N_{out})\) output feature vector. With abuse of notation \(\delta(\in \Delta)\) is a positional displacement for a given direction. \(W_\delta\) is the \((N_{in} \times N_{out})\) kernel matrix for direction \(\delta\).

Let \(X\) and \(Z\) denote the set of feature vectors for all the pixels as the \((N_{pix} \times N_{in})\) and \((N_{pix} \times N_{out})\) matrices, where \(N_{pix}\) is the number of pixels. The above message-passing equation can be written for all the pixels as

\[
Z = \sum_{\delta \in \Delta} (D^\delta)^{-1} A^\delta X W_\delta.
\]

\(A^\delta\) is the \((N_{pix} \times N_{pix})\) asymmetric adjacency matrix for direction \(\delta\), that is, \(A^\delta_{ij}\) is 1 if the \(i\)th pixel is connected to the \(j\)th pixel along direction \(\delta\). \(D^\delta\) is the \((N_{pix} \times N_{pix})\) degree matrix of \(A^\delta\): \(D^\delta_{ii} = \max \left( \sum_j A^\delta_{ij}, \epsilon \right)\), where \(\epsilon = 1e-7\) is used to avoid divide-by-zero in computing its inverse. The formula inside the summation is the widely used graph-convolution formulation by Kipf and Welling [19], which is summed over the message passing directions.

4. Heterogeneous Grid Convolution

Heterogeneous grid convolution (HG-Conv) is a natural extension of convolution in the heterogeneous grid domain.  

\(^1\) A kernel set is a 4D tensor, usually interpreted as a 2D matrix for a pair of input and output channels. \(W_\delta\) is a 2D slice of the 4D tensor per pixel, while masking out the contributions outside the given direction \(\delta\).
Understanding that the convolution is equivalent to the sum of direction-wise graph-convolutions (Eq. 2), HG-Conv is defined as a four-step process shown in Fig. 2: (1. Clustering) Find groups of pixels sharing similar features; (2. Pooling) Compute the group feature vector by taking the average over its pixels; (3. Graph-convolution) Perform convolution as direction-wise graph-convolutions over the groups; and (4. Unpooling) Copy the group feature vector back to the pixels for each group. The four steps are defined in the following formula:

$$Z = S \sum_{\delta \in \Delta} (\tilde{D}^\delta)^{-1} \tilde{A}^\delta S^T X W_\delta,$$  \hspace{1cm} (3)

$$\tilde{A}^\delta = S^T A^\delta S.$$  \hspace{1cm} (4)

$S$ is a $N_{pix} \times N_{grp}$ group assignment matrix, where $S_{pg}$ defines an assignment weight from pixel $p$ to group $g$. $\tilde{A}^\delta$ is the $N_{grp} \times N_{grp}$ adjacency matrix for the groups. $\tilde{D}^\delta$ is the $N_{grp} \times N_{grp}$ degree matrix of $\tilde{A}^\delta$. Starting from the stack of input feature vectors $X$, (1. Clustering) is to compute $S$; (2. Pooling) is the left-multiplication of $S^T$; (3. Graph-convolution) is the left-multiplication of $(\tilde{D}^\delta)^{-1} \tilde{A}^\delta$ and right-multiplication of the learnable kernel $W_\delta$; and (4. Unpooling) is the multiplication of $S$.

### 4.1. Differentiable clustering

The group assignment $S$ is computed by sampling cluster centers from input pixels, and associating input features to the cluster centers using differentiable SLIC algorithm [18]. Note that $S$ is a soft-assignment and trainable in an end-to-end manner. The cluster centers are sampled based on “importance” of each pixel. The importance is defined as $L^2$ distance between a pixel’s feature and its adjacent features. As an extension, the importance map can be incorporated as an attention map for controlling node allocation as shown later.

### 4.2. Pooling

Given the group of pixels, group feature vectors are computed by the average pooling, which can be written as:

$$\hat{X} = \bar{S}^T X.$$  \hspace{1cm} (5)

$\bar{S}$ is a column-wise normalized assignment matrix, i.e., $\bar{S} = S\bar{Z}^{-1}$ and $\bar{Z}_{jj} = \sum_i S_{ij}$. The unpooling operation is defined via its transpose:

$$X = \bar{S}X'.$$  \hspace{1cm} (6)

where $\bar{S}$ is a row-wise normalized matrix, i.e., $\bar{S} = \bar{Z}^{-1}S$ and $\bar{Z}_{ii} = \sum_j S_{ij}$.

### 4.3. Graph-convolution

A convolution (Eq. 2) is defined as the left multiplication of the adjacency matrix $A^\delta$ (with the inverse of the degree matrix) and the right multiplication of the learnable kernel $W_\delta$. We define a convolution for groups by simply replacing the adjacency matrix of the pixels $A^\delta$ with the adjacency matrix of the groups $\tilde{A}^\delta$. $\tilde{A}^\delta$ should encode the amount of connections from the $i_{th}$ group to the $j_{th}$ group along direction $\delta$, in other words, how many pixel-level connections there are along $\delta$ from a pixel in the $i_{th}$ group to a pixel in the $j_{th}$ group. This can be calculated easily by the group assignment matrix $S$: $\tilde{A}^\delta = S^T A^\delta S$ [47]. The convolution for the groups is then given as the left multiplication of $(\tilde{D}^\delta)^{-1} \tilde{A}^\delta$ and the right-multiplication of $W_\delta$.

We find that the clusters from differentiable SLIC tend to have complicated shapes and include many small disjoint regions, where Fig. 4 (a) illustrates the situation. Due to the disjoint cluster (depicted in blue), the green cluster is connected to the blue cluster in every direction, which results in a “noisy” group adjacency matrix (Fig. 4 (b)).

To this end, a “noise-canceling operation” is performed on the group adjacency matrix, which cancels out the connection weight by the weight of the opposite direction (Fig. 4 (c)). Let $\delta$ be the opposite direction of $\delta$, the “noise-canceling” is performed as follows:

$$\tilde{A}^\delta \leftarrow \max(0, \tilde{A}^\delta - \tilde{A}^{-\delta})$$  \hspace{1cm} (7)

By abuse of notation, $\tilde{A}^\delta$ is replaced with the refined matrices. In practice, the matrices are further simplified by only keeping the direction with the maximum connection (e.g., only the left-wise connection remains in case of Fig. 4 (c)). We empirically find that taking the strongest direction slightly improve the performance.

### 4.4. HG convolutional modules and networks

A standard convolutional architecture design is to repeat convolutional, batch normalization, and ReLU layers. This
5. Experiments

We evaluate the proposed HG-CNNs on four image understanding tasks, semantic segmentation, object localization, road extraction, and salient object detection. On semantic segmentation, the HG-Conv outperforms strong baselines while representing an image with much fewer spatial nodes (less than 2%) (Sect. 5.1). However, HG-Conv does not perform effectively on object localization, which needs further exploration (Sect. 5.2). On the other two tasks, we demonstrate that the HG-Conv is able to control node allocations based on task-specific attention maps, an extension called “active focus” (Sects. 5.3 and 5.4).

5.1. Semantic Segmentation

Setup: We build three HG-CNNs based on HG-ResNet and HG-HRNetV2, and compare against their non-HG counterparts. First, we use HG-ResNet to build two HG-CNNs (HG-ResNet-Dilation and HG-ResNet-DCN) by using dilated convolutions and deformable convolutions at the 3rd residual stage. The non-HG counterparts (ResNet-Dilation and ResNet-DCN) are constructed by simply replacing the HG-Conv by dilated convolution and deformable convolution. The third HG-CNN is HG-HRNetV2, where the non-HG counterpart is HRNetV2, which is the start-of-the-art segmentation network. To further boost performance, we add auxiliary segmentation heads to the input of the HG-Conv modules for all HG-CNNs.

Unless otherwise noted, we determined the number of groups of HG-Conv as 1/64 of the number of input pixels (i.e., the downsampling rate is set as 1/64). As the HG-Conv adaptively constructs graph representations, the number of floating-point operations varies per image. Although the fluctuation is negligible, we evaluate the FLOPs of the HG-Conv by the average over the validation images. We basically used multi-scale prediction.

Main results: Fig. 6 compares the performance and the computational complexity of the ResNet models and the HG-ResNet models with various depths (18/34/50/101). The HG-ResNet models outperform the corresponding baselines with much less floating-point operations. Especially on PASCAL-context, HG-ResNet34-DCN outperforms ResNet101-DCN (+0.7%) with only 10% floating-point operations. Furthermore, Table 1 shows that HG-HRNetV2 outperforms baseline HRNetV2 with less floating-point operations.

Comparison with other state-of-the-art non-grid convolutions Table 2 shows the comparison against other state-of-the-art non-grid convolutions, DCN [9] and DGMN [56]. In the table, HG-Conv outperforms DCN with less FLOPs. The combination of DCN and HG-conv (DCN at stage 3 and HG-Conv at stage 4) outperforms DGMN with less FLOPs. As for realistic runtime, HG-CNN is not faster than the con-
Ablation study: To validate the design choices of the HG-Conv, we conducted several ablation studies. (Sampling methods) We compare three sampling methods for the cluster center sampling step of the HG-Conv: random sampling, importance sampling, and a combination of top-k and random sampling [20]. Fig. 5 visualizes the sampled cluster centers, and Table 4 reports the model performances for each sampling method. With random sampling, a large portion of the sampled locations lie on the homogeneous road region, and many objects at the far end are missed. In contrast, the other sampling methods properly place the cluster centers based on the importance map, which results in better segmentation performance.

(Downsampling ratio) Table 5 evaluates HG-ResNet with varying downsampling ratio. HG-ResNet outperforms the baseline ResNet with extremely small downsampling ratio.

(Noise-canceling) Table 7 demonstrates the effectiveness of noise-canceling operation on the adjacency matrices, which shows clear improvements on two of the three datasets. Max-direction heuristic achieves the well-balanced performance across all of the datasets. The effect of noise-canceling is qualitatively clear in Fig. 5.

(HG-Conv for 3rd stage) In Table 8, we further convert the 3rd stage of ResNet101 into the HG-Conv. Whereas the performance degrades from 79.9% to 78.1%, the computational cost reduction increases significantly (i.e., from 15.1% to 54.7%). However, as the result of HG-ResNet34 shows, reducing the depth of HG-ResNet is more effective than applying the HG-Conv at a shallow stage.

5.2. Object Localization

We also evaluated the proposed method on object localization tasks such as object detection and instance segmentation. For base models, we use Faster R-CNN and Mask R-CNN with FPN. Specifically, we compared two backbones, ResNet-DCN and HG-ResNet-DCN, on COCO dataset.

Table 9 shows the results of the comparison. While our method achieves 30% reduction in FLOPs, the accuracy of the model is degraded by HG-conv. We leave further explo-
road extraction where targets have thin structure. Finally, we apply the HG-Conv into the previous method, achieving the state-of-the-art performance. Finally, we apply the HG-Conv into the previous method, achieving the state-of-the-art performance.

Setup: We make two HG-CNNs and their non-HG counterparts in this evaluation. The first pair is HG-ResUNet and ResUNet, and the second pair is HG-Orientation and Orientation [2] (a current state-of-the-art network for the task). We modified the above models slightly to keep high-resolution information; the stride of the first 7 × 7 convolution is decreased to 1, and the max-pooling layer is removed (+). Furthermore, we make two modifications to employ active focus (-Attn): 1) A coarse segmentation head is added on the input feature of the HG-Conv module; and 2) The active focus is employed using the coarse prediction map as attention to focus the cluster center allocation on the road lines.

Results: Table 10 shows that our method (HG-Orientation+ -Attn) achieves the state-of-the-art result on both IoU and APLS metrics. The effectiveness of HG-ResUNet18+ is also clear (+0.6% and +0.9% for IoU and APLS, compared to ResUNet18+). The active focus is particularly effective on the task: By focusing spatial nodes on the road lines, the network can utilize high resolution information around road, while propagating contextual information from other regions (see Fig. 5 for visualization).

5.4. Salient Object Detection

Salient object detection is a task for identifying the object regions that are most attractive for human eyes. On the task, we compare two different types of active focus.
Table 6. Evaluation of HG-ResUNet and active focus for salient object detection.

|             | ECSSD MaxF | MAE     | PASCAL-S MaxF | MAE     | DUT-OMRON MaxF | MAE     | HKU-IS MaxF | MAE     | SOD MaxF | MAE     | DUT-TE MaxF | MAE     |
|-------------|------------|---------|---------------|---------|----------------|---------|-------------|---------|----------|---------|------------|---------|
| ResNet50    | 0.938      | 0.0413  | 0.860         | 0.0686  | 0.781          | 0.0625  | 0.928       | 0.0363  | 0.862    | 0.1002  | 0.872      | 0.0430  |
| HG-ResNet50 | **0.942**  | **0.0393** | **0.868**     | **0.0662** | **0.799**     | **0.0563** | **0.936**  | **0.0332** | **0.865** | **0.1036** | **0.881** | **0.0403** |
| HG-ResNet50-Attn (object) | **0.943** | **0.0396** | **0.871**     | **0.0654** | **0.801**     | **0.0560** | **0.935**  | **0.0325** | **0.862** | **0.1099** | **0.884** | **0.0387** |
| HG-ResNet50-Attn (uncertainty) | **0.943** | **0.0395** | **0.867**     | **0.0661** | **0.794**     | **0.0561** | **0.934**  | **0.0331** | **0.866** | **0.1098** | **0.884** | **0.0382** |

Table 7. Ablation study on noise-canceling of adjacency matrix.

| Noise Canceling | Cityscapes | ADE20K | PASCAL-context |
|----------------|------------|--------|----------------|
| ✓              | 78.4       | 40.4   | 45.0           |
| ✓              | 78.5       | 41.6   | 45.9           |
| ✓              | 79.0       | 41.3   | 46.0           |

Table 8. Application of HG-Conv on shallower stages. The values in parentheses indicate the reduction efficiency of FLOPs compared to ResNet101-DCN.

| Backbone        | FGLOPs  | mIoU  |
|-----------------|---------|-------|
| ResNet101-DCN   | none    | 1,826 |
| HG-ResNet101-DCN| stage4  | 1,550 (15.1%) | 79.9 |
| HG-ResNet34-DCN | stage4  | 122 (93.3%)    | 78.4 |

Table 9. Results for object localization on COCO val-set. Computational complexity of backbone part is shown on “GFLOPs”.

| Backbone        | AP box  | AP box50 | AP box75 | AP mask | AP mask50 | AP mask75 |
|-----------------|---------|----------|----------|---------|-----------|-----------|
| Faster R-CNN    |         |          |          |         |           |           |
| ResNet50        | 27.6    | 38.7     | 59.4     | 42.2    |           |           |
| HG-ResNet50     | 19.1    | 37.0     | 58.3     | 40.4    |           |           |
| Mask R-CNN      |         |          |          |         |           |           |
| ResNet50        | 27.6    | 40.0     | 66.4     | 43.9    | 57.3      | 38.6      |
| HG-ResNet50     | 19.1    | 39.1     | 60.3     | 42.9    | 57.0      | 37.5      |

Table 10. HG-Conv and active focus on road extraction task.

|                      | IoU  | APLS |
|----------------------|------|------|
| DeepRoadMapper [29]  | 62.6 | 65.6 |
| Topology Loss [31]   | 64.9 | 66.0 |
| LinkNet34 [60]       | 62.8 | 65.3 |
| Orientation [2]      | 67.2 | 73.1 |
| ResUNet18            | 65.2 | 69.4 |
| ResUNet18+           | 67.5 | 71.0 |
| HG-ResUNet18+        | 68.1 | 71.9 |
| HG-ResUNet18+ Attn   | **68.3** | **72.3** |
| Orientation+         | 67.8 | 76.0 |
| HG-Orientation+ Attn | **68.3** | **76.4** |

Setup: ResUNet50 and HG-ResUNet50 are used for the evaluations. For active focus, the coarse segmentation head is attached on the HG-ResUNet50. We experiment two types of attention: “object-aware” and “uncertainty-aware”. In object-aware attention, the predicted object mask is used as an attention, which places cluster centers on the object. In uncertainty-aware attention, entropy of the coarse prediction is used as an attention, which places cluster centers where the prediction is uncertain. For detailed training settings, please refer to the supplementary materials.

Results: Table 6 compares the HG-ResUNet models with baseline ResUNet50. For most datasets, HG-ResUNet50 outperforms the baseline. The object-aware active focus is particularly effective for the task. Whereas the uncertainty-aware active focus also performs well, the performance is worse compared to plain HG-ResUNet50 on three out of six datasets (See Fig. 5).

Comparison to the state-of-the-art methods: Fig 7 compares the baseline and the proposed methods against the previous state-of-the-art. Our method does not achieve the state-of-the-art over all, but performs comparably well for some datasets without using complicated architectures such as iterative refinement modules [36] or edge-aware loss functions [43].

6. Conclusions

This paper presents a novel heterogeneous grid convolution (HG-Conv) that builds an adaptive, efficient and controllable representation by exploiting heterogeneity inherent in natural scenes. Our experimental results demonstrate that HG-CNN is capable of reducing computational expenses significantly without much sacrifice to performance, even achieving state-of-the-art for some tasks. HG-CNN is further capable of controlling the focus of computations based on an application-specific attention maps. Our future work is to further explore the potentials of HG-CNN on more applications as well as the use of FPGA hardware, which is flexible and known to be effective for sparse computation.
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A. Full architectural specifications

Figure 8 provides the details of the four representative HG-CNN networks. For certain variants (specifically, HG-ResUNet18+−Attn, HG-Orientation+−Attn, and HG-ResUNet50-Attn), there exist some minor notes on the architecture and the following explains all the points.

HG-ResUNet18+−Attn (road extraction): 1) The feature map from 4th residual stage of the encoder is skipped and concatenated with the output of HG-Conv modules on both of the encoder and decoder. (The concatenated features are further processed by 1 × 1 convolution layers.) 2) We reuse the same assignment matrix S at the decoder (i.e., the clustering is only performed on the encoder.).

HG-Orientation+−Attn (road extraction): The major modification from the original model [2] is 1) hourglass module is replaced by multiple branches of small hourglass modules, 2) HG-Conv is applied on the encoder and decoders in each branch, and 3) active focus is introduced on the second stack of the refinement part.

HG-ResUNet50-Attn (salient object detection): The basic architecture is almost the same as HG-ResUNet18+−Attn except several tiny differences as below; 1) The entry part is the same as the original ResNet (i.e., the stride of the first 7 × 7 convolution is 2, and the max-pooling layer follows the convolution), 2) the dilated convolution is used at the 3rd and 4th residual stages. 3) the auxiliary loss is eliminated when the active focus is not used (i.e., HG-ResUNet50).

B. Details on the noise canceling operation

The noise canceling operation has a few more post-processing steps on the group adjacency matrices Aδ. Firstly, small connection weights (Aδij < 10−7) are filtered out from the matrices (i.e., set to zero). Secondly, self-loop A0ij is always reset to an identity matrix. Finally, the diagonal elements of the matrices Aδ are set to zeros except for the self-loop adjacency matrix A0ij.

C. Details on the differentiable clustering

We use the differentiable SLIC algorithm [18] in our architecture with one enhancement. SLIC samples initial cluster centers by uniform sampling. We use an adaptive algorithm from a prior work [20] for further improvements. The complete process is given in Algorithm 1. The hyper-parameters of the algorithms are given in Table 12.

D. Details on the importance map modulation

Active focus modulates the importance map based on an application-specific attention map via simple weighted averaging. The section provides the full formula.

Algorithm 1 Differentiable SLIC

Input: Input feature matrix X; a set of cluster center coordinates V0; a set of input pixel coordinates V; number of clusters m; and number of iterations Niter

Output: Assignment matrix S

1: S0 ← fnearest(V, V0) ▷ Initial assignment
2: for t = 1 to Niter, do
3: Ș ← Z−1S; Zjj = ∑i Sij ▷ Col-normalize
4: Xe ← STX ▷ Update cluster centers
5: Sij ← exp (−∥Xi − Xe∥2) ▷ Update assignment
6: end for
7: Sij ← Sij × (Sij > 10−3) ▷ Filtering
8: S ← Z−1S; Zii = ∑j Sij ▷ Row-normalize
9: return S

Let Cimp denotes the (H × W) importance map and Cattn denotes the (H × W) attention map with its elements Cattnij ranges from 0 to 1. The importance map is updated as follows:

Cfocus = 1 Z Cimp + αCattn. (11)

Z = max {Cimp[i, j]} is a normalization coefficient. α(=10) is a weight coefficient for the attention map.

As introduced in the main paper, we define two types of attention maps: object-aware and uncertainty-aware. Let P = {P[i] = 1 · · · K} denote the K class prediction map of shape (K × H × W). Object-aware active focus sets the attention map to Pk, where we are interested in an object in the kth class.

Cattn = Pk. (12)

This form of attention focuses the cluster centers around the target class k.

Uncertainty-aware active focus computes the attention map as the entropy of the probability map.

Cattn = 1 log K K k=1 {−Pk log Pk}. (13)

The above attention focuses the cluster centers on the regions where the model is uncertain for the prediction.

E. Datasets and metrics

Semantic segmentation: To evaluate the proposed method, we use three semantic segmentation datasets, Cityscapes [8], ADE20K [59], and PASCAL-context [32]. For all the experiments, we use validation sets to evaluate the models.

- Cityscapes is a dataset for urban scene parsing, which contains 5,000 images of resolution 1,024 × 2,048 with fine pixel-wise annotations. The annotations have 30 classes.
Table 11. Per-class performance gain achieved by HG-conv for Cityscapes dataset.

| Class | road | s. walk | build | wall | fence | plant | light | traffic | veg | terrain | sky | person | rider | car | truck | bus | train | m-cycle | bicycle |
|-------|------|--------|-------|------|-------|-------|-------|---------|-----|---------|-----|--------|-------|-----|-------|-----|-------|---------|---------|
| ResNet101-Dilation | +0.2% | +1.2% | +0.1% | +11.9% | +1.6% | +0.3% | +0.2% | +0.2% | +0.5% | +0.2% | +0.4% | +1.5% | +0.3% | +10.0% | +7.6% | +23.6% | +1.2% | +0.0% |
| ResNet101-DCN | +0.7% | +0.8% | +0.9% | +12.0% | +2.4% | +0.1% | +0.3% | +0.1% | 0.0% | +0.9% | 0.0% | +0.4% | +0.6% | +0.4% | +14.9% | +0.3% | +7.3% | +0.9% | +0.1% |
| IBNet-Walk | +0.0% | +0.1% | +0.0% | +1.3% | +0.4% | 0.0% | 0.0% | +0.5% | +0.1% | +1.2% | +0.1% | +0.1% | +0.2% | +0.5% | +9.6% | +1.4% | +0.8% | +0.3% | +0.3% |

We use the major 19 classes by following a prior convention. The dataset has the training, validation, and testing sets with 2,975/500/1,525 images, respectively. Only fine annotations are used for training.

- **ADE20K** is a dataset for the ILSVRC2016 Scene Parsing Challenge, which contains more than 20K annotated images of natural scenes. The annotations are provided for 150 semantic categories such as objects and object-parts. The dataset has training, validation, and testing sets with 20K/2K/3K images, respectively.

- **PASCAL-context** is a scene parsing dataset with 59 classes and one background class, which consists of 4,998 training images and 5,105 validation images. Following previous works, we evaluated our models on the 59 classes and excluded background class.

**Road extraction:** We evaluate our method on DeepGlobe dataset [11], which consists of satellite images and corresponding pixel-wise road mask annotations. The images have 50 cm spatial resolution and pixel size of 1,024 × 1,024. Following [2], we split the dataset into training and validation with 4,696 and 1,530 images, where the performance is evaluated on road IoU and APLS metrics [39]. The APLS metric measures similarity between a predicted and a ground truth road graph.

**Salient object detection:** Following previous works [43, 58], we train our models on DUTS [41] dataset, and evaluate the models on ECSSD [44], PASCAL-S [25], DUT-OMRON [45], HKU-IS [23], SOD [33], and DUTS [41]. For evaluation metrics, mean absolute error (MAE) and maximum F-measure (maxF) are used as in prior works.

**F. More results**

Table 11 shows the per-class segmentation performance gain achieved by HG-Conv for Cityscapes dataset. We see that the HG-Conv performs well on both small and large objects.

Figures 9, 10, 11, 12, 13, and 14 show additional experimental results for the same problems discussed in the paper.
### Table 12. List of hyperparameters used in the experiments.

| Dataset       | Base Network | HG-Conv | Hyperparameters for HG-Conv | Other hyperparameters |
|---------------|--------------|---------|----------------------------|------------------------|
|               |              |         | #iter | clustering | down ratio | sampling | aux coef | input size | train iter | batch size | optimizer | initial LR | weight decay | lr schedule |
| Cityscapes    | ResNet       | non-HG  | 3     | -         | 1/64       | -         | 0.4      | 713x713   | 60K        | 16         | SGD        | 1.00E-02  | 1.00E-04   | poly p=0.9  |
|               | HG (DCN)     | -       | -     | -         | -          | -         | -        | 713x713   | 30K        | 16         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
|               | HG (Dilation)| -       | -     | -         | -          | -         | -        | 713x713   | 30K        | 16         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
|               | HRNetV2      | non-HG  | 1     | -         | 1/64       | -         | 0.1      | 512x1024  | 48 epochs  | 16         | SGD        | 1.00E-02  | 5.00E-04   | poly p=0.9  |
|               | HG           | -       | -     | -         | -          | -         | -        | 512x1024  | 48 epochs  | 16         | SGD        | 1.00E-02  | 5.00E-04   | poly p=0.9  |
| ADE20K        | ResNet       | non-HG  | 3     | -         | 1/64       | -         | 0.4      | 473x473   | 125K       | 16         | SGD        | 1.00E-02  | 1.00E-04   | poly p=0.9  |
|               | HG (DCN)     | -       | -     | -         | -          | -         | -        | 473x473   | 90K        | 16         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
|               | HG (Dilation)| -       | -     | -         | -          | -         | -        | 473x473   | 45K        | 16         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
|               | HRNetV2      | non-HG  | 1     | -         | 1/64       | -         | 0.1      | 512x1024  | 120 epochs | 16         | SGD        | 2.00E-02  | 1.00E-04   | poly p=0.9  |
|               | HG           | -       | -     | -         | -          | -         | -        | 512x1024  | 120 epochs | 16         | SGD        | 2.00E-02  | 1.00E-04   | poly p=0.9  |
| PASCAL context| ResNet       | non-HG  | 3     | -         | 1/64       | -         | 0.4      | 520x520   | 30K        | 16         | SGD        | 1.00E-02  | 1.00E-04   | poly p=0.9  |
|               | HG (DCN)     | -       | -     | -         | -          | -         | -        | 520x520   | 30K        | 16         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
|               | HG (Dilation)| -       | -     | -         | -          | -         | -        | 520x520   | 30K        | 16         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
|               | HRNetV2      | non-HG  | 1     | -         | 1/64       | -         | 0.1      | 512x1024  | 200 epochs | 16         | SGD        | 1.00E-02  | 1.00E-04   | poly p=0.9  |
|               | HG           | -       | -     | -         | -          | -         | -        | 512x1024  | 200 epochs | 16         | SGD        | 1.00E-02  | 1.00E-04   | poly p=0.9  |
| Road Extraction| ResNet      | non-HG  | 1     | -         | 1/16       | -         | 0.4      | 256x256   | 120 epochs | 32         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
|               | HG           | 1       | 1/16  | -         | -          | -         | -        | 256x256   | 120 epochs | 32         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
| Orientation   | ResNet       | non-HG  | 1     | -         | 1/4        | 1/16      | -        | 256x256   | 120 epochs | 32         | SGD        | 1.00E-02  | 5.00E-04   | step γ = 0.1 |
|               | HG           | 1       | 1/4   | 1/16      | 1/64       | 1/64      | -        | 256x256   | 120 epochs | 32         | SGD        | 1.00E-02  | 5.00E-04   | step γ = 0.1 |
| Salient Object Detection | ResNet | non-HG  | -     | -         | -         | -         | 0.4      | 32x3252   | 24 epochs  | 16         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
|               | HG           | 1       | 1/4   | -         | -          | -         | -        | 32x3252   | 24 epochs  | 16         | Adam       | 1.00E-04  | 1.00E-04   | poly p=0.9  |
Figure 8. Architecture specifications for the four representative HG-CNN networks.
Figure 9. Prediction results of semantic segmentation.
Figure 10. Prediction results of road extraction.
Figure 11. Visualization of HG-Conv on semantic segmentation. From left to right, the figures show, importance map, cluster center allocation, clustering result, and adjacency connection (same order below). The adjacency connection shows the summed up connection for all the direction-wise adjacency.

Figure 12. Visualization of HG-Conv on road extraction. From left to right, the figures show, importance map, cluster center allocation, clustering result, and adjacency connection (same order below). The adjacency connection shows the summed up connection for all the direction-wise adjacency.
Figure 13. Prediction results of salient object detection

| Input | GT | ResUNet50 | HG-ResUNet50 | HG-ResUNet50-Attn (object-aware) | HG-ResUNet50-Attn (uncertainty-aware) |
|-------|----|-----------|--------------|----------------------------------|---------------------------------------|
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Figure 14. Visualization of HG-Conv on salient object detection. From left to right, the figures show, importance map, cluster center allocation, clustering result, and adjacency connection (same order below). The adjacency connection shows the summed up connection for all the direction-wise adjacency.