Abstract. Statistical machine learning models trained with stochastic gradient algorithms are increasingly being deployed in critical scientific applications. However, computing the stochastic gradient in several such applications is highly expensive or even impossible at times. In such cases, derivative-free or zeroth-order algorithms are used. An important question which has thus far not been addressed sufficiently in the statistical machine learning literature is that of equipping stochastic zeroth-order algorithms with practical yet rigorous inferential capabilities so that we not only have point estimates or predictions, but also quantify the associated uncertainty via confidence intervals or sets. Towards this, in this work, we first establish a central limit theorem for Polyak-Ruppert averaged stochastic zeroth-order gradient algorithm. We then provide online estimators of the asymptotic covariance matrix appearing in the central limit theorem, thereby providing a practical procedure for constructing asymptotically valid confidence sets (or intervals) for parameter estimation (or prediction) in the zeroth-order setting.

1. Introduction

Consider the following stochastic optimization problem

\[
x^* = \arg \min_{x \in \mathbb{R}^d} \{ f(x) = \mathbb{E}[F(x, \zeta)] \}.
\]

(1)

The goal in stochastic zeroth-order setting is to solve the above problem when we can only query the function \( f(\cdot) \) and have access to noisy evaluations of the form \( F(\cdot, \zeta) \), where \( \zeta \) is a noise vector which is not necessarily assumed to be additive. Several algorithms have been proposed for the above problem including the seminal works of [KW52, Fer52, Blu54, HJ61, SHH62, Pow64, NM65, NY83, Spa87]. We refer the interested reader also to the following books, [KLT03, Spa05, CSV09, Bre13, Zab13, AH17], for details regarding more recent progress, and applications to simulation-based optimization, statistical machine learning and signal processing.

Several statistical machine learning problems could be formulated as stochastic zeroth-order optimization problems of the form in (1). For example, machine learning models require a large number of hyperparameters to be tuned in order to maximize its efficiency with respect to some performance metric (for example, the test error). However, the analytical form of the functional relationship between the hyperparameters and the performance metric is not typically available. Hence, zeroth-order methods are employed for hyperparameter tuning [SLA12, LZH+16, LRV+20]. Yet another application is that of designing black-box attacks to machine learning models. In this setting, the goal is to construct minor perturbations of the original training samples so as to fool the machine learning model into predicting incorrectly. Such attacks in-turn are used to build...
robust training algorithms for machine learning models. As the architecture of the machine learning model is unknown to the attacker, the problem of designing attacks is formulated as solving zeroth-order optimization problem. We refer the reader, for example, to [ZLC+19, CZS+17, CLC+18, IEAL18, DSW+19, LLW+19, CSC+19, CLX+19, CZYG20] for more details regarding this application.

Motivated by the above applications (and several others, for example, to reinforcement learning [MGR18, CPPH+20]), there has been a renewed interest in the machine learning and optimization communities for developing and analyzing stochastic zeroth-order optimization in the last few years. Specifically, non-asymptotic rates of convergence for stochastic zeroth-order gradient algorithm, using the popular Gaussian smoothing technique, has been studied, for example, in [NS17, GL13, Sha17, GDG18, YKLY18, LB21]; related high-dimensional extensions were studied in [WDBS18, BG21, CMYZ20, GKK+19]. Non-asymptotic lower bounds are studied in [JNR12, DJWW15, Sha13]. Stochastic zeroth-order versions of ADMM algorithms [LCCH18], Frank-Wolfe algorithms [BG18, SZK19, HTC20, GH20], proximal method [HGH+19] have also been recently explored in the literature. Variance reduction in the zeroth-order setting has also been explored in [LKC+18, JWL19, FLLZ18]. The above discussion is only a partial list of recent developments. The intense activity in this sub-area makes it impossible to summarize every work in this direction; we therefore refer the reader to [LMW19, LCK+20] for a comprehensive survey of recent advancements.

1.1. Our Contributions. Despite this recent surge of interest in stochastic zeroth-order optimization, a majority of the existing algorithms are focussed only on providing rates of convergence (either asymptotic or non-asymptotic) from an optimization or estimation error perspective. However, as such algorithms are deployed in critical applications, it becomes important to equip stochastic zeroth-order optimization algorithms with practical yet rigorous inferential capabilities. Towards this, in this work we make the following contributions.

- We prove a central limit theorem for the Polyak-Ruppert averaged stochastic zeroth-order gradient algorithm. The established CLT is biased; the bias goes to zero as the smoothing parameter used in the zeroth-order gradient estimation procedure goes to zero.
- We construct online estimators for estimating the asymptotic covariance matrix appearing in the central limit theorem, so as to enable practical construction of confidence sets.

1.2. Motivating Application. A concrete motivating example is to construct confidence intervals for predicting the user ratings for the Yahoo! Music dataset [DKKW12], which was a part of 2011 KDD-cup. The approach of the winning team in this competition was to construct around 200 base predictive machine learning models for predicting the ratings, and combining the obtained ratings linearly using ensemble methods. Recently, [LZH+16, YKLY18] solved a zeroth-order least-squares problem for performing the ensemble step with linear combinations of base predictions, and obtained performance similar to the winning method. The need for zeroth-order optimization arise naturally in the ensemble step as the true predictions are known only to the competition organizers and is unknown to the participants. However, they not provide any confidence intervals for their predictions. This is due to the lack of practical and rigorous methods for uncertainty quantification of stochastic zeroth-order optimization algorithms.

1.3. Related Works on Inference for Stochastic Optimization Algorithms. In the stochastic first-order setting, studying the asymptotic distribution of stochastic gradient algorithm goes back to the early works of [Chu54, Sac58, Fab68]; see also [Sha89]. These
works primarily studied the asymptotic distribution of the last iteration of the stochastic gradient algorithm. However, they had the drawback that in order for the last iterate to achieve the celebrated Cramer-Rao lower bound for parameter estimation (see, for example, [Rao45, Cra46, VdV00]), the choice of parameters of the algorithm depended on the unknown minimizer $x^\ast$. It was shown later in [Rup88] and [PJ92] that averaging the iterates of the stochastic gradient algorithm achieves the Cramer-Rao lower bound, without knowledge of $x^\ast$; hence the name Polyak-Ruppert averaging. This result has been recently extended to implicit stochastic gradient algorithms [TA17], Nesterov’s dual averaging algorithm [DR20] and proximal-point methods [AD19].

Non-asymptotic rates for this normal approximation was also examined in [ABE19] based on rates of Martingale central limit theorems. Furthermore, [DDB20] and [YBVE20] established asymptotic normality of constant step-size stochastic gradient algorithm in the convex and nonconvex setting respectively. Several works also considered the problem of estimating the asymptotic covariance matrix appearing in the central limit theorem. Towards that [SZ18, FXY18] proposed an online bootstrap procedure, and [ZCW20] provided trajectory-averaging based online estimators motivated by multivariate time-series analysis. See also [LKLC18, CLTZ20] which provided a semi-online procedure. Such works provide a practical approach for constructing confidence intervals for stochastic first-order optimization algorithms.

In the zeroth-order setting, to the best of our knowledge, [Spa92] provided the first central limit theorem for simultaneous perturbation gradient estimation algorithm in the deterministic setting. The work of [LY98] provided a central limit result for the Kiefer-Wolfowitz type stochastic zeroth-order algorithm. We also refer the reader to [Ger97, Yin99, KSN99, Sha96, DR97, Dip03] for other related works in this direction. Similar to the first-order setting, the above works consider only central limit theorems for the last iteration of the algorithm, and hence the choice of the step-size parameter require knowledge of the minimizer $x^\ast$ to remain close to the optimal covariance. This in fact prompted [LY98] to state the question of establishing central limit theorems for Polyak-Ruppert averaged stochastic gradient algorithm in the zeroth-order setting, as an open problem. Finally, it is worth mentioning that some works, for example, [TLC99, Lia10] study stochastic optimization with various Markov Chain Monte Carlo (MCMC) based gradient estimators and provide asymptotic analysis for those algorithms (including central limit theorems). To the best of our knowledge, there is no work on establishing central limit theorem for Polyak-Ruppert averaged stochastic gradient algorithm with the gradient being estimated by the Gaussian smoothing technique that we consider. Furthermore, there exists no work on constructing and quantifying the accuracy of estimating the asymptotic covariance matrix appearing in the central limit theorem, in an online fashion. Our main focus in this work is on addressing these open questions and thereby quantifying the uncertainty associated with stochastic zeroth-order algorithms.

The rest of the paper is organized as follows: In Section 2 we establish asymptotic normality results for the Polyak-Ruppert averaged stochastic zeroth-order gradient algorithm. We also provide bounds on the difference between the covariance matrix appearing the zeroth-order setting and the one appearing in the first-order setting. In Section 3 we introduce the online covariance estimation procedure which are subsequently used for constructing practical confidence intervals. Experimental results are provided in Section 4. All proofs are relegated to the appendix. We end this section with a list of notations, we use.

**Notations:** In the following, $\|\cdot\|$ denotes the Euclidean norm in $\mathbb{R}^d$ or the operator norm in $\mathbb{R}^{d \times d}$ (depending on context). Furthermore, $\|\cdot\|_F$ denotes the Frobenius norm of a matrix.
We let \( \mathbf{1} \) and \( \mathbf{I}_d \) denote the \( d \)-dimensional vector of ones and \( d \times d \) identity matrix respectively. Furthermore, \( z \overset{D}{\sim} N(\mu, \Sigma) \), means that a random vector \( z \in \mathbb{R}^d \) converges in distribution to a Gaussian random vector with mean \( \mu \) and covariance \( \Sigma \).

2. Asymptotic Normality of Stochastic Zeroth-order Gradient Algorithm

In this section, we recall the Gaussian smoothing technique based stochastic zeroth-order gradient algorithm, introduce the assumptions made in our work and establish the central limit theorem for Polyak-Ruppert averaged Stochastic Zeroth-order Gradient Algorithm based on estimating gradients with Gaussian smoothing technique.

2.1. Preliminaries. We first describe the precise assumption made on the stochastic zeroth-order oracle in this work.

**Assumption 2.1.1.** For any \( x \in \mathbb{R}^d \), the stochastic zeroth-order oracle outputs an estimator \( F(x, \zeta) \) of \( f(x) \) such that, \( \mathbb{E}[F(x, \zeta)] = f(x) \), \( \mathbb{E}[\nabla F(x, \zeta)] = \nabla f(x) \), and \( \mathbb{E}[\|\nabla F(x, \zeta) - \nabla f(x)\|^2] \leq \sigma^2 \).

This assumption is made throughout this work and is hence not explicitly mentioned in the statements of subsequent results. The assumption above assumes that we have access to a stochastic zeroth-order oracle which provides unbiased function evaluations with bounded variance. It is worth noting that in the above, we do not necessarily assume the noise \( \zeta \) is additive. Our gradient estimator is then constructed by leveraging the Gaussian smoothing technique \[\text{NS17, GL13, BG21}\]. Specifically, for a point \( x \in \mathbb{R}^d \), we define an estimate \( G_\nu(x, \zeta, u) \), of the gradient \( \nabla f(x) \) as follows:

\[
G_\nu(x, \zeta, u) := \frac{F(x + \nu u, \zeta) - F(x, \zeta)}{\nu} u, \tag{2}
\]

where \( u \sim N(0, \mathbf{I}_d) \) and \( \nu > 0 \) is a tuning parameter. An interpretation of the gradient estimator in (2) as a consequence of Gaussian Stein’s identity, popular in the statistics literature \[\text{Ste72}\], was provided in \[\text{BG21}\]. It is also well-known that the gradient estimator in (2) is a biased estimator of the true gradient \( \nabla f(x) \).

The gradient estimator in (2) is referred to as the two-point estimator in the literature. The reason is that, for a given random vector \( \zeta \), it is assumed that the stochastic function in (2) could be evaluated at two points, \( F(x + \nu u, \zeta) \) and \( F(x, \zeta) \). Such an assumption is satisfied in several statistics, machine learning and simulation based optimization and sampling; see, for example \[\text{Spa05, MP07, Dip03, ADX10, DJWW15, GL13, NS17}\]. Yet another estimator in the literature is the one-point estimator, which assumes that for each \( \zeta \), we observe only one noisy function evaluation \( F(x, \zeta) \). Admittedly, the one-point setting is more challenging than the two-point setting \[\text{Sha13}\]. From a theoretical point of view, the use of two-point evaluation based gradient estimator is primarily motivated by the sub-optimality (in terms of oracle complexity) of one-point feedback based stochastic zeroth-order optimization methods either in terms of the approximation accuracy or dimension dependency. In rest of this work, we focus on the two-point setting. We leave the question of obtaining inferential results in the one-point setting as future work. We now describe the assumptions on the objective function being optimized.

**Assumption 2.1.2.** The function \( f(x) \) is assumed to be twice continuously differentiable function, such that \( \mu \mathbf{I}_d \leq \nabla^2 f(x) \leq L \mathbf{I}_d \), for all \( x \in \mathbb{R}^d \), for some \( \mu > 0 \) and \( L > 0 \). The
exists a constant $K > 0$, almost surely.

Such an assumption is standard in the stochastic optimization literature and ensures that there is a unique minimizer for (1). We now describe our assumptions on the random vector $\zeta$ and the function $F$.

**Assumption 2.1.3.** We assume $\zeta_t$ is a sequence of i.i.d. random vectors from a distribution $\Pi$ and $F(x, \zeta)$ is continuously differentiable in $x$ for any $\zeta$, and $\|\nabla F(x, \zeta)\|$ is uniformly integrable for any $x$. Let $\xi_i(x_{i-1}) = \nabla F(x_{i-1}, \zeta_i) - \nabla f(x_{i-1})$ be the difference between the true gradient and the gradient of the function $F$ at a point $x_{i-1}$. Then, we assume there exists a constant $K > 0$ such that for all $t \geq 0$, almost surely,

$$
\mathbb{E}_{i-1} \left[ \|\xi_i(x_{i-1})\|^2 \right] + \|\nabla f(x_{i-1})\|^2 \leq K (1 + \|\Delta_{i-1}\|^2),
$$

where $\Delta_{i-1} = x_{i-1} - x^*$ and $\mathbb{E}_{i-1}(\cdot)$ stands for conditional expectation $\mathbb{E}(\cdot|\mathcal{F}_{i-1})$ with $\mathcal{F}_{i-1}$ denoting $\sigma$ algebra generated by $\{\zeta_1, \ldots, \zeta_{i-1}\}$.

The first part of the above assumption entails that $\mathbb{E}_{i-1}[\xi_t(x_{i-1})] = 0$, which makes $\xi_i$ a martingale difference sequence. We also emphasize that the above assumption is on the gradient of the stochastic function $F$, which is still not observed in the zeroth-order setting. However, we just assume that the function $F$ satisfies the above regularity assumption (similar to Assumption 2.1.1). Such assumptions are standard in the literature, and are made in works including that of [PJ92, TA17, DR20, CLTZ20, AD19], and is satisfied in various statistical machine learning problem including (regularized) linear and logistic regression.

**Assumption 2.1.4.** There is a function $H(\zeta)$ with bounded fourth moment, such that the Hessian of $F(x, \zeta)$ is bounded, for all $x \in \mathbb{R}^d$, by $\|\nabla^2 F(x, \zeta)\| \leq H(\zeta)$.

The above assumption provides a control over the fourth-moment of the gradient of the function $F$, and once again holds in linear and logistic regression, as proved in [CLTZ20].

### 2.2. Central Limit Theorem

With the above preliminaries, the Polyak-Ruppert averaged stochastic zeroth-order stochastic gradient algorithm, with the gradient estimated using the two-point method as in (2), is given by the following iterates:

$$
\begin{align*}
  x_i &= x_{i-1} - \eta_i G(x_{i-1}, \zeta_i, u_i) \\
  \bar{x}_n &= \frac{1}{n} \sum_{i=0}^{n-1} x_i,
\end{align*}
$$

with $x_0 \in \mathbb{R}^d$ being an initial point, $u_i \in \mathbb{R}^d$ being independent standard Gaussian vectors, and $\eta_i$ and $\nu$ being the step-size choice and smoothing parameter respectively. In the sequel, we denote the overall randomness by $\zeta := (\zeta, u)$. Finally, we remark that we use only a single stochastic gradient (computed using only a pair of function evaluations) in each iteration of (3). It is possible to use an average of a mini-batch of stochastic gradients in each iteration as well. In our setting, however, using such a mini-batch only affects the constants in the theoretical results.

Our approach to proving the asymptotic normality of the above zeroth-order algorithm, proceeds by considering the performance of the above algorithm on the following surrogate problem:

$$
\begin{align*}
x^*_\nu &= \arg\min_{x \in \mathbb{R}^d} \{ f_\nu(x) := \mathbb{E}_{u, \zeta} [F(x + \nu u, \zeta)] = \mathbb{E}_\zeta [\tilde{F}(x, \zeta)] \}
\end{align*}
$$

(4)
by the algorithm given by (3). The reason for doing is as follows: First, it is easy to note (for example, see [NS17]) that while $G_\nu(x_{i-1}, \zeta, u_i)$ is a biased estimator for $\nabla f(x_{i-1})$, it is an unbiased estimator of $\nabla f_\nu(x_{i-1})$. Hence, for a fixed value of $\nu$, the iterates in (3) are necessarily distributed around $x_*^\nu$ and not $x^\ast$. Furthermore, only when $\nu \to 0$ (at some rate to be described later) the iterates are centered around $x^\ast$. From a practical perspective, as $\nu$ appears in the denominator of the gradient estimator in (2), having an extremely small value of $\nu$ leads to numerical instability issues. Hence, we present our asymptotic central limit theorem for any fixed value of $\nu$. We then quantify the difference between the mean of the Gaussian distribution centered at $x_*^\nu$ and $x^\ast$. Further, we quantify the difference between the asymptotic covariance matrix appearing in the central limit theorem and the Cramer-Rao covariance matrix lower bound for parameter estimation. To proceed, we also require the following standard assumption on the step-size choice (see, for example [PJ92]).

**Assumption 2.2.1.** The step-size choice satisfies for all $i, \eta_i > 0$, $(\eta_i - \eta_{i+1})/\eta_i = o(\eta_i)$ and $\sum_{i=1}^{\infty} \eta_i^{(1+\lambda)/2}i^{-1/2} < \infty$.

Under Assumption 2.1.2, the surrogate function, $f_\nu(x)$, is also $\mu$-strong convexity and $L$-smooth, i.e. we have $f_\nu(x)$ is also twice continuously differentiable function and satisfies $\mu I \leq \nabla^2 f_\nu(x) \leq LI$, for all $x \in \mathbb{R}^d$. Furthermore, under Assumption 2.1.3 and 2.1.4, we have the following similar results for the surrogate problem (4) that is to be described later) the iterates are centered around $x^\ast$. To proceed, we also require the following standard assumption on the step-size choice (see, for example [PJ92]).

**Lemma 2.1.** Under Assumption 2.1.3 and 2.1.4 for the surrogate problem (4), we can find a constant $K > 0$ such that for all $t \geq 1$, almost surely we have

$$
\mathbb{E}_{t-1} \left[ \|\tilde{\xi}_t(x_{i-1})\|^2 + \|\nabla f_\nu(x_{i-1})\|^2 \right] \leq K (1 + \|\Delta_{i-1}\|^2)
$$

where $\Delta_i = x_i - x_*^\nu$ and $\tilde{\xi}_t(x_{i-1}) = G_\nu(x_{i-1}, \zeta_t, u_t) - \nabla f_\nu(x_{i-1})$.

**Lemma 2.2.** Under Assumption 2.1.4, there is a function $\tilde{H}(\zeta, u)$ with bounded fourth moment, such that the operator norm of Jacobian of $G_\nu(x, \zeta, u)$ is bounded by

$$
\|\nabla_x G_\nu(x, \zeta, u)\|_* \leq \tilde{H}(\zeta, u)
$$

for all $x$ in the domain of $G_\nu(x, \zeta, u)$.

The proof of Lemma 2.1 and 2.2 are provided in Section A. Given the results above, we could establish the property (stated in lemma 2.3) for the surrogate problem (4) that is similar to the second part of Assumption 3.3 in [PJ92].

**Lemma 2.3.** In Algorithm 3 and the random perturbation

$$
\tilde{\xi}_t = G_\nu(x_{t-1}, \zeta_t, u_t) - \nabla f_\nu(x_{t-1}) = \tilde{m}_t(0) + \tilde{\varphi}_t(\Delta_{t-1})
$$

where

$$
\tilde{m}_t(0) = G_\nu(x_*^\nu, \zeta_t, u_t) - \nabla f_\nu(x_*^\nu) = G_\nu(x_*^\nu, \zeta_t, u_t)
$$

$$
\tilde{\varphi}_t(\Delta_{t-1}) = (G_\nu(x_{t-1}, \zeta_t, u_t) - G_\nu(x_*^\nu, \zeta_t, u_t)) - (\nabla f_\nu(x_{t-1}) - \nabla f_\nu(x_*^\nu))
$$

we have

(a) $\mathbb{E}[\tilde{m}_t(0)] = 0$

(b) $\mathbb{E}_{t-1} [\tilde{m}_t(0)\tilde{m}_t(0)^T] = S_\nu$ for all $t \geq 1$ where

$$
S_\nu = \mathbb{E}_{t-1} G_\nu(x_*^\nu, u_t, \zeta_t)G_\nu(x_*^\nu, u_t, \zeta_t)^T
$$
Proposition 2.1. Consider solving the surrogate problem in (3), using the algorithm in (3). For any fixed $\nu > 0$, and fixed dimensionality $d$, under Assumptions 2.1.2, 2.1.3, 2.1.4 and 2.2.1, as $n \to \infty$, we have

- Almost surely we have $\bar{x}_n \to x^\ast$.
- $\sqrt{n} (\bar{x}_n - x^\ast) \xrightarrow{D} N(0, \tilde{V})$.

where we have $\tilde{V} := (\nabla^2 f_\nu(x^\ast))^{-1} S_\nu (\nabla^2 f_\nu(x^\ast))^{-1}$, with $S_\nu := \mathbb{E} [G_\nu(x^\ast, u, \zeta)G_\nu(x^\ast, u, \zeta)^T]$.

Recall that for the Polyak-Ruppert averaged stochastic first-order stochastic gradient algorithm, we have that the averaged iterates are asymptotically normal centered around $x^\ast$ with the asymptotic covariance matrix given by

$$V = (\nabla^2 f(x^\ast))^{-1} S (\nabla^2 f(x^\ast))^{-1},$$

with $S = \mathbb{E}_c [\nabla F(x^\ast, \zeta)\nabla F(x^\ast, \zeta)^T]$.

Furthermore, $V$ is also the optimal covariance matrix for any estimator of the parameter $x^\ast$, due to the Cramer-Rao lower bound. In contrast, the Polyak-Ruppert averaged stochastic zeroth-order stochastic gradient algorithm is asymptotically normal around the point $x^\ast$ with the covariance matrix given by $\tilde{V}$, for any fixed value $\nu$. Such a biased central limit theorem is common in prior central limit theorem results for stochastic zeroth-order optimization (which as we discussed previously, is established only for the last iterate and not for the averaged iterate); see, for example [Spa92, Ger97, Yin99, KSN99, Sha96, DR97, Dip03]. In what follows, we calculate the difference between the the centers $x^\ast$ and $x^\ast$, and covariances $V$ and $\tilde{V}$, as a function the smoothing parameter $\nu$.

2.3. Bounds on Covariance Matrix. First recall that $x^\ast$ and $x^\ast$ are the minimizer of the surrogate problem (4) and original problem (1). It was shown in [NS17] that,

$$\|x^\ast - x^\ast\| \leq \frac{\nu L (d + 3)^{3/2}}{2\mu} = \mathcal{O}(\nu).$$

We now bound $\|\tilde{V} - V\|_F^2$ to obtain its dependency on the smoothing parameter $\nu$. We do so by bounding the Frobenius norm of $S_\nu - S$ (Lemma 2.4) and leveraging Lemma 4.2 from [BG21]. Note that we have that for any matrix $A \in \mathbb{R}^{d \times d}$, $\|A\| \leq \|A\|_F \leq \sqrt{d} \|A\|$. Hence, we immediately have

$$\|S\|_F^2 = \|\mathbb{E}_c \nabla F(x^\ast, \zeta)\nabla F(x^\ast, \zeta)^T\|_F^2 \leq \mathbb{E}_c \|\nabla F(x^\ast, \zeta)\nabla F(x^\ast, \zeta)^T\|_F^2 \leq \mathbb{E}_c \|\nabla F(x^\ast, \zeta)\|_F^4.$$
Lemma 2.4. Under the conditions of Proposition 2.1 and assuming $\mathbb{E}_\xi \| \nabla F(x^*, \zeta) \|_F^2$ is finite, we have $\| S_\nu - S \|_F \leq O(\nu^2)$. Hence, $\| S_\nu - S \|_F \to 0$ as $\nu \to 0$ with other problem parameters fixed.

Remark 2.1. By the triangle inequality, we can immediately get

$$\| S_\nu \|_F^2 \leq \| S_\nu - S \|_F^2 + \| S \|_F^2 \leq O(\nu^4) + \mathbb{E}_\xi \| \nabla F(x^*, \zeta) \|_F^2 \leq O(1 + \nu^2 + \nu^4)$$

(6)

To bound the $\| \hat{V} - V \|_F^2$, we also make the following smoothness assumption on the Hessian of the objective function $f$

Assumption 2.3.1. The function $f$ is twice differentiable and has Lipschitz continuous Hessian i.e., there exists $L_H > 0$ such that $\| \nabla^2 f(x) - \nabla^2 f(y) \| \leq L_H \| x - y \|$ for all $x, y \in \mathbb{R}^d$.

Lemma 2.5. Under the conditions of Proposition 2.1 and Assumption 2.3.1, we have $\| \hat{V} - V \|_F^2 \leq O(\nu^6)$. Hence, $\| \hat{V} - V \|_F^2 \to 0$ as $\nu \to 0$ with other problem parameters held fixed.

3. Online Estimation of Asymptotic Covariance Matrix

In order to leverage the results of Section 2.2 and 2.3 to obtain practically computable confidence interval, the matrix $\hat{V}$ (which depends on unknown $x^*_t$) needs to be efficiently estimated. We emphasize that this is a non-trivial problem even in the first-order setting, as the iterates $x_t$ form an inhomogeneous Markov chain. In this section, we leverage the recent work by [ZCW20], who proposed an online estimator of the asymptotic covariance matrix in the stochastic first-order setting, and extend it to the stochastic zeroth-order setting and propose an estimator of the covariance matrix $\hat{V}$ appearing in Proposition 2.1.

For iterates $\{ x_i \}_{i \geq 1}$ in (3), consider the batches:

$$\{ x_{a_1}, \ldots, x_{a_2 - 1} \}, \{ x_{a_2}, \ldots, x_{a_3 - 1} \}, \ldots, \{ x_{a_m}, \ldots, x_{a_{m+1} - 1} \}, \ldots$$

(7)

where $\{ a_m \}_{m \in \mathbb{N}}$ is a strictly increasing integer-valued sequence with $a_1 = 1$ and $a_k = \lceil C k^{2/(1-\alpha)} \rceil$ for $k \geq 2$ and $\frac{1}{2} < \alpha < 1$. For $i$-th iterate $x_i$, we construct a new batch $B_i$ including previous data points from iterations $t_i$ to $i$, where $t_i = a_m$ when $i \in [a_m, a_{m+1})$, as

$$\ldots, x_{t_i - 1}, \{ x_{t_i}, \ldots, x_i \}, x_{i+1}, \ldots$$

Based on the batch $B_i = \{ x_{t_i}, \ldots, x_i \}$, the recursive estimator $\hat{\Sigma}_n$ at $n$-th step is then defined as

$$\hat{\Sigma}_n = \frac{\sum_{i=1}^n \left( \sum_{k=t_i}^{i} x_k - l_i \bar{x}_n \right) \left( \sum_{k=t_i}^{i} x_k - l_i \bar{x}_n \right)^T}{\sum_{i=1}^n l_i},$$

(8)

where $l_i = i - t_i + 1 = |B_i|$. As suggested in [ZCW20], this estimator can be calculated recursively via Algorithm 1. The main difference from [ZCW20] is the use of the stochastic zeroth-order gradient, due to which, several assumptions made in [ZCW20] are not satisfied in the stochastic zeroth-order setting we consider. Theorem 3.1 shows that the recursive estimator $\hat{\Sigma}_n$ converges in operator norm to the asymptotic covariance matrix $\hat{V}$ appearing in Proposition 2.1.

Lemma 2.2 yields that under Assumption 2.1.4, the operator norm of Jacobian of $G_\nu(x, \zeta, u)$ is bounded by

$$\| \nabla_x G_\nu(x, \zeta, u) \|_* \leq \tilde{H}(\zeta, u)$$
Algorithm 1 Online Asymptotic Covariance Estimation in the Zeroth-Order Setting

Input: Access to stochastic zeroth-order oracle with Assumption 2.1.1 parameters \((\alpha, \eta)\) and step size \(\eta_k = \eta k^{-\alpha}\) for \(k \geq 1\), sequence \(\{a_k\}\).

Initialize: \(k_0 = 0, v_0 = P_0 = V_0 = W_0 = \bar{x}_0 = 0, x_0\)

for \(n = 0, 1, 2, 3, \ldots\) do
  1. \(x_{n+1} = x_n - \eta_{n+1} G_\nu(x_n, \zeta_n, u_n)\)
  2. \(\bar{x}_{n+1} = (n\bar{x}_n + x_{n+1})/(n + 1)\)
  3. \(k_{n+1} = k_n + 1\{a_{k_n} = 0\}\)
  4. \(l_{n+1} = n + 2 - t_{n+1}\)
  5. \(q_n + 1 = q_n + l^2_{n+1}\)
  6. \(v_{n+1} = v_n + l_{n+1}\)
  7. \(W_{n+1} = x_{n+1} + W_n 1_{\{k_n = k_{n+1}\}}\)
  8. \(V_{n+1} = V_n + W_n W_n^T\)
  9. \(P_{n+1} = P_n + l_{n+1} W_n W_n^T\)
  10. \(V''_{n+1} = V_n + q_n \bar{x}_n \bar{x}_n^T - 2P_n \bar{x}_n\)

Output: Estimator \(\bar{x}_{n+1}\) of \(x^*\), estimated covariance \(\hat{\Sigma}_{n+1} = V''_{n+1}/v_{n+1}\)

end for

for all \(x\) in the domain of \(G_\nu(x, \zeta, u)\). Lemma 3.1 verifies the part 2) and 3) of Assumption 2 in [ZCW20].

Lemma 3.1. Under Assumption 2.1.4, the conditional covariance of \(\bar{\xi}_n\) has an expansion around \(x = x^*_\nu\):

\[
\mathbb{E}_{n-1} \bar{\xi}_n \bar{\xi}_n^T = S_\nu + \hat{\Sigma}_\nu \left( \hat{\Delta}_{n-1} \right)
\]

and there exists constants \(\hat{\Sigma}_1\) and \(\hat{\Sigma}_2 > 0\) such that for any \(\Delta \in \mathbb{R}^d\)

\[
\|\hat{\Sigma}_\nu(\Delta)\|_2 \leq \hat{\Sigma}_1 \|\Delta\|_2 + \hat{\Sigma}_2 \|\Delta\|_2^2
\]

and

\[
|\text{tr}(\hat{\Sigma}_\nu(\Delta))| \leq \hat{\Sigma}_1 \|\Delta\|_2 + \hat{\Sigma}_2 \|\Delta\|_2^2
\]

There exists constants \(\hat{\Sigma}_3, \hat{\Sigma}_4\) such that the fourth conditional moment of \(\bar{\xi}_n\) is bounded by

\[
\mathbb{E}_{n-1} \left\| \bar{\xi}_n \right\|^4 \leq \hat{\Sigma}_3 + \hat{\Sigma}_4 \left\| \hat{\Delta}_{n-1} \right\|^4
\]

where \(\hat{\Sigma}_1 = 4\sqrt{\mathbb{E}_{n-1} \|G_\nu(x^*_\nu, u_n, \zeta_n)\|^2 \mathbb{E}\hat{H}^2(\zeta)^2}, \hat{\Sigma}_2 = 4\mathbb{E}\hat{H}^2(\zeta^2), \hat{\Sigma}_3 = 8\mathbb{E}_{n-1} \|G_\nu(x^*_\nu, u_n, \zeta_n)\|^4\)

and \(\hat{\Sigma}_4 = 128\mathbb{E}\hat{H}(\zeta)^4\)

Therefore, under Assumption 2.1.2, 2.1.4 and 2.2.1, similar results of Lemma 3.2 in [CLTZ20] also hold for the surrogate problem.

Theorem 3.1. Under Assumption 2.1.2 and 2.1.3, let \(a_k = \lceil Ck^\beta \rceil\), where \(C\) is a constant and \(\beta > \frac{1}{1-\alpha}\). Set step size at the \(i\)-th iteration as \(\eta_i = \eta i^{-\alpha}\) with \(\frac{1}{2} < \alpha < 1\) the satisfies the Assumption 2.2.1. Then for \(\hat{\Sigma}_n\) defined in \(8\), and for sufficiently large \(M\), we have

\[
\mathbb{E} \left\| \hat{\Sigma}_n - \hat{V} \right\| \lesssim \sqrt{1 + \hat{\Sigma}_1 + C_\nu^3 + \nu + (\nu + \nu^2 + \nu^3)\hat{\Sigma}_1 M^{-\alpha/3}}
\]

\[
+ \sqrt{(1 + \nu^2 + \nu^4)M^{-\frac{1}{2}}} + \sqrt{1 + \nu + \nu^2 M^{(\alpha-1)\beta+1}}
\]

(13)
where $M$ is the number of batches such that $a_M \leq n < a_{M+1}$.

**Remark 3.1.** The estimation error rate of $\hat{\Sigma}_n$ goes to zero as $M$ goes to infinity and thus $\hat{\Sigma}_n$ is a consistent estimator of $\tilde{V}$. Setting $\beta = \frac{2}{1-\alpha}$, we get Corollary 3.1 from Theorem 3.1 which upper bounds the estimation error in terms of number of iterations $n$.

**Corollary 3.1.** Under the same conditions in Theorem 3.1 and setting $a_k = \lfloor \frac{C_k^2}{(1-\alpha)} \rfloor$, we have

\[
\mathbb{E} \left\| \hat{\Sigma}_n - \tilde{V} \right\| \lesssim \left( \frac{\sqrt{1+\nu^2+\nu^4} + \sqrt{1+\nu+\nu^2}}{n^{(1-\alpha)/4}} \right).
\]

Recall that in (3), we use only one stochastic gradient (based on a pair of calls to the stochastic zeroth-order oracle). Hence, the above bound also provides the order on the number of call to the stochastic zeroth-order oracle to obtain an $\epsilon$-accurate estimator of the asymptotic covariance matrix appearing in the central limit result in Proposition 2.1.

We now provide a sketch of the proof highlighting the main differences from the proof of [ZCW20]. We defer the full proof to Section B, as it is involved.

**Proof Sketch of Theorem 3.1.** The main idea of the proof for Theorem 3.1 relies on the linear sequence defined by

\[
U_n = (I - \eta_n A) U_{n-1} + \eta_n \tilde{\xi}_n
\]

where $A = \nabla^2 f(x^*_\nu)$ and $U_0 = \tilde{\Delta}_0$. One can show that under the condition of Theorem 3.1 the estimator for linear sequence defined by

\[
\hat{\Sigma}_n = \frac{1}{n} \sum_{i=1}^{n} l_i \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k - l_i \bar{U}_n \right) \left( \sum_{k=t_i}^{i} U_k - l_i \bar{U}_n \right)^T
\]

is a consistent estimator of $\tilde{V}$, where $\bar{U}_n = \frac{1}{n} \sum_{i=0}^{n-1} U_i$. To show the error rate of $\hat{\Sigma}_n$, the triangle inequality gives us

\[
\mathbb{E} \left\| \hat{\Sigma}_n - \tilde{V} \right\| \leq \mathbb{E} \left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k \right) \left( \sum_{k=t_i}^{i} U_k \right)^T - \tilde{V} \right\| + \mathbb{E} \left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} l_i^2 \bar{U}_n \bar{U}_n^T \right\| + 2 \mathbb{E} \left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k \right) \left( l_i \bar{U}_n \right)^T \right\|.
\]

The three terms in the right hand side of (16) in turn could be bounded respectively by

\[
\sqrt{1+\tilde{\Sigma}_1 + C_3^2 + \nu + (\nu + \nu^2 + \nu^3)\tilde{\Sigma}_1 M^{-\frac{\alpha}{2}}} + \sqrt{(1+\nu^2+\nu^4)M^{-\frac{1}{2}} + \sqrt{1+\nu + \nu^2}M^{\frac{(1-\alpha)(\beta+1)}{2}}}
\]

\[
(1+\tilde{\Sigma}_1 + (1+\tilde{\Sigma}_1)\nu + \nu^2)M^{-1}, \text{ and } (\tilde{\Sigma}_1(1+\nu) + (1+\nu + \nu^2))M^{-\frac{1}{2}}
\]
where \( C_d \) is a constant that only depends on dimension \( d \) and parameter \( \nu \) (whose order will be determined later in the proof). Hence, we have, the error rate of \( \hat{\Sigma}_n \) is given by
\[
\mathbb{E} \left\| \hat{\Sigma}_n - \hat{V} \right\|_2 \lesssim \text{Right hand side of (13)}.
\]

\[
(17)
\]

We could now adapt the proof of Theorem 1 in \cite{ZCW20} by replacing martingale difference \( \hat{\xi}_n \) in first-order SGD iterates by the new difference sequence \( \hat{\xi}_n = \nabla f(x_{n-1}) - \nabla \hat{F}(x_{n-1}, \hat{\xi}_n) \).

To complete the proof of Theorem 3.1, it suffices to show that the order of \( \mathbb{E} \| \hat{\Sigma}_n - \hat{\Sigma}_n \|_2 \) can be bounded by the same order as \( \mathbb{E} \| \Sigma_n - \hat{V} \|_2 \). Note that \( \hat{\Delta}_n = x_n - x^* \) and \( \bar{\Delta}_n = \frac{1}{n} \sum_{i=1}^n \hat{\Delta}_i \), then \( \hat{\Sigma}_n \) can be rewritten as
\[
\hat{\Sigma}_n = \left( \sum_{i=1}^n l_i \right)^{-1} \left( \sum_{k=t_i}^i \hat{\Delta}_k - l_i \hat{\Delta}_n \right) \left( \sum_{k=t_i}^i \hat{\Delta}_k - l_i \hat{\Delta}_n \right)^T.
\]

Given this representation, with some further calculations, it could be shown that the difference \( \mathbb{E} \| \hat{\Sigma}_n - \hat{\Sigma}_n \|_2 \lesssim M^{-1/2} \) and hence we obtained the stated result.

\[\square\]

4. Experimental Results

We first evaluate the empirical performance of the zeroth-order statistical inference in the context of online linear and logistic regression. Recall that the objective function \( f(x) \) for linear and logistic regression respectively are defined by \( \mathbb{E}_\xi[(\langle a, x \rangle - b)^2] \), and
\[ f(x) = \mathbb{E}_\xi[\log(1 + \exp(-b \langle a, x \rangle))], \]
respectively, where \( \xi = (a, b) \) with \( a \in \mathbb{R}^d \) being a random covariate vector. For linear regression, the response variable \( b \in \mathbb{R} \) is given by \( b = \langle a, x^* \rangle + \epsilon, \) \( \epsilon \sim N(0,1) \), with \( x^* \in \mathbb{R}^d \) being the true parameter vector. For logistic regression, the response \( b \in \{-1, 1\} \) is generated by the following probabilistic model \( P(b | a) = 1/(1 + \exp(-b \langle a, x^* \rangle)) \). For the experiment, we run the stochastic gradient algorithm in both the first-order and zeroth-order setting, and compute the Polyak-Ruppert averaged estimator \( \bar{x}_n \). Additionally, we compute the estimated covariance matrix \( \hat{\Sigma}_n \) by Algorithm 1. We measure the estimation error of \( \hat{\Sigma}_n \) with \( \left| \left| \frac{1}{n} \mathbf{1}^T(\hat{\Sigma}_n - V)\mathbf{1} \right| \right| \), where \( V \) is the asymptotic covariance of \( \bar{x}_n \) in the first-order setting. Finally, we construct the following \((1 - q) \times 100\%\) confidence interval for \( \mathbf{1}^T x^* \), given by
\[ \mathbf{1}^T \bar{x}_n \pm z_{1-q/2} \sqrt{\frac{1}{n} \mathbf{1}^T \hat{\Sigma}_n \mathbf{1}}. \] (18)

In the experiments, we monitor the estimation error of \( \hat{\Sigma}_n \) and the cover rate of the proposed confidence interval over 200 \((d = 1)\) or 150 \((d = 5)\) independent runs. For each simulation, the true coefficient \( x^* \) is a \( d \)-dimensional vector with each element taking a uniform random value between 0 and 1. The covariate vector \( a_i \) is generated from \( N(0, I_d) \) for linear regression and from \( U[-1, 1]^d \) for logistic regression. In Algorithm 1, we set \( \alpha = 0.505 \), and \( \eta_j \) is set to be 0.5 \( j^{-\alpha} \) when \( d = 1 \) and 0.1 \( j^{-\alpha} \) when \( d = 5 \), \( a_k = \left\lfloor k^{2/(1-\alpha)} \right\rfloor \). We examine the performance of stochastic gradient algorithm in the first-order setting and the zeroth-order setting with the smoothing parameter set as \( \nu = 0.1, 0.01 \) and present the results in Figure [1]. We observe that the performance of the zeroth-order algorithm and the first-order algorithm are comparable as long as \( \nu \) is sufficiently close to 0.

Remark 4.1. In the right panel of Figure [1], it is interesting to observe that the performance in the zeroth-order setting is better than that of the first-order setting. This could be ascribed to the nature of risk function for logistic regression [JT18]. For the strongly-convex risk function with nonseparable data, the zeroth-order surrogate problem seems to enjoy certain algorithmic benefits, which is worth exploring more in future.

5. Conclusion

In this work, we proved a central limit theorem for the Polyak-Rupper averaged stochastic zeroth-order gradient algorithm and provided a practical procedure for constructing confidence interval based on estimating the asymptotic covariance matrix in an online manner. We also demonstrated the practical applicability of our method for constructing predictive confidence intervals. For future work, it is interesting to obtain non-asymptotic results where dimension \( d \) is allowed to grow along with iterations.
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Appendix A. Proofs for Section 2

Proof of Lemma 2.1 Consider the decomposition for the random perturbation for the surrogate problem (4)

\[ \tilde{\xi}_i(x_{i-1}) = G_\nu(x_{i-1}, \zeta_i, u_i) - \nabla f_\nu(x_{i-1}) = \tilde{m}_i(0) + \tilde{\varphi}_i(\tilde{\Delta}_{i-1}), \]

where

\[ \tilde{m}_i(0) = G_\nu(x^*_\nu, \zeta_i, u_i) - \nabla f_\nu(x^*_\nu) = G_\nu(x^*_\nu, \zeta_i, u_i), \]

\[ \tilde{\varphi}_i(\tilde{\Delta}_{i-1}) = (G_\nu(x_{i-1}, \zeta_i, u_i) - G_\nu(x^*_\nu, \zeta_i, u_i)) - (\nabla f_\nu(x_{i-1}) - \nabla f_\nu(x^*_\nu)). \]

Then, since \( \zeta_i \) and \( u_i \) are both i.i.d., and are mutually independent, we have for all \( i \geq 1 \)

\[ \mathbb{E}_{i-1}[\tilde{m}_i(0)\tilde{m}_i(0)^T] = \tilde{S}, \]

where

\[ \tilde{S} = \mathbb{E}_{i-1}[G_\nu(x^*_\nu, \zeta_i, u_i)G_\nu(x^*_\nu, \zeta_i, u_i)^T], \]

is the conditional covariance matrix of \( G_\nu(x^*_\nu, \zeta_i, u_i) \) with \( \text{tr}(S) < \infty \). By trace trick, we obtain

\[ \mathbb{E}_{i-1}[\|\tilde{m}_i(0)\|^2] = \mathbb{E}_{i-1}[\tilde{m}_i(0)^T\tilde{m}_i(0)] = \mathbb{E}_{i-1}[\text{tr}(\tilde{m}_i(0)^T\tilde{m}_i(0))] \\
= \mathbb{E}_{i-1}[\text{tr}(\tilde{m}_i(0)\tilde{m}_i(0)^T)] = \text{tr}\mathbb{E}_{i-1}[\tilde{m}_i(0)\tilde{m}_i(0)^T] \\
= \text{tr}(\tilde{S}) < \infty. \]

Now we need to bound the expectation \( \mathbb{E}_{i-1}\|\tilde{\varphi}_i(\tilde{\Delta}_{i-1})\|^2 \). Note that

\[ \mathbb{E}_{i-1}\|\tilde{\varphi}_i(\tilde{\Delta}_{i-1})\|^2 \leq 2\mathbb{E}_{i-1}\|G_\nu(x_{i-1}, \zeta_i, u_i) - G_\nu(x^*_\nu, \zeta_i, u_i)\|^2 + 2\|\nabla f_\nu(x_{i-1}) - \nabla f_\nu(x^*_\nu)\|^2. \]

Now, by Equation 12 and Theorem 4 from [NS17], and by reverse triangle inequality, we have

\[ \mathbb{E}_{i-1}\|\tilde{\xi}_i(x_{i-1})\|^2 \leq K(\|\tilde{\Delta}_{i-1}\|^2 + \nu^2) + 2\text{tr}(\tilde{S}) \]

for some constant \( K \) that depends on \( d \) and \( L \) (all of which are assumed to be fixed in our setting). Hence, this result immediately implies that

\[ \mathbb{E}_{i-1}\|\tilde{\xi}_i(x_{i-1})\|^2 + \|\nabla f_\nu(x_{i-1})\|^2 \leq \mathbb{E}_{i-1}\|\tilde{\xi}_i(x_{i-1})\|^2 + \|\nabla f_\nu(x_{i-1}) - \nabla f_\nu(x^*_\nu)\|^2 \\
\leq K(\|\tilde{\Delta}_{i-1}\|^2 + \nu^2) + 2\text{tr}(\tilde{S}) + L^2\|\tilde{\Delta}_{i-1}\|^2 \\
\leq \tilde{K}(1 + \|\tilde{\Delta}_{i-1}\|^2) \]

where \( \tilde{K} = \max\{K\nu^2 + 2\text{tr}(\tilde{S}), K + L^2\} \). □
Proof of Lemma 2.2 Note that

\[
\nabla_x G_\nu(x, \zeta, u) = \nabla_x \left( \frac{F(x + \nu u, \zeta) - F(x, \zeta)}{\nu} \right) = \nabla_x \left[ \begin{array}{c}
\frac{\partial}{\partial x_1} F(x + \nu u, \zeta) - F(x, \zeta) \\
\vdots \\
\frac{\partial}{\partial x_d} F(x + \nu u, \zeta) - F(x, \zeta)
\end{array} \right] u_1 \\
\vdots \\
\frac{\partial}{\partial x_1} F(x + \nu u, \zeta) - F(x, \zeta) \\
\vdots \\
\frac{\partial}{\partial x_d} F(x + \nu u, \zeta) - F(x, \zeta)
\right] u_d
\]

= \left[ \begin{array}{c}
u F(x + \nu u, \zeta) - \nabla F(x, \zeta) \\
\vdots \\
\nu F(x + \nu u, \zeta) - \nabla F(x, \zeta)
\end{array} \right] u
= u \left( \frac{\nabla F(x + \nu u, \zeta) - \nabla F(x, \zeta)}{\nu} \right)^T
\]

where \( u \sim N(0, I_d) \). Hence

\[
\|\nabla_x G_\nu(x, \zeta, u)\|_* \leq \|uu^T\|_* \cdot \|\nabla^2 F(x + \theta \nu u, \zeta)\|_* \\
\leq \|uu^T\|_* \cdot H(\zeta) \overset{\Delta}{=} \tilde{H}(\zeta, u)
\]

Under Assumption 2.1.4 \( H(\zeta) \) has bounded fourth moment and

\[
\mathbb{E}H(\zeta, u)^4 = \mathbb{E}\|uu^T\|_*^4 H(\zeta)^4 \leq \mathbb{E}\|uu^T\|_*^4 \mathbb{E}H(\zeta)^4 < \infty
\]

Hence, \( \tilde{H}(\zeta, u) \) has bounded fourth moment.

\[\square\]

Proof of Lemma 2.3

(a) \( \mathbb{E} \left[ \tilde{m}_t(0) \right] = \mathbb{E} \left[ G_\nu(x^*_\nu, \zeta_t, u_t) - \nabla f_\nu(x^*_\nu) \right] = 0 \)

(b) \( \mathbb{E}_{t-1} \left[ \tilde{m}_t(0)\tilde{m}_t(0)^T \right] = S_\nu \) for all \( t \geq 1 \) where

\[
S_\nu = \mathbb{E}_{t-1} \left[ (G_\nu(x^*_\nu, \zeta_t, u_t) - \nabla f_\nu(x^*_\nu))(G_\nu(x^*_\nu, \zeta_t, u_t) - \nabla f_\nu(x^*_\nu))^T \right]
= \mathbb{E}_{t-1} G_\nu(x^*_\nu, u_t, \zeta_t)G_\nu(x^*_\nu, u_t, \zeta_t)^T
\]

(c) Note that

\[
\mathbb{E}_{t-1} \left[ \|\tilde{m}_t(0)\|_2^2 \right] = \mathbb{E}_{t-1} \left[ \|\tilde{m}_t(0)\|_2^2 I(\|\tilde{m}_t(0)\|_2 > C) \right] + \mathbb{E}_{t-1} \left[ \|\tilde{m}_t(0)\|_2^2 I(\|\tilde{m}_t(0)\|_2 \leq C) \right]
\]

Since \( \|\tilde{m}_t(0)\|_2^2 I(\|\tilde{m}_t(0)\|_2 \leq C) \) is monotone increasing in \( C \), using monotone convergence theorem yields

\[
\mathbb{E}_{t-1} \left[ \|\tilde{m}_t(0)\|_2^2 I(\|\tilde{m}_t(0)\|_2 \leq C) \right] \to \mathbb{E}_{t-1} \left[ \|\tilde{m}_t(0)\|_2^2 \right]
\]

and by the fact \( \mathbb{E}_{t-1} \left[ \|\tilde{m}_t(0)\|_2^2 \right] < \infty \) we can conclude that

\[
\mathbb{E}_{t-1} \left[ \|\tilde{m}_t(0)\|_2^2 I(\|\tilde{m}_t(0)\|_2 > C) \right] \to 0
\]
(d) By mean-value theorem,
\[
\mathbb{E}_{t-1} \left\| G_\nu(x^*_{t-1}, \zeta, u_t) - G_\nu(x^*_t, \zeta, u_0) \right\|_2^2 \leq \mathbb{E}_{t-1} \left[ \sup_x \left\| \nabla_x G_\nu(x, \zeta, u) \right\|_2^2 \right] \left\| \tilde{\Delta}_{t-1} \right\|_2^2
\]
\[
\leq \mathbb{E} \tilde{H} (\zeta, u)^2 \left\| \tilde{\Delta}_{t-1} \right\|_2^2
\]
By the convexity of \( \|x\|_2^2 \) and Jensen’s inequality,
\[
\left\| \nabla f_\nu (x_{t-1}) - \nabla f_\nu (x^*) \right\|_2^2 = \left\| \mathbb{E}_{t-1} \left( G_\nu(x^*_{t-1}, \zeta, u_t) - G_\nu(x^*_t, \zeta, u_0) \right) \right\|_2^2
\]
\[
\leq \mathbb{E}_{t-1} \left\| G_\nu(x^*_{t-1}, \zeta, u_t) - G_\nu(x^*_t, \zeta, u_0) \right\|_2^2
\]
\[
\leq \mathbb{E} \tilde{H} (\zeta, u)^2 \left\| \tilde{\Delta}_{t-1} \right\|_2^2
\]
then as \( \tilde{\Delta}_{t-1} \to 0 \)
\[
\mathbb{E}_{t-1} \| \varphi_t (\Delta_{t-1}) \|_2^2 \leq \mathbb{E} \tilde{H} (\zeta, u)^2 \left\| \tilde{\Delta}_{t-1} \right\|_2^2 \triangleq \delta (\tilde{\Delta}_{t-1}, u_t) \to 0
\]

**Proof of Lemma 2.4** Using Taylor’s theorem, we have for every realization of \( \zeta \),
\[
G_\nu(x^*_\nu, \zeta, u) = \frac{F(x^*_\nu + \nu u, \zeta) - F(x^*_\nu, \zeta, u)}{\nu} = u \left( \frac{1}{\nu} \nabla F(x^*_\nu + \theta \nu u, \zeta) \right)
\]

\[
u u^T \nabla F(x^*_\nu + \theta \nu u, \zeta)
\]

where \( \theta \in (0, 1) \). Therefore,
\[
\|S_\nu - S\|_F = \left\| \mathbb{E} uu^T \nabla F(x^*_\nu + \theta \nu u, \zeta) \nabla F(x^*_\nu + \theta \nu u, \zeta)^T uu^T - \mathbb{E} \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T \right\|_F
\]
\[
= \left\| \mathbb{E} uu^T \left( \nabla F(x^*_\nu + \theta \nu u, \zeta) \nabla F(x^*_\nu + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T \right) uu^T \right\|_F
\]
\[
\leq T_1 + T_2
\]

where
\[
T_1 = \left\| \mathbb{E} uu^T \left( \nabla F(x^*_\nu + \theta \nu u, \zeta) \nabla F(x^*_\nu + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T \right) uu^T \right\|_F
\]
\[
T_2 = \left\| \mathbb{E} uu^T \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T - \mathbb{E} \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T \right\|_F
\]

By Jensen’s inequality, we have
\[
T_1 = \left\| \mathbb{E} uu^T \left( \nabla F(x^*_\nu + \theta \nu u, \zeta) \nabla F(x^*_\nu + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T \right) uu^T \right\|_F
\]
\[
\leq \mathbb{E} \left( uu^T \left( \nabla F(x^*_\nu + \theta \nu u, \zeta) \nabla F(x^*_\nu + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T \right) uu^T \right\|_F
\]
\[
\leq \mathbb{E} \left( \left\| \nabla F(x^*_\nu + \theta \nu u, \zeta) \nabla F(x^*_\nu + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T \right\|_F \right)^4 \left\| uu^T \right\|_2^4
\]
\[
\leq \sqrt{\mathbb{E} \left( \left\| \nabla F(x^*_\nu + \theta \nu u, \zeta) \nabla F(x^*_\nu + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T \right\|_F \right)^2 \mathbb{E} \left\| uu^T \right\|_2^8}
\]
Note that
\[
T_2 = \|E [uu^T \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T] - E \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T\|_F
= \|E_u [uu^T E_{\zeta} \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T uu^T] - E_{\zeta} \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T\|_F
= \|E_u [uu^T S uu^T] - S\|_F
\]
Let \( A = uu^T = (a_{ij})_{i,j=1}^d \) and \( P = uu^T S uu^T \), then \( E a_{ij} = E u_i u_j = 0 \) for \( i \neq j \), \( P = AS A \) and
\[
p_{ij} = \sum_{l=1}^d \sum_{k=1}^d a_{lk} s_{kl} a_{lj}
\]
Taking expectation w.r.t. \( u \) gives
\[
E_u p_{ij} = E_u a_{ii} s_{ij} a_{jj} = s_{ij}
\]
so \( T_2 = 0 \). On the other hand, note that
\[
E \|\nabla F(x^* + \theta \nu u, \zeta) \nabla F(x^* + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T\|_F
= E \|\nabla F(x^* + \theta \nu u, \zeta) \nabla F(x^* + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T + \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T\|_F
\]
\[
\leq E \|\nabla F(x^* + \theta \nu u, \zeta) \nabla F(x^* + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T\|_F^2
+ E \|\nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T\|_F^2
= E_1 + E_2
\]
where
\[
E_1 := E \|\nabla F(x^* + \theta \nu u, \zeta) \nabla F(x^* + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T\|_F^2
\]
\[
E_2 := E \|\nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T\|_F^2
\]
\[
E_1 = E_{\zeta,u} \|\nabla F(x^* + \theta \nu u, \zeta) - \nabla F(x^*, \zeta)\|_F^2
\]
\[
\leq E_{\zeta,u} \|\nabla F(x^*) - \nabla F(x^*, \zeta)\|_F^2
\]
\[
\leq E_{\zeta,u} H(\zeta)^2 \|x^* + \theta \nu u - x^*\|^2 \|\nabla F(x^*)\|_2^2
\]
Note that for any \( a, b \in \mathbb{R}^d \), we have
\[
\frac{1}{2} \|a\|^2 - \|b\|^2 \leq \|a - b\|^2
\]
Therefore, applying this inequality with \( a = \nabla F(x^* + \theta \nu u, \zeta) \) and \( b = \nabla F(x^*, \zeta) \) yields
\[
\|\nabla F(x^* + \theta \nu u, \zeta)\|^2 \leq 2 \|\nabla F(x^*) - \nabla F(x^*, \zeta)\|^2 + \|\nabla F(x^*, \zeta)\|^2
\]
\[
\leq 2 H(\zeta)^2 \|x^* + \theta \nu u - x^*\|^2 + \|\nabla F(x^*, \zeta)\|^2
\]
Therefore,
\[
E_1 \leq E_{\zeta,u} H(\zeta)^2 \|x^* + \theta \nu u - x^*\|^2 (2 H(\zeta)^2 \|x^* + \theta \nu u - x^*\|^2 + \|\nabla F(x^*, \zeta)\|^2)
\]
\[
\leq 2 E_{\zeta,u} H(\zeta)^4 \|x^* + \theta \nu u - x^*\|^4 + E_{\zeta,u} H(\zeta)^2 \|x^* + \theta \nu u - x^*\|^2 \|\nabla F(x^*, \zeta)\|^2
\]
\[
= 2 E_{\zeta} H(\zeta)^4 E_u \|x^* + \theta \nu u - x^*\|^4 + E_{\zeta} H(\zeta)^2 \|\nabla F(x^*, \zeta)\|^2 E_u \|x^* + \theta \nu u - x^*\|^2
\]
\[
\leq 2 E_{\zeta} H(\zeta)^4 E_u \|x^* + \theta \nu u - x^*\|^4 + E_u \|x^* + \theta \nu u - x^*\|^2 \sqrt{E_{\zeta} H(\zeta)^4 E_{\zeta} \|\nabla F(x^*, \zeta)\|^4}
\]
Note that for a Gaussian random vector \( u \sim N(0, I_d) \), by Theorem 1.1 in [BG21] we have that
\[
\mathbb{E} \left[ \|u\|^k \right] \leq (d + k)^{k/2}
\]
for any \( k \geq 2 \). Therefore,
\[
\mathbb{E}_u \| x^*_v + \theta \nu u - x^* \|^2 \leq \| x^*_v - x^* \|^2 + \theta^2 \nu^2 \mathbb{E}_u \| u \|^2
\]
\[
\leq \nu^2 L^2 (d + 3)^3 + \nu^2 (d + 2) \theta^2
\]
\[
\mathbb{E}_u \| x^*_v + \theta \nu u - x^* \|^4 \leq \| x^*_v - x^* \|^4 + \theta^4 \nu^4 \mathbb{E}_u \| u \|^4
\]
\[
\leq \frac{\nu^4 L^4 (d + 3)^6}{16 \mu^4} + \nu^4 (d + 4) \theta^4
\]
Therefore, if
\[
\mathbb{E}_\zeta H(\zeta)^4 < \infty
\]
\[
\mathbb{E}_\zeta \| \nabla F(x^*, \zeta) \|^4_2 < \infty
\]
we have that
\[
E_1 \leq O(\nu^4) \quad \text{and} \quad E_1 \to 0 \quad \text{as} \quad \nu \to 0
\]
Similarly,
\[
E_2 = \mathbb{E}_{\zeta, u} \| \nabla F(x^*, \zeta) (\nabla F(x^*_v + \theta \nu u, \zeta) - \nabla F(x^*, \zeta)) \|^2_2
\]
\[
\leq \mathbb{E}_{\zeta, u} \| \nabla F(x^*, \zeta) \|^2_2 (\| \nabla F(x^*_v + \theta \nu u, \zeta) - \nabla F(x^*, \zeta) \|^2_2
\]
\[
= \mathbb{E}_{\zeta, u} \| \nabla F(x^*, \zeta) \|^2_2 \| \nabla F(x^*_v + \theta \nu u, \zeta) - \nabla F(x^*, \zeta) \|^2_2
\]
\[
\leq \mathbb{E}_{\zeta} \| \nabla F(x^*, \zeta) \|^2_2 H(\zeta)^2 \| x^*_v + \theta \nu u - x^* \|^2_2
\]
\[
= \mathbb{E}_{\zeta} \| \nabla F(x^*, \zeta) \|^2_2 (\| x^*_v + \theta \nu u - x^* \|^4_2
\]
\[
\leq \frac{(\nu L (d + 3)^3 / 2 \mu + \nu^2 (d + 2) \theta^2) \sqrt{\mathbb{E}_{\zeta} \| \nabla F(x^*, \zeta) \|^4_2 \mathbb{E}_\zeta H(\zeta)^4}}}
\]
\[
= O(\nu^2)
\]
Therefore, \( E_2 \to 0 \) as \( \nu \to 0 \) and
\[
\mathbb{E} \left[ \| \nabla F (x^*_v + \theta \nu u, \zeta) \nabla F (x^*_v + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T \|_F^2 \right] \leq O(\nu^4)
\]
and by Theorem 1.1 in [BG21] we have that
\[
\mathbb{E} \| u \|^4_2 \leq (d + 4)^{4}
\]
Finally, we obtain
\[
\| S_v - S \|_F \leq T_1 \leq \sqrt{\mathbb{E} \left[ \| \nabla F (x^*_v + \theta \nu u, \zeta) \nabla F (x^*_v + \theta \nu u, \zeta)^T - \nabla F(x^*, \zeta) \nabla F(x^*, \zeta)^T \|_F^2 \right] \mathbb{E} \| u \|^8_2}
\]
\[
\leq O(\nu^2)
\]
\[
\square
\]
Proof of Lemma 2.5. Applying the matrix identity $A = \nabla^2 f^*(x^*)$ and $B = \nabla^2 f(x^*)$

$$A^{-1} - B^{-1} = A^{-1} (B - A) B^{-1},$$

we have

$$\|\nabla^2 f^*(x^*)^{-1} - \nabla^2 f(x^*)^{-1}\|_F^2 = \|\nabla^2 f^*(x^*)^{-1}(\nabla^2 f(x^*) - \nabla^2 f^*(x^*))\nabla^2 f(x^*)^{-1}\|_F^2$$

$$\leq \|\nabla^2 f(x^*)\|_F^2 \|\nabla^2 f^*(x^*)^{-1}\|_F^2 \|\nabla^2 f^*(x^*) - \nabla^2 f(x^*)\|_F^2.$$

Note that

$$\|\nabla^2 f^*(x^*) - \nabla^2 f(x^*)\|_F^2 = \|\nabla^2 f^*(x^*) - \nabla^2 f(x^*) + \nabla^2 f(x^*) - \nabla^2 f(x^*)\|_F^2$$

$$\leq \|\nabla^2 f^*(x^*) - \nabla^2 f(x^*)\|_F^2 + \|\nabla^2 f(x^*) - \nabla^2 f(x^*)\|_F^2.$$

By Lemma 4.2 in [BG21], we have

$$\|\nabla^2 f^*(x^*) - \nabla^2 f(x^*)\|_* \leq \frac{L_H \nu (d + 6)^{5/2}}{4}.$$

Note that rank $(\nabla^2 f^*(x^*) - \nabla^2 f(x^*)) \leq d$. Hence by the relationship between $\| \cdot \|_F$ and $\| \cdot \|$, we have

$$\|\nabla^2 f^*(x^*) - \nabla^2 f(x^*)\|_F^2 \leq d \|\nabla^2 f^*(x^*) - \nabla^2 f(x^*)\|^2 \leq \frac{L^2 H \nu^2 d (d + 6)^5}{16}.$$

Hence

$$\|\nabla^2 f^*(x^*) - \nabla^2 f(x^*)\|_F^2 \leq \frac{L^2 H \nu^2 d (d + 6)^5}{16} + L_H \|x^* - x^*\|^2$$

$$\leq \frac{L^2 H \nu^2 d (d + 6)^5}{16} + L^2 H \|v^* - S\|^2_2$$

$$= O(\nu^2),$$

and

$$\|\nabla^2 f^*(x^*)^{-1} - \nabla^2 f(x^*)^{-1}\|_F^2 \leq d^2 \frac{L^2}{\mu^2} \|\nabla^2 f^*(x^*) - \nabla^2 f(x^*)\|_F^2 \leq O(\nu^2).$$

Finally, note that

$$\|\tilde{V} - V\|_F^2 = \|(\nabla^2 f^*(x^*)^{-1}S (\nabla^2 f^*(x^*)^{-1}) - (\nabla^2 f(x^*)) S (\nabla^2 f(x^*))^{-1}\|_F^2$$

$$\leq \|S\|_F^2 \|\nabla^2 f^*(x^*)^{-1}\|_F^2 \|\nabla^2 f^*(x^*) - \nabla^2 f(x^*)\|_F^2$$

$$+ \|\nabla^2 f(x^*)\|_F^2 \|\nabla^2 f^*(x^*)^{-1}\|_F^2 \|S - S\|_F^2$$

$$+ \|\nabla^2 f(x^*)\|_F^2 \|S\|_F^2 \|\nabla^2 f^*(x^*)^{-1} - \nabla^2 f(x^*)^{-1}\|_F^2$$

$$= N_1 + N_2 + N_3.$$

Next, note that we have

$$\|\nabla^2 f(x^*)\|_F^2 = \text{tr} \nabla^2 f(x^*)^T \nabla^2 f(x^*) \leq d L^2,$$

$$\|\nabla^2 f^*(x^*)^{-1}\|_F^2 = \text{tr} \left(\nabla^2 f^*(x^*)^T \nabla^2 f^*(x^*)^{-1}\right) \leq \frac{d}{\mu^2}.$$

Combining the above displays, we obtain

$$N_1 \leq O(\nu^6) \quad N_2 \leq O(\nu^4) \quad N_3 \leq O(\nu^2).$$
and $N_1 \to 0$, $N_2 \to 0$ and $N_3 \to 0$ as $\nu \to 0$. This yields that $\|\tilde{V} - V\|^2_F \leq \mathcal{O}(\nu^6)$ and so $\|\tilde{V} - V\|^2_F \to 0$ as $\nu \to 0$. \hfill \qedsymbol

### Appendix B. Proofs for Section 3

**Proof of Lemma 3.1** Define

$$ L(\tilde{\Delta}_{n-1}, u_n, \zeta_n) = (\nabla f_\nu(x_{n-1}) - \nabla f_\nu(x^*_\nu)) - (G_\nu(x_{n-1}, u_n, \zeta_n) - G_\nu(x^*_\nu, u_n, \zeta_n)). $$

Note that $\nabla f_\nu(x^*_\nu) = 0$, we have

$$ \tilde{\xi}_n = L(\tilde{\Delta}_{n-1}, u_n, \zeta_n) - G_\nu(x^*_\nu, u_n, \zeta_n) $$

and this decomposition yields

$$ \mathbb{E}_{n-1} \tilde{\xi}_n \tilde{\xi}^T_n = S_\nu - \mathbb{E}_{n-1} L(\tilde{\Delta}_{n-1}, u_n, \zeta_n) G_\nu(x^*_\nu, u_n, \zeta_n)^T - \mathbb{E}_{n-1} G_\nu(x^*_\nu, u_n, \zeta_n) L(\tilde{\Delta}_{n-1}, u_n, \zeta_n)^T $$

$$ + \mathbb{E}_{n-1} L(\tilde{\Delta}_{n-1}, u_n, \zeta_n) L(\tilde{\Delta}_{n-1}, u_n, \zeta_n)^T $$

Now for $m = 2, 4$, by mean-value theorem we have

$$ \mathbb{E}_{n-1} \|G_\nu(x_{n-1}, u_n, \zeta_n) - G_\nu(x^*_\nu, u_n, \zeta_n)\|_2^m \leq \mathbb{E}_{n-1} \left[ \sup_x \|\nabla_x G_\nu(x, u_n, \zeta_n)\|_2 \right] \|\tilde{\Delta}_{n-1}\|_2^m $$

$$ \leq \|\tilde{\Delta}_{n-1}\|_2^m \mathbb{E}\tilde{H} (\zeta)^m. $$

and by Jensen’s inequality,

$$ \|\nabla f_\nu(x_{n-1}) - \nabla f_\nu(x^*_\nu)\|_2^m = \|\mathbb{E}_{n-1} G_\nu(x_{n-1}, u_n, \zeta_n) - G_\nu(x^*_\nu, u_n, \zeta_n)\|_2^m $$

$$ \leq \mathbb{E}_{n-1} \|G_\nu(x_{n-1}, u_n, \zeta_n) - G_\nu(x^*_\nu, u_n, \zeta_n)\|_2^m $$

Using the inequality (given in Lemma B.1 in [CLTZ20])

$$ n^3 (\|x_1\|_2^4 + \ldots + \|x_n\|_2^4) \geq \|x_1 + \ldots + x_n\|_2^4 $$

gives us for $m = 2, 4$

$$ \mathbb{E}_{n-1} \|L(\tilde{\Delta}_{n-1}, u_n, \zeta_n)\|_2^m \leq 2^m \|\tilde{\Delta}_{n-1}\|_2^m \mathbb{E}\tilde{H} (\zeta)^m $$

Now $\|\mathbb{E}_{n-1} \tilde{\xi}_n \tilde{\xi}^T_n - S_\nu\|_2$ could be bounded by

$$ \|\mathbb{E}_{n-1} \tilde{\xi}_n \tilde{\xi}^T_n - S_\nu\|_2 \leq \|\mathbb{E}_{n-1} L(\tilde{\Delta}_{n-1}, u_n, \zeta_n) G_\nu(x^*_\nu, u_n, \zeta_n)^T\| $$

$$ + \|\mathbb{E}_{n-1} G_\nu(x^*_\nu, u_n, \zeta_n) L(\tilde{\Delta}_{n-1}, u_n, \zeta_n)^T\| $$

$$ + \|\mathbb{E}_{n-1} L(\tilde{\Delta}_{n-1}, u_n, \zeta_n) L(\tilde{\Delta}_{n-1}, u_n, \zeta_n)^T\| $$
with
\[
\left\| \mathbb{E}_{n-1} L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) G_\nu \left( x_\nu^*, u_n, \zeta_n \right)^T \right\| \leq \mathbb{E}_{n-1} \left\| L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) G_\nu \left( x_\nu^*, u_n, \zeta_n \right)^T \right\| \\
\leq \mathbb{E}_{n-1} \left\| L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) \right\|_2 \left\| G_\nu \left( x_\nu^*, u_n, \zeta_n \right)^T \right\|_2 \\
\leq \sqrt{\mathbb{E}_{n-1} \left\| L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) \right\|_2^2 \mathbb{E}_{n-1} \left\| G_\nu \left( x_\nu^*, u_n, \zeta_n \right) \right\|_2^2} \\
\leq 2 \sqrt{\mathbb{E}_{n-1} \left\| G_\nu \left( x_\nu^*, u_n, \zeta_n \right) \right\|_2^2 \mathbb{E} \tilde{H}(\zeta)^2} \left\| \tilde{\Delta}_{n-1} \right\|_2
\]

and
\[
\left\| \mathbb{E}_{n-1} L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right)^T \right\| \leq \mathbb{E}_{n-1} \left\| L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right)^T \right\| \\
\leq \mathbb{E}_{n-1} \left\| L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) \right\|_2^2 \\
\leq 4 \left\| \tilde{\Delta}_{n-1} \right\|_2^2 \mathbb{E} \tilde{H}(\zeta)^2
\]

Combining these yields
\[
\left\| \mathbb{E}_{n-1} \tilde{\xi}_n \tilde{\xi}_n^T - S_\nu \right\| \leq 4 \sqrt{\mathbb{E}_{n-1} \left\| G_\nu \left( x_\nu^*, u_n, \zeta_n \right) \right\|_2^2 \mathbb{E} \tilde{H}(\zeta)^2} \left\| \tilde{\Delta}_{n-1} \right\|_2 + 4 \mathbb{E} \tilde{H}(\zeta)^2 \left\| \tilde{\Delta}_{n-1} \right\|_2^2
\]

Similar results hold for the trace since
\[
\left| \text{tr} \left( \mathbb{E}_{n-1} L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) G_\nu \left( x_\nu^*, u_n, \zeta_n \right)^T \right) \right| \leq \mathbb{E}_{n-1} \left| \text{tr} \left( L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) G_\nu \left( x_\nu^*, u_n, \zeta_n \right)^T \right) \right| \\
\leq \mathbb{E}_{n-1} \left\| L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) \right\|_2 \left\| G_\nu \left( x_\nu^*, u_n, \zeta_n \right)^T \right\|_2
\]

and
\[
\left| \text{tr} \left( \mathbb{E}_{n-1} L \left( \Delta_{n-1}, u_n, \zeta_n \right) L \left( \Delta_{n-1}, u_n, \zeta_n \right)^T \right) \right| \leq \mathbb{E}_{n-1} \left| \text{tr} \left( L \left( \Delta_{n-1}, u_n, \zeta_n \right) L \left( \Delta_{n-1}, u_n, \zeta_n \right)^T \right) \right| \\
\leq \mathbb{E}_{n-1} \left\| L \left( \Delta_{n-1}, u_n, \zeta_n \right) \right\|_2^2
\]

Finally,
\[
\mathbb{E}_{n-1} \left\| \tilde{\xi}_n \right\|_2^4 = \mathbb{E}_{n-1} \left\| L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) - G_\nu \left( x_\nu^*, u_n, \zeta_n \right) \right\|_2^4 \\
\leq 8 \mathbb{E}_{n-1} \left\| L \left( \tilde{\Delta}_{n-1}, u_n, \zeta_n \right) \right\|_2^4 + 8 \mathbb{E}_{n-1} \left\| G_\nu \left( x_\nu^*, u_n, \zeta_n \right) \right\|_2^4 \\
\leq 8 \mathbb{E}_{n-1} \left\| G_\nu \left( x_\nu^*, u_n, \zeta_n \right) \right\|_2^4 + 128 \mathbb{E} \tilde{H}(\zeta)^4 \left\| \tilde{\Delta}_{n-1} \right\|_2^4
\]

In [ZCW20], where the authors consider the stochastic first-order setting, all parameters that are related to the function $f(x)$ are hidden in a general constant and are not carefully tracked. As we are interested in dependency of the bound on the smoothing parameter $\nu$ in stochastic zeroth-order setting, we do a more careful analysis by tracking the explicit dependency of the bounds on $\nu$. The parameter $\nu$ mainly comes from four sources: $\|S_\nu\|$, $\mathbb{E} \|\tilde{\xi}_p\|$, $\mathbb{E} \tilde{\xi}_p \tilde{\xi}_p^T$ and $\|\tilde{\Delta}_0\|$. Besides, the scalar $\tilde{\Sigma}_1$, $\tilde{\Sigma}_3$ and $C_d = \max \left\{ L, \tilde{\Sigma}_1^\frac{2}{3}, \tilde{\Sigma}_2^\frac{2}{3}, \tilde{\Sigma}_3^\frac{2}{3}, \tilde{\Sigma}_4^\frac{2}{3}, \text{tr} (S_\nu) \right\}$ also depend on the parameter $\nu$. 

\[
\square
\]
For $\|\tilde{\Delta}_0\|_2$, we have

$$\|\tilde{\Delta}_0\|_2 \leq \|x_0 - x^*\|_2 + \|x^* - x'_\nu\|_2 \lesssim \mathcal{O}(1 + \nu)$$

and similarly

$$\|\tilde{\Delta}_0\|_2^2 \lesssim \mathcal{O}(1 + \nu^2)$$

We are also interested how these four constants $\tilde{\Sigma}_i$’s and $\text{tr}(S_\nu)$ are related to the parameter $\nu$ where $\tilde{\Sigma}_1 = 4\sqrt{\mathbb{E}_{n-1} \|G_\nu(x^*_\nu, u_n, \zeta_n)\|_2^2 \mathcal{H}(\zeta)^2}$ and $\tilde{\Sigma}_3 = 8\mathbb{E}_{n-1} \|G_\nu(x^*_\nu, u_n, \zeta_n)\|_2^4$. Note that

$$\mathbb{E} \left[ \|u\|_2^k \right] \leq (d + k)^{k/2}$$

hence

$$\mathbb{E} \|G_\nu(x^*_\nu, u, \zeta)\|_2^2 = \mathbb{E} \|uu^T\nabla F(x^*_\nu + \theta \nu u, \zeta)\|_2^2 \leq \sqrt{\mathbb{E} \|u\|_2^8 \mathbb{E} \|\nabla F(x^*_\nu + \theta \nu u, \zeta)\|_2^4}$$

$$\leq \sqrt{8(d + 8)^4 (\mathbb{E} \|\nabla F(x^*_\nu + \theta \nu u, \zeta) - \nabla F(x^*_\nu, \zeta)\|_2^4 + \mathbb{E} \|\nabla F(x^*_\nu, \zeta)\|_2^4)}$$

$$\leq \sqrt{8(d + 8)^4 (\mathbb{E} \mathcal{H}(\zeta)^4 \mathbb{E} \|x^*_\nu + \theta \nu u - x^*\|_2^4 + \mathbb{E} \|\nabla F(x^*_\nu, \zeta)\|_2^4)}$$

$$\lesssim \sqrt{1 + \nu^4}$$

$$\mathbb{E} \|G_\nu(x^*_\nu, u, \zeta)\|_2^4 \leq \sqrt{8(d + 16)^8 (\mathbb{E} \mathcal{H}(\zeta)^8 \mathbb{E} \|x^*_\nu + \theta \nu u - x^*\|_2^8 + \mathbb{E} \|\nabla F(x^*_\nu, \zeta)\|_2^8)}$$

$$\lesssim \sqrt{1 + \nu^8}$$

Therefore, $\tilde{\Sigma}_1 \lesssim (1 + \nu^4)^{1/2}$ and $\tilde{\Sigma}_3 \lesssim (1 + \nu^4)^{1/2}$. Besides, by (9), we have

$$\mathbb{E}_{n-1} \|\tilde{\xi}_n\|_2^2 = \text{tr} \mathbb{E}_{n-1} \tilde{\xi}_n \tilde{\xi}_n^T = \text{tr} S_\nu + \text{tr} \tilde{\Sigma}_n \left( \tilde{\Delta}_{n-1} \right)$$

Rearranging the equation above gives us

$$|\text{tr} S_\nu| \leq \left| \text{tr} \tilde{\Sigma}_n \left( \tilde{\Delta}_{n-1} \right) \right| + \mathbb{E}_{n-1} \|\tilde{\xi}_n\|_2^2 \leq \tilde{\Sigma}_1 \|\tilde{\Delta}_{n-1}\|_2 + \tilde{\Sigma}_2 \|\tilde{\Delta}_{n-1}\|_2^2 + \sqrt{\mathbb{E}_{n-1} \|\tilde{\xi}_n\|_2^4}$$

$$\leq \tilde{\Sigma}_1 \|\tilde{\Delta}_{n-1}\|_2 + \tilde{\Sigma}_2 \|\tilde{\Delta}_{n-1}\|_2^2 + \sqrt{\tilde{\Sigma}_3 + \tilde{\Sigma}_4 \|\tilde{\Delta}_{n-1}\|_2^4}$$

$$\leq \tilde{\Sigma}_1 (n - 1)^{-\frac{\alpha}{2}} (1 + \|\tilde{\Delta}_0\|_2) + \tilde{\Sigma}_2 (n - 1)^{-\alpha} (1 + \|\tilde{\Delta}_0\|_2^2) + \sqrt{\tilde{\Sigma}_3 + \tilde{\Sigma}_4 (n - 1)^{-2}\mathbb{E}_{n-1} \|\tilde{\Delta}_{n-1}\|_2^4}$$

$$\lesssim (1 + \nu^4)^{1/2} (1 + \nu) + (1 + \nu^2) + \sqrt{1 + \nu^8} + (1 + \nu^4)$$

Note that for any $a, b \in \mathbb{R}$,

$$\max\{a, b\} = \frac{|a + b|}{2} + \frac{|a - b|}{2} \leq |a| + |b|$$

then by induction

$$C_d \leq |L| + \|\tilde{\Sigma}_1\| + \|\tilde{\Sigma}_2\| + \|\tilde{\Sigma}_3\| + \|\tilde{\Sigma}_4\| + |\text{tr}(S_\nu)|$$

$$\lesssim 1 + (1 + \nu^4)^{1/2} (1 + \nu^2) + (1 + \nu^4)^{1/2} (1 + \nu) + (1 + \nu^2) + \sqrt{1 + \nu^8} + (1 + \nu^4)$$
Lemma B.1. Let $a_k = [Ck^\beta]$, where $C > 0$, $\beta > \frac{1}{\alpha}$. Set step size at the $i$-th iteration as $\eta_i = \eta_i^{-\alpha}$ with $\frac{1}{2} < \alpha < 1$. Then under Assumption 2.1.2 and 2.1.3, we have
\[
\mathbb{E} \left| \tilde{\Sigma}_n - \tilde{V} \right| \lesssim \sqrt{1 + \tilde{\Sigma}_1 + C_1^3 + \nu + (\nu + \nu_2 + \nu_3)\tilde{\Sigma}_1 M^{-\frac{\alpha_2}{2}} + \sqrt{(1 + \nu_2 + \nu_3)^2 M^{-\frac{1}{2}} + \sqrt{1 + \nu_2 + \nu_3}} M^{(\frac{\alpha_1}{2} + 1)}}
\]
where $M$ is the number of batches such that $a_M \leq n < a_{M+1}$.

Proof. Recall that
\[
\tilde{\Sigma}_n = \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k - l_t U_n \right) \left( \sum_{k=t_i}^{i} U_k - l_t U_n \right)^T
\]
Using triangle inequality we have
\[
\mathbb{E} \left| \tilde{\Sigma}_n - \tilde{V} \right| \leq \mathbb{E} \left| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k \right) \left( \sum_{k=t_i}^{i} U_k \right)^T - \tilde{V} \right| + \mathbb{E} \left| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} l_t^2 U_n U_n^T \right| + 2\mathbb{E} \left| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k \right) \left( l_t U_n \right)^T \right| \tag{20}
\]
We will show that all these three terms in (20) are bounded in next few lemmas, which implies Lemma B.1.

In Lemma B.3 we show that $\tilde{S}$ defined by
\[
\tilde{S} = \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} \tilde{\xi}_k \right) \left( \sum_{k=t_i}^{i} \tilde{\xi}_k \right)^T
\]
converges to the covariance of $G_\nu \left( x_\nu, u, \zeta \right)$, i.e. $S_\nu$. We also require the intermediate result.

Lemma B.2. For the surrogate problem (43), the term $\mathbb{E} \left| \tilde{\xi}_{p1} \tilde{\xi}_{p2} \tilde{\xi}_{p3} \tilde{\xi}_{p4} \right|$ can be bounded by constant $C$ for any $p_r$, $r \in \{1, 2, 3, 4\}$.

Proof. Note that $\text{rank} \left( \tilde{\xi}_{p1} \tilde{\xi}_{p2} \tilde{\xi}_{p3} \tilde{\xi}_{p4} \right) = 1$, for any general choice of $p_1, \ldots, p_4$. Hence, we have
\[
\left| \text{tr} \left( \tilde{\xi}_{p1} \tilde{\xi}_{p2} \tilde{\xi}_{p3} \tilde{\xi}_{p4} \right) \right| = \left| \tilde{\xi}_{p1} \tilde{\xi}_{p2} \tilde{\xi}_{p3} \tilde{\xi}_{p4} \right|
\]
By Jensen’s inequality, we then have
\[
\left| \mathbb{E} \left| \tilde{\xi}_{p1} \tilde{\xi}_{p2} \tilde{\xi}_{p3} \tilde{\xi}_{p4} \right| \right| \leq \mathbb{E} \| \tilde{\xi}_{p1} \tilde{\xi}_{p2} \tilde{\xi}_{p3} \tilde{\xi}_{p4} \| = \mathbb{E} \left| \text{tr} \left( \tilde{\xi}_{p1} \tilde{\xi}_{p2} \tilde{\xi}_{p3} \tilde{\xi}_{p4} \right) \right|
\]
\[
\leq \frac{1}{4} \mathbb{E} \left[ \| \tilde{\xi}_{p1} \|^4 + \| \tilde{\xi}_{p2} \|^4 + \| \tilde{\xi}_{p3} \|^4 + \| \tilde{\xi}_{p4} \|^4 \right]
\]
\[
\leq \tilde{\Sigma}_3 + \tilde{\Sigma}_4 \mathbb{E} \left| \tilde{\Delta}_{p_1} \right|^4 \lesssim C_d^2 + C_d^3 p_1^{-2\alpha} \lesssim C
\]
where $C_d := \max \left\{ L, \tilde{\Sigma}_1^2, \tilde{\Sigma}_2^2, \tilde{\Sigma}_3^2, \tilde{\Sigma}_4^2, \text{tr} \left( S_\nu \right) \right\}$ is given by Equation (9) in [CLTZ20].
Lemma B.3. Under the same conditions in Lemma B.1, we have
\[ \mathbb{E}\left\| \hat{S} - S_\nu \right\| \leq \sqrt{1 + \hat{S}_1 + C^3_d + \nu + (\nu + \nu^2 + \nu\beta)\hat{S}_1 M^{-\frac{\alpha d}{2}} + \sqrt{(1 + \nu^2 + \nu^4)}M^{-\frac{1}{2}}}. \tag{21} \]
when \( a_M \leq n < a_{M+1} \).

Proof. Since \( \hat{S} - S_\nu \) is symmetric, following inequality holds
\[ \mathbb{E}\|\hat{S} - S_\nu\| = \mathbb{E}\left| \lambda_{\max}(\hat{S} - S_\nu) \right| = \mathbb{E}\sqrt{\lambda_{\max}(\hat{S} - S_\nu)^2} \tag{22} \]
Note that \( (\hat{S} - S_\nu)^2 \) is positive definite. We have
\[ \mathbb{E}\|\hat{S} - S_\nu\| \leq \mathbb{E}\sqrt{\text{tr}(\hat{S} - S_\nu)^2} \leq \sqrt{\text{tr}\mathbb{E}(\hat{S} - S_\nu)^2} \leq \sqrt{d\left\| \mathbb{E}(\hat{S} - S_\nu)^2 \right\|} \tag{23} \]
For any \( p > q \), \( \mathbb{E}_{p\to q} \tilde{\xi}_p \tilde{\xi}_T^T = \mathbb{E}_{p\to q} \tilde{\xi}_n \tilde{\xi}_n^T = 0 \). Using \( \mathbb{E}_{p\to q} \tilde{\xi}_n \tilde{\xi}_n^T = S_\nu + \hat{\Sigma}_\nu \left( \hat{\Delta}_{n-1} \right) \) in Equation (9), we have
\[ \hat{\Sigma} = \left( \sum_{i=1}^n l_i \right)^{-1} \sum_{i=1}^n \left[ \sum_{k=l_i}^i \mathbb{E}_{p\to q} \tilde{\xi}_k \tilde{\xi}_k^T + \sum_{p \neq q \in [l_i, l]} \mathbb{E}_{p\to q} \tilde{\xi}_k \tilde{\xi}_q \right] \tag{24} \]
Define
\[ \left( \ast \right) := \left( \sum_{i=1}^n l_i \right)^{-1} \sum_{i=1}^n \sum_{k=l_i}^i \mathbb{E}\Sigma_\nu \left( \hat{\Delta}_{k-1} \right) \]
Then
\[ \left\| \mathbb{E}(\hat{S} - S_\nu)^2 \right\| = \left\| \mathbb{E}\hat{S}^2 + S_\nu^2 - S_\nu \mathbb{E}\hat{S} - \mathbb{E}\hat{S} S_\nu \right\| = \left\| \mathbb{E}^2 - S_\nu^2 - (\ast) S_\nu \right\| \leq \left\| \mathbb{E}\hat{S}^2 - S_\nu^2 \right\| + 2\|S_\nu\|\|\left( \ast \right)\| \tag{25} \]
Based on Equation (10) and \( \lim_{M \to \infty} \frac{\sum_{i=1}^n l_i}{\sum_{i=1}^{a_{M+1}-1} l_i} = 1 \) we have,
\[ \left\| \left( \ast \right) \right\| \leq \left( \sum_{i=1}^n l_i \right)^{-1} \sum_{i=1}^n \sum_{k=l_i}^i \mathbb{E}\Sigma_\nu \left( \hat{\Delta}_{k-1} \right) \leq \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^M \sum_{i=a_m}^{a_m+1-1} \sum_{k=a_m}^i \mathbb{E}\left( \hat{\Sigma}_1 \left\| \hat{\Delta}_{k-1} \right\| + \hat{\Sigma}_2 \left\| \hat{\Delta}_{k-1} \right\|^2 \right). \tag{26} \]
According to bounds on $\mathbb{E} \|\tilde{\Delta}_{k-1}\|$ and $\mathbb{E} \|\tilde{\Delta}_{k-1}\|^2$, we have

$$
\|(*)\| \leq \left( \sum_{i=1}^{a_{m+1} - 1} l_i \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1} - 1} l_i (a_m - 1)^{-\alpha/2} \left( 1 + \|\tilde{\Delta}_0\| \right) \right) \tilde{\Sigma}_1
$$

$$
\leq \left( \sum_{i=1}^{a_{m+1} - 1} l_i \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1} - 1} l_i (a_m - 1)^{-\alpha/2} \left( 1 + \|\tilde{\Delta}_0\| + (a_m - 1)^{-\alpha} \left( 1 + \|\tilde{\Delta}_0\| \right) \right) \right) \tilde{\Sigma}_1
$$

$$
\leq \left( \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1} - 1} l_i (a_m - 1)^{-\alpha/2} \left( 1 + \|\tilde{\Delta}_0\| + \frac{\nu L(d + 3)^{3/2}}{2\mu} \right) \tilde{\Sigma}_1 \right)
$$

Since $\sum_{i=a_m}^{a_{m+1} - 1} l_i = (a_{m+1} - a_m) (a_{m+1} - a_m + 1) / 2 \approx n_m^2, n_m \approx m^{3/2}, a_m \approx m^{\beta}$ and $\|\tilde{\Delta}_0\| = \|x_0 - x^\nu\| \leq \|x_0 - x\| + \|x - x^\nu\| \leq \|\Delta_0\| + \frac{\nu L(d + 3)^{3/2}}{2\mu}$, we have

$$
\|(*)\| \leq M^{-\frac{\alpha\beta}{2}} (1 + \nu) \tilde{\Sigma}_1.
$$

(27)

Now, note that $\mathbb{E} \tilde{\xi}_{p_1 \tilde{p}_2 p_3 \tilde{p}_4} = 0$ unless $r \neq r'$ such that $p_r = p_{r'}, r, r' \in \{1, 2, 3, 4\}$. There are two cases we can consider. First is $p_1 = p_3 \neq p_2 = p_4$ or $p_1 = p_4 \neq p_2 = p_3$. This requires $i$ and $j$ in the same block. Second case is that $p_1 = p_2$ and $p_3 = p_4$. Therefore,

$$
\mathbb{E} \tilde{S}^2 = \mathbb{E} \left( \sum_{i=1}^{n} l_i \right)^{-2} \sum_{1 \leq i, j \leq n} \left( \sum_{k=t_i}^{i} \tilde{\xi}_k \right) \left( \sum_{k=t_j}^{j} \tilde{\xi}_k \right) \left( \sum_{k=t_j}^{j} \tilde{\xi}_k \right)^T
$$

$$
= \left( \sum_{i=1}^{n} l_i \right)^{-2} I + \left( \sum_{i=1}^{n} l_i \right)^{-2} II,
$$

(28)
where

\[
I = \mathbb{E} \sum_{m=1}^{M-1} \sum_{i=m}^{m+1-1} \left[ 2 \sum_{j=a_m}^{a_{m+1}-1} \sum_{a_m \leq p_1 \neq p_2 \leq j} \left( \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} + \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \right) \right] + \mathbb{E} \sum_{i=a_M}^{n} \left[ 2 \sum_{j=a_M}^{i-1} \sum_{a_M \leq p_1 \neq p_2 \leq j} \left( \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} + \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \right) \right] + \sum_{a_M \leq p_1 \neq p_2 \leq i} \left( \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} + \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \right),
\]

and

\[
II = \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{p=l_i}^{q} \sum_{q=q}^{l_j} \mathbb{E} \tilde{\xi}_{p} \tilde{\xi}_{q} \tilde{\xi}_{q} \tilde{\xi}_{q}.
\]

Note that by Lemma \[\text{B.2}\], the term \( \| \mathbb{E} \tilde{\xi}_{p_1} \tilde{\xi}_{p_2} \tilde{\xi}_{p_3} \tilde{\xi}_{p_4} \| \) can be bounded by constant \( C \) for any \( p_r, r \in \{1, 2, 3, 4\} \). Then we can bound \( I \) as follows,

\[
\|I\| \leq \sum_{m=1}^{M} a_{m+1-1} \left[ 2 \sum_{j=a_m}^{a_{m+1}-1} \sum_{a_m \leq p_1 \neq p_2 \leq j} \left( C + C \right) + \sum_{a_m \leq p_1 \neq p_2 \leq i} \left( C + C \right) \right] \leq \sum_{m=1}^{M} a_{m+1-1} \left( 1 \ast 2 + 2 \ast 3 + \ldots + (l_i - 1) \ast l_i \right) \leq \sum_{m=1}^{M} l_i^3 \leq \sum_{m=1}^{n} n_m^4.
\]

Since \( \sum_{i=1}^{n} l_i \asymp \sum_{m=1}^{M} a_{m+1-1} \leq \sum_{m=1}^{M} n_m^2 \) and \( \frac{n^2}{\sum_{m=1}^{M} n_m^2} \leq M^{-1} \), we have,

\[
\left( \sum_{i=1}^{n} l_i \right)^{-2} \|I\| \lesssim \frac{\sum_{m=1}^{M} n_m^4}{\left( \sum_{m=1}^{M} n_m^2 \right)^2} \lesssim \frac{\max_{1 \leq m \leq M} n_m^2}{\sum_{m=1}^{M} n_m^2} \leq M^{-1}.
\]

\( (30) \)
Next, notice that \( \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{p=t_i}^{n} \sum_{q=t_j}^{n} 1 = (\sum_{i=1}^{n} l_i)^2 \). Hence, we have

\[
\left\| \left( \sum_{i=1}^{n} l_i \right)^{-2} \right\| II - S^2_\nu \leq \left( \sum_{i=1}^{n} l_i \right)^{-2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{p=t_i}^{n} \sum_{q=t_j}^{n} \left\| \mathbb{E} \tilde{\xi}_p \tilde{\xi}_q S_\nu^{p} \right\|
\]

\[
\leq \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \sum_{j=a_k}^{a_{k+1}-1} \sum_{p=a_m}^{a_k} \sum_{q=a_m}^{a_k} \left\| \mathbb{E} \tilde{\xi}_p \tilde{\xi}_q S_\nu^{p} \right\|
\]

\[
= \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} III + \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} IV.
\]

We consider two cases here. One is when \( p \) and \( q \) are in the same block. In this case, we have

\[
III = \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \sum_{j=a_m}^{a_{m+1}-1} \sum_{p=a_m}^{a_m} \sum_{q=a_m}^{a_m} \left\| \mathbb{E} \tilde{\xi}_p \tilde{\xi}_q S_\nu^{p} \right\|
\]

Here \( \left\| \mathbb{E} \tilde{\xi}_p \tilde{\xi}_q S_\nu^{p} \right\| \) is still bounded by constant \( C \). Then we have,

\[
\left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} III \leq \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \sum_{j=a_m}^{a_{m+1}-1} \sum_{p=a_m}^{a_m} \sum_{q=a_m}^{a_m} (C + \left\| S^2_\nu \right\|)
\]

\[
\leq \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} \sum_{m=1}^{M} \left( \sum_{i=a_m}^{a_{m+1}-1} l_i \right)^2 (1 + \nu^2 + \nu^4)
\]

\[
\leq \frac{\sum_{m=1}^{M} n_{m}^4}{\left( \sum_{m=1}^{M} n_{m}^2 \right)^2} (1 + \nu^2 + \nu^4) \lesssim \frac{\max_{1 \leq m \leq M} n_{m}^2}{\sum_{m=1}^{M} n_{m}^2} (1 + \nu^2 + \nu^4)
\]

\[
\lesssim (1 + \nu^2 + \nu^4) M^{-1}.
\]

The next case is when \( p \) and \( q \) are in different blocks. In this case we have

\[
IV = \sum_{m \neq k} \sum_{j=a_k}^{a_{k+1}-1} \sum_{i=a_m}^{a_{m+1}-1} \sum_{p=a_m}^{a_m} \sum_{q=a_k}^{a_k} \left\| \mathbb{E} \tilde{\xi}_p \tilde{\xi}_q S_\nu^{p} \right\|
\]

For \( p > q \), we have

\[
\left\| \mathbb{E} \tilde{\xi}_p \tilde{\xi}_q S_\nu^{p} \right\|  \lesssim C_d q^{-\alpha/2} \lesssim C_d p^{-\alpha/2} + C_d q^{-\alpha/2}.
\]
Hence we obtain
\[
\left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} IV = \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} \sum_{m \neq k} \sum_{j=a_k} a_{k+1} \sum_{i=a_m} a_{m+1} \sum_{q=a_k} q = a_{k+1} \sum_{p=a_m} p = a_{m+1} \left\| \mathbb{E} \tilde{\xi}_{kp} \tilde{\xi}_{pq} - S^2_{\nu} \right\|
\]
\[
\leq \sqrt{\sum_{i=1}^{a_{M+1}-1} l_i} \sum_{k=1}^{M} a_{k+1} \sum_{m=1}^{a_{m+1}} \sum_{i=a_m} a_{m+1} \sum_{q=a_k} q = a_{k+1} \sum_{p=a_m} p = a_{m+1} \left( p^{-\alpha/2} + q^{-\alpha/2} \right) C_d^3 \tag{34}
\]
\[
\leq 2C_d^3 \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} M a_{m+1} \left( l_i a_{m+1} \right)^{-1/2}.
\]

Further using that \( \sum_{i=1}^{a_{M+1}-1} l_i \simeq \sum_{m=1}^{M} n_m^2 \), we have
\[
\left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} IV \lesssim C_d^3 \left( \sum_{m=1}^{M} n_m^2 \right)^{-1} M a_{m+1}^{-\alpha/2} n_m^2 \lesssim C_d^3 M^{-\alpha/2}. \tag{35}
\]

Combining (31), (32) and (35), we have
\[
\left\| \left( \sum_{i=1}^{n} l_i \right)^{-2} \right\| II - S^2_{\nu} \lesssim \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} \left\| II - S^2_{\nu} \right\| + \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-2} \left\| II \right\|
\]
\[
\lesssim (1 + \nu^2 + \nu^4) M^{-1} + C_d^3 M^{-\alpha/2}. \tag{36}
\]

Then combining (28), (30) and (36) we have,
\[
\left\| \mathbb{E} \tilde{S}^2 - S^2_{\nu} \right\| \lesssim \left( \sum_{i=1}^{n} l_i \right)^{-2} \left\| II - S^2_{\nu} \right\| + \left( \sum_{i=1}^{n} l_i \right)^{-2} \left\| II \right\|
\]
\[
\lesssim (1 + \nu^2 + \nu^4) M^{-1} + (1 + C_d^3 + \nu) M^{-\alpha/2}. \tag{37}
\]

Finally, putting things together, we obtain the result
\[
\mathbb{E} \left\| \tilde{S} - S_{\nu} \right\| \lesssim \sqrt{\left\| \mathbb{E} \tilde{S}^2 - S^2_{\nu} \right\| + 2 \left\| \left\| S_{\nu} \right\| \right\| (\ast)} \tag{38}
\]
\[
\lesssim \sqrt{1 + \tilde{\Sigma}_1 + C_d^3 + \nu + (\nu + \nu^2 + \nu^3) \tilde{\Sigma}_1 M^{-\alpha/2} + \sqrt{(1 + \nu^2 + \nu^4) M^{-1/2}}.}
\]

\[
\square
\]

**Lemma B.4.** Under the same conditions in Lemma B.1, we have
\[
\mathbb{E} \left( \sum_{i=1}^{n} l_i \right)^{-1} \left( \sum_{k=t_l}^{t_{l+1}} U_k \right)^T - \bar{V} \lesssim \sqrt{1 + \tilde{\Sigma}_1 + C_d^3 + \nu + (\nu + \nu^2 + \nu^3) \tilde{\Sigma}_1 M^{-\alpha/2} + \sqrt{(1 + \nu^2 + \nu^4) M^{-1/2}} + \sqrt{1 + \nu + \nu^2 M^{-\frac{(\alpha-1)\beta+1}{2}}}},
\]
\[\tag{39}\]

where \( a_M \leq n < a_{M+1} \).
Proof. Recall that
\[ U_k = (I - \eta_k A) U_{k-1} + \eta_k \xi_k = Y^k s U_s + \sum_{p=s+1}^{k} Y^k p \eta_p \xi_p. \]

For \( k \in [t_i, i] \) we have
\[ U_k = Y^k_{t_i-1} U_{t_i-1} + \sum_{p=t_i}^{k} Y^k p \eta_p \xi_p. \]

Recalling the definition of \( S^k_j \) we have
\[ \sum_{k=t_i}^{i} U_k = \sum_{k=t_i}^{i} \left( Y^k_{t_i-1} U_{t_i-1} + \sum_{p=t_i}^{k} Y^k p \eta_p \xi_p \right) = S^i_{t_i-1} U_{t_i-1} + \sum_{p=t_i}^{i} (I + S^i_p) \eta_p \xi_p. \]

Then we have the following expansion:
\[ \left( \sum_{i=1}^{n} l_i \right) \left( \sum_{i=1}^{n} U_k \right) \left( \sum_{k=t_i}^{i} U_k \right)^T = \left( \sum_{i=1}^{n} l_i \right) \left( \sum_{i=1}^{n} S^i_{t_i-1} U_{t_i-1} + \sum_{p=t_i}^{i} (I + S^i_p) \eta_p \xi_p \right) \left( \sum_{i=1}^{n} S^i_{t_i-1} U_{t_i-1} + \sum_{p=t_i}^{i} (I + S^i_p) \eta_p \xi_p \right)^T = \left( \sum_{i=1}^{n} l_i \right) \left( \sum_{i=1}^{n} A^{-1} \left( \sum_{i=1}^{n} \xi_p \right) \left( \sum_{i=1}^{n} \xi_p \right)^T A^{-1} + B_i A_i^T + A_i B_i^T + B_i B_i^T \right) \]

where \( A_i = \sum_{p=t_i}^{i} A^{-1} \xi_p, B_i = S^i_{t_i-1} U_{t_i-1} + \sum_{p=t_i}^{i} (\eta_p S^i_p + \eta_p I - A^{-1}) \xi_p \). We can then have
\[ \begin{align*}
E & \left\| \left( \sum_{i=1}^{n} l_i \right) \left( \sum_{i=1}^{n} U_k \right) \left( \sum_{k=t_i}^{i} U_k \right)^T - \tilde{V} \right\| \\
\leq & E \left\| \left( \sum_{i=1}^{n} l_i \right) \left( \sum_{i=1}^{n} \xi_p \right) \left( \sum_{i=1}^{n} \xi_p \right)^T A^{-1} - \tilde{V} \right\| \\
& + E \left\| \left( \sum_{i=1}^{n} l_i \right) \sum_{i=1}^{n} B_i A_i^T \right\| + E \left\| \left( \sum_{i=1}^{n} l_i \right) \sum_{i=1}^{n} B_i B_i^T \right\| \\
= & I + II + III
\end{align*} \]

It suffices to show that all three parts above are bounded. Recall that
\[ \tilde{S} = \left( \sum_{i=1}^{n} l_i \right) \left( \sum_{i=1}^{n} \xi_k \right) \left( \sum_{k=t_i}^{i} \xi_k \right)^T, \]

and \( \tilde{V} = A^{-1} S \nu A^{-1} \). We can bound I using Lemma B.3
\[ I \leq \| A^{-1} \|^2 E \| \tilde{S} - S \nu \| \leq \sqrt{1 + \tilde{S}_1 + C^3 \nu + (\nu + \nu^2 + \nu^3) \tilde{S}_1 M^{-\alpha} + \sqrt{(1 + \nu^2 + \nu^4) M^{-\frac{1}{2}}}. \] (42)
For term III, since $B_iB_i^T$ is positive-semidefinite, we have
\[
\mathbb{E} \left\| B_iB_i^T \right\| \leq \mathbb{E} \text{tr} B_iB_i^T = \text{tr} \left( \mathbb{E}B_iB_i^T \right) \leq d \left\| \mathbb{E}B_iB_i^T \right\| .
\]

Since $\tilde{\xi}_p$ is martingale difference, we have $\mathbb{E}U_{a_m-1}\tilde{\xi}_p^T = 0$ for any $p \geq a_m$ and $\mathbb{E}\tilde{\xi}_{p1}\tilde{\xi}_{p2} = 0$ for any $p_1 \neq p_2$. So,
\[
\left\| \mathbb{E}B_iB_i^T \right\| = \left\| S_{a_m-1}\mathbb{E}U_{a_m-1}U_{a_m-1}^T S_{a_m-1}^T + \sum_{p=a_m}^i \left( \eta_p S_p^i + \eta_p I - A^{-1} \right) \mathbb{E}\tilde{\xi}_p \tilde{\xi}_p^T \left( \eta_p S_p^i + \eta_p I - A^{-1} \right)^T \right\|
\leq \left\| S_{a_m-1}^i \right\|^2 \left\| \mathbb{E}U_{a_m-1}U_{a_m-1}^T \right\| + \sum_{p=a_m}^i \left\| \eta_p S_p^i + \eta_p I - A^{-1} \right\|^2 \left\| \mathbb{E}\tilde{\xi}_p \tilde{\xi}_p^T \right\| .
\]

(43)

From Lemma C.2 and C.4 we can see that $\left\| S_{a_m-1}^i \right\|^2 \lesssim a_m^{2\alpha}$, and
\[
\left\| \mathbb{E}U_{a_m-1}U_{a_m-1}^T \right\| \lesssim \text{tr} \mathbb{E}U_{a_m-1}U_{a_m-1}^T \lesssim \mathbb{E} \text{tr} U_{a_m-1}U_{a_m-1}^T \lesssim E \left\| U_{a_m-1} \right\|^2 \lesssim (a_m - 1)^{-\alpha} .
\]

Hence, we have
\[
\left\| S_{a_m-1}^i \right\|^2 \left\| \mathbb{E}U_{a_m-1}U_{a_m-1}^T \right\| \lesssim a_m^\alpha .
\]

For the remaining part in (43), we first bound $\left\| \mathbb{E}\tilde{\xi}_p \tilde{\xi}_p^T \right\|$ by Equation (10), as
\[
\left\| \mathbb{E}\tilde{\xi}_p \tilde{\xi}_p^T \right\| = \left\| \mathbb{E}_{p-1} \tilde{\xi}_p \tilde{\xi}_p^T \right\| \leq \left\| S_{p-1} \right\| + \tilde{\Sigma}_1 \mathbb{E} \left\| \tilde{\Delta}_{p-1} \right\| + \tilde{\Sigma}_2 \mathbb{E} \left\| \tilde{\Delta}_{p-1} \right\|^2 
\lesssim (1 + \nu + \nu^2) + \tilde{\Sigma}_1 (p - 1)^{-\frac{\alpha}{2}} \left( 1 + \left\| \tilde{\Delta}_0 \right\| \right) + \tilde{\Sigma}_2 (p - 1)^{-\alpha} \left( 1 + \left\| \tilde{\Delta}_0 \right\|^2 \right) 
\lesssim \tilde{\Sigma}_1 (1 + \nu) + (1 + \nu + \nu^2) .
\]

On the other side,
\[
\sum_{p=a_m}^i \left\| \eta_p S_p^i + \eta_p I - A^{-1} \right\|^2 \lesssim \sum_{p=a_m}^i \left( \left\| \eta_p S_p^i - A^{-1} \right\|^2 + \left\| \eta_p I \right\|^2 \right) .
\]

(44)

Next, we need to bound $\left\| \eta_p S_p^i - A^{-1} \right\|^2$. When $\eta_j = \eta j^{-\alpha}$ and $a_m \leq p \leq i < a_{m+1}$ based on Lemma D.3 (3) in [CLTZ20], we have
\[
\left\| \eta_p S_p^i - A^{-1} \right\| \leq p^{2\alpha - 2} + \exp \left( -2\lambda_A \sum_{j=p}^i \eta_j \right) .
\]

We also have
\[
\sum_{p=a_m}^i \exp \left( -2\lambda_A \sum_{j=p}^i \eta_j \right) \leq \sum_{p=a_m}^i \exp \left( -2\lambda_A \eta (i - p) i^{-\alpha} \right) \leq \sum_{k=0}^\infty \exp \left( -2\lambda_A \eta i^{-\alpha} k \right) .
\]

Note that $\int_0^\infty e^{-ax} dx = a^{-1}$. Hence, we can use integration to bound the summation above as
\[
\sum_{k=0}^\infty \exp \left( -2\lambda_A \eta i^{-\alpha} k \right) \leq \int_0^\infty \exp \left( -2\lambda_A \eta i^{-\alpha} k \right) \lesssim i^\alpha .
\]
Furthermore, \( p^{2\alpha - 2} \geq p^{-2\alpha} \) since \( \alpha \geq 1/2 \). Hence, we have

\[
\sum_{p=a_m}^i \left\| \eta_p S_p + \eta_p I - A^{-1} \right\|^2 \lesssim l_i a_m^{2\alpha - 2} + i^\alpha.
\]

Now, recalling the definition of \( B_i \), note that when \( t_i = a_m \), we have

\[
\left\| \mathbb{E} B_i B_i^T \right\| \lesssim \left( i^\alpha + l_i a_m^{2\alpha - 2} \right) \left( \tilde{\Sigma}_1(1 + \nu) + (1 + \nu + \nu^2) \right)
\]

\[
\lesssim \left( a_m^\alpha + l_i a_m^{2\alpha - 2} \right) \left( \tilde{\Sigma}_1(1 + \nu) + (1 + \nu + \nu^2) \right) .
\] (45)

Now since \( \sum_{i=1}^n l_i \simeq \sum_{m=1}^M n_m^2 \), we can bound term III as follows,

\[
III \lesssim \left( \sum_{m=1}^M n_m^2 \right)^{-1} \sum_{m=1}^M \sum_{i=a_m} a_{m+1} - 1 \mathbb{E} \left\| B_i B_i^T \right\|
\]

\[
\lesssim \left( \sum_{m=1}^M n_m^2 \right)^{-1} \sum_{m=1}^M \sum_{i=a_m} a_{m+1} - 1 \left( a_m^\alpha + l_i a_m^{2\alpha - 2} \right) \left( \tilde{\Sigma}_1(1 + \nu) + (1 + \nu + \nu^2) \right) \] (46)

\[
\lesssim \left( \sum_{m=1}^M n_m^2 \right)^{-1} \sum_{m=1}^M n_m^2 a_m^{2\alpha - 2} + n_m a_m^\alpha \left( \tilde{\Sigma}_1(1 + \nu) + (1 + \nu + \nu^2) \right) .
\]

Recalling that \( a_m \asymp m^\beta, n_m \asymp m^{\beta - 1} \), we have

\[
III \lesssim \left( a_m^{2\alpha - 2} + \frac{a_m^\alpha}{n_m} \right) \left( \tilde{\Sigma}_1(1 + \nu) + (1 + \nu + \nu^2) \right)
\]

\[
\lesssim \left( \tilde{\Sigma}_1(1 + \nu) + (1 + \nu + \nu^2) \right) M^{(\alpha-1)\beta+1} .
\] (47)

For the second part, using Cauchy-Schwarz inequality we have

\[
II \leq \sqrt{\sum_{i=1}^n \mathbb{E} \left\| A_i A_i^T \right\| \sum_{i=1}^n \mathbb{E} \left\| B_i B_i^T \right\|} / \sum_{i=1}^n l_i .
\] (48)

We already have \( (\sum_{i=1}^n l_i)^{-1} \sum_{i=1}^n \mathbb{E} \left\| B_i B_i^T \right\| \lesssim M^{-1} \). To finish the proof, the only term remained to bound is \( (\sum_{i=1}^n l_i)^{-1} \sum_{i=1}^n \mathbb{E} \left\| A_i A_i^T \right\| \). Recall the definition of \( A_i = \sum_{p=a_m}^i A^{-1} \xi_p \) when \( a_m \leq i < a_{m+1} \). Since \( A_i A_i^T \) is positive semi-definite, we have

\[
\mathbb{E} \left\| A_i A_i^T \right\| \leq \mathbb{E} \text{tr} A_i A_i^T = \text{tr} \left( \mathbb{E} A_i A_i^T \right) = \text{tr} \left( A^{-1} \mathbb{E} \left( \sum_{p=a_m}^i \xi_p \right) \left( \sum_{p=a_m}^i \xi_p^T \right) A^{-T} \right) .
\] (49)
When $p \neq q$, we have $\mathbb{E}\tilde{c}_p\tilde{c}_q = 0$. Furthermore, $\mathbb{E}_{n-1}\tilde{c}_n^T\tilde{c}_n = S_\nu + \tilde{\Sigma}_\nu (\tilde{\Delta}_{n-1})$. Then,

$$
\mathbb{E}\|A_i A_i^T\| \leq \text{tr} \left( A^{-1} \left( \sum_{p=0}^{i} S_p + \mathbb{E}\tilde{\Sigma}_\nu (\tilde{\Delta}_{n-1}) \right) A^{-T} \right)
= \mathbb{E} \text{tr} \left( A^{-1} \left( l_i S_\nu + \sum_{p=0}^{i} \tilde{\Sigma}_\nu (\tilde{\Delta}_{n-1}) \right) A^{-T} \right)
\lesssim \mathbb{E} \left\| A^{-1} \left( l_i S_\nu + \sum_{p=0}^{i} \tilde{\Sigma}_\nu (\tilde{\Delta}_{n-1}) \right) A^{-T} \right\|
\lesssim l_i \|S_\nu\| + \sum_{p=0}^{i} \mathbb{E} \left\| \tilde{\Sigma}_\nu (\tilde{\Delta}_{n-1}) \right\|.
$$

Note that $\left\| \tilde{\Sigma}_\nu (\tilde{\Delta}) \right\| \leq \tilde{\Sigma}_1 \|\tilde{\Delta}\| + \tilde{\Sigma}_2 \|\tilde{\Delta}\|^2$ for any $\tilde{\Delta}$ and

$$
\mathbb{E} \left\| \tilde{\Delta}_n \right\| \leq n^{-\alpha/2} \left( 1 + \left\| \tilde{\Delta}_0 \right\| \right), \quad \mathbb{E} \left\| \tilde{\Delta}_n \right\|^2 \leq n^{-\alpha} \left( 1 + \left\| \tilde{\Delta}_0 \right\|^2 \right).
$$

Then we can further bound $\mathbb{E}\|A_i A_i^T\|$ as

$$
\mathbb{E}\|A_i A_i^T\| \lesssim l_i \|S_\nu\| + \sum_{p=0}^{i} \left( \tilde{\Sigma}_1 \mathbb{E} \left\| \tilde{\Delta}_{p-1} \right\| + \tilde{\Sigma}_2 \mathbb{E} \left\| \tilde{\Delta}_{p-1} \right\|^2 \right)
\lesssim l_i (1 + \nu + \nu^2) + \sum_{p=0}^{i} (p - 1)^{-\alpha/2} \tilde{\Sigma}_1 \left( 1 + \left\| \tilde{\Delta}_0 \right\| \right)
\lesssim l_i (1 + \nu + \nu^2) + l_i (a_m - 1)^{-\alpha/2} \tilde{\Sigma}_1 (1 + \nu)
\lesssim (1 + \nu + \nu^2) l_i.
$$

Hence, we can bound the remaining term as

$$
\left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \mathbb{E} \|A_i A_i^T\| \lesssim O(1 + \nu + \nu^2)
$$

Combining [52] and bound of III, we have

$$II \lesssim \sqrt{1 + \nu + \nu^2} M^{(\alpha-1)/2 + 1}.
$$

Now, all three terms I, II, III are bounded by

$$\sqrt{1 + \tilde{\Sigma}_1 + C_a^3 + \nu + (\nu + \nu^2 + \nu^3)\tilde{\Sigma}_1 M^{-\frac{\alpha}{4}} + \sqrt{(1 + \nu^2 + \nu^4)} M^{-\frac{1}{2}} + \sqrt{1 + \nu + \nu^2} M^{(\alpha-1)/2 + 1}}.
$$

\[\square\]

**Lemma B.5.** Under same conditions in Lemma B.1, we have

$$
\mathbb{E} \left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} l_i^2 \tilde{U}_n \tilde{U}_n^T \right\| \lesssim (1 + \tilde{\Sigma}_1 + (1 + \tilde{\Sigma}_1) \nu + \nu^2) M^{-1}
$$

where $a_M \leq n < a_{M+1}$.
Proof. Since $\bar{U}_n \bar{U}_n^T$ is positive semi-definite, we have

$$
\mathbb{E} \left\| \bar{U}_n \bar{U}_n^T \right\| \leq \mathbb{E} \text{tr} (\bar{U}_n \bar{U}_n^T) = n^{-2} \text{tr} \left( \mathbb{E} \left( \sum_{i=1}^n U_i \right) \left( \sum_{i=1}^n U_i \right)^T \right). 
$$

(54)

Recall that $U_i = Y_0^i U_0 + \sum_{p=1}^i Y_p^i \eta_p \bar{\xi}_p$, then we have

$$
\sum_{i=1}^n U_i = \sum_{i=1}^n \left( Y_0^i U_0 + \sum_{p=1}^i Y_p^i \eta_p \bar{\xi}_p \right) = S_0^n U_0 + \sum_{p=1}^n (I + S_p^n) \eta_p \bar{\xi}_p.
$$

Note that $\bar{\xi}_p$ is martingale difference. We have the following inequality after plugging in the expansion above,

$$
\mathbb{E} \left\| \bar{U}_n \bar{U}_n^T \right\| \leq n^{-2} \text{tr} \left( \mathbb{E} \left( S_0^n U_0 + \sum_{p=1}^n (I + S_p^n) \eta_p \bar{\xi}_p \right) \left( S_0^n U_0 + \sum_{p=1}^n (I + S_p^n) \eta_p \bar{\xi}_p \right)^T \right) 
$$

$$
= n^{-2} \text{tr} \left( S_0^n \mathbb{E} U_0 U_0^T S_0^n + \sum_{p=1}^n (I + S_p^n) \eta_p^2 \mathbb{E} \bar{\xi}_p \bar{\xi}_p^T (I + S_p^n)^T \right) 
$$

$$
= n^{-2} \left( \| S_0^n \|^2 \mathbb{E} \| U_0 \|^2 + \sum_{p=1}^n \| (I + S_p^n) \|^2 \eta_p^2 \mathbb{E} \| \bar{\xi}_p \|^2 \right). 
$$

(55)

In Lemma [C.2] we show that $\| S_i \| \preceq (i + 1)^{\alpha} \simeq i^\alpha$. So here we have $\| S_0^n \|^2 = O(1)$, and

$$
\sum_{p=1}^n \| (I + S_p^n) \|^2 \eta_p^2 \preceq \sum_{j=1}^n p^{2\alpha} p^{-2\alpha} = O(n).
$$

Since $\mathbb{E} \| U_0 \|^2$ is bounded by a constant, we have

$$
\mathbb{E} \left\| \bar{\xi}_p \right\|^2 = \text{tr} \mathbb{E} \bar{\xi}_p \bar{\xi}_p^T \leq \text{tr} \mathbb{E} \left( \bar{\xi}_p \bar{\xi}_p^T \right) \preceq \bar{\Sigma}_1 (1 + \nu) + (1 + \nu + \nu^2). 
$$

Hence, we have

$$
\mathbb{E} \left\| \bar{U}_n \bar{U}_n^T \right\| \preceq O \left( n^{-1} (1 + \bar{\Sigma}_1 + (1 + \bar{\Sigma}_1) \nu + \nu^2) \right). 
$$

(56)

Now, note that

$$
\frac{\sum_{i=1}^n l_i^2}{\sum_{i=1}^n l_i} \leq \frac{\sum_{i=1}^n l_i \max_{k \leq M} \left( a_{k+1} - a_k \right)}{\sum_{i=1}^n l_i} \leq n_M.
$$

(57)

Due to the definition $n_M = M^{\beta-1}, n \asymp M^{1/\beta}$. Hence, we obtain

$$
\mathbb{E} \left\| \left( \sum_{i=1}^n l_i \right)^{-1} \sum_{i=1}^n l_i^2 \bar{U}_n \bar{U}_n^T \right\| \leq \frac{\sum_{i=1}^n l_i^2}{\sum_{i=1}^n l_i} \mathbb{E} \left\| \bar{U}_n \bar{U}_n^T \right\| \preceq n_M n^{-1} (1 + \bar{\Sigma}_1 + (1 + \bar{\Sigma}_1) \nu + \nu^2) \asymp (1 + \bar{\Sigma}_1 + (1 + \bar{\Sigma}_1) \nu + \nu^2) M^{-1}.
$$

□
Lemma B.6. Under same conditions in Lemma B.4. When \( a_M \leq n < a_{M+1} \), we have

\[
\mathbb{E} \left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k \right) (l_i \bar{U}_n)^T \right\| \lesssim \left( \Sigma_1 (1 + \nu) + (1 + \nu + \nu^2) \right) M^{-\frac{1}{2}} \tag{58}
\]

Proof. Applying Cauchy-Schwarz inequality twice we have

\[
\mathbb{E} \left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k \right) (l_i \bar{U}_n)^T \right\| \leq \sqrt{\mathbb{E} \left\| \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k \right) \right\| \mathbb{E} \left\| \sum_{i=1}^{n} l_i^2 \bar{U}_n \bar{U}_n^T \right\|}. \tag{59}
\]

In Lemma B.5, we already showed that

\[
\mathbb{E} \left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} l_i^2 \bar{U}_n \bar{U}_n^T \right\| \lesssim (1 + \bar{\Sigma}_1 + (1 + \bar{\Sigma}_1) \nu + \nu^2) M^{-1}.
\]

Moreover, the L2 norm of \( \left( \sum_{k=a_m}^{i} U_k \right) \left( \sum_{k=a_m}^{i} U_k \right)^T \) is less than or equal to its trace since it’s positive definite. Then we have the left side above bounded by

\[
O \left( \sqrt{1 + \bar{\Sigma}_1 + (1 + \bar{\Sigma}_1) \nu + \nu^2 M^{-\frac{1}{2}}} \right) \sqrt{\left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \mathbb{E} \text{tr} \left( \sum_{k=t_i}^{i} U_k \right) \left( \sum_{k=t_i}^{i} U_k \right)^T}.
\]

Now, let

\[
I = \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \mathbb{E} \text{tr} \left( \sum_{k=t_i}^{i} U_k \right) \left( \sum_{k=t_i}^{i} U_k \right)^T.
\]

To show lemma B.6, it is suffices to show \( I \lesssim O(1) \). Note that

\[
\lim_{M \to \infty} \frac{\sum_{i=1}^{n} l_i}{\sum_{i=1}^{a_{M-1}} l_i} = 1,
\]

and

\[
\text{tr} \left( \sum_{k=t_i}^{i} U_k \right) \left( \sum_{k=t_i}^{i} U_k \right)^T \geq 0.
\]
Plug $U_k = Y^k_s U_s + \sum_{p=s+1}^{k} Y^k_p \eta_p \tilde{\xi}_p$ into I, we have

$$I \asymp \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \text{Etr} \left( \sum_{k=a_m}^{i} \left( Y^k_0 U_0 + \sum_{p=1}^{k} Y^k_p \eta_p \tilde{\xi}_p \right) \right) \left( \sum_{k=a_m}^{i} \left( Y^k_0 U_0 + \sum_{p=1}^{k} Y^k_p \eta_p \tilde{\xi}_p \right) \right)^T$$

$$= \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \text{tr} \left( \sum_{k=a_m}^{i} Y^k_0 \right) \mathbb{E} U_0 U_0^T \left( \sum_{k=a_m}^{i} Y^k_0 \right)^T$$

$$+ \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \sum_{p=1}^{i} \text{tr} \left( \sum_{k=\max(a_m,p)}^{i} Y^k_p \right) \mathbb{E} \tilde{\xi}_p \tilde{\xi}_p^T \left( \sum_{k=\max(a_m,p)}^{i} Y^k_p \right)^T \eta_p^2$$

$$= II + III.$$  \hfill (60)

The first term above

$$II = \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \text{tr} \left( \sum_{k=a_m}^{i} Y^k_0 \right) \mathbb{E} U_0 U_0^T \left( \sum_{k=a_m}^{i} Y^k_0 \right)^T$$

can be bounded using $\text{tr}(C) \leq d\|C\|$ as

$$II \asymp \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \left\| \left( \sum_{k=a_m}^{i} Y^k_0 \right) \right\|^2 \| \mathbb{E} U_0 U_0^T \| .$$  \hfill (61)

From Lemma C.2, we obtain

$$\left\| \left( \sum_{k=a_m}^{i} Y^k_0 \right) \right\|^2 = \| S^i_0 - S^a_m \|^2 \lesssim \| S^i_0 \|^2 + \| S^a_m \|^2 \lesssim O(1).$$

Also note that $\| \mathbb{E} U_0 U_0^T \| \lesssim O(1)$. Then

$$II \lesssim \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} O(1) = O(1).$$  \hfill (62)

The second term can be bounded as:

$$III = \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \sum_{p=1}^{i} \text{tr} \left( \sum_{k=\max(a_m,p)}^{i} Y^k_p \right) \mathbb{E} \tilde{\xi}_p \tilde{\xi}_p^T \left( \sum_{k=\max(a_m,p)}^{i} Y^k_p \right)^T \eta_p^2$$

$$\lesssim \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \sum_{p=1}^{i} \left\| \sum_{k=\max(a_m,p)}^{i} Y^k_p \right\|^2 \eta_p^2 \left( \tilde{\Sigma}_1 (1 + \nu) + (1 + \nu + \nu^2) \right)$$

$$\lesssim \left( \sum_{i=1}^{a_{M+1}-1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \left( \sum_{k=\max(a_m,p)}^{i} \| Y^k_p \|^2 \right)^2 \eta_p^2 \left( \tilde{\Sigma}_1 (1 + \nu) + (1 + \nu + \nu^2) \right).$$  \hfill (63)
Let \( IV = \sum_{p=1}^{i} \left( \sum_{k=\max(a_m, p)}^{i} \| Y_k^p \| \right)^2 \eta_p^2 \). From Lemma C.1 we have
\[
\| Y_i^j \| \leq \exp \left[ -\frac{\lambda A \eta}{1 - \alpha} \left( j^{1-\alpha} - (i + 1)^{1-\alpha} \right) \right].
\]

Then for \( a_m \leq i < a_{m+1} \), we have
\[
IV \leq \sum_{p=1}^{i} \left( \sum_{k=\max(a_m, p)}^{i} \exp \left( -\eta \lambda_A \frac{k^{1-\alpha}}{1 - \alpha} \right) \right)^2 \eta_p^2 e^{2 \eta \lambda_A p^{1-\alpha}}. \tag{64}
\]

Using the integration, we can further bound the above as
\[
IV \lesssim \sum_{p=1}^{i} \left( \int_{\max(a_m, p)}^{i} \exp \left( -\eta \lambda_A \frac{k^{1-\alpha}}{1 - \alpha} \right) \, dk \right)^2 p^{-2a} e^{2 \eta \lambda_A p^{1-\alpha}} \tag{65}
\]
\[
\lesssim \sum_{p=1}^{i} \int_{a_m}^{i} \exp \left( -\eta \lambda_A \frac{k^{1-\alpha}}{1 - \alpha} \right) \, dk \, e^{2 \eta \lambda_A p^{1-\alpha} \max(a_m, p) \frac{1}{1 - \alpha}} \sum_{p=1}^{i} e^{-\frac{2 \eta \lambda_A}{1 - \alpha} \max(a_m, p) \frac{1}{1 - \alpha} \left( a_m - p \right) \frac{2}{1 - \alpha}} + l_i.
\]

Then III is bounded by
\[
III \lesssim \left[ \left( \sum_{i=1}^{a_{M+1} - 1} l_i \right)^{-1} \sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1} - 1} \sum_{p=1}^{a_m} e^{-\frac{2 \eta \lambda_A}{1 - \alpha} \left( a_m - p \right) \frac{1}{1 - \alpha}} \left( \frac{a_m}{p} \right)^{2a} + 1 \right] \left( \tilde{\Sigma}_1 (1 + \nu) + (1 + \nu + \nu^2) \right) \tag{66}
\]

Now it suffices to show that
\[
\sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1} - 1} \sum_{p=1}^{a_m} e^{-\frac{2 \eta \lambda_A}{1 - \alpha} \left( a_m - p \right) \frac{1}{1 - \alpha}} \left( \frac{a_m}{p} \right)^{2a} \lesssim \sum_{i=1}^{a_{M+1} - 1} l_i. \tag{67}
\]

Note that using partial integration we have the following,
\[
\int_{1}^{a_m} e^{-\frac{2 \eta \lambda_A}{1 - \alpha} p^{1-\alpha}} p^{-2a} \, dp = \int_{1}^{\frac{2 \eta \lambda_A (a_m - 1)^{1-\alpha}}{1 - \alpha}} e^{u - \frac{\alpha}{1 - \alpha} \cdot u} \, du \lesssim e^{-\frac{2 \eta \lambda A}{1 - \alpha} a_m - a_m^{1-\alpha}} (a_m - 1)^{-\alpha}.
\]
Hence, we obtain
\[
\sum_{m=1}^{M} \sum_{i=m}^{a_m+1-1} \sum_{p=1}^{a_m-1} e^{-\frac{2\nu \lambda t}{\alpha}(a_m^{1-\alpha} - p^{1-\alpha})} \left( \frac{a_m}{p} \right)^{2\alpha} a_m \int_{1}^{a_m-1} e^{\frac{2\nu \lambda t}{\alpha} p^{1-\alpha}} p^{-2\alpha} dp \\
\lesssim \sum_{m=1}^{M} a_m a_m^\alpha \\
\lesssim \sum_{m=1}^{M} n_m a_m^\alpha. 
\]

Note that \(a_m^\alpha \lesssim n_m\), so we have the following
\[
\sum_{m=1}^{M} a_m a_m^\alpha \lesssim \sum_{m=1}^{M} n_m a_m^\alpha \lesssim \sum_{m=1}^{M} n_m^2 \asymp \sum_{i=1}^{M} l_i. 
\]

Therefore, we have
\[
\text{III} \lesssim O(\tilde{\Sigma}(1 + \nu) + (1 + \nu + \nu^2)), 
\]
and
\[
\mathbb{E} \left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k \right) (l_i \tilde{U}_n)^T \right\| \lesssim (\tilde{\Sigma}(1 + \nu) + (1 + \nu + \nu^2)) M^{-\frac{1}{2}}. 
\]

We are now ready to prove Theorem 3.1.

\section*{B.1. Proof for Theorem 3.1}

\textbf{Proof.} To show Theorem 3.1 it suffices to show that the order of \(\mathbb{E}\|\tilde{\Sigma}_n - \hat{\Sigma}_n\|\) can be bounded by the same order as \(\mathbb{E}\|\Sigma_n - \hat{V}\|\). Recall that \(U_n = (I - \eta_n A) U_{n-1} + \eta_n \tilde{\xi}_n\). Note that \(\tilde{\Delta}_n = x_n - x_n^\nu\) and \(\hat{\Delta}_n = \frac{1}{n+1} \sum_{i=0}^{n} \tilde{\Delta}_i\), then \(\hat{\Sigma}_n\) can be rewritten as
\[
\hat{\Sigma}_n = \left( \sum_{i=1}^{n} l_i \right)^{-1} \left( \sum_{k=t_i}^{i} \tilde{\Delta}_k - l_i \tilde{\Delta}_n \right) \left( \sum_{k=t_i}^{i} \tilde{\Delta}_k - l_i \tilde{\Delta}_n \right)^T.
\]

Let \(s_n = \tilde{\Delta}_n - U_n\) be the difference between the error sequence \(\tilde{\Delta}_n\) and the linear sequence \(U_n\). Then, we have
\[
s_n = \tilde{\Delta}_n - \eta_n \nabla f_\nu(x_{n-1}) - (I - \eta_n A) U_{n-1} \\
= (I - \eta_n A) \left( \tilde{\Delta}_{n-1} - U_{n-1} \right) - \eta_n \left( \nabla f_\nu(x_{n-1}) - A \tilde{\Delta}_{n-1} \right) \\
= (I - \eta_n A) s_{n-1} - \eta_n \left( \nabla f_\nu(x_{n-1}) - A \tilde{\Delta}_{n-1} \right).
\]
Plugging in the difference \(s_n = \tilde{\Delta}_n - U_n\), we can expand \(\mathbb{E}\|\hat{\Sigma}_n - \tilde{\Sigma}_n\|\) as

\[
\mathbb{E}\|\hat{\Sigma}_n - \tilde{\Sigma}_n\| \leq 2\mathbb{E}\left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} U_k - l_i \bar{U}_n \right) \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right) \right\| + \mathbb{E}\left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right) \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right)^T \right\| \tag{70}
\]

Now, we show that the following is true:

\[
\mathbb{E}\left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right) \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right)^T \right\| \lesssim M^{-1}. \tag{71}
\]

To see that, first note that by Young’s inequality the first part in LHS of (70) can be bounded as following since \(\sqrt{\mathbb{E}\|\hat{\Sigma}_n\|}\) is bounded by some constant:

\[
\mathbb{E}\left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right) \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right)^T \right\| \leq \sqrt{\mathbb{E}\|\hat{\Sigma}_n\|} \sqrt{\mathbb{E}\left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right) \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right)^T \right\|} \lesssim M^{-1/2}. \tag{72}
\]

Hence, the difference \(\mathbb{E}\|\hat{\Sigma}_n - \tilde{\Sigma}_n\| \lesssim M^{-1/2}\) and we have Theorem 3.1. Now, all we need to prove (71) is the claim

\[
\mathbb{E}\left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right) \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right)^T \right\| \lesssim M^{-1} \tag{73}
\]

By triangle inequality and the fact that \(\|C\| \leq \text{tr}(C)\) for any positive semidefinite matrix \(C\), we have

\[
\mathbb{E}\left\| \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right) \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right)^T \right\| \leq \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \mathbb{E} \text{tr} \left( \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right) \left( \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \right)^T \right)
\]

\[
= \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \sum_{k=t_i}^{i} s_k - l_i \bar{s}_n \|^2 \tag{73}
\]

\[
\lesssim \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} \sum_{k=t_i}^{i} s_k \|^2 + \left( \sum_{i=1}^{n} l_i \right)^{-1} \sum_{i=1}^{n} l_i^2 \mathbb{E} \|\bar{s}_n\|^2. \tag{73}
\]
Note that \( s_n \) takes the form
\[
s_n = (I - \eta_n A) s_{n-1} - \eta_n \left( \nabla f_\nu(x_{n-1}) - A \Delta_{n-1} \right).
\]

First, we will show that \( (\sum_{i=1}^n I_i^{-1} \sum_{i=1}^n l_i^2 \mathbb{E} \|s_i\|^2) \) is bounded by \( M^{-1} \). To see that, based on the definition of \( Y^k \), we first have
\[
s_k = \sum_{p=1}^k Y^k_p \eta_p \left[ A \Delta_{p-1} - \nabla f_\nu(x_{p-1}) \right],
\]
and
\[
\tilde{s}_n = n^{-1} \sum_{k=1}^n \sum_{p=1}^k Y^k_p \eta_p \left[ A \Delta_{p-1} - \nabla f_\nu(x_{p-1}) \right] = n^{-1} \sum_{p=1}^n \left( I + S^p_n \right) \eta_p \left[ A \Delta_{p-1} - \nabla f_\nu(x_{p-1}) \right].
\]

By Cauchy-Schwartz inequality, we then have
\[
\mathbb{E} \|\tilde{s}_n\|^2 = n^{-2} \mathbb{E} \left\| \sum_{p=1}^n \left( I + S^p_n \right) \eta_p \left[ A \Delta_{p-1} - \nabla f_\nu(x_{p-1}) \right] \right\|^2 \leq n^{-2} \mathbb{E} \left( \sum_{p=1}^n \| I + S^p_n \| \eta_p \left\| A \Delta_{p-1} - \nabla f_\nu(x_{p-1}) \right\| \right)^2 \leq n^{-2} \left( \sum_{p=1}^n \| I + S^p_n \|^2 \eta_p^2 \right) \left( \sum_{p=1}^n \mathbb{E} \left\| A \Delta_{p-1} - \nabla f_\nu(x_{p-1}) \right\|^2 \right). \tag{74}
\]

From Lemma C.2 \( \|S^n_p\| \lesssim p^\alpha \), and so
\[
\sum_{p=1}^n \| I + S^p_n \|^2 \eta_p^2 \lesssim \sum_{p=1}^n p^{2\alpha} p^{-2\alpha} = n.
\]

According to Taylor expansion around \( x^*_\nu \), \( \| A \Delta_{p} - \nabla f_\nu(x_p) \| = O \left( \| \Delta_p \|^2 \right) \). Hence,
\[
\sum_{p=1}^n \mathbb{E} \left\| A \Delta_{p-1} - \nabla f_\nu(x_{p-1}) \right\|^2 \lesssim \sum_{p=1}^n \mathbb{E} \left\| \Delta_{p-1} \right\|^4 \lesssim \sum_{p=1}^n (p - 1)^{-2\alpha}. \tag{75}
\]

Since \( \alpha > \frac{1}{2} \), we have \( \sum_{p=1}^n (p - 1)^{-2\alpha} = O(1) \). Then \( \mathbb{E} \|\tilde{s}_n\|^2 \lesssim n^{-1} \). Recalling that \( n_k = C k^{\beta-1} \) and \( M \asymp n^{1/\beta} \) we have,
\[
\left( \sum_{i=1}^n l_i \right)^{-1} \sum_{i=1}^n l_i^2 \mathbb{E} \|\tilde{s}_n\|^2 \lesssim n^{-1} n_M \asymp M^{-1}. \tag{76}
\]
Next we will prove that \((\sum_{i=1}^{n} l_i)^{-1} \sum_{i=1}^{n} \mathbb{E} \left\| \sum_{k=t_i}^{i} s_k \right\|^2\) is bounded by \(M^{-1}\). Note that when \(t_i \leq k \leq i\), we have

\[
s_k = \prod_{p=t_i}^{k} (I - \eta_p A) s_{t_i-1} + \sum_{p=t_i}^{k} \prod_{i=p+1}^{k} (I - \eta_i A) \eta_p \left( A \tilde{\Delta}_{p-1} - \nabla f_\nu (x_{p-1}) \right)
\]

and

\[
\sum_{k=t_i}^{i} s_k = S_{k-1}^{t_i} s_{t_i-1} + \sum_{p=t_i}^{i} (I + S_{p}) \eta_p \left( A \tilde{\Delta}_{p-1} - \nabla f_\nu (x_{p-1}) \right).
\]

Using triangle inequality and Cauchy-Schwartz inequality as above, we obtain

\[
\mathbb{E} \left\| \sum_{k=t_i}^{i} s_k \right\|^2 \lesssim \mathbb{E} \left( \left\| S_{t_i-1}^{t_i} s_{t_i-1} \right\|^2 + \left( \sum_{p=t_i}^{i} \left\| I + S_{p} \eta_p \left( A \tilde{\Delta}_{p-1} - \nabla f_\nu (x_{p-1}) \right) \right\|^2 \right) \right)^{1/2}
\]

\[
\lesssim \left\| S_{t_i-1}^{t_i} \right\|^2 \mathbb{E} \left\| s_{t_i-1} \right\|^2 + \left( \sum_{p=t_i}^{i} \left\| I + S_{p} \eta_p \right\|^2 \right) \left( \sum_{p=t_i}^{i} \mathbb{E} \left\| A \tilde{\Delta}_{p-1} - \nabla f_\nu (x_{p-1}) \right\|^2 \right).
\]

From Lemma \ref{lemma:1}, we see that \(\left\| S_{p} \right\| \lesssim \nu^\alpha\). Hence, we have

\[
\sum_{p=t_i}^{i} \left\| I + S_{p} \eta_p \right\|^2 \lesssim \sum_{p=t_i}^{i} \nu^{2\alpha} p^{-2\alpha} = l_i.
\]

According to Taylor expansion around \(x_\nu^*\), we have \(\left\| A \tilde{\Delta}_{p} - \nabla f_\nu (x_{p}) \right\| = O \left( \left\| \tilde{\Delta}_{p} \right\|^2 \right)\). Hence we have,

\[
\sum_{p=t_i}^{i} \mathbb{E} \left\| A \tilde{\Delta}_{p-1} - \nabla f_\nu (x_{p-1}) \right\|^2 \asymp \sum_{p=t_i}^{i} \mathbb{E} \left\| \tilde{\Delta}_{p-1} \right\|^4 \lesssim l_i t_i^{-2\alpha}.
\]

Now note that \(s_k = \tilde{\Delta}_k - U_k\). From Lemma \ref{lemma:3}, we have \(\mathbb{E} \left\| \tilde{\Delta}_k \right\| \asymp \mathbb{E} \left\| U_k \right\| \lesssim k^{-\alpha}\). So,

\[
\mathbb{E} \left\| s_k \right\|^2 \leq 2 \mathbb{E} \left\| \tilde{\Delta}_k \right\|^2 + 2 \mathbb{E} \left\| U_k \right\|^2 \lesssim k^{-2\alpha}.
\]

Thus,

\[
\mathbb{E} \left| \sum_{k=t_i}^{i} s_k \right|^2 \lesssim t_i^{2\alpha} l_i^{-2\alpha} + l_i^2 t_i^{-2\alpha} = 1 + l_i^2 t_i^{-2\alpha}.
\]
Since \((\sum_{i=1}^{n} l_i)^{-1} \asymp \left(\sum_{m=1}^{M} n_m^2\right)^{-1}\), \(n_m \asymp m^{(1+\alpha)/(1-\alpha)}\) and \(a_m \asymp m^{2/(1-\alpha)}\), we obtain

\[
\left(\sum_{i=1}^{n} l_i\right)^{-1} \sum_{i=1}^{n} \mathbb{E} \left\| \sum_{k = l_i}^{l_{i+1}} s_k \right\|^2 \lesssim \left(\sum_{m=1}^{M} n_m^2\right)^{-1} \left(\sum_{m=1}^{M} \sum_{i=a_m}^{a_{m+1}-1} \left(1 + l_i^2 a_m^{-2\alpha}\right)\right) 
\]

\[
\lesssim n_M^{-1} + \left(\sum_{m=1}^{M} n_m^2\right)^{-1} \left(\sum_{m=1}^{M} n_m^3 a_m^{-2\alpha}\right) 
\]

\[
\lesssim M^{-1}. 
\]

Hence, (71) is proved through (73), (76) and (79).

\[\square\]

\section*{Appendix C. Technical Lemmas}

For the sake of completeness, we state some technical lemmas from [PJ92] and [CLTZ20] that were used in the proof before.

\begin{lemma}
For any \(i \in \mathbb{N}\), define a matrix sequence \(\{Y_i^j\}\) with \(Y_i^i = I\) and for any \(j > i\) we have \(Y_i^j = \prod_{k=i+1}^{j} (I - \eta_k A)\), where \(\eta_k\) is chosen to be \(\eta_k^{\alpha}\) for \(\alpha \in (0, 1)\). Then we have

\[
\|Y_i^j\| \leq \exp \left(-\eta \lambda_A \sum_{k=i+1}^{j} k^{-\alpha}\right) \leq \exp \left[-\frac{\lambda A \eta}{1 - \alpha} (j^{1-\alpha} - (i + 1)^{1-\alpha})\right]
\]

where \(\lambda_A > 0\) is the minimum eigenvalue of \(A\).
\end{lemma}

\begin{lemma}
With \(Y_i^j\) defined in Lemma C.1, let \(S_i^j = \sum_{k=i+1}^{j} Y_i^k\) for any \(j > i\) with \(S_i^i = 0\). Then we have \(\|S_i^j\| \lesssim (i + 1)^{\alpha} \asymp i^\alpha\).
\end{lemma}

\begin{lemma}
Let \(a_k = \lceil C k^\beta \rceil\), \(k \geq 2\), for some constant \(C\) and \(\beta > \frac{1}{1-\alpha}\). If \(a_M \leq n < a_{M+1}\), then we have

\[
\lim_{M \to \infty} \frac{\sum_{i=1}^{n} l_i}{\sum_{i=1}^{a_{M+1}-1} l_i} = 1, \quad (80)
\]

and

\[
\frac{(a_{M+1} - a_M)^2}{\sum_{m=1}^{M} (a_{m+1} - a_m)^2} \lesssim M^{-1}, \text{ and } \frac{a_M^2}{n_M} \to 0. \quad (81)
\]

\end{lemma}

\begin{lemma}
With definition of \(Y_i^j\) in Lemma C.1, sequence \(U_n\) defined in Equation (15) can be rewritten as \(U_k = (I - \eta_k A) U_{k-1} + \eta_k \hat{e}_k = Y_{k}^k U_s + \sum_{p=s+1}^{k} Y_p^k \eta_p \hat{e}_p\). Then, according to Lemma B.3 in [CLTZ20] we have \(\mathbb{E} \|U_k\|^2 \lesssim k^{-\alpha}\).
\end{lemma}
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