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Abstract

In this paper, we consider the initial boundary value problem of two-dimensional isentropic compressible Boussinesq equations with constant viscosity and thermal diffusivity in a square domain. Based on the time-independent lower-order and time-dependent higher-order a priori estimates, we prove that the classical solution exists globally in time provided the initial mass $\|\rho_0\|_1$ of the fluid is small. Here, we have no small requirements for the initial velocity and temperature.
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1 Introduction

In this paper, we consider the following two-dimensional isentropic compressible Boussinesq equations in the Eulerian coordinates:

$$
\begin{align*}
\rho_t + \text{div}(\rho u) &= 0, \\
(\rho u)_t + \text{div}(\rho u \otimes u) - \mu \Delta u + \nabla P &= \rho \theta e_2, \\
\theta_t + (u \cdot \nabla)\theta - \kappa \Delta \theta &= 0,
\end{align*}
$$

(1.1)

where $\rho = \rho(x, t)$, $u = (u_1, u_2)(x, t)$, $\theta = \theta(x, t)$ are unknown functions denoting the density, velocity, and temperature of the fluid, respectively, $t \geq 0$ is time, $x \in \Omega$ is spatial coordinate. The pressure $P$ is given by

$$
P = A \rho^\gamma,
$$

with constants $A > 0$, $\gamma > 0$. Both $\mu$ and $\kappa$ are nonnegative parameters denoting the viscosity and thermal diffusivity. The term $\rho \theta e_2$ with $e_2 = (0, 1)$ represents the buoyancy force.
If \( \rho \) and \( u \) are regular enough, then (1.1) can be rewritten as follows:

\[
\begin{align*}
\rho_t + \text{div}(\rho u) &= 0, \\
\rho(u_t + u \cdot \nabla u) - \mu \Delta u + \nabla P &= \rho \theta e_2, \\
\theta_t + (u \cdot \nabla)\theta - \kappa \Delta \theta &= 0.
\end{align*}
\]  

(1.2)

The Boussinesq equations have been widely used in atmospheric sciences, oceanic fluids, and as a model in many geophysical applications [25]. Usually, scholars study the following incompressible Boussinesq equations:

\[
\begin{align*}
u_t + u \cdot \nabla u - \mu \Delta u + \nabla P &= \rho \theta e_2, \\
\theta_t + (u \cdot \nabla)\theta - \kappa \Delta \theta &= 0, \\
\text{div} u &= 0,
\end{align*}
\]  

(1.3)

and there is a huge amount of literature on the well-posedness theory of strong and classical solutions for the two-dimensional Boussinesq equations. First, let us review some well-posedness results of equations (1.3) in different cases.

(1) Constant viscosity and thermal diffusivity

In 1980, Cannon and DiBenedetto [7] studied the Cauchy problem for the Boussinesq equations with full dissipation terms (\( \mu > 0, \kappa > 0 \)). They found a unique global-in-time weak solution. Moreover, they improved the regularity of the solution when the initial data are smooth. In 1997, Chae and Nam [10] considered inviscid flows (\( \mu = \kappa = 0 \)) with external potential force and proved the local existence and uniqueness of smooth solutions. Furthermore, global existence of smooth solution is obtained in the case of zero external force with the initial data in a Sobolev space. For the Hölder continuous initial data, similar results can be found in [9]. In 2004, Sawada and Taniuchi [28] considered equation (1.3) with the term of acceleration of gravity and established the local existence and uniqueness of mild solutions in the \( n \)-dimensional whole space with nondecaying initial data. In a two-dimensional space, the local solution can be extended globally in time without smallness of the initial data. In 2005, when \( \kappa = 0 \), Hou and Li [17] proved the global well-posedness of the Cauchy problem of viscous Boussinesq equations for general initial data in \( H^m \), \( m \geq 3 \). In 2006, Chae [8] proved the global-in-time regularity with either zero diffusivity or zero viscosity. He also proved that as diffusivity (viscosity) tends to zero, the solutions of fully viscous equations converge strongly to those of zero diffusion (viscosity) equations. We refer to [1] for the case of partial viscosity with the initial data in a Besov space. In 2011, Danchin and Paicu [13] studied the Boussinesq system with horizontal viscosity in only one equation and constructed global weak solutions and strong unique solutions with large initial data. In 2017, Qiu and Yao [27] considered the Cauchy problem of \( N \)-dimensional \( (N \geq 2) \) incompressible density-dependent Boussinesq equations without dissipation terms. They established local well-posedness results under the framework of Besov spaces, where the initial density is bounded away from zero. When the initial data permit vacuum, in 2019, Zhong [46] considered the equations without dissipation term on the temperature equation \( (\kappa = 0) \) in the whole space \( \mathbb{R}^2 \). He showed that there exists
a unique local strong solution provided the initial density and the initial temperature decay not too slow at infinity. In the same year, Zhong [45] proved the existence of global strong solution by using the same initial conditions as those in [46] and the coefficients are required $\mu > 0, \kappa > 0$.

(2) Variable viscosity and thermal diffusivity

When $\mu$ and $\kappa$ depend on the temperature and satisfy the following conditions:

$$\inf_{\theta \in \mathbb{R}} \left[ \mu(\theta), \kappa(\theta) \right] > 0, \quad (1.4)$$

Lorca and Boldrini [24] proved the global existence of weak solutions and local existence of a strong solution to the initial boundary value problem in 1999. In 2011, Wang and Zhang [34] studied the Cauchy problem and proved the global existence of smooth solution, where they assumed that $\mu(\theta)$ and $\kappa(\theta)$ are some smooth functions satisfying

$$C_0^{-1} \leq \mu(\theta) \leq C_0, \quad C_0^{-1} \leq \kappa(\theta) \leq C_0, \quad \theta \in \mathbb{R}, \quad (1.5)$$

for some positive constants. Global regularity for the initial boundary value problem was given by Sun and Zhang in [32]. In 2013, Li and Xu [20] considered the Cauchy problem of an inviscid Boussinesq system with temperature-dependent thermal diffusivity. They proved the global well-posedness of strong solutions for arbitrarily large initial data in Sobolev spaces. In 2015, Li, Pan, and Zhang [21] considered the initial boundary value problem of inviscid heat conductive Boussinesq equations over a bounded domain with smooth boundary. Under slip boundary condition of velocity and the homogeneous Dirichlet boundary condition for temperature, they showed that there exists a unique global smooth solution for $H^3$ initial data.

Moreover, they also showed that the temperature converges exponentially to zero as time goes to infinity, and the velocity and vorticity are uniformly bounded in time.

In 2016, Jiu and Liu [19] studied the global well-posedness of anisotropic nonlinear Boussinesq equations with horizontal temperature-dependent viscosity and vertical thermal diffusivity in the whole space. They built up a uniqueness criterion which together with the a priori estimates admits a unique global solution without any smallness assumptions. In 2018, Zhai and Chen [43] studied the global well-posedness issue for the Boussinesq system with the temperature-dependent viscosity in $\mathbb{R}^n$, they proved a global solution in $\mathbb{R}^2$ provided the initial temperature is exponentially small. Very recently, Ye [40] studied the nonhomogeneous density-temperature-dependent Boussinesq equations with zero diffusivity over bounded domains and obtained a blow-up criterion in terms of the gradient of viscosity for strong solutions with vacuum.

Global well-posedness with fractional partial dissipation can be found in recent works [2, 14, 30, 39, 41, 44]. For local and global theories of solutions in a three-dimensional space, we refer to [3, 4, 12, 16, 23, 26, 29, 36, 38] and the references cited therein.

Compared with incompressible Boussinesq equations, there are fewer results on the two-dimensional compressible Boussinesq equations (1.2). In 2009, Xu [37] considered the local existence for smooth solutions to the Cauchy problem of the equations with external force and extended the results in [10] to the compressible case, where $\mu = \kappa = 0$ and the
initial density is strictly positive. When the initial density need not be positive and may vanish in an open set, in 2014, Tang and Gao [33] considered the equations with \( \kappa = 0 \) in \( \mathbb{R}^3 \) and proved the existence of unique local strong solutions for all initial data satisfying some compatibility conditions. However, the results concerning global existence of strong or classical solutions of compressible Boussinesq equations with the initial data permitting vacuum are very limited at present. In this paper, we consider the Dirichlet problem of (1.2) with the following initial boundary conditions:

\[
\begin{align*}
(\rho, u, \theta)(x, t)|_{t=0} &= (\rho_0(x), u_0(x), \theta_0(x)), \\
(u, \theta)(x, t)|_{\partial\Omega} &= 0,
\end{align*}
\]

where the flow domain is taken to be the square

\[
\Omega = \{(x_1, x_2) \in \mathbb{R}^2 | 0 < x_1 < 1, 0 < x_2 < 1\}.
\]

We hope to establish the global existence of classical solutions for (1.2), (1.6)–(1.7) with constant viscosity and thermal diffusivity in a square domain.

Before stating the main results, we explain the notations and conventions used throughout this paper.

Notations:

\begin{itemize}
    \item The standard Lebesgue and Sobolev spaces are defined as follows:
        \[
        \begin{align*}
        L^r &= L^r(\Omega), & W^{s,r} &= W^{s,r}(\Omega), & H^s &= W^{s,2}, \\
        W^{s,r}_0 &= \{f \in W^{s,r} | f = 0 \text{ on } \partial\Omega\}, & H^s_0 &= W^{s,2}_0.
        \end{align*}
        \]
    \item \( \dot{f} = f_t + u \cdot \nabla f \) denotes the material derivative of \( f \).
    \item \( \int f \, dx = \int_{\Omega} f \, dx \) and \( \int_0^T \int f \, dx \, dt = \int_0^T \int_{\Omega} f \, dx \, dt \).
    \item The symbol \( \nabla^l \) with an integer \( l \geq 0 \) stands for the usual any spatial derivatives of order \( l \). We define
        \[
        \nabla^k f = \{\partial^{|\alpha|} f | |\alpha| = k, i = 1, 2\}, \quad f = (f_1, f_2).
        \]
    \item Positive generic constants are denoted by \( C \), which may change in different places.
\end{itemize}

Now, our main results in this paper can be stated as follows.

**Theorem 1.1** Let \( \Omega \) be a square domain in \( \mathbb{R}^2 \). For any given positive numbers \( \bar{\rho}, M, \) and \( N, \) suppose that the initial data \((\rho_0, u_0, \theta_0)\) satisfy

\[
\begin{align*}
0 \leq \inf \rho_0 \leq \rho_0 \leq \sup \rho_0 \leq \bar{\rho}, \\
\|\nabla u_0\|_{L^2} \leq \sqrt{M}, & \quad \|\theta_0\|_{L^2} \leq \sqrt{N}, \\
\rho_0 \in H^3, & \quad (u_0, \theta_0) \in H^1_0 \cap H^3,
\end{align*}
\]

and some necessary compatibility conditions. Then there exists a positive constant \( \varepsilon_0 \) depending on \( \bar{\rho}, M, N, \mu, \kappa, \) and some other known constants but independent of \( T \), such that
if
\[ \| \rho_0 \|_{L^1} \leq \varepsilon_0, \] (1.9)
the initial boundary value problem (1.2), (1.6)–(1.7) admits a unique global classical solution \((\rho, u, \theta)\) in \(\Omega \times (0, +\infty)\) satisfying, for any \(0 < T < +\infty\),
\[
0 \leq \rho(x,t) \leq 2\bar{\rho} + 1, \quad x \in \Omega, t \geq 0,
\]
\[
0 \leq \rho \in C([0,T];H^3), \quad \rho_t \in L^\infty(0,T;H^1),
\]
\[
(\rho_t, \theta_t) \in C([0,T];H^3) \cap L^2(0,T;H^4),
\]
\[
(\sqrt{\rho}u_t, \sqrt{\rho}\theta_t) \in L^\infty(0,T;L^2),
\]
(1.10)

Remark 1.1 Cho and Kim [11] considered the full Navier–Stokes equations for viscous polytropic fluids with nonnegative thermal conductivity in a three-dimensional space. They proved the existence of unique local strong solutions for all initial data satisfying some compatibility condition, where the initial density need not be positive and may vanish in an open set. Moreover, their results hold for both bounded and unbounded domains. In this paper, when \(\Omega\) is a square domain in \(\mathbb{R}^2\) and the initial data \((\rho_0, u_0, \theta_0)\) are smooth enough, it is not difficult to verify that the methods in [11] still work for proving the local existence of classical solutions to the initial boundary value problem (1.2), (1.6)–(1.7).

Remark 1.2 In Theorem 1.1, we give the global existence of classical solution to the initial boundary value problem (1.2), (1.6)–(1.7) provided the initial mass \(\| \rho_0 \|_{L^1}\) is small and \(\mu > 0, \kappa > 0\). In fact, for the three-dimensional case, combining the methods in this paper and [35], similar results can also be proved in bounded and unbounded domains. However, the question whether the local classical solution given by Xu in [37] for the inviscid case and the local strong solution given by Tang and Gao in [33] for the partial dissipation case can be extended to global-in-time is still open at this moment.

Remark 1.3 In [22], the authors proved the global existence of classical solutions to the two-dimensional isentropic compressible Navier–Stokes equations when the initial mass \(\| \rho_0 \|_{L^1}\) of the fluid is small. In this paper, we hope to extend the results in [22] to the compressible Boussinesq equations. Compared with compressible Navier–Stokes equations, we need to deal with the interaction between the density, velocity, and temperature of the fluid, buoyancy force term \(\rho \theta e_2\), for example. In [45], Zhong proved the existence of global strong solution to the incompressible density-dependent Boussinesq equations, where the divergence-free condition implies the upper bound of the density, plays an important role in his proof. However, for the compressible case, we do not need the divergence-free condition, and the key ingredient in our proof is to obtain a uniform a priori upper bound for the density function, by which the force term \(\rho \theta e_2\) can be controlled in the lower-order a priori estimates of the velocity. On the one hand, similar to the procedure of [22], we are fortunate to obtain the following inequality under the smallness of \(\| \rho_0 \|_{L^1} =: m_0\), when the momentum equation is related to temperature:
\[
\sup_{0 \leq t \leq T} \left( \| \sqrt{\rho}u \|_{L^2}^2 + \frac{2A}{\gamma - 1} \| \rho \|_{L^\gamma}^\gamma \right) + \int_0^T \mu \| \nabla u \|_{L^2}^2 \, ds \leq m_0^{\frac{3}{4}},
\] (1.11)
which lays the foundation of the time-independent lower-order a priori estimates. With (1.11) at hand, estimates on the first-order derivative of the temperature can be achieved by careful analysis. It should be pointed out that due to the strong coupling between velocity and temperature, we cannot take $\kappa = 0$ as those in $[8, 17, 45]$.

On the other hand, in the process of estimating the first-order derivative of the velocity, we should control $\|\nabla u\|_{L^p}$ for some $p \geq 2$, which is equivalent to a second-order term. In this paper, we construct the following decomposition of the velocity $u = v + w$ to overcome this difficulty, where $v$ solves the elliptic system

$$
\begin{cases}
\mu \Delta v = \nabla P, & \text{in } \Omega, \\
v|_{\partial}\Omega = 0.
\end{cases}
$$

(1.12)

Then, from momentum equation (1.2) and (1.12), we can see that $w$ satisfies

$$
\begin{cases}
\mu \Delta w = \rho \dot{u} + \rho \theta e_2, & \text{in } \Omega, \\
w|_{\partial}\Omega = 0.
\end{cases}
$$

(1.13)

Hence, by the standard elliptic estimate, we can see that $\|\nabla u\|_{L^p}$ can be controlled by the terms of $\|\sqrt{\rho} \dot{u}\|_{L^2}$, $\|\nabla u\|_{L^2}$, and $\|\nabla \theta\|_{L^2}$, where the second-order term $\|\sqrt{\rho} \dot{u}\|_{L^2}$ in our estimates, can be absorbed by the left-hand side of the inequality, and the Poincaré inequality will be used frequently in our estimates. Then, applying the methods in $[22, 42]$, we get the uniform bound for $\|\nabla u\|_{L^2}$. Similar to the proof in $[22]$, together with the Zlotnik inequality, we get the uniform upper bound of the density. It is worth mentioning that this boundedness can be obtained only under the condition of the small initial mass $\|\rho_0\|_{L^1}$, we have no small requirements for the initial velocity and temperature. At last, compared with Navier–Stokes equations, we need some higher-order time-dependent estimates on the temperature, additionally. Then the higher-order regularity estimates for $(\rho, u, \theta)$ can be proved by standard methods after some modifications. Finally, after all the required a priori estimates are obtained, by using the continuity argument, we can extend the local classical solution to a global one.

The rest of the paper is organized as follows: In Sect. 2, we list some elementary inequalities which will be used in later analysis. In Sect. 3 and Sect. 4, we show the time-independent lower-order and time-dependent higher-order a priori estimates, respectively, by which we prove that the classical solution exists globally in time provided the initial mass $\|\rho_0\|_{L^1}$ of the fluid is small.

2 Preliminaries

In this section, we recall some well-known inequalities, which will be used frequently throughout this paper. First, we give the following Sobolev–Poincaré inequalities, see in reference [6].

Lemma 2.1 There exists a positive constant $C$ depending only on $\Omega$ such that every function $f \in H^1(\Omega)$ satisfies, for $2 < p < \infty$,

$$
\|f - \bar{f}\|_{L^p} \leq Cp^{\frac{1}{2}} \|f - \bar{f}\|_{L^2}^{\frac{3}{2}} \|\nabla f\|_{L^2}^{1 - \frac{3}{2p}}, \quad \|f\|_{L^p} \leq Cp^{\frac{1}{2}} \|f\|_{L^2}^{\frac{1}{2}} \|f\|_{L^1}^{1 - \frac{1}{2p}},
$$

(2.1)
where
\[
\bar{f} = \frac{1}{|\Omega|} \int_{\Omega} f \, dx.
\]

Next, we give some regularity results for the following Lamé system with Dirichlet boundary condition (see [31]):
\[
\begin{cases}
\mathcal{L}U \triangleq \mu \Delta U + (\mu + \lambda) \nabla \text{div} U = F, & x \in \Omega, \\
U = 0, & x \in \partial \Omega.
\end{cases}
\tag{2.2}
\]

Suppose that \( U \in H^1_0 \) is a weak solution to the Lamé system, we could denote \( U = \mathcal{L}^{-1} F \) due to the uniqueness of solution.

**Lemma 2.2** Let \( r \in (1, +\infty) \), then there exists some generic constant \( C > 0 \) depending only on \( \mu, \lambda, r, \) and \( \Omega \) such that

1. If \( F \in L^r(\Omega) \), then
   \[
   \| U \|_{W^{1, r}(\Omega)} \leq C \| F \|_{L^r(\Omega)}. \tag{2.3}
   \]

2. If \( F \in W^{1, r}(\Omega) \), i.e., \( F = \text{div} f \) with \( f = (f_i)_i \in L^2, f_{ij} \in L^r \), then
   \[
   \| U \|_{W^{1, r}(\Omega)} \leq C \| f \|_{L^r(\Omega)}. \tag{2.4}
   \]

3. Moreover, for the endpoint case, if \( f_{ij} \in L^2 \cap L^\infty \), then \( \nabla U \in \text{BMO}(\Omega) \) and
   \[
   \| U \|_{\text{BMO}(\Omega)} \leq C \left( \| f \|_{L^2(\Omega)} + \| f \|_{L^\infty(\Omega)} \right). \tag{2.5}
   \]

where \( \text{BMO}(\Omega) \) stands for the John–Nirenberg space of mean oscillation whose norm is defined by
\[
\| f \|_{\text{BMO}(\Omega)} \triangleq \| f \|_{L^2} + \| f \|_{\text{BMO}(\Omega)},
\]
with
\[
[f]_{\text{BMO}(\Omega)} \triangleq \sup_{x \in \Omega, r \in (0, d)} \frac{1}{\Omega_r(x)} \int_{\Omega_r(x)} |f(y) - f_{\Omega_r(x)}| \, dy,
\]
and
\[
f_{\Omega_r(x)} = \frac{1}{\Omega_r(x)} \int_{\Omega_r(x)} f(y) \, dy.
\]

In the following, we give two critical Sobolev inequalities of logarithmic type, which are originally due to Brezis and Gallouet [5] and Brezis and Wainger [15].

**Lemma 2.3** Let \( \Omega \in \mathbb{R}^2 \) be a bounded Lipschitz domain and \( f \in W^{1, q} \) with \( q > 2 \), then it holds that
\[
\| f \|_{L^\infty(\Omega)} \leq C \left( 1 + \| f \|_{\text{BMO}(\Omega)} \ln(1 + \| f \|_{W^{1, q}}) \right), \tag{2.6}
\]
with a constant \( C \) depending only on \( q \).
Lemma 2.4 Let $\Omega \in \mathbb{R}^2$ be a smooth domain and $f \in L^2(s, t; H^1_0) \cap L^2(s, t; W^{1,q})$, with some $q > 2$ and $0 \leq s < t \leq \infty$. Then it holds that

$$
\|f\|^2_{L^2(s, t; L^\infty)} \leq C \left(1 + \|f\|^2_{L^2(s, t; H^1)} \ln \left(1 + \|f\|^2_{L^2(s, t; W^{1,q})}\right)\right)
$$

(2.7)

with a constant $C$ depending only on $q$.

Finally, we give a lemma arising from Zlotnik [47], which will be used to prove a uniform upper bound for density.

Lemma 2.5 Let $y \in W^{1,1}(0, T)$ satisfy the ODE system

$$
y'(t) = g(y) + b'(t) \quad \text{on } [0, T], y(0) = y_0,
$$

where $b \in W^{1,1}(0, T)$, $g \in C(\mathbb{R})$, and $g(+\infty) = -\infty$. Assume that there are two constants $N_0 \geq 0$ and $N_1 \geq 0$ such that, for all $0 \leq t_1 \leq t_2 \leq T$,

$$
b(t_2) - b(t_1) \leq N_0 + N_1(t_2 - t_1).
$$

(2.8)

Then

$$
y(t) \leq \max\{y_0, \xi^*\} + N_0 < +\infty \quad \text{on } [0, T],
$$

where $\xi^* \in \mathbb{R}$ is a constant such that $g(\xi) \leq -N_1$ for $\xi \geq \xi^*$.

3 Time-independent lower-order estimates

In this section, we establish some lower-order a priori estimates for the solutions of initial boundary value problem (1.2), (1.6)–(1.7). We assume that, for any $T > 0$, $(\rho, u, \theta)$ is a classical solution of (1.2), (1.6)–(1.7) in the solution space (1.10) with the initial data satisfying (1.8). In the following Proposition 3.1, we show the time-independent lower-order estimates of the solutions.

Proposition 3.1 Assume that the initial data satisfy (1.8), and the local strong solution satisfies

$$
\sup_{0 \leq s \leq T} \|\theta\|^2_{L^2} + \int_0^T \kappa \|\nabla \theta\|^2_{L^2} \, ds \leq 2K_1, \quad \sup_{0 \leq s \leq \sigma(T)} \|\nabla u\|^2_{L^2} \leq 2K_2,
$$

(3.1)

$$
\sup_{0 \leq s \leq T} \left(\sigma \|\nabla u\|^2_{L^2}\right) \leq 2m_0^\frac{1}{\rho}, \quad 0 \leq \rho \leq 2\bar{\rho} + 1, (x, t) \in \Omega \times [0, T],
$$

(3.2)

where $\sigma(t) \triangleq \min\{1, t\}$. Then there exists $\epsilon_0 = \min\{\epsilon_1^*, \epsilon_2^*, \epsilon_3^*, \epsilon_4^*, \epsilon_5^*\}$ depending on $\bar{\rho}, K_1, K_2, \mu, \kappa$, and some other known constants, but independent of $T$ such that

$$
\sup_{0 \leq s \leq T} \|\theta\|^2_{L^2} + \int_0^T \kappa \|\nabla \theta\|^2_{L^2} \, ds \leq \frac{3}{2}K_1, \quad \sup_{0 \leq s \leq \sigma(T)} \|\nabla u\|^2_{L^2} \leq \frac{3}{2}K_2,
$$

(3.3)

$$
\sup_{0 \leq s \leq T} \left(\sigma \|\nabla u\|^2_{L^2}\right) \leq \frac{3}{2}m_0^\frac{1}{\rho}, \quad 0 \leq \rho \leq \frac{3}{2}\bar{\rho} + 1, (x, t) \in \Omega \times [0, T],
$$

(3.4)

provided that $m_0 \leq \epsilon_0$ is suitably small.
First, in order to prove Proposition 3.1, we give some basic equality and inequalities, which lay the foundation of time-independent lower-order a priori estimates.

Lemma 3.2 There exists a positive constant C only depending on the initial data $(\rho_0, u_0, \theta_0)$ such that

\[
\sup_{0 \leq t \leq T} \|\rho\|_{L^1} = \|\rho_0\|_{L^1} = m_0, \tag{3.5}
\]

\[
\sup_{0 \leq t \leq T} \left( \frac{1}{\gamma} \|\sqrt{\rho} u\|_{L^2}^2 + \frac{2A}{\gamma - 1} \|\rho\|_{L^2}^2 \right) + \int_0^T \mu \|\nabla u\|_{L^2}^2 \, ds \leq m_0^{\frac{1}{2}}, \tag{3.6}
\]

\[
\sup_{0 \leq t \leq T} \|\theta(t)\|_{L^2}^2 + \int_0^T \kappa \|\nabla \theta(s)\|_{L^2}^2 \, ds \leq \frac{3}{2} K_1. \tag{3.7}
\]

Moreover, we have

\[
\sup_{0 \leq t \leq T} \|\theta(t)\|_{H^1}^2 + \int_0^T \kappa \|\nabla \theta(s)\|_{H^1}^2 \, ds \leq C, \tag{3.8}
\]

provided that there exists a constant $\epsilon_1^*$ such that $m_0 \leq \epsilon_1^*$.

**Proof** Integrating (1.2)$_1$ over $\Omega$, (3.5) can be easily obtained. Next, multiplying (1.1)$_2$ by $u$, integrating the resulting equation over $\Omega$, and using (1.2)$_1$, we have

\[
\frac{1}{2} \frac{d}{dt} \int \rho |u|^2 \, dx + \frac{1}{\gamma - 1} \|\rho\|_{L^\gamma}^\gamma + \int \|\nabla u\|^2 \, dx + (\mu + \lambda) \int \|\text{div} u\|^2 \, dx = \int \rho \theta e u \, dx - \int \nabla P \cdot u \, dx. \tag{3.9}
\]

Then multiplying (1.2)$_1$ by $A\rho^{r-1}$ yields that

\[
\frac{A}{r-1} \frac{d}{dt} \int \rho^r \, dx = \int u \cdot \nabla P \, dx. \tag{3.10}
\]

Integrating (3.9) and (3.10) over time interval $(0, t)$ and adding the resulting equation together, we have

\[
\left( \frac{1}{2} \|\sqrt{\rho} u\|_{L^2}^2 + \frac{1}{\gamma - 1} \|\rho\|_{L^\gamma}^\gamma \right) + \int_0^t \mu \|\nabla u\|_{L^2}^2 \, ds \leq \frac{1}{2} \|\rho_0\|_{L^2}^2 \|u_0\|_{L^2}^2 + \frac{1}{\gamma - 1} \|\rho_0\|_{L^\gamma}^\gamma + \int_0^t \|\rho\|_{L^2} \|\theta\|_{L^4} \|u\|_{L^4} \, ds \leq C \tilde{\rho}^\frac{1}{2} \|\nabla u_0\|_{L^2}^2 m_0^{\frac{1}{2}} + C \tilde{\rho}^{r-1} m_0 + \int_0^t \left( C \tilde{\rho} m_0 \|\nabla u\|_{L^2}^2 + m_0^{\frac{1}{2}} \|\nabla \theta\|_{L^2}^2 \right) \, ds \leq \int_0^t \frac{\mu}{2} \|\nabla u\|_{L^2}^2 \, ds + C \tilde{\rho}^\frac{1}{2} M m_0^{\frac{1}{2}} + C \tilde{\rho}^{r-1} m_0 + C m_0^{\frac{1}{2}} K_1 \leq \int_0^t \frac{\mu}{2} \|\nabla u\|_{L^2}^2 \, ds + m_0^{\frac{3}{2}}, \tag{3.11}
\]
provided there exists a constant \( \varepsilon_1, m_0 \leq \varepsilon_1 \), such that

\[
C \tilde{\rho} m_0^{\frac{1}{2}} \leq \frac{\mu}{2}, \quad C \tilde{\rho}^{\frac{1}{2}} Mm_0^{\frac{1}{2}} + C \tilde{\rho}^{-1} m_0 + C m_0 K_1 \leq m_0^{\frac{1}{2}}.
\]

In the second inequality of (3.11) we have used the Poincaré inequality and Young’s inequality. Hence, (3.6) is proved.

For the temperature equation, multiplying (1.2)_3 by \( \theta \), integrating the result over \( \Omega \), after integrating by parts, we have

\[
\frac{1}{2} \frac{d}{dt} \| \theta \|_{L^2}^2 + \kappa \| \nabla \theta \|_{L^2}^2 = \int \text{div} u \theta^2 \, dx \leq \| \nabla u \|_{L^2} \| \theta \|_{L^4}^2 \leq \| \nabla u \|_{L^2} \| \theta \|_{L^2} \| \nabla \theta \|_{L^2}
\]

\[
\leq \frac{\kappa}{2} \| \nabla \theta \|_{L^2}^2 + C \| \nabla u \|_{L^2} \| \theta \|_{L^2}^2.
\]

(3.12)

Then, integrating the above equation over time interval \((0, t)\), we get

\[
\| \theta \|_{L^2}^2 + \int_0^t \kappa \| \nabla \theta \|_{L^2}^2 \, ds \leq \| \theta_0 \|_{L^2}^2 + C \int_0^t \| \nabla u \|_{L^2} \| \theta \|_{L^2} \, ds \leq N + CK_1 \int_0^t \| \nabla u \|_{L^2} \, ds
\]

\[
\leq K_1 + CK_1 m_0^{\frac{1}{2}} = K_1 + \frac{1}{2} K_1 = \frac{3}{2} K_1,
\]

(3.13)

by which (3.7) is proved, provided there exists a constant \( \varepsilon_2, m_0 \leq \varepsilon_2 \), such that

\[
N \leq K_1, \quad C m_0^{\frac{1}{2}} \leq \frac{1}{2}.
\]

Next, applying the operator \( \nabla \) to the both sides of temperature equation (1.2)_3 and multiplying the resulting equation by \( \nabla \theta \), we get

\[
\frac{1}{2} \frac{d}{dt} \| \nabla \theta(t) \|_{L^2}^2 + \kappa \| \nabla^2 \theta \|_{L^2}^2 = -\int \nabla (u \cdot \nabla \theta) \cdot \nabla \theta \, dx \leq \| \nabla u \|_{L^2} \| \nabla \theta \|_{L^4}^2 \leq C \| \nabla u \|_{L^2} \| \nabla \theta \|_{L^2} \| \nabla^2 \theta \|_{L^2}
\]

\[
\leq \frac{\kappa}{2} \| \nabla^2 \theta \|_{L^2}^2 + C \| \nabla u \|_{L^2} \| \theta \|_{L^2} \| \nabla \theta \|_{L^2}.
\]

(3.14)

Integrating (3.14) over the time interval \((0, t)\) and using Gronwall’s inequality, one can get (3.8). Hence, Lemma 3.2 is proved provided that there exists a constant \( \varepsilon_1^*, \varepsilon_1^* \leq \min \{ \varepsilon_1, \varepsilon_2 \} \) such that \( m_0 \leq \varepsilon_1^* \). \( \square \)

Next, in the following lemma, we prove the uniform upper bound of \( \| \nabla u \|_{L^2} \).

**Lemma 3.3** Let \((\rho, u, \theta)\) be a classical solution of (1.2), (1.6)–(1.7) on \( \Omega \times (0, T) \), if the assumption of Proposition 3.1 holds, then

\[
\sup_{0 \leq t \leq \sigma(T)} \| \nabla u \|_{L^2}^2 + \int_0^{\sigma(T)} \| \sqrt{\rho} \hat{u} \|_{L^2}^2 \, ds \leq \frac{3}{2} K,
\]

(3.15)

\[
\sup_{i-1 \leq \ell \leq i+1} \left( \sigma \| \nabla u \|_{L^2}^2 \right) + \int_{i-1}^{i+1} \sigma_i \| \sqrt{\rho} \hat{u} \|_{L^2}^2 \, ds \leq \frac{3}{2} m_0^{\frac{1}{2}},
\]

(3.16)
provided there exists constant $\varepsilon_i^*$ such that $m_0 \leq \min\{\varepsilon_i^*, \varepsilon_i^*\}$, where $\sigma_i(t) \overset{\Delta}{=} \sigma(t + 1 - i)$, $1 \leq i \leq [T] - 1$, $t \in (i - 1, i + 1]$.

Proof From (1.2), we get

$$\rho \dot{u} + \nabla P = \mu \Delta u + \rho \theta e_2,$$

multiplying (3.17) by $\eta \dot{u}$, $\eta = \eta(t) \geq 0$ is a piecewise smooth function. Integrating the resulting equation over $\Omega$ yields

$$\frac{1}{2} \frac{d}{dt} \int |\mu| \nabla u|^2 \, dx + \int \eta \rho |\dot{u}|^2 \, dx$$

$$= \frac{d}{dt} \int \eta P \nabla u \, dx - \int \eta P \nabla u \, dx - \int \eta (P_t + \nabla (Pu)) \nabla u \, dx$$

$$+ \int \eta P \nabla u \cdot \nabla u \, dx - \mu \int \eta \nabla u : (\nabla u \nabla u) \, dx + \frac{1}{2} \mu \int \eta \nabla \nabla u \, dx$$

$$+ \frac{1}{2} \mu \int \eta |\nabla u|^2 \, dx + \int \rho \theta e_2 \eta \dot{u} \, dx$$

$$:= \frac{d}{dt} \int \eta P \nabla u \, dx + \sum_{i=1}^{7} I_i.$$  (3.18)

Now, we estimate $I_i$, $i = 1, 2, 3, \ldots, 7$, one by one:

$$I_1 \leq |P| \|\nabla u\|_{L^2} \leq |\nabla| \|P\|_{L^2} + |\nabla| \|\nabla u\|_{L^2} \leq |\nabla| \|\nabla u\|_{L^2},$$

$$I_2 + I_3 \leq C \eta \|\nabla u\|_{L^2}.$$  (3.19)

where we have used the identities $P_t + \nabla (Pu) = (1 - \gamma) \rho \nabla \nabla u$.

The terms $I_4, I_5$ can be estimated as follows:

$$I_4 + I_5 \leq C \eta \|\nabla u\|_{L^2}^3 \leq C \eta \|\nabla u\|_{L^2}^3 + \|\nabla w\|_{L^2}^3$$

$$\leq C \eta \|\nabla u\|_{L^2}^3 + \|\nabla w\|_{L^2}^3$$

$$\leq C \eta \|\nabla u\|_{L^2}^3 + \|\nabla w\|_{L^2}^3$$

$$\leq C \eta \|\nabla u\|_{L^2}^3 + \|\nabla w\|_{L^2}^3$$

$$\leq C \eta \|\nabla u\|_{L^2}^3 + \|\nabla w\|_{L^2}^3$$

$$\leq C \eta \|\nabla u\|_{L^2}^3 + \|\nabla w\|_{L^2}^3$$

$$\leq C \eta \|\nabla u\|_{L^2}^3 + \|\nabla w\|_{L^2}^3$$

$$\leq C \eta \|\nabla u\|_{L^2}^3 + \|\nabla w\|_{L^2}^3$$

$$\leq C \eta \|\nabla u\|_{L^2}^3 + \|\nabla w\|_{L^2}^3$$

where in the last inequality we have used the Poincaré inequality.

At last, from terms $I_6, I_7$, we get

$$I_6 + I_7 \leq C |\nabla| \|\nabla u\|_{L^2}^3 + \frac{1}{4} \eta \|\nabla u\|_{L^2}^3 + C \eta \int \rho \theta^2 \, dx.$$
\[
\leq C|\eta'|\|\nabla u\|_{L^2}^2 + \frac{1}{4}\eta\sqrt{\rho}\|\dot{u}\|_{L^2}^2 + C\eta\|\rho\|_{L^2}\|\theta\|_{L^2}^2
\]
\[
\leq C|\eta'|\|\nabla u\|_{L^2}^2 + \frac{1}{4}\eta\sqrt{\rho}\|\dot{u}\|_{L^2}^2 + C\eta m_0^{\frac{1}{2}}\|\nabla \theta\|_{L^2}^2.
\]  
(3.22)

Then, inserting (3.19)–(3.22) into (3.18), we have
\[
\frac{1}{2}\frac{d}{dt}\int \mu|\nabla u|^2\,dx + \frac{1}{2}\int \eta\rho|\dot{u}|^2\,dx
\]
\[
\leq \frac{d}{dt}\int \eta\rho \text{div} u\,dx + C|\eta'|m_0 + C\eta(m_0 + m_0^2)
\]
\[
+ C\left(|\eta| + \eta\right)\|\nabla u\|_{L^2}^2 + C\eta\|\nabla u\|_{L^2}^4 + m_0^{\frac{1}{2}}\|\nabla \theta\|_{L^2}^2\right).
\]
(3.23)

In order to prove (3.15), taking \(\eta = 1\) and integrating (3.23) over \((0, t)\), for \(0 < t \leq \sigma(T)\), we get
\[
\int \mu|\nabla u|^2\,dx + \int_0^{\sigma(T)} \int \rho|\dot{u}|^2\,dx\,ds
\]
\[
\leq \mu\|u_0\|_{L^2}^2 + \|P\|_{L^2}\|\nabla u\|_{L^2} + \|P_0\|_{L^2}\|\nabla u_0\|_{L^2} + C(m_0 + m_0^2) + Cm_0^\frac{1}{2}
\]
\[
+ C\left(K_2m_0^{\frac{1}{2}} + K_1m_0^\frac{1}{2}\right)
\]
\[
\leq \mu M + C\left(\sqrt{K_2}m_0^{\frac{1}{2}} + \sqrt{M}m_0^{\frac{1}{2}} + m_0^{\frac{1}{2}} + m_0 + m_0^2 + m_0^2 + m_0^2 + K_2m_0^{\frac{1}{2}} + K_1m_0^{\frac{1}{2}}\right),
\]
(3.24)

where we have used (3.1) and (3.6). Then we have
\[
\sup_{0 \leq t \leq \sigma(T)}\int \mu|\nabla u|^2\,dx + \int_0^{\sigma(T)} \int \rho|\dot{u}|^2\,dx\,ds \leq K_2 + \frac{1}{2}K_2 = \frac{3}{2}K_2,
\]
(3.25)

provided there exists a constant \(\varepsilon_3, m_0 \leq \varepsilon_3\), such that
\[
\mu M \leq K_2,
\]
\[
C\left(\sqrt{K_2}m_0^{\frac{1}{2}} + \sqrt{M}m_0^{\frac{1}{2}} + m_0^{\frac{1}{2}} + m_0 + m_0^2 + m_0^2 + K_2m_0^{\frac{1}{2}} + K_1m_0^{\frac{1}{2}}\right) \leq \frac{1}{2}K_2.
\]

In order to prove (3.16), taking \(\eta = \sigma_i\) in (3.23), integrating (3.23) over \((i-1, t)\), we get
\[
\sigma_i\int \mu|\nabla u|^2\,dx + \int_{i-1}^t \int \sigma_i\rho|\dot{u}|^2\,dx\,ds
\]
\[
\leq \sigma_i\|P\|_{L^2}\|\nabla u\|_{L^2} + C(m_0 + m_0^2 + m_0^2) + C\int_{i-1}^t \sigma_i\|\nabla u\|_{L^2}^4\,ds
\]
\[
+ Cm_0^\frac{1}{2}\int_{i-1}^t \sigma_i\|\nabla \theta\|_{L^2}^2\,ds
\]
\[
\leq \frac{1}{2}\sigma_i\mu\|\nabla u\|_{L^2}^2 + C(m_0 + m_0^2 + m_0^2) + C\sup_{i-1 \leq t \leq i+1} \sigma_i\|\nabla u\|_{L^2}^2 \int_{i-1}^t \|\nabla u\|_{L^2}^2\,ds
\]
\[
+ Cm_0^\frac{1}{2}\int_{i-1}^t \|\nabla \theta\|_{L^2}^2\,ds
\]
\[
\leq \frac{1}{2}\sigma_i\mu\|\nabla u\|_{L^2}^2 + C(m_0 + m_0^2 + m_0^2 + m_0^2 + K_1) + C\sup_{i-1 \leq t \leq i+1} \sigma_i\|\nabla u\|_{L^2}^2 m_0^\frac{1}{2}
\]
\[
+ Cm_0^\frac{1}{2}\int_{i-1}^t \|\nabla \theta\|_{L^2}^2\,ds
\]
\[
\leq \frac{1}{2}\sigma_i\mu\|\nabla u\|_{L^2}^2 + C(m_0 + m_0^2 + m_0^2 + m_0^2 + K_1) + C\sup_{i-1 \leq t \leq i+1} \sigma_i\|\nabla u\|_{L^2}^2 m_0^\frac{1}{2}
\]
\[
+ Cm_0^\frac{1}{2}\int_{i-1}^t \|\nabla \theta\|_{L^2}^2\,ds
\]
Then we have
\[
\sup_{i-1 \leq t \leq i+1} \sigma_i \int \mu |\nabla u|^2 dx + \int_{i-1}^{i+1} \sigma_i \rho |\dot{u}|^2 dx ds \leq \frac{3}{2} m_0^\frac{1}{2},
\]  
provided there exists a constant \( \varepsilon_4, m_0 \leq \varepsilon_4 \) such that
\[
C(m_0 + m_0^2 + m_0^\frac{3}{4} + m_0^\frac{1}{2} K_1) \leq \frac{3}{2} m_0^\frac{1}{2}.
\]
Hence, if we take \( \varepsilon^*_2 = \min \{ \varepsilon^*_1, \varepsilon^*_2 \} \), \( m_0 \leq \min \{ \varepsilon^*_1, \varepsilon^*_2 \} \), then Lemma 3.3 is proved. \( \Box \)

In the following Lemma 3.4, we give the bound for \( \int_{t_1}^{t_2} \sigma^2 \| \nabla \dot{u} \|_{L^2}^2 ds \), which will be used to prove the uniform upper bound of \( \rho \). It should be noted that the constants \( C \) on the right-hand side of (3.28) and (3.29) are independent of time.

**Lemma 3.4** Let \( (\rho, u, \theta) \) be a classical solution of (1.2), (1.6)–(1.7) on \( \Omega \times (0, T] \), if the assumption of Proposition 3.1 holds, then
\[
\sup_{0 \leq t \leq T} \left( \sigma^2 \| \sqrt{\rho} \dot{u} \|_{L^2}^2 \right) \leq C m_0^\frac{1}{4},
\]
\[
\int_{t_1}^{t_2} \sigma^2 \| \nabla \dot{u} \|_{L^2}^2 ds \leq C m_0 (t_2 - t_1) + C m_0^\frac{1}{4}
\]
for any \( t_1, t_2 \in (0, T] \), provided \( m_0 \leq \min \{ \varepsilon^*_1, \varepsilon^*_2 \} \).

**Proof** Operating \( \eta \dot{u} (\partial_t + \text{div}(u)) \) to (1.2) \( j \), summing with respect to \( j \), and integrating the resulting equation over \( \Omega \), we obtain
\[
\frac{d}{dt} \int \eta \rho |\dot{u}|^2 dx - \eta' \int \rho |\dot{u}|^2 dx
= -2 \eta \int \dot{u} (\partial_t P_t + \text{div}(u\partial_t P)) dx + 2 \mu \eta \int \dot{u} (\partial_t \Delta \dot{u} + \text{div}(u \Delta \dot{u})) dx
+ 2 \eta \int \dot{u} (\partial_t (\rho \theta e_2) + \text{div}(u (\rho \theta e_2))) dx
\]
\[
:= \sum_{i=1}^3 J_i.
\]  
It follows from integration by parts and using equation (1.2) \( 1 \) that
\[
J_1 = -2 \eta \int \dot{u} (\partial_t P_t + \partial_t \text{div}(uP)) - \text{div}(P \partial_t u) dx
= 2 \eta \int \text{div} \dot{u} (P_t + \text{div}(uP)) dx - 2 \eta \int (P \partial_t u) \cdot \nabla \dot{u} dx
\leq C \eta \int \rho |\text{div} \dot{u}| |\text{div} u|^2 dx + C \eta \int \rho |\nabla u||\nabla \dot{u}| dx
\leq \frac{\mu \eta}{4} \| \nabla \dot{u} \|_{L^2}^2 + C \eta \| \nabla u \|_{L^2}^2,
\]  
(3.31)
\[ J_2 = 2\mu \eta \int \partial_t^2 \left[ \Delta u_t + \partial_t (\text{div}u_t, u_t - \partial_t u_t \cdot \nabla u_t) - \text{div}(\partial_t u_t, u_t) \right] dx \]

\[ = -2\mu \eta \int |\nabla \partial_t|^2 dx - 2\mu \eta \int \partial_t (\text{div} u_t, u_t - \partial_t u_t \cdot \nabla u_t) dx + 2\mu \eta \int \nabla \partial_t \partial_t u_t dx \]

\[ \leq -\mu \eta \| \nabla \hat{u}_t \|^2_{L^2} + C\eta \| \nabla u_t \|^2_{L^2} \]

\[ \leq -\mu \eta \| \nabla \hat{u}_t \|^2_{L^2} + C\eta (m_0 + (\| \nabla u_t \|^2_{L^2} + m_0)(\| \sqrt{\rho} \hat{u}_t \|^2_{L^2} + m_0^{\frac{1}{2}} \| \nabla \theta \|^2_{L^2})), \quad (3.32) \]

where \( \| \nabla u_t \|^4_{L^4} \) can be estimated as follows:

\[ \| \nabla u_t \|^4_{L^4} \leq \| \nabla v \|^4_{L^4} + \| \nabla w \|^4_{L^4} \leq \| P \|^4_{L^4} + \| \nabla w \|^2_{L^2} \| \nabla^2 w \|^2_{L^2} \]

\[ \leq C(\hat{\rho}^{\frac{1}{2}} - 1) m_0 + (\| \nabla u_t \|^2_{L^2} + \| \nabla \theta \|^2_{L^2}) \| \nabla^2 w \|^2_{L^2} \]

\[ \leq C(\hat{\rho}^{\frac{1}{2}} - 1) m_0 + (\| \nabla u_t \|^2_{L^2} + \| P \|^2_{L^2}) \| \nabla^2 w \|^2_{L^2} \]

\[ \leq C(m_0 + (\| \nabla u_t \|^2_{L^2} + m_0)(\| \sqrt{\rho} \hat{u}_t \|^2_{L^2} + \| \rho \theta \|^2_{L^2})) \]

\[ \leq C(m_0 + (\| \nabla u_t \|^2_{L^2} + m_0)(\| \sqrt{\rho} \hat{u}_t \|^2_{L^2} + \| \rho \theta \|^2_{L^2})) \]

\[ \leq C(m_0 + (\| \nabla u_t \|^2_{L^2} + m_0)(\| \sqrt{\rho} \hat{u}_t \|^2_{L^2} + m_0^{\frac{1}{2}} \| \nabla \theta \|^2_{L^2})). \quad (3.33) \]

Similarly, we get

\[ J_3 = 2\eta \int \partial_t^2 (\rho (\partial_t e_2) + \text{div}(u(\rho \theta e_2))) dx = 2\eta \int \partial_t^2 (\rho (\partial_t e_2) + \rho u \nabla \theta e_2) dx \]

\[ \leq \eta \| \hat{u}_t \|^2_{L^2} + \| \rho \|^2_{L^2} \| \theta \|^2_{L^2} + \| \rho \|^2_{L^2} \| u_t \|^2_{L^2} \| \nabla \theta \|^2_{L^2} \]

\[ \leq \eta \| \hat{u}_t \|^2_{L^2} + C\eta m_0 \| u_t \|^2_{L^2} \| \theta \|^2_{L^2} \| \nabla \theta \|^2_{L^2} \]

\[ \leq \eta \| \hat{u}_t \|^2_{L^2} + C\eta m_0 \| u_t \|^2_{L^2} \| \theta \|^2_{L^2} \| \nabla \theta \|^2_{L^2} \]

\[ \leq \eta \| \hat{u}_t \|^2_{L^2} + C\eta m_0 \| u_t \|^2_{L^2} \| \theta \|^2_{L^2} \| \nabla \theta \|^2_{L^2}. \quad (3.34) \]

where we have used (1.2)1, (1.2)3, and the Poincaré inequality. Then, substituting the estimates \( J_1, J_2, J_3 \) and (3.33) into (3.30), we arrive at

\[ \frac{d}{dt} \int \eta |\hat{u}|^2 dx + \frac{\mu \eta}{2} \| \nabla \hat{u}_t \|^2_{L^2} \]

\[ \leq \eta' \int |\hat{u}|^2 dx + C\eta \| \nabla u_t \|^2_{L^2} + C\eta (\| \sqrt{\rho} \hat{u}_t \|^2_{L^2} + m_0)(\| \sqrt{\rho} \hat{u}_t \|^2_{L^2} + m_0^{\frac{1}{2}} \| \nabla \theta \|^2_{L^2}) \]

\[ + C\eta m_0 \| u_t \|^2_{L^2} \| \theta \|^2_{L^2} \| \nabla \theta \|^2_{L^2} + C\eta m_0. \quad (3.35) \]

In order to prove (3.28), taking \( \eta = \sigma_i^2 \) in (3.35), integrating (3.35) over \( (i-1, t) \), and taking (3.16) into consideration, we get

\[ \sigma_i^2 \| \sqrt{\rho} \hat{u}_t \|^2_{L^2} + \int_{i-1}^t \mu \sigma_i^2 \| \nabla \hat{u}_t \|^2_{L^2} ds \]

\[ \leq \int_{i-1}^t \sigma_i \sigma_i^2 \| \sqrt{\rho} \hat{u}_t \|^2_{L^2} ds + C \int_{i-1}^t \sigma_i^2 (\| \nabla u_t \|^2_{L^2} + m_0)(\| \sqrt{\rho} \hat{u}_t \|^2_{L^2} + m_0^{\frac{1}{2}} \| \nabla \theta \|^2_{L^2}) ds \]
+ C \int_{t_1}^{t_2} \sigma^2 m_0^\frac{3}{2} \|\nabla u\|_{L^2}^2 \|\nabla \theta\|_{L^2} \|\nabla^2 \theta\|_{L^2} ds + C(m_0^\frac{3}{2} + m_0)
\leq C m_0^\frac{3}{2} + C \left( \sup_{i \leq t \leq i+1} \sigma_i \|\nabla u\|_{L^2}^2 + m_0 \right) \int_{t_1}^{t_2} \sigma_i (\|\sqrt{\rho} \dot{u}\|_{L^2}^2 + m_0^\frac{3}{2} \|\nabla \theta\|_{L^2}^2) ds \\
+ C m_0^\frac{3}{2} \sup_{i \leq t \leq i+1} \sigma_i \|\nabla u\|_{L^2}^2 \|\nabla \theta\|_{L^2} \int_{t_1}^{t_2} \sigma_i \|\nabla^2 \theta\|_{L^2} ds + C(m_0^\frac{3}{2} + m_0)
\leq C m_0^\frac{3}{2} + C(m_0^\frac{3}{2} + m_0)(m_0^\frac{3}{2} + m_0^\frac{3}{2}) + C(m_0^\frac{3}{2} + m_0^\frac{3}{2} + m_0)
\leq C m_0^\frac{3}{2},
(3.36)

which proves (3.28).

Furthermore, from (3.35), we can see that if we take \( \eta = \sigma^2 \), then integrate (3.35) over \((t_1, t_2) \in [0, T] \), we have

\[
\sigma^2 \|\sqrt{\rho} \dot{u}(t_2)\|_{L^2}^2 + \int_{t_1}^{t_2} \mu \sigma^2 \|\nabla u\|_{L^2}^2 ds \\
\leq \sigma^2 \|\sqrt{\rho} \dot{u}(t_1)\|_{L^2}^2 + \int_{t_1}^{t_2} \sigma \|\sqrt{\rho} \dot{u}\|_{L^2}^2 ds \\
+ C \int_{t_1}^{t_2} \sigma^2 (\|\nabla u\|_{L^2}^2 + m_0) (\|\sqrt{\rho} \dot{u}\|_{L^2}^2 + m_0^\frac{3}{2} \|\nabla \theta\|_{L^2}^2) ds \\
+ C \int_{i-1}^{t_2} \sigma^2 m_0^\frac{3}{2} \|\nabla u\|_{L^2}^2 \|\nabla \theta\|_{L^2} \|\nabla^2 \theta\|_{L^2} ds + C m_0^\frac{3}{2} + C m_0(t_2 - t_1)
\leq C(m_0^\frac{3}{2} + m_0^\frac{3}{2}) + C \left( \sup_{0 \leq t \leq T} \sigma \|\nabla u\|_{L^2}^2 + m_0 \right) \int_{t_1}^{t_2} \sigma \|\sqrt{\rho} \dot{u}\|_{L^2}^2 ds \\
+ C \left( \sup_{0 \leq t \leq T} \sigma \|\nabla u\|_{L^2}^2 + m_0 \right) \int_{t_1}^{t_2} m_0^\frac{3}{2} \|\nabla \theta\|_{L^2}^2 ds \\
+ C \sup_{0 \leq t \leq T} \sigma \|\nabla \theta\|_{L^2}^2 K_1 \int_{t_1}^{t_2} m_0^\frac{3}{2} \|\nabla^2 \theta\|_{L^2} ds + C m_0(t_2 - t_1)
\leq C m_0^\frac{3}{2} + C \left( 1 + m_0^\frac{3}{2} + m_0 \right) \int_{t_1}^{t_2} \sigma \|\sqrt{\rho} \dot{u}\|_{L^2}^2 ds \\
+ C(m_0^\frac{3}{2} + m_0)m_0^\frac{3}{2} + C m_0 K_1 + C m_0(t_2 - t_1)
\leq C m_0^\frac{3}{2} + C \left( 1 + m_0^\frac{3}{2} + m_0 \right) \int_{t_1}^{t_2} \sigma \|\sqrt{\rho} \dot{u}\|_{L^2}^2 ds + C m_0(t_2 - t_1),
(3.37)

where we have used (3.1), (3.6), and (3.28).

In order to estimate the second term on the right-hand side of the above inequality, taking \( \eta = \sigma \) in (3.23), integrating (3.23) over \((t_1, t_2) \in [0, T] \), we get

\[
\sigma \int_{t_1}^{t_2} \mu \|\nabla u\|^2 dx + \int_{t_1}^{t_2} \int \sigma \rho |\dot{u}|^2 dx ds \\
\leq \mu \sigma \|\nabla u(t_1)\|_{L^2}^2 + \sigma \|P\|_{L^2}^2 \|\nabla u\|_{L^2}^2 + C(m_0 + m_0^3)(t_2 - t_1) + C m_0^\frac{3}{2} \\
+ C \int_{i-1}^{t_1} \sigma \|\nabla u\|_{L^2}^4 ds + C \int_{i-1}^{t_2} m_0^\frac{3}{2} \|\nabla \theta\|_{L^2}^2 ds
\]
\[
\begin{align*}
&\leq \frac{1}{2} \sigma \mu \|\nabla u\|^2_{L^2} + C(m_0 + m_0^2)(t_2 - t_1) \\
&\quad + C(m_0^{\frac{3}{4}} + m_0^2 + m_0^3) + C \sup_{0 \leq t \leq T} \sigma \|\nabla u\|^2_{L^2} \int_{t_1}^t \|\nabla u\|^2_{L^2} ds \\
&\leq \frac{1}{2} \sigma \mu \|\nabla u\|^2_{L^2} + C(m_0 + m_0^2)(t_2 - t_1) \\
&\quad + C(m_0^{\frac{3}{4}} + m_0^2 + m_0^3) + C \sup_{0 \leq t \leq T} \sigma \|\nabla u\|^2_{L^2} m_0^{\frac{1}{2}} \\
&\leq \frac{1}{2} \sigma \mu \|\nabla u\|^2_{L^2} + C(m_0 + m_0^2)(t_2 - t_1) + C(m_0^{\frac{3}{4}} + m_0^2 + m_0^3 + m_0^{\frac{1}{2}}). 
\end{align*}
\]
(3.38)

which deduces
\[
\sigma \int_{\Omega} \rho|\nabla u|^2 dx + \int_{t_1}^{t_2} \sigma \rho |u|^2 dx ds \leq Cm_0(t_2 - t_1) + Cm_0^{\frac{1}{2}}. 
\]
(3.39)

Then, inserting (3.39) into (3.37), (3.29) can be obtained. This completes the proof of Lemma 2.3.

Inspired by the methods in references [18, 42], in the following lemma, we use the Zlotnik inequality to prove the uniform upper bound of the density \( \rho \).

**Lemma 3.5** Under the condition of Proposition 3.1, it holds that
\[
\rho \leq \frac{3}{2} \bar{\rho} + 1, 
\]
(3.40)

provided there exist constants \( \varepsilon^*_1, \varepsilon^*_2, \) and \( \varepsilon^*_3 \) such that \( m_0 \leq \min\{\varepsilon^*_1, \varepsilon^*_2, \varepsilon^*_3\} \).

**Proof** For any given \((x,t) \in \Omega \times [0,T]\). Denote \( X(s;x,t) \) is the solution to the initial value problem
\[
\begin{cases}
\frac{d}{ds} X(s;x,t) = u(X(s;x,t),s), & 0 \leq s < t, \\
X(t;x,t) = x.
\end{cases}
\]

It is easy to verify that
\[
\frac{d}{ds} \rho(X(s;x,t),s) + \rho(X(s;x,t),s) \text{div} u(X(s;x,t),s) = 0
\]
due to \((1.2)\). This gives
\[
Y'(s) = g(s) + b'(s), 
\]
(3.41)

where
\[
Y(s) = \rho(X(s;x,t),s), \quad g(s) = -\frac{A\rho^{r+1}(X(s;x,t),s)}{\mu},
\]
\[
b(s) = -\int_0^s \rho(X(s;x,t),s) \left( \frac{C(t)}{\mu} + \text{div} u(X(s;x,t),s) \right) ds,
\]
and \( C(t) = \mu \text{div} v - P \).
Next, we use Lemma 2.5 to prove the uniform upper bound of density

\[ b(t_2) - b(t_1) = \int_{t_1}^{t_2} \left\| \frac{\rho C(t)}{\mu} \right\|_\infty ds + \int_{t_1}^{t_2} \| \rho \text{div} w \|_\infty ds := K_1 + K_2. \]  

(3.42)

In the following, we estimate the terms on the right-hand side of equation (3.42) one by one. In order to estimate \( C(t) \), from equation (1.12), we have

\[ \nabla (\mu \text{div} v - P) - \mu \nabla \times (\nabla \times v) = 0. \]  

(3.43)

Since \( (\nabla \times (\nabla \times v)) = (\partial_2 (\partial_1 v^2 - \partial_2 v^1), -\partial_1 (\partial_1 v^2 - \partial_2 v^1)) \) and the boundary condition (1.7) implies

\[ \begin{cases} v^1 = 0, & x_1 = 0, 1, \\ v^2 = 0, & x_2 = 0, 1. \end{cases} \]  

(3.44)

Then we have \( (\nabla \times (\nabla \times v)) \cdot n = 0 \) a.e. on \( \partial \Omega \) and \( \nabla \times (\nabla \times v) = 0 \). Multiplying (3.43) by \( \nabla (\mu \text{div} v - P) \) and integrating the resulting equation over \( \Omega \), we arrive at

\[ \left\| \nabla (\mu \text{div} v - P) \right\|_{L^2} = 0, \]

which implies that there exists \( C(t) \) such that

\[ C(t) = \mu \text{div} v - P. \]  

(3.45)

Using (1.12), we have \( \| \nabla v \|_{L^2} \leq C \| P \|_{L^2} \). Integrating (3.45) over the square domain, we get

\[ C(t) \leq C(\| \nabla v \|_{L^2} + \| P \|_{L^2}) \leq C \| P \|_{L^2} \leq C \bar{\rho}^{2v+1} m_0^{1/2}. \]  

(3.46)

Then we have

\[ K_1 = \int_{t_1}^{t_2} \left\| \frac{\rho C(t)}{\mu} \right\|_\infty ds \leq \frac{C \bar{\rho}^{2v+1} m_0^{1/2}}{\mu} (t_2 - t_1) \leq \frac{1}{4\mu} (t_2 - t_1), \]  

(3.47)

provided there exists a constant \( \epsilon^*_3, m_0 \leq \epsilon^*_3 \), such that

\[ C \bar{\rho}^{2v+1} m_0^{1/2} \leq \frac{1}{4}. \]

In order to estimate \( K_2 \), we consider the following three cases:

1. \( 0 \leq t_1 \leq t_2 \leq \sigma(T) \).

\[
\begin{align*}
K_2 &= \int_{t_1}^{t_2} \| \rho \text{div} w \|_{L^\infty} ds \\
&\leq C \int_0^{\sigma(T)} \left( \| \nabla u \|_{L^2} + \| P \|_{L^2} \right)^{1/2} \left( \sigma \| \nabla \theta \|_{L^2} + \sigma \| \nabla \theta \|_{L^2} \right)^{1/2} ds \\
&\leq C \int_0^{\sigma(T)} \sigma^{-1/2} \left( \sigma^{1/2} \| \nabla u \|_{L^2} + \sigma^{1/2} \| P \|_{L^2} \right)^{1/2} \left( \sigma \| \nabla \theta \|_{L^2} + \sigma \| \nabla \theta \|_{L^2} \right)^{1/2} ds \\
&= C \int_0^{\sigma(T)} \sigma^{-1/2} \left( \sigma^{1/2} \| \nabla u \|_{L^2} + \sigma^{1/2} \| P \|_{L^2} \right)^{1/2} \left( \sigma \| \nabla \theta \|_{L^2} + \sigma \| \nabla \theta \|_{L^2} \right)^{1/2} ds.
\end{align*}
\]
provided there exists a constant $\varepsilon_4^*$ such that $m_0 \leq \varepsilon_4^*$. 

(2) $\sigma(T) \leq t_1 \leq t_2 \leq T$.

$K_2 \leq \frac{1}{4\mu}(t_2 - t_1) + \frac{4\mu}{4\mu}(t_2 - t_1) + 4\tilde{\rho}^2 \frac{\mu}{4\mu} \int_{t_1}^{t_2} \|\text{div}w\|_{L^\infty}^2 ds$

$\leq \frac{1}{4\mu}(t_2 - t_1) + 4\tilde{\rho}^2 \mu \int_{t_1}^{t_2} \|\text{div}w\|_{L^\infty}^2 ds$

$\leq \frac{1}{4\mu}(t_2 - t_1) + C\tilde{\rho}^2 \int_{t_1}^{t_2} \|\nabla w\|_{L^2}^2 \|\nabla w\|_{W^{1,4}}^4 ds$

$\leq \frac{1}{4\mu}(t_2 - t_1) + C\tilde{\rho}^2 \int_{t_1}^{t_2} (\|\nabla u\|_{L^2} + \|P\|_{L^2})^2 (\|\nabla u\|_{L^2} + \|\nabla \theta\|_{L^2})^2 ds$

$\leq \frac{1}{4\mu}(t_2 - t_1) + C\tilde{\rho}^2 \left(\int_{t_1}^{t_2} (\|\nabla u\|_{L^2}^2 + \|P\|_{L^2}^2) ds\right)^{\frac{1}{2}}$

$\times \left(\int_{t_1}^{t_2} (\|\nabla u\|_{L^2}^2 + \|\nabla \theta\|_{L^2}^2) ds\right)^{\frac{1}{2}}$
\[
\frac{1}{4\mu} (t_2 - t_1) + C \bar{\rho}^2 (m_0^{1\over 2} + \bar{\rho}^{2\gamma-1} m_0 (t_2 - t_1))^{1\over 2} \\
\times \left( \int_{t_1}^{t_2} (\|\nabla \dot{u}\|_{L^2}^2 + \|\nabla \theta\|_{L^2}^2) \, ds \right)^{1\over 3} \\
\leq \frac{1}{4\mu} (t_2 - t_1) + C m_0^{1\over 2} \left( \int_{t_1}^{t_2} \|\nabla \dot{u}\|_{L^2}^2 \, ds + 1 \right)^{1\over 3} \\
+ C m_0^{1\over 2} (t_2 - t_1)^{1\over 2} \left( \int_{t_1}^{t_2} \|\nabla \dot{u}\|_{L^2}^2 \, ds + 1 \right)^{1\over 3} \\
\leq \frac{1}{4\mu} (t_2 - t_1) + C \int_{t_1}^{t_2} \|\nabla \dot{u}\|_{L^2}^2 \, ds + C (m_0^{1\over 2} + m_0^{3\over 2}) \\
+ C m_0 (t_2 - t_1) + C m_0^{3\over 2} (t_2 - t_1)^{1\over 2} \\
\leq \frac{1}{4\mu} (t_2 - t_1) + C (m_0 + m_0^{3\over 2}) (t_2 - t_1) + C (m_0^{1\over 2} + m_0^{3\over 2} + m_0^{1\over 2} + m_0^{3\over 2}), \quad (3.51)
\]

where in the last inequality we have used (3.29). Then we get

\[
K_2 \leq \frac{1}{2\mu} (t_2 - t_1) + \frac{1}{8} \bar{\rho}, \quad (3.52)
\]

provided there exists a constant \(\varepsilon_5^*, m_0 \leq \varepsilon_5^*\), such that

\[
C (m_0 + m_0^{1\over 2}) \leq \frac{1}{4\mu}, \quad C (m_0^{1\over 2} + m_0^{3\over 2}) \leq \frac{1}{8} \bar{\rho}.
\]

(3) \(0 \leq t_1 \leq \sigma(T) \leq t_2 \leq T\).

Combining case (1) and case (2), we can easily obtain

\[
K_2 = \int_{t_1}^{\sigma(T)} \|\rho \text{div} w\|_{L^\infty} \, ds + \int_{t_1}^{t_2} \|\rho \text{div} w\|_{L^\infty} \, ds \leq \frac{1}{2\mu} (t_2 - t_1) + \frac{1}{4} \bar{\rho}. \quad (3.53)
\]

Taking (3.42), (3.47), (3.50), (3.52), and (3.53) into consideration, we have

\[
|b(t_2) - b(t_1)| \leq \frac{1}{\mu} (t_2 - t_1) + \frac{1}{2} \bar{\rho}, \quad (3.54)
\]

provided there exist constants \(\varepsilon_3^*, \varepsilon_4^*, \varepsilon_5^*\) as mentioned above such that \(m_0 \leq \min\{|\varepsilon_1, \varepsilon_1^*, \varepsilon_2^*, \varepsilon_3^*, \varepsilon_4^*, \varepsilon_5^*\}\).

Then we can choose \(N_0, N_1\) as follows:

\[
N_0 = \frac{1}{2} \bar{\rho}, \quad N_1 = \frac{1}{\mu}.
\]

Choosing \(\xi^* = \bar{\rho} + 1\), we can see that

\[
g(\xi) = -\frac{\xi^{\gamma+1}}{\mu} \leq -\frac{1}{\mu} = -N_1 \quad \text{for} \quad \xi \geq \xi^*.
\]
Using Lemma 2.5, we obtain

$$\sup_{t \in [0, T]} \| \rho \|_\infty \leq \max \{ \rho_0, \xi_1^* \} + N_0 \leq \max \{ \bar{\rho}, \bar{\rho} + 1 \} + N_0 \leq \bar{\rho} + 1 + \frac{1}{2} \bar{\rho} = \frac{3}{2} \bar{\rho} + 1.$$ 

This completes the proof of Lemma 3.5. □

Combining Lemmas 3.2–3.5, if we take $m_0 \leq \min \{ \varepsilon_1, \varepsilon_1^*, \varepsilon_2, \varepsilon_2^*, \varepsilon_3, \varepsilon_3^*, \varepsilon_4, \varepsilon_4^* \}$, then Proposition 3.1 is proved.

4 Time-dependent higher-order estimates

For completeness of our proof, we give the time-dependent higher-order estimates of the solution $(\rho, u, \theta)$ in what follows. First, we prove the second-order a priori estimates in Lemma 4.1 for $u$ and Lemma 4.2 for $(\rho, \theta)$, respectively, which can be derived in a similar manner as those obtained in [18, 22] after some modifications. In the rest of this paper, the constant $C$ may depend on time $T$.

Lemma 4.1 Let $(\rho, u, \theta)$ be a strong solution of (1.2), (1.6)–(1.7) on $\Omega \times (0, T]$, under the condition of Theorem 1.1, it holds that

$$\sup_{0 \leq t \leq T} \| \sqrt{\mu} \hat{u} \|_{L^2} + \int_0^T \| \nabla \hat{u} \|_{L^2}^2 \, ds \leq C(T),$$

$$\sup_{0 \leq t \leq T} (\| \nabla \rho \|_{L^p} + \| u \|_{H^2}) \leq C(T).$$

Proof Taking $\eta = 1$ in (3.35), integrating (3.35) over $[0, \sigma(T)]$, we get

$$\sup_{0 \leq t \leq \sigma(T)} \| \sqrt{\mu} \hat{u} \|_{L^2} + \int_0^\sigma \| \nabla \hat{u} \|_{L^2}^2 \, ds$$

$$\leq C \left(1 + m_0^\frac{1}{2} + m_0\right) + C \int_0^{\sigma(T)} \left( \| \nabla u \|_{L^2}^2 + m_0 \right) \left( \| \sqrt{\mu} \hat{u} \|_{L^2} + m_0 \| \nabla \theta \|_{L^2}^2 \right) \, ds$$

$$+ C \int_0^{\sigma(T)} m_0^\frac{1}{2} \| \nabla u \|_{L^2}^2 \| \nabla \theta \|_{L^2} \| \nabla^2 \theta \|_{L^2} \, ds$$

$$\leq C,$$ 

from which, combining (3.28) and (3.29), we obtain

$$\sup_{0 \leq t \leq T} \| \sqrt{\mu} \hat{u} \|_{L^2} + \int_0^T \| \nabla \hat{u} \|_{L^2}^2 \, dt \leq C(T).$$

Next, applying the operator $\nabla$ to (1.1)$_1$ and multiplying the resulting equation by $p |\nabla \rho|^{p-2} \nabla \rho$, $p > 2$, we obtain

$$\frac{d}{dt} \int |\nabla \rho|^p \, dx = (1 - p) \int |\nabla \rho|^p \, div \, \rho \, dx - p \int |\nabla \rho|^{p-2} \nabla \rho \cdot (\nabla u \cdot \nabla \rho) \, dx$$

$$- p \int \rho |\nabla \rho|^{p-2} \nabla \rho \cdot (\nabla (div \, u)) \, dx$$
\[
\leq C \int |\nabla \rho|^p |\nabla u| \, dx + C \int |\nabla \rho|^{p-1} |\nabla^2 u| \, dx
\leq C \|\nabla u\|_{L^\infty} \|\nabla \rho\|_{L^p} + C \|\nabla \rho\|_{L^p}^{p-1} \|\nabla^2 u\|_{L^p}.
\]

Then we have
\[
\frac{d}{dt} \|\nabla \rho\|_p \leq C (\|\nabla u\|_{L^\infty} \|\nabla \rho\|_{L^p} + \|\nabla^2 u\|_{L^p}),
\]

where the terms on the right-hand side can be estimated as follows:
\[
\|\nabla u\|_{L^\infty} \leq C (\|\nabla w\|_{L^\infty} + \|\nabla v\|_{L^\infty}) \leq C (\|\nabla \dot{u}\|_{L^2} + \|\nabla \theta\|_{L^2} + \|\nabla \|_{BMO} \ln(e + \|\nabla^2 v\|_{L^p}) + 1) \leq C (\|\nabla \dot{u}\|_{L^2} + \ln(e + \|\nabla \rho\|_{L^p}) + 1),
\]

and
\[
\|\nabla^2 u\|_{L^p} \leq C (\|\nabla^2 v\|_{L^p} + \|\nabla^2 w\|_{L^p}) \leq C (\|\nabla P\|_{L^p} + \|\rho\dot{u}\|_{L^p} + \|\theta\|_{L^p}) \leq C (\|\nabla \dot{u}\|_{L^2} + \ln(e + \|\nabla \rho\|_{L^p}) + 1),
\]

Inserting (4.7) and (4.8) into (4.6), we have
\[
\frac{d}{dt} (\|\nabla \rho\|_{L^p} + e) \leq C (\|\nabla \dot{u}\|_{L^2} + e) \ln(e + \|\nabla \rho\|_{L^p}) \|\nabla \rho\|_{L^p}
+ C (\|\nabla \dot{u}\|_{L^2} + e) (\|\nabla \rho\|_{L^p} + e).
\]

Both sides of (4.9) divided by \|\nabla \rho\|_p + e lead to
\[
\frac{d}{dt} \ln(\|\nabla \rho\|_{L^p} + e) \leq C (\|\nabla \dot{u}\|_{L^2} + e) \ln(e + \|\nabla \rho\|_{L^p}) + C (\|\nabla \dot{u}\|_{L^2} + e).
\]

Then, by using Gronwall's inequality and (4.4), it holds that
\[
\sup_{0 \leq t \leq T} \|\nabla \rho\|_{L^p} \leq C(T).
\]

Moreover, from (4.4), we have
\[
\|u\|_{L^2} \leq C (\|\rho \dot{u}\|_{L^2} + \|\nabla P\|_{L^2} + \|\theta\|_{L^2}) \leq C (\|\rho \dot{u}\|_{L^2} + \|\nabla \rho\|_{L^p} + 1) \leq C(T).
\]

This completes the proof of Lemma 4.1. \qed

**Lemma 4.2** Let \((\rho, u, \theta)\) be a classical solution of (1.2), (1.6)–(1.7) on \(\Omega \times (0, T]\), under the condition of Theorem 1.1, the following estimates hold:
\[
\sup_{0 \leq t \leq T} \|\sqrt{\rho} \dot{u}_t\|_{L^2}^2 + \int_0^T \|\nabla u_t\|_{L^2}^2 \, ds \leq C(T).
\]
\[
\sup_{0 \leq t \leq T} (\|\rho\|_{H^2}^2 + \|P(\rho)\|_{H^2}^2) \leq C(T), \tag{4.14}
\]

\[
\sup_{0 \leq t \leq T} (\|\nabla^2 \theta\|_{L^2}^2 + \|\theta_t\|_{L^2}^2) + \int_0^T \|\nabla^3 \theta\|_{L^2}^2 \, ds \leq C(T). \tag{4.15}
\]

**Proof** Inequality (4.13) follows directly from the following simple fact:

\[
\int \rho|u_t|^2 \, dx \leq \int \rho|\dot{u}|^2 \, dx + \int \rho|u \cdot \nabla u|^2 \, dx 
\leq C + \|\sqrt{\rho}u\|_{L^6} \|u\|_{L^6} \|\nabla u\|_{L^6}^2 \leq C, \tag{4.16}
\]

and

\[
\int_0^T \|\nabla u_t\|_{L^2}^2 \, ds \leq \int_0^T \|\nabla \dot{u}\|_{L^2}^2 \, ds + \int_0^T \|\nabla (u \cdot \nabla u)\|_{L^2}^2 \, ds 
\leq C + \int_0^T \|u\|_{L^\infty}^2 \|\nabla^2 u\|_{L^2}^2 \, ds + \int_0^T \|\nabla u\|_{L^4}^4 \, ds 
\leq C, \tag{4.17}
\]

where in the last inequality we have used Sobolev embedding inequalities and Lemma 4.1. Next, we prove (4.14). Since \(P\) satisfies

\[
P_t + u \cdot \nabla P + \gamma P \text{div} u = 0, \tag{4.18}
\]

which together with (1.2) yields that

\[
\frac{d}{dt} \left( \|\nabla^2 \rho\|_{L^2}^2 + \|\nabla P\|_{L^2}^2 \right) 
\leq C(\|\nabla^2 u\|_{L^4}^4 \|\nabla \rho\|_{L^2} \|\nabla^2 \rho\|_{L^2} + \|\nabla u\|_{L^\infty} \|\nabla^2 \rho\|_{L^2}^2 + \|\nabla^2 u\|_{L^4} \|\nabla P\|_{L^4} \|\nabla^2 P\|_{L^2}) 
+ \|\nabla^2 u\|_{L^2}^2 \|\rho\|_{L^2} \|\nabla^2 \rho\|_{L^2}^2 \|\nabla u\|_{L^\infty} \|\nabla^2 \rho\|_{L^2}^2 + \|\nabla \rho\|_{L^2}^2 \|\nabla^2 P\|_{L^2} \|\nabla u\|_{L^\infty} \|\nabla^2 \rho\|_{L^2}^2) 
\leq C(\|\nabla^3 u\|_{L^2}^2 + \|\nabla \rho\|_{L^2}^2 + \|\nabla^2 P\|_{L^2}^2 + \|\nabla u\|_{L^\infty} \|\nabla^2 \rho\|_{L^2}^2 + \|\nabla u\|_{L^\infty} \|\nabla^2 \rho\|_{L^2}^2) 
\leq C(\|\nabla^3 u\|_{L^2}^2 + C(\|u\|_{L^\infty} + 1))(\|\nabla^2 \rho\|_{L^2}^2 + \|\nabla^2 P\|_{L^2}^2) 
\leq C(\|\nabla \rho\|_{L^2}^2 + 1) + C(\|\nabla u\|_{L^2} + \ln(\epsilon + \|\nabla \rho\|_{L^p}) + 1)(\|\nabla^2 \rho\|_{L^2}^2 + \|\nabla^2 P\|_{L^2}^2), \tag{4.19}
\]

where in the last inequality we have used (4.7). From the following standard \(L^2\)-estimate, for elliptic system (1.12) and (1.13), we obtain

\[
\|\nabla^3 u\|_{L^2} \leq C(\|\nabla^3 v\|_{L^2} + \|\nabla^3 w\|_{L^2}) \leq C(\|\nabla^2 P\|_{L^2} + \|\nabla (\rho \dot{u})\|_{L^2} + \|\nabla \theta\|_{L^2}) 
\leq C(\|\nabla^2 \rho\|_{L^2} + \|\nabla \rho\|_{L^2} + 1).
\]

Then, combining (4.19), Lemma 4.1, and Gronwall’s inequality, we have (4.14).
In order to estimate the second-order derivative of temperature, we apply the operator $\nabla^2$ on both sides of equation (1.2), then we have

$$\frac{1}{2} \frac{d}{dt} \| \nabla^2 \theta \|_{L^2}^2 + \kappa \| \nabla^3 \theta \|_{L^2}^2 = - \int \nabla^2 (u \cdot \nabla) \theta \nabla^2 \theta \, dx = - \int (\nabla^2 u \cdot \nabla) \theta \nabla^2 \theta \, dx - \int (u \cdot \nabla^3) \theta \nabla^2 \theta \, dx - 2 \int (\nabla u \cdot \nabla^2) \theta \nabla^2 \theta \, dx \leq \| \nabla^2 u \|_{L^2} \| \nabla \theta \|_{L^4}^2 + \| \nabla \theta \|_{L^2} \| \nabla^2 \theta \|_{L^2}^2 + \| \nabla u \|_{L^4} \| \nabla^2 \theta \|_{L^2} \| \nabla^2 \theta \|_{L^2} \leq C (\| \nabla^2 \theta \|_{L^2}^{\frac{1}{2}} + \| \nabla^3 \theta \|_{L^2}^{\frac{1}{2}})^2 \| \nabla^2 \theta \|_{L^2} \leq K (\| \nabla^3 \theta \|_{L^2}^2 + C (1 + \| \nabla^2 \theta \|_{L^2}^2)), \quad (4.20)$$

from which, after integration over time interval $(0, t)$ and together with $(1.2)_3$, (4.15) is proved.

**Lemma 4.3** Let $(\rho, u, \theta)$ be a classical solution of $(1.2), (1.6)-(1.7)$ on $\Omega \times (0, T]$, under the condition of Theorem 1.1, the following estimates hold:

$$\sup_{0 \leq t \leq T} (\| \rho_t \|_{H^1} + \| P_t \|_{H^1}) + \int_0^T (\| \rho_{tt} \|_{L^2}^2 + \| P_{tt} \|_{L^2}^2) \, ds \leq C(T), \quad (4.21)$$

$$\sup_{0 \leq t \leq T} \| \nabla u_t \|_{L^2}^2 + \int_0^T \| \sqrt{\rho} u_{tt} \|_{L^2}^2 \, ds \leq C(T). \quad (4.22)$$

**Proof** First, from (4.18) and Lemma 4.1, we obtain

$$\| P_t \|_{L^2} \leq C (\| u \|_{L^\infty} \| \nabla P \|_{L^2} + \| \nabla u \|_{L^2}) \leq C. \quad (4.23)$$

Furthermore, differentiating (4.18) yields

$$\nabla P_t + u \cdot \nabla P + \nabla u \cdot \nabla P + \gamma \nabla P \div u + \gamma P \nabla \div u = 0, \quad (4.24)$$

from which, together with Lemma 4.1 and Lemma 4.2, one gets

$$\| \nabla P_t \|_{L^2} \leq C (\| u \|_{L^\infty} \| \nabla^2 P \|_{L^2} + \| \nabla u \|_{L^4} \| \nabla P \|_{L^4} + \| \nabla^2 u \|_{L^2}) \leq C. \quad (4.25)$$

The combination of (4.23) and (4.25) implies

$$\sup_{0 \leq t \leq T} \| P_t \|_{H^1} \leq C. \quad (4.26)$$

Note that $P_{tt}$ satisfies

$$P_{tt} + u_t \cdot \nabla P + u \cdot \nabla P_t + \gamma P \div u_t + \gamma P \div u = 0, \quad (4.27)$$
Next, we differentiate (1.2) with respect to $t$, then multiplying the resulting equation by $u_{tt}$, one gets after integration by parts that

$$
\frac{1}{2} \frac{d}{dt} \int (u|\nabla u_t|^2) \, dx + \int \rho u_{tt}^2 \, dx
= \frac{d}{dt} \left( -\frac{1}{2} \int \rho_t|u_t|^2 \, dx - \int \rho_t u \cdot \nabla u \cdot u_t \, dx + \int P_t \text{div} u_t \, dx + \int \rho_t \theta u_t \, dx \right)
+ \frac{1}{2} \int \rho_t |u_t|^2 \, dx + \int (\rho_t u \cdot \nabla u_t) \cdot u_t \, dx - \int \rho_t u \cdot \nabla u \cdot u_{tt} \, dx
- \int \rho_t u \cdot \nabla u_t \cdot u_{tt} \, dx - \int P_t \text{div} u_t \, dx - \int \rho_t \theta e_2 \cdot u_t \, dx
- \int \rho_t \theta e_2 \cdot u_{tt} \, dx
= \frac{d}{dt} L_0 + \sum_{i=1}^{8} L_i.
$$

The terms on the right-hand side of equation (4.29) can be estimated as follows:

$$
L_0 = -\frac{1}{2} \int \rho_t |u_t|^2 \, dx - \int \rho_t u \cdot \nabla u \cdot u_t \, dx + \int P_t \text{div} u_t \, dx + \int \rho_t \theta u_t \, dx
\leq C(\|u\|_\infty \|\sqrt{\rho} u_t\|_{L^2} \|\nabla u_t\|_{L^2} + \|\rho_t\|_{L^\infty} \|u\|_{L^\infty} \|\nabla u\|_{L^2} \|u_t\|_{L^2} + \|P_t\|_{L^2} \|\nabla u\|_{L^2} + \|\rho_t\|_{L^\infty} \|\theta\|_{L^\infty} \|u_t\|_{L^2})
\leq C(\|u\|_{H^2} \|\sqrt{\rho} u_t\|_{L^2} \|\nabla u_t\|_{L^2} + \|\rho_t\|_{L^2} \|u_t\|_{H^2} \|\nabla u\|_{L^2} + \|P_t\|_{L^2} \|\nabla u\|_{L^2})
\leq \delta \|u_t\|_{L^2}^2 + C(\|u\|_{H^2} \|\sqrt{\rho} u_t\|_{L^2}^2 + \|\rho_t\|_{L^2} \|u_t\|_{H^2}^2 + \|P_t\|_{L^2} + \|\nabla u\|_{L^2}^2)
\leq \delta \|u_t\|_{L^2}^2 + C,
$$

where we have used Lemma 4.1, Lemma 4.2, (4.21), and the Poincaré inequality.

$$
L_1 = \frac{1}{2} \int \rho_t |u_t|^2 \, dx - \frac{1}{2} \int (\rho_t u + \rho u_t) \cdot \nabla |u_t|^2 \, dx
\leq C(\|\rho_t\|_{L^2} \|u\|_{L^\infty} \|u_t\|_{L^2} \|\nabla u\|_{L^2} + \|u_t\|_{H^2} \|\nabla u\|_{L^2})
\leq C(1 + \|\nabla u\|_{L^2}^2) \|u_t\|_{L^2}^2,
$$

$$
L_2 = \int (\rho_t u \cdot \nabla u_t) \cdot u_t \, dx = \int (\rho_t u \cdot \nabla u + \rho_t u_t \cdot \nabla u + \rho_t u \cdot \nabla u_t) \cdot u_t \, dx
\leq C(\|\rho_t\|_{L^2} \|u\|_{L^\infty} \|\nabla u\|_{L^2} \|u_t\|_{L^2} + \|u_t\|_{H^2} \|\nabla u\|_{L^2} + \|\rho_t\|_{L^2} \|\nabla u\|_{L^2} \|u_t\|_{L^2} + \|\rho_t\|_{L^2} \|\nabla u\|_{L^2} \|u_t\|_{L^2})
\leq C(\|\rho_t\|_{L^2}^2 + \|\nabla u\|_{L^2}^2) \leq C(1 + \|\nabla u\|_{L^2}^2),
$$

from which, together with (4.26) and Lemma 4.2, we have

$$
\int_0^T \|P_t \|_{L^2}^2 \, ds \leq \int_0^T C(\|u_t\|_{L^2} \|\nabla P\|_{L^2} + \|\nabla u\|_{L^2} \|P_t\|_{L^2} + \|\nabla u_t\|_{L^2})^2 \, ds \leq C.
$$

(4.28)
\[
L_3 + L_4 = - \int \rho u_t \cdot \nabla u \cdot u_t \, dx - \int \rho u \cdot \nabla u_t \cdot u_t \, dx \\
\leq \|\sqrt{\rho} u_t\|_{L^2} \|u_t\|_{L^2} \|\nabla u\|_{L^4} + \|\sqrt{\rho} u_t\|_{L^2} \|u\|_{L^\infty} \|\nabla u_t\|_{L^2} \\
\leq \frac{1}{4} \|\sqrt{\rho} u_t\|_{L^2}^2 + C \|\nabla u_t\|_{L^2}^2, \quad (4.33)
\]

\[
L_5 = - \int P_t \text{div} u_t \, dx \leq \|P_t\|_{L^2}^2 + \|\nabla u_t\|_{L^2}^2 \leq C + \|\nabla u_t\|_{L^2}^2, \quad (4.34)
\]

\[
L_6 + L_7 + L_8 = - \int \rho_0 \theta e_2 \cdot u_t \, dx - \int \rho_0 \theta e_2 \cdot u_t \, dx + \int \rho \theta e_2 \cdot u_t \, dx \\
\leq \|\rho_0\|_{L^2} \|\theta\|_{L^\infty} \|u_t\|_{L^2} + \|\rho_0 \theta e_2\|_{L^2} \|u_t\|_{L^4} + \|\sqrt{\rho} u_t\|_{L^2} \|\theta_t\|_{L^2} \\
\leq \frac{1}{4} \|\sqrt{\rho} u_t\|_{L^2}^2 + (\|\rho_0\|_{L^2}^2 + \|\nabla u_t\|_{L^2}^2 + \|\theta_t\|_{L^2}^2). \quad (4.35)
\]

At last, integrating (4.29) over time \((0, T)\) and inserting estimates (4.30)–(4.35), we have

\[
\int \mu |\nabla u_t|^2 \, dx + \int_0^T \int \rho u_t^2 \, dx \, ds \leq C + \int_0^T C(1 + \|\nabla u_t\|_{L^2}^2) \|\nabla u_t\|_{L^2}^2 \, ds, \quad (4.36)
\]

from which, together with Gronwall's inequality, (4.22) is obtained immediately. This completes the proof of Lemma 4.3. \(\square\)

**Lemma 4.4** Let \((\rho, u, \theta)\) be a classical solution of (1.2), (1.6)–(1.7) on \(\Omega \times (0, T]\), under the condition of Theorem 1.1, the following estimates hold:

\[
\sup_{0 \leq t \leq T} \left( \|\rho\|_{H^3} + \|P\|_{H^3} \right) \leq C(T), \quad (4.37)
\]

\[
\sup_{0 \leq t \leq T} \|\nabla u\|_{L^2}^2 + \int_0^T (\|\nabla u_t\|_{H^1}^2 + \|\nabla u\|_{H^1}^2) \, ds \leq C(T). \quad (4.38)
\]

\[
\sup_{0 \leq t \leq T} \left( \|\nabla \theta_t\|_{L^2}^2 + \|\nabla^3 \theta\|_{L^2}^2 \right) + \int_0^T (\|\nabla^4 \theta\|_{L^2}^2 + \|\theta_t\|_{L^2}^2) \, ds \leq C(T). \quad (4.39)
\]

**Proof** It follows from Lemma 4.3 that

\[
\|\nabla (\rho u)\|_{L^2} \leq \|\nabla \rho u_t\|_{L^2} + \|\nabla \rho \nabla u\|_{L^2} + \|\nabla \rho u \cdot \nabla u\|_{L^2} + \|\rho \nabla u \cdot \nabla u\|_{L^2} + \|\rho u \cdot \nabla^2 u\|_{L^2} \\
\leq \|\nabla \rho\|_{L^4} \|u_t\|_{L^4} + \|\nabla u_t\|_{L^2} + \|\nabla \rho\|_{L^4} \|u\|_{L^\infty} \|\nabla u\|_{L^2} \\
+ \|\nabla u\|_{L^4} \|u\|_{L^\infty} \|\nabla^2 u\|_{L^2} \leq C,
\]

which together with Lemma 4.1 gives

\[
\sup_{0 \leq t \leq T} \|\rho u\|_{H^1} \leq C. \quad (4.41)
\]

The standard \(H^1\) estimate for elliptic system (3.17) yields

\[
\|\nabla^2 u\|_{H^1} \leq C(\|\rho u\|_{H^1} + \|\nabla P\|_{H^1} + \|\rho \theta e_2\|_{H^1}) \leq C. \quad (4.42)
\]
Then, as a consequence of (4.2) and (4.42), we have
\[
\sup_{0 \leq t \leq T} \| \nabla u \|_{H^2} \leq C. \tag{4.43}
\]
Moreover, the standard $L^2$-estimate for elliptic system (3.17) and Lemma 4.3 yields that
\[
\| \nabla^2 u_t \|_{L^2} \leq C(\| \rho u_t \|_{L^2} + \| \rho \rho_{t} \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2})
\[
\leq C(\| \rho u_t \|_{L^2} + \| \rho \rho_{t} \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2})
\[
\leq C(\| \rho u_t \|_{L^2} + \| \rho \rho_{t} \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2} + \| \rho \rho_{u} \cdot \nabla u \|_{L^2})
\]
which together with (4.22) implies
\[
\int_0^T \| \nabla u_t \|_{H^1}^2 \, ds \leq C. \tag{4.45}
\]
On the other hand, applying the standard $H^2$-estimate for elliptic system (3.17) again leads to
\[
\| \nabla^2 u \|_{H^2} \leq C(\| \rho u \|_{H^2} + \| \nabla P \|_{H^2} + \| \rho \rho_{u} \cdot \nabla u \|_{H^2})
\[
\leq C(\| \nabla^2 (\rho u_t) \|_{L^2} + \| \nabla^2 (\rho u \cdot \nabla u) \|_{L^2} + \| \nabla^2 P \|_{L^2} + 1), \tag{4.46}
\]
where
\[
\| \nabla^2 (\rho u_t) \|_{L^2} \leq C(\| \nabla^2 \rho u_t \|_{L^2} + \| \nabla \rho \nabla u_t \|_{L^2} + \| \nabla^2 u \|_{L^2})
\[
\leq C(\| \nabla^2 \rho \|_{L^2} \| u_t \|_{L^\infty} + \| \nabla \rho \|_{L^2} \| \nabla u_t \|_{L^4} + \| \nabla^2 u_t \|_{L^2})
\[
\leq C(\| \nabla^2 \rho \|_{L^2} \| u_t \|_{H^1} + \| \nabla \rho \|_{H^1} \| \nabla u_t \|_{H^1} + \| \nabla^2 u_t \|_{L^2})
\]
\[
\leq C \| \nabla u_t \|_{H^1}, \tag{4.47}
\]
and
\[
\| \nabla^2 (\rho u \cdot \nabla u) \|_{L^2} \leq C(\| \nabla^2 \rho u \cdot \nabla u \|_{L^2} + \| \nabla^2 \rho \cdot \nabla u \|_{L^2} + \| \rho \cdot \nabla^2 u \|_{L^2})
\[
\leq C(\| \nabla^2 \rho u \cdot \nabla u \|_{L^2} + \| \nabla^2 \rho \cdot \nabla u \|_{L^2} + \| \rho \cdot \nabla^2 u \|_{L^2})
\[
\leq C(\| \nabla^2 \rho \|_{L^2} \| u \|_{L^\infty} \| \nabla u \|_{L^4} + \| \nabla^2 \rho \|_{L^2} \| u \|_{L^4} \| \nabla^2 u \|_{L^2} + \| \rho \|_{L^6} \| u \|_{L^6} \| \nabla^2 u \|_{L^2})
\]
\[
\leq C. \tag{4.48}
\]
In order to estimate the third term on the right-hand side of (4.46), applying \( \nabla^3 \) to (4.18) and integrating the resulting equation over \( \Omega \), we obtain

\[
\frac{d}{dt} \left\| \nabla^3 p \right\|_{L^2}^2 \\
\leq C \left( \left\| \nabla^3 u \cdot \nabla p \right\|_{L^2} + \left\| \nabla u \cdot \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 u \cdot \nabla^2 p \right\|_{L^2} + \left\| \nabla^4 u \cdot p \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 u \right\|_{L^\infty} \left\| \nabla p \right\|_{L^2} + \left\| \nabla u \right\|_{L^\infty} \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 u \right\|_{L^4} \left\| \nabla^2 p \right\|_{L^4} + \left\| \nabla^4 u \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

\[
\leq C \left( \left\| \nabla^3 p \right\|_{L^2} + \left\| \nabla^2 (\rho \mathbf{u}) \right\|_{L^2} + \left\| \nabla^3 (\rho \mathbf{u}) \right\|_{L^2} \right)
\]

which, together with Gronwall's inequality (4.45), implies that

\[
\sup_{0 \leq t \leq T} \left\| \nabla^3 p \right\|_{L^2} \leq C. \tag{4.50}
\]

Taking (4.45)–(4.50) into consideration, we have

\[
\int_0^T \left\| \nabla u \right\|_{H^1}^2 \, ds \leq C. \tag{4.51}
\]

It is easy to check that similar arguments work for \( \rho \) by using (4.51).

At last, in order to estimate the third-order derivative of temperature, differentiating (1.2) with respect to \( t \), we get

\[
\theta_t + u_t \cdot \nabla \theta - u \cdot \nabla \theta_t - \kappa \Delta \theta_t = 0. \tag{4.52}
\]

Then, multiplying (4.52) by \( \theta_t \) and then integrating the resulting equation over \( \Omega \), after integration by parts, we obtain

\[
\frac{\kappa}{2} \frac{d}{dt} \left\| \nabla \theta_t \right\|_{L^2}^2 + \left\| \theta_t \right\|_{L^2}^2 = -\int u_t \cdot \nabla \theta_t \theta_t \, dx - \int u \cdot \nabla \theta_t \theta_t \, dx
\]

\[
\leq \frac{1}{2} \left\| \theta_t \right\|_{L^2}^2 + \int |u_t \cdot \nabla \theta_t|^2 \, dx + \int |u_t \cdot \nabla \theta_t|^2 \, dx
\]

\[
\leq \frac{1}{2} \left\| \theta_t \right\|_{L^2}^2 + \left\| u_t \right\|_{H^1}^2 \left\| \nabla \theta_t \right\|_{L^2}^2 + \left\| u_t \right\|_{L^\infty} \left\| \nabla \theta_t \right\|_{L^2}^2
\]

\[
\leq \frac{1}{2} \left\| \theta_t \right\|_{L^2}^2 + C \left( \left\| u_t \right\|_{H^1}^2 \left\| \nabla \theta_t \right\|_{L^2}^2 + \left\| u_t \right\|_{H^1}^2 \left\| \nabla \theta_t \right\|_{L^2}^2 \right)
\]

\[
\leq \frac{1}{2} \left\| \theta_t \right\|_{L^2}^2 + C \left( 1 + \left\| u \right|_{H^2} \left\| \nabla \theta_t \right\|_{L^2}^2 \right), \tag{4.53}
\]
from which, together with Gronwall’s inequality, we have

$$\sup_{0 \leq t \leq T} \| \nabla \theta_t \|_{L^2}^2 + \int_0^T \| \theta_t \|_{L^2}^2 \, ds \leq C(T). \quad (4.54)$$

Now, we apply the operator $\nabla^3$ on both sides of equation (1.2)$_3$, then we have

$$\frac{1}{2} \frac{d}{dt} \left\| \nabla^3 \theta \right\|_{L^2}^2 + \kappa \left\| \nabla^4 \theta \right\|_{L^2}^2$$

$$= -\int \nabla^3 (u \cdot \nabla) \nabla^3 \theta \, dx$$

$$= -\int (\nabla^3 u \cdot \nabla) \nabla^3 \theta \, dx - \int (u \cdot \nabla^4) \nabla^3 \theta \, dx - 3 \int (\nabla^2 u \cdot \nabla^2) \nabla^3 \theta \, dx$$

$$- 3 \int (\nabla^3 u \cdot \nabla^3) \nabla^3 \theta \, dx$$

$$\leq C \left( \| \nabla^2 u \|_{L^2} \| \nabla \theta \|_{L^4} \| \nabla^3 \theta \|_{L^4} + \| u \|_{L^\infty} \| \nabla^4 \theta \|_{L^2} \right)$$

$$\leq C \left( \| \nabla^3 \theta \|_{L^2} \right)$$

$$\leq \frac{\kappa}{2} \left\| \nabla^3 \theta \right\|_{L^2}^2 + C \left( 1 + \left\| \nabla^3 \theta \right\|_{L^2}^2 \right). \quad (4.55)$$

from which, after integration over $(0, T)$, (4.39) is proved. Hence, the proof of Lemma 4.4 is completed.

**Lemma 4.5** Let $(\rho, u, \theta)$ be a classical solution of (1.2), (1.6)–(1.7) on $\Omega \times (0, T]$, under the condition of Theorem 1.1, the following estimates hold:

$$\sup_{0 \leq t \leq T} \left( \| \nabla u_t \|_{H^1}^2 + \| \nabla^4 u \|_{L^2}^2 \right) + \int_0^T \| \nabla u_t \|_{L^2}^2 \, ds \leq C(T). \quad (4.56)$$

$$\sup_{0 \leq t \leq T} \left( \| \nabla \theta_t \|_{H^1}^2 + \| \nabla^4 \theta \|_{L^2}^2 \right) + \int_0^T \| \nabla \theta_t \|_{L^2}^2 \, ds \leq C(T). \quad (4.57)$$

**Proof** First, differentiating (1.2)$_2$ with respect to $t$ twice, one can get

$$\rho u_{tt} + \rho u \cdot \nabla u_t - \mu \Delta u_t$$

$$= 2 \text{div}(\rho u) u_t + \text{div}(\rho u) u_t - 2(\rho u)_t \cdot \nabla u_t - (\rho u + 2\rho u_t) \cdot \nabla u$$

$$- \rho u_t \cdot \nabla u - \nabla P_u + \rho \theta e_2 + 2\rho \theta \theta e_2 + \rho \theta \theta e_2. \quad (4.58)$$

Multiplying (4.58) by $u_t$ and then integrating the resulting equation over $\Omega$, after integration by parts, we obtain

$$\frac{1}{2} \frac{d}{dt} \int \rho |u_t|^2 \, dx + \int \mu |\nabla u_t|^2 \, dx$$

$$= -4 \int \rho uu_t \cdot \nabla u_t \, dx - \int (\rho u)_t \cdot (\nabla (u_t \cdot u_t)) + 2\nabla u_t \cdot u_t) \, dx$$
Next, we estimate each term $M_i$, $i = 1, 2, 3, 4, 5$, as follows:

$$M_1 = -4 \int (\rho u_t) \cdot (\nabla (u_t \cdot u_t)) \, dx \leq C \|u\|_{L^\infty} \|\rho u_t\|_{L^2} \|\nabla u_t\|_{L^2}^2 \leq \delta \|\nabla u_t\|_{L^2}^2 + C \|\rho u_t\|_{L^2}^2, \tag{4.60}$$

It follows from Lemma 4.2, Lemma 4.3, and Lemma 4.4 that

$$M_2 = -\int (\rho u_t) \cdot (\nabla (u_t \cdot u_t) + 2\nabla u_t \cdot u_t) \, dx \leq C(\|\rho u_t\|_{L^2} \|u\|_{L^\infty} + \|\rho u_t\|_{L^2} \|u_t\|_{L^2} \|\nabla u_t\|_{L^2} \|\nabla u_t\|_{L^2}^2) \leq C(\|\rho u_t\|_{L^2} \|u_t\|_{L^2} \|u_t\|_{L^2} \|\nabla u_t\|_{L^2} \|\nabla u_t\|_{L^2}^2) \leq \delta \|\nabla u_t\|_{L^2}^2 + C \|\rho u_t\|_{L^2}^2, \tag{4.62}$$

$$M_3 = -\int (\rho u_t) \cdot (\nabla u_t \cdot u_t) \, dx \leq C(\|\rho u_t\|_{L^2} \|u_t\|_{L^\infty} \|\rho u_t\|_{L^2} \|u_t\|_{L^2} \|\nabla u_t\|_{L^2} \|\nabla u_t\|_{L^2}^2) \leq C(\|\rho u_t\|_{L^2} \|u_t\|_{L^2} \|u_t\|_{L^2} \|\nabla u_t\|_{L^2} \|\nabla u_t\|_{L^2}^2) \leq \delta \|\nabla u_t\|_{L^2}^2 + C \|\rho u_t\|_{L^2}^2, \tag{4.63}$$

$$M_4 + M_5 = -\int (\rho u_t) \cdot \nabla u_t \cdot u_t \, dx + \int P_t \text{div} u_t \, dx \leq C(\|\sqrt{\rho} u_t\|_{L^2} \|\nabla u_t\|_{L^2} \|u_t\|_{L^2} + \|P_t\|_{L^2} \|\nabla u_t\|_{L^2}) \leq C(\|\sqrt{\rho} u_t\|_{L^2} \|\nabla u_t\|_{L^2} \|u_t\|_{L^2} \|\nabla u_t\|_{L^2}^2 + \|P_t\|_{L^2} \|\nabla u_t\|_{L^2}^2) \leq \delta \|\nabla u_t\|_{L^2}^2 + C(\|\sqrt{\rho} u_t\|_{L^2}^2 + \|P_t\|_{L^2}^2), \tag{4.64}$$

$$M_6 = \int (\rho \theta e_2 + 2\rho \theta e_2 + \rho \theta e_2) \, dx \leq C(\|\rho \theta\|_{L^2} \|\theta\|_{L^\infty} + \|\rho \theta\|_{L^2} \|\theta_t\|_{L^2} + \|\rho\|_{L^\infty} \|\theta_t\|_{L^2} \|\theta_t\|_{L^2}^2) \leq \delta \|\theta_t\|_{L^2}^2 + C \|\rho \theta\|_{L^2}^2 \tag{4.65}$$

Substituting (4.60)–(4.64) into (4.59) and choosing $\delta$ suitably small, we get

$$\frac{d}{dt} \int \rho |u_t|^2 \, dx + \int \mu |\nabla u_t|^2 \, dx \leq C(\|\sqrt{\rho} u_t\|_{L^2}^2 + \|\rho u_t\|_{L^2}^2 + \|P_t\|_{L^2}^2 + \|\theta_t\|_{L^2}^2 + 1). \tag{4.65}$$
Then, integrating inequality (4.65) over \((0, T)\), together with (4.21) and Gronwall’s inequality, yields that

\[
\sup_{0 \leq t \leq T} \int \rho |u_t|^2 \, dx + \int_0^T \int |\nabla u_t|^2 \, dx \, ds \leq C(T). \tag{4.66}
\]

Then (4.56) follows from (4.22) and (4.44).

Next, differentiating (1.2) with respect to \(t\) twice, we get

\[
\theta_{tt} - \kappa \Delta \theta_t = -u_t \cdot \nabla \theta - 2u_t \cdot \nabla \theta_t - u \cdot \nabla \theta_t. \tag{4.67}
\]

Multiplying (4.67) by \(\theta_t\) and then integrating the resulting equation over \(\Omega\), after integration by parts, we have

\[
\frac{1}{2} \frac{d}{dt} \|\theta_t\|^2_{L^2} + \kappa \|\nabla \theta_t\|^2_{L^2} = -\int [(u \cdot \nabla) \theta]^t_0 \, dx
\]

\[
= -\int (u_t \cdot \nabla \theta + 2u_t \cdot \nabla \theta_t + u \cdot \nabla \theta_t) \theta_t \, dx
\]

\[
\leq C \left( \|u_t\|_{L^2} \|\theta\|_{L^2} \|\nabla \theta\|_{L^2} + \|u_t\|_{L^4} \|\nabla \theta\|_{L^4} \|\theta_t\|_{L^2} + \|\nabla u\|_{L^2} \|\theta_t\|^2_{L^2} \right)
\]

\[
\leq C \left( \|u_t\|_{L^2} \|\nabla u\|_{L^2} \|\nabla \theta_t\|_{L^2} + \|u_t\|_{L^2} \|\nabla \theta_t\|_{L^2} \|\theta_t\|_{L^2} \|\nabla \theta_t\|_{L^2} + \|\theta_{tt}\|_{L^2} \|\nabla \theta_t\|_{L^2} \right)
\]

\[
\leq \frac{\kappa}{2} \|\theta_t\|^2_{L^2} + C \left( 1 + \|\nabla u\|_{L^2}^2 + \|\theta_t\|_{L^2} \right), \tag{4.68}
\]

where in the last inequality we have used (4.22) and (4.39). Then, integrating inequality (4.68) over \((0, T)\), together with (4.56) and Gronwall’s inequality, yields that

\[
\sup_{0 \leq t \leq T} \|\theta_t\|^2_{L^2} + \int_0^T \kappa \|\nabla \theta_t\|^2_{L^2} \, ds \leq C(T). \tag{4.69}
\]

Furthermore, the standard \(L^2\)-estimate for elliptic system (4.52) and Lemma 4.3 yields that

\[
\|\nabla^2 \theta_t\|_{L^2} \leq C \left( \|\theta_t\|_{L^2} + \|u_t \cdot \nabla \theta\|_{L^2} + \|u \cdot \nabla \theta_t\|_{L^2} \right)
\]

\[
\leq C \left( 1 + \|u_t\|_{L^4} \|\nabla \theta\|_{L^4} + \|u\|_{L^\infty} \|\nabla \theta_t\|_{L^2} \right)
\]

\[
\leq C \left( 1 + \|\nabla u\|_{L^2} \|\nabla^2 \theta\|_{L^2} + \|\nabla \theta_t\|_{L^2} \right)
\]

\[
\leq C, \tag{4.70}
\]

where we have used (4.22), (4.39), (4.69). Hence, combining (1.2), (4.70), and Lemma 4.4, by using elliptic estimate, we have

\[
\|\nabla^4 \theta\|_{L^2} \leq C \left( \|\nabla^2 \theta_t\|_{L^2} + \|\nabla u \cdot \nabla^2 \theta\|_{L^2} + \|u \cdot \nabla^3 \theta\|_{H^2} \right) \leq C,
\]

by which we finish the proof of Lemma 4.5. \qed
Finally, by using the continuity argument, we can extend the local classical solution to a global one, and thus Theorem 1.1 is proved.
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