Accelerating inverse crystal structure prediction by machine learning: A case study of carbon allotropes
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Based on structure prediction method, the machine learning method is used instead of the density functional theory (DFT) method to predict the material properties, thereby accelerating the material search process. In this paper, we established a data set of carbon materials by high-throughput calculation with available carbon structures obtained from the Samara Carbon Allotrope Database. We then trained a machine learning (ML) model that specifically predicts the elastic modulus (bulk modulus, shear modulus, and the Young’s modulus) and confirmed that the accuracy is better than that of AFLOW–ML in predicting the elastic modulus of a carbon allotrope. We further combined our ML model with the CALYPSO code to search for new carbon structures with a high Young’s modulus. A new carbon allotrope not included in the Samara Carbon Allotrope Database, named Cmcm–C24, which exhibits a hardness greater than 80 GPa, was firstly revealed. The Cmcm–C24 phase was identified as a semiconductor with a direct bandgap. The structural stability, elastic modulus, and electronic properties of the new carbon allotrope were systematically studied, and the obtained results demonstrate the feasibility of ML methods accelerating the material search process.

1 Introduction

Machine learning (ML), as a data-driven approach for forecasting, decision making or classification, is playing an increasingly important role in materials science. For example, Deringer et al. [1] confirmed that a novel class of ML-based interatomic potentials can be used for random structure searching and to readily predict several hitherto unknown carbon allotropes. Zhuo et al. [2] developed an ML model that can accurately predict the bandgaps of inorganic solids. For the binary semiconductors [3] of groups III–V, II–VI and the ternary semiconductors [4] of groups I–III–VI2 and II–IV–V2, the accuracy of bandgap predictions using a neural network model was similar to that of predictions using density functional theory (DFT). In addition, support vector machine (SVM) model has been used to classify the crystal structures of transition metal phosphides and to predict equiatomic binary compounds leading to the discovery of several novel phases [5, 6]. Using the Inorganic Crystal Structure Database, Legrain et al. [7] trained an ML model to predict the vibration free energy and entropy of the compound crystals based on the material descriptors and found that the prediction accuracy was similar to that of DFT calculations. In 2016, Pilania et al. [8] established an ML model for the perovskite structure and successfully predicted a new perovskite structure. In 2017, Isayev et al. [9] used a combination of first-principles data and material structure relationship models in a materials database to establish an ML model that could quickly predict the properties of inorganic materials. To solve the problem of an insufficient material database of the target type, Zhang et al. [10] proposed a strategy of training a generalized ML model on a small data set, thereby expanding the application range of the ML method.

A computer-assisted inverse-design method for searching a special functional materials has been recently developed [11–13]. The main goal of this method is not only to find the global and/or local minima of the free energy surface but also to screen out structures with certain properties. The CALYPSO structure prediction method based on swarm intelligence is widely used in structural searches for new materials [14], and this method has been successfully applied to various systems [15–20]. Although this method has achieved wide success, the structures produced by CALYPSO in each generation have been optimized by first-principles calculations, thus costing valu-
able computing resources. In 2018, Tong et al. [21] used the method of constructing the ML potential to accelerate the prediction of crystal structures. Xia et al. [22] used a Gaussian process model to predict the energies of structures in the structure search process. After the structural optimization using ML, the calculation speed of the structural optimization part was greatly improved. However, in the process of structure inverse-design, the most time-consuming step is the property calculation of each crystal structure. Improving the efficiency of property predictions is a major challenge.

In the present work, on the basis of ML, we attempt to accelerate the calculations of elastic modulus. First, we trained three ML models for predicting the elastic modulus of known carbon materials using random forest (RF) algorithm, support vector machine regression (SVR) algorithm, and an artificial deep neural network (DNN) algorithm. After comparing the prediction accuracy of these three models, we chose the RF model as our final model. In addition, we confirmed that the accuracy of the RF model for predicting the elastic moduli of carbon materials is better than that of AFLOW-ML. For each generation of the structures generated by CALYPSO, we used ML models instead of DFT calculations to predict the elastic modulus of the structures, thereby accelerating the search process for a novel carbon structure with high elastic modulus. Ultimately, we obtained a new superhard carbon allotrope not included in the SACADA database [23]. The structural stability, elastic modulus, and electrical properties of this carbon allotrope were systematically studied.

2 Materials and methods

2.1 Computational method

The crystal structure prediction is based on the global minimization of energy surfaces merging ab initio total energy calculations as implemented in the CALYPSO code [14]. The variable cell structure predictions were performed at 0 GPa with 1 to 40 carbon atoms per simulation cell, and the structure searching simulation was stopped after ~5000 structures generated (the number of structures of each generation was set to 100). All calculations based on the first-principles method of density functional theory (DFT) and the projector augmented wave (PAW) [24] were performed via the Vienna ab initio simulation package (VASP) [25, 26]. The Perdew–Burke–Ernzerhof (PBE) functional of the generalized gradient approximation (GGA) [27, 28] was employed as the exchange and correlation functional. The cutoff energy of 900 eV was set for expanding the wave functions. The convergence criteria for structural optimizations were that the total energy of two adjacent steps should be less than $10^{-5}$ eV and the force per atom in the structural unit should be less than 0.05 eV/Å. The phonon spectra were calculated by using a finite displacement approach implemented in the PHONOPY code [29].

2.2 ML accelerated crystal structure searching

We proposed and implemented a method based on ML to accelerate crystal structure prediction and improve the search efficiency. The complete algorithmic process is shown in Fig. 1. An ML model that predicts specific properties was used to replace the property calculations based on VASP. We applied the improved structural search scheme to carbon materials. In the structure search process, we set the structural parameter that needed to be predicted as the elastic modulus, and finally obtained a new carbon phase that has not been previously reported.

2.3 Data extraction and ML training model

SACADA is a database containing many available data about three-dimensional (3D) carbon allotropes [23]. To supply the data set for ML, the crystal structures of 522 carbon materials extracted from the SACADA database were fully reoptimized on the basis of DFT using VASP within the GGA–PBE level. As a result, crystals with a high-pressure phase or unreasonable structure after optimization were removed and 490 reasonable crystal structures were retained; the elastic constants and bulk and shear moduli ($B$ and $G$) of the retained structures were calculated by DFT, and the Young’s modulus ($E$) was calculated by the formula $E = 9BG/(3B + G)$. In
the case of a small data set of carbon materials, choosing the feature descriptor with a higher correlation with the elastic modulus can avoid underfitting and improve generalization in the ML model. The MATMINER \cite{30}, a Python-based third-party library focused on material feature mining, can mine 273 descriptors used to describe crystal structures. In addition, adding irrelevant descriptors into the feature space will increase the complexity of the ML model and lead to overfitting of the model. An efficient method for screening out irrelevant features is to calculate the Pearson product-moment correlation coefficient (PPMCC) between the feature space and the target attribute (i.e., elastic modulus). PPMCC is defined as the quotient of covariance and standard deviation between two variables, and the coefficients range from $-1$ to $1$. After standardizing the data (where standardization refers to the data minus its average and then divided by its standard deviation to obtain data with a standard normal distribution with an average of 0 and a standard deviation of 1), 15 structure descriptors related to variables including the crystal system, space group, and the unit-cell volume, among others, were used to train and test the ML model. Among them, the PPMCC between density and elastic modulus was as high as 0.92. The extracted crystal structure descriptors constitute the feature space in the data set, and the elastic modulus was used as the target attribute in the data set.

The data set was divided into a training set and a test set. Because the data set was too small, the experiment was based on the distribution of the density descriptor values of the carbon structures in the dataset; 80% of the data sets were selected as the training set and 20% were used as the test set. The test-set and training-set partitioning is shown in Fig. 2, where the carbon structures in the test and training sets are shown to follow the same distribution.

Here, we selected the RF algorithm, SVR algorithm and DNN algorithm as the training algorithms for the ML model with a $k$-fold cross validation scheme, which refers to dividing the training set into $k$ sample subsets, each time using one sample subset as the validation set and the remaining $k-1$ sample subsets as the training set, repeated $k$ times. The cross-validation method helps to avoid overfitting and artificially high statistics. Following the RF, DNN, and SVR methods, 490 samples were used to train and test models that predicted $B$, $G$, and $E$, respectively. Excellent agreement was obtained between the DFT-calculated $B$, $G$, and $E$ values and the ML-predicted values, with the cross-validated root-mean-square error (CV-RMSE) following $\frac{1}{n} \sum_{k} \left( \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \right)^{1/2}$, where $k$ is the number of sample subsets, $n=5$ in the present paper, $a$ is the size of sub-sample set, and $y_i$ and $\hat{y}_i$ are the original and predicted values, respectively. CV-RMSE is commonly used and it makes an excellent general-purpose error metric for numerical predictions. The CV-RMSE values of the models trained by different algorithms are shown in Fig. 3. In the predictions of the shear modulus, bulk modulus, and the Young’s modulus, the performance of the RF model was better than those of the DNN model and the SVR model. Thus, under the condition of a small data set, the integrated learning method can effectively reduce the error of the model. We finally selected the RF model as a predictive model of the elastic modulus of carbon materials.

The RF model was trained according to Scikit-Learn, an open source third-party Python ML library. In the RF model, the main optimized hyperparameters were the number of decision stumps that make up the RF ($n$ _estimators_) and the maximum number of features used by the decision tree ($max$ _features_). The $n$ _estimator_ and $max$ _features_ of the RF model used to predict the Young’s modulus were 123 and 8, respectively. The $n$ _estimator_ and $max$ _features_ of the RF model used to predict the shear modulus were 41 and 10, respectively. The
3 Results and discussion

Our trained model and AFLOW-ML [31–33] predicted 490 carbon structures, the results are shown in Fig. 4. In Fig. 4(a), the RF model predicts the bulk modulus with a RMSE of 10.16 GPa, which is 21.10 GPa less than the RMSE of the value predicted by AFLOW-ML. In Fig. 4(b), the RF model predicts a shear modulus with a RMSE of 15.92 GPa, which is a 39.23 GPa lower than the RMSE of the prediction of AFLOW-ML. For the predictions of the Young’s modulus, because it cannot be obtained by AFLOW-ML directly, we used the formula $E = \frac{9BG}{3B + G}$ (where $B$ and $G$ are obtained by AFLOW-ML) to represent the AFLOW-ML results. Figure 4(c) shows that the RMSE for the RF prediction of the Young’s modulus is 31.11 GPa, which is 73.60 GPa lower than the RMSE of the AFLOW-ML direct prediction. These results show that the model error of predicting the Young’s modulus is greatly reduced compared with the results of AFLOW-ML. In the RF model, the error only arises from the DFT calculation and the error of the model itself. In AFLOW-ML, the Young’s modulus calculated using the values of the bulk modulus and shear modulus predicted by AFLOW-ML (since AFLOW-ML cannot predict the Young’s modulus) leads to the error including the error of the AFLOW-ML-predicted bulk modulus and shear modulus.

We added the model of predicting the Young’s modulus to the structure search processing and searched a large number of stable structures within a short time. Numerous well-known superhard carbon allotropes with a high Young’s modulus, including lonsdaleite, $M$-carbon, $Z$-carbon, and $F$-carbon [34–38], have also been reproduced, which demonstrates that our method is feasible. In addition, we found a stable superhard carbon phase with relative enthalpy ($\Delta H$) to diamond less than 0.40 eV/atom. The crystal structure of this new carbon phase belongs to the space group $Cmcm$ (space group No. 63). A unit cell comprises 24 carbon atoms. The lattice parameters of this $Cmcm$-C24 are $a = 7.641\ \text{Å}$, $b = 4.361\ \text{Å}$, and $c = 4.459\ \text{Å}$. The $Cmcm$-C24 has 16h and 8f Wyckoff positions: C1 16h (−0.67397, −0.34074, 0.56989), and C2 8f (0.00000, −0.34751, 1.42327). The crystal structure of $Cmcm$-C24 is shown in Fig. 5(a). The enthalpy of the carbon phase relative to diamond was calculated using the formula $\Delta H = H_{\text{new phase}}/n_1 - H_{\text{diamond}}/n_2$, where $n_1$ and $n_2$ are the numbers of atoms per unit cell of each carbon phase. The calculated relative enthalpy is 0.32 eV/atom, as listed in Table 1. The elastic constants of $Cmcm$-C24 are $C_{11} = 928 \text{ GPa}$, $C_{22} = 1039 \text{ GPa}$, $C_{33} = 738 \text{ GPa}$, $C_{44} = 397 \text{ GPa}$, $C_{55} = 314 \text{ GPa}$,
Table 1: Lattice constants (in Å), relative enthalpy to diamond (in eV/atom), shear modulus $G$ (in GPa), Young’s modulus $E$ (in GPa), bulk modulus $B$ (in GPa), and Poisson’s ratio of $\text{Cmcm}$-$\text{C24}$.  

| Structure | Space group | $a$ | $b$ | $c$ | Relative enthalpy | $G$  | $E$  | $B$  | Poisson’s ratio |
|-----------|-------------|-----|-----|-----|------------------|------|------|------|----------------|
| $\text{Cmcm}$-$\text{C24}$ | $\text{Cmcm}$ | 7.641 | 4.361 | 4.459 | 0.32 | 382 | 859 | 379 | 0.12 |

Fig. 5: Crystal structure (a) and the directional dependence of the Young’s modulus (b) of $\text{Cmcm}$-$\text{C24}$.  

$C_{66} = 444$ GPa, $C_{12} = 98$ GPa, $C_{13} = 142$ GPa, and $C_{23} = 125$ GPa. Clearly, the elastic matrix is positive definite, which means $\text{Cmcm}$-$\text{C24}$ is mechanically stable. The shear modulus, Young’s modulus, bulk modulus, and Poisson’s ratio were obtained by using the Voigt–Reuss–Hill approximation [39] and are shown in Table 1. The 3D directional dependence of the Young’s modulus of $\text{Cmcm}$-$\text{C24}$ is shown in Fig. 5(b). As shown in Fig. 5(b), the new structure exhibits substantial anisotropy, as indicated by its contour lines of the Young’s modulus in the $xy$, $yz$, and $zx$ planes deviating from a circle. To confirm the stability of the novel phase, the phonon spectra of the new carbon phase were calculated. The results [Fig. 6(a)] show that $\text{Cmcm}$-$\text{C24}$ is thermodynamically stable because no imaginary frequencies are observed throughout the whole Brillouin zone.  

The band structure of $\text{Cmcm}$-$\text{C24}$ was first calculated via standard DFT using the PBE functional, and the calculated bandgap was 2.23 eV. Because the standard DFT calculations usually underestimate bandgaps of semiconductors, the advanced, more computationally demanding hybrid functional HSE06 was used to predict the bandgap more accurately. The band structure of $\text{Cmcm}$-$\text{C24}$ at the HSE06 level is presented in Fig. 6(b). The band structure clearly demonstrates that $\text{Cmcm}$-$\text{C24}$ exhibits a direct bandgap of 3.32 eV. In addition, the hardness of $\text{Cmcm}$-$\text{C24}$ was predicted to be 82 GPa by using the Lyakhov–Oganov approach [40], which is larger than the superhard standard of 40 GPa. Thus, this $\text{Cmcm}$-$\text{C24}$ is a potential superhard material.  

4 Conclusion 

In summary, we trained an ML model based on a self-built carbon structure database, and specifically predicted the elastic modulus of carbon materials. A comparison of the predictions with those of the AFLOW-ML model fully verified the validity and efficiency of our ML model on the basis of its application to predict the elastic modulus of carbon materials. In combination with the CALYPSO structure search software, our ML model was used instead of DFT calculations to predict the elastic modulus of the structure in the structure search process, thereby greatly reducing the time for calculating the elastic modulus. A new stable carbon allotrope, $\text{Cmcm}$-$\text{C24}$, with a low enthalpy and high elastic modulus was discovered through this improved structural search. Further, we confirmed that $\text{Cmcm}$-$\text{C24}$ is a direct-bandgap semiconductor with a gap of 3.32 eV at the HSE06 level.  
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