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Abstract—In this paper, we design the joint decoding (JD) of non-orthogonal multiple access (NOMA) systems employing short block length codes. We first proposed a low-complexity soft-output ordered-statistics decoding (LC-SOSD) based on a decoding stopping condition, derived from approximations of the a-posterior probability of codeword estimates. Simulation results show that LC-SOSD has the similar mutual information transform property to the original SOSD with a significantly reduced complexity. Then, based on the analysis, an efficient JD receiver which combines the parallel interference cancellation (PIC) and the proposed LC-SOSD is developed for NOMA systems. Two novel techniques, namely decoding switch (DS) and decoding combiner (DC), are introduced to accelerate the convergence speed. Simulation results show that the proposed receiver can achieve a lower bit-error rate (BER) compared to the successive interference cancellation (SIC) decoding over the additive-white-Gaussian-noise (AWGN) and fading channel, with a lower complexity in terms of the number of decoding iterations.

I. INTRODUCTION

Ultra-reliable and low-latency communications (URLLC) have attracted great attention in 5G and upcoming 6G for mission-critical services [1], [2]. Ultra-low latency requires low complexity receivers and mandates the use of short block-length codes (≤ 150 bits) [1]. Also, the scalable and reliable connectivity for a large number of users with limited channel spectrum resources is required for mission-critical services [3]. Non-orthogonal multiple access (NOMA) has recently gained popularity as a promising technique for improving spectral efficiency [3]. It allows users to transmit signals that are non-orthogonal in terms of frequency, time, or code domains in a superposed manner. The superposed signals can be detected using the successive interference cancellation (SIC) [3]. NOMA can achieve certain corner points of the multiple-access channel (MAC) capacity region using SIC in the asymptotically large block length scenario [3]. However, SIC is insufficient for URLLC applications due to its sequential nature. Specifically, the last decoded user has the worst latency, whereas the first decoded user faces severe multi-access interference (MAI). NOMA should use a low-complexity joint decoding (JD) instead of SIC when providing URLLC services.

The complexity of the maximum-likelihood (ML) JD of multi-user transmission grows exponentially with the number of users and codebook size. Many low-complexity JD schemes have been proposed in [3]–[12] for asymptotically large block length scenarios. They typically combine a multi-user detector (MUD) and an a-posterior probability (APP) decoder, to iteratively perform MAI cancellation and decoding. With this iterative structure, LDPC codes with large length were analyzed and optimized for NOMA with belief propagation (BP) decoding [5], [9], [12]. Receiver designs with moderate/long polar codes were investigated in [8], [10] using BP or successive cancellation list (SCL) decoding. Although notable studies have been made for moderate/long block codes, designing practical NOMA JD receivers for short block length codes is rarely attempted in literature.

Two critical factors should be carefully considered in the short block length regime: 1) the coding scheme and 2) the decoding algorithm. Most of the conventional powerful codes, including LDPC and Polar codes, fall short under the short block length regime when compared to the normal approximation (NA) bound [13], [14]. The short BCH codes have gained interest from the research community recently [13], [15], [16]. BCH codes outperform other existing short codes in terms of block-error-rate performance and approximately approach NA, but its ML decoding is highly complex. As a universal near-ML decoder, the ordered-statistics decoding (OSD) rekindled interests [16]–[19] in decoding high-density codes like BCH codes. In [20], OSD was modified to output the posterior log-likelihood ratio (LLR) of codeword bits, referred to as soft-output OSD (SOSD). SOSD with high decoding order approximates the Max-Log-MAP algorithm [21].

In this paper, we design an iterative JD receiver for power-domain NOMA systems with short block codes based on SOSD. We first propose a low-complexity SOSD (LC-SOSD). We show that APPs of codeword estimates in SOSD can be approximated by a so-called success probability (SP). Then, SOSD can be terminated early when SP satisfies a certain threshold. Simulations show that LC-SOSD has the similar mutual information (MI) transform as the original SOSD but with less complexity. Next, an iterative JD receiver is devised by combining parallel interference canceller (PIC) [22] and LC-SOSD. Two techniques, decoding switch (DS) and decoding combiner (DC), are introduced to improve the proposed receiver. DS regulates LC-SOSD participation at early receiving iterations when MAI is high. DC, on the other hand, adaptively combines the decoder input and output based on a predefined decoding quality. Comparisons are made between the proposed JD and SIC for decoding short BCH codes over additive-white-Gaussian-noise (AWGN) and fading channels. It is shown that the proposed scheme achieves a lower bit-error rate (BER) than SIC decoding, while having fewer decoding iterations and a lower decoding complexity per iteration.

The rest of this paper is organized as follows. Section II introduces the system model. Section III and IV discuss LC-SOSD and the proposed JD Receiver, respectively. Section V presents the simulation results. Section VI concludes the paper.

Notation: We use \( \Pr(\cdot) \) to denote the probability of an event. We use \( [a_1, a_2, \ldots, a_v]^T \) to denote a row vector containing element \( a_{u\ell} \) for \( u \leq \ell \leq v \). \( \mathcal{O}(\cdot) \) is the big-O operand.

II. PRELIMINARIES

A. System Model

We consider a binary phase shift keying (BPSK) signal transmission over a block-fading channel in uplink NOMA with \( N_{u} \) simultaneous users. Given generator matrix \( G \) of code
\( C(n, k) \), the information block of user \( u \), \( b(u) \), is encoded to the codeword, \( c(u) \), with \( c(u) = h(u)G \), where \( k \) and \( n \) denote the information block and codeword lengths, respectively. Generator matrix \( G \) is identical for all users. The codeword \( c(u) \) is interleaved by a random interleaver \( \Pi_i \). All users simultaneously transmit the modulated symbol to the base station non-orthogonally. At the base station, the superposed signal \( r \) is received as

\[
\mathbf{r} = h\mathbf{X} + \mathbf{w},
\]

where \( h = [h^{(1)}, \ldots, h^{(N_u)}] \) is the channel coefficient vector. Coefficient \( h(u) \) follows a scaled complex variable \( h(u) \sim \rho(u)CN(0,1) \), where \( \rho(u)^2 \) is the average receiving power of user \( u \). \( \mathbf{X} = [x^{(1)}, x^{(2)}, \ldots, x^{(N_u)}] \) is a \( N_u \times n \) matrix of modulated symbols, where \( x(u) \) is the symbol vector of \( c(u) \), i.e., \( x(u) = (-1)^{c(u)} \) for \( 1 \leq i \leq n \). \( \mathbf{w} = [w_i] \) is the independent AWGN vector, where \( w_i \sim CN(0, \sigma^2) \). At the receiver, we assume that the channel coefficients are known a priori, and define the multi-user SNR as \( \text{SNR} = \sum_{u=1}^{N_u} \frac{1}{\sigma^2} (\rho(u)^2) \).

The signal \( r \) is received by the iterative JD receiver as shown in Fig 1. For clarity of notation, we do not differentiate variables before and after interleavers. We note that interleavers are effective in reducing the correlation between the signals of different users [31, 23]. The JD receiver has two major phases. First, DS is off at the beginning of JD. PIC finds the extrinsic LLRs, \( \ell(u)(t) = [\ell(u)(t)]_{i=1}^{t} \), where \( t \) is the iteration index. Then, \( e(u)(t) \leftarrow \ell(u)(t) \) is directly feedback to PIC, serving as the prior LLRs for the next iteration. Second, DS is turned on after a few iterations. \( \ell(u)(t) \) is input to LC-SOSD to output \( \delta(u)(t) \). Then, DC combines \( \delta(u)(t) \) and \( \ell(u)(t) \) to obtain \( \varphi(u)(t) \) according to the decoding quality. Finally, \( e(u)(t) \leftarrow \varphi(u)(t) \) is feedback to PIC for the next iteration.

**B. Ordered-Statistics Decoding**

We briefly introduce the OSD algorithm as follows. A sequence of LLR \( \ell = [\ell_i]_{i=1}^{n} \) of the transmitted codeword \( c \) is input to OSD, defined as \( \ell_i \equiv \log \frac{P(c_i = 1 \mid x)}{P(c_i = 0 \mid x)} \) conditioning on a observation \( x \) of \( c \). Starting OSD, the bit-wise hard-decision estimate \( y = [y_i]_i \) is first obtained based on \( \ell \) according to \( y_i = 1 \) for \( \ell_i < 0 \) and \( y_i = 0 \) for \( \ell_i > 0 \). We define the magnitude of LLR \( \ell_i \), as the reliability of \( y_i \), denoted by \( \alpha_i = |\ell_i| \), where \( | \cdot | \) is the absolute operation.

Then, a permutation \( \pi_1 \) is performed to sort \( \ell \) and columns of \( G \) in the descending order of reliabilities \( \alpha \). Next, Gaussian elimination (GE) is performed to obtain the systematic form of permuted matrix \( \pi_1(G) \), i.e., \( \hat{G} = [I_k \ \bar{P}] \), where \( I_k \) is a \( k \times k \) identity matrix and \( \bar{P} \) is the parity sub-matrix. An additional permutation \( \pi_2 \) may occur during GE to ensure that the first \( k \) columns of \( G \) are linearly independent. After all permutations, the input LLR, reliability, and the generator matrix are permuted to \( \hat{\ell} = \pi_2(\pi_1(\ell)) \), \( \hat{\alpha} = \pi_2(\pi_1(\alpha)) \), and \( \hat{G} = \pi_2(\pi_1(G)) \), respectively. As shown by [17 Eq. (59)], \( \pi_2 \) can be usually omitted. \( \bar{y}_B = [\bar{y}_i]_{i=1}^{k} \) is referred to as the most reliable basis (MRB). Throughout the paper, we use subscript B and P to denote the first \( k \) positions and the rest positions of a length-\( n \) vector, e.g., \( \bar{y} = [\bar{y}_B \ \bar{y}_P] \).

In OSD, a number of TEPs are checked to find the best codeword estimate. A codeword estimate \( \bar{c}_e \) is generated by re-encoding a TEP \( e = [e_i]_{i=1}^{n} \) as follows: \( \bar{c}_e = [\bar{y}_B \ e] \hat{G} = [\bar{y}_B \ e \ \bar{P}] \), where \( \bar{c}_e = [\bar{c}_e]_{n} \) is the codeword estimate with respect to \( e \). TEPs are checked in an increasing order of their Hamming weights. The maximum Hamming weight of the TEP will be limited, which is referred to as the decoding order. As shown in [17], the overall complexity of OSD is highly determined by the size of TEP list.

For BPSK modulation, finding the best ordered codeword estimation \( \bar{c}_{op} \) is equivalent to minimizing the weighted Hamming distance (WHD) between \( \bar{c}_e \) and \( y \), which is defined as \( d(\bar{c}_e, y) \). The optimal Hamming weight of the TEP will be limited, which is referred to as the decoding order. As shown in [17], [19], the overall complexity of OSD is highly determined by the size of TEP list.

In [20], OSD was modified to output soft information, which is referred to as the SOSD. Given the input LLR sequence \( \ell \), after decoding, the extrinsic LLR of the \( \ell_i \) is derived as [20]

\[
\delta_i = (-1)^{\bar{c}_{op,i}} \log \left( \frac{P(c_{op} = c_i \mid \ell)}{P(c_{op} = c_i \mid \ell)} \right) - \ell_i \label{eq:d}
\]

where \( c(i:0) \) and \( c(i:1) \) are respectively the codeword estimate whose \( i \)-th bit is 0 and 1, with lowest WHD to \( y \).

**III. Low-complexity OSD**

In order to employ early decoding stopping conditions to reduce the complexity of OSD, we can rewrite (2) as

\[
\delta_i = (-1)^{\bar{c}_{op,i}} \log \left( \frac{P(c_{op} = c_i \mid \ell)}{P(c_{op} = c_i \mid \ell)} \right) - \ell_i.
\]

We can see that \( P(c_{op} = c_i \mid \ell) \) is identical to any position \( i \), \( 1 \leq i \leq n \), in the same transmitted block. On the other hand, \( c_{sub}(i) \) denotes the most likely codeword in the set \( C(1-\bar{c}_{op,i}) = \{ c \in C : c_i = 1 - \bar{c}_{op,i} \} \), which is in fact one of the sub-optimal codewords in the codebook \( C(n,k) \). We note that \( c_{sub}(i) \) might differ for different position \( i \). The approach of LC-SOSD is to directly approximate the APPs \( P(c_{op} = c_i \mid \ell) \) and \( P(c_{sub}(i) = c_i \mid \ell) \). Then, the decoding is terminated early when APPs satisfy some conditions.

**A. Approximation of the APPs of the Codeword Estimates**

In [19], a probability regarding a TEP \( e \), referred to as the success probability (SP), is used to evaluate the likelihood of estimate \( e \). Let \( \bar{c}_e = [\bar{c}_B \ \bar{c}_P] \) denote the hard-decision error pattern over the vector \( \bar{y} \), i.e., \( \bar{c}_e = \bar{y} \oplus \bar{c} \), where \( \bar{c} \) is the permuted transmitted codeword, i.e., \( \bar{c} = \pi_2(\pi_1(c)) \). Then, the SP is defined as a conditional probability \( P(e = \bar{c}_B \mid \ell, D_e = d_e) \), where \( D_e \) is a random variable representing the WHD \( d_e \). Next, we prove that the SP of \( e \) is equivalent to the APP of the corresponding codeword estimate, i.e., \( P(c_e = c_i \mid \ell) \). To begin, we have the following proposition.

**Proposition 1.** If the errors of MRB \( \bar{y}_B \) is eliminated by a TEP \( e \), the corresponding codeword estimate \( c_e \) of \( e \) is the transmitted codeword \( c \).

**Proof:** There are maximum \( 2^k \) possible TEPs corresponding to \( 2^k \) different codewords of \( C(n,k) \). Also, the hard-decision vector \( \bar{y} \) can be represented as \( \bar{y} = \bar{c} \oplus \bar{e} \).

\[1\] There exist relationships \( \bar{c}_e = \pi_2(\pi_1(c_e)) \) and \( c_e = \pi_2^{-1}(\pi_1^{-1}(\bar{c}_e)) \). For simplicity, we refer to both \( \bar{c}_e \) and \( c_e \) as codeword estimates.
If the errors of MRB $\tilde{e}_B$ are not eliminated by a TEP $e'$, the codeword estimate $\tilde{c}_e'$ corresponding to $e'$ can be re-written as $\tilde{c}_e' = y|\tilde{e}|e'|G = \tilde{c}_B|\tilde{e}|e'|G$. Since $\tilde{c}_B|\tilde{e}|e' \neq 0$, $\tilde{c}_e'$ is not the correct codeword estimate, i.e., $\tilde{c}_e' \neq \tilde{c}_e$. Furthermore, by considering that there are $2^k$ TEPs in total, there is only one TEP $e$ that can eliminate the MRB errors $\tilde{e}_B$. Thus, we can conclude that the codeword estimate $\tilde{c}_e$ regarding $e$ has to be the transmitted codeword.

From Proposition 1 we can directly conclude that $Pr(e = e_0|\ell, D_e = \tilde{d}_e) = Pr(\tilde{c}_e = c|\ell)$. Then, we have the following proposition.

**Proposition 2.** For a codeword estimate $\tilde{c}_e$ and its corresponding TEP $e$, $Pr(e = e_0|\ell, D_e = \tilde{d}_e) = Pr(\tilde{c}_e = c|\ell)$.

Proposition 2 is immediately proved by noting that the condition $\{D_e = \tilde{d}_e\}$ is held when $\ell$ and $c_e$ are given according to the definition of WHD $d_e$.

Proposition 2 indicates that SP is equivalent to the APP of a codeword estimate. Furthermore, since $\ell$ determines $\widetilde{y}$, we can rewrite $Pr(e = e_0|\ell, D_e = \tilde{d}_e)$ as $Pr(e|\ell, d_e)$, where $d_e = \tilde{c}_e \oplus \widetilde{y}$ is the difference pattern between $\tilde{c}_e$ and $\widetilde{y}$. Using the approach in [19] Corollary 6), the SP $Pr(e|\ell, d_e)$ can be approximately derived as

$$Pr(e|\ell, D_e) \approx \frac{1}{1 + P(i)^{d_e,i} \left(1 - P(i)\right)^{\ell - n}} \cdot \sum_{d_e,i} P(i)^{d_e,i} \left(1 - P(i)\right)^{\ell - n},$$

where $P(i)$ is the probability that the $i$-th bits of $\widetilde{y}$ is in error conditioning on $\ell$, i.e.

$$P(i) = \left(1 + \exp(|i|)\right)^{-1},$$

and $P(e)$ is given by $P(e) = \prod_{1 \leq i \leq k} P(i)^{d_e,i} \left(1 - P(i)\right)^{d_e,i}$.

The approximation in (4) comes from assuming $C(n,k)$ as a random code. By reusing $P(i)$, (4) is computed with $O(n)$ multiplications. We omit the detailed derivation of (4) due to space limits and refer readers to our previous work [19].

If SP can be computed precisely, $Pr(e|\ell, D_e) \geq 0.5$ indicates that $\tilde{c}_e$ must be the optimal codeword estimate, because APPs of all possible codeword estimates sum up to 1. However, because only approximates SP, we need to introduce a parameter $0.5 < \lambda \leq 1$. Then, if $Pr(e|\ell, D_e) \geq \lambda$, $\tilde{c}_e$ is claimed as the $\tilde{c}_{op}$, and $Pr(e|\ell, D_e) = c|\ell$ in (5) is found accordingly. Unlike $Pr(e|\ell, D_e) = c|\ell$ in (5), it is hardly early identified, because the sum of APPs of all codewords in $C(1-(n-1), k)$ is unknown. Thus, we simply approximate $Pr(e|\ell, D_e) = c|\ell$ by the maximum SP among all generated codewords, whose $i$-th bit is opposite to $\tilde{c}_{op}$. Later, we will show that this approximation only deviates the output marginally in terms of MI transform.

**Algorithm of LC-SOSD.**

An order-$m$ LC-SOSD re-encodes the TEPs sequentially from $e_1$ to $e_{N_m}$, where $N_m = \sum_{j=0}^{m-1} (\binom{n}{j})$. It calculates and stores the SP according to (3) every time after re-encoding a TEP $e$. Let $N_a$ denote the number of TEPs that have been re-encoded during the decoding. $1 \leq N_a \leq N_m$. Then, computed SPs are stored in a set $P$, i.e., $P = \{Pr(e_1|\ell, D_e), \ldots, Pr(e_{N_a}|\ell, D_e)\}$. On the other hand, two-length-$n$ lists, $P(1) = \{P(1), P(2), \ldots, P(i)\}$ and $P(0) = \{P(0), P(0), \ldots, P(0)\}$ are initialized with $P(1) = P(0) = 0$ for $1 \leq i < n$. When a codeword estimate $\tilde{c}_e$ is generated, $P(\tilde{c}_e,i)$ is updated to $P(\tilde{c}_e,i) = Pr(e|\ell, D_e)$ if $Pr(e|\ell, D_e) \geq P(\tilde{c}_e,i)$.

Moreover, let $P_{\max}$ denote the maximum entry in $P$, i.e.,

$$P_{\max} \triangleq \max \{Pr(e_1|\ell, D_e) : 1 \leq i \leq N_a\}.$$ (6)

Then, for a predetermined $\tau$, $0.5 \leq \tau \leq 1$, the LC-SOSD is terminated immediately if the following conditions are both satisfied: 1) $P_{\max} \geq \tau$ and 2) $\min\{P(1)\} > 0$ and $\min\{P(0)\} > 0$. The second condition is for avoiding infinite values of posterior LLR. Upon the termination of decoding, the ordered extrinsic LLR $\delta_i$ corresponding to $\ell_i$ is obtained as

$$\tilde{\delta}_i \approx (-1)^{d_{op,i}} \log \left(\frac{P_{\max}}{P(1)_{d_{op,i}}}\right) - \ell_i.$$ (7)

Finally, the posterior LLRs are output by performing the inverse permutation of OSD, i.e., $\delta = \pi^{-1}_1(\pi^{-1}_2(\tilde{\delta}))$.

To further reduce the decoding complexity, we also integrate the TEPs discarding rule of [16]. Specifically, each TEP $e$ is associated with a probability $P_{\tilde{e}}(e)$ [16] Eq. (8)] computed before re-encoding. Then, if $P_{\tilde{e}}(e)$ is less than a threshold $\lambda_p$, the TEP $e$ is skipped without re-encoding. This discarding rule can be implemented efficiently to reduce the complexity of OSD. We refer interested readers to [16]. The algorithm of the proposed LC-SOSD is summarized in Algorithm 1.

**Algorithm 1 The proposed LC-SOSD**

**Require:** $G, m, \ell, \lambda_s$, and $\lambda_p$

**Ensure:** The extrinsic LLR $\delta$

1: Calculate reliability value $\alpha_i = |\ell_i|$
2: Hard decision: $y_i = 1$ for $\ell_i < 0$ and $y_i = 0$, otherwise.
3: Permutations and GE to obtain $\alpha, \ell, \tilde{y}$, and $\tilde{G}$
4: Initialize $P(1), P(0)$ and $P_{\max} = 0$
5: for $l = 0 : m$ do
6: for $i = 1 : (\binom{n}{i})$ do
7: Take an new TEP $e_i$ with Hamming weight $l$
8: Compute $P_{\tilde{e}}(e_i)$ according to [16] Eq. (8)]
9: if $P_{\tilde{e}}(e_i) \leq \lambda_p$ then Continue
10: Re-encoding $\tilde{c}_e = \tilde{y} \oplus e \tilde{G}$
11: Compute $Pr(e_1|\ell, D_e)$ according to (4)
12: if $Pr(e_1|\ell, D_e) \geq P_{\max}$ then
13: $P_{\max} = Pr(e_1|\ell, D_e)$ and $c_{op} = \tilde{c}_e$
14: for $j = 1 : n$ do
15: if $Pr(e_1|\ell, D_e) \geq P_{\tilde{e}(i,n)}$ then $P_{\tilde{e}(i,n)} = Pr(e_1|\ell, D_e)$
16: if $P_{\max} \geq \lambda_s, \min\{P(1)\} > 0, \min\{P(0)\} > 0$ then
17: Go to step 19
18: Calculate $\delta = \pi^{-1}_1(\pi^{-1}_2(\tilde{\delta}))$
19: return $\delta = \pi^{-1}_1(\pi^{-1}_2(\tilde{\delta}))$

**C. Comparison with the Original SOSD**

We compare the outputs of LC-SOSD and the original SOSD by comparing their MI transform features. Assuming that the input LRL $\ell$ follows a Gaussian distribution with variance $\sigma_{\ell}^2$, the input MI is given by [24] Eq. (14)]

$$I_M(\sigma_{\ell}^2) = \frac{1}{\sqrt{2\pi}\sigma_{\ell}^2} \int_{-\infty}^{\infty} e^{-\frac{(x-\pi_{\ell})^2}{2\sigma_{\ell}^2}} \log_2(1 + e^{-x}) dx.$$ (8)

MI reflects the divergence between the transmitted symbol and the estimated symbol evaluated from LLR [24]. Assume that the $\delta$ is also Gaussian and has the variance $\sigma_{\delta}^2$. Then, $\delta$ introduces the output MI $I_M(\sigma_{\delta}^2)$. The Gaussian assumption
of $\delta_t$ has been widely applied and validated in the EXIT-chart analyses [24]. In Fig. 3, we compare $I_M(\sigma^2_t)$ as a function of $I_M(\sigma^2_t)$. In LC-SOSD, we set $\lambda = 0.99$, and $\lambda_p$ is set according to [16]. The (8, 4, 4) eBCH code and (64, 32, 14) are decoded with order-2 and order-3 decoders, respectively. As shown, LC-SOSD has a very similar MI transform feature to the original SOSD. From Fig. 2, when $I_M(\sigma^2_t)$ is larger than 0.5 (i.e., moderate-to-high SNR), LC-SOSD can significantly reduce the number of required TEPs, resulting in a considerably lower complexity. For example, in decoding (64, 30) eBCH, LC-SOSD requires 31 TEPs, compared to 4526 TEPs required by the original SOSD.

IV. NOMA JD RECEIVER WITH LC-SOSD

In this section, we elaborate on the details of the iterative JD receiver, shown in Fig. 1.

A. Parallel Interference Canceller

We apply PIC to perform MUD for the considered short block-length regime, as PIC has been shown to nearly approach MAC capacity in MIMO and MIMO-NOMA systems in the large block-length scenarios [6, 22]. Taking the procedure for user $u$ as an example, the priori information $e^{(u)}(t-1)$ is fed to PIC at the beginning of iteration $t$, $t > 1$. We initialize $e^{(u)}(0) = 0$ for the first iteration. For the $i$-th transmitted symbol of user $u$, $x^{(u)}_i$, PIC estimates its mean and variance, respectively, as [22]

$$\mu_i^{(u)} = \tanh\left(\frac{e^{(u)}_i(t-1)}{2}\right) \quad \text{and} \quad \nu_i^{(u)} = 1 - \left(\mu_i^{(u)}\right)^2.$$  

Next, PIC estimates the extrinsic LLR of the interference-removed symbol $\hat{x}^{(u)}_i$ according to [5, 22]

$$\ell^{(u)}_i(t) = 2\text{Re}\left(\frac{1}{\Gamma(\nu_i)}r_i - \sum_{j \neq u} h^{(j)}_i \mu_i^{(u)}\right).$$

We note that (10) is obtained by assuming the interference as a Gaussian variable. This assumption, however, may not hold true when 1) user number is small and 2) the receiving power of users is significantly different. Despite this, we still apply (10) because of its computational efficiency.

A decision statistics combiner (DSC) is usually implemented with PIC to smooth the convergence behavior [22, 25]. DSC generally combines the extrinsic LLRs of adjacent iterations with a parameter, $\beta$ ($0 \leq \beta \leq 1$), i.e.,

$$\ell_i^{(u)}(t) \leftarrow \tanh^{-1}\left(\beta \tanh\left(\frac{\ell_i^{(u)}(t)}{2}\right) + (1-\beta) \tanh\left(\frac{\ell_i^{(u)}(t-1)}{2}\right)\right).$$

B. Decoding Switch

As shown by (3), it is critical to correctly find the optimal codeword $\hat{c}_{\text{op}}$ for computing the extrinsic LLR $\delta_t$. Otherwise, both the sign and magnitude of $\delta_t$ might be incorrect. The probability that SOSD finds the incorrect $\hat{c}_{\text{op}}$ can be represented as $P_{\text{e}} \leq P_{\text{list}} + P_{\text{ML}}$ [17], where $P_{\text{list}}$ represents the probability that the transmitted codeword is not included in the list of codeword estimates generated by SOSD, and $P_{\text{ML}}$ is the ML error probability of $C(n, k)$. $P_{\text{ML}}$ is determined by the code structure and its minimum distance $d_{\text{H}}$, or obtained by available theoretical bounds of block codes, e.g., the tangential sphere bound (TSB) [26]. $P_{\text{list}}$ is determined by the decoding order and the reliability of the input signal [18]. In general, $P_{\text{list}}$ is large when input signal has a low reliability. PIC usually cannot properly remove the interference at early iterations due to inaccuracy of prior information $e^{(u)}$. Consequently, the decoder output, $\delta^{(u)}$, may result in an even worse BER compared to the decoder input, $\ell^{(u)}$.

Motivated by this, we design a DS to determine the engagement of SOSD in JD iterations. Specifically, when PIC fails to cancel the MAI properly and produces low-quality LLRs, the DS is set to “off”. When the LLR quality at PIC improves after a few iterations of MAI cancellation, the DS is turned “on” and decoding begins. Due to the space limit, we introduce a “simple DS”. That is, the receiver performs $N_u$ iterations without decoding, and then turns on DS for subsequent iterations. We will further demonstrate the effectiveness of “Simple DS” via simulations in Section V. One can further devise an adaptive DS based on the quality of PIC output.

C. Decoding Combiner

Even with DS enabled, it is possible that LC-SOSD may still produce unreliable posterior LLRs, because decoding errors cannot be completely avoided under finite SNRs according to the channel capacity theorem [14]. Hence, we can adaptively combine the decoder output, $\delta^{(u)}$, with decoder input, $\ell^{(u)}$, depending on the decoding quality. We define the decoding quality as $\gamma \triangleq \frac{P_{\text{SP}}}{P_{\text{max}}}$ given by (6). This definition comes from that $P_{\text{SP}}$ approximates the APP of $c_{\text{op}}$ found by LC-SOSD. Thus, small $P_{\text{SP}}$ indicates that $c_{\text{op}}$ might not be the transmitted codeword.

The DC combines $\delta^{(u)}$ and $\ell^{(u)}$ according to the decoding quality $\gamma$ of each iteration. The combined LLR is given by

$$\varphi^{(u)}(t) = \tanh^{-1}\left(\gamma \tanh\left(\frac{\delta^{(u)}(t)}{2}\right) + (1-\gamma) \tanh\left(\frac{\ell^{(u)}(t)}{2}\right)\right),$$

where $\tanh(x)$ and $\tanh^{-1}(x)$ are entry-wise operands of $x$. We can see that both DS and DC are designed to improve the robustness of JD. DS is used priori to the decoder to avoid decoding low-quality inputs, leading to severe error propagation. DC is used after the decoder to reduce the impact of unreliable decoding.

D. Algorithm of the Iterative JD Receiver

The decoding iteration is terminated when it exceeds a predetermined maximum number of iterations $\tau_{\text{max}}$, or the decoding results for all users are converged. At iteration $t$, the decoding result of user $u$, denoted by $\hat{C}^{(u)}(t)$, is obtained by
the posterior LLR (addition of the extrinsic LLR and the prior LLR) of decoding, i.e.,
\[ \hat{c}^{(u)}(t) = \begin{cases} 0 & \text{if } \delta^{(u)}(t) + \ell^{(u)}(t) \geq 0, \\ 1 & \text{if } \delta^{(u)}(t) + \ell^{(u)}(t) < 0. \end{cases} \quad (13) \]
The receiving iteration is stopped when \( \hat{c}^{(u)}(t) = \hat{c}^{(u)}(t-1) \) holds for all users \( 1 \leq u \leq N_u \). We summarize the JD receiver algorithm in Algorithm 2, where “DS = 1” and “DS = 0” denote that DS is on and off, respectively.

Algorithm 2 The Proposed JD Receiver

Require: \( r, h, t_{\text{max}} \)
Ensure: The codeword estimates \( \hat{c}^{(1)}, \ldots, \hat{c}^{(N_u)} \) for all users
1: Initialize \( \epsilon^{(u)}(0) \leftarrow 0 \), \( 1 \leq u \leq N_u \), and DS \( \leftarrow 0 \)
2: for \( t = 1 : t_{\text{max}} \) do
3: for \( u = 1 : N_u \) (in parallel) do
4: Compute \( \mu^{(u)}(t) \) and \( v^{(u)}(t) \) according to \( (9) \).
5: Compute \( \ell^{(u)}(t) \) according to \( (10) \).
6: if \( t \geq 2 \) then Update \( \ell^{(u)}(t) \) according to \( (11) \).
7: if \( t > N_u \) then DS \( \leftarrow 1 \).
8: if DS = 1 then
9: Call Algorithm 1 input \( \ell^{(u)}(t) \) to acquire \( \delta^{(u)}(t) \).
10: Obtain codeword estimates \( \hat{c}^{(u)}(t) \) by \( (13) \).
11: Obtain \( \varphi^{(u)}(t) \) according to \( (12) \).
12: \( \epsilon^{(u)}(t) \leftarrow \varphi^{(u)}(t) \).
else
13: \( \epsilon^{(u)}(t) \leftarrow \ell^{(u)}(t) \).
14: if \( \epsilon^{(u)}(t) = \hat{c}^{(u)}(t-1) \) holds for all \( u \) then break.
15: return \( \hat{c}^{(1)}(t), \ldots, \hat{c}^{(N_u)}(t) \).

V. SIMULATION AND COMPARISONS

In this section, we evaluate the BER and complexity of the proposed JD receiver. We assume that \( \sum_{u=1}^{N_u} (\rho^{(u)})^2 = 1 \). The ratio of the receiving power between any two adjacent users is assumed to be 4, i.e., \( \frac{(\rho^{(u)})^2}{(\rho^{(u-1)})^2} = 4 \) for \( 1 \leq u \leq N_u - 1 \). The performance of our proposed scheme is compared to SIC decoding [4]. SIC is embedded with the original (codeword-output) OSD to decode BCH codes for each user. That is, starting from the strongest undecoded user, SIC obtains its local optimal codeword by OSD, and then cancels the signal from the superposed received signal. Since we consider short BCH codes that approach NA, other existing approaches designed for moderate/long codes (e.g., LDPC and Polar codes) [5, 7–10, 12] are not compared in this paper.

A. Complexity Consideration

PIC can efficiently perform the MAI cancellation with the complexity of \( O(nN_u) \) multiplications [22]. By considering the parallel architecture for each user, PIC is implemented with the complexity \( C_{\text{PIC}} = O(n) \). On the other hand, the computational complexity of single OSD decoding can be expressed as [19] Eq. (240) \( C_{\text{OSD}} = O(n) + O(\log n) + O(n \min(k, n-k)^2) + N_oO(k+k(n-k)) \), where \( N_o \) is the number of TEPs re-encoded by OSD. Although LC-SOSD can significantly reduce the value of \( N_o \), \( C_{\text{OSD}} \) is always higher than \( O(n \min(k, n-k)^2) + O(k+k(n-k)) \) by taking \( N_o = 1 \).

Let \( t_{\text{off}} \) and \( t_{\text{on}} \) denote the average numbers of DS-off and DS-on iterations, respectively. Then, we represent the overall complexity of the proposed JD receiver as
\[ C_{\text{JD}} = t_{\text{off}}C_{\text{PIC}} + t_{\text{on}}(C_{\text{PIC}} + C_{\text{OSD}}) \approx t_{\text{on}}(C_{\text{PIC}} + C_{\text{OSD}}) \quad (14) \]

because \( C_{\text{PIC}} \ll C_{\text{OSD}} \). In contrast, the complexity of SIC approach can be approximately represented as \( C_{\text{SIC}} = N_u(O(n) + C_{\text{OSD}}) \). Therefore, in the simulation, we mainly compare the complexity by comparing the number of decoding iterations, i.e., \( N_u \) for SIC and \( t_{\text{on}} \) for the proposed receiver.

Different from the sequential decoding behavior of SIC, the JD receiver decodes all users in parallel simultaneously. If \( t_{\text{on}} < N_u \), JD requires a lower number of decoding iterations than SIC to complete the decoding of all users, which results in a lower receiving latency. Additionally, the proposed LC-SOSD can reduce the complexity of each single decoding iteration, reducing the receiving latency even further.

B. Simulation Results

1) DS and DC: We consider variants of the proposed JD receiver where DS and DC are (partially) removed. When DS is disabled, decoding starts at the first iteration, while when DC is disabled, \( \epsilon^{(u)}(t) \leftarrow \delta^{(u)}(t) \) is directly feedback to PIC. We conduct simulations for the three-user NOMA over the fading channel with \((64, 30, 14)\) extended BCH (eBCH) code, decoded by order-3 decoder. As shown in Fig. 3a when DS and DC are removed, the proposed JD receiver has a slightly better BER performance than SIC and DC, and the JD receiver is more efficient than SIC and requires fewer decoding iterations.

2) AWGN channel: In the AWGN channel, each entry of \( h \) is set to \( h^{(u)} = \rho^{(u)}, 1 \leq u \leq N_u \). We simulate the \((8, 4, 4)\) eBCH code. Despite this code is too short for practical systems, we can simulate its ML decoding BER as a performance benchmark, where ML results are obtained by exhausting the codebooks of all users. The average BER of order-2 decoding are compared in Fig. 3a. It can be seen that the proposed JD receiver has a slightly better BER performance than SIC and approaches the ML performance. Fig. 4b shows the complexity in terms of the number of decoding iterations. The proposed JD receiver requires fewer decoding iterations than SIC when \( N_u = 3 \), and has similar complexity to SIC when \( N_u = 2 \).

3) Fading channel: Low-rate codes are commonly used in fading channels to prevent severe MAI [7]. We simulate the transmission with low-rate \((64, 16, 24)\) eBCH code with order-6 decoding, as depicted in Fig. 5. As shown, the proposed JD receiver reaches a lower BER than the SIC in the fading channel, and over 2 dB gain of BER performance is observed when \( N_u = 5 \). From Fig. 5b, the JD receiver significantly reduces the number of decoding iterations. When \( N_u = 5 \), for example, it performs less than 3 decoding iterations compared
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Fig. 4: The comparisons of proposed JD and SIC decoding with (8, 4, 4) eBCH code over AWGN channels

Fig. 5: The comparisons of proposed JD and SIC decoding with (64, 16, 24) eBCH code over fading channels.

to 5 of SIC. Furthermore, numbers of re-encoded TEPs in single decoding are summarized in Fig. 5. Originally, 14893 TEPs are required in order-6 SOSD for decoding (64, 16, 24) eBCH; however, the applied LC-SOSD only requires a few hundreds TEPs at moderate-to-high SNRs.

VI. CONCLUSION

In this paper, we designed an efficient joint decoding (JD) receiver for power-domain NOMA systems for short block length codes. We proposed a low-complexity soft-output OSD (LC-SOSD) to reduce the complexity of the original SOSD. Using an early stopping condition, the decoding processes were stopped when the success probabilities of codewords satisfy a threshold. Then, for NOMA systems, an efficient iterative JD receiver was devised by combining parallel interference cancellation and the proposed LC-SOSD. Two novel techniques: decoding switch and decoding combiner, were introduced to accelerate the convergence. Several simulations with short BCH codes show that the proposed JD achieves better bit-error-rate performance than SIC over the AWGN and fading channel, while exhibiting a lower receiving complexity.
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