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ABSTRACT

Conventional approaches to optimize user quality of experience (QoE) for online video streams typically consider certain aspects of heterogeneity, including the content of the video and the device being used to watch the video. Yet, existing video delivery systems have ignored one of the biggest sources of heterogeneity in video QoE: the quality preferences of individual users. We demonstrate, using three independent datasets, that users exhibit considerable heterogeneity in QoE, even when watching the same video, on the same device, with the same video quality. Previous work has suggested that such heterogeneity can be exploited to improve QoE, and yet the challenge of automatically learning user QoE preferences without imposing undue burden on the user has remained an open problem. To address this problem, this paper presents VidHoc, a bandwidth-control system which, for each new user, automatically adjusts throughput during each video session to (1) learn the user’s unique QoE model and (2) optimize resource allocation in accordance with these preferences. One significant challenge involves quickly reducing model uncertainty (which requires subjecting the user to sub-optimal video quality) without unacceptably degrading the user’s overall experience. To address this challenge, VidHoc frames this problem in terms of the well-studied framework of regret minimization: for each video session, VidHoc selects video quality that minimizes the “regret” on the current session’s QoE (i.e., gap to the best possible quality) and on future video sessions’ QoE (i.e., inaccuracy of QoE model). To evaluate VidHoc in a real-world setting, we implemented a browser-based user-study platform, deployed it to 15 users, and tested VidHoc against baseline resource allocation strategies for four months. The results show that VidHoc can improve QoE (measured in engagement) by 13.9% with the same bandwidth or save 17.3% bandwidth while maintaining the same QoE.

1 INTRODUCTION

Video streaming systems strive to maximize user-perceived quality of experience (QoE) within the constraints imposed by limited network resources. Prior work has focused on optimizing bandwidth allocation at bottlenecks or bitrate adaptation algorithms (ABR) on the video player. These techniques are based on QoE models that are built offline to characterize relationships between QoE and common video quality metrics (such as video bitrate, rebuffering time, bitrate switch probability). Given these relationships, existing systems seek to optimize QoE by improving the underlying quality metrics. Traditionally, the QoE models leverage general features, such as video playback modalities (e.g., smartphone, desktop, TV), video types (e.g., live, VoD), video content (e.g., sports, news). For each combination of these generic features, a QoE model is developed offline (via user study [16, 60] or analysis of historical data [21]) and then applied to new users.

However, these traditional QoE models fail to capture the differences among individual users. Indeed, the literature has shown that in terms of how quality affects QoE, there is substantial heterogeneity across users. Our analysis over three datasets [15, 60] shows that a one-second rebuffering event can make the QoE rating drop from 2% to 51% across the users (§2.2). Moreover, different users are more sensitive to different aspects of video quality.

To exploit this user heterogeneity, previous efforts have tackled two questions. (1) How to efficiently build QoE models using offline user studies and data analysis. A common approach is to let recruited participants first watch videos (often identical content) with manually selected quality issues and then collects user feedback to learn the per-user QoE models [16, 19, 60]. (2) How to leverage known heterogeneity among different users’ video quality preferences to optimize QoE on an individual basis. For instance, client-side ABR logic [37, 56, 57] can be customized based on per-user QoE models, and bandwidth can be better allocated across users with heterogeneous QoE models [43].

However, prior work does not address how to automatically learn a QoE model for each new user while simultaneously optimizing the user’s QoE? For a content provider or Internet Service Provider (ISP), it is impractical to ask users to repeatedly watch identical videos at various quality levels, as in previous user studies. Moreover, these user studies often show users poor video quality, which helps to elicit QoE preferences but is directly at odds with service providers’ goal to maximize QoE in each video session. Thus, the potential benefits of leveraging cross-user QoE heterogeneity remain unrealized in practice.

In this paper, we explore a new approach: when a new user joins a video service, we customize the quality of the videos that the user elects to watch, and automatically gather user QoE feedback (e.g., user engagement) over time to gradually learn a more accurate per-user QoE model, while applying the latest QoE model to optimize the user’s QoE. Our approach effectively builds a QoE model for each new user while they watch videos in their natural environment.
This approach spares the users from watching curated videos repeatedly, but we must nonetheless carefully select the quality of a user’s video sessions, such that we minimize the potential negative impact on user-perceived QoE as we try to learn users’ QoE preferences. There are two seemingly natural solutions that might lower the user annoyance. The first solution is to passively measure user QoE under their natural video quality, i.e., show the videos without deliberately adding quality issues. This method does have minimum impact on QoE in each session, but it might take a long time to accumulate enough samples to learn an accurate per-user QoE model. The second solution is to select the quality for a small number of videos such that their QoE feedback will maximally increase the accuracy of the per-user QoE model after a small number of sessions. This approach does reduce the number of QoE samples, but users might experience low QoE during the process; after all, the QoE samples that are more informative to QoE modeling tend to have lower quality. To facilitate a large-scale deployment of this approach, we use user engagement time as the metric of QoE instead of soliciting the user rating (e.g., push a button to give a five-start rating) by an exit survey after a video session. User engagement time (i.e., the ratio of the video viewing time over the video length) is currently widely used in industry, mostly because the revenue highly depends on it. Compared with the user rating, collecting user engagement time does not need the efforts from users, which makes it much easier to automate the process.

We address this challenge in the concrete context of a new system, called VidHoc, which controls bandwidth, and thus flow throughput, during a video session. Since video player ABR algorithms are influenced by throughput history, VidHoc controls video quality by dynamically adjusting available bandwidth while maintaining a fixed average bandwidth during a video session. We can leverage bandwidth tuning to either optimize user QoE or to solicit QoE feedback to better understand the user’s QoE preferences. After the users watch videos, we measure QoE by the engagement time [3, 14]. The measurement can be at the side of an ISP or or Content Delivery Network (CDN) that controls bandwidth of the bottleneck link and monitor the duration of the video streaming flow.

VidHoc balances the training videos’ QoE and user feedback to contribute to its individualized QoE model training by framing the problem in terms of the well-studied regret-minimization framework. In each video session, we seek to minimize the “regret” of the video shown to the user—intuitively, the “regret” captures both the gap to optimal quality on the current session’s QoE and the gap to optimal quality for future video sessions’ QoE due to inaccuracy of QoE model. A natural benefit of this formulation is that it does not need to pre-determine a set of curated videos to profile a user’s QoE model; instead, we dynamically determine a quality based on both the uncertainty of the current QoE model as well as the possible video quality in the current video session. Over time, as more QoE samples are collected, the per-user QoE model becomes more accurate, naturally diminishing the need for QoE modeling.

A practical challenge facing VidHoc is that, due to the proprietary nature of the video player, changing bandwidth at the bottleneck link may induce different player actions and user-perceived quality. For instance, if VidHoc decides to measure a user’s QoE when the resolution drops from 1080p to 360p, it will lower the available bandwidth, but as a result, player may either drop the resolution from 1080p to 360p, or continue playing at 1080p but experience a rebuffering event instead. To address this issue, we change our goal from determining a specific video quality pattern that minimizes regret, to dynamically creating a bandwidth schedule that can minimize the expected regret (e.g., gap between optimal QoE and QoE model uncertainty) over a distribution of possible video quality resulting from the chosen bandwidth schedule.

To test VidHoc in a real-world setting, we built and deployed a user-study platform to fifteen crowdsourced participants over four months. Each participant installed a browser extension that monitors the YouTube player status (e.g., video quality, user engagement) and dynamically controls a user’s video downloading rate to induce specific video quality perceived by users. Using this platform, we ran randomized A/B tests to compare VidHoc with various baselines in the real-world settings. Our results show that VidHoc can yield 9.2–21.6% higher average user engagement over various baselines (including today’s default system) during a user’s first 60 sessions.

This paper presents two main contributions:

1. By formulating the problem as regret minimization, we demonstrate that it is possible to automatically learn a new user’s unique QoE models in an online fashion, with minimal impact on the user’s QoE, while quickly providing the ability to optimize QoE for the user.

2. To test the solution in practice, we have developed a bandwidth-control system and a new user-study platform that automates the testing of various QoE profiling algorithms on recruited participants. In a study of 15 users over four months, we show that we can improve the QoE by 13.9% while maintaining the same bandwidth usage, or maintain the same QoE while using 17.3% less bandwidth.

2 MOTIVATION

First, we motivate our work with an analysis of user heterogeneity over three video QoE datasets. We show that in terms of how various video quality metrics affect user QoE, there
is significant user heterogeneity. Unlike prior work [9, 61] that studies user QoE in one dataset, our analysis presents a more panoramic view across two QoE metrics (user rating and user engagement) in different settings (in-lab and crowd-sourced surveys with curated test videos and open-world tests without video duration). Our findings informed the design requirements of our system, VidHoc.

### 2.1 Datasets and method

We investigate user heterogeneity in a corpus of three datasets (Table 1). Two of them are opensourse datasets: Waterloo [16] and Sensei [60]. Both datasets were collected in controlled environments where the recruited participants were asked to watch the same set of original videos, where each played multiple times but at different quality (in terms of average bitrate, bitrate switches, and rebuffering stalls), and then rated their experience (QoE) after each video in the video session exit surveys. The datasets record the quality metrics of each played video and the corresponding user rating.

| Dataset       | # sessions | # users | QoE metric          |
|---------------|------------|---------|---------------------|
| Waterloo [16] | 1,350      | 31      | Exit survey rating  |
| Sensei [60]   | 1,600      | 15      | Exit survey rating  |
| VidHoc        | 3,750      | 15      | User engagement     |

Table 1: Three datasets used to analyze user heterogeneity.

To complement these datasets, we also collected our own dataset from 15 participants recruited from Amazon Mechanical Turk [1] and Prolific [47]. The participants install a browser plugin that passively monitors the YouTube player status to accurately measure the video quality of each YouTube video session. This third dataset is different in two aspects. (i) Instead of watching curated videos in a controlled setting, participants can watch any videos at any time they wish. (ii) Instead of user ratings, QoE is measured by user engagement (i.e., the ratio of the video viewing time over the video length), which is frequently used in previous video QoE studies [3, 14]. §5 will describe the complete details of the collection of the third dataset.

In the first two datasets (Waterloo and Sensei), the users were required to watch the same set of video content with the same viewing devices to eliminate the influence of video content. In our own dataset, the content of a video and its assigned quality are independent, allowing us to mitigate other QoE-affecting factors by averaging over multiple video sessions.

We use a simple method to measure QoE user heterogeneity in these datasets. For each user, we measure the average QoE drop caused by a single quality issue: with vs. without a short rebuffering, low vs. high bitrate, and with vs without bitrate switches. For instance, we consider a rebuffering event of 0.3-0.5 seconds (in Waterloo and VidHoc datasets) or 1.0 second (in Sensei videos), and denote it as Buf. To measure its effect on each user $i$, we create two groups of QoE data: one group includes data of videos without rebuffering, and the other group includes data with the event Buf, while the videos in both groups have no other quality issues (highest bitrate and no bitrate switch).

Then, we calculate the QoE difference $\Delta Q_{Buf}(i)$ caused by quality event Buf on user $i$ by the difference in average QoE between the two group:

$$\Delta Q_{Buf}(i) = \frac{\text{AvgQoE(user } i \text{’s videos with } Buf) - \text{AvgQoE(user } i \text{’s videos without } Buf)}{\text{AvgQoE(user } i \text{’s videos without } Buf) \text{ or AvgQoE(user } i \text{’s videos with } Buf) \text{ or AvgQoE(user } i \text{’s videos without } Buf) \text{)}}$$

In the three datasets, video quality is chosen independently to the video content, so if the two groups contain enough data points when calculating $\Delta Q_{Buf}(i)$, then we can minimize the impact of confounding effect of video content on QoE.

Similarly, we define $\Delta Q_{bitrateswitch}(i)$ and $\Delta Q_{bitraterate}(i)$ to be the impact of low bitrate of 200 − 500 Kbps (the lowest bitrate level) and a bitrate switch of magnitude 1 − 1.5 Mbps on QoE of user $i$, respectively. By restricting our analysis to a single aspect of video quality, these metrics allow us to compare users along each aspect of video quality separately. (To capture the complex interactions between user QoE and multiple aspects of video quality, we will consider more thorough QoE models in next sections.)

### 2.2 Measuring user heterogeneity

Figure 1 shows the distribution of $\Delta Q_{Buf}$, $\Delta Q_{bitrateswitch}$, and $\Delta Q_{bitraterate}$ over the users in each dataset. In terms of how sensitive QoE is to these three aspects of video quality, user heterogeneity is consistently significant. We see that top 33% users on average are 67% more sensitive to the same quality difference than the the bottom 33% of users. We also observe similar trends of user heterogeneity between the two subjective QoE metrics (user rating vs. user engagement).

While Figure 1 measures user heterogeneity along one single quality aspect, Figure 2 shows user heterogeneity along two quality aspects (rebuffering $\Delta Q_{Buf}(i)$ and low bitrate $\Delta Q_{bitrateswitch}$). For example, for 63.2% of user pairs in Waterloo one user is more sensitive on one quality aspect but less sensitive on the other aspect. This suggests that the user heterogeneity observed in Figure 1 is not simply because some users are generally more sensitive than others; instead, users have different emphasis on various quality metrics.

Next, we show that one user might be more sensitive to video quality degradation depending on when in the video the degradation occurs. We select the video sessions with a rebuffering event of 0.3–1.0 seconds and divide them into two groups—videos where the rebuffering event occurs in...
The key takeaways from our analysis are:

- Across three datasets that span different QoE metrics and survey methodologies, there is always significant user heterogeneity, in terms of how each quality aspect (rebuffering, low bitrate, and bitrate switch) affect user QoE.
- User heterogeneity is not as simple as some users being more sensitive to video quality than others; rather, users differ across users. This observation also suggests that when we build per-user QoE models, we should weight different parts in the video differently (§4).

Figure 1: There is a significant heterogeneity across users in terms of their sensitivity to a fixed low quality of (a) a short rebuffering event of 0.3–0.5 seconds (in Waterloo and VidHoc datasets) or 1.0 second (in Sensei videos), (b) a fixed low average bitrate (200–500 Kbps lower than highest bitrate), and (c) a bitrate switch (with a magnitude of 1–1.5 Mbps). CDFs of QoE rating differences of different users in response to each quality issue in the Waterloo, Sensei, and VidHoc dataset.

Figure 2: Some users are more sensitive to rebuffering events, but some users are more sensitive to low bitrate.

Figure 3: Users’ sensitivity to quality issues is time-dependent. Each dot is the mean and one standard deviation across

| Quality incident | Cross-user Heterogeneity | Cross-device Heterogeneity | Cross-video Heterogeneity |
|------------------|--------------------------|---------------------------|--------------------------|
| Rebuffering      | 0.33± 0.03               | 0.41± 0.03                | 0.34± 0.01               |
| Avg bitrate      | 0.37± 0.02               | 0.55± 0.06                | 0.31± 0.03               |
| Bitrate switches | 0.39± 0.02               | 0.60± 0.01                | 0.07± 0.01               |

Table 2: The magnitude of user-level heterogeneity (standard deviation divided by the mean) is at least on par with the cross-device heterogeneity and cross-video heterogeneity. The confidence intervals are calculated by bootstrapping with 10% random sampling (with replacement) over all QoE ratings.

“Early” rebuffering and others are more sensitive to “later” rebuffering. (We observe similar effects with respect to low bitrate and bitrate switches too.) A possible explanation is the memory of an event (e.g., quality degradation) will fade over time, but how quickly the memory of that event fades differs across users. This observation also suggests that when we build per-user QoE models, we should weight different parts in the video differently (§4).

Finally, we put the cross-user heterogeneity in the perspective of other factors that might influence QoE. The conventional belief is that the video content and the viewing device play an important role in a user’s QoE preference. Here, we calculate the cross-device and cross-video QoE heterogeneity in the Waterloo dataset as follows. We first calculate the average QoE drops (Eq. (1)) due to the same short rebuffering event used in Figure 1 in each video or each device (HDTV, UHDTV, smartphone), and calculate the variance of these QoE drops across different videos or different devices. Table 2 shows the standard deviations (normalized by mean) across individual users, across videos, and across devices. We see that the magnitude of user-level heterogeneity is at least on par with the device-induced difference and content-induced difference.

Summary: The key takeaways from our analysis are:

- Across three datasets that span different QoE metrics and survey methodologies, there is always significant user heterogeneity, in terms of how each quality aspect (rebuffering, low bitrate, and bitrate switch) affect user QoE.
- User heterogeneity is not as simple as some users being more sensitive to video quality than others; rather, users...
differ in terms of the aspect of video quality their QoE is most sensitive to and when in a video low quality occurs.

- The magnitude of heterogeneity in video quality preferences across individual users is on par with other well-known factors such as video content and viewing devices.

3 ONLINE QOE MODELING AND OPTIMIZATION

We have seen that there is substantial user heterogeneity in QoE. Now, several previous efforts have proposed QoE optimization (ABR logic [28] and bandwidth allocation [10]) that take advantage of known user preferences. However, they are unable to optimize a new user right after the user joins, as one must first model the user’s unique QoE preference.

To bridge the gap, in this section, we first formulate the general problem of online QoE modeling and optimization and elaborate why existing techniques designed for different-yet-related purposes are not well-suited for this framework.

3.1 Framework

We envision online QoE modeling and optimization in terms of a simple framework that a service provider can use to profile per-use QoE models and then optimize QoE for new users. Depicted in Figure 4, this framework allows users to watch videos in their natural environments (any content users wish to watch at any time). It contains a logical controller (which could be operated by a service provider or by the player) that determines the video quality during each video session. At the same time, the controller monitors the QoE (defined shortly) of each session and uses the measurements of QoE (subjective) and the video quality (objective) from each session to update the per-user QoE model maintained by the controller.

In modeling the QoE preferences for each user, an ideal realization of an online QoE modeling and optimization framework should meet four properties (Table 3):

- **R1**: It should not control when and what users watch, since real service providers (CDN, ISP) or content providers are unlikely to specify what videos real users must watch first.

- **R2**: It should finish QoE modeling within a small number of video sessions, because service providers want to optimize each of their users as early as possible.

- **R3**: It should provide high QoE while modeling per-user QoE, *i.e.*, one cannot model per-user QoE at the cost of user experience.

- **R4**: Finally, we want the eventual per-user QoE models to be accurate enough for per-user optimization techniques (ABR logic and bandwidth allocation) to best leverage the heterogeneity across users.

Figure 5 shows a desirable behavior of VidHoc (blue line): For each user, the quality and QoE measurements of each video session will be used to update the user’s QoE model, and over time, the QoE model will become more accurate such that future video sessions can leverage the latest per-user QoE model to improve quality over the baseline (grey) that is agnostic to per-user QoE preferences.

3.2 Why is it different?

Table 3 puts existing techniques into the context of these four dimensions.

First, many previous QoE studies, based on controlled lab studies or crowdsourcing surveys [16, 19, 60], are ill-suited, because they require users to watch videos of specific content while varying the video quality to induce QoE samples to build a good QoE model (*i.e.*, violating **R1**). Alternatively, offline data analysis is commonly employed by service providers who are in a position to passively collect massive data on quality and QoE of a large number of sessions from each user [61]. While analyzing such large datasets might ultimately yield accurate QoE models, the QoE modeling is still done offline (*i.e.*, violating **R2**), rather than as an integrated part of the online QoE optimization framework.
To address these shortcomings, two seemingly natural designs emerge. Both rely on passive QoE measurements and update the per-user QoE model after each video session. They differ in whether they set video quality to maximally improve user QoE or maximally help QoE modeling.

**Greedy optimization using biased QoE models:** As more measurements from a user are collected to update the per-user QoE model, the player can use the latest per-user QoE model as input to the ABR algorithm, under the assumption that the latest QoE model is accurate enough. This is promising, because the video quality would gradually improve as the QoE model becomes more accurate. The drawback, however, is that the QoE model may never be accurate enough to realize the full potential of per-user QoE optimization. This is because the latest QoE model may be inaccurate and thus introduces bias in the ABR decisions. For instance, YouTube players typically assume that rebuffering has a greater impact on QoE than low bitrate, so it strives to minimize rebuffering [2] by aggressively lowering bitrate whenever bandwidth drops. However, as we have seen in §2.2, some users are actually more sensitive to lower bitrate than to rebuffering. So the QoE model may never learn how sensitive each user actually is to rebuffering, thus missing opportunities to optimize QoE (i.e., violating R4).

**Greedy profiling using active learning:** Another natural choice is to add quality issues to video sessions in a way that the user’s QoE feedback will maximally reduce the uncertainty of the current QoE model. Previous works [9] show that active learning (which shows users the video quality whose QoE the current model is most uncertain about) can be used to minimize the number of sessions (QoE samples) needed to build an accurate QoE model; e.g., it only needs 100 videos to get the per-user QoE model from scratch. This method is not ideal either. Although we can train per-user QoE models quickly and start QoE optimization early, the videos in the training stage might require severely bad quality (i.e., violating R3), because the video quality patterns (i.e., a video quality pattern is the quality of each chunk in the video session) with the largest uncertainty in the QoE model are usually with bad video quality. To accelerate per-user QoE modeling, the active learning-based methods tend to encapsulate multiple types of quality issues into one video, and the low video quality can cause tens of billions of dollars profit damage according to Conviva [12].

## 4 DESIGN OF VIDHOC

In this section, we describe a specific setting for which we would design a concrete solution, VidHoc, to realize online QoE modeling and optimization.

### 4.1 Overview

The design space of online QoE modeling can be characterized along two dimensions:

- **What QoE feedback** will be collected from each session?
- **What control knobs** will be used to influence video quality?

**Setting of VidHoc:** In this paper, VidHoc is a realization of online QoE modeling and optimization in a specific design point. We put VidHoc under the following practical settings and limitations. First, we use **user engagement** as the metric of user QoE. Although user engagement can be affected by the factors other than the video quality, e.g., video content, there is still a strong correlation between user engagement and the video quality, especially for the users who suffer from the video quality issues. Another reason of using user engagement is to minimize the user annoyance and the cost of collecting user QoE feedback. A popular method is to solicit the user feedback through an exit survey after a video session ends. We argue that it is either less incentive due to the user annoyance or costly if the service provider pays for the user feedback, which prevents it is large-scale deployment in the production systems. Second, we do not control the video content or directly change the behavior of the video player. Instead, VidHoc passively monitors the player status (e.g., video resolution, buffer length, etc) to infer the video quality which can be used to train per-user QoE model with user engagement. It then dynamically changes the available bandwidth to indirectly control the video player’s bitrate selection. Third, other than the video quality, we do not interfere with the other experience of viewing videos (i.e., context factors), including user interface (UI), player settings, etc., which can also affect user engagement. Thus, when we train the QoE models, the video quality is the most significant factor of user engagement other than the video content.

---

| Requirement | R1: No control on when & what users watch | R2: Fast (min # of profile videos) | R3: High QoE during profiling | R4: Accurate per-user QoE model |
|-------------|-------------------------------------------|----------------------------------|-----------------------------|---------------------------------|
| Lab study [16, 19] | ✔ | ✔ | ✔ | ✔ |
| Offline data analysis [21] | ✔ | ✔ | ✔ | ✔ |
| Greedy profiling [9] | ✔ | ✔ | ✔ | ✔ |
| Greedy optimization [38] | ✔ | ✔ | ✔ | ✔ |
| VidHoc (ours) | ✔ | ✔ | ✔ | ✔ |

Table 3: Requirements of an ideal realization of online QoE modeling and optimization, and in what aspects prior solutions are ill-suited.
This setting can be suitable for network service providers, such as ISPs, CDNs, and edge routers, who control the bottleneck bandwidth of a user. The network service providers do not have the access to the video player’s logic but can monitor and control the users’ network connection. To obtain the video quality, service providers can use existing techniques to infer video quality by the video streaming traffic [8], and use the session time of the video streaming as the user engagement, and can guess the player status with up to 91% accuracy. We evaluate the impact of the player status inference accuracy and the QoE gain of VidHoc in §6. Our evaluation results show potential benefits to these service providers in practice: VidHoc can improve QoE (user engagement) without changing the average bandwidth per session, or save bandwidth to achieve the same QoE (i.e., if VidHoc is deployed on the bottleneck link, it might support more concurrent users without degrading their QoE).

A natural concern regarding this setting is whether user engagement measurements from arbitrary video content are reliable enough to model per-user QoE. Intuitively, video content does impact users’ sensitivity to video quality. However, in our study, the selection of quality level is totally agnostic to video content. Thus, averaging over a sufficient amount of concurrent users without degrading their QoE.

Next, we will explain how VidHoc’s quality scheduler and rate limiting module achieves meet the four requirements.

4.2 How VidHoc schedules video quality

The goal of VidHoc is to model QoE online, i.e., in real-time, while maintaining good video QoE. The two solutions described in §3.2 are not ideal: greedy optimization leads to sub-optimal video quality in the long run since it relies on a biased QoE model, while greed profiling severely impairs the video quality early on during QoE modeling, and it might discourage the users to use this video streaming service.

To address this challenge, our insight is to cast the problem into a well-studied frame of regret minimization [35]. For each video session \( i \), we select a video quality pattern \( v_i \) among those that are possible stream under a given average bandwidth limitation. Mathematically, the picked quality pattern should maximize the sum of the estimated expectation of QoE and the uncertainty of this estimation (explained shortly). Formally, we solve the following problem to select the quality pattern \( v_i \):

\[
\begin{align*}
\max & \quad QoE(v_i) + \text{Uncertainty}(v_i), \\
\text{s.t.} & \quad BandwidthUsage(v_i) < BandwidthLimit, \\
\end{align*}
\]

\( QoE(v_i) \) is the predicted QoE (i.e., predicted user engagement here) of the video quality pattern \( v_i \), \( \text{Uncertainty}(v_i) \) is the uncertainty of this prediction, the \( BandwidthLimit \) is the pre-determined maximum average bandwidth per session (e.g., this can be based on the Internet plan subscribed by the user), and \( BandwidthUsage(v_i) \) is calculated by dividing the sum of bitrates of expected watched chunks (the ones within the predicted viewing time \( QoE(v_i) \times VideoLength \)) by the predicted viewing time.

The input variables are the video quality of the chunks. Based on the QoE model we currently have and the video trace, we can decide the video quality pattern to show the users. We customize feature selection and criterias at the nodes on each decision tree inside the forest. To train the QoE model faster, the initial QoE model is a one-size-fits-all model. To avoid the explosion of input due to the large number of video chunks, we divide the video into 20 parts, and QoE model will take the quality of each part. The total number of input variables are \( 20 \times 3 = 60 \). The video quality of each part includes its average video bitrate, total bitrate switch, total rebuffering time. The output is the user QoE. The QoE is bucketized the user engagement into 10 classes, and the output is the class who gets the most votes from the decision trees inside the random forest.

---

\(^1\)In particular, the QoE model works as follows. This model takes the video quality as the input variables, and outputs the expected QoE as the output.
Given the current QoE model (a random forest of decision trees) and a quality pattern \( v_i \), each decision tree returns a predicted QoE bucket (a range of user engagement), and we count the number of “votes” given by these decision trees to each possible QoE bucket. QoE prediction \( QoE(v_i) \) is the median of the QoE bucket with the most votes. The uncertainty \( Uncertainty(v_i) \) of this prediction is measured by the difference between the highest vote count and the second highest vote count. (This way of measuring uncertainty is also called minimal margin [51].) Intuitively, the uncertainty of a video quality pattern indicates how much the current QoE model is unsure about predicting the QoE of this quality. The constraint of Eq. (3) ensures that it is possible to stream the video under the quality pattern \( v_i \) within the expected viewing time \( QoE(v_i) \) without using more bandwidth than \textit{BandwidthLimit}.

Once a session ends, a pair of its actual session-level quality and user QoE (user engagement) is used to update the current QoE model. This can be done in various ways. In our implementation, we train the initial QoE model of each user based on an “initial dataset” of 120 sessions which are collected from 10 users (different from the users whom we eventually test VidHoc on) during the first 2 months of the user study. And then the measurements (pair of session-level video quality and QoE) from a user will be added to a separate copy of the “initial dataset”. That is, each time a new measurement is collected from a user, it is added to the the user’s version of “initial dataset” and retrained the model for this user.\(^2\)

An intuitive interpretation of Eq. (2) is that it minimizes the “regret” of choosing a quality pattern. That is, we minimize \( 1) \) the suboptimality of the expected QoE (via a high \( QoE(v_i) \)), and \( 2) \) the impact on future QoE optimization (via choosing a quality that induces feedback on a highly uncertain QoE prediction \( Uncertainty(v_i) \)). This formulation effectively balances the QoE of the current video session and the accuracy of QoE modeling which affects future QoE optimization—this balance is what the two strawmen discussed in §3.2 do not address.

4.3 Dynamic rate limiting

In our setting, a practical concern is that we cannot directly control the player’s selection of quality. Instead, we control the downloading rate (i.e., bandwidth) during the course of a session to indirectly control the quality pattern by inducing the ABR algorithm to adapt to the downloading rate we set.\(^3\)

As a result, we might fail to achieve the video quality pattern selected by VidHoc’s quality pattern scheduler (§4.2). Thus, we must take the player’s behavior in bitrate selection into account.

First, numerous prior studies have shown that ABR-enabled players can adapt its video quality in response to changes in the available bandwidth (in fact this is used by several papers to reverse-engineer video player logic [24]). For example, if we want to make the video quality pattern changes and when the player responds, and the bitrate which the player switches to is often a distribution, rather than a fixed value.

This observation inspires our solution: instead of determining how to induce the player to deterministically change its bitrate, a more pragmatic approach would be to model distribution of player’s action (when to switch to what bitrate). In our implementation, we first obtain this distribution on the YouTube player\(^4\) that we test in our user study as follows. We run an exhaustive test to build the transition distribution of \( D(s_1, s_2, b) \), where \( s_1 \) and \( s_2 \) represent the player states, including current bitrate, buffer length, and \( b \) is the current bandwidth. To obtain the transition probability between \( s_1, s_2 \) under bandwidth \( b \) within 12 seconds\(^5\), we set the player state to \( s_1 \) under bandwidth \( b_1 \) for 100 times, and \( D(s_1, s_2, b) \) is the times of the states becoming \( s_2 \) divided by 100. Due to the infinite number of all possible player states and bandwidth, we bucketize the bitrate, buffer length and bandwidth for every 200Kbps, 1 second and 200Kbps respectively. These transition distributions are inherently specific to the video player under study, and we do not claim they are generalizable to other players.

The resulting player’s transition distributions fit nicely to the formulation of Eq. (2). Instead of finding a quality pattern \( v_i \) for session \( i \), our optimization objective is to find a rate-limiting scheme \( b_i \) (bandwidth over time) that can minimize the expected regret of the video session:

\[
\min_{b_i} \sum_{v_i} p(b_i, v_i) \cdot [QoE(v_i) + Uncertainty(v_i)],
\]

s.t. \( BandwidthUsage(b_i) \leq BandwidthLimit \),

where \( p(b, v) \) is the probability that the video quality pattern \( v \) appears under the rate-limiting scheme \( b \), and \( p(b, v) \) can be calculated by the player profile by going through all possible video quality patterns. During a video session,

\(^2\)Those users met the recruiting criteria in §5 but quit in the middle.
\(^3\)One needs to balance the data size of the “initial dataset” and the new samples from each user: if the initial dataset is too large, it will dominate the training of the per-user QoE model. In our implementation, the initial dataset (120 sessions) does not seem to overly dominate the per-user model, but we leave a thorough investigation of this issue to future work.

\(^4\)YouTube is known to occasionally change the player ABR logic. In this test, we use the YouTube player obtained during Sept 2021 - Dec 2021.

\(^5\)We use 12 seconds because empirically it is the medium delay between when bandwidth changes and when the video player reacts.
the player status is updating over time, and \( p(b, v) \) updates accordingly. Thus, we can update the rate-limiting scheme \( b \) by the updated \( p(b, v) \).

Note that there are multiple possible video quality patterns that can be generated by the same bandwidth allocation plan, and we might not get the video quality pattern with the minimal regret. We admit it could happen, but we can minimize the negative impact, i.e., little contribution to the QoE model training and/or bad user QoE. First, we already consider the possibility of getting the other video quality patterns, since those video patterns’ regrets are calculated in the regret expectation of the bandwidth allocation plan. Second, one might argue that we might calculate the wrong expectation because the profile of the player behavior might not be accurate. It does happen if the ABR logic changes or the player behavior profile has insufficient data. Thus, we can either re-profile the player’s behavior or add more data points to the existing profile. Third, even if the worst case happens, its negative effect is still small. The goal of VidHoc is to maximize both QoE and uncertainty. If the resulted video quality pattern has small uncertainty, it is still better that GreedyOpt that does not interfere with the video quality at all. Because, VidHoc creates more bandwidth fluctuations, and thus there would be more quality issues than GreedyOpt in the video quality patterns, which also leads to a faster training speed than GreedyOpt. If the resulted pattern has the bad quality, it still has better quality than GreedyOpt. It happens when we expect a slightly lower quality but get a much worse quality level, e.g., we expect a small bitrate degradation but get a large bitrate drop or even a rebuffering event. In this case, VidHoc could re-calculate the bandwidth allocation plan and allocate more bandwidth to the following chunks for a better regret, and the more bandwidth will lead to a better video quality. One might concern that the player might not increase the bitrate adapting to the increased bandwidth. Fortunately, it rarely happens because the goal of the players is to maximize QoE in which bitrate is an important factor. The previous work \([?\text{ ]} \) (Understanding video streaming algorithms in the wild) shows that although some ABR algorithms used in industry have a conservative choice on bitrate selection, it will still increase the bitrate for adapting to the bandwidth.

\subsection{Reducing controller compute overhead}

To naively calculate the expected regret of a rate-limiting scheme (Eq. (4)), we need to enumerate all possible video quality patterns under this scheme, which can be prohibitively expensive. We reduce this overhead by two ideas that limit the number of patterns we need to enumerate.

First, we use a short look-ahead horizon, such that we do not need to enumerate all possible quality of the future chunks. For the later chunks, we assume the player will perfectly adapt to the bandwidth we set. In VidHoc, the look-ahead horizon is 2, and in §6.4, we will evaluate the impact of different look-ahead horizons on QoE improvement and compute overhead.

Second, we coalesce multiple consecutive chunks as longer segments, so that the bandwidth scheme and quality patterns are determined over a handle of segments, rather than many more chunks. For example, for a 60-second long video with 3-second chunk size, we need to enumerate 60/3=20 times, while if we consider 4 adjacent chunks as a whole, we only need to enumerate 60/(3\(\times\)4) = 5 times, which saves more than 400% computation cost.

\section{USER STUDY METHODOLOGY}

In this section, we present the user study methodology to evaluate VidHoc and the baselines.

We test VidHoc and the baselines on the users recruited from two popular crowdsourcing platforms, i.e., Amazon Mechanical Turk \([1\text{ ]} \) and Prolific \([47\text{ ]} \). Figure 7 shows the two-stage procedure of conducting user study to evaluating VidHoc on real users. Our study was approved by our Institutional Review Board (IRB).

First, to recruit the participants in our study, we published a filtering survey on two crowdsourcing platforms to solicit background and demographic information including age, gender, internet plans, frequency of watching online videos, and frequency of suffering quality issues from potential participants. Since we want to recruit users with room to improve their QoE, we selected eligible participants who used video streaming services more than \( \geq 10 \) hours per week and who suffered from quality issues frequently (\( \geq 20 \) times per week). We restricted to participants living in the US. To evaluate VidHoc on different populations, we recruited a diverse set of participants’ in terms of gender and age as shown in Table 4, which are similar to the demographics of YouTube users \([25\text{ ]} \).

After filtering, we asked selected users to install a browser extension implementing VidHoc. Our browser extension can limit the throughput of YouTube video sessions, and passively record the metrics of user’s video sessions (no video content or private information is recorded), including video quality (resolution, rebuffering events), player status (player progress slider, buffer length, etc.) and video session time. Unlike the previous similar study that asks for user feedback with an exit survey after every video session ends (e.g., \([60\text{ ]} \)), our browser extension only monitors view time (or user engagement) as the QoE metric, which minimizes the user annoyance.

We conducted this user study from September to December 2021 on 6 users from Amazon Mechanical Turk and 9 users from Prolific. In the pre-screening stage, we paid participants $10 for completing the filtering survey and installing
Gender #
Female 7
Male 8

Table 4: User Demographics

Age #
21 to 29 4
30 to 39 8
40+ 3

Internet plan #
25Mbps 12
50Mbps 3

Figure 7: User study procedure: We first send out the filtering survey to crowd workers and verify their answers by monitoring their video quality. Then the eligible users are asked to install a browser extension that monitors video quality and controls throughput of YouTube sessions, which allows us to test VidHoc and the baselines.

We address this issue by two simple-yet-practical ideas: (we use 60% in our study) of the actual throughput. This way, videos (e.g., we cannot schedule users to watch n videos to test method A and then another n videos to test method B). We address this issue by two simple-yet-practical ideas:

- **Throughput capping**: During our user study, we use the browser extension to impose a fixed limit on the throughput of all video session, such that when VidHoc and its baselines set bandwidth, the average throughput must not exceed $\alpha$% (we use 60% in our study) of the actual throughput. This way, all schemes will be subject to the same BandwidthLimit (see Eq. (3)) of $\alpha$% of the actual throughput. At the same time, they still have the flexibility to decide what bandwidth schedule to use in each session.

- **Randomized A/B tests**: In addition, to mitigate the influence from video content (which are unknown to us), we borrow the idea from A/B test [58]: we randomly determine which strategy we use to optimize QoE when each video session begins.

6 EVALUATION

Using a randomized A/B tests on 15 real participants, our evaluation of VidHoc shows the following key findings:

- When keeping the same average bandwidth per session, VidHoc achieves better user engagement, by 9.2% compared to "greedy optimization" which does not customize for per-user QoE model, by 21.6% compared to "greedy profiling" which greedily utilizes the latest (though inaccurate) per-user QoE model.

- VidHoc achieves similar QoE compared to various baselines but using much less average bandwidth per session: 21.2% less compared to "greedy profiling", 17.3% less compared to "greedy optimization", and 20.7% less compared to "no optimization".

6.1 Setup

**Baselines**: We compare VidHoc with three baseline strategies (described in §3.2):

- **Greedy QoE optimization (GreedyOpt)**: This strategy greedily optimizes user QoE by exploiting the QoE model that is updated after each video session. GreedyOpt does not deliberately add quality issues to the video sessions, but may suffer from inaccuracy of the QoE model.

- **Greedy QoE profiling (GreedyPF)**: During the first 30 sessions (we will test other choices in §6.4) of each user, this strategy adds quality issues to the video sessions to maximize and quickly reduce the uncertainty of the current QoE model, and it runs the same optimization as GreedyOpt.

- **No optimization (NoOpt)**: We do not have any intervention on the video quality. This represents the default ABR performance.

**Test methodology**: As described in §5, for a fair comparison, when a video session begins, we randomly determine which strategy is going to be used for this session. After each session, we record video engagement (i.e., the ratio of video session time and video length) as the user QoE. We compare VidHoc with other baselines in terms of the average QoE across the users under a fixed average bandwidth throttling rate of 60% (§5).

To complement the real-world tests, we also leverage the large amount of traces collected from the participants to create a trace-driven simulator. The simulator helps us answer "what-if" questions (e.g., how much would the improvements be if VidHoc uses a different parameter) to understand how sensitive VidHoc’s performance is to its parameters. The simulator uses all data collected from each user to build the per-user QoE models and uses them to simulate user QoE when VidHoc (and baselines) chooses different actions (the details of trace-driven simulator are in Appendix B). As the simulator embeds some necessary assumptions, we present the overall performance comparisons between VidHoc and its baselines using real-world tests (Figure 8 and Figure 9).
rather than simulation. Throughout the period of user study, every user watched videos under the same individual context: the same viewing device, volume, and the actual display size of the video player.

### 6.2 Overall performance

**QoE improvement:** Figure 8 shows how average QoE of different schemes improves as a user watches more videos, when all schemes keep their average bandwidth usage at 60% of the actual throughput. This confirms the expected behavior outlined in Figure 5: VidHoc can quickly build a reliable per-user QoE model with a marginal QoE degradation in the first few sessions after a new user joins the service. For the first 60 sessions, VidHoc achieves on average 9.2 – 21.6% higher QoE than the other baselines under the same average bandwidth limit. GreedyPF has much worse QoE than other methods during first 30 sessions when it builds the QoE model, but after that, it has the similar QoE as VidHoc. The video QoE of GreedyOpt is not as high as VidHoc, since it uses sub-optimal QoE model to optimize user QoE.

**Bandwidth saving:** Next, we run the same real-world test in Figure 8 but with different limits on average bandwidth usage. Figure 9 shows the average bandwidths and the corresponding average QoE of different schemes during the first 60 video sessions after these schemes take effect. We can see that VidHoc can save 17.3 – 21.2% bandwidth while achieving similar QoE compared to other baselines. At the same time, we notice that under low the available bandwidth (e.g., 250Kbps), GreedyPF achieves similar QoE as VidHoc and GreedyOpt, because such low bandwidth would naturally create various types of quality issues in the video quality patterns, so GreedyPF does not pay extra QoE penalty to profile per-user QoE models.

### 6.3 What affects VidHoc’s improvements

We investigate the operational regime of VidHoc, i.e., when VidHoc has QoE gain over the other baselines.

**User available bandwidth:** We have seen that VidHoc can improve the QoE of the users who frequently suffer from quality issues in the video streaming service (§5). However, intuitively, if a user already has a stable network connection that can sustain highest bitrate without rebuffering, there would be little room to improve this user’s QoE. To validate it, we scale up the bandwidth of the video sessions in Figure 8 to [1000, 1200, 1400, 1600, 1800, 2000]Kbps and simulate the user QoE by the per-user QoE model we obtained in the experiment in Figure 8. Figure 10 shows our QoE improvement over other baselines diminishes with higher available bandwidth during the first 60 video sessions. Indeed, VidHoc has diminishing gains when the available bandwidth is large, because 1) the users rarely suffer from quality issues, and 2) VidHoc still needs to deliberately show the videos with quality issues for per-user QoE modeling.

**Difference from the average QoE model:** Another factor that influences VidHoc’s gains is how different a new user’s true per-user QoE model is to the average QoE model, based on which VidHoc customizes the QoE model per user. Figure 11 shows VidHoc’s QoE gain over the baseline of GreedyOpt increases when the per-user QoE models more different from the average QoE model (i.e., higher prediction error by the average QoE model). On the other hand, if the average QoE model is very similar to the true per-user QoE model (i.e., lower prediction error), GreedyOpt will become the optimal strategy, because we do not need to further learn the user’s QoE model by adding quality issues.

**Player status estimation error:** In practice, we might not know the exact player status (i.e., video bitrate and player buffer length), and need to infer the status for dynamic rate limiting. In Figure 12, we evaluate the robustness of VidHoc when player status is estimated with errors. We simulate this effect by adding white Gaussian noise to either bitrate or buffer length estimation. We can see that VidHoc’s QoE might even fall below NoOpt when the player guess error is too large (600Kbps could be the bitrate gap between 3 resolution levels [37, 57]). However, fortunately, prior work [8] has shown that the estimation error over 3 resolution levels is relatively rare (less than 40% chance to happen, e.g., under [0, 50]Mbps network bandwidth, the probability of the
resolution in \( \{240, 360, 480\} \)P is > 60% for Netflix, YouTube, Amazon and Twitch video players).

6.4 Microbenchmarks

Finally, we microbenchmark VidHoc’s performance if we change its key parameters.

Look-ahead horizon: In §4.4, we show that the computation cost is prohibitive if we enumerate all possible video quality patterns. Figure 13 shows the QoE gain over no optimization changes with the number of the future chunks that we enumerate their quality. To balance the computation cost and QoE, we choose 2 as the look-ahead horizon, and VidHoc needs ~250MB memory and 1.2% CPU on a Debian 10 machine with Intel 3.2GHz CPU.

Time-dependent QoE sensitivity: Figure 14 shows the QoE difference of VidHoc whether we consider time-dependent sensitivity (which is shown in Figure 3). We can see that QoE can be improved by 6.4% if we consider the time-dependent sensitivity, because it enables VidHoc to have a time dimension to schedule bandwidth instead of the overall QoS metrics (i.e., bitrate, rebuffering time, and bitrate switch).

GreedyPF’s training set size: If we can use fewer video sessions to train the per-user QoE model by GreedyPF, we might mitigate GreedyPF’s severe QoE degradation. Figure 15 shows the QoE in the optimization stage when we vary the number of videos for QoE modeling by deploying GreedyPF to real users. We can use 30 videos to do QoE modeling for obtaining high QoE in the optimization stage while degrade less QoE during QoE modeling.

7 RELATED WORK

User QoE modeling: Past work [5, 6, 14, 15, 17–19, 23, 26, 27, 36, 40, 44, 46, 48, 49, 53] has studied the influencing factors on QoE and evaluated video streaming systems by conducting subjective user studies. In those user studies, the users usually need to fill out an exit survey to provide feedback or their opinions on the video quality when a video session ends. The user feedback is regarded as the end product of the ground-truth QoE and a zero-mean white Guassian noise [29]. Following this paradigm, previous research work focuses on predicting user QoE with perceptually relevant system QoS (quality of service) features including average bitrate, rebuffering duration, and quality adaptation magnitude [4, 7, 16, 19, 34, 39, 45, 52, 57].

Recently, many research studies focus on modeling user QoE in a finer granularity. The work by [60] studies the QoE impacted caused by the video content, and [21] reveals that the context of video viewing (e.g., room brightness, viewing devices) is also important to user QoE. The work by [55] builds the QoE models for the individual users regarding the differences in viewing devices and points of interests. To save the cost of exit surveys, some prior work minimizes the number of the video sessions that need user feedback by clustering users [21] or active learning [9]. In this paper, VidHoc further reduces the cost by passively monitoring the user engagement instead of directly asking for the user feedback, because of the strong correlation between user engagement and user’s QoE rating [61].

QoE-driven video streaming systems: Early QoE-driven video streaming systems [11, 20, 22, 32, 34, 37, 39, 52, 57] adopt a one-size-fits-all optimization criterion, regardless of the video source characteristics, video viewing context, and individual users’ quality preferences. These algorithms are typically optimized offline on a dedicated server and then distributed to the operating point where resource allocation is performed. Further research efforts mine information about video content [13, 54], device type [7, 33, 50], and connectivity [30, 31] to optimize QoE at a per-group granularity. Only until recently does personalized QoE optimization become a hot research topic. Huo et al. [28] discover the heterogeneity of QoE, manifested as the difference in the viewers’ sensitivity to video quality, rebuffering, and quality adaptation. Building upon the insights, the authors developed a
The results reveal the potential of leveraging per-user QoE customization schemes for new users. We design and implement VidHoc that can unbiasedly compare QoE customization schemes under real-world settings. As a case study, we use VidHoc to evaluate two natural and one improved QoE customization schemes on real human users. The results reveal the potential of leveraging per-user QoE models: we can further improve QoE by 13.9% with the same bandwidth or save 17.3% bandwidth while maintaining the same QoE on the top of these natural schemes.

**Ethics Considerations:** The experiments conducted in this paper were conducted in accordance with accepted principles from the Menlo and Belmont Reports. In particular, the Belmont Report speaks of respect for humans (including informed consent), beneficence, and justice. All users for this study were recruited and compensated in accordance with an experimental protocol approved by our institution’s IRB; users were apprised of the experiment through an approved consent protocol and compensated in accordance with minimum wage hourly rates. In this case, risks to users were minimal (beneficence), and the user population that participated in the experiment is of a similar demographic as that which stands to benefit from this work (justice). Users were shown videos via approved APIs and interfaces, thereby complying with the Menlo Report’s recommendation of respect for law and public interest.
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A CLIENT-SIDE BROWSER EXTENSION

In this paper, we only test VidHoc when the users watch YouTube videos. We strictly follow the settings in §4: we do not change the user interface (UI) of the video streaming service, the users can freely choose their video content to watch for providing us with more natural feedback, and we do not collect the information about video content.

Video quality monitor: We monitor video quality and video session by appending JavaScript codes to the YouTube webpage. The appended codes have the access to the objects in the webpages. Thus, we can access the YouTube player object for extracting video download resolution by `getPlayQuality API` provided by YouTube iframe player [59]. But, YouTube does not offer video buffer length information. To solve this problem, we cast the object of YouTube player to a HTML5 player where we can call `SourceBuffer`, one of media source APIs [41], to read the ranges of the video covered by the buffer.

The length of the video session is calculated using the time spend from video session start to when the video ends or the session is closed (whichever comes the first). Since the users are not in a controlled environment, we do not know the user status when the users watch videos. To make sure they do watch the videos, we also monitor the browser status, i.e., whether the browser is on the top of desktop, and whether the video player tab is show up on the top of the browser. We only use the videos where the users put the browser on the top of the desktop and the video player tab on the top of the browser to train per-user QoE models, because other videos might not reflect the user preferences to the video quality.

This monitor reports to VidHoc every 0.5 seconds in our implementation. Each report is <0.1KB, and does not introduce too much traffic to VidHoc’s server.

Dynamic rate limiting: We limit the video downloading rate by delaying the HTTP requests whose destination is the video player. When the HTTP requests arrive at the user client, the bandwidth controller holds the request until it meets the requirement of bandwidth throttling by `onHeadersReceived API` provided by Google Chrome browser. The time length that the controller needs to hold for a target bandwidth is

\[
\text{hold}_\text{time} = \frac{\text{size}_{\text{target}_\text{bw}}}{\text{target}_\text{bw}} - \frac{\text{size}_{\text{real}_\text{bw}}}{\text{real}_\text{bw}}
\]

where `size` is the data size of the HTTP request, `target_bw` is the bandwidth we want to achieve, and the `real_bw` is the current real bandwidth of the user. Although we cannot obtain the ground truth of the real bandwidth, we estimate it as the real bandwidth of the last HTTP request.

Another question is how to determine the hold time of the HTTP requests. The hold time should make sure the target bandwidth the same as the video bitrate. To obtain the video bitrate, we can parse the headers of the videos that are mostly using fragmented MP4 format [42]. In fragmented MP4, the SIDX field in the header has the byte range of each video chunk in the video streaming, and we can use it to calculate the video bitrate. We can download the video header for
every resolution video source to calculate the bitrate of each version of the video streaming.

B PLAYER SIMULATOR
Similar to building the player behavior profile in §4.3, we use a trace-driven method to simulate a user’s player behavior in the video sessions. Suppose the player is currently at a status with bitrate $b$, buffer length $l$, the average bandwidth that the player has experienced in the last 20 seconds of the video session $bw_{past}$, and the current bandwidth $bw_{now}$. We find the historical video sessions that have experienced similar status, i.e., in the video session, we can find a player state whose the differences between its bitrate, buffer length, past and current bandwidth, and $b, l, bw_{past}, bw_{now}$ are smaller than 200Kbps, 5 seconds and 200Kbps, 200Kbps respectively. We randomly select one of those video sessions and use its player status as the output of the player simulator.