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Abstract

In this paper we are interested in positive classical solutions of

\[
\begin{aligned}
-\Delta u &= a(x)u^{p-1} \quad \text{in } \Omega, \\
u > 0 &\quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

where $\Omega$ is a bounded annular domain (not necessarily an annulus) in $\mathbb{R}^N$ $(N \geq 3)$ and $a(x)$ is a nonnegative continuous function. We show the existence of a classical positive solution for a range of supercritical values of $p$ when the problem enjoys certain mild symmetry and monotonicity conditions. As a consequence of our results, we shall show that (1) has \(\lfloor \frac{N}{2} \rfloor\) positive nonradial solutions when $a(x) = 1$ and $\Omega$ is an annulus with certain assumptions on the radii. We also obtain the existence of positive solutions in the case of toroidal domains. Our approach is based on a new variational principle that allows one to deal with supercritical problems variationally by limiting the corresponding functional on a proper convex subset instead of the whole space at the expense of a mild invariance property.
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1 Introduction

In this paper we are interested in positive classical solutions of

\[
\begin{aligned}
-\Delta u &= a(x)u^{p-1} \quad \text{in } \Omega, \\
u > 0 &\quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

where $\Omega$ is a bounded domain in $\mathbb{R}^N$ $(N \geq 3)$ and where $p > 1$. We will be interested in both questions of existence and multiplicity of positive solutions. The domains will have certain symmetry that allows us to consider supercritical values of $p$. One main class of domains will be annular domains (not necessarily an annulus). The function $a(x)$ is a nonnegative function with some symmetry assumptions, for instance, one can take $a(x) = 1$.

For $N \geq 3$ and $a(x) = 1$ the critical exponent $2^* := \frac{2N}{N-2}$ plays a crucial role and for $2 < p < 2^*$ a variational approach shows the existence of a smooth positive solution of (2); a crucial step here
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is that $H^1_0(\Omega)$ is compactly imbedded in $L^p(\Omega)$, see for instance the book [60]. For $p \geq 2^*$ the well known Pohozaev identity [54] shows there are no positive solutions of [2] provided $\Omega$ is star shaped. For general domains in the critical/supercritical case, $p \geq 2^*$, the existence versus nonexistence of positive solutions of [2] is an overly challenging question.

In the case of a radial annulus, $\Omega = A := \{x \in \mathbb{R}^N : 0 < R_1 < |x| < R_2 < \infty\}$, there is a positive radial solution, for any $p > 2$, which relies on the compact imbedding of $H^1_{0,rad}(A)$ (this is the space of $H^1_0(A)$ radial functions) into $L^p(A)$. For domains that are slight perturbations of $A$ one can try and linearize around the radial solution. In the purely critical problem $p = 2^*$ it was shown in [2] that there is a solution provided the domain is not contractible. However, finding positive non-radial solutions for the supercritical case has been a very delicate issue as well; for instance we refer to the recent paper [11]. Before providing a more comprehensive background on this problem, we shall begin with our contribution on the subject in this paper.

1.1 Domains of double revolution

Unless explicitly stated we are always assuming our domains will be domains of double revolution. Consider writing $\mathbb{R}^N = \mathbb{R}^m \times \mathbb{R}^n$ where $m, n \geq 1$ and $m + n = N$. We define the variables $s$ and $t$ by

$$s := \left\{ x_1^2 + \cdots + x_m^2 \right\}^{\frac{1}{2}}, \quad t := \left\{ x_{m+1}^2 + \cdots + x_N^2 \right\}^{\frac{1}{2}}.$$

We say that $\Omega \subset \mathbb{R}^N$ is a domain of double revolution if it is invariant under rotations of the first $m$ variables and also under rotations of the last $n$ variables. Equivalently, $\Omega$ is of the form

$$\Omega = \{ x \in \mathbb{R}^N : (s, t) \in U \} \text{ where } U \text{ is a domain in } \mathbb{R}^2 \text{ symmetric with respect to the two coordinate axes.}$$

In fact,

$$U = \{ (s, t) \in \mathbb{R}^2 : x = (x_1 = s, x_2 = 0, \ldots, x_m = 0, x_{m+1} = t, \ldots, x_N = 0) \in \Omega \},$$

is the intersection of $\Omega$ with the $(x_1, x_{m+1})$ plane. Note that $U$ is smooth if and only if $\Omega$ is smooth.

We denote $\tilde{\Omega}$ to be the intersection of $U$ with the first quadrant of $\mathbb{R}^2$, that is,

$$\tilde{\Omega} = \{ (s, t) \in U : s > 0, t > 0 \}. \quad (3)$$

Using polar coordinates we can write $s = r \cos(\theta)$, $t = r \sin(\theta)$ where $r = |x| = |(s, t)|$ and $\theta$ is the usual polar angle in the $(s, t)$ plane.

The domains under the consideration will be annular and toroidal domains with a certain monotonicity (or convexity) assumption in the $\theta$ polar angle. All domains will be bounded domains in $\mathbb{R}^N$ with smooth boundary unless otherwise stated. To describe the domains in terms of the above polar coordinates we will write

$$\tilde{\Omega} := \{ (\theta, r) : (s, t) \in \tilde{\Omega} \}. \quad (4)$$

We shall now discuss two important class of domains of double revolution that we are considering in this paper, namely, annular domains and toroidal domains.

Annular domains. We begin by considering an explicit annular domain in $\mathbb{R}^N$ and then we will generalize. The first example would be an annulus centred at the origin with inner radius $R_1$ and outer radius $R_2$; $\Omega = \{ x \in \mathbb{R}^N : R_1 < |x| < R_2 \}$. Then we have $U = \{ (s, t) : R_1^2 < s^2 + t^2 < R_2^2 \}$ and finally we have $\tilde{\Omega} = \{ (\theta, r) : g_1(\theta) < r < g_2(\theta), \theta \in (0, \frac{\pi}{2}) \}$ where $g_1(\theta) = R_1$ and $g_2(\theta) = R_2$.

We can now consider a slightly more general version where the inner and outer boundaries are replaced with ellipsoids instead of balls. Take $\Omega$ to have outer boundary given by the ellipsoid

$$\sum_{k=1}^m \frac{x_k^2}{a_k^2} + \sum_{k=m+1}^N \frac{x_k^2}{b_k^2} = 1,$$
and the inner boundary given by
\[
\sum_{k=1}^{m} \frac{x_k^2}{c_k^2} + \sum_{k=m+1}^{N} \frac{x_k^2}{d_k^2} = 1,
\]
where \(a, b, c, d > 0\) are chosen such that the resulting domain is an annular region. Note in this case we have
\[
\hat{\Omega} = \left\{ (s, t) : s, t > 0, \frac{s^2}{a^2} + \frac{t^2}{b^2} < 1 \text{ and } \frac{s^2}{c^2} + \frac{t^2}{d^2} > 1 \right\},
\]
and
\[
\tilde{\Omega} = \left\{ (\theta, r) : g_1(\theta) < r < g_2(\theta), \theta \in \left(0, \frac{\pi}{2}\right) \right\},
\]
where the functions \(g_1\) and \(g_2\) are given by
\[
g_2(\theta) = \frac{1}{\left(\frac{1}{b^2} + \sin^2(\theta) \left(\frac{1}{a^2} - \frac{1}{b^2}\right)\right)^{\frac{1}{2}}} \quad \text{and} \quad g_1(\theta) = \frac{1}{\left(\frac{1}{d^2} + \sin^2(\theta) \left(\frac{1}{c^2} - \frac{1}{d^2}\right)\right)^{\frac{1}{2}}}.
\]
From this example we now introduce the idea of an **annular domain with monotonicity**. Consider the annular region in the \((s, t)\) variables if we make the further restriction \(0 < d \leq c < a \leq b\); note we can consider this region as being obtained by starting with two concentric spheres in the \((s, t)\) plane and vertically compressing the outer sphere and vertically stretching the inner one and then \(U\) is the region between the two deformed spheres. In terms of \(g_i\) note that \(g_1\) is increasing on \((0, \frac{\pi}{2})\) and \(g_2\) is decreasing on \((0, \frac{\pi}{2})\).

**Definition 1.1.** We refer to a domain of double revolution in \(\mathbb{R}^N\) with \(N = m + n\) an annular domain if its associated domain \(\hat{\Omega}\) in the \((s, t)\) plane in \(\mathbb{R}^2\) is of the form
\[
\tilde{\Omega} = \left\{ (\theta, r) : g_1(\theta) < r < g_2(\theta), \theta \in \left(0, \frac{\pi}{2}\right) \right\}.
\]
in polar coordinates. Here $g_1 > 0$ is smooth on $[0, \frac{\pi}{2}]$ with $g_1'(0) = g_1'(\frac{\pi}{2}) = 0$ and $g_2(\theta) > g_1(\theta)$ on $[0, \frac{\pi}{2}]$. We also call $\Omega$ an annular domain with monotonicity if $g_1$ is increasing and $g_2$ is decreasing on $(0, \frac{\pi}{2})$.

See Figure 1 for an example of an annular domain with monotonicity in $\mathbb{R}^3$, see Figure 2 for its representation $\hat{\Omega}$ in the $(s,t)$ plane. We also refer to Figure 3 for the representation $\tilde{\Omega}$ of $\hat{\Omega}$ in polar coordinates.

**Toroidal domains.** Consider a standard torus in $\mathbb{R}^3$ given by $(\sqrt{x^2 + y^2} - a)^2 + z^2 < b^2$ where $a > b > 0$. We now adapt this to handle more double domains of revolution. So we consider $(s-a)^2 + t^2 < b^2$ or in terms of $x$ we have

\[
\left( \sum_{k=1}^{m} x_k^2 \right)^{\frac{1}{2}} - a \right)^2 + \sum_{k=m+1}^{N} x_k^2 < b^2.
\]

Now note $\hat{\Omega}$ is the upper half of the circle of radius $b$ in the $(s,t)$ plane centered at $(a,0)$. We now write this in terms of polar coordinates as before. Let $0 < \theta_0 < \frac{\pi}{2}$ be such that $\sin(\theta_0) = \frac{b}{a}$. Then we can write the domain as $g_1(\theta) < r < g_2(\theta)$ for $0 < \theta < \theta_0$ where $g_i$ is given by

\[
\begin{align*}
g_1(\theta) &= a \cos(\theta) - \sqrt{b^2 - a^2 \sin^2(\theta)}, \\
g_2(\theta) &= a \cos(\theta) + \sqrt{b^2 - a^2 \sin^2(\theta)}.
\end{align*}
\]

A computation shows that $g_1$ is increasing and $g_2$ is decreasing on $(0, \theta_0)$.

We can consider a generalized torus where we take more general functions $g_i$. We will refer to a toroidal domain with monotonicity to be a torus with general $g_i$ but with the added assumption that $g_1$ is increasing and $g_2$ is decreasing on $(0, \theta_0)$ where $\theta_0$ is a unique point such that $g_1(\theta_0) = g_2(\theta_0)$. In both cases we define

\[
\tilde{\Omega} := \{ (\theta, r) : (s,t) \in \hat{\Omega} \} = \{ (\theta, r) : g_1(\theta) < r < g_2(\theta), \theta \in (0, \theta_0) \}.
\]
(A): Conditions on $a(x)$. Throughout the paper, we always assume that $a$ is a continuous function of $(s,t)$ that is $a(x) = a(s,t)$. Moreover, we say that $a$ satisfies (A) if $a$ is a continuously differentiable function with respect to $(s,t)$ and $sa_t - ta_s \leq 0$ in $\Omega$.

We give some examples of $a(x)$ which satisfy (A):

- $a(x) = 1$,
- $a(x) = |x|^\alpha$ where $\alpha \in \mathbb{R}$, in this case the equation corresponds to the well known Hénon equation. Here $a(s,t) = (s^2 + t^2)^{\frac{\alpha}{2}}$.
- $a(x) = h(\sqrt{x_1^2 + \cdots + x_m^2})$ where $h$ is continuously differentiable and $h' \geq 0$. In this case $a(s,t) = h(s)$.

1.2 Main results

Theorem 1.1. (Existence results)

1. (Annular domains with monotonicity) Suppose $\Omega \subset \mathbb{R}^N = \mathbb{R}^m \times \mathbb{R}^n$ is an annular domain with monotonicity in $\mathbb{R}^N$ with $n \leq m$ and

$$2 < p < \frac{2(n+1)}{n-1} = \max \left\{ \frac{2(n+1)}{n-1}, \frac{2(m+1)}{m-1} \right\} ,$$

or $2 < p < \infty$ if $n = 1$ and we also suppose that $a$ satisfies (A). Then there is a positive classical solution of (2).

2. (Annular domains without monotonicity) Suppose $\Omega$ is an annular domain in $\mathbb{R}^N$ with

$$2 < p < \min \left\{ \frac{2(n+1)}{n-1}, \frac{2(m+1)}{m-1} \right\} ,$$

or $2 < p < \infty$ if $m = n = 1$. Then there is a positive classical solution of (2).

3. (Toroidal domains with monotonicity) Suppose $\Omega$ is a toroidal domain with monotonicity in $\mathbb{R}^N$ with

$$2 < p < \frac{2(n+1)}{n-1} ,$$

and $a$ satisfies (A). Then there is a positive classical solution of (2).

In all cases of domains with monotonicity the solution $u$ will have a certain monotonicity (this will be clear from the proof).

Remark 1.2. 1. We believe the above result regarding an annular domain without monotonicity is well known and is the gain of compactness one expects with an annular domain. We are including it since we get the result as a by product of our approach and also so we can compare with the case where one adds monotonicity. See Theorem 3.1 for the related imbedding with and without monotonicity. It should be noted that the monotonicity is needed for both an improved imbedding to hold and also for the pointwise invariance property to hold, which is crucial to our approach.
2. For the toroidal domains we can handle both the case with and without monotonicity. We are not stating a result for the case without monotonicity. We point out that monotonicity here is not allowing an increased range of $p$, see Corollary 3.1.

3. The function $a(x)$ is not adding any compactness to the problem; the same proof works if $a(x) = 1$.

4. In this work we are dealing with domains of double revolution. We suspect similar arguments would work for domains of triple revolution and higher order analogs.

Next we discuss the case when $a(x) = a(|x|)$ is radial, and $\Omega$ is an annulus, that is $\Omega = \{ x : R_1 < |x| < R_2 \}$:

$$
\begin{cases}
-\Delta u = a(|x|)u^{p-1} & \text{in } \Omega, \\
u > 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\tag{9}
$$

Note that in this case the problem (9) always has a positive radial solution. We remark that any radial function $a(x) = a(|x|)$ can be written in the $(s,t)$ coordinates as follows:

$$a(s,t) = a(|x|) = a(\sqrt{s^2 + t^2}),$$

for any $m, n \geq 1$ with $N = m + n$. In the following theorem we shall prove that one can also obtain non-radial solutions.

**Theorem 1.2.** Take $m, n \geq 1$ with $N = m + n$. Let $u = u(s,t)$ be the solution of (9) obtained in Theorem 1.1 with

$$s := \{ x_1^2 + \cdots + x_m^2 \}^{\frac{1}{2}}, \quad t := \{ x_{m+1}^2 + \cdots + x_N^2 \}^{\frac{1}{2}}.$$

Define

$$\lambda_1 = \inf_{0 \neq w \in H_0^1(\Omega)} \frac{\int_{\Omega} |\nabla w|^2 \, dx}{\int_{\Omega} |w|^2 \, dx}.$$

If $p - 2 > \frac{2N}{\lambda_1}$ then $u$ is not radial.

Note that $\lambda_1$ is nothing more then the optimal constant in the classical Hardy inequality on $\Omega$. Since $\Omega$ does not contain the origin and is not an exterior domain we see that $\lambda_1$ is attained and hence $\lambda_1 > \frac{(N-2)^2}{4}$, which is the well known optimal constant in the classical Hardy inequality. We would also like to remark that the inequality $p - 2 > \frac{2N}{\lambda_1}$ provides a relatively simple condition for the symmetry breaking in (9).

In the next theorem we address the multiplicity of positive solutions for (9).

**Theorem 1.3.** For each $1 \leq k \leq \left\lfloor \frac{N}{2} \right\rfloor$ (where $\lfloor x \rfloor$ is the floor of $x$) the equation (9) has $k$ positive distinct nonradial solutions if $2 + \frac{2N}{\lambda_1} < p < \frac{2k+2}{k-1}$ for $k > 1$, and $2 + \frac{2N}{\lambda_1} < p$ for $k = 1$.

Note the above gives various results. For instance lets suppose $N$ is even and we are interested under what assumptions on the parameters do we have $\frac{N}{2}$ solutions. It would be sufficient that

$$2 + \frac{2N}{\lambda_1} < p < \frac{2(N+2)}{N-2},$$

hold. Under suitable assumptions on $R_1, R_2$ we can show $\lambda_1$ gets large and hence we see there is a range of $p$ where this holds. Indeed, we use the result of Theorem 1.3 to prove the following Corollary.
Corollary 1.3. The following assertions hold:

1. For $0 < R_1 < R_2 < \infty$ and sufficiently large $p$ there is a nonradial solution of (9).

2. For fixed $2 < p < \frac{N+2}{N-2}$ and sufficiently large $\lambda_1$ there are $\left\lfloor \frac{N}{2} \right\rfloor$ distinct positive nonradial solutions of (9). For instance, under either of the following conditions $\lambda_1$ can be sufficiently large and therefore there are $\left\lfloor \frac{N}{2} \right\rfloor$ distinct positive nonradial solutions of (9):

2-a: Let $R_1 = R$ and $R_2 = R + 1$. Then $\lambda_1$ is sufficiently large for large values of $R$. Note by scaling we can take $R_1 = 1$ and $R_2 = 1 + \frac{1}{R}$ and get the same result for large $R$.

2-b: Let $R < \gamma(R)$ with $\gamma(R) \rightarrow 1$ as $R \rightarrow \infty$. With $\Omega_R = \{x \in \mathbb{R}^N : R < |x| < \gamma(R)\}$ then for large enough $R$ the $\lambda_1$ corresponding to $\Omega_R$ is sufficiently large.

Note that 2-a is a particular case of 2-b. We are stating them as two separate assertions as 2-a is widely studied in the literature while 2-b is a less known generalization of 2-a.

We also remark that the results in Corollary 1.3 recovers and complements some of the existing results on the subject (see [36, 11] and the references therein).

1.3 The approach

Our plan is to prove existence for (2) by making use of a new abstract variational principle established recently in [49] (see also [1, 45, 50] for more applications). To be more specific, let $V$ be a reflexive Banach space, $V^*$ its topological dual and let $K$ be a non-empty convex and weakly closed subset of $V$. Assume that $\Psi : V \rightarrow \mathbb{R} \cup \{+\infty\}$ is a proper, convex, lower semi-continuous function which is Gâteaux differentiable on $K$. The Gâteaux derivative of $\Psi$ at each point $u \in K$ will be denoted by $D\Psi(u)$. The restriction of $\Psi$ to $K$ is denoted by $\Psi_K$ and defined by

$$\Psi_K(u) = \begin{cases} 
\Psi(u), & u \in K, \\
+\infty, & u \notin K.
\end{cases} \quad (10)$$

For a given functional $\Phi \in C^1(V, \mathbb{R})$ denote by $D\Phi \in V^*$ its derivative and consider the functional $I_K : V \rightarrow (-\infty, +\infty]$ defined by

$$I_K(u) := \Psi_K(u) - \Phi(u).$$

According to Szulkin [61], we have the following definition for critical points of $I_K$.

Definition 1.4. A point $u_0 \in V$ is said to be a critical point of $I_K$ if $I_K(u_0) \in \mathbb{R}$ and if it satisfies the following inequality

$$\langle D\Phi(u_0), u_0 - v \rangle + \Psi_K(v) - \Psi_K(u_0) \geq 0, \quad \forall v \in V, \quad (11)$$

where $\langle \cdot, \cdot \rangle$ is the duality pairing between $V$ and its dual $V^*$.

We also recall the notion of point-wise invariance condition from [39].

Definition 1.5. We say that the triple $(\Psi, K, \Phi)$ satisfies the point-wise invariance condition at a point $u_0 \in V$ if there exists a convex Gâteaux differentiable function $G : V \rightarrow \mathbb{R}$ and a point $v_0 \in K$ such that

$$D\Psi(v_0) + DG(v_0) = D\Phi(u_0) + DG(u_0).$$
We shall now recall the following variational principle recently established in [49] (see also [50]).

**Theorem 1.4.** [49] Let $V$ be a reflexive Banach space and $K$ be a convex and weakly closed subset of $V$. Let $\Psi : V \to \mathbb{R} \cup \{+\infty\}$ be a convex, lower semi-continuous function which is Gâteaux differentiable on $K$ and let $\Phi \in C^1(V, \mathbb{R})$. Assume that the following two assertions hold:

(i) The functional $I_K : V \to \mathbb{R} \cup \{+\infty\}$ defined by $I_K(u) := \Psi_K(u) - \Phi(u)$ has a critical point $u_0 \in V$ as in Definition 1.4 and;

(ii) the triple $(\Psi, K, \Phi)$ satisfies the point-wise invariance condition at the point $u_0$.

Then $u_0 \in K$ is a solution of the equation

$$D\Psi(u) = D\Phi(u).$$

For the convenience of the reader, by choosing appropriate functions $\Psi, \Phi$ and a convex set $K$ corresponding to our problem (2), we shall provide a proof to a particular case of Theorem 1.4 applicable to this problem.

We observe that by picking $K$ appropriately one can gain compactness; note the smaller we pick $K$ the more manageable $I_K$ becomes which makes proving the existence of critical points of $I_K$ easier. But this needs to be balanced with the second part of the Theorem 1.4 where we need to verify the point-wise invariance condition. We will describe the $K$ we will pick in detail later but we mention that $K$ will be a collection of functions with some monotonicity in $\theta$ where $\theta$ is the polar angle when writing $(s, t)$ in polar coordinates. This monotonicity in $\theta$ is exactly what allows us to obtain added compactness in problems on an annulus with monotonicity (as mentioned before there is added compactness from the symmetry of the domain and this is well known; this added compactness from monotonicity is some additional compactness).

### 1.4 Background

Here we give some background on the the problem and for this we take $a(x) = 1$ and hence we consider

$$\begin{cases}
-\Delta u = u^{p-1} & \text{in } \Omega, \\
u > 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega.
\end{cases}$$

We assume $\Omega$ a bounded smooth domain in $\mathbb{R}^N$. When $N = 2$ there is a positive smooth solution of (13) for any $p > 2$. For $N \geq 3$ the critical exponent $2^* := \frac{2N}{N-2}$ plays a crucial role and for $2 < p < 2^*$ a variational approach shows the existence of a smooth positive solution of (13). For general domains in the critical/supercritical case, $p \geq 2^*$, the existence versus nonexistence of positive solutions of (13) presents a great degree of difficulties; see [2, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57]. Many of these results are very technical and some require perturbation arguments.

The approach we will take is coming from some recent approaches in Neumann versions of (2) given by

$$\begin{cases}
-\Delta u + u = a(r)u^{p-1} & \text{in } B_1, \\
\partial_r u = 0 & \text{on } \partial B_1,
\end{cases}$$

where $B_1$ is the unit ball centered at the origin in $\mathbb{R}^N$. The interest here is in obtaining nontrivial solutions for values of $p > \frac{2N}{N-2}$. In [3] they considered the variant of (14) given by $-\Delta u + u = |x|^\alpha u^{p-1}$ in $B_1$ with $\partial u / \partial r = 0$ on $\partial B_1$ (for Dirichelt versions of the Hénon equation see, for instance,
They proved the existence of a positive radial solutions of this equation with arbitrary growth using a shooting argument. The solution turns out to be an increasing function. They also perform numerical computations to see the existence of positive oscillating solutions. In \[59\] they considered (14) along with the classical energy associated with the equation given by

$$E(u) := \int_{B_1} \frac{\|\nabla u\|^2 + u^2}{2} \, dx - \int_{B_1} a(|x|)F(u) \, dx,$$

where $F'(u) = f(u)$ (they considered a more general nonlinearity). Their goal was to find critical points of $E$ over $H^1_{rad}(B_1) := \{u \in H^1(B_1) : u \text{ is radial} \}$. Of course since $f$ is supercritical the standard approach of finding critical points will present difficulties and hence their idea was to find critical points of $E$ over the cone $\{u \in H^1_{rad}(B_1) : 0 \leq u, \ u \text{ increasing} \}$. Doing this is somewhat standard but now the issue is the critical points don’t necessarily correspond to critical points over $H^1_{rad}(B_1)$ and hence one can’t conclude the critical points solve the equation. The majority of their work was to show that in fact the critical points of $E$ on the cone are really critical points over the full space. We mention that this work generated a lot of interest in this equation and many authors investigated these idea’s of using monotonicity to overcome a lack of compactness. For further results regarding these Neumann problems on radial domains (some using these monotonicity ideas and some using other new methods) see \[38, 9, 58, 10, 6, 8, 22, 44, 46\].

In \[27\] we considered (14) using a new variational principle (see Theorem 1.4). We obtained positive solutions of (2); assuming the same assumptions as the earlier works. In the case of $a(x) = 1$ we obtained the existence of a positive nonconstant solution of (2), which was a known result, but our approach allowed us to deal directly with the supercritical nonlinearity without the need for any cut off procedures.

In \[26\] we examined the Neumann problem given by

$$\begin{cases}
-\Delta u + u = a(x)|u|^{p-2}u, & \text{in } \Omega, \\
u > 0, & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} = 0, & \text{on } \partial \Omega,
\end{cases} \quad (15)$$

where $\Omega$ is a bounded domain in $\mathbb{R}^N$ which was a domain of m revolution with certain symmetry and where $a$ also satisfied some symmetry assumptions. For the sake of the background one can take $f(u) = u^{p-1}$ and hence a supercritical result would be if $p > 2^* := \frac{2N}{N-2}$. In this case we obtained positive nontrivial monotonic solutions of (15) provided $2 < p < 2^*: = \frac{2m}{m-2}$. For Neumann problems on general domains see \[20, 37, 39, 40, 41, 42, 55, 62\].

We now return to the Dirichlet problems. There have been many supercritical works that deal with domains that have certain symmetry, for instance, see \[15, 16, 17, 18, 19, 20, 21\].

In the case of the annulur domains the authors in \[12, 14, 43\] examined subcritical or slightly supercritical problems on expanding annuli and obtained nonradial solutions. In \[36\] they obtain nonradial solutions to supercritical problems on expanding annular domains. In \[3\] they consider nonradial expanding annular domains and they obtain the existence of positive solutions. In \[34, 19\] they consider domains with a small hole and obtain positive solutions.

We now consider the very recent work \[11\] where they examined

$$\begin{cases}
-\Delta u + u = a(x)|u|^{p-2}u, & \text{in } A, \\
u > 0, & \text{in } A, \\
\text{u = 0,} & \text{on } \partial A,
\end{cases} \quad (16)$$

where $A := \{x \in \mathbb{R}^N : 0 < R_1 < |x| < R_2 < \infty \}$ and $a(x)$ is positive, even with respect to $x_N$, axial symmetric with respect to the $x_N$ axis and, using the earlier defined coordinates,
\[ a = a(r, \theta) \text{ satisfies } a_\theta \leq 0 \text{ in upper half of the } A. \] They work on a convex cone \( K \) which is characterized by monotonicity properties of the functions; the functions are increasing in \( \theta \) (this idea of monotonicity has been used a lot in Neumann problems but is new for Dirichlet problems). They consider the standard energy functional associated with (16) and they work on \( K \) and they also consider \( N_K := \{ u \in K : I'(u)u = 0 \} \) which is a Nehari type set adapted to \( K \). Then they develop a mountain pass type argument that utilizes some technical aspects of an associated flow and then they use some involved arguments from dynamical systems to prove the existence of a solution. They obtain a positive solution for all \( p > 2 \). In the case of \( a(x) = 1 \) they obtain results regarding nonradial solutions under certain assumptions on the radii of the annulus or the value of \( p \).

\section{Preliminaries}

In this section we recall some important definitions and results from convex analysis and minimax principles for lower semi-continuous functions.

Let \( V \) be a real Banach space and \( V^* \) its topological dual and let \( \langle \cdot, \cdot \rangle \) be the pairing between \( V \) and \( V^* \). The weak topology on \( V \) is denoted by \( \sigma(V, V^*) \).

A function \( \Psi : V \to \mathbb{R} \) is said to be weakly lower semi-continuous if
\[
\Psi(u) \leq \liminf_{n \to \infty} \Psi(u_n),
\]
for each \( u \in V \) and any sequence \( u_n \) approaching \( u \) in the weak topology \( \sigma(V, V^*) \). Let \( \Psi : V \to \mathbb{R} \cup \{+\infty\} \) be a proper convex function. The subdifferential \( \partial \Psi \) of \( \Psi \) is defined to be the following set-valued operator: if \( u \in \text{Dom}(\Psi) = \{ v \in V ; \Psi(v) < +\infty \} \), set
\[
\partial \Psi(u) = \{ u^* \in V^* ; \langle u^*, v - u \rangle + \Psi(u) \leq \Psi(v) \text{ for all } v \in V \}
\]
and if \( u \not\in \text{Dom}(\Psi) \), set \( \partial \Psi(u) = \emptyset \). If \( \Psi \) is Gâteaux differentiable at \( u \), denote by \( D\Psi(u) \) the derivative of \( \Psi \) at \( u \). In this case \( \partial \Psi(u) = \{ D\Psi(u) \} \).

We shall now recall some notations and results for the minimax principles for lower semi-continuous functions.

\textbf{Definition 2.1.} Let \( V \) be a real Banach space, \( \Phi \in C^1(V, \mathbb{R}) \) and \( \Psi : V \to (-\infty, +\infty] \) be proper (i.e. \( \text{Dom}(\Psi) \neq \emptyset \)), convex and lower semi-continuous. A point \( u \in V \) is said to be a critical point of
\[
I := \Psi - \Phi
\]
if \( u \in \text{Dom}(\Psi) \) and if it satisfies the inequality
\[
\langle D\Phi(u), u - v \rangle + \Psi(v) - \Psi(u) \geq 0, \quad \forall v \in V.
\]

\textbf{Definition 2.2.} We say that \( I \) satisfies the Palais-Smale compactness condition (PS) if every sequence \( \{u_n\} \) such that
\begin{itemize}
    \item \( I[u_n] \to c \in \mathbb{R} \),
    \item \( \langle D\Phi(u_n), u_n - v \rangle + \Psi(v) - \Psi(u_n) \geq -\varepsilon_n \|v - u_n\| \), \quad \forall v \in V,
\end{itemize}
where \( \varepsilon_n \to 0 \), then \( \{u_n\} \) possesses a convergent subsequence.
The following theorem is due to A. Szulkin [61].

**Theorem 2.1.** [61] (Mountain Pass Theorem). Suppose that $I : V \rightarrow (-\infty, +\infty]$ is of the form [17] and satisfies the Palais-Smale condition and the Mountain Pass Geometry (MPG):

1. $I(0) = 0$.
2. There exists $e \in V$ such that $I(e) \leq 0$.
3. There exists some $\rho$ such that $0 < \rho < \|e\|$ and for every $u \in V$ with $\|u\| = \rho$ one has $I(u) > 0$.

Then $I$ has a critical value $c > 0$ which is characterized by

$$c = \inf_{\gamma \in \Gamma} \sup_{t \in [0, 1]} I[\gamma(t)],$$

where $\Gamma = \{ \gamma \in C([0,1], V) : \gamma(0) = 0, \gamma(1) = e\}$.

3 A variational approach towards the super-critical problem

In this section, we first prove an adapted version of Theorem [14] applicable specifically to our problem and then we proceed with the proof of our main results. For the first subsection our energy functionals are explicit but we leave $K$ somewhat arbitrary, which could allow one to consider some other related problems.

3.1 The elliptic problem on a general $K$

Consider the Banach space $V = H^1_0(\Omega) \cap L^p(\Omega)$ equipped with the following norm

$$\|u\|_V = \|u\|_{H^1_0(\Omega)} + \|u\|_{L^p(\Omega)},$$

and note that the duality pairing between $V$ and its dual $V^*$ is defined by

$$\langle u, u^* \rangle = \int_\Omega u(x)u^*(x) \, dx, \quad \forall u \in V, \forall u^* \in V^*.$$  

Our plan is to apply Theorem [1,4] to the Euler-Lagrange functional corresponding to problem (2), i.e.,

$$E(u) := \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx - \frac{1}{p} \int_\Omega a(x)|u|^p \, dx,$$

over a closed convex set $K$. To adapt Theorem [1,4] to our case, define $\Psi : V \rightarrow \mathbb{R}$ and $\Phi : V \rightarrow \mathbb{R}$ by

$$\Psi(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx,$$

and

$$\Phi(u) = \frac{1}{p} \int_\Omega a(x)|u|^p \, dx.$$
We remark that even though $\Phi$ is not even well-defined on $H^1_0(\Omega)$ for large $p$, but it is continuously differentiable on the space $V = H^1_0(\Omega) \cap L^p(\Omega)$. Finally, let us introduce the functional $E_K(u) : V \to (-\infty, +\infty]$ defined by

$$E_K(u) := \Psi_K(u) - \Phi(u)$$

where

$$\Psi_K(u) = \begin{cases} \Psi(u), & u \in K, \\ +\infty, & u \notin K. \end{cases}$$

Note that $E_K$ is indeed the Euler-Lagrange functional corresponding to (2) restricted to $K$. Here is an adapted version of Theorem 1.4 applicable to our case.

**Proposition 3.1.** Let $V = H^1_0(\Omega) \cap L^p(\Omega)$ and let $K$ be a convex and closed subset of $V$. Suppose the following two assertions hold:

(i) The functional $E_K : V \to \mathbb{R} \cup \{+\infty\}$ defined in (19) has a critical point $\bar{u} \in V$ as in Definition 2.1, and;

(ii) (Pointwise invariance property) There exists $\bar{v} \in K$ such that

$$-\Delta \bar{v} = D\Phi(\bar{u}) = a(x)|\bar{u}|^{p-2}\bar{u},$$

in the weak sense, i.e.,

$$\int_\Omega \nabla \bar{v} \cdot \nabla \eta \, dx = \int_\Omega a(x)|\bar{u}|^{p-2}\bar{u}\eta \, dx, \quad \forall \eta \in V.$$

Then $\bar{u} \in K$ is a weak solution of the equation

$$\begin{cases} -\Delta u = a(x)|u|^{p-2}u, & x \in \Omega \\ u = 0, & x \in \partial \Omega. \end{cases}$$

**Proof.** Since $\bar{u}$ is a critical point of $E$, it follows from Definition 2.1 that

$$\langle D\Phi(\bar{u}), \bar{u} - v \rangle + \Psi_K(v) - \Psi_K(\bar{u}) \geq 0, \quad \forall v \in V. \tag{22}$$

On the other hand, by (ii), there exists $\bar{v} \in K$ satisfying

$$\begin{cases} -\Delta \bar{v} = a(x)|\bar{u}|^{p-2}\bar{u}, & x \in \Omega \\ \bar{v} = 0, & x \in \partial \Omega, \end{cases} \tag{23}$$

in the weak sense. By setting $v = \bar{v}$ in (22) we obtain that

$$\frac{1}{2} \int_\Omega |\nabla \bar{v}|^2 \, dx - \frac{1}{2} \int_\Omega |\nabla \bar{u}|^2 \, dx \geq \int_\Omega a(x)|\bar{u}|^{p-2}\bar{u}(\bar{v} - \bar{u}) \, dx = \int_\Omega \nabla \bar{v} \cdot \nabla (\bar{v} - \bar{u}) \, dx$$

where the last equality follows from (23). Therefore,

$$\frac{1}{2} \int_\Omega |\nabla \bar{v} - \nabla \bar{u}|^2 \, dx \leq 0, \tag{24}$$

which implies that $\bar{u} = \bar{v}$. Taking into account that $\bar{u} = \bar{v}$ in (23) we have that $\bar{u}$ is a weak solution of (21).

It is worth noting that the condition (ii) in Proposition 3.1 indeed shows that the triple $(\Psi, K, \Phi)$ satisfies the point-wise invariance condition at $\bar{u}$ given in Definition 1.5. In fact, it corresponds to the case where $G = 0$. This is why Proposition 3.1 is a very particular case of the general Theorem 1.4.
3.2 The specific setting

We shall begin by providing some more background on quantities related to domains of double revolution that are essential in this work. Assume $\Omega$ is a domain of double revolution and $v$ is a function defined on $\Omega$ that just depends on $(s,t)$, then one has

$$\int_{\Omega} v(x) dx = c(m,n) \int_{\Omega} v(s,t)s^{m-1}t^{n-1} ds dt,$$

where $c(m,n)$ is a positive constant depending on $n$ and $m$. Note that strictly speaking we are abusing notation here by using the same name; and we will continuously do this in this article. Given a function $v$ defined on $\Omega$ we will write $v = v(s,t)$ to indicate that the function has this symmetry. Define $H_{0,G}^1 := \{ u \in H_{0}^1(\Omega) : gu = u \quad \forall g \in G \},$

where $G := O(m) \times O(n)$ where $O(k)$ is the orthogonal group in $\mathbb{R}^k$ and $gu(x) := u(g^{-1}x)$.

To solve equations on domains of double revolution one needs to relate the equation to a new one on $\tilde{\Omega}$ defined in (3). Suppose $\Omega$ is a domain of double revolution and $f$ has is function defined on $\Omega$ with the same symmetry (i.e. $gf(x) = f(g^{-1}x)$ all $g \in G$). Suppose that $u(x)$ solves

$$\begin{cases} -\Delta u(x) = f(x) & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega. \end{cases}$$

Then $u = u(s,t)$ and $u$ solves

$$- u_{ss} - u_{tt} - \frac{(m-1)u_s}{s} - \frac{(n-1)u_t}{t} = f(s,t) \text{ in } \tilde{\Omega},$$

with $u = 0$ on $(s,t) \in \partial \tilde{\Omega}\\backslash\{s = 0\} \cup \{t = 0\})$. If $u$ is sufficiently smooth then $u_s = 0$ on $\partial \tilde{\Omega}\cap\{s = 0\}$ and $u_t = 0$ on $\partial \tilde{\Omega}\cap\{t = 0\}$ after considering the symmetry properties of $u$.

We now pick our convex set $K$. We mention that this idea of restricting functions to ones which are monotonic in an angle, to improve compactness, is coming from the work of [11]. We define $K$ by

$$K = K(m,n) := \left\{ 0 \leq u \in H_{0,G}^1(\Omega) : su_t - tu_s \leq 0 \text{ a.e. in } \tilde{\Omega} \right\},$$

and note we can rewrite $K$ as functions $u$ such that if we write $(s,t)$ in terms of polar coordinates we have $u_{\theta} \leq 0$ in $\tilde{\Omega}$ defined in [4]. In our approach there are generally two crucial ingredients when applying Theorem 1.4 to supercritical problems. Part (i) relies on picking $K$ appropriately so as to gain some needed compactness in order to prove existence of a critical point for the nonsmooth functional $E_K = \Psi_K - \Phi$. In part (ii) we need to be able to prove the needed ‘point-wise invariance property’ to land on a true critical point of $E$ instead of $E_K$.

**Theorem 3.1. (Imbeddings for annular domains)** Let $\Omega$ denote an annular region in $\mathbb{R}^N$ (recall we are always assuming that $\Omega$ is a domain of double revolution).

1. (Imbedding without monotonicity) Suppose $\Omega$ has no monotonicity and

$$1 \leq p < \min\left\{ \frac{2(n+1)}{n-1}, \frac{2(m+1)}{m-1} \right\}.$$

Then $H_{0,G}^1(\Omega) \subset L^p(\Omega)$ with the obvious interpretation in the case of $m = n = 1$. 
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2. (Imbedding with monotonicity) Suppose $\Omega$ is an annular domain with monotonicity, $n \leq m$ and

$$1 \leq p < \frac{2(n+1)}{n-1} = \max \left\{ \frac{2(n+1)}{n-1}, \frac{2(m+1)}{m-1} \right\}.$$ 

Then $K \subset \subset L^p(\Omega)$ with the obvious interpretation if $n = 1$.

Proof. 1. First note that to prove the desired result it is sufficient to prove $\|u\|_{L^p(\Omega)} \leq C \|u\|_{L^2(\Omega)} + C \|\nabla u\|_{L^2(\Omega)}$ for all $u \in H^1_{0,G}(\Omega)$. Take $T > 0$ large such that $\hat{\Omega} \subset (0, T)^2 =: Q$ and given a function $u \in H^1_{0,G}(\Omega)$ (hence $u = u(s, t)$ for $(s, t) \in \hat{\Omega}$) we extend $u$ to all of $Q$ by setting $u$ to be zero outside $\hat{\Omega}$. Fix $\varepsilon > 0$ small such that $(0, \varepsilon)^2 \cap \hat{\Omega} = \emptyset$ and consider $\gamma_\varepsilon(s, t) = \gamma_\varepsilon(s)$ denote some smooth cut off function with $\gamma_\varepsilon = 0$ for $s < \varepsilon$ and $\gamma_\varepsilon = 1$ for $s > 2\varepsilon$. We claim there is some $C = C(\varepsilon, p)$ such that

$$\left( \int_Q |\gamma_\varepsilon(s) u(s, t)|^p t^{n-1} ds dt \right)^{\frac{1}{p}} \leq C \int_Q (\gamma_\varepsilon u)^2 t^{n-1} ds dt + C \int_Q |\nabla s,t(\gamma_\varepsilon u)|^2 t^{n-1} ds dt,$$

(28)

for all $u \in H^1_{0,G}(\Omega)$ for all $2 < p < \frac{2(n+1)}{(n+1)-2}$ for $n \geq 2$ (for $n = 1$ one gets the result for all $p < \infty$). To see the result we are considering the function $(s, t) \mapsto \gamma_\varepsilon(s) u(s, t)$ to be a function $(s, t) \in (0, T) \times B_T \subset \mathbb{R}^{n+1}$ where $B_T$ is the ball of radius $T$ centred at the origin in $\mathbb{R}^n$ and the function is radial in $t$ and hence the weight $t^{n-1}$. We now need reinsert the weight $s^{m-1}$ into the inequality. Because of the cut off $\gamma_\varepsilon$ there is some $C = C(\varepsilon, p)$ such that the right hand side of (28) is bounded above by

$$C \int_Q (\gamma_\varepsilon u)^2 t^{n-1} s^{m-1} ds dt + C \int_Q |\nabla s,t(\gamma_\varepsilon u)|^2 t^{n-1} s^{m-1} ds dt,$$

and the left hand side of (28) is an upper bound for the same term with the added weight $s^{m-1}$ and hence we arrive at

$$\left( \int_Q |\gamma_\varepsilon(s) u(s, t)|^p d\mu \right)^{\frac{1}{p}} \leq C \int_Q (\gamma_\varepsilon u)^2 d\mu + C \int_Q |\nabla s,t(\gamma_\varepsilon u)|^2 d\mu,$$

(29)

where $d\mu(s, t) = s^{m-1} t^{n-1} ds dt$. Note we can bound the right hand side above by $C_1 \varepsilon \int_Q |\nabla u(x)|^2 dx$ for some constant $C_1$ independent of $u$ after considering the $L^2(\Omega)$ Poincare inequality. One can similarly obtain

$$\left( \int_Q |\gamma_\varepsilon(t) u(s, t)|^p d\mu \right)^{\frac{1}{p}} \leq C \int_\Omega |\nabla u(x)|^2 dx,$$

for all $u \in H^1_{0,G}(\Omega)$ where we are again extending $u$ and here $\gamma_\varepsilon$ is a cut off in the $t$ direction, and where $2 < p < \frac{2(m+1)}{(m+1)-2}$. Since $(0, 0) \notin \overline{\Omega}$ we can combine the results to see we have a continuous imbedding for

$$2 < p < \min \left\{ \frac{2(n+1)}{(n+1)-2}, \frac{2(m+1)}{(m+1)-2} \right\}.$$

To obtain the compact imbedding one uses an $L^p$ interpolation inequality along with compactness in, for instance, $L^1(\Omega)$.

2. We assume that $1 \leq n \leq m$ and $p < \frac{2(n+1)}{(n+1)-1}$. By using the polar coordinates $s = r \cos \theta$ and $t = r \sin \theta$ we have that
\[
\int_{\Omega} u(s,t)^p s^{m-1} t^{n-1} ds dt = \int_{0}^{\pi/2} \int_{g_1}^{g_2} r^{m-1} \cos^{m-1}(\theta) r^{n-1} \sin^{n-1}(\theta) u(r,\theta)^p r dr d\theta.
\]
(30)

For \( \theta \in [\pi/3, \pi/2] \) we have that \( \sin(\theta) \leq c \sin(\theta - \pi/4) \) for some constant \( c > 0 \). Thus, considering the monotonicity properties of \( g_1, g_2 \) and \( \theta \rightarrow u(r,\theta) \) we obtain that

\[
\int_{\pi/3}^{\pi/2} \int_{g_1(\theta - \pi/4)}^{g_2(\theta - \pi/4)} r^{m-1} \cos^{m-1}(\theta - \pi/4) r^{n-1} \sin^{n-1}(\theta - \pi/4) u(r,\theta - \pi/4)^p r dr d\theta \\
\leq c^{n-1} \int_{g_1(\theta - \pi/4)}^{g_2(\theta - \pi/4)} r^{m-1} \cos^{m-1}(\theta) r^{n-1} \sin^{n-1}(\theta) u(r,\theta)^p r dr d\theta \\
= c^{n-1} \int_{g_1(\theta)}^{g_2(\theta)} r^{m-1} \cos^{m-1}(\theta) r^{n-1} \sin^{n-1}(\theta) u(r,\theta)^p r dr d\theta.
\]

Thus, there is a constant \( C_1 > 0 \) such that

\[
\int_{0}^{\pi/2} \int_{g_1}^{g_2} r^{m-1} \cos^{m-1}(\theta) r^{n-1} \sin^{n-1}(\theta) u(r,\theta)^p r dr d\theta \\
\leq C_1 \int_{0}^{\pi/3} \int_{g_1}^{g_2} r^{m-1} \cos^{m-1}(\theta) r^{n-1} \sin^{n-1}(\theta) u(r,\theta)^p r dr d\theta.
\]

On the other hand,

\[
\int_{0}^{\pi/3} \int_{g_1}^{g_2} r^{m-1} \cos^{m-1}(\theta) r^{n-1} \sin^{n-1}(\theta) u(r,\theta)^p r dr d\theta = \int_{\{\hat{\Omega}, s \geq \beta\}} u(s,t)^p s^{m-1} t^{n-1} ds dt
\]

for some positive constant \( \beta \). Therefore,

\[
\left( \int_{\{\hat{\Omega}, s \geq \beta\}} u(s,t)^p s^{m-1} t^{n-1} ds dt \right)^{2/p} \leq C_2 \left( \int_{\{\hat{\Omega}, s \geq \beta\}} u(s,t)^p t^{n-1} ds dt \right)^{2/p}
\]

Thus, by part 1),

\[
\left( \int_{\{\hat{\Omega}, s \geq \beta\}} u(s,t)^p t^{n-1} ds dt \right)^{2/p} \leq C_3 \int_{\{\hat{\Omega}, s \geq \beta\}} (u^2 + u_s^2 + u_t^2) t^{n-1} ds dt \\
\leq C_4 \int_{\{\hat{\Omega}, s \geq \beta\}} (u^2 + u_s^2 + u_t^2) t^{n-1} s^{m-1} ds dt \\
\leq C_4 \int_{\hat{\Omega}} (u^2 + u_s^2 + u_t^2) t^{n-1} s^{m-1} ds dt = C_5 ||u||_{H^1(\Omega)}^2.
\]

We remark that if \( N \) is even and \( m = n = \frac{N}{2} \) then monotonicity does not improve the imbedding. This is not surprising when one examines the proof of the improved imbedding with monotonicity.

**Corollary 3.1.** (Imbeddings for toroidal domains) Let \( \Omega \) denote an toroidal domain in \( \mathbb{R}^N \) (recall we are always assuming that \( \Omega \) is a domain of double revolution). Then \( H^1_{0,G}(\Omega) \subset \subset L^p(\Omega) \) for \( 1 \leq p < \frac{2(n+1)}{n-1} \).
Proof. This result follows by using the proof of part 1 of Theorem 3.1 and noting that the term $s^{m-1}$ does not play a role since $s$ is bounded away from zero on $\hat{\Omega}$.

In the next lemma we discuss the existence of a critical point for the the non-smooth functional $E_K$ by means of Theorem 2.1.

**Lemma 3.2.** The functional $E_K$ defined in (19) satisfies the mountain pass geometry and (PS) compactness condition (Definition 2.2).

**Proof.** Note first that that $K$ is a weakly closed convex cone in $H^1_0(\Omega)$. It follows from Theorem 3.1 that there exists a constant $C$ such that
\[
\|u\|_{H^1} \leq \|u\|_V \leq C \|u\|_{H^1}, \quad \forall u \in K.
\] (31)

Both the mountain pass geometry and (PS) compactness condition follow from the standard arguments together with inequality (31). Here, for the convenience of the reader, we sketch the proof for the (PS) compactness condition. Suppose that $\{u_n\}$ is a sequence in $K$ such that $E(u_n) \to c \in \mathbb{R}$, $\varepsilon_n \to 0$ and
\[
\Psi_K(v) - \Psi_K(u_n) + \langle D\Phi(u_n), u_n - v \rangle \geq -\varepsilon_n\|v - u_n\|_V, \quad \forall v \in V.
\] (32)

We must show that $\{u_n\}$ has a convergent subsequence in $V$. Firstly, we prove that $\{u_n\}$ is bounded in $V$. Note that since $E(u_n) \to c$, then for large values of $n$ we have
\[
\frac{1}{2}\|u_n\|_{H^1}^2 - \frac{1}{p} \int_{\Omega} a(x)|u|^pdx \leq c + 1.
\] (33)

Note that
\[
\langle D\varphi(u_n), u_n \rangle = \int_{\Omega} a(x)u_n(x)^pdx.
\]

Thus, by setting $v = ru_n$ in (32) with $r = 1 + 1/p$ we get
\[
\frac{(1 - r^2)}{2}\|u_n\|_{H^1}^2 + (r - 1)\int_{\Omega} a(x)|u_n|^pdx \leq \varepsilon_n(r - 1)\|u_n\|_V.
\] (34)

Adding up (34) and (33) yields that
\[
\|u_n\|_{H^1}^2 \leq C_0(1 + \|u_n\|_V),
\]
for some constant $C_0 > 0$. Therefore, by considering (31), $\{u_n\}$ is bounded in $H^1$. Using standard results in Sobolev spaces, after passing to a subsequence if necessary, there exists $\tilde{u} \in H^1$ such that $u_n \to \tilde{u}$ weakly in $H^1$, $u_n \to \tilde{u}$ a.e.. Also according to Theorem 3.1 from boundedness of $\{u_n\} \subset K$ in $H^1$, one can deduce that the strong convergence of $u_n$ to $\tilde{u}$ in $L^p$. Now in (32) set $v = \tilde{u}$:
\[
\frac{1}{2}(\|\tilde{u}\|_{H^1}^2 - \|u_n\|_{H^1}^2) + \int_{\Omega} a(x)|u_n|^{p-1}(u_n - \tilde{u})dx \geq -\varepsilon_n\|u_n - \tilde{u}\|_V.
\] (35)

Therefore, it follows from (35) that
\[
\frac{1}{2}(\limsup_{n \to \infty} \|u_n\|_{H^1}^2 - \|\tilde{u}\|_{H^1}^2) \leq 0.
\]

The latter yields that $u_n \to \tilde{u}$ strongly in $V$ as desired.
We shall now verify that the triple \((\Psi, \Phi, K)\) satisfies the point-wise invariance condition as stated in Definition 1.5 and more specifically in part \((ii)\) of Proposition 3.1.

**Proposition 3.2.** (Pointwise invariance property on \(K\)) Suppose \(\Omega\) is an annular domain with monotonicity and \(u\) satisfies \((A)\). Let \(u \in K\) and suppose \(v\) solves

\[
\begin{align*}
-\Delta v &= a(x)u^{p-1} & \text{in } \Omega, \\
v &= 0 & \text{on } \partial \Omega.
\end{align*}
\]

Then \(v \in K\).

**Proof.** Fix \(u \in K\) and for \(k \geq 1\) we set \(u_k(x) = \min\{u(x), k\}\) and note that \(v_k \in H^1_0(\Omega)\). Recall that \(u\) has the symmetry \(u \in H^1_{0,G}(\Omega)\) and the cut off does not effect the symmetry and hence \(u_k \in H^1_{0,G}(\Omega)\). One should also note that the monotonicity of \(u\) is preserved under the cut off; this may be more apparent if one writes \(u\) in the variables \((s, t)\) and then writes this in terms of polar coordinates \(s = r \cos(\theta), t = r \sin(\theta)\). So we know consider solving

\[
\begin{align*}
-\Delta v &= a(x)u^{p-1} & \text{in } \Omega, \\
v &= 0 & \text{on } \partial \Omega.
\end{align*}
\]

Considering the associated energy on \(H^1_{0,G}(\Omega)\) we see the existence of a unique \(0 \leq v^k \in H^1_{0,G}(\Omega) \cap C^{1,\alpha}(\Omega)\) which solves \((36)\). Set \(w^k = sv_t^k - tv_s^k\). Then a computation shows that

\[
-w^k_{ss} - w^k_{tt} - \frac{(m-1)w_s^k}{s} - \frac{(n-1)w_t^k}{t} + \frac{(m-1)w^k}{s^2} + \frac{(n-1)w^k}{t^2} = H (s, t) \in \hat{\Omega}
\]

where

\[
H := u_k^{p-1}(sa_t - ta_s) + (p-1)au_k^{p-2}(u_k)_s - t(u_k)_t,
\]

and note \(H \leq 0\) in \(\hat{\Omega}\). Note that this problem behaves like a two dimensional problem away from the sets \(\{s = 0\}\) and \(\{t = 0\}\). Note that if \(v^k\) is sufficiently smooth that by the symmetry of \(v^k\) we expect \(v^k_s = 0\) and \(v^k_t = 0\) on the portions of \(\partial \hat{\Omega}\) that correspond to \(\{s = 0\}\) and \(\{t = 0\}\) respectively. Using this we see that we should have \(w = 0\) on these portions of the boundary. Note that if \(m\) and \(n \geq 2\) then both these portions of the boundary are dimension less than or equal \(N - 2\) and hence trying to utilize trace arguments for Sobolev functions may be a delicate issue. This is the reason we considered the slightly smoothed version of \(u \in K\) given by \(u_k\). Since \(v^k = v^k(s, t)\) is the restriction to the first quadrant of \((x_1, x_{m+1})\) plane of an even \(C^{1,\alpha}\) function in \(x_1\) and \(x_{m+1}\) we see that \(v^k_s, v^k_t \in C^{0,\alpha}(\hat{\Omega})\). This is sufficient regularity for \(v^k_s\) and \(v^k_t\) to give the desired boundary conditions on \(\{s = 0\}\) and \(\{t = 0\}\) portions of \(\partial \hat{\Omega}\) respectively and hence we see that \(w^k = 0\) on \(\partial \hat{\Omega} \cap (\{s = 0\} \cup \{t = 0\})\). Following the computation in [13] we have

\[
v_s^k = \sum_{i=1}^{m} v^k_{x_i} \frac{x_i}{s} \quad \text{and} \quad v_t^k = \sum_{i=m+1}^{N} v^k_{x_i} \frac{x_i}{t}.
\]

By the symmetry and monotonicity assumptions on the domain along with the fact \(v^k \geq 0\) we will be able to show that \(w^k \leq 0\) on the remaining portion of \(\partial \hat{\Omega}\); we think this is more apparent if the equation is written in polar coordinates and so we will examine this boundary condition after doing that. Using a computation similar to the above one we see that \(H \in L^2(\Omega)\).

In terms of polar coordinates (recall by this we are taking \(s = r \cos(\theta), t = r \sin(\theta)\)) we have
\[
H = -w_k^{1r} - \frac{w_k^t}{r} - \frac{w_k^{\theta\theta}}{r^2} - \frac{(N - 2)u_k^v}{r} + \frac{w_k^\theta}{r^2} \left((m - 1)\tan(\theta) - (n - 1)\cot(\theta)\right) + \frac{(n - 1)w_k^v}{r^2} \cdot \cos^2(\theta) + \frac{(n - 1)w_k^v}{r^2} \cdot \sin^2(\theta) \quad \text{in } (r, \theta) \in \bar{\Omega},
\]

(40)

and recall that \(g_1\) is increasing and \(g_2\) is decreasing on \((0, \frac{\pi}{2})\), which is the assumption on the domain we are making. Now recall we made the earlier claim that \(w_k \leq 0\) on \(\partial \Omega\). Note that we can write \(w_k = sw_k^t - tv_k^s = v_\theta\) for \((r, \theta) \in \bar{\Omega}\). Using the fact that \(v = 0\) on \(\partial \Omega\) and fact \(v \geq 0\) in \(\Omega\) and the assumptions on \(g_1\) we see that \(v_\theta \leq 0\) on the boundaries of \(\partial \Omega\) corresponding to \(r = g_1(\theta)\) and \(r = g_2(\theta)\). So the idea now is that we would like to apply the maximum principle to either (38) or (40); if we could do this then it should imply that \(w_k \leq 0\) and we would have that \(v_k \in K\). One problem with applying the maximum principle is that there are multiple singularities in the equation which cause problems. Before we complete the proof we would like to write the equation for \(w_k\) in terms of \(x\). A computation shows that \(w_k(x)\) satisfies

\[
-\Delta w_k(x) + \frac{(m - 1)w_k}{x_1^2 + \cdots + x_m^2} + \frac{(n - 1)w_k}{x_{m+1}^2 + \cdots + x_N^2} = H \quad \text{in } \Omega \setminus \mathcal{N},
\]

(41)

where \(\mathcal{N} := \{s = 0\} \cup \{t = 0\}\). Depending on the values of \(m\) and \(n\) one can probably show the equation is satisfied in the sense of distributions on the full \(\Omega\), but this won’t effect our approach.

To apply the maximum principle we will consider (38). First note that \(H \in L^2_{\text{loc}}(\bar{\Omega} \setminus \mathcal{N})\) and hence we have \(w_k \in W^{2,2}_{\text{loc}}(\bar{\Omega} \setminus \mathcal{N})\). For \(\varepsilon > 0\) small consider \(\psi(s, t) := (w_k(s, t) - \varepsilon)_+\) and note \(\psi = 0\) near \(\partial \bar{\Omega}\). This is sufficient regularity to multiple (38) by \(\psi\) and integrate (note since \(\psi = 0\) near \(\mathcal{N}\) there are no issues with any of the possible singularities) to arrive at

\[
\int_{\Omega} |\nabla s, t (w_k - \varepsilon)_+|^2 d\mu(s, t) + \int_{\Omega} \left(\frac{m - 1}{s^2} + \frac{n - 1}{t^2}\right) w_k (w_k - \varepsilon)_+ d\mu(s, t) = \int_{\Omega} H(w_k - \varepsilon)_+ d\mu(s, t) \leq 0
\]

where \(d\mu(s, t) = s^{m-1}t^{n-1}dsdt\). This is sufficient to show that \((w_k - \varepsilon)_+ = 0\) and hence \(w_k \leq \varepsilon\) on \(\bar{\Omega}\) for all \(\varepsilon > 0\) and hence \(w_k \leq 0\) in \(\bar{\Omega}\).

We now show that \(v_k\) is bounded in \(H^1_0(\Omega)\). To see this test (37) on \(v_k\) to arrive at

\[
\int_{\Omega} |\nabla v_k(x)|^2 dx = \int_{\Omega} a u_k^{p-1} v_k dx 
\leq C_1 \|u_k\|_{L^p} \|v_k\|_{L^p}
\leq \|u_k\|_{L^p}^p \|v_k\|_{L^p}^p
\leq C \|\nabla u_k\|_{L^2}^{p-1} \|\nabla v_k\|_{L^2}
\]

where we have used the improved imbedding in the last line and the fact that \(u_k, v_k \in K\). Using the fact that \(u \in K\) and hence \(\|\nabla u_k\|_{L^2}\) is bounded we see that \(\{v_k\}_k\) is bounded in \(H^1_0(\Omega)\) and hence after passing to a subsequence we have \(v^k \rightharpoonup v\) in \(H^1_0(\Omega)\) for some \(v\). Using standard arguments we can pass to the limit in (37) to see that \(v \in H^1_0(\Omega)\) satisfies (36). Also note that it clearly that \(v \in H^1_0(\Omega)\). Also note that \(w_k^t \rightharpoonup w^t\) in \(L^p(\Omega)\) and hence by passing to another subsequence we have \(v^k \rightharpoonup w\) in \(W^{2, p'}(\Omega)\) and hence we can assume \(\nabla v^k \rightharpoonup \nabla w\) in \(L^p(\Omega)\) and a.e. in \(\Omega\). We now set \(w := sv_t - tv_s\). Writing \(v_k^t\) and \(v_s\) as in (39) we see that \((v_k)^t \rightharpoonup v_t\) a.e. in \(\Omega\) and hence we have the same for a.e. \((s, t) \in \Omega\) and similarly for \((v_k)_t \rightharpoonup v_t\) a.e. \((s, t) \in \bar{\Omega}\) and hence \(w^k \rightharpoonup w\) for a.e. \((s, t) \in \bar{\Omega}\) and hence \(w \leq 0\) in \(\Omega\). This gives the desired monotonicity of \(v\) and hence \(v \in K\).
The completion of the proof of Theorem 1.1. We shall first prove the existence of a weak solution for parts 1-3, and then we show that this solution has to be a classical one.

1. It follows from Lemma 3.2 that $E_K$ has a critical point $\bar{u} \in K$, with $E_K(\bar{u}) = c > 0$ where the critical value $c$ is characterized by

$$c = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} E_K[\gamma(t)],$$

where

$$\Gamma = \{ \gamma \in C([0,1], V) : \gamma(0) = 0 \neq \gamma(1), E_K(\gamma(1)) \leq 0 \}.$$

Since $E_K(\bar{u}) > 0$, we have that $\bar{u}$ is non-zero. It also follows from Proposition 3.2 that there exists $\bar{v} \in K$ satisfying

$$-\Delta \bar{v} = D\Phi(\bar{u}) = a(x)|\bar{u}|^{p-2}\bar{u}.$$

It now follows from Proposition 3.1 that $\bar{u} \in K$ is a solution of

$$\begin{cases}
-\Delta u = a(x)|u|^{p-2}u, & x \in \Omega \\
u = 0, & x \in \partial \Omega.
\end{cases} \tag{42}$$

2. It follows from Theorem 3.1 that $H^1_{0,G}(\Omega) \subset \subset L^p(\Omega)$ is compact for

$$1 \leq p < \min \left\{ \frac{2(n+1)}{n-1}, \frac{2(m+1)}{m-1} \right\}.$$

It can be easily deduced that the functional

$$E(u) := \frac{1}{2} \int_{\Omega} |\nabla u|^2 dx - \frac{1}{p} \int_{\Omega} a(x)|u|^p dx,$$

satisfies the assumptions of the mountain pass theorem on $H^1_{0,G}(\Omega)$, and therefore has a nonnegative critical point on $H^1_{0,G}(\Omega)$. It now follows from the principle of Symmetric Criticality that every critical point of $E$ is a solution of (42).

3. The proof follows the same basic approach as the case of the annular domain with monotonicity. The main difference is one has to deal with a different domain in the $(\theta, r)$ coordinates. The monotonicity of $g_i$ is needed for the same reason as the case of the annular domains. Because we are not obtaining an increased range of $p$ for the monotonic case as compared to the nonmonotonic case we don’t think its worth going into the exact details of the proof.

Regularity of the solution. We have shown the existence of a nonzero nonnegative solution $u \in K \subset H^1_{0,G}(\Omega)$ of (42) in the proof of part 1. To complete the proof we need to show the solution is a classical solution and strictly positive. First note that we can apply the Strong Maximum Principle to see the solution is positive after we have sufficient regularity. Here we assume we are in the case of the annular domain with monotonicity and take $2 \leq n \leq m$ (if $n = 1$ there is no iteration needed). Set $t_0 := \frac{n+1}{n-1} - \frac{p-2}{2}$ and for $k \geq 0$ set

$$t_{k+1} = \frac{(n+1)t_k}{n-1} - \frac{p-2}{2}.$$
Note that \( t_0 > \frac{(n-1)(p-2)}{4} \) and examining the cob-web shows that \( t_k \) increases to infinity. Also note that \( t_0 > 1 \). We now prove the following iteration step: suppose \( k \geq 0 \) and

\[
\int_{\Omega} a(x)u^{p+2t_k-2}dx = C_k < \infty, \tag{43}
\]

then \( u^{t_k} \in K \) and

\[
\int_{\Omega} a(x)u^{p+2t_{k+1}-2}dx < \infty.
\]

First recall that if \( 0 \leq \varepsilon \) then using the assumption (43) one sees that \( u \) gives

and hence

\[
u^{t_k} \in K\]

the only issue about

that

\( t \)

we arrive at

\( \tilde{K} \)

and hence \( \varepsilon \in K \) and is a suitable test function to put into the weak formulation of the pde. This gives

\[
(2t_k - 1) \int_{\{u < m\}} u^{2t_k-2} |\nabla u|^2 dx = \int_{\{u < m\}} a(x)u^{p+2t_k-2}dx + \varepsilon_m,
\]

where

\[
\varepsilon_m = \int_{\{u > m\}} a(x)u^{p-1}m^{2t_k-1}dx.
\]

Using the assumption (43) one sees that \( \varepsilon_m \to 0 \) as \( m \to \infty \) and hence we arrive at

\[
(2t_k - 1) \int_{\Omega} u^{2t_k-2} |\nabla u|^2 dx = \int_{\Omega} a(x)u^{p+2t_k-2}dx,
\]

and hence \( u^{t_k} \in H^1_0(\Omega) \) since the integral on the left is equal to \( t_k^{-2}(2t_k - 1)\|\nabla u^{t_k}\|_{L^2}^2 \). Its clear that in fact one has \( u^{t_k} \in K \). Rewriting the above and using the improved imbedding for functions in \( K \) we arrive at

\[
C \left( \int_{\Omega} a^{\frac{t_k}{n-1}} u^{\frac{n-1}{n-1}}dx \right)^{\frac{n-1}{n+1}} \leq \int_{\Omega} |\nabla u^{t_k}|^2 dx = \frac{t_k^2}{2t_k - 1} \int_{\Omega} a(x)u^{p+2t_k-2}dx,
\]

where \( C = C(\Omega) \). Now note that \( \frac{t_k(2n+1)}{n-1} = p + 2t_{k+1} - 2 \) and hence we have proved the iteration step since \( a(x) \) is bounded and can be inserted into the interval on the left. To show the initial step test the equation on \( u \) and use the improved imbedding to see

\[
C \left( \int_{\Omega} u^{\frac{2n+1}{n+1}} dx \right)^{\frac{n-1}{n+1}} \leq \int_{\Omega} a(x)u^{p}dx,
\]

and then note that \( t_0 \) satisfies \( p + 2t_0 - 2 = \frac{2(n+1)}{n-1} \). So using the above iteration we see that after a finite number of iterations we have that \( u^{p-1} \in L^q(\Omega) \) for some \( q > \frac{N}{2} \) and then using elliptic regularity and the classical Sobolev imbedding we have that \( u \) is Hölder continuous. We can then switch to the Schauder regularity theory and proceed to show that \( u \) is a classical solution. As mentioned earlier, in the case of \( n = 1 \) an iteration argument is not needed. This follows after examining the imbedding of \( K \) for \( n = 1 \). The other cases are similar and we omit their proofs.
4 Nonradial solutions when $\Omega$ is an annulus.

In this section we discuss the case when $a(x) = a(|x|)$ is radial, and $\Omega$ is an annulus, that is $\Omega = \{x: R_1 < |x| < R_2\}$,

$$
\begin{cases}
-\Delta u = a(|x|)u^{p-1} & \text{in } \Omega, \\
u > 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
$$

(45)

We shall prove that the solution obtained in Theorem 1.1 is nonradial when radii $R_1, R_2$ satisfy certain conditions.

We require some preliminaries before proving our theorems for the radial domain. Consider the variational formulation of an eigenvalue problem given by

$$
\mu_1 = \inf_{\psi \in H^1_{loc}(0, \frac{\pi}{2})} \left\{ \int_0^{\frac{\pi}{2}} |\psi'(\theta)|^2 \omega(\theta) \, d\theta; \int_0^{\frac{\pi}{2}} |\psi(\theta)|^2 \omega(\theta) \, d\theta = 1, \int_0^{\frac{\pi}{2}} \psi(\theta) \omega(\theta) \, d\theta = 0 \right\},
$$

(46)

where $\omega(\theta) := \cos^{m-1}(\theta) \sin^{n-1}(\theta)$ and suppose $\psi_1$ satisfies the minimization problem. Then $(\mu_1, \psi_1)$ satisfies

$$
\begin{cases}
-\partial_\theta(\omega(\theta)\psi_1'(\theta)) = \mu_1 \omega(\theta)\psi_1(\theta) & \text{in } (0, \frac{\pi}{2}), \\
\psi'(\theta) > 0 & \text{in } (0, \frac{\pi}{2}), \\
\psi_1'(0) = \psi_1'(\frac{\pi}{2}) = 0,
\end{cases}
$$

(47)

and note $(\mu_1, \psi_1)$ is the second eigenpair, the first eigenpair is given by $(\mu_0, \psi_0) = (0, 1)$. Note in this problem one can find an explicit solution given by

$$
\mu_1 = 2N, \quad \psi_1(\theta) = \frac{m-n}{N} - \cos(2\theta),
$$

and note we can apply Sturm–Liouville theory and count the number of zeros of $\psi_1$ to see it is in fact the second pair.

We are now ready to prove the existence of the non-radial solutions, but before we do, we make some comments regarding the proof. Our proof does not use the fact that $\psi_1$ satisfies (47) but rather it utilizes the fact that $\psi_1$ is where the minimum is attained (of course in this case they are equivalent). If $B_1$ is the constraint set from the definition of $\mu_1$ in (46) set $B_1^+: = \{\psi \in B_1: \psi' \geq 0 \text{ a.e. in } (0, \frac{\pi}{2})\}$ and let $\mu_1^+$ denote the associated quantity if we were to minimize over $B_1^+$. The same proof would carry over if we replaced $(\mu_1, \psi_1)$ with $(\mu_1^+, \psi_1^+)$ where $\psi_1^+$ is the associated minimizer which a straightforward argument show the existence of. Note apriori the pointwise constraint on the gradient can significantly complicate finding associated Euler-Lagrange equation and so not needing to use the equation can be a benefit.

**Proof of Theorem 1.2.** Let us assume the solution $u$ of (45) obtained in Theorem 1.1 is radial. Recall that $E_K(u) = c > 0$ where the critical value $c$ is characterized by

$$
c = \inf_{\gamma \in \Gamma} \max_{\tau \in [0,1]} E_K[\gamma(\tau)],
$$

where

$$
\Gamma = \{\gamma \in C([0,1], V): \gamma(0) = 0 \neq \gamma(1), E_K(\gamma(1)) \leq 0\}.
$$

For the sake of simplifying the notations, we use $E$ instead of $E_K$ in the rest of the proof. Set $v(r, \theta) = u(r)\psi(\theta)$ where $\psi(\theta) = \frac{m-n}{N} - \cos(2\theta)$ being a solution of (47) with $\mu_1 = 2N$. We first show that

$$
\int_\Omega |\nabla v|^2 \, dx - (p-1) \int_\Omega |a(|x|)u|^{p-2} u^2 \, dx < 0.
$$

(48)
To this end we need to show that $M(u, v) < 0$ where

$$M(u, v) := \int_{\Omega} s^{m-1} t^{n-1} (v_t^2 + u_s^2) \, ds \, dt - (p - 1) \int_{\Omega} s^{m-1} t^{n-1} a(s, t) u^{p-2} v^2 \, ds \, dt < 0. \quad (49)$$

Note first that it follows from the equation $-\Delta u = a(r) u^{p-1}$ that

$$\int_{R_1}^{R_2} u_r^2 r^{n-1} \, dr = \int_{R_1}^{R_2} a(r) u^p r^{n-1} \, dr. \quad (50)$$

It also from the definition of $\lambda_1$, the best constant in Hardy inequality, that

$$\lambda_1 \int_{R_1}^{R_2} \frac{u^2}{r^2} r^{N-1} \, dr \le \int_{R_1}^{R_2} u_r^2 r^{N-1} \, dr. \quad (51)$$

It follows from (50) by writing $M(u, v)$ in polar coordinates that

$$M(u, v) = 2N \int_{R_1}^{R_2} \int_{0}^{\pi} \frac{u^2}{r^2} r^{N-1} \omega(\theta) \, d\theta \, dr - (p - 2) \int_{R_1}^{R_2} \int_{0}^{\pi} \psi^2 u_r^2 r^{N-1} \omega(\theta) \, d\theta \, dr,$$

where $\omega(\theta) = \cos^{m-1}(\theta) \sin^{n-1}(\theta)$. This together with the definition of $\mu_1 = 2N$ in (46) and the inequality (51) imply that

$$M(u, v) \le \int_{0}^{\pi} |\psi(\theta)|^2 \omega(\theta) \, d\theta \left(2N \int_{R_1}^{R_2} \frac{u^2}{r^2} r^{N-1} \, dr - (p - 2) \int_{R_1}^{R_2} \frac{u^2}{r^2} r^{N-1} \, dr \right) \le \int_{0}^{\pi} |\psi(\theta)|^2 \omega(\theta) \, d\theta \left(2N \lambda_1 \int_{R_1}^{R_2} u_r^2 r^{N-1} \, dr - (p - 2) \int_{R_1}^{R_2} u_r^2 r^{N-1} \, dr \right) = \int_{0}^{\pi} |\psi(\theta)|^2 \omega(\theta) \, d\theta \int_{R_1}^{R_2} u_r^2 r^{N-1} \, dr \left(\frac{2N}{\lambda_1} - (p - 2)\right) < 0.$$

Set $\gamma_\sigma(\tau) = \tau (u + \sigma v) l$, where $l > 0$ is chosen in such a way that $E((u + \sigma v) l) \le 0$ for all $|\sigma| \le 1$. Note that $\gamma_\sigma \in \Gamma$. We shall show that there exists $\sigma > 0$ such that for every $\tau \in [0, 1]$ one has $E(\gamma_\sigma(\tau)) < E(u)$, and therefore,

$$c \le \max_{\tau \in [0, 1]} E(\gamma_\sigma(\tau)) < E(u),$$

which leads to a contradiction since $E(u) = c$. Note first that there exists a unique smooth real function $g$ on a small neighbourhood of zero with $g'(0) = 0$ and $g(0) = 1/l$ such that $\max_{\tau \in [0, 1]} E(g_\sigma(\tau)) = E(g(\sigma)(u + \sigma v) l)$. We now define $h : \mathbb{R} \to \mathbb{R}$ by

$$h(\sigma) = E(g(\sigma)(u + \sigma v) l) - E(u).$$

Clearly we have $h(0) = 0$. Note also that $h'(0) = 0$ due to the facts that $E'(u) = 0$ and $\int \psi \omega(\theta) \, d\theta = 0$. Finally $h''(0) < 0$ due to (48). This in fact show that

$$\max_{\tau \in [0, 1]} E(\gamma_\sigma(\tau)) = E(g(\sigma)(u + \sigma v) l) < E(u).$$
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Recall from (27) that

\[ K = K(m, n) = \left\{ 0 \leq u \in H^1_{0, G}(\Omega) : su_t - tu_s \leq 0 \text{ a.e. in } \hat{\Omega} \right\}, \]

which corresponds to the decomposition \( \mathbb{R}^m \times \mathbb{R}^n \) of the annulus \( \Omega = \{ x : R_1 < |x| < R_2 \} \) in \( \mathbb{R}^N \) with \( N = m + n \). We have the following result regarding the distinction of solutions for different decompositions of \( \mathbb{R}^N \).

**Lemma 4.1.** Let \( 1 \leq n < n' \leq \lfloor \frac{N}{2} \rfloor \) and set \( m = N - n, m' = N - n' \). Let \( u_{m,n} \in K(m, n) \) and \( u_{m',n'} \in K(m', n') \) be the solutions obtained in Theorem 1.1 corresponding to the decomposition \( \mathbb{R}^m \times \mathbb{R}^n \) and \( \mathbb{R}^{m'} \times \mathbb{R}^{n'} \) of \( \mathbb{R}^N \) respectively. Then \( u_{m,n} \neq u_{m',n'} \) unless they are both radial functions.

**Proof.** Let \( u_{m,n} = u_{m',n'} = u \). We shall show that \( u \) must be radial. It follows that \( u(x) = f(s, t) = g(s', t') \) for two functions \( f \) and \( g \) where

\[
\begin{align*}
  s^2 &:= x_1^2 + \cdots + x_m^2, & t^2 &:= x_{m+1}^2 + \cdots + x_N^2, \\
  s'^2 &:= x_1^2 + \cdots + x_{m'}^2, & t'^2 &:= x_{m'+1}^2 + \cdots + x_N^2.
\end{align*}
\]

By assuming \( x_i = 0 \) for \( i \neq 1, m' \) we obtain that

\[ f(|x_1|, |x_{m'}|) = g(\sqrt{x_1^2 + x_{m'}^2}, 0), \]

from which we obtain that \( f \) must be a radial function. Similarly, one can show that \( g \) is a radial function.

**Proof of Theorem 1.3.** It follows from Theorem 1.1 that for each \( n \leq k \) and \( m = N - n \) equation (9) has a solution of the form \( u_{m,n} = u_{m,n}(s, t) \) where

\[
\begin{align*}
  s^2 &:= x_1^2 + \cdots + x_m^2, & t^2 &:= x_{m+1}^2 + \cdots + x_N^2, \\
  s'^2 &:= x_1^2 + \cdots + x_{m'}^2, & t'^2 &:= x_{m'+1}^2 + \cdots + x_N^2,
\end{align*}
\]

provided \( p < \frac{2n+2}{n-1} \). Since \( n \leq k \) we must have that

\[
\frac{2k + 2}{k - 1} \leq \frac{2n + 2}{n - 1}.
\]

Also by Theorem 1.2 the solution \( u_{m,n} \) is non-radial provided

\[ p - 2 > \frac{2N}{\lambda_1}. \]

Thus, for each \( n \in \{1, ..., k\} \) we have a non-radial solution \( u_{m,n} \). On the other hand by Lemma 4.1 we have that \( u_{m,n} \neq u_{m',n'} \) for all \( n \neq n' \). This indeed implies that we have \( k \) positive non-radial solutions.

**Proof of Corollary 1.3.**

1. By assuming \( k = 1 \) in Theorem 1.3 provided \( \lambda_1 > 0 \) we obtain 1, but this follows from the classical Hardy inequality.
2. By assuming \( k = \left\lfloor \frac{N}{2} \right\rfloor \) in Theorem 1.3 we obtain that there are \( \left\lfloor \frac{N}{2} \right\rfloor \) positive non-radial solutions provided that

\[
2 + \frac{2N}{\lambda_1} < p < 2 + \frac{2 \left\lfloor \frac{N}{2} \right\rfloor}{\left\lfloor \frac{N}{2} \right\rfloor - 1}.
\]

We shall now show that \( \lambda_1 \) can be sufficiently large under 2-a and 2-b and therefore we have \( \left\lfloor \frac{N}{2} \right\rfloor \) positive non-radial solutions provided

\[
2 < p < 2 + \frac{2 \left\lfloor \frac{N}{2} \right\rfloor}{\left\lfloor \frac{N}{2} \right\rfloor - 1}.
\]

2-a. Set \( \Omega_R := \{ x \in \mathbb{R}^N : R < |x| < R + 1 \} \). Set

\[
\lambda_R = \inf_{0 \neq w \in H^1_0(\Omega_R)} \frac{\int_{\Omega_R} |\nabla w|^2 \, dx}{\int_{\Omega_R} |w|^2 \, dx} =: \inf_{0 \neq w \in H^1_0(\Omega_R)} H(w),
\]

where \( \Omega_R := \{ x \in \mathbb{R}^N : R < |x| < R + 1 \} \). We will show that \( \frac{\lambda_R}{R^2} \to \pi^2 \) as \( R \to \infty \) which then shows \( p - 2 > 2 \frac{\lambda_R}{R^2} \) for \( R \) large. Note there is no loss of compactness and so \( \lambda_R \) is attained at some \( w_R \) and note that we can assume \( w_R > 0 \) and that \( w_R \) is radial, which we explain in a moment. Note that \( w_R > 0 \) solves

\[
\begin{aligned}
-\Delta w_R(x) &= \frac{\lambda_R w_R(x)}{|x|^2} & \text{in } \Omega_R, \\
w_R &= 0 & \text{on } \partial \Omega_R.
\end{aligned}
\]

(52)

So note that \( \lambda_R \) is the first eigenvalue of this weighted problem and hence if \( w_R > 0 \) was not radial we could use the rotational invariance of the equation to see the dimension of the first eigenspace was larger than one which would be a contradiction and hence \( w_R \) is radial. Set \( v_R(r) = w_R(R+r) \) and hence

\[
-v''_R(r) - \frac{(N-1)}{R+r} v'_R(r) = \frac{\lambda_R}{(R+r)^2} v_R(r) \quad \text{in } 0 < r < R, \quad v_R(0) = v_R(1) = 0.
\]

(53)

After normalizing we can assume \( \max_{[0,1]} v_R = 1 \) and one can show that \( v'_R(r) \) is bounded in \( R \). We now want to show that \( \lambda_R \) grows at most like \( R^2 \). To see this fix some \( \psi \in C_c^\infty(B_1) \) and let \( |x_R| = R + \frac{1}{2} \) then note that \( \lambda_R \leq H(\psi(-x_R)) \). Writing out the details gives the desired bound. Now let \( R_m \to \infty \) and set \( v_m(r) = v_{R_m}(r) \). By passing to a subsequence we can assume that \( \frac{\lambda_{R_m}}{R_m^2} \to \tilde{\lambda} \). We can pass to the limit in (53) to see there is some \( v \geq 0 \) such that \( v_m \to v \) in \( C^{0,\delta}[0,1] \) and hence \( v \) satisfies

\[
-v''(r) = \tilde{\lambda} v(r) \quad \text{in } (0,1) \quad \text{with } v(0) = v(1) = 0 \quad \text{and } \sup_{(0,1)} v = 1.
\]

Then we must have \( v(r) = \sin(\pi r) \) and \( \tilde{\lambda} = \pi^2 \) and hence \( \frac{\lambda_{R_m}}{R_m^2} \to \pi^2 \).

2-b. Let \( \Omega_R := \{ x \in \mathbb{R}^N : R < |x| < \gamma(R) \} \) and let \( w_R = w_R(r) > 0 \) be the minimizer and hence \( w_R \) satisfies

\[
-\Delta w_R(r) = \frac{\lambda_R w_R(r)}{r^2} \quad \text{in } R < r < \gamma(R),
\]

with \( w_R(R) = w_R(\gamma(R)) = 0 \). Set \( v_R(r) = w_R(R + (\gamma(R) - R)r) \) for \( r \in (0,1) \) and note \( v_R(0) = v_R(1) = 0 \). Then

\[
-v''_R(r) - (N-1)C_R(r)v'_R(r) = D_R(r)v_R(r) \quad \text{in } 0 < r < 1,
\]

(54)
where
\[ C_R(r) := \frac{\gamma(R) - R}{R + (\gamma(R) - R)r}, \quad D_R(r) = \frac{\lambda_R(\gamma(R) - R)^2}{(R + (\gamma(R) - R)r)^2}. \]

Note that \( 0 \leq C_R(r) \leq C_R(0) \to 0 \) as \( R \to \infty \) after considering the assumptions on \( \gamma(R) \). Also we have
\[ 0 \leq D_R(r) \leq D_R(0) = \frac{\lambda_R(\gamma(R) - R)^2}{R^2}. \]

Let \( R_m \to \infty \) and by passing to a subsequence we can assume that either \( D_{R_m}(0) \to \infty \) or its bounded. In the first case we have that \( \lambda_{R_m} \to \infty \) which is what we hoped to prove. So now we can assume that \( D_{R_m}(0) \) is bounded and that we can write \( D_R(r) = D_R(0)T_R(r) \) where \( T_R \to 1 \) uniformly on \([0,1]\). By normalizing \( v_m = v_{R_m} \) we can assume \( \max_{[0,1]} v_m = 1 \) and we can pass to the limit in (54) to see that \( v_m \to v \) in \( C^{0,\delta}[0,1] \) and \( D_{R_m}(r) \to \tilde{\lambda} \) uniformly in \([0,1]\) and so \( v \) solves \(-v''(r) = \lambda v(r)\) in \( 0 < r < 1 \) with \( v(0) = v(1) = 0 \) and \( v \geq 0 \) with \( \max_{[0,1]} v = 1 \) and hence \( v(r) = \sin(\pi r) \) and \( \tilde{\lambda} = \pi^2 \). In any case from this we see that \( \lambda_R \to \infty \) and again we are done. \( \square \)
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