Metamodeling of a deep drawing process using conditional Generative Adversarial Networks
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Abstract. Optimization tasks as well as quality predictions for process control require fast responding process metamodels. A common strategy for sheet metal forming is building fast data driven metamodels based on results of Finite Element (FE) process simulations. However, FE simulations with complex material models and large parts with many elements consume extensive computational time. Hence, one major challenge in developing metamodels is to achieve a good prediction precision with limited data, while these predictions still need to be robust against varying input parameters. Therefore, the aim of this study was to evaluate if conditional Generative Adversarial Networks (cGAN) are applicable for predicting results of FE deep drawing simulations, since cGANs could achieve high performance in similar tasks in previous work. This involves investigations of the influence of data required to achieve a defined precision and to predict e.g. wrinkling phenomena. Results show that the cGAN used in this study was able to predict forming results with an averaged absolute deviation of sheet thickness of 0.025 mm, even when using a comparable small amount of data.

1. Introduction
In the past decade machine learning for optimization of processes became a widely used method in manufacturing [1]. Machine learning algorithms are often used to develop data-driven metamodels, which predict product quality as a function of relevant process parameters. In deep drawing these metamodels can be used for process optimization [2] or can be applied as fast prediction models in process control schemes [3]. The amount and quality of available data for training significantly affects the predictive power of the metamodel. The prediction of entire part geometry is of particular interest for optimizing and controlling deep drawing processes. For instance, the optimization of local blank properties, such as friction (based on the amount of oil for lubrication) and sheet thickness, requires the computation of the final geometry including blank and these local properties. Such investigations require metamodels that represent the underlying deep drawing process appropriately. Typically, enhanced metamodels comprise a large number of parameters, and consequently, need a large amount of training data. Data acquisition in manufacturing in general but specifically in sheet metal forming is time consuming and costly before start of production. Hence, a common approach to train metamodels is to generate data with FE simulation models. However, data generation by means of numerical simulations can as well be costly and time consuming when dealing with complex material and contact models or
large parts with a great number of elements. It is desirable to keep the amount of FE simulations to a minimum. Therefore, it is necessary to develop metamodels for limited training data that still result in high predictive power.

Approaches reported in earlier literature can be distinguished into metamodels that predict scalars and metamodels that predict physical fields. For instance, Bonte et al. [2] described a methodology to optimize forming processes by using response surface methods and kriging models. Opposed to that, other authors described methods to predict physical fields. For example, Schwarz et al. used principle component analysis [4] and Fourier-based transformation methods [5] for dimension reduction with subsequent linear regression to predict physical fields of different sheet metal forming processes. Furthermore, Senn et al. [6] used a neuronal network to predict physical fields of a cup drawing process in dependency of the current time step. Moreover, Pfommer et al. [7] proposed a deep multilayer perceptron as a metamodel for process optimization in manufacturing. Whereby, the network was applied to predict shear angle fields of a composite textile draping part as a function of 50 process parameters based on 584 training samples. However, beside these previously used dimension reduction techniques and deep multilayer perceptrons, recent publications suggest to apply CNNs as metamodels of physical processes. The capability to consider and recognize spatial information is especially promising in focusing on physical processes.

In order to predict results from FE simulations, Zimmerling et al. [8] proposed to represent all results as images in a Cartesian grid so CNNs with convolution and transposed convolution layers could be used for metamodeling. Thereby, the metamodel predicts the resulting shear angle fields of a composite textile draping process depending on different geometries to be formed using 10,000 training samples. Furthermore, Jiang et al. [9] suggested that cGAN is able to predict a stress field of a two dimensional structure in dependence of loads and boundary conditions based on FE simulation data 38,400 FE simulation samples. Attar et al. [10] applied CNNs with U-Net architecture developed for image segmentation (see [11]) to separately predict displacement and thinning fields of a hot sheet metal forming process. Thereby, to develop fast metamodels during component design, critical radii and drawing depth of a square cup tool geometry were varied. Results show good predictive precision of the metamodels trained with 1.800 samples. In line with that, Zhou et al. [12] also applied CNNs with U-Net architecture to predict FE simulation results of a sheet metal forming process. Thereby, besides varying radii of the square cup and varying binder force additionally, sheet thickness has been varied to generate 1.080 samples.

Existing literature shows that applying CNN based approaches leads to good performance in both precision and generalization of the trained metamodels. Thereby, two metamodels were trained separately to predict displacement and thinning fields. Nevertheless, the amount of data used for training differs in literature. Previous work demonstrated that cGANs achieve high performance in computer vision applications [13], in modelling aerodynamic data [14] as well as in predicting stress fields of FE simulations with high accuracy [9]. Therefore, in this study one cGAN architecture is used to train a metamodel that predicts both displacement and thinning fields of FE results as a function of process parameters of a sheet metal forming process. Furthermore, the effect of amount of data used to train the metamodels on predictive power will be investigated.

2. Method

cGANs are commonly used for tasks in computer vision, for instance image generation or image to image translation [13]. In comparison to conventional GANs [15], a condition is added to the training process to specify the picture generated by the GAN. Using cGAN architectures to predict results of FE simulations in sheet metal forming requires to represent results as images (see [8–10, 12]). Hence, results have to be structured in a Cartesian grid with a same number of pixels for each result.
2.1. Application example
The methodology was explored on the example of a sheet metal forming process with a cross cup geometry. Since the cross cup is double symmetric, only one quarter of the geometry is modeled in FE simulation, see Figure 1.
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**Figure 1.** Form and dimensions of double symmetric (a) blank and punch of cross cup, (b) tool, and (c) exemplary deep drawn part.

2.2. FE simulation model
LS-DYNA explicit solver was used for numerical simulations of the deep drawing process. The blank was modeled with fully integrated Belytschko-Tsay shells. The tool was modeled with rigid shell elements. The blank mesh contains 4,844 elements, the die was meshed with 5,586 elements, the punch with 5,920 elements and the blank holder with 2,870 elements. The material used in this study was standard deep drawing steel DC01. The stress-strain curve $\sigma(\bar{\varepsilon}_p)$ in Figure 2 was used for modeling the material behavior during forming with material type 24 in LS-DYNA. Isotropic material behavior was assumed. Coloumb’s law of friction with friction coefficient $\mu$ was applied for the contact between blank and tool.

![Figure 2](image.png)

**Figure 2.** Stress-strain behaviour $\sigma(\bar{\varepsilon}_p)$ of DC01.

2.3. Data acquisition and preparation
The input space covers five parameters. Beside the process parameters drawing depth $h$ and blankholder force $F_{bh}$, boundary conditions were taken into account by varying the friction coefficients $\mu$ and different material properties were considered by varying the initial sheet thickness $s_0$ and scaling the stress-strain-curve with a factor $f_s$.
\[
\delta(\varepsilon_p) = f_s \sigma(\varepsilon_p)
\]  

To investigate the predictive power of the metamodel, large parameter ranges were used to ensure high variance of displacement and thickness fields, see Table 1.

| Parameter       | Initial sheet thickness | Drawing depth | Blankholder force | Friction coefficient | Scale factor |
|-----------------|-------------------------|---------------|-------------------|----------------------|--------------|
| Symbol          | s₀                      | h             | Fₘₜₜ              | \(\mu\)              | \(f_s\)      |
| Unit            | mm                      | mm            | kN                | -                    | -            |
| Minimum         | 1.2                     | 45            | 1                 | 0.05                 | 0.8          |
| Maximum         | 1.8                     | 80            | 360               | 0.20                 | 1.2          |

To generate data for training the metamodels, a Latin hypercube sampling (LHS) was used. A total number of 10,000 samplings were created. As a first step of preprocessing data, 149 samples were excluded because of outliers and error terminations in FE simulation. 9,851 were stored in the database for training. In a second step, element results of the FE simulations were averaged to the corresponding nodes. Since FE simulations in solid mechanics mostly result in unstructured grids, an interpolation to a uniform Cartesian grid is required to use an image based cGAN. The results considered in this study contain node coordinates \(x = (x,y,z)\), node displacement \(u = (u_x,u_y,u_z)\) and averaged element thickness \(s\) at each node of the blank and the parts of the tool, respectively. This information is available for the configuration before and after forming. Linear interpolation in SciPy [16] was used to interpolate the results \(u\) and \(s\) into the Cartesian grid with \(256 \times 256\) pixels. This results in a pixel size of 0.625 mm. Areas on the Cartesian grid without blank or tool geometry were set to -1 and channels were normalized between 0 and 1, see Figure 3.

2.4. Metamodel

In general, GANs consist of a generator network and a discriminator network [15]. During GAN training, these networks are trained based on a minimax game, in which the generator learns to generate images as similar as possible compared to the training data. The discriminator learns to distinguish between real and fake images. Thereby, both networks are trained alternately until Nash equilibrium is reached.

Isola et al. [17] proposed a general solution for image to image translation problems with cGANs. It is based on a U-Net (see [11]) for the generator and a patch wise discriminator. Thereby, only patches of a full generated image are evaluated to be real or fake. The architecture of the generator is extended by adding residual squeeze and excitation (RES-SE) blocks in the bottleneck of the U-Net (see [18, 19]), because this architecture for the generator achieved good results when working with FE simulation data [10, 12]. Furthermore, SE blocks [19] are used to recalibrate the channels of the skip connections and in the decoder of the generator to improve generalization capability [20], see Figure 3. The reduction ratio for all SE blocks was set to 8. In this study the discriminator architecture is based on [17]. The input pixel grid consists of the target values with four channels (256,256,4) and the conditional information with three channels (256,256,3). The scalar values are concatenated after layer 5, see Figure 3.

Each convolution operation uses a kernel with size of 4, and a stride of 2. Padding was set to 1. Convolution to layer 5 and 6 of the discriminator uses stride of 1 and padding of 0. Kernel size of convolution to layer 6 of the discriminator was set to 1. Additionally, after each convolution and transposed convolution operation ReLU was chosen as activation function for the generator. LeakyReLU with a negative slope of 0.2 for values \(< 0\) was used for the discriminator, respectively. Except for the last layers of generator and discriminator, there was hyperbolic tangent (tanh) activation function set for generator and no activation function for discriminator, respectively. To provide noise
into the training of the generator, dropout with a probability of 0.5 for an element to be zero was applied after transposed convolution to layer 7.

Figure 3. Inputs, outputs and architecture of the discriminator and generator of the cGAN.

The inputs for the metamodel are represented in both an image and in a scalar manner. The initial sheet thickness $s_0$, drawing depth $h$ and blankholder force $F_{bh}$ are represented as images in the top view of the blank, punch and blankholder, respectively. This results in a pixel grid with three channels $(256,256,3)$. Friction coefficient $\mu$ and the scale factor $f_s$ of the stress-strain-curve were added to the feature map, see Figure 3. Thereby, each channel contains $16^2$ equal values of $\mu$ and $f_s$ for the generator and $29^2$ equal values for the discriminator, respectively. Targets and outputs are represented as an image in form of a pixel grid $(256,256,4)$ with four channels $(u_x, u_y, u_z, s)$. The cGAN is implemented using PyTorch [21]. In order to train the cGAN Adam algorithm was used with a learning rate of 0.00025 and a batch size of 128. The loss function from [17] for cGAN was used to alternately train the generator and the discriminator.

3. Results and discussion
The cGAN was trained with a different number of training samples and corresponding epochs to achieve the same number of training steps according to Table 2. Calculation was executed on one GPU (NVIDIA Quadro RTX 5000) (approx. 4.5h for each metamodel).
Table 2. Number of samples used for training of cGAN.

| Samples   | 125  | 500  | 2,000 | 8,000 |
|-----------|------|------|-------|-------|
| Epochs    | 16,000 | 4,000 | 1,000 | 250   |
| Best epoch| 14,385 | 3,971 | 349   | 186   |

The best metamodel was chosen based on generator loss to generate the results shown in Figure 4. Figure 4 depicts randomly picked predictions for three examples: standard part without failure, part with high thinning, and part with wrinkles. Thereby, high thinning and wrinkling are represented in the dataset as a course of the large process parameters chosen in for the sampling. Predictions show that the networks could generally be able to predict deep drawing results for standard parts without any failure as well as for parts with high thinning or wrinkling.

Figure 4. Three exemplary predictions from the test set (deformation and thickness) of the four trained metamodels and the corresponding ground truth.
Furthermore, the network achieved good predictions for standard parts and parts with high thinning, even with only 125 samples for training. Moreover, the draw-in is also mainly predicted correctly in examples shown in Figure 4 and Figure 5, even for small data sets. Opposed to that, the prediction of wrinkling only tended to be acceptable when using 8,000 samples for training, see Figure 4 and Figure 5 (a) and (c). Similar to that, 8,000 samples were needed for an acceptable prediction of the thickness field of the part with wrinkles.

In order to show the performance of the cGANs, Figure 5 depicts additional exemplary predictions with high and low predictive power of parts were high thinning and wrinkling occurred. The high predictive power results are mostly independent of the data used for training, except for predicting wrinkles. In contrast, the results with low predictive power show dependency on data used for training and blurriness.

![Figure 5. Exemplary predictions with high and low predictive power.](image)

In general, most predictions were of high predictive power, as shown in Figure 5 (a) and (b). Nevertheless, some predictions were only of lower predictive power that can be observed in Figure 5 (c) and (d) showing deviations between predictions and ground truth. However, the overall high predictive power of the models can be seen in Table 3. Table 3 shows the average over all 1,951 test samples of the mean absolute error (MAE) between all pixels of the ground truth and the predictions.
from the metamodels. This shows, that with increasing number of training samples the deviation can be reduced. The largest effects are shown for $u_y$ and $u_z$. Moreover, the values for $z$ displacement are comparably high. In comparison to that, the average MAE of the sheet thickness is small and does not significantly decrease with increasing number of samples.

**Table 3. Average MAE over all pixels for all four trained metamodels on test set with 1,951 samples.**

| Samples | 125  | 500  | 2,000 | 8,000 |
|---------|------|------|-------|-------|
| Average MAE $u_x$ [mm] | 0.482 | 0.391 | 0.406 | 0.364 |
| Average MAE $u_y$ [mm] | 0.727 | 0.584 | 0.578 | 0.504 |
| Average MAE $u_z$ [mm] | 0.870 | 0.724 | 0.688 | 0.649 |
| Average MAE $s$ [mm]   | 0.027 | 0.024 | 0.024 | 0.022 |

The predictions as well as the performance indices of all four networks show overall good results. The comparably high average MAEs for all four channels may result from the large range of the process parameters and from the consequent samples with high thinning as seen in Figure 5 (d). Furthermore, it is also possible that there are some parameter combinations of the test dataset that caused large deviations between predictions and the ground truth, for instance the predictions from the cGAN trained with 500 and 2,000 samples in Figure 5 (d). Since the accuracy of predictions always depends on the application, the suggested approach is suitable to predict FE results of a sheet metal forming process with cGAN training and the suggested architecture in general. The predictions of the metamodels in dependency of the amount of training data show that even with very small datasets a good quality prediction can be made for parts without failures. In this context, it is questionable how robust the predictions of the metamodels are against a test dataset containing more than 1,951 samples, as neuronal networks can respond very sensitively. The metamodels based on small datasets are only able to predict tendencies of occurring wrinkling. To address these effects, further investigations on different architectures of both generator and discriminator have to be conducted. Especially, the complexity of the generator in comparison with the discriminator is of high importance to ensure maximum benefit of the adversarial training.

**4. Conclusion**

The investigations prove that cGANs are capable of predicting deep drawing results. The proposed architecture achieves good results for calculating sheet draw-in and thinning based on a small amount of training data. The authors show that the prediction quality of wrinkling depends much stronger on the amount of available data for training than does the forecasting of thinning and draw-in. If wrinkles are to be accurately mapped, more data is required than if only the tendency towards wrinkling is to be predicted. Future research will include adapting the architecture of the generator and discriminator. In addition, a more detailed investigation of the generated metamodels will take place.
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