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Abstract

In this paper, we introduce concepts of pathwise random almost periodic and almost automorphic solutions for dynamical systems generated by non-autonomous stochastic equations. These solutions are pathwise stochastic analogues of deterministic dynamical systems. The existence and bifurcation of random periodic (random almost periodic, random almost automorphic) solutions have been established for a one-dimensional stochastic equation with multiplicative noise.
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1 Introduction

This paper is concerned with almost periodic and almost automorphic dynamics of random dynamical systems associated with stochastic differential equations driven by time-dependent deterministic forcing. We will first define pathwise random almost periodic solutions and almost automorphic solutions for such systems, which are special cases of random complete solutions and random complete quasi-solutions. We then study existence, stochastic pitchfork and transcritical bifurcation of these types of solutions for one-dimensional non-autonomous stochastic equations.

Almost periodic and almost automorphic solutions of deterministic differential equations have been extensively studied by many experts, see, e.g., [17, 22, 23, 25, 27, 28, 29, 30, 31, 35, 36, 38, 39]...
and the references therein. In particular, the \( \omega \)-limit sets of such solutions have been investigated in \[23, 27, 28, 29, 30, 31, 35\]. However, as far as the author is aware, it seems that there is no result available in the literature on existence and stability of \textit{pathwise} random almost periodic or almost automorphic solutions for stochastic equations. The first goal of the present paper is to introduce these concepts for random dynamical systems generated by non-autonomous stochastic equations. Roughly speaking, a pathwise random almost periodic (almost automorphic) solution is a random complete quasi-solution which is pathwise almost periodic (almost automorphic) (see Definitions 2.1 and 2.2 below). It is worth mentioning that a pathwise random almost periodic (almost automorphic) solution is actually \textit{not} a solution of the system for a fixed sample path, and it is just a complete quasi-solution in the sense of Definition 2.1. In this paper, in addition to existence of pathwise random periodic (almost periodic, almost automorphic) solutions, we will also study the stability and bifurcation of these solutions. More precisely, we will investigate stochastic pitchfork bifurcation of the one-dimensional non-autonomous equation

\[
\frac{dx}{dt} = \lambda x - \beta(t)x^3 + \gamma(t,x) + \delta x \circ d\omega, \tag{1.1}
\]

and transcritical bifurcation of the equation

\[
\frac{dx}{dt} = \lambda x - \beta(t)x^2 + \gamma(t,x) + \delta x \circ d\omega, \tag{1.2}
\]

where \( \lambda \) and \( \delta \) are constants, \( \beta : \mathbb{R} \rightarrow \mathbb{R} \) is positive, and \( \gamma : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) satisfies some growth conditions. The stochastic equations (1.1) and (1.2) are understood in the sense of Stratonovich integration.

In the deterministic case (i.e., \( \delta = 0 \)), these equations are classical examples for demonstrating pitchfork and transcritical bifurcation of fixed points. In the stochastic case with constant \( \beta = 1 \) and \( \gamma = 0 \), the stochastic bifurcation of stationary solutions and invariant measures of (1.1)-(1.2) has been studied in [1, 2]. In the real noise case, the same problem was discussed in [37]. When \( \beta = 1 \) and \( \gamma \) is time-independent, the bifurcation of stationary solutions of (1.1)-(1.2) was examined in [1, 3]. For the bifurcation of stationary solutions of (1.1) with additive noise, we refer the reader to [14]. It seems that the bifurcation problem of (1.1) and (1.2) has not been studied in the literature when \( \beta \) and \( \gamma \) are time-dependent. The purpose of this paper is to investigate this problem and explore bifurcation of pathwise random complete solutions including random periodic (almost periodic, almost automorphic) solutions. Actually, for time-dependent \( \beta \) and \( \gamma \) satisfying certain conditions, we prove the pathwise complete quasi-solutions of (1.1) undergo a stochastic
pitchfork bifurcation at $\lambda = 0$: for $\lambda \leq 0$, the zero solution is the unique random complete quasi-solution of (1.1) which is pullback asymptotically stable in $\mathbb{R}$; for $\lambda > 0$, the zero solution is unstable and two more tempered random complete quasi-solutions $x_\lambda^+ > 0$ and $x_\lambda^- < 0$ bifurcate from zero, i.e.,

$$\lim_{\lambda \to 0} x_\lambda^\pm(\tau, \omega) = 0, \quad \text{for all } \tau \in \mathbb{R} \text{ and } \omega \in \Omega.$$ 

The tempered random attractor $\mathcal{A}_\lambda$ of (1.1) is trivial for $\lambda \leq 0$, and is given by $\mathcal{A}_\lambda = \{ [x^-_\lambda(\tau, \omega), x^+_\lambda(\tau, \omega)] : \tau \in \mathbb{R}, \omega \in \Omega \}$. If, in addition, $\beta$ and $\gamma$ are both $T$-periodic in time for some $T > 0$, then $x^-_\lambda$ and $x^+_\lambda$ are also $T$-periodic. In this case, we obtain pitchfork bifurcation of pathwise random periodic solutions of (1.1). It seems that the bifurcation of almost periodic and almost automorphic solutions is much more involved. Nonetheless, for $\gamma = 0$, we will prove if $\beta$ is almost periodic (almost automorphic), then so are $x^-_\lambda$ and $x^+_\lambda$. As a consequence, we obtain stochastic pitchfork bifurcation of pathwise random almost periodic (almost automorphic) solutions of (1.1) in this case. By similar arguments, we will establish stochastic transcritical bifurcation of pathwise random complete quasi-solutions of (1.2) at $\lambda = 0$. If $\gamma = 0$ and $\beta$ is periodic (almost periodic, almost automorphic), we further establish the transcritical bifurcation of random periodic (almost periodic, almost automorphic) solutions of (1.2) (see Corollary 4.2 and Theorem 4.3).

This paper is organized as follows. In the next section, we introduce the concepts of pathwise random almost periodic (random almost automorphic) solutions for random dynamical systems generated by differential equations driven simultaneously by non-autonomous deterministic and stochastic forcing. We will also review some results regarding pullback attractors. In the last two sections, we prove stochastic pitchfork bifurcation and transcritical bifurcation for equations (1.1) and (1.2), respectively.

## 2 Preliminaries

In this section, we introduce concepts of pathwise random almost periodic and almost automorphic solutions for random dynamical systems generated by differential equations driven simultaneously by non-autonomous deterministic and stochastic forcing. We also review some known results regarding random attractors for non-autonomous stochastic equations. The reader is further referred to [5, 6, 7, 8, 9, 10, 11, 12, 13, 15, 18, 19, 21, 24] for autonomous random attractors and to [4, 20, 26, 32] for deterministic attractors.

Let $(X, d)$ be a complete separable metric space and $(\Omega, \mathcal{F}, P, \{\theta_t\}_{t \in \mathbb{R}})$ be a metric dynamical
system as in [1]. Given a subset $A$ of $X$, the neighborhood of $A$ with radius $r > 0$ is denoted by $N_r(A)$. A mapping $\Phi: \mathbb{R}^+ \times \Omega \times X \to X$ is called a continuous cocycle on $X$ over $\mathbb{R}$ and $(\Omega, \mathcal{F}, \mu, \{\theta_t\}_{t \in \mathbb{R}})$ if for all $\tau \in \mathbb{R}$, $\omega \in \Omega$ and $t, s \in \mathbb{R}^+$, the following conditions (i)-(iv) are satisfied:

(i) $\Phi(\cdot, \tau, \cdot): \mathbb{R}^+ \times \Omega \times X \to X$ is $(\mathcal{B}(\mathbb{R}^+) \times \mathcal{F} \times \mathcal{B}(X), \mathcal{B}(X))$-measurable;

(ii) $\Phi(0, \tau, \omega, \cdot)$ is the identity on $X$;

(iii) $\Phi(t + s, \tau, \omega, \cdot) = \Phi(t, \tau + s, \theta_s \omega, \cdot) \circ \Phi(s, \tau, \omega, \cdot)$;

(iv) $\Phi(t, \tau, \omega, \cdot): X \to X$ is continuous.

Such $\Phi$ is called a continuous periodic cocycle with period $T$ if $\Phi(t, \tau + T, \omega, \cdot) = \Phi(t, \tau, \omega, \cdot)$ for every $t \in \mathbb{R}^+$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$. Let $D$ be a collection of some families of nonempty subsets of $X$:

$$D = \{ D = \{ D(\tau, \omega) \subseteq X : D(\tau, \omega) \neq \emptyset, \tau \in \mathbb{R}, \omega \in \Omega \} \}.$$  
(2.1)

We now define $D$-complete solutions for $\Phi$.

**Definition 2.1.** Let $D$ be a collection of families of nonempty subsets of $X$ given by (2.1).

(i) A mapping $\psi: \mathbb{R} \times \mathbb{R} \times \Omega \to X$ is called a complete orbit (solution) of $\Phi$ if for every $t \in \mathbb{R}^+$, $s, \tau \in \mathbb{R}$ and $\omega \in \Omega$, the following holds:

$$\Phi(t, \tau + s, \theta_s \omega, \psi(s, \tau, \omega)) = \psi(t + s, \tau, \omega).$$

If, in addition, there exists $D = \{D(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \in D$ such that $\psi(t, \tau, \omega)$ belongs to $D(\tau + t, \theta_t \omega)$ for every $t \in \mathbb{R}$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$, then $\psi$ is called a $D$-complete orbit (solution) of $\Phi$.

(ii) A mapping $\xi: \mathbb{R} \times \Omega \to X$ is called a complete quasi-solution of $\Phi$ if for every $t \in \mathbb{R}^+$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$, the following holds:

$$\Phi(t, \tau, \omega, \xi(\tau, \omega)) = \xi(\tau + t, \theta_t \omega).$$

If, in addition, there exists $D = \{D(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \in D$ such that $\xi(\tau, \omega)$ belongs to $D(\tau, \omega)$ for all $\tau \in \mathbb{R}$ and $\omega \in \Omega$, then $\xi$ is called a $D$-complete quasi-solution of $\Phi$.

**Definition 2.2.** Let $\xi: \mathbb{R} \times \Omega \to X$ be a mapping.

(i) $\xi$ is called a random periodic function with period $T$ if $\xi(\tau + T, \omega) = \xi(\tau, \omega)$ for every $\tau \in \mathbb{R}$ and $\omega \in \Omega$. 
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(ii) $\xi$ is called a random almost periodic function if for every $\omega \in \Omega$ and $\varepsilon > 0$, there exists $l = l(\omega, \varepsilon) > 0$ such that every interval of length $l$ contains a number $t_0$ such that

$$|\xi(\tau + t_0, \omega) - \xi(\tau, \omega)| < \varepsilon, \quad \text{for all } \tau \in \mathbb{R}. $$

(iii) $\xi$ is called a random almost automorphic function if for every $\omega \in \Omega$ and every sequence $\{\tau_n\}_{n=1}^{\infty}$, there exist a subsequence $\{\tau_{nm}\}_{m=1}^{\infty}$ of $\{\tau_n\}_{n=1}^{\infty}$ and a map $\zeta^\omega : \mathbb{R} \to X$ such that for all $\tau \in \mathbb{R}$,

$$\lim_{m \to \infty} \xi(\tau + \tau_{nm}, \omega) = \zeta^\omega(\tau) \quad \text{and} \quad \lim_{m \to \infty} \zeta^\omega(\tau - \tau_{nm}) = \xi(\tau, \omega).$$

If $\xi$ is a complete quasi-solution of $\Phi$ and is also a random periodic (random almost periodic, random almost automorphic) function, then $\xi$ is called a random periodic (random almost periodic, random almost automorphic) solution of $\Phi$.

Notice that pathwise random periodic solution was introduced in [40]. We here further extend the concepts of deterministic almost periodic and almost automorphic solutions to the stochastic case.

**Definition 2.3.** Let $x_0 \in X$ and $E$ be a subset of $X$. Then $x_0$ is called a fixed point of $\Phi$ if $\Phi(t, \tau, \omega, x_0) = x_0$ for all $t \in \mathbb{R}^+$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$. A fixed point $x_0$ is said to be pullback Lyapunov stable in $E$ if for every $\tau \in \mathbb{R}$, $\omega \in \Omega$ and $\varepsilon > 0$, there exists $\delta = \delta(\tau, \omega, \varepsilon) > 0$ such that for all $t \in \mathbb{R}^+$,

$$\Phi(t, \tau - t, \theta_{-t}\omega, \mathcal{N}\delta(x_0) \cap E) \subseteq \mathcal{N}\varepsilon(x_0) \cap E.$$  

If $x_0$ is not pullback Lyapunov stable in $E$, then $x_0$ is said to be pullback Lyapunov unstable in $E$. A fixed point $x_0$ is said to be pullback asymptotically stable in $E$ if it is pullback Lyapunov stable in $E$ and for all $\tau \in \mathbb{R}$, $\omega \in \Omega$ and $x \in E$,

$$\lim_{t \to \infty} \Phi(t, \tau - t, \theta_{-t}\omega, x) = x_0.$$  

**Definition 2.4.** Let $D = \{D(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\}$ be a family of nonempty subsets of $X$. We say $D$ is tempered in $X$ with respect to $(\Omega, \mathcal{F}, P, \{\theta_t\}_{t \in \mathbb{R}})$ if there exists $x_0 \in X$ such that for every $c > 0$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$\lim_{t \to -\infty} e^{ct}d(D(\tau + t, \theta_t\omega), x_0) = 0.$$  

**Definition 2.5.** Let $\mathcal{A} = \{\mathcal{A}(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$ with $\mathcal{D}$ given by (2.1). Then $\mathcal{A}$ is called a $\mathcal{D}$-pullback attractor of $\Phi$ if for all $t \in \mathbb{R}^+$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$, 

5
(i) $\mathcal{A}$ is measurable and $\mathcal{A}(\tau, \omega)$ is compact.

(ii) $\mathcal{A}$ is invariant: $\Phi(t, \tau, \omega, \mathcal{A}(\tau, \omega)) = \mathcal{A}(\tau + t, \theta_t \omega)$.

(iii) $\mathcal{A}$ attracts every member $B \in \mathcal{D}$,

\[
\lim_{t \to \infty} d(\Phi(t, \tau - t, \theta_{-t} \omega, B(\tau - t, \theta_{-t} \omega)), \mathcal{A}(\tau, \omega)) = 0.
\]

If, further, there exists $T > 0$ such that

\[
\mathcal{A}(\tau + T, \omega) = \mathcal{A}(\tau, \omega), \quad \forall \tau \in \mathbb{R}, \forall \omega \in \Omega,
\]

then $\mathcal{A}$ is called a periodic attractor with period $T$.

We recall the following result from [33, 34]. Similar results can be found in [5, 13, 18, 24].

**Proposition 2.6.** Let $\mathcal{D}$ be an inclusion closed collection of some families of nonempty subsets of $X$, and $\Phi$ be a continuous cocycle on $X$ over $\mathbb{R}$ and $(\Omega, F, P, \{\theta_t\}_{t \in \mathbb{R}})$. Then $\Phi$ has a $\mathcal{D}$-pullback attractor $\mathcal{A}$ in $\mathcal{D}$ if $\Phi$ is $\mathcal{D}$-pullback asymptotically compact in $X$ and $\Phi$ has a closed measurable $\mathcal{D}$-pullback absorbing set $K$ in $\mathcal{D}$. The $\mathcal{D}$-pullback attractor $\mathcal{A}$ is unique and is characterized by, for each $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

\[
\mathcal{A}(\tau, \omega) = \{\psi(0, \tau, \omega) : \psi \text{ is a } \mathcal{D}\text{-complete solution of } \Phi\}
\]

\[
= \{\xi(\tau, \omega) : \xi \text{ is a } \mathcal{D}\text{-complete quasi-solution of } \Phi\}.
\]

### 3 Pitchfork bifurcation of stochastic equations

In this section, we discuss pitchfork bifurcation of the following one-dimensional stochastic equation with deterministic non-autonomous forcing:

\[
\frac{dx}{dt} = \lambda x - \beta(t)x^3 + \gamma(t, x) + \delta x \circ \frac{d\omega}{dt}, \quad x(\tau) = x_\tau,
\]

(3.1)

where $\tau \in \mathbb{R}$, $t > \tau$, $x \in \mathbb{R}$, $\lambda$ and $\delta$ are constants with $\delta > 0$. The function $\beta : \mathbb{R} \to \mathbb{R}$ in (3.1) is smooth and positive. In addition, we assume there exist $\beta_1 \geq \beta_0 > 0$ such that

\[
\beta_0 \leq \beta(t) \leq \beta_1 \quad \text{for all } t \in \mathbb{R}.
\]

(3.2)
The function $\gamma : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ in (3.1) is smooth and there exist two nonnegative numbers $c_1$ and $c_2$ with $c_1 \leq c_2 < \beta_0$ such that

$$c_1 x^4 \leq \gamma(t, x) x \leq c_2 x^4 \quad \text{for all } t \in \mathbb{R} \text{ and } x \in \mathbb{R}.$$  \hfill (3.3)

Note that condition (3.3) implies that $\gamma(t, 0) = 0$ for all $t \in \mathbb{R}$. Therefore, $x = 0$ is a fixed point of equation (3.1). The stochastic equation (3.1) is understood in the sense of Stratonovich integration with $\omega$ being a two-sided real-valued Wiener process on the probability space $(\Omega, \mathcal{F}, P)$, where

$$\Omega = \{\omega \in C(\mathbb{R}, \mathbb{R}) : \omega(0) = 0\},$$

$\mathcal{F}$ is the Borel $\sigma$-algebra induced by the compact open topology of $\Omega$, and $P$ is the Wiener measure on $(\Omega, \mathcal{F})$. There is a classical group $\{\theta_t\}_{t \in \mathbb{R}}$ acting on $(\Omega, \mathcal{F}, P)$ which is given by

$$\theta_t \omega(\cdot) = \omega(\cdot + t) - \omega(t), \quad \text{for all } \omega \in \Omega \text{ and } t \in \mathbb{R}.$$ 

It follows from [1] that $(\Omega, \mathcal{F}, P, \{\theta_t\}_{t \in \mathbb{R}})$ is a parametric dynamical system and there exists a $\theta_t$-invariant set $\hat{\Omega} \subseteq \Omega$ of full $P$ measure such that for each $\omega \in \hat{\Omega}$,

$$\frac{\omega(t)}{t} \rightarrow 0 \quad \text{as } t \rightarrow \pm \infty,$$  \hfill (3.4)

and

$$\int_{-\infty}^0 e^{2\delta \omega(s)} ds = \infty \quad \text{and} \quad \int_0^\infty e^{2\delta \omega(s)} ds = \infty.$$  \hfill (3.5)

In the sequel, we only consider $\hat{\Omega}$ rather than $\Omega$, and hence we will write $\hat{\Omega}$ as $\Omega$ for convenience.

Under conditions (3.2) and (3.3), one can prove as in [1] that the stochastic equation (3.1) has a unique measurable solution $x$ for a given initial value. Moreover, for every $\tau \in \mathbb{R}$, $\omega \in \Omega$ and $x_{\tau} \in \mathbb{R}$, the solution $x(\cdot, \tau, \omega, x_{\tau}) \in C([\tau, \infty), \mathbb{R})$ and is continuous in $x_{\tau}$. Therefore, one can define a cocycle $\Phi : \mathbb{R}^+ \times \mathbb{R} \times \mathcal{F} \times \mathbb{R} \rightarrow \mathbb{R}$ for equation (3.1). Given $t \in \mathbb{R}^+$, $\tau \in \mathbb{R}$, $\omega \in \Omega$ and $x_{\tau} \in \mathbb{R}$, let

$$\Phi(t, \tau, \omega, x_{\tau}) = x(t + \tau, \tau, \omega, x_{\tau}).$$  \hfill (3.6)

By (3.1), one can check that for every $t \geq 0$, $\tau \geq 0$, $r \in \mathbb{R}$ and $\omega \in \Omega$,

$$\Phi(t + \tau, r, \omega, \cdot) = \Phi(t, \tau + t, r, \theta_r \omega, \cdot) \circ \Phi(t, r, \omega, \cdot).$$

Since the solution of (3.1) is measurable in $\omega \in \Omega$ and continuous in initial data, we find that $\Phi$ given by (3.6) is a continuous cocycle on $\mathbb{R}$ over $(\Omega, \mathcal{F}, P, \{\theta_t\}_{t \in \mathbb{R}})$. We will study the dynamics of $\Phi$ in this section.
Given a bounded nonempty subset \( I \) of \( \mathbb{R} \), we write \( \| I \| = \sup \{|x| : x \in I\} \). Let \( D = \{D(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \) be a family of bounded nonempty subsets of \( \mathbb{R} \). Recall that \( D \) is tempered if for every \( c > 0, \tau \in \mathbb{R} \) and \( \omega \in \Omega \),
\[
\lim_{t \to -\infty} e^{ct} \| D(\tau + t, \theta \omega) \| = 0. \tag{3.7}
\]
Denote by \( \mathcal{D} \) the collection of all tempered families of bounded nonempty subsets of \( \mathbb{R} \), i.e.,
\[
\mathcal{D} = \{ D = \{D(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} : D \text{ satisfies (3.7)} \}. \tag{3.8}
\]
In the next subsection, we consider the bifurcation problem of (3.1) when \( \gamma \) is absent. In this case, the stochastic equation (3.1) is exactly solvable which makes it possible for one to completely determine its dynamics. We will show the random complete quasi-solutions of (3.1) undergo a pitchfork bifurcation when \( \lambda \) crosses zero from below. When \( \beta \) is periodic (almost periodic, almost automorphic), we show the random periodic (random almost periodic, random almost automorphic) solutions have similar bifurcation scenarios. We finally investigate pitchfork bifurcation of (3.1) with \( \gamma \) satisfying (3.3).

### 3.1 Pitchfork bifurcation of a typical non-autonomous stochastic equation

This subsection is devoted to pitchfork bifurcation of (3.1) without \( \gamma \). In other words, we consider the following non-autonomous stochastic equation:
\[
\frac{dx}{dt} = \lambda x - \beta(t)x^3 + \delta x \circ d\omega, \quad x(\tau) = x_\tau, \quad t > \tau. \tag{3.9}
\]
As in the deterministic case, equation (3.9) is exactly solvable. To find a solution of (3.9), one may introduce a new variable \( y = x^{-2} \) for \( x \not= 0 \). Then \( y \) satisfies
\[
\frac{dy}{dt} + 2\lambda y = 2\beta(t) - 2\delta y \circ d\omega, \quad y(\tau) = y_\tau = x^{-2}_\tau, \quad t > \tau. \tag{3.10}
\]
For every \( t, \tau \in \mathbb{R} \) with \( t \geq \tau \), \( \omega \in \Omega \) and \( x_\tau \in \mathbb{R} \), by (3.10) we get
\[
y(t, \tau, \omega, y_\tau) = e^{2\lambda(t-\tau)+2\delta(\omega(\tau)-\omega(t))} y_\tau + 2 \int_{\tau}^{t} e^{2\lambda(r-\tau)+2\delta(\omega(r)-\omega(t))} \beta(r) dr.
\]
Therefore, the solution \( x \) of (3.9) is given by, for every \( t, \tau \in \mathbb{R} \) with \( t \geq \tau \), \( \omega \in \Omega \) and \( x_\tau \in \mathbb{R} \),
\[
x(t, \tau, \omega, x_\tau) = \frac{x_\tau}{\sqrt{e^{2\lambda(\tau-t)+2\delta(\omega(\tau)-\omega(t))} + 2x_\tau^2 \int_{\tau}^{t} e^{2\lambda(r-\tau)+2\delta(\omega(r)-\omega(t))} \beta(r) dr}}. \tag{3.11}
\]
It follows from (3.11) that, for each \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \), \( \omega \in \Omega \) and \( x_0 \in \mathbb{R} \),

\[
x(\tau, \tau - t, \theta_{-\tau} \omega, x_0) = \frac{x_0}{\sqrt{e^{-2\lambda t + 2\delta \omega(-t)} + 2x_0^2 \int_{\tau-t}^{\tau} e^{2\lambda(r-\tau) + 2\delta \omega(r-\tau)} \beta(r) dr}}. \tag{3.12}
\]

By (3.4) and (3.12) we get, for every \( \lambda > 0 \) and \( x_0 > 0 \),

\[
\lim_{t \to \infty} x(\tau, \tau - t, \theta_{-\tau} \omega, x_0) = \frac{1}{\sqrt{2 \int_{-\infty}^{\tau} e^{2\lambda(r-\tau) + 2\delta \omega(r-\tau)} \beta(r) dr}}. \tag{3.13}
\]

That is, for every \( \lambda > 0 \) and \( x_0 > 0 \), we have

\[
\lim_{t \to \infty} x(\tau, \tau - t, \theta_{-\tau} \omega, x_0) = \frac{-1}{\sqrt{2 \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} \beta(r + \tau) dr}}. \tag{3.14}
\]

Note that the right-hand side of (3.13) is well defined in terms of (3.2) and (3.4). Similarly, by (3.12) we obtain, for every \( \lambda > 0 \) and \( x_0 < 0 \),

\[
\lim_{t \to \infty} x(\tau, \tau - t, \theta_{-\tau} \omega, x_0) = \frac{-1}{\sqrt{2 \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} \beta(r + \tau) dr}}. \tag{3.15}
\]

It is evident that for each \( \lambda > 0 \) and \( \tau \in \mathbb{R} \), both \( x^+_\lambda(\tau, \cdot) \) and \( x^-_\lambda(\tau, \cdot) \) are measurable. We next prove that \( x^+_\lambda \) and \( x^-_\lambda \) are random complete quasi-solutions of equation (3.1).

**Lemma 3.1.** Suppose (3.2) holds. Then for every \( \lambda > 0 \), \( x^+_\lambda \) and \( x^-_\lambda \) given by (3.15) are tempered random complete quasi-solutions of equation (3.1). Moreover, \( x^+_\lambda \) is the only complete quasi-solution in \((0, \infty)\) with tempered reciprocal, and \( x^-_\lambda \) is the only complete quasi-solution in \((-\infty, 0)\) with tempered reciprocal.

**Proof.** We first prove \( x^+_\lambda \) and \( x^-_\lambda \) are random complete quasi-solutions. Given \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), we need to show

\[
\Phi(t, \tau, \omega, x^+_\lambda(\tau, \omega)) = x^+_\lambda(\tau + t, \theta t \omega). \tag{3.16}
\]

By (3.11) we find that, for each \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
x(t + \tau, \tau, \theta_{-\tau} \omega, x^+_\lambda(\tau, \omega))
\]

\[
\]
which implies that for all \( r \),

\[
\sqrt{e^{-2M-28\omega(t)}} \left( x^+(\tau, \omega) \right)^2 = \frac{x^+(\tau, \omega)}{\sqrt{e^{-2M-28\omega(t)}}} + 2 \int_{t-\tau}^{t+\tau} e^{2\lambda(r-t-\tau)+2\delta(\omega(r-\tau)\omega(t))} \beta(r) \, dr
\]

It follows from (3.6) and (3.17) that for each \( t \),

\[
\sqrt{e^{-2M-28\omega(t)}} \left( x^+(\tau, \omega) \right)^2 = 1 + 2 \int_{t-\tau}^{t+\tau} e^{2\lambda(r-t-\tau)+2\delta(\omega(r-\tau)\omega(t))} \beta(r) \, dr
\]

Similarly, we can also verify that for each \( t \),

\[
\sqrt{e^{-2M-28\omega(t)}} \left( x^-\lambda(\tau, \omega) \right)^2 = \frac{1}{\sqrt{e^{-2M-28\omega(t)}}} = x^-\lambda(\tau + t, \theta t \omega).
\]

It follows from (3.6) and (3.17) that for each \( t \in \mathbb{R}^+, \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
\Phi(t, \tau, \omega, x^\pm\lambda(\tau, \omega)) = x^\pm\lambda(\tau + t, \theta t \omega).
\]

Similarly, we can also verify that for each \( t \in \mathbb{R}^+, \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
\Phi(t, \tau, \omega, x^-\lambda(\tau, \omega)) = x^-\lambda(\tau + t, \theta t \omega).
\]

By (3.18) and (3.19), we get (3.16), and hence both \( x^+\lambda \) and \( x^-\lambda \) are random complete quasi-solutions of equation (3.1).

We now prove that \( x^+\lambda \) and \( x^-\lambda \) are tempered. Given \( c > 0 \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), by (3.2) and (3.15) we get

\[
e^{ct}|x^\pm\lambda(\tau + t, \theta t \omega)| \leq \frac{e^{ct}}{\sqrt{2 \beta_0 \int_{-\infty}^{0} e^{2\lambda r+2\delta(\omega(r)\omega(t))} \, dr}} \leq \frac{e^{ct}}{\sqrt{2 \beta_0 \int_{-\infty}^{0} e^{2\lambda r+2\delta(\omega(r+t)\omega(t))} \, dr}}
\]

Let \( \varepsilon = \frac{1}{2c} \min\{\lambda, \frac{1}{2}c\} \). By (3.4) we find that for each \( \omega \in \Omega \), there exists \( T = T(\omega) < 0 \) such that for all \( t \leq T \),

\[
\varepsilon t \leq \omega(t) \leq -\varepsilon t,
\]

which implies that for all \( r \leq 0 \) and \( t \leq T \),

\[
\varepsilon r + \varepsilon t \leq \omega(r + t) \leq -\varepsilon r - \varepsilon t.
\]
It follows from \((3.21)-(3.22)\) that, for all \(r \leq 0\) and \(t \leq T\),
\[
2\lambda r + 2\delta (\omega (r + t) - \omega (t)) \geq 2\lambda r + 2\delta \varepsilon t + 4\delta \varepsilon t \geq 3\lambda r + ct.
\]
Therefore, we get, for all \(t \leq T\),
\[
\int_{-\infty}^{0} e^{2\lambda r + 2\delta (\omega (r + t) - \omega (t))} dr \geq \int_{-\infty}^{0} e^{3\lambda r + ct} dr \geq \frac{e^{ct}}{3\lambda}.
\] \(3.23\)

By \((3.20)\) and \((3.23)\) we obtain, for every \(\tau \in \mathbb{R}\) and \(\omega \in \Omega\),
\[
\limsup_{t \to -\infty} e^{ct} |x_{-\lambda}^+ (\tau + t, \theta_{-t}\omega)| \leq \limsup_{t \to -\infty} \sqrt{\frac{3\lambda}{2\beta_0}} e^\frac{1}{2} e^{\frac{ct}{2}} = 0.
\]

This shows that \(x_{-\lambda}^+\) and \(x_{-\lambda}^-\) are tempered. Similarly, by \((3.21)\) and \((3.22)\), one can verify \(\frac{1}{x_{+\lambda}^-}\) and \(\frac{1}{x_{-\lambda}^+}\) are also tempered.

Next, we prove that \(x_{+\lambda}^\pm\) is the only complete quasi-solution in \((0, \infty)\) with tempered reciprocal. Suppose \(\xi\) is an arbitrary complete quasi-solution in \((0, \infty)\) such that \(\xi^{-1}\) is tempered. By definition we have, for all \(t \in \mathbb{R}^+\), \(\tau \in \mathbb{R}\) and \(\omega \in \Omega\),
\[
\Phi(t, \tau - t, \theta_{-t}\omega, \xi (\tau - t, \theta_{-t}\omega)) = \xi(\tau, \omega).
\] \(3.24\)

On the other hand, by \((3.12)\) we get, for all \(t \in \mathbb{R}\) and \(\omega \in \Omega\),
\[
x(\tau, \tau - t, \theta_{-t}\omega, \xi (\tau - t, \theta_{-t}\omega)) = \frac{1}{\sqrt{e^{-2\lambda T + 2\delta \omega (-t)} \xi^{-2} (\tau - t, \theta_{-t}\omega) + 2 \int_{-\tau}^{t} e^{2\lambda (r - T) + 2\delta \omega (r - T)} \beta (r) dr}}.
\] \(3.25\)

Since \(\xi^{-1}\) is tempered, by \((3.4)\) and \((3.25)\), we obtain, for all \(\tau \in \mathbb{R}\) and \(\omega \in \Omega\),
\[
\lim_{t \to \infty} \Phi(t, \tau - t, \theta_{-t}\omega, \xi (\tau - t, \theta_{-t}\omega)) = \lim_{t \to \infty} x(\tau, \tau - t, \theta_{-t}\omega, \xi (\tau - t, \theta_{-t}\omega)) = x_{+\lambda}^+ (\tau, \omega),
\]
which together with \((3.24)\) gives \(\xi(\tau, \omega) = x_{+\lambda}^\pm (\tau, \omega)\), as desired. The uniqueness of \(x_{-\lambda}^-\) in \((-\infty, 0)\) can be proved by a similar approach. The details are omitted.

We now discuss the stability of the zero solution of \((3.9)\).

**Lemma 3.2.** Suppose \(3.2\) holds. Then the zero solution of equation \((3.9)\) is pullback asymptotically stable in \(\mathbb{R}\) if \(\lambda \leq 0\); and pullback Lyapunov unstable in \(\mathbb{R}\) if \(\lambda > 0\).
Proof. Case (i): $\lambda < 0$. In this case, we need to prove the asymptotic stability of $x = 0$. Given $\tau \in \mathbb{R}$, $\omega \in \Omega$ and $\varepsilon > 0$, we must find a positive number $\eta = \eta(\tau, \omega, \varepsilon)$ such that for every $t \geq 0$ and $x_0 \in (-\eta, \eta)$,

$$|\Phi(t, \tau - t, \theta_{-\tau}\omega, x_0)| < \varepsilon.$$ (3.26)

By (3.4) we see that there exists $T = T(\omega) > 0$ such that for all $t \geq T$,

$$\frac{\lambda}{29} t \leq \omega(-t) \leq -\frac{\lambda}{29} t.$$ (3.27)

By (3.27) we get

$$e^{-\lambda t} + \delta \omega(\tau) \geq \frac{1}{2}, \text{ for all } t \geq T.$$ (3.28)

On the other hand, by the continuity of $\omega$, there exists a positive number $c_0 = c_0(\omega)$ such that

$$e^{-\lambda t} + \delta \omega(\tau) \geq c_0, \text{ for all } t \in [0, T].$$ (3.29)

Let $\eta = \min\{\varepsilon, \varepsilon c_0\}$ with $c_0$ as in (3.29). Then for every $t \geq 0$ and $x_0 \in (-\eta, \eta)$, it follows from (3.12) and (3.27) that

$$\varepsilon e^{-\lambda t} + \delta \omega(\tau) \geq \eta > |x_0|,$$

which implies that for every $t \geq 0$ and $x_0 \in (-\eta, \eta),$

$$e^{-2\lambda t + 2\delta \omega(\tau)} x_0^2 + 2 \int_{\tau-t}^{T} e^{2\lambda(r-\tau) + 2\delta \omega(r-\tau)} \beta(r) dr > \varepsilon^{-2}. \quad (3.30)$$

By (3.12) and (3.30) we get, for every $t \geq 0$ and $x_0 \in (-\eta, \eta),$

$$|x(\tau, \tau - t, \theta_{-\tau}\omega, x_0)| < \varepsilon.$$

Therefore, (3.26) is satisfied and thus $x = 0$ is pullback Lyapunov stable in $\mathbb{R}$. Note that for every $x_0 \in \mathbb{R}$, from (3.12) and (3.27) we have

$$\lim_{t \to \infty} \sup |x(\tau, \tau - t, \theta_{-\tau}\omega, x_0)| \leq \lim_{t \to \infty} \sup e^{\lambda t - \delta \omega(-t)} |x_0| = 0,$$

which along with (3.26) and Definition 2.3 shows that $x = 0$ is pullback asymptotically stable in $\mathbb{R}$ for $\lambda < 0$.

Case (ii): $\lambda = 0$. In this case, by (3.2) and (3.5) we get for every $\tau \in \mathbb{R}$ and $\omega \in \Omega,$

$$\lim_{t \to \infty} \int_{\tau-t}^{T} 2e^{2\delta \omega(r-\tau)} \beta(r) dr \geq 2\beta_0 \lim_{t \to \infty} \int_{-t}^{0} e^{2\delta \omega(r)} dr = \infty,$$
which implies that for given $\varepsilon > 0$, there exists $T = T(\omega) > 0$ such that for all $t \geq T$,
\[
2 \int_{T-t}^T e^{2\delta \omega(r-\tau)} \beta(r) dr > \varepsilon^{-2}.
\]
(3.31)

Let $\eta = \varepsilon c_0$ where $c_0$ is the positive number in (3.29) with $\lambda = 0$. Then for every $t \in [0, T]$ and $x_0 \in (-\eta, \eta)$, we have
\[
e^{2\delta \omega(-t)} x_0^{-2} > \varepsilon^{-2}.
\]
(3.32)

It follows from (3.31)-(3.32) that for every $t \geq 0$ and $x_0 \in (-\eta, \eta)$,
\[
e^{2\delta \omega(-t)} x_0^{-2} + 2 \int_{-t}^{T-t} e^{2\delta \omega(r-\tau)} \beta(r) dr > \varepsilon^{-2},
\]
which along with (3.12) shows that for every $t \geq 0$ and $x_0 \in (-\eta, \eta)$,
\[
|x(\tau, \tau - t, \theta - \tau, x_0)| < \varepsilon.
\]

Therefore $x = 0$ is pullback Lyapunov stable in $\mathbb{R}$ for $\lambda = 0$. On the other hand, by (3.2) and (3.5) we get, for each $\tau \in \mathbb{R}$ and $\omega \in \Omega$,
\[
\limsup_{t \to \infty} |x(\tau, \tau - t, \theta - \tau, x_0)| \leq \limsup_{t \to \infty} \frac{1}{\sqrt{2\beta_0 \int_{-t}^{T-t} e^{2\delta \omega(r)} dr}} = 0.
\]

This indicates that $x = 0$ is pullback asymptotically stable in $\mathbb{R}$ for $\lambda = 0$.

Case (iii): $\lambda > 0$. Note that for every $\lambda > 0$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$, $x^+_{\lambda}(\tau, \omega)$ and $x^-_{\lambda}(\tau, \omega)$ given by (3.15) are nonzero. In addition, by (3.13)-(3.14), we know that every solution $x(\tau, \tau - t, \theta - \tau, x_0)$ with $x_0 \neq 0$ converges either to $x^+_{\lambda}(\tau, \omega)$ or $x^-_{\lambda}(\tau, \omega)$ as $t \to \infty$. Therefore, we conclude that the zero solution of (3.9) is not pullback stable in $\mathbb{R}$ for $\lambda > 0$.

We are now ready to discuss pitchfork bifurcation of random complete quasi-solutions of (3.9).

**Theorem 3.3.** Suppose (3.2) holds. Then the random complete quasi-solutions of (3.9) undergo a stochastic pitchfork bifurcation at $\lambda = 0$. More precisely:

(i) If $\lambda \leq 0$, then $x = 0$ is the unique random complete quasi-solution of (3.9) which is pullback asymptotically stable in $\mathbb{R}$. In this case, the equation has a trivial $\mathcal{D}$-pullback attractor $\mathcal{A} = \{ \mathcal{A}(\tau, \omega) = \{0\} : \tau \in \mathbb{R}, \omega \in \Omega \}$.

(ii) If $\lambda > 0$, then the zero solution loses its stability and the equation has two more tempered random complete quasi-solutions $x^+_{\lambda} > 0$ and $x^-_{\lambda} < 0$ such that
\[
\lim_{\lambda \to 0} x^+_{\lambda}(\tau, \omega) = 0, \quad \text{for all } \tau \in \mathbb{R} \text{ and } \omega \in \Omega.
\]
(3.33)
Moreover, $x^+_\lambda$ and $x^-_\lambda$ are the only complete quasi-solutions with tempered reciprocals in $(0, \infty)$ and $(-\infty, 0)$, respectively. In this case, equation (3.9) has a $\mathcal{D}$-pullback attractor $A = \{A(\tau, \omega) = [x^+_{\lambda}(\tau, \omega), x^-_{\lambda}(\tau, \omega)] : \tau \in \mathbb{R}, \omega \in \Omega\}$, $x^+_\lambda$ and $x^-_\lambda$ pullback attracts every compact subset of $(0, \infty)$ and $(-\infty, 0)$, respectively.

Proof. We first verify (3.33). By (3.2), (3.5) and Fatou’s lemma we find that, for every $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$\liminf_{\lambda \to 0} \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} \beta(r + \tau) dr \geq \liminf_{\lambda \to 0} \int_{-\infty}^{0} \beta_0 e^{2\lambda r + 2\delta \omega(r)} dr \geq \beta_0 \int_{-\infty}^{0} e^{2\delta \omega(r)} dr = \infty,$$

which along with (3.15) yields (3.33). Note that the rest of this theorem is an immediate consequence of (3.12), Lemmas 3.1 and 3.2. The details are omitted here.

Next, we consider pitchfork bifurcation of random periodic, random almost periodic and random almost automorphic solutions of (3.9). Let $\beta : \mathbb{R} \to \mathbb{R}$ be a periodic function with period $T > 0$. Then by (3.15) we see that for each $\lambda > 0$ and $\omega \in \Omega$, both $x^+_\lambda(\cdot, \omega)$ and $x^-_\lambda(\cdot, \omega)$ are $T$-periodic. In other words, $x^+_\lambda$ and $x^-_\lambda$ are random periodic solutions of (3.9) in this case. Applying Theorem 3.3, we immediately get pitchfork bifurcation of random periodic solutions for (3.9). In the almost periodic case, we need the following lemma.

**Lemma 3.4.** Suppose (3.2) holds and $\beta : \mathbb{R} \to \mathbb{R}$ is almost periodic. Then for every $\lambda > 0$, the complete quasi-solutions $x^+_\lambda$ given by (3.15) are also almost periodic.

**Proof.** Given $\tau \in \mathbb{R}$ and $\omega \in \Omega$, denote by

$$g(\tau, \omega) = \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} \beta(r + \tau) dr. \quad (3.34)$$

We first show that $g$ given by (3.34) is a random almost periodic function. Since $\beta$ is almost periodic, given $\varepsilon > 0$, there exists $l = l(\omega, \varepsilon) > 0$ such that every interval of length $l$ contains a $t_0$ such that

$$|\beta(t + t_0) - \beta(t)| < \frac{\varepsilon}{\int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} dr}, \quad \text{for all } t \in \mathbb{R}. \quad (3.35)$$

By (3.34)-(3.35) we obtain, for all $\tau \in \mathbb{R}$,

$$|g(\tau + t_0, \omega) - g(\tau, \omega)| \leq \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} |\beta(r + t_0) - \beta(r + \tau)| dr.$$
\[
\int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} dr \leq \varepsilon,
\]
(3.36)
which shows that \( g(\cdot, \omega) \) is almost periodic for every fixed \( \omega \in \Omega \). By (3.2) we have, for every \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),
\[
0 < \beta_0 \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} dr \leq g(\tau, \omega) \leq \beta_1 \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} dr.
\]
(3.37)
It follows from (3.36)-(3.37) that for each fixed \( \omega \in \Omega \), \( g(\cdot, \omega) \) is almost periodic. Then the almost periodicity of \( x^\pm(\cdot, \omega) \) follows from (3.15) immediately, and this completes the proof.

Analogously, for the almost automorphic case, we have the following results.

**Lemma 3.5.** Suppose (3.2) holds and \( \beta : \mathbb{R} \rightarrow \mathbb{R} \) is almost automorphic. Then for every \( \lambda > 0 \), the complete quasi-solutions \( x^\pm \) given by (3.15) are also almost automorphic.

**Proof.** Let \( \{\tau_n\}_{n=1}^\infty \) be a sequence of numbers. Since \( \beta \) is almost automorphic, there exists a subsequence \( \{\tau_{n_m}\}_{m=1}^\infty \) of \( \{\tau_n\}_{n=1}^\infty \) and a function \( h : \mathbb{R} \rightarrow \mathbb{R} \) such that for all \( t \in \mathbb{R} \),
\[
\lim_{m \rightarrow \infty} \beta(t + \tau_{n_m}) = h(t) \quad \text{and} \quad \lim_{m \rightarrow \infty} h(t - \tau_{n_m}) = \beta(t).
\]
(3.38)
By (3.2) and (3.38) we have
\[
0 < \beta_0 \leq h(t) \leq \beta_1 \quad \text{for all} \quad t \in \mathbb{R}.
\]
(3.39)
Given \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), denote by
\[
H(\tau, \omega) = \frac{1}{\sqrt{2} \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} h(r + \tau) dr}.
\]
(3.40)
Note that the right-hand side of (3.40) is well defined due to (3.39). By (3.38), (3.40) and the Lebesgue dominated convergence theorem, we get, for every \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),
\[
\lim_{m \rightarrow \infty} x^+_{\lambda}(\tau + \tau_{n_m}, \omega) = \lim_{m \rightarrow \infty} \frac{1}{\sqrt{2} \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} \beta(r + \tau + \tau_{n_m}) dr} = H(\tau, \omega),
\]
(3.41)
and
\[
\lim_{m \rightarrow \infty} H(\tau - \tau_{n_m}, \omega) = \lim_{m \rightarrow \infty} \frac{1}{\sqrt{2} \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} h(r + \tau - \tau_{n_m}) dr} = x^+_{\lambda}(\tau, \omega).
\]
(3.42)
By (3.41) and (3.42) we find that \( x^+_{\lambda} \) is a random complete quasi-solution of (3.9). By a similar argument, one can verify \( x^-_{\lambda} \) is also a random complete solution. This completes the proof. \( \square \)
As a consequence of Theorem 3.3, Lemmas 3.4 and 3.5, we get the following pitchfork bifurcation of random periodic (almost periodic, almost automorphic) solutions of (3.9).

**Theorem 3.6.** Suppose (3.2) holds and $\beta : \mathbb{R} \to \mathbb{R}$ is periodic (almost periodic, almost automorphic). Then the random periodic (almost periodic, almost automorphic) solutions of (3.9) undergo a stochastic pitchfork bifurcation at $\lambda = 0$. More precisely:

(i) If $\lambda \leq 0$, then $x = 0$ is the unique random periodic (almost periodic, almost automorphic) solution of (3.9) which is pullback asymptotically stable in $\mathbb{R}$. In this case, the equation has a trivial $\mathcal{D}$-pullback attractor $A = \{A(\tau, \omega) = \{0\} : \tau \in \mathbb{R}, \omega \in \Omega\}$.

(ii) If $\lambda > 0$, then the zero solution loses its stability and the equation has two more random periodic (almost periodic, almost automorphic) solutions $x_+^\lambda > 0$ and $x_-^\lambda < 0$ such that

$$\lim_{\lambda \to 0} x_\pm^\lambda(\tau, \omega) = 0, \quad \text{for all } \tau \in \mathbb{R} \text{ and } \omega \in \Omega.$$  \hfill (3.43)

In this case, equation (3.9) has a $\mathcal{D}$-pullback attractor $A = \{A(\tau, \omega) = [x_-^\lambda(\tau, \omega), x_+^\lambda(\tau, \omega)] : \tau \in \mathbb{R}, \omega \in \Omega\}$. Moreover, $x_+^\lambda$ and $x_-^\lambda$ pullback attracts every compact subset of $(0, \infty)$ and $(-\infty, 0)$, respectively.

**Proof.** Since $\beta$ is periodic (almost periodic, almost automorphic), by Lemmas 3.4 and 3.5 we know that for every $\lambda > 0$, the random complete quasi-solutions $x_+^\lambda$ and $x_-^\lambda$ given by (3.15) are periodic (almost periodic, almost automorphic). Then, by Theorem 3.3 we conclude the proof. \hfill $\square$

### 3.2 Pitchfork bifurcation of a general non-autonomous stochastic equation

In this subsection, we discuss pitchfork bifurcation of the stochastic equation (3.1) with a non-linearity $\gamma$ satisfying (3.3). We first establish existence of $\mathcal{D}$-pullback attractors for a generalized system and then construct random complete quasi-solutions. The comparison principle will play an important role in our arguments.

Given $\tau \in \mathbb{R}$, consider the non-autonomous stochastic equation defined for $t > \tau$:

$$\frac{dx}{dt} = f(t, x) + g(t) + \delta x \circ \frac{d\omega}{dt}, \quad x(\tau) = x_\tau,$$  \hfill (3.44)

where $\delta > 0$, $g : \mathbb{R} \to \mathbb{R}$ is a function, $f : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is a smooth nonlinearity satisfying

$$f(t, 0) = 0, \quad f(t, x) \leq -\nu x^2 + h(t)|x|, \quad \text{for all } t, x \in \mathbb{R},$$  \hfill (3.45)
for some fixed \( \nu > 0 \) and \( h : \mathbb{R} \to \mathbb{R} \). By (3.45) we see \( h(t) \geq 0 \) for all \( t \in \mathbb{R} \). In the sequel, we assume that \( g, h \in L^1_{\text{loc}}(\mathbb{R}) \) and there exists \( \alpha \in (0, \nu) \) such that

\[
\int_{-\infty}^{\tau} e^{\alpha t} (|g(t)| + |h(t)|) dt < \infty, \quad \text{for all } \tau \in \mathbb{R}.
\]

This condition will be used to construct pullback absorbing sets for (3.44). To ensure existence of tempered pullback attractors, we further require the following condition for \( g \) and \( h \): for every \( c > 0 \) and \( \tau \in \mathbb{R} \),

\[
\lim_{s \to -\infty} e^{(c-\alpha)s} \int_{-\infty}^{s+\tau} e^{\alpha t} (|g(t)| + |h(t)|) dt = 0.
\]

Note that condition (3.47) is stronger than (3.46), and both conditions do not require \( g \) and \( h \) to be bounded as \( t \to \pm \infty \). Based on (3.45), we may associate a linear system with (3.44). Given \( \tau \in \mathbb{R} \) and \( y_{\tau} \in \mathbb{R} \), consider

\[
\frac{dy}{dt} = -\nu y + |g(t)| + h(t) + \delta y \circ d\omega \circ dt, \quad y(\tau) = y_{\tau}.
\]

By the comparison principle, for every \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), if \( y_{\tau} \geq 0 \), then \( y(t, \tau, \omega, y_{\tau}) \geq 0 \) for all \( t \geq \tau \). This along with (3.45) implies that the solution \( y(t, \tau, \omega, y_{\tau}) \) of the linear equation (3.48) is a super-solution of (3.44) provided \( y_{\tau} \) is nonnegative. Therefore, we are able to control solutions of (3.44) by (3.48) based on the comparison principle. Given \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), the solution of the linear equation (3.48) is given by

\[
y(t, \tau, \omega, y_{\tau}) = e^{\nu(t-\tau)-\delta(\omega(t)-\omega(\tau))} y_{\tau} + \int_{\tau}^{t} e^{\nu(s-t)-\delta(\omega(s)-\omega(t))} (|g(s)| + h(s)) ds.
\]

Let \( \Psi : \mathbb{R}^+ \times \mathbb{R} \times \Omega \times \mathbb{R} \to \mathbb{R} \) be a mapping given by, for every \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \), \( \omega \in \Omega \) and \( y_{\tau} \in \mathbb{R} \),

\[
\Psi(t, \tau, \omega, y_{\tau}) = y(t + \tau, \tau, \theta_{-\tau} \omega, y_{\tau}).
\]

By (3.49) and (3.50), one can check that \( \Psi \) is a continuous cocycle on \( \mathbb{R} \) over \( (\Omega, \mathcal{F}, P, \{\theta_t\}_{t \in \mathbb{R}}) \).

Next, we show \( \Psi \) has a unique tempered complete quasi-solution which pullback attracts every tempered sets.

**Lemma 3.7.** Suppose (3.46) and (3.47) hold. Then \( \Psi \) associated with (3.48) has a unique tempered complete quasi-solution \( \xi \) given by, for every \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
\xi(\tau, \omega) = \int_{-\infty}^{0} e^{\nu s - \delta \omega(s)} (|g(s + \tau)| + h(s + \tau)) ds.
\]

Moreover, \( \Psi \) has a \( \mathcal{D} \)-pullback attractor given by \( \mathcal{A} = \{\mathcal{A}(\tau, \omega) = \{\xi(\tau, \omega)\} : \tau \in \mathbb{R}, \omega \in \Omega\} \). If, in addition, \( g \) and \( h \) are periodic functions with period \( T > 0 \), then \( \xi \) is also \( T \)-periodic.
Proof. First, by (3.4) and (3.46), we can verify the integral on the right-hand side of (3.51) is well defined for every \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \). If \( g \) and \( h \) are \( T \)-periodic, by (3.51), we see that \( \xi(\tau + T, \omega) = \xi(\tau, \omega) \) for all \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), and hence \( \xi \) is \( T \)-periodic.

We now prove \( \xi \) is tempered. Given \( c_0 > 0 \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), by (3.51) we have

\[
e^{c_0\tau}|\xi(\tau + \tau, \theta, \omega)| = e^{c_0\tau} \int_{-\infty}^{0} e^{\nu s + \delta \omega(r) - \delta \omega(s + r)} (|g(s + \tau + r)| + h(s + \tau + r)) ds. \tag{3.52}
\]

Let \( \varepsilon = \frac{1}{4} \min\{\nu - \alpha, \frac{1}{4}c_0\} \). By (3.4) we find that for every \( \omega \in \Omega \), there exists \( T = T(\omega) < 0 \) such that for all \( s \leq 0 \) and \( r \leq T \),

\[
\varepsilon r \leq \omega(r) \leq -\varepsilon r \quad \text{and} \quad \varepsilon(r + s) \leq \omega(r + s) \leq -\varepsilon(r + s). \tag{3.53}
\]

It follows from (3.47), (3.52) and (3.53) that

\[
\limsup_{r \to -\infty} e^{c_0\tau}|\xi(\tau + r, \theta, \omega)| \leq \limsup_{r \to -\infty} e^{\frac{1}{2}c_0\tau} \int_{-\infty}^{0} e^{\alpha s}(|g(s + \tau + r)| + h(s + \tau + r)) ds
\]

\[
\leq e^{-\alpha \tau} \limsup_{r \to -\infty} e^{\frac{1}{2}(\varepsilon_0 - \alpha) r} \int_{-\infty}^{r + T} e^{\alpha t}(|g(t)| + h(t)) dt = 0,
\]

and hence \( \xi \) is tempered. Next, we prove \( \xi \) is a random complete quasi-solution of \( \Psi \). By (3.49) and (3.51) we find that for every \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
y(t + \tau, \tau, \theta_{-\tau} \omega, \xi(\tau, \omega)) = e^{-\nu t + \delta \omega(t)} \xi(\tau, \omega) + \int_{\tau}^{(t+\tau)} e^{-\nu(s-t) - \delta(\omega(s) - \omega(t))} (|g(s)| + h(s)) ds
\]

\[
= \int_{-\infty}^{0} e^{\nu(s-t) - \delta(\omega(s) - \omega(t))} (|g(s + t)| + h(s + t)) ds + \int_{-t}^{0} e^{-\nu s - \delta(\omega(s + t) - \omega(t))} (|g(s + t + \tau)| + h(s + t + \tau)) ds.
\tag{3.54}
\]

By (3.51) and (3.54) we get, for every \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
\Psi(t, \tau, \omega, \xi(\tau, \omega)) = \xi(\tau + t, \theta_t \omega).
\]

This shows that \( \xi \) is a random complete quasi-solution of (3.48).

We now prove the attraction property of \( \xi \) in \( \mathcal{D} \). Recall that \( \mathcal{D} \) is the collection of all tempered families given by (3.8). Let \( D = \{ D(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega \} \in \mathcal{D} \) and \( y_{\tau - t} \in D(\tau - t, \theta_{-t} \omega) \). From (3.39) we have, for every \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
y(\tau, \tau - t, \theta_{-\tau} \omega, y_{\tau - t}) = e^{-\nu \tau - \delta \omega(-\tau)} y_{\tau - t} + \int_{\tau - t}^{\tau} e^{\nu(s-\tau) - \delta \omega(s-\tau)} (|g(s)| + h(s)) ds
\]

\[
= \int_{-\infty}^{0} e^{\nu(s-\tau) - \delta(\omega(s) - \omega(\tau))} (|g(s + \tau)| + h(s + \tau)) ds + \int_{-t}^{0} e^{-\nu s - \delta(\omega(s + \tau) - \omega(\tau))} (|g(s + \tau + \tau)| + h(s + \tau + \tau)) ds.
\]
\[ e^{-\nu t - \delta t} y_{\tau-t} + \int_{-t}^{0} e^{\nu s - \delta t} (|g(s + \tau)| + h(s + \tau)) ds. \]  

(3.55)

By (3.4) we obtain

\[
\limsup_{t \to \infty} e^{-\nu t - \delta t} |y_{\tau-t}| \leq \limsup_{t \to \infty} e^{-\nu t - \delta t} \| D(\tau - t, \theta_{-t}\omega) \| = 0.
\]

which along with (3.50), (3.51) and (3.55) imply that for every \( D \in \mathcal{D}, \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
\lim_{t \to \infty} d(\Psi(t, \tau - t, \theta_{-t}\omega, D(\tau - t, \theta_{-t}\omega)), \xi(\tau, \omega)) = 0.
\]

(3.56)

Note that (3.56) implies \( \xi \) pullback attracts every tempered family of subsets of \( \mathbb{R} \), and hence \( \{ \xi(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega \} \) is a \( \mathcal{D} \)-pullback attractor of \( \Psi \).

Taking an arbitrary tempered complete quasi-solution \( \zeta \) of (3.48), we now prove \( \zeta = \xi \). Since \( \zeta \) is a complete quasi-solution, we have, for each \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
\Psi(t, \tau - t, \theta_{-t}\omega, \zeta(\tau - t, \theta_{-t}\omega)) = \zeta(\tau, \omega).
\]

(3.57)

Since \( \xi \) is tempered, by (3.56) and (3.57) we get \( \zeta(\tau, \omega) = \xi(\tau, \omega) \) for every \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \). This implies the uniqueness of tempered complete quasi-solutions of (3.48), and thus completes the proof.

We now prove existence of \( \mathcal{D} \)-pullback attractors for equation (3.44).

**Theorem 3.8.** Suppose (3.45) and (3.46) - (3.47) hold. Then \( \Phi \) associated with (3.44) has a unique \( \mathcal{D} \)-pullback attractor \( A \in \mathcal{D} \) which is characterized by, for every \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
A(\tau, \omega) = \{ \xi(\tau, \omega) : \xi \text{ is a } \mathcal{D} \text{-complete quasi-solution of } \Phi \}.
\]

(3.58)

**Proof.** Let \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \), \( \omega \in \Omega \), \( D \in \mathcal{D} \) and \( x_{\tau-t} \in D(\tau - t, \theta_{-t}\omega) \). By the comparison principle, we find the solution \( x \) of (3.44) satisfies

\[
|x(\tau, \tau - t, \theta_{-t}\omega, x_{\tau-t})| \leq y(\tau, \tau - t, \theta_{-t}\omega, |x_{\tau-t}|),
\]

where \( y \) is the solution of the linear equation (3.48). Then by (3.49) we have

\[
|x(\tau, \tau - t, \theta_{-t}\omega, x_{\tau-t})| \leq e^{-\nu t - \delta t} |x_{\tau-t}| + \int_{-t}^{0} e^{\nu s - \delta t} (|g(s + \tau)| + h(s + \tau)) ds.
\]

(3.59)

Since \( x_{\tau-t} \in D(\tau - t, \theta_{-t}\omega) \) and \( D \in \mathcal{D} \), by (3.4) we get

\[
\limsup_{t \to \infty} e^{-\nu t - \delta t} |x_{\tau-t}| \leq \limsup_{t \to \infty} e^{-\nu t - \delta t} \| D(\tau - t, \theta_{-t}\omega) \| = 0.
\]

(3.60)
It follows from (3.51) and (3.59)-(3.60) that, for every \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),

\[
\limsup_{t \to \infty} |x(\tau - t, \theta_{-\tau} \omega, x_{\tau - t})| \leq \xi(\tau, \omega),
\]

(3.61)

where \( \xi \) is the complete quasi-solution of (3.48) given by (3.51). On the other hand, by (3.59) and (3.60), there exists \( T = T(\tau, \omega, D) > 0 \) such that for all \( t \geq T \),

\[
|\Phi(t, \tau - t, \theta_{-\tau} \omega, x_{\tau - t})| = |x(\tau - t, \theta_{-\tau} \omega, x_{\tau - t})| \leq 2 \xi(\tau, \omega).
\]

(3.62)

Given \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), define \( K(\tau, \omega) = [-2\xi(\tau, \omega), 2\xi(\tau, \omega)] \). Since \( \xi \) is measurable and tempered, by (3.62) we find \( K = \{K(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \) is a \( D \)-pullback absorbing set of \( \Phi \). Since \( K \) is compact, by Proposition 2.6 \( \Phi \) has a unique \( D \)-pullback attractor \( A \) which is characterized by (3.58).

We next further characterize the structures of the tempered attractor of equation (3.44).

**Theorem 3.9.** Suppose (3.45) and (3.46)-(3.47) hold. Then the cocycle \( \Phi \) associated with (3.44) has two tempered complete quasi-solutions \( x^* \) and \( x^* \) such that \( A = \{x^*(\tau, \omega), x^*(\tau, \omega) \}, \tau \in \mathbb{R}, \omega \in \Omega \} \) is the unique \( D \)-pullback attractor of \( \Phi \).

**Proof.** Let \( t_1 \geq t_2 > 0, \tau \in \mathbb{R} \) and \( \omega \in \Omega \). By the comparison principle, for the solution \( x \) of (3.44) we have

\[
x(\tau - t_2, \tau - t_1, \theta_{-\tau} \omega, \xi(\tau - t_1, \theta_{-t_1} \omega)) \leq y(\tau - t_2, \tau - t_1, \theta_{-\tau} \omega, \xi(\tau - t_1, \theta_{-t_1} \omega)),
\]

(3.63)

where \( y \) is the solution of (3.48) and \( \xi \) is given by (3.51). Since \( \xi \) is a complete quasi-solution of (3.48), we get

\[
y(\tau - t_2, \tau - t_1, \theta_{-\tau} \omega, \xi(\tau - t_1, \theta_{-t_1} \omega)) = \Psi(t_1 - t_2, \tau - t_1, \theta_{-t_1} \omega, \xi(\tau - t_1, \theta_{-t_1} \omega)) = \xi(\tau - t_2, \theta_{-t_2} \omega).
\]

(3.64)

By (3.63)-(3.64) we obtain

\[
x(\tau - t_2, \tau - t_1, \theta_{-\tau} \omega, \xi(\tau - t_1, \theta_{-t_1} \omega)) \leq \xi(\tau - t_2, \theta_{-t_2} \omega).
\]

(3.65)

By (3.65) and the comparison principle, we get

\[
x(\tau - t_2, \theta_{-\tau} \omega, x(\tau - t_2, \tau - t_1, \theta_{-\tau} \omega, \xi(\tau - t_1, \theta_{-t_1} \omega))) \leq x(\tau, \tau - t_2, \theta_{-\tau} \omega, \xi(\tau - t_2, \theta_{-t_2} \omega)),
\]

(3.66)

We next further characterize the structures of the tempered attractor of equation (3.44).
which implies that for all $t_1 \geq t_2 > 0$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$x(\tau, \tau - t_1, \theta_{-\tau} \omega, \xi(\tau - t_1, \theta_{-t_1} \omega)) \leq x(\tau, \tau - t_2, \theta_{-\tau} \omega, \xi(\tau - t_2, \theta_{-t_2} \omega)).$$  \hspace{1cm} (3.66)$$

By (3.66) we find that $x(\tau, \tau - t, \theta_{-\tau} \omega, \xi(\tau - t, \theta_{-t} \omega))$ is monotone in $t \in \mathbb{R}^+$ for each fixed $\tau$ and $\omega$. Since $\xi$ is tempered, by (3.62) we see $x(\tau, \tau - t, \theta_{-\tau} \omega, \xi(\tau - t, \theta_{-t} \omega))$ is bounded in $t \in \mathbb{R}^+$. Therefore, for every $\tau \in \mathbb{R}$ and $\omega \in \Omega$, there exists $x^*(\tau, \omega) \in \mathbb{R}$ such that

$$\lim_{t \to \infty} x(\tau, \tau - t, \theta_{-\tau} \omega, \xi(\tau - t, \theta_{-t} \omega)) = x^*(\tau, \omega).$$  \hspace{1cm} (3.67)$$

By the attraction property of $\mathcal{A}$ of the $D$-pullback attractor of (3.44), we have $x^*(\tau, \omega) \in \mathcal{A}(\tau, \omega)$ for every $\tau$ and $\omega$. By (3.61) and (3.67) we get $|x^*(\tau, \omega)| \leq \xi(\tau, \omega)$, and hence $x^*$ is tempered. By a similar argument, we can show there exists $x_*^*(\tau, \omega) \in \mathcal{A}(\tau, \omega)$ with $|x_*^*(\tau, \omega)| \leq \xi(\tau, \omega)$ such that

$$\lim_{t \to \infty} x(\tau, \tau - t, \theta_{-\tau} \omega, -\xi(\tau - t, \theta_{-t} \omega)) = x_*^*(\tau, \omega).$$  \hspace{1cm} (3.68)$$

Note that $x_*$ is tempered. By (3.67)-(3.68) and the comparison principle, we have $x_*^*(\tau, \omega) \leq x^*(\tau, \omega)$. Note that (3.61) implies

$$\mathcal{A}(\tau, \omega) \subseteq [-\xi(\tau, \omega), \xi(\tau, \omega)], \quad \text{for all } \tau \in \mathbb{R} \text{ and } \omega \in \Omega.$$  \hspace{1cm} (3.69)$$

Based on (3.69) we will prove

$$\mathcal{A}(\tau, \omega) \subseteq [x_*^*(\tau, \omega), x^*(\tau, \omega)], \quad \text{for all } \tau \in \mathbb{R} \text{ and } \omega \in \Omega.$$  \hspace{1cm} (3.70)$$

Let $x_0 \in \mathcal{A}(\tau, \omega)$ and $t_n \to \infty$. By the invariance of $\mathcal{A}$, there exists $x_{0,n} \in \mathcal{A}(\tau - t_n, \theta_{-t_n} \omega)$ for every $n$ such that $x_0 = x(\tau, \tau - t_n, \theta_{-\tau} \omega, x_{0,n})$. Since $x_{0,n} \in \mathcal{A}(\tau - t_n, \theta_{-t_n} \omega)$, by (3.69) we have $|x_{0,n}| \leq \xi(\tau - t_n, \theta_{-t_n} \omega)$. Then by the comparison principle we get

$$x_0 = x(\tau, \tau - t_n, \theta_{-\tau} \omega, x_{0,n}) \leq x(\tau, \tau - t_n, \theta_{-\tau} \omega, \xi(\tau - t_n, \theta_{-t_n} \omega)).$$

Letting $n \to \infty$, by (3.67) we get $x_0 \leq x^*(\tau, \omega)$. Similarly, by (3.68) one can verify $x_0 \geq x_*^*(\tau, \omega)$. Thus (3.70) follows. Before proving the converse of (3.70), we first prove $x^*$ and $x_*$ are complete quasi-solutions of (3.44). By (3.67) and the continuity of solutions in initial data, we get for every $s \in \mathbb{R}^+$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$x(s + \tau, \tau, \theta_{-\tau} \omega, x^*(\tau, \omega)) = \lim_{t \to \infty} x(s + \tau, \tau, \theta_{-\tau} \omega, x(s + \tau, \tau - t, \theta_{-\tau} \omega, \xi(\tau - t, \theta_{-t} \omega))))$$

$$= \lim_{t \to \infty} x(s + \tau, \tau - t, \theta_{-\tau} \omega, \xi(\tau - t, \theta_{-t} \omega)) = \lim_{r \to \infty} x(s + \tau, s + \tau - r, \theta_{-\tau} \omega, \xi(s + \tau - r, \theta_{s-r} \omega)).$$
\[
\lim_{t \to \infty} x(s + \tau, s + \tau - t, \theta_{-\tau}s, \xi(s + \tau - t, \theta_{-\tau}s)) = x^*(\tau + s, \theta_s),
\]
where the last limit is obtained by (3.67). By (3.71) we get for every \(s \in \mathbb{R}^+, \tau \in \mathbb{R} \) and \(\omega \in \Omega\),

\[
\Phi(s, \tau, \omega, x^*(\tau, \omega)) = x^*(\tau + s, \theta_s),
\]
and hence \(x^*\) is a complete quasi-solution of \(\Phi\). Similarly, one can check that \(x_s\) is a complete
quasi-solution of \(\Phi\), i.e., for every \(s \in \mathbb{R}^+, \tau \in \mathbb{R} \) and \(\omega \in \Omega\),

\[
\Phi(s, \tau, \omega, x_s(\tau, \omega)) = x_s(\tau + s, \theta_s).
\]
Finally, we prove the converse of (3.70), i.e.,

\[
[x_s(\tau, \omega), x^*(\tau, \omega)] \subseteq A(\tau, \omega), \quad \text{for all } \tau \in \mathbb{R} \text{ and } \omega \in \Omega.
\]

Given \(\tau \in \mathbb{R}, \omega \in \Omega\) and \(z \in [x_s(\tau, \omega), x^*(\tau, \omega)]\), by the comparison principle, we find that \(x(t + \tau, \tau, \theta_{-\tau}\omega, z)\) is defined for all \(t \in \mathbb{R}\) and

\[
x(t + \tau, \tau, \theta_{-\tau}\omega, x_s(\tau, \omega)) \leq x(t + \tau, \tau, \theta_{-\tau}\omega, z) \leq x(t + \tau, \tau, \theta_{-\tau}\omega, x^*(\tau, \omega)),
\]
that is,

\[
\Phi(t, \tau, \omega, x_s(\tau, \omega)) \leq x(t + \tau, \tau, \theta_{-\tau}\omega, z) \leq \Phi(t, \tau, \omega, x^*(\tau, \omega)).
\]
This along with (3.72)-(3.73) shows that

\[
x_s(\tau + t, \theta_{t}\omega) \leq x(t + \tau, \tau, \theta_{-\tau}\omega, z) \leq x^*(\tau + t, \theta_{t}\omega).
\]
Since \(x^*\) and \(x_s\) are tempered, by (3.75) we know that \(\psi(t, \tau, \omega) = x(t + \tau, \tau, \theta_{-\tau}\omega, z)\) is a \(D\)-complete solution of \(\Phi\). Therefore, by (3.58) we find that \(z = \psi(0, \tau, \omega) \in A(\tau, \omega)\), which yields (3.74). It follows from (3.70) and (3.74) that

\[
A(\tau, \omega) = [x_s(\tau, \omega), x^*(\tau, \omega)], \quad \text{for all } \tau \in \mathbb{R} \text{ and } \omega \in \Omega.
\]
By (3.72)-(3.73) and (3.76) we conclude the proof. \(\square\)

In what follows, we discuss pitchfork bifurcation of complete quasi-solutions of of (3.1) as \(\lambda\) crosses zero from below. Let

\[
f(t, x) = \lambda x - \beta(t)x^3 + \gamma(t, x), \quad t \in \mathbb{R} \text{ and } x \in \mathbb{R}.
\]
By (3.2) and (3.3) we have, for all $t \in \mathbb{R}$ and $x \in \mathbb{R}$,

$$f(t,x)x \leq \lambda x^2 - \beta_0 x^4 + c_2 x^4 \leq -x^2 + \left((\lambda + 1)|x| - (\beta_0 - c_2)|x|^3\right)|x|. \tag{3.78}$$

Since $\beta_0 > c_2$, by Young’s inequality, there exists a positive number $c$ such that

$$|\lambda + 1||x| \leq \frac{1}{2}(\beta_0 - c_2)|x|^3 + c,$$

which along with (3.78) implies that for all $t \in \mathbb{R}$ and $x \in \mathbb{R}$,

$$f(t,x)x \leq -x^2 + c|x|.$$ 

Therefore, $f$ given by (3.77) satisfies condition (3.45) with $\nu = 1$ and $h(t) = c$ for all $t \in \mathbb{R}$. Let $g(t) = 0$ for all $t \in \mathbb{R}$. Then $g$ and $h$ satisfy (3.46) and (3.47) for every $\alpha > 0$. In this case, $\xi$ as defined by (3.51) becomes

$$\xi(\tau,\omega) = c \int_{-\infty}^{0} e^{s-\delta\omega(s)}ds, \quad \tau \in \mathbb{R} \text{ and } \omega \in \Omega. \tag{3.79}$$

It is easy to check that $\xi$ given by (3.79) has a tempered reciprocal, i.e., for every $c_0 > 0$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$\lim_{t \to \infty} e^{-c_0 t}\xi^{-1}(\tau - t, \theta_{-t}\omega) = 0. \tag{3.80}$$

By Theorem 3.9 we find that for each $\lambda \in \mathbb{R}$, equation (3.1) has a unique $D$-pullback attractor $A_\lambda \in D$ such that for every $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$A_\lambda(\tau,\omega) = [x^-_\lambda(\tau,\omega), \ x^+_\lambda(\tau,\omega)], \tag{3.81}$$

where $x^+_\lambda$ and $x^-_\lambda$ are tempered complete quasi-solutions of (3.1) given by

$$x^+_\lambda(\tau,\omega) = \lim_{t \to \infty} x(\tau, \tau - t, \theta_{-t}\omega, \xi(\tau - t, \theta_{-t}\omega)), \tag{3.82}$$

and

$$x^-_\lambda(\tau,\omega) = \lim_{t \to \infty} x(\tau, \tau - t, \theta_{-t}\omega, -\xi(\tau - t, \theta_{-t}\omega)), \tag{3.83}$$

with $\xi$ being defined by (3.79). Note that (3.82) and (3.83) follow from (3.67) and (3.68) by replacing $x^*$ and $x_*$ by $x^+_\lambda$ and $x^-_\lambda$, respectively. By the comparison principle, we find from (3.82)-(3.83) that $x^+_\lambda(\tau,\omega) \geq 0$ and $x^-_\lambda(\tau,\omega) \leq 0$ for all $\tau \in \mathbb{R}$ and $\omega \in \Omega$. Actually, $x^+_\lambda(\tau,\omega) > 0$ and $x^-_\lambda(\tau,\omega) < 0$ as demonstrated below.
Lemma 3.10. Suppose (3.2) and (3.3) hold. Then for every \( \lambda \in \mathbb{R} \), the tempered complete quasi-solutions \( x^+_{\lambda} \) and \( x^-_{\lambda} \) in (3.81) satisfy, for all \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), \( x^+_{\lambda}(\tau, \omega) > 0 \), \( x^-_{\lambda}(\tau, \omega) < 0 \) and

\[
\frac{1}{\sqrt{2(\beta_1 - c_1) \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega r} dr}} \leq |x^+_{\lambda}(\tau, \omega)| \leq \frac{1}{\sqrt{2(\beta_0 - c_2) \int_{-\infty}^{0} e^{2\lambda r + 2\delta \omega(r)} dr}}. \tag{3.84}
\]

If \( \lambda > 0 \), then the zero solution of (3.1) is unstable in \( \mathbb{R} \).

Proof. For \( x > 0 \) we introduce a new variable \( z = x^{-2} \). By (3.1) we find that \( z \) satisfies,

\[
\frac{dz}{dt} = -2\lambda z + 2\beta(t) - 2z^\frac{3}{2}\gamma(t, z^{-\frac{1}{2}}) - 2\delta z \circ \frac{d\omega}{dt}, \quad z(\tau) = z_\tau. \tag{3.85}
\]

By (3.3) we have

\[
-2c_2 \leq -2z^\frac{3}{2}\gamma(t, z^{-\frac{1}{2}}) \leq -2c_1, \quad \text{for all } z > 0. \tag{3.86}
\]

Consider the linear equations for \( t > \tau \) with \( \tau \in \mathbb{R} \),

\[
\frac{du}{dt} = -2\lambda u + 2\beta(t) - 2c_1 - 2\delta u \circ \frac{d\omega}{dt}, \quad u(\tau) = u_\tau, \tag{3.87}
\]

and

\[
\frac{dv}{dt} = -2\lambda v + 2\beta(t) - 2c_2 - 2\delta v \circ \frac{d\omega}{dt}, \quad v(\tau) = v_\tau. \tag{3.88}
\]

Given \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), the solutions \( u \) and \( v \) of (3.87) and (3.88) are given by

\[
u(t, \tau, \omega, u_\tau) = e^{2\lambda(t-\tau)+2\delta(\omega(\tau)-\omega(t))} u_\tau + 2 \int_{\tau}^{t} e^{2\lambda(r-\tau)+2\delta(\omega(r)-\omega(t))} (\beta(r) - c_1) dr,
\]

and

\[
v(t, \tau, \omega, v_\tau) = e^{2\lambda(t-\tau)+2\delta(\omega(\tau)-\omega(t))} v_\tau + 2 \int_{\tau}^{t} e^{2\lambda(r-\tau)+2\delta(\omega(r)-\omega(t))} (\beta(r) - c_2) dr.
\]

Therefore, for every \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), we have

\[
u(\tau, \tau - t, \theta_{-\tau} \omega, u_{\tau-t}) = e^{-2\lambda t+2\delta(\omega(\tau)-\omega(t))} u_{\tau-t} + 2 \int_{\tau-t}^{\tau} e^{2\lambda(r-\tau)+2\delta(\omega(r)-\omega(t))} (\beta(r) - c_1) dr, \tag{3.89}
\]

and

\[
v(\tau, \tau - t, \theta_{-\tau} \omega, v_{\tau-t}) = e^{-2\lambda t+2\delta(\omega(\tau)-\omega(t))} v_{\tau-t} + 2 \int_{\tau-t}^{\tau} e^{2\lambda(r-\tau)+2\delta(\omega(r)-\omega(t))} (\beta(r) - c_2) dr. \tag{3.90}
\]

By (3.86) we see that \( u \) and \( v \) are super- and sub-solutions of (3.85), respectively. Since \( x = z^{-\frac{1}{2}} \) for \( x > 0 \), we get, for every \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \), \( \omega \in \Omega \) and \( x_{\tau-t} > 0 \),

\[
\frac{1}{\sqrt{u(\tau, \tau - t, \theta_{-\tau} \omega, x_{\tau-t}^{-2})}} \leq x(\tau, \tau - t, \theta_{-\tau} \omega, x_{\tau-t}^{-2}) \leq \frac{1}{\sqrt{v(\tau, \tau - t, \theta_{-\tau} \omega, x_{\tau-t}^{-2})}}. \tag{3.91}
\]
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Similarly, for \( x_{\tau-t} < 0 \), one can verify that \(-x\) satisfies (3.91). So for every \( t \in \mathbb{R}^+, \tau \in \mathbb{R}, \omega \in \Omega \) and \( x_{\tau-t} \neq 0 \), we have
\[
\frac{1}{\sqrt{u(\tau, \tau-t, \theta_{-\tau} \omega, x_{\tau-t}^{-2})}} \leq |x(\tau, \tau-t, \theta_{-\tau} \omega, x_{\tau-t})| \leq \frac{1}{\sqrt{v(\tau, \tau-t, \theta_{-\tau} \omega, x_{\tau-t}^{-2})}},
\]
from which we get, for all \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),
\[
\frac{1}{\sqrt{u(\tau, \tau-t, \theta_{-\tau} \omega, \xi^{-2}(\tau-t, \theta_{-\tau} \omega))}} \leq |x(\tau, \tau-t, \theta_{-\tau} \omega, \pm \xi(\tau-t, \theta_{-\tau} \omega))| \leq \frac{1}{\sqrt{v(\tau, \tau-t, \theta_{-\tau} \omega, \xi^{-2}(\tau-t, \theta_{-\tau} \omega))}},
\]
where \( \xi \) is given by (3.79). Letting \( t \to \infty \), by (3.4), (3.80), (3.82)-(3.83) and (3.89)-(3.90) we obtain from (3.2) that, for all \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),
\[
\frac{1}{\sqrt{2 \int_{-\infty}^{\infty} e^{2\lambda r + 2\delta \omega r} (\beta(r + \tau) - c_1) dr}} \leq |x^+(\tau, \omega)| \leq \frac{1}{\sqrt{2 \int_{-\infty}^{\infty} e^{2\lambda r + 2\delta \omega r} (\beta(r + \tau) - c_2) dr}}.
\]
Therefore, by (3.2) we have, for all \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \),
\[
\frac{1}{\sqrt{2(\beta_1 - c_1) \int_{-\infty}^{\infty} e^{2\lambda r + 2\delta \omega r} dr}} \leq |x^+(\tau, \omega)| \leq \frac{1}{\sqrt{2(\beta_2 - c_2) \int_{-\infty}^{\infty} e^{2\lambda r + 2\delta \omega r} dr}},
\]
which implies \( x^+(\tau, \omega) > 0 \) and \( x^-(\tau, \omega) < 0 \). On the other hand, for every \( x_0 \neq 0 \), by (3.89) and (3.92) we get
\[
\liminf_{t \to \infty} |x(\tau, \tau-t, \theta_{-\tau} \omega, x_0)| \geq \frac{1}{\sqrt{2(\beta_1 - c_1) \int_{-\infty}^{\infty} e^{2\lambda r + 2\delta \omega r} dr}}.
\]
By (3.95), the zero solution of (3.1) is unstable in \( \mathbb{R} \). Thus, by (3.94) we conclude the proof. \( \square \)

We now present pitchfork bifurcation of random complete quasi-solutions of (3.1).

**Theorem 3.11.** Suppose (3.2) and (3.3) hold. Then the random complete quasi-solutions of (3.1) undergo a stochastic pitchfork bifurcation at \( \lambda = 0 \). More precisely:

(i) If \( \lambda \leq 0 \), then \( x = 0 \) is the unique random complete quasi-solution of (3.1) which is pullback asymptotically stable in \( \mathbb{R} \). In this case, the equation has a trivial \( D \)-pullback attractor \( A_\lambda = \{A_\lambda(\tau, \omega) = \{0\} : \tau \in \mathbb{R}, \omega \in \Omega\} \).

(ii) If \( \lambda > 0 \), then the zero solution loses its stability and the equation has two more tempered random complete quasi-solutions \( x^+_\lambda > 0 \) and \( x^-_\lambda < 0 \) such that
\[
\lim_{\lambda \to 0} x^\pm_\lambda(\tau, \omega) = 0, \quad \text{for all } \tau \in \mathbb{R} \text{ and } \omega \in \Omega.
\]
In this case, equation (3.9) has a $\mathcal{D}$-pullback attractor $A_\lambda = \{A_\lambda(\tau, \omega) = [x^-_\lambda(\tau, \omega), x^+_\lambda(\tau, \omega)] : \tau \in \mathbb{R}, \omega \in \Omega\}$.

**Proof.** (i) If $\lambda \leq 0$, by (3.5) and (3.81) we have, for every $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$|x^\pm_\lambda(\tau, \omega)| \leq \frac{1}{\sqrt{2(\beta_0 - c_2) \int_{-\infty}^{0} e^{2\delta_{\omega}(r)} dr}} = 0,$$

and hence $x^\pm_\lambda(\tau, \omega) = 0$. In this case, by (3.81) we see that zero is the only complete quasi-solution of (3.1) which is pullback asymptotically stable. In addition, $A(\tau, \omega) = \{0\}$ for all $\tau \in \mathbb{R}$ and $\omega \in \Omega$.

(ii) If $\lambda > 0$, by Lemma 3.10 we know that $x = 0$ is unstable. Moreover, by (3.84), (3.97) and Fatou’s lemma, we have

$$\limsup_{\lambda \to 0} |x^\pm_\lambda(\tau, \omega)| \leq \limsup_{\lambda \to 0} \frac{1}{\sqrt{2(\beta_0 - c_2) \int_{-\infty}^{0} e^{2\lambda r + 2\delta_{\omega}(r)} dr}} \leq \frac{1}{\sqrt{2(\beta_0 - c_2) \int_{-\infty}^{0} e^{2\delta_{\omega}(r)} dr}} = 0,$$

which implies (3.96) and thus completes the proof. \qed

As a consequence of Theorem 3.11, we have the following pitchfork bifurcation of random periodic solutions of (3.1).

**Theorem 3.12.** Let $T$ be a positive number such that $\beta(t + T) = \beta(t)$ and $\gamma(t + T, x) = \gamma(t, x)$ for all $t \in \mathbb{R}$ and $x \in \mathbb{R}$. If (3.2) and (3.3) hold, then random periodic solutions of (3.1) undergo a stochastic pitchfork bifurcation at $\lambda = 0$. More precisely:

(i) If $\lambda \leq 0$, then $x = 0$ is the unique random periodic solution of (3.9) which is pullback asymptotically stable in $\mathbb{R}$. In this case, the equation has a trivial $\mathcal{D}$-pullback attractor.

(ii) If $\lambda > 0$, then the zero solution loses its stability and the equation has two more random periodic solutions $x^+_\lambda > 0$ and $x^-_\lambda < 0$ such that

$$\lim_{\lambda \to 0} x^\pm_\lambda(\tau, \omega) = 0, \quad \text{for all } \tau \in \mathbb{R} \text{ and } \omega \in \Omega. \quad (3.98)$$

In this case, equation (3.9) has a $\mathcal{D}$-pullback attractor $A = \{[x^-_\lambda(\tau, \omega), x^+_\lambda(\tau, \omega)] : \tau \in \mathbb{R}, \omega \in \Omega\}$.

**Proof.** By Theorem 3.11, we only need to show that for each $\lambda > 0$, the tempered complete quasi-solutions $x^+_\lambda$ and $x^-_\lambda$ in (3.81) are $T$-periodic. Note that $x^+_\lambda$ and $x^-_\lambda$ are defined by (3.67) and (3.68).
with $x^*$ and $x_*$ being replaced by $x_+^*$ and $x_-^*$, respectively. In the present case, by Lemma 3.7 we find that $\xi$ given by (3.51) is $T$-periodic. Then, by (3.67) and the periodicity of $\beta$ and $\gamma$, we get for all $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$x_+^+(\tau + T, \omega) = \lim_{t \to \infty} x(\tau + T, \tau + T - t, \theta_{-\tau} - T \omega, \xi(\tau + T - t, \theta_{-t} \omega)) = \lim_{t \to \infty} x(\tau, \tau - t, \theta_{-\tau} \omega, \xi(\tau - t, \theta_{-t} \omega)) = x_+^*(\tau, \omega),$$

which shows that $x_+^*$ is $T$-periodic. Similarly, one can verify that $x_-^*$ is also $T$-periodic. The details are omitted.

### 4 Transcritical bifurcation of stochastic equations

In this section, we discuss transcritical bifurcation of the one-dimensional non-autonomous stochastic equation given by

$$\frac{dx}{dt} = \lambda x - \beta(t)x^2 + \gamma(t, x) + \delta x \circ d\omega, \quad x(\tau) = x_\tau, \quad t > \tau, \quad (4.1)$$

where $\lambda$, $\delta$ and $\beta$ are the same as in (3.1); particularly, $\beta$ satisfies (3.2). However, in the present case, we assume the smooth function $\gamma$ satisfies the following condition: there exist two nonnegative numbers $c_1$ and $c_2$ with $c_1 \leq c_2 < \beta_0$ such that

$$c_1 x^2 \leq \gamma(t, x) \leq c_2 x^2 \quad \text{for all} \quad t \in \mathbb{R} \quad \text{and} \quad x \in \mathbb{R}. \quad (4.2)$$

By (4.2) we have $\gamma(t, 0) = 0$ for all $t \in \mathbb{R}$, and hence $x = 0$ is a fixed point of (4.1). We will first discuss transcritical bifurcation of (4.1) when $\gamma$ is zero and then consider the case when $\gamma$ satisfies (4.2). We will also study transcritical bifurcation of random periodic (random almost periodic, random almost automorphic) solutions of (4.1).

When $\gamma$ is absent, equation (4.1) reduces to

$$\frac{dx}{dt} = \lambda x - \beta(t)x^2 + \delta x \circ d\omega, \quad x(\tau) = x_\tau, \quad t > \tau. \quad (4.3)$$

This equation is exactly solvable and for every $t, \tau \in \mathbb{R}$ with $t \geq \tau$, $\omega \in \Omega$ and $x_\tau \in \mathbb{R}$, the solution is given by

$$x(t, \tau, \omega, x_\tau) = \frac{x_\tau}{e^{\lambda(\tau-t)+\delta(\omega(\tau)-\omega(t))} + x_\tau \int_\tau^t e^{\lambda(r-t)+\delta(\omega(r)-\omega(t))} \beta(r) \, dr}. \quad (4.4)$$
It follows from (4.4) that if \( x_0 > 0 \), then the solution \( x(t, \tau, \omega, x_0) \) is defined for all \( t \geq \tau \). Similarly, if \( x_0 < 0 \), then the solution \( x(t, \tau, \omega, x_0) \) is defined for all \( t \leq \tau \). Based on this fact, we will be able to study the dynamics of (4.3) for positive initial data as \( t \to \infty \) as well as the dynamics for negative initial data as \( t \to -\infty \). In the pullback sense, this allows us to explore the dynamics of solutions with positive initial data as \( \tau \to -\infty \) or with negative initial data as \( \tau \to \infty \). By (4.4) we get that, for each \( t \in \mathbb{R}^+ \), \( \tau \in \mathbb{R} \), \( \omega \in \Omega \) and \( x_0 \in \mathbb{R} \),

\[
x(t, \tau - t, \theta_{-\tau} \omega, x_0) = \frac{x_0}{e^{-\lambda t + \delta \omega (-t)} + x_0 \int_{\tau-t}^{\tau} e^{\lambda (r-\tau) + \delta \omega (r-\tau)} \beta(r) dr} \tag{4.5}
\]

By (3.4) and (4.5) we obtain, for every \( \lambda > 0 \) and \( x_0 > 0 \),

\[
\lim_{t \to \infty} x(\tau, \tau - t, \theta_{-\tau} \omega, x_0) = \frac{1}{\int_{-\infty}^{0} e^{\lambda r + \delta \omega (r)} \beta(r + \tau) dr}. \tag{4.6}
\]

Analogously, by (4.5) we obtain, for every \( \lambda < 0 \) and \( x_0 < 0 \),

\[
\lim_{t \to -\infty} x(\tau, \tau - t, \theta_{-\tau} \omega, x_0) = \frac{-1}{\int_{0}^{\infty} e^{\lambda r + \delta \omega (r)} \beta(r + \tau) dr}. \tag{4.7}
\]

Given \( \lambda \in \mathbb{R} \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), we set

\[
x_\lambda(\tau, \omega) = \begin{cases} 
\left( \int_{-\infty}^{0} e^{\lambda r + \delta \omega (r)} \beta(r + \tau) dr \right)^{-1} & \text{if } \lambda > 0; \\
- \left( \int_{0}^{\infty} e^{\lambda r + \delta \omega (r)} \beta(r + \tau) dr \right)^{-1} & \text{if } \lambda < 0.
\end{cases} \tag{4.8}
\]

By (4.8) we see that for every fixed \( \tau \in \mathbb{R} \), \( x_\lambda(\tau, \cdot) \) is measurable. By an argument similar to Lemma 3.1 one can verify that \( x_\lambda \) is a tempered complete quasi-solution of (4.3).

**Theorem 4.1.** If (3.2) holds, then the random complete quasi-solutions of (4.3) undergo a stochastic transcritical bifurcation at \( \lambda = 0 \). More precisely:

(i) If \( \lambda < 0 \), then (4.3) has two random complete quasi-solutions \( x = 0 \) and \( x = x_\lambda \) given by (4.8). The zero solution is asymptotically stable in \((0, \infty)\) and pullback attracts every compact subset \( K \) of \((0, \infty)\), i.e.,

\[
\lim_{t \to \infty} x(\tau, \tau - t, \theta_{-\tau} \omega, K) = 0. \tag{4.9}
\]

Moreover, for all \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), we have \( x_\lambda(\tau, \omega) < 0 \) and

\[
\lim_{\lambda \to 0} x_\lambda(\tau, \omega) = 0. \tag{4.10}
\]
(ii) If $\lambda > 0$, then \(4.3\) has two random complete quasi-solutions \(x = 0\) and \(x = x_\lambda\) given \(4.8\). The zero solution is unstable in \((0, \infty)\) and \(x_\lambda\) pullback attracts every compact subset \(K\) of \((0, \infty)\), i.e.,

\[
\lim_{t \to \infty} x(\tau, \tau - t, \theta_{-\tau} \omega, K) = x_\lambda(\tau, \omega). \tag{4.11}
\]

Moreover, for all $\tau \in \mathbb{R}$ and $\omega \in \Omega$, we have $x_\lambda(\tau, \omega) > 0$ and

\[
\lim_{\lambda \to 0} x_\lambda(\tau, \omega) = 0. \tag{4.12}
\]

**Proof.** (i) Let $K$ be a compact subset of $(0, \infty)$. Then by \(4.5\) we get

\[
\limsup_{t \to \infty} \sup_{x_0 \in K} x(\tau, \tau - t, \theta_{-\tau} \omega, x_0) \leq \limsup_{t \to \infty} \frac{1}{\int_{-t}^{0} e^{\lambda r + \delta \omega(r)} \beta(r + \tau) dr}. \tag{4.13}
\]

On the other hand, by \(3.2\) and \(3.4\) we get, for all $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

\[
\lim_{t \to \infty} \frac{1}{\int_{-t}^{0} e^{\lambda r + \delta \omega(r)} \beta(r + \tau) dr} = 0. \tag{4.14}
\]

By \(4.13\)-\(4.14\) we obtain \(4.9\). The asymptotic stability of $x = 0$ in $(0, \infty)$ and the convergence \(4.10\) can be proved by a argument similar to Theorem 3.11.

(ii) Let $K = [a, b]$ with $a > 0$. By \(4.5\) we have, for all $x_0 \in K$,

\[
x(\tau, \tau - t, \theta_{-\tau} \omega, x_0) \geq \frac{1}{e^{-\lambda t} + \int_{-t}^{0} e^{\lambda r + \delta \omega(r)} \beta(r + \tau) dr}, \tag{4.15}
\]

and

\[
x(\tau, \tau - t, \theta_{-\tau} \omega, x_0) \leq \frac{1}{e^{-\lambda t} + \int_{-t}^{0} e^{\lambda r + \delta \omega(r)} \beta(r + \tau) dr}. \tag{4.16}
\]

Since $\lambda > 0$, by \(3.2\) and \(3.4\) we find that for all $\tau \in \mathbb{R}$ and $\omega \in \omega$, the right-hand sides of \(4.15\) and \(4.16\) converge to $x_\lambda(\tau, \omega)$ as $t \to \infty$, which implies \(4.11\). Note that the instability of $x = 0$ in $(0, \infty)$ is implied by \(4.11\). We then conclude the proof. \(\square\)

By \(4.8\) we see that if $\beta$ is a periodic function with period $T > 0$, then so is $x_\lambda(\cdot, \omega)$ for all $\omega \in \Omega$. By an argument similar to Lemmas 3.3 and 3.5 one can prove $x_\lambda(\cdot, \omega)$ is almost periodic (almost automorphic) provided $\beta$ is almost periodic (almost automorphic). Based on this fact, we have the following results from Theorem 4.1.
Corollary 4.2. Suppose (3.2) holds and \( \beta : \mathbb{R} \to \mathbb{R} \) is periodic (almost periodic, almost automorphic). Then the random periodic (almost periodic, almost automorphic) solutions of (4.3) undergo a stochastic transcritical bifurcation at \( \lambda = 0 \). More precisely:

(i) If \( \lambda < 0 \), then (4.3) has two random periodic (almost periodic, almost automorphic) solutions \( x = 0 \) and \( x = x_\lambda \) given by (4.8). The zero solution is asymptotically stable in \((0, \infty)\) and (4.9) - (4.10) are fulfilled.

(ii) If \( \lambda > 0 \), then (4.3) has two random periodic (almost periodic, almost automorphic) solutions \( x = 0 \) and \( x = x_\lambda \) given by (4.8). The zero solution is unstable in \((0, \infty)\) and (4.11) - (4.12) are fulfilled.

Next, we consider bifurcation of (4.1) with \( \gamma \) satisfying (4.2). In this case, we can associate two exactly solvable systems with (4.1). Given \( t, \tau \in \mathbb{R} \) with \( t > \tau \), consider

\[
\frac{dx}{dt} = \lambda x - (\beta(t) - c_2)x^2 + \delta x \circ \frac{d\omega}{dt}, \quad x(\tau) = x_\tau, \quad t > \tau, \tag{4.17}
\]

and

\[
\frac{dx}{dt} = \lambda x - (\beta(t) - c_1)x^2 + \delta x \circ \frac{d\omega}{dt}, \quad x(\tau) = x_\tau, \quad t > \tau. \tag{4.18}
\]

By (4.2) we find that the solutions of (4.17) and (4.18) are super- and sub-solutions of (4.1), respectively. The random complete quasi-solutions of (4.17) and (4.18) can be studied as equation (4.3). Then by the comparison principle and the arguments discussed in the previous section, we can obtain transcritical bifurcation for (4.1). We here just present the results and will not repeat the details in this case.

Theorem 4.3. If (3.2) and (4.2) hold, then the random complete quasi-solutions of (4.1) undergo a stochastic transcritical bifurcation at \( \lambda = 0 \). More precisely:

(i) If \( \lambda < 0 \), then (4.1) has two random complete quasi-solutions \( x = 0 \) and \( x = x_\lambda \) with \( x_\lambda(\tau, \omega) < 0 \) for all \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \). The zero solution is asymptotically stable in \((0, \infty)\) and (4.9) - (4.10) are fulfilled.

(ii) If \( \lambda > 0 \), then (4.1) has two random complete quasi-solutions \( x = 0 \) and \( x = x_\lambda \) with \( x_\lambda(\tau, \omega) > 0 \) for all \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \). The zero solution is unstable in \((0, \infty)\) and (4.11) - (4.12) are fulfilled.

If, in addition, \( \beta \) is a periodic function, then so is \( x_\lambda \) for \( \lambda \neq 0 \).
References

[1] L. Arnold, *Random Dynamical Systems*, Springer-Verlag, 1998.

[2] L. Arnold and P. Boxler, Stochastic bifurcation: instructive examples in dimension one, *Diffusion Processes and Related Problems in Analysis, Vol II: Stochastic Flows*, 241-256, Birkhauser, 1992.

[3] L. Arnold and B. Schmalfuss, Fixed points and attractors for random dynamical systems, *IUTAM Symposium on Advances in Nonlinear Stochastic Mechanics*, 19-28, Kluwer, 1996.

[4] A.V. Babin and M.I. Vishik, *Attractors of Evolution Equations*, North-Holland, Amsterdam, 1992.

[5] P.W. Bates, H. Lisei and K. Lu, Attractors for stochastic lattice dynamical systems, *Stoch. Dyn.*, 6 (2006), 1-21.

[6] P.W. Bates, K. Lu and B. Wang, Random attractors for stochastic reaction-diffusion equations on unbounded domains, *J. Differential Equations*, 246 (2009), 845-869.

[7] T. Caraballo, M. J. Garrido-Atienza, B. Schmalfuss, and J. Valero, Non-autonomous and random attractors for delay random semilinear equations without uniqueness, *Discrete Contin. Dyn. Syst.*, 21 (2008), 415-443.

[8] T. Caraballo, M.J. Garrido-Atienza, B. Schmalfuss and J. Valero, Asymptotic behaviour of a stochastic semilinear dissipative functional equation without uniqueness of solutions, *Discrete Contin. Dyn. Syst. Ser. B*, 14 (2010), 439-455.

[9] T. Caraballo, M.J. Garrido-Atienza and T. Taniguchi, The existence and exponential behavior of solutions to stochastic delay evolution equations with a fractional Brownian motion, *Nonlinear Anal.*, 74 (2011), 3671-3684.

[10] T. Caraballo and J.A. Langa, On the upper semicontinuity of cocycle attractors for non-autonomous and random dynamical systems, *Dynamics of Continuous, Discrete and Impulsive Systems Series A: Mathematical Analysis*, 10 (2003), 491-513.

[11] T. Caraballo, J.A. Langa, V.S. Melnik and J. Valero, Pullback attractors for nonautonomous and stochastic multivalued dynamical systems, *Set-Valued Analysis*, 11 (2003), 153-201.
[12] I. Chueshow, *Monotone Random Systems - Theory and Applications*, Lecture Notes in Mathematics 1779, Springer, Berlin, 2001.

[13] H. Crauel and F. Flandoli, Attractors for random dynamical systems, *Probab. Th. Re. Fields*, **100** (1994), 365-393.

[14] H. Crauel and F. Flandoli, Additive noise destroys a pitchfork bifurcation, *J. Dyn. Diff. Eqns.*, **10** (1998), 259-274.

[15] J. Duan and B. Schmalfuss, The 3D quasigeostrophic fluid dynamics under random forcing on boundary, *Comm. Math. Sci.*, **1** (2003), 133-151.

[16] C. Feng, H. Zhao and B. Zhou Pathwise random periodic solutions of stochastic differential equations, *J. Differential Equations*, **251** (2011), 119-149.

[17] A.M. Fink, Almost Periodic Differential Equations, Lecture Notes in Mathematics 377, Springer-Verlag, New York, 1974.

[18] F. Flandoli and B. Schmalfuss, Random attractors for the 3D stochastic Navier-Stokes equation with multiplicative noise, *Stoch. Stoch. Rep.*, **59** (1996), 21-45.

[19] M.J. Garrido-Atienza and B. Schmalfuss, Ergodicity of the infinite dimensional fractional Brownian motion, *J. Dynam. Differential Equations*, **23** (2011), 671-681.

[20] J.K. Hale, Asymptotic Behavior of Dissipative Systems, American Mathematical Society, Providence, RI, 1988.

[21] J. Huang and W. Shen, Pullback attractors for nonautonomous and random parabolic equations on non-smooth domains, *Discrete and Continuous Dynamical Systems*, **24** (2009), 855-882.

[22] B.M. Levitan and V.V. Zhikov, Almost Periodic Functions and Differential Equations, Cambridge University Press, Cambridge, 1983.

[23] Q. Liu and Y. Wang, Phase-translation group actions on strongly monotone skew-product semiflows, *Transactions of American Mathematical Society*, **364** (2012), 3781-3804.
[24] B. Schmalfuss, Backward cocycles and attractors of stochastic differential equations, *International Seminar on Applied Mathematics-Nonlinear Dynamics: Attractor Approximation and Global Behavior*, 185-192, Dresden, 1992.

[25] G.R. Sell, Topological Dynamics and Ordinary Differential Equations, Van Nostrand Reinhold, London, 1971.

[26] R. Sell and Y. You, Dynamics of Evolutionary Equations, Springer-Verlag, New York, 2002.

[27] W. Shen and Y. Yi, Almost automorphic and almost periodic dynamics in skew-product semiflows, *Mem. Amer. Math. Soc.*, 136 (1998), No. 647, 1-93.

[28] W. Shen and Y. Yi, Dynamics of almost periodic scalar parabolic equations, *J. Differential Equations*, 122 (1995), 114-136.

[29] W. Shen and Y. Yi, Asymptotic almost periodicity of scalar parabolic equations with almost periodic time dependence, *J. Differential Equations*, 122 (1995), 373-397.

[30] W. Shen and Y. Yi, On minimal sets of scalar parabolic equations with skew-product structures, *Trans. Amer. Math. Soc.*, 347 (1995), 4413-4431.

[31] W. Shen and Y. Yi, Ergodicity of minimal sets in scalar parabolic equations, *J. Dynamics and Differential Equations*, 8 (1996), 299-323.

[32] R. Temam, Infinite-Dimensional Dynamical Systems in Mechanics and Physics, Springer-Verlag, New York, 1997.

[33] B. Wang, Sufficient and necessary criteria for existence of pullback attractors for non-compact random dynamical systems, *J. Differential Equations*, 253 (2012), 1544-1583.

[34] B. Wang, Random attractors for non-autonomous stochastic wave equations with multiplicative noise, *Discrete and Continuous Dynamical Systems Series A*, 34 (2014), 269-300.

[35] Y. Wang, Asymptotic symmetry in strongly monotone skew-product semiflows with applications, *Nonlinearity*, 22 (2009), 765-782.

[36] J.R. Ward Jr., Bounded and almost periodic solutions of semi-linear parabolic equations, *Rocky Mountain Journal of Mathematics*, 18 (1988), 479-494.
[37] K. Xu, Bifurcations of random differential equations in dimension one, *Random and Computational Dynamics*, 1 (1993), 277-305.

[38] T. Yoshizawa, Stability Theory and the Existence of Periodic Solutions and Almost Periodic Solutions, Springer-Verlag, New York, 1975.

[39] S. Zaidman, Topics in Abstract Differential Equations II, Pitman Research Notes in Mathematics Series 321, Longman Group Limited, England, 1995.

[40] H. Zhao and Z. Zheng, Random periodic solutions of random dynamical systems, *J. Differential Equations*, 246 (2009), 2020-2038.