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Abstract—This work proposes a methodology for the energy- and cost-efficient 3-D deployment of an unmanned aerial vehicle (UAV)-based aerial access point (AAP), that exchanges a given amount of independent data with a set of ground user equipment (UE). Considering a fly-hover-communicate transmission scheme, the most energy-efficient 3-D hovering points (HPs) of the AAP are determined by decoupling the problem in the horizontal and vertical dimensions. First, we derive analytically the optimal hovering altitude that jointly maximizes the downlink and uplink global energy efficiency (GEE) of the system. Next, we propose the multilevel circle packing (MCP) algorithm to determine the minimal number of HPs and their associated horizontal coordinates, such that the AAP covers all the UEs in the given geographical area. A cost analysis is carried out to observe the variation of both fixed and variable costs; these are then minimized by suitably selecting the AAP’s battery parameters, like the depth of discharge (DOD), defined as the portion of battery capacity that is consumed during a discharge cycle, and the velocity of the UAV. Simulation results show that: the UAV energy consumption has a significant impact on the 3-D HPs of the AAP; the time spent during the substitution swap of an out of power AAP has a major influence on the operational cost; the cost of the system can be optimized by suitably selecting the onboard battery and the UAV flight parameters.

Index Terms—Cost-optimization, energy-efficiency, 3-D placement optimization, UAV communication.

I. INTRODUCTION

T

HE use of unmanned aerial vehicles (UAVs) deployed for providing temporary telecommunication services in a disaster-affected area or a special situation event is considered as an important application of the 5G and beyond technology [1], [2]. The mobile feature of UAV-based communication systems provides opportunities for better communication.
downlink throughput. In our previous work [3], we have determined the energy-efficient hovering altitude for a standalone AAP deployed for orthogonal downlink broadcast transmission. In another work [19], we have optimized the 3-D locations of a multi-UAV system which maximize the uplink GEE of the system in the presence of inter-cell interference. A detailed survey on the works that consider energy-efficient UAV deployment is available in [20].

Besides the placement optimization of the AAP, cost minimization is of great importance for the effective deployment of the aerial communication network. In order to minimize the installation cost of UAVs and charging stations, an efficient mixed-infrastructure placing was proposed in [21]. In [22], an economic analysis aimed at optimizing both coverage and capital cost is carried out, while [23] provides a novel technical solution for a sensor network and provides information on the price of all its components. However, the capital cost is just one part of the total expenses, which depend on how the system operates: parameters such as the number of UAVs, the UAV swap time, and the depth of discharge (DOD) need to be optimized.

The works [4]–[16] position UAVs for optimizing communication-related parameters such as sumrate, transmit power, or coverage region without considering the energy-consumption factors of the UAVs. [13], [17], and [18] maximize the GEE by considering a simple line-of-sight (LoS) single UAV system. Furthermore, from [20], none of the existing works, to the best of our knowledge, have considered a UAV placement problem that jointly maximizes the uplink and downlink GEE by considering both the communication and UAV-related energy consumption factors. Moreover, the UAV energy consumption models used are not directly applicable to a multi-rotor UAV-based system. In addition to this, operational cost minimization by optimizing the system parameters of a UAV network has, to the best of our knowledge, not yet been considered in the literature.

A. Main Contributions and Paper Organization

The work proposes an energy- and cost-efficient rotary-wing UAV-assisted aerial communication network deployed to provide temporary service to a set of ground UEs. The main contributions are:

- We propose and use hovering and flying power consumption models that apply to any multi-rotor UAV. The power consumption models used in [17] cannot be applied directly to a multi-rotor UAV since they are based on the axial momentum theory applied to a single-rotor UAV.
- The altitude and beamwidth optimization considering both the communication-related and UAV energy consumption factors that maximize both the uplink and the downlink GEE has, to the best of our knowledge, not been investigated in the literature.
- A general framework for the optimal horizontal positioning of UAV in a target area is proposed through the polynomial-time complex multi-level circle packing (MCP) algorithm. The algorithm applies to the maximization of different objectives in which the coverage radius depends on the objective function to be maximized. We consider the GEE as the performance matrix and determine the UAV coverage radius which maximizes both the uplink GEE and downlink GEE of the system.
- A detailed economic analysis of the aerial network is provided; furthermore, the operational cost minimization by optimizing the number of UAVs, the UAV swap time, the UAV flying velocity, and the depth of discharge of the UAV battery has, to the best of our knowledge, not yet been considered in the literature.

Section II describes the system setup and assumptions taken for this study, while in subsection II-C, we derive the expression to estimate the power consumed by a multi-rotor UAV during its hovering, horizontal and vertical movements. The optimal altitude and beamwidth that maximize both the uplink and the downlink GEE are determined in Section III-A and Section III-A1, respectively. Using the optimal altitude and beamwidth determined from Section III-A, in Section III-B we propose a general framework for determining the minimum number and location of hovering points (HPs) to cover all the UEs in a given geographical region, using a polynomial-time complex MCP algorithm. The different factors that affect the deployment and operational cost of the considered network are discussed in Section IV. The annualized cost of the system is minimized by suitably selecting the onboard battery parameter and the optimal horizontal flying velocity of the UAV. A detailed discussion of the main findings and the future scopes of work are provided in Sections V and VI. In this paper, boldface lowercase letters are used to denote vectors.

II. SYSTEM MODELING AND DEFINITIONS

We consider a delay-tolerant network consisting of a set of uniformly distributed UEs with a density of \( \lambda_u \) UEs/m\(^2\) over a circular geographical area of radius \( R \) m. We assume that each UE needs to send/receive data bits to/from the AAP every \( T_n \) seconds (s). Our objective is to deploy a single moving AAP in an energy- and cost-efficient way so that all the UEs are served by the AAP once every \( T_n \) s. In order to do so, the AAP will follow a fly-hover-communicate protocol, meaning it will fly from one HP to another, hovers for the time needed to exchange the data packets, then moves on to the next destination as shown in Fig. 1. The AAP is deployed to serve the UEs for \( t_{\text{miss}} \) hrs/day and, if the active time \( t_{\text{active}} \) of the serving-UAV is less than \( t_{\text{miss}} \), then the idle UAV will replace the out-of-power UAV while the latter descends to recharge.

We assume the AAP is equipped with a directional antenna with the antenna gain in the direction \((\epsilon, \kappa, \theta)\) given by,

\[
G_a = \begin{cases} 
G_o & -\theta \leq \epsilon \leq \theta, -\theta \leq \kappa \leq \theta, \\
\frac{g}{\rho} & \text{otherwise}
\end{cases}
\]

where \( G_o \approx 2.2846 \) [5], and since the side lobe gain of the antenna is assumed very small compared to the main lobe gain,
power, received by a UE located at a distance of \( r_i \) from the center of the coverage region is \( \gamma_i^d = \frac{G_a \rho_i}{r_i^2 \sigma^2} \). \( \Gamma_i \geq 1 \) represents the gap between the channel capacity and the achievable rate due to the practical coding scheme and modulation scheme used; \( \sigma^2 \) is the variance of the zero-mean additive white Gaussian noise; \( P_i^d \) is the power allocated for the \( i^{th} \) UE. Hence the corresponding achievable data rate of the UE in bits per second is given by:

\[
S_i^d = B \log_2 \left( 1 + \gamma_i^d \right),
\]

where \( B \) is the bandwidth allocated to each UE. The average sum rate, \( \overline{S}_d \), defined as the expectation of the sum of the achievable rate by all the UEs in the AAP coverage area, is obtained by taking an expectation over the uniformly distributed UEs with a density \( \lambda_u \):

\[
\overline{S}_d = B \lambda_u \int_0^R \! \! 2 \pi S_i^d r_i \, dr_i,
\]

where \( R = h_a \tan \theta \). The integral in (5) is difficult to evaluate because of the excess path loss factor, \( L_m(\phi_i) \). Since the LoS probability is a decreasing function of \( \phi \), we approximate \( P_i(\phi) \approx P_i(\phi_{edge}) \gamma_i \), where \( P_i(\phi_{edge}) \) is the LoS probability of the edge UE [19] with \( \phi_{edge} = 90^\circ - \theta \) (in deg). Thus the average rate value evaluated using (5) with \( L_m(\phi_i) = L_m(\phi_{edge}) \gamma_i \) is the lower bound of the actual rate value expressed as,

\[
\overline{S}_d = 2 \pi \lambda_u B \int_0^R \! \! \log_2 \left( 1 + \frac{G'}{(r_i^2 + h_a^2)} \right) r_i \, dr_i,
\]

\[
= B' \left( \frac{G' + h_a^2 \sec^2 \theta}{r_i^2 + h_a^2} \right) \log \left( \frac{G' + h_a^2 \sec^2 \theta}{h_a^2 \sec^2 \theta} \right) \\
- B' \left[ \left( h_a^2 \sec^2 \theta \right) \log(h_a^2 \sec^2 \theta) - h_a^2 \log(h_a^2) \right],
\]

where \( G' = \frac{G_a \rho_i \lambda_u r_i \log_2 e}{\Gamma_i \sigma^2 L_m(\theta)} \), \( B' = B \lambda_u \log_2 e \).

**B. Uplink Data Rate**

A different deployment scenario in which the AAP hovering at HP1 of Fig. 1 is deployed to collect independent data from a set of ground UEs is considered in this section. We consider the uplink power control implemented according to the 3GPP technical report [24], through which each UE chooses its uplink transmit power so that the received SNRs at the AAP from all the UEs in the coverage region are equal. Hence, the average transmit power chosen by a UE located at a distance of \( d_i \) from the AAP location in the uplink power control scheme is represented in its basic form as \( P_i^u = P_a \overline{L}_i \); where \( P_a \) is the target power to be received at the AAP. Because of the uplink power control, the received SNR from all the UEs will be the same: \( \gamma_i^u = \frac{G_a P_a}{\Gamma_i \sigma^2} \) and the uplink data rate will be different from the downlink data rate:

\[
S_i^u = B \log_2 \left( 1 + \gamma_i^u \right).
\]
C. UAV Power Consumption Model

The UAV carrying the radio access node ascends vertically to an altitude, and then moves horizontally from one HP to another. In this section, we provide the general expressions to calculate the total power consumed by a UAV during its hovering, horizontal and vertical movements. The definitions and values of all the variables used in this section are given in Table I. From the free-body diagram, as shown in Fig. 2, of the considered multi-rotor UAV,

\[
\sum_{n=1}^{N_R} F_n - W = 0. \tag{10}
\]

The total power consumed by the UAV during its horizontal flying from one HP to another, as shown in Fig. 1, is derived using the axial momentum theory [17], [30]. Applying (10) in (67) of [17], the power required for forward flight, by assuming identical rotors \((F_n = F \forall n)\), is given by,

\[
P_{\text{fly}}(v) = N_R P_b \left( 1 + \frac{3\pi^2}{16} \frac{\rho(C_D h_v) v^2}{v_{tip}^3} \right) + \frac{1}{2} C_D A_s \rho(h_a) v^3 - \frac{W}{2} \left( \sqrt{\frac{W^2}{4N_R^2 \rho(h_a)^2 A_s^2} + v_c^2} - \frac{v_c^2}{2} \right)^{1/2}. \tag{11}
\]

where \(P_b = \frac{\Delta}{8} \rho(h_a) s A_s v_{tip}^3\), \(\rho(h_a) = (1 - 2.2558 \times 10^{-5} h_a)^{4.2577}\). \(P_{\text{blade}}\) and \(P_{\text{fuselage}}\) are the powers required to overcome the profile drag forces of the rotor blades and the fuselage of the aerial vehicle that oppose its forward movement, while \(P_{\text{induce}}\) represents the power required to lift the payload. The hovering power is obtained by substituting \(v = 0\) in (11):

\[
P_{\text{ho}}(h_a) = N_R P_b + \frac{W^{3/2}}{2N_R^2 \rho(h_a) A_s}. \tag{12}
\]

Using (12.35) of [30], the power required by the aerial vehicle to climb vertically with a rate \(v_c\) m/s is expressed as,

\[
P_{\text{climb}} = \frac{W}{2} \left( v_c + \sqrt{v_c^2 + \frac{2W}{N_R \rho(h_a) A_s}} \right) + N_R P_b. \tag{13}
\]

The effect of reduced air density at higher altitudes, which demands additional force to the propeller of the UAV, is captured by modeling the hovering power as an increasing function of the altitude, as reported in (12). It is known from (11) that the drag forces are increasing functions of \(v\), and are the power components that oppose them. On the other hand, the \(P_{\text{induce}}\) is a decreasing function of \(v\); hence, there exists an optimal velocity that minimizes \(P_{\text{fly}}(v)\), as shown in Fig. 3.

III. ENERGY EFFICIENT HOVERING POINTS

In this section we find the energy-efficient 3-D HPs of the AAP in the given geographical area which maximize the uplink and the downlink GEE subject to minimum Quality-of-Service (QoS), altitude, and power constraints. The corresponding downlink GEE maximization problem is formulated as follows:

\[
(\text{P1}) : \text{maximize} \quad \sum_{j \in A} \alpha_j \sum_{i \in U} t_i \beta_{i,j} S_i \tag{14}

\text{s.t.} \quad h_{\text{min}} \leq h_{\text{c},j} \leq h_{\text{max}}, \quad \forall j \in A, \tag{15}

\sum_{i \in U} \beta_{i,j} P_i^d \leq P_{\text{max}}^d, \quad \forall j \in A, \tag{16}

\sum_{j \in A} \beta_{i,j} P_i \leq 1, \quad \forall i \in U. \tag{17}
\]
\[ \| q^n_{A,j} - \beta^j \|_{q^n_{A,j}} \leq |q^n_{A,j}| \tan \theta \forall j \in A. \] (18)

The numerator of (P1) is the sum of the data rate of all the UEs in the given geographical area. The binary indicator variable \( \alpha_j \) is equal to 1 if the AAP is hovering at the \( j^{th} \) HP with coordinates \( q^n_{h,j} \), or to 0 otherwise; \( \beta^j \) is equal to 1 if the \( i^{th} \) UE located at \( q^n_{u,i} \) is covered by the AAP while hovering at the \( j^{th} \) HP; \( A \) and \( \mathcal{U} \) are the sets of the HPs and UEs, respectively. (14), (15), and (16) are the altitude, QoS and power constraints; \( h_{\min} \) and \( h_{\max} \) are the minimum and maximum permitted AAP altitudes. (17) expresses that each UE should be covered by the AAP while hovering at any of the \( |A| \) HPs. (18) is the coverage region constraint that couples the horizontal and vertical coordinates of a HP. The denominator of the ratio in (P1) is the sum of the hovering and the flying energy consumption, with \( h_t \) and \( t_f \) being the hovering time at a HP and the total flying time respectively. (P1) has the form of a mixed-integer non-linear fractional problem (MINLFP), which is exponentially complex to solve due to the constraint (18). Considering the uplink GEE to be jointly maximized with the downlink GEE would enhance the complexity further; hence we decouple the AAP placement problem in the vertical and horizontal dimensions [5], [19].

A. Optimal Vertical Coordinates of the Hovering Points

The energy-efficient hovering altitude of the AAP considering both the uplink and downlink communication between the AAP and the UEs is analytically derived in this section. Here we consider the instant in which the AAP is hovering at HP1 as shown in Fig. 1 with 3-D coordinates \( (q^n_{h,1}, q^n_{u,1}) = (0, 0, h_a) \). The problem that finds the optimal altitude that maximizes both the uplink and downlink GEE of the considered aerial communication network subject to the altitude, power, and QoS constraints can be formulated as,

\[
\begin{align*}
(P2) & : \text{maximize} \quad \text{GEE}_{\text{d}}, \text{GEE}_{\text{u}}, \\
\text{s.t.} \quad h_{\min} & \leq h_a \leq h_{\max}, \quad (19) \\
S^n_1 & \geq S^n_o; S^n_1 \geq S^n_o \quad \forall i : r_i \leq R_a, \quad (20) \\
P^n_1 & \leq P^n_{\text{max}}, \quad \forall i : r_i \leq R_a, \quad (21) \\
P^n_1 & \leq P^n_{\text{max}}, \quad \forall i : r_i \leq R_a, \quad (22)
\end{align*}
\]

where, \( \text{GEE}_{\text{d}} = \frac{S^n_d}{2h_aB'}, \text{GEE}_{\text{u}} = S^n_u/P^n_{\text{max}} \) are the uplink and downlink GEE of the system, respectively, with \( P^n_{\text{d}}, P^n_{\text{u}} \) being the respective total downlink and uplink AAP power consumption while hovering, expressed by (23) and (24):

\[
P^n_{\text{d}} = \pi \lambda_a h_a^2 \tan^2 \theta P^n_{\text{d}} + P_{\text{hov}}(h_a), \quad (23)
\]

\[
P^n_{\text{u}} = \frac{2\pi \lambda_a h_a P^n_{\text{L}(\theta)} \tan^2 \theta h_a^4 \tan^2 \theta + 2}{4g_0 P^n_{\text{com}}} + P_{\text{hov}}(h_a), \quad (24)
\]

where \( P^n_{\text{com}} \) and \( P^n_{\text{com}} \) are the respective total communication-related power consumption values; \( P^n_{\text{com}} \) of (24), is obtained by averaging the power profile over a uniform distribution of density \( \lambda_a \), with the approximation \( L_{\text{min}}(\phi) \approx L_{\text{min}}(\phi_{\text{edge}}) \forall i : r_i \leq R_a \) [19]. (19) and (20) are the altitude and QoS constraints with \( S^n_o, S^n_o \) being the respective minimum downlink and uplink data rates in bps; (21) and (22) are the total downlink and individual UE uplink power constraints. Considering the edge UE \( (r_i = R_a) \), the uplink QoS constraint becomes \( P_{\text{a}} = \delta_a \Gamma_i \sigma^2/G_a \); furthermore, the downlink QoS constraint, (20), and the power constraints, (21) and (22), can be equivalently represented as the altitude constraints in (25), (26), and (27):

\[
h_{\min} \leq h_{\max} \leq \cos \theta \frac{G'}{d_d}, \quad (25)
\]

\[
h_{\min} \leq h_{\max,\pi} = \frac{P_{\text{d}} - P_{\text{hov}}}{\pi \lambda_a \tan \theta P_{\text{d}}}, \quad (26)
\]

\[
h_{\min} \leq h_{\max,\pi} = \cos \theta \frac{g_{\beta} P_{\text{u}}}{P_a L_{\text{d}}}, \quad (27)
\]

where \( \delta_d = 2S^n_d/B - 1 \) and \( \delta_u = 2S^n_u/B - 1 \). Hence, (P2) can be reformulated as

\[
(P2.1) : \text{maximize} \quad \text{GEE}_{\text{d}}, \text{GEE}_{\text{u}}, \\
\text{s.t.} \quad h_{\min} \leq h_a \leq \min \{ h_{\min,\max}, \delta_a, \delta_u, P_{\text{d}}, P_{\text{u}} \} \quad (28)
\]

Proposition 1: For given \( \theta, S^n_d, \) and \( S^n_u \) values;

- Statement A: The GEE of the system considering the downlink communication between the AAP and the ground UEs lying in the AAP coverage region is an increasing function of the hovering altitude.

- Statement B: The GEE of the system considering the uplink communication between the AAP and the ground UEs lying in the AAP coverage region is an increasing function of the hovering altitude.

Proof: The derivative of the numerator and the denominator of the downlink GEE with respect to \( h_a \) are given by:

\[
\frac{\partial \text{GEE}_{\text{d}}}{\partial h_a} = \sec^2 \theta \log \left( \frac{G' + h_a^2 \sec^2 \theta}{h_a^2 \sec^2 \theta} \right) - \log \left( \frac{G' + h_a^2}{h_a^2} \right),
\]

\[
\frac{\partial \text{GEE}_{\text{d}}}{\partial h_a} = 2\pi \lambda_a h_a \tan \theta P_{\text{d}} + P_{\text{hov}}(h_a), \quad (29)
\]

\[
\frac{\partial \text{GEE}_{\text{d}}}{\partial h_a} = 2\pi \lambda_a h_a \tan \theta P_{\text{d}} + P_{\text{hov}}(h_a), \quad (30)
\]

where \( P_{\text{hov}}(h_a) = N_R \Delta / \rho(h_a) A_{\text{e}} \sigma^2 N_t) - \frac{W^3/2}{\rho(h_a)} \) with \( \rho(h_a) = -9.6 \times 10^{-5} (1 - 2.2558 \times 10^{-5} h_a^3) \times 2577 \). Hence the derivative of the downlink GEE with respect to \( h_a \) is

\[
\left( P_{\text{d}} \right)^2 \left( \frac{\partial \text{GEE}_{\text{d}}}{\partial h_a} \right) = \partial \text{GEE}_{\text{d}}, \quad (31)
\]

The increasing nature of the uplink GEE with respect to \( h_a \) can be proved using similar steps used in the proof of Statement 1.
For a given altitude, both the uplink and downlink GEE can be determined using The derivative of the uplink sum rate is given by:

\[ S_u' = 2B\pi \lambda u \tan^2 \theta S_u \tan^2 h_u. \]  

Thus, by Proposition 1, the globally energy-efficient hovering altitude for the AAP that maximizes both the uplink and downlink GEE (the objective function of (P2)) is \( h_{\text{opt}} = \min\{h_{\text{max}}^u, h_{\text{max}}^d, h_{\text{max}}^l, \cdots, h_{\text{max}}^p \} \).

1) Optimal Beamwidth: For a given altitude, both the uplink and downlink GEE of the system vary with the beamwidth of the antenna at the UAV. As the beamwidth increases, the coverage area increases, the effective antenna gain given by (1) decreases, and the additional path loss factor, \( L_{\text{in}}(\theta) \), increases. Here we find the optimal beamwidth that jointly maximizes the uplink and downlink GEE of the system.

Proposition 2: For a given QoS constraint, the uplink-GEE is an increasing function of the beamwidth.

Proof: The derivative of the uplink sum rate is given by:

\[ \frac{dS_u}{d\theta} = 2B\pi \lambda u h_u^2 \tan^2 \theta \sec^2 \theta \log_2 (1 + \delta_u) > 0. \]  

Since \( P_{u, \text{com}} \ll P_{\text{hov}}(h_u) \), \( P_{u} \approx P_{\text{hov}} \) makes the denominator of the uplink GEE an independent function of \( \theta \). Hence, the optimal beamwidth that maximizes the uplink-GEE of the considered system is \( \theta_{\text{opt}}^u = \theta_{\text{max}} \).

Using (7) and \( P_{u} \approx P_{\text{hov}} \), it can be pointed out that the downlink GEE is neither an increasing function nor a decreasing function of \( \theta \). Hence, for a given hovering altitude, the optimal \( \theta \) that maximizes the downlink GEE can be determined using the ternary search method, as detailed in Algorithm 1.

Therefore, the antenna beamwidth that maximizes both the uplink and the downlink GEE is \( \theta_{\text{opt}} = \min\{\theta_{\text{opt}}^u, \theta_{\text{opt}}^d\} \). Hence, the corresponding radius of the coverage region is given by \( R_{\text{opt}} = h_{\text{opt}} \tan \theta_{\text{opt}} \).

B. Optimal Horizontal Coordinates of the HPs

In this section, we determine the horizontal coordinates of the optimal HPs for the CPP \( \{(q_{\text{opt}}^n, \cdots)\} \) so that all the UEs in the given geographical region will be covered by the AAP once every \( T_n \) s.

The vertical coordinate of all the HPs will be equal to the optimal altitude determined from Section III-A, i.e. \( q_{\text{opt}}^n = \frac{h_{\text{opt}}}{\Lambda} \). Since the coverage region of the considered AAP is circular in shape, a full coverage of the given area is only achievable through the controlled overlapping among the coverage regions centered at \( \{(q_{\text{opt}}^n, 0)\} \). The two main related challenges are finding the minimum number of HPs and their horizontal coordinates so that the given area is fully covered. We propose a MCP algorithm for doing so, using the circle packing theory. With the optimal coverage radius \( R_{\text{opt}} \) from Section III-A, the problem takes the form of a circle packing problem, in which the given circle of radius \( R \) needs to be covered by smaller circles of radius \( R_{\text{opt}} \). A regular-pentagon-based 5-circle packing pattern is considered in the proposed novel MCP algorithm. As shown in Fig. 7, the 5-circle packing covers a circle of radius \( \Lambda R_{\text{opt}} \) by placing five equi-radius smaller circles of radius \( R_{\text{opt}} \) about the center of the larger circle, where \( \Lambda = 1.618 \) is the golden ratio [25].

The centers of the smaller circles are placed according to the solution of the 5-disks problem, which guarantees the least overlapping between the adjacent circles [25]. The centers of the smaller circles arranged this way form the vertices of a regular pentagon of side length \( 2\sin(36^o)\Lambda R_{\text{opt}} \), with vertices located at \( \{(x_k^l, y_k^l)\} \), where

\[ x_k^l = x^{l-1} + R_l \cos \left( \frac{2\pi k}{5} \right) \]  

\[ y_k^l = y^{l-1} + R_l \sin \left( \frac{2\pi k}{5} \right) \]  

with \( (x^{l-1}, y^{l-1}) \) as the center of the pentagon and \( R_l = R_{\text{opt}} \). Thus, to cover a circular region with \( R > \Lambda R_{\text{opt}} \), we initially place this 5-circle pattern in multiple levels as shown in Fig. 4, and then the radius of each circle is adjusted according to the farthest UE’s position in the circle.

Proposition 3: Using the multi-level 5 circle packing method, the maximum number of HPs required to cover a given circular region of radius \( R \) by a fly-hover communicating AAP with a coverage radius of \( R_{\text{opt}} \) is given by \( 5M_p \), where \( M_p = \left\lceil \frac{1}{\log_2(\Lambda)} \log_2 \left( \frac{R}{R_{\text{opt}}} \right) \right\rceil \).
According to the multi-level 5 circle packing method, the location of the centers of the smaller circles of radius \( R_1 \) are determined using the multi-level circle packing method; in the second part (lines 11 to 16), the beamwidth of the antenna at each HP is adjusted based on the respective coverage areas by adjusting the antenna beamwidth using step 15. It should be noted that, with given \( R \) and \( R_{\text{opt}} \), the first part takes a total running time of \( O(\log_2(R/R_{\text{opt}})) \) to find the initial set of HPs, whereas the second part needs to perform a total of \( \sum_{j=0}^{|A|-1} (|A| - j) (|A| - j - 1) \) pair checks to remove the redundant UE coverage where \( |A| = 5M_p \). Hence, the complexity of the proposed MCP algorithm is at worst \( O(\log_2(R/R_{\text{opt}})) + s\log_2(R/R_{\text{opt}}) \), a polynomial quantity of the input parameters \( R \) and \( R_{\text{opt}} \); where \( \omega = 2/\log_2 A \). It should be noted that this algorithm could maximize different objective functions in which the coverage radius of the AAP will be determined by the very objective function. Also, it can be adapted to different packing patterns by replacing the equations in step 5 and 8.

Proof: According to the multi-level 5 circle packing method, the radius of the circle to be covered is less than or equal to the radius of the circle of the previous level. This multi-level packing continues until the radius of the circle to be covered is less than or equal to the coverage radius of the AAP, giving the inequality:

\[
R \frac{1}{A^{M_p}} \leq R_{\text{opt}}. \tag{37}
\]

Thus, the total number of levels required is given by:

\[
M_p = \left\lfloor \frac{1}{\log_2(A)} \log_2 \left( \frac{R}{R_{\text{opt}}} \right) \right\rfloor. \tag{38}
\]

Hence the maximum number of smaller circles (HPs) of radius \( R_{\text{opt}} \) required to cover the given geographical region of radius \( R \) by the 5-circle multi-level packing is \( 5M_p \).

**1) MCP Algorithm:** The MCP algorithm given in Algorithm 2 can be grouped into two parts: in the first part (line 1 to line 10), the locations of the HPs are determined using the multi-level 5-circle packing method; in the second part (lines 11 to 16), the beamwidth of the antenna at each HP is adjusted based on the UE positions in the coverage area so that the constraints (17) and (18) are satisfied. Consider \( R = 733 \text{m} \), \( \theta = 10^\circ \); using (38), the total number of circle packing levels required to cover the given area is 2. As shown in Fig. 4, in the first level of placement \( (l = 1) \), the location of the centers of 5 smaller circles of radius \( R_1 = R/A \) are determined using step 5 of the MCP algorithm (A,B,C,D,E of Fig. 4). In the next level, step 8 is used to determine the location of the centers of 5 smaller circles of radius \( R_1 = R_1/A \) that cover the circle of radius \( R_1 \). This step is repeated for each of the 5 determined centers from the first level. The centers of the smaller circles of radius \( R_2 \) are the HPs that cover the given geographical area.

As seen in Fig. 4, the determined HPs lie on the vertices of 5 smaller pentagons with circumcenters A, B, C, D, E. For any given \( R \), this multi-level circle packing continues until the radius of the circle to be covered is less than, or equal to, the coverage radius of the AAP, or until \( l = M_p \). In the second part, redundant coverage of the same UE by multiple HPs and the HPs without any UEs in the coverage region are removed. The coverage radius associated with each HP is readjusted as the radial distance of the farthest UE lying in the respective coverage areas by adjusting the antenna beamwidth using step 15. It should be noted that, with given \( R \) and \( R_{\text{opt}} \), the first part takes a total running time of \( O(\log_2(R/R_{\text{opt}})) \) to find the initial set of HPs, whereas the second part needs to perform a total of \( \sum_{j=0}^{|A|-1} (|A| - j) (|A| - j - 1) \) pair checks to remove the redundant UE coverage where \( |A| = 5M_p \). Hence, the complexity of the proposed MCP algorithm is at worst \( O(\log_2(R/R_{\text{opt}})) + s\log_2(R/R_{\text{opt}}) \), a polynomial quantity of the input parameters \( R \) and \( R_{\text{opt}} \); where \( \omega = 2/\log_2 A \). It should be noted that this algorithm could maximize different objective functions in which the coverage radius of the AAP will be determined by the very objective function. Also, it can be adapted to different packing patterns by replacing the equations in step 5 and 8.

### IV. Economic Analysis and Cost Optimisation

In this section, we describe the cost optimization method developed for an aerial network and the parameters it uses. The total aerial network deployment cost consists of two parts:

a) the cost of purchasing the required number of UAVs and recharging stations, called the capital cost; b) the maintenance and replacement cost associated with the long-term operation of the network, represented by the operational cost. The UAV is equipped with two TB47D LiPo Battery, for a total capacity \( E_{\text{batt}} = 199.8 \text{ Wh} \). Our objective is to minimize the network deployment cost by optimally planning the operational parameters.

The financial analysis is based on the annualized cost of the system (ACS), defined as the sum of the annualized capital, maintenance, and replacement costs [27]:

\[
\text{ACS} = C_{\text{cap,a}} + C_{\text{main,a}} + C_{\text{rep,a}}. \tag{39}
\]

The annualization is needed in order to report different expenses to the same time interval (year of reference) so that expenses happening at different times can be compared. \( C_{\text{cap,a}} \) is given by (40), where the capital cost is multiplied by the capital recovery factor (CRF), i.e., the portion of capital that is paid back every year to the financier:

\[
C_{\text{cap,a}} = \frac{(n_a C_u) + (n_a C_s)}{C_{\text{cap}}} \frac{I (1 + I)^h}{(1 + I)^h - 1}, \tag{40}
\]

with \( C_u \) and \( C_s \) being the purchasing cost per unit of, respectively, UAV and charging station. The financing method is based on debt, with a duration of 15 years (lifetime of the system),
a nominal interest rate of 4% [28] and an inflation rate of 2%, meaning a real interest rate \( I \approx 2\% \). \( n_s \) is the number of charging stations and \( n_u \), the number of UAVs in the system (both active and idle), determined as:

\[
n_u = \left( \frac{t_{\text{dead}}}{t_{\text{active}}} + 1 \right) \left[ \min \left( \left| A \right|, \frac{t_{\text{lap}}(v)}{T_n} \right) \right],
\]

(41)

where \( t_{\text{dead}} \) represents all the dead time an AAP spends recharging and ascending/descending, as expressed in (42); \( t_{\text{active}} \) is the total active time of a UAV; \( t_{\text{lap}}(v) \) is the time needed to complete a lap, stopping at all the HPs. Given (40) and (41), for a low \( T_n \) value, the number of UAVs, and thus the capital cost, is determined by the number of HPs (\( |A| \)). Hence, by finding the minimum number of HPs required to cover all the UEs (Algorithm 2), we minimize the capital cost. The \( t_{\text{dead}} \) value is calculated assuming a maximum charging power \( P_{\text{ch, max}} \), a DOD that can go from 5% to 95%, and a fixed charging efficiency \( \eta_{\text{ch}} \), as follows:

\[
t_{\text{dead}} = \frac{E_{\text{bat}} \text{DOD}}{P_{\text{ch, max}}} \eta_{\text{ch}} + t_{\text{ex}},
\]

(42)

where \( t_{\text{ex}} \) is the unproductive time spent by the UAV climbing to take its position in the network and descending for recharge. The cost of the electricity consumed to recharge the batteries is given by the product of the energy provided by the charging station and the cost of electricity in the network deployment region (in the U.K., \( C_{\text{el}} = 0.14\)£/kWh):

\[
C_{\text{ch}} = \frac{t_{\text{miss}}}{t_{\text{active}}} C_{\text{el}} \frac{E_{\text{UAV}}(v, h_a)}{\eta_{\text{ch}}},
\]

(43)

where \( E_{\text{UAV}}(v, h_a) = |A| t_b P_{\text{bov}}(h_a) + t_{x} P_{\text{fly}x}(v) + t_{ex} P_{\text{fly}ex} \) and \( t_{\text{miss}} = 2\)h is the duration of an entire mission. \( C_{\text{main,a}} \) represents both the yearly maintenance cost (assumed equal to 1% of the capital cost) and the cost of a recharge, adjusted for inflation \( f \) after \( n \) years using \( C_{\text{main,a}} = (C_{\text{ch}} + 1\%C_{\text{cap}})(1 + f)^n \). The last element of (39) is represented by the annualized cost of battery replacement, \( C_{\text{rep,a}} \), calculated using,

\[
C_{\text{rep,a}} = C_{\text{bat}} \frac{1}{(1 + f)^{n_c} - 1},
\]

(44)

with \( t_{\text{bat}} \) being the lifetime of the battery and \( C_{\text{bat}} \) its replacement cost (£155). For simplicity, the lifetime of the battery is assumed to depend solely on the DOD, and it is simulated using the model presented in [29], reported in (45):

\[
n_c = 8.131e^{0.03809\text{DOD}} + 2.151e^{-8(0.2433\text{DOD})}.
\]

(45)

This returns the number of cycles \( n_c \) a LiFePO4 battery can withstand at a certain DOD, which is then converted into years using the mission duration and its frequency.

\( C_{\text{cap,a}}, C_{\text{main,a}}, \) and \( C_{\text{rep,a}} \) can be minimized by suitably selecting the DOD value and the velocity of the UAV. \( C_{\text{cap,a}} \) can be minimized by increasing the DOD, since this increases \( t_{\text{active}} \). It can be noted that \( t_{\text{dead}} \) also grows with the DOD, but at a slower rate, due to the attenuation effect of \( t_{\text{ex}} \). However, (41) is a step function, so the variations in these parameters do not always affect \( n_u \). By (43), \( C_{\text{main,a}} \) can be reduced by increasing \( t_{\text{active}} \) through the selection of a high DOD value. On the contrary, since the lifetime of the battery is increased by a low DOD value, the battery replacement cost \( C_{\text{rep,a}} \) can only be minimized by selecting a low DOD value. For a fixed network delay tolerance, \( T_n \), the UAV velocity affects both the power consumption and the number of UAVs: though the minimum power consumption is reached at an average speed of 20 m/s (Fig. 3), the minimum cost is expected to be achieved when the UAV is operated at its maximum velocity because a higher velocity minimizes the capital cost by reducing the \( t_{\text{lap}}(v) \) value. Considering these trade-offs, the values of DOD and horizontal flying velocity that minimize the ACS will be numerically determined in the next section.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we provide the results of the numerical evaluation in support of our analysis. The considered simulation parameters are given in Table II.

A. Energy Efficient Hovering Points

Fig. 5 shows the variation of the normalized GEE with the hovering altitude for both the uplink and downlink communication parts, plotted using (7), (23), (9), and (24). The \( (a, b, \eta_{\text{h}}, \eta_{\text{nl}}) \) parameters used for rural, urban, and dense-urban regions are, respectively, \((4.83,0.43,1.01,11.22), (9.6,0.16,1.12,10), (12.08,0.11,1.2,14.12)\) [4]. As proved in Proposition 1, both the uplink and downlink GEE are increasing functions of the hovering altitude in the three geographical regions considered. As the altitude increases, the received SNR at each UE (downlink) decreases because of the increasing \( d_l \) value. In contrast, the received SNR at the AAP from the UEs (uplink) is independent of the hovering altitude because of the uplink power control mechanism. Nevertheless, a higher hovering altitude demands the UEs to transmit more power to deliver the target power \( (P_a) \) at the AAP. However, this increase in the communication-related power consumption is negligible, if compared to the

### Table II: Simulation Parameters

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \( g_0 \) | \( 1.42 \times 10^{-4} \) | \( B \) | \( 10^6 \) Hz |
| \( h_{\text{max}} \) | 120 m | \( \lambda_u \) | 0.001 UEs/m² |
| \( \delta_{\text{I}}, \delta_{\text{u}} \) | 9 dB | \( h_{\text{min}} \) | 10 m |
| \( P_{\text{u}} \) | 1.2 | \( P_{\text{d, max}} \) | 500 W |
| \( C_a \) | 1 W | \( C_{\text{bat}} \) | £155 |
| \( \eta_{\text{ch}} \) | 0.95 | \( P_{\text{ch, max}} \) | 180 W |

Fig. 5. GEE variation with the hovering altitude.
Fig. 6. GEE variation with the antenna beamwidth.

Fig. 7. AAP coverage circles positioned using the first part of the MCP algorithm for $R = 453m$.

Fig. 8. 3-D HPs using the MCP algorithm for $R = 453m$.

Fig. 9. Cost evaluation with $T_n = 100s$ and $T_n = 10000s$.

UAV hovering power ($P_{hov}(h_a)$). Both the AAP coverage area and the UAV power consumption increase with the altitude, but the effect of the larger area (higher number of covered UEs) is more relevant in both cases, which makes the downlink and uplink GEE monotonically increasing functions of the hovering altitude. It should be noted that, in both cases, if $P_{hov}(h_a)$ is neglected, the increase in the communication power becomes significant and the GEE becomes a decreasing function of the altitude. Thus $h_{opt}(P_{hov}(h_a) = 0) = h_{min}$, which is not only energy-inefficient, but also requires more HPs to cover the given area (cost-inefficient).

Fig. 6 shows the variation of the GEE with half of the half-power beamwidth, $\theta$, in rural, urban, and dense-urban scenarios. As said in Section III-A1, the coverage radius is an increasing function of $\theta$; however, for a given height, Fig. 6 shows that the downlink GEE increases with $\theta$ up to $\theta_{dopt}$ (obtained using Algorithm 1), then decreases. This is because the LoS probability is a decreasing function of $\theta$ and, after $\theta_{dopt}$, the high path loss NLoS links become dominant; hence, the gain in sum rate achieved by a greater number of covered UEs is overcompensated by a drop in the received SNR. On the other hand, the uplink GEE is an increasing function of $\theta$: because of the power control mechanism, the uplink sum-rate grows with the number of UEs in the coverage region, which is, in turn, an increasing function of $\theta$. However, the maximum value of $\theta$ will be decided by the $P_{max}$ of the edge UE. Furthermore, the optimal beamwidth decreases as we move from rural to dense-urban regions due to the presence of taller and more numerous buildings. In both the uplink and downlink scenarios, the plots with $P_{hov}(h_a) = 0$ are decreasing functions of $\theta$, forcing the elevation angle between the UEs and the AAP to be $0^\circ$. This means that, with $P_{hov}(h_a) = 0$, the AAP should hover directly above the UE locations to maximize the GEE. This would be a sub-optimal result, as the number of HPs would be equal to that of UEs.

Fig. 8 shows the final HP locations in the given geographical area of $R = 453m$, determined using the proposed MCP algorithm of Section. III-B. The simulation considers 10 UEs randomly distributed in the given geographical area. As explained in Section III-B and shown in Fig. 7, $R = 455m$ requires one level of circle packing. Using the HPs from the first part of Algorithm 2 as the input, the second part removes the redundant coverage of a UE by different HPs and then discards the HPs with no UEs in its coverage region. As seen in Fig. 8, each UE is covered by only one of the HPs and one of these (HP5, in Fig. 7), having no UEs in its coverage area, is removed, reducing the total number of HPs from 5 to 4. In addition, the coverage radius, hence the beamwidth, of each HP is adjusted considering the position of the farthest UE in each coverage region.

B. Cost Analysis Results

Fig. 9 shows the variations of the ACS with the UAVs velocity, the DOD of their batteries, the hovering altitude, the data packet sizes ($D$) to be exchanged between the UAV and the users, and the maximum allowed time between two UAV passages $T_n$. The cost analysis is carried out using the set of HPs from the previous section as input. The hovering time at an HP is determined as the time required to complete the uplink and the downlink transmission: $t_h = \frac{D}{S^{u}_{edge}} + \frac{D}{S^{d}_{edge}}$. The DOD value that minimizes the annualized cost of the system described in (39) depends on the UAV velocity and $t_{ex}$. As the curves within the lower black circle in Fig. 9 show, with a small data size (50 Mbits) the velocity should be kept just above 17 m/s, due to the decrease of $t_{lap}(v)$ in (41), which in turn decreases
the number of UAVs. As velocity increases further, ACS keeps decreasing, albeit with a slowing pace, due to the flying time decreasing, while the hovering time is constant. At even higher velocity the power consumption grows, draining the battery quickly enough to require the deployment of extra UAVs and greater electricity consumption, affecting (40) and (43), and ultimately the ACS. If \( T_{\text{h}} \) is large enough (curves with triangles in Fig. 9), then \( t_{\text{ex}}(v)/T_{\text{h}} < 1 \); hence, the number of active UAVs does not vary with the velocity. Nevertheless, the first component of (41) is velocity-dependent, so the total number of UAVs still varies, although by a small margin. The upper curves in Fig. 9 show what happens with larger data size: the hovering time increases, thus the flying time becomes negligible and so does the velocity, resulting in horizontal curves. These curves also show the effect of altitude: since every UAV swap represents a waste of energy and time proportional to \( t_{\text{ex}} \), which, in turn, has a positive relationship with the altitude, a higher altitude negatively affects both the number of UAVs and the energy consumption, raising the cost. This effect is more relevant if the DOD is low, as swaps happen more often. The negative effect of higher swap frequency is represented by the gap between the black and the red curve at different altitudes: when the altitude is low (upper black circle) a low DOD results more advantageous, whereas the opposite is true at a higher altitude (blue circle). Therefore, the optimal DOD becomes higher as the mission altitude rises. With reference to (39), the trade-off to determine the optimal DOD is between two opposite forces: maximization of battery lifetime (\( t_{\text{bat}} \) in (44)) with low DOD; minimization of UAV fleet (\( n_{\text{u}} \) in (41)) and UAV swaps with high DOD. The latter effects become more relevant as altitude rises, and \( t_{\text{ex}} \) with it. Still, since the two forces are comparable, the optimal DOD is unlikely to be extremely high or low, and it must be determined as a function of the given \( T_{\text{h}}, D, \) and \( h_{\text{opt}} \) parameters. With the user distribution shown in Section V-A, \( T_{\text{h}} = 100s \), and a data size of 50 Mbits, the overall cost is minimized when \( v = 33 m/s \) and the DOD is 50%, resulting in an ACS of £1388. Fig. 10 shows the variation of \( C_{\text{cap},a} \) with regards to the number of UEs for different values of \( R \). As seen in the figure, the capital cost depends mainly on the delay tolerance of the network: for a high \( T_{\text{h}} \) value, \( C_{\text{cap},a} \) is independent of the number of UEs or the \( R \)-value since a single AAP could fly-hover communicate with the UEs sequentially. Furthermore, the average number of HPs does not increase linearly with the number of UEs because of the efficient MCP algorithm. Additionally, for a low \( T_{\text{h}} \) value, \( C_{\text{cap},a} \) increases with a decrease in UE density since it needs more HPs to cover widely separated UEs. Hence the system is more cost-efficient when it is deployed to cover a smaller geographical region with a relatively high number of UEs. The 3-D trajectory optimization of an AAP that communicates to a set of mobile users [31], [32] while flying is left for future work.

VI. CONCLUSION

In this work, we carried out a cost and energy optimization of a UAV-based aerial communication network by taking into account both telecommunications and energy parameters. Observing that the GEE becomes an increasing function of the hovering altitude, the 3-D hovering locations of an AAP that maximize the uplink and downlink GEE are determined using the proposed MCP algorithm. The coordinates generated this way are used as input for the cost analysis, which calculates the number of UAVs needed and how deeply they should exploit their batteries (optimal DOD) and flying parameter (optimal velocity), in order to minimize the annualized total cost of the system. The optimal DOD showed to have an indirect dependency with the altitude, as this extends the UAV swap time (\( t_{\text{ex}} \)). The optimal UAV velocity was calculated for a low data size because its effect becomes less relevant at a higher data size.
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