Whole-Body Human Kinematics Estimation using Dynamical Inverse Kinematics and Contact-Aided Lie Group Kalman Filter
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Abstract—Full body motion estimation of a human through wearable sensing technologies is challenging in the absence of position sensors. This paper contributes to the development of a model-based whole-body kinematics estimation algorithm using wearable distributed inertial and force-torque sensing. This is done by extending the existing dynamical optimization-based Inverse Kinematics (IK) approach for joint state estimation. The former aims for a full body motion reconstruction while the latter only focuses on the lower body kinematics. Recently, [6] proposed a model-based approach referred to as Dynamical Optimization-based IK, combining dynamical systems’ theory with the IK optimization, for human motion estimation and demonstrated full-motion reconstruction on a human model with 48-DoFs and a 66-DoFs in real-time. However, most of the methods described above either rely on position sensors for full-body estimation or only perform partial kinematics estimation, such as lower body kinematics.

In this paper, we present an approach for whole-body kinematics estimation in the absence of position sensors by extending the joint state estimation from the Dynamical IK [6] with a floating base estimation using a Center of Pressure (CoP) based contact detection and an EKF on Lie groups through a cascading architecture. This decomposition is done to handle the floating base estimation within a prediction-correction framework and be able to incorporate contact-aided kinematic measurements without the need for imposing additional constraints in the IK, while remaining computationally lightweight when applied to systems with high degrees of freedom, such as an articulated human model. The validation of the proposed method is demonstrated by reconstructing walking-in-place (Figure 1) and free-walking motions performed by a human subject wearing a sensorized suit and shoes.

This paper is organized as follows. Section II introduces the mathematical notation. Section III describes the problem of human motion estimation in the absence of position sensors when using only proprioceptive measurements. This paper contributes towards the development of whole body joint state estimation and floating base estimation using only distributed inertial and force-torque sensing by cascading a Inverse Kinematics (IK) approach with a contact-aided filtering on matrix Lie groups.

In the literature, sensor fusion of measurements from distributed Inertial Measurement Units (IMUs) has been used to estimate human motion assuming bio-mechanical models for the human body and coarsely known location of these sensors in the highly articulated kinematic chain of the model, [1] compares Extended Kalman Filter (EKF)-based and optimization-based sensor fusion methods for inertial body tracking accounting for robustness to model calibration errors and absence of magnetometer measurements for yaw corrections. The authors further extend their work to ground contact estimation and improve lower-body kinematics estimation in [2]. A human moving in space is usually modeled as a floating base system which implies the necessity to consider the evolution of the configuration space of internal joint angles and base pose over a differentiable manifold. [3] and [4] both exploit the theory of Kalman filtering over matrix Lie groups for motion estimation by explicitly considering the non-Euclidean geometry of the state space, demonstrating significant improvements over other state representations while maintaining the required computational efficiency for real-time applications. [5] and [4] both propose human motion tracking with reduced IMU counts while exploiting the complex geometry of the underlying configuration space of the human model and integrating additional physical constraints. The former aims for a full body motion reconstruction while the latter only focuses on the lower body kinematics.

Fig. 1: Reconstruction of walking-in-place motion using the proposed method.

I. INTRODUCTION

Several Human-Robot Collaboration (HRC) scenarios require the realization of reliable motion tracking algorithms for the human. A common approach relies on the use of wearable sensing technologies to achieve the kinematic reconstruction. A reliable reconstruction becomes challenging in the absence of position sensors when using only proprioceptive measurements. This paper contributes towards the development of whole body joint state estimation and floating base estimation using only distributed inertial and force-torque sensing by cascading a Inverse Kinematics (IK) approach with a contact-aided filtering on matrix Lie groups.
sensors and describes the overall architecture of the proposed approach. Sections IV, V, and VI each describe the main blocks of the proposed architecture: Dynamical IK, contact detection and the EKF on Lie groups respectively. This is followed by experimental validation of the proposed method in Section VII and concluding remarks in Section VIII.

II. MATHEMATICAL BACKGROUND

A. Notations and definitions

1) Coordinate Systems and Kinematics:
- $C[D]$ denotes a frame with origin $o_C$ and orientation of coordinate frame $D$;
- $A o_B \in \mathbb{R}^3$ and $A R_B \in SO(3)$ are the position and orientation of a frame $B$ with respect to the frame $A$;
- given $A o_C$ and $B o_C$, $A o_B = A H_B B o_C$, where $A H_B \in SE(3)$ is the homogeneous transformation and $B o_C = [B T 1]^T \in \mathbb{R}^4$ is the homogeneous representation of $B o_C$;
- $B[A] v_{A,B} = A \dot{o}_B = \frac{\partial}{\partial t} (A o_B) \in \mathbb{R}^3$ denotes the linear part of a mixed-trivialized velocity [7, Section 5.2] between the frame $B$ and the frame $A$ expressed in the frame $B[A]$. $A \omega_{A,B} \in \mathbb{R}^3$ denotes the angular velocity between the frame $B$ and the frame $A$ expressed in $A$;
- $A$ denotes an absolute or an inertial frame; $B$, $L$, and $R$ indicate the frames attached to base link, left foot and right foot respectively;

2) Lie Groups: We refer the reader to [8, Section II] for a detailed description on the notation used for Lie groups.

3) Miscellaneous:
- $I_n$ and $0_n$ denote the $n \times n$ identity and zero matrices;
- Given $u, v \in \mathbb{R}^3$ the hat operator for $SO(3)$ is $S(\cdot) : \mathbb{R}^3 \rightarrow so(3)$, where $so(3)$ is the set of skew-symmetric matrices and $S(u) v = u \times v$; $\times$ is the cross product operator in $\mathbb{R}^3$.

III. PROBLEM STATEMENT

This section describes the problem of motion estimation for a human equipped with a sensorized suit of distributed IMUs and shoes with embedded force-torque sensors. The human is modeled as an articulated multi-rigid body system.

The internal configuration of an articulated mechanical system is usually estimated through inverse kinematics with the help of task space or target measurements. Consider a set of $n_p$ frames $P = \{P_1, P_2, \ldots, P_{N_p}\}$ associated with target position measurements $A o_{P_i}(t) \in \mathbb{R}^3$ and target linear velocity measurements $A \dot{o}_{P_i}(t) \in \mathbb{R}^3$. Similarly, consider a set of $n_o$ frames $O = \{O_1, O_2, \ldots, O_{N_o}\}$ associated with target orientations $A R_{O_j}(t) \in SO(3)$ and target angular velocity measurements $A \omega_{A,O_j}(t) \in \mathbb{R}^3$. Given the kinematic description of the model, IK is used to find the state configuration $(q(t), \nu(t))$,

\[
\begin{align*}
A o_{P_i}(t) &= h^P_{P_i}(q(t)), & \forall i = 1, \ldots, n_p \\
A R_{O_j}(t) &= h^O_{O_j}(q(t)), & \forall j = 1, \ldots, n_o \\
A \dot{o}_{P_i}(t) &= J^\nu_{P_i}(q(t)) \nu(t), & \forall i = 1, \ldots, n_p \\
A \omega_{A,O_j}(t) &= J^\nu_{O_j}(q(t)) \nu(t), & \forall j = 1, \ldots, n_o
\end{align*}
\]

where, $q(t)$ and $\nu(t)$ are the position and velocity of the mechanical system, $h^P_{P_i}(q(t))$ and $h^O_{O_j}(q(t))$ are the position and orientation selection functions from the forward kinematics of frames $P_i$ and $O_j$ respectively, while $J^\nu_{P_i}(q(t))$ and $J^\nu_{O_j}(q(t))$ are the linear and angular part of the Jacobian matrix mapping system velocity to target velocities. $A q$ and $b^* q$ are constant parameters representing the limits for joint configuration $s(t)$, and $A \nu$ and $b^* \nu$ represent the limits for joints velocity $\dot{s}(t)$.

We account for target measurements provided by sparsely distributed IMUs across the body. Consider IMUs $S_i$ attached to links $L_i$ of the body. The target orientations $A R_{L_i}$ can be expressed using the absolute orientation measurements $A S_i R_{S_i}$ from the IMU as $A R_{L_i} = A R_{S_i} A R_{L_i}^S$ and the target angular velocities can be expressed using the gyroscope measurements as $A \omega_{A,L_i} = A R_{L_i} L_i \omega_{A,L_i}$, where $A R_{L_i}$ defines the rotation of the sensor link’s frame with respect to sensor frame and $A R_{S_i}$ is a calibration matrix used to express the measurements of sensor $S_i$ in a common reference frame $A$. The matrices $A R_{L_i}$ and $A R_{S_i}$ are assumed to be known from a prior calibration procedure.

The set of target measurements can be collected in a pose target tuple $(x(t))$ and velocity target vector $(v(t))$,

\[
(x(t)) \triangleq
\begin{pmatrix}
A o_{P_1}(t) \\
A R_{B_1}(t) \\
A \dot{o}_{P_1}(t) \\
\vdots \\
A R_{L_{n_p}}(t) \\
A \dot{o}_{P_1}(t)
\end{pmatrix},
(v(t)) \triangleq
\begin{pmatrix}
A \dot{o}_B(t) \\
A \omega_{A,B}(t) \\
A \omega_{A,L_1}(t) \\
\vdots \\
A \omega_{A,L_{n_p}}(t)
\end{pmatrix}.
\]

It must be noted that the base position $A o_B(t)$ and linear velocity $A \dot{o}_B(t)$ are not directly measured but are passed as quantities estimated from the previous time-instant. Similar to Eq. (2), the forward kinematics map and the Jacobians necessary for the differential kinematics can be stacked as,

\[
\begin{align*}
h(q(t)) &= h^P_{P_1}(q(t)) \\
J(q(t)) &= J^\nu_{P_1}(q(t)) \nu(t)
\end{align*}
\]

leading to the set of equations,

\[
x(t) = h(q(t)) \quad h(q(t)) \\
v(t) = J(q(t)) \nu(t)
\]

The problem of motion estimation then requires to solve for the floating base pose $A H_B$ and velocity $B[A] v_{A,B}$ of the human along with the internal joints configuration $s$, and velocity $\dot{s}$ using a set of absolute target orientations $A R_{L_i}$ and
target angular velocities $A\omega_{A,L}$, obtained from each of the sparsely distributed IMUs along with contact-aided kinematic corrections using contact wrench measurements obtained from the sensorized shoes and a known human model.

### A. Proposed Architecture

We propose a system architecture composed of three macro-blocks to tackle the human motion estimation problem, as shown in Figure 2. Firstly, a dynamical optimization based IK block is used to compute the joint configuration from the target measurements of the distributed IMUs with the knowledge of the human model. The dynamical optimization approach aims to drive the state configuration $(q(t), \nu(t))$ such that the forward and differential kinematics of the system converge to the reference target measurements in multiple time steps.

Meanwhile, a contact detection block infers ground contact using wrench measurements from the sensorized shoes. A rectangular approximation is used for the foot geometry to infer the contact state of candidate contact points on the foot based on the local center of pressure (CoP).

Finally, the outputs of these two blocks are passed to an EKF block. The EKF is formulated as a filter over matrix Lie groups [9], [10] employing right-invariant, left-invariant, and non-invariant observations in order to estimate the floating base pose and velocity along with the position of the candidate contact points with respect to an inertial frame. The EKF block is activated after the dynamical IK block has converged on the true configuration reflected by the target angular velocities $A\omega_{A,L}$, thereby, driving the estimated system configuration to the true configuration reflected by the target measurements. Due to space constraints, we kindly refer the reader to the original paper [6] for more details about Dynamical IK. The base state integrated from the dynamical IK block is discarded in favor of the EKF block for base state estimation, while the joint state estimates from the dynamical IK are used as inputs to the EKF.

### V. Center of Pressure Based Contact Detection

The contact-aided floating base estimation relies on the contact states of candidate points chosen from the vertices of a rectangular approximation of the foot sole, as shown in the Figure 3. The contact wrench acting on the foot is decomposed into contact normal forces acting at these vertices. A Schmitt Trigger-based thresholding of these normal forces is then used to infer if a vertex is in contact with the environment. The contact normal force decomposition follows the approach presented in [11, Appendix A] based on the local center of pressure of the foot. A coordinate frame $C$ is placed at the center of the sole surface, with the $x$-axis pointing forward and parallel to the side with length $l$, while $z$-axis points upwards and perpendicular to the surface of the foot-sole.

Given length $l$ and width $d$ of the rectangular sole, the coordinates of the vertices in the frame $C$ are $d_1 = (\frac{l}{2}, \frac{d}{2}, 0)$, $d_2 = (\frac{l}{2}, -\frac{d}{2}, 0)$, $d_3 = (-\frac{l}{2}, \frac{d}{2}, 0)$, and $d_4 = (-\frac{l}{2}, -\frac{d}{2}, 0)$. A contact wrench $f^* = \begin{bmatrix} f^xT & \tau^xT \end{bmatrix}^T \in \mathbb{R}^6$ acting on frame $C$ is related to the 3D forces $f_i \in \mathbb{R}^3$, $i = \{1, 2, 3, 4\}$ at the vertices through the following conditions,

$$f_1 + f_2 + f_3 + f_4 = f^x,$$

$$\sum d_i \times f_i = \tau^x.$$  

From the equations above, the contact normal forces can be extracted to correspond to the total contact normal force and the contact tangential torques applied along $x$- and $y$-axes.

$$f_{1z} + f_{2z} + f_{3z} + f_{4z} = f_{z}^x,$$

$$\frac{d}{2}(f_{1z} + f_{3z}) - \frac{d}{2}(f_{2z} + f_{4z}) = \tau_{x}^z,$$

$$\frac{l}{2}(f_{3z} + f_{4z}) - \frac{l}{2}(f_{1z} + f_{2z}) = \tau_{y}^z.$$  

The Center of Pressure (CoP) in the frame $C$ is given by,

$$CoP_x = -\frac{\tau_{x}^z}{f_{z}^x}, \quad CoP_y = \frac{\tau_{y}^z}{f_{z}^x}.$$

On expressing the contact normal forces as a function of $f_{iz}$ and imposing a positivity constraint on the contact normal forces, $f_{iz} \geq 0$, we can define $\alpha_i = f_{iz}/f_{iz}^x$ as the ratio of the normal force at the vertex to the total contact normal force, leading to the inequalities,

$$\alpha_1 \geq \frac{CoP_x - CoP_y}{\frac{l}{2} - \frac{d}{2}}, \quad \alpha_2 \leq \frac{CoP_x - CoP_y}{\frac{l}{2} - \frac{d}{2}}.$$

With the choice of $\alpha_1$ to equal the average of the CoP bounds, we have a suitable solution for the ratios of contact normal force decomposition,

$$\alpha_4 = \left(\max \left(0, -\frac{CoP_x - CoP_y}{\frac{l}{2} - \frac{d}{2}}\right) + \min \left(\frac{1}{2} - \frac{CoP_x}{\frac{l}{2} - \frac{d}{2}}, \frac{\frac{l}{2} - \frac{d}{2}}{2}\right)\right),$$

$$\alpha_1 = \frac{\alpha_4 + \frac{CoP_x}{\frac{l}{2} - \frac{d}{2}} + \frac{CoP_y}{\frac{l}{2} - \frac{d}{2}}}{\frac{l}{2} - \frac{d}{2}},$$

$$\alpha_2 = \frac{\alpha_4 + \frac{1}{2} - \frac{CoP_x}{\frac{l}{2} - \frac{d}{2}}}{\frac{l}{2} - \frac{d}{2}},$$

$$\alpha_3 = \frac{\alpha_4 + \frac{1}{2} - \frac{CoP_y}{\frac{l}{2} - \frac{d}{2}}}{\frac{l}{2} - \frac{d}{2}}.$$  

With this choice of ratios, $\alpha_4$ all equal to $1/4$ when the CoP lies in the center of the foot and the ratios are adjusted appropriately as the CoP moves around the rectangular surface of the approximated foot. Such a decomposition and a chosen threshold value for vertex contact detection allow the inference of the contact status of candidate points.

### VI. Lie Group Extended Kalman Filter

We employ an EKF over matrix Lie groups with right-invariant, left-invariant, and non-invariant observations.
A. State Representation

The EKF block maintains its own internal state and the results of the Dynamical IK block are considered as measurements passed to the filter. We wish to estimate the position \( \dot{A}\mathbf{o}_B \), orientation \( \dot{A}\mathbf{R}_B \), linear velocity \( \dot{A}\mathbf{v}_B \), and angular velocity \( \dot{B}\omega_{AB} \) of the base link \( B \) in the inertial frame \( F \). Additionally, we also consider the position of candidate contact points on the feet \( \dot{A}\mathbf{R}_{F_1,\ldots,F_n} \) and orientation of the feet \( \dot{A}\mathbf{R}_F \), where \( F = \{LF, RF\} \) in the state. The information about each foot incorporated into the internal state of the EKF consists of four vertex positions of the foot (\( n_F = 4 \)) along with a rotation of the foot.

For the sake of readability, we introduce some shorthand notation for this section. The tuple of state variables \( (\dot{A}\mathbf{o}_B, \dot{A}\mathbf{R}_B, \dot{A}\mathbf{v}_B, \dot{A}\mathbf{o}_B, \ldots, \dot{A}\mathbf{v}_B) \) or \( (p, R, v, d_{F_1,\ldots,F_n}) \) are encapsulated within \( SE_{N+2}(3) \) matrix Lie group [12]. The left-trivialized angular velocity of the base link \( \dot{B}\omega_{AB} \) denoted as \( \omega \) forms a translation group \( T(3) \), while feet rotations \( \dot{A}\mathbf{R}_F \) or \( \mathbf{Z}_F \) evolve over the group of rotations \( SO(3) \). Together, a state space element \( X \in \mathcal{M} \) keeping only one foot contact point and one foot orientation is then given by,

\[
X_1 = \begin{bmatrix}
R & p & v & d
0_{1 \times 3} & 1 & 0 & 0
0_{1 \times 3} & 0 & 1 & 0
0_{1 \times 3} & 0 & 0 & 1
\end{bmatrix},
X_2 = \begin{bmatrix}
I_3 & \omega & 0
0_{1 \times 3} & 1 & 0
0_{1 \times 3} & 3 & 0
\end{bmatrix},
X = \text{blkdiag}(X_1, X_2, Z).
\]

In tuple representation, we can denote the state space element as, \( X \triangleq (p, R, v, d, \omega, Z) \). The hat operator \( [\cdot]_M : \mathbb{R}^{3n_f+3N+3} \to \mathcal{M} \) with \( n_f = 1 \) and \( N = 1 \) that transports a vector \( \epsilon \) to the Lie algebra \( m \) is defined as as,

\[
[e_1]_{SE_{N+2}(3)}^\wedge = \begin{bmatrix}
S(\epsilon_R) & \epsilon_p & \epsilon_v & \epsilon_d
0_{1 \times 3} & 0 & 0 & 0
0_{1 \times 3} & 0 & 0 & 0
0_{1 \times 3} & 0 & 0 & 0
\end{bmatrix},
[e_2]_{T(3)}^\wedge = \begin{bmatrix}
0_3 & \omega & 0
0_{1 \times 3} & 1 & 0
0_{1 \times 3} & 3 & 0
\end{bmatrix},
[e]_M = \text{blkdiag} \left( [e_1]_{SE_{N+2}(3)}^\wedge, [e_2]_{T(3)}^\wedge, S(\epsilon_Z) \right),
\]

with, \( \epsilon_1 = \text{vec}(\epsilon_p, \epsilon_R, \epsilon_v, \epsilon_d) \) and the vector \( \epsilon \triangleq \text{vec}(\epsilon_1, \epsilon_\omega, \epsilon_Z) \). The exponential mapping of the state space expressed in a tuple representation is given by,

\[
\exp^\wedge_M(\epsilon) = (J(\epsilon_R) \epsilon_p, \exp(\epsilon_R), J(\epsilon_R) \epsilon_v, J(\epsilon_Z) \epsilon_d, \epsilon_\omega, \exp(\epsilon_Z))_M,
\]

where, \( \exp(\cdot) \triangleq \exp^\wedge_{SO(3)}(\cdot) \) is the exponential map of \( SO(3) \) and \( J(\cdot) \triangleq J^L(\cdot) \) is the left Jacobian of \( SO(3) \) [13]. The adjoint matrix of the considered state space \( \mathcal{M} \) is given as,

\[
\text{Ad}_X = \begin{bmatrix}
R & S(p)R & 0_3 & 0_3
0_3 & R & 0_3 & 0_3
0_3 & S(v)R & R & 0_3
0_3 & S(d)R & 0_3 & R
\end{bmatrix}, \text{Ad}_X = \text{blkdiag}(\text{Ad}_{X_1}, I_3, Z).
\]

The left Jacobian of the matrix Lie group \( \mathcal{M} \) is obtained as a block-diagonal form of the left Jacobians of the constituting matrix Lie groups given.
as \( J^l_M(\epsilon) = \text{blkdiag} \left( J^l_{SE(3)}(\epsilon_1), I_3, J(\epsilon_3) \right) \). The closed-form expression for the left Jacobian \( J^l_{SE(2)}(\epsilon) \) can be found in [14, Section 2.6]. The left Jacobian for the translation group of angular velocity is the identity matrix.

### B. System Dynamics

The continuous system dynamics evolving on the group with state \( X \in M \) is given by the dynamical system, \( \dot{X} = f(X, u) + X \left[ w\right]_M^\wedge \), where \( f \) is the deterministic dynamics, \( u \in \mathbb{R}^m \) is the exogenous control input and \( w \in \mathbb{R}^p \) is a continuous white noise, with covariance \( Q \). The system dynamics is formulated using rigid body kinematics with constant motion models for the base link along with rigid contact models for the contact points and the foot orientations.

The continuous system dynamics is then given by,

\[
\dot{p} = v, \quad \dot{R} = S(\omega)w,
\]

\[
\dot{v} = R(-w) + d = R(-b\omega) + \omega
\]

\[
\dot{\omega} = -w
\]

\[
\dot{Z} = Z \left[ w \right]_M^\wedge
\]

with the left trivialized noise vector defined as,

\[
w = \text{vec}(b_{x1}, b_{y1}, -w_{x1}, -w_{y1}, -w_{z1}, -w_{z2}, -w_{z3})
\]

and the prediction noise covariance matrix \( Q_e = E[ww^T] \).

Here, we have used \( B\omega \left[ w \right]_M^\wedge \) which denotes the rotation of the foot frame with respect to the base link computed through the forward kinematics map using the joint position inputs. The system dynamics defined in Eq. (16) does not obey the group-affine property [10, Theorem 1]

#### 1) Linearized Error Dynamics: A right invariant error, \( \eta^R = XX^{-1} \) is chosen leading to the error dynamics,

\[
\frac{d}{dt} (\hat{p} - RR^T p) = S(\hat{p})R \omega + \epsilon_v,
\]

\[
\frac{d}{dt} (RR^T) = S(R \omega),
\]

\[
\frac{d}{dt} (\hat{v} - RR^T v) = S(\hat{v})R \omega - \hat{R}w + \epsilon_v,
\]

\[
\frac{d}{dt} (\hat{d} - RR^T d) = S(\hat{d})R \omega - \hat{R}B\omega \left[ w \right]_M^\wedge + \epsilon_v
\]

\[
\frac{d}{dt} (\hat{\omega} - \omega) = -w
\]

\[
\frac{d}{dt} (Zz) = -w
\]

Using the log-linearity property, the linearized error dynamics and covariance propagation equation then become,

\[
\dot{\xi} = F_c \xi + Ad_\xi w,
\]

\[
\dot{P} = F_c P + P F_c^T + \dot{Q}_\xi,
\]

where the continuous-time, linearized error propagation matrix \( F_c \) and the prediction noise covariance matrix \( Q_e \) are given as,

\[
F_c = \begin{bmatrix}
0_3 & 0_3 & I_3 & 0_3 & S(\hat{p}) R 0_3 \\
0_3 & 0_3 & 0_3 & I_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & S(\hat{d}) R 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
\end{bmatrix},
\]

\[
Q_e = Ad_\xi Q_e, Ad_\xi^T
\]

A discretization of Eq. (16) using a zero-order hold with sampling time \( \Delta T \) leads to discrete dynamics,

\[
\begin{align*}
\hat{p}_{k+1} &= \hat{p}_k + \hat{v}_k \Delta T, \\
\hat{R}_{k+1} &= \hat{R}_k \exp_{SO(3)}(\hat{\omega}_k \Delta T),
\end{align*}
\]

\[
\begin{align*}
\hat{v}_{k+1} &= \hat{v}_k, \\
\hat{d}_{k+1} &= \hat{d}_k, \\
\hat{\omega}_{k+1} &= \hat{\omega}_k, \\
\hat{Z}_{k+1} &= \hat{Z}_k.
\end{align*}
\]

(20)

A first-order approximation for the Ricatti equations leads to,

\[
\begin{align*}
P_{k+1} &= F_p P_k F_p^T + Q_k, \\
F_p &= \exp(F_c \Delta T) \approx I_p + F_c \Delta T, \\
Q_{k} &= F_k Q_k F_k^T \Delta T.
\end{align*}
\]

#### C. Right Invariant Observations

We consider measurements having a right-invariant observation structure, \( z_k = X_k^{-1} b + n_k \in \mathbb{R}^q \) which lead to a time-invariant measurement model Jacobian [10] and follows the filter update, \( \hat{X}_k^\wedge = \exp_{M} \left( K_k \left( \hat{X}_k z_k - b \right) \right) \hat{X}_k \), where, \( K_k \) is the Kalman gain and \( n_k \) is the noise associated with the observation and \( b \) is a constant vector. A reduced dimensional gain \( K_k^c \) can be computed by applying an auxiliary matrix \( \Pi \) that selects only the non-zero elements from the full innovation vector in such a way that, \( K_k \left( \hat{X}_k z_k - b \right) = K_k^c \Pi_k \hat{X}_k z_k \). The measurement model Jacobian is obtained through a log-linear, first-order approximation of the non-linear error update,

\[
\eta_k^R = \exp_{\wedge} \left( K_k \left( \eta_k^R b - b + \hat{X}_k n_k \right) \right) \eta_k^R
\]

#### 1) Relative candidate contact point position: The joint positions \( \tilde{s} = s + w_s \) obtained from the integration of estimated joint velocities are assumed to be affected by white Gaussian noise \( w_s \) and are used to determine the relative candidate contact point positions \( h_p(\tilde{s}) \) with respect to the base link using forward kinematics. The measurement model \( h_p(X) \), right-invariant observation \( z_p \), constant vector \( b_p \), measurement model Jacobian \( H_p \), auxiliary matrix \( \Pi_p \) and measurement noise covariance matrix \( N_p \) associated with the relative position measurements are given as,

\[
\begin{align*}
\eta_k^P &= \tilde{s} - \tilde{s}^p \tilde{s}^p & \in \mathbb{R}^q, \\
z_p^s &= \left[ h_p^s(\tilde{s}) 1 0 -1 0 0 \right] \tilde{s}^p & \in \mathbb{R}^3, \\
b_p^s &= \left[ 0_4 0_4 0_4 0_4 0_4 0_4 0_4 0_4 0_4 \right] \\
H_p &= \left[ I_3 0_3 0_3 0_3 0_3 \right], \\
\Pi_p &= \left[ I_3 0_3 0_3 0_3 0_3 \right], \\
N_p &= \hat{R} \hat{S}^T_{lin,h_p(\tilde{s})} \hat{R} \hat{S}_{lin,h_p(\tilde{s})}^T \eta_k^P.
\end{align*}
\]

#### 2) Zero-velocity Update (ZUPT) aided Left Trivialized Base Velocity: With a rigid contact assumption, the null velocity of the stance foot can be associated with the base velocity. The left-trivialized base velocity measurement computed through the joint velocity measurements and the configuration dependent Jacobian of the contact point is used as a right-invariant observation for the filter. The linear part of the base velocity measurement in the form of \( X_k^{-1} b + n_k \) associated with the state variable \( v \) is then described by the quantities,

\[
\begin{align*}
\eta_v(\tilde{s}, \tilde{v}) &= -\left( Ad_{\tilde{s}}^1 H_{lin}^p \right) S_{lin,h_p(\tilde{s})} \tilde{v} & \in \mathbb{R}^3, \\
\tilde{v} &= \left[ \left[ h_v^p(\tilde{s}) \right] \tilde{v}^p \right] -1 0 0 0 \tilde{v}_1 \tilde{v}_2 \tilde{v}_3 \tilde{v}_4, \\
b_v^p &= \left[ 0_1 0_1 0_1 0_1 0_1 0_1 0_1 0_1 0_1 \right] \\
H_v &= \left[ I_3 0_3 0_3 0_3 0_3 \right], \\
\Pi_v &= \left[ I_3 0_3 0_3 0_3 0_3 \right], \\
N_v &= \hat{R} \hat{C} \eta_v(\tilde{s}, \tilde{v}) \hat{R}^T.
\end{align*}
\]
where, $\text{Ad}_g H_n \in \mathbb{R}^{6 \times 6}$ is the adjoint transformation transporting the 6D rigid body velocities from the base frame $B$ to the foot frame $F$. Similarly, the angular part of the left-trivialized base velocity measurement related to the state variable $\omega$ is described by the following quantities for filter update,

\[
h_\omega(\hat{\omega}, \bar{\omega}) = -(\text{Ad}_g^{-1} H_n)^T S_{F,B}(\hat{\omega}) \bar{\omega} \in \mathbb{R}^3,
\]

\[
z_\omega^T = \begin{bmatrix} 0_{1 \times 3} & 0 & 0 & 0_{1 \times 3} & -1 & 0_{1 \times 3} \end{bmatrix},
\]

\[
b_\omega^T = \begin{bmatrix} 0_{1 \times 3} & 0 & 0 & 0 & 0_{1 \times 3} & -1 \end{bmatrix},
\]

\[
H_\omega = \begin{bmatrix} 0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 \end{bmatrix},
\]

\[
\Pi_\omega = \begin{bmatrix} 0_{3 \times 6} & I_3 & 0_{3 \times 4} \end{bmatrix}, N_\omega = \text{Cov}(n_\omega^B).
\]

We have used $n_\omega^B$ and $n_\omega^D$ to denote an additive forward kinetic noise affecting the velocity computations.

### D. Left Invariant Observations

We also consider measurements having a left-invariant observation structure, $z_k = X_k b + n_k$ which lead to a time-invariant measurement model Jacobian obtained through a first-order approximation of the error update equation,

\[
\eta_k^+ = \eta_k^L \exp^L_{M_k} K_k \left( \left( \eta_k^L \right)^{-1} b - b + X_k^{-1} n_k \right).
\]

The filter is then updated by applying the correction through $X_k^+ = X_k \exp^L_{M_k} \left( K_k \left( X_k^{-1} z_k - b \right) \right)$. However, since we have considered right-invariant error $\eta_k^R$ in our filter design, in order to incorporate the updates from the left-invariant observations, it is necessary to transform the right invariant error to be expressed as the left-invariant error [12] which can be done using the adjoint map as $\epsilon^R = \text{Ad}_g \epsilon^L$ and $\epsilon^L = \text{Ad}_g^{-1} \epsilon^R$. This implies a switching between the covariance of right- and left-invariant errors as,

\[
\begin{align*}
P^L &= \text{Ad}_g^{-1} P R \text{Ad}_g^{-1}, \\
P^R &= \text{Ad}_g P R \text{Ad}_g.
\end{align*}
\]

1) **Base Collocated Gyroscope:** The gyroscope measurements from the pelvis IMU is used to formulate a left-invariant observation, assuming that they are not affected by any time-varying biases but only by additive white noise $w_g^D$.

Considering that the IMU is rigidly attached to the pelvis link and the rotation $\text{Ad}_{\hat{R}^B_{\text{nat}}}$ between the pelvis link and the pelvis IMU is known, we can compute the left-invariant observations leading to the quantities relevant for filter update as,

\[
h_g(\hat{\omega}) = R^B_{\text{nat}} R^B_{\text{hat}} \hat{\omega} \in \mathbb{R}^3,
\]

\[
z_g^T = \begin{bmatrix} 0_{1 \times 3} & 0 & 0 & 0_{1 \times 3} & 1 & 0_{1 \times 3} \end{bmatrix},
\]

\[
b_g^T = \begin{bmatrix} 0_{1 \times 3} & 0 & 0 & 0_{1 \times 3} & 1 \end{bmatrix},
\]

\[
H_g = \begin{bmatrix} 0_3 & 0_3 & 0_3 & 0_3 & 0_3 \end{bmatrix},
\]

\[
\Pi_g = \begin{bmatrix} 0_{3 \times 6} & I_3 & 0_{3 \times 4} \end{bmatrix}, N_g = \text{Cov}(w_g^B).
\]

Since, the linearized error update follows standard EKF equations, the gain $K_k$ and covariance update can be computed as,

\[
S_k = H P_k H^T + \hat{N}_k,
\]

\[
K_k = P_k H^T (S_k)^{-1},
\]

\[
P_{k+1} = (I - K_k H) P_k.
\]

### E. Non Invariant Observations

Non-invariant observations considered to be evolving over a distinct matrix Lie group $G'$ are in the form $\dot{Y}_{k+1} = h(X_{k+1}) \exp^L_{G'} (n_{k+1})$ [9]. The right invariant error leads to the innovation term, $\tilde{z} = \log^L_{G'} (h^{-1}(X)) (\exp^L_{G'} (\epsilon) X)$, and the measurement model Jacobian as, $H = -\frac{\partial}{\partial \epsilon} \log^L_{G'} (h^{-1}(X)) (\exp^L_{G'} (\epsilon) X) \vert_{\epsilon=0}$.  

1) **Relative foot link rotation:** The joint positions $\hat{s}$ obtained from the integration of estimated joint velocities $\hat{s}$ is passed through the forward kinematics map to determine the relative foot orientations $h_R(\hat{s})$.

\[
h_R(X) = R^T \hat{Z} \exp_{SO(3)} (F S_{B,F} (\hat{\omega}) w_a) \in SO(3),
\]

\[
H_R = \begin{bmatrix} 0_3 & -\hat{Z} & 0_3 & 0_3 & 0_3 & 0_3 \end{bmatrix},
\]

\[
N_R = F S_{B,F} (\hat{s}) \text{Cov}(w_a) F S_{B,F} (\hat{s})^T.
\]

2) **Terrain Height Update:** For candidate points that are actively in contact with the environment, the height measurement from a known map affected by noise $w_d$ is used to update the filter states. High covariance values are associated with $(d_x, d_y)$ coordinates while map covariance values is set for the height $d_z$. The measurement update equations for non-invariant observation can be written as,

\[
h_d(X) = d + w_d \in \mathbb{T}(3),
\]

\[
H_d = \begin{bmatrix} 0_3 & S(d) & 0_3 & -I_3 & 0_3 & 0_3 \end{bmatrix},
\]

\[
N_d = \text{Cov}(w_d).
\]

3) **Contact Plane Orientation Update:** In cases where, the foot is in planar rigid contact with the environment, we enable a contact plane orientation update. We relate the contact plane orientation measurement affected by noise $w_c$ directly to the foot orientation $Z$. The filter update quantities associated with this measurement can be summarized as,

\[
h_c(X) = \hat{Z} \exp_{SO(3)} (w_c) \in SO(3),
\]

\[
H_c = \begin{bmatrix} 0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 & \hat{Z}^T \end{bmatrix},
\]

\[
N_c = \text{Cov}(w_c).
\]

The state update in the tangent space becomes $m_{k+1} = K_{k+1} \bar{z}_{k+1}$, which is used for the state reparametrization $\hat{X}_{k+1} = \exp^L_{M_k} (m_{k+1}) \hat{X}_{k+1}$. The state covariance is updated as $P_{k+1} = J_{M_k}^T (I_p - K_{k+1} H_{k+1}) P_k | J_{M_k} (m_{k+1})^T$.

### VII. Experiments and Results

In this section, we present the results from the experimental evaluation of the proposed estimation algorithm for reconstructing the whole body kinematic motion of the human performing walking-in-place and free walking motions.

#### A. Experimental Setup

The experiments were conducted with a human subject wearing sensorized suit and shoes developed by iFeel Tech which are part of a whole-body wearable technology aimed at real-time human motion tracking and articular stress analysis. Each shoe worn by the human is equipped with 6-axis force-torque sensors at its front and rear part of the sole and streams a ground reaction wrench measurement at 60Hz. The sensorized suit consists of 10 iFeel nodes distributed as follows: 2
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nodes on each arm (upper arm, fore arm), 2 nodes on each leg (upper leg, lower leg), one each on the Pelvis and stern and 2 nodes on the foot as part of the shoes. Each iFeel node has a Bosch BNO055 IMU that streams measurements at 60Hz.

For the articulated rigid-body human model, we use the URDF model relevant to the subject available from the human-gazebo project. A subset of 29 Degrees of Freedom (DoFs), from a total of 48 DoFs, related to the limb and torso kinematics is used to reconstruct a coarse full-body motion.

For a validation of the estimated floating base pose, we perform a comparison with a base trajectory obtained from two different methods. The first method simply uses a Vive motion tracker that is mounted on the base link of the human subject (Pelvis) in order to track the base pose trajectory. Another base trajectory is obtained from a base line algorithm, referred to as HSP, which relies solely on the dynamical IK, circumventing the connection with the proposed EKF. This approach uses the known floor position as a pseudo-target measurement within the IK whenever a foot contact is detected, thereby constraining the whole body motion to achieve legged odometry.

The data from the iFeel suit and shoes along with the tracker pose are logged at a frequency of 50Hz during the experiments and is played back in real-time to run the Whole Body Kinematics (WBK) estimation and the baseline algorithm (HSP) at 50Hz. The output trajectories are then saved in Matlab data format and aligned to the same reference frame for plotting the results. The trajectories are aligned using \( \mathbf{AX} = \mathbf{YB} \) calibration method to find an unknown transformation between the tracker and Pelvis and another between the world frames.

### B. Experiments

For the experiments, the subject initially stays in an extended arm configuration, usually referred to as \( T\text{Pose} \) configuration before performing the actual motion. A calibration procedure is performed during \( T\text{Pose} \) to align the measurements from different IMUs to a common reference frame for the estimation. We make use of only absolute orientation measurements from the IMUs as inputs to the dynamical IK block. The differential inverse kinematics is solved using a QP solver with the consideration of joint limits for the legs tuned to allow for physically feasible motion. The rectangular foot geometry is set using the dimensions of the sensorized shoes. Known constant floor height is passed as a measurement to the EKF every time a candidate point on the foot is detected to be in contact. When all the candidate points on the foot are in contact, a contact orientation reflecting the flat planar contact surface is passed as measurement by setting the tilt angles to zero. The estimated base pose is not fed back to the Dynamical IK block. This allows the joint state estimation to be invariant of the floating base pose and depends only on the orientation measurements and relative kinematics. The accuracy in aligning the estimated trajectories with the Vive tracker trajectory is low due to missing data in the latter, and for this reason we pertain to a qualitative comparison for discussion.

### 1) In-Place Walking Motion

Figure 1 shows one snapshot from the walking-in-place trajectory performed by the human and the estimated trajectory at that time instant. The overall base motion is fairly reconstructed in comparison with the Vive tracker trajectory as seen in Figure 5. The baseline algorithm HSP is seen to suffer considerably more from drifts in the forward direction \( x \) and along the base height \( z \) leading to resemble a stair-case walking motion. WBK suffers from low position drifts owing to the contact-aided measurements such as terrain height and contact plane updates. WBK is seen to be sensitive to the covariance of the base gyroscope measurements leading to varying degree of errors in the roll and heading angles of the base orientation. A considerable tuning effort is required to obtain reliable pose estimates from the EKF.

### 2) Free Walking Motion

Figure 4 shows snapshots from the walking trajectory performed by the human and the estimated trajectory at those time instants. The overall walking motion seems to reasonably reconstructed and from Figure 5, it can be seen that WBK performs comparably with the HSP algorithm for a walking motion. HSP gains 5cm on the base height for a 12s walking over a flat surface, while WBK maintains the nominal base height during walking with deviations less than 1cm. WBK is seen to suffer more in the forward walking and heading directions, eventhough it can be seen from Figure 6 that the evolution of the global CoP computed from the estimated base pose is consistent with the walking motion. The CoP moves from the heel to toe for a forward walking motion and changes sharply during turns while always remaining bounded between the feet polygons obtained from the estimated positions of candidate contact points on the feet. The rectangular shape of the feet is not preserved by the estimated positions on the XY-plane eventhough the contact-aided measurement updates are enforced. This is because the knowledge of the rectangular feet is not exploited in the EKF and the contact position states are completely decoupled from the feet orientation states and are related only to the base orientation. The filter can be constrained to obtain better estimates by introducing this information.

### VIII. Conclusion

In this paper, we presented an approach for whole body kinematics estimation of a human using distributed inertial and force-torque sensing, in the absence of position sensors. This is done by extending a Dynamical IK approach for joint state estimation with floating base estimation using contact-aided filtering on Lie groups. The proposed method was validated qualitatively for flat surface walking and in-place walking motions in comparison with trajectories obtained from Vive motion tracking system.

There is definitely room for many improvements to the proposed algorithm especially concerning the prediction model and thresholding based contact inference. Nevertheless, the methodology allows for a modular and effective approach for full body estimation by exploiting filtering on Lie groups in cascade with inverse kinematics. Further, the method is directly applicable also to robots with similar
sensing capabilities thereby allowing for a unified kinematic estimation approach for both humans and robots.

Future work aims to extend the EKF with a more reliable prediction model that is learned from data along with relevant learned measurement models that will allow removing the dependence on using absolute orientation measurements which are usually affected by magnetometer drifts.