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Abstract. We address the problem of generating diverse 3D human motions from textual descriptions. This challenging task requires joint modeling of both modalities: understanding and extracting useful human-centric information from the text, and then generating plausible and realistic sequences of human poses. In contrast to most previous work which focuses on generating a single, deterministic, motion from a textual description, we design a variational approach that can produce multiple diverse human motions. We propose TEMOS, a text-conditioned generative model leveraging variational autoencoder (VAE) training with human motion data, in combination with a text encoder that produces distribution parameters compatible with the VAE latent space. We show the TEMOS framework can produce both skeleton-based animations as in prior work, as well more expressive SMPL body motions. We evaluate our approach on the KIT Motion-Language benchmark and, despite being relatively straightforward, demonstrate significant improvements over the state of the art. Code and models are available on our webpage.

1 Introduction

We explore the problem of generating 3D human motions, i.e., sequences of 3D poses, from natural language textual descriptions (in English in this paper). Generating text-conditioned human motions has numerous applications both for the virtual (e.g., game industry) and real worlds (e.g., controlling a robot with speech for personal physical assistance). For example, in the film and game industries, motion capture is often used to create special effects featuring humans. Motion capture is expensive, therefore technologies that automatically synthesize new motion data could save time and money.

Language represents a natural interface for people to interact with computers \cite{20}, and our work provides a foundational step towards creating human animations using natural language input. The problem of generating human motion from free-form text, however, is relatively new since it relies on advances in both language modeling and human motion synthesis. Regarding the former, we build on advances in language modeling using transformers. In terms of human motion synthesis, much of the previous work has focused on generating motions conditioned on a single action label, not a sentence, e.g., \cite{16,42}. Here we go
A man walks in a circle. A person stands, then walks a few steps, then stops again.

Fig. 1: **Goal:** Text-to-Motions (TEMOS) learns to synthesize human motion sequences conditioned on a textual description and a duration. SMPL pose sequences are generated by sampling from a single latent vector, $z$. Here, we illustrate the diversity of our motions on two sample texts, providing three generations per text input. Each image corresponds to a motion sequence where we visualize the root trajectory projected on the ground plane and the human poses at multiple equidistant time frames. The flow of time is shown with a color code where lighter blue denotes the past.

further by encoding both the language and the motion using transformers in a joint latent space. The approach is relatively straightforward, yet achieves results that significantly outperform the latest state of the art. We perform extensive experiments and ablation studies to understand which design choices are critical.

Despite recent efforts in this area, most current methods generate only one output motion per text input [30, 2, 14]. That is, with the input “A man walks in a circle”, these methods synthesize one motion. However, one description often can map to multiple ways of performing the actions, often due to ambiguities and lack of details, e.g., in our example, the size and the orientation of the circle are not specified. An ideal generative model should therefore be able to synthesize multiple sequences that respect the textual description while exploring the degrees of freedom to generate natural variations. While, in theory, the more precise the description becomes, the less space there is for diversity; it is a desirable property for natural language interfaces to manage intrinsic ambiguities of linguistic expressions [13]. In this paper, we propose a method that allows sampling from a distribution of human motions conditioned on natural language descriptions. Figure 1 illustrates multiple sampled motions generated from two input texts; check the project webpage [41] for video examples.

A key challenge is building models that are effective for temporal modeling. Most prior work employs autoregressive models that iteratively decode the next time frame given the past. These approaches may suffer from drift over time and often, eventually, produce static poses [37]. In contrast, sequence-level generative models encode an entire sequence and can exploit long-range context. In this work, we incorporate the powerful Transformer models [52], which have proven effective for various sequence modeling tasks [9, 4]. We design a simple yet effective architecture, where both the motion and text are input to Transformer encoders before projecting them to a cross-modal joint space. Similarly, the motion decoder uses a Transformer architecture taking positional encodings and a latent vector as input, and generating a 3D human motion (see Figure 2). Notably, a single sequence-level latent vector is used to decode the motion in one shot, without any autoregressive iterations. Through detailed ablation studies, we show that the main improvement over prior work stems from this design.
A well-known challenge common to generative models is the difficulty of evaluation. While many metrics are used in evaluating generated motions, each of them is limited. Consequently, in this work, we rely on both quantitative measures that compare against the ground truth motion data associated with each test description, and human perceptual studies to evaluate the perceived quality of the motions. The former is problematic particularly for this work, because it assumes one true motion per text, but our method produces multiple motions due to its probabilistic nature. We find that human judgment of motion quality is necessary for a full picture.

Moreover, the state of the art reports results on the task of future motion prediction. Specifically, Ghosh et al. [14] assume the first pose in the generated sequence is available from the ground truth. In contrast, we evaluate our method by synthesizing the full motion from scratch; i.e. without conditioning on the first, ground truth, frame. We provide results for various settings, e.g., comparing a random generation against the ground truth, or picking the best out of several generations. We outperform previous work even when sampling a single random generation, but the performance improves as we increase the number of generations and pick the best.

A further addition we make over existing text-to-motion approaches is to generate sequences of SMPL body models [33]. Unlike classical skeleton representations, the parametric SMPL model provides the body surface, which can support future research on motions that involve interaction with objects or the scene. Such skinned generations were considered in other work on unconstrained or action-conditioned generation [63,42]. Here, we demonstrate promising results for the text-conditioning scenario as well. The fact that the framework supports multiple body representations, illustrates its generality.

In summary, our contributions are the following: (i) We present Text-to-Motions (TEMOS), a novel cross-modal variational model that can produce diverse 3D human movements given textual descriptions in natural language. (ii) In our experiments, we provide an extensive ablation study of the model components and outperform the state of the art by a large margin both on standard metrics and through perceptual studies. (iii) We go beyond stick figure generations, and exploit the SMPL model for text-conditioned body surface synthesis, demonstrating qualitatively appealing results. The code and trained models are available on our project page [41].

2 Related work

We provide a brief summary of relevant work on human motion synthesis and text-conditioned motion generation. While there is also work on facial motion generation [24,8,46,12], here we focus on articulated human bodies.

**Human motion synthesis.** While there is a large body of work focusing on future human motion prediction [40,17,6,3,63,60] and completion [10,18], here, we give an overview of methods that generate motions from scratch (i.e., no past or future observations). Generative models of human motion have been designed using GANs [1,31], VAEs [16,42], or normalizing flows [19,61]. In this work, we
employ VAEs in the context of Transformer neural network architectures. Recent work suggest that VAEs are effective for human motion generation compared with GANs [16,42], while being easier to train.

Motion synthesis methods can be broadly divided into two categories: (i) unconstrained generation, which models the entire space of possible motions [57,64,62] and (ii) conditioned synthesis, which aims for controllability such as using music [27,28,29], speech [7,15], action [16,42], and text [30,31,1,2,14,49] conditioning. Generative models that synthesize unconstrained motions aim, by design, to sample from a distribution, allowing generation of diverse motions. However, they lack the ability to control the generation process. On the other hand, the conditioned synthesis can be further divided into two categories: deterministic [30,2,14] or probabilistic [1,31,27,28,16,42]. In this work, we focus on the latter, motivated by the fact that there are often multiple possible motions for a given condition.

**Text-conditioned motion generation.** Recent work explores the advances in natural language modeling [38,9] to design sequence-to-sequence approaches to cast the text-to-motion task as a machine translation problem [44,30,1]. Others build joint cross-modal embeddings to map the text and motion to the same space [56,2,14], which has been a success in other research area [45,59,58,5].

Several methods use an impoverished body motion representation. For example, some do not model the global trajectory [44,56], making the motions unrealistic and ignoring the global movement description in the input text. Text2Action [1] uses a sequence-to-sequence model but only models the upper body motion. This is because Text2Action uses a semi-automatic approach to create training data from the MSR-VTT captioned video dataset [54], which contains frequently occluded lower bodies. They apply 2D pose estimation, lift the joints to 3D, and employ manual cleaning of the input text to make it generic.

Most other work uses 3D motion capture data [30,31,2,14]. DVGANS [31] adapt the CMU MoCap database [51] and Human3.6M [22,23] for the task of motion generation and completion, and they use the action labels as text-conditioning instead of categorical supervision. More recent works [30,2,14] employ the KIT Motion-Language dataset [43], which is also the focus of our work.

A key limitation of many state-of-the-art text-conditioned motion generation models is that they are deterministic [2,14]. These methods employ a shared cross-modal latent space approach. Ahuja et al. [2] employ word2vec text embeddings [38], while [14] uses the more recent BERT model [9].

Most similar to our work is Ghosh et. al. [14], which builds on Language2Pose [2]. Our key difference is the integration of a variational approach for sampling a diverse set of motions from a single text. Our further improvements include the use of Transformers to encode motion sequences into a single embedding instead of the autoregressive approach in [14]. This allows us to encode distribution parameters of the VAE as in [42], proving effective in our state-of-the-art results. Ghosh et al. [14] also encode the upper body and lower body separately, whereas our approach does not need such hand crafting.
3 Generating multiple motions from a textual description

In this section, we start by formulating the problem (Section 3.1). We then provide details on our model design (Section 3.2), as well as our training strategy (Section 3.3).

3.1 Task definition

Given a sentence describing a motion, the goal is to generate various sequences of 3D human poses and trajectories that match the textual input. Next, we describe the representation for the text and motion data.

**Textual description** represents a written natural language sentence (e.g., in English) that describes what and how a human motion is performed. The sentence can include various levels of detail: a precise sequence of actions such as “A human walks two steps and then stops” or a more ambiguous description such as “A man walks in a circle”. The data structure is a sequence of words $W_{1:N} = W_1, \ldots, W_N$ from the English vocabulary.

**3D human motion** is defined as a sequence of human poses $H_{1:F} = H_1, \ldots, H_F$, where $F$ denotes the number of time frames. Each pose $H_f$ corresponds to a
representation of the articulated human body. In this work, we employ two types of body motion representations: one based on skeletons, one based on SMPL \cite{SMPL}. First, to enable a comparison with the state of the art, we follow the rotation-invariant skeleton representation from Holden et. al. \cite{Holden}, which is used in the previous work we compare with \cite{NIPS2019_8793, PCCV20}. Second, we incorporate the parametric SMPL representation by encoding the global root trajectory of the body and parent-relative joint rotations in 6D representation \cite{6D_Joint}. We provide detailed formulations for both motion representations in Appendix B.

More generally, a human motion can be represented by a sequence of $F$ poses each with $p$ dimensions, so that at frame $f$, we have $H_f \in \mathbb{R}^p$. Our goal is, given a textual description $W_{1:N}$, to sample from a distribution of plausible motions $H_{1:F}$ and to generate multiple hypotheses.

### 3.2 TEMOS model architecture

Following \cite{NIPS2019_8793}, we learn a joint latent space between the two modalities: motion and text (see Figure 2). To incorporate generative modeling in such an approach, we employ a VAE \cite{VAE} formulation that requires architectural changes. We further employ Transformers \cite{Transformer} to obtain sequence-level embeddings both for the text and motion data. Next, we describe the two encoders for motion and text, followed by the motion decoder.

**Motion and text encoders.** We have two encoders for representing motion $\mathcal{M}_{enc}$ and text $\mathcal{T}_{enc}$ in a joint space. The encoders are designed to be as symmetric as possible across the two modalities. To this end, we adapt the ACTOR \cite{ACTOR} Transformer-based VAE motion encoder by making it class-agnostic (i.e., removing action conditioning). This encoder takes as input a sequence of vectors of arbitrary length, as well as learnable distribution tokens. The outputs corresponding to the distribution tokens are treated as Gaussian distribution parameters $\mu$ and $\Sigma$ of the sequence-level latent space. Using the reparameterization trick \cite{VAE}, we sample a latent vector $z \in \mathbb{R}^d$ from this distribution (see Figure 2). The latent space dimensionality $d$ is set to 256 in our experiments.

For the motion encoder $\mathcal{M}_{enc}$, the input sequence of vectors is $H_{1:F}$, representing the poses. For the text encoder $\mathcal{T}_{enc}$, the inputs are word embeddings for $W_{1:N}$ obtained from a pretrained language model DistilBERT \cite{DistilBERT}. We freeze the weights of DistilBERT unless stated otherwise.

**Motion decoder.** The motion decoder $\mathcal{M}_{dec}$ is a Transformer decoder (as in ACTOR \cite{ACTOR}, but without the bias token to make it class agnostic), so that given a latent vector $z$ and a duration $F$, we generate a 3D human motion sequence $\hat{H}_{1:F}$ non-autoregressively from a single latent vector. Note that such an approach does not require masks in self-attention, and tends to provide a globally consistent motion. The latent vector is obtained from one of the two encoders during training (described next, in Section 3.3), and the duration is represented as a sequence of positional encodings in the form of sinusoidal functions. We note that our model can produce variable durations, which is another source of diversity (see supplementary video \cite{Supplementary}).
3.3 Training strategy

For our cross-modal neural network training, we sample a batch of text-motion pairs at each training iteration. In summary, both input modalities go through their respective encoders, and both encoded vectors go through the motion decoder to reconstruct the 3D poses. This means we have one branch that is text-to-motion and another branch that is an autoencoder for motion-to-motion (see Figure 2). At test time, we only use the text-to-motion branch. This approach proved effective in previous work [2]. Here, we first briefly describe the loss terms to train this model **probabilistically**. Then, we provide implementation details.

Given a ground-truth pair consisting of human motion $H_{1:F}$ and textual description $W_{1:N}$, we use (i) two reconstruction losses – one per modality, (ii) KL divergence losses comparing each modality against Gaussian priors, (iii) KL divergence losses, as well as a cross-modal embedding similarity loss to compare the two modalities to each other.

**Reconstruction losses ($L_R$).** We obtain $\hat{H}_1^{M:F}$ and $\hat{H}_1^{T:F}$ by inputting the motion embedding and text embedding to the decoder, respectively. We compare these motion reconstructions to the ground-truth human motion $H_{1:F}$ via:

$$L_R = L_1(H_{1:F}, \hat{H}_1^{M:F}) + L_1(H_{1:F}, \hat{H}_1^{T:F})$$

where $L_1$ denotes the smooth L1 loss.

**KL losses ($L_{KL}$).** To enforce the two modalities to be close to each other in the latent space, we minimize the Kullback-Leibler (KL) divergences between the distributions of the text embedding $\phi^T = \mathcal{N}(\mu^T, \Sigma^T)$ and the motion embedding $\phi^M = \mathcal{N}(\mu^M, \Sigma^M)$. To regularize the shared latent space, we encourage each distribution to be similar to a normal distribution $\psi = \mathcal{N}(0, I)$ (as in standard VAE formulations). Thus we obtain four terms:

$$L_{KL} = KL(\phi^T, \phi^M) + KL(\phi^M, \phi^T) + KL(\phi^T, \psi) + KL(\phi^M, \psi).$$

**Cross-modal embedding similarity loss ($L_E$).** After sampling the text embedding $z^T \sim \mathcal{N}(\mu^T, \Sigma^T)$ and the motion embedding $z^M \sim \mathcal{N}(\mu^M, \Sigma^M)$ from the two encoders, we also constrain them to be as close as possible to each other, with the following loss term (i.e., loss between the cross-modal embeddings):

$$L_E = L_1(z^T, z^M).$$

The resulting total loss is defined as a weighted sum of the three terms: $L = L_R + \lambda_{KL}L_{KL} + \lambda_EL_E$. We empirically set $\lambda_{KL}$ and $\lambda_E$ to $10^{-5}$, and provide ablations. While some of the loss terms may appear redundant, we experimentally validate each term.

**Implementation details.** We train our models for 1000 epochs with the AdamW optimizer [25,34] using a fixed learning rate of $10^{-4}$. Our minibatch size is set to 32. Our Transformer encoders and decoders consist of 6 layers for both motion
and text encoders, as well the motion decoder. Ablations about these hyperparameters are presented in Appendix A.

At training time, we input the full motion sequence, i.e., a variable number of frames for each training sample. At inference time, we can specify the desired duration $F$ (see supplementary video [41]); however, we provide quantitative metrics with known ground-truth motion duration.

4 Experiments

We first present the data and performance measures used in our experiments (Section 4.1). Next, we compare to previous work (Section 4.2) and present an ablation study (Section 4.3). Then, we demonstrate our results with the SMPL model (Section 4.4). Finally, we discuss limitations (Section 4.5).

4.1 Data and evaluation metrics

KIT Motion-Language [43] dataset (KIT) provides raw motion capture (MoCap) data, as well as processed data using the Master Motor Map (MMM) framework [50]. The motions comprise a collection of subsets of the KIT Whole-Body Human Motion Database [36] and of the CMU Graphics Lab Motion Capture Database [51]. The dataset consists of 3911 motion sequences with 6353 sequence-level description annotations, with 9.5 words per description on average. We use the same splits as in Language2Pose [2] by extracting 1784 training, 566 validation and 587 test motions (some motions do not have corresponding descriptions). As the model from Ghosh et al. [14] produce only 520 sequences in the test set (instead of 587), for a fair comparison we evaluate all methods with this subset, which we will refer to as the test set. If the same motion sequence corresponds to multiple descriptions, we randomly choose one of these descriptions at each training iteration, while we evaluate the method on the first description. Recent state-of-the-art methods on text-conditioned motion synthesis employ this dataset, by first converting the MMM axis-angle data into 21 $xyz$ coordinates and downsampling the sequences from 100 Hz to 12.5 Hz. We do the same procedure, and follow the training and test splits explained above to compare methods. Additionally, we find correspondences from the KIT sequences to the AMASS MoCap collection [35] to obtain the motions in SMPL body format. We note that this procedure resulted in a subset of 2888 annotated motion sequences, as some sequences have not been processed in AMASS. We refer to this data as KIT_{SMPL}.

Evaluation metrics. We follow the performance measures employed in Language2Pose [2] and Ghosh et al. [14] for quantitative evaluations. In particular, we report Average Positional Error (APE) and Average Variance Error (AVE) metrics. However, we note that the results in [14] do not match the ones in [2] due to lack of evaluation code from [2]. We identified minor issues with the evaluation code of [14] (more details in Appendix C); therefore, we reimplement our own evaluation. Moreover, we introduce several modifications (which we believe make the metrics more interpretable): in contrast to [14,2], we compute the root
joint metric by using the joint coordinates only (and not on velocities for \( x \) and \( y \) axes) and all the metrics are computed without standardizing the data (i.e., mean subtraction and division by standard deviation). Our motivation for this is to remain in the coordinate space since the metrics are *positional*. Note that the KIT data in the MMM format is canonicalized to the same body shape. We perform most of our experiments with this data format to remain comparable to the state of the art. We report results with the SMPL body format separately since the skeletons are not perfectly compatible (see Appendix A.6). Finally, we convert our low-fps generations (at 12 Hz) to the original frame-rate of KIT (100 Hz) via linear interpolation on coordinates and report the error comparing to this original ground truth. We display the error in meters.

As discussed in Section 1, the evaluation is suboptimal because it assumes one ground truth motion per text; however, our focus is to generate multiple different motions. The KIT test set is insufficient to design distribution-based metrics such as FID, since there are not enough motions for the same text (see Appendix E for statistics). We therefore report the performance of generating a single sample, as well as generating multiple and evaluating the closest sample to the ground truth. We rely on additional perceptual studies to assess the correctness of multiple generations, which is described in Appendix C.

### 4.2 Comparison to the state of the art

**Quantitative.** We compare with the state-of-the-art text-conditioned motion generation methods [30, 2, 14] on the test set of the KIT dataset (as defined in 4.1). To obtain motions for these three methods, we use their publicly available codes (note that all three give the ground truth initial frame as input to their generations). We summarize the main results in Table 1. Our TEMOS approach substantially outperforms on all metrics, except APE on local joints. As pointed by [2, 14], the most difficult metric that better differentiates improvements on this dataset is the APE on the root joint, and we obtain significant improvements on this metric. Moreover, we sample a random latent vector for reporting the results for TEMOS; however, as we will show next in Section 4.3, if we sample more, we are more likely to find the motion closer to the ground truth.

**Qualitative.** We further provide qualitative comparisons in Figure 4 with the state of the art. We show sample generations for Lin et al. [30], JL2P [2], and Ghosh et al. [14]. The motions from our TEMOS model reflect the semantic content of the input text better than the others across a variety of samples. Furthermore, we observe that while [30] generates overly smooth motions, JL2P has lots of foot sliding. [14], on the other hand, synthesizes unrealistic motions due to exaggerated foot contacts (and even extremely elongated limbs such as in 3rd column, 3rd row of Figure 4). Our generations are the most realistic among all. Further visualizations are provided in the supplementary video [41].

**Perceptual study.** These conclusions are further justified by two human perceptual studies that evaluate which methods are preferred in terms of semantics (correspondence to the text) or in terms of realism. For the first study, we displayed a pair of motions (with a randomly swapped order in each display) and a description of the motion, and asked Amazon Mechanical Turk (AMT) workers
Table 1: **State-of-the-art comparison:** We compare our method with recent works [30,2,14], on the KIT Motion-Language dataset [43] and obtain significant improvements on most metrics (values in meters) even if we are sampling a random motion per text conditioning for our model.

| Methods           | Average Positional Error ↓ (m) | Average Variance Error ↓ (m) |
|-------------------|--------------------------------|-----------------------------|
|                   | root joint | global traj. | mean local | mean global | root joint | global traj. | mean local | mean global |
| Lin et. al. [30]  | 1.966      | 1.956        | 0.105       | 1.969       | 0.790      | 0.790        | 0.007       | 0.791       |
| JL2P [2]          | 1.622      | 1.616        | 0.097       | 1.630       | 0.669      | 0.669        | 0.006       | 0.672       |
| Ghosh et al. [14] | 1.291      | 1.242        | 0.206       | 1.294       | 0.564      | 0.548        | 0.024       | 0.563       |
| TEMOS (ours)      | 0.963      | 0.955        | 0.104       | 0.976       | 0.445      | 0.445        | 0.005       | 0.448       |

Fig. 3: **Perceptual study:** (a) We ask users which motion corresponds better to the input text between two displayed samples generated from model A vs model B. (b) We ask other users which motion is more realistic without showing the textual description. We report the percentage for which the users show a preference for A. The red dashed line denotes the 50% level (equal preference). On the left of both studies, our generations from TEMOS were rated better than the previous work of Lin et al. [30], JL2P [2], and Ghosh et al. [14]. On the right of both studies, we compare against the ground truth (GT) and see that our motions are rated as better than the GT 15.5% and 38.5% of the time, whereas Ghosh et al. [14] are at 8.5% and 5.5%.

We collected answers for 100 randomly sampled test descriptions, showing each description to multiple workers. For the second study, we asked another set of AMT workers the question: “Which motion is more realistic?” without showing the description. We give more details on our perceptual studies in Appendix C.

The resulting ranking between our method and each of the state-of-the-art methods [30,2,14] is reported in Figure 3. We see that humans perceive our motions as better matching the descriptions compared to all three state-of-the-art methods, especially significantly outperforming Lin et al. [30] (users preferred TEMOS over [30] 90.5% of the time). For the more competitive and more recent Ghosh et al. [14] method, we ask users to compare their generations against the ground truth. We do the same for our generations and see that users preferred our motions over the ground truth 15.5% of the time where the ones from Ghosh et al. [14] are preferred only 8.5% of the time. Our generations are also clearly preferred in terms of realism over the three methods. Our motions are realistic enough that they are preferred to real motion capture data 38.5% of the time, as compared to 5.5% of the time for Ghosh et al. [14].
Fig. 4: **Qualitative comparison to the state of the art**: We qualitatively compare the generations from our TEMOS model with the recent state-of-the-art methods and the ground truth (GT). We present different textual queries in columns, and different methods in rows. Overall, our generations better match semantically to the textual descriptions. We further overcome several limitations with the prior work, such as over-smooth motions in Lin et al. [30], foot sliding in J2LP [2], and exaggerated foot contacts in Ghosh et al. [14], which can better be viewed in our supplementary video [41].

### 4.3 Ablation study

In this section, we evaluate the influence of several components of our framework in a controlled setting.

**Variational design.** First, we ‘turn off’ the variational property of our generative model and synthesize a single motion per text. Instead of two learnable distribution tokens as in Figure 2, we use one learnable *embedding* token from which we directly obtain the latent vector using the corresponding encoder output (hence removing sampling). We removed all the KL losses such that the model becomes deterministic, and keep the embedding similarity loss to learn the joint latent space. In Table 2, we report performance metrics with this approach and see that we already obtain competitive performance with the deterministic version of our model, demonstrating the improvements from our temporal sequence modeling approach compared to previous works.

As noted earlier, our variational model can produce multiple generations for the same text, and a single random sample may not necessarily match the ground
Table 2: Variational vs deterministic models: We first provide the performance of the deterministic version of our model. We then report results with several settings using our variational model: (i) generating a single motion per text to compare against the ground truth (either randomly or using a zero-vector representing the mean of the Gaussian latent space), and (ii) generating 10 motions per text, each compared against the ground truth separately (either averaging the metrics or taking the motion with the best metric). As expected, TEMOS is able to produce multiple hypotheses where the best candidates improve the metrics.

| Model           | Sampling            | Deterministic | Variational 1 sample, \(z = \vec{0}\) | Variational 1 random sample | Variational 10 random avg | Variational 10 random best |
|-----------------|---------------------|---------------|----------------------------------------|-----------------------------|----------------------------|---------------------------|
|                 |                     | Average Positional Error ↓ |                           | Average Variance Error ↓ |                           |                           |
|                 |                     | root joint global traj. mean local mean global | root joint global traj. mean local mean global | root joint global traj. mean local mean global | root joint global traj. mean local mean global |
|                 |                     | 1.175          | 1.165                                  | 0.106                       | 1.188                      | 0.514                     | 0.513                     | 0.005                     | 0.516                     |
| Deterministic   | n/a                 |                |                                        |                             |                            |                           |
| Variational     | 1 sample, \(z = \vec{0}\) | 1.005          | 0.997                                  | 0.104                       | 1.020                      | 0.443                     | 0.442                     | 0.005                     | 0.446                     |
| Variational     | 1 random sample     | 0.983          | 0.955                                  | 0.104                       | 0.976                      | 0.445                     | 0.445                     | 0.005                     | 0.448                     |
| Variational     | 10 random avg       | 0.981          | 0.985                                  | 0.104                       | 1.015                      | 0.451                     | 0.451                     | 0.005                     | 0.454                     |
| Variational     | 10 random best      | 0.784          | 0.774                                  | 0.104                       | 0.802                      | 0.392                     | 0.391                     | 0.005                     | 0.395                     |

truth. In Table 2, we report results for one generation from a random \(z\) noise vector, or generating from the zero-vector that represents the mean of the latent space (\(z = \vec{0}\)); both perform similarly. To assess the performance with multiple generations, we randomly sample 10 latent vectors per text, and provide two evaluations. First, we compare each of the 10 generations to the single ground truth, and average over all generations (10 random avg). Second, we record the performance of the motion that best matches to the ground truth out of the 10 generations (10 random best). As expected, Table 2 shows improvements with the latter (see Appendix A.5 for more values for the number of latent vectors).

Architectural and loss components. Next, we investigate which component is most responsible for the performance improvement over the state of the art, since even the deterministic variant of our model outperforms previous works. Table 3 reports the performance by removing one component at each row. The APE root joint performance drops from 0.96 to i) 1.44 using GRUs instead of Transformers; ii) 1.18 without the motion encoder (using only one KL loss); iii) 1.09 without the cross-modal embedding loss; iv) 1.05 without the Gaussian priors; v) 0.99 without the cross-modal KL losses. Note that the cross-modal framework originates from JL2P [2]. While we observe slight improvement with each of the cross-modal terms, we notice that the model performance is already satisfactory even without the motion encoder. We therefore conclude that the main improvement stems from the improved non-autoregressive Transformer architecture, and removing each of the other components (4 KL loss terms, motion encoder, embedding similarity) also slightly degrades performance.

Language model finetuning. As explained in Section 3.2, we do not update the language model parameters during training, which are from the pretrained DistilBERT [48]. We measure the performance with and without finetuning in Table 4 and conclude that freezing performs better while being more efficient. We note that we already introduce additional layers through our text encoder (see Figure 2), which may be sufficient to adapt the embeddings to our specific motion description domain. We provide an additional experiment with larger language models in Appendix A.4.
Table 3: **Architectural and loss study:** We conclude that the most critical component is the Transformer architecture, as opposed to a recurrent one (i.e., GRU). While the additional losses are helpful, they bring relatively minor improvements.

| Arch. | $L_{KL}(φ^T, φ^M)$ + $L_{KL}(φ^M, φ^T)$ + $L_{KL}(φ^M, ψ)$ + $L_{KL}(φ^T, ψ)$ | Average Positional Error ↓ | Average Variance Error ↓ |
|-------|---------------------------------------------------------------------------------|---------------------------|-------------------------|
| GRU   | $L_{KL}(φ^T, φ^M)$ + $L_{KL}(φ^M, φ^T)$ + $L_{KL}(φ^M, ψ)$ + $L_{KL}(φ^T, ψ)$ | ✓ | 1.444 1.431 1.405 1.451 | 0.606 0.599 0.007 0.601 |
| Transf. | $L_{KL}(φ^T, ψ)$ + $L_{KL}(φ^M, ψ)$ + $L_{KL}(φ^M, ψ)$ | ✗ | 1.178 1.168 1.106 1.189 | 0.506 0.505 0.006 0.508 |
| Transf. | $L_{KL}(φ^T, φ^M)$ + $L_{KL}(φ^M, φ^T)$ + $L_{KL}(φ^T, ψ)$ + $L_{KL}(φ^M, ψ)$ | ✗ | 1.391 1.083 1.087 1.104 | 0.489 0.484 0.005 0.491 |
| Transf. | $L_{KL}(φ^M, ψ)$ + $L_{KL}(φ^T, ψ)$ + $L_{KL}(φ^M, ψ)$ + $L_{KL}(φ^T, ψ)$ | ✓ | 0.993 0.983 1.005 1.006 | 0.461 0.460 0.005 0.463 |
| Transf. | $L_{KL}(φ^M, ψ)$ + $L_{KL}(φ^T, ψ)$ + $L_{KL}(φ^M, ψ)$ | ✓ | 1.049 1.039 1.039 1.067 | 0.472 0.471 0.005 0.475 |
| Transf. | $L_{KL}(φ^M, ψ)$ + $L_{KL}(φ^T, ψ)$ + $L_{KL}(φ^M, ψ)$ + $L_{KL}(φ^T, ψ)$ | ✓ | 0.963 0.955 1.014 0.976 | 0.445 0.445 0.005 0.448 |

Table 4: **Language model finetuning:** We experiment with finetuning the language model (LM) parameters (i.e., DistilBERT [48]) end-to-end with our motion-language cross-modal framework, and do not observe improvements. Here ‘Frozen’ refers to not updating the LM parameters.

| LM params    | Average Positional Error ↓ | Average Variance Error ↓ |
|--------------|---------------------------|-------------------------|
|              | root joint | global traj | mean local | mean global | root joint | global traj | mean local | mean global |
| Finetuned    | 1.402 1.393 0.113 1.444 | 0.559 0.758 0.006 0.562 |
| Frozen       | 0.963 0.955 0.104 0.976 | 0.445 0.445 0.005 0.448 |

4.4 Generating skinned motions

We evaluate the variant of our model which uses the parametric SMPL representation to generate full body meshes. The quantitative performance metrics on KITSMPL test set can be found in Appendix A.6. We provide qualitative examples in Figure 5 to illustrate the diversity of our generations for a given text. For each text, we present 2 random samples. Each column shows a different text input. For all the visualization renderings in this paper, the camera is fixed and the bodies are sampled evenly across time. Moreover, the forward direction of the first frame is always facing the same canonical direction. Our observation is that the model can generate multiple plausible motions corresponding to the same text, exploring the degrees of freedom remaining from ambiguities in the language description. On the other hand, if the text describes a precise action, such as ‘A person performs a squat’ the diversity is reduced. The results are better seen as movies; see supplementary video [41], where we also display other effects such as generating variable durations, and interpolating in the latent space.

4.5 Limitations

Our model has several limitations. Firstly, the vocabulary of the KIT data is relatively small with 1263 unique words compared to the full open-vocabulary setting of natural language, and are dominated by locomotive motions. We therefore expect our model to suffer from out-of-distribution descriptions. Moreover, we do not have a principled way of measuring the diversity of our models since the training does not include multiple motions for the exact same text. Secondly, we notice that if the input text contains typos (e.g., ‘wals’ instead of ‘walks’),
Fig. 5: **Qualitative evaluation of the diversity**: We display two motion generations for each description. Our model shows certain diversity among different generations while respecting the textual description.

TEMOS might drastically fail, suggesting that a preprocessing step to correct them beforehand might be needed. Finally, our method cannot scale up to very long motions (such as walking for several minutes) due to the quadratic memory cost.

5 Conclusion

In this work, we introduced a variational approach to generate diverse 3D human motions given textual descriptions in the form of natural language. In contrast to previous methods, our approach considers the intrinsically ambiguous nature of language and generates multiple plausible motions respecting the textual description, rather than deterministically producing only one. We obtain state-of-the-art results on the widely used KIT Motion-Language benchmark, outperforming prior work by a large margin both in quantitative experiments and perceptual studies. Our improvements are mainly from the architecture design of incorporating sequence modeling via Transformers. Furthermore, we employ full body meshes instead of only skeletons. Future work should focus on explicit modeling of contacts and integrating physics knowledge. Another interesting direction is to explore duration estimation for the generated motions. While we do not expect any immediate negative societal impact from our work, we note that with the potential advancement of fake visual data generation, a risk may
arise from the integration of our model in the applications that animate existing people without their consent, raising privacy concerns.
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APPENDIX

This appendix provides additional experiments (Section A), description of the motion representations (Section B), details on evaluation metrics (Section C), implementation details (Section D), and dataset statistics (Section E).

Video. Additionally, we provide a supplemental video, available on our website [41], which we encourage the reader to watch since motion is critical in our results, and this is hard to convey in a static document. In the video, we illustrate: (i) comparison with previous work, (ii) training with skeleton versus SMPL data, (iii) diversity of our model, (iv) generation of variable size sequences, (v) interpolation between two texts in our latent space, and (vi) failure cases.

Code. We also share our code base on the project page [41], which reproduces our training and evaluation metrics. Explanations on how to configure the data and launch the training can be found in the file README.md.

A Additional experiments

We conduct several experiments to explore the sensitivity of our model to certain hyperparameters. Our final set of hyperparameters was chosen using the validation set (starting from a set of hyperparameters similar to ACTOR [42]). Note that these hyperparameters did not always appear optimal on the test set. The following ablations provide a sense of robustness to different parameters. In particular, we show the effects of the batch size (Section A.1), \{λ_{KL}, λ_E\} loss weighting parameters (Section A.2) and the architecture parameters of Transformers (Section A.3). All other parameters, such as the learning rate (10^{-4}), the optimizer (AdamW) and the number of epochs (1000) are fixed. For all these experiments we use the skeleton-based MMM representation.

We also experiment with various pretrained language models (Section A.4).

Note that the evaluation is based on a single random sample. All results can be improved by taking the best sample closest to the ground truth out of multiple generations (as next explained in Section A.5). We also experiment with taking the sample farthest from the ground truth.

Finally, in Section A.6, we report quantitative results for our model trained with SMPL rotations.

A.1 Batch size

In Table A.1, we present results with batch sizes of 8, 16, 24 and 32. To handle variable-length training, we use padding and masking in the encoders and the decoder. To maintain reasonable memory consumption, we discard training samples that have more than 500 frames (after sub-sampling to 12.5 Hz): this corresponds to about 2.3% of the training data. We show that we obtain the best results by setting the batch size to 8 or 32. We set it to 32 in all other experiments as it takes less time to train.
A.2 Weight of the KL losses and the embedding loss

In Table A.2, we report results by varying both $\lambda_{KL}$ and $\lambda_{E}$ parameters (described in Section 3.3 of the main paper), from $10^{-3}$ to $10^{-8}$. We show that overall the results are similar when $\lambda_{E}$ is fixed. A too high value of $10^{-3}$ deteriorates the performance. We fix both of them to $10^{-5}$.

![Fig. A.1: Best APE root when sampling multiple generations](image)

Given a textual description, we generate multiple different motions, and select the motion that matches best to the ground truth sequence. We show that by sampling more generated sequences per text, we can reduce the APE root metric error.

A.3 Number of Transformer layers

Here, we present two different experiments. The first experiment is to change globally the number of layers and the number of heads of all our Transformers. In Table A.3, we see that the results are optimal when they are both fixed at 6, which is used in all other experiments.

Next, in Table A.4, we experiment with a lighter model on top of the DistilBERT text encoder, by adding fewer layers and heads than 6. We see that 1 or 2 layers are not sufficient, but beginning with 4, the results are satisfactory. We use 6 layers in our model.

Table A.1: Batch size: We see that the performance is the best for either a small batch size (=8) or a bigger batch size (=32). We were unable to use a higher batch size due to the GPU memory limit.

| Batch size | Average Positional Error ↓ | Average Variance Error ↓ |
|------------|---------------------------|--------------------------|
| bs = 8     | 0.950 0.941 0.105 0.965   | 0.449 0.448 0.005 0.451 |
| bs = 16    | 1.115 1.106 0.105 1.128    | 0.513 0.512 0.005 0.515 |
| bs = 24    | 1.260 1.250 0.106 1.273    | 0.542 0.542 0.005 0.545 |
| bs = 32    | 0.963 0.955 0.104 0.976    | 0.445 0.445 0.005 0.448 |
Table A.2: Weight of the KL losses (λKL) and the embedding loss (λE): The results are influenced more by changes in λE than in λKL, but otherwise if the values are not too low, the performances are similar. Note that the control row λKL = 10^{-5}, λE = 10^{-5} is repeated in each block.

| Losses weight | Average Positional Error ↓ | Average Variance Error ↓ | root joint | global traj. | mean local | mean global | root joint | global traj. | mean local | mean global |
|---------------|----------------------------|--------------------------|------------|--------------|------------|------------|------------|--------------|------------|------------|
| λKL = λE = 10^{-7} | 1.219 1.219 0.111 1.236 | 8.555 0.554 0.006 0.556 |           |              |            |            |           |              |            |            |
| λKL = λE = 10^{-4} | 1.110 1.101 0.106 1.122 | 8.476 0.475 0.005 0.479 |           |              |            |            |           |              |            |            |
| λKL = λE = 10^{-2} | 0.963 0.955 0.104 0.976 | 0.445 0.445 0.005 0.448 |           |              |            |            |           |              |            |            |
| λKL = λE = 10^{-1} | 1.242 1.233 0.105 1.254 | 0.586 0.585 0.005 0.589 |           |              |            |            |           |              |            |            |
| λKL = λE = 10^{0} | 1.034 1.025 0.108 1.049 | 0.488 0.487 0.005 0.491 |           |              |            |            |           |              |            |            |
| λKL = λE = 10^{1} | 1.085 1.075 0.107 1.099 | 0.490 0.490 0.005 0.493 |           |              |            |            |           |              |            |            |

Table A.3: Number of layers and heads in all Transformers: While our results are slightly better for larger models, we observe that the performance is not very sensitive to changes in the number of layers and heads in Transformers.

| Transformers parameters | Average Positional Error ↓ | Average Variance Error ↓ | root joint | global traj. | mean local | mean global | root joint | global traj. | mean local | mean global |
|-------------------------|----------------------------|--------------------------|------------|--------------|------------|------------|------------|--------------|------------|------------|
| nheads = nlayers = 2   | 1.194 1.185 0.107 1.205   | 0.546 0.545 0.006 0.547 |           |              |            |            |           |              |            |            |
| nheads = nlayers = 4   | 1.189 1.181 0.104 1.201   | 0.500 0.499 0.005 0.502 |           |              |            |            |           |              |            |            |
| nheads = nlayers = 6   | 0.963 0.955 0.104 0.976   | 0.445 0.445 0.005 0.448 |           |              |            |            |           |              |            |            |

A.4 Pretrained language models

We experiment with replacing DistilBERT [48] with a larger pretrained language model. We compare with the original BERT [9] model as well as the more recent RoBERTa [32] model. The results are similar and suggest that DistilBERT is sufficient for this task, while having fewer parameters.

A.5 Sampling multiple motions

Given a text input, instead of generating a single motion as in previous methods [2,14,30], we can generate multiple motions. As demonstrated in Table 2 of the main paper, we can improve the evaluation metrics by picking the best out of a set of motion generations, that is closest to the ground truth. In Figure A.1, we plot the reduction in APE root error as we increase the number of generations per text from 1 to 10, and observe a monotonic decrease as expected.

Furthermore, we measure the worst case scenario, where we generate 10 motions per text and record the error between the ground truth motion and the most different generated motion out of the 10. We obtain an APE of 1.24 (instead of 0.78 in the best case scenario, and 0.96 in the random scenario). Note
Table A.4: Number of layers and heads in the Transformer of the text encoder only: We fix the Transformer layers and heads of the motion encoder and motion decoder to 6 (as in the other experiments), but we only change the number of layers and heads of the text encoder (the one on top of DistilBert). The results suggest that training a light model on top of the language model still gives descent results, but adding more layers helps.

| Transformers parameters | Average Positional Error ↓ | Average Variance Error ↓ |
|-------------------------|---------------------------|--------------------------|
|                         | root joint | global traj. | mean local | mean global | root joint | global traj. | mean local | mean global |
| nheads = nlayers = 1    | 1.163      | 1.151        | 0.110       | 1.175       | 0.529      | 0.528        | 0.006       | 0.531       |
| nheads = nlayers = 2    | 1.170      | 1.161        | 0.107       | 1.182       | 0.452      | 0.451        | 0.005       | 0.454       |
| nheads = nlayers = 3    | 1.094      | 1.085        | 0.105       | 1.186       | 0.474      | 0.473        | 0.005       | 0.476       |
| nheads = nlayers = 4    | 0.916      | 0.908        | 0.104       | 0.930       | 0.440      | 0.440        | 0.005       | 0.444       |
| nheads = nlayers = 6    | 0.963      | 0.955        | 0.104       | 0.976       | 0.445      | 0.445        | 0.005       | 0.448       |

Table A.5: Language model: We experiment with language models larger than DistilBERT and do not observe significant changes in the performance.

| Language model   | Average Positional Error ↓ | Average Variance Error ↓ |
|------------------|---------------------------|--------------------------|
|                  | root joint | global traj. | mean local | mean global | root joint | global traj. | mean local | mean global |
| DistilBERT [48]  | 0.963      | 0.955        | 0.104       | 0.976       | 0.445      | 0.445        | 0.005       | 0.448       |
| BERT [9]         | 0.986      | 0.977        | 0.105       | 1.000       | 0.441      | 0.441        | 0.005       | 0.444       |
| RoBERTa [32]     | 1.066      | 1.056        | 0.107       | 1.079       | 0.492      | 0.491        | 0.005       | 0.494       |

that calling this worst case may not be accurate since the single ground truth motion does not represent the only possible motion, i.e., our generations may correspond well to the text without being close to the ground truth joints.

A.6 Quantitative results with the SMPL model

To evaluate quantitatively our SMPL-based model, and obtaining results comparable with the MMM framework, we extract the most similar skeleton subset from the SMPL-H joints (provided by AMASS). The correspondence can be found in Table A.6.

Both in SMPL-H and MMM, the bodies are canonicalized with a standard body shape (robot-style for MMM, and average neutral body for SMPL-H). We further rescale the SMPL joints with a factor of 0.64, to match them with MMM joints. We evaluate the model with and without this rescaling. The performance metrics on KIT$^{SMPL}$ test set can be found in Table A.7. Performance is comparable to that of MMM-based training when evaluating with rescaled joints. We expect future work to compare against the non-rescaled version when employing the SMPL model to interpret the metrics with respect to real human sizes.

B Motion representation

Here, we describe in detail the two motion representations employed in this work: skeleton-based (Section B.1) and SMPL-based (Section B.2). We standardize both of them by subtracting the mean and dividing with the standard deviation across the training data.
Table A.6: **Correspondence** between the SMPL-H joints and the MMM framework joints.

| Type | Joints | MMM | SMPL-H |
|------|--------|------|--------|
| root pelvis | spine1 | spine1 | pelvis |
| BP | spine2 | spine2 | spine |
| BT | neck | neck | head |
| BLN | left shoulder | left_shoulder | left_shoulder |
| BUN | left_elbow | left_elbow | left_elbow |
| LS | left_wrist | left_wrist | left_wrist |
| LE | right_shoulder | right_shoulder | right_shoulder |
| LN | right_elbow | right_elbow | right_elbow |
| RS | right_wrist | right_wrist | right_wrist |

Table A.7: **Our results with SMPL model:** We evaluate our model trained on the SMPL data against the ground truth of the test set of KIT SMPL (joints extracted from the AMASS dataset). The first row shows results after a rescaling (to get skeletons closer to MMM processed joints). The second row shows results with the same set of joints but without the final rescaling. Both results are in meters.

| Dataset rescaled | Average Positional Error ↓ | Average Variance Error ↓ |
|------------------|-----------------------------|--------------------------|
| root glob. | mean | mean | joint traj. | loc. | glob. | root glob. | mean | mean | joint traj. | loc. | glob. |
| KIT SMPL ✔ | 0.698 | 0.689 | 0.091 | 0.712 | 0.157 | 0.157 | 0.004 | 0.161 |
| KIT SMPL x | 1.097 | 1.077 | 0.169 | 1.118 | 0.384 | 0.383 | 0.009 | 0.393 |

B.1 Skeleton-based representation

We employ the representation introduced by Holden et. al. [21]. As input, we use the 21 joints from the Master Motor Map (MMM) framework [50]. For each frame, we encode:

i) the **3D human joints** in a coordinate system local to the body (the definition of the 3 axes and the origin is explained in Figure A.2) without the root joint (20x3=60-dimensional features),

ii) the **angles** between the local X-axis and the global X-axis (by storing them as differences between two frames) (1-dimensional feature),

iii) the **translation**, as the velocity of the root joint in the body’s local coordinate system for X and Y axes, and the position of the root joint for the Z axis (3-dimensional features).

Then, we concatenate this into a feature vector in $\mathbb{R}^{64}$. For a motion sequence of duration $F$, the data sample will be in $\mathbb{R}^{F \times 64}$.

Note that, as we store the difference of angles for ii), when we integrate the angles, we assume that the first angle is 0 (which means that the body’s local coordinate system is aligned with the global one). This is a way of canonicalizing the data so that each sequence starts with the body oriented in the same way.

B.2 SMPL-based representation

To construct the feature vector for SMPL data, we store:

i) the **SMPL local rotations** [33] (parent-relative joint rotation according to the kinematic tree) in the 6D continuous [65] representation (we load the
Fig. A.2: Body’s local coordinate system: The origin is defined as the projection of the root joint into the ground. The X-axis direction is computed by taking the cross product between the average of the two yellow vectors: (left hip (LH) - right hip (RH)) and (left shoulder (LS) - right shoulder (RS)). The Z-axis (gravity axis) remains the same, and the Y-axis is the cross product of Z and X.

AMASS data processed with SMPL-H [47], but we remove all rotations on the hands, resulting in 21 rotations) (21x6=126-dimensional features),

ii) the global rotation in the 6D continuous [65] representation (6-dimensional features),

iii) the translation, as the velocity of the root joint in the global coordinate system for the X and Y axes, and the position of the root joint for the Z axis (3-dimensional features).

Then, we concatenate this into a feature vector in $\mathbb{R}^{135}$. For a motion sequence of duration $F$, the data sample will be in $\mathbb{R}^{F \times 135}$.

To help the network learn the global rotation, we canonicalize the global orientation (by rotating all bodies and trajectories) so that the first frame is oriented in the same direction for all sequences.

C Evaluation details

In this section, we give details on the evaluation metrics and explain our implementation. We further provide details on our human study.

Metrics definitions. As explained in Section 4.1 of the main paper, the metrics are not computed with the original 3D joint coordinates. All motions are first canonicalized (so that the forward direction of the body faces the same direction for all methods and the ground truth). Except for the root joint, all the other joints are expressed in the body’s local coordinate system (see Figure A.2). Then, the APE and AVE metrics are computed separately on these transformed coordinates.

As in JL2P [2] and Ghosh et al. [14], we define the evaluation metrics as follows, and compute them on the test set. The Average Position Error (APE)
for a joint $j$ is the average of the L2 distances between the generated and ground-truth joint positions over the time frames ($F$) and test samples ($N$):

$$APE[j] = \frac{1}{NF} \sum_{n \in N} \sum_{f \in F} \left\| H_f[j] - \hat{H}_f[j] \right\|_2^2. \quad (4)$$

We omit denoting the iterator $n$ (over the test set) from the pose $H$ for simplicity.

The Average Variance Error (AVE), introduced in Ghosh et al. [14] captures the difference of variations. It is defined as the average of the L2 distances between the generated and ground truth variances for the joint $j$:

$$AVE[j] = \frac{1}{N} \sum_{n \in N} \left\| \sigma[j] - \hat{\sigma}[j] \right\|_2 \quad (5)$$

where,

$$\sigma[j] = \frac{1}{F-1} \sum_{f \in F} \left( H_f[j] - \hat{H}_f[j] \right)^2 \in \mathbb{R}^3 \quad (6)$$

denotes the variance of the joint $j$. $\hat{H}[j]$ is the mean of the joint throughout the motion.

We report in the tables:

i) the root joint errors by taking the 3 coordinates of the root joint,

ii) the global trajectory errors by taking only the X and Y coordinates of the root joint (it is the white trajectory on the ground in the visualizations),

iii) the mean local errors by averaging the joint errors in the body’s local coordinate system,

iv) the mean global errors by averaging the joint errors in the global coordinate system.

**Metrics implementation.** We were unable to reuse the evaluation code of Ghosh et al [14] for two reasons: (i) the code did not reproduce the results in [2,14], (ii) there is a bug in the evaluation script `src/eval_APE.py` line 249, the slicing for the trajectory loss is wrong (notably $y[:, 0]$ instead of $y[:, :, 0]$; this issue was confirmed by the authors).

Furthermore, the function `fke2rifke` might also have slicing bugs (the implementation is the same in the codes of JL2P and Ghosh et al.) and is used indirectly for evaluation metrics.

Finally, the JL2P [2] code release does not include the evaluation. We therefore chose to reimplement our evaluation which we compute directly on 3D coordinates, rather than the standardized (mean subtraction, division by standard deviation) version as explained in Section 4.1 of the main paper.

**Perceptual study details.** The results of the pairwise comparisons in Figure 3 of the main paper are obtained as follows. We randomly sample 100 test descriptions and generate motion visualizations (as in the supplemental video [41]) from all the three previous methods [2,14,30], our method, and the ground truth (500 videos). From these visualizations, we create pairs of videos for each comparison, randomly swapping the left-right order of the video in each question (also 500 videos). For the semantic study, we display the text as well as the pair of videos.
simultaneously to Amazon Mechanical Turk (AMT) workers. The workers are asked to answer the question: “Which motion corresponds better to the textual description?” For the realism study, we use the same set of motion pairs and display them to other AMT workers but without showing the text description. They are asked to answer the question: “Which motion is more realistic?” For both studies, each worker answers a batch of questions, where the first 3 questions are discarded and used as a ‘warmup’ for the task. We further added 2 ‘catch trials’ to detect unqualified workers, whose batch we discarded in our evaluation. We detected exactly 20 such workers out of 100 in both studies. Each pair of videos is shown to multiple workers between 2 and 5 (4 in average), from which we compute a majority vote to determine which generation is better than the other. If there is a tie, we assign a 0.5 equal score to both methods. The resulting percentage is computed over the 100 test descriptions.

For the semantic study, posing the question as a pairwise comparison can lead to a bias towards a more realistic motion (although the semantic correspondence to the text may be worse). To disentangle such realism bias in pairwise comparisons, we repeat the semantic perceptual study with one video at a time: workers on AMT were asked to rate how much they agree with the following statement: “The body motion correctly represents the textual description” by choosing between (1) Strongly disagree, (2) Disagree, (3) Neither agree nor disagree, (4) Agree, or (5) Strongly agree. Using a 20-sequence test set, we generated 4 batches with our method and 1 batch with Ghosh et al. [14]. At the beginning, we added 2 examples along with instructions to explain what we expect from ‘correctness’ and to disentangle from the realism: (i) a realistic motion (from ground truth) that does not correspond to the text, and (ii) a relatively less realistic motion (from generations) that does correspond to the text. We added 4 warm-up examples after them, and 3 catch trials at random locations. We ran the study with 24 AMT workers but half of them failed the catch trials (and the remaining results were not very consistent). So we repeated this experiment with naive lab members. Again we used all the examples at the beginning and catch trials. With this setup, we obtained 21 completed batches. The users rated an average of 3.50 correctness score out of 5 likert scale for our generations versus 3.04 for Ghosh et al. [14]. To further assess the quality of the diverse generations, we generated 5 samples per test description for TEMOS and obtained an average of 3.54 ± 0.1 score, showing that we preserve correctness within diverse generations as well.

D Implementation details

Architectural details. For all the encoders and the decoder of TEMOS, we set the embedding dimensionality to 256, the number of layers to 6, the number of heads in multi-head attention to 6, the dropout rate to 0.1, and the dimension of the intermediate feedforward network to 1024 in the Transformers.

Library credits. Our models are implemented with PyTorch [39] and PyTorch Lightning [11]. We use Hydra [55] to handle configurations. For the text models, we use the Transformers library [53].
Runtime. Training our TEMOS model takes about 4.5 hours for 1K epochs, with a batch size of 32, on a single Tesla V100 GPU (16GB) using about 15GB GPU memory for training (i.e., 16 seconds per epoch). In comparison, according to their paper, Ghosh et al. [14] trained their model for 350 epochs on a single Tesla V100 GPU in about 15 hours (i.e., 154 seconds per epoch). While the rest of the hardware specifications or implementation efficiency may vary, given the same type of GPU for both methods, we can expect that our model trains an order of magnitude faster. This may be because our model generates the full motion with only one decoder pass. Previous work produces one frame at a time iteratively (i.e., the next frame has to wait for the previous one to be generated).

E KIT Motion-Language text statistics

In the KIT Motion-Language [43] dataset, there are 3911 motions and a total of 6352 text sequences (in which 900 motions are not annotated). Using a natural language processing parser, we extract “action phrases” from each sentence, based on verbs. For example, given the sentence “A human walks slowly”, we automatically detect and lemmatize the verb, and attach complements to it, such that it becomes “walk slowly”. With this procedure, we group sequences that correspond to the same action phrase and detect 4153 such action clusters out of 6352 sequences. The distribution of these clusters is very unbalanced: “walk forward” appears 596 times while there are 4030 actions that appear less than 10 times (3226 of them appear only once). On average, an action phrase appears 2.25 times. This information shows that the calculation of distribution-based metrics, such as FID, is not relevant for this dataset.