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We obtain a controlled description of a strongly correlated regime of electronic behaviour. We begin by arguing that there are two ways to characterise the electronic degree of freedom, either by the canonical fermion algebra or the graded Lie algebra \( su(2|2) \). The first underlies the Fermi liquid description of correlated matter, and we identify a novel regime governed by the latter. We exploit an exceptional central extension of \( su(2|2) \) to employ a perturbative scheme recently developed by Shastry, and obtain a series of successive approximations for the electronic Green’s function. We then focus on the leading approximation, which reveals a splitting in two of the electronic dispersion. The Luttinger sum rule is violated, and a Mott metal-insulator transition is exhibited. We offer a perspective.

I. INTRODUCTION

A key step in characterising the behaviour of a system is the identification of the relevant degrees of freedom. This is exemplified by Landau’s theory of the Fermi liquid [1, 2], which offers a general description of metallic states in terms of weakly interacting fermions, degrees of freedom obeying the canonical anti-commutation relations

\[
\{ c_\sigma, c^\dagger_{\sigma'} \} = \delta_{\sigma\sigma'},
\]

These account not just for the long-wavelength phenomenology, but also the electronic band structure, and underneath powerful techniques such as density functional theory which provide a detailed description of a wide variety of materials [3].

Some of the most interesting materials have however resisted a description within this framework. Chief among these are the cuprates, whose puzzling behaviour has provided the central challenge in the field of condensed matter for three decades [4–6]. Beyond having some of the highest known superconducting transition temperatures, they exhibit a Mott transition, a pseudogap regime displaying a landscape of intertwined orders [6, 7], and a strange metal regime which appears to defy a quasi-particle description [8]. Other notable examples include iron pnictides and chalcogenides [9], heavy-fermion compounds [10], and organic charge-transfer salts [11].

An important question is whether canonical degrees of freedom, bosons and fermions, are sufficient to account for such behaviour [5]. A quantum degree of freedom is specified by the algebra it obeys, which for bosons and fermions has a schematic form \([ a, a^\dagger ] \sim 1 \). Here we argue that strongly correlated electrons are instead governed by degrees of freedom which obey a non-canonical Lie algebra, i.e. an algebra of the form \([ a, a ] \sim a \). The bracket again reduces the order of operators, but by one, as opposed to two in the canonical case. The challenge then is to control the growth of correlations generated by the Hamiltonian through \([ H, a ] \).

In one dimension it is well understood how algebraic structures govern the behaviour of correlated electrons, through the formalism of algebraic Bethe ansatz [12–15]. This is specialised to one dimension however, owing to enhanced symmetries resulting from the constrained geometry [16]. Numerous efforts have been made to exploit Lie algebraic structures in higher dimensions [17–24], most specifically through the formalism of Hubbard operators [25–31], but a controlled theoretical framework has so far remained elusive. A significant advancement has however recently been made by Shastry [32, 33], who has developed a perturbative scheme for gaining control over certain non-canonical degrees of freedom, assuming there exists a suitable expansion parameter.

In this work we readdress the question of how to characterise the behaviour of interacting electrons. As the electron has an inherent fermionic nature, we argue that graded Lie algebras provide the natural language for the task. We consider the two such algebras relevant for the electronic degree of freedom: \( su(1|1) \otimes su(1|1) \) and \( su(2|2) \). The first is the algebra of canonical fermions, Eq. (1), which underlies the Fermi liquid description of interacting electrons. The second is closely related to the algebra of Hubbard operators, and we will exploit it to obtain a distinct controlled description of interacting electrons. In particular, we will consider an exceptional central extension of \( su(2|2) \), introduced by Beisert [34, 35], which naturally provides a parameter for the use of Shastry’s perturbative scheme.

We focus on the simplest setting where the novel features of this new controlled description can clearly be seen. We will not attempt to explicitly model any given system, but instead frame our discussion around two overarching themes: the Luttinger sum rule and the Mott metal-insulator transition.

The Luttinger sum rule states that the volume of the region enclosed by the Fermi surface is directly proportional to the electron density, and independent of interactions. It is proven to be valid for a Fermi liquid in the sense of Landau [36], but there is strong evidence that it
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is violated in certain strongly correlated systems, such as the cuprates in the pseudogap regime [37, 38]. We explicitly demonstrate that $\text{su}(2|2)$ degrees of freedom account for a violation of the Luttinger sum rule, and thus characterise an electronic state of matter which is not a Fermi liquid.

A Mott metal-insulator transition occurs when electronic correlations induce the opening of a gap within an electronic band, signifying a failure of band theory. This phenomenon has played a pivotal role in the study of strongly correlated electrons, but remains incompletely understood [39, 40]. It directly conflicts with the Luttinger sum rule, which implies that a partially filled band has a non-trivial Fermi surface and so is metallic. A controlled description consistent with Fermi liquid behaviour is however provided by dynamical mean-field theory [41, 42], which is exact in the limit of infinite dimensions. Here the localisation of electronic quasi-particles is driven by the divergence of their effective mass, as previously described by Brinkman–Rice [43]. In contrast, we demonstrate that $\text{su}(2|2)$ degrees of freedom result in a splitting in two of the electronic band, each carrying a fraction of the electron’s spectral weight. These bands violate the Luttinger sum rule, and a Mott transition naturally occurs when the two bands separate. In materials, such as the cuprates, where the carrier number vanishes we observe a Mott transition of carrier-number-vanishing type. Section V is a discussion, where we provide further control of the growth of correlations in the language of the seminal review [39], this can be understood [39, 40]. It directly conflicts with the Luttinger sum rule, which implies that a partially filled band has a non-trivial Fermi surface and so is metallic. A strongly correlated electrons, but remains incompletely understood.

We wish to address the question of how to characterise behaviour resulting from electronic correlations. Let us consider a lattice with four states per site

$$|\circ\rangle = |0\rangle, \quad |\downarrow\rangle = c^\dagger_i|0\rangle, \quad |\uparrow\rangle = c^\dagger_i|0\rangle, \quad |\bullet\rangle = c^\dagger_i c^\dagger_j|0\rangle,$$

which provides the Hilbert space for a single-orbital tight-binding model. We disregard disorder and lattice vibrations, focusing solely on electronic interactions. The simpler case of just the two states $\{|\downarrow\rangle, |\uparrow\rangle\}$ at each site is relatively well understood in terms of the spin degree of freedom, governed by the Lie algebra $\text{su}(2)$ [46, 47]. The complication in the present case is the fermionic nature of the electron, which induces a graded structure between $\{|\downarrow\rangle, |\uparrow\rangle\}$ and $\{|\circ\rangle, |\bullet\rangle\}$.

For concreteness we focus on a Hamiltonian which encompasses both the Hubbard and $t$-$J$ models,

$$H = \sum_{\langle i,j \rangle} T_{ij} + J \sum_{\langle i,j \rangle} \hat{s}_i \cdot \hat{s}_j + U \sum_i V^H_i - 2\mu \sum_i \eta^z_i,$$

on a $d$-dimensional hypercubic lattice. The Heisenberg spin interaction is expressed through the local spin operators

$$s^z = \frac{1}{2}(n_i - n_i), \quad s^+ = c^\dagger_i c_i, \quad s^- = c^\dagger_i c_i,$$

which obey $[s^z, s^\pm] = \pm s^\pm$ and $[s^+, s^-] = 2s^z$, and generate $\text{su}(2)$ rotations between the local spin doublet $\{|\downarrow\rangle, |\uparrow\rangle\}$. In addition it is useful to introduce the corresponding local charge operators

$$\eta^+ = \frac{1}{2}(n_i + n_i - 1), \quad \eta^- = c^\dagger_i c_i,$$

which obey $[\eta^z, \eta^\pm] = \pm \eta^\pm$ and $[\eta^+, \eta^-] = 2\eta^z$, and generate $\text{su}(2)$ rotations between the local charge doublet $\{|\circ\rangle, |\bullet\rangle\}$. We choose the Hubbard interaction

$$V^H = (n_i - 1/2)(n_i - 1/2),$$

to be of a particle-hole symmetric form, and the chemical potential $\mu$ couples to the charge density.

We take the kinetic term to be of a general correlated form

$$T_{ij} = t(1 - \lambda)T^\sigma_{ij} + t(1 + \lambda)T^\bullet_{ij} + t(1 + \lambda) T^+_{ij} + t(1 - \lambda) T^-_{ij},$$

where the three parameters $t$, $\lambda$, $t_\pm$ decouple the terms

$$T^\sigma_{ij} = - \sum_{\sigma=\pm, \uparrow, \downarrow} \left( c^\dagger_{i\sigma} c_{j\sigma} + c^\dagger_{j\sigma} c_{i\sigma} \right) n_{i\sigma} n_{j\sigma},$$

$$T^\bullet_{ij} = - \sum_{\sigma=\pm, \uparrow, \downarrow} \left( c^\dagger_{i\sigma} c_{j\sigma} + c^\dagger_{j\sigma} c_{i\sigma} \right) n_{i\sigma} n_{j\sigma},$$

$$T^+_{ij} = - \sum_{\sigma=\pm, \uparrow, \downarrow} \left( c^\dagger_{i\sigma} c_{j\sigma} n_{i\sigma} n_{j\sigma} + c^\dagger_{j\sigma} c_{i\sigma} n_{i\sigma} n_{j\sigma} \right),$$

$$T^-_{ij} = - \sum_{\sigma=\pm, \uparrow, \downarrow} \left( c^\dagger_{i\sigma} c_{j\sigma} n_{i\sigma} n_{j\sigma} + c^\dagger_{j\sigma} c_{i\sigma} n_{i\sigma} n_{j\sigma} \right),$$

II. ELECTRONIC DEGREES OF FREEDOM

There are five appendices: A reviews the graded Lie algebra $\text{su}(2|2)$, B provides explicit expressions for constants and parameters, C reviews the Green’s function analysis for the case of a canonical fermion, D presents a schematic overview of the Green’s function analysis for non-canonical $\text{su}(2|2)$, and E contains the second order contributions to the $\text{su}(2|2)$ self-energy and adaptive spectral weight.
FIG. 1. Correlated hopping is when the hopping amplitude depends on how the two sites are occupied by electrons of the opposite spin. Here we illustrate the four possibilities for a hopping spin-up electron (the final two of which are hermitian conjugate). We argue that decoupling these amplitudes from the uncorrelated limit may induce a splitting of the electron. With \( \sigma = -\sigma \) and \( \bar{n}_\sigma = 1 - n_\sigma \). This allows for distinct hopping amplitudes depending on the occupancy of the two sites involved by electrons of the opposite spin, see Fig. 1. Correlated hopping is an important interaction in, for example, charge-transfer insulators [48, 49], a family of materials which includes the cuprates, when described by an effective single-orbital lattice model that eliminates the low-lying ligand \( p \) orbital degree of freedom [50–53]. In addition, it has recently been shown that correlated hopping can be induced as an effective interaction of ultracold atoms in periodically driven optical lattice setups [54, 55]. The \( t-J \) model corresponds to an extreme form of correlated hopping \( \lambda = -1 \), \( t_\pm = 0 \), which disallows hopping processes involving doubly occupied sites. While the Hubbard and \( t-J \) models are often regarded as good minimal models for characterising strong correlation effects, we will see that a rich and useful structure arises by considering this more general model which encompasses them both.

Conventional band theory is founded upon having a kinetic term that is bilinear in \( c \), a feature that is lost when there is correlated hopping. We can however re-express the kinetic term through the generators of a different algebra as follows

\[
T_{ij} = -\sum_{\sigma=\downarrow,\uparrow} \sum_{\nu=0,1} t_\nu (q_{\sigma\nu} q_{\sigma\nu} + q^\dagger_{\sigma\nu} q^\dagger_{\sigma\nu}) \tag{9}
\]

which is now bilinear in

\[
q_{\sigma\nu}^\dagger = \frac{1 + \kappa}{2} c_{\sigma\nu} - \kappa n_\sigma c_{\sigma\nu}, \quad q_{\sigma\nu}^\dagger = \bar{\sigma} \left( \frac{1 - \kappa}{2} c^{\dagger}_{\sigma\nu} + \kappa n_\sigma c^{\dagger}_{\sigma\nu} \right) \tag{10}
\]

with hopping parameters given by

\[
t_\nu = \left( \frac{2\nu}{1 + \kappa^2} + \frac{\lambda}{\kappa} \right) t, \quad \kappa = \sqrt{t - t_- \frac{t_+}{t - t_-}} \tag{11}
\]

where \( \sigma \) takes values \(-1, 1 \) for \( \sigma = \downarrow, \uparrow \), and \( \nu \) takes values \(-1, 1 \) for \( \nu = 0, \bullet \) respectively. The \( q \) are the fermionic generators of the graded Lie algebra \( su(2|2) \) [15, 34, 35], summarised in Appendix A. Their anti-commutation relations are

\[
\begin{align*}
\{ q_{\sigma\nu}, q_{\sigma\nu}^\dagger \} &= \frac{1 + \kappa^2}{4} + \kappa(\nu \eta^\dagger - \sigma \sigma^\dagger), \\
\{ q_{\sigma\nu}, q_{\sigma'\nu'}^\dagger \} &= \kappa s_{\sigma\nu}^\dagger, \quad \{ q_{\sigma\nu}, q_{\sigma'\nu'} \} = \kappa \eta_{\nu\nu'}, \\
\{ q_{\sigma\nu}, q_{\sigma'\nu'} \} &= \kappa s_{\sigma\nu}, \quad \{ q_{\sigma\nu}^\dagger, q_{\sigma'\nu'}^\dagger \} = \kappa \eta_{\nu\nu'}, \\
\{ q_{\sigma\nu}^\dagger, q_{\sigma'\nu'} \} &= \frac{1 - \kappa^2}{4} \epsilon_{\eta\nu}^\dagger \epsilon_{\eta\nu'} \eta_{\sigma\sigma'\nu'}. \tag{12}
\end{align*}
\]

and we refer to this as a splitting of the electron, as opposed to ‘fractionalisation’ which takes a product form.

While graded Lie algebras are not commonly referred to by name in the physics literature, they are frequently used. Indeed, the canonical fermion algebra \( \{ c_1, c_1^\dagger \} = 1 \) is the graded Lie algebra \( su(1|1) \). This is extended to \( u(1|1) \) by adding \( n = c_1^\dagger c_1 \), obeying \( \{ n, c_1 \} = c_1, \{ n, c_1^\dagger \} = -c_1 \). The canonical algebra of Eq. (1) is \( su(1|1) \otimes su(1|1) \). This offers one way to characterise the electronic degree of freedom, which can be viewed as grouping the four electronic states as

\[
\{ |\downarrow\rangle; |\uparrow\rangle \} \otimes \{ |\downarrow\rangle; |\uparrow\rangle \}. \tag{14}
\]

This canonical algebra underlies the Fermi liquid description of correlated matter.

The graded Lie algebra \( su(2|2) \) offers an alternative way to characterise the electronic degree of freedom. Here it is useful to view the four states grouped as

\[
\{ |\downarrow\rangle, |\uparrow\rangle; |\downarrow\rangle \otimes |\downarrow\rangle \tag{15}
\]

The algebra contains \( su(2) \) spin generators \( s \) acting on the first pair, \( su(2) \) charge generators \( \eta \) acting on the second pair, and fermionic generators \( q \) which act between the two pairs. The anti-commutation relations of the \( q \) are not canonical, but instead yield the generators \( s \) and \( \eta \) through Eqs. (12). The algebra can be extended to \( u(2|2) \) by adding \( \theta = \kappa V^H = \frac{\kappa}{2} (\vec{n} \cdot \vec{n} - \vec{s} \cdot \vec{s}) \), which obeys

\[
\{ \theta, q_{\sigma\nu}^\dagger \} = \frac{1 + \kappa^2}{4} q_{\sigma\nu}^\dagger + \frac{1 - \kappa^2}{4} \epsilon_{\sigma\eta} \epsilon_{\nu\nu'} q_{\sigma'\nu'} \tag{16}
\]

\[
\{ \theta, q_{\sigma\nu} \} = -\frac{1 + \kappa^2}{4} q_{\sigma\nu} - \frac{1 - \kappa^2}{4} \epsilon_{\sigma\eta} \epsilon_{\nu\nu'} q_{\sigma'\nu'},
\]

and commutes with the spin and charge generators. This linear action of \( \theta \) has the consequence that the parameter \( U \) plays a role akin to an additional chemical potential for the \( q \) degrees of freedom, controlling their splitting. For \( \kappa = 1 \), the algebra \( u(2|2) \) is closely related to the Hubbard algebra [25], see Appendix A. The appearance
of κ in the algebra formally corresponds to an exceptional central extension \([34, 35]\). It has the role of suppressing the spin and charge generators in the anti-commutation relations Eqs. (12) for small κ. We will exploit this to gain perturbative control over the growth of correlations. As κ → 0 the \(q\) collapse pairwise onto the \(c\), the anti-commutation relations reduce to canonical relations of Eq. (1), the kinetic term becomes uncorrelated, and \(θ\) vanishes.

We thus see there are two possibilities for characterising the electronic degree of freedom: \(su(1|1) \otimes su(1|1)\) and \(su(2|2)\). Both are graded algebras, which inherently take into account the grading of the four states of Eq. (2). The graded Lie algebras have been classified \([56]\), and there do not appear to be other independent possibilities relevant for the single-orbital electronic problem.

Let us emphasise that we will not consider to what extent these algebras provide explicit symmetries of a system. Instead we will examine how they govern the underlying degrees of freedom, i.e. how they organise correlations. There is no fine tuning in this approach.

The canonical degree of freedom governs the Fermi liquid description of electronic matter. In the next two sections we will show that \(su(2|2)\) degrees of freedom underlie a controlled description of an alternative strongly correlated regime.

### III. GREEN’S FUNCTION ANALYSIS

In the previous section we have identified two ways to characterise the electronic degree of freedom. We now demonstrate that they each offer a means to systematically organise the electronic correlations of an interacting system.

We focus our effort on obtaining the electronic Green’s function. Let us first review how the imaginary-time formalism provides access to the retarded and advanced Green’s functions

\[
\begin{align*}
G^R_{ijσ}(t) &= -\frac{i}{\hbar} \Theta(t) \langle \{ c_{iσ}(t), c^\dagger_{jσ}(0) \} \rangle, \\
G^A_{ijσ}(t) &= i \Theta(-t) \langle \{ c_{iσ}(t), c^\dagger_{jσ}(0) \} \rangle,
\end{align*}
\]

with \(Θ\) the Heaviside function. We start with the imaginary-time thermal Green’s function

\[
G_{ijσ}(τ) = -\langle c_{iσ}(τ)c^\dagger_{jσ}(0) \rangle = -\frac{1}{Z} \text{Tr} \left( e^{-βH} T \left[ c_{iσ}(τ)c^\dagger_{jσ}(0) \right] \right),
\]

where \(Z = \text{Tr} e^{-βH}, \, β\) is inverse temperature, \(a(τ) = e^{τH} ae^{-τH}\), and \(T\) is the \(τ\)-ordering operator which is antisymmetric under interchange of fermionic operators

\[
T \left[ c_{iσ}(τ)c^\dagger_{jσ}(0) \right] = Θ(τ)c_{iσ}(τ)c^\dagger_{jσ}(0) - Θ(-τ)c^\dagger_{jσ}(0)c_{iσ}(τ).
\]

Taking the \(τ\)-derivative yields the equation of motion

\[
\partial_τ G_{ijσ}(τ) = -δ(τ)δ_{ij} - \langle \{ H, c_{iσ}(τ) \} c^\dagger_{jσ}(0) \rangle. \tag{20}
\]

The advantage over the real time equation of motion is the anti-periodic boundary condition \(G_{ijσ}(β) = -G_{ijσ}(0)\), which follows from the cyclicity of the trace and antisymmetry of \(T\). The Fourier transform

\[
G_{ρσ}(iω_n) = \frac{1}{V} \sum_{i,j} \int^β_0 dτ e^{iω_nτ} \langle iσ | e^{ipσ}_{iσ} e^{−ipσ}_{jσ} G_{ijσ}(τ) \rangle, \tag{21}
\]

is then defined at the Matsubara frequencies \(ω_n = (2n+1) \frac{π}{T}\), with \(n \in \mathbb{Z}\) and \(V\) is the total number of lattice sites. We define \(G_{ρσ}(ω)\) by analytically continuing \(G_{ρσ}(ω)\) to all non-real \(ω\), provided it satisfies the causality condition that it has no singularities in this region. The retarded and advanced Green’s functions are then obtained as

\[
G^R_{ρσ}(ω) = G_{ρσ}(ω+i0^+), \quad G^A_{ρσ}(ω) = G_{ρσ}(ω-i0^+). \tag{22}
\]

It appears that the challenge of computing the Green’s function revolves around solving the equation of motion, Eq. (20). For example if \(H\) is bilinear in \(c\), say \(H = -\sum_{i,j,σ} t_{ij} c^\dagger_{iσ} c_{jσ} - μ \sum_i n_{iσ}\), then the equation of motion takes the form

\[
\sum_k \left[ δ_{ik} ( -∂_ρ + μ ) + t_{ik} \right] G_{kjσ}(τ) = δ(τ)δ_{ij}, \tag{23}
\]

which upon Fourier transformation becomes

\[
(iω_n + μ - ε_p)G_{ρσ}(iω_n) = 1, \tag{24}
\]

with dispersion relation \(ε_p = -\frac{1}{V} \sum_{i,j} t_{ij} e^{iρ(i-j)}\). Inverting, and analytically continuing \(G_{ρσ}(ω)\) to all non-real \(ω\), results in the non-interacting Green’s function

\[
G_{ρσ}(ω) = \frac{1}{ω + μ - ε_p}. \tag{25}
\]

The Hamiltonian of Eq. (3) is not bilinear in \(c\) however. It contains both biquadratic and bicubic terms, and these induce correlations in the system.

One way to proceed is to investigate how the growth of correlations is controlled by Eq. (20), with a perturbative treatment of the interactions. This leads to the canonical description of correlated electrons which underlies the Fermi liquid \([57, 58]\). We review this in Appendix C for the case of spinless fermions. Our subsequent analysis parallels the discussion there, and the reader may find it useful to contrast the two.

We now however take an alternative route, and consider the Green’s functions of the \(su(2|2)\) degrees of freedom, e.g. \(\langle q_{iστ}(τ) q^\dagger_{jσ′τ′}(0) \rangle\). We will use their equation of motion to gain control of correlations, employing the Green’s function factorisation technique recently pioneered by Shastry \([32, 33]\). As the splitting of Eqs. (13) is linear, the electronic Green’s functions \(G_{ijσ}(τ)\) are immediately reobtained through linear combinations of the \(su(2|2)\) Green’s functions. In this way we gain access to a regime of strongly correlated behaviour.

We will continue our analysis in an explicit manner. While this obscures the presentation to a certain extent,
it has the benefit of avoiding ambiguity. We complement this with Appendix D which contains a schematic summary of the derivation.

It is useful to introduce some simplifying notations. We collect the fermionic generators as

$$\psi_i^\alpha = \left( q_i^{1\alpha}, q_i^{\dagger \alpha}, q_i^{1\beta}, q_i^{\dagger \beta}, q_i^{1\gamma}, q_i^{\dagger \gamma}, q_i^{1\gamma}, q_i^{\dagger \gamma} \right),$$

(26)

with greek indices, and the bosonic generators as

$$\phi^a_i = \left( s_i^+, s_i^-, \eta_i^+, \eta_i^- \right),$$

(27)

with latin indices. The $$\mathfrak{su}(2|2)$$ algebra is then compactly expressed as

$$\{ \psi_i^\alpha, \psi_j^\beta \} = \delta_{ij} (f^{\alpha\beta} \Im + f^{\alpha\beta} \Im),$$

$$[\phi^a_i, \phi^b_j] = \delta_{ij} f_1^{ab} \psi_i^\gamma,$$

$$[\phi^a_i, \phi^b_j] = \delta_{ij} f_2^{ab} \psi_i^\gamma,$$

and the extension to $$\mathfrak{u}(2|2)$$ is given by

$$[\theta_i, \psi_j^\alpha] = \delta_{ij} f^{a\beta} \psi_j^\beta, \quad [\theta_i, \phi^a_j] = 0.$$  (29)

Summation over repeated algebraic indices is implied, and we collect the structure constants $$f$$ in Appendix B.

We now consider the Hamiltonian

$$H = -\frac{1}{2} \sum_{i,j} t_{ij,\alpha\beta} \psi_i^\alpha \psi_j^\beta + \frac{1}{2} \sum_{i,j} V_{ij,ab} \phi_i^a \phi_j^b$$

$$- \mu_a \sum_i \phi_i^a + U \sum_i \theta_i,$$

(30)

with hopping and interaction parameters obeying $$t_{ii,\alpha\beta} = 0$$, $$t_{ji,\alpha\beta} = t_{ij,\alpha\beta}$$, $$t_{ij,\beta\alpha} = -t_{ij,\alpha\beta}$$ and $$V_{ii,ab} = 0$$, $$V_{ji,ab} = V_{ij,ab}$$, $$V_{ij,ab} = V_{ij,ba}$$, chemical potentials $$\mu_a = (h 0 0 2\mu 0 0)$$, and $$U = U/k$$. This model is extremely general, as the sixteen generators $$\{ \mathbf{8} \times \mathbf{8} \times \mathbf{1} \times \mathbf{3} \}$$ provide a complete basis for the local operators at each site. This reflects the wide range of applicability of our approach, though we remind that it is important for the model to have correlated hopping. We include the specific hopping and interaction parameters corresponding to the Hamiltonian of Eq. (3) in Appendix B.

To introduce the Green’s function of the $$\mathbf{q}$$ it is useful to first set a matrix structure via

$$\psi_{i\alpha} = \psi_i^\beta K_{\alpha\beta} = (\psi_i^{\dagger \alpha})^\dagger,$$

(31)

defining a metric $$K$$, presented explicitly in Appendix B. Our object of study is then the matrix Green’s function

$$\mathcal{G}_{ij\beta}^{\alpha}(\tau, \tau') = -\langle \psi_i^{\alpha}(\tau) \phi_j^\beta(\tau') \rangle.$$  (32)

As highlighted above, the electronic Green’s function is directly obtained from linear combinations of these, via Eqs. (13),

$$\mathcal{G}_{ij,1}(\tau) = \mathcal{G}_{ij}^{1\alpha}(\tau) + \mathcal{G}_{ij}^{1\beta}(\tau) + \mathcal{G}_{ij}^{1\gamma}(\tau) + \mathcal{G}_{ij}^{1\gamma}(\tau),$$

$$\mathcal{G}_{ij,2}(\tau) = \mathcal{G}_{ij}^{1\alpha}(\tau) - \mathcal{G}_{ij}^{1\beta}(\tau) - \mathcal{G}_{ij}^{1\gamma}(\tau) + \mathcal{G}_{ij}^{1\gamma}(\tau),$$

(33)

with $$\mathcal{G}_{ij}^{1\beta}(\tau) = \mathcal{G}_{ij}^{1\beta}(\tau, 0)$$. In addition, as the bosonic generators $$s$$ and $$\eta$$ are quadratic in $$c$$, see Eqs. (4) and (5), we can also use Eqs. (13) to obtain

$$\langle \phi_i^{\alpha}(\tau) \rangle = \varphi_i^{\alpha} \mathcal{G}_{ii\beta}^{\gamma}(\tau, \tau^+),$$

(34)

with coefficients $$\varphi_i^{\alpha}$$ which are independent of $$\kappa$$, presented explicitly in Appendix B.

Although the Hamiltonian is at most bilinear in the generators of $$\mathfrak{su}(2|2)$$, correlations are nevertheless induced as a result of the non-canonical nature of the algebra. To handle these we incorporate sources for the $$\phi$$ into the imaginary-time thermal expectation value as follows

$$\langle \mathcal{O}(\tau_1, \tau_2, \ldots) \rangle = \frac{Tr \left( e^{-\beta H} T \left[ e^{\beta S(\tau)} \mathcal{O}(\tau_1, \tau_2, \ldots) \right] \right)}{Tr \left( e^{-\beta H} T \left[ e^{\beta S(\tau)} \right] \right)},$$

(35)

with $$S(\tau) = \sum \mathcal{J}_{\alpha \beta}(\tau) \phi_i^{\alpha}(\tau)$$, and we consider all $$\tau$$ to take values on the interval $$(0, \beta)$$. The source term breaks translational invariance in both time and space, providing a means of organizing correlations by trading bosonic correlations for their variations through

$$\nabla_i^\alpha(\tau) \langle \mathcal{O}(\tau_1, \tau_2, \ldots) \rangle = \langle \phi_i^{\alpha}(\tau) \mathcal{O}(\tau_1, \tau_2, \ldots) \rangle - \langle \phi_i^{\alpha}(\tau) \rangle \langle \mathcal{O}(\tau_1, \tau_2, \ldots) \rangle,$$

(36)

where $$\nabla_i^\alpha(\tau) = \frac{\delta}{\delta \mathcal{J}_{\alpha \beta}(\tau)}$$ denotes the functional derivative, and $$\tau^+ = \tau + 0^+$$ incorporates an infinitesimal regulator which ensures a consistent ordering when $$\tau$$ is one of the $$\tau_1, \tau_2, \ldots, \tau_n$$. At the end of the computation the sources will be set to zero without difficulty, restoring translational invariance.

As for the electronic Green’s function, there is again the anti-periodic boundary condition

$$\mathcal{G}_{ij\beta}^{\alpha}(\beta, \tau) = -\mathcal{G}_{ij\beta}^{\alpha}(0, \tau).$$

(37)

The equation of motion

$$\partial_\tau \mathcal{G}_{ij\beta}^{\alpha}(\tau, \tau') = -\delta(\tau - \tau') \left\{ \langle \psi_i^{\alpha}(\tau) \phi_j^\beta(\tau') \rangle \right\}$$

$$+ \langle [S(\tau), \psi_i^{\alpha}(\tau)] \phi_j^\beta(\tau') \rangle - \langle [H, \psi_i^{\alpha}(\tau)] \phi_j^\beta(\tau') \rangle,$$

(38)

picks up an additional contribution from the source term, a consequence of the $$\tau$$-ordering operator. The first two terms are straightforwardly evaluated from Eqs. (28)

$$\langle \psi_i^{\alpha}(\tau) \phi_j^\beta(\tau') \rangle = \delta_{ij} (f^{\alpha\gamma} I + f^{\alpha\gamma} a \langle \phi_i^{\gamma}(\tau) \rangle) K_{\gamma\beta},$$

$$\langle [S(\tau), \psi_i^{\alpha}(\tau)] \phi_j^\beta(\tau') \rangle = -f^{\alpha\gamma} \mathcal{J}_{\gamma \alpha}(\tau) \mathcal{G}_{ij\beta}^{\gamma}(\tau, \tau').$$

(39)
and, recasting the bosonic correlations as variations of the sources, we obtain

$$[\mathbf{H}, \psi^\dagger_i] = \sum_l [f^{a\delta} A_{il,\gamma} \psi^\gamma_l + f^{a\beta} A_{il,\gamma} \phi^\beta_l \psi^\gamma_i] + \sum_l f^{a\alpha} V_{il,ab} \phi^b_l \psi^\gamma_i - \mu_a f^{a\alpha} \psi^\gamma_i + \bar{U} f^{a\alpha} \psi^\gamma_i. \tag{40}$$

Collecting these expressions, the equation of motion takes the form

$$\sum_k \delta_{ik} \left[ -\delta^\alpha_\gamma \partial_{\alpha} - f^{a\alpha} J_{ia}(\tau) - \mu_a f^{a\alpha} + \bar{U} f^{a\alpha} \gamma + \sum_l f^{a\alpha} V_{il,ab} \langle \phi^b_l(\tau) \rangle + \nabla^b_l(\tau) \right] G_{ij}^{\alpha}(\tau, \tau') + f^{a\delta} A_{il,\gamma} \phi^\beta_l \psi^\gamma_i \left[ \langle \phi^\alpha_i(\tau) \rangle + \nabla^\alpha_i(\tau) \right] G_{ij}^{\alpha}(\tau, \tau') + \delta(\tau - \tau') \delta_{ij} \left( f^{a\gamma} I + f^{a\gamma} \text{a} \langle \phi^a_i(\tau) \rangle \right) K_{ij}. \tag{42}$$

Collecting these expressions, the equation of motion takes the form

$$\sum_k \left[ f^{a\delta} A_{il,\gamma} \psi^\gamma_l + f^{a\alpha} V_{il,ab} \langle \phi^b_l(\tau) \rangle + \nabla^b_l(\tau) \right] G_{ij}^{\alpha}(\tau, \tau') + f^{a\delta} A_{il,\gamma} \phi^\beta_l \psi^\gamma_i \left[ \langle \phi^\alpha_i(\tau) \rangle + \nabla^\alpha_i(\tau) \right] G_{ij}^{\alpha}(\tau, \tau') = \delta(\tau - \tau') \delta_{ij} \left( f^{a\gamma} I + f^{a\gamma} \text{a} \langle \phi^a_i(\tau) \rangle \right) K_{ij}. \tag{43}$$

The functional derivative in Eq. (42) then gives two contributions

$$\nabla_l(\tau') G_{ij}^{\alpha}(\tau, \tau') = \sum_k \int_{\tau}^{\tau'} d\tau'' \left[ \left( \nabla_l(\tau'') G_{ik}^{\alpha}(\tau, \tau''') \right) W_{kj}^{\gamma}(\tau'', \tau') + G_{ik}^{\alpha}(\tau, \tau'') \left( \nabla_l(\tau'') W_{kj}^{\gamma}(\tau'', \tau') \right) \right]. \tag{44}$$

Substituting these into Eq. (42), and bringing the terms with $\nabla W$ to the right-hand side, permits a factorisation of the equation of motion. Setting

$$W_{ij}^{\alpha}(\tau, \tau') = \delta(\tau - \tau') \delta_{ij} \left( f^{a\gamma} I + f^{a\gamma} \text{a} \langle \phi^a_i(\tau) \rangle \right) K_{ij} - \sum_k \int_{\tau}^{\tau'} d\tau'' \left[ \left( \nabla_l(\tau'') G_{ik}^{\alpha}(\tau, \tau''') \right) W_{kj}^{\gamma}(\tau'', \tau') + G_{ik}^{\alpha}(\tau, \tau'') \left( \nabla_l(\tau'') W_{kj}^{\gamma}(\tau'', \tau') \right) \right], \tag{45}$$

fixes the ratio between the two factors in Eq. (43), with the remainder satisfying

$$\sum_k \left[ \delta_{ik} \left[ -\delta^\alpha_\gamma \partial_{\alpha} - f^{a\alpha} J_{ia}(\tau) - \mu_a f^{a\alpha} + \bar{U} f^{a\alpha} \gamma + \sum_l f^{a\alpha} V_{il,ab} \langle \phi^b_l(\tau) \rangle + \nabla^b_l(\tau) \right] G_{ij}^{\alpha}(\tau, \tau') + f^{a\delta} A_{il,\gamma} \phi^\beta_l \psi^\gamma_i \left[ \langle \phi^\alpha_i(\tau) \rangle + \nabla^\alpha_i(\tau) \right] G_{ij}^{\alpha}(\tau, \tau') + \delta(\tau - \tau') \delta_{ij} \delta^\alpha_\beta \right]. \tag{46}$$

These two coupled equations are an exact rewriting of the equation of motion Eq. (42). We call $\mathbf{g}$ the canonised Green’s function and $\mathbf{W}$ the spectral weight.

We proceed by introducing two functionals $\Sigma[\mathbf{g}, \mathbf{W}]$ and $\Omega[\mathbf{g}, \mathbf{W}]$ of the full $\mathbf{g}$ and $\mathbf{W}$ as follows [61]. We define the self-energy $\Sigma$ through

$$\mathbf{g}_{ij}^{-1 \beta}(\tau, \tau') = \mathbf{g}_{0,ij}^{-1 \beta}(\tau, \tau') - \Sigma_{ij}^{\alpha \beta}(\tau, \tau'), \tag{47}$$
where $g_0$ satisfies

$$\left[ \delta_{ik} (-\delta_{ij} \partial_x - f^a \gamma J_{ia}(\tau) - \mu_a f^a \gamma + \tilde{\Upsilon} f^a \gamma) + f^a \delta_{i k, \delta} \gamma \right] g_{0,kj,} = \delta(\tau - \tau') \delta_{ij} \delta_{k\beta}^a$$  \hspace{1cm} (48)

and the adaptive spectral weight $\Omega$ through

$$W_{ij,\beta}(\tau, \tau') = W_{0,ij,\beta}(\tau, \tau') + \Omega_{ij,\beta}(\tau, \tau')$$  \hspace{1cm} (49)

with

$$W_{0,ij,\beta}(\tau, \tau') = \delta(\tau - \tau') \delta_{ij} f^a \gamma I K_{\gamma,\beta}$$  \hspace{1cm} (50)

We obtain a closed equation for $\Sigma$ by convolving Eq. (46) on the right with $g^{-1}$, which gives

$$\Sigma_{ij,\beta}(\tau, \tau') = -\delta(\tau - \tau') \left( f^a \gamma \alpha t_{ij,\gamma,\beta} \langle \phi^a \gamma(\tau) \rangle + \delta_{ij} \sum_l f^a \beta V_{il,ab} \langle \phi^b \gamma(\tau) \rangle \right)$$

$$+ \delta(\tau - \tau') \delta_{ij} \sum_l f^a \beta V_{il,ab} \langle \phi^b \gamma(\tau, \tau') f^{a \gamma} \beta \rangle$$

$$- \sum_{k,l} \int_0^{\beta} d\tau'' \left( f^a \beta t_{il,\gamma,\beta} \langle \phi^a \gamma(\tau, \tau'') \rangle \nabla^2_i (\tau) \Sigma_{kji,\beta}(\tau, \tau') + f^a \beta V_{il,ab} \langle \phi^b \gamma(\tau, \tau'') \rangle \nabla^2_i (\tau) \Sigma_{kji,\beta}(\tau, \tau'), \right)$$

$$\text{upon using } (\nabla \nabla) g^{-1} = -g \nabla \nabla - g \nabla \Sigma, \text{ with }$$

$$\nabla^2_i (\tau')g_{0,ij,\beta}(\tau, \tau') = -\delta(\tau - \tau') \delta(\tau - \tau' - 0^+) \delta_{ij} \delta_{i\delta} f^a \gamma \beta.$$  \hspace{1cm} (52)

A closed equation for $\Omega$ follows directly from Eq. (45),

$$\Omega_{ij,\beta}(\tau, \tau') = \delta(\tau - \tau') \delta_{ij} f^a \gamma a K_{\gamma,\beta} \langle \phi^a \gamma(\tau) \rangle - \sum_{k,l} \int_0^{\beta} d\tau'' \left( f^a \gamma a t_{il,\gamma,\beta} \langle \phi^a \gamma(\tau, \tau'') \rangle \nabla^2_i (\tau) \Omega_{kji,\beta}(\tau, \tau')$$

$$+ f^a \gamma a V_{il,ab} \langle \phi^b \gamma(\tau, \tau'') \rangle \nabla^2_i (\tau) \Omega_{kji,\beta}(\tau, \tau'), \right)$$  \hspace{1cm} (53)

Equations (51) and (53) are exact. We now obtain successive approximate solutions with a perturbative expansion in $\kappa$. We introduce rescaled parameters $f^a_{\beta, a} = f^a_{\beta, a}/\kappa, V_{ij, ab} = V_{ij, ab}/\kappa$, so that $t_{ij, \alpha \beta}, \tilde{\Upsilon}_{ij, \alpha \beta}, f^a_{\alpha \beta}$ and $f^{a \beta, a}$ are all independent of $\kappa$, and write $\Sigma = \sum_{s=0}^{\infty} \kappa^s \Sigma_s$ and $\Omega = \sum_{s=0}^{\infty} \kappa^s \Omega_s$. The leading contributions are

$$[\Sigma_{ij,\beta}(\tau, \tau')]_1 = -\delta(\tau - \tau') \sum_k \int_0^{\beta} d\tau'' \left( f^a \gamma a t_{ij,\gamma,\beta} \varphi^a \gamma a \delta_{ikj}(\tau, \tau''') W_{kji,\beta}(\tau'', \tau') \right)$$

$$+ \delta_{ij} \sum_l f^a \beta V_{il,ab} \varphi^a \beta \delta_{ikj}(\tau, \tau''') W_{kji,\beta}(\tau'', \tau')$$

$$- \delta(\tau - \tau') \left( \delta_{ij} \sum_l f^a \beta t_{il,\gamma,\beta} \varphi^a \beta \delta_{ikj}(\tau, \tau''') f^{a \gamma} \beta + f^a \beta V_{il,ab} \varphi^a \beta \delta_{ikj}(\tau, \tau''') f^{a \gamma} \beta \right)$$  \hspace{1cm} (54)

Higher order terms are then obtained recursively through

$$[\Sigma_{ij,\beta}(\tau, \tau')]_{s+1} = - \sum_{k,l} \int_0^{\beta} d\tau'' \left( f^a \gamma a t_{il,\gamma,\beta} \varphi^a \gamma a \delta_{ikj}(\tau, \tau''') W_{kji,\beta}(\tau'', \tau') \right)_s + f^a \beta V_{il,ab} \varphi^a \beta \delta_{ikj}(\tau, \tau''') \nabla^2_i (\tau) [\Sigma_{kji,\beta}(\tau, \tau')]_s$$

$$[\Omega_{ij,\beta}(\tau, \tau')]_{s+1} = - \sum_{k,l} \int_0^{\beta} d\tau'' \left( f^a \gamma a t_{il,\gamma,\beta} \varphi^a \gamma a \delta_{ikj}(\tau, \tau''') \nabla^2_i (\tau) [\Omega_{kji,\beta}(\tau, \tau')]_s + f^a \beta V_{il,ab} \varphi^a \beta \delta_{ikj}(\tau, \tau''') \nabla^2_i (\tau) [\Omega_{kji,\beta}(\tau, \tau')]_s \right)$$

$$\text{These depend on the sources only through } g \text{ and } W, \text{ and at each order we need use only the leading contributions from}$$

$$\nabla^2_i (\tau')g_{ij,\beta}(\tau, \tau') = g_{ij,\beta}(\tau, \tau') f^a \gamma a \delta_{ikj}(\tau'', \tau') + O(\kappa), \quad \nabla^2_i (\tau')W_{ij,\beta}(\tau, \tau') = 0 + O(\kappa),$$  \hspace{1cm} (55)
with non-interacting dispersion \( \varepsilon_p \), and \( \lambda = \lambda / \kappa \).

The electronic Green’s function can now be immediately obtained via Eqs. (33), yielding

\[
G_{p\sigma}(\omega) = \frac{1}{\omega + \mu - \frac{\varepsilon_p}{1 + \kappa^2} - \frac{\kappa^2(\bar{U} + \lambda \varepsilon_p)}{1 + \kappa^2}},
\]

where

\[
g^\pm = \frac{(1 + \kappa^2)(\omega + \mu) - \frac{2\kappa^2 \varepsilon_p}{1 + \kappa^2} \pm \kappa^2(\bar{U} + \lambda \varepsilon_p)}{4(\omega + \mu - \frac{\varepsilon_p}{1 + \kappa^2})(\omega + \mu - \frac{\kappa^2 \varepsilon_p}{1 + \kappa^2}) - \kappa^2(\bar{U} + \lambda \varepsilon_p)^2},
\]

\[
h = \frac{(1 - \kappa^2)(\omega + \mu)}{4(\omega + \mu - \frac{\varepsilon_p}{1 + \kappa^2})(\omega + \mu - \frac{\kappa^2 \varepsilon_p}{1 + \kappa^2}) - \kappa^2(\bar{U} + \lambda \varepsilon_p)^2},
\]

with non-interacting dispersion \( \varepsilon_p = -\frac{t}{2} \sum_{i,j} e^{i\rho(i-j)} \), and \( \lambda = \lambda / \kappa \).

It is sufficient to restrict the greek indices to run over \( \{1, 2, 3, 4\} \). Fourier transforming, performing matrix inversion, and analytically continuing to all non-real \( \omega \), we obtain

\[
G_{p\sigma}(\omega) = \begin{pmatrix}
g^- & h & 0 & 0 \\
0 & g^+ & 0 & 0 \\
0 & 0 & g^- & -h \\
0 & 0 & -h & g^+
\end{pmatrix},
\]

where

\[
\sum_k \left[ \delta_{ik} \left( -\delta^\alpha_{\gamma} \delta_{\tau} - \mu_a f^{\alpha \gamma} + \bar{U} f^{\theta \gamma} + f^{\alpha \delta} t_{1,ik,\delta} g_{jk}(\tau, \tau') \right) \right] = \delta(\tau - \tau') \delta_{ij} f^{\gamma \delta} K_{\gamma \delta}.
\]

\[\text{(57)}\]

We choose \( t, \kappa, \bar{U} \) and \( \lambda \) to parametrise the model, and ascribe the following roles: \( t \) controls the strength of dispersion, \( \kappa \) controls the strength of correlations, \( \bar{U} \) controls the band splitting, and \( \lambda \) controls asymmetry. They are related to the original parameters of the model by

\[
\kappa = \sqrt{\frac{t - t_\pm}{t + t_\pm}}, \quad \bar{U} = \frac{U}{\kappa}, \quad \lambda = \frac{\lambda}{\kappa},
\]

\[\text{(61)}\]

while it may be tempting to view the term with prefactor \( \frac{\kappa^2}{t} \) in the denominator as a self-energy, we suggest this would be a misinterpretation of the degrees of freedom. This is clarified by rewriting Eq. (60) as

\[
G_{p\sigma}(\omega) = \frac{a_{p\sigma}}{\omega + \mu - \omega_{p\sigma}} + \frac{a_{p\bullet}}{\omega + \mu - \omega_{p\bullet}},
\]

\[\text{(62)}\]

which makes manifest the splitting of Eq. (13). There are now two dispersive bands, which we label with \( \nu = \sigma, \bullet \), as follows

\[
\omega_{p\nu} = \frac{\varepsilon_p}{2} + \nu \sqrt{\left(1 - \kappa^2 - \frac{\varepsilon_p}{1 + \kappa^2}\right) + \kappa^2(\bar{U} + \lambda \varepsilon_p)^2},
\]

\[\text{(63)}\]

and the electronic spectral weight is split between them

\[
a_{p\nu} = \frac{1}{2} \left( 1 + \nu \right) \sqrt{\frac{1 - \kappa^2}{1 + \kappa^2} \frac{\varepsilon_p}{\varepsilon_p} + \kappa^2(\bar{U} + \lambda \varepsilon_p)^2}.
\]

\[\text{(64)}\]
with $a_{p\sigma} + a_{p\bullet} = 1$. This is in sharp contrast with
the canonical perspective, i.e. conventional band theory,
where the entire electronic spectral weight is locked to-
gether in a single band.

A Mott metal-insulator transition takes place when a
gap opens between the two bands, i.e. when $\max_p \omega_{p\sigma} = \min_p \omega_{p\bullet}$. For $\lambda = 0$ and $W = 2 \max_p \varepsilon_p = -2 \min_p \varepsilon_p$, the transition occurs at $\bar{U}_M = \frac{W}{4 \pi \varepsilon}$. The nature of the transition bears a close resemblance to a band insulator
transition, but we emphasise the essential role of elec-
tronics. The splitting of the electronic band is reminiscent
taken there.

The spectral weight
a
to
\[ a_{p\sigma}(\omega) = -\frac{1}{\pi} \text{Im} G_{p\sigma}^R(\omega) = a_{p\sigma}\delta(\omega - \omega_{p\sigma}) + a_{p\bullet}\delta(\omega - \omega_{p\bullet}). \]  

We focus on the example of nearest-neighbour hopping
on the square lattice, with dispersion relation $\varepsilon_p = -2 \cos p_x - 2 \cos p_y$, setting $t = 1$. In Fig. 2 we plot
the frequency dependence of the spectral function along
the $\Gamma$-$X$-$M$-$\Gamma$ high-symmetry path in the Brillouin zone
for a choice of values of $\kappa$ and $\bar{U}$, with $\lambda = 0$. We also
set $\mu = 0$, but as $\mu$ enters Eq. (62) solely as a shift of $\omega$, the results for non-zero chemical potential correspond to
translating the plots vertically in $\omega$. The figure helps to
visualise how the two bands emerge from a single band in
the non-interacting limit, via hybridisation as an addi-
tional band carrying vanishing spectral weight. As the
interactions are increased the two bands separate, and
for $\bar{U} > \bar{U}_M$ a Mott gap is observed, with the vanishing
of the carrier density at the transition evident through the
density of states.

Figure 3 displays cross sections of Fig. 2, showing the
spectral function throughout the 2d Brillouin zone for a
choice of $\mu$, $\kappa$, and $\bar{U}$. This reveals surfaces which violate
the Luttinger sum rule [65], clearly evidenced by con-
trasting Figs. 3.(a) and 3.(b). This is indeed reasonable
as the sum rule relies on the existence of the Luttinger-
Ward functional, which is tied to canonical characteri-
sation of interactions [36, 66]. The violation can be un-
derstood as a consequence of the non-canonical nature of
the $\text{su}(2|2)$ degrees of freedom, for which the non-trivial
spectral weight unites the link between electron density
and Luttinger volume.

In summary, we have found that $\text{su}(2|2)$ degrees of free-
dom govern a regime of behaviour which is fundamentally
distinct from a Fermi liquid.
The standard way to characterise the behaviour of interacting electrons is through perturbation theory from the non-interacting limit, built upon canonical degrees of freedom [57]. This logic is supported both by Landau’s arguments on the robustness of the Fermi liquid [1, 2], and Shankar’s renormalisation group analysis [67]. The approach has had great success, it underlies our understanding of a wide variety of materials.

Here we have identified a distinct way to characterise the electronic degree of freedom, and have demonstrated that it permits a description of a regime of behaviour different from the Fermi liquid. We have cast the electronic problem through the generators of the graded Lie algebra $su(2)$, and have shown how this provides a way to systematically organise the effects of electronic correlations. We have focused on the leading contribution, which reveals a splitting in two of the electronic band, see Fig. 2. The Luttinger sum rule is violated, and a carrier-number-vanishing Mott metal-insulator transition is exhibited. This reveals a scenario beyond Shankar’s analysis, as that is formulated with canonical fermion coherent states which lack the freedom to capture the splitting of Eq. (13).

The canonical description is expected to capture metallic behaviour for $\kappa \ll U$, i.e. when any correlations in hopping are weak. We expect that $su(2)$ degrees of freedom may govern behaviour when the parameters $U$, $\lambda$ of Eq. (61) are $O(1)$, in particular for $U \sim \kappa$ at small $\kappa$. We represent this schematically in Fig. 4. There is an argument to be made that the two regimes extend to either side of the point $\kappa = 1$, $U = \infty$. On the one hand, one can consider departing from the degenerate atomic limit through a continuous unitary transformation organised in powers of $t/U$ [68], but this breaks down when $t_+ \sim t/U$, i.e. close to $\kappa = 1$. On the other, the parameterisation of Eq. (11) is discontinuous at $t = t_+ = 0$, and equivalence with (7) requires that $t$ is not taken to zero first, i.e. to approach the atomic limit keeping $\kappa \sim 1$. These singular behaviours can be attributed to the fact that the Hubbard interaction commutes with correlated hopping when $\kappa = 1$. See Ref. [69] for a closely related discussion. Let us also comment here that the framework pursued by Shastry sets $U = \infty$ from the outset, and this plays an important role throughout his analysis [32, 33].

An important question is whether there exist materials whose behaviour is governed by $su(2)$? We consider the pseudogap regime found in the cuprates to be an ideal candidate, as it is a metallic state with a distinct non-Fermi liquid character [7, 70, 71]. The cuprates are charge-transfer insulators [48, 49], and their electronic structure suggests they should admit an effective single-orbital description with the eliminated low-lying ligand $p$ orbital inducing significant correlations in the hopping amplitudes [50–53]. Quantum oscillation experiments indicate a clear violation of the Luttinger sum rule as the pseudogap regime is entered, and furthermore that the carrier density vanishes as the Mott transition is approached, see e.g. Fig. 4.b of Ref. [38].

A next step is to go beyond the leading approximation upon which we focused in Sec. IV. Indeed, this is important to fully characterise the $su(2)$ regime of behaviour. Incorporating the first order contributions to the self-energy and adaptive spectral weight from Eqs. (54) will capture the leading contributions of static spin and charge correlations. This is the analogue of the Hartree-Fock approximation for the canonical case. In the context of cuprate physics it would be interesting...
to investigate if the phenomenological Yang–Rice–Zhang ansatz [72, 73], which bears a similar form to Eq. (60), can be justified in this way. Another direction is to establish the thermodynamic properties of the regime. We hope such studies will clarify the relevance of $su(2)$ degrees of freedom for characterising the behaviour of strongly correlated materials.

The details of the underlying lattice have not played an important role in our analysis. In practice, it is good to have translational invariance as Eqs. (55) generate a local expansion, which is most conveniently handled in momentum space.

A special case is when the lattice is a one-dimensional chain. Here the low-energy degrees of freedom are generically spin-charge separated [74, 75]. Thus we do not expect $su(2)$ degrees of freedom to govern behaviour there, just as canonical fermions do not govern behaviour away from the non-interacting limit [76]. Instead, degrees of freedom in one dimension are truly interacting. They can be characterised by their behaviour at integrable limits, where scattering becomes completely elastic but remains non-trivial [16], allowing for a complete description of the energy spectrum in terms of stable particles [77, 78]. The classification of such integrable models is understood within the framework of algebraic Bethe ansatz [12]. It is noteworthy that the primary integrable models relevant for interacting electrons [13–15, 79] descend from an R-matrix governed by the exceptional central extension of $su(2)$ symmetry we use here [15, 34], or a $q$-deformation thereof [80]. Indeed, the present work was greatly motivated by a combined study of these models [69].

Another important case is that of infinite dimensions, i.e., when the coordination number of the lattice diverges. While the notion of local degrees of freedom disappears in this limit, dynamical correlations can survive. The frequency dependent electronic Green’s function of the Hubbard model can be determined in an exact way here through dynamical mean-field theory [41, 42]. There exist works which incorporate correlated hopping into the formalism [81–83], but unfortunately we have not found an explicit study of the effect of correlated hopping on the electronic spectral function. We hope that this may be achieved, as it will provide a complementary controlled perspective on our description of the Mott transition.

The splitting of the electron in Eq. (13) admits an interpretation in terms of slave particles. Slave bosons $b$ and fermions $f$ fractionalise the canonical fermion generators as

$$c^\dagger_{\sigma} = b^\dagger_{\sigma} f_{\sigma} + \epsilon_{\sigma\bar{\sigma}} f^\dagger_{\bar{\sigma}} b_{\sigma},$$

or alternatively by interchanging $b \leftrightarrow f$ [84–87]. They are often invoked to characterise strongly correlated electrons [40, 88]. The $q$ of $su(2)$ can be viewed as a decoupling of the two contributions to Eq. (66) as follows

$$q^\dagger_{\sigma\nu} = \frac{1 + \kappa}{2} f_{\sigma} b_{\nu} + \frac{1 - \kappa}{2} \epsilon_{\sigma\bar{\sigma}} \epsilon_{\nu\bar{\nu}} b^\dagger_{\sigma} f^\dagger_{\nu}.$$  

Descriptions of correlated matter where deconfined slave particles govern the behaviour require emergent gauge fields [89]. This is not the case with the $q$ however, which can be viewed as binding the $b$ and $f$ to gauge invariant degrees of freedom. Such a binding has been considered from a phenomenological perspective in the context of cuprate physics [90, 91].

Finally we offer a more general perspective. We have argued that there exist two distinct regimes of electronic behaviour, governed either by canonical $su(1)$ or non-canonical $su(2)$ degrees of freedom, which are Fermi liquid and non-Fermi liquid respectively, see Fig. 4. This raises the question: what happens in between? A phase transition in a conventional sense does not seem possible, as there is no clear notion of order parameter. Instead, each regime may be characterised by a quasi-particle description, where correlations are controlled in perturbative manner by distinct sets of degrees of freedom. While it is possible to connect the two regimes in a controlled way through the non-interacting point, this is highly singular due to the enhanced symmetry there, see Fig. 2.(i). Instead, we suggest that connecting the two regimes along a generic path requires the breakdown of a quasi-particle description in between. This mirrors a previous proposal in an identical setting in one dimension [69].

More specifically, the robustness of the Fermi liquid owes to the fact that the lifetimes of the electronic quasi-particles scale as $(\omega - \epsilon_F)^{-2}$, guaranteeing their stability in the vicinity of the Fermi surface. A ‘transition’ may however occur if correlations shrink the domain over which this scaling is valid to zero. That is, the Fermi liquid may be destroyed by ‘coherence closing’, while the spectrum remains gapless. Such a quantum chaotic regime would permit a rearrangement of the spectrum, allowing in turn for a rearrangement of the electronic degree of freedom.

Again, the cuprates offer a prime candidate for identifying such behaviour in a material setting. They exhibit a ‘strange metal’ regime, lying between the pseudogap and Fermi liquid regimes in their phase diagram, where the featureless linear in temperature resistivity has defined a quasi-particle interpretation [92–94]. Our description of ‘coherence closing’ is consistent with the phenomenological marginal Fermi liquid description of this regime [8]. Establishing the necessity for a breakdown of a quasi-particle description in this way would provide a fresh starting point for understanding the anomalous behaviour there.

From the perspective of either set of degrees of freedom, the intermediate regime is where correlations grow out of control. Characterising such behaviour requires an alternative framework, not built upon underlying degrees of freedom. An intriguing possibility is holographic duality, which offers a controlled description through the semi-classical regime of a dual gravity theory [95, 96].
VI. CONCLUSION

Characterising the behaviour of interacting electrons is an outstanding challenge, despite many decades of effort. Here we have offered a novel approach, based around characterising the electronic degree of freedom.

We have argued that strong electronic correlations are governed by the graded Lie algebra $\mathfrak{su}(2|2)$, as opposed to the canonical fermion algebra which underlies the Fermi liquid. We have derived a controlled description by obtaining a series of successive approximations for the electronic Green’s function, mirroring the self-energy expansion of the canonical case. Focusing on the leading approximation, we found a splitting in two of the electronic band, a violation of the Luttinger sum rule, and a Mott transition when the split bands separate.

Much work is required to further characterise this non-Fermi liquid regime. Ultimately, we hope this will lead to efficient techniques for understanding materials whose behaviour is driven by strong electronic correlations.
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Appendix A: The graded Lie algebra $\mathfrak{su}(2|2)$

The graded Lie algebra $\mathfrak{su}(2|2)$ has fifteen generators

$$8 \times q, \ 3 \times s, \ 3 \times \eta, \ 1, \quad (A1)$$

with the $q$ fermionic, and the remainder bosonic. We focus on the fundamental 4-dimensional representation relevant for the electronic degree of freedom. The generators can be expressed in terms of spinful canonical fermions through Eqs. (4), (5) and (10). The anti-commutation relations between the fermionic generators $q$ are given by Eqs. (12). The commutation relations between the fermionic and bosonic generators are

$$[s^\pm, q^\dagger_{\sigma\nu}] = \frac{\sigma}{2} q^\dagger_{\sigma\nu}, \quad [s^\pm, q_{\sigma\nu}] = -\frac{\sigma}{2} q_{\sigma\nu},$$

$$[s^z, q^\dagger_{\sigma\nu}] = -\frac{\sigma}{2} q^\dagger_{\sigma\nu}, \quad [s^z, q_{\sigma\nu}] = \frac{\sigma}{2} q_{\sigma\nu},$$

$$[s^\pm, q^\dagger_{\nu\nu}] = -q^\dagger_{\nu\nu}, \quad [s^+, q_{\nu\nu}] = q_{\nu\nu}, \quad (A2)$$

and

$$[\eta^\pm, q^\dagger_{\nu\nu}] = \frac{\nu}{2} q^\dagger_{\nu\nu}, \quad [\eta^\pm, q_{\nu\nu}] = -\frac{\nu}{2} q_{\nu\nu},$$

$$[\eta^z, q^\dagger_{\nu\nu}] = q^\dagger_{\nu\nu}, \quad [\eta^z, q_{\nu\nu}] = -q_{\nu\nu},$$

$$[\eta^\pm, q^\dagger_{\sigma\sigma}] = q^\dagger_{\sigma\sigma}, \quad [\eta^\pm, q_{\sigma\sigma}] = -q_{\sigma\sigma}, \quad (A3)$$

and

$$[\eta^z, q^\dagger_{\sigma\sigma}] = q^\dagger_{\sigma\sigma}, \quad [\eta^z, q_{\sigma\sigma}] = -q_{\sigma\sigma}.$$
Appendix B: Constants and Parameters

In Sec. III we introduced compact notations, encoding the Green’s function analysis in parameters $f$, $t$, $V$, $K$ and $\varphi$. Here we present them explicitly.

1. Structure constants: $f$

The structure constants $f^{\alpha\beta}_I$ and $f^{\theta\alpha}_{\beta I}$ depend on $\kappa^2$ through $a^\pm = \frac{1 \pm \kappa^2}{4}$ as follows

$$f^{\alpha\beta}_I : \begin{pmatrix}
0 & 0 & 0 & 0 & a^+ & a^- & 0 & 0 \\
0 & 0 & 0 & 0 & a^- & a^+ & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & a^+ & -a^- \\
a^+ & a^- & 0 & 0 & 0 & 0 & 0 & 0 \\
a^- & a^+ & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & a^+ & -a^- & 0 & 0 & 0 & 0 \\
0 & 0 & -a^- & a^+ & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}, \quad f^{\theta\alpha}_{\beta I} : \begin{pmatrix}
a^+ & -a^- & 0 & 0 & 0 & 0 & 0 & 0 \\
a^- & a^+ & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & a^+ & a^- & 0 & 0 & 0 & 0 \\
0 & 0 & -a^- & -a^+ & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}.$$ (B1)

The structure constants $f^{\alpha\beta}_a$ are proportional to $\kappa$ as follows

$$f^{\alpha\beta}_1 : \begin{pmatrix}
0 & 0 & 0 & 0 & -\kappa & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\kappa & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}, \quad f^{\alpha\beta}_2 : \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}, \quad f^{\alpha\beta}_3 : \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & \kappa \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}.$$ (B2)

The structure constants $f^{\alpha\beta}$ are independent of $\kappa$ as follows

$$f^{1\alpha}_\beta : \begin{pmatrix}
\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}, \quad f^{2\alpha}_\beta : \begin{pmatrix}
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}, \quad f^{3\alpha}_\beta : \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}.$$ (B3)
2. Hopping and interaction parameters, and metric: \( t, V, K \)

The hopping and interaction parameters relating the general Hamiltonian of Eq. (30) to the specific model considered in Sec. II are given as follows, alongside the metric defined by Eq. (31),

\[
\begin{align*}
t_{a\beta} : & \begin{pmatrix}
0 & 0 & 0 & 0 & t_o & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -t_o & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & t_o & 0 \\
0 & 0 & -t_o & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
V_{ab} : & \begin{pmatrix}
J & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & J/2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
K_{a\beta} : & \begin{pmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\end{align*}
\] (B4)

3. Coefficients: \( \varphi \)

The coefficients \( \varphi^{a\beta} \) of Eq. (34), which relate \( \phi^a = \varphi^{a\beta} \psi_\alpha \psi^\beta \) in a \( \kappa \) independent way, are

\[
\begin{align*}
\varphi^{1a}_\beta : & \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
\varphi^{2a}_\beta : & \begin{pmatrix}
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
\varphi^{3a}_\beta : & \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
\varphi^{4a}_\beta : & \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
\varphi^{5a}_\beta : & \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
\varphi^{6a}_\beta : & \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\end{align*}
\] (B5)

Appendix C: Review of the canonical Green’s function analysis

We review the self-energy expansion for the canonical Green’s function. We loosely follow Chap. 5 of the text [58], and do not invoke Wick’s theorem. We mir or the derivation with that of Sec. III. Differences in the signs of terms are primarily a consequence of \( \{n, c\} = -c \) here, while \( \{\phi^a, \psi^\beta\} = f^{a\beta, \gamma} \psi^\gamma \) there.

We focus on the case of spinless fermions, and consider the Hamiltonian

\[
H = -\sum_{i,j} t_{ij} c_i^\dagger c_j + \frac{1}{2} \sum_{i,j} V_{ij} n_i n_j - \mu \sum_j n_j,
\] (C1)

with \( t_{ii} = 0, t_{iji} = t_{jii}, \) and \( V_{ii} = 0, V_{ij} = V_{ji} \). The interaction term induces correlations, and to track these we introduce a source term to the thermal expectation value as follows

\[
\langle O(\tau_1, \tau_2, \ldots) \rangle = \frac{\text{Tr} \left( e^{-\beta H} \mathcal{T} [e^{i B \delta \tau S(\tau)} O(\tau_1, \tau_2, \ldots)] \right) }{\text{Tr} \left( e^{-\beta H} \mathcal{T} [e^{i B \delta \tau S(\tau)}] \right) },
\] (C2)

with \( S(\tau) = \sum_j J_j(\tau) n_j(\tau) \). Density correlations can then be reinterpreted as variations of the sources through

\[
\nabla_s(\tau) \langle O(\tau_1, \tau_2, \ldots, \tau_n) \rangle = \langle n_s(\tau) O(\tau_1, \tau_2, \ldots, \tau_n) \rangle - \langle n_s(\tau) \rangle \langle O(\tau_1, \tau_2, \ldots, \tau_n) \rangle,
\] (C3)
with $\nabla_i(\tau) = \frac{\delta}{\partial x_i(\tau)}$. The equation of motion for $G_{ij}(\tau, \tau') = - \langle c_i(\tau)c_j^\dagger(\tau') \rangle$ is

$$\partial_\tau G_{ij}(\tau, \tau') = - \delta(\tau - \tau') \langle \{c_i(\tau), c_j^\dagger(\tau') \} \rangle + \langle [S(\tau), c_i(\tau)]c_j^\dagger(\tau') \rangle - \langle [H, c_i(\tau)]c_j^\dagger(\tau') \rangle.$$

(C4)

Here $[H, c_i] = \sum_l t_{il}c_l + \mu c_i - \sum_l V_{il}n_l c_i$, giving

$$\langle [H, c_i(\tau)]c_j^\dagger(\tau') \rangle = - \sum_l t_{il}G_{lj}(\tau, \tau') - \mu G_{ij}(\tau, \tau') + \sum_l V_{il}(\langle n_l(\tau) \rangle + \nabla_l(\tau))G_{ij}(\tau, \tau'),$$

and so the equation of motion can be recast as

$$\sum_k \left[ \delta_{ik} \left( - \partial_\tau + \mu + J_i(\tau) - \sum_l V_{il}(\langle n_l(\tau) \rangle + \nabla_l(\tau)) \right) + t_{ik} \right] G_{kj}(\tau, \tau') = \delta(\tau - \tau')\delta_{ij}.$$

(C6)

Unlike the non-canonical case, contrast Eq. (42), here the right-hand side is independent of $G$.

We proceed by introducing the self-energy as a functional $\Sigma[G]$ of the full $G$ through

$$G_{ij}^{-1}(\tau, \tau') = G_{ij}^{-1}(\tau, \tau') - \Sigma_{ij}(\tau, \tau'),$$

where $G_0$ satisfies

$$\sum_k \left[ \delta_{ik} \left( - \partial_\tau + J_i(\tau) + \mu \right) + t_{ik} \right] G_{0,kj}(\tau, \tau') = \delta(\tau - \tau')\delta_{ij}.$$

(C8)

We obtain a closed equation for $\Sigma$ by convolving Eq. (C6) on the right with $G^{-1}$, which gives

$$\Sigma_{ij}(\tau, \tau') = \delta(\tau - \tau')\delta_{ij} \sum_l V_{il}(\langle n_i(\tau) \rangle - \delta(\tau - \tau')V_{ij}G_{ij}(\tau, \tau') + \sum_{l,k} \int_0^\beta d\tau'' V_{il}G_{lk}(\tau, \tau''\nabla_l(\tau)\Sigma_{kj}(\tau'', \tau'),$$

(C9)

upon using $(\nabla G)G^{-1} = -G\nabla G^{-1} = -G\nabla G^{-1} + G\nabla \Sigma$, with

$$\nabla_l(\tau'')G_{0,ij}^{-1}(\tau, \tau') = \delta(\tau - \tau')\delta(\tau - \tau'' - 0^+)\delta_{ij}\delta_{il}.$$  

(C10)

Equation (C9) is exact. We now obtain successive approximate solutions by a perturbative expansion of $\Sigma$ in the strength of interactions. We introduce rescaled parameters $\tilde{V}_{ij} = V_{ij}/\lambda$, and write $\Sigma = \sum_{s=0}^\infty \lambda^s[\Sigma]_s$. The leading contribution

$$[\Sigma_{ij}(\tau, \tau')]_1 = \delta(\tau - \tau')\delta_{ij} \sum_l \tilde{V}_{il}G_{ll}(\tau, \tau') - \delta(\tau - \tau')\tilde{V}_{ij}G_{ij}(\tau, \tau'),$$

(C11)

contains both the Hartree and Fock terms, and we have used $\langle n_i(\tau) \rangle = G_{ii}(\tau, \tau')$ to cast it explicitly in terms of $G$. All higher contributions are then obtained recursively through

$$[\Sigma_{ij}(\tau, \tau')]_s = \sum_{k,l} \int_0^\beta d\tau'' \tilde{V}_{il}G_{lk}(\tau, \tau'\nabla_l(\tau)\Sigma_{kj}(\tau'', \tau')]_s.$$

(C12)

Dependence on the source $J$ appears only through $G$, and the functional derivative can be evaluated at each order using

$$\nabla_l(\tau'')G_{ij}(\tau, \tau') = -G_{il}(\tau, \tau'')G_{l,j}(\tau'', \tau') + O(\lambda).$$

(C13)

In this way we systematically obtain the functional $\Sigma[G]$ to any desired order. For example, the second order contribution to the self-energy is

$$[\Sigma_{ij}(\tau, \tau')]_2 = \sum_{k,l} \tilde{V}_{il}\tilde{V}_{jk}(- G_{ij}(\tau, \tau')G_{kl}(\tau', \tau)G_{lk}(\tau, \tau') + G_{ik}(\tau, \tau')G_{kl}(\tau', \tau)G_{lj}(\tau, \tau')),$$

(C14)

which gives the Born collision approximation.
Appendix D: Schematic summary of Sec. III

We consider a Hamiltonian of the form

$$H \sim -\frac{1}{2} \sum_{i,j} t_{ij} \psi_i \psi_j + \frac{\kappa}{2} \sum_{i,j} \bar{V}_{ij} \phi_i \phi_j - \mu \sum_i \phi_i + \bar{U} \sum_i \theta_i,$$  \hspace{1cm} (D1)

where $\psi, \phi, \theta$ satisfy a non-canonical algebra \[ [\psi, \psi] \sim 1 + \kappa \phi, \quad [\phi, \psi] \sim \psi, \quad [\phi, \phi] \sim \phi, \quad [\theta, \psi] \sim \psi, \quad [\theta, \phi] \sim 0. \] \hspace{1cm} (D2)

We wish to obtain the Green’s function

$$G_{ij}(\tau, \tau') \sim -\langle \psi_i(\tau) \psi_j(\tau') \rangle.$$  \hspace{1cm} (D3)

We include sources for $\phi$ in the expectation value

$$\langle \mathcal{O}(\tau_1, \tau_2, \ldots) \rangle = \frac{\text{Tr} \left( e^{-\beta H_T} [\text{e}^{\delta S(\tau)} \mathcal{O}(\tau_1, \tau_2, \ldots)] \right)}{\text{Tr} \left( e^{-\beta H_T} \text{e}^{\delta S(\tau)} \right)},$$  \hspace{1cm} (D4)

with $S(\tau) \sim \sum_i J_i(\tau) \phi_i(\tau)$, so that we can organise correlations through

$$\nabla_i(\tau) \langle \mathcal{O}(\tau_1, \tau_2, \ldots, \tau_n) \rangle \sim \langle \phi_i(\tau) \mathcal{O}(\tau_1, \tau_2, \ldots, \tau_n) \rangle - \langle \phi_i(\tau) \rangle \langle \mathcal{O}(\tau_1, \tau_2, \ldots, \tau_n) \rangle,$$  \hspace{1cm} (D5)

$$\sum_k \left[ \delta_{ik} \left( -\partial_\tau - J_i(\tau) - \mu + \bar{U} + \kappa \sum_l \bar{V}_{il} \langle \phi_i(\tau) \rangle + \nabla_i(\tau) \right) + t_{ik} + \kappa t_{ik} \langle \phi_i(\tau) \rangle + \nabla_i(\tau) \right] G_{kj}(\tau, \tau') \sim \delta(\tau - \tau') \delta_{ij} (1 + \kappa \langle \phi_i(\tau) \rangle).$$  \hspace{1cm} (D10)

To demonstrate Shastry’s Green’s function factorisation it is useful to simplify notations further and cast the equation of motion as

$$[A + \kappa (\langle \phi \rangle + \nabla)] \mathcal{G} \sim 1 + \kappa \langle \phi \rangle,$$  \hspace{1cm} (D11)

where $\nabla A \sim -1$ and $\langle \phi \rangle \sim \mathcal{G}$. Factorising $\mathcal{G} \sim g \mathcal{W}$, we have $\nabla \mathcal{G} \sim (\nabla g) \mathcal{W} + g (\nabla \mathcal{W})$, and the equation of motion becomes

$$([A + \kappa (g \mathcal{W} + \nabla)] g) \mathcal{W} \sim 1 + \kappa g \mathcal{W} + \kappa g \nabla \mathcal{W}.$$  \hspace{1cm} (D12)

Setting

$$\mathcal{W} \sim 1 + \kappa g \mathcal{W} + \kappa g \nabla \mathcal{W},$$  \hspace{1cm} (D13)

gives the following equation for $g$

$$[A + \kappa (g \mathcal{W} + \nabla)] g \sim 1.$$  \hspace{1cm} (D14)

with $\nabla_i(\tau) \sim \frac{\delta}{\delta \tau i(\tau)}$.

The equation of motion for $\mathcal{G}$ is

$$\partial_\tau \mathcal{G}_{ij}(\tau, \tau') \sim -\delta(\tau - \tau') \langle \{ \psi_i(\tau), \psi_j(\tau') \} \rangle + \langle [\mathcal{S}(\tau), \psi_i(\tau)] \psi_j(\tau') \rangle - \langle [\mathcal{H}, \psi_i(\tau)] \psi_j(\tau') \rangle.$$  \hspace{1cm} (D6)

Here we have

$$\langle \{ \psi_i(\tau), \psi_j(\tau') \} \rangle \sim \delta_{ij} (1 + \kappa \langle \phi_i(\tau) \rangle),$n(\tau) \rangle \sim -J_i(\tau) \mathcal{G}_{ij}(\tau, \tau'),$$  \hspace{1cm} (D7)

and computing the commutator in the final term

$$[\mathcal{H}, \psi_i] \sim \pm \sum_l [t_{il} \psi_j + \kappa t_{il} \phi_i \psi_j] + \kappa \sum_l \bar{V}_{il} \phi_i \psi_i - \mu \psi_i + \bar{U} \psi_i,$$  \hspace{1cm} (D8)

(here we use $\pm$ to denote a sign change coming from antisymmetry of $t_{\alpha\beta}$ not seen in this schematic analysis) gives

$$\langle [\mathcal{H}, \psi_i(\tau)] \psi_j(\tau') \rangle \sim (\mu - \bar{U}) \mathcal{G}_{ij}(\tau, \tau') - \sum_l t_{il} \mathcal{G}_{lj}(\tau, \tau') - \kappa \sum_l \bar{V}_{il} \langle \phi_i(\tau) \rangle + \nabla_i(\tau) \rangle \mathcal{G}_{lj}(\tau, \tau') - \kappa \sum_l \bar{V}_{il} \langle \phi_i(\tau) \rangle + \nabla_i(\tau) \rangle \mathcal{G}_{lj}(\tau, \tau').$$  \hspace{1cm} (D9)

The equation of motion then takes the form

$$\sum_k \left[ \delta_{ik} \left( -\partial_\tau - J_i(\tau) - \mu + \bar{U} + \kappa \sum_l \bar{V}_{il} \langle \phi_i(\tau) \rangle + \nabla_i(\tau) \right) + t_{ik} + \kappa t_{ik} \langle \phi_i(\tau) \rangle + \nabla_i(\tau) \right] \mathcal{G}_{kj}(\tau, \tau') \sim \delta(\tau - \tau') \delta_{ij} (1 + \kappa \langle \phi_i(\tau) \rangle).$$  \hspace{1cm} (D10)

We now introduce two functionals of the full $g$ and $\mathcal{W}$, the self-energy $\Sigma[g, \mathcal{W}]$ and the adaptive spectral weight $\Omega[g, \mathcal{W}]$, defined through

$$g^{-1} \sim A - \Sigma[g, \mathcal{W}], \quad \mathcal{W} \sim 1 + \Omega[g, \mathcal{W}],$$  \hspace{1cm} (D15)

These obey the closed equations

$$\Sigma \sim -\kappa g \mathcal{W} - \kappa g - \kappa g \nabla \Sigma,$$  \hspace{1cm} (D16)

$$\Omega \sim \kappa g \mathcal{W} - \kappa g \nabla \mathcal{W},$$

with the first obtained using $(\nabla g) g^{-1} = -g \nabla g^{-1} = g + g \nabla \Sigma$. We solve these with a perturbative expansion in $\kappa$. At leading order

$$[\Sigma]_1 \sim -g \mathcal{W} - g, \quad [\Omega]_1 \sim g \mathcal{W}. \quad \text{E}$$
Higher terms are obtained recursively through

\[ [\Sigma]_{s+1} \sim -g\nabla[\Sigma]_s, \]
\[ [\Omega]_{s+1} \sim -g\nabla[\Omega]_s, \quad \text{(D18)} \]

where at each order we can use just the leading contributions from

\[
\nabla g \sim g g + \mathcal{O}(\kappa), \quad \nabla W \sim 0 + \mathcal{O}(\kappa). \quad \text{(D19)}
\]

For example the second order contributions are

\[ [\Sigma]_2 \sim g g \nabla W + g g g, \quad [\Omega]_2 \sim -g g g W. \quad \text{(D20)} \]

This allows for successive approximate solutions to Eq. (D11): expanding \( \Sigma[g, W] \) and \( \Omega[g, W] \) to some desired order, solving the coupled Eqs. (D15) for \( g \) and \( W \) self-consistently, and thus obtaining

\[
\mathcal{G} \sim g \nabla W \sim \frac{1 + \Omega[g, W]}{A - \Sigma[g, W]}, \quad \text{(D21)}
\]

In summary, a systematic expansion of the Green’s function of the non-canonical degree of freedom has been achieved by obtaining control over the growth of correlations in both the numerator and the denominator, as opposed to just the denominator for the case of a canonical degree of freedom.

Appendix E: Second order contributions

The second order contributions to the functionals \( \Sigma[g, W] \) and \( \Omega[g, W] \) of Sec. III are

\[
[\Sigma]_{ij}^{\beta}(\tau, \tau') = \sum_{k, l, m} \int_0^\beta d\tau'' f^{\alpha a}_\delta \tilde{V}_{il, \delta \epsilon} g_{ik}\hat{\gamma}(\tau, \tau') f^{\gamma \beta}_\epsilon b_{lj}\delta \epsilon g_{kj}\hat{\beta}(\tau', \tau) \int \eta^\lambda_\mu \phi_{\lambda \mu}(\tau, \tau'') W_{mk\rho}(\tau'', \tau')
\]

\[
+ \sum_{k, l, m} \int_0^\beta d\tau'' f^{\alpha a}_\delta \tilde{V}_{il, \delta \epsilon} g_{ik}\hat{\gamma}(\tau, \tau') f^{\gamma \beta}_\epsilon b_{lj}\delta \epsilon g_{kj}\hat{\beta}(\tau', \tau) \int \eta^\lambda_\mu \phi_{\lambda \mu}(\tau, \tau'') W_{mk\rho}(\tau'', \tau')
\]

\[
+ \sum_{k, l, m} \int_0^\beta d\tau'' f^{\alpha a}_\delta \tilde{V}_{il, \delta \epsilon} g_{ik}\hat{\gamma}(\tau, \tau') f^{\gamma \beta}_\epsilon b_{lj}\delta \epsilon g_{kj}\hat{\beta}(\tau', \tau) \int \eta^\lambda_\mu \phi_{\lambda \mu}(\tau, \tau'') W_{mk\rho}(\tau'', \tau')
\]

\[
+ \sum_{k, l, m} \int_0^\beta d\tau'' f^{\alpha a}_\delta \tilde{V}_{il, \delta \epsilon} g_{ik}\hat{\gamma}(\tau, \tau') f^{\gamma \beta}_\epsilon b_{lj}\delta \epsilon g_{kj}\hat{\beta}(\tau', \tau) \int \eta^\lambda_\mu \phi_{\lambda \mu}(\tau, \tau'') W_{mk\rho}(\tau'', \tau')
\]

\[
+ \sum_{k, l, m} \int_0^\beta d\tau'' f^{\alpha a}_\delta \tilde{V}_{il, \delta \epsilon} g_{ik}\hat{\gamma}(\tau, \tau') f^{\gamma \beta}_\epsilon b_{lj}\delta \epsilon g_{kj}\hat{\beta}(\tau', \tau) \int \eta^\lambda_\mu \phi_{\lambda \mu}(\tau, \tau'') W_{mk\rho}(\tau'', \tau')
\]

\[
[\Omega]_{ij}^{\beta}(\tau, \tau') = -\sum_{k, l, m} \int_0^\beta d\tau'' f^{\alpha a}_\delta \tilde{V}_{il, \delta \epsilon} g_{ik}\hat{\gamma}(\tau, \tau') f^{\gamma \beta}_\epsilon b_{lj}\delta \epsilon g_{kj}\hat{\beta}(\tau', \tau) \int \eta^\lambda_\mu \phi_{\lambda \mu}(\tau, \tau'') W_{mk\rho}(\tau'', \tau')
\]

\[
- \sum_{k, l, m} \int_0^\beta d\tau'' f^{\alpha a}_\delta \tilde{V}_{il, \delta \epsilon} g_{ik}\hat{\gamma}(\tau, \tau') f^{\gamma \beta}_\epsilon b_{lj}\delta \epsilon g_{kj}\hat{\beta}(\tau', \tau) \int \eta^\lambda_\mu \phi_{\lambda \mu}(\tau, \tau'') W_{mk\rho}(\tau'', \tau').
\]
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