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Abstract. We study the Horndeski vector-tensor theory that leads to second order equations of motion and contains a non-minimally coupled abelian gauge vector field. This theory is remarkably simple and consists of only 2 terms for the vector field, namely: the standard Maxwell kinetic term and a coupling to the dual Riemann tensor. Furthermore, the vector sector respects the U(1) gauge symmetry and the theory contains only one free parameter, $M^2$, that controls the strength of the non-minimal coupling. We explore the theory in a de Sitter spacetime and study the presence of instabilities and show that it corresponds to an attractor solution in the presence of the vector field. We also investigate the cosmological evolution and stability of perturbations in a general FLRW spacetime. We find that a sufficient condition for the absence of ghosts is $M^2 > 0$. Moreover, we study further constraints coming from imposing the absence of Laplacian instabilities. Finally, we study the stability of the theory in static and spherically symmetric backgrounds (in particular, Schwarzschild and Reissner-Nordström-de Sitter). We find that the theory, quite generally, do have ghosts or Laplacian instabilities in regions of spacetime where the non-minimal interaction dominates over the Maxwell term. We also calculate the propagation speed in these spacetimes and show that superluminality is a quite generic phenomenon in this theory.
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1 Introduction

One of the challenging puzzles in modern Cosmology remains the late time accelerated expansion of the Universe. Although the introduction of a simple cosmological constant can account for the cosmic expansion, it is very unsatisfactory since it corresponds to a vacuum energy density of about $(10^{-3} \text{eV})^4$ and we have no way of understanding such a small vacuum energy.

This fact has motivated many attempts to explain late time acceleration by resorting to new dynamical degrees of freedom, being the scalar fields the most widely studied case. In this context, theories like $f(R)$, Horndeski, Galileon and Massive Gravity have been developed and received much attention recently [1–4]. In the context of the most general scalar-tensor theory with non-minimal couplings to curvature and leading to second order equations of motion, both for the field and the metric tensor, the precise allowed tensor structure was first discussed by Horndeski [2]. Hereby, having second order equations of motion ensures the absence of extra degrees of freedom which could potentially exhibit the Ostrogradsky instability [5].

Interestingly, the Galilean invariant interactions can be regarded as the effective terms arising from the projection on the brane of Lovelock invariants in a bulk with Poincaré invariance in 5-D so that the Galilean symmetry is just the corresponding non-relativistic limit in which the speed of the brane is small [6]. Also, in scenarios with extra dimensions, Galileon type of interactions can be obtained from a Kaluza-Klein reduction of Lovelock invariants in higher dimensions [7]. These approaches have the advantage that one automatically obtains the required non-minimal couplings to curvature that yield second order equations of motion and whose minimal terms can be computed directly to compensate the higher order derivatives of the metric tensor that appear in the energy-momentum tensor [8]. It is worth mentioning that Galileon-like interactions also arise in a natural manner in ghost-free massive gravity theories [4]. Since their inception, there have been many investigations of their
cosmological consequences \[9\], generalizations to include several species \[10\] or additional internal gauge symmetries \[11\].

Extensions of the Galileon interactions were generalized to the case of arbitrary \(p\)-forms in an arbitrary number of dimensions in \[12\] and a systematic investigation of the phenomenology of models based on this construction including vector fields has been recently performed in \[13\]. Already Horndeski worked out the most general non-minimal coupling of a Maxwell field yielding second order equations of motion even though higher derivative terms are present in the action \[14\]. In a similar way as for the Galileons, these general vector-tensor interactions can also be obtained from a Kaluza-Klein reduction of 5-dimensional Gauss-Bonnet terms \[15\].

One motivation to explore higher spin fields in a cosmological context is the discovery of some observed anomalies, comprising the alignment of the low multipoles of the CMB \[16\] or the hemispherical asymmetry \[17\] (see also \[18\]). These observations might be signaling a potential violation of the cosmological principle by the existence of a privileged direction in the universe that could be related to the presence of a vector field. On the other hand, vector fields have been used to drive inflation, being the first attempted performed in \[19\]. More recently, an inflationary epoch driven by a set of massive vector fields has been proposed in \[20\].

Vector fields have also been considered as candidates to explain the current phase of accelerated expansion \[21\] and they could even help alleviating the naturalness problem \[22\] that are present in other dark energy models. Often they can give rise to interesting and non-trivial phenomenologies which have been proven impossible to realize in the context of scalar-tensor theories \[23\]. This includes inflationary solutions with anisotropic hair \[24\] and cosmologies where a matter era and a scaling attractor with 70% (30%) dark energy (matter) is joined in a single solution \[26\]. In \[27\], it was shown that the presence of a cosmic vector field could also explain the observation of high redshift massive clusters. On the other hand, the CMB imposes constraints on observationally viable cosmological models in which only the spatial components are dynamical, because the presence of anisotropic sources could conflict with the observed isotropy. However, it has been shown recently \[31\] that, although the energy-momentum tensor of a vector field with a potential is in general anisotropic, its corresponding energy-momentum tensor becomes isotropic when averaging over rapid oscillations as compared to the Hubble expansion rate. Therefore, the spatial components may actually be harmless concerning the generation of large anisotropy in the cosmological evolution. Also a screening mechanism for conformally coupled vector fields has been studied in \[32\].

There are few known examples of fully viable vector theories besides the standard gauge invariant Maxwell action. Notable exceptions to this include couplings of the Maxwell term to a positive definite function of a scalar field, which have extensively been studied in the context of inflation recently in \[24\] (see also references therein). Also a parity violating coupling of a function of the inflaton to the electromagnetic field has been explored as a potential mechanism for the generation of helical magnetic fields \[25\]. Quite generically, other Lagrangians built from contractions of vector fields (with itself or with other fields) are plagued by instabilities, both classically and quantum mechanically \[28\], although some room might remain \[29\]. These problems stem from additional degrees of freedom arising from the lost gauge symmetry or the resulting higher order field equations \[30\]. Horndeski’s vector-tensor interaction, on the other hand, respects the gauge symmetry and yields second order field equations. Although promising, this is not enough to guarantee a stable theory;
therefore, the main purpose of this paper is to investigate the stability conditions of this theory by studying the presence of ghosts and/or Laplacian instabilities in several physically relevant geometries.

The paper is organized in the following way. In section 2 we present and discuss the theory and the corresponding equations. In the following section we review the cosmological dynamics of the vector. Then, in section 4, we investigate the Hamiltonian stability by identifying conditions for avoidance of ghosts and Laplacian instabilities in a number of classical spacetime backgrounds. We also calculate the propagation speed of the vector field. In section 5 we conclude by summarizing our main findings.

In this paper we use \( M_p^{-2} = 8\pi G \) and the following signature conventions for the metric, Ricci and Riemann tensors: sign(\( g_{\mu\nu} \)) = (+,−,−,−), \( R_{\mu\nu} = R^\sigma_{\mu\sigma\nu}, \ R^\alpha_{\beta\gamma\delta} = \partial_\gamma \Gamma^\alpha_{\beta\delta} - \partial_\delta \Gamma^\alpha_{\beta\gamma} + \Gamma^\alpha_{\mu\gamma} \Gamma^\mu_{\beta\delta} - \Gamma^\alpha_{\mu\delta} \Gamma^\mu_{\beta\gamma} \).

2 The theory

Our aim is to study a general action for a vector field with a non-minimal coupling to gravity leading to second order equations of motion for both, the vector field and the gravitational sector. We are interested in an action containing only kinetic terms for the vector field so that neither potential terms nor direct couplings of the vector field to curvature will be considered, but only derivative couplings. In principle, we could consider all possible terms involving a coupling of \( F_{\mu\nu} \) to the Riemann tensor. However, in order to guarantee that the gravitational equations remain of second order, the couplings must be to a divergence-free tensor constructed with the Riemann tensor. In 4-dimensions, in addition to the metric there are only two tensors satisfying this condition, namely the Einstein tensor and the dual Riemann tensor.

The divergence less tensor \( L^\mu_{\alpha\nu\beta} \) is the dual of the tensor valued curvature form \( \Omega^\mu_{\alpha} = \frac{1}{2}R^\mu_{\alpha\beta\delta} dx^\beta \wedge dx^\delta \) defined by \( L^\mu_{\alpha\beta\delta} = -\frac{1}{2}\epsilon^\alpha\beta\mu\nu \epsilon^\gamma\delta\sigma R_{\mu\nu\rho\sigma} \), where \( \epsilon_{\mu\nu\alpha\beta} = \epsilon_{\mu\nu\alpha\beta} \) is the Levi-Civita tensor. This divergenceless tensors are related to the non-trivial Lovelock invariants in 4 dimensions, i.e., the Ricci scalar and the Gauss-Bonnet term.

Since the Einstein tensor is symmetric, its contraction with \( F_{\mu\nu} \) vanishes for symmetry reasons \( G_{\mu\nu} F^{\mu\nu} = 0 \). Note that even though \( G^{\mu\nu} \) and \( g^{\alpha\beta} \) are both divergence-free, their product \( G^{\mu\nu} g^{\alpha\beta} \) is not so that we cannot allow the term \( G^{\mu\nu} g^{\alpha\beta} F_{\mu\alpha} F_{\nu\beta} \). The same argument applies to the product of two Einstein tensors so that \( G^{\mu\nu} G^{\alpha\beta} F_{\mu\alpha} F_{\nu\beta} \) is not allowed either. Only the dual Riemann tensor is divergence-free and it can be coupled to \( F_{\mu\alpha} F_{\nu\beta} \). Thus, the desired action with only second order equations of motion is remarkably simple and reads

\[
S = \int d^4x \sqrt{-g} \left[ -\frac{1}{2} M_p^2 R - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{1}{4M^2} L^\alpha_{\beta\gamma\delta} F_{\alpha\beta} F_{\gamma\delta} \right] \\
= \int d^4x \sqrt{-g} \left[ -\frac{1}{2} M_p^2 R - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{1}{2M^2} \left( R F_{\mu\nu} F^{\mu\nu} - 4 R F_{\mu\nu} F^{\mu\sigma} F^{\nu}_{\sigma} + R_{\mu\nu\alpha\beta} F^{\mu\nu} F^{\alpha\beta} \right) \right],
\]

(2.3)
where $M^2$ is the only free parameter of the theory and its sign will be fixed by stability requirements.\footnote{In this action one could in principle add an additional parameter in front of the Maxwell parameter. However, in order to recover a stable theory in flat spacetime, such a parameter needs to be negative and, by canonically normalizing the vector field, we can fix it to the usual $-1/4$.} One might further wonder if interactions of the form $L^{\alpha\beta\gamma\delta} \tilde{F}_{\alpha\beta} \tilde{F}_{\gamma\delta}$ and $L^{\alpha\beta\gamma\delta} \tilde{F}_{\alpha\beta} \tilde{F}_{\gamma\delta}$ (with $\tilde{F}^{\alpha\beta} = \frac{1}{2} \epsilon^{\alpha\beta\mu\nu} F_{\mu\nu}$ being the dual of $F_{\mu\nu}$) could fulfill our requirements and be a valid interaction which should be taken into account. The latter one would explicitly break the parity invariance, but this symmetry is not one of our requirements. Nevertheless, at a closer look one realizes that these interactions are nothing else but coupling of the Riemann tensor to $F_{\mu\alpha} F_{\nu\beta}$. Since the Riemann tensor is not divergence-free, these interactions give rise to higher order equations of motion. So interactions of the form $L^{\alpha\beta\gamma\delta} F_{\alpha\beta} F_{\gamma\delta}$ fulfill our requirement of second order equation of motion and gauge invariance and are equivalent to $R^{\alpha\beta\gamma\delta} \tilde{F}_{\alpha\beta} \tilde{F}_{\gamma\delta}$, while interactions of the form $L^{\alpha\beta\gamma\delta} \tilde{F}_{\alpha\beta} \tilde{F}_{\gamma\delta}$ are not since they are equivalent to $R^{\alpha\beta\gamma\delta} F_{\alpha\beta} F_{\gamma\delta}$ and thus give higher order equations of motion. This reasoning can be understood from the fact that $F_{\mu\nu}$ is a closed form (so it satisfies Bianchi identities) whereas its dual is not (as we shall discuss below). Furthermore, one might wonder whether the interaction changes if we contract the indices between the dual Riemann tensor and $F_{\mu\alpha} F_{\nu\beta}$ in a different way, i.e. whether $L^{\alpha\gamma\delta} F_{\alpha\beta} F_{\gamma\delta}$ gives rise to a different interaction but it turns out to be that this term is proportional to $L^{\alpha\beta\gamma\delta} F_{\alpha\beta} F_{\gamma\delta}$ such that one can reabsorb its effect into $M^2$. Note also that this Horndeski interaction is the only interaction yielding second order equations of motion in four dimensions. In higher dimensions one can construct other non-minimal interactions based on the divergence-free tensors in that dimension; more precisely, one will have additional divergence-free tensors associated to the corresponding Lovelock invariants which can then be contracted with the field strength tensor. The second form of the action, eq. (2.3), will be convenient for comparing our results to other theories with non-minimal couplings.

The tensor structure appearing in the above action has also been discussed in \cite{33} for the helicity-0 interactions as an outcome of massive gravity. After working out the scalar field case, Horndeski \cite{14} proved that this coupling is actually the only non-minimal coupling for the electromagnetic field leading to second order equations of motion and recovering Maxwell theory in flat spacetime. As can be seen from the action, Maxwell theory corresponds to the limit where the spacetime curvature is much smaller than $M^2$. In this limit, the non-minimal coupling is strongly suppressed with respect to the usual Maxwell term. Furthermore, it can be obtained from a Kaluza-Klein reduction of the Gauss-Bonnet terms in 5 dimensions \cite{15}. However, in such a setup a quartic interaction term \( \frac{1}{M^2} [(F_{\alpha\beta} F^{\alpha\beta})^2 - 2 F^{\alpha\beta} F^{\gamma\delta} F_{\alpha\gamma} F_{\beta\delta}] \) arises together with the Horndeski interaction. Thus, our results will only apply for this scenario provided the vector field does not affect the space-time geometry, i.e., \( F^2 \ll R \). This will indeed be the case for most of our results, with the only exception of the dynamical system analysis performed for the de Sitter spacetime stability in section 3.2. More recently, this non-minimal coupling has also been considered in \cite{30} and the cosmology of this kind of interactions has been explored in \cite{34}.\footnote{$M^2$ is related to the non-minimal coupling parameter, $\lambda$, used in \cite{34} in the following way: $\lambda/M^2 = 2/M^2$.}

It is interesting to note that the non-minimal coupling present in (2.3) involves the same type of terms that are obtained when introducing vacuum polarization corrections from a curved background in standard electromagnetism \cite{35}.$^3$ In that case, the non-minimal cou-
plings are suppressed by the mass of the charged fermion running inside the loops (typically the electron mass in standard QED). Such radiative corrections will also arise in our case if the vector field is coupled to some other charged field of mass \( m \). This means that the lightest possible particle charged under our U(1) field should satisfy \( m \gg M \) for those quantum corrections not to spoil the Horndeski interaction. On the other hand, one might also wonder whether loop corrections involving gravitons could spoil the Horndeski structure as well, since they will produce radiative corrections of this type (i.e., terms linear in the curvature and quadratic in \( F_{\mu
u} \)), but without the appropriate coefficients. However, these corrections will be suppressed by the Planck mass so that, for the action (2.3) to make sense as an effective field theory, we would need to require \( M \ll M_p \). This is a safe bound since we know that GR breaks down at the Planck scale anyways.

That the particular combination appearing in (2.3) leads to second order equations of motion can be easily understood. Only the non-minimal coupling contains more than two derivatives so this is the only term that could lead to higher order terms in the equations of motion. In order to show that the equations remain of second order is convenient to write the dual Riemann tensor as

\[
L^{\alpha\beta\gamma\delta} = -\frac{1}{2} \epsilon^{\alpha\beta\mu\nu} \epsilon^{\gamma\delta\rho\sigma} R_{\mu\nu\rho\sigma}.
\]

Then, it becomes apparent why the \( M^2 \)-term will lead to second order equations of motion by virtue of the Bianchi identities for the Riemann tensor and \( F_{\mu\nu} \). For instance, if we perform the variation of the non-minimal interaction with respect to \( A_\mu \), the only possible danger terms with higher order derivatives will come from derivatives applying on the Riemann tensor once we do integration by parts

\[
\frac{1}{2} \epsilon^{\alpha\beta\mu\nu} \epsilon^{\gamma\delta\rho\sigma} \nabla_\gamma R_{\mu\nu\rho\sigma} F_{\alpha\beta} \delta A_5. \]

Using the Bianchi identity for the Riemann tensor \( R_{\mu\nu[\rho\sigma\gamma]} = 0 \) we see that this dangerous terms automatically cancel.\(^4\) We can also see this explicitly by computing the corresponding equations of motion. The non-gravitational field equations are therefore of second order and are given by

\[
\left[ g^{\mu\rho} g^{\nu\sigma} - \frac{1}{M^2} L^{\mu\nu\rho\sigma} \right] \nabla_\nu F_{\rho\sigma} = 0. \tag{2.4}
\]

Because of the transversality of the dual Riemann tensor, we see that the above equation is divergence-free. Moreover, since \( L^{\alpha\beta\gamma\delta} \) is divergence-free, we can also write the above equation as

\[
\nabla_\nu \left[ F^{\mu\nu} - \frac{1}{M^2} L^{\mu\nu\rho\sigma} F_{\rho\sigma} \right] = 0, \tag{2.5}
\]

which resembles the usual form of Maxwell equations.

Varying the action (2.3) with respect to the metric yields the following energy momentum tensor for the vector field

\[
T_{\mu\nu} = -F_{\mu\alpha} F^\alpha_{\nu} + \frac{1}{4} g_{\mu\nu} F_{\alpha\beta} F^{\alpha\beta} - \frac{1}{2M^2} \left[ -R_{\alpha\beta\gamma\delta} \tilde{F}^{\alpha\beta} \tilde{F}^{\gamma\delta} + 2 R^{\mu\nu}_{\beta\gamma\delta} \tilde{F}^{\nu\beta} \tilde{F}^{\gamma\delta} + 4 \nabla_\gamma \nabla_\beta \left( \tilde{F}^{\mu\beta} \tilde{F}^{\gamma\nu} \right) \right]. \tag{2.6}
\]

Although the \( M^2 \)-term of the energy momentum tensor might seem to contain more than second order derivatives, because \( \tilde{F}^{\alpha\beta} \) is divergence-free in the absence of external currents, invariance of the Maxwell term in 4 dimensions.

\(^4\)The Bianchi identity for an arbitrary p-form \( d\omega = 0 \), where \( \omega \) is the strength of the p-form, guarantees that the Lagrangian \( \epsilon^{\mu_1\ldots\mu_n} \omega_{\mu_1} \ldots \omega_{\mu_n} \cdots \cdot (\partial_{\mu_1} \omega_{\mu_2}) \cdots (\partial_{\mu_n} \omega_{\mu_1}) \) for the p-form will only give rise to second-order equations of motion [12].
this is actually not the case. In fact, it can be written in the more suggestive form

$$\nabla_\gamma \nabla_\beta \left( \tilde{F}^{\mu \beta} \tilde{F}^{\gamma \nu} \right) = R^\mu_{\lambda \beta \gamma} \tilde{F}^{\lambda \beta} \tilde{F}^{\gamma \nu} + R^\lambda_{\gamma \lambda \nu} \tilde{F}^{\mu \lambda} \tilde{F}^{\gamma \nu} + \nabla_\gamma \tilde{F}^{\mu \beta} \nabla_\beta \tilde{F}^{\gamma \nu}. \quad (2.7)$$

If a current is present so that $\tilde{F}^{\alpha \beta}$ is no longer divergence-free, this equation acquires a contribution from the current. In eq. (2.7) one sees explicitly that only second derivatives are present.

It is interesting to note that the energy-momentum tensor given in (2.6) does not reduce to the conventional expression even in flat Minkowski spacetime where the $M^2$-term gives rise to a contribution proportional to $\partial_\gamma \partial_\beta (\tilde{F}^{\mu \beta} \tilde{F}^{\gamma \nu})$ even though such a term is not present in the action. At first sight this might seem to lead to an inconsistency. To show that this is not the case, we have to notice that this term is of the form $\partial_\beta \Theta^{\beta \mu \nu}$ with $\Theta^{\beta \mu \nu} = \partial_\gamma (\tilde{F}^{\mu \beta} \tilde{F}^{\gamma \nu})$. Furthermore, we recall that, in flat spacetime, the energy-momentum tensor is only defined up to the addition of the divergence of an arbitrary tensor antisymmetric in the first two indices. We can use this freedom to get rid of the term proportional to $M^{-2}$ in the energy-momentum tensor in flat spacetime. Equivalently, since this term is just a divergence, its Lorentz generators vanish and it does not contribute to physical quantities like the total energy, momentum or angular momentum of the field. In curved spacetime, when the Riemann tensor is non-vanishing, this is in general no longer the case.

### 3 Cosmological evolution

In this section we study the cosmological evolution of a homogenous vector field which has also been considered in [30] and [34]. We start by considering the vector field as subdominant (i.e. we neglect its backreaction to the geometry) and study its dynamics on a Friedmann-Lemaître-Robertson-Walker (FLRW) spacetime with special emphasis in matter and radiation dominated epochs. Then, we pursue a dynamical system approach to study the stability of the de Sitter background in the presence of the vector field.

#### 3.1 Subdominant homogeneous vector field

We start by considering the evolution of the vector field in a homogeneous and isotropic FLRW universe, which can be described by the following metric:

$$ds^2 = a(\eta)^2 (d\eta^2 - d\vec{x}^2), \quad (3.1)$$

with $\eta$ being the conformal time. We consider only the homogeneous mode for the vector field, although we shall keep all its components. This is incompatible with the symmetries of the FLRW metric, but we assume that the vector field is sufficiently subdominant so that we can neglect its contribution to Einstein equations, i.e. it is a ‘test field’. Thus, we have $A = (0, \vec{A}(t))$. In this case, the equation of motion for $\vec{A}$ can be written as

$$\left(1 + \frac{4H^2}{M^2 a^2}\right) \dddot{\vec{A}} + \frac{8H(\dot{H}^2 - \dot{H})}{M^2 a^2} \dot{\vec{A}} = 0. \quad (3.2)$$

The temporal component $A_0$ plays no role in the homogeneous evolution and, in fact, can always be gauged away. On the other hand, the used form for the vector field implies vanishing homogeneous magnetic part. However, since the Bianchi identity for $F_{\mu \nu}$ implies that its magnetic component decays, we do not expect our results to change even if we include such a component.
Here $H = a' / a = aH$ is the comoving Hubble parameter and $H = a' / a^2$ is the physical Hubble parameter. Notice that, for pure de Sitter expansion we have $H' = H^2$ and, therefore, the dependence on $M^2$ factors out from the equation of $\vec{A}$ and we have simply $\vec{A}' = 0$, like for conventional electrodynamics which is conformally invariant. Thus, the vector field in a de Sitter phase evolves like $\vec{A}(t) = \vec{A}_g + \vec{A}_p \eta$ irrespectively of the non-minimal interaction, which does not have any effect.\footnote{However, notice that during inflation the expansion is not exactly de Sitter, but a quasi de Sitter expansion characterized by a small slow roll parameter. Hence, in that case there will be a mild dependence on $M^2$.} We will see this in more detail below. On the other hand, if we assume a power law expansion with $a \propto \eta^\alpha$, i.e., $H = \alpha / \eta$, $\alpha \neq -1$, the solution for the vector field is

$$\vec{A}(t) = \vec{A}_g + \vec{A}_p \int \frac{\eta^{2(1+\alpha)}}{4 \alpha^2 + M^2 \eta^{2+2\alpha}} d\eta,$$

where $\vec{A}_g$ is a pure gauge mode that will play no role and $\vec{A}_p$ some constant amplitude. Notice that this solution can be alternatively expressed as (dropping the gauge mode)

$$\vec{A}(t) = \vec{A}_p \int \frac{d\eta}{1 + \frac{4H^2 a^2}{\alpha M^2}}.$$ 

In a FLRW universe, the corresponding homogeneous energy density obtained from (2.6) reads

$$\rho_A = \frac{1}{2a^4} \left( 1 + \frac{12H^2}{M^2 a^2} \right) |\vec{A}|^2 = \frac{1}{2a^4} \left( 1 + \frac{12H^2}{M^2 a^2} \right)^2 |\vec{A}_p|^2,$$

where we have used the solution obtained above. We find two regimes: if $\frac{H^2}{a^2M^2} \gg 1$, then $\rho_A \propto (aH)^{-2} \propto a^{2/\alpha-2}$ and if $\frac{H^2}{a^2M^2} \ll 1$, then $\rho_A \propto 1/a^4$, as usual for a Maxwell field. Thus, in the early universe where the relativistic degrees of freedom dominate the energy content (i.e., $\alpha = 1$), $\rho_A$ will be constant until $H^2 \approx a^2 M^2$ (or equivalently $H^2 \approx M^2$, where $H$ is the Hubble expansion rate in cosmic time) and from that time on, it will decay as a radiation-like fluid. If $M$ is smaller than the Hubble expansion rate at the time of matter-radiation equality, then $\rho_A$ will be initially constant, after equality time ($\alpha = 2$) it will decay as $a^{-1}$ and, again when $H^2 = a^2 M^2$ it will start decaying like $a^{-4}$. Finally, notice that during a de Sitter phase the energy density always decays as $a^{-4}$ irrespectively of the ratio $\frac{H^2}{a^2M^2}$.

We now want to study the generation of large scale anisotropy in this model. For this we need to compute the anisotropic stress. If we choose $\vec{A}$ pointing along the $z$-direction, the longitudinal and transverse pressures are given by:

$$p_\parallel = -T_z = -\frac{1}{2a^4} \left( 1 + \frac{4H^2}{M^2 a^2} \right) (A'_z)^2,$$

$$p_\perp = -T_x = \frac{1}{2a^4} \left[ \left( 1 - 4 \frac{H' - 3H^2}{M^2 a^2} \right) (A'_z)^2 - \frac{8H}{M^2 a^2} A'_z A''_z \right].$$

Again we have two different regimes depending on the ratio $\frac{H^2}{a^2M^2}$ as with $\rho_A$. Moreover, the corresponding behaviour for the pressures is also the same as for $\rho_A$ (see figure 1). Thus, the only possibility to have a non-negligible contribution to the large scale anisotropy of the universe is $M \lesssim H_{eq}$ with $H_{eq}$ the Hubble expansion rate at matter and radiation
equality. If the value of $M$ is larger than $H_{eq}$, the contribution coming from $\vec{A}$ will always be negligible because if it was initially subdominant with respect to radiation, it will always remain subdominant (see left panel of figure 1). In any case, a safe constraint on $M$ in order not to spoil the CMB quadrupole measurement is $M \gtrsim H_{eq} \simeq 10^{-29}$ eV, which is a very weak constraint.

**Figure 1.** Left panel shows the cosmological evolution for the standard components of the universe, namely radiation (dotted) and matter (dashed), as well as the constant energy density of the cosmological constant. We also show the evolution of $\rho_A$ (dotdashed) for $M = 10^7 H_0$ and $M = 25 H_0$ as two examples in which the regime with $M^2 \gtrsim H^2$ (i.e. $\rho_A \propto a^{-4}$) is reached in the radiation and matter dominated epochs respectively. On the right panel we show the evolution for the energy density $\rho_A$ (solid) and the transverse (dotted) and longitudinal (dashed) pressures coming from $\vec{A}$ in a radiation dominated universe (upper panel) and in a matter dominated universe (lower panel). The pressures evolve in the same way as $\rho_A$. 
3.2 Stability of the de Sitter universe

In the previous section we have studied the cosmological evolution when the universe is dominated by a component with constant equation of state and the vector field contributes negligibly to the expansion. Now we shall study the case in which the universe is dominated by the vector field plus a cosmological constant and we shall show that the de Sitter universe is an attractor. Because of the presence of the vector field, the isotropic solution is not exact so that we need to study the stability of the de Sitter solution under small perturbations of the vector field. For that, we assume homogeneous fields again, with the vector field pointing along the $z$-direction, in an axisymmetric Bianchi I metric described by the following line element:

$$ds^2 = dt^2 - a_{\perp}^2(t) (dx^2 + dy^2) - a_{\parallel}^2(t)dz^2,$$

which is compatible with the existing symmetries. On this spacetime, the vector field equations read

$$
\left(1 + \frac{4H_{\perp}^2}{M^2}\right)\dot{\vec{A}} + \left[\left(1 + \frac{4H_{\perp}^2}{M^2}\right)(2H_{\perp} - H_{\parallel}) + \frac{8H_{\perp}H_{\parallel}}{M^2}\right]\vec{A} = 0,
$$

where $H_{\perp} = \dot{a}_{\perp}/a_{\perp}$ and $H_{\parallel} = \dot{a}_{\parallel}/a_{\parallel}$ are the expansion rates along the transverse and longitudinal directions respectively. For the isotropic case with $H_{\perp} = H_{\parallel} = H$ we recover the equations of the previous section. In this case the Einstein equations can be written as

$$H_{\perp}^2 + 2H_{\parallel}H_{\perp} = 8\pi G\rho,$$

$$\dot{H}_{\perp} + \dot{H}_{\parallel} + H_{\perp}^2 + H_{\parallel}^2 = -8\pi Gp_{\perp},
$$

$$2\dot{H}_{\perp} + 3H_{\perp}^2 = -8\pi Gp_{\parallel},
$$

with

$$\rho = \rho_\Lambda + \frac{1}{2a_{\parallel}^2}\left(1 + \frac{12H_{\perp}^2}{M^2}\right)\dot{A}_z^2,$$

$$p_{\perp} = -\rho_\Lambda + \frac{1}{2a_{\parallel}^2}\left[\left(1 - 4\frac{H_{\perp}(H_{\perp} - H_{\parallel}) + \dot{H}_{\perp}}{M^2}\right)\dot{A}_z^2 - \frac{8H_{\perp}H_{\parallel}}{M^2}\dot{A}_z\dot{A}_z\right],
$$

$$p_{\parallel} = -\rho_\Lambda - \frac{1}{2a_{\parallel}^2}\left(1 + \frac{4H_{\parallel}^2}{M^2}\right)\dot{A}_z^2.
$$

To proceed to the analysis of the equations and study the corresponding critical points, it will be convenient to split the two expansion rates as follows:

$$H_{\perp} = H(1 - R),
$$

$$H_{\parallel} = H(1 + 2R).
$$

Here, $H$ represents the average expansion rate defined as follows:

$$a = (a_{\perp}^2 a_{\parallel})^{1/3}, \quad H = \frac{\dot{a}}{a} = \frac{2}{3}H_{\perp} + \frac{1}{3}H_{\parallel}.
$$

The Hubble normalized shear, $R$, measures the deviation from the isotropic case. Since $\rho_\Lambda$ is constant, we can eliminate $a_{\parallel}^{-2}\dot{A}_z^2$ using the constraint equation (3.10) and $\dot{A}_z$ using the
equation of motion (3.9). We can then combine eqs. (3.11) and (3.12) to an autonomous system of first order differential equations for \( \dot{H} \) and \( \dot{R} \). A somewhat lengthy algebra yields

\[
\dot{H} = \frac{1}{3g} \left( \frac{2\rho_A}{M_p^2} + f_2^H H^2 + f_4^H \frac{H^4}{M^2} + f_6^H \frac{H^6}{M^4} + f_8^H \frac{H^8}{M^6} \right), \tag{3.19}
\]

\[
\dot{R} = \frac{-(1 + R)}{9Hg} \left( -\frac{6\rho_A}{M_p^2} + f_2^R H^2 + f_4^R \frac{H^4}{M^2} + f_6^R \frac{H^6}{M^4} + f_8^R \frac{H^8}{M^6} \right), \tag{3.20}
\]

where

\[
f_2^H = -3(2 + R^2) + 8(1 - R) \left[ (7 - 10R) \frac{\rho_A}{M_p^2 M^2} - 2(1 - R) \frac{\rho_A^2}{M_p^4 M^4} \right], \tag{3.21}
\]

\[
f_4^H = 12(1 - R)^2 \left[ -14 + R(6 - R) + (1 - R)^2 \left( \frac{48\rho_A}{M_p^2 M^2} + \frac{16\rho_A^2}{M_p^4 M^4} \right) \right], \tag{3.22}
\]

\[
f_6^H = 144(1 - R)^4 \left[ -11 + 2R(1 - R)(1 - \frac{4\rho_A}{M_p^2 M^2}) \right], \tag{3.23}
\]

\[
f_8^H = 1728(1 - R)^6(1 + 2R^2), \tag{3.24}
\]

and similarly

\[
f_2^R = 9(1 + R)(2 + R) - 12(1 - R)(11 - 20R) \frac{\rho_A}{M_p^2 M^2} + 48(1 - R)^2 \frac{\rho_A^2}{M_p^4 M^4}, \tag{3.25}
\]

\[
f_4^R = 36(1 - R)^2 \left[ 11 + R(12 + R) - 16(1 - R)(2 - 3R) \frac{\rho_A}{M_p^2 M^2} - 16(1 - R)^2 \frac{\rho_A^2}{M_p^4 M^4} \right], \tag{3.26}
\]

\[
f_6^R = 432(1 - R)^4 \left[ 7 + R(9 + 2R) + 4(1 - R)(1 + 2R) \frac{\rho_A}{M_p^2 M^2} \right], \tag{3.27}
\]

\[
f_8^R = 10368R(1 - R)^6(1 + R), \tag{3.28}
\]

with \( g = \left[ 1 + 4(1 - R)^2 \frac{H^2}{M^2} \right] \left[ 1 + 12(1 - R)^2 \frac{H^2}{M^2} \right]^2 \) and \( M_p^{-2} = 8\pi G \). This autonomous system has two critical points given by

\[
I: \quad \begin{cases} R = 0, & H = \sqrt{\frac{\rho_A}{3M_p^2}} \end{cases}, \tag{3.29}
\]

\[
II: \quad \begin{cases} R = 1, & H = \sqrt{2\frac{\rho_A}{3M_p}} \end{cases}. \tag{3.30}
\]

The first critical point corresponds to the isotropic \( (R = 0) \) de Sitter solution driven by the cosmological constant. The second critical point is the electric Bianchi type I solution which is also a solution of the Einstein-Maxwell equations [37]. For this critical point we have \( R = 1 \) so that \( H_L = 0 \). This means that we have an exponential expansion along the longitudinal direction whereas the transverse ones remain frozen. However, this critical point is unphysical since the energy density of the vector field needs to be negative, as can be seen from the Friedmann constraint equation which leads to \( \rho_A = \frac{A^2}{(2a)^2} = -\rho_A \), that is negative for a positive cosmological constant.\footnote{Critical point II is physical if the cosmological constant is replaced by a perfect fluid with equation of state parameter \( > 1/3 \) [37].} It is interesting to note that the location of
the critical points does not depend on $M^2$ so that the non-minimal coupling does not play any role. The linearized system for each critical point reads

$$\frac{d}{dt} \begin{pmatrix} \delta R \\ \delta H \end{pmatrix} = M_{I,II} \begin{pmatrix} \delta R \\ \delta H \end{pmatrix}$$

with the corresponding matrices given by

$$M_I = \begin{pmatrix} -\sqrt{\frac{3\rho_\Lambda}{M^2 M_p^2}} & -4 \frac{1+\frac{2\rho_\Lambda}{M^2 M_p^2}}{1+\frac{4\rho_\Lambda}{M^2 M_p^2}} \\ 0 & -4 \sqrt{\frac{\rho_\Lambda}{M^2 M_p^2}} \end{pmatrix}; \quad M_{II} = \begin{pmatrix} \sqrt{\frac{2\rho_\Lambda}{M^2 M_p^2}} & 0 \\ -\frac{4}{9} \left(1 - \frac{4\rho_\Lambda}{M^2 M_p^2}\right) \frac{\rho_\Lambda}{M^2 M_p^2} & -2 \sqrt{\frac{2\rho_\Lambda}{M^2 M_p^2}} \end{pmatrix}. $$

These matrices show that the critical point I (corresponding to the de Sitter universe) is stable whereas the point II corresponds to a saddle point. Interestingly the stability of the critical points do not depend on $M^2$ either; only the direction of the eigenvectors as well as one of the eigenvalues depend on $M$. One of the eigenvectors of $M_{II}$ is $(0, 1)$. This direction is in fact a separatrix, as we see in figure 2, so that if the initial state of the universe has $R < 1$, i.e., $H_\perp > 0$, it will end up in a de Sitter phase. This simply reflects the fact that the region on the right of the separatrix is unphysical because the energy density of the vector field is negative in this region (as we discussed concerning the critical point II above) so that the system cannot evolve towards there coming from $R < 1$. Thus, the only physical attractor solution is the pure isotropic de Sitter universe. This is in fact the expected result according to the well-known fact that shear decays in the presence of a cosmological constant [38]. We should mention that we have restricted the analysis to the spatially flat case (i.e., pure Bianchi I metric) and, in such a case, our results indicate that the stability of the de Sitter universe is not spoiled by the presence of the non-minimal interaction. Nevertheless, we do not expect that such a conclusion would be modified by the presence of spatial curvature (like in more general Bianchi metrics), although additional critical points might appear in the phase map.

4 Hamiltonian stability analysis

Recently, there have been an increasing efforts to understand the classical and quantum (in)stability of vector theories [28, 29]. Since it respects the gauge symmetry and yields second order field equations, it was mentioned in [30] that the Horndeski interaction could be viable, but a thorough investigation of this is to the best of our knowledge not previously presented in the literature. Thus, our purpose in this section is to consider some relevant spacetime backgrounds and derive the conditions for the absence of ghosts and Laplacian instabilities of our vector Langrangian on these backgrounds. Let us recall that a ghost is a field with negative kinetic energy while a Laplacian instability implies that we (formally) have negative squared propagation speed for high enough frequencies. Together these conditions imply a lower bound free Hamiltonian. Note that the U(1) gauge invariance of the theory will prevent the generation of an effective mass of the vector field so that no tachyonic instabilities associated with negative square masses will appear. Let us also repeat that in this analysis the vector field is considered as subdominant, a test field.
Figure 2. We show the phase map for the autonomous system determining $H$ and $R$ for increasing values of $M^2$ (from left to right). We can see that the de Sitter critical point is an attractor, as discussed in the main text and that the critical point with $R = 1$ is unstable. Moreover, neither the location nor the stability of these critical points depend on $M^2$; only the direction of the eigenvectors does.

4.1 de Sitter background

Let us first study the theory in the maximally symmetric de Sitter spacetime

$$ds^2 = \frac{1}{(H\eta)^2} \left( d\eta^2 - dx^2 - dy^2 - dz^2 \right), \quad (4.1)$$

where $H$ is the constant Hubble expansion rate and $\eta < 0$ for the expanding solution; $\eta = 0$ is the Cauchy horizon. In this case, the Riemann tensor can be fully written in terms of the metric as

$$R_{\alpha\beta\gamma\delta} = H^2 (g_{\alpha\delta}g_{\beta\gamma} - g_{\alpha\gamma}g_{\beta\delta}). \quad (4.2)$$

Moreover, in this background, the dual tensor reduces to $L^{\alpha\beta\gamma\delta} = 2R^{\alpha\beta\gamma\delta}$ so that it is also given in terms of the metric. Using these relations we obtain the following expression for the effective action of the vector field in de Sitter

$$S = \int d^4x \sqrt{-g} \left[ -\frac{1}{4} \left( 1 + \frac{4H^2}{M^2} \right) F_{\mu\nu}F^{\mu\nu} \right]. \quad (4.3)$$
Since the total Lagrangian is proportional to the usual Maxwell Lagrangian, it follows immediately that the theory is ghost-free and has a Hamiltonian which is bounded from below if and only if
\[ 1 + \frac{4H^2}{M^2} > 0. \] (4.4)

Next, as a warm-up for the next section, we consider the equations of motion. Since the background metric is homogeneous, we decompose the vector field in its Fourier modes with respect to the spatial coordinates
\[ A_\mu = \int \frac{d^3k}{(2\pi)^{3/2}} A_\mu \vec{k} (\eta) e^{i\vec{k} \cdot \vec{x}}, \] (4.5)
in terms of which the equations of motion adopt the following form:
\begin{align*}
A_{0,\vec{k}}' + i\vec{A}_{\parallel,\vec{k}} &= 0, \\
\vec{A}_{\perp,\vec{k}}' + k^2 \vec{A}_{\perp,\vec{k}} &= 0, \\
\vec{A}_{\parallel,\vec{k}}'' - iA_{0,\vec{k}}' \vec{k} &= 0,
\end{align*}
\(4.6\)
\(4.7\)
\(4.8\)
where \( \vec{A}_{\parallel,\vec{k}} = \vec{k} (\vec{k} \cdot \vec{A}_{\parallel,\vec{k}})/k^2 \) is the longitudinal part of the vector field and \( \vec{A}_{\perp,\vec{k}} = \vec{A}_{\vec{k}} - \vec{A}_{\parallel,\vec{k}} \) is the transverse part satisfying \( \vec{k} \cdot \vec{A}_{\perp,\vec{k}} = 0 \). Since the Maxwell term is conformally invariant, the modes are not coupled to the expansion.\(^8\) Also, we have not made any gauge choice yet, so we can set \( A_{0,\vec{k}}' = 0 \) and, then, \( A_{0,\vec{k}} = 0 \) as well by virtue of the above equations.

On the other hand, the physical transverse modes are given by the usual plane wave solutions so that the solution for the vector field takes the following form:
\[ \vec{A} = \int \frac{d^3k}{(2\pi)^{3/2}} \frac{1}{\sqrt{2k}} \sum_{\lambda=1,2} \vec{e}_k^\lambda a_\lambda^\ast \vec{A}_{\parallel,\vec{k}} e^{-i(k\eta - \vec{k} \cdot \vec{x})} + c.c, \] (4.9)
where \( \vec{e}_k^\lambda \) are the normalized polarization vectors satisfying \( \vec{e}_k^\lambda \cdot \vec{k} = 0 \) and \( \vec{e}_k^\lambda \cdot \vec{e}_k^{\lambda'} = \delta^{\lambda\lambda'} \). As expected, the propagation speed for the transverse modes is 1. This simply reflects the conformal invariance of the vector field action in the de Sitter background, so that the solutions look like in a Minkowski background. When we insert these plane wave solutions into the corresponding expression for the energy-density given in (2.6), we obtain\(^9\)
\[ \rho = \left( 1 + \frac{2H^2}{M^2} \right) \int \frac{d^3k}{a^4} |\vec{k}| \sum_{\lambda=1,2} |a_\lambda^\ast a_\lambda^\lambda|^2. \] (4.10)
We note that the energy density is positive if
\[ \left( 1 + \frac{2H^2}{M^2} \right) > 0, \] (4.11)
\(\text{Incidentally, the conformal invariance of the full vector field sector including the non-minimal coupling is not broken in de Sitter. This is no longer true in more general FLRW backgrounds though.}\)
\(\text{When expanding the squared electric or magnetic field (} E^2 \text{ or } B^2 \text{) in the Fourier modes of the vector potential, there appear terms of the type } a_\lambda^\ast a_\lambda^\lambda e^{-2ik\eta}. \text{ These terms exactly cancel out in the energy-momentum tensor in the case of ordinary Maxwell theory. However, the presence of the non-minimal interaction spoils such a cancellation and indeed terms of the type } (H/M)^2 a_\lambda^\ast a_\lambda^\lambda e^{-2ik\eta} \text{ are present in the energy momentum tensor. Here, we have disregarded these terms because, due to the harmonic time dependence, they become insignificant when integrating over several periods. Thus, the given energy density should actually be interpreted as the energy density averaged over several periods.}\)
which is a weaker condition than (4.4). The energy density will therefore always be positive when the Hamiltonian is bounded from below. Finally, notice that the above expression for the energy density can be recast into the usual expression in flat spacetime by a rescaling of the Fourier amplitudes, as it was known from the aforementioned conformal invariance of the Horndeski action in pure de Sitter.

4.2 Stability in a flat FLRW background

In the following we will study the stability of the Horndeski term in a flat FLRW background

\[ ds^2 = a(\eta)^2(d\eta^2 - d\vec{x}^2), \]  

(4.12)

and consider a general vector potential \( A = A_\alpha(\eta, x, y, z)dx^\alpha \).

We introduce the electric and magnetic components, relative to an observer with four velocity \( u^\mu \), of the Faraday tensor defined by [40]

\[ E_\mu \equiv F_{\mu\nu}u^\nu, \]  

(4.13)

\[ B_\mu \equiv \tilde{F}_{\mu\nu}u^\nu = \frac{1}{2}\epsilon_{\mu\nu\alpha\beta}F^{\alpha\beta}u^\nu, \]  

(4.14)

where \( \epsilon_{\mu\nu\alpha\beta} = \epsilon_{[\mu\nu\alpha\beta]} \) is the volume element with sign convention \( \epsilon_{0123} = \sqrt{-g} \). In terms of these vectors, the Faraday tensor can be expressed as

\[ F_{\mu\nu} = 2E_{[\mu}u_{\nu]} + \epsilon_{\mu\nu\alpha\beta}B^\alpha u^\beta. \]  

(4.15)

We consider the congruence of comoving observers \( u^\mu = (a^{-1}, 0, 0, 0) \) and express the action in terms of these variables:

\[ S = -\frac{1}{2} \int d^3x d\eta a^4 \left[ \left( 1 + \frac{4H^2}{a^2M^2} \right) E_\mu E^\mu - \left( 1 - \frac{4qH^2}{a^2M^2} \right) B_\mu B^\mu \right], \]  

(4.16)

where \( q = -H'/H^2 \) is the deceleration parameter. From this expression we can straightforwardly read off the Hamiltonian stability conditions. This becomes more apparent when we write the action in terms of the vector potential,

\[ S = \frac{1}{2} \int d^3x d\eta \left[ \left( 1 + \frac{4H^2}{a^2M^2} \right) (\vec{A}_\perp)^2 - \left( 1 - \frac{4qH^2}{a^2M^2} \right) (\tilde{\nabla} \times \vec{A}_\perp)^2 \right], \]  

(4.17)

where the cross denotes the ordinary cross product between the three vectors defined by \( \tilde{\nabla} = (\partial_x, \partial_y, \partial_z) \) and \( A_\mu = (0, \vec{A}_\perp) \). Here we have again fixed the gauge by requiring that the longitudinal component vanishes, \( \nabla \cdot \vec{A} = 0 \) which implies \( A_0 = 0 \), as we shall confirm from the equations of motion below, and hence \( \vec{A}_\perp \) represents the physical transverse modes. For the second equal sign of (4.17) we have expanded the action in Fourier coefficients, choosing the normalization such that the Fourier transform is unitary. Now we can directly read off the stability conditions. Note that the Hamiltonian stability is determined by the factors in round brackets preceding the \( E_\mu E^\mu \) and \( B_\mu B^\mu \) terms in (4.16). We shall use this in the following sections as well.

First, to have positive kinetic terms we must require

\[ 1 + \frac{4H^2}{M^2} > 0, \]  

(4.18)
which is the condition for absence of ghosts.\footnote{Curiously, this condition coincides exactly with the condition for avoidance of the singularity (where the deceleration parameter diverges within a finite proper time) identified in \cite{34}.} Next, as we shall confirm from the equations of motion below, the propagation speed, $c_s$, in the high frequency (short wavelength) regime, is simply the ratio of the factors in round brackets,

$$c_s^2 = \frac{1 - \frac{4\eta H^2}{M^2}}{1 + \frac{4\eta H^2}{M^2}} = 1 - \frac{4\eta H^2 (1 + q)}{1 + 4\eta H^2}. \tag{4.19}$$

Using the geometric optics approximation, ref. [41] has calculated the propagation speed for a general non-minimal coupling linear in the curvature and quadratic in the Faraday tensor. Specializing to the Horndeski action, the propagation speed obtained in [41] agrees with our equation (4.19).\footnote{In the case of Horndeski's Lagrangian, the three non-minimal coupling parameters in [41] are related to $M^2$ as follows: $2/M^2 = \xi = -\eta/2 = \zeta$.} In order to avoid the Laplacian instability we must require

$$c_s^2 \geq 0. \tag{4.20}$$

This ensures that the equation of motion for $\vec{A}_\perp$ takes the form of a wave equation and, thus, no exponentially growing solutions exist. The combined conditions for the avoidance of ghosts (4.18) and Laplacian instabilities (4.20) imply a Hamiltonian which is bounded from below,

$$H = \frac{1}{2} \int d^3x \left[ \left( 1 + \frac{4H^2}{M^2} \right) |\vec{A}_\perp|^2 + \left( 1 - \frac{4\eta H^2}{M^2} \right) (\vec{\nabla} \times \vec{A}_\perp)^2 \right]. \tag{4.21}$$

In figure 3 we have indicated the regions plagued by instabilities using $q$ and $H^2/M^2$ as independent variables. We note the existence of stable regions with both positive and negative $M^2$. The horizontal dashed line at $H^2/M^2 = 0$ represents conventional Maxwell theory in a FLRW background. We note that the Maxwell theory has a stable neighborhood. The vertical dashed line at $q = -1$ represents de Sitter spacetime which is stable for $4H^2/M^2 > -1$. For $4H^2/M^2 < -1$ the Hamiltonian is not bounded from below. Furthermore, as indicated in the figure, these dashed lines also separate regions with super-luminous and sub-luminous propagation speed (this does of course not apply to the regions with Laplacian instabilities where $c_s^2$ is negative). From (4.19) it follows that

$$c_s^2 \leq 1 \Rightarrow -\frac{q}{M^2} \leq \frac{1}{M^2}. \tag{4.22}$$

Hence, the condition for propagation speed less than or equal to 1 is $q \geq -1$ for $M^2 > 0$, and $q \leq -1$ for $M^2 < 0$. In other words, for positive $M^2$ the propagation speed is less than or equal to 1 if the null energy condition holds and greater to one if it is violated. Conversely, for negative $M^2$ the propagation speed is smaller than 1 only if the null energy condition is violated.

It is interesting to note that, in a power law expanding universe, the Laplacian instability will eventually cease and the vector field will enter into the stable region (for positive $M^2$). This is so because, for a power law expansion, the deceleration parameter $q$ is constant, so that the system evolves along a vertical line in figure 3 and towards the $x$-axis. Thus, it could start in the region of Laplacian instabilities but, at some point, it will cross to the stable
Figure 3. The stable region for FLRW cosmologies is indicated by green. The red region is plagued by ghosts, while the region enveloped by the thick black lines are plagued by Laplacian instabilities. The dashed lines separate the super-luminous and sub-luminous regions.

region. This is easy to understand because the impact of the Horndeski interaction decreases in an expanding universe so that our action renders the Maxwell theory at late times, which is of course stable.

Next, we study the equations of motion. First, without any gauge choice, following a procedure similar as for the de Sitter spacetime in section 4.1, we decompose the $A_\mu$ in its Fourier modes so that the equations of motion adopt the following form:

$$A_{0,k} + i \tilde{A}'_{\parallel,k} = 0,$$

(4.23)

$$\left(1 + \frac{4\mathcal{H}^2}{a^2 M^2}\right) \tilde{A}_{\perp,k} - \frac{8\mathcal{H}^2}{a^2 M^2} (1 + q) \mathcal{H} \tilde{A}_{\perp,k} + k^2 \left(1 - \frac{4q\mathcal{H}^2}{a^2 M^2}\right) \tilde{A}_{\perp,k} = 0,$$

(4.24)

$$\left(1 + \frac{4\mathcal{H}^2}{a^2 M^2}\right) \tilde{A}_{\parallel,k} - \frac{8\mathcal{H}^3}{a^2 M^2} (1 + q) \tilde{A}_{\parallel,k} - ik \left[\left(1 + \frac{4\mathcal{H}^2}{a^2 M^2}\right) A_{0,k} - \frac{8\mathcal{H}^3}{a^2 M^2} (1 + q) A_{0,k}\right] = 0.$$

(4.25)

We note that these equations reduce to (4.6)–(4.8) for the deceleration parameter of de Sitter, $q = -1$. We now fix the gauge choice by setting $\tilde{A}_{\parallel,k} = 0$ in which case (4.23) implies $A_0 = 0$ as claimed above. In this gauge (4.25) becomes redundant and the dynamics of the vector potential $\tilde{A}_k = \tilde{A}_{\perp,k}$ is given by (4.24) alone. From this we now find under which conditions the propagation speed, $c_s$, from the action, is valid. For convenience, we first write (4.24) on the form

$$\alpha \tilde{A}_{\perp,k} + \beta \mathcal{H} \tilde{A}_{\perp,k} + k^2 \gamma \tilde{A}_{\perp,k} = 0,$$

(4.26)

with obvious definitions for the coefficients $\alpha$, $\beta$ and $\gamma$. In the high-frequency regime the time variation of $\mathcal{H}$ and $q$ are negligible over time scales corresponding to several periods
for $\vec{A}_{\perp,k}$. This is a good approximation for wavelengths much smaller than the horizon, i.e., $\mathcal{H}/k \ll 1$. We can then solve (4.26) in the WKB approximation which yields

$$\vec{A}_{\perp,k} \propto \exp \left[ -\int d\eta \mathcal{H} \left( \frac{\beta}{2\alpha} \pm \sqrt{\frac{\beta^2}{4\alpha^2} - \frac{k^2}{\mathcal{H}^2} \frac{\gamma}{\alpha}} \right) \right].$$

(4.27)

From (4.19), apparently we have $c_s \to \infty$ when $4H^2/M^2 \to -1^+$. This corresponds to the limit $\alpha \to 0^+$ in which case the solutions are

$$\vec{A}_{\perp,k} \propto \exp \left[ -\int d\eta \frac{\mathcal{H}\beta}{2\alpha} \left( 1 \pm \left( 1 - \frac{2k^2\alpha\gamma}{\mathcal{H}^2\beta^2} \right) \right) \right].$$

(4.28)

Using that $\gamma/\beta = 1/2$ in the considered limit, the solution with the minus sign becomes

$$\vec{A}_{\perp,k} \propto \exp \left[ -\int d\eta \frac{k^2}{2\mathcal{H}} \right].$$

(4.29)

This is the ‘WKB approximation’ of the solution to the diffusion equation into which (4.26) turns when $\alpha = 0$. In this case $\vec{A}_{\perp,k}$ no longer satisfies a wave equation but a simple diffusion equation with only one solution. Therefore, the solution with + sign in (4.27) vanishes when $\alpha \to 0$.

For $\alpha, \gamma > 0$, which corresponds to the regime where the theory is stable, and

$$\frac{\beta^2}{4\alpha^2} \ll \frac{k^2}{\mathcal{H}^2} \frac{\gamma}{\alpha},$$

(4.30)

we can write the WKB solutions in the form

$$\vec{A}_{\perp,k} \propto \exp \left[ -\int d\eta \frac{\mathcal{H}\beta}{2\alpha} \exp \left[ \pm ik \int d\eta c_s \right] \right],$$

(4.31)

where $c_s = \sqrt{\gamma/\alpha}$ is the propagation speed which we have read off from the action. Since $k/\mathcal{H} \gg 1$ in the high frequency regime, the condition (4.30) always holds in the high-frequency regime unless $\alpha$ is close to zero. In the critical case $\alpha \to 0$, we have $|\beta| \sim |\gamma| \sim 1$ and (4.30) can be rewritten

$$c_s \ll k^2/\mathcal{H}^2.$$  

(4.32)

To summarize, we have shown that the propagation speed is finite and that $c_s^2 = \gamma/\alpha$ is a good approximation in the high frequency regime when (4.32) holds.

To conclude this section, let us mention that the condition for the vector being subdominant can be written as

$$\frac{1}{2} (\mathbf{E}^2 + \mathbf{B}^2) + 2 \frac{H^2}{M^2} (3\mathbf{E}^2 - 2\mathbf{B}^2) - 4\frac{H}{M^2} \mathbf{E} \cdot (\nabla \times \mathbf{B}) - 2 \frac{M^2}{M^2} \nabla \cdot [(\mathbf{B} \cdot \nabla)\mathbf{B}] \ll 3M_p^2 H^2,$$

(4.33)

where $\mathbf{E} = \vec{A}_{\perp}/a$ and $\mathbf{B} = -\nabla \times \vec{A}_{\perp}/a$ are the electric and magnetic fields seen by a comoving observer and $\nabla = (\partial_x, \partial_y, \partial_z)/a(t)$ is the Laplace operator in the corresponding local Lorentz frame. The left-hand side of the inequality is the energy density associated with the vector, while the right-hand side is the total energy density. Note that the vector may well be subdominant even in the regime $H^2/M^2 \gg 1$, where it is dominated by the interaction terms. Hence, it is important to point out that the test-field assumption we have employed does not imply a bound on $M^2$ by itself.
4.3 Stability in a curved FLRW background

We briefly generalize the results of section 4.2 to a spatially curved FLRW background for completeness. In this case, the metric is given by

\[ ds^2 = a^2 \left( d\eta^2 - \frac{dr^2}{1-Kr^2} - r^2 d\theta^2 - r^2 \sin^2 \theta d\phi^2 \right) \]  

(4.34)

We write the action in the same form as before,

\[ S = -\frac{1}{2} \int d^3x d\eta \: a^4 \left[ \left( 1 + \frac{4H^2}{a^2M^2}(1-\Omega_k) \right) E_\mu E^\mu - \left( 1 - \frac{4qH^2}{a^2M^2} \right) B_\mu B^\mu \right] \]  

(4.35)

where \( \Omega_k = -K/H^2 \) is the Hubble normalized curvature. Then, following the approach explained in the previous section, we can easily obtain the conditions for absence of ghosts and Laplacian instabilities. In this case, such conditions generalize to

\[ 1 + \frac{4H^2}{a^2M^2}(1-\Omega_k) > 0 \]  

(4.36)

to guarantee the ghost freedom of the theory, whereas the condition

\[ c_s^2 = 1 - \frac{4H^2}{a^2M^2}(1+q-\Omega_k) \geq 0, \]  

(4.37)

prevents the theory from having Laplacian instabilities. Again, our propagation speed agrees with [41].

4.4 Schwarzschild background

In this section we will consider the gravitational field outside a spherical, uncharged and non-rotating object of mass \( M_* \). This is described by the Schwarzschild metric

\[ ds^2 = \left( 1 - \frac{R_s}{r} \right) dt^2 - \frac{dr^2}{\left( 1 - \frac{R_s}{r} \right)} - r^2 d\Omega^2, \]  

(4.38)

where \( R_s = 2GM_* \) is the Schwarzschild radius (which determines the event horizon in the case of a black hole). Since this metric is Ricci flat, the action (2.3) becomes

\[ S = \int d^4x \sqrt{-g} \left[ -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{1}{2M^2} R_{\mu\rho\alpha\beta} F^{\mu\nu} F^{\alpha\beta} \right], \]  

(4.39)

which will allow us to compare the propagation speeds calculated below with the results of [35].

\[ 12 \]

Introducing electric and magnetic fields for an observer at rest w.r.t. the object, we write the action in terms of the electric and magnetic fields as follows:

\[ S = -\frac{1}{2} \int d^4x \sqrt{-g} \left[ \alpha E_r E^r + \beta \left( E_\theta E^\theta + E_\phi E^\phi \right) - \alpha B_r B^r - \beta \left( B_\theta B^\theta + B_\phi B^\phi \right) \right], \]  

(4.40)

In the case of Ricci flat spacetimes, the parameter \( \xi^2 \) used in [35] is related to our non-minimal coupling parameter by \( \xi^2 = -2/M^2 \).
where

\[ \alpha = 1 + \frac{4R_s}{M^2 r^3}, \quad (4.41) \]
\[ \beta = 1 - \frac{2R_s}{M^2 r^3}. \quad (4.42) \]

Restricting ourselves to the region outside the event horizon \((r > R_s)\), the condition for the absence of ghosts is \(\alpha > 0\) and \(\beta > 0\), or

\[ -1 < \frac{4R_s}{M^2 r^3} < 2. \quad (4.43) \]

We now want to read off the propagation speed and find the condition for the absence of Laplacian instabilities. We are interested in the propagation speed relative to the orthonormal frame

\[
e_t = \left(1 \frac{-R_s}{r} \right)^{\frac{1}{2}} \partial_t, \quad e_r = \left(1 \frac{-R_s}{r} \right)^{\frac{1}{2}} \partial_r, \quad e_\theta = r^{-1} \partial_\theta, \quad e_\phi = (r \sin \theta)^{-1} \partial_\phi, \quad (4.44)\]

which represents the laboratory frame of a static observer. Note that, since the metric is diagonal, the coefficients \(\alpha\) and \(\beta\) do not change if we write the action in terms of the orthonormal frame components \(\hat{E}_\mu\) and \(\hat{B}_\mu\) (for instance \(E_r \hat{E}_r = \hat{E}_r \hat{E}_r, \ B_r \hat{B}_r = \hat{B}_r \hat{B}_r\) and so on for the other components). The action is therefore already in the desired form and, in principle, we can read off the propagation speed as in the sections above. Due to the broken spatial symmetries in the considered spacetime, however, we must use a little more care since the propagation speed will depend both on the direction of propagation and the direction of the polarization. First we consider a wave traveling in the radial direction. Then we have \(E_r = B_r = 0\) and the propagation speed is

\[
c_r^2 = \frac{\beta}{\alpha} = 1. \quad (4.45)\]

Thus, for a wave propagating in the radial direction, the propagation speed is not affected by the non-minimal interaction. As expected from the symmetries of the Schwarzschild spacetime, the velocity does not depend on the polarization since the electric and magnetic field will point in the tangential directions. For a wave traveling in the angular directions, however, the propagation speed depends on the polarization. For a wave traveling in the tangential direction with polarization in the radial direction (for instance \(E_\theta = E_\phi = B_\theta = B_\phi = 0, E_r \neq 0, B_r \neq 0\) we read off the propagation speed

\[
c_{r,1}^2 = \frac{\beta}{\alpha} = 1 - \frac{6R_s}{M^2 r^3}. \quad (4.46)\]

For a wave traveling in the tangential direction with polarization in the tangential direction (for instance \(E_r = E_\theta = B_\theta = B_\phi = 0, E_\phi \neq 0, B_r \neq 0\), the propagation speed is

\[
c_{r,2}^2 = \frac{\alpha}{\beta} = 1 + \frac{6R_s}{M^2 r^3}. \quad (4.47)\]

Our three propagation speeds agree with the results in [35] where an effective Lagrangian (which is equal to the Horndeski Lagrangian in the case of Ricci flat spacetimes) was considered in the context of vacuum polarization in ordinary QED. To lowest order in curvature,
Figure 4. The stable region in green and the region plagued by ghosts and Laplacian instabilities in red, obtained from equation (4.51). $M^2$ is the non-minimal coupling constant, while $M_*$ is the mass of the star and $M_{\odot}$ the solar mass.

we have $c^2_{\Omega,1} = 1 - 6R_s/(M^2r^3)$ and $c^2_{\Omega,2} = 1 + 6R_s/(M^2r^3)$. Therefore, it is clear that super-luminal propagation speed is an unavoidable consequence of the non-minimal interaction in Schwarzschild spacetime. The condition to avoid Laplacian instabilities, i.e. to have real propagation speeds for all three modes, can be summarized as

$$-1 \leq \frac{4R_s}{M^2r^3} \leq 2.$$  \hfill (4.48)

Apart from the boundary, where the sound speed actually diverges and the wave equation becomes a Laplace equation, this is identical to the condition for the absence of ghosts (4.43).

The entire exterior region ($r > R_s$) is therefore free of ghosts and Laplacian instabilities if

$$-\frac{1}{4} R_s \leq \frac{1}{M^2} < \frac{1}{2} R_s,$$  \hfill (4.49)

which can be rewritten

$$-\left(\frac{M_*}{M_{\odot}}\right)^2 < 1.8 \times 10^{-20} \left(\frac{eV}{M}\right)^2 < 2 \left(\frac{M_*}{M_{\odot}}\right)^2,$$  \hfill (4.50)

or roughly

$$\frac{|M|}{eV} \gtrsim 10^{-10} \frac{M_{\odot}}{M_*},$$  \hfill (4.51)

where $M_*$ is the mass of the black hole. This condition obviously also applies to the case of the exterior region of a star for which the Schwarzschild radius is inside the object. Figure 4 displays the stable region obtained from (4.51). We note that a smaller black hole mass implies a stronger constraint on the non-minimal coupling parameter $M^2$, which is a consequence of the fact that the scalar curvature at the event horizon is proportional to $1/R_s^2$.

From the action (4.40) we note that the ratio between the non-minimal and minimal part of the Lagrangian density is of order $\mathcal{L}_H/\mathcal{L}_M \sim 2R_s/(M^2r^3)$. The Horndeski interaction is most important close to the event horizon where we have $\mathcal{L}_H/\mathcal{L}_M \sim R_s \sim 2/(M^2R_s^2)$. The stability condition (4.49) can then be rewritten

$$-1/2 \lesssim \left(\frac{\mathcal{L}_H}{\mathcal{L}_M}\right)_{r=R_s} \lesssim 1,$$  \hfill (4.52)
which means that the ratio $(\mathcal{L}_H/\mathcal{L}_M)$ can be at most of order unity at the event horizon, and further away it will be even more suppressed. For instance already at $r = 10R_s$ we have $|\mathcal{L}_H/\mathcal{L}_M| \lesssim 10^{-3}$ which means that the non-minimal part of the interaction is already negligible.

To summarize, we have shown that having a stable exterior region of a Schwarzschild black hole implies that the non-minimal part of the interaction nowhere dominates over the minimal one. Any possible observable effect of the theory from strong gravitational environments must therefore stem from a tiny region close to the event horizon where the non-minimal part of the interaction may match the minimal one, while further out it quickly falls off and becomes negligible. Turning this the other way around; regions where the Horndeski terms dominate the interaction do have ghosts and Laplacian instabilities. We conclude that although there is a theoretical possibility for the non-minimal interaction to play some role near the event horizon of a black hole, any possible astrophysical signature must arguably be very weak and it is doubtful whether it could ever be detected.

### 4.5 Reissner-Nordstrom-de Sitter background

In this section, we generalize the results of the Schwarzschild metric to the case of a Reissner-Nordstrom-de Sitter metric corresponding to a black hole of mass $M_*$, electric charge $Q$, and in the presence of a cosmological constant $\Lambda$. We shall give the results here for completeness, although black holes with an appreciable amount of electric charge are likely not to exist in nature. The line element for this metric reads

$$ds^2 = A(r)dt^2 - A^{-1}(r)dr^2 - r^2d\Omega^2,$$

or equivalently

$$ds^2 = dt^2 - \frac{1 - R_s/r + Q^2/r^2 - \frac{1}{3}\Lambda r^2}{A(r)}dr^2 - r^2d\Omega^2,$$

with

$$A(r) = 1 - \frac{R_s}{r} + \frac{Q^2}{r^2} - \frac{1}{3}\Lambda r^2.$$

This spacetime has three horizons\(^{13}\) corresponding to an inner Cauchy horizon, the black hole event horizon and, finally, the most external de Sitter horizon. It is important to keep in mind that, if the non-minimal coupling in the action is appreciable such that its backreaction on the spacetime geometry cannot be neglected, the above metric is no longer a solution in the case where the charge $Q$ corresponds to the same $\text{U}(1)$ gauge field as the one appearing in the Horndeski coupling.\(^{14}\) Thus, either this coupling term has to be subdominant or we have to consider two different $\text{U}(1)$ gauge fields, one related to the charge $Q$ with a simple Maxwell action and one which is unrelated to $Q$ but which has the non-minimal Horndeski coupling. In the subsequent analysis we shall adopt the second approach as we are interested in studying the stability of the Horndeski lagrangian in the given spacetime background.

As in the previous section, we can write the effective action in this background

$$S = -\frac{1}{2} \int d^4x \sqrt{-g} \left[ \alpha_E E_r E^r + \beta_E \left( E_\theta E^\theta + E_\phi E^\phi \right) - \alpha_B B_r B^r - \beta_B \left( B_\theta B^\theta + B_\phi B^\phi \right) \right],$$

\(^{13}\)The three horizons correspond to the zeros of the function $A(r)$. Since the equation $A(r) = 0$ leads to a quartic polynomial equation, there will be 4 solutions. However, the absence of cubic term makes that one of the solutions is always negative and, hence, non-physical.

\(^{14}\)See [39] for a discussion on static and spherically symmetric solutions to Einstein-Maxwell equations with the additional Horndeski interaction term.
where now the coefficients generalize to

\[
\begin{align*}
\alpha_E &= 1 + \frac{4R_s}{M^2 r^3} - \frac{4Q^2}{M^2 r^4} + \frac{4\Lambda}{3M^2}, \\
\alpha_B &= 1 + \frac{4R_s}{M^2 r^3} - \frac{12Q^2}{M^2 r^4} + \frac{4\Lambda}{3M^2}, \\
\beta_E &= 1 - \frac{2R_s}{M^2 r^3} + \frac{4Q^2}{M^2 r^4} + \frac{4\Lambda}{3M^2}, \\
\beta_B &= 1 - \frac{2R_s}{M^2 r^3} + \frac{4Q^2}{M^2 r^4} + \frac{4\Lambda}{3M^2}.
\end{align*}
\]

(4.56) (4.57) (4.58) (4.59)

The requirement for the absence of ghost instabilities is then \( \alpha_E > 0 \) and \( \beta_E > 0 \) in order not to have ghost-like modes propagating along the radial and angular directions respectively. We can see that the cosmological constant contribution always plays in favor of the absence of ghost instabilities for \( M^2 > 0 \). This is not at all surprising since at large enough distances as compared to the black hole event horizon, the spacetime structure is dominated by the cosmological constant contribution so that we essentially have a de Sitter universe. In such a region, the conditions for the absence of ghost instabilities of the vector field are fulfilled for \( M^2 > -\frac{4\Lambda}{3} \), although \( M^2 > 0 \) is a sufficient condition. In fact, we can see that, in this case, all the coefficients in the action become the same and equal to \( 1 + \frac{4\Lambda}{3M^2} \), which exactly coincides with our previous findings in section 4.1 for a purely de Sitter background (where \( H^2 = \Lambda/3 \)).

In the region near the event horizon of the black hole we can neglect the cosmological constant term.\(^\text{15}\) Then, the black hole event horizon is approximately given by \( r_{eh} \simeq \left( R_s + \sqrt{R_s^2 - 4Q^2}/2 \right) \) (up to corrections \( \mathcal{O}(\sqrt{\Lambda}) \). Notice that it is necessary to have \( R_s \geq 2|Q| \) in order to dress up the singularity at the origin so we shall impose this condition in our analysis. In this region, the conditions for the avoidance of ghost instabilities reduce to

\[
\begin{align*}
\alpha_E &\simeq 1 + \frac{32x}{\hat{r}^3 \left( 1 + \sqrt{1 - \epsilon^2} \right)^3} \left[ 1 - \frac{\epsilon^2}{2\hat{r} \left( 1 + \sqrt{1 - 4\epsilon^2} \right)} \right] > 0, \\
\beta_E &\simeq 1 - \frac{16x}{\hat{r}^3 \left( 1 + \sqrt{1 - \epsilon^2} \right)^3} \left[ 1 - \frac{\epsilon^2}{\hat{r} \left( 1 + \sqrt{1 - \epsilon^2} \right)} \right] > 0,
\end{align*}
\]

(4.60) (4.61)

where we have introduced a radial coordinate normalized to the event horizon \( \hat{r} \equiv r/r_{eh} \), the ratio of the black hole charge to its mass \( \epsilon \equiv 2Q/R_s = Q/(GM_s) \) (that must satisfy \( \epsilon \leq 1 \)) and \( x \equiv (MR_s)^{-2} \), which essentially controls the magnitude of the Horndeski term as compared to the Maxwell term. The exact stability conditions are shown in figure 5. In order to obtain that plot we have minimized the above expressions with respect to \( \hat{r} \) restricted to the region outside the event horizon \( \hat{r} > 1 \) in order to guarantee stability at all scales. In that plot we see that such conditions depend very mildly on \( \epsilon \). This is easy to understand

\(^\text{15}\)We are assuming here that the de Sitter horizon is far away from the black hole event horizon so that near such a horizon we can safely neglect the cosmological constant contribution. In other words, we are assuming that there exists a region in which the metric can be well approximated by the pure Reissner-Nordström. This is in fact a reasonable assumption given that the observed value of the cosmological constant is very small \( \rho_\Lambda \simeq (10^{-3} \text{eV})^4 \). Thus, our assumption holds for black holes with masses \( M_\bullet \ll 10^{50}M_\odot \), which is a quite safe assumption for our universe.
Figure 5. In this plot we show the stable region (in green) of the parameter space \((x = (MR_s)^{-2}, \epsilon = 2Q/R_s)\) for the Reisner-Nordströ m spacetime. Notice that all the equations depend on \(\epsilon^2\), so that the region with \(\epsilon < 0\) is the same as the one shown here. We can see that for \(\epsilon = 0\) we recover the Schwarzschild bounds and that the stability conditions barely depend on the black hole electric charge.

from the above expressions since \(\epsilon\) is restricted to \(\epsilon \leq 1\). Then, we can Taylor expand those expressions and see that the correction due to the black hole having a non-vanishing electric charge is \(O(\epsilon^2)\) so that the absence of ghosts is a stable feature against the introduction of electric charge for the black hole.

Concerning the presence of laplacian instabilities, we need to consider modes propagating along radial and angular directions with respect to the corresponding orthonormal frame, as we did in the previous section for the Schwarzschild spacetime. For a wave traveling along the radial direction, the propagation speed is given by

\[ c_r^2 = \frac{\beta B}{\beta E} = 1. \]  

Thus, as we obtained for the Schwarzschild metric, the modes propagating in radial directions never become unstable and remain unaffected by the presence of the Horndeski interaction.

On the other hand, for the angular modes we find the following propagation speeds:

\[ c_{\Omega,1}^2 = \frac{\beta B}{\alpha E} = 1 - \frac{6R_s}{M^2 r^2} - \frac{8Q^2}{M^2 r^2} - \frac{4\Lambda}{3M^2}, \]  

\[ c_{\Omega,2}^2 = \frac{\alpha B}{\beta E} = 1 + \frac{6R_s}{M^2 r^2} + \frac{16Q^2}{M^2 r^2} + \frac{4\Lambda}{3M^2}. \]  

All three propagation speeds should be positive to guarantee the absence of laplacian instabilities. Again, at very large scales \(r \gg r_{\text{eh}}\) both propagation speeds become 1, as it corresponds to the de Sitter case. At intermediate scales well below the de Sitter horizon (so we can neglect the effects of the cosmological constant) but outside the event horizon \(r > r_{\text{eh}}\) we find the stability region shown in figure 5, which has again been obtained by minimizing the corresponding propagation speeds with respect to \(r\) for \(r \geq r_{\text{eh}}\). As it happened with the absence of ghosts conditions, the laplacian stability conditions barely depend on the black
hole electric charge. Again, this originates from the second order correction introduced by the charge, as explained above.

In this section we have seen that the introduction of an electric charge for a black hole does not significantly modify the stability conditions found in the previous section for the Schwarzschild spacetime, so that all the bounds on the non-minimal Horndeski interaction also hold for the case of a charged black hole. One interesting consequence of our findings is that the static and spherically symmetric solutions for the full system of Einstein equations with the Horndeski interaction can be obtained perturbatively around the usual solution for Maxwell-Einstein equations because the stability of the theory requires the Horndeski term to remain small. Of course, one could also have additional solutions different from Reisner-Nordström as in [39], although a stability analysis would be required.

5 Discussion

In this paper we have studied a general theory for a vector field with non-minimal couplings to gravity and second order equations of motion. The resulting theory turns out to be surprisingly simple, consisting only of the usual gauge invariant Maxwell term and a quadratic coupling of the Faraday tensor to the dual of the Riemann tensor. This is the result that was obtained by Horndeski [14]. It is also interesting to note that the theory has only one free parameter. We have studied this theory in several background spacetimes with particular attention on its stability. In de Sitter, we have computed the energy density of the corresponding modes and we have shown that the energy of physical modes is positive for \(1 + 2H^2/M^2 > 0\), which is guaranteed for \(M^2 > 0\).

We have studied Bianchi I solutions generated by a cosmological constant in the presence of the vector field with the non-minimal coupling. We have shown that the isotropic de Sitter solution is an attractor of the phase map so that it corresponds to a stable solution. Interestingly, neither the position nor the stability properties of the critical points depend on the non-minimal coupling, i.e., on the value of \(M^2\). Moreover, if the initial anisotropy of the universe is smaller than one, \(R < 1\), the system is always attracted towards the de Sitter solution and, even if the initial anisotropy is large but negative, this is the equilibrium solution. On the other hand, the region with \(R > 1\) has been shown to be unphysical because the vector field energy density is negative in that region.

We then have studied the behavior of the vector field with the non-minimal coupling for different classical solutions like de Sitter, a Friedmann universe, Schwarzschild and Reissner-Nordström-de Sitter space times. From observations we must require the stability of all solutions which we observe in nature. An unstable solution decays rapidly due to fluctuations and can therefore never be observed as final states. Thus, we have obtained the conditions for the absence of ghost-like and Laplacian instabilities for the mentioned physically relevant geometries. For all considered spacetimes we show that the Maxwell theory has a stable neighborhood. Quite generally, however, instabilities are present in the regime where the non-minimal interaction energy is of the same order or greater than the contribution from the minimal terms.

Requiring stability around solar mass black holes yields a limits of about \(|M| \gtrsim 10^{-10} \text{eV}(M_\odot/M_\ast)\). Since no black holes with \(M_\ast \lesssim M_\odot\) have been observed so far, this yields a limit \(|M| \gtrsim 10^{-10} \text{eV}\). From the analysis of FLRW universes, stability requests \(|M|^2 > 4H^2\) during a radiation dominated epoch (where \(q = 1\)). We know from Big Bang Nucleosynthesis (BBN) that the Universe has at least achieved a temperature of \(T_{\text{BBN}} \simeq 1 \text{MeV}\) in the past.
which corresponds to a Hubble scale $H_{\text{BBN}} \simeq 1\text{sec}^{-1} \simeq 10^{-15}\text{eV}$. Hence $|M| > 10^{-15}\text{eV}$. This limit is less stringent than the one from black holes. If we assume that the temperature of the Universe achieved much higher values, say $T_*$ at the end of reheating after inflation, we obtain the constraint

$$|M| > g_*^{1/2} T_*^2 \frac{T_*}{M_p}.$$ (5.1)

Here $g_*$ is the effective number of degrees of freedom after reheating. Depending on $T_*$, this limit can be quite interesting.

If the theory is viewed as a modification of electrodynamics so that the gauge field couples to charged fermions, which was Horndeski’s perspective \cite{14}, one must require $M \ll m_e$ where $m_e$ is the electron mass, to ensure that radiative corrections in QED \cite{35} (which spoil the second order structure of the field equations) can be neglected. Even in that case there is a huge parameter region $|M| \in (10^{-10}\text{eV}, 511\text{ keV})$ where the theory can be regarded as safe. The lower limit comes from the black hole bound derived in this paper and the upper limit is the electron mass. If the theory is instead viewed as a hypothetical vector-tensor theory in which the vector does not represent the gauge boson of electrodynamics, the viable parameter range will be even larger because the upper limit should be replaced by the Planck mass to avoid radiative corrections from gravitons or by the mass of the lightest particle coupled to this gauge boson.

The fact that stability requires $|M^2| > 4H^2$ means that we can never be in the regime $H^2/M^2 \gg 1$ where the energy density of a homogeneous vector field decays much slower than $1/a^4$ as we discussed in section 3.1. So this type of non-minimal interactions does not represent a promising mechanism to maintain large scale magnetic fields at late times.

We have also calculated the propagation speed of the vector in the considered space-times. We found that superluminality is a quite generic feature in this theory. In FLRW we showed that superluminality is avoided for $M^2 > 0$ if the null energy condition holds. In Schwarzschild spacetime, however, superluminality is an unavoidable consequence of the non-minimal interaction because, regardless of the sign of $M^2$, there will always be some propagation direction and polarization for which the propagation speed is greater than 1. Since the propagation speeds that we have computed do not depend on the Fourier mode and they all are massless (i.e., the dispersion relations can be written as $\omega^2 = c_s^2 k^2$ with $c_s^2$ independent of $k$), they also correspond to the group velocity. Therefore, the propagation velocities we have calculated are the signal speeds measured by specific observers (comoving in FLRW and static in Schwarzschild). In Minkowski spacetime, it is easy to construct paradoxes concerning the causal structure of events forbidding faster-than-light transmission of information. When curvature is involved, however, this is less obvious and it is sometimes argued that no general principle is violated by superluminal propagation \cite{35}. This is not a feature that crucially depends on the non-trivial curvature, but it is a general property of hyperbolic systems when Lorentz violations are present \cite{42}.

In fact, superluminal propagation does not necessarily imply acausality. Even in General Relativity one perfectly encounters valid solutions which allow closed timelike curves. However, as Hawking showed in his Chronology Protection, the corresponding energy-momentum of these particles traversing the closed timelike curves becomes so large that its backreaction on the spacetime destroys the geodesic path \cite{43}. Similar Chronology Protection also occurs in Galileon type of theories \cite{44}. Furthermore, quantum fields propagating in a curved background can lead to the appearance of superluminal propagation (as it happens in QED). However, a careful treatment of such quantum fields show that causality (and even unitarity)
are actually not violated (see the extensive and detailed treatment in [45]) Therefore, unlike the conditions coming from ghosts and Laplacian instabilities, we have not used superluminality as a criterion for the viability of the theory.
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