Efficient joint noise removal and multi exposure fusion
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Abstract

Multi-exposure fusion (MEF) is a technique for combining different images of the same scene acquired with different exposure settings into a single image. All the proposed MEF algorithms combine the set of images, somehow choosing from each one the part with better exposure.

We propose a novel multi-exposure image fusion chain taking into account noise removal. The novel method takes advantage of DCT processing and the multi-image nature of the MEF problem. We propose a joint fusion and denoising strategy taking advantage of spatio-temporal patch selection and collaborative 3D thresholding. The overall strategy permits to denoise and fuse the set of images without the need of recovering each denoised exposure image, leading to a very efficient procedure.

1 Introduction

Multi-exposure fusion (MEF) is a technique for combining different images of the same scene acquired with different exposure settings into a single image. By keeping the best exposed parts of each image, we can recover a single image where all features are well represented. Compared to High Dynamic Range (HDR), MEF avoids the estimation of the camera response function and the tone mapping, keeping during all the process the original range of the images.

All the proposed MEF algorithms combine the set of images, somehow choosing from each one the part with better exposure. Most methods express this choice as a combination of pixel values or their gradient, commonly weighted depending on exposure, saturation and contrast, e.g. Mertens et al. [41]. In order to make this choice robust, the methods use a pyramidal structure or work at the patch level instead of the pixel one. In the case that pixel gradient is manipulated, a final estimate has to be recovered by Poisson editing [47].

Image fusion is an extensive research area not limited to multi-exposure images. The combination of several images permits to improve their quality, removing for example noise [6], compression artifacts [15], haze [21], blur [54] or shaking blur from hand held video [10, 9].

We propose a novel multi-exposure image fusion chain taking into account noise removal. Instead of combining gradients or pixel values, we fuse the Discrete Cosinus Transform (DCT) coefficients of the differently exposed images. The use of the DCT permits to include a thresholding stage attenuating noise during the fusion process. DCT thresholding is a well known method for noise removal, behaving extremely well with moderate noise levels and being efficient in terms of computational complexity. We propose a novel strategy taking advantage of DCT thresholding and the multi-image nature of the MEF problem.

The methods in [37] and [10] propose a similar fusion procedure to ours. However, they do not include any noise removal stage. The method in Ma et al. [37] uses a patch based approach, in which each patch is decomposed into its average and detail patch. Averages are combined depending on exposure, while detail patches are averaged depending on its magnitude. Our approach also deals differently with the average and the details but it uses DCT to represent the details and not just the difference of the patch with its average. While the method in [37] is applied to each color channel, we use a color decorrelation transform.

The method in [10] uses a DCT transform but instead of combining the averages of the patches it uses an auxiliary image obtained with Mertens et al. [41] algorithm to set the patch illumination. We combine the average coefficients depending on local and global exposure. The method in [10] applies a completely different strategy for luminance and chromatic parts, while our method uses the same procedure for both components, permitting noise reduction.

Although the proposed fusion method is able to deal with low levels of noise, for more challenging cases the simple DCT thresholding might be insufficient. Based on noise removal methods for image and video [8, 6], we propose a joint strategy taking advantage of spatio-temporal patch selection [6] and collaborative 3D thresholding [8]. The computed patch DCTs for collaborative thresholding are directly fed into the fusion procedure. The overall strategy permits to denoise and fuse the set of images without the need of recovering each denoised exposure image, leading to a very efficient method.
Section 2 describes the MEF existing literature. The proposed method for the fusion of images with different exposures is described in Section 3. Section 4 presents the complete method including the fusion and noise removal stages. In Section 5, we discuss the implementation of the method and compare with state of the art algorithms and we draw some conclusions in Section 6.

2 Related work

Several MEF methods have been proposed in the literature. Mertens et al. [41] proposed a pixel wise combination of images depending on contrast, saturation and well-exposedness. Many algorithms appeared improving aspects of their method or making it motion adaptive, such as Li et al. [31], An et al. [3], Ocampo et al. [41], Liu et al. [33], Hayat et al. [16] and Hessel et al. [15].

Another type of methods combine the gradient of the images, and then they recover the solution by Poisson image editing [17]. For several algorithms, just the most convenient gradient is chosen, for example Kuk et al. [25]. Other methods combine all gradients, for example [53, 63, 13, 57].

Instead of fusing red, green and blue values, the YCbCr [11] color space is often used. Paul et al. [46] combines the luminance using a gradient based fusion. The chromatic components are fused by direct pixel-wise averaging favoring colored pixels compared to gray ones. A similar approach is adopted in [40].

This pixel-wise choice is not robust enough and needs to be regularized by using pyramidal structures or working at the patch level. The Laplacian pyramid proposed by Burt and Adelson [7] was adopted by Mertens et al. [12] and posterior methods An cuti et al. [4], Kou et al. [24, 23]. Patch-based methods use as minimal unit small image windows, which makes them more robust than pixel wise algorithms since much more values are involved in the fusion process (Goshtasby [12], Zhang et al. [61], Zhang et al. [65], Ma et al. [37]).

When the image sequence is not completely static, the fusion of moving objects creates a ghosting effect. There exist three main strategies to avoid these artifacts. The first strategy is to take into account block distance or correlation in order to weight the combination process. Such a weighted average might discard moving objects from the combination. The second one is to modify the sequence to make it static [20, 34, 67, 40]. A third straightforward strategy, adopted by several algorithms [48, 50, 55, 13], is to fuse several instances of the same reference image. The image with middle exposure is chosen as reference and is photometrically matched to each of the rest. These copies of the reference are then fused by any MEF method. This strategy permits to get rid of motion and misalignments, but does not use the detail and structure information of the rest of images, only their color distribution.

Several methods (Z. G. Li et al. [33, 32], Singh et al. [56], Raman et al. [52], Li et al. [31]) separate low frequency (base images) from high frequency (detail images) using the Bilateral filter [59] or the Guided filter [17]. This separation permits an additional enhancement of the detail part.

Variational methods [48, 5, 13] have also been proposed to model MEF fusion. The proposed energies prefer to keep the geometry of the short exposure images and the color distribution of the long ones. The methods [35, 26, 56] try to optimize a quality measure of the final estimate. Ma et al. [39] proposed to optimize a modification of the objective quality measure in [39], adapted to color images.

Neural network methods have recently appeared for MEF and HDR imaging. Prabhakar et al. [51] uses a loss function minimizing an exposure fusion objective metric [39], avoiding the creation of ground truth images for the learning phase. Prabhakar et al. [49] proposed a neural network to align differently exposed images and merge them. Kalantari et al. [22] and Wu et al. [60] proposed learning methods for HDR imaging. Both networks apply to sequences of three images, and for the learning phase they need the corresponding LDR and HDR pairs for the three images. The main difference between both methods is that in [22] the input images are aligned by an optical flow estimation and warping, whereas in [60] the images do not need to be aligned before being introduced to the network.

Zhang et al. [65] and Xu et al. [61] proposed a unified deep learning framework for several fusion tasks, including MEF. Zhang et al. [66] extract features using convolutional layers, which are combined using an elementwise operation (mean for multi-exposure images). The final result is reconstructed from the fused features by additional convolutional layers. Xu et al. [61] trained a neural network to preserve the adaptive similarity between the fusion result and source exposures, that is, not requiring the ground truth images. Li et al. (CNNFEAT, 20) use CNN to extract features, which are used to combine the different exposures. However, the fused result is not the direct output of a neural network.

There is very few literature dealing with noise removal during multi exposure image fusion, and most published papers are focused on HDR. Akyuz et al. [2] denoise each frame before fusion, but this is performed in the radiance domain. Tico et al. [58] combines an initial fusion with the image of the sequence with the shortest exposure in the luminance domain. This combination is performed in the wavelet domain and coefficient attenuation is applied to the coefficients of the difference of luminances. Min et al. [49] filter the set of images by spatio-temporal motion compensated anisotropic filters prior to HDR reconstruction.
Lee et al. [28] use sub-band architecture for fusion, with a weighted combination using a motion indicator function to avoid ghosting effects. The low frequency bands are filtered with a multi-resolution bilateral filter while the high frequency bands are filtered by soft thresholding. Ahmad et al. [1] identify noisy pixels and reduce their weight during image fusion.

3 Proposed fusion algorithm

We propose a novel algorithm for multi-exposure fusion adopting the Fourier aggregation model as main tool.

3.1 Single Channel image fusion

Let assume we have a multi-exposure sequence of image luminance, supposed to be pre-registered, which we denote by $Y_k$, $k = 1, 2, \ldots, K$. Since each image might contain well exposed areas, we apply the combination locally. We split the images $Y_k$ into partially-overlapped blocks of $b \times b$ pixels, $\{B_{k,l}\}$, $l = 1, \ldots, n_b$, $n_b$ the number of blocks.

Both under and over exposed patches will have Fourier coefficients of smaller magnitude, due to the lack of high frequency information; while well exposed patches will have Fourier coefficients of larger magnitude. We propose to fuse the non-zero frequencies of each block as follows:

$$\hat{B}^l(\xi) = \sum_{k=1}^{K} w^l_k(\xi) \hat{B}^l_k(\xi), \quad \xi \neq 0, \quad l = 1, 2, \ldots, n_b, \quad (1)$$

where $\hat{B}^l_k$ denotes the DCT transform of patch $l$ in image $k$, and the weights $w^l_k(\xi)$ are defined depending on $\xi$:

$$w^l_k(\xi) = \frac{||\hat{B}^l_k(\xi)||^p}{\sum_{n=1}^{K} ||\hat{B}^l_n(\xi)||^p} \quad \xi \neq 0. \quad (2)$$

The parameter $p$ controls the weight of each Fourier mode.

This strategy does not apply to the zero frequency Fourier coefficient, $\xi = 0$, i.e. the mean. Since large zero frequency coefficients correspond to over-exposed images, applying the same weighted combination would simply overexpose the fused image. We weight these coefficients depending on how exposed is the local patch, as well as the entire image, with respect to the other ones.

$$\hat{B}^l(0) = \sum_{k=1}^{K} w^l_k(0) \hat{B}^l_k(0), \quad l = 1, 2, \ldots, n_b,$$

where

$$w^l_k(0) = \frac{1}{C} e^{-(\hat{B}^l_k(0) - 0.5)^2/\sigma_l^2} e^{-(\mu_k - 0.5)^2/\sigma_g^2}, \quad (3)$$

with $\mu_k$ the average of image $k$, $C$ a normalizing constant, and $\sigma_l$ and $\sigma_g$ parameters of the method. The averages of the patches are normalized to $[0, 1]$, then 0.5 corresponds to the gray level mid value.

Finally, applying the inverse DCT transform to each block we obtain the fused blocks.

$$B^l(x) = F^{-1}(\hat{B}^l(\xi)), \quad l = 1, \ldots, n_b. \quad (4)$$

Since blocks are partially overlapped, the pixels in overlapping areas are averaged to produce the final image.

3.2 Color image fusion

We use an orthonormal chromatic version of the well known YUV space, described by the following linear transformation.

$$\begin{pmatrix} Y \\ U \\ V \end{pmatrix} = \begin{pmatrix} \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{6}} & -\frac{2}{\sqrt{6}} & \frac{1}{\sqrt{6}} \end{pmatrix} \begin{pmatrix} R \\ G \\ B \end{pmatrix}$$

The Y channel, given by the average of the RGB values, represents the luminance, while U and V contain the chromatic information. The use of an orthonormal
transform is motivated by the denoising stage described below.

The channel Y is processed as exposed above, with the average coefficient combined depending on exposure. However, for the U and V components, we use the weighted average defined by Equations (1) and (2) for all coefficients, including $\xi = 0$.

The use of such a weighting does not increase the risk of over-exposure, but enhances the patch average chromaticity, making the result more colorful than when applying the single channel method to each of the components R, G and B. This is noticeable in Fig. 2, in which both strategies are compared.

3.3 Noise removal

Assuming a classical Gaussian uniform white noise scenario with standard deviation $\sigma$, the proposed fusion method can naturally incorporate noise removal. By modifying the weight definition (2) to

$$ w_k^l(\xi) = \frac{Thr_\sigma(|\hat{B}_k^l(\xi)|)^p}{\sum_{n=1}^{K} Thr_\sigma(|\hat{B}_n^l(\xi)|)^p}, \quad \xi \neq 0 \quad (5) $$

where

$$ Thr_\sigma(|\hat{B}_k^l(\xi)|) = \begin{cases} 0 & |\hat{B}_k^l(\xi)| < T \cdot \sigma \\ |\hat{B}_k^l(\xi)| & \text{otherwise} \end{cases} $$

Since the YUV color transformation is orthonormal, the noise standard deviation is not modified by the linear transformation converting from RGB to the mentioned space. Thus, the same thresholding can be applied to each channel. The parameter $T$ is set to 2.7 as usual when denoising by thresholding in an orthonormal basis.

Fig. 3 compares the application of the fusion chain with and without this DCT thresholding stage.

When dealing with high levels of noise, the DCT thresholding method described above is not enough to provide good denoising results. The next section describes how the fusion method can be combined with a collaborative denoising technique to obtain much better results.

4 Joint noise removal and fusion procedure

We assume as in the previous sections, that data is static and a uniform white noise model of standard deviation $\sigma$. Many variants have been proposed to deal with the noise removal of image sequences having the same exposure and noise conditions. Such methods cannot be directly used for MEF.

We propose a joint noise removal and fusion procedure (see scheme in Fig. 4). The noise removal stage uses a collaborative DCT thresholding as in [8], and a spatio-temporal patch selection as in [6]. The spatio-temporal selection permits a more robust patch comparison. The use of collaborative DCT thresholding permits a natural integration with the proposed fusion method, since both denoising and fusion are performed in the DCT domain, thus avoiding the need to reconstruct each denoised image prior to the fusion step.

The proposed strategy is well adapted to the MEF framework, namely to the fact that all the images have different exposure. In the patch-selection process, only patches belonging to the same image are compared, thus avoiding computing the similarity of patches with different exposure. In the same line, only patches having the same exposure are used in the denoising step.

Given the static image sequence, we build 3D blocks of patches, composed by the 2D patches from the sequence located at the same spatial position. The distance between different 3D blocks is computed as

$$ d_{3D}(x, y) = \sum_{\text{image } i \text{ in sequence}} ||P_i(x) - P_i(y)|| $$

where $P_i(x)$ and $P_i(y)$ denote the 2D patches referenced by $x$ and $y$ in image $i$ (each 2D patch is referenced by its top-left vertex).

By selecting the $k$ nearest neighboring 3D blocks, we actually select $k$ patches for each exposure. Collaborative DCT thresholding (see [8, 27]) is applied separately to the selected 2D patches belonging to the same exposure image.

The above collaborative filtering recovers the denoised DCT patches which are fed directly into the fusion procedure. That is, the proposed algorithm does
not need to apply the 2D inverse DCT to the grouped patches in order to recover each denoised exposure. Each 3D block of the $k$ selected ones contains denoised 2D DCT patches corresponding at the same spatial location and different exposure. Each one is combined by the fusion process which includes the additional DCT thresholding. The inverse DCT is applied to the $k$ fused patches, which permits an additional aggregation in the image domain.

The joint patch selection procedure reduces the dependence of noise in patch comparison, improving the robustness of the method and reducing the usual artifacts of collaborative filtering.

5 Discussion and experimental results

In this section we compare the proposed method with state of the art algorithms for exposure fusion. We compare with Mertens et al. [41], Ma et al. [37], Li et al. [32], Kou et al. [23], Ma et al. [36], Hessel et al. (EEF) [18], Paul et al. [45], Zhang et al. (IFCNN) [66], Li et al. (CNNFEAT) [29], Hayat et al. (MEF-Sift) [10] and Martorell et al. [40]. The results from Ma et al. [37] and Ma et al. [36] were computed with the software downloaded from the corresponding author’s webpage. The results of Mertens et al. [41] were obtained from the dataset provided in [62] and [39]. The code for Hessel et al. [18] (EEF), Paul et al. [45], Zhang et al. [66] (IFCNN), Li et al. [29] (CNNFEAT), [29] and Hayat et al. [10] (MEF-Sift) were obtained from corresponding github webpage. The results from Li et al. [32], Kou et al. [23] and Martorell et al. [40] were computed with the code provided by the authors. In all cases, default parameter settings are adopted.

Our results were computed using the same parameters for all tests in this section. We use blocks of size $8 \times 8$ pixels and $p = 7$ as the power exponent of the coefficient magnitudes in Equation 2. A sliding window approach is applied for the DCT based denoising/fusion. Once it is processed, the window is moved along both directions with a displacement step of $N_{\text{step}} = 2$. The
fact that the whole window is fused permits the processing of all the pixels in the image.

5.1 Noise free sequences

In this case, we just compare the ability of fusing the different exposure images. We use for our method just the fusion algorithm described in section 3, but without applying any thresholding of the DCT. Note that none of the compared methods include this noise filtering step.

Fig. 5 displays the results of all the methods on the “Belgium House” data set. Most methods have a good global illumination. However, looking closer to the details in Fig. 6, we might observe that many outdoor details in Mertens et al. [41] and Ma et al. [37] are overexposed, losing its definition. Li et al. [32] and Kou et al. [23] are not able to maintain the letters on the blackboard on the right side of Fig. 6 and Ma et al. [36] is not able to preserve the details on the tree at the top of the detail image. Li et al. [29] fusion is over-smoothed, while the result by Hayat et al. [16] is over-saturated at bright parts. The result of [40], Hessel et al. [18], Zhang et al. [66] and ours are quite similar.

5.2 Noisy sequences with white uniform Gaussian Noise

We compare in Fig. 8 all the algorithms on a noisy multi-exposure sequence with standard deviation of 15. We apply all the algorithms with their default parameters. It is clear from this figure, that the rest of methods are not adapted or do not take into account noise. In Fig. 10 we add noise of standard deviation 25 to each exposure and apply the BM3D algorithm [8] to denoise each image. We apply the different multi exposure fusion methods to the denoised data. Our method is applied directly to the noisy sequence.

The zoom of an extract, Fig. 11 shows that our method is the only one able to denoise and fuse the multi-exposure sequence without noticeable artifacts.

5.3 Realistic multi exposure noisy images

We finally test our fusion and noise removal method with a realistic noise case. We add a signal dependent noise at each RAW image of the multi exposure set. We then apply a standard demosaicking, color processing, gamma correction and compression to the noisy raw images. The result is a realistic set of noisy multi exposure color images.

We apply our denoising and fusion algorithm to these images. The result is displayed in Fig. 12.

5.4 Computational analysis

The time complexity of the proposed algorithm is $O(|Y|)$, where $|Y|$ denotes the size of each image in the multi-exposure sequence.
Assuming that the 3D transforms used for the collaborative filtering are performed in a separable way (i.e., 2D transforms followed by 1D transforms, as detailed in [8]), the overall number of operations of the algorithm, per pixel, is approximately

\[ C_{T_{2D}} + 2Kb^2N_S^2 + 2Kb^2C_{T_{1D}} + 2Kkb^2 + kC'_{T_{2D}} + kb^2 \]  (6)

where:

- \( C_{T_{2D}} \) denotes the number of operations required to compute the 2D DCT of the block of patches similar to the one centered at the considered pixel. If we consider a neighborhood of size \( N_S \times N_S \) around the pixel, this implies the computation of \( KN_S^2 \) 2D DCTs, where \( K \) is the number of images in the sequence. The time complexity can be reduced by pre-computing the transforms in each block of size \( K \times N_S \times N_S \) and reusing them in overlapping blocks, similarly to what is proposed in [8].

- The second term accounts for the 3D block matching step. This implies the exhaustive search, in a \( N_S \times N_S \) neighborhood of the pixel, of 3D blocks of size \( K \times b \times b \).

- The third term counts the number of operations for the computation of the 1D DCT transforms (direct and inverse) of the \( k \) nearest neighbors of each patch, in each frame. \( C_{T_{1D}} \) denotes the cost of computing a 1D DCT transform (direct or inverse) of a vector of size \( k \).

- The fourth term accounts for the fusion step, which involves \( k \) 3D blocks of patches of size \( K \times b \times b \).

- The fifth term accounts for the number of operations needed to compute the \( k \) inverse 2D DCT transforms of the fused patches. \( C'_{T_{2D}} \) denotes the cost of computing the inverse 2D DCT transform of a patch of \( b \times b \) pixels.

- Finally, the last term counts the number of operations involved in the aggregation step.

Observe that the number of denoising operations per pixel, for each image, is smaller than that of BM3D since only one step of the collaborative filtering is applied. In addition, the inverse DCT is applied only to fused patches, since denoised exposures are not required by the algorithm.
Moreover, the previous estimation assumes that an exhaustive-search algorithm has been used for block matching. The costs $C_T$ of the DCT transforms depends on the availability of fast algorithms. By using predictive search techniques and fast separable transforms the complexity of the algorithm could be significantly reduced. Moreover, the overall number of operations can be further reduced by processing only one out of each $N_{\text{step}} < b$ pixels in both the horizontal and vertical directions. Due to the overlapping of the patches, the aggregation step used in the final step of the algorithm guarantees that all the pixels are correctly processed. In this case, the overall complexity of the method is reduced by a factor $N_{\text{step}}^2$.

6 Conclusions

In this paper we propose a patch-based method for the simultaneous denoising and fusion of a sequence of multi-exposure images. Both tasks are performed in the DCT domain and take advantage of a collaborative 3D threholding approach similar to BM3D [8] for denoising, and of the state-of-the-art fusion technique proposed in [40]. For the collaborative denoising, a spatio-temporal criterion is used to select similar patches along the sequence, following the approach in [6]. The overall strategy permits to denoise and fuse the set of images without the need of recovering each denoised exposure image, leading to a very efficient procedure.

Several experiments show that the proposed method permits to obtain state-of-the-art fusion results even when the input multi-exposure images are noisy. As future work, we plan to extend the current approach to multi exposure video sequences.
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