Strong magnetic fields: neutron stars with an extended inner crust
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Abstract Using relativistic mean-field models, the formation of clusterized matter, as the one expected to exist in the inner crust of neutron stars, is determined under the effect of strong magnetic fields. As already predicted from a calculation of the unstable modes resulting from density fluctuations at subsaturation densities, we confirm in the present work that for magnetic field intensities of the order of $\approx 5 \times 10^{16}$ G to $5 \times 10^{17}$ G, pasta phases may occur for densities well above the zero-field crust-core transition density. This confirms that the extension of the crust may be larger than expected. It is also verified that the equilibrium structure of the clusterized matter is very sensitive to the intensity of the magnetic fields. As a result, the decay of the magnetic field may give rise to internal stresses which may result on the yield and fracture of the inner crust lattice.

1 Introduction

Neutron stars are compact objects with a very complex structure. Their interior is generally divided into an outer and inner crust and an outer and inner core. The information coming to the surface from the interior of the star will necessarily cross the crust, and, therefore, it is essential to know well the constitution of the crust not only because of the processes that result directly from the crust but also in order to learn about the core of the star. The inner crust that lies directly at the border with the core has a complex constitution. In particular, it is generally accepted that the layers just below the crust-core transition are formed by frustrated matter resulting from the competition between the strong and the electromagnetic interactions [1–9]. Neutron star phenomena that seem to be directly related with the properties of the inner crust are glitches [10,11,13] or the evolution of the magnetic field intensity [14]. Neutron superfluidity in the inner crust plays an essential role in the interpretation of the glitches [10], but the entrainment of neutrons to the solid crust may raise some problems on whether the description of glitches is totally described by the crust [11–13]. In Ref. [14], the authors have shown that the dissipation of the magnetic field responsible for a fast spin down of the stars could be a signal of the presence of a highly resistive layer of matter in the inner crust, and that the existence of pasta phases as suggested in Ref. [1], were a possibility.

A class of neutron stars known as magnetars is characterized by very intense surface magnetic fields which span the range $\sim 10^{12}–15$ G [15,16]. Inside these stars the magnetic field could be even more intense, and several estimates and simulations suggest that fields of the order of $\sim 10^{18}$ G could exist in their interior [17–22].

In the present study, we want to calculate the structure of the bottom layers of the inner crust in the presence of a strong magnetic field. It has been reported that the extension of the inner crust under these conditions could be much larger, and it could have a complex structure constituted by alternating regions of clusterized and non-clusterized matter above the $B = 0$ crust-core transition [23–26], defining a transition region with a finite width.

The extension of the crust in a neutron star is directly connected to the presence of a liquid-gas type transition in nuclear matter [27]. In Refs. [23,24], the effect of a strong magnetic field on the density that characterizes the transition to homogeneous matter was determined within the framework of the dynamical spinodal, i.e. the surface that limits the region where nuclear matter is unstable with respect to density fluctuations as defined in Ref. [28]. This method had been applied to the study of the fragmentation of a finite nuclear system within a self-consistent quantum approach in Refs. [29,30].

Results in Refs. [23,24] indicate that the region defined by the $B = 0$ spinodal section is not much affected for finite $B \lesssim 10^{17}$ G. However, besides this main region of instability, other
unstable regions were identified at larger densities. The same conclusion was drawn within a thermodynamical spinodal approach [25,26,31]. One expects that pasta configurations will emerge at these densities, and this is the main objective of the present work: to investigate the possible extension of the nonhomogeneous matter region and the existence of islands of clustered matter above the \( B = 0 \) crust-core transition.

In Refs. [32,33], the effect of strong magnetic fields on the inner crust constitution has been studied using a Thomas-Fermi approach. However, the magnetic field intensities considered were generally quite high, and the region above the \( B = 0 \) crust-core transition was not investigated. According to Ref. [22], the neutral line of a poloidal magnetic field may fall inside the extended nonhomogeneous region. The existence of these regions may be important to avoid the development of magnetic field instabilities [34].

The crust-core transition density depends on the properties of the nuclear equation of state, in particular, on its symmetry energy, as discussed in several works [35–41]. This has led us to consider two models with the same isoscalar properties but different isovector ones, in order to determine differences associated with the density dependence of the symmetry energy. In particular, ab-initio chiral effective field theory calculations and several experimental nuclear properties seem to favor a small slope of the symmetry energy at saturation, \( L \lesssim 60 \) MeV [42]. However, if astrophysical observations are also considered, larger slopes are predicted [43], but still below 90 MeV. Recently, however, the measurement of the skin thickness of \(^{208}\text{Pb} \) seems to indicate that values still below 90 MeV. In the present study, we consider that i) the electromagnetic field is externally generated, ii) field configurations are frozen.

Our system is described by the Lagrangian density:

\[
\mathcal{L} = \sum_{i=p,n} \mathcal{L}_i + \mathcal{L}_e + \mathcal{L}_A + \mathcal{L}_\sigma + \mathcal{L}_\omega + \mathcal{L}_\rho + \mathcal{L}_{\text{eom}},
\]

where \( \mathcal{L}_i \) is the nucleon Lagrangian density, given by

\[
\mathcal{L}_i = \bar{\psi}_i \left[ \gamma_\mu i D^\mu - M^* - \frac{1}{2} i \sigma_{\mu\nu} b_{\mu\nu} F^{\mu\nu} \right] \psi_i,
\]

with

\[
M^* = M - g_\sigma \phi,
\]

\[
i D^\mu = i \partial^\mu - g_v V^\mu - \frac{g_\rho}{2} \tau \cdot b^\mu - e A^\mu \frac{1 + \tau_3}{2}.
\]

The electron Lagrangian density, \( \mathcal{L}_e \) and the electromagnetic term, \( \mathcal{L}_A \), are defined by

\[
\mathcal{L}_e = \bar{\psi}_e \left[ \gamma_\mu \left( i \partial^\mu + e A^\mu \right) - m_e \right] \psi_e,
\]

\[
\mathcal{L}_A = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu}.
\]

We consider \( e = \hbar = 1 \), the electromagnetic coupling constant is \( e = \sqrt{4\pi/137} \), and \( \tau_3 = \pm 1 \) is the isospin projection for protons and neutrons, respectively. \( M^* \) is the nucleon effective mass, and \( m_e \) the electron mass. The inclusion of the AMM is undertaken via the coupling of the nucleons to the electromagnetic field tensor, \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \), with \( \sigma_{\mu\nu} = \frac{i}{2} \left[ \gamma_\mu, \gamma_\nu \right] \), and strength \( \kappa_b \), with \( \kappa_\phi = -1.91315 \) for the neutron, \( \kappa_\mu = 1.79285 \) for the proton, and \( \mu_b, \mu_\phi \) the nuclear magneton. It was discussed in Ref. [51], that the contribution of the AMM of electrons is negligible and, therefore, it will not be included. Notice that medium effects may affect the AMM, as it was shown, for instance, in Ref. [52]. In the present study, we consider the vacuum values.

The mesonic Lagrangians are given by

\[
\mathcal{L}_\sigma = \frac{1}{2} \left( \partial_\mu \phi \partial^\mu \phi - m_\sigma^2 \phi^2 - \frac{1}{3} \kappa \phi^3 - \frac{1}{12} \lambda \phi^4 \right),
\]

\[
\mathcal{L}_\omega = -\frac{1}{4} \Omega_{\mu\nu}, \Omega^{\mu\nu} + \frac{1}{2} m_\omega^2 V_\mu V^{\mu},
\]

\[
\mathcal{L}_\rho = -\frac{1}{4} B_{\mu\nu} \cdot B^{\mu\nu} + \frac{1}{2} m_\rho^2 b_{\mu} \cdot b^{\mu},
\]

where \( \Omega_{\mu\nu} = \partial_\mu V_\nu - \partial_\nu V_\mu \), and \( B_{\mu\nu} = \partial_\mu b_\nu - \partial_\nu b_\mu - g_\rho (b_\mu \times b_\nu) \). \( \kappa \) and \( \lambda \) are the third- and fourth-order parameters of the scalar field.

2 Magnetized nuclear matter

In the present study we describe clustered stellar matter under the effect of strong magnetic fields within a nuclear relativistic mean-field (RMF) approach [49,50]. In the following, we also discuss the effect of the anomalous magnetic moment (AMM) on the extension of the clustered phase.

In the RMF approach, nucleons with mass \( M \) interact with and through the exchange of three different mesonic fields, an isoscalar-scalar field \( \phi \) with mass \( m_\sigma \) and coupling constant \( g_\sigma \), an isoscalar-vector field \( V^\mu \) with mass \( m_\omega \) and coupling constant \( g_\omega \), and an isovector-vector field \( b^\mu \) with mass \( m_\rho \) and coupling constant \( g_\rho \). In order to describe electrically neutral matter, electrons will also be considered explicitly. The charged particles interact through the static electromagnetic field \( A^\mu, A^\mu = (0, 0, B_x, 0) \), so that \( \mathbf{B} = \mathbf{B} \hat{z} \) and \( \nabla \cdot \mathbf{A} = 0 \). In the present study, we consider that i) the electromagnetic field is externally generated, ii) field configurations are frozen.
In order to discuss the effect of the density dependence of the symmetry energy we consider two models, NL3 and NL3$\omega\rho$, that have the same isoscalar properties but different isovector properties, as it was considered in Ref. [23]. Therefore, we also include in the Lagrangian density the nonlinear term,

$$L_{\omega\rho} = \frac{1}{4} g_{\sigma \rho} \sigma_F \rho_F ,$$

(8)

This term allows to have a softer symmetry energy than the one of the original NL3 model [53]. This mechanism of modelling the density dependence of the symmetry energy using a non-linear term that mixes the $\omega$ and $\rho$ mesons was discussed in Ref. [54].

3 The pasta phases

In the present study we consider the coexisting phases (CP) method to describe the pasta phases as discussed in Refs. [5–7,9,55]. A self-consistent description within a Thomas-Fermi approximation has already been applied to the description of magnetized matter [32,33]. We will consider such a calculation in a future study since numerical convergence for magnetic field intensities $\lesssim 5 \times 10^{17}$G is faster within the CP approach we are presently considering. In this approach, the free energy density is minimized considering a mixed phase of dense clusters with different geometrical configurations in a background gas of nucleons and electrons. Finite size effects, as the ones from the cluster surface tension and the Coulomb interaction, are included after the minimization of the free energy.

The free energy density minimum is determined by imposing the Gibbs conditions on the pressure $P$, and proton and neutron chemical potentials, respectively $\mu_p$ and $\mu_n$, at the transition from phase I to phase II [5–7,9,55],

$$P^I (E^{I F}, M^{I}) = P^{II} (E^{II F}, M^{II}) , \quad i = p, n$$

(9)

$$\mu^I_i = \mu^{II}_i , \quad i = p, n .$$

(10)

In the above equations, the chemical potentials $\mu_i$ are given by

$$\mu_p = E^p_F + g_\omega V^0 + \frac{1}{2} g_\rho b^0 ,$$

(11)

$$\mu_n = E^n_F + g_\omega V^0 - \frac{1}{2} g_\rho b^0 ,$$

(12)

with $E^I_F$ being the effective chemical potentials.

The Gibbs equilibrium conditions are supplemented by the equations that define the nucleon effective masses in both phases,

$$m_\sigma^2 \phi^I_0 + \frac{\kappa}{2} \phi^I_0 + \frac{\lambda}{6} \phi^I_0 = g_\sigma \rho^I_s ,$$

(13)

$$m_\rho^2 \phi^{II}_0 + \frac{\kappa}{2} \phi^{II}_0 + \frac{\lambda}{6} \phi^{II}_0 = g_\rho \rho^{II}_s ,$$

(14)

and by the equation that fixes the global proton fraction

$$f \rho^I_p + (1-f) \rho^{II}_p = Y_p \rho .$$

(15)

In the above equations, $I$ refers to the liquid (cluster) phase and II to the gas phase, and $f$ is the volume fraction of phase I:

$$f = \frac{\rho - \rho^{II}}{\rho^I - \rho^{II}} .$$

(16)
\( \rho_s = \rho_{s,p} + \rho_{s,n} \) is the total scalar density with \( \rho_{s,p}, \rho_{s,n} \) the proton and neutron scalar densities, respectively, and \( \rho = \rho_p + \rho_n \) is the total nucleonic density, with \( \rho_p, \rho_n \) the proton and neutron densities, respectively. They are going to be defined next. \( Y_p \) is the global proton fraction, \( Y_p = \rho_p / \rho \). We also consider that the density of electrons \( \rho_e \) is uniform in the cell and \( \rho_e = Y_p \rho_e \).

The scalar and vector proton and neutron densities in the above equations are defined by [49,56]

\[
\rho_{s,p} = \frac{q_p B M^*}{2\pi^2} \sum_{\nu=0}^{\nu_{\text{max}}} \sum_{\zeta} \sqrt{M^* + 2vq_p B - \zeta \mu_N \kappa_p B} \ln \left( \frac{k_{p,F,v,\zeta}^p + E_F^p}{\sqrt{M^* + 2vq_p B - \zeta \mu_N \kappa_p B}} \right),
\]

\[
\rho_{s,n} = \frac{M^*}{4\pi^2} \sum_{\nu=0}^{\nu_{\text{max}}} \sum_{\zeta} \left[ \frac{E_F^{n,F,v,\zeta}}{F_{p,F,v,\zeta}^n} - \bar{m}_n^2 \ln \left( \frac{k_{n,F,v,\zeta}^n + E_F^n}{\bar{m}_n} \right) \right],
\]

\[
\rho_p = \frac{q_p B}{2\pi^2} \sum_{\nu=0}^{\nu_{\text{max}}} \sum_{\zeta} k_{p,F,v,\zeta}^p,
\]

\[
\rho_n = \frac{1}{2\pi^2} \sum_{\nu=0}^{\nu_{\text{max}}} \left[ \frac{k_{n,F,v,\zeta}^p}{E_F^n} \right]^3 \frac{1}{2} \zeta \mu_N \kappa_B \times \left( \bar{m}_n k_{n,F,v,\zeta}^p + E_F^n \left( \arcsin \left( \frac{\bar{m}_n}{E_F^n} \right) - \frac{\pi}{2} \right) \right).
\]

In the above equations, \( \kappa_i, i = p, n \) are the anomalous magnetic moment strengths, previously defined after Eq. (5). \( k_{p,F,v,\zeta}^p, k_{n,F,v,\zeta}^n \) are the Fermi momenta of protons and neutrons related to the proton and neutron effective Fermi energies

\[
k_{p,F,v,\zeta}^p = E_F^{p,2} - \left[ \sqrt{M^* + 2vq_p B - \zeta \mu_N \kappa_p B} \right]^2,
\]

\[
k_{n,F,v,\zeta}^n = E_F^{n,2} - \bar{m}_n^2,
\]

with \( \bar{m}_n = M^* - \zeta \mu_N \kappa_B B, v = n + \frac{1}{2} - \frac{\zeta}{2} = 0, 1, 2, \ldots \) enumerates the quantized Landau levels for protons with charge \( q_p = 1 \), and \( \zeta \) is the spin quantum number, with +1 for spin up and −1 for spin down.

The solution of the Eqs. (9–15) defines the total energy density of the nonhomogeneous matter,

\[
\mathcal{E} = f \mathcal{E}^I + (1 - f) \mathcal{E}^{11} + \mathcal{E}_e + \mathcal{E}_{\text{surf}} + \mathcal{E}_{\text{Coul}},
\]

where \( \mathcal{E}^{1,11} \) refer to the bulk free energy density of phase \( I \) and \( 11 \), \( \mathcal{E}_e \) is the free energy density of an homogeneous electron gas, and the terms \( \mathcal{E}_{\text{surf}} \) and \( \mathcal{E}_{\text{Coul}} \) were added to take into account, respectively, the surface energy of the clusters and the Coulomb interaction. From the minimization of the sum \( \mathcal{E}_{\text{surf}} + \mathcal{E}_{\text{Coul}} \) with respect to the size of the cluster, the following relation is obtained [5] \( \mathcal{E}_{\text{surf}} = 2\mathcal{E}_{\text{Coul}} \). The Coulomb energy density is defined by [1,2,5]

\[
\mathcal{E}_{\text{Coul}} = \frac{2 F}{4 \pi^3} (e^2 \pi \Phi)^{1/3} \left( D \rho_l^p - D \rho_l^{11} \right)^{2/3},
\]

where \( F = f \) is used in the droplet/rod/slab phase and \( F = 1 - f \) for tubes and bubbles, \( \sigma \) is the surface energy coefficient and \( D \) is the dimension of the system. For droplets, rods and slabs [1,2]

\[
\Phi = \begin{cases} \frac{(2 - D F^{1-2/D})}{D-2} + F & D = 1, 3; \\ \frac{F - 1 - \ln(F)}{D+2} & D = 2. \end{cases}
\]

In the present study, we define the surface energy as in Ref. [57], where a parametrization determined within a Thomas-Fermi approach was obtained in terms of the global proton fraction and the temperature, \( \sigma (x, T) \), with \( x = (1 - 2Y_p) \). Each cluster is considered to be in the center of a charge neutral Wigner-Seitz (WS) cell [5,58]. The WS cell may have different geometries, and for simplification they are fixed to a sphere, a cylinder, or a slab, and its volume is equal to the one of the unit BCC cell. The dimensions of the WS cell (\( R_{WS} \)) and of the cluster (\( R_D \)) are determined from the minimization of the free energy with respect to the cluster dimension \( R_D \) (the radius of the droplet or rod and the thickness of the slab). The following expressions define \( R_D \) and \( R_{WS} \), see Refs. [1,5]:

\[
R_D = \left( \frac{\sigma D}{e^2 (\rho_p^l - \rho_{11}^l)^2 \Phi} \right)^{1/3},
\]

\[
R_{WS} = \frac{R_D}{F^{1/D}}.
\]

### 4 Results

In the following, the nonhomogeneous matter is calculated according to the formalism presented in the previous section. We consider two models that have the same isoscalar properties, but differ on the isovector ones, NL3 [53] and NL3op [40]. The symmetry energy slope at saturation is equal to 118 MeV for NL3 and 55 MeV for NL3op. Recently, an estimation of \( L \) obtained from the measurement of the 208Pb neutron skin thickness [44] predicts 106 ± 37 MeV [45]. However, other studies based on experimental measurements and ab-initio calculations indicate a much smaller slope, \( L = 51 ± 11 \) MeV [42], or taking into account also astrophysical observations, \( L = 58.7 ± 28.1 \) MeV [43]. The two values of \( L \) we consider represent both scenarios.

It was shown in Ref. [59] that in the lower layers of the inner crust, close to the crust-core transition, the proton fraction does not change much and takes a value close to the one at the transition. For the above models, this corresponds to \( \gamma_p = 0.02 \) for NL3 and \( \gamma_p = 0.035 \) for NL3op.
In the following, we will study the formation of pasta phases for those proton fractions as an exploratory investigation.

4.1 Pasta structures at supra crust-core transition density

We first consider the NL3 model. In Fig. 1, the size of the WS cell $R_{WS}$ (green points) and the cluster size $R_D$ (purple points) are plotted together with the growth rate determined within a dynamical spinodal calculation (light blue lines), for magnetic fields with intensities $0.44$, $1.3$ and $4.4 \times 10^{17} \text{G}$. This corresponds to $B^* = 10^3$, $3 \times 10^3$ and $10^4$, respectively, because $B^* = B / B_{ce}$, with $B_{ce} = 4.41 \times 10^{13} \text{G}$ the critical electron magnetic field. The growth rates have been defined in Ref. [24], see Eq. (36), and are the solutions of the dispersion relation obtained considering fluctuations of the proton, neutron and electron densities. Inside the dynamical spinodal, the solutions of the dispersion relation are imaginary frequencies characteristic of unstable modes. We define the growth rates as the modulus of these solutions. The magnitude of the growth rates depends on the wavelength of the mode, and, for each density we consider the largest growth rate as the one that drives the system. The respective wavelength can be considered an estimation of the size of the clusters formed [60]. Results obtained without (with) the anomalous magnetic moment of the nucleons are shown in the top (bottom) panels. The $B = 0$ results are represented by thin black lines.

Let us start by analysing the top panels. For the two weaker field intensities represented, the low density region, i.e. the region that is also found in the $B = 0$ calculations, does not seem to be sensitive to the magnetic field. However, a new feature is present: a region of clusterized matter appears at larger densities, of the order of $0.08-0.09 \text{ fm}^{-3}$. This region is coincident with a region of instability identified within the dynamical spinodal formalism. For the magnetic field intensity $4.4 \times 10^{17} \text{G}$, the clusterized region extends until a density above $0.1 \text{ fm}^{-3}$.

In the following, we analyse the effect of including the proton and neutron AMM. Taking as reference the energy $\epsilon = |\kappa_p + \kappa_n| B \approx 2 \times 10^{-5} B^* \text{ MeV}$, it is clear that the effect of the AMM is only strong for very strong fields, i.e $B^* \gtrsim 10^5$. However, its effect is seen as soon as the energy difference between different free energy configurations is of the order of $\epsilon$. The AMM term gives rise to proton and neutron polarization and, therefore, reduces the softening effect of the Landau quantization on the EoS.

Looking at the bottom panels, the introduction of the AMM in the calculation results in the division of the clusterized region into two disconnected clusterized regions separated by homogeneous matter. For this same field, it is also seen that the upper bound of the low density clusterized region occurs at smaller densities, when compared to the $B = 0$ field case [7]. This is in agreement with the results presented in Ref. [33], where it is shown that the crust-core transition density decreases for $B = 10^{18} \text{G}$, when AMM is taken into account. In our calculation, this decrease is only observed for $B = 4.4 \times 10^{17} \text{G}$: the weaker fields do not affect this boundary. Another interesting feature is the fact that for the weaker fields considered, more than two disconnected regions of clusterized matter are obtained.

In Fig. 2, we identify the geometry of the clusters obtained within the NL3 model for several magnetic field intensities.

Fig. 2 Geometries of the clusters obtained with $yp = 0.02$, without (top) and with (bottom) AMM within the NL3 model for several magnetic field intensities.
(B* = 10^3, left), B = 1.3 × 10^{17}G (B* = 3 × 10^3, middle) and B = 4.4 × 10^{17}G (B* = 10^4, right), with (bottom) and without (top) AMM for the NL3opp model. The proton fraction is fixed to 0.035.

case; (ii) a second or more regions of nonhomogeneous matter appear. In the AMM case, and for the two lowest fields considered, two separate regions are found. The same occurs if no AMM is included for the lowest field. In these new regions of clusterized matter, all different geometries may occur with an extension and limiting densities very sensitive to the magnetic field. As already discussed, the inclusion of the AMM has also non-negligible effects. For the two highest fields considered, the supra-saturation nonhomogeneous region suffers a shift that depends on the magnetic field intensity considered, and its density extension decreases.

The strong dependence of the structure of these other regions on the magnetic field intensity may have direct effects on the evolution of the magnetar. In fact, the decay of the magnetic field will have consequences on the equilibrium structure of the neutron star and originate internal stresses which may give rise to the yield or the fracture of the lattice.

In the following, we consider the calculation of the nonhomogeneous matter within the NL3opp model, a model that predicts a much softer density dependence of the symmetry energy. In this case, the B = 0 calculation predicts the existence of droplets, rods and slabs, and not only droplets. This behavior had been predicted in earlier studies [61]. In Fig. 3, the results of the calculations performed for B = 4.41 × 10^{16}G (left), B = 1.3 × 10^{17}G (middle), and B = 4.41 × 10^{17}G (right) without (top) and with (bottom) AMM are shown. Thin black lines show the structure of the B = 0 calculation. We also include the growth rates calculated for the same proton fraction and magnetic field intensity within a dynamical calculation [24,26]. The effect of the magnetic field on the structure of the nonhomogeneous matter is different from what has been discussed for NL3: in the calculation without AMM, there are no well-separated nonhomogeneous regions, but there is an extension of the nonhomogeneous phase to larger densities with respect to the B = 0 case; in the calculation including AMM, only for the strongest field considered a second well disconnected region of nonhomogeneous matter does appear. This behavior reflects the pattern of the dynamical spinodal unstable regions, which are smaller in extension, do not appear for densities very far from the B = 0 crust-core transition, and are characterized by smaller growth rates. A second effect is the appearance of new geometries: slabs, tubes and bubbles are also present for the highest densities, as clearly seen in Fig. 4. In this figure, we identify the geometries of the clusters obtained with NL3opp without (top) and with (bottom) AMM. For B = 0, only droplets and rods are present, but for finite B, all geometries occur. For the two weaker fields, the nonhomogeneous region extends without interruption until the crust-core transition. The behavior is more irregular for the strongest field, B = 4.4 × 10^{17}G: between the geometries, some narrow regions of homogeneous matter are present. Also, the extension of the low density region is smaller, and when including AMM, a second region of clusterized matter emerges at larger densities, with slabs, tubes and bubbles.

5 Conclusions

The present work is an exploratory investigation of the effect of the magnetic field on the clusterized matter that forms the inner crust of a neutron star. Previous investigations...
within a dynamical spinodal approach have suggested that the magnetic field could give origin to an extended clusterized region with a crust-core transition occurring at larger densities \([23,24,26]\). Moreover, and depending on the isovector properties of the EoS, there could exist a detached nonhomogeneous region above the \(B=0\) crust-core transition density.

Our main conclusion is that by taking the coexisting phases approach to describe clusterized matter we were able to confirm the conclusions previously drawn within the dynamical spinodal calculation, in particular, that the crust-core transition occurs at larger densities. The effect of the magnetic field is not only reflected on the extension of the nonhomogeneous phase but also on the appearance of the different geometries. Taking two models with a different density dependence of the symmetry energy, it was also shown that the effect of the magnetic field is very sensitive to the behavior of the symmetry energy.

The results of the present study may help understand the violent events associated with magnetars. If the inner crust structure is very sensitive to the magnetic field intensity, stresses will build as the magnetic field decays due to the change of the equilibrium structure of the star giving rise to the occurrence of fractures \([34,62,63]\).

Our study requires further investigation within self-consistent approaches as, for instance, the Thomas-Fermi approach, that has been used to describe clusterized matter of non-magnetized \([5–7,9,59]\) and magnetized matter \([32,33]\), and imposing \(\beta\)-equilibrium.

In Ref. [33], a \(\beta\)-equilibrium calculation was carried out. The authors concluded that: larger proton fractions were obtained; no effect on the pasta structures and extension of the nonhomogeneous matter was obtained for fields \(B < 10^{17} \) G; for \(B \sim 10^{18} \) G, it was observed that the crust-core transition occurs at smaller densities and geometries that did not occur for \(B = 0\) were present, a conclusion similar to the one discussed in the last section for the strongest field considered. In Ref. [32], the calculation was performed for proton fractions of 0.1 and 0.3 within the NL3 model. Effects on the radius of the droplets, the surface tension and the crust-core transition were obtained although a systematic trend was not seen due to the possible opening of new Landau levels. In both calculations, no nonhomogeneous matter was reported above the \(B = 0\) crust-core transition possibly because this region was not investigated.

The research was developed within a RMF framework, and restricted to two models with the same isoscalar properties. We focused on the effects of a strong magnetic field on the inner crust, and in particular, the crust-core transition. Taking the \(B = 0\) proton fraction was an approximation that allowed us to understand the effect of the \(B\) field on the structure of the inner crust, independently of its effect on the proton fraction. We think that our qualitative findings should not depend much on the exact value of the proton fraction.

A different framework was applied to study the role of the Landau quantization of electron motion on the NS outer crust and the onset of the neutron drip in Refs. \([64,65]\) (see also Ref. \([66]\)). There, the authors showed, by minimizing the Gibbs energy and using atomic masses from the 2012 Atomic Mass Evaluation \([67]\), together with masses calculated from the Brussels-Montreal Hartree-Fock-Bogoliubov nuclear mass model \([68]\), that (1) the region of the crust where
neutrons drip changes with time as the magnetic field decays; (2) the composition of the outer crust depends on the strength of the magnetic field; (3) less neutron rich matter is expected for strong magnetic fields; and (4) elastic properties as the shear modulus are affected by the magnetic field. In these works, magnetic field intensities up to $8 \times 10^{16} \text{ G}$ were considered. In these works, magnetic field intensities up to $8 \times 10^{16} \text{ G}$ were considered. In Ref. [69], the outer and inner crusts were calculated using the Thomas-Fermi method extended to 4th order with shell corrections added perturbatively. The authors observed that magnetic fields of the order of $10^{17} \text{ G}$ can change the inner crust and the EoS, but no significant effects were observed near the crust-core transition. This may point to the fact that the modification of the crust-core transition is mainly due to magnetic-field effects on the nucleons, since in Ref. [69], the authors only considered the Landau quantization in the electrons. A discussion on the effects of the magnetic field on the whole, unified crust, outer and inner, should be carried out in the future.
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