A GLOBAL EXISTENCE RESULT FOR A KELLER-SEGEL TYPE SYSTEM WITH SUPERCritical INITIAL DATA
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Abstract. We consider a parabolic-elliptic Keller-Segel type system, which is related to a simplified model of chemotaxis. Concerning the maximal range of existence of solutions, there are essentially two kinds of results: either global existence in time for general subcritical (\(\|\rho_0\|_1 < 8\pi\)) initial data, or blow-up in finite time for suitably chosen supercritical (\(\|\rho_0\|_1 > 8\pi\)) initial data with concentration around finitely many points. As a matter of fact there are no results claiming the existence of global solutions in the supercritical case. We solve this problem here and prove that, for a particular set of initial data which share large supercritical masses, the corresponding solution is global and uniformly bounded.
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1. INTRODUCTION AND MAIN RESULT

Let \(\Omega \subset \mathbb{R}^2\) be any smooth and bounded domain, we consider the following parabolic-elliptic Keller-Segel type system

\[
\begin{align*}
\rho_t &= \nabla \cdot (\nabla \rho - \rho \nabla (u + \log V)), & x \in \Omega, \; t > 0 \\
-\Delta u &= \rho, & x \in \Omega, \; t \geq 0 \\
\rho(x,0) &= \rho_0(x) \geq 0, & x \in \Omega \\
\int_\Omega \rho_0 &= \lambda, & x \in \Omega \\
\frac{\partial \rho}{\partial \nu} - \rho \frac{\partial (u + \log V)}{\partial \nu} &= 0, & x \in \partial \Omega, \; t > 0 \\
P(\lambda, \Omega) &
\end{align*}
\]

We assume that \(V\) satisfies,

\[
V \in C^{0,1}(\Omega) \quad \text{and} \quad 0 < a \leq V(x) \leq b.
\]
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This is a simplified version of a chemotaxis model first introduced in [11]. The analysis of these kind of problems has attracted a lot of attention in recent years and we refer the interested reader to the monograph [16] for a complete account about this topic.

We say that \((\rho, u)\) is a classical solution of \(P(\lambda, \Omega)\) in \([0, T]\) if \(\rho \geq 0\),

\[
(1.3) \quad \rho \in C^0([\Omega \times [0, T]]) \cap C^{2,1}([\Omega \times (0, T)]), \quad u \in C^{2,1}([\Omega \times (0, T)]),
\]

and \((\rho, u)\) solves (1.1). We say that \((\rho, u)\) is a global solution of \(P(\lambda, \Omega)\) if it is a classical solution in \([0, T]\) for any \(T > 0\).

Concerning the maximal range (in time) of existence of solutions to \(P(\lambda, \Omega)\), there are essentially two kinds of results. The first one yields sufficient conditions to guarantee that the solution is global and uniformly bounded, that is

\[
(1.4) \quad \sup_{t>0} \sup_{x \in \Omega} \rho(x, t) \leq C.
\]

In fact it is well known that if \(\rho_0\) is smooth and \(\lambda < 8\pi\) then \(P(\lambda, \Omega)\) admits a unique solution which is global and uniformly bounded, see [17] and also [4], [9]. The second class of results is about sufficient conditions which guarantee that blow up occurs in finite time, that is, there exist \(T_{\text{max}} > 0\) such that

\[
(1.5) \quad \lim_{t \to T_{\text{max}}} \sup_{x \in \Omega} \rho(x, t) = +\infty.
\]

These conditions require the initial density \(\rho_0\) to satisfy \(\lambda > 8\pi\) and to be "peaked" around some point, see [15], [17] and also [10]. Other intermediate situations may occur, such as for example blow up in infinite time when \(\lambda = 8\pi\), see [17]. So the value \(\lambda = 8\pi\) is said to be the "critical" threshold and the study of (1.1) is generally divided in the subcritical and supercritical regime according to whether \(\lambda < 8\pi\) or \(\lambda > 8\pi\) respectively. Of course, there are many other results which are concerned with the blow up rate and the structure of the blow up set, see [16] and more recently [17] for further details.

As a matter of fact there are no results at hand claiming the existence of global solutions in the supercritical case \(\lambda > 8\pi\). We solve this problem here and prove that (1.1) may admit global and uniformly bounded solutions in the supercritical case as well. In fact we are able to find a particular set of initial data which share arbitrarily large supercritical masses \(\lambda > 8\pi\) such that the corresponding solution is global and uniformly bounded. More exactly we have the following global existence result for (1.1).
Theorem 1.1. (a) Let $\Omega$ be any smooth, bounded and simply connected domain. For any $c \in (0,1]$ let $D = \frac{c}{\beta^2}$ (as given in (1.2)) and $c_D = cD$. Then there exist $\tau_\epsilon > \epsilon_\epsilon(c_D) > 0$ such that if $\{x^2 + y^2 \leq \beta^2\} \subset \Omega \subset \{x^2 + y^2 \leq \beta^2\}$ with $c = \frac{\beta^2}{\beta^1}$ then, for any $\epsilon \in (0,\epsilon_\epsilon(c_D)]$ and for any $\lambda \leq \lambda_{\epsilon,c_D}$, there exist initial data $\rho_0$ such that $P(\lambda, \Omega)$ admits a unique global and uniformly bounded solution $(\rho_\epsilon, u_\epsilon)$. Here $\lambda_{\epsilon,c_D} < \lambda_{\epsilon,c_D} < \lambda_\epsilon$ and $\lambda_{\epsilon,c_D}, \lambda_\epsilon$ are strictly decreasing (as functions of $\epsilon$) in $(0,\epsilon_\epsilon(c_D)], (0,\tau_\epsilon]$ respectively with $\lambda_{\epsilon,c_D} \sim \frac{4\pi c_D}{(8-c_D)\epsilon}$, $\lambda_\epsilon \sim \frac{2\pi}{3\epsilon}$ as $\epsilon \to 0^+$.

(b) There exists $\bar{N} > 4\pi$ such that if $\Omega$ is any open, bounded and convex set whose isoperimetric ratio, $N \equiv N(\Omega) = \frac{L^2(\partial \Omega)}{\lambda(\Omega)}$, satisfies $N \geq \bar{N}$, then for any $\lambda \leq \lambda_N$ there exist initial data $\rho_0$ such that $P(\lambda, \Omega)$ admits a unique global and uniformly bounded solution $(\rho_\lambda, u_\lambda)$. Here $\lambda_{N,D} < \lambda_N < \lambda_N$ and $\lambda_{N,D}, \lambda_N$ are strictly increasing in $N$ and $\lambda_{N,D} \approx \frac{D_N^2 \lambda}{16(32-D)} + O(1)$, $\lambda_N \approx \frac{2\sqrt{3}N}{\pi} + O(1)$ as $N \to +\infty$.

The proof of Theorem 1.1 is based on the following observation. System (1.1) admits a natural Lyapunov functional, which is the free energy (2.2) below. Suppose that we were able to find a strict local free energy minimizer, say $\rho_{0,\lambda}$. Then, in a carefully defined dual topology, those solutions of (1.1) with initial data in a small enough neighbourhood of $\rho_{0,\lambda}$ should be trapped there for any $t > 0$.

This information should yield the uniform estimates needed to prove global existence as well as uniform bounds. So the problem is to find out such minimizers and a good topology to work with. We seek these kind of minimizers in the class of stationary states $(\rho, u)$ of (1.1) which therefore satisfy

$$
\begin{align*}
-\Delta \rho &= \nabla \cdot (\rho \nabla (u + \log V)), & x \in \Omega \\
-\Delta u &= \rho, & x \in \Omega \\
\int_\Omega \rho &= \lambda \\
\frac{\partial \rho}{\partial n} - \rho \frac{\partial (u + \log V)}{\partial n} &= 0, & u = 0 \quad x \in \partial \Omega
\end{align*}
$$

We choose a particular steady state $(\rho_{0,\lambda}, u_\lambda)$ of the form $\rho_{0,\lambda} = \frac{e^{u_\lambda}}{\int_\Omega e^{u_\lambda}}$ (which satisfies the Neumann type boundary condition in (1.6) automatically) and so reduce the problem to the existence for large $\lambda$ of a free energy minimizer in the form of a (possibly weak) solution $u_\lambda$ of the following mean field equation with homogeneous Dirichlet boundary conditions:

$$
\begin{align*}
-\Delta u_\lambda &= \lambda \frac{e^{u_\lambda}}{\int_\Omega e^{u_\lambda}} \quad &\text{in } \Omega \\
u_\lambda &= 0 \quad &\text{on } \partial \Omega
\end{align*}
$$

The existence of free energy minimizers taking the form $\lambda \frac{e^{u_\lambda}}{\int_\Omega e^{u_\lambda}}$ with $\lambda < 8\pi$ is well known [6] where $u_\lambda$ is a minimizer of the corresponding variational functional, see (2.5) below. On the
contrary, in case $\lambda > 8\pi$ solutions of (1.7) on domains with non trivial topology are well known to exist [7] which are not minimizers of (2.5) in general. The reason behind this issue is that if $\lambda > 8\pi$ then both the variational functional (2.5) and the free energy (2.2) are not bounded from below. Therefore, in particular, any local minimizer for $\lambda > 8\pi$ won’t be a global one and would correspond not to a stable state but in fact to a so called metastable state from the dynamical point of view. Luckily enough, the existence for large $\lambda$ of solutions of (1.7) on narrow domains which minimize the functional (2.5) has been recently established in [3] in case $V$ is constant and then generalized to the case of non constant $V$ for Liouville systems in [2]. In [2] it has also been shown that these solutions naturally yield minimizers of the multidimensional analogue of the free energy (2.2) in a suitable dual Orlicz-type topology. However we face a more subtle problem here since some properties which are almost obvious in the $H_0^1(\Omega)$-topology (see (2.7)) become more delicate in the Orlicz setting. As a consequence some care is needed to show that local minimizers of the free energy inherits that property from local minimizers of (2.5) in a suitable large enough sub cone, see in particular (3.18) in Proposition 3.3 below. To make the exposition self contained we will also provide the details of the existence result, see Theorem 2.2. This might be also useful since it clarifies the role played by a non constant $V$ as well as the minimizing properties of those solutions in the scalar case.

Once we have found the desired minimizers with the necessary topological informations, then we can prove that in fact some crucial a priori bounds hold, see (4.2) below. By using these a priori estimates, then the proof of the global existence result could follow in principle from an adaptation of well known arguments [4], [9] to the analysis of system (1.1). It turns out that we do not need to work out this argument since this kind of adaptation has been recently worked out in [17] via a beautiful shorter proof of uniform boundedness and global existence of solutions based on (4.2).

**Remark 1.2.** It is likely that, by using a uniqueness result obtained in [3], one could also prove that the $\rho_\lambda$ found in Theorem 1.1 converge as $t \to +\infty$ to the pair $(\rho_0, \lambda, u_\lambda)$ solving (1.7).

This paper is organized as follows. In section 2 we recall some well known facts about Keller-Segel systems. In section 4 we prove a global existence result for (1.1). In section 3 we obtain the needed free energy minimizers with large masses. Finally, in section 5, we prove Theorem 1.1.

### 2. Preliminaries

We collect here some well known results, see [16]. Some proofs are provided for reader’s convenience.
The fact that for a given smooth initial value $\rho_0$, (1.1) is locally well posed in time is well known (see for example [4], [9]). Also, the fact that $\rho(\cdot, t) \geq 0$ follows for non negative initial value $\rho_0$ by the maximum principle. Actually it holds $\rho(\cdot, t) > 0$ for any $t > 0$, and in particular solutions are classical, see for example Theorem 3.1 in [16]. The total mass conservation for (1.1) can be obtained as follows:

$$\frac{d}{dt} \int_{\Omega} \rho \, dx = \int_{\Omega} \nabla \cdot (\nabla \rho - \rho \nabla (u + \log V)) \, dx = \int_{\partial \Omega} \left( \frac{\partial \rho}{\partial \nu} - \rho \frac{\partial (u + \log V)}{\partial \nu} \right) \, d\sigma = 0. $$

Let us then consider the free energy associated to problem (1.1), that is

$$\mathcal{F}(\rho) = \int_{\Omega} \rho \left( \log \left( \frac{\rho}{V} \right) - 1 \right) - \frac{1}{2} \int_{\Omega} \rho G[\rho] = \int_{\Omega} \rho \left( \log \left( \frac{\rho}{V} \right) - 1 - \frac{u}{2} \right),$$

where $G$ is the Green function of $-\Delta$ in $\Omega$ with homogeneous Dirichlet boundary conditions, $G[\rho](x) = (G \ast \rho)(x)$ and $\rho \in P_\lambda$ where,

$$P_\lambda = \left\{ \rho \in L^1(\Omega) : \rho \geq 0 \text{ a.e.}, \int_{\Omega} \rho = \lambda \text{ and } \int_{\Omega} \rho \log \rho < \infty \right\}.$$

Clearly, for any $t > 0$ for which $\rho(x, t)$ is defined, we have $\rho \in P_\lambda$ whenever $\rho_0$ is (say) smooth, see for example [16]. Thanks to the conservation of mass (2.1) we can deduce an important property of $P(\lambda, \Omega)$: the decrease of the free energy $\mathcal{F}$ along the flow associated with the first equation in (1.1). In fact, notice that by (1.1) and integration by parts we have

$$\int_{\Omega} \rho u_t = - \int_{\Omega} u_t \Delta u = \int_{\Omega} \nabla u_t \nabla u = \int_{\Omega} u \rho_t.$$
\[- \int_{\Omega} (\nabla \rho - \rho \nabla (u + \log V)) \nabla \left( \log \left( \frac{\rho}{V} \right) - u \right) \, dx = \]

\[- \int_{\Omega} \rho \left| \nabla \left( \log \left( \frac{\rho}{V} \right) - u \right) \right|^2 \, dx \leq 0. \]

Hence we get that:

(2.4) \[ F(\rho(\cdot, t)) \leq F(\rho(\cdot, 0)) = F(\rho_0(\cdot)) \quad \forall t > 0. \]

For any \( v \in H^1_0(\Omega) \) let us consider the variational functional

(2.5) \[ J_\lambda(v) = \frac{1}{2} \int_{\Omega} |\nabla v|^2 - \lambda \log \left( \int_{\Omega} Ve^v \right). \]

It is well known that critical points \( u_\lambda \) of \( J_\lambda \) are weak solutions of (1.7). As mentioned in the introduction we will need the following recently derived \([2]\) existence result of strict local minimizers for \( J_\lambda \) with large mass.

**Remark 2.1.** If \( v \in H^1_0(\Omega) \) then we define

\[ \|v\|_{H^1_0(\Omega)} = \|v\|_{L^2(\Omega)} + \|\nabla v\|_{L^2(\Omega)}. \]

**Theorem 2.2.** (a) Let \( \Omega \) be any smooth and simply connected domain. For any \( c \in (0,1] \) let \( D = \frac{\Omega}{c} \) (as given in (1.2)) and \( c_D = cD \). Then there exist \( \epsilon_* > \epsilon_*(c_D) > 0 \) such that if \( \{ \epsilon^2 x^2 + y^2 \leq \beta^2 \} \subset \Omega \subset \{ \epsilon^2 x^2 + y^2 \leq \beta^2 + \epsilon^2 \} \) with \( c = \frac{\beta^2}{\beta_*^2} \) then, for any \( \epsilon \in (0, \epsilon_*(c_D)] \) and for any \( \lambda \leq \lambda_\epsilon,c_D \), problem (1.7) admits a solution \( u_\lambda \). Here \( \lambda_\epsilon,c_D < \lambda_\epsilon,c_D < \lambda_* \) and \( \lambda_\epsilon \) are strictly decreasing (as functions of \( \epsilon \)) in \( 0, \epsilon_*(c_D) \] respectively with \( \lambda_\epsilon(c_D) = 8\pi = \lambda_* \) and \( \lambda_\epsilon,c_D \asymp \frac{4\pi c_D}{(8 - c_D)^2} \), \( \lambda_* \asymp \frac{2\pi}{\epsilon} \) as \( \epsilon \to 0^+ \).

(b) There exists \( \bar{N} > 4\pi \) such that if \( \Omega \) is an open, bounded and convex set (therefore simple) whose isoperimetric ratio, \( N \equiv N(\Omega) = \frac{L^2(\partial \Omega)}{A(\Omega)} \), satisfies \( N \geq \bar{N} \), then for any \( \lambda \leq \lambda_N \) problem (1.7) admits a solution \( u_\lambda \). Here \( \Lambda_{N,D} < \lambda_N < \tilde{\Lambda}_N \) with \( \Lambda_{N,D} = 8\pi, \Lambda_{N,D} \) and \( \tilde{\Lambda}_N \) strictly increasing in \( N \) and \( \Lambda_{N,D} \) \( \Lambda_{N,D} \asymp \frac{D \pi^2 N}{16(32-D)} + O(1), \tilde{\Lambda}_N \asymp \frac{2\sqrt{3N}}{\pi} + O(1) \) as \( N \to +\infty \).

(c) The solution \( u_\lambda \) found in both cases (a) and (b) is a strict local minimizer of \( J_\lambda \) and the first eigenvalue of the linearized problem for (1.7) at \( u_\lambda \) is strictly positive. In particular, there exists \( \delta_0 > 0 \) such that

(2.6) \[ J_\lambda(u) > J_\lambda(u_\lambda). \]
for any $0 < \|u - u_\lambda\|_{H^1_0(\Omega)} < \delta_0$. Moreover, there exists $\eta_0 > 0$ such that, for any $0 < \eta_1 < \eta_0$, there exists $d_1 > 0$ such that

$$J_\lambda(u) \geq J_\lambda(u_\lambda) + d_1$$

whenever $\eta_1 \leq \|u - u_\lambda\|_{L^2(\Omega)} < \eta_0$.

**Proof.** We shall derive part (a) of the statement and skip the details of the proof of part (b) which can be handled by the same argument adopted in [3].

In view of the dilation invariance of (1.7) (that is, if $u_\lambda(z)$ solves (1.7) in $\Omega$, then for any $t > 0$ $u_\lambda(tz)$ solves (1.7) in $(t)^{-1}\Omega$ with $V(z)$ replaced by $V(tz)$ which still satisfies (1.2)) for fixed $c \in (0, 1]$ and up to a rescaling we can assume without loss of generality that

$$\Omega_{\epsilon, c} := \{\epsilon^2x^2 + y^2 \leq c\} \subseteq \Omega \subseteq \{\epsilon^2x^2 + y^2 \leq 1\} =: \Omega_{\epsilon}.$$

Let us consider the following Liouville-type [13] problem

$$
\begin{cases}
-\Delta u = \mu Ve^u & \text{in } \Omega \\
0 & \text{on } \partial \Omega,
\end{cases}
$$

and let us define

$$v_{\epsilon, \gamma} = 2 \log \left( \frac{(1 + \gamma^2)}{1 + \gamma^2(\epsilon^2x^2 + y^2)} \right), \quad (x, y) \in \Omega_{\epsilon}.$$ 

A straightforward evaluation shows that $v_{\epsilon, \gamma}$ satisfies

$$
\begin{cases}
-\Delta v_{\epsilon, \gamma} = V_{\epsilon, \gamma} e^{v_{\epsilon, \gamma}} & \text{in } \Omega_{\epsilon} \\
v_{\epsilon, \gamma} = 0 & \text{on } \partial \Omega_{\epsilon},
\end{cases}
$$

where

$$V_{\epsilon, \gamma}(x, y) = \frac{4\gamma^2}{(1 + \gamma^2)^2} \left( 1 + \epsilon^2 + \gamma^2(1 - \epsilon^2)(\epsilon^2x^2 - y^2) \right).$$

Since

$$V_{\epsilon, \gamma}(x, y) \geq g_+(\gamma, \epsilon) := \frac{4\gamma^2}{(1 + \gamma^2)^2} \left( 1 + \epsilon^2 + \gamma^2(\epsilon^2 - 1) \right), \quad \forall (x, y) \in \Omega_{\epsilon},$$

thanks to (1.2) we easily verify that $v_{\epsilon, \gamma}$ is a supersolution of (2.8) whenever

$$b\mu \leq g_+(\gamma, \epsilon).$$

For fixed $\epsilon \in (0, 1)$, the function $h_\epsilon(t) = g_+(\sqrt{t}, \epsilon)$ satisfies $h_\epsilon(0) = 0 = h_\epsilon \left( \frac{1 + \epsilon^2}{1 - \epsilon^2} \right)$, is strictly increasing in $\left( 0, \frac{1 + \epsilon^2}{3 - \epsilon^2} \right)$ and strictly decreasing in $\left( \frac{1 + \epsilon^2}{3 - \epsilon^2}, \frac{1 + \epsilon^2}{1 - \epsilon^2} \right)$.

Therefore, putting $\gamma_\epsilon^2 = \frac{1 + \epsilon^2}{3 - \epsilon^2}$ and $\bar{\mu}_{\epsilon, b} := \frac{1}{b} h_\epsilon(\gamma_\epsilon^2) \equiv \frac{1}{b} g_+(\gamma_\epsilon^2, \epsilon) \equiv \frac{(\epsilon^2 + 1)^2}{2b}$, we see in particular that for each $\mu \in (0, \bar{\mu}_{\epsilon, b}]$ there exists a unique $\gamma_\epsilon^+ \in (0, \gamma_\epsilon^2]$ such that $rac{1}{b} g_+(\gamma_\epsilon^+, \epsilon) = \mu$ and $v_{\epsilon, \gamma_\epsilon^+}$ is a supersolution of (2.8). Indeed we have
\[
(\gamma^+_{\varepsilon})^2 = (\gamma^+_{\varepsilon}(\mu))^2 = \frac{2(1 + \varepsilon^2) - \mu b - 2\sqrt{(1 + \varepsilon^2)^2 - 2\mu b}}{\mu b + 4(1 - \varepsilon^2)}.
\]

On the other hand let us consider

(2.13)
\[
v_{\varepsilon,\gamma, c} = \begin{cases} 
2 \log \left( \frac{(1+\gamma^2)}{1+\gamma^2(\varepsilon^2x^2+y^2)} \right), & (x, y) \in \Omega_{\varepsilon, c} \\
0, & (x, y) \in \Omega \setminus \Omega_{\varepsilon, c}.
\end{cases}
\]

Again a straightforward computation shows that \(v_{\varepsilon,\gamma, c}\) satisfies

\[
\begin{align*}
-\Delta v_{\varepsilon,\gamma, c} &= V_{\varepsilon,\gamma, c}e^{v_{\varepsilon,\gamma, c}} \quad \text{in } \Omega_{\varepsilon, c} \\
v_{\varepsilon,\gamma, c} &= 0 \quad \text{on } \partial\Omega_{\varepsilon, c},
\end{align*}
\]

where

\[
V_{\varepsilon,\gamma, c}(x, y) = \begin{cases} 
\frac{4\varepsilon^2}{c(1+\gamma^2)} \left( 1 + \varepsilon^2 + \frac{\gamma^2}{c}(1-\varepsilon^2)(\varepsilon^2x^2-y^2) \right) & \text{in } \Omega_{\varepsilon, c} \\
0 & \text{in } \Omega \setminus \Omega_{\varepsilon, c}.
\end{cases}
\]

Since

\[
V_{\varepsilon,\gamma, c}(x, y) \leq g_-(\gamma, \varepsilon, c) := \frac{4\varepsilon^2}{c(1+\gamma^2)} (1 + \varepsilon^2 + \gamma^2(1-\varepsilon^2)), \quad \forall (x, y) \in \Omega,
\]

it is not difficult to check that \(v_{\varepsilon,\gamma, c}\), again by (1.2), is a subsolution of (2.8) whenever

(2.14)
\[
a\mu \geq g_-(\gamma, \varepsilon, c).
\]

For fixed \(\varepsilon \in (0, 1)\), the function \(f_{\varepsilon, c}(t) = g_-(\sqrt{t}, \varepsilon, c), t \in (0, \frac{\gamma_{\varepsilon}^2}{\varepsilon^2}]\) is strictly increasing and satisfies \(f_{\varepsilon, c}(t) > h_\varepsilon(t)\). Once again, putting \(\bar{\gamma}_{\varepsilon} = \frac{1+\varepsilon^2}{3-\varepsilon^2}\) and \(\mu_{\varepsilon, a} := \frac{\gamma_{\varepsilon}}{a} h_\varepsilon(\bar{\gamma}_{\varepsilon}) \equiv \frac{1}{a} g_-(\gamma_{\varepsilon}, \varepsilon) \equiv (\varepsilon^2+1)^2 \leq 2a\), we see that for each \(\mu \in (0, \mu_{\varepsilon, a}]\) there exists a unique \(\gamma_{\varepsilon, c} \in (0, \bar{\gamma}_{\varepsilon})\) such that \(\frac{1}{a} g_-(\gamma_{\varepsilon, c}, \varepsilon, c) = \mu, \gamma_{\varepsilon, c} < \gamma^+_{\varepsilon}\) and \(v_{\varepsilon,\gamma_{\varepsilon, c}, c}\) is a subsolution of (2.8). Indeed we have

\[
(\gamma^-_{\varepsilon, c})^2 = (\gamma^-_{\varepsilon, c}(\mu))^2 = \frac{\mu ac - 2(1 + \varepsilon^2) + 2\sqrt{(1 + \varepsilon^2)^2 - 2\varepsilon^2 \mu ac}}{4(1 - \varepsilon^2) - \mu ac}.
\]

Notice that since \(a < b\) we clearly have \(\mu_{\varepsilon, a} > \mu_{\varepsilon, b}\). In conclusion, since \(\gamma^-_{\varepsilon, c}(\mu) \leq \gamma^+_{\varepsilon}(\mu)\) implies \(v_{\varepsilon,\gamma^-_{\varepsilon, c}, c} \leq v_{\varepsilon,\gamma^+_{\varepsilon}, c}\), for fixed \(\varepsilon \in (0, 1)\) and for each \(\mu \in (0, \mu_{\varepsilon, b}]\) we can set

\[
u_{\mu} = u_{\varepsilon,\gamma^-_{\varepsilon, c}(\mu), c}, \quad \bar{u}_{\mu} = u_{\varepsilon,\gamma^+_{\varepsilon}(\mu), c},
\]

and conclude via well known sub-supersolution results [8] that a solution (in a suitable weak sense) \(u_{\varepsilon,\mu, c}\) of (2.8) exists which satisfies

(2.15)
\[
v_{\varepsilon,\gamma^-_{\varepsilon, c}(\mu), c} \leq u_{\varepsilon,\mu, c} \leq v_{\varepsilon,\gamma^+_{\varepsilon}(\mu), c}, \quad \forall (x, y) \in \Omega.
\]

Then the Brezis-Merle results [5] and standard elliptic regularity follows that \(u_{\varepsilon,\mu, c}\) is a classical solution of (2.8).
Any such a solution \( u_{\epsilon,\mu,c} \) therefore solves (1.7) with \( \lambda = \lambda_{\epsilon,cD}(\mu) \) satisfying

\[
\lambda = \lambda_{\epsilon,cD}(\mu) = \mu \int_\Omega V e^{u_{\epsilon,\mu,c}} \geq \mu a \int_{\Omega_{\epsilon,c}} e^{u_{\epsilon,\gamma_c^{-}(\mu),\epsilon}} = \mu ac \frac{\pi}{\epsilon} (1 + (\gamma_c^{-}(\mu))^2),
\]

and

\[
\lambda = \lambda_{\epsilon,cD}(\mu) = \mu \int_\Omega V e^{u_{\epsilon,\mu,c}} \leq \mu b \int_{\Omega_{\epsilon,c}} e^{u_{\epsilon,\gamma_c^{+}(\mu)}} = \mu b \frac{\pi}{\epsilon} (1 + (\gamma_c^{+}(\mu))^2).
\]

In case \( \mu = \mu_{\epsilon,b} \), recalling that \( D = \frac{a}{b} \) and \( c_D = cD \), we have

\[
(\gamma_c^{+}(\mu)) = \frac{2\epsilon^2}{\gamma_c^{-}(\mu)^2} = (1 + \epsilon^2) \frac{c_D (1 + \epsilon^2) + 4(\sqrt{1 - c_D \epsilon^2} - 1)}{8(1 - \epsilon^2) - c_D (1 + \epsilon^2)^2},
\]

and

\[
(\gamma_c^{+}(\mu)) = \frac{3 - \epsilon^2}{\gamma_c^{-}(\mu)^2} = (1 + \epsilon^2) \frac{3 - \epsilon^2}{8(1 - \epsilon^2) + (1 + \epsilon^2)^2},
\]

so that, by (2.16) and (2.17) respectively we have:

\[
\lambda_{\epsilon,cD} := \lambda_{\epsilon,cD}(\mu_{\epsilon,b}) \geq \lambda_{\epsilon,cD} = \frac{ac(1 + \epsilon^2)^2}{2b} \frac{\pi}{\epsilon} \frac{1 + \gamma_c^{-2}(\mu)}{1 + \gamma_c^{+2}(\mu)} \simeq \frac{4\pi c_D}{(8 - c_D)\epsilon},
\]

and

\[
\lambda_{\epsilon,cD} \leq \lambda_{\epsilon} = \frac{(1 + \epsilon^2)^2}{2} \frac{\pi}{\epsilon} (1 + \gamma_c^{-2}) \simeq \frac{2\pi}{3\epsilon}
\]

as \( \epsilon \to 0^+ \). Moreover it is easy to verify that \( \lambda_{\epsilon,cD} \) is strictly decreasing at least for \( \epsilon \in (0, \frac{1}{2\sqrt{10}}) \) and that there exists \( \epsilon_*(c_D) < \frac{1}{2\sqrt{10}} \) such that \( \lambda_{\epsilon,cD} \geq 8\pi \) for any \( \epsilon \in (0, \epsilon_*(c_D)) \). These estimates are uniform in \( 0 < D \leq 1 \) and in \( c \in (0,1] \). We also see that \( \lambda_{\epsilon} \to (\frac{4\pi}{b})^{-1} \) as \( \epsilon \to 1^- \), is strictly decreasing for \( \epsilon \in (0, \epsilon_p] \) and strictly increasing for \( \epsilon \in [\epsilon_p,1) \) for some \( \epsilon_p \simeq 0.5 \) and then it is straightforward to check that there exists \( \bar{\epsilon}_* > \epsilon_*(c) \) such that \( \lambda_{\epsilon} \geq 8\pi \) for any \( \epsilon \in (0, \bar{\epsilon}_*) \). Finally, since \( \lambda_{\epsilon,cD}(\mu) \) is continuous in \( \mu \) and by using (2.16) and (2.17)

\[
0 < \lambda_{\epsilon,cD}(\mu) \leq \mu \frac{\pi}{\epsilon} (1 + (\gamma_c^{+}(\mu))^2) \as \mu \to 0
\]

we obtain the existence of a solution for \( P(\lambda, \Omega) \) not only for \( \lambda = \lambda_{\epsilon,cD} \), but for any \( \lambda \in (0, \lambda_{\epsilon,cD}] \) as well. This fact concludes the proof of the existence result claimed in (a).

Next we prove that the solutions obtained so far are strict local minimizers of \( J_\lambda \), i.e. part (c) of the statement. Actually we need a stronger result, that is, the linearized problem relative to
(1.7) has a strictly positive first eigenvalue. Putting
\[ \omega = \omega(u) = \frac{Ve^u}{\int Ve^u}, \quad \text{and} \quad <f> = \int_\Omega \omega f, \]
then the linearized problem for (1.7) takes the form
\[ \begin{cases} -\Delta \varphi - \lambda \omega(u)\varphi + \lambda \omega(u) <\varphi> = 0 & \text{in } \Omega \\ \varphi = 0 & \text{on } \partial \Omega. \end{cases} \tag{2.20} \]
Letting \( H \equiv H^1_0(\Omega) \) and
\[
\mathcal{L}(\phi, \psi) = \int_\Omega (\nabla \phi \cdot \nabla \psi) - \lambda \int_\Omega \omega(u)\phi\psi + \lambda \left( \int_\Omega \omega(u)\phi \right) \left( \int_\Omega \omega(u)\psi \right), \quad (\phi, \psi) \in H \times H,
\]
then by definition \( \varphi \in H \) is a weak solution of (2.20) if
\[ \mathcal{L}(\varphi, \psi) = 0, \quad \forall \psi \in H. \]
We define \( \tau \in \mathbb{R} \) to be an eigenvalue of the operator
\[ L[\varphi] := -\Delta \varphi - \lambda \omega(u)(\varphi - <\varphi>), \quad \varphi \in H, \]
if there exists a weak solution \( \phi_0 \in H \setminus \{0\} \) of the linear problem
\[ \begin{cases} -\Delta \phi_0 - \lambda \omega(u)\phi_0 + \lambda \omega(u) <\phi_0> = \tau \omega(u)\phi_0 & \text{in } \Omega, \end{cases} \tag{2.21} \]
that is, if
\[ \mathcal{L}(\phi_0, \psi) = \tau \int_\Omega \omega(u)\phi_0\psi, \quad \forall \psi \in H. \]
Standard arguments show that the eigenvalues form an unbounded (from above) sequence
\[ \tau_1 \leq \tau_2 \leq \cdots \leq \tau_n \cdots, \]
with finite dimensional eigenspaces (although the first eigenfunction changes sign and cannot be assumed to be simple in this situation).
Let us define
\[ Q(\phi) = \frac{\mathcal{L}(\phi, \phi)}{<\phi^2>_\omega} = \frac{\int_\Omega |\nabla \phi|^2 - \lambda <\phi^2>_\omega + \lambda <\phi>_\omega^2}{<\phi^2>_\omega}, \quad \phi \in H. \]
In particular it is not difficult to prove that the first eigenvalue can be characterized as follows
\[ \tau_1 = \inf\{Q(\phi) | \phi \in H \setminus \{0\}\}. \]
At this point we argue by contradiction and assume that $\tau_1 \leq 0$. Therefore we readily conclude that
\[
\tau_0 := \inf \{ Q_0(\phi) \mid \phi \in H \setminus \{0\} \} \leq 0, \quad \text{where} \quad Q_0(\phi) = \frac{L_0(\phi, \phi)}{\phi^2 > \omega}
\]
and
\[
L_0(\phi, \psi) = \int_{\Omega} (\nabla \phi \cdot \nabla \psi) - \lambda \int_{\Omega} \omega(u) \phi \psi, \quad (\phi, \psi) \in H \times H.
\]
Clearly $\tau_0$ is attained by a simple and positive eigenfunction $\varphi_0$ which satisfies
\[
(2.22) \quad \begin{cases}
-\Delta \varphi_0 - \lambda \omega(u) \varphi_0 = \tau_0 \omega(u) \varphi_0 & \text{in } \Omega \\
\varphi_0 = 0 & \text{on } \partial \Omega.
\end{cases}
\]
Let us recall that we have obtained solutions for (1.7) as solutions of (2.8) in the form $u = u_{\epsilon, \mu, c}$, for some $\mu = \mu(\epsilon) \leq \overline{\mu}_{\epsilon, b}$ whose value of $\lambda = \lambda(\mu, \epsilon, c_D)$ was then estimated as a function of $\epsilon$.

That point of view is well suited for our purpose, that is, we get back to $\mu = \lambda \left( \int_{\Omega} V e^u \right)^{-1}$.

Hence, let us observe that for a generic value $\mu \leq \overline{\mu}_{\epsilon, b}$ (2.22) takes the form
\[
(2.23) \quad \begin{cases}
-\Delta \varphi_0 - \mu V K_{\epsilon, \mu, c} \varphi_0 = \nu_0 V K_{\epsilon, \mu, c} \varphi_0 & \text{in } \Omega \\
\varphi_0 = 0 & \text{on } \partial \Omega,
\end{cases}
\]
where
\[
K_{\epsilon, \mu, c} = e^{\gamma_{\epsilon, \mu, c}} \quad \text{and} \quad \nu_0 = \mu \frac{\tau_0}{\lambda} \leq 0.
\]
We observe that, by defining
\[
K_{\epsilon, \mu, c}^{(-)} := e^{\gamma_{\epsilon, \mu, c}^{(-)}(\mu)} = \begin{cases}
\left( \frac{1 + \gamma_{\epsilon, \mu, c}^{(-)}(\mu)}{1 + \gamma_{\epsilon, \mu, c}^{(-)}(\mu) \epsilon^2 x^2 + y^2} \right)^2 & (x, y) \in \Omega_{\epsilon, c} \\
1 & (x, y) \in \Omega \setminus \Omega_{\epsilon, c},
\end{cases}
\]
\[
K_{\epsilon, \mu, c}^{(+)} := e^{\gamma_{\epsilon, \mu, c}^{(+)}(\mu)} = \left( \frac{1 + \gamma_{\epsilon, \mu, c}^{(+)}(\mu)}{1 + \gamma_{\epsilon, \mu, c}^{(+)}(\mu) \epsilon^2 x^2 + y^2} \right)^2, \quad (x, y) \in \Omega_{\epsilon}
\]
we have
\[
K_{\epsilon, \mu, c}^{(-)} \leq K_{\epsilon, \mu, c} \leq K_{\epsilon, \mu, c}^{(+)} \quad \text{for any } (x, y) \in \Omega.
\]
In particular, since
\[
K_{\epsilon, \mu, c}^{(+)} \leq (1 + \gamma_{\epsilon, \mu, c}^{(+)}(\mu))^2 \quad \text{and} \quad 1 \leq K_{\epsilon, \mu, c}^{(-)} \leq (1 + \gamma_{\epsilon, \mu, c}^{(-)}(\mu))^2 \quad \text{in } \Omega,
\]
and
\[
(2.24) \quad \Omega \subset T_{\epsilon} := \{(x, y) \in \mathbb{R}^2 \mid |x| \leq (\epsilon)^{-1}, \ |y| \leq 1\},
\]
then, by using the fact that
\[ \nu_0 = \inf \left\{ \frac{\int \Omega |\nabla \varphi|^2 \, dx}{\int \Omega K_{\epsilon, \mu} \varphi^2 \, dx} \mid \varphi \in H \right\} \leq 0, \]
it is not difficult to check that, for some \( \mu \leq \overline{\mu}_{\epsilon, b} = \frac{(1 + \epsilon^2)^2}{2b} \), thanks to (1.2) the following inequality holds:
\[ \int_{T_\epsilon} \epsilon |\nabla \varphi|^2 \, dx - \mu \int_{T_\epsilon} \varphi^2 \, dx \leq 0, \]

Hence, there exists \( \overline{\mu}_0 \leq 0 \) such that, putting \( \sigma = \sigma(\mu, \epsilon) = \mu b(1 + \gamma_c^+(\mu)^2)^2 + \overline{\mu}_0 \), there exists a weak solution \( \phi_0 \in H \) of
\[ \begin{cases} -\Delta \phi_0 - \sigma \phi_0 = 0 & \text{in } T_\epsilon, \\ \phi_0 = 0 & \text{on } \partial T_\epsilon. \end{cases} \]

It is well known that the minimal eigenvalue \( \sigma_{\min} \) of (2.26) satisfies
\[ \sigma_{\min} = \frac{\pi^2}{4} \epsilon^2 + \frac{\pi^2}{4} b > 2(1 + \epsilon^2) \]
and we conclude that
\[ 2(1 + \epsilon^2) \leq \sigma(\mu, \epsilon) = \mu b(1 + \gamma_c^+(\mu)^2)^2 + \overline{\mu}_0. \]

Next, since \( \epsilon_{\epsilon}(c_D) < \frac{1}{2\sqrt{10}} \), it is not difficult to check that \( \sigma = \sigma(\mu, \epsilon) \) satisfies
\[ \sigma(\mu, \epsilon) \leq 1, \]
for any \( \epsilon \leq \epsilon_{\epsilon}(c_D) \), which is of course a contradiction to (2.27). Therefore \( \tau_1 \) is strictly positive as claimed, and this clearly yields (2.6) for some small \( \delta_0 > 0 \).

Finally we prove (2.7): on the one hand, since \( \|u - u_\lambda\|_{H_0^1(\Omega)} < \delta_0 \), then by Poincaré inequality with constant \( \mu_1 = \mu_1(\Omega) \) we have \( \|u - u_\lambda\|_{L^2(\Omega)} < \eta_0 := \frac{\delta_0}{\mu_1} \). On the other hand, by a simple Taylor expansion for \( J_\lambda \) around the local minimizer \( u_\lambda \) and by choosing \( \eta_0 \) smaller if necessary, we see that
\[ J_\lambda(u) = J_\lambda(u_\lambda) + \frac{1}{2} < J''_\lambda(u_\lambda)[u - u_\lambda], u - u_\lambda > + o(\|u - u_\lambda\|_{L^2(\Omega)}^2) \]
\[ \geq J_\lambda(u_\lambda) + \frac{1}{4} < J''_\lambda(u_\lambda)[u - u_\lambda], u - u_\lambda > \]
for \( \|u - u_\lambda\|_{L^2(\Omega)} < \eta_0 \). Now, thanks to the fact that the linearized operator \( L \) admits a positive first eigenvalue \( \tau_1 \) we have:
\[ < J''_\lambda(u_\lambda)[u - u_\lambda], u - u_\lambda > = L(u - u_\lambda, u - u_\lambda) \geq \tau_1 < (u - u_\lambda)^2 > \omega \]
Notice that, thanks to (1.2) and (2.15), there exists \( c_\lambda > 0 \) such that \( \omega(u_\lambda) \geq c_\lambda \), which spells that

\[
(u - u_\lambda)^2 \geq c_\lambda \|u - u_\lambda\|_{L^2(\Omega)}^2.
\]

Thus, we finally find that for any \( \eta_1 < \eta_0 \) we have

\[
J_\lambda(u) \geq J_\lambda(u_\lambda) + \frac{\tau_1 c_\lambda \eta_1}{4}
\]

whenever \( \eta_1 \leq \|u - u_\lambda\|_{L^2(\Omega)} < \eta_0 \), which proves (2.7) with \( d_1 := \frac{\tau_1 c_\lambda \eta_1}{4} \).

3. The existence of free energy minimizers with large masses.

As mentioned in the introduction we will need some properties in the dual Orlicz topology that the free energy minimizers inherit from those of the \( u_\lambda \) found in Theorem 2.2. In order to clarify this aspect let

\[
L_\Phi(\Omega) := \{ \rho \text{ measurable in } \Omega : \|\rho\|_\Phi < +\infty \}
\]

be the Orlicz space \([1], [12]\) whose Young functions are

\[
\Phi(t) = t \log (1 + t), \quad t \geq 0, \quad \Psi(s) = \max_{t \geq 0} \{ ts - \Phi(t) \}, \quad s \geq 0,
\]

where

\[
\|\rho\|_\Phi := \sup_{h} \left\{ \int_{\Omega} \rho h, \int_{\Omega} \Psi(|h|) \leq 1 \right\}.
\]

The Orlicz space contains the so called Orlicz class of all functions \( \rho \) which are measurable in \( \Omega \) and satisfy \( \int_{\Omega} \Phi(|\rho|) < +\infty \). For any \( u \) which satisfies \( \int_{\Omega} \Psi(|u|) < +\infty \), let us also introduce the Luxemburg norm,

\[
\|u\|_\Psi := \inf \left\{ \alpha > 0 : \int_{\Omega} \Psi(\alpha^{-1}|u|) \leq 1 \right\}.
\]

It is straightforward to check that

\[
\Psi(s) \leq se^{s-1}, \quad s \in [0, +\infty) \quad \text{and} \quad \Psi(s) \leq e^{s-1} - (s - 1), \quad s \geq 2,
\]

whence in particular the Moser-Trudinger inequality \([14]\) shows that (3.1) is well defined for any \( u \in H^1_0(\Omega) \). It is well known \([1], [12]\) that \( L_\Phi(\Omega) \) is a Banach space with respect to the \( \| \cdot \|_\Phi \)-norm. In particular the following version of the Hölder inequality holds

\[
\int_{\Omega} \rho u \leq \|\rho\|_\Phi \|u\|_\Psi,
\]

for any \( \rho \in L_\Phi(\Omega) \) and any \( u \) such that (3.1) is well defined. In particular we have

\[
\frac{1}{2}t^2 \leq \Phi(t) \leq t^2, \quad t \leq 1, \quad \text{and} \quad t \leq \Phi(t) \leq t^2, \quad t \geq 1.
\]
Clearly $\mathcal{P}_\lambda$ is a convex subset of $L_\Phi(\Omega)$. We will need the following result about the continuity of $F$ with respect to the topology induced by $L_\Phi(\Omega)$. Let

$$\mathcal{P} := \left\{ \rho \in L^1(\Omega) : \rho \geq 0 \text{ a.e. and } \int_\Omega \rho \log \rho < \infty \right\}.$$ 

For any density $\rho \in \mathcal{P}$ we will let $u_\rho$ be the corresponding potential, that is $u_\rho(x) = G[\rho](x) = (G \ast \rho)(x)$. Clearly $u_\rho$ is the unique distributional solution of:

\begin{equation}
-\Delta u_\rho = \rho \quad \text{in } \Omega \\
u_\rho = 0 \quad \text{on } \partial \Omega
\end{equation}

**Remark 3.1.** By using the Green’s representation formula

\begin{equation}
u_\rho(z) = \int_\Omega G(z, w) \rho(w) \, dw, \quad \forall \, z \in \Omega,
\end{equation}

and the Hölder’s inequality (3.3) we see that $u_\rho \in L^\infty(\Omega)$. Indeed, for any $\alpha \geq \frac{1}{2\pi}$ we have

$$\frac{C_\Omega}{\alpha} \int_{B_1(z)} \log \frac{1}{|z - w|} \left( \frac{1}{|z - w|} \right)^{\frac{1}{2\pi\alpha}} \, dw \leq \frac{C_\Omega}{\alpha} \int_{B_1(z)} \log \frac{1}{|z - w|} \left( \frac{1}{|z - w|} \right) \, dw \leq C_0,$$

so that

\begin{equation}
\sup_{z \in \Omega} \|G(z, \cdot)\|_\Psi \leq C_0
\end{equation}

for some constant $C_0 \geq 1$ depending only by $\Omega$. Therefore, in particular $\rho u_\rho \in L^1(\Omega)$ and then standard truncation arguments show that $u_\rho \in H^1_0(\Omega)$. We conclude that $u_\rho$ is also a weak solution of (3.5).

Then we have

**Proposition 3.2.** The functional $F$ is continuous on $\mathcal{P}$ with respect to the topology induced by $L_\Phi(\Omega)$.

**Proof.** Fix $\rho \in \mathcal{P}$ and let $\{\rho_n\} \subset \mathcal{P}$ be any sequence such that

\begin{equation}
\|\rho_n - \rho\|_\Phi \to 0, \quad \text{as } \, n \to +\infty.
\end{equation}

We are going to prove that $F(\rho_n) \to F(\rho)$. We recall that, since $\Phi$ satisfies the following $\Delta_2$-condition

\begin{equation}
\Phi(2t) \leq 4\Phi(t), \quad \forall \, t \geq 1
\end{equation}
then, see [12], a sequence \( \{ \rho_n \} \subset L_\Phi(\Omega) \) satisfies (3.8) if and only if

\[
\lim_{n \to +\infty} \int_\Omega \Phi(|\rho_n - \rho|) = 0.
\]

Clearly \( \rho_n \) satisfies (3.10) since \( P \subset L_\Phi(\Omega) \). By using (3.4) we find

\[
\int_\Omega |\rho_n - \rho| \leq \int_\Omega |\rho_n - \rho|_1 \leq \int_\Omega |\rho_n - \rho|_\infty \leq \int_\Omega \Phi(|\rho_n - \rho|) \leq C_0 \int_\Omega \rho_n \log(1 + \rho_n) \leq C_2, \quad \forall n \in \mathbb{N}.
\]

Therefore \( \rho_n \to \rho \) in \( L^1(\Omega) \). Next observe that

\[
u_n(z) := G[\rho_n](z) = \int_\Omega G(z, w) \rho_n(w), \quad \text{and} \quad u_\rho(z) = G[\rho](z) = \int_\Omega G(z, w) \rho(w),
\]

satisfy \( u_n \to u_\rho \) in \( L^\infty \). In fact, letting \( z_n \) be any point where the maximum of \( |u_n - u_\rho| \) is attained, we find

\[
\|u_n - u_\rho\|_\infty = |u_n(z_n) - u_\rho(z_n)| \leq \int_\Omega G(z_n, w) |\rho_n(w) - \rho(w)| \leq \|\rho_n - \rho\|_\Phi \|G(z_n, \cdot)\|_\Psi \leq C_0 \|\rho_n - \rho\|_\Phi,
\]

where we used (3.3) and (3.7). Therefore, since \( \rho_n \) converges in \( L^1(\Omega) \) to \( \rho \), we conclude that

\[
\int_\Omega \rho_n G[\rho_n] = \int_\Omega \rho_n \nu_n \to \int_\Omega \rho \nu_\rho = \int_\Omega \rho G[\rho], \quad \text{as} \quad n \to +\infty,
\]

by the duality \( L^1(\Omega), L^\infty(\Omega) \). This fact shows that the functional \( \rho \mapsto \int_\Omega \rho G[\rho] \) is continuous.

Since we have shown that \( \int_\Omega \rho G[\rho] \) is continuous and that \( \rho_n \to \rho \) in \( L^1(\Omega) \), then, to conclude the proof, we just need to show that in fact \( \int_\Omega \rho_n \log(\rho_n) \to \int_\Omega \rho \log(\rho) \). To this aim we observe that since \( \rho_n \) satisfies (3.8), and since \( L_\Phi(\Omega) \) is a Banach space, then \( \|\rho_n\|_\Phi \) is uniformly bounded. But then, see [12] \( \S\)3.10.9, since \( \Phi \) satisfies (3.9), then there exists \( C_2 > 0 \) depending only by \( \int_\Omega \rho \log(\rho) \) such that

\[
\int_\Omega \Phi(\rho_n) \leq C_2, \quad \forall n \in \mathbb{N},
\]

whence in particular

\[
\int_\Omega \rho_n \log(\rho_n) \leq \int_{\rho_n \geq 1} \rho_n \log(\rho_n) \leq \int_{\rho_n \geq 1} \rho_n \log(1 + \rho_n) \leq C_2, \quad \forall n \in \mathbb{N}.
\]
At this point, for any \( \varepsilon > 0 \) we can choose \( m_\varepsilon \in (0, 1) \) such that, setting
\[
\Omega_{m,1} := \{ \rho_n \leq m \} \cup \{ \rho \leq m \},
\]
then, for any \( m < m_\varepsilon \) it holds
\[
\begin{align*}
\left| \int_{\Omega_{m,1}} \rho_n \log(\rho_n) - \int_{\Omega_{m,1}} \rho \log(\rho) \right| & \leq \int_{\Omega} 2m \log(m) < \varepsilon,
\end{align*}
\]
where we used the fact that \( m \log(m) \to 0 \) as \( m \to 0^+ \). Next let us set \( \Omega_m := \Omega \setminus \Omega_{m,1} \) and decompose
\[
\begin{align*}
\left| \int_{\Omega_m} \rho_n \log(\rho_n) - \int_{\Omega} \rho \log(\rho) \right| & \leq \\
\left| \int_{\Omega_{m,1}} \rho_n \log(\rho_n) - \int_{\Omega_{m,1}} \rho \log(\rho) \right| & + \left| \int_{\Omega_m} \rho_n \log(\rho_n) - \int_{\Omega_m} \rho \log(\rho) \right| \leq \\
2\varepsilon + \left| \int_{\Omega_m \cap \{ \rho_n \geq \rho \}} \rho_n \log(\rho_n) - \int_{\Omega_m \cap \{ \rho_n \geq \rho \}} \rho \log(\rho) \right| & + \left| \int_{\Omega_m \cap \{ \rho_n \leq \rho \}} \rho_n \log(\rho_n) - \int_{\Omega_m \cap \{ \rho_n \leq \rho \}} \rho \log(\rho) \right|
\end{align*}
\]
We will use fact that for any \( \alpha \geq 1 \), we have
\[
\begin{align*}
\int_{\Omega_m \cap \{ \rho_n \geq \rho \}} \rho_n \log(\rho_n) & = \frac{1}{\alpha} \left( \frac{1}{m} \right)^{\frac{1}{\alpha}} \int_{\rho_n \geq 1} \log(\rho_n) (\rho_n)^{\frac{1}{\alpha}} \leq |\Omega| \frac{\log(m)}{\alpha} \left( \frac{1}{m} \right) + \int_{\rho_n \geq 1} \frac{\log(\rho_n)}{\alpha} (\rho_n) = \\
\frac{1}{\alpha} \left( \frac{\log(m)}{m} \right) + \int_{\rho_n \geq 1} \rho_n \log(\rho_n) & \leq \frac{1}{\alpha} \left( \frac{\log(m)}{m} + C_2 \right),
\end{align*}
\]
showing that, in view of (3.11),
\[
norm{\log(\rho_n) \chi_{\Omega_m}}_{\Psi} \leq C_*,
\]
for some constant \( C_* \) depending only by \( m, |\Omega| \) and \( C_2 \). Therefore we can estimate
\[
\begin{align*}
\left| \int_{\Omega_m \cap \{ \rho_n \geq \rho \}} \rho_n \log(\rho_n) - \int_{\Omega_m \cap \{ \rho_n \geq \rho \}} \rho \log(\rho) \right| \leq \\
\left| \int_{\Omega_m \cap \{ \rho_n \geq \rho \}} \rho_n \log(\rho_n) \right| & - \left| \int_{\Omega_m \cap \{ \rho_n \geq \rho \}} \rho \log(\rho) \right| \leq \\
\frac{1}{\alpha} \left( \frac{\log(m)}{m} \right) + \int_{\rho_n \geq 1} \rho_n \log(\rho_n) & \leq \frac{1}{\alpha} \left( \frac{\log(m)}{m} + C_2 \right),
\end{align*}
\]
\[
\Omega_n \cap \{ \rho_n \geq \rho \} \int \rho \log(\rho_n) - \log(\rho) \leq C \| \rho_n - \rho \|_\Phi \| \log(\rho_n) \chi_{\Omega_m} \| \Psi + \int \Omega \rho_n \log(\rho) < \varepsilon,
\]
for any \( n \) large enough, possibly depending on \( m \) and \( C_2 \), where we used the mean value theorem. The same argument in a slightly easier form shows that

\[
\left| \int_{\Omega_m \cap \{ \rho_n \leq \rho \}} \rho_n \log(\rho_n) - \int_{\Omega_m \cap \{ \rho_n \leq \rho \}} \rho \log(\rho) \right| < \varepsilon
\]
for any \( n \) large enough, possibly depending on \( m \), and we skip the details relative to this estimate to avoid repetitions. The fact that \( \int_{\Omega_n} \rho_n \log(\rho_n) \to \int_{\Omega} \rho \log(\rho) \) is an immediate consequence of (3.13), (3.14) and (3.15). \( \square \)

Next we have

**Proposition 3.3.** Let \( u_\lambda \) be a strict local minimum of \( J_\lambda \) and assume that (2.6), (2.7) hold. If

\[
\rho_{0,\lambda} = \lambda \frac{V e^{u_\lambda}}{\int_{\Omega} V e^{u_\lambda}},
\]
then \( \rho_{0,\lambda} \in \mathcal{P}_\lambda \) and the following property \( (H)_\lambda \) holds: there exist and \( \varepsilon_0 > \varepsilon_1 > 0 \) such that

\[
\mathcal{F}(\rho) - \mathcal{F}(\rho_{0,\lambda}) > 0,
\]
for any \( \rho \in \mathcal{P}_\lambda \) such that \( 0 < \| \rho - \rho_{0,\lambda} \|_\Phi < \varepsilon_0 \) and

\[
\mathcal{F}(\rho) \geq \mathcal{F}(\rho_{0,\lambda}) + d_1,
\]
for any \( \rho \in L^2(\Omega) \cap \mathcal{P}_\lambda \) such that \( \| \rho - \rho_{0,\lambda} \|_\Phi = \varepsilon_1 \), where \( d_1 \) is the constant introduced in (2.7).

**Proof.** Whenever \( u_\rho = G[\rho](x) = (G * \rho)(x) \) we set

\[
\sigma_{u_\rho} := \lambda \frac{V e^{u_\rho}}{\int_{\Omega} V e^{u_{\rho}}},
\]
If \( \rho_{0,\lambda} \) is defined as in (3.16), then \( \rho_{0,\lambda} \in \mathcal{P}_\lambda \) and for any \( \rho \in \mathcal{P}_\lambda \) we find,

\[
\mathcal{F}(\rho) - \mathcal{F}(\rho_{0,\lambda}) =
\]
We learned of this nice application of the Jensen’s inequality in [18]. In view of (2.6) we have to show that there exists
\[ \varepsilon \]
whenever 0 < \varepsilon. By using the Green’s representation formula and the Hölder’s inequality (3.3) we see that
\[ J(\rho) = J(\rho) - J(\rho) \leq \int_{\Omega} \rho G(\rho) - \lambda \log \rho - J(\rho) \leq \int_{\Omega} V e^{u_{\rho}} - J(\rho) \]
(3.20)
where we have used Remark 3.1, (3.19) and the following facts:
- by definition \[ \log \left( \frac{\rho_{0,\lambda}}{V e^{u_{\lambda}}} \right) = u_{\lambda} + \log \lambda - \log \left( \int_{\Omega} V e^{u_{\lambda}} \right); \]
- by (1.7) and the definition of \[ \rho_{0,\lambda} \] we have: \[ - \int_{\Omega} \rho_{0,\lambda} u_{\lambda} + \frac{1}{2} \int_{\Omega} \rho_{0,\lambda} G(\rho_{0,\lambda}) = -\frac{1}{2} \int_{\Omega} |\nabla u_{\lambda}|^2; \]
- since \[ \{\sigma_{u_{\rho}}, \rho_{0,\lambda}, \rho\} \subset P_{\lambda} \] we have \[ \int_{\Omega} \sigma_{u_{\rho}} = \int_{\Omega} \rho_{0,\lambda} = \int_{\Omega} \rho = \lambda; \]
- by Jensen’s inequality applied to \[ \phi(t) = t \log t \] and \[ t = \frac{\rho}{\sigma_{u_{\rho}}} \] we have: \[ \int_{\Omega} \rho \log \left( \frac{\rho}{\sigma_{u_{\rho}}} \right) \geq 0. \]
We learned of this nice application of the Jensen’s inequality in [18]. In view of (2.6) we have \[ J(\rho) - J(\rho) > 0 \] for any \[ 0 < ||u - u_{\lambda}||_{H^1_0(\Omega)} < \delta_0. \] Therefore, to prove (3.17), it only remains to show that there exists \[ \varepsilon_0 = \varepsilon_0(\delta_0) > 0 \] such that \[ 0 < ||u_{\rho} - u_{\lambda}||_{H^1_0(\Omega)} < \delta_0 \] whenever 0 < \[ ||\rho - \rho_{0,\lambda}||_{\Phi} < \varepsilon_0. \] We first prove a stronger property which will be needed in the proof of (3.18) as well. By using the Green’s representation formula and the Hölder’s inequality (3.3) we see that
\[ ||u_{\rho} - u_{\lambda}||_{L^\infty(\Omega)} \leq \sup_{x \in \Omega} \int_{\Omega} G(x, y)|\rho(y) - \rho_{0,\lambda}(y)| dy \leq C_0 ||\rho - \rho_{0,\lambda}||_{\Phi} \]
(3.21)
where \[ C_0 \] is the constant found in (3.7). Next observe that
\[ \int_{\Omega} |\nabla (u_{\rho} - u_{\lambda})|^2 = \int_{\Omega} (||\nabla u_{\rho}|^2 - 2(\nabla u_{\rho}, \nabla u_{\lambda}) + ||\nabla u_{\lambda}|^2) = \int_{\Omega} \rho (u_{\rho} - u_{\lambda}) + \int_{\Omega} u_{\lambda}(\rho_{0,\lambda} - \rho) \leq C_0 ||\rho - \rho_{0,\lambda}||_{\Phi} + ||u_{\lambda}||_{\Phi} ||\rho - \rho_{0,\lambda}||_{\Phi} \leq C ||\rho - \rho_{0,\lambda}||_{\Phi}, \]
where we used (3.2), (3.3), (3.21) and the fact that obviously \[ ||u_{\lambda}||_{\Phi} \] is bounded. We conclude that there exists \[ C > 1 \] such that
\[ ||u_{\rho} - u_{\lambda}||_{H^1_0(\Omega)} \leq C ||\rho - \rho_{0,\lambda}||_{\Phi}, \]
(3.22)
and in particular that it is always possible to fix \[ \varepsilon_0 := \frac{\delta_0}{2C} > 0 \] so that \[ 0 \leq ||u_{\rho} - u_{\lambda}||_{H^1_0(\Omega)} < \delta_0 \] whenever 0 < \[ ||\rho - \rho_{0,\lambda}||_{\Phi} < \varepsilon_0. \] Hence (3.17) follows whenever we can prove that if \[ \rho \] has been chosen in this way, and therefore does not coincide with \[ \rho_{0,\lambda}, \] then the unique \[ u_{\rho} \] determined
through (3.5) does not coincide with \( u_\lambda \). However this is easily verified since if this was not the case we would find

\[
0 = -\Delta (u_\rho - u_\lambda) = (\rho - \rho_{0,\lambda}) \quad \text{in } \Omega
\]

which is in contradiction with the fact that \( \rho \) does not coincide with \( \rho_{0,\lambda} \). At this point (3.20) shows that

\[
\mathcal{F}(\rho) - \mathcal{F}(\rho_\lambda) \geq J_\lambda(u_\rho) - J_\lambda(u_\lambda) > 0,
\]

whenever \( 0 < \|\rho - \rho_{0,\lambda}\|_\Phi < \varepsilon_0 \) as claimed.

Concerning (3.18) we first observe that, in view of (3.4), we have \( L^2(\Omega) \subset L_\Phi(\Omega) \). The linear operator \( T : L^2(\Omega) \to H^1_0(\Omega) \) which maps \( \rho \in L^2(\Omega) \) to the unique weak solution \( u_\rho \in H^1_0(\Omega) \) of (3.5) is a continuous bijection, whence there exists \( C_3 > 0 \) such that

\[
\|\rho\|_{L^2(\Omega)} \leq C_3 \|u_\rho\|_{H^1_0(\Omega)}, \quad \forall \rho \in L^2(\Omega),
\]

and then, since \( \rho_{0,\lambda} \in L^2(\Omega) \), for any \( \rho \in L^2(\Omega) \cap \mathcal{P} \) we find

\[
\|\rho - \rho_{0,\lambda}\|_{L^2(\Omega)} \leq C_3 \|u_\rho - u_\lambda\|_{H^1_0(\Omega)}.
\]

On the other side (3.4) implies

\[
\int_\Omega \Phi(|\rho - \rho_{0,\lambda}|) \leq \int_\Omega |\rho - \rho_{0,\lambda}|^2,
\]

and then we have

**Lemma 3.4.** For any \( \varepsilon_1 < \varepsilon_0 \) there exists \( \delta_2 > 0 \) such that

\[
\|\rho - \rho_{0,\lambda}\|_{L^2(\Omega)} \geq \delta_2,
\]

for any \( \rho \in L^2(\Omega) \cap \mathcal{P} \) such that \( \|\rho - \rho_{0,\lambda}\|_\Phi = \varepsilon_1 \).

*Proof.* If the claim were false we could find a sequence \( \rho_n \) such that \( \|\rho_n - \rho_{0,\lambda}\|_\Phi = \varepsilon_1 \) and \( \|\rho_n - \rho_{0,\lambda}\|_{L^2(\Omega)} \leq \frac{1}{n} \), as \( n \to +\infty \). Then (3.24) implies that \( \int_\Omega \Phi(|\rho_n - \rho_{0,\lambda}|) \to 0 \), as \( n \to +\infty \) which in view of (3.10) is the same as (3.8), that is \( \|\rho_n - \rho_{0,\lambda}\|_\Phi \to 0 \), as \( n \to +\infty \). This is the desired contradiction to \( \|\rho_n - \rho_{0,\lambda}\|_\Phi = \varepsilon_1 \). \( \square \)

At this point, by using (3.22), (3.23) and (3.25) we conclude that for any \( \varepsilon_1 < \varepsilon_0 \) we have

\[
\frac{\delta_2}{C_3} \leq \|u_\rho - u_\lambda\|_{H^1_0(\Omega)} \leq C\varepsilon_1,
\]

for any \( \rho \in L^2(\Omega) \cap \mathcal{P} \) such that \( \|\rho - \rho_{0,\lambda}\|_\Phi = \varepsilon_1 \). Then, in particular, we can choose \( \varepsilon_1 < \frac{\delta_0}{C_3} \) and a smaller \( \delta_2 \) if needed which satisfies \( \delta_{0,1} := \frac{\delta_0}{C_3} < C\varepsilon_1 \) to conclude that

\[
\delta_{0,1} \leq \|u_\rho - u_\lambda\|_{H^1_0(\Omega)} < \delta_0,
\]

(3.26)
for any \( \rho \in L^2(\Omega) \cap \mathcal{P} \) such that \( \| \rho - \rho_{0,\lambda} \|_\Phi = \varepsilon_1 \). At this point we can prove the following

**Claim:** There exists \( 0 < \eta_1 < \eta_0 := \delta_0 \) such that
\[
\eta_1 \leq \| u_\rho - u_\lambda \|_{L^2(\Omega)} < \eta_0,
\]
for any \( \rho \in L^2(\Omega) \cap \mathcal{P} \) such that \( \| \rho - \rho_{0,\lambda} \|_\Phi = \varepsilon_1 \).

**Proof of Claim:**
Clearly (3.26) holds and then in particular we see that \( \| u_\rho - u_\lambda \|_{L^2(\Omega)} < \delta_0 \). Concerning the left hand side inequality we argue by contradiction. If the claim were false we could find a sequence \( \rho_n \) such that, setting \( u_n = u_{\rho_n} \), then, in view of (3.25), we would find
\[
\| u_n - u_\lambda \|_{H^1_0(\Omega)} \geq \delta_{0,1} \quad \text{and} \quad \| u_n - u_\lambda \|_{L^2(\Omega)} \leq \frac{1}{n}, \quad \forall \ n \in \mathbb{N}.
\]
On the other side we have \( -\Delta(u_n - u_\lambda) = (\rho_n - \rho_\lambda) \) and then, multiplying by \( u_n - u_\lambda \) and integrating by parts, we find
\[
\| \nabla(u_n - u_\lambda) \|_{L^2(\Omega)}^2 = \int_\Omega (\rho_n - \rho_{0,\lambda})(u_n - u_\lambda) \leq \| \rho_n - \rho_{0,\lambda} \|_{L^2(\Omega)} \| u_n - u_\lambda \|_{L^2(\Omega)} \leq \frac{C_3}{n}, \quad \forall \ n \in \mathbb{N},
\]
where we used (3.23) and the Sobolev’s inequality to conclude that \( \| u_n - u_\lambda \|_{H^1_0(\Omega)} \leq C \| \nabla(u_n - u_\lambda) \|_{L^2(\Omega)} \), for some uniform constant \( C > 0 \). Therefore we would have \( \| \nabla(u_n - u_\lambda) \|_{L^2(\Omega)} \to 0 \) and then in particular \( \| u_n - u_\lambda \|_{H^1_0(\Omega)} \to 0 \), as \( n \to +\infty \), which is a contradiction to (3.27).

By using the statement of the Claim, then (3.20) and (2.7) imply that (3.18) holds.

4. A global existence result for (1.1)

With the aid of property \((H)_\lambda\) in Proposition 3.3 a global existence result follows by a standard Lyapunov stability argument to be applied to a set of suitably chosen initial data.

**Proposition 4.1.** Suppose that \((H)_\lambda\) in Proposition 3.3 holds for some \( \lambda > 0 \). Then there exists \( \varepsilon_\lambda > 0 \) such that if \( \rho_0 \) in (1.1) is any smooth and non negative density such that \( \| \rho_0 - \rho_{0,\lambda} \|_\Phi \leq \varepsilon_\lambda \), then \( \frac{2}{\lambda} \leq \int_\Omega \rho_0 \leq 2\lambda \) and the corresponding solution \((\rho_\lambda(\cdot,t), u_\lambda(\cdot,t))\) is global and uniformly bounded.
Proof. Since \( F \) is continuous, we can choose \( 0 < \varepsilon_2 < \varepsilon_1 \) such that

\[
F(\rho) \leq F(\rho_{0,\lambda}) + \frac{d_1}{2},
\]

for any \( \|\rho - \rho_{0,\lambda}\|_\Phi \leq \varepsilon_2 \). By taking a smaller value of \( \varepsilon_2 \) we may assume that \( \frac{1}{2} \leq \int_\Omega \rho \leq 2\lambda \) whenever \( \|\rho - \rho_{0,\lambda}\|_\Phi \leq \varepsilon_2 \). At this point let us choose \( \rho_0 \) in (1.1) to be any smooth and non-negative density such that \( \|\rho_0 - \rho_{0,\lambda}\|_\Phi \leq \varepsilon_2 \) and let \( (\rho_\lambda, u_\lambda) \) denote the corresponding unique solution in \([0, T]\), for some \( T > 0 \). Then, we claim that for any \( t \in [0, T] \) it holds

\[
F(\rho_{0,\lambda}) \leq F(\rho(\cdot, t)) < F(\rho_{0,\lambda}) + d_1.
\]

In fact, on one side the right hand inequality is always satisfied since (2.4) implies that \( F(\rho(\cdot, t)) \leq F(\rho_0) \leq F(\rho_{0,\lambda}) + d_1 \).

On the other side we also have \( \rho(\cdot, t) \in P_\lambda \) in view of the mass conservation and the fact that \( \rho(x, t) \) is classical whence it satisfies (1.3) whenever it exists (see [16] Theorem 3.1). So, if for some \( t_\ast > 0 \) we would find that \( \rho_\ast := \rho(x, t_\ast) \) satisfies \( F(\rho_\ast) < F(\rho_{0,\lambda}) \), then, in view of (H)\( _\lambda \), necessarily \( \|\rho_\ast - \rho_{0,\lambda}\|_\Phi \geq \varepsilon_0 \). Therefore in particular, by the continuity of the norm, there existed \( t_1 < t_\ast \) such that \( \rho_1 := \rho(x, t_1) \) satisfied \( \|\rho_1 - \rho_{0,\lambda}\|_\Phi = \varepsilon_1 \). But then (3.18) implies that \( F(\rho_1) \geq F(\rho_{0,\lambda}) + d_1 \), since \( \rho_1 \) being classical surely belongs to \( L^2(\Omega) \). This is the desired contradiction and thus we have proved that (4.1) holds. In particular it is easy to see that (4.1) implies that there exist \( C > 0 \), depending only on \( \lambda \) and \( d_1 \), such that

\[
\int_\Omega \rho_\lambda(\cdot, t)(\log(\rho_\lambda(\cdot, t)) - 1) \leq C, \quad \int_\Omega |\nabla u_\lambda(\cdot, t)|^2 \leq C,
\]

for any \( t \in [0, T] \). At this point we can follow step by step the argument in Theorem 3 in [17] to conclude that

\[
\sup_{t \in [0, T]} \sup_{x \in \Omega} \rho_\lambda(x, t) \leq \tilde{C},
\]

for some uniform constant \( \tilde{C} > 0 \). Then well known arguments imply that the solution is global and the desired conclusion follows by choosing \( \varepsilon_\lambda = \varepsilon_2 \).

5. The Proof of Theorem 1.1

In this section we prove Theorem 1.1.

The Proof of Theorem 1.1

We discuss the proof of part (a). The proof of part (b) can be worked exactly with the same argument with minor changes.

By Theorem 2.2 we have a strict local minimizer \( u_\lambda \) of \( J_\lambda \) for any \( \lambda \leq \lambda_{e,CD} \), where \( \Delta_{e,CD} <\)
\( \lambda_{c,D} < \bar{\lambda} \) and \( \lambda_{c,D} \simeq \frac{4\pi c D}{(8-CD)e} \), \( \bar{\lambda} \simeq \frac{2\pi}{3\epsilon} \) as \( \epsilon \to 0^+ \). It follows from Proposition 3.3 that if \( \rho_{0,\lambda} \) is defined as in (3.16), then \( \rho_{0,\lambda} \in P(\lambda) \) is a strict local minimizer of \( F \). Actually we have a stronger result since (H) in Proposition 3.3 holds. Therefore we can apply Proposition 4.1 to conclude that there exists \( \epsilon_{\lambda} > 0 \) such that if \( \rho_0 \) in (1.1) is any smooth and non negative density such that \( \| \rho_0 - \rho_{0,\lambda} \| \Phi \leq \epsilon_{\lambda} \), then \( \frac{1}{2} \leq \int_{\Omega} \rho_0 \leq 2\lambda \) and the corresponding solution \( (\rho_{\lambda}, u_\lambda) \) is global and uniformly bounded. Let \( 2m_\lambda = \min_{\Omega} \rho_{0,\lambda} \). Clearly \( m_\lambda > 0 \) and we define \( f_\lambda \) to be any smooth function in \( \bar{\Omega} \) which satisfies \( |f_\lambda| \leq m_\lambda \) and \( \int_{\Omega} f_\lambda = 0 \). Then we can choose \( 0 < \sigma < \frac{1}{2} \) depending on \( \epsilon_\lambda \) such that \( \rho_0 = \rho_{0,\lambda} + \sigma f_\lambda \) satisfies \( 0 < \| \rho_0 - \rho_{0,\lambda} \| \Phi \leq \epsilon_\lambda \). Clearly \( \int_{\Omega} \rho_0 = \lambda \) and then in particular \( \rho_0 \in P(\lambda) \). Therefore, for any \( \lambda \leq \lambda_{c,D} \) we have found initial data \( \rho_0 \) such that the solution \( (\rho_{\lambda}, u_\lambda) \) of \( P(\lambda, \Omega) \) is global and uniformly bounded as claimed. \( \square \)
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