Successful magnetic phase transitions at $T_N=12.2$ K, $T_L′=7.0$ K, and $T_L″=5.0$ K in EuIrGe$_3$, an intermetallic compound with a body centered tetragonal lattice belonging to a polar space group $I4mm$, has been investigated by neutron diffraction and resonant X-ray diffraction. It is shown that EuIrGe$_3$ exhibits an incommensurate longitudinal sinusoidal order with $q = (0, 0, 0.792)$ and $m_g || c$-axis in the high temperature phase ($T_L′ < T < T_N$), which changes to a cycloidal order with $q = (\delta', 0, 0.8) (\delta' \sim 0.017)$ and $m_g || ac$-plane in the intermediate phase ($T_L″ < T < T_L′$). In the low temperature phase ($T < T_L″$), the cycloidal plane rotates by $45^\circ$ to have $q = (\delta, \delta, 0.8) (\delta \sim 0.012)$. It is also pointed out that the X-ray scattering amplitude from odd-parity magnetic quadrupole due to the polar environment interfere with that from normal even-parity magnetic dipole in the magnetic ordered phase. (June 15, 2022)

In noncentrosymmetric magnetic materials, various kinds of nontrivial magnetic structures are realized as a result of competing interactions of symmetric magnetic exchange interaction, Dzyaloshinskii-Moriya (DM) antisymmetric exchange interaction, and the Zeeman energy in external fields. In many cases, they are non-collinear or non-coplanar structures associated with incommensurate spiral orderings. Typical examples are the formation of skyrmion lattices in cubic chiral magnets such as MnSi with the space group $P2_1_3$. A similar skyrmion lattice phase is also observed in a rare-earth chiral magnet EuPtSi, which belongs to the same space group. Recently, skyrmion lattices have also been discovered even in centrosymmetric Gd compounds. The $S=7/2$ ($L=0$) total spin state in Eu$^{2+}$ and Gd$^{3+}$ provides an ideal platform to investigate the formation of characteristic spin structures which are little affected by the crystal-field anisotropy.

EuTGe$_3$ (T=transition metal), with the BaNiSn$_3$-type body-centered tetragonal structure (space group $I4mm$), exhibits a wide variety of magnetic properties. In EuNiGe$_3$, the helimagnetic order and the appearance of anomalous Hall effect in the intermediate phase in magnetic field suggest a formation of a skyrmion lattice state. The magnetic properties of EuRhGe$_3$ and EuIrGe$_3$ have also been well studied. In spite of weak magnetic anisotropies of Eu$^{2+}$, these compounds exhibit multiple magnetic phases in the temperature ($T$) vs magnetic field ($H$) space, suggesting a subtle energy balance among various magnetic structures, which is of great interest. EuIrGe$_3$, the subject compound of this paper, exhibits successive phase transitions at $T_N=12.2$ K, $T_L′=7.0$ K, and $T_L″=5.0$ K. The crystal structure and the physical properties of EuIrGe$_3$ are summarized in Fig. 1, where the three magnetic phases at zero field are named as phase I, II, and III, respectively. However, the detailed magnetic structures of these phases have not been clarified yet. From the structural viewpoint, it is of special interest that the crystal lacks an inversion center but possesses vertical mirror planes including the $c$-axis (point group $C_{4v}$), allowing the existence of a DM interaction. This is not a chiral, but a polar system. In this paper, we report the results of neutron and resonant x-ray diffraction and present the magnetic structures of EuIrGe$_3$ at zero field.

Single crystals of EuIrGe$_3$, using natural Eu, were grown by the In-flux method as described in Ref. 18. Neutron diffraction was performed at BL18 (SENJU) time-of-flight single-crystal neutron diffractometer at the Materials and Life Science Experimental Facility (MLF) of Japan Proton Accelerator Research Complex (J-PARC). The wavelength range of the incident neutrons was $0.4 \sim 4.0$ Å. A plate-shaped single crystal with a $c$-plane surface, $1.5 \times 2.0$ mm$^2$ in area and 0.4 mm in thickness, was mounted in a closed cycle $^4$He refrigerator so that the $c$-axis was perpendicular to the incident
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beam in the horizontal \((H0L)\) scattering plane with the \(b\)-axis vertical. The crystal was then rotated by \(\sim 15^\circ\) about the \(b\)-axis to increase the irradiation area and collect Bragg peaks as many as possible in the reflection condition. Neutron diffraction patterns were collected between 4 K and 15 K using a closed cycle \(^3\)He refrigerator.

Resonant X-ray diffraction (RXD) was performed at BL3A of the Photon Factory, KEK, Japan. The single crystalline sample was spark cut into a plate shape and the \(c\)-plane surface was polished to a shining surface. The measurement was performed in the \((H0L)\) scattering plane. The X-ray energy around the Eu \(L2\)-edge was used. See supplemental material (SM) for the scattering configuration of the RXD experiment.\(^{30}\)

In the neutron diffraction experiment at SENJU, we successfully detected magnetic signals appearing below \(T_N\) at positions around the propagation vector corresponding to \(q = (0,0,0,8)\). Figure 2 shows the contour maps of neutron-diffraction intensity around \((2,0,2.8)\) and \((0,0,3)\) at 4.0 K, 5.5 K, and 7.8 K in phases III, II, and I, respectively.
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**Fig. 2.** (Color online) Contour maps of neutron-diffraction intensity around \((a-c)\) \((2,0,2.8)\) and \((d-f)\) \((0,0,3)\) at 4.0 K, 5.5 K, and 7.8 K in phases III, II, and I, respectively.

The reciprocal space scans of \((0,0,L)\) cut of Fig. 2(a) and the \((0,0,6,7)\) cut of Fig. 2(d) clearly demonstrate that the magnetic propagation vector at 4.0 K in phase III is described by \(q_1 = (\delta,0,0,8)\) with \(\delta \sim 0.012\). The four peaks are considered to be due to the magnetic domains with equivalent \(q\)-vectors. At 5.5 K in phase II, as demonstrated in Figs. 2(b) and 2(e), the positions of the four peaks rotate by \(45^\circ\), indicating that the propagation vector in phase II is described by \(q_2 = (\pm \delta',0,0,8)\) with \(\delta' \sim 0.017\). At 7.8 K in phase I, the four peaks merge to a single peak as shown in Fig. 2(c), indicating that the magnetic structure of phase I is described by \(q_1 = (0,0,0,8)\). Since the peak disappears on the \((0,0,L)\) line as shown in Fig. 2(f), we can conclude that the moments are aligned along the \(c\)-axis in phase I.

The magnetic Bragg peaks have been investigated in more detail by RXD with higher spatial resolution. Figures 3(a) and 3(b) show the results of \((0,0,0)\)-scans around \(L = 6.8\) and 7.2 with increasing \(T\) in phase I. These data clearly demonstrate that the peak position slightly deviates from the commensurate value at \(q = 0.8\). The magnetic propagation vector is more precisely described by \(q_1 = (0,0,0.792)\). Furthermore, the fitting result shows that \(q\) is weakly dependent on \(T\) as shown in Fig. 3(d). The \(L\)-scan at 2.4 K in phase III shows that the peak is exactly at \(q = 0.8\), which is presented in the SM with the result of the energy spectrum of the resonance.\(^{30}\)

The result that the ordered moments in phase I are parallel to the \(c\)-axis is also confirmed by the polarization analysis in RXD, which is demonstrated in Fig. 3(c). If the Fourier component of the magnetic structure had finite in-plane component along the \(b\)-axis, which is perpendicular to the scattering plane in the present configuration, there should arise finite \(\pi-\pi'\) intensity at \(\phi_\lambda = -90^\circ\). The vanishing intensity of \(\pi-\pi'\) indicates that the moments are parallel to the \(c\) axis. The solid lines are the calculations for the magnetic scattering at the \(E1\) resonance, i.e., \(F \propto (\varepsilon' \times \varepsilon) \cdot \mathbf{m}\).\(^{31-33}\) by assuming the longitudinal sinusoidal magnetic structure with the \(c\)-axis component only.

The reciprocal space scans of \((H,H,6.8)\) in phase III and \((0,K,6.8)\) in phase II at several temperatures are shown in Fig. 4(a) and 4(b), respectively. As shown in Fig. 2, the \((H,H,6.8)\) scan in phase III exhibits peaks at \(H = \pm 0.012\). The intensity decreases with increasing \(T\) and disappears on entering phase II, leaving weak peaks at 5.6 K. In the \((0,K,6.8)\) scan, on the other hand, the peaks at \(K = \pm 0.017\) are very weak in phase III at 4.5 K and develop above 5 K on entering phase II. The intensity soon begins to decrease with increasing \(T\), and the peak position moves to the central position at \((0,0,6.8)\). The results of the scans along \((H,-H,6.8)\) and \((H,0,6.8)\) are provided in the SM.\(^{30}\)
The polarization analyses performed on the representative peaks at \((\delta, \delta, 7.2)\) and \((-\delta, \delta, 7.2)\) at 2.4 K in phase III and at \((-\delta', 0, 6.8)\) and \((0, -\delta', 6.8)\) \((\delta' = 0.017)\) at 6.0 K in phase II are shown in Figs. 4(c) and 4(d), respectively. It is clearly demonstrated that the intensity for \((\delta, \delta, 7.2)\) takes the maximum at an intermediate angle around \(\phi_a \sim -45^\circ\). The phase of the \(\phi_a\) dependence is reversed for \((-\delta, \delta, 7.2)\), where the intensity takes the minimum at around \(\phi_a \sim -45^\circ\). At 6.0 K in phase II, where the peak position is rotated by \(45^\circ\), the intensity for \((-\delta', 0, 6.8)\) takes the minimum and maximum at \(\phi_a = -90^\circ\) (\(\pi'\)) and \(0^\circ\) (\(\sigma'\)), respectively. The decrease in intensity at \(-15^\circ \leq \phi_a \leq 30^\circ\) is considered to be due to some misalignment of the detector that unexpectedly happened when rotating the analyzer system. The phase relation is reversed for \((0, -\delta', 6.8)\), where the intensity is maximum and minimum at \(\phi_a = -90^\circ\) and \(0^\circ\), respectively.

The \(T\)-dependence of \(\delta'\) in phase II and \(\delta \sqrt{2}\) in phase III, the distance \(r\) from the central position at \((0, 0, 0.8)\), is shown in Fig. 5(a). This figure shows that \(r\) does not change at the II–III phase boundary; i.e., the peak position only rotates by \(45^\circ\). Figure 5(b) shows the \(T\)-dependence of the total integrated intensity. Note that the \((H, 0, 6.8)\) and \((0, K, 6.8)\) scans in phase III, where the peaks of phase II do not exist, pass across the ridge connecting the four peaks in phase III. This gives rise to residual peaks. The intensity is plotted by the open marks. The \(T\)-dependence of the total intensity in Fig. 5(b) shows that the magnitude of the ordered moment increases with decreasing \(T\) below \(T_N\). The almost linear \(T\)-dependence suggest a mean-field-like development: \(m \propto \sqrt{T_N - T}\). Below \(T_N'\) and \(T_N''\), although the intensity ratio among the four peaks is not equal due to unequal domain population, the total intensity is maintained and keeps increasing with decreasing \(T\).

The magnetic moment of Eu on the \(j\)th lattice point at \(r_j\) is generally expressed as

\[
\mu_j = m_q e^{q r_j} + m_q' e^{-q r_j},
\]

where \(m_q\) represents the Fourier component of the magnetic structure. It is usually reasonable to consider that \(m_q\) belongs to one of the irreducible representations of the magnetic structure described by the propagation vector \(q\) in the space group \(I4_{1}m.m\). For \(q = (0, 0, \xi)\) \((0 < \xi < 1)\), \(m_q\) can be \((0, 0, 1)\) or a linear combination of \((0, 1, 0)\) and \((1, 1, 0)\). The experiment shows \(m_q = (0, 0, 1)\) is realized.

For \(q = (\delta, \delta, q)\), \(m_q\) can be \((1, 1, 0)\) or a linear combination of \((0, 0, 1)\) and \((1, 1, 0)\). The calculated curves of the polarization analysis for \((\delta, \delta, 7.2)\) and \((-\delta, \delta, 7.2)\) in Fig. 4(c) are obtained by assuming \(m_q = (1/\sqrt{2}, 1/\sqrt{2}, 0)\) and \((-1/\sqrt{2}, 1/\sqrt{2}, \pm i)\), respectively, with equal \(c\)-axis and \(ab\)-plane amplitudes. This indicates the cycloidal propagation of the ordered moment along the \([1, 1, 0]\) and \([1, 1, 0]\) direction, respectively, and also along the \(c\)-axis. In the same manner, the calculated curves for \((-\delta', 0, 6.8)\) and \((0, -\delta', 6.8)\) in Fig. 4(d) are obtained by assuming \(m_q = (1, 0, \pm i)\) and \((0, 1, \pm i)\), respectively. This again shows the cycloidal propagation of the magnetic moment. Although the sign of \(\pm i\) of \(m_q\) represent the sense of rotation, we cannot distinguish the two possibilities in this linear polarization analysis. This
should be checked in future by using a circularly polarized X-ray, since the DM vector perpendicular to the mirror plane should favor a unique sense of rotation. Also, we presumed the single-$q$ structure since the intensities of the four peaks were much different. The appearance of the four peaks is ascribed to the domain formation and not to the multi-$q$ structure. The vanishing intensity in the polarization analysis at specific analyzer angles and the good agreement with the calculation well support the single-$q$ scenario.

The magnetic structure of EuIrGe\textsubscript{3} in phase I, II, and III is illustrated in Figs. 6(a), 6(b), and 6(c), respectively. By taking a rotation or a mirror reflection of these structures, i.e., by performing symmetry operations allowed in the space group $I\overline{4}mm$, we obtain the magnetic structures of other domains. Just below $T_N = 12.2$ K, the longitudinal sinusoidal structure of Fig. 6(a) is realized. The alignment of the ordered moments along the $c$-axis could be associated with the weak magnetic anisotropy to prefer the $c$-axis orientation. However, since there inevitably remain small moment sites in this structure, it is not preferable to maintain this structure down to the lowest temperature due to the requirement of entropy reduction and the energy gain in the magnetic exchange interaction. It is necessary to increase the size of the magnetic moments. In the $L = 0$ system with weak anisotropy, this can be realized by giving rise to an in-plane magnetic component. Since $q \sim 0.8$ is almost fixed by the Ruderman-Kittel-Kasuya-Yoshida (RKKY) interaction to maximize $I(q)$, which is associated with the conduction electron state, a possible solution is to rotate the magnetic moment to form a helical or cycloidal structure.

No change in the crystal structure has been detected experimentally, although more careful measurement would be necessary. Within the framework of the $I\overline{4}mm$ space group, the slight tilt of the $q$-vector from $(0, 0, q)$ to $(\delta', 0, 0)$ or $(\delta, \delta, q)$ in phase II or III, respectively, could be a consequence of maximizing the energy gain of the magnetic exchange interaction without distorting the tetragonal lattice. It is possible to form the cycloidal structure in the $I\overline{4}mm$ symmetry by tilting $q$ since the $c$-axis and the $ab$-plane components of $m_0$ have the same irreducible representation, whereas the cycloid with $q = (0, 0, q)$ breaks the symmetry of $I\overline{4}mm$.

The $45^\circ$ rotation of the $q$-vector about the $c^*$ axis is also observed in the multiple magnetic transitions in EuAl\textsubscript{3}.\cite{17, 18} It is intriguing that the sequence is opposite to the present case in EuIrGe\textsubscript{3}. In EuIrGe\textsubscript{3}, the $q_2 = (0, \delta, 0) (\delta = 0.085)$ appears at high $T$ and $q_1 = (0, 0, \delta) (\delta = 0.194)$ is realized at low $T$. The cycloidal structure at zero field in EuIrGe\textsubscript{3} with the $C_{4v}$ crystal class also suggests a possibility for the Néel type skyrmion formation as observed in a polar 3d system GaV\textsubscript{4}S\textsubscript{8}.\cite{19}

Finally, we point out that the resonant intensities at $(0, 0, G + q)$ and $(0, 0, G - q)$ in phase I, where $G = 2n$ represents the fundamental Bragg point, are different as shown in Fig. 3 and in the SM in more detail.\cite{20} This cannot be explained if we only consider the $E1$ resonance due to the magnetic dipole, where the $\pi$-$\sigma^*$ intensity should be proportional to $\sin^2 \theta$. The difference in intensity is intrinsic because the intensities of the $(0, 0, G + q)$ and $(0, 0, G - q)$ reflections respectively follow the $\sin^2 \theta$ dependence. From the viewpoint of symmetry, in the $I\overline{4}mm$ space group without a horizontal mirror plane perpendicular to the $c$ axis, the propagation vectors of $(0, 0, q)$ and $(0, 0, -q)$ are different. Therefore, the intensities of $(0, 0, G + q)$ and $(0, 0, G - q)$ can be different as experimentally observed.

This difference can be explained by considering the noncentrosymmetric polar environment at the Eu site as it is apparent in Fig. 1. The finite electric field gradient at the Eu site induces the mixing between $4f$ and $5d$ states, allowing the $E1$-$E2$ cross-term resonance.\cite{21} The magnetic moment distribution in the hybrid orbital state is anisotropic and should be different at Eu sites with the upward and downward magnetic moments as schematically illustrated in the SM.\cite{20} By symmetry analysis, this hybrid state is described by a superposition of magnetic dipole, magnetic quadrupole, and magnetic monopole.\cite{22, 23, 24} The contribution from magnetic monopole can be excluded here since the rank-0 quantity does not contribute to the $E1$-$E2$ resonance.\cite{21} The scattering amplitudes of normal $E1$-$E1$ resonance due to the magnetic dipole and the $E1$-$E2$ cross-term resonance due to the magnetic quadrupole interfere. Then, the structure factors at $(0, 0, G + q)$ and $(0, 0, G - q)$ are expressed as $F_{md}\alpha_{11} + F_{mq}\alpha_{12}$ and $F_{md}\alpha_{11} + F_{mq}\alpha_{12}$, respectively, where $F_{md}$ and $F_{mq}$ are the magnetic dipole and quadrupole structure factors, $\alpha_{11}$ and $\alpha_{12}$ are the $E1$-$E1$ and $E1$-$E2$ spectral functions, respectively. This relation leads to the different intensities at $(0, 0, G + q)$.\cite{20} More detailed study to extract the signal from the magnetic quadrupole is necessary.

In summary, we have investigated the magnetic structures of the three successive magnetic phases of noncentrosymmetric EuIrGe\textsubscript{3} by neutron and resonant X-ray diffraction. With decreasing temperature, a longitudinal sinusoidal structure with $q = (0, 0, 0.792)$ takes place below $T_N = 12.2$ K, which changes to a cycloidal structure with $q = (\delta', 0, 0.8) (\delta' = 0.017)$ below $T_N = 7.0$ K. The cycloidal plane rotates by $45^\circ$ below $T_N = 5.0$ K to have $q = (\delta, \delta, 0.8) (\delta = 0.012)$. We also detected the $E1$-$E1$ and $E1$-$E2$ interference term due to the parity-odd magnetic quadrupole induced in the $4f$-$5d$ hybrid orbital state, reflecting the lack of inversion symmetry at the Eu site.
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Fig. S1. (Color online) Scattering configuration of the resonant X-ray diffraction experiment. We take the Z-axis along the scattering vector $Q = k' - k$, X-axis along $k \times k'$, and Y-axis along $k + k'$. The c- and a-axis of the crystal was set parallel to the Z- and Y-axis, respectively. The incident X-ray beam from the synchrotron source is $\pi$-polarized in the horizontal plane. The 006 reflection of a pyrolytic graphite crystal, with $2\theta_A = 93.47^\circ$ at 7.614 keV, was used as an analyzer. By rotating the analyzer angle $\phi_A$ we investigate the polarization state of the diffracted beam. At $\phi_A = 0^\circ$ and at $90^\circ$, only the $\sigma'$ and $\pi'$ polarization component, respectively, of the diffracted beam is measured.

Fig. S2. (Color online) (a) X-ray energy dependence of the ($-\delta, \delta, 6.8$) Bragg peak at 3 K. The triangles are the background data taken at $L = 6.75$. (b) The reciprocal space scan along ($-\delta, \delta, L$) at 3 K at the $E_1$ resonance energy of 7.614 keV, indicating that the peak is exactly at the commensurate position $L = 6.8$.

Fig. S3. (Color online) L-scans at 7.5 K in phase I with polarization analysis at $\pi-\sigma'$ for $L = 6 \pm q$, $8 \pm q$, and $10 - q$. The bars on the right side of the peak show $(A \sin \theta \pm B)^2 / \sin 2\theta$ with $A = 10$ and $B = 0.8$, where $A \sin \theta$ represents the $\pi-\sigma'$ structure factor for the $E_1-E_1$ resonance due to magnetic dipole and $B$ represents that for the $E_1-E_2$ resonance, although the phase and the $\theta$ dependence in $B$ are neglected. $\sin 2\theta$ is the Lorentz factor.
Fig. S4. (Color online) All of the reciprocal space scans for the $T$-dependence plot of Fig. 5 in the main text. The inset figures show the schematic of the peak positions and the ridge structures. The scan line is shown by the arrow.
sents the polarized charge density of the crystal field environment without an inversion symmetry. Dotted line represents the amplitude of 7\(\mu_B\) for the Eu magnetic moment. Although the calculation roughly agrees with the observation and we can say that the Eu moment is well developed, the precise determination of the ordered moment is difficult because of the rough estimate of the absorption.

Fig. S7. (Color online) Comparison of the observed and calculated structure factors for the neutron diffraction measurement at 4.0 K in phase III. The observed intensities have been corrected for the Lorentz factor and the absorption; the observed intensity was simply multiplied by the absorption coefficient, which was assumed to be proportional to the inverse of the neutron velocity (\(\alpha = 1/v\)). The indices of the magnetic reflections represent the center of the four split peaks. We took the sum of all the intensities around the index, including the four peaks and the ridge. The data are compared with the calculation assuming the cycloidal magnetic structure shown in Fig. 6(c) with the amplitude of 7\(\mu_B\) for the Eu magnetic moment. Although the calculation roughly agrees with the observation and we can say that the Eu moment is well developed, the precise determination of the ordered moment is difficult because of the rough estimate of the absorption.

Fig. S5. (Color online) Irreducible representations of the Fourier component \(m_q\) of the magnetic structure of Eu described by a propagation vector \(q\) in the space group 14mm, which were obtained by using the program TSPACE developed by A. Yanase. #1 and #2 are the one dimensional representations and #5 is a two dimensional representation. For \(q = (0, 0, \xi)\) and \((\delta, \delta, \xi)\), the two components belong to the same representation #1, allowing the two components to occur simultaneously to form a cycloidal structure.

Fig. S6. (Color online) Schematic of the appearance of odd parity magnetic moments simultaneously with the 4f magnetic dipole order in the polar crystal field environment without an inversion symmetry. Dotted line represents the polarized charge density of the 4f + 5d hybrid orbital, in which the magnetic moment distribution also lacks the inversion symmetry. This state is represented by the superposition of magnetic dipole, magnetic quadrupole, and magnetic monopole moments. The even parity dipole moments give rise to an \(E1-E1\) resonance and the odd parity magnetic quadrupole moments give rise to an \(E1-E2\) cross-term resonance. The different intensity between \((0, 0, G + q)\) and \((0, 0, G - q)\) shown in Fig. S3 arises from the interference between the two processes.