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The Keldysh formalism for nonequilibrium Green’s functions is a powerful theoretical framework for the description of the electronic structure, spectroscopy, and dynamics of strongly correlated systems. However, the underlying Kadanoff-Baym equations (KBE) for the two-time Keldysh Green’s functions involve a memory kernel which results in a high computational cost for long simulation times $t_{\text{max}}$, with a cubic scaling of the computation time with $t_{\text{max}}$. Truncation of the memory kernel can reduce the computational cost to linear scaling with $t_{\text{max}}$, but the required memory times will depend on the model and the diagrammatic approximation to the self-energy. We explain how a truncation of the memory kernel can be incorporated into the time-propagation algorithm to solve the KBE, and investigate the systematic truncation of the memory kernel for the Hubbard model in different parameter regimes, and for different diagrammatic approximations. The truncation is easier to control within dynamical mean-field theory (DMFT), by simply setting the kernel to zero at all times.

I. INTRODUCTION

Femtosecond pump-probe experiments on complex solids1 as well as quantum simulations with cold gases2–4 allow to investigate collective quantum behavior on microscopic timescales. The dynamics of such many-particle systems often involves processes on vastly different timescales, which is a particular challenge for theoretical simulations. For example, both the femtosecond electron dynamics and the evolution of the order parameter on the picosecond scale are relevant for the non-thermal evolution of symmetry broken phases in correlated electron systems. The phenomenological time-dependent Ginzburg-Landau theory can describe the dynamics of the order parameter on coarse-grained timescales5–10, but the link to a microscopic theory which can treat non-thermal electrons and collective degrees of freedom on equal footing is not straightforward11.

Field theoretical techniques based on non-equilibrium Green’s functions (NEGF) and the Keldysh-formalism12–14 can provide a versatile realistic description of non-equilibrium experiments involving transport15, dynamics in quantum gases16,17, or pump-probe experiments in correlated solids18–25. Within this formalism, a major task is to obtain the Green’s functions $G(t, t')$ with their dependence on two time arguments from the many-body self-energy $\Sigma(t, t')$ via the Kadanoff-Baym equations (KBE). The latter are in essence equations of motion for $G$, in which $\Sigma$ acts as a memory kernel. The main numerical cost is given by the evaluation of memory integrals, i.e., the convolution of $G$ and $\Sigma$ over earlier times. For an equidistant time discretization with $N_t$ steps, the computational effort and the required computer memory shows a cubic scaling $O(N_t^3)$ and a quadratic scaling $O(N_t^2)$ with $N_t$, respectively, which is the bottleneck for many applications.

There are various paths to overcome this bottleneck. One possibility is to approximate the full propagation scheme using the generalized Kadanoff Baym ansatz24,25. This can eventually give a linear scaling $O(N_t)$ of the computational effort26 and works well in many situations27–31. However, the accuracy of the underlying approximations, in particular the use of Hartree Fock propagators for the spectral function and the ansatz itself, are rigorously justified at weak coupling and have to be evaluated case by case. An alternative approximation strategy are quantum kinetic equations32–39, which rely on the gradient expansion and are justified in particular when there are well separated timescales. In addition to these approximate strategies, one can look for an efficient numerical solution of the full KBE. Larger times can be accessed using parallel implementations40,41, and high-order time stepping and quadrature rules27 which reduce the number of time-steps. Beyond this brute force approach, a promising direction are compressed storage representations of the two-time Green’s functions which are compact in memory but can nevertheless be incorporated into a time-stepping procedure with little computational overhead42.

A conceptually simpler approach is to truncate the memory integrals in time. In many physical situations, the self-energy $\Sigma(t, t')$ decays to zero at large time differences, so that a truncation is possible with a controlled error. In Ref. 43, this truncation has been explored for various situations, in particular related to simulations based on non-equilibrium dynamical mean-field theory (DMFT), by simply setting the kernel to zero at
large time difference in an existing implementation of the full KBE. This provided a proof-of-principles for this approach, but the simulations were limited to times which are also accessible within the solution of the full KBE. Here we describe how the memory truncation can be incorporated into a time-stepping approach to yield a linear scaling $O(N_t)$ of the computational effort. An implementation of this approach has already been used in combination with non-equilibrium DMFT simulations both at weak and strong coupling, where two orders of magnitude longer times could be accessed, compared with the non-truncated implementation. The purpose of the present paper is to describe the technical aspects of the formalism, and present additional test cases which analyze paradigmatic problems with a large separation of timescales: Prethermalization and thermalization after quenches in the Hubbard model, the thermalization of a large gap Mott Insulator, and the dynamics of symmetry broken states. The first two examples are based on non-equilibrium DMFT, where only local (momentum-averaged) self-energies and Green’s functions are truncated. The last example uses the perturbative fluctuation exchange formalism to construct the self-energy, so that the truncation is applied to momentum-dependent self-energies and susceptibilities, making the choice of the memory cutoff more subtle.

The paper is organized as follows: Sec. II presents a discussion of the Kadanoff-Baym equation and the truncation scheme in the weak and strong coupling limit. In Sec. III we demonstrate the implementation of the truncated KBE for local self-energies in the Hubbard model. The following Sec. IV is dedicated to the discussion of the truncation scheme for the momentum-dependent self-energy and RPA equations within the fluctuation-exchange approximation for the dynamics of superconducting fluctuations in the attractive Hubbard model. Sec. V contains a discussion and outlook.

II. FORMALISM

A. Kadanoff-Baym equations

We consider a system described by the general Hamiltonian

$$H = \sum_{\alpha, \alpha'} \varepsilon_{\alpha, \alpha'}(t) c^\dagger_{\alpha'} c_{\alpha} + H_{\text{int}}.$$  

(1)

Here $c^\dagger_{\alpha}$ and $c_{\alpha}$ are fermionic creation and annihilation operators for single-particle states $\alpha$, which can label spin, momentum, and orbital. The first term denotes a general time-dependent non-interacting Hamiltonian in terms of the matrix $\varepsilon$, the second term is the interaction, which will be specified for the various applications below. In the Keldysh formalism, one solves the nonequilibrium dynamics in terms of the contour-ordered single-particle Green’s functions $G_{\alpha, \alpha'}(t, t') = -i \langle T_{t'} c_{\alpha}(t) c^\dagger_{\alpha'}(t') \rangle$. The subscript $\alpha$ will be omitted in the following, and the Green’s function is understood to represent a matrix in orbital space. Here the time-arguments are located on the $L$-shaped Keldysh contour, with a forward and backward branch for times $t > 0$ on the real axis, and the imaginary branch from $0$ to $-i\beta$ where $\beta$ is the inverse temperature of the initial equilibrium state. $T_C$ denotes the corresponding time-ordering operator (see, e.g., Ref. 13 or 14 for a review of the formalism; the notation mainly follows Ref. 14.)

The interacting Green’s function $G$ is expressed in terms of the many-body self-energy $\Sigma(t, t')$ through the Dyson equation

$$G = G_0 + G_0 \ast \Sigma \ast G,$$  

(2)

where $\ast$ denotes a convolution in time on the Keldysh contour and the matrix multiplication in the orbital space, and $G_0$ is the non-interacting Green’s function.

With the inverse of $G_0$ on the contour $C$,

$$G_0^{-1}(t, t') = \delta_C(t, t') [i \partial_t - \varepsilon(t)].$$  

(3)

Eq. (2) becomes an integro-differential equation

$$[i \partial_t - \varepsilon(t)] G(t, t') - \int_C d\bar{t} \Sigma(t, \bar{t}) G(\bar{t}, t') = \delta_C(t, t').$$  

(4)

Here $\delta_C(t, t')$ represents the Dirac delta function on the Keldysh contour, and $\varepsilon(t)$ the single-particle Hamiltonian of Eq. (1). Given an approximation to the self-energy $\Sigma$, the main task for the solution of the non-equilibrium problem is the solution of Eq. (4). For this purpose, $G$ and $\Sigma$ are parametrized in terms of independent functions with real and imaginary time arguments. For a general two-time function $X$ on $C$, we will use the notation

$$X^>(t, t') = X(t_+, t_-),$$  

(5)

$$X^<(t, t') = X(t_-, t_+),$$  

(6)

$$X^R(t, t') = \theta(t - t')[X^>(t, t') - X^<(t, t')],$$  

(7)

$$X^A(t, t') = \theta(t' - t')[X^<(t, t') - X^>(t, t')],$$  

(8)

$$X^I(t, \tau) = X(t_\pm, -i\tau),$$  

(9)

$$X^M(\tau - \tau') = -iX(-i\tau, -i\tau'),$$  

(10)

where $t_\pm$ denotes time $t$ on the upper/lower Keldysh contour, and $-i\tau$ is an argument on the imaginary time branch. These functions are partially redundant; following the numerical scheme described in Ref. 27, we will use the retarded ($R$), lesser ($<$), left-mixing (|) and Matsubara ($M$) component to parametrize integral equations on $C$. In addition, unless indicated otherwise there is a hermitian symmetry,

$$X^>(t, t') = -X^<(t', t),$$  

(12)

$$X^<(t, t') = -X^>(t', t),$$  

(13)

$$X^A(t, t') = X^R(t', t),$$  

(14)

$$X^I(t, \tau) = \mp X^I(\beta - \tau, \tau).$$  

(15)
The upper/lower sign in the last equation corresponds to bosonic and fermionic Green’s functions, respectively. When written in terms of the retarded, lesser, mixing, and Matsubara components, Eq. (4) reads
\[
[i\partial_t - \epsilon(t)]G^R(t, t') - \int_{t'}^t dt' \Sigma^R(t, \bar{t})G^R(\bar{t}, t') = 0, \tag{16}
\]
\[
[i\partial_t - \epsilon(t)]G^1(t, \tau) - \int_0^\beta d\tau' \Sigma^R(t, \bar{t})G^1(\bar{t}, \tau) = \int_0^\beta d\tau' \Sigma^\prime(t, \tau')G^M(\tau' - \tau), \tag{17}
\]
\[
[i\partial_t - \epsilon(t)]G^< (t, t') - \int_0^\beta d\tau' \Sigma^\prime (t, \bar{t})G^<(\bar{t}, t') \tag{18}
\]
\[
= \int_0^\beta d\tau' \Sigma^<(t, \bar{t})G^R(t', \bar{t}) + i \int_0^\beta d\tau \Sigma^1(t, \tau')G^1(t', \beta - \tau').
\]

The first equation is subject to the initial condition \(G^R(t, t) = -\imath\). In addition, there is a separate equation for the Matsubara component \(G^M\) in terms of \(\Sigma^M\), which is not relevant for the discussion of the real time evaluation below. The derivation of Eqs. (16)-(18), using Langreth rules to rewrite the convolution, is given in the literature\textsuperscript{13,14} and will not be reproduced here. In the following, we will discuss how these equations are solved with a memory-truncated kernel.

For the most straightforward solution, the time axis is discretized with a constant time step \(\delta_t\), so that Eqs. (16)-(18) can be solved in a time-stepping procedure: Assuming that all functions have been determined at real time arguments \(m\delta_t\) for \(m \leq n - 1\), one can use Eq. (16) to extend the solution of \(G^R\) to time step \(n\), i.e., determine \(G^R(m\delta_t, n\delta_t)\), for all \(m \leq n\), because the integral in Eq. (16) depends only on \(G^R(t, t')\) at \(t, t' \leq n\delta_t\). Next, because the integrals in Eq. (17) depend only on the previously computed \(G^R\) as well as on \(G^1(m\delta_t, \tau)\) for \(m \leq n\), one can use Eq. (17) to determine \(G^1(n\delta_t, \tau)\) at time step \(n\) for all \(\tau\). Finally, Eq. (18) is used to determine \(G^<(n\delta_t, m\delta_t)\) at time step \(n\), for all \(m \leq n\).

**B. Truncation scheme**

The computational effort for the solution of Eqs. (16) to (18), as described above, scales like \(O(n^3)\) at time step \(n\), and thus like \(O(n^2)\) to propagate to time \(n\delta_t\). However, because temporal correlations tend to decay, the memory integrals in the KBE can be truncated. For example, for a system coupled to a reservoir one would expect that the Green’s function itself shows an exponential long time-decay \(G^R<(t, t') \sim e^{-\eta|t-t'|}\) and \(G^1(t, \tau) \sim e^{-\eta|\tau|}\), where \(\eta\) is determined by the bandwidth of the bath and the temperature. In other situations, the Green’s function may not rapidly decay, but the self-energy does. For example, the decay of momentum resolved Green’s functions \(G_k\) for \(k\) in a Fermi liquid is set by the quasiparticle lifetime, which is peaked at the Fermi surface, while the self-energy has a much weaker dependence on \(k\). It is therefore a natural starting point to consider \(\Sigma(t, t') = 0\) for time differences beyond a cutoff, i.e.,
\[
\Sigma^R(t, t') = \Sigma^<(t, t') = 0 \quad \text{for} \quad |t - t'| > t_c, \tag{19}
\]
\[
\Sigma^1(t, \tau) = 0 \quad \text{for} \quad t > t_c.
\]

The memory cutoff \(t_c\) will depend on the physical problem, and can later be treated as a numerical control parameter. When Eq. (19) is used within Eqs. (16) to (18), one finds that the left-mixing component is now decoupled from the lesser and retarded component for \(t > t_c\) in Eq. (18), and the equations reduce to
\[
[i\partial_t - \epsilon(t)]G^R(t, t - s) - \int_{t-s}^t dt' \Sigma^R(t, \bar{t})G^R(\bar{t}, t - s) = 0 \tag{20}
\]
for the retarded component and
\[
[i\partial_t - \epsilon(t)]G^<(t, t - s) - \int_{t-t_c}^t dt' \Sigma^R(t, \bar{t})G^<(\bar{t}, t - s) \tag{21}
\]
\[
= \int_{t-t_c}^{t'} dt' \Sigma^< (t, \bar{t})G^R(t - s, \bar{t})
\]
for the lesser component. These equations now allow to determine the Green’s function \(G(t, t')\) on the domain
\[ |t - t'| < t_c \] from the self-energy on the same domain. To make this explicit we define the partial time-slice

\[ \mathcal{T}[X]_{n_\alpha}^{n_{\bar{\alpha}}} \equiv \{ X^R(n_\delta \delta_1, n_\delta - m_\delta_1), \]

\[ X^L(n_\delta \delta_1, n_\delta - m_\delta_1), 0 \leq m \leq n_c \}, \tag{22} \]

for any contour function \( X \) on the equidistant mesh \( (t_c = n_c \delta_1) \), as shown in Fig. 1 by the red shaded region. From Eq. (20), we can confirm that the retarded component of \( \mathcal{T}[G]_{n_\alpha}^{n_{\bar{\alpha}}} \) can be calculated from \( G^R(t_1, t_2) \) and \( \Sigma^R(t_1, t_2) \) in the domain \( t - t_c \leq t_1 < t \) and \( t - t_c \leq t_2 < t_1 \), which is the triangular domain shown by the solid red line in Fig. 1. In the following, we denote this triangular domain by

\[ \mathcal{M}[X]_{n_\alpha}^{n_{\bar{\alpha}}} \equiv \sum_{m=0}^{n_c} \mathcal{T}[X]_{n_\alpha - m}^{n_{\bar{\alpha}}}. \tag{23} \]

The equivalent analysis of Eq. (21) yields that the memory integrals can be solved if both retarded and lesser components of \( G \) and \( \Sigma \) are given on this triangular window. Note that \( G^L \) is in principle needed on the green dashed rectangular domain, but the lower triangular of the latter can be reconstructed from the upper triangular using the hermitian symmetry (13). We can thus set up an implicit time-stepping function which calculates \( \mathcal{T}[G]_{n_\alpha}^{n_{\bar{\alpha}}} \) based on \( \mathcal{M}[\Sigma]_{n_\alpha}^{n_{\bar{\alpha}}} \) and \( \mathcal{M}[G]_{n_\alpha}^{n_{\bar{\alpha}}} \). The numerical implementation uses the same quadrature and differentiation as described for the full KBE in Ref. 27. After solving for \( \mathcal{T}[G]_{n_\alpha}^{n_{\bar{\alpha}}} \), one can then shift the moving window to \( \mathcal{M}[G]_{n_\alpha}^{n_{\bar{\alpha}}} \), where now only \( \mathcal{T}[G]_{n_\alpha}^{n_{\bar{\alpha}}} \) is unknown, and proceed to solve for time step \( n + 1 \). The solution on the first \( n_\alpha \) time steps is obtained by solving the full KBE equation, including the imaginary branch of \( C \). The computational complexity of the truncated KBE evaluation scheme is therefore given by \( O(n^2 \delta_1) \), while the memory complexity is \( O(n^2 \delta_1) \), effectively bypassing the limiting memory bottleneck of the full evaluation scheme. For a more efficient memory allocation it is convenient to keep the redundant parallelogrammatic moving window in memory, as shown by the red dotted contour in Fig. 1.

Before testing the truncated KBE in various contexts, let us make some comments: (i) An analogous time propagation based on a moving two-time window can be set up for other integral equations on \( C \), most notably the equation

\[ G + K \ast G = Q, \tag{24} \]

with known inhomogeneity \( Q \) and kernel \( K \), which has to be solved in the context of an RPA formalism (see Sec. IV). (ii) Often, the self-energy \( \Sigma \), or the kernel \( K \) in Eq. (24) is itself a functional of \( G \), and the solution of the Dyson equation has to be supplemented by an iterative calculation of \( \Sigma \) or \( K \). A self-consistent propagation scheme can be set up if the self energy on a given time step \( n \), \( \tau^\partial[\Sigma]_{n_\alpha}^{n_{\bar{\alpha}}} \), requires only knowledge of \( \tau^\partial[G]_{n_\alpha}^{n_{\bar{\alpha}}} \), or can be approximated in that way. Whether this is the case or not depends on the system of interest, but it will hold for all applications studied below. (iii) As already mentioned, if the self-energy satisfies Eq. (19), the result for \( G^R(t, t') \) and \( G^L(t, t') \) at \( |t - t'| < t_c \) is exact, even if the Green’s function does not vanish for \( |t - t'| > t_c \). Knowledge of \( G^R(t, t') \) and \( G^L(t, t') \) on the truncated window \( |t - t'| < t_c \) allows to construct all equal-time observables, such as the orbital occupation \( n_{\alpha}(t) = -iG^<_{\alpha\alpha}(t, t) \). Also relevant two-particle quantities like the interaction energy can be obtained from the convolution \( \Sigma \ast G \). Spectral information, which is related to the Fourier transform of \( G^R(t, t') \) and \( G^L(t, t') \) as a function of \( t - t' \), can therefore only be obtained with a limited frequency resolution \( \sim 1/t_c \) (see also discussion of the specific examples below). To compute \( G^R(t, t') \) at \( |t - t'| > t_c \), one could use the equation conjugate to Eq. (16),

\[ -i\partial_t G^R(t, t') = G^R(t, t')\epsilon(t') + \int_t^{t'} d\tilde{t} G^R(\tilde{t}, \tilde{t}')\Sigma^R(\tilde{t}, t'), \tag{25} \]

and propagate \( t' \) backward at fixed \( t \). This would require to keep \( \Sigma \) in memory in the whole domain \( |t - t'| < t_c \), and therefore increase the memory requirement at time \( t = n_\delta \) from \( O(n^2_\delta) \) to \( O(n^2 \delta_1) \), still smaller than \( O(n^2) \) as for the full KBE.

C. Non-equilibrium DMFT

Nonequilibrium DMFT is an extension of DMFT to the Keldysh framework, which has been applied in various ways to study the dynamics of strongly correlated electrons. The solution of nonequilibrium DMFT requires the solution of multiple integral equations of the type (4) or (24). In the following section, we briefly review the formalism in order to explain how the memory truncation can be applied in this context. Two paradigmatic applications at weak and strong coupling will be given in Sec. III.

Within DMFT, a lattice problem with local interaction is mapped to an Anderson impurity model, defined by the action

\[ S = \int_C dt H_{\text{imp}}(t) + \int_C dt dt' \sum_{\alpha\alpha'} c^\dagger_{\alpha}(t)\Delta_{\alpha\alpha'}(t, t')c_{\alpha'}(t'). \tag{26} \]

This action describes a single site with local Hamiltonian \( H_{\text{imp}} \), coupled to a reservoir of free electrons. The local Hamiltonian \( H_{\text{imp}} \) contains the electron interaction on the impurity, while the hybridization function \( \Delta_{\alpha\alpha'}(t, t') \) is obtained by integrating out the reservoir degrees of freedom. The impurity model is used to obtain the local Green’s function \( G_{\text{imp}} \) and the impurity self-energy \( \Sigma_{\text{imp}} \), which are related by the Dyson equation

\[ [i\partial_t - \epsilon_{\text{imp}} - \Sigma_{\text{imp}} - \Delta] G_{\text{imp}} = \delta_{\alpha\alpha}, \tag{27} \]

where \( \epsilon_{\text{imp}} \) is the single particle contribution in \( H_{\text{imp}} \). The impurity self-energy is used as an approximation for
and (30) can be solved in a moving time window and the DMFT equations are closed by requiring the self-consistency relation

\[ G_{loc} \equiv \sum_k G_k \equiv G_{imp}. \]  

(29)

Here the sum is assumed to be normalized, \( \sum_k = 1 \). A useful way to close the self-consistent equations explicitly is to recast Eqs. (27) to (29) into an integral equation for \( \Delta \) in terms of \( G_k \),

\[ \Delta + G_1 \ast \Delta = G_2, \]  

(30)

where \( G_1 = \sum_k \epsilon_k G_k \), \( G_2 = \sum_k \epsilon_k + \sum_k \epsilon_k G_k \epsilon_k \).

The explicit implementation of the DMFT equations depends on how the impurity model is solved. For the case of the strong coupling expansion this will be described separately in Sec. II.D. In a weak-coupling expansion, \( \Sigma_{imp} \) is obtained as a series either in \( G_{imp} \), or in the non-interacting impurity Green’s function \( G_{imp} \), e.g., using the iterated perturbation theory (IPT)

\[ \Sigma_{imp}(t, t') = -U^2 G_{imp}(t, t') G_{imp}(t, t') G_{imp}(t', t). \]  

(31)

The non-interacting impurity Green’s function in turn is given by the solution of

\[ [i\partial_t - \epsilon_{imp} - \Delta] \ast G_{imp} = \delta_C. \]  

(32)

The resulting self-consistent equations (32), (31), (28), and (30) can be solved in a moving time window \( |t - t'| < t_c \), provided that the kernels \( \Sigma_{imp} \), \( \Delta \), and \( G_1 \) can be truncated accordingly. In practice, one would solve all equations with a given \( t_c \), and increase \( t_c \) until convergence. An example will be presented in Sec. III, where we will also discuss the relative data quality for the truncation of the various kernels.

D. Strong-coupling Approximation

The strong-coupling expansion of the DMFT impurity problem (26) is suitable when the interaction term dominates over the hybridization, such as in Mott insulators.\(^{4,7,48}\) The impurity Green’s function is then obtained by an expansion in the hybridization function \( \Delta \). The memory truncation can be used naturally in Eq. (30) for the determination of \( \Delta \), but also within the hybridization expansion itself. The purpose of the following section is to explain how the memory truncation scheme is used in the perturbative strong-coupling expansion for the Anderson impurity model. For a more detailed derivation of the real-time hybridization expansion, see Refs. 49 and 14.

The building blocks of the strong-coupling perturbation series are the pseudoparticle retarded and lesser Green’s functions, \( G^R(t, t') \) and \( G^< (t, t') \). They are defined as matrix elements of the time-evolution operator \( \langle n | e^{-itH_{imp}} | m \rangle \) on eigenstates \( |n\rangle \), \( |m\rangle \) of the local impurity problem, dressed by an arbitrary number of bath hybridization lines \( \Delta(t, t') \), see Fig. 2. The propagators can be used to construct the partition function of the Anderson impurity model and to evaluate physical observables, in particular the physical impurity Green’s function. The propagators \( G \) satisfy similar equations of motion as the physical Green’s functions, with a pseudoparticle self-energy \( \Sigma_{<,>} \) that can be systematically generated from a Luttinger-Ward functional. The truncated equations of motion read

\[ (i\partial_t - H_{imp}) G^R(t, t') - \int_{t - t_c}^{t} dt' \Sigma^R(t, t') G^R(t', t) = 0, \]  

(33)

\[ (i\partial_t - H_{imp}) G^< (t, t') - \int_{t - t_c}^{t} dt' \Sigma^<(t, t') G^< (t', t) = \int_{t' - t_c}^{t'} dt' \Sigma^<(t, t') G^A (t', t'), \]  

(34)

where the advanced propagator \( G^A(t, t') = [G^R(t', t)]^\dagger \). These equations have the same causality structure as those in the weak-coupling theory (20, 21). In this article, we will concentrate on the lowest-order diagrams for the self-energy \( \Sigma \), the non-crossing approximation (NCA). For the truncated time regime, the imaginary time axis can be neglected as \( t, t' \gtrless t_c \). The self-energy is then given
by

\[ \Sigma_{nn}^R(t, t') = i \sum_{n'n'} G_{nn'}^R(t, t') [c_{\alpha,n'} \Delta_{\alpha'}^\ge (t', t) c_{\alpha',n'}^\dagger + c_{\alpha',n'}^\dagger \Delta_{\alpha'}^\le (t', t) c_{\alpha,n'}], \]

\[ \Sigma_{nn}^<(t, t') = i \sum_{n'n'} G_{nn'}^<(t, t') [c_{\alpha,n'} \Delta_{\alpha'}^\ge (t', t) c_{\alpha',n'}^\dagger + c_{\alpha',n'}^\dagger \Delta_{\alpha'}^\le (t', t) c_{\alpha,n'}], \]

where we have defined the shorthand \( c_{\alpha,n} = \langle n | c_{\alpha} | n \rangle \) for the electronic operator \( c_{\alpha} \). Under the same approximation, the physical Green’s function can be evaluated by inserting creation and annihilation operators of physical fermions on the Kadanoff-Baym contour \(^{49}\),

\[ G_{\alpha\alpha'}^<(t, t') = i \sum_m (-1)^{m_1} c_{\alpha,m_1} \Delta_{\alpha'}^\ge (t', t) c_{\alpha',m_1}^\dagger \times G_{m_1m_1}^<(t, t') G_{m_2m_2}^>(t', t)/Z, \]

where the summation \( \{m\} \) is over all \( m \)'s, and \( Z = i \sum_m (-1)^m G_{nn}^<(t, t) \) is the normalization factor. This is essentially the first diagram of Fig. 2(b) with the hybridization line removed.

By combining Eq. (35) with Eqs. (33) and (34), we obtain a closed set of equations, which can be numerically solved from time \( t_0 \) given the initial values of propagators for \( t \in [t_0 - t_c, t_0] \). The detailed numerical implementation based on the moving windows \( M[G]^n_m \) and \( M[\Sigma]^n_m \) is analogous to the weak-coupling theory. It is worth noting that the decay of \( \Sigma_{nn}^R,<(t, t') \) is determined by the hybridization function \( \Delta_{\alpha\alpha'}^<(t, t') \) in this case. The dressed propagators \( G_{\alpha\alpha'}^R,<(t, t') \) can decay slowly for large time separations \( |t - t'| \), particularly at low temperatures \(^{48,50}\), but nevertheless, one has \( \Sigma_{nn}^R,<(t, t') \approx 0 \) for \( |t - t'| \ge t_c \) provided \( \Delta_{\alpha\alpha'}^<(t, t') \approx 0 \). Therefore, the truncation of \( \Sigma \) can still be justified in the equation of motion Eqs. (33) and (34), as long as the hybridization function decays fast enough. We will numerically confirm this scenario in Sec. III B.

III. TRUNCATION OF LOCAL APPROXIMATION SCHEMES

A. Interaction quench in the Hubbard model

As a first example for the memory truncation within the solution of the KBE, we investigate an interaction quench in the Hubbard model:

\[ H = -t_h \sum_{\langle i,j \rangle, \sigma} c_{i \sigma}^\dagger c_{j \sigma} + U(t) \sum_j n_{j \uparrow} n_{j \downarrow} + \mu \sum_i n_{i, \sigma}. \]

(37)

Here \( c_{i \sigma} (c_{i \sigma}^\dagger) \) denotes the annihilation (creation) operator for a fermion with spin \( \sigma \in \{\uparrow, \downarrow\} \) on lattice site \( j \).
moments-dependent Green’s function \( G \); \( n_{j \sigma} = c_j^\dagger c_{j \sigma} \) is the number of particles with spin \( \sigma \) on lattice site \( j \). The Hubbard model (37) represents fermions which hop with amplitude \( t_h \) between nearest neighbor sites \( (i, j) \) on a given lattice, and interact with a local time-dependent repulsion \( U(t) \); \( \mu \) is the chemical potential. The hopping amplitude is fixed to \( t_h = 1 \) setting the energy and time scales.

We explore the dynamics following a quench from the non-interacting system \( U = 0 \) to the interacting one at \( U = 1 \), associated with a paramagnetic state. After the quench, the dynamics is expected to show a fast pre-thermalization of the electronic distribution, followed by a very slow thermalization\(^{33,51,52}\). We solve the model (37) on a Bethe lattice, with a semi-elliptic density of states \( D_0(\epsilon) = \sqrt{4t_h^2 - \epsilon^2/(2\pi t_h^2)} \), using DMFT with a self-consistent second-order impurity solver. This implies a closed form self-consistency relation \( \Delta = t_h^2 G \) for the hybridization function. The equations to be solved are therefore the impurity Dyson equation (27), with \( \epsilon_{\text{imp}} = 0 \) for the half filled case and the second-order self-energy \( \Sigma(t, t') = U(i)G(t, t')G(t, t')G(t', t)U(t') \).

The untruncated solution on the first one hundred inverse hoppings in Fig. 3 shows a rapid decay of \( \Sigma^R(t, 0) \) and \( G^R(t, 0) \). The lesser component of the self-energy decays on a similar time-scale, while the lesser component of the Green’s function maintains values above \( 10^{-3} \). The slow decay of \( G^< \) at \( t = 0 \) is related to the sharp drop in the distribution function at low temperatures, which also characterizes the pre-thermalized state after the excitation of the system. After truncating the relevant integral kernels \( \Delta \) and \( \Sigma \), the explicit integral equations for the lesser and retarded components of Eq. (27) read

\[
\begin{align*}
\i \partial_t G^R(t, t') - \int_{t-t_c}^t d\bar{\tau} [\Sigma^R + \Delta^R](t, \bar{\tau})G^R(\bar{\tau}, t') &= 0, \quad (38) \\
\i \partial_t G^<(t, t') - \int_{t-t_c}^t d\bar{\tau} [\Sigma^R + \Delta^R](t, \bar{\tau})G^<(\bar{\tau}, t') &= \int_{t'-t_c}^{t'} d\bar{\tau} [\Sigma^< + \Delta^<](t, \bar{\tau})G^>(\bar{\tau}, t'). \quad (39)
\end{align*}
\]

The system is therefore well suited for the application of the truncation scheme despite the slow decay of the lesser component of the hybridization function, because the latter enters only via a convolution with the more rapidly decaying \( G^A(t, t') = G^R(t', t) \) so that converged results can be expected for reasonable cutoff times \( t_c \).

To discuss the physical behavior we calculate the momentum-dependent Green’s function \( G_k \). Within DMFT, \( G_k \) depends on \( k \) only via \( \epsilon_k = \epsilon \). The corresponding KBE for \( G_k, \sigma \equiv G_\epsilon \) therefore reads

\[
[i \partial_k - \epsilon]G_\epsilon(t, t') - \int d\epsilon \Sigma(t, \bar{\epsilon})G_\epsilon(\bar{\epsilon}, t') = \delta(t, t'). \quad (40)
\]

The truncation of the integral kernel \( \Sigma \) in this equation is also possible, as evident from Fig. 3. The solution of Eq. (40) yields the evolution of the momentum occupation \( n_k(t) = iG^<_\epsilon(t, t) \), plotted in Fig. 4 for different energies above the Fermi energy. The occupation of the initial state corresponds to a step-like Fermi-distribution at \( T = 0.01 \). After the interaction quench the momentum occupation for energies above the Fermi energy increases rapidly and reaches a plateau around \( t = 1 \). The dynamics of this fast pre-thermalization is followed by a slow thermalization within several hundred inverse hoppings. The dependence of the results on the cutoff time \( t_c \) is analyzed in Fig. 4(b). One finds a convergence for \( t_c > 20 \), and already qualitatively correct results for \( t_c = 8 \). Only for the extreme limit \( t_c \leq 4 \), corresponding to \( n_c = 100 \) points on the memory grid, an instability of the equations was observed, resulting in non-physical solutions.

As demonstrated in Fig. 5, the computation time scales like \( O(n) \) after \( t_c \), in contrast to the cubic scaling \( O(n^3) \) of the non-truncated solution.

Because \( \Sigma \) decays faster than \( \Delta \), one could, instead of solving the Dyson equation for \( G_{\text{imp}} \) with a large cutoff \( n_c \), solve explicitly the momentum dependent Dyson equation (40) for a suitable set of \( N_k \) momenta with a shorter memory cutoff \( n_{\text{loc}} \), and construct \( G_{\text{loc}} \) from Eq. (29). The total memory and computation time then scales like \( O(N_k n^2 \Sigma) \) and \( O(N_k n_{\text{loc}}^2 \Sigma) \), respectively. (Note that the problem can be parallelized over the momenta). Which of the two approaches is optimal depends on the problem; for the DMFT solution of the Hubbard model on the Bethe lattice in the antiferromagnetic phase a particularly slow decay of \( \Delta \) made using the momentum dependent Dyson equation beneficial.\(^{44}\)

**B. Impact ionization in the Mott-Insulator**

As second example in the context of DMFT we study the thermalization of a photo-excited Mott insulator.
This explores the strong coupling limit of the Hubbard model (37), where $U$ exceeds the bandwidth $W$. An impulsive excitation of the Mott insulator can lead to the creation of doubleons (doubly occupied sites in the Mott insulator) and empty sites, which becomes evident through occupation in the upper Hubbard band. If the excess energy of the excited particles is larger than the band gap, a conversion of high energy doubleons to low energy doubleons can occur via the excitation of additional doublon-hole pairs across the Mott gap. Such an “impact ionization” has been previously studied in Ref. 53, where the discussion was limited to the early stages of the dynamic. The application of the truncation scheme allows the extension of the numerical simulations by two orders of magnitude, so that the full thermalization of the electronic system becomes accessible.

Starting from the equilibrium paramagnetic Mott insulating state at $\beta = 10$, the photo-excitation by a laser field with vector potential $A(t)$ incorporates a Peierls approximation, which gives a complex hopping amplitude $t_0 \exp(-i\phi(t))$ with $\phi(t) = eaA(t)/hc$. The relation between the vector potential $A(t)$ and the laser field $E(t)$ is given by the integral $A(t) = -\int_0^t ds E(s)$. We use Gaussian pulses of the form

$$E(t) = E_0 e^{-(t-t_p)^2/\sigma^2} \sin(\Omega(t-t_p)),$$

with duration $\sigma=6$, centred around time $t_p=6$ ($e,a,h, c$ are set to unity). The frequency $\Omega$ will be varied to modify the initial energy distribution of the photo-excited doubleons, while the amplitude of the pulse $E_0$ determines the excitation density. The model is solved on a Bethe lattice with bandwidth $W = 4$, using DMFT and the NCA solver as explained in Sec. II D. With the Peierls phase, the closed form self-consistency for the hybridization function is modified to (see, e.g., Ref. 45)

$$\Delta(t,t') = \frac{t^2}{2} \sum_{\eta = \pm} e^{\eta \phi(t)} G(t,t') e^{-\eta \phi(t')},$$

which is in essence an average of the hybridization with neighboring sites in the direction of the fields ($\eta = +$) and against the field ($\eta = -$). The impurity hybridization function in the paramagnetic phase decays rapidly below a threshold of $10^{-5}$ on the first 50 inverse hopping times, as shown in Fig. 6. Following Eq. (35), this leads to a fast decay of the pseudo-particle self-energy $\Sigma_{mm}$ both for the singly occupied state ($m = \uparrow, \downarrow$) and for empty or doubly occupied sites ($m = 0, \uparrow \downarrow$) (see Fig. 6), even though the pseudoparticle Green’s function $G_{mm}$ for the singly occupied state decays very slowly. As the integral kernel in the strong coupling approximation (Eqs. (33) and (34)) is given by $\Sigma$ only, the truncation of the corresponding integrals is possible, and a convergence of the numerical simulations can be obtained for $t_c = 50$ inverse hoppings.

To examine the physical properties of the long-time solution we evaluate the time-evolution of the double occupancy $d(t) = \sum_i \langle n_{i\uparrow}(t)n_{i\downarrow}(t) \rangle$ after excitation of the system with various frequencies $\Omega$ (Fig. 7a). As in Ref. 53, we show the increase of the double occupancy with respect to the initial value, $D(t) = d(t) - d(0)$, normalized to the value after the pulse. We choose an interaction $U = 5.7 > W$, resulting in a Mott gap which is smaller than the bandwidth, so that impact ionization is possible. The double occupancy exhibits a sharp increase after the photo-excitation. The initially created high-energy doubleons relax via impact ionization, creating additional low-energy doubleons. These low-energy doubleons then thermalize on even longer timescales. Due to the computational cost for long-time simulations, only the onset of this final thermalization of the state was observed in previous numerical calculations53,54. Thermalization is confirmed by comparing the final double occupancy to the double occupancy in a thermal state with the same total energy as the photo-excited state, see arrows in Fig. 7(a). The energy of the photo-excited state is obtained from the current $j(t)$ by integrating the electric power $\Delta E_{tot} = \int dt j(t) E(t)$. Note that the agreement between the thermal equilibrium state and the final state of the propagation within the numerical accuracy proves
the conservation of the total energy in the truncated evaluation of the KBE.

The fact that the relaxation is determined by distinct mechanisms on different timescales implies that the time-dependence of the double occupancy does not follow a single exponential function. Instead, one can fit a double exponential function \( d(t) = D_{th} + a \exp\left(-\frac{(t-t_p)}{\gamma}\right) + c \exp\left(-\frac{(t-t_p)}{\tau}\right) \) with separate relaxation times \( \gamma \) (\( \tau \)) for high (low) energy doublons to the evolution of the double occupancy, see Fig. 7(a). The values for \( \gamma \) and \( \tau \) agree with the previously reported values\(^{53} \). However, one can now see that this double exponential provides a good description of the relaxation for much longer times: In the present study, the fit is done from \( t = 15 \) to \( t = 4000 \), compared to the maximum time \( t = 60 \) which would be accessible in the untruncated simulation, and which would only include the onset of the thermalization.

The conversion of high-energy to low energy doublons can also be seen in the occupied density of states in the upper Hubbard band obtained from the partial Fourier transform

\[
A^<(t,\omega) = \frac{1}{\pi} \text{Im} \int ds \, G^<(t+s/2,t-s/2)e^{i\omega s},
\]

plotted in Fig. 7(b). The incident laser pulse initially induces a finite occupation towards the upper edge of the upper Hubbard band. As time progresses, these high-energy doublons decay into low-energy states, transferring spectral weight from the upper band edge to the lower band edge. The role of impact ionization in the initial dynamics can hence be quantified by calculating the ratio of the time-dependent change of the integrated spectral weight at the upper and lower edge. In our calculations, this ratio turns out to be around three, which indicates the decay of a single high-energy doublon (hole) into three low-energy doublons (holes).

IV. DYNAMICS AT THE SUPERCONDUCTING PHASE TRANSITION

Another situation where one can expect physics to emerge at largely separated timescales is the distinct dynamics of electrons and order parameter fluctuations in the vicinity of a non-equilibrium phase transition. As a paradigmatic example, we illustrate the use of the truncated KBE for the dynamics of superconducting fluctuations after an interaction quench in the attractive three-dimensional Hubbard model in the vicinity of the superconducting phase transition. While the late-time dynamics of the order parameter should follow a phenomenological description within time-dependent Ginzburg-Landau theory\(^5 \), microscopic simulations of the Hubbard model could demonstrate how early non-thermal electron distributions can leave a signature in the order parameter fluctuations at later times.\(^{11} \) The consistent description of the intertwined evolution of electrons and order parameter fluctuations in this case was achieved by a solution of the full KBE with a momentum dependent self-energy \( \Sigma_k \) constructed from the fluctuation exchange approximation (FLEX). This could resolve the initial thermalization of the electronic system and the opening of a pseudo-gap in the one particle spectrum, but could not capture the time propagation to a regime where a time-dependent Ginzburg-Landau Theory would be fully applicable. Motivated by this, we analyze below to what extent the same setting as in Ref. 11 can be addressed using the truncated KBE.

The analysis is done for the three-dimensional Hubbard model,

\[
H = \sum_{k\sigma}(c_k - \mu)c_{k\sigma}^\dagger c_{k\sigma} + \frac{U}{N} \sum_q \Delta_q^\dagger \Delta_q, \quad (44)
\]
where the interaction term is already written in terms of the superconducting order parameter \( \Delta_q = \sum_k c_{k+q} c_{-k-q} \) and \( \Delta'_q = \sum_k c^\dagger_{k+q} c^\dagger_{-k} \) for an attractive interaction \( U < 0 \). For the numerical simulation we assume a continuum limit (electrons in the vicinity of a band minimum), so that the dispersion is \( \epsilon_k = k^2 \), and momentum sums become \( \langle 1/N \rangle \sum_k = \int d^2k/(2\pi)^3 \), with a large momentum cutoff \( |k| < k_c \). We choose the cutoff \( k_c = \pi \) and \( \mu = 2.59 \), so that \( k_F = 0.57k_c \), and approximately 18% of the states within the cutoff are filled. We have confirmed that the cutoff is large enough so that resulting errors, such as a violation of the density conservation, are negligible. The solution in terms of FLEX\(^{55}\) combines the random phase approximation (RPA) for the superconducting fluctuations \( \chi_q(t',t') \) in Fig. 8(a), which corresponds to the momentum closest in the full propagation. The slowest decaying mode of \( \Sigma_k(t,t) \), which shows a revival dynamics after an initial decay in \( t \), is plotted as a function of \( t \) in Fig. 8(b), indicating that a truncation with \( |t| > 40 \) (\( t_c = 80 \)) neglects values below a threshold of \( O(10^{-5}) \).

\[ \chi_q(t',t') = \chi_q^0(t',t') + \int_C d\bar{t} \chi_q^0(t',\bar{t}) U(t) \chi_q(t,\bar{t}) \] \( \text{(45)} \)

in terms of the bare propagator \( \chi_q^0(t',t') = \langle T_C[\Delta_q(t)\Delta'_q(t')] \rangle \). The KBE\(^{(16)-(18)}\) for the Green’s function \( G_k(t,t') \), with a fully self-consistent FLEX self-energy

\[ \Sigma_k(t,t') = -\frac{i}{N} \sum_q U(t) \chi_q(t',t') U(t') G_{q-k}(t',t). \] \( \text{(46)} \)

This set of equations can be efficiently implemented for a spherical symmetric system, because \( G_k, \Sigma_k \) and \( \chi_q \) all depend only on the absolute value of \( k \), which makes the simulation of a three-dimensional system feasible on 400 \( k \)-points [see Ref. 11 for details]. The dynamic is initiated by a sudden quench of the interaction \( U \) from the initial paramagnetic equilibrium state \( (U = -3, T = 0.11) \) to \( U = -3.5 \), which is associated with the superconducting phase of the system in equilibrium. As discussed in Ref. 11, a gap opens after the quench due to the enhanced fluctuations as the precursor of a phase transition.

Using the truncated KBE we could simulate the FLEX equations up to \( t = 120 \) hopping times. A closer look at the \( \Sigma_k(t,t') \) in Fig. 8 shows a general decay of the retarded component for the individual momenta in the full propagation. The slowest decaying mode of Fig. 8(a), which corresponds to the momentum closest to the Fermi-surface, is plotted as a function of \( t \) and \( t' \) in Fig. 8(b), indicating that a truncation with \( t_c = 40 \) (\( t_c = 80 \)) neglects values below a threshold of \( O(10^{-5}) \).

As the FLEX approximation is summing over diagrams up to infinite order in \( U \) we need to consider the internal time integrals in the self-energy, which are all embedded in the RPA equation \( \text{(45)} \). The RPA equation for the susceptibility is equivalent to the integral equation \( \text{(24)} \) introduced in Sec. II, where \( \chi \) corresponds to the function \( G \), and \( \chi^0 \) represents the integral kernel \( K \) which should decay as a function of relative time for a truncation scheme to be applicable. The superconducting susceptibility, which is related to the retarded component of \( \chi \), will develop a singularity at \( \omega = 0 \) at the superconducting phase transition, which translates to a constant value in the time domain. The function \( \chi \) can therefore be expected to decay slowly as a function of relative time. The bare susceptibility \( \chi^0 \) on the other hand is moderately decaying, apart from the \( q = 0 \) component which shows a revival dynamics after an initial decay in Fig. 9. Fortunately, the \( q = 0 \) component does not enter the self-energy \( \Sigma \) as the corresponding integral weight is proportional to \( q^{11} \) and higher momenta show a significantly less pronounced revival, yielding a threshold of \( O(10^{-4}) \) for the chosen cutoff times.

Despite the apparently small value of the integral kernels \( \Sigma_k \) and \( \chi^0_k \) at relative times beyond a cutoff time \( t_c = 40 \) or even \( t_c = 80 \), one finds that the solution of the full coupled equations is still sensitive to the truncation error. First of all, one finds a small \( O(10^{-4}) \) increase of the particle number after \( t = t_c \), when going from the full to the truncated KBE, see Fig. 10(c). This increase after \( t_c \) is comparable to the error on the particle number during the full propagation scheme on 80 inverse hoppings, which was identified as an artifact of
FIG. 9: (a) Absolute value of the retarded component of the bare propagator $\chi_0^R$ for different $q$. The color key for the momenta is shown by the circle on the right. (b) Absolute value of $\chi_0^R$ for $q = 0$ as a function of $t$ and $t'$. The dashed (dotted) line indicates the cutoff $t_c = 40$ ($t_c = 80$).

The momentum cutoff $k_c$ in Ref. 11. After the sudden jump in the particle density, the particle number continues to grow in the truncated scheme with a slope similar to the initial decrease observed in the untruncated propagation. A comparison of the electronic distribution in the truncated and untruncated propagation scheme reveals that the increase of particles happens dominantly for states above the Fermi-edge, and therefore increases the energy of the system, see Fig. 10(a). The modification of the particle density is further accompanied by a significant decrease of the superconducting fluctuations, see Fig. 10(b).

The lower value of the superconducting fluctuations in the truncated evolution can be understood by evaluating the electronic spectral function and distribution function in terms of the Wigner transformation (43), see Fig. 11. Since the spectrum yields a slow redistribution of the particles at the Fermi-edge for $t \geq 80$, the electronic distribution can be approximated by thermal states, which fulfill the fluctuation dissipation theorem:

$$A^<(t, \omega) = -\frac{2}{\pi} \text{Im} G^R(t, \omega)f(T, \omega), \quad (47)$$

where $f(T, \omega)$ is the Fermi function. The obtained electronic temperature $T$ increases with the propagation time, causing the decrease of the fluctuations, which leads ultimately to the closure of the pseudo-gap. As the increase of the temperature depends on $t_c$, the heating can be identified as an artifact of the truncation, instead of a feature of the non-equilibrium physics.

This analysis indicates that the truncation error behaves empirically like an additional thermal bath attached to the system, which erases memory longer than $t_c$ due to thermal fluctuations and leads to artificial heating. A direct mapping of the effect onto a specific physical bath is, however, not possible.

V. CONCLUSION

We studied the effect of memory truncation in the KBE within different diagrammatic approximations for the Hubbard model, including both DMFT in the weak and strong coupling limit, and the non-local FLEX approximation. The approach exploits the decay of the self-energy with relative time $|t - t'|$, and truncates the mem-
FIG. 11: (a) Spectral function (black) obtained from the local retarded Green’s function ($-G^R$) by the Wigner transformation defined in Eq. (43) and the occupied spectrum obtained from Eq. (43) (blue filling) for $t_c = 40$ (dashed) and $t_c = 80$ (solid) at $t = 80$. Blue lines correspond to the best approximation of the occupied spectrum by a thermal state according to Eq. (47) with temperature $T$.

(b) Same quantities for $t = 280$.

ory integrals in the KBE beyond a cutoff time $t_c$. With this, the numerical effort to compute the Green’s function on the domain $|t - t'| \leq t_c$ on an equidistant time grid $t = n\delta t$ reduces from $O(n^3)$ to $O(n^2)$, and the required memory reduced from $O(n^2)$ to $O(n^2)$, eliminating the previously limiting memory bottleneck in long time propagations ($n_c = t_c/\delta t$).

The minimal cutoff depends strongly on the physical problem. We find that within the benchmark applications of non-equilibrium DMFT to the single band Hubbard model the results can be converged by increasing the cutoff $t_c$, and simulations are possible to times $t$ which are orders of magnitude longer than $t_c$ itself, and thus orders of magnitude longer than what would be possible with the full KBE. We have demonstrated this with paradigmatic problems which show largely separated timescales, i.e., (i), thermalization and prethermalization after an interaction quench in the Hubbard model at weak coupling, and (ii), impact ionization and thermalization in a photo-excited Mott insulator.

In the case of DMFT, the integral kernels which control the cutoff are all spatially local quantities, i.e., the local self-energy, and the impurity hybridization function in the case of the strong-coupling impurity solver. The truncation of the memory integrals turned out to be more subtle in the case of the FLEX simulation, which requires the joint solution of RPA equations for the momentum dependent pairing fluctuations $\chi_q$ and the Dyson equation with a momentum dependent self-energy $\Sigma_k$. In this case, the decay of the relevant integral kernels depends strongly on momentum. While this prevented to simulate the evolution to times much longer than with the full KBE in the present work, the analysis shows a possible way forward: First of all, one finds that by implementing a suitable momentum dependent cutoff $t_c(k)$, Dyson and RPA equations for most momenta could be solved efficiently (with a shorter cutoff), while long cutoff times are only needed for the determination of the Green’s function with momenta close to the Fermi surface, and for $\chi_q$ with momenta $q$ close to the pairing instability $q = 0$. Moreover, empirically we note that the truncation error manifests itself in a similar way as an additional heat bath. Conversely, one can expect that including real physical thermal reservoirs to the model may allow for shorter truncation times. For the long-time simulation of the dynamics in condensed matter, the electronic subsystem anyway cannot be considered as isolated, and such thermal reservoirs should be incorporated, e.g., to represent the coupling to phonons.

The momentum-dependent cutoff could eventually allow for true multi-scale simulations of the condensed matter dynamics, with a consistent treatment of the non-thermal electron dynamics on femtosecond timescales and the order parameter dynamics on picosecond timescales. Further possible future developments include similar memory truncation to higher-order self-energy approximations within the strong coupling solution of the DMFT impurity model (such as the one-crossing approximation), and the combination of the memory truncation scheme with compact basis representations of the non-equilibrium Green’s functions.
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