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We present a computational method to solve the magnetohydrodynamic equations in spherical geometry. The technique is fully nonlinear and wholly spectral, and uses an expansion basis that is adapted to the geometry: Chandrasekhar-Kendall vector eigenfunctions of the curl. The resulting lower spatial resolution is somewhat offset by being able to build all the boundary conditions into each of the orthogonal expansion functions and by the disappearance of any difficulties caused by singularities at the center of the sphere. The results reported here are for mechanically and magnetically isolated spheres, although different boundary conditions could be studied by adapting the same method. The intent is to be able to study the nonlinear dynamical evolution of those aspects that are peculiar to the spherical geometry at only moderate Reynolds numbers. The code is parallelized, and will preserve to high accuracy the ideal magnetohydrodynamic (MHD) invariants of the system (global energy, magnetic helicity, cross helicity). Examples of results for selective decay and mechanically-driven dynamo simulations are discussed. In the dynamo cases, spontaneous flips of the dipole orientation are observed.
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\section{INTRODUCTION}

Magnetohydrodynamic “dynamo” processes are those in which the motions of an electrically conducting fluid amplify and maintain a finite magnetic field, starting from an arbitrarily small one. They have long been of interest for geophysics and astrophysics\textsuperscript{[1,2,3,4,5,6]} and have more recently become of interest with regard to laboratory attempts to generate dynamo magnetic fields in liquid metals\textsuperscript{[7,8,9,10,11,12]}. Such codes treat homogeneous turbulence efficiently, but are mainly useful in situations involving spatially periodic boundary conditions. Particularly for the case of planetary dynamos and laboratory experiments, restrictions to periodic boundary conditions are a severe limitation. Essential ingredients, such as rotation, global angular momentum, and the interfaces between conducting and non-conducting regions are not readily included. It is to be expected that all of these play a role in the physical situations of interest, and give rise to qualitatively new physical processes not accessible with periodic boundaries.

This present paper represents our attempt to begin a study of these processes by introducing, and displaying some results from, a computational method that is adapted to the geometry of isolated spheres. Our goal is not to reach realistic geophysical parameter regimes (out of the question for the foreseeable future, in any case), but rather to isolate and study those new physical processes that appear in this geometrically more realistic setting. Our results are not to be compared with the ambitious geo-dynamo computation of Glatzmaier and Roberts (e.g., Refs.\textsuperscript{[2,21]}) who include far more physical effects and degrees of freedom than we have at this point. We will consider it not to be a limitation on our work if we are unable to reach realistic Reynolds numbers, so long as the spectra of the dynamo processes we do identify are well-resolved by the number of expansion functions we are able to retain. We think of these efforts as studies of dynamo behaviors exhibited by the MHD equations in spherical geometry without regard to their present applicability to geophysical or laboratory situations. It appears not to be necessary to reach presently-existing ranges of Reynolds numbers or magnetic Prandtl numbers in order to see interesting spontaneously-generated magnetic field behavior.

The numerical technique is entirely spectral, using an expansion basis that is specifically adapted to spherical geometry: the Chandrasekhar-Kendall (hereafter, “C-K”) vector eigenfunctions of the curl\textsuperscript{[20,21,22,23,24,25]} (by construction, C-K functions are also eigenfunctions of the Helmholtz wave equation; see e.g.\textsuperscript{[25]}). These functions form a complete orthogonal set under the boundary conditions we will choose. They can be normalized. Their completeness has been shown by Yoshida for the cylinder\textsuperscript{[22]} and by Cantarella et al\textsuperscript{[24]} for the sphere. The cylindrical version was used some years ago for studying processes believed to be involved in the disruptions of fusion confinement devices\textsuperscript{[26,27,28,29,30]}. Their advantages lie in their natural geometrical relation to the specific geometries in which they are employed (all the boundary conditions can be built into each expansion function) and in certain desirable numerical properties, which include the following. The MHD equations involve several solenoidal fields of which several curls are taken. Taking the curl of a C-K function simply gives the func-
tion back again, times a multiplicative constant. This means that no numerical spatial differentiations are required, with their attendant complication of the expressions and loss of accuracy. The code preserves the ideal MHD invariants very accurately over long times (total energy, magnetic helicity, cross helicity), which is one of the few accuracy checks available to a strongly non-linear code for which non-trivial analytical solutions are scarce. In addition, the ideal invariants are readily exhibited as simple algebraic quadratic sums involving the expansion coefficients, so no numerical integrations are required to evaluate them. Going along with these advantages is a severe disadvantage associated with the lack of a fast transform for the spherical Bessel functions involved, which means that the nonlinear terms lead to convolution sums which grow rapidly with the number of expansion functions retained in the Galerkin approximation. This limits us to mechanical and magnetic Reynolds numbers of the order of a very few thousand, and makes it unlikely that we can ever reach planetary parameters without modeling the small scales of the fluid motions.

But the absence of any coordinate singularities (e.g., \( r = 0 \) in spherical polar coordinates) to worry about anywhere is a considerable advantage, as we noted previously in solving the two-dimensional Navier-Stokes equation inside a circle with non-ideal boundaries \([31, 32]\). The code also can be readily parallelized and there are no potential aliasing problems.

The situation we wish to study is that of an electrically conducting fluid inside a rigid spherical boundary that isolates the fluid, mechanically and magnetically, from everything outside it. The boundary is regarded as a spherical shell that is perfectly conducting (so magnetic fields cannot penetrate the region outside) and is coated on the inside with a thin layer of insulating dielectric so that the electrical current density cannot penetrate the shell. The shell is regarded as mechanically impenetrable, so that the normal component of the fluid velocity vanishes there. We do not employ no-slip boundary conditions on the velocity field, but rather choose the vanishing of the normal component of the vorticity at the spherical boundary as the second boundary condition on the velocity field. This condition is implied by, but does not imply, no-slip boundary conditions on the velocity field, and thereby avoids certain mathematical procedures that sometimes attend the attempts at imposing no-slip boundary conditions. These four boundary conditions for the fields in the external walls, plus regularity of each component of the velocity and magnetic fields at the origin, might be thought of as a total of ten boundary conditions for the system. The above mentioned boundary condition for the vorticity in the wall is easy to implement in the present formulation. Other boundary conditions (e.g. no-slip boundary conditions) can be studied with our method using a penalty method close to the walls (as done for example in Ref. \([34]\)) and will be considered in the future. However, we want to point out that the present election of boundary conditions also avoids some problems present in hydrodynamic incompressible flows when no-slip conditions are imposed (see e.g. \([33, 34]\) for a detailed discussion). Since this topic is beyond the aim of our present study, we will use in the following these simple boundary conditions and leave the study of other options for future work.

An outline of the paper follows. Section \( \text{III} \) introduces the expansion basis and shows how the nonlinear partial differential equations can be reduced to a set of ordinary differential equations, first order in the time, for the expansion coefficients. We include mention of other possible boundary conditions that it is intended to introduce in the future, then settle on the one just described for these runs. The numerical method is discussed in Section \( \text{III} \). Sections \( \text{IV} \) and \( \text{V} \) display our first applications of the code to some simple MHD problems that are considered interesting and that are peculiar to spherical geometry. We simultaneously explore the possibilities for some relative new flow visualization diagnostics when exhibiting our results \([32]\); these are described when they appear. Section \( \text{VI} \) summarizes the results and discussions possible future applications of the method.

II. THE SPECTRAL DECOMPOSITION

C-K functions are constructed from a solution of the scalar Helmholtz equation:

\[
(\nabla^2 + \lambda^2) \psi = 0,
\]

where we are referring to spherical polar coordinates \((r, \theta, \phi)\) and \(\lambda\) is an eigenvalue that will eventually be determined by boundary conditions. Vector eigenfunctions of the curl appropriate to spherical geometry may be constructed according to the following recipe from each solution to Eq. \( \text{III} \):

\[
\mathbf{J} = \lambda \nabla \times \mathbf{r} \psi + \nabla \times (\nabla \times \mathbf{r} \psi).
\]

From this, it may readily be verified that \(\nabla \times \mathbf{J} = \lambda \mathbf{J}\). Thus any single \(\mathbf{J}\) is a “force-free” or “Bernoulli” field, though the sum of two or more of them is not. The relevant scalar \(\psi\) is

\[
\psi_{qlm} = C_{ql} j_l([\lambda_{ql}]r)Y_{lm}(\theta, \phi).
\]

Here, \(C_{ql}\) is a normalization constant, \(j_l\) is a spherical Bessel function of order \(l\), and \(Y_{lm}\) is the normalized spherical harmonic expressed in terms of the polar angle \(\theta\) and the azimuthal (longitudinal) angle \(\phi\). The number \(C_{ql}\) is chosen to make the volume integral of \(\mathbf{J}_{qlm} \cdot \mathbf{J}_{q'lm}^\ast\) over the computational domain equal to unity (the asterisk denotes complex conjugate).

The integer \(l\) is \(1, 2, 3, \ldots\) and \(m\) runs in integer steps from \(-l\) to \(l\). An infinite sequence of values of \(\lambda_{ql}\), labeled by \(q = 1, 2, 3, \ldots\) and \(q = -1, -2, -3, \ldots\) will be determined by a radial boundary condition momentarily to be invoked on \(\mathbf{J}\) for a given \(l\).
The boundary conditions that will be invoked, consistently with the physical description of the region and its boundaries that were given in Sec. 4, refer to the magnetic field \( \mathbf{B} \) and the velocity field \( \mathbf{v} \), both solenoidal, and their curls. The curl of \( \mathbf{v} \) is \( \omega \), the vorticity, and the curl of \( \mathbf{B} \) is \( \mathbf{j} \), the electric current density, in the dimensionless units that remain to be described. We shall demand that the normal (radial) components of all vector fields vanish at the boundary \( r = R \). Since these four fields are to be expanded in the \( J \)'s, making the radial component of each \( J \) vanish at \( r = R \) will guarantee that the boundary conditions will be satisfied for any superposition of them. This vanishing of the normal components of the \( J \) determines the allowed values of \( \lambda_{ql} \), positive and negative, by the locations of the zeros of the spherical Bessel functions. Then the explicit expression for the normalization constant \( C_{ql} \) is

\[
C_{ql} = |\lambda_{ql}i_t + i(l + 1)|^{1/2} \frac{1}{R^{l+1}}. \tag{4}
\]

Positive or negative \( q \) is to be associated with positive or negative \( \lambda_{ql} \) according to \( \lambda_{-ql} = -\lambda_{ql} \). For a variety of radial boundary conditions, including the one just chosen, the \( J_{qlm} \) functions corresponding to differing indices \( q, l, \) or \( m \) can be shown to be orthogonal. Boundary conditions at two different radii can be imposed if spherical Neumann functions are also permitted in \( \psi \).

Given the completeness of the C-K functions so defined, they are then appropriate for expanding various vector fields of incompressible MHD: the magnetic field, fluid velocity, vorticity, electric current density, and vector potential in the Coulomb gauge. These are considered to be the necessary set of quantities to be expanded when studying spherical MHD and dynamos in the class of problems studied here. The ones of slowest spatial variation (smaller \( |q| \), low \( l \) and \( |m| \)) contain the dipole and low-order multipole components of the fields and provide a natural ordering of the spectral contributions from various spatial scales, starting with those of the largest scales.

The MHD equations to be solved are, in familiar dimensionless (“Alfvénic”) units, common in MHD turbulence theory, an equation of motion for the fluid velocity \( \mathbf{v} \),

\[
\frac{\partial \mathbf{v}}{\partial t} = \mathbf{v} \times \omega + \mathbf{j} \times \mathbf{B} - \nabla \left( \mathcal{P} + \frac{\mathbf{v}^2}{2} \right) + \nu \nabla^2 \mathbf{v} + \mathbf{f}, \tag{5}
\]

and the induction equation for advancing the magnetic field \( \mathbf{B} \),

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}) + \eta \nabla^2 \mathbf{B}, \tag{6}
\]

In these units, \( \mathbf{v} \) may be considered to be normalized by the rms value of the velocity field (\( U \), say), and the magnetic field in units that, using the square root of the mass density, converts a magnetic field to an Alfvén speed based upon the same rms velocity. In Eqs. (5) and (6), lengths are measured in units of the spherical radius \( R \) (the radius \( R \) will be 1 in the dimensionless units) and times in units of \( R/U \). \( \mathcal{P} \) is the dimensionless ratio of pressure to mass density, with the mass density assumed to be spatially uniform. A forcing function \( \mathbf{f} \) has been written on the right hand side of Eq. (5) to represent any externally applied mechanical force that can be chosen to mimic a variety of physical effects, a common convention in dynamo-motivated computations in periodic boundary conditions. Both \( \mathbf{B} \) and \( \mathbf{v} \) and their curls are solenoidal.

Note that in the incompressible case, nonlinear coupling between modes is provided by the nonlinearities in both the equation of motion and the induction equation. Here, we are keeping all of these. In the context of planetary dynamos, other physical effects sometimes justify dropping the advection term in the equation of motion. Then other numerical methods (see e.g. Ref. 9) for linearised MHD can be used.

An evolution equation for vorticity can be obtained by taking the curl of Eq. (5):

\[
\frac{\partial \omega}{\partial t} = \nabla \times (\mathbf{v} \times \omega) + \nabla \times (\mathbf{j} \times \mathbf{B}) + \nu \nabla^2 \omega + \nabla \times \mathbf{f}. \tag{7}
\]

Given the appropriate boundary conditions, the vorticity \( \omega \) can be used to determine the velocity \( \mathbf{v} \). The dimensionless viscosity \( \nu \) and magnetic diffusivity \( \eta \) can be interpreted, respectively, as reciprocals of kinetic and magnetic Reynolds numbers based on \( U, R \), and the laboratory (dimensional) values of kinematic viscosity and magnetic diffusivity.

The numerical scheme is to solve Eqs. (5) or (7) and (6) by representing \( \mathbf{v} \) and \( \mathbf{B} \) as the Galerkin expansions,

\[
\mathbf{v}(r,t) = \sum_{qlm} \frac{\xi_{qlm}^v(t)}{\lambda_{ql}} J_{qlm}(r) \quad (r \leq R) \tag{8}
\]

\[
\mathbf{B}(r,t) = \sum_{qlm} \frac{\xi_{qlm}^B(t)}{\lambda_{ql}} J_{qlm}(r). \tag{9}
\]

Here, the unknowns are the now complex, time-dependent expansion coefficients \( \xi_{qlm}^v \) and \( \xi_{qlm}^B \). The vorticity and current density are given by the same series, each term multiplied by the appropriate value of \( \lambda_{ql} \).

Next, we may substitute Eqs. (8) and (9) into Eqs. (5) and (6), say, and take inner products one at a time with the functions \( J_{ql'm'} \). Using their orthonormality, the dynamical equations become

\[
\frac{\partial \xi_{qlm}^v}{\partial t} = \sum_{j,k} (A^v_{jlk} \xi_{qlm}^v + B^v_{jlk} \xi_{qlm}^B) - \nu \lambda_{qlm}^2 \xi_{qlm}^v + \xi_{qlm}^f, \tag{10}
\]

\[
\frac{\partial \xi_{qlm}^B}{\partial t} = \sum_{j,k} C^B_{jlk} \xi_{qlm}^v - \eta \lambda_{qlm}^2 \xi_{qlm}^B. \tag{11}
\]

The indices \( i, j, k \) are regarded as shorthand; each one of them represents the triple of numbers \( q, l, m \) necessary to identify a single member of the family of the C-K functions \( J_{qlm} \). The sum is over all the values retained in the Galerkin expansion.
FIG. 1: Speed-up of the code in two Linux clusters in parallel simulations with \( \max(q) = \max(l) = 7 \). The dotted line indicates the ideal scaling.

The nonlinearity, both in the original partial differential equations and in the ordinary differential equations (10) and (11), are quadratic. The kinematic coupling coefficients (which do not contain the \( \xi \) ) \( A'_{jk} \), \( B'_{jk} \), and \( C'_{jk} \), are numerical integrals of considerable complexity. Their evaluation and storage as a table is one of the most demanding parts of the computation, and some features of that evaluation are described in Section III. On the right hand side of Eq. (10), we have represented the forcing function \( f \), if any, by its expansion over the retained C-K functions. The coefficients \( \xi^l \), if non-zero, are to be regarded as known, possibly time-dependent functions that may excite the velocity field, and may stand for various mechanical processes. The coupling coefficients in Eqs. (10) and (11) are reducible to

\[
A'_{jk} = C'_{jk} = \frac{\lambda_i}{\lambda_j} I^l_{jk}, \quad B'_{jk} = \lambda_i \lambda_j I^l_{jk},
\]

where

\[
I^l_{jk} = \int J^l_i \cdot (J_j \times J_k) \, d^3x.
\]  

III. NUMERICAL METHOD

Equations (10) and (11) are solved numerically with double precision in a sphere of radius \( R = 1 \). The expansion coefficients \( \xi \) are in general complex, and since the fields are real, the coefficients satisfy the condition \( \xi_{q,l,-m} = (-1)^m \xi^*_q_{p,m} \). As a result, only the coefficients for non-negative values of \( m \) are stored and evolved in time.

Before the simulation is started, for a given resolution in \( q \) and \( l \) (and all possible values of \( m \)) all required values of the normalization coefficients \( C_{q,l} \) are computed using Eq. (1) and stored. The values of \( \lambda_{jl} \) are computed numerically as the roots of the spherical Bessel functions using a combination of bisection and Newton-Raphson [37]. Finally, the coupling coefficients \( I^l_{jk} \) are computed and stored.

The coupling coefficients are complex, and from Eq. (13) satisfy the relation \( I^l_{jk} = -I^l_{kj} \). The integral in Eq. (13) is separable in spherical coordinates. In the \( \phi \) direction, the integral reduces to the condition \( m_k = m_i - m_j \); in any other case the coupling coefficients \( I^l_{jk} \) are zero. The radial integral reduces to seven integrals involving three spherical Bessel functions or their derivatives, and the integral in the polar angle reduces to seven integrals on three Legendre functions and their derivatives. Radial integrals are computed numerically with high precision using Gauss-Legendre quadratures, while integrals in \( \theta \) are computed using Gauss-Jacobi quadratures [37].

Due to symmetry properties of the Legendre functions, all coupling coefficients with \( l_i + l_j + l_k + m_i + m_j + m_k \) even are purely real, while the remaining coefficients are purely imaginary, another property that can be used to save memory.

Once tables containing all these values are stored, the evolution of the system reduces to solving the set of ordinary differential equations defined by Eqs. (10) and (11). These equations are evolved using a Runge-Kutta method of fourth order [38]. The MHD equations have three quadratic ideal invariants: the total energy \( E \), the magnetic helicity \( H \), and the cross helicity \( K \). In spectral space the invariants can be computed as

\[
E = \frac{1}{2} \sum_i \left( \frac{\xi_i^e}{\lambda_i} + \frac{\xi_i^B}{\lambda_i} \right)^2, \quad (14)
\]

\[
H = \frac{1}{2} \sum_i \frac{\xi_i^B}{\lambda_i}, \quad (15)
\]

\[
K = \frac{1}{2} \sum_i \frac{\xi_i^e}{\lambda_i}. \quad (16)
\]

The conservation of these quantities up to the numerical precision serves as a test of the code and have been verified in simulations with \( \nu = \eta = 0 \). In a simulation with \( \max(q) = \max(l) = 5 \), the invariants were conserved up to the sixth decimal place after 200 turnover times. The turnover time is defined as \( T = R/U \).

The system is evolved entirely in spectral space and all global quantities are also computed spectrally. To obtain representations of the fields in configuration space, Eqs. (8) and (9) are used.

The reciprocal of the smallest \( |\lambda| \) may be identified with the largest length scale in the dynamics allowed by the boundary conditions, and the reciprocal of the largest \( |\lambda| \) retained may be considered to be the smallest resolvable spatial scale. In a typical computation (see e.g. Section V), these numbers may be \( \approx 4.59 \) and \( \approx 41.3 \), respectively. The minimum and maximum wavenumbers in our previous 3D periodic dynamo computations (e.g. in a 256$^3$ dealiased simulation using the 2/3-rule [38]) have
typically been 1 and 85 in dimensionless units, by comparison. The fact that the maximum to minimum ratio of allowed wavenumbers is more than 9 times greater for the 256$^3$ code shows that far less spatial resolution appears to be available in the C-K code as presently run. If “degrees of freedom” are taken as a formal measure of the resolution, then its $1.6 \times 10^4$ makes the C-K code roughly comparable with the $7.8 \times 10^4$ available to a dealiased periodic 3D code that is of resolution 64$^3$. That is not, however, the whole story, since very many Fourier coefficients would be needed to represent accurately any of the C-K functions which are, individually, all consistent global physical states of the system obeying all the boundary conditions. We find that there are many situations that can be computed with the C-K code that are nontrivial, highly nonlinear, and that are well-resolved as indicated by the presence of an unmistakable dissipation range for their $\lambda$-spectra; these include situations exhibiting a variety of dynamo behavior.

Besides the quadratic ideal invariants and the reconstruction of the field components, two vector quantities will be of interest. The angular momentum $\mathbf{L}$ is defined as

$$\mathbf{L} = \int \mathbf{r} \times \mathbf{v} \, d^3x,$$

(17)

where a unity mass density is assumed, and the magnetic dipole moment $\mu$ is given by

$$\mu = \frac{1}{2} \int \mathbf{r} \times \mathbf{j} \, d^3x.$$

(18)

In terms of the C-K functions, these two quantities become

$$\mathbf{L} = 4R^3 \sqrt{\frac{\pi}{3}} \sum_q C_{q,1} \frac{j'_1(|\lambda_{q,1}|R)}{|\lambda_{q,1}|} \left[ -\xi_{q,1,0} \hat{z} + \sqrt{2} Re \left( \xi_{q,1,1} \hat{x} - 2Im \xi_{q,1,1} \hat{y} \right) \right],$$

(19)

$$\mu = 2R^3 \sqrt{\frac{\pi}{3}} \sum_q C_{q,1} |\lambda_{q,1}| j'_1(|\lambda_{q,1}|R) \left[ -\xi_{q,1,0} \hat{z} + \sqrt{2} Re \left( \xi_{q,1,1} \hat{x} - 2Im \xi_{q,1,1} \hat{y} \right) \right].$$

(20)

As previously mentioned, in the code a sphere with $R = 1$ is used. Note that only modes with $l = 1$ and $m = 0, \pm 1$ give a contribution to the angular momentum and the dipole moment. With the boundary conditions considered in this work, the angular momentum is not a conserved quantity unless $\nu = 0$. Other choices of the boundary conditions can lead to a conservation of the angular momentum even in the non-ideal case. Those boundary conditions apply to the case when the sphere of magnetofluid is isolated from torques, but we will defer consideration of that situation to a later paper.

The code is written in Fortran 90 and parallelized using MPI. Since most of the computing time is spent in the sums in Eqs. (10) and (11), the parallelization is done as follows. Each processor contains a complete copy of the expansion coefficients $\xi$, but only a portion of the coupling coefficients $I_{jk}^q$. The array $I_{jk}^q$ is distributed in $q$ if the number of processors is smaller or equal than $2q$, and distributed in $q, l, m$ in any other case. Each processor computes the sums in Eqs. (10) and (11) locally for the corresponding values of $q, l, m$, and after each iteration of the Runge-Kutta method the coefficients $\xi$ are synchronized between all processors. The required communication is minimal and the scaling of the code as the number of processors is increased is close to ideal.

Figure 2 shows the speed-up vs. the number of processors in two different Linux clusters, in a simulation using $\max \{q\} = \max \{l\} = 7$. The clusters differ in the network configuration. The speed-up is defined as the time required to do one time step in $N$ processors divided by the time required in one processor. The code shows ideal scaling up to $N \approx 2 \max \{q\}$. A drop is then observed and is related to the change in the parallel distribution of the array $I_{jk}^q$. However, after this drop a linear scaling is again recovered.

**IV. SELECTIVE DECAY**

“Selective decay” refers to a frequently studied MHD turbulence situation in which a system with initial magnetic helicity present evolves with a rapid decay of total energy relative to the magnetic helicity. This situation has been studied previously in periodic boundary conditions and it is of interest to see if the behavior is affected by spherical geometry. The late-time state is a
FIG. 3: Relative magnetic helicity as a function of time for runs I (solid line) and II (dashed line). The relative helicity at late times increases with the Reynolds number. Note the maximum possible value for the relative helicity is $\min\{-1/|\lambda|\} \approx 0.22$.

quasi-steady configuration in which the remaining energy is nearly all magnetic and is condensed into the longest wavelength modes allowed by the boundary conditions. Selective decay has been extensively studied in periodic boundary conditions (see, e.g., [39, 40, 41]). In Ref. [42] it was found that given isotropic initial conditions in a periodic box, the final state of the magnetic field corresponds to an Arn’old-Beltrami-Childress (ABC) field at the largest possible scale with $A$, $B$, and $C$ equal. It is therefore of interest to test selective decay in a sphere, and to observe the geometry of the magnetic and velocity fields in the late-time state.

Two runs were done, the first (run I) with $\nu = \eta = 1 \times 10^{-2}$, and the second (run II) with $\nu = \eta = 6 \times 10^{-3}$. Run I was done with $\max\{q\} = \max\{|l|\} = 7$, and run II with $\max\{q\} = \max\{|l|\} = 9$. In both simulations, no external force was applied, and the system was allowed to evolve for a long time (20 initial large scale turnover times).

The non-vanishing initial expansion coefficients in both simulations are

$$
\xi_{3,3,0}^v = \epsilon_{3,3,0}^v = -u_0, \quad \xi_{3,3,0}^B = \frac{5}{3} \xi_{3,3,0}^B = B_0, \quad (21)
$$

$$
\xi_{3,m}^v = \epsilon_{3,3,m}^v = u_0(1 + i), \quad (22)
$$

$$
\xi_{3,3,m}^B = \frac{5}{3} \xi_{3,3,m}^B = B_0(1 - i), \quad (23)
$$

where $m$ runs from 1 to 3 and negative values of $m$ are given by $\xi_{q,1,-m} = (-1)^m \xi_{q,-m}$. The amplitudes $u_0$ and $B_0$ were chosen to have initial kinetic and magnetic energies of order unity ($u_0 = 4$ and $B_0 = 0.4$). These initial conditions correspond to a small cross correlation between the velocity and magnetic fields, a non-helical velocity field at an intermediate scale, and a (non-maximally) helical magnetic field at the same scale. The initial angular momentum is zero and remains negligible during the complete simulation. The kinetic and magnetic Reynolds numbers, based on the length $R = 1$ and the initial rms velocity, are respectively defined as

$$
R_V = \frac{RU}{\nu}, \quad (24)
$$

$$
R_M = \frac{RU}{\eta}. \quad (25)
$$

In run I $R_V = R_M \approx 98$, and in run II $R_V = R_M \approx 165$.

Figure 4 shows the time history of the kinetic, mag-
evolves, the ratio $H_\lambda$ with eigenvalue Reynolds numbers are further increased. The dominance of a helical large scale magnetic field at late times can also be identified in an inspection of the fields in configuration space. Figure 4 shows field intensity and field lines for the velocity and magnetic field at $t = 1.5$ (left) and $t = 15$ (right) in run II. While at early times both fields show small scale features, at late times the velocity field looks reminiscent of a quadrupole and the magnetic field looks like a dipole oriented roughly in the $z$ direction. However, the magnetic field at $t = 15$ is helical and the magnetic field lines are not purely poloidal. There is a small toroidal component to the magnetic field, and the magnetic field lines proceed slowly in the $\phi$-direction in a helical fashion.

In Fig. 4 and in the following visualizations the labels are as follows. The $x$, $y$, and $z$ directions are indicated by the arrows (in the online version, these are respectively red, green, and blue). The color and opacity are proportional to the field intensity, colorbars are given as a reference. Field lines are computed taking a snapshot.
FIG. 7: Above: kinetic energy density and velocity field lines in run II, at $t = 1.5$ (left) and at $t = 15$ (right). Below: magnetic energy density and magnetic field lines in the same run, at $t = 1.5$ (left) and at $t = 15$ (right). For convenience, intensity and field lines are always shown in pairs, with intensity on the left and field lines on the right.

of the field at a fixed instant in time, and integrating a trajectory from twenty random points in the surroundings of the center of the sphere. The field is not evolved in time as the lines are integrated. To indicate the direction of the fields, in the online version the lines change color according to the distance integrated from the initial point; from red to yellow, and finally blue.

V. DYNAMO EFFECT

In an MHD dynamo, an initially small "seed" magnetic field is amplified and sustained against Ohmic dissipation solely by the motions of a conducting fluid. Magnetic fields observed in planets and stars are believed to be the result of a dynamo process. The mechanical mechanisms proposed vary widely, including thermal convection, Ekman pumping due to rotation, precession, irregularities on the inner surface of the planetary mantles, and so on.

In this Section, we study three simple examples of forced dynamo action in the sphere with relatively simple realizations of the forcing function $f$ of Eq. (5). Figure 8 shows visualizations of the two expressions used for $f$. The geometry of the forcing function is not intended to mimic any particular process in the planetary or stellar dynamos, but is rather inspired in a common practice in dynamo simulations with periodic boundary conditions: a few spectral modes are forced in the mechanical energy, and for Reynolds numbers large enough generic properties of the simulations are studied.

In all cases to be described here, a purely hydrodynamic ($\mathbf{B} = 0$) computation was carried out first until a steady state (laminar or turbulent) was reached for the velocity field. The amplitude of $f$ was chosen to have rms velocity of order one in the steady state. Then a random magnetic field with energy $E_M \sim 10^{-6}$ was loaded into the modes with $|q| = l = 4$. The simulations were then continued in order to observe the amplification and subsequent development of the magnetic field.

Three dynamo simulations were done in which the Reynolds numbers and the number of modes excited were
progressively increased. In the first case, the system reaches a steady state with a stable dipole moment which varies little in time. In the second case, the dipole moment forms, then spontaneously changes direction. In the third, the Reynolds number is high enough that the velocity field might be called turbulent, and many modes are excited; for this case, the dipole moment changes erratically in time.

A resolution of $\max\{|q|\} = \max\{|l|\} = 9$ was used in all the runs. The same criteria as in the previous section was used to decide if a simulation was well resolved. For the last run, a simulation with higher resolution was also carried out to see if the results would be modified by the change in resolution.

A. Laminar runs

In this section we present results from two runs with $\nu = \eta = 3 \times 10^{-3}$. In run III, the external forcing $f$ in Eq. (5) is given by the coefficient

$$\xi^f_{2,2,1} = f_0(1 + i),$$

with $f_0 = 1.4$, which corresponds to one C-K mode and as a result injects maximum kinetic helicity in the system. Figure 8 shows visualizations of the two forcing functions in configuration space. In both cases the forcing is stronger in the center of the sphere, and a modulation due to $m = 2$ modes in the forcing can be easily identified. The phase and amplitude of the external force $f$ were kept constant during the entire simulations.

Figure 10 shows the time history of the magnetic and kinetic energy in run III. The Reynolds numbers based
FIG. 12: Kinetic (dashed line) and magnetic energy (solid line) as a function of time in run IV.

on the length $R = 1$ and the rms velocity are $R_V = R_M \approx 290$, and the energy containing scale of the flow is $\ell \approx 0.5$. Before the magnetic field is introduced, only the forced mode is excited. After the magnetic seed is introduced, the magnetic energy is amplified exponentially in a kinematic regime. Then the magnetic field saturates around $t \approx 150$ and the Lorentz force quenches the velocity field. In the final steady state, more mechanical modes besides the forced mode are excited. This is the result of an instability of the flow, triggered by the Lorentz force as the magnetic field grows exponentially.

Figure 10 shows the trace of the orientation of the dipole moment in the surface of the unit sphere, and the magnitude of the dipole moment as a function of time for run III. The dipole moment grows during the kinematic stage, but its orientation changes erratically in time. At $t \approx 200$ $|\mu|$ reaches its maximum amplitude and converges slowly to a steady state. Also it direction changes slowly, and after $t \approx 400$ almost no change is observed. At late times the dipole shows no inclination toward further systematic dynamical development.

A visualization of the velocity and magnetic fields in configuration space in the steady state of run III is shown in Fig. 11. The kinetic energy is concentrated in two counter-rotating regions, located in the center of each hemisphere. Note the $m = 2$ modulation in the forcing is still visible in the kinetic energy density. The velocity field in these regions is mostly toroidal, as indicated by the velocity field lines. The magnetic energy is larger in the center of the sphere, and along the axis defined by the two counter-rotating eddies. In the interior, but away from the axis, magnetic field lines are mostly toroidal, as the result of the stretching by the two counter-rotating eddies. Along the axis and close to the boundaries, the flow is mostly poloidal.

The time history of the kinetic and magnetic energy in run IV is shown in Fig. 12. The Reynolds numbers for this run (based on the length $R = 1$) are $R_V = R_M \approx 280$, and the energy containing scale of the flow is $\ell \approx 0.48$. Although the kinematic viscosity and magnetic diffusivity are the same as in run III, the external forcing injects energy in a larger number of modes and even before the magnetic field is introduced non-forced modes have some mechanical energy. After the magnetic seed is introduced, the magnetic energy grows exponentially until at $t \approx 150$ saturates. The system seems to reach a steady state but suddenly at $t \approx 500$ the magnetic energy decreases by a factor of $\approx 1.8$, the kinetic energy increases by $\approx 1.1$, and the system reaches a second steady state.

The abrupt change in the kinetic and magnetic energy in run IV at $t \approx 500$ is associated with a reorientation of the magnetic dipole moment. Figure 13 shows the time evolution of the direction and amplitude of $\mu$. As in run III, in the kinematic stage the dipole moment grows rapidly and its direction fluctuates erratically, until reaching a first quasi-steady state at $t \approx 200$. The dipole moment then stays approximately constant until at $t \approx 400$ the magnetic field evolves rapidly, and the dipole moment changes direction to a second attractor (reached at $t \approx 600$). The angle the dipole flips by is close to $\pi/2$. After $t \approx 600$ only a slow change in $\mu$ is observed. The amplitude of the dipole moment also changes rapidly as the dipole shifts at $t \approx 400$; while at $t \approx 300$ $|\mu| \approx 0.36$, at $t \approx 1000$ $|\mu| \approx 0.54$.

Figure 14 shows the kinetic and magnetic energy spectra in run IV at different times. The kinetic energy spec-
Fig. 14: Kinetic energy spectrum at $t = 52$ (thick (blue) solid line) and at $t = 500$ (thick (blue) dash-dotted line) in run IV; the thin lines correspond to the magnetic energy spectrum at $t = 52$ (solid), $t = 82$ (dotted), $t = 250$ (dashed), and $t = 500$ (dash-dotted).

The kinetic energy spectrum peaks at $|\lambda| \approx 9$, corresponding to the forced modes with $q = 2$ and $l = 2$. The energy in the remaining modes is at least two orders of magnitude smaller than in the forced modes. At late times, some kinetic energy is excited in the largest available scale, as well as a small angular momentum ($|L|^2/E_V \approx 1.5 \times 10^{-4}$ after $t \approx 600$). The angle between the dipole moment and this small angular momentum remains constant after $t = 100$ and is $\pi/2$. Visualizations of the velocity and magnetic fields in configuration space are shown in Fig. 15. The geometry of the velocity field is more complex than in run III, although the $m = 2$ modulation in the kinetic energy can still be recognized. Note that $t = 315$ the magnetic field lines are mostly poloidal in the center of the sphere, and toroidal close to the boundary. The change in the orientation of $\mu$ at $t \approx 400$ takes place without a strong change in the velocity field, and a relatively small change in the magnetic field configuration.

B. A rapidly-varying dipole

For run V, the external forcing $f$ is given by Eqs. (29) and (30), but the kinematic viscosity and magnetic diffusivity are dropped to $\nu = \eta = 3 \times 10^{-4}$. The resulting kinetic and magnetic Reynolds numbers based on the length $R = 1$ are $R_V = R_M \approx 2300$, and the energy-containing and Taylor scales are respectively $\ell \approx 0.4$ and $\lambda_T \approx 0.35$.

The evolution of the kinetic and magnetic energy in run V is shown in Fig. 16. Again, after an initial kinematic regime where the magnetic energy is amplified exponentially, the system reaches a statistical steady state. Note that in this simulation both the kinetic and magnetic energy fluctuate strongly with time, indicating the nonlinear coupling between modes is stronger than in runs III and IV, as a result of the higher Reynolds numbers.

Figure 17 shows the trace of the dipole moment in the surface of the unit sphere, and its intensity as a function of time, in run V. The direction of $\mu$ appear to fluctuate randomly, changing hemisphere with a characteristic time of the order of 100 eddy turnover times. In the meantime, the whole surface of the unit sphere seems to be explored by the fluctuations in $\mu$. The angular momentum is small and fluctuates around $|L|^2/E_V \approx 5 \times 10^{-3}$. However, unlike in Run III, in this simulation the angle between the dipole moment and the angular momentum is not even approximately constant and fluctuates seemingly randomly between 0 and $\pi$. The question of under what circumstance the dipole favors one or another alignment appears to be quite unsettled, and deserves further study in higher-resolution simulations with larger angular momentum and rotation.

The kinetic and magnetic energy spectra in run V at several times are shown in Fig. 18. More modes are excited in the velocity field, in accordance with the strong fluctuations in time observed in the kinetic energy. While in runs III and IV the magnetic energy spectrum peaks at large scales even during the kinematic regime, in run V at early times the magnetic energy peaks at scales smaller than the forcing scale. Also, after the nonlinear saturation of the dynamo, a fluctuation in the amplitude of the large scale magnetic field is observed. The minima are correlated with times of minima of $\mu^2$, when the three components of the dipole moment fluctuate around zero. Most of the activity in this run is in small scales and fluctuations in the flow are larger than in runs III and IV. Even at late times when a large scale magnetic field has developed, intermediate scales give a large contribution to the magnetic energy. This also explains the strong fluctuations observed in the dipole moment. Since $\mu$ is proportional to the current density, the small scales give a large contribution to the dipole moment.

Figure 19 shows the magnetic and velocity field in real space at two different times in run V. The fields have more small scale structure than in run IV. Any trace of the $m = 2$ modulation of the forcing has been completely lost. Also, in the kinematic regime (see e.g. the magnetic field at $t = 75$) the magnetic energy is mostly in the small scales, as also indicated by the magnetic energy spectrum.

VI. DISCUSSION

We have introduced some computational machinery that is intended for a quantitative discussion of nonlinear and incompressible magnetohydrodynamics inside a sphere for a wide range of initial conditions and varieties of mechanical forcing. It is concerned essentially with the analytical and computational aspects of dynamo ac-
FIG. 15: Above: kinetic energy density and velocity field lines in run IV, at $t = 315$ (left) and at $t = 1065$ (right). Below: magnetic energy density and magnetic field lines in the same run, at $t = 315$ (left) and at $t = 1065$ (right). The same conventions than in Fig. 7 are used.

FIG. 16: Kinetic (dashed line) and magnetic energy (solid line) as a function of time in run V.

The operation of the wholly spectral code, which has had a precedent in axially periodic circular-cylinder geometry has been illustrated by a few simple examples, not in any sense a comprehensive study. First, decaying turbulence has been studied involving the relaxation of helical initial conditions to a magnetically dominated state whose spectrum is dominated by the longest allowed spatial scales and whose kinetic energy is essentially gone. Also, dynamo computations have been done for three successively higher sets of Reynolds numbers, revealing a different magnetic behavior in each case. In
the first case, a magnetic dipole formed in what was essentially a laminar velocity field and appears willing to persist for as long as the code is run. In the second case, another dipole formed, but after the passage of a few hundred large-scale eddy-turnover times, it changed its magnitude to a somewhat larger value, and flipped its orientation, for reasons we do not know but that are worth exploring. These fluctuations have required neither a preferred direction enforced by rigid rotation nor thermally convective rolls. Finally, in the third case, the velocity field had Reynolds numbers (based on the radius of the sphere) of about 2300 and could be said to be turbulent. In this turbulent case, there was a dipole moment, but it exhibited no systematic or regular behavior as far as we could tell, and changed its orientation from one hemisphere to the other every 100 or so eddy turnover times, exploring in the meantime all possible orientations. It did appear to be a resolved computation, despite the turbulence, and we believe represents a bona fide solution of the MHD equations. All these runs, it should be stressed, were carried out with a magnetic Prandtl number of unity, and may well change for values far from that. One outcome to be noted is that neither turbulence nor rotation have been a necessary ingredient for the development and maintenance of a magnetic dipole, but the presence of mechanically helicity has helped a lot. Spontaneous changes in magnetic dipole orientation have been easy to observe, both in laminar and turbulent cases.

We should also stress that the code as presently constituted is limited to a relatively small number of degrees of freedom, far fewer than well-resolved high Reynolds number mechanical turbulence would demand. It will also be attempted to design wall-friction terms to permit a more efficient exchange of angular momentum from the fluid to the wall, once rigid rotation is introduced. Also rigid rotation and different boundary conditions for the magnetic fields can be implemented. Given the properties and limitations of the method described (purely spectral, non-dispersive, and conservative), we believe this method can be used as a testbed to explore the effect of different physical effects, boundary conditions, subgrid models (several models, such as the Lagrangian averaged model are easier to implement in spectral space), etc., before trying these ideas in more complex and realistic codes to reach high Reynolds numbers.
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