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Abstract: $\lambda^0$-measure is a special type of fuzzy measure. In the context of multi-attribute decision making (MADM), the measure can be used together with Choquet integral to model the interdependencies that usually present between the decision attributes. Unfortunately, the range of techniques available to estimate $\lambda^0$-measure values is too limited i.e., only four techniques are available to this date. Besides, the review on literature shows that each of these existing techniques either requires some initial data from the decision-makers or misrepresents the actual interdependencies held by the attributes. Thus, an alternate unsupervised technique is needed for the estimation of $\lambda^0$-measure values. This study has developed such a technique by integrating the idea of distance correlation and Shannon entropy. In this technique, the two inputs required to estimate $\lambda^0$-measure values, namely, the interdependence degrees and fuzzy densities are determined by utilizing the distance correlation measures and entropy weights, respectively. An evaluation to rank the websites owned by five different hospitals located in Sabah, Malaysia, was conducted to illustrate the usage of the technique. A similar evaluation was also performed with a few selected MADM techniques for comparison purposes, where the proposed technique is found to have produced the most consistent ranking. From the literature perspective, this study has contributed an alternate unsupervised technique that can estimate $\lambda^0$-measure values without necessitating any additional data from the decision-makers, and at the same time can better capture the interdependencies held by the attributes.
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1. Introduction

The evaluation on a finite set of alternatives based on a predetermined set of attributes is known as a multi-attribute decision making (MADM) problem [1]. When dealing with any standard MADM problem, the decision-makers aim to systematically rank the available alternatives and select the alternative that is most suitable for their goals. The ranking is usually done by calculating the aggregated score of each alternative [2], where the higher aggregated score indicates the more preferred alternative for the existing problem.

Let $x_{i1}, x_{i2}, \ldots, x_{in}$ represent the performance scores of an alternative ($i$) with respect to the number of evaluation attributes ($n$). Aggregation can then be described as a procedure of synthesizing the scores into a single global score using a specific mathematical function known as aggregation operator [3]. The available aggregation operators can be divided into two main categories, which are linear and non-linear operators [4].
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The linear operators such as simple weighted mean and ordered weighted average aggregate the scores with the assumption that there are no significant interdependencies between the evaluation attributes [5]. The assumption appeared to be false in many real situations as the attributes are usually tied to some degree of interdependencies [6]. In other words, using linear operators in a problem involving interactive attributes may lead to incorrect aggregated scores and ranking of alternatives, which usually results in misleading decisions. Fortunately, non-linear operators are not affected by this aspect.

Unlike linear operators, the non-linear operators can aggregate the scores by modelling the presence of interdependencies among the attributes. A few non-linear operators and the extended versions have been introduced recently. For example, the Bonferroni mean [7], weighted Pythagorean fuzzy interaction power Bonferroni mean [8], Zhenyuan integral [9], and Atanassov intuitionistic fuzzy Zhenyuan averaging operator [10]. However, the focus of this paper is narrowed on the Choquet integral [11], which remains as a popular non-linear operator that has been utilized widely in various areas of research spanning business management, engineering, healthcare, and transportation. The ability of the integral to deal with interactive attributes which resulted from its association with a measure is called a fuzzy measure [12]. Specifically, the usage of Choquet requires a prior estimation of fuzzy measure values. From a MADM perspective, these values represent the importance of every possible subset of the decision attributes. In other words, the values not only denote the individual importance of every attribute, but also the importance of all possible attribute coalitions [13].

For instance, a decision-maker wishes to assess the performance of a group of teachers based on the following three attributes: Teaching ability (c₁), communication skill (c₂), and knowledge level (c₃). In advance to computing the aggregated score of each teacher using the Choquet integral, the decision-maker will first need to estimate the values of the following subsets, \( g: \emptyset, \{c₁\}, \{c₂\}, \{c₃\}, \{c₁, c₂\}, \{c₂, c₃\}, \{c₁, c₂, c₃\} \).

In short, for any decision analysis involving \( n \) number of evaluation attributes, one will need to estimate the \( 2^n \) values of fuzzy measure [14]. Hence, the complexity involved in the procedure of fuzzy measure estimation grows exponentially with the increase of \( n \) [15]. Various forms of fuzzy measure such as \( \lambda^0 \)-measure have been developed to overcome this complexity [16]. This study is prompted by the limitations that are associated with the current \( \lambda^0 \)-measure estimation techniques. Further details on the motivation of this study are provided in the following subsection.

1.1. Motivation of the Study

In contrast to other forms of fuzzy measure, the values of \( \lambda^0 \)-measure can be estimated with an uncomplicated computational procedure. However, the review on past literature showed that the techniques for the estimation of \( \lambda^0 \)-measure values are too limited, in which only four techniques are available to this date. Three supervised techniques, namely the original technique [16], the DEMATEL-based technique [17], and the ISM-based technique [18] were introduced initially, but as the term “supervised” suggests, all the three techniques required some initial data from the decision-makers [19] for the estimation. To be precise, the decision-makers are required to subjectively provide some data on the relationships held by the decision attributes. However, the decision-makers who are unfamiliar or less-informed on the decision attributes may struggle to provide such initial data.

Besides that, it was found that the amount of initial data required by each of these supervised technique increases significantly with a higher number of decision attributes, \( n \). In actuality, the original technique, the DEMATEL-based technique, and the ISM-based technique requires \( n(n - 1)/2, 3n(n - 1)/2, \) and \( 2n(n - 1)/2 \) amount of initial data, respectively. In other words, the initial data requirement of the DEMATEL and ISM-based technique is three-fold and two-fold than that of the original technique respectively. Although the initial data requirement of all the three techniques is still at a manageable level when \( n \) is fairly small, it will grow exponentially with the addition of every new attribute. This situation indicates that even a fully-informed decision-maker may encounter some difficulty to provide the necessary initial data, especially when \( n \) is sufficiently large. As a result of these
limitations, a Pearson correlation-based unsupervised (PCBU) technique was recently introduced by Krishnan et al. [20], which does not require any initial data from the decision-makers. The technique utilizes Pearson correlation coefficients as the main inputs for the estimation. However, scholars have proven that Pearson correlation coefficients do not always capture the real interdependencies between the attributes [21,22]. The outcome of this technique is therefore ambiguous.

All in all, the existing gaps in the literature can be summarized as follows. It appears that the range of techniques meant for estimating $\lambda^0$-measure values is too limited. To worsen the situation, every existing technique is either associated with the issue of complicated initial data requirement or misrepresents of the actual interdependencies held by the attributes. These gaps are hinting that there is a necessity to further explore the possibility of developing an alternate estimation technique, which is free from the said two issues. In other words, this study is motivated by the need for an alternate unsupervised technique which is not only free from the initial data requirement, but can also effectively capture the interdependencies between attributes simultaneously.

1.2. Statement on Contributions

The key contribution of this study is two-fold. Firstly, from the literature perspective, this study has presented an alternate technique to estimate $\lambda^0$-measure values. In contrast to the existing techniques, the proposed technique has the merit of performing the estimation without necessitating any additional data from the decision-makers, and at the same time can better-capture the interdependencies that present between the attributes. The technique was developed by integrating the idea of distance correlation and Shannon entropy weights, where such integration has not been reported in any of the previous MADM works. The technique can also be regarded as one important contribution to the existing literature since the choice of techniques available to estimate $\lambda^0$-measure values is limited i.e., only four techniques available to this date. On the other hand, from the context of decision-making, the technique is worth considering (1) when the decision-makers are not well-informed about the decision problem at hand, or (2) when they are dealing with a large set of decision attributes that knotted through unclear, complex interdependencies.

The second contribution of the study is linked to the hospital website evaluation problem. In this study, to demonstrate the workability of the proposed technique, an evaluation on the quality (i.e., the degree of usefulness) of websites owned by five different private hospitals located in Sabah, Malaysia was carried out. As a result, this study has successfully measured the overall degree of usefulness of those websites by applying the proposed technique and its associated Choquet integral. The relative ranking of the websites has also been identified. To some extent, the results from this evaluation can aid the hospitals to understand better the actual perception held by the customers on their websites. The results can also help them to compare their website quality with respect to their competitors, and subsequently do the necessary changes for further improvement.

The remainder of this paper is organized as follows. Section 2 explores the overall procedure involved in the estimation of $\lambda^0$-measure and also compares the available estimation methods mainly in the context of initial data requirement. Section 3 presents the detailed elucidation on the execution of the proposed technique. Meanwhile, Section 4 illustrates the usage and feasibility of the proposed technique by applying to a hospital website on the problem evaluation. Finally, Section 5 summarizes the contributions and limitations of the paper, with the suggestion of some indications for future investigation.

2. Related Works

The use of Choquet integral in MADM problems is sometimes hampered by its complex fuzzy measure estimation procedure despite being known as an advantageous aggregation operator [23]. The greater the set of decision attributes, $n$, the higher the complexity of the estimation procedure [24]. To be exact, a higher number of fuzzy measure values need to be estimated with the increasing of $n$ [25]. The similar approach should be done to the amount of initial data that need to be provided by
the decision-makers for estimation purpose [26]. As a result, several attempts were made in the past to deal with this complexity, mainly by introducing some special types of fuzzy measure.

For instance, Sugeno [27] introduced a simplified version of the general fuzzy measure, which is known as the \( \lambda \)-measure. The measure is limited by an interaction parameter, \( \lambda \), that describes the degree of additivity between the attributes [28]. The complete estimation of \( \lambda \)-fuzzy measure values can merely be achieved by using certain equations, with the pre-determination of \( \lambda \) in advance.

Meanwhile, Grabisch [29] introduced the \( k \)-order measure which helps to limit the number of fuzzy measure values required for solving a MADM problem. This measure only considers the interactions among \( k \) out of \( n \) attributes and neglect the higher-order interactions [30]. On the other hand, Zhang et al. [31] combined the good features of both the \( \lambda \)-measure and \( k \)-order measure to propose the \( \lambda_k \)-measure, with the aim of simplifying the overall estimation procedure. Likewise, Larbani et al. [16] also developed an alternative fuzzy measure that is more user-friendly, which is known as \( \lambda^0 \)-measure. The main advantage of this measure is that it requires less amount of inputs for the estimation purpose as compared to other measures.

Past studies have developed various techniques for the estimation of fuzzy measure, especially to estimate the \( \lambda \)-measure. Lee and Leekwang [32] introduced a \( \lambda \)-measure estimation technique using genetic algorithms. To further reduce the subjective data required for the estimation, Takahagi [33] proposed a technique that is based on two types of pair-wise comparison, where the decision-makers are required to provide the pair-wise comparison values to indicate the degree of interactions between attributes and weights of attributes. There are multiple \( \lambda \)-measure estimation techniques that have been introduced with the similar motive, such as the sampling design and genetic algorithm-based technique by Chen and Wang [34], a genetic algorithm and evolution strategy-based technique by Wang and Chen [35], a Markov chain-based technique by Feng et al. [36], and a factor analysis-based technique by Krishnan [37].

Nevertheless, most of the techniques proposed in the literature are only devoted to estimating \( \lambda \)-measure, but not \( \lambda^0 \)-measure. It was found that the techniques available to estimate \( \lambda^0 \)-measure is very limited, in which only four techniques are available to date. The focuses of this study have been narrowed to \( \lambda^0 \)-measure in order to extensively investigate the possibility of developing an additional estimation technique. The detailed explanation of the concept of \( \lambda^0 \)-measure and its available estimation techniques are as follows.

Past studies have developed various techniques for the estimation of fuzzy measure, especially to estimate the \( \lambda \)-measure. Lee and Leekwang [32] introduced a \( \lambda \)-measure estimation technique using genetic algorithms. To further reduce the subjective data required for the estimation, Takahagi [33] proposed a technique that is based on two types of pair-wise comparison, where the decision-makers are required to provide the pair-wise comparison values to indicate the degree of interactions between attributes and weights of attributes. There are multiple \( \lambda \)-measure estimation techniques that have been introduced with the similar motive, such as the sampling design and genetic algorithm-based technique by Chen and Wang [34], a genetic algorithm and evolution strategy-based technique by Wang and Chen [35], a Markov chain-based technique by Feng et al. [36], and a factor analysis-based technique by Krishnan [37].

Nevertheless, most of the techniques proposed in the literature are only devoted to estimating \( \lambda \)-measure, but not \( \lambda^0 \)-measure. It was found that the techniques available to estimate \( \lambda^0 \)-measure is very limited, in which only four techniques are available to date. The focuses of this study have been narrowed to \( \lambda^0 \)-measure in order to extensively investigate the possibility of developing an additional estimation technique. The detailed explanation of the concept of \( \lambda^0 \)-measure and its available estimation techniques are as follows.

Suppose \( C = \{c_j\} = \{c_1, c_2, \ldots, c_n\} \) denotes a finite set of evaluation attributes that is considered in a MADM problem as illustrated by Larbani et al. [16], the \( \lambda^0 \)-measure value, \( g \) of a subset consists of two attributes, which are \( j \) and \( j' \), that can be determined using (1), whilst the value of a subset which comprised of more than two attributes can be computed using (2). In fact, it was proven that both Equations (1) and (2) enable \( \lambda^0 \)-measure to conform to the two key mathematical conditions that must be fulfilled by any fuzzy measures, which is the boundary and monotone condition [38,39]. Note that a fuzzy measure differs from that of the classical as it complies with these two conditions.

- Boundary condition infers that the value of the empty set should be zero, whereas the value of the universal set, which has the presence of all attributes, should be one, i.e., \( g(\emptyset) = 0 \) and \( g(C) = 1 \).
- Monotone condition refers to a situation where the addition of any new attribute to a subset will never decline the value of the subset [40], i.e., \( \forall A, B \in P(C) \), if \( A \subseteq B \), then \( g(A) \leq g(B) \).

\[
\begin{align*}
g(c_j, c_{j'}) &= g_j + g_{j'} + \lambda_{jj'} \\
\text{where } j \neq j', \quad g_j &= g(c_j), \quad \text{and } g_{j'} = g(c_{j'})
\end{align*}
\]  

\[
\lambda_{jj'}
\]  

\[
g(A) = \sum_{c_j \in C} g_j + \bigvee_{c_j, c_{j'} \in C, j \neq j'} \lambda_{jj'}
\]  

where \( A \) is any subset of \( C \) that has more than two attributes.
In general, the procedure of λ₀-measure values estimation as suggested in the original work can be delineated as follows. At the first stage, the decision-makers, who are expected to be conversant with the occurring decision problem, are required to make subjective estimation on the interdependence degree (λᵢⱼ) for every possible pair of attributes, which are j and j'. The decision-makers are also advised to express their evaluation by adhering to a 0–1 scale, where the closer the value is to 1, the higher the dependency between j and j'.

In the second stage, a simple system of inequalities as expressed in (3) is constructed based on the λᵢⱼ values determined. This system is then solved to find the fuzzy density of every attributes, gⱼ, j = 1, ..., n. Note that fuzzy densities are also known as the values of singletons [41].

In the following stage, both the λᵢⱼ and gⱼ values can be substituted accordingly into (1) and (2) to estimate the entire set of λ₀-measure values. The estimated λ₀-measure values and the available performance scores of each alternative can then be substituted into the Choquet integral model (4) [42] to calculate their final aggregated scores. With respect to (4), Aᵢ refers to any of the subsets of C for j = 1, 2, ..., n, and xⱼ represents the performance score of the alternative with respect to attribute j. Additionally, the fact that the permutation of attributes in Aᵢ is parallel to the descending order of the performance scores should be kept in mind. For instance, if x⁽¹⁾ ≤ x⁽²⁾ ≤ ... ≤ x⁽ⁿ⁾, then Aᵢ = C⁽¹⁾, C⁽²⁾, ..., C⁽ⁿ⁾.

\[
0 \leq gⱼ + gⱼ' + λᵢⱼ ≤ 1 \text{ for all } cⱼ \text{ and } cⱼ' \text{ in } C \text{ where } j \neq j',
\]

\[
g(C) = \sum_{cⱼ \in C} gⱼ + \bigvee_{cⱼ, cⱼ' \in C, j \neq j'} λᵢⱼ' = 1,
\]

\[
gⱼ ≥ 0, \quad j = 1, ..., n.
\]

\[
\text{Choquet}_g(x₁, x₂, ..., xₙ) = \sum_{j=1}^{n} (xⱼ - xⱼ⁻¹) g(Aᵢ)
\]

However, the original estimation technique does not provide clear indications of the actual causal relationships held by the attributes. With the knowledge on the applicability of such indications from the decision making perspective, Ref. [17,18] have proposed a DEMATEL and an ISM-based technique respectively. Unfortunately, all these available techniques are “supervised” in nature, which they required some quantity of initial data from the decision-makers for the estimation purpose. Table 1 summarizes the type and quantity of initial data required by each technique. In addition to that, Figure 1 presents the result of a simple experiment that shows how the initial data requirement of each technique changes with the increasing number of evaluation attributes, n.

| Table 1. Comparison of the existing supervised estimation techniques. |
|------------------|------------------|------------------|------------------|
| Technique        | Original Technique | DEMATEL Based-Technique | ISM Based-Technique |
| Type of initial data required | Interdependence degree of each pair of attributes | -Direct influence between every two attributes | -Contextual relationship between every two attributes |
| Quantity of initial data required | n(n-1)/2 | 3n(n-1)/2 | 2n(n-1)/2 |
The following limitations were observed based on Table 1 and Figure 1:

- First limitation—All the techniques required the input of some initial data by the decision-makers, mainly concerning the interrelationships held by the decision attributes. Such data cannot be simply furnished by any decision-makers who have incomplete information, or exhibits ambiguity over the nature of the attributes. In short, only fully-informed decision-makers may benefit from these techniques.

- Second limitation—The initial data requirement of the DEMATEL and ISM-based technique is three-fold and two-fold than that of the original technique, respectively. Although the quantity of initial data required by all the three techniques is still manageable when \( n \) is relatively small, it will grow exponentially as \( n \) increases. This gives an indication that even a fully-informed decision-maker may struggle to provide the necessary initial data, especially when \( n \) is sufficiently large, in a consistent and precise manner. For instance, for a problem involving ten attributes, an amount of 45, 90, or 135 initial data is required by the decision-makers should they use the original technique, ISM-based technique, or DEMATEL-based technique, respectively.

In response to these limitations and as an effort to encourage decision-makers to consider the use of \( \lambda^0 \)-measure in real problems, Krishnan et al. [20] recently proposed the PCBU technique (a Pearson correlation based-technique), which does not require initial data requirement. However, the estimation achieved with this technique is ambiguous as Pearson correlation coefficients can misrepresent the existing interdependencies between attributes. Scholars have proven that the two attributes with zero Pearson coefficient may not completely be independent in reality [22,43]. Thus, an alternative unsupervised technique that is free from initial data requirement and possess the ability to quantify the interdependencies between attributes in a more reliable manner is highly needed.

The following section elaborates on the development and application of the alternative technique in the context of MADM.

3. The Proposed Technique

The proposed technique was developed by embedding the concept of distance correlation and Shannon entropy weighting method into the original \( \lambda^0 \)-measure estimation technique. Generally, the implementation of the proposed technique entails the following stages:

- Stage 1—Normalizing the decision matrix.
• Stage 2—Determining the inputs required for estimation.
  ◦ Stage 2.1—Determining the interdependence degrees using distance correlation.
  ◦ Stage 2.2—Determining the fuzzy densities with the aid of Shannon entropy weighting method.
• Stage 3—Estimating $\lambda^0$-measure values.
• Stage 4—Applying Choquet integral.

Figure 2 is the visual representation of the proposed technique. The detailed technical explanation of the steps involved in every stage is provided in the following subsections.

3.1. Normalizing Decision Matrix (Stage 1)

A decision matrix may involve the attributes that are measured in different units [44]. Therefore, the data in the decision matrix must be normalized into a standard numeric scale in order to allow valid aggregation. In Stage 1, the following normalization formula (5) was used to standardize the scores associated with each attribute, within the range of 0 and 1 [45].

$$
\bar{x}_{ij} = \frac{x_{ij} - x_{\text{worst}}^j}{x_{\text{best}}^j - x_{\text{worst}}^j}
$$

(5)

3.2. Determining the Inputs Required for Estimation (Stage 2)

The estimation of $\lambda^0$-measure values required two types of input variables. The first, and probably the most vital input is the degree of interdependence, $\lambda_{jj'}$ for every pair of attributes. The second input is the fuzzy density of each attribute. Although the authors in [16] claimed that these densities can be determined by solving Equation (3). It was reported that a more reliable set of fuzzy densities can be determined if the decision-makers can furnish extra information on the relative importance held by each decision attributes [17]. With that, the two respective inputs were determined with the help of distance correlation and Shannon entropy weighting method, respectively, in this proposed technique.

3.2.1. Determining the Interdependence Degrees using Distance Correlation (Stage 2.1)

The Pearson correlation coefficient is a statistical measure that is widely used to study the degree of relatedness or the dependency between two variables. For example, in the presence of two different
random variables which are denoted as $X$ and $Y$, the Pearson correlation coefficient between these variables, $\text{cor}(X, Y)$, can take any value between $-1$ and $1$, where $\text{cor}(X, Y) = 0$ indicates complete independence between the variables [46].

However, the Pearson correlation has its limitation. In some situations, the two variables with zero coefficient value may not be independent of each other as the Pearson correlation only detects the linear relationship between two variables, but not the non-linear relationship [47]. Hence, Székely et al. [22] introduced a new correlation measure known as distance correlation, where it is zero if and only if the variables are independent. Similar to the Pearson correlation, the distance correlation between variables, $\text{cor}$, variables, $\text{Symmetry} 2020$ the Shannon entropy is specifically chosen for this study as it is known for the merit of minimizing

\[
dCor(X, Y) = \frac{dCov(X, Y)}{\text{sqrt}(dVar(X)dVar(Y))}
\] (6)

The distance covariance between $X$ and $Y$, $dCov(X, Y)$, in (6) can be identified using (7). The distance covariance is computed by double centering the pairwise Euclidean distance matrix of each data, followed by summing over the entry-wise product of the two centered distance matrices. Additionally, take note on the distance variance of $X$, $dVar(X) = dCov(X, X)$, and distance variance of $Y$, $dVar(Y) = dCov(Y, Y)$ [48].

\[
dCov(X, Y) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} D(x_i, x_j) \cdot D(y_i, y_j)
\] (7)

To reiterate based on the context of MADM, the steps involved in calculating the distance correlation of every two attributes, $c_j$ and $c_{j'}$ are listed below [49].

- **Step 1**—The Euclidean distance matrix of attribute $c_j$ was constructed based on the scores associated with all the alternatives under consideration. A similar matrix was constructed for $c_{j'}$.
- **Step 2**—The following double-centering steps on each matrix were executed, where the row means, column means, and the overall mean of the elements in each matrix become zero. The row mean from each element was deducted, then the column mean from each element was deducted, and finally, the matrix mean was added to each element.
- **Step 3**—Multiplication of the double-centered matrices elementwise was performed and the mean value of the elements from the resulted matrix was identified. Mean value is obtained by dividing the sum of elements with the total number of elements. The square root of the mean value is the distance covariance of $c_j$ and $c_{j'}$ i.e., $dCor(c_j, c_{j'})$.
- **Step 4**—Since the distance variance of $c_j$, $dVar(c_j) = dCov(c_j, c_j)$, and the distance variance of $c_{j'}$, $dVar(c_{j'}) = dCov(c_{j'}, c_{j'})$, then these two values can be calculated by repeating step 1-3 accordingly.
- **Step 5**—The available $dCov(c_j, c_{j'})$, $dVar(c_j)$, and $dVar(c_{j'})$ were substituted into (6) to compute the distance correlation between $c_j$ and $c_{j'}$ i.e., $dCor(c_j, c_{j'})$ respectively.

The distance correlation value ranges between 0 and 1, where 0 indicates complete independence between the two variables, whereas 1 indicates strong dependency [43,50]. It is evident that the value range and interpretation held by a distance correlation measure well-synchronize with the properties of an interdependence degree, $\lambda_{ij}$. Therefore, decision-makers are encouraged to use the distance correlation measures as the exact estimation for the interdependence degrees, $\lambda_{ij} = dCor(c_j, c_{j'})$, in this stage.

3.2.2. Application of Shannon Entropy Method (Stage 2.2)

In this stage, the Shannon entropy [51] method was applied to compute the objective weight of every attribute. Although many weighting methods that exhibit similar purpose are available, the Shannon entropy is specifically chosen for this study as it is known for the merit of minimizing
common biases that are associated with the subjective preferences of decision-makers, and increasing objectivity [52]. Entropy is one crucial idea in the field of information theory, which is generally used as a measure for uncertainty allied to a system [53]. In the context of MADM, the attribute with more uncertainty or varying data is assigned with higher entropy weight [54]. This can be explained in the situation as follows. For the performance scores of alternatives with respect to an attribute varied significantly from one to another, then this specific attribute may exhibit more interesting or meaningful information [55]. Thus, from the viewpoint of decision-making, more attention or weightage should be given to such attributes as compared to that with homogeneous data.

Let \( \tilde{\mathbf{x}} \) be the normalized decision matrix, where \( \text{Alt} = \{a_1, a_2, \ldots, a_m\} \) is a set of alternative that was evaluated based on a predetermined set of attributes, \( C = \{c_1, c_2, \ldots, c_n\} \). Then, the entropy of each attribute \((j)\) can be computed using Equation (8), whereas the final entropy weight can be determined with Equation (9) [56].

\[
C
\]

\[
e_j = -K \sum_{i=1}^{m} \tilde{x}_{ij} \cdot \ln \tilde{x}_{ij}
\]

where \( = 1/lnm \), and if \( \tilde{x}_{ij} = 0 \), then \( \tilde{x}_{ij} \cdot \ln \tilde{x}_{ij} = 0 \)

\[
w_j = \frac{1 - e_j}{\sum_{j=1}^{n} (1 - e_j)}
\]

The entropy weights values, \( w_j \) and \( \lambda_{ji'} \) that were determined prior were then used to construct and solve the following system of inequalities (10) to derive the fuzzy density of each attribute, \( g_j \).

\[
0 \leq g_j + g_{i'} + \lambda_{ji'} \leq 1, \text{ for all } c_j \text{ and } c_{i'} \text{in C},
\]

\[
g(\mathbf{C}) = \sum_{c_j \in \mathbf{C}} g_j + \sum_{c_{i'} \in \mathbf{C} \neq c_j} \lambda_{ji'} = 1,
\]

\[
g_j \geq 0, \quad j = 1, \ldots, n,
\]

\[
* g_1: g_2: \ldots: g_n = w_1: w_2: \ldots: w_j.
\]

It can be observed that the proposed system of inequalities (10) slightly varied from that of the original (3), in the presence of (*), where it will ensure the ratio of the densities, \( g_j \), to comply with that of the entropy weights, \( w_j \). For example, if \( w_1 = 0.15, w_2 = 0.25, \) and \( w_3 = 0.6, \) then (*) can be expressed as \( g_3 = 4g_1 \) and \( g_3 = 2.4g_2 \).

3.3. Estimating \( \lambda^0 \)-Measure Values and Applying Choquet Integral (Stage 3 and 4)

In Stage 3, the identified inputs (i.e., \( \lambda_{ji'} \) and \( g_j \)) were substituted into (1) and (2) respectively to estimate the whole set of \( \lambda^0 \)-measure values. Based on the performance scores in the normalized decision matrix and the estimated \( \lambda^0 \)-measure values in Stage 4, the Choquet integral model was then applied to compute the aggregated score of each alternative under consideration.

4. An Application to Hospital Website Evaluation Problem

In modern society where the internet appears as a firm associate, customers usually visit the website of the business company prior to making the decision to purchase the products or services offered [57]. A similar scenario can be applied to healthcare industries. The potential local or international patients may first access a hospital’s website to (a) seek information on available treatments, specialists, facilities, and medical tourism packages, (b) survey the price of the services, (c) pose queries, or (d) even book an appointment with a doctor. In other words, hospital websites can be considered as the first point of contact between the hospital and its potential patients. If the patients had an unpleasant first experience after visiting the websites, the particular hospital may lose its potential patients [58] as a displeasing website experience can trigger negative perceptions of patients on the overall hospital services. For instance, if the potential customers failed to trace the desired details, they may not only leave the website with huge disappointment but it will also negatively affect their purchase.
decision [59]. In addition, the time taken for a website to load may also cause customers to switch to the website of other competitor, especially when it comes to customers that are impatient [60,61].

It is crucial for hospitals to periodically compare and rank their website with that of the competitors [62]. By doing so, necessary improvement can then be made to increase the possibility of gaining patients with the website. Unfortunately, most of the evaluation studies on the existing hospital websites apply the additive MADM techniques, which ignore the presence of interdependencies among the evaluation attributes, except for the recent study that was conducted by Percin [63]. Realizing the limitation, the demonstration on the feasibility of the proposed technique was conducted on the hospital website evaluation problem. Particularly, the websites of five private specialist hospitals that are located in the state of Sabah, Malaysia, were evaluated using the proposed technique.

The choice of the hospitals was made based on the potential of them in transforming into a well-established medical tourism hospital in near future. These are the only five hospitals in Sabah with services that are recognized by the Malaysia Healthcare Travel Council. Although Sabah hosted many famous tourist destinations and specialist hospitals with top-notch medical services and infrastructure, in the context of medical tourism, the state remains less developed as compared to other states in Malaysia [64]. Therefore, the outcome of this evaluation may be able to help the respective hospitals to improve their websites to a certain extent to attract more local and international patients.

The main interest of this paper was to evaluate the usefulness of the websites. According to Qi et al. [65], the usefulness of a website will determine the degree of functionality and serviceability of the website. The author recommended a total of seven attributes to measure the usefulness of a website, but only the following five attributes were retained in this study, which are navigability \(c_1\), design \(c_2\), ease of use \(c_3\), content \(c_4\), and accessibility \(c_5\). The description for each attribute is provided in Table 2. The remaining two attributes, which are the flexibility [66] and playfulness [67], were discarded due to their irrelevancy to healthcare websites. They appeared to be more pertinent to e-retailing websites as playfulness refers to the fun elements of a website, whereas flexibility mainly refers to the options provided by the website for online payment, searching, and returning products functions.

### Table 2. Evaluation attributes of website usefulness.

| No. | Attribute                              | Description                                                                                                                                 |
|-----|----------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| 1   | Website navigability [68]              | The visitors of the website can surf and leave every different page of the website with minimal hassle. The website also provides a clear site map (i.e., list of pages on the website) and efficient keyword search engine that allows the visitors to conveniently search for the desired subject. |
| 2   | Website layout design [69]             | The website has a simple but attractive and well-organized layout structure.                                                               |
| 3   | Ease of use [58]                       | Even a new visitor can effortlessly learn to use or operate the website.                                                                     |
| 4   | Website content [70]                   | The website provides useful, accurate, up-to-date, and easy-to-understand information to visitors.                                           |
| 5   | Accessibility [71]                     | There are few indicators for accessibility, but for this study, accessibility is measured based on the download speed of the web page.        |

The evaluation began with the establishment of a decision matrix showing the performance scores of every alternative with respect to the evaluation attributes as listed in Table 2. The necessary data required to estimate the performance scores were gathered with two instruments, which are survey questionnaires and a webpage testing tool.

Survey questionnaires were used to collect the data required for \(c_1\), \(c_2\), \(c_3\), and \(c_4\). To be precise, the questionnaire was structured into five sections, with the first section aimed to gather the demographic profiles of the respondents, and the remaining sections requested the respondents to rate the website of each hospital based on \(c_1\), \(c_2\), \(c_3\), and \(c_4\), with a 7-point Likert scale. The respondents involved were also requested to explore all the websites thoroughly for proper consideration before submitting the rating. Figure 3 shows a portion of the questionnaire, which was designed using Google Form.
The questionnaire was only distributed to a total sample size of 102 working adults and university students from Labuan, Malaysia, who have volunteered to participate in this survey as volunteers may review and rate the websites with greater interest and honesty. As expected, the volunteers were highly approachable, and their efforts and honesty were assured to be highly appreciated. Besides that, each respondent was given ample time to review the websites and submit the completed questionnaire to minimize potential biases. Additionally, to improve the survey response rate and as a token of appreciation to the respondents for their efforts, a form of incentive was promised to the volunteers, which will be distributed to the respondents after the relaxation of the Movement Control Order that was enforced by the Malaysian government due to the outbreak of COVID-19.

The response rate of the survey was 100%, in which no incompleteness or missing data were found in all the submitted questionnaires. In terms of gender, 57.84% of the respondents were females, and the remaining of that were males. The respondents were aged between 20 and 45 years old, with a mean age of 27 years old. As for the educational background of the respondents, a majority (i.e., 68.63%) of them were doing or had completed their bachelor’s degree. In the context of employment status, 50.98% of them were working adults, whereas the remaining were university students. Meanwhile, for the statement, “I normally visit the official website of the service provider before making my purchase decision”, 86.27% of the respondents responded with “Yes”, whereas the remaining responded with “Maybe”. This result indicates that all the respondents had some basic ideas on the criteria of a good website, thus making them eligible to participate in the survey.

The average Likert ratings from these respondents were calculated to obtain the final performance scores of each website with respect to $c_1$, $c_2$, $c_3$, and $c_4$. On the other hand, a specific webpage testing tool known as WebPageTest [72] was used to identify the accessibility (i.e., $c_5$) of each website by measuring their download speed (in seconds).

The compilation of data collected from the respondents can be accessed with the following link: https://doi.org/10.6084/m9.figshare.12998762.v1. Meanwhile, Figure 4 depicts the screenshots of the WebPageTest results. On the other hand, Table 3 presents the final decision matrix obtained for the hospital website evaluation problem. In order to maintain confidentiality, the websites were renamed as Website A, B, C, D, and E.
Figure 3. A section of the questionnaire. The actual names of the hospitals and the website addresses in Figure 3 were altered due to the confidentiality issue.

Figure 4. The WebPageTest results for accessibility.

Table 3. Decision matrix (websites vs. attributes).

| Decision Matrix | $c_1$  | $c_2$  | $c_3$  | $c_4$  | $c_5$  |
|-----------------|-------|-------|-------|-------|-------|
| A               | 5.2451| 5.0309| 5.2353| 5.3529| 12.4610|
| B               | 4.9118| 5.3824| 5.0294| 4.9510| 4.1020 |
| C               | 5.1373| 5.1667| 5.1078| 4.9804| 7.5950 |
| D               | 4.7451| 4.7647| 4.8235| 4.6373| 3.5510 |
| E               | 4.7647| 4.7941| 4.6373| 4.6471| 13.1210|

The performance scores listed in Table 3 were then normalized using (5). The normalization should be conducted carefully as the decision matrix may contain a mixture of beneficial and non-beneficial attributes. Higher values are preferred for beneficial attributes, whereas lower values are desired for non-beneficial attributes. By adhering to these definitions, all the attributes in this evaluation can then be regarded as beneficial attributes, except $c_5$. Hence, the best value for $c_5$ was 3.5510, whereas 5.2451, 5.3824, 5.2353, and 5.3529 was identified as the best value for $c_1$, $c_2$, $c_3$, and $c_4$, respectively. Table 4 shows the normalized version of the decision matrix.

Table 4. Normalized decision matrix.

| Normalized Decision Matrix | $c_1$  | $c_2$  | $c_3$  | $c_4$  | $c_5$  |
|----------------------------|-------|-------|-------|-------|-------|
| A                          | 1     | 0.8730| 1     | 1     | 0.0690|
| B                          | 0.3333| 1     | 0.6557| 0.4384| 0.9424|
| C                          | 0.7843| 0.6508| 0.7869| 0.4795| 0.5774|
| D                          | 0     | 0     | 0.3115| 0     | 1     |
| E                          | 0.0392| 0.0476| 0     | 0.0137| 0     |

Table 5 summarizes the distance correlation measure or the interdependence degree of every pair of attributes determined using (6) and (7). To gain a profound understanding, the complete calculation of $dCor(c_1, c_2)$ or $\lambda_{12}$ is presented in Appendix A. Meanwhile, Table 6 depicts the entropy, $e_j$, and the final objective weight, $w_j$, of each attribute calculated using (8) and (9), respectively.
Table 5. Distance correlation measures and interdependence degrees.

| Attributes \((c_j, c'_j)\) | \(dCov(c_j, c'_j)\) | \(dVar(c_j)\) | \(dVar(c'_j)\) | \(dCor(c_j, c'_j) \odot \lambda_{jj'}\) |
|---------------------------|----------------------|----------------|-----------------|----------------------------------|
| \(c_1, c_2\)             | 0.2966               | 0.3401         | 0.3683          | 0.8381                           |
| \(c_1, c_3\)             | 0.2873               | 0.3401         | 0.2782          | 0.9340                           |
| \(c_1, c_4\)             | 0.2954               | 0.3401         | 0.2964          | 0.9305                           |
| \(c_1, c_5\)             | 0.1835               | 0.3401         | 0.3720          | 0.5158                           |
| \(c_2, c_3\)             | 0.2929               | 0.3683         | 0.2782          | 0.9152                           |
| \(c_2, c_4\)             | 0.2999               | 0.3683         | 0.2964          | 0.9076                           |
| \(c_2, c_5\)             | 0.1268               | 0.3683         | 0.3720          | 0.3426                           |
| \(c_3, c_4\)             | 0.2723               | 0.2782         | 0.2964          | 0.9482                           |
| \(c_3, c_5\)             | 0.1815               | 0.2782         | 0.3720          | 0.5642                           |
| \(c_4, c_5\)             | 0.1684               | 0.2964         | 0.3720          | 0.5071                           |

Table 6. Entropy and objective weight of each attribute.

| Attribute | \(e_j\) | \(w_j\) |
|-----------|---------|---------|
| \(e_1\)   | 0.4248  | 0.1986  |
| \(e_2\)   | 0.3374  | 0.2288  |
| \(e_3\)   | 0.5149  | 0.1675  |
| \(e_4\)   | 0.4801  | 0.1795  |
| \(e_5\)   | 0.3463  | 0.2257  |

Based on the interdependence degrees in Table 5 and the objective weights summarized in Table 6, the following system of inequalities was solved with EXCEL Solver to determine the fuzzy densities. The following densities were obtained: \(g_1 = 0.0103\), \(g_2 = 0.0118\), \(g_3 = 0.0087\), \(g_4 = 0.0093\), and \(g_5 = 0.0117\).

\[
\begin{align*}
g_1 + g_2 + 0.8381 & \leq 1 \\
g_1 + g_3 + 0.9340 & \leq 1 \\
g_1 + g_4 + 0.9305 & \leq 1 \\
g_1 + g_5 + 0.5158 & \leq 1 \\
g_2 + g_3 + 0.9152 & \leq 1 \\
g_2 + g_4 + 0.9076 & \leq 1 \\
g_2 + g_5 + 0.3426 & \leq 1 \\
g_3 + g_4 + 0.9482 & \leq 1 \\
g_3 + g_5 + 0.5642 & \leq 1 \\
g_4 + g_5 + 0.5071 & \leq 1 \\
g_1 + g_2 + g_3 + g_4 + g_5 + 0.9482 & = 1 \\
g_1, g_2, g_3, g_4, g_5 & \geq 0 \\
g_2 & = 1.1520 \times g_1 \\
g_2 & = 1.3658 \times g_3 \\
g_2 & = 1.2745 \times g_4 \\
g_2 & = 1.0137 \times g_5
\end{align*}
\]

The available interdependence degrees and the fuzzy densities were then applied to (1) and (2) to estimate the \(\lambda^0\)-measure values for all the possible subsets of the attributes. Table 7 shows the complete list of \(\lambda^0\)-measure values, where the estimated values were observed to comply with the boundary and monotonicity condition. The values were further verified with an online Fuzzy Measure-Choquet Integral Calculator (FM-CIC) system that was developed by Takahagi [73], which did not return any error messages, indicating the compliance of the values with the two conditions as discussed previously.
websites of a few Nigerian hospitals, Raji et al. [74] reported that the content quality, aesthetic design, and usability (i.e., ease of use) have great importance when it comes to hospital websites. Interestingly, the results of the study agreed with that of [74]. Based on an evaluation involving the FM-CIC system, it can be concluded that the aggregated score of each website can be regarded as the website with the best degree of usefulness since it has the highest aggregated score of 0.9868. Meanwhile, Website C has garnered the second rank, followed by Website B. Interestingly, the aggregated scores of these websites are relatively close to each other, indicating a close-run situation. Conversely, the aggregated scores of the websites at the lowest two rankings with website D in the fourth rank and E in the fifth rank, are relatively far from the top three websites. It can be observed that Website E turned out to be the least favorable due to its poor performance with respect to c2, c3, and c4, as compared to that of other websites. Based on Equations (1) and (2), it can be concluded that the aggregated score of an alternative is mainly affected by the fuzzy densities and interdependence degrees. In this case, the maximum fuzzy density was held by c2 (i.e., \( g_2 = 0.0118 \)), whereas the highest interdependence degree belonged to the combination of c3 and c4 (i.e., \( \lambda_{34} = 0.9482 \)). These results indicated that each hospital should devote most of the resources to ensure the website has a proper layout design (relates to c2), has complete updated content (relates to c4), and should be user-friendly (relates to c3). Interestingly, the results of the study agreed with that of [74]. Based on an evaluation involving the websites of a few Nigerian hospitals, Raji et al. [74] reported that the content quality, aesthetic design, and usability (i.e., ease of use) have great importance when it comes to hospital websites.

The estimated \( \lambda^0 \)-measure values along with the normalized performance scores in Table 4 can then be substituted into the Choquet integral operator (4) to compute the aggregated score of each website. However, in this study, the aggregated scores were identified using the FM-CIC system to minimize the computation burden. Based on the results in Table 8, A can be regarded as the website with the highest aggregated score of 0.9868. Meanwhile, Website C has garnered the second rank, followed by Website B. Interestingly, the aggregated scores of these websites are relatively close to each other, indicating a close-run situation. Conversely, the aggregated scores of the websites at the lowest two rankings with website D in the fourth rank and E in the fifth rank, are relatively far from the top three websites. It can be observed that Website E turned out to be the least favorable due to its poor performance with respect to c2, c3, and c4, as compared to that of other websites. Based on Equations (1) and (2), it can be concluded that the aggregated score of an alternative is mainly affected by the fuzzy densities and interdependence degrees. In this case, the maximum fuzzy density was held by c2 (i.e., \( g_2 = 0.0118 \)), whereas the highest interdependence degree belonged to the combination of c3 and c4 (i.e., \( \lambda_{34} = 0.9482 \)). These results indicated that each hospital should devote most of the resources to ensure the website has a proper layout design (relates to c2), has complete updated content (relates to c4), and should be user-friendly (relates to c3). Interestingly, the results of the study agreed with that of [74]. Based on an evaluation involving the websites of a few Nigerian hospitals, Raji et al. [74] reported that the content quality, aesthetic design, and usability (i.e., ease of use) have great importance when it comes to hospital websites.

### Table 7. The estimated \( \lambda^0 \)-measure values.

| Subset | Value, \( g \) | Subset | Value, \( g \) |
|--------|----------------|--------|----------------|
| [Ø]    | 0              | [c4]   | 0.0117         |
| [c1]   | 0.0103         | [c1, c3] | 0.5378         |
| [c2]   | 0.0118         | [c2, c3] | 0.5661         |
| * [c1, c2] | 0.8602     | [c3]   | 0.8719         |
| [c1]   | 0.9529         | [c1, c3] | 0.9646         |
| [c2]   | 0.9358         | [c2, c3] | 0.9474         |
| ** [c1, c2, c3] | 0.9648      | [c4]   | 0.9765         |
| [c1]   | 0.9501         | [c4, c5] | 0.0021         |
| [c2]   | 0.9287         | [c2, c4, c5] | 0.9404         |
| [c1, c2, c4] | 0.9619       | [c1, c2, c4, c5] | 0.9736         |
| [c3, c4] | 0.9662         | [c3, c4, c5] | 0.9779         |
| [c1, c3, c4] | 0.9765       | [c1, c2, c4, c5] | 0.9882         |
| [c2, c3, c4] | 0.9780       | [c3, c4, c5] | 0.9897         |
| [c1, c2, c3, c4] | 0.9883      | [c1, c2, c3, c4, c5] | 1                           |

Sample calculations: \(* \{c_1, c_2\} = g_1 + g_2 + \lambda_{12} = 0.0103 + 0.0118 + 0.8381 = 0.8602; ** \{c_1, c_2, c_3\} = g_1 + g_2 + g_3 + max (\lambda_{12}, \lambda_{13}, \lambda_{23}) = 0.0103 + 0.0118 + 0.0087 + max (0.8381, 0.9340, 0.9152) = 0.9648.\)

### Table 8. The ranking of websites.

| Website | Proposed Technique | WSM | WPM | WASPAS | TOPSIS | PCBU |
|---------|--------------------|-----|-----|--------|--------|------|
| A       | 1                  | 1   | 3   | 3      | 1      | 1    |
|         | (0.9876)           | (0.7608) | (0.5302) | (0.6456) | (0.9286) | (0.9736) |
| B       | 3                  | 2   | 2   | 1      | 3      | 3    |
|         | (0.7489)           | (0.6962) | (0.6374) | (0.6668) | (0.4982) | (0.6549) |
| C       | 2                  | 3   | 1   | 2      | 2      | 2    |
|         | (0.7732)           | (0.6529) | (0.6424) | (0.6476) | (0.6017) | (0.7674) |
| D       | 4                  | 4   | 4   | 4      | 5      | 4    |
|         | (0.1901)           | (0.2779) | (0)    | (0.1389) | (0.1073) | (0.0403) |
| E       | 5                  | 5   | 4   | 5      | 4      | 5    |
|         | (0.0352)           | (0.0211) | (0)    | (0.0106) | (0.3740) | (0.0325) |

Note: ( ) indicates the aggregated score of each website.
Comparison with Other Techniques

A similar evaluation was also performed by incorporating the additive weights resulted from the Shannon entropy method into a few selected MADM techniques, which are the weighted sum model (WSM) [75], weighted product model (WPM) [76], weighted aggregated sum product assessment (WASPAS) [77], technique for order preference by similarity to ideal solution (TOPSIS) [78], and also the existing unsupervised technique (PCBU). As expected, different sets of ranks were attained except for that of the PCBU technique. A slight difference in the aggregated scores was observed despite the ranks from the proposed technique and PCBU technique that are identical. For instance, the PCBU technique has underestimated the aggregated score of Website A (0.9736) as compared to that of the proposed technique (0.9876). This is because the technique utilized the Pearson correlation coefficients, which sometimes may inaccurately quantify the real interdependencies as the basis for estimating $\lambda^0$-measure values. On the contrary, the proposed technique can overcome the issue by capturing the interdependencies with a more reliable correlation measure such as distance correlation.

The results depicted in Table 8 were further analyzed with the Spearman’s rank correlation coefficients. The coefficients stimulate a profound understanding of the degree of agreement [79,80] between the ranks generated by the proposed technique as compared to the other four techniques. The coefficients that are listed in Table 9 are higher than 0.7, which showed that the result of the proposed technique is approximately consistent with that of WSM, TOPSIS, and PCBU. It can also be concluded that the coefficients of the proposed technique are relatively inconsistent to that of the WPM and WASPAS as the computed coefficient values are lower than 0.7.

| Table 9. Spearman’s rank correlation coefficients. |
|---------------------------------------------------|
| Proposed Technique | WSM | WPM | WASPAS | TOPSIS | PCBU |
| Proposed technique | 1.00 | 0.90 | 0.90 | 0.90 | 1.00 |
| WSM | 0.90 | 1.00 | 0.65 | 0.60 | 0.90 |
| WPM | 0.65 | 0.55 | 1.00 | 0.85 | 0.65 |
| WASPAS | 0.60 | 0.70 | 0.85 | 1.00 | 0.60 |
| TOPSIS | 0.90 | 0.80 | 0.65 | 0.50 | 1.00 |
| PCBU | 1.00 | 0.90 | 0.65 | 0.60 | 1.00 |
| Mean | 0.84 | 0.81 | 0.72 | 0.70 | 0.79 |

The proposed technique and PCBU have the highest mean of coefficients. The mean values provide an overall perception on the degree of agreement of the proposed technique or PCBU, as compared to other techniques, is relatively high. Thus, the ranks generated by the proposed technique or PCBU can be regarded as the conclusive ones. This condition can be attributed to the behavioral property of both techniques which managed to mathematically model the existing interdependencies between the attributes through the estimated fuzzy measure values. In contrast, WSM, WPM, WASPAS, and TOPSIS have failed to detect and capture the designated interdependencies while aggregating the scores.

The study was extended by comparing the advantages and disadvantages of the proposed unsupervised technique against the four existing estimation techniques, which were the original technique, DEMATEL-based technique, ISM-based technique, and PCBU technique. The comparison was made based on five crucial aspects that define the usability of the techniques, as shown in Table 10. The summary of the comparison is as follows.

- As the term “supervised” suggests, all the existing supervised techniques, namely the original technique, the DEMATEL-based technique, and ISM-based technique required the input of additional data by the decision-makers for the estimation of $\lambda^0$-measure values. On the contrary, the PCBU and the proposed unsupervised technique were completely free from such requirement. As such, both techniques may be able to minimize possible biases that are usually tied with the subjective evaluation made by individuals, and thus increases the objectivity of the estimation. However, possible errors in the estimation may present in PCBU due to the inaccurate interdependence
degrees that are determined using Pearson correlation coefficients, which is supported by the difference in the aggregated scores derived with the proposed technique and PCBU (refer to Table 8).

- The determination of fuzzy densities in the proposed technique was carried out systematically by considering the entropy weights of attributes. A similar approach was applied to other techniques except for the original technique. The original technique determines the densities by solving a system of inequalities in the absence of any additional inputs on the possible ratio of importance between the attributes.

- Unlike the DEMATEL-based and ISM-based technique, the proposed technique, the original technique, and PCBU failed to express the actual causal relationships represented by the attributes. It was observed that the DEMATEL-based and ISM-based technique portrayed such information via digraphs, and having a better understanding of the causal relationships will be very useful in the perspective of decision-making. For instance, decision-makers can develop a more efficient strategy to improve alternative performance by shifting the focus on the causal attributes than on the effect attributes.

- There were no arithmetic operations involved in the context of the determination of interdependence degrees for the original technique as it was achieved through direct and subjective evaluation by the decision-makers. Meanwhile, in the case of the other two supervised techniques, the interdependence degrees were determined with the help of DEMATEL or ISM method. Thus, complications arise for the calculation process with the increasing number of decision attributes. As for the proposed technique and PCBU, worse complications may even occur as these techniques determined the interdependence degree that was based on the distance correlation and Pearson correlation measures respectively. Therefore, the number of arithmetic operations required can grow rapidly even with a slight increase in both the number of decision alternatives and attributes (i.e., the size of the decision matrix) [81]. Nevertheless, the steps involved in the calculation of Pearson correlation was less complicated than that of the distance correlation. Therefore, it can be concluded that the proposed technique is computationally more demanding as compared to the other four techniques.
Table 10. The ranking of websites.

|                      | Does the Technique Require Additional Data from the Decision-Makers? | Possible Bias/Error in the Estimated Values | Are the Fuzzy Densities Identified with Extra Inputs? | Does the Technique Explicitly Portray the Causal Relationships Held by the Attributes? | The Calculation Involved in Determining Interdependence Degrees |
|----------------------|---------------------------------------------------------------------|--------------------------------------------|--------------------------------------------------|----------------------------------------------------------------------------------|------------------------------------------------------------------|
| Original technique [16] | Yes (interdependence degree of each pair of attributes) Yes         | Yes                                        | No                                               | No                                                                               | No calculation involved, i.e., direct estimation by decision-makers |
| DEMATEL-based technique [17] | (The direct influence between every two attributes and interdependence degree of each pair of attributes) Yes | Yes (based on the prominence values determined via DEMATEL) | Yes (via diagraphs) | Influenced by no. of decision attributes |
| ISM-based technique [18] | (Contextual relationship between every two attributes and interdependence degree of each pair of attributes) Yes | Yes (based on the driving and dependence power determined via ISM) | Yes (via diagraphs) | Influenced by no. of decision attributes |
| PCBU                  | No                                                                  | Yes                                        | * Yes (based on the objective weights derived via CRITIC) | No                                                                               | Influenced by both the decision alternatives and attributes (i.e., the size of decision matrix) |
| Proposed unsupervised technique | * No                                                               | * No                                       | ** Yes (based on the objective weights derived via Shannon entropy) | ** No                                                                           | ** Influenced by both the decision alternatives and attributes (i.e., the size of decision matrix) |

Note: * and ** indicates the advantage and disadvantage of the proposed technique, respectively.
5. Conclusions

This paper has made two significant contributions. From the viewpoint of literature studies, this study has presented an improved unsupervised technique to estimate the complete set of $\lambda^0$-measure values that does not require any initial data, and was able to effectively capture the interdependencies between the attributes simultaneously. The novelty of this study mainly lies in the introduction of an alternate unsupervised technique as the existing techniques either require some initial data from the decision-makers (i.e., the original technique, the DEMATEL-based technique, and the ISM-based technique), or misrepresent the actual interdependencies between the attributes (i.e., the PCBU technique). The proposed technique is certainly a crucial contribution to the existing literature as there are only four techniques to date that are available to estimate the $\lambda^0$-measure values.

The technique was developed by integrating the concept of distance correlation and Shannon entropy weighting method into the original estimation technique. In the context of MADM, such integration was not considered in any of the past studies, including the estimation of $\lambda^0$-measure values. In short, such integration provides a more effective alternative for decision-makers to estimate the $\lambda^0$-measure values. The technique enables decision-makers to estimate the values with the sole utilization of the available decision matrix. It does not require any input of initial data from the decision-makers for the estimation purpose. Additionally, the technique is able to capture the exact interdependencies that are present between the attributes with the inclusion of distance correlation. The technique can be regarded as a better alternative for decision-makers that are dealing with too many decision attributes and the uncertainty that may arise on the exact interrelationships held by those attributes.

Meanwhile, from the application perspective, this paper has demonstrated the possibility of employing the proposed technique to a hospital website evaluation problem. Websites of five private specialist hospitals that are located in Sabah, Malaysia, were evaluated. With the aid of the proposed technique and Choquet integral operator, the degree of usefulness of each website were evaluated and ranked accordingly without disregarding the interdependencies that exist between the evaluation attributes. The outcome of the evaluation, may help the hospitals to implement the necessary actions to improve their websites in order to attract more local and international patients.

Nevertheless, there are few limitations on the study conducted. The first limitation is related to the proposed estimation technique. The proposed unsupervised technique failed to explicitly display the presence of causal relationships between the evaluation attributes as compared to the available supervised techniques (e.g., DEMATEL or ISM-based technique), which are able to portray such relationships through directed graphs. Therefore, future works may be required to tackle this limitation by formulating an unsupervised technique that can also deliver clear indications on the causal relationships as such indications will be very beneficial for decision-making. On the other hand, the overall fuzzy measure estimation process can become computationally demanding if the decision problem involves a large number of alternatives as the distance correlation is one of the crucial components for the developed technique. Thus, to minimize the complication associated with the calculation of distance correlation measures, interested users may utilize the related functions and packages available in RStudio or Python. In fact, future research may develop a decision-making program that is based on the proposed technique using any appropriate programming languages to enable easier and wider access. Moreover, interested researchers may investigate the possibility of integrating the idea of fuzzy signature into the proposed technique. This is because, similar to the proposed technique, the fuzzy signature is known for its ability in handling problems with interdependent features [82,83].

The second limitation of the paper relates to the hospital website evaluation problem. To be precise, the evaluation was only interested in measuring the performance of the websites based on the dimension of usefulness. There are many other dimensions, such as e-marketing strategies and reliability, that can also characterize the overall performance of a hospital website. Therefore, future work can re-evaluate the performance of the websites of the same five hospitals by adhering
to a more comprehensive set of evaluation items or dimensions. As a result, a more realistic ranking of the websites can be expected, and the hospitals can make the decisions for improvement with a greater perspective. Additionally, future work can include the consideration of using different types of non-linear operators or MADM techniques such as Bonferroni mean, weighted Pythagorean fuzzy interaction power Bonferroni mean, Zhenyuan integral, interval AHP [84], AHP-ISM [85], Pythagorean fuzzy AHP [86], and spherical fuzzy TOPSIS method [87] to evaluate the websites and compare the results to obtain a definitive ranking.
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Appendix A

Appendix A shows the complete calculation of the distance correlation between $c_1$ and $c_2$. The calculation is presented according to the steps as described in Section 3. Microsoft Office EXCEL was used to enable fast computing.

Step 1—Construct the Euclidean distance matrix of attribute $c_1$ based on its scores associated with all the websites under consideration. Construct a similar matrix for $c_2$.

- Scores with respect to $c_1$ and $c_2$

| Website/Attribute | $c_1$ | $c_2$ |
|-------------------|-------|-------|
| A                 | 1     | 0.8730|
| B                 | 0.3333| 1     |
| C                 | 0.7843| 0.6508|
| D                 | 0     | 0     |
| E                 | 0.0392| 0.0476|

- Euclidean distance matrix of $c_1$

| Website | A       | B       | C       | D       | E       | Row Mean |
|---------|---------|---------|---------|---------|---------|----------|
| A       | 0       | 0.6667  | 0.2157  | 1.0000  | 0.9608  | 0.5686   |
| B       | 0.6667  | 0       | 0.4510  | 0.3333  | 0.2941  | 0.3490   |
| C       | 0.2157  | 0.4510  | 0       | 0.7843  | 0.7451  | 0.4392   |
| D       | 1.0000  | 0.3333  | 0.7843  | 0       | 0.0392  | 0.4314   |
| E       | 0.9608  | 0.2941  | 0.7451  | 0.0392  | 0       | 0.4078   |
| Column mean | 0.5686 | 0.3490 | 0.4392 | 0.4314 | 0.4078 | Mean = 0.4392 |

- Euclidean distance matrix of $c_2$

| Website | A       | B       | C       | D       | E       | Row Mean |
|---------|---------|---------|---------|---------|---------|----------|
| A       | 0       | 0.1270  | 0.2222  | 0.8730  | 0.8254  | 0.4095   |
| B       | 0.1270  | 0       | 0.3492  | 1.0000  | 0.9524  | 0.4857   |
| C       | 0.2222  | 0.3492  | 0       | 0.6508  | 0.6032  | 0.3651   |
| D       | 0.8730  | 1.0000  | 0.6508  | 0       | 0.0476  | 0.5143   |
| E       | 0.8254  | 0.9524  | 0.6032  | 0.0476  | 0       | 0.4857   |
| Column mean | 0.4095 | 0.4857 | 0.3651 | 0.5143 | 0.4857 | Mean = 0.4521 |
Step 2—Execute the following double-centering steps on each matrix, where at the end, the row means, column means, and overall mean of the elements in each matrix become zero: Deduct row mean from each element; in the result, deduct column mean from each element; in the result, add matrix mean to each element.

• Double-centered matrix of $c_1$

| Website | $A$  | $B$  | $C$  | $D$  | $E$  | Row Mean |
|---------|------|------|------|------|------|-----------|
| $A$     | -0.6980 | 0.1882 | -0.3529 | 0.4392 | 0.4235 | 0         |
| $B$     | 0.1882  | -0.2588 | 0.1020  | -0.0078 | -0.0235 | 0         |
| $C$     | -0.3529 | 0.1020  | -0.4392 | 0.3529  | 0.3373  | 0         |
| $D$     | 0.4392  | -0.0078 | 0.3529  | -0.4235 | -0.3608 | 0         |
| $E$     | 0.4235  | -0.0235 | 0.3373  | -0.3608 | -0.3765 | 0         |
| Column mean | 0      | 0      | 0      | 0      | 0      | Mean = 0  |

• Double-centered matrix of $c_2$

| Website | $A$  | $B$  | $C$  | $D$  | $E$  | Row Mean |
|---------|------|------|------|------|------|-----------|
| $A$     | -0.3670 | -0.3162 | -0.1003 | 0.4013 | 0.3822 | 0         |
| $B$     | -0.3162 | -0.5194 | -0.0495 | 0.4521 | 0.4330 | 0         |
| $C$     | -0.1003 | -0.0495 | -0.2781 | 0.2235 | 0.2044 | 0         |
| $D$     | 0.4013  | 0.4521  | 0.2235  | -0.5765 | -0.5003 | 0         |
| $E$     | 0.3822  | 0.4330  | 0.2044  | -0.5003 | -0.5194 | 0         |
| Column mean | 0      | 0      | 0      | 0      | 0      | Mean = 0  |

Step 3—Multiply the double-centered matrices elementwise and find the mean value of the elements from resulted matrix i.e., the sum of elements divided by the total number of elements. The square root of this mean value is the distance covariance of $c_1$ and $c_2$, i.e., $d\text{Cov}(c_1, c_2)$.

• $d\text{Cov}(c_1, c_2) = \sqrt{\text{overall mean}} = \sqrt{0.0880} = 0.2966$

| Website | $A$  | $B$  | $C$  | $D$  | $E$  |
|---------|------|------|------|------|------|
| $A$     | 0.2562 | -0.0595 | 0.0354 | 0.1762 | 0.1619 |
| $B$     | -0.0595 | 0.1344 | -0.0050 | -0.0035 | -0.0102 |
| $C$     | 0.0354  | -0.0050 | 0.1221  | 0.0789  | 0.0689 |
| $D$     | 0.1762  | -0.0035 | 0.0789  | 0.2442  | 0.1805 |
| $E$     | 0.1619  | -0.0102 | 0.0689  | 0.1805  | 0.1955 |

Step 4—Since the distance variance of $c_1$, $d\text{Var}(c_1) = d\text{Cov}(c_1, c_1)$, and distance variance of $c_2$, $d\text{Var}(c_2) = d\text{Cov}(c_2, c_2)$, then these two values can be calculated by repeating step 1-3 accordingly.

• $d\text{Var}(c_1) = \sqrt{\text{overall mean}} = \sqrt{0.1157} = 0.3401$

| Website | $A$  | $B$  | $C$  | $D$  | $E$  |
|---------|------|------|------|------|------|
| $A$     | 0.4873 | 0.0354 | 0.1246 | 0.1929 | 0.1794 |
| $B$     | 0.0354 | 0.0670 | 0.0104 | 0.0001 | 0.0006 |
| $C$     | 0.1246 | 0.0104 | 0.1929 | 0.1246 | 0.1137 |
| $D$     | 0.1929 | 0.0001 | 0.1246 | 0.1794 | 0.1302 |
| $E$     | 0.1794 | 0.0006 | 0.1137 | 0.1302 | 0.1417 |

• $d\text{Var}(c_2) = \sqrt{\text{overall mean}} = \sqrt{0.1356} = 0.3683$
Step 5—The available $d\text{Cov}(c_1, c_2)$, $d\text{Var}(c_1)$, and $d\text{Var}(c_2)$ are appropriately substituted into (6) in order to compute $d\text{Cor}(c_1, c_2)$.

$$d\text{Cor}(c_1, c_2) = \frac{d\text{Cov}(c_1, c_2)}{\sqrt{d\text{Var}(c_1)d\text{Var}(c_2)}} = \frac{0.2966}{\sqrt{0.3401(0.3683)}} = 0.8381$$
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