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Abstract

With the computational power and algorithmic improvements available today, the ongoing STAR/RHIC and HADES/GSI experiments, the future FAIR and NICA facilities becoming operational, and the new precise measurements from NICER and LIGO/VIRGO, the high-energy nuclear physics and astrophysics communities are in the unique position to set very stringent constraints on the equation of state of strongly interacting matter. We review the state-of-the-art of different approaches used in the description of hot and ultradense baryonic matter in and out of equilibrium, and discuss the regions in the phase diagram where heavy-ion collisions and neutron star mergers can overlap. Future perspectives are discussed to help define a comprehensive, multi-disciplinary strategy to map out the phase diagram of strongly interacting matter from heavy ion collisions to neutron stars.
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I. INTRODUCTION

Relativistic heavy ion collisions, such as those taking place at the Relativistic Heavy Ion Collider (RHIC) or at the Large Hadron Collider (LHC), routinely create a new phase of matter called the quark-gluon plasma (QGP). The QGP is formed only at extremely large temperatures and particle/antiparticle densities and it permeated the early Universe just a few microseconds after the Big Bang. The phase transition from hadronic matter to the QGP is a broad crossover when matter and antimatter are present in approximately the same amount \( \mu_B = 0 \), but the transition is expected to become first-order at high baryonic densities \([2–5]\). This implies the existence of a high-temperature \( T \) critical point (CP) \([6]\) on the phase diagram of quantum chromodynamics (QCD). In the next couple of years, questions concerning the potential existence and location of the QCD critical point may finally be answered. The STAR experiment at RHIC is running a second beam energy scan (BESII) until 2022 to find out whether a hot and dense system of quarks and gluons displays critical phenomena when doped with more quarks than antiquarks (finite net density). STAR has also developed a fixed target program to further extend their reach to larger densities \([7, 8]\) and HADES at GSI \([9]\) covers even larger densities with the potential of a beam energy scan as well. The search for this putative critical point can also shed new light on whether quark matter exists in dense stellar objects, given that the conditions achieved in low energy heavy ion collisions \([10]\) can overlap with those in neutron star mergers \([11]\).

The information provided by low-energy heavy-ion collisions, which will continue after RHIC with the FAIR (GSI) \([12–15]\) and NICA (Dubna) \([16, 17]\) programs, can be complemented for the first time by very precise astrophysical observations that allow one to constrain the notoriously difficult high-density/low-temperature corner of the QCD phase diagram (see Fig. 1). In fact, the unprecedented accuracy of recent astrophysical experiments, such as NASA’s Neutron Star Interior Composition ExploreR (NICER) and NSF’s Laser Interferometer Gravitational-Wave Observatory (LIGO), provides a new possibility to test and rule out hypotheses for the neutron star inner core composition, thus constraining the high-energy QCD equation of state (EoS) and its phase diagram. From a theoretical point of view, since QCD cannot be directly solved at high (net) baryon densities because of the sign problem \([18]\) (for a review, see \([4]\)), the existence and location of the critical
point and the high-density phases of matter described by their EoSs are at the moment not well constrained. These EoSs are not directly comparable to heavy-ion experimental data, but serve as a vital input in event-by-event relativistic viscous hydrodynamic simulations of heavy ion collisions [19]. Furthermore, the inclusion of viscous effects in hydrodynamic simulations of the QGP is required to describe heavy ion data [20], which in turn provide key information about the transport properties (such as shear and bulk viscosities) of the QGP [21]. In fact, most theoretical studies indicate that viscous and diffusive effects are even more relevant at large densities [22–25], as we will discuss in more detail in Sec. V.

Moving towards the high baryon density regime, the EoS of strongly interacting matter dictates stellar masses and radii as determined by the Tolman-Oppenheimer-Volkoff equations [28, 29]. Other stellar observables such as the spindown of fast pulsars [30], the cooling rate of a large set of stable neutron stars [31–34], the compactness and ellipticity of rotating neutron stars with hot spots on their surface, and tidal deformability measurements that determine the star’s quadrupole moment in response to a strong tidal field during the inspiral phase of a neutron star merger [35], also generate important constraints for theoretical calculations [36]. In neutron star mergers, knowledge about the EoS at high baryon density and finite temperatures is needed when performing general-relativistic hydrodynamic simulations [11]. The inclusion of viscous effects in the latter may also be important to determine
the evolution of the hypermassive remnant formed after the merger, as stressed in [37–41].

The authors believe that this is the right time to bring together the scientific heavy-ion and neutron-star communities to discuss common goals involving the EoS of strongly interacting matter and define a strategy to achieve them. For this reason, they organized a 3-day virtual workshop in August 2020, supported by NSF, which brought together lattice and perturbative QCD (pQCD) theorists, heavy-ion phenomenologists and experimentalists, nuclear astrophysicists and gravitational wave physicists to discuss the state-of-the-art in their fields and define a path forward to address and solve the most urgent overlapping issues of these communities. Given the diversity of the participants’ background, long and lively panel discussion sessions took place in the end of each day of the workshop, during which a moderator and panelists listed the main open questions in each community and discussed ways of addressing them with the other participants. In this document, we review the main topics covered in the workshop and some of the problems and common goals that the communities identified as needing to be urgently addressed.

II. EQUATION OF STATE AT LOW-TO-MODERATE DENSITIES: STATUS AND PERSPECTIVES

The EoS of QCD at zero net-baryonic density has been available for a few years in the continuum limit and for physical values of the quark masses, for a system of \( N_f = 2 + 1 \) [42–44] and \( N_f = 2 + 1 + 1 \) [45] quark flavors. These results agree with the thermodynamics generated by a gas of non-interacting hadrons and resonances at low temperatures [46–48], and with a gas of weakly interacting quarks and gluons at high temperatures [49–51]. In the field of heavy-ion collisions, these results are crucial to describe the fireball created in the collision, as the EoS is one of the key inputs in a hydrodynamic description of the system [52]. Indeed, an important independent validation of lattice QCD results was obtained in [53], where state-of-the-art statistical techniques have been applied to the combined analysis of a large number of experimental observables, while changing the input parameters in a controlled way. It was found that the posterior distribution over possible parametrizations of the EoS was consistent with current lattice QCD calculations.

First principles lattice QCD results of the EoS at nonzero baryon chemical potential are currently limited due to the sign problem, a fundamental technical obstacle of exponential
complexity present in path integral approaches solved via importance sampling [18]. The most common methods to extend the lattice QCD results beyond $\mu_B = 0$ are the Taylor expansion of the thermodynamic observables around $\mu_B = 0$ [54–58] and the analytical continuation of simulations performed at imaginary chemical potential [59–66]. Exploratory studies in simplified fermionic models where the sign problem could be solved using other techniques, such as Lefschetz thimbles, can be found for instance in [67, 68].

In general, one can write the pressure $p$ of QCD as a Taylor series in powers of the baryon chemical potential over temperature, $\mu_B/T$, around $\mu_B = 0$:

$$
\frac{p(T, \mu_B)}{T^4} = \frac{p(T, 0)}{T^4} + \sum_{n=1}^{\infty} \frac{1}{n!} \left. \frac{d^n(p/T^4)}{d(\mu_B/T)^n} \right|_{\mu_B = 0} \left( \frac{\mu_B}{T} \right)^n
$$

with Taylor coefficients given by

$$
c_n = \frac{1}{n!} \frac{\partial^n(p/T^4)}{\partial(\mu_B/T)^n},
$$

which determine the baryon susceptibilities [4]. We note that in previous works other types of expansions have been explored (for instance, the Pade approximation) but it was generally found that the Taylor series worked best for our current data set [26].

It is important to mention that the QCD phase diagram relevant for heavy ion collisions is, in fact, at least a four-dimensional space in the variables $(T, \mu_B, \mu_S, \mu_Q)$, where $\mu_S$ and $\mu_Q$ stand for the strangeness and electric charge chemical potentials, respectively. Therefore, when performing a Taylor expansion in $\mu_B$, one has to make a choice about the values of $\mu_S$ and $\mu_Q$, as well when studying global quantities. Two common choices, useful for heavy ion collision physics, are to consider either $\mu_S = \mu_Q = 0$ or a situation in which $\mu_S$ and $\mu_Q$ are functions of $T$ and $\mu_B$, such that they satisfy the following phenomenological relations for the strangeness, charge, and baryon densities

$$
\langle \rho_S \rangle = 0 \quad \langle \rho_Q \rangle = 0.4 \langle \rho_B \rangle,
$$

which reflect the initial conditions in heavy-ion collisions and the fact that strangeness and electric charge are conserved in strong interactions. Results are currently available for the Taylor coefficients up to sixth-order for both conditions [69, 71], together with estimates for $c_8$ at finite lattice spacing in the case where $\mu_S = \mu_Q = 0$ [71]. We point out that, for
dynamical simulations, the entire 4D phase diagram is needed due to local fluctuations of conserved charges (e.g. see [72]).

More recently, a full four-dimensional EoS has been reconstructed in [73], based on the Taylor expansion coefficients calculated in [71] up to fourth-order and defined as

\[
p(T, \mu_B, \mu_S, \mu_Q) = \sum_{i,j,k} \frac{1}{i!j!k!} \chi_{ij}^{BSQ} \left( \frac{\mu_B}{T} \right)^i \left( \frac{\mu_S}{T} \right)^j \left( \frac{\mu_Q}{T} \right)^k,
\]

with baryon, strangeness, and electric charge (BSQ) susceptibilities given by

\[
\chi_{ij}^{BSQ} = \frac{\partial^{i+j+k}(p/T^4)}{\partial (\mu_B/T)^i \partial (\mu_S/T)^j \partial (\mu_Q/T)^k}.
\]

Effects from the inclusion of a partial list of sixth-order coefficients were investigated in [74]. Additionally, with the currently available Taylor expansion coefficients, a reliable EoS from first principles can be reconstructed up to \( \mu_B/T \leq 2 \) [69]. It was emphasized in the workshop that any realistic EoS should reproduce the lattice QCD one (or smoothly merge with it) in the density regime where the latter is available. We note that, while we have focused on the EoS here, other lattice QCD quantities should also be used to constrain models, such as partial pressures [48], cross-correlators [75], and high-order susceptibilities [71]. One of the relevant goals for the lattice QCD community is to extend the range of the reconstructed lattice QCD EoS by generating reliable continuum extrapolated higher order coefficients. This needs to be done both for the extrapolation in \( \mu_B \) only, and for the full four-dimensional EoS presented in Eq. (4).

Finally, we note that at low temperatures, eventually one must match lattice QCD results to a hadron resonance gas model because lattice QCD results can only be calculated down to approximately \( T \sim 100 - 130 \) MeV. While a non-interacting gas of hadrons and resonances works well at small \( \mu_B \) (with the exception of higher-order derivatives [76]), large density calculations require the inclusion of interactions. These interactions are commonly modeled using a van der Waals description, which can in addition describe the nuclear liquid-gas phase transition [77, 78]. This points to the potential interplay between the high \( T \) critical point and the liquid-gas phase transition, as already shown in [79].

As mentioned before, one of the most relevant still open questions is whether the phase transition of QCD becomes first-order as the baryon chemical potential/density increases. Experimental efforts to find the location of the critical point/first order phase transition coexistence line include the STAR Fixed-Target program \( (\sqrt{s_{NN}} = 3 - 7.7 \) GeV) [7, 8],
HADES at GSI ($\sqrt{s_{NN}} = 1 - 3$ GeV) [9], FAIR at GSI ($\sqrt{s_{NN}} = 4.5 - 9.3$ GeV) [12–15], and NICA ($\sqrt{s_{NN}} = 3 - 5$ GeV) [16, 17]. The results of these experiments have consequences for the physics of neutron stars and their mergers [80, 81]. First-order phase transitions are signaled by a region where the speed of sound is equal to zero. If a strong first order phase transition between hadronic matter and quark matter was experienced within a neutron star merger, this would have consequences for the ringdown and the remnants [11, 82–88]. In addition, if a strong first-order line occurs at zero temperature, it is possible that mass twins could be produced wherein two neutron stars have the same mass but very different radii [89–93]. Mass twins could be detected with NICER and LIGO observations of the radius and tidal deformability of neutron stars, respectively.

The effect of a potential critical point on heavy-ion collision observables was recently reviewed in [5]. One of the most prominent experimental signatures is the expected divergence of higher order baryon number fluctuations in the vicinity of the critical point [94]. While critical slowing down phenomena are expected to reduce this effect [95], an increase of the kurtosis as the critical point is approached is still expected. A change in monotonicity for the kurtosis as a function of the collision energy was also suggested as a possible critical point signature [96], although it was pointed out more recently that this non-monotonic behavior is washed out at temperatures immediately below the phase transition and, therefore, it is not likely to be observed in experiments [97].

To help answer the question about the existence and location of the QCD critical point, a family of EoSs was recently constructed in [98]. It reproduces the lattice QCD EoS where it is available and contains a critical point belonging to the universality class of the 3D-Ising model. The uniqueness of this family of EoSs is that the position and strength of the critical point can be changed and its effect on the data can be explored [97]. The corresponding entropy density and baryonic density are shown in Fig. 2 for one possible choice of parameters. Both quantities are discontinuous for chemical potentials larger than the critical one. Currently, this family of EoSs is available only for the case where $\mu_S = \mu_Q = 0$. Extensions to the strangeness-neutral case with fixed charge density, one of the identified priorities for both the heavy-ion and neutron-star communities, are the next obvious steps. This can be achieved using the Taylor series in Eq. (4).

During the workshop panel discussions, the fate of the critical point in the four-dimensional phase diagram was thoroughly discussed. Given the lack of information from
first principle simulations, guidance can be provided by models that reproduce lattice QCD results and contain a critical point such as, for instance, the holographic models in [99, 100]. In particular, the holographic model of Ref. [26] not only naturally incorporates the nearly perfect fluidity of the QGP [101] and allows for the realistic determination of a number of characteristic temperatures [102] and transport coefficients [103–105] as a function of $T$ and $\mu_B$ up to the critical point, but it also successfully predicts the temperature dependence of higher order baryon susceptibilities later computed on the lattice [71]. The success of the holographic model [26] in comparison to lattice QCD establishes benchmarks that other effective models must pass in order to be consistent with QCD results at finite temperature and density.

It was pointed out in the workshop discussion that the different high-energy communities explore different regions of the phase diagram, not only in terms of net-baryonic density, but also in terms of the conditions on the other conserved charges (besides baryon number). In particular, while isospin asymmetry is small in heavy ion collisions due to the fact that the initial nuclei contain almost the same amount of protons and neutrons, it is large in neutron stars as a result of the (proton) electron capture that takes place during supernovae. In cold neutron stars, $\mu_Q$ is determined in order to ensure chemical equilibrium and charge neutrality. On the other hand, while strangeness is a conserved quantity on the timescales of a heavy ion collision, weak decays are significant on astrophysical timescales ($\mu_S = 0$) and strangeness is expected to be significant in cold neutron stars. This gives rise to well-defined patterns in the four-dimensional phase diagram, which should be addressed as a
first step to obtain a more complete understanding of it. In fact, different regimes of the phase diagram can experience the transition from quarks to hadrons at different chemical potentials depending on the underlying assumptions [106–108]. Nevertheless, we remark that in non-equilibrium situations, such as those involving neutron star merger simulations, a higher dimensional EoS would also be needed.

Additional questions were raised in the workshop about the influence of multiple conserved charges on the location of the critical point. For instance, in 3 dimensions, does it become a critical line? Does it turn into a critical plane in 4 dimensions? Or could it be a crossover in certain regions of the phase diagram and a real phase transition in other regions? While effective models provide some guidance in this regard, the answer currently depends on the underlying assumptions of the models and, therefore, further experimental studies and efforts to extend lattice QCD to large densities are needed.

III. EQUATION OF STATE AT HIGH DENSITIES AND COMPARISONS WITH OBSERVATIONS

Cold neutron stars can be well-approximated by an EoS at $T \sim 0$ MeV, covering all scales relevant to nuclear and particle physics, from nuclei at very low densities (crust) to potentially deconfined quarks in the inner core. A review of the different models used to describe the EoS of neutron stars can be found in [109]. Fundamental questions remain about N-body interactions between baryons [110–113], the existence of hyperons (and their interactions) [114–117], and the possibility of deconfinement to quark matter in the core of a neutron star.

At zero temperature, protons and neutrons begin to overlap at densities around 3 times saturation density ($\sim 0.5$ baryons per fm$^3$), at which point a simple hadronic description of dense matter is not enough. Although the exact position and manner such transition takes place is still not certain, there are indications from a matching of low energy constraints with pQCD at asymptotically large energies that it is a steep first-order phase transition [118]. This feature is also hinted by a necessary bump in the dense-matter speed of sound that surpasses the conformal limit and then returns to $c_s^2 \rightarrow \frac{1}{3}$ at large densities [112, 119–123], although this effect could also be caused by a sudden appearance of hyperons (see Fig. 2 of [124] and [125]). At sufficiently large densities and low temperatures, quark matter in
neutron stars is expected to be a color superconductor, for which many kinds of pairing patterns exist [126], including the color-flavor-locked phase [127].

Although the crust of neutron stars is reasonably understood [128], the number of constraints for bulk hadronic matter decreases as the density increases in the core, especially beyond a couple of times saturation density. Up to this point, there are reliable ab-initio calculations (such as CEFT [111–113]), which solve a many-body problem starting from 2- and 3-body interactions, together with laboratory data of saturation properties (see a summary in Fig. 1 of [129]). Beyond that point, uncertainties increase, especially due to the appearance of new degrees of freedom such as hyperons and meson condensates [130–132]. In this case, a natural solution is to rely on QCD-inspired relativistic phenomenological models that include both deconfinement and chiral symmetry restoration [133–136].

For the quark phase, this is especially problematic, as the large uncertainty in modelling and parameters allow the EoS to be very similar to the hadronic one, which has been referred to as the “masquerade effect” [137, 138]. Of course, at this point one could once more invoke comparisons with pQCD results in the relevant regime [118, 139, 140], but one must keep in mind that this regime is not achieved inside neutron stars. pQCD is expected to be applicable at approximately an order of magnitude larger densities compared to the cores of neutron stars, which may only reach 4-10 times nuclear saturation density.

This is exactly where multi-messenger astrophysical observations can provide guidance to nuclear physics. Measurements of neutron star masses larger than 2 solar masses, together with small radii, and small tidal deformability, imply that the cold matter EoS is soft at intermediate densities but stiff at large densities, which allows us to extract information about nuclear interactions [141–146]. In particular, a neutron star with mass larger than 2.5 solar masses (for instance, the secondary compact object from GW190814 [147]) would imply that a sharp rise in \( c_s^2 \) occurs between 2-3 times nuclear saturation density [148], which may be attributed to exotic degrees of freedom in the core of a neutron star. However, we point out that many alternatives have been suggested for the secondary from GW190814: it may be a black hole or a fast spinning neutron star [143, 149, 151], or even a primordial black hole [152]. Nevertheless, non-monotonic behavior of \( c_s^2 \) has been found in several different works [112, 119, 121, 123, 153, 159].

At finite (but still not large) temperatures, the uncertainty in the EoS increases. In this case, information about deconfinement can be obtained from supernovae [160, 161] and
compact star merger simulations [11, 82, 83]. Unfortunately, not many finite temperature EoSs allowing for deconfinement to quark matter are available for testing. Additionally, some numerical relativity simulations may run into numerical difficulties when experiencing extremely sharp phase transitions, which could also limit current studies.

Ultimately, in order for EoSs to be able to describe the entire QCD phase diagram and reproduce the smooth crossover predicted by lattice QCD, models must contain both hadronic and deconfined degrees of freedom. At least, this is the prescription that has been used to describe the liquid-gas phase transition expected to take place in the crust-core interface of neutron stars. In the latter, the competition (of the strong force) with the electromagnetic force turns the first-order phase transition into a gradual one and the so called “pasta phases” appear, as shown in Fig. 3. Comparisons with low-energy heavy-ion collisions are also important to constrain the finite temperature dense regime, but they require modifications to describe zero-net strangeness matter without chemical equilibrium and charge neutrality. As it was shown in [108, 163], these changes in environment conditions can modify the deconfinement position by several tens of MeV for a given temperature.
Additionally, there are other considerations when comparing heavy-ion collisions to neutron star mergers that caution against direct comparisons with current theoretical frameworks, as discussed in Sec. V.

IV. MODEL AGNOSTIC APPROACHES TO EXTRACTING THE EOS FROM GRAVITATIONAL WAVE DATA

Due to the lack of first principle results that can fill the QCD phase diagram in the regime relevant for neutron stars, an alternative approach is to extract a band of possible EoSs from experimental data. Such an approach attempts to explore the relevant part of the EoS phase space that is causal (the speed of sound is bounded by zero and 1) by fitting observables that depend on the EoS to a set of observations. More specifically, NICER observations of the radiation emitted by hot spots on the surface of rotating neutron stars can be fitted to a pulse profile model [164–166]. This model depends on several parameters, including the neutron star compactness (the mass divided by the radius of the neutron star), which in turn depends on the EoS. Therefore, measurements of the compactness place a constraint in the mass-radius plane, which can be converted into a constraint on the EoS. Similarly, LIGO/Virgo observations of the gravitational waves emitted by inspiraling and merging neutron stars can also be used to constrain the EoS [164–166]. The LIGO/Virgo data is fitted to a gravitational wave model that depends on several parameters, including the so-called tidal deformabilities, which measure how much a star deforms when in the presence of a certain external perturbation. A measurement of the tidal deformabilities can then be converted into a constrain on the mass-radius plane through the use of certain quasi-universal relations [35, 167–170], which in turn place constraints on the (so far) low and intermediate density portion of the neutron star EoS.

When fitting gravitational wave observations to a model, another approach is to use a parameterization of the EoS. Examples of this parameterization include piecewise polytropes that are patched together at different transition densities [171], or a parametric spectral representation [172, 174]. In both cases, the EoS is assumed to be given by either a known function or a set of differential equations, which depend on a set of parameters. Given a choice of these parameters and a choice of the central density, the Einstein equations can be solved numerically to find the mass, radius and tidal deformability of a neutron star. The
waveform model parameter list – i.e. the parameters that characterize the waveform model – is then enhanced to include these EoS parameters, while removing the tidal deformability from the list, which are then varied when fitting the model to the data. From the posterior probability distribution obtained for these EoS parameters, one can then reconstruct an “allowed” band in the pressure-density plane for the EoS [147, 175].

These parametric approaches, however, suffer from the problem of restricting the EoS to a particular functional form, which may or may not be faithful to the EoS of nature inside neutron star cores. In fact, it has been recently pointed out that piecewise polytropes and the spectral functions both fail to accurately capture bumps, kinks, and jumps in the EoS that may occur due to rapid changes in the degrees of freedom or phase transitions [148]. In view of this, a different approach has been recently proposed: a non-parametric model. In this approach, one does not restrict the functional form of the EoS, but rather, one uses Gaussian processes conditioned on nuclear theory models [176, 177] to generate a wide variety of realizations of the EoS. For each of these, the Einstein equations are then solved to compute the mass, radius and tidal deformability, given a choice of central density, which are then used in a waveform model to fit the LIGO/Virgo data. In this way, one circumvents some of the earlier issues mentioned above and provides different confidence regions for the extracted EoS.

One should consider these approaches (the parametric and the non-parametric ones) as attempts to understand the EoS from an “experimental” perspective. They can provide important information about the allowable phase space but cannot provide detailed information about the correct microscopic degrees of freedom. Thus, such approaches cannot be directly tested against neutron-star cooling data. Temperature evolution is very sensitive to the proton and hyperon content [33, 34, 178] and, therefore, it is also an important part of EoS modeling at high densities. Additionally, the calculations of transport coefficients [179] also require detailed microscopic information. This emphasizes that both effective models are needed to understand the microscopic degrees of freedom, but also model-agnostic approaches are needed in order to determine the allowed phase space and help to further constrain microscopic models.

The use of non-parametric models together with more informed models will become ever more prescient in the coming years, as gravitational wave detectors are upgraded and their sensitivities are increased. The advanced LIGO + (A+) upgrade is expected to conclude by
2025, bringing a plethora of sensitivity improvements to both the Hanford and Livingston
LIGO detectors. Of particular relevance are upgrades related to quantum squeezing, which
will bring improvements to the high-frequency part of the sensitivity curve. Lowering the
noise at high frequencies would allow us to observe the merger of neutron stars, which would
in turn allow for more stringent constraints on the EoS and to peek into its low temperature
dependence during an out-of-equilibrium process. The extraction of information from the
merger phase, however, will require its characterization in terms of numerical relativity
models, which must include all of the complexity of the EoS at finite temperature and out-
of-equilibrium phenomena. Much work is therefore still needed both in the development of
such numerical relativity codes and in the construction of finite-temperature EoSs in the
high-density portion of the QCD phase diagram.

V. OUT OF EQUILIBRIUM EFFECTS AT LARGE BARYON DENSITY

A. Heavy ion Collisions

While heavy ion collisions at low beam energies have comparable baryon densities to
those reached within neutron stars, we now write a word of caution about direct compar-
isons between the two fields. Since the first collisions at RHIC turned on in the early 2000’s,
numerous discoveries have been made that have dramatically changed our approach to sim-
ulating heavy ion collisions. The field of heavy ion collisions was the first in the world to
numerically solve relativistic viscous fluid dynamic equations of motion in complex situations
[180] and, in recent years, the necessity of the inclusion of both shear and bulk viscosities
[21, 181, 186] (and at large densities BSQ diffusion [24, 187, 189]) has become clear. Ad-
ditionally, since the seminal works nearly a decade ago [190, 191], a deeper understanding
has emerged concerning the initial conditions of heavy ion collisions and the role played by
quantum fluctuations in the wave function of the colliding nuclei (and potential effects from
proton substructure [192, 193]). These radically changed how experimentalists measure flow
harmonics and, subsequently, invalidated earlier attempts at describing flow data at low
beam energies when theoretical models did not incorporate event-by-event fluctuations. Fi-
nally, our understanding of the influence of critical phenomena has progressed enormously
since the first discussions on the search for the QCD critical point [6].
Because the heavy-ion field has been primarily focused on high beam energies, a number of upgrades must be implemented in dynamical models before one can attempt to extract information about the EoS from heavy ion data. An outline of such upgrades is made in Fig. 4 and is discussed in detail below. Current models that are applicable at these beam energies only consist of ideal hydrodynamics and, yet, it is known that out-of-equilibrium effects can play a significant role in the search for the QCD critical point and the first-order phase transition line. Thus, the upgrades are a necessary step forward in order to allow for direct theory to experimental data comparisons. To do this, the initial conditions will need to be adapted to incorporate all 3 conserved charges and be initialized with a full energy-momentum tensor $T^{\mu\nu}$ and $q^{\mu}$'s (out-of-equilibrium effects in the diffusion currents). See recent efforts along those lines, although no single initial condition model can accomplish all of that at the time being.

The effects of critical fluctuations were discussed extensively in the workshop. One approach is to use Hydro+, which provides a generic extension of hydrodynamics by the inclusion of a parametrically slow mode and fluctuations out of equilibrium. Other theo-
retical approaches have been explored as well \cite{210, 211}. The inclusion of such fluctuations in realistic relativistic viscous hydrodynamics models in 2+1 or 3+1 dimensions is a very complex task and steps in this direction can be found in \cite{212, 215}.

In fact, event-by-event relativistic viscous hydrodynamic models have been constructed for large beam energies where boost invariance is a reasonable approximation, such that hyperbolic coordinates are used and boost invariant 2+1 hydrodynamics is employed \cite{52}. At low beam energies, Cartesian coordinates are more appropriate to describe the fully 3 dimensional evolution of the system. Unfortunately, in this regime only ideal hydrodynamic codes exist written in Cartesian coordinates, since most viscous hydrodynamics models were written with hyperbolic coordinates \cite{182, 183, 216, 220}. Thus, this has been identified as an important (and achievable) goal for the future.

Because in heavy ion collisions baryon number, strangeness, and electric charge conserved currents are relevant, especially at finite densities, hydrodynamics must incorporate all 3 conserved charges and their corresponding diffusion transport coefficients. However, since individual quarks can carry two or three charges (for example, a strange quark carries electric charge, strangeness, and baryon number), there are cross-correlations between the diffusion transport coefficients, which actually become a diffusion matrix \cite{188}. A number of groups are already addressing this issue and we will likely have working BSQ hydrodynamic codes available in the years to come. However, this also requires special attention at the point of freeze-out such that both BSQ charges are conserved \cite{221} and the appropriate out-of-equilibrium corrections are taken into account (this is known in the field as $\delta f$ corrections).

Finally, at large densities one requires an accurate description of the hadron gas phase, for which one must use transport codes that incorporate the known hadrons and their interactions. SMASH \cite{222} has become the state-of-the-art in the field for hadronic transport, and it also incorporates mean field potential effects. One should note that there are other hadronic transport codes on the market and each of their underlying assumptions produces different results \cite{223}. Once a hadronic model is established, one can use it to calculate transport coefficients as well \cite{224}.

In principle, other considerations would also go into dynamical models such as spin \cite{225-229} and magnetic field effects \cite{230, 237}. While there has been very intriguing experimental data indicating that the quark-gluon plasma may be the most vortical fluid known to humanity \cite{238}, further studies are needed in this regard to draw strong conclusions at this
time. Finally, once a full viscous hydrodynamic model that includes transport is established, there will be a number of interesting observables to compute, such as directed flow, which is expected to be sensitive to the EoS \[ 239 \].

B. “Heavy-ion Data” to constrain Neutron Stars

One topic that was brought up at the workshop was the use of “heavy-ion data”, extracted from the insightful phenomenological study done in \[ 240 \], as a constraint on the neutron-star EoS. We use quotation marks because this study was not performed by an experimental collaboration. Rather, the results in \[ 240 \] constitute a theoretical framework to extract EoS constraints within specific model assumptions and, therefore, cannot be considered bona fide experimental data. In fact, there are a number of assumptions (reasonable at that time) that went into this extraction of constraints that are not universally agreed upon by the entire heavy-ion community after two decades. Currently, the standard way to extract information from experimental data within heavy ions is to use event-by-event relativistic viscous hydrodynamics and make direct comparisons to experimental data using, for example, a Bayesian analysis (e.g. \[ 241 \]). Such a framework does not yet exist for data at low beam energies due to the issues outlined above and laid out in Fig. 4. While initial attempts have been made for comparing ideal hydrodynamics \[ 241 \] to experimental data at low beam energies, one must incorporate in this case transport coefficients, as there are many indications that the influence of out-of-equilibrium effects only grows with lower beam energies. Thus, we emphasize that the problem is not Ref. \[ 240 \] but rather the misuse of their results as a de facto experimental heavy ion constraint that must be used to eliminate certain physical scenarios concerning the high density regime of the EoS in neutron stars.

Instead, what has usually been done is to either compare hadronic models (transport) to experimental data and attempt to extract the EoS from such models (this was done in \[ 240, 242 \]) or to compare ideal hydrodynamics to data with different EoS assumptions, as was done in \[ 241 \]. At the moment, neither are a perfect fit to experimental data and fail to capture a number of experimental observables. However, we point out that the EoS that does fit best the results from hydrodynamics studies is consistent with the presence of quark degrees of freedom at the low heavy ion beam energies. Additionally, we stress that HADES is an ongoing experiment running at \( E_{lab} = 1 − 2 \text{AGeV}, \) right in the middle of the
beam energies from \[240\], and it has found evidence that the temperatures reached in their reactions are much higher than initially anticipated, which makes the previous indication of reaching quark degrees of freedom much more likely \[10\]. Furthermore, hints from STAR and HADES find long range correlations in multi-particle cumulants of proton number, which may be providing hints of a real phase transition \[243, 244\].

Thus, our current understanding of heavy ion collisions, which has evolved immensely in the last two decades, strongly indicates that the use of the “heavy-ion data” extracted from the influential Ref. \[240\] as a constraint for the neutron star EoS can be misleading, as there are many known discrepancies in the field that will likely be attributed to a variety of needed upgrades to dynamical models, as outlined in Fig. 4. Additionally, experimental data from HADES indicate that even at very low beam energies there are signs of deconfined quarks and gluons. However, many more theoretical studies are still required for that to be a solid statement. In summary, one should not find this to be a disappointing conclusion but rather we emphasize that more cross-talk is needed between communities in order to understand the state-of-the-art in the respective fields, so that better and more meaningful comparisons can be made.

C. Neutron Star Mergers

It was pointed out in the workshop that multi-messenger observations of neutron star mergers \[80, 245, 246\] give not only key information on the thermodynamical behavior of dense matter, but they also provide fundamental insight into the complex out of equilibrium processes that take place on millisecond timescales. In fact, transport properties are a better discriminator of different phases than the EoS \[126\]. For neutron star mergers, the important dissipation mechanisms are those whose equilibration times are \(\leq 20\) ms, as they can affect the post-merger gravitational wave signal.

For many years it was assumed that the evolution of the hot and ultradense matter formed after the merger could be reasonably described as an ideal fluid (dynamically coupled to Einstein’s equations) since the time scales for viscous transport to set in were previously estimated \[247\] to be outside the millisecond range. These estimates were recently revisited in \[40\] using state-of-the-art merger simulations and it was concluded that damping of high-amplitude oscillations due to bulk viscosity is likely to be relevant if direct Urca processes
remain suppressed. Thus, bulk viscosity effects should be investigated in neutron star merger simulations \[40\]. Further studies about the bulk viscosity in the context of mergers were performed in \[179, 248–250\]. Ref. \[40\] also concluded that neutrino-driven thermal transport and shear dissipation were unlikely to affect the post-merger gravitational wave signal unless turbulent motion occurs.

In this context, as pointed out in \[37\], viscosity and magnetic fields drive differentially rotating stars toward uniform rotation, which has important consequences. For instance, a differentially rotating hypermassive remnant can momentarily support a mass greater than it would be possible for a uniformly rotating star, which would imply in the observation of a delayed collapse to a black hole and a delayed burst of gravitational radiation. However, the magnetic field in the differentially rotating remnant may be amplified through magnetorotational instabilities \[251\], which can generate magnetohydrodynamic (MHD) turbulence whose description requires extremely high resolution simulations \[252\]. General-relativistic shear viscous hydrodynamics becomes an interesting phenomenological alternative for studying how angular momentum transport occurs in such a system \[37, 39\], with the effective viscosity being induced by local MHD turbulent processes.

As stressed in \[40\], the effects of bulk, shear, and thermal conductivity have not yet been included in merger simulations because that requires a formulation of general-relativistic viscous fluid dynamics that is compatible with causality in the strong nonlinear regime probed by the mergers. Fortunately, a fully consistent physical and mathematical description of viscous fluids dynamically coupled to Einstein’s equations is now possible as recently proven in \[253\]. The latter employed the basic ideas behind the new formalism originally proposed in \[254\] to obtain a causal and stable first-order generalization of the relativistic Navier-Stokes equations for the case of a conformal fluid. This new approach to relativistic viscous hydrodynamics was later further developed and generalized in \[255–257\] to include the non-conformal regime and also finite baryon density effects.

Among many other results, it was also discussed in the workshop how prompt black holes formed in neutron star mergers can source bright electromagnetic counterparts for high-mass-ratio binaries, which can be constrained from multimessenger observations \[258\]. Nevertheless, it was thoroughly emphasized in the meeting that, while the inspiral \[259\] and early postmerger phases (in the case of a black hole remnant) are now better understood, there is still a vast parameter space to explore. In fact, no current simulation of neutron
star mergers include all the relevant physics, as it becomes increasingly complex on longer timescales in the postmerger and higher resolution, and more sophisticated simulations, are needed.

VI. OUTLOOK

After three days of a very intense (virtual) workshop, it became clear that there is a very large number of challenges and fundamental questions that must be addressed when it comes to determining the properties of ultradense matter in heavy ion collisions and also in neutron stars. The following questions were singled out and discussed during the meeting:

- What is the nature of matter at high baryon densities/chemical potentials? How can we measure QCD critical phenomena? Are there new exotic phases in neutron stars? Can we probe these with gravitational waves from neutron star inspirals and mergers?

- What are the prospects of making a 10% measurement of the tidal deformability of a neutron star with advanced LIGO? What are the challenges posed by detector upgrades and waveform systematics? And what nuclear physics information, other than pressure versus energy density (EoS), are nuclear physicists interested in knowing that one could extract from the tidal deformabilities or from the merger phase?

- How far can we push our understanding of hadronic matter and its interactions at high densities? How does one model and realistically constrain the EoS at finite temperatures and densities? What is the interplay between the EoS probed in heavy ions and that probed in neutron stars and their mergers? For instance, if mergers reveal that there is a first order phase transition at finite temperatures, this proves that the QCD critical point exists.

- What is the best approach to extract an EoS from neutron star inspirals and NICER data? What do we miss by just focusing on the EoS? For instance, for cooling and transport one needs to know the correct phase of matter, including degrees of freedom and interactions.

- How can hydrodynamics and transport be used to determine the correct degrees of freedom in low energy heavy-ion collisions and neutron star mergers? What upgrades
are needed for current codes to be able to extract the EoS from low beam energies? What role do out-of-equilibrium effects play at larger densities and at a critical point/phase transition? What role does isospin/strangeness play in their respective dynamics? What signals from nuclear experiments are most promising to extract the EoS and information about phase transitions?

- What are the challenges that must be faced when performing realistic simulations of ultradense matter in heavy ion collisions and in neutron star mergers? What is the synergy between them? What are the tools needed to systematically investigate out-of-equilibrium viscous effects under extreme temperatures, densities, and gravitational/electromagnetic fields?

- What are the consequences beyond QCD i.e. if we understand the QCD EoS across the entire phase diagram? Can one then make quantitative statements about dark matter?

Clearly, these questions are far too complex to be tackled by one community alone – only truly interdisciplinary collaboration will be the herald of progress. In fact, the authors hope new insights and collaborations will emerge from this and future workshops to help solve the challenging questions mentioned above.
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