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Abstract
Power allocation plays an important and challenging role in fuel cell and supercapacitor hybrid electric vehicle because it influences the fuel economy significantly. We present a novel Q-learning strategy with deterministic rule for real-time hybrid electric vehicle energy management between the fuel cell and the supercapacitor. The Q-learning controller (agent) observes the state of charge of the supercapacitor, provides the energy split coefficient satisfying the power demand, and obtains the corresponding rewards of these actions. By processing the accumulated experience, the agent learns an optimal energy control policy by iterative learning and maintains the best Q-table with minimal fuel consumption. To enhance the adaptability to different driving cycles, the deterministic rule is utilized as a complement to the control policy so that the hybrid electric vehicle can achieve better real-time power allocation. Simulation experiments have been carried out using MATLAB and Advanced Vehicle Simulator, and the results prove that the proposed method minimizes the fuel consumption while ensuring less and current fluctuations of the fuel cell.
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Introduction
Energy shortage, air pollution, and global warming have pushed the development of fuel cell (FC)-driven vehicles to replace pure fuel-driven vehicles.1–4 However, possessing quick dynamic response and load-following ability is difficult for current FC.5 Furthermore, rapid load variation has bad effects on the lifetime of FC.6 Thus, pure FC vehicles are still in their early development stages, which will probably last for the next decade. A hybrid propulsion, such as the supercapacitor (SC), with fast charge/discharge attributes, long life cycles, and high power density seems to be the most economical and feasible solution so far. Hybrid electric vehicles (HEVs) composed of the FC and the SC may be a good choice. When HEV is in braking, climbing, or acceleration condition, SC can be used as a power buffer,7–9 and the combination of FC and SC as the hybrid propulsion is an efficient way to overcome the slow dynamic response and rapid load variation while achieving braking energy recovery.10,11 How to control the energy flow between the hybrid FC/SC has been the core issue.

Literature review
The conventional energy management method can be generally classified into the following two trends: rule-based and optimization-based.12 The former strategy can be subdivided into deterministic and fuzzy rule-based methods, while the latter can be subdivided into off-line global and real-time optimization-based methods. The deterministic rule methods are the most direct
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and widely used strategy with easy implementation and low calculation burden. Jalil et al.\textsuperscript{13} proposed a rule-based strategy in which the power demand is allocated between the engine and the battery, by which those power sources can be used efficiently. The proposed rules ensure efficient operation of the engine and battery at any situation, but it is applicable only in series hybrid structure because of its simplicity. In the study by Phillips,\textsuperscript{14} a type of state machine was utilized to supervise the control of a more general parallel HEV; however, in terms of achieving the goals of fuel economy and emission reduction, it has not gained good performance optimization. To further realize improvement of the performances of energy management system (EMS) for HEV, literally, fuzzy logic and their modified variants, instead of using deterministic rules, seem to be the most effective way to solve the problem of robustness and adaptability,\textsuperscript{15–17} because they are not only tolerable to fuzzy measurement but also easy to adapt, if necessary. Multi-objective optimization strategies based on fuel economy, FC lifetime and so on are also researched widely and have obtained good simulation results.\textsuperscript{18–20} These rule-based control strategies are optimized by minimization of a loss function generally representing the control objectives under a fixed driving cycle, which means a prior knowledge of a predefined driving cycle is used. Obviously, they cannot be directly used in real-time energy management. Recently, several optimization-based methods, such as real-time control based on equivalent fuel consumption, were proposed to develop a loss function in instantaneous optimization.\textsuperscript{21–23} Model predictive control\textsuperscript{24} and dynamic programming\textsuperscript{25,26} have also been widely used to develop the advanced on-line EMS. Furthermore, to obtain a prior knowledge of driving cycle, we\textsuperscript{27} proposed a driving pattern recognition-based EMS using neural network, which also achieved real-time control while accomplishing less current fluctuation and fuel consumption. Intelligent algorithms have developed rapidly in recent years, and the learning-based energy management method has been considered as a viable solution to apply decision and control problems in electric power system.\textsuperscript{28} A learning-based EMS aims to take appropriate actions automatically according to the states, not relying on any manual predefined rules, and converges to an optimal policy without any optimization algorithms. In addition, the learning-based EMS has shown its self-learning ability to adapt to different driving conditions.\textsuperscript{29–31} Statistical learning method is a significant way to optimization approach, and related studies may help to improve the robustness of the EMSs.\textsuperscript{32–34}

**Motivation and innovation**

The main goal of this study was to propose a novel Q-learning strategy with deterministic rule (QLDR) for real-time HEV energy management that satisfies the driver’s demand for traction power while achieving decreased fuel consumption and load fluctuation. In particular, we focus on improving the Q-learning (QL)-driven agent’s adaptation to different driving cycles. The main contributions of this paper are as follows. (1) To reduce the load fluctuation of the FC, we innovatively propose two optional sets of the maximum FC power output, which will be selected by the deterministic rule. The smaller set is for the general driving conditions that are frequently used. And the alternative set is provided for extreme driving conditions like continuous high power demand, which will only be used when these extreme situations occur. (2) The deterministic rule is combined with the QL policy to further improve the adaptation to different driving conditions. (3) To realize less fuel consumption, we manage to keep the best Q-table with minimal fuel consumption and maintain the state of charge (SoC) of the SC within a safe range so that the SC is always able to recover the braking energy. This idea differs greatly from the conventional energy conservation\textsuperscript{35–37} based on the “load-leveling” concept for efficient actual operation and for achieving as close as possible to the optimal point, which is dependent deeply on the precise measurement and prior knowledge of driving conditions.

**Organization of this paper**

The structure of this paper is as follows. Section “HEV energy system” describes the power-train of the HEV system and the modeling of the FC and SC. Then the HEV energy optimization problem is formulated. Section “QL-based HEV energy optimization” describes the key concepts of QL in HEV energy management control. Then the proposed QLDR algorithm is designed and the real-time energy management strategy is provided. The evaluation results of the proposed method are shown in section “Simulation results,” and section “Conclusion” concludes the paper.

**HEV energy system**

In this section, we first describe the power-train of the HEV system. Then the modeling of the FC and SC is achieved. Finally, we present how the HEV energy optimization problem formulates.

**Power-train description**

The power-train of the HEV energy system is shown in Figure 1, where the black and red arrows represent the control signals and the direction of power flow, respectively. The power demand of the HEV can be satisfied by controlling the direction of the power flow between the FC stack and the SC storage. By means of the proposed QLDR, the power supply required is derived, which is packed as signals sent to the corresponding energy source. Among the energy components, the FC is used as the primary power source. The SC, with the characteristics of fast charge and discharge, is equipped
as a power buffer for leveling the peak power during cold start and hard acceleration and for recovering the braking energy. The SoC of the SC is fed back to the proposed QLDR for better control. To control the power flow between the FC and the SC, different energy sources are equipped with different types of converters. The unidirectional DC/DC converter is for the FC, whereas the bidirectional DC/DC converter is for the SC. The power supplied from these converters is gathered by the DC link and then flows to the motor through a DC/AC converter.

The modeling of the FC and the SC

1. FC model: To calculate the output power of the FC, we need to obtain the output voltage of the FC ($V_{out}$) first, which is given as follows

$$V_{out} = N_0E_{cell} - V_{act} - V_{ohm}$$

$$V_{act} = B_1\ln (B_2I)$$

$$V_{ohm} = IR_{ohm}$$

where $V_{act}$ and $V_{ohm}$ are the activation voltage and overall internal ohmic voltage, respectively; $N_0$ is the number of FC in series; $B_1$ and $B_2$ are constants; $I$ is the output current of the FC; $R_{ohm}$ is the internal resistance; and $E_{cell}$ is the Nernst cell voltage, which is calculated as follows

$$E_{cell} = E_i - k_F(T - 298) + \frac{R_gT}{2F}\ln \left(\frac{pH_2 \sqrt{PO_2}}{k}\right) - E_{dcell}$$

where $E_i$ is the standard reference potential per FC, $T$ is the FC stack temperature, $R_g$ is the gas constant, $F$ is the Faraday constant, and $pH_2$ and $PO_2$ are the hydrogen and oxygen partial pressure, respectively, and they are constants here for simple analysis. $E_{dcell}$ is obtained by a first-order transfer function as can be seen in equation (5)

$$E_{dcell}(s) = \frac{\lambda_e \tau_s}{\tau_s + 1} r(s)$$

where $\lambda_e$ is a constant factor and $\tau_s$ is an overall flow delay, and the total hydrogen consumption of FC can be derived as follows in equation (6)

$$m_{H_2} = \frac{M_{H_2}N_0AF_{FC}}{2F} I$$

where $M_{H_2}$ is the molecular weight of hydrogen, $AF_{FC}$ is the active area of each FC, and $F$ is the Faraday constant. The main parameters of FC are shown in Table 1. To analyze the power and current fluctuation of the FC, we provide the following definition as can be seen in equations (7) and (8), where $V_P$ and $V_I$ denote the variance ratio of the power and current of the FC, respectively.

$$V_P = \frac{\Delta(V_{out}\times I)}{\Delta I}$$

$$V_I = \frac{\Delta I}{\Delta I}$$

2. SC model: We use the resistor-capacitor circuit model to emulate the internal part of the SC, which is described in Figure 2.

In Figure 2, $v_c$ is the SC internal capacitance voltage; $R$ and $i$ are the internal resistor and current, respectively; and $v$ and $P$ are the terminal voltage and power, respectively. When $P > 0$, the SC is discharged, whereas when $P < 0$, it is charged. The relationship between $v$ and $i$ is derived as follows.

Figure 1. The power-train of the HEV energy system.

Table 1. The main parameters of the FC.

| Parameters   | Value | Unit | Parameters   | Value | Unit |
|--------------|-------|------|--------------|-------|------|
| $R_{ohm}$    | 0.004 | $\Omega$ | $E_i$       | 0.9   | V    |
| $AF_{FC}$    | 204   | cm$^2$ | $N_0$       | 750   | –    |
| $T$          | 368   | K     | $R_g$       | 8314.47 | – |
| $F$          | 9.65e+4 | C/mol  | $B_1$       | 0.0478 | – |
| $PO_2$       | 2.2   | atm   | $B_2$       | 0.0136 | – |
| $PH_2$       | 2.0   | atm   | $\lambda_e$ | 0.00333 | – |
| Rated power  | 40    | kW    |              |       |      |

FC: fuel cell.
Provided that the impedance matching is satisfied in this model, the SC is capable of supplying maximum power, which is derived by:

\[
P_{\text{max}} = \frac{v^2}{4R} \text{ or } P_{\text{max}} = \frac{v^2}{R}.
\]

Thus, the terminal voltage \( v \) can be obtained by solving equation (10)

\[
\frac{dv}{dt} + RPv^{-1} + \frac{P}{C}v^{-1} = 0 \tag{10}
\]

Ignoring the negligible impact of the internal resistor, the SoC of the SC is defined in equation (11)

\[
\text{SoC} = \frac{v}{v_{\text{max}}} \times 100(\%)
\]

where \( v_{\text{max}} \) is the maximum voltage of SC. The main parameters of the SC per cell are listed in Table 2.

### Table 2. The main parameters of the SC per cell.

| Parameters          | Value | Unit | Parameters          | Value | Unit |
|---------------------|-------|------|---------------------|-------|------|
| \( C \)             | 1700  | F    | \( R \)             | 0.083 | \( \Omega \) |
| Storage capacity    | 160   | Wh   | Rated voltage       | 2.5   | V    |
| Number of cells     | 84    | –    |                     |       |      |

SC: supercapacitor.

QL-based HEV energy optimization

Reinforcement learning is introduced as the theoretical foundation of the proposed QLDR strategy. We first describe the key concepts of QL in HEV energy control. Then, a deterministic rule is designed and combined in the QL controller. Finally, the proposed QLDR real-time energy management strategy is given in this section.

**QL in HEV energy control**

Given an episode under the defined driving cycle, that is, the time-continuous sequence of the power demand from the HEV, the goal of the proposed algorithm is to complete the power allocation by satisfying the power demand while keeping the SoC of SC in the safe range and saving the H\(_2\) fuel consumption. To accomplish this, QL is introduced as the baseline to carry out energy management. QL belongs to the reinforcement learning family that learns by interacting with the environment. During the learning process, the QL-driven controller observes the state of the power system, such as the power demand and SoC of SC; then performs the action of power split between FC and SC; and calculates the reward value by assessing the safety range of SoC of SC. Finally, the value function that accumulates the total rewards over time is updated. When the value function converges, the learning process ends and the control policy is obtained. Using this connection can produce a lot of information about causality, behavioral consequences, and what should be done for higher rewards and achieving goals. To further explain the QL in HEV energy control, the key concepts applied in the proposed QLDR are formulated.

**Policy.** A policy assigns how learned agents behave in a given state. In other words, the state of the environment is perceived first, and then the strategy is mapped to the actions to be taken in these states. The policy is
generated from the Q-table, that is, a lookup table filled with value functions. Specifically, the Q-table is represented by a simple two-dimensional array that contains the SoC of SC and split coefficient of power demand to FC. When the agent is in one of these states, by checking the maximum value function of the state in the Q-table, the corresponding action is selected and performed.

**State space definition.** The instantaneous SoC of the SC, represented by SoC, is selected to represent the system state, which is a continuous variable. To discretize the state variables, SoC should be discretized by equations (12) and (13)

\[
\text{SoC} \rightarrow \left[ \frac{\text{SoC} - \text{SoC}_{\text{min}}}{d_1} + 1 \right] \quad (12)
\]

\[
d_1 = \frac{\text{SoC}_{\text{max}} - \text{SoC}_{\text{min}}}{\text{num}_{s}} - 1 \quad (13)
\]

where \(d_1\) represents the discretization degree; SoC\(_{\text{max}}\) and SoC\(_{\text{min}}\) represent the maximum and minimum SoC, respectively; and num\(_s\) represents the number of states. It is worth mentioning that after discretization, SoC no longer represents the SoC value, but a one-based searching index in the state space to the corresponding SoC value. By this transform technique, the state is not only discretized but also better indexed in the Q-table.

**Action space definition.** We choose the output power of the FC, \(a_i\), as the control action in this study. The same discretization technique is applied to the action dimension as can be seen in equations (14) and (15)

\[
a_i = k \times d_2 \quad (14)
\]

\[
d_2 = \frac{p_{\text{max}}}{\text{num}_{a}} - 1 \quad (15)
\]

where \(d_2\) is the discretization degree, \(k\) is the one-based index to the action, \(p_{\text{max}}\) represents the maximum power output of the FCs, and num\(_a\) represents the number of actions. The output power of the SC (\(p_t\)) can be calculated by subtracting \(a_i\) from the power demand.

**Reward definition.** Immediate reward evaluates the effect of the action at the current state. The control objectives of the HEV are to satisfy the power demand and minimize the fuel consumption, which can be summarized as maintaining the SoC of the SC in the safe range, because the SC can not only provide the FC with sufficient power but also recover the braking energy only when the SoC is within the normal range. Moreover, the Q-table with minimal fuel consumption is regarded as the best Q-table and kept in the training epochs. Keeping the objectives in mind, the reward function is defined as can be seen in equation (16), where \(r_t\) is the immediate reward at time \(t\). This definition can guarantee all the objectives mentioned above

\[
r_t = \begin{cases} 
0, & \text{SoC}_{\text{min}} \leq \text{SoC}_{t+1} \leq \text{SoC}_{\text{max}} \\
-1000, & \text{SoC}_{t+1} \leq \text{SoC}_{\text{min}} \text{ or } \text{SoC}_{t+1} \leq \text{SoC}_{\text{max}} 
\end{cases} 
\]

\[s.t. \quad p_t + p_{f} = p_d \quad (16)\]

where \(p_d\) is the power demand, \(p_t\) is the output power provided by the SC, and \(p_{f}\) is the output power of the FC.

**Value function.** Value function is an estimation of future total rewards at state \(s\) and action \(a\). It is calculated by updating the value of the two-dimensional Q-table according to the definition of one-dimensional state and action given in policy definition. Mathematically, it is formulated as the sum of future immediate rewards as can be seen in equation (17)

\[
Q(s_t, a_t) = E[r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + \cdots | s_t, a_t] 
\]

where \(Q(s_t, a_t)\) represents the value function obtained by taking action \(a_t\) at state \(s_t\). \(\gamma\) is the discount factor that attributes to the convergence of the infinite sum of rewards. \(Q^*\) represents the optimal value function, that is, the maximum accumulative reward; it is easy to prove that \(Q^*\) can be expressed by the Bellman equation which is decomposed into two parts as shown in equation (18)

\[
Q^*(s_t, a_t) = E[r_{t+1} + \gamma \max_{a_{t+1}} Q^*(s_{t+1}, a_{t+1}) | s_t, a_t] 
\]

where the first part is the immediate reward \(r_{t+1}\), and the second part is the discounted value of successor state \(\gamma Q(s_{t+1}, a_{t+1})\). To obtain \(Q^*\), the Bellman equation is applied to iterate the value function as can be seen in equation (19), where \(\eta \in (0,1]\) is the learning rate. The value thus obtained gradually converges to the optimal action value function with the iteration of the algorithm.

\[
Q_{t+1}(s_t, a_t) = Q_t(s_t, a_t) + \eta \left( r_{t+1} + \gamma \max_{a_{t+1}} Q_t(s_{t+1}, a_{t+1}) - Q_t(s_t, a_t) \right) 
\]

**Algorithm design.** The proposed QLDR for HEV energy management is presented in Algorithm 1. The Q-table is initialized by 0, which means the power demand is provided by the FC in default, and the learning process maximizes the reward function by tuning the action of SC. The outer loop represents the number of training epochs to update the value function, while the inner loop describes energy management policy at each step within the episode duration. The maximum number of the
When the epoch cycle begins. If the reward is repeated until the episode ends, that is, if the function is updated by the Bellman equation. This step after performing action, then switches back to the default set. Finally, the value function is updated by the Bellman equation. This step is repeated until the episode ends, that is, if the SoC is within the safe range; if not, that is, the reward is −1000, then the episode stops immediately and a new epoch cycle begins.

### Real-time energy management

The proposed QLDR for HEV energy management in section “Algorithm design” is implemented off-line, which means the agent is trained under the specific driving cycle. However, because of applying the deterministic rule, the converged agent is adaptive under different driving cycles for real-time EMS. For example, the agent is trained under the urban dynamometer driving schedule (UDDS) episode and then applied directly in the highway fuel economy certification test (HWFET) episode. Unlike the traditional driving cycle recognition–based algorithms, the proposed HEV energy management algorithm is a lightweight and high real-time method that does not depend on the driving pattern recognition. We aim at controlling the SoC of the SC in the safe range, and the agent is capable of carrying out the dynamic power management under other driving cycles. The framework for power system decision and control is described in Figure 3.

As we can see, there is a little difference between the learning module and the execution module. In the simulation environment, the agent tries to explore more information by action with the $\epsilon$–greedy algorithm. In this way, the agent enlarges the scope of cognition about the environment by going through the Q-table as complete as possible. However, in the real system, the agent no longer takes risks to obtain more information by $\epsilon$–greedy, but still receives reward from the environment to help adapt to different driving conditions.

#### Simulation results

**Off-line training**

To verify and evaluate the effectiveness of the proposed QLDR algorithm, this study uses the joint simulation environment of MATLAB and Advanced Vehicle Simulator (ADVISOR) to carry out simulation experiments. The main hyper-parameters of the QLDR algorithm involved in the simulation are summarized in Table 3. The specific values of the hyper-parameters are obtained by trial and error—especially the number of states and actions, which should be set carefully by trial and error because if the number is too small, the controller accuracy is too low; on the contrary, the calculation complexity is too high. In addition, it is worth mentioning that the value of $p^{\max}$ is an optional set determined by the rule, which is described in Algorithm 1. The QL-driven agent is trained under the driving cycle of HWFET. The power demand and the power allocation results in this driving condition are shown in Figure 4. We can see from the blue line that the SC

---

**Algorithm 1**: The proposed QLDR algorithm design

Initialize value function $Q(s, a) \leftarrow 0$
Initialize $p^{\text{max}} \leftarrow P_{\text{low}}$

for epoch = 1 to N do
    Reset environment: $s_0 = SoC$
    for $t = 1$ to $T$ do
        With probability $\epsilon$ select a random action $a_t$
        otherwise select $a_t = \arg \max Q(s_t, a_t)$
        Take action $a_t$, calculate $SoC_{t+1}$, and observe the reward $r_{t+1}$
        if $SoC_{t+1} < 0.6$ then
            $p^{\text{max}} = P_{\text{high}}$
        else
            $p^{\text{max}} = P_{\text{low}}$
        end
        if terminal $s$ then
            $Q(s_t, a_t) := Q(s_t, a_t) + \eta(r_{t+1} - Q(s_t, a_t))$
        else
            $Q(s_t, a_t) := Q(s_t, a_t) + \eta(r_{t+1} + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t))$
        end
        if $r_{t+1} = -1000$ then
            break
        end
    end
    Calculate $m_{\text{H2}}$
    Record $Q$-table with minimal $m_{\text{H2}}$
    if minimal $m_{\text{H2}}$ kept unchanged for 300 consecutive times
        break
    end
end
functions well as a power buffer. Here, the negative output power denotes that the SC has recovered the braking energy, and the positive power represents the auxiliary power to compensate for the instantaneous power demand, which assists the FC with less output burden.

The error distribution between the power demand and the hybrid FC/SC output power is shown in Figure 5. It is obvious that the QL-based controller acts well to satisfy the power demand with slight deviation. The SoC of the SC is maintained in the predefined range \([0.45, 0.95]\), which is given in Figure 6.

### Real-time application

In the real-time application, the trained agent under HWFET was directly tested under the four typical driving cycles mentioned by the Environmental Protection Agency (EPA). They are congested urban roads, flowing urban roads, and subway and highway, which are represented by Manhattan bus drive cycle (MBDC), EPA urban dynamometer driving schedule (UDDS), West Virginia suburban driving schedule (WVUSUB), and HWFET, correspondingly. The characteristics of each driving cycle are described in Table 4.

The simulation results under the four combined driving cycles are provided in the following figures. Figure 7 gives the real-time power allocation of the power demand. The error distribution between the power demand and the hybrid FC/SC output power is shown in Figure 8. It can be seen that the error is within \([-4 \times 10^{-12}, 4 \times 10^{-12}]\), which means that the proposed QL-based controller performs well on-line to satisfy the power demand with the slight deviation.

---

**Table 3. The hyper-parameters of the proposed QLDR.**

| Hyper-parameters | Value | Hyper-parameters | Value |
|------------------|-------|------------------|-------|
| \(\eta\)         | 0.0001| \(\gamma\)       | 0.99  |
| \(\epsilon\)     | 0.1   | \(N\)            | 2000  |
| \(num_s\)        | 61    | \(num_a\)        | 31    |
| \(SoC_{\text{min}}\) | 0.45  | \(SoC_{\text{max}}\) | 0.95  |
| \(P_{\text{low}}\) | 17 kW | \(P_{\text{high}}\) | 24 kW |

QLDR: Q-learning strategy with deterministic rule.

---

**Table 4. Four typical driving cycles.**

| Driving cycles | Characteristics |
|----------------|-----------------|
| MBDC           | Low speed go-and-stop traffic driving condition |
| UDDS           | City driving condition |
| WVUSUB         | Suburban driving condition |
| HWFET          | Highway driving condition under 60 mph |

MBDC: Manhattan bus drive cycle; UDDS: urban dynamometer driving schedule; WVUSUB: West Virginia suburban driving schedule; HWFET: highway fuel economy certification test.
Figure 9 shows the real-time SoC of the SC. These results verify the ability of the proposed QL-driven agent to perform power allocation between the hybrid energy sources satisfactorily and keep the SoC in the acceptable range on-line, which is within [0.58, 0.91].

Performance comparison

To evaluate the superiority of the proposed QLDR, the adaptive fuzzy-based algorithm in EMS and the pure QL-based control strategy have been selected for comparison. For effective comparison, the maximum power output of the FC in the pure QL algorithm is set as either 17 kW, that is, 17 kW QL or 24 W, that is, 24 kW QL, as the deterministic rule defines. Two aspects of the simulation are taken into consideration, including the adaptation to the complex driving cycles and the optimization of the FC’s load and current fluctuation. First, as we can see in Figure 10, the SoC in the 17 kW QL is out of safe range in the driving duration, which means the SC has run out of energy and is no longer able to support the FC with auxiliary power. However, the proposed algorithm, fuzzy EMS of the 24 kW QL, has successfully achieved energy management under the continuous high-power output conditions with SoC kept in the safe range, which means they are more adaptive to the extreme driving conditions.

Figure 8. The power error distribution on-line.

Figure 9. The SoC of the SC on-line.

Figure 10. SoC of the SC.

Figure 11. Load of the FC.

Figure 12. Current of the FC.

Second, by applying the deterministic rule, the proposed algorithm has achieved less load and current fluctuation. As we can see in Figures 11 and 12, there are more load and current fluctuations in the 24 kW QL and the adaptive fuzzy EMS than the proposed algorithm. In Figures 13 and 14, the FC’s load and current variance rate over time are drawn, which arrives at the same conclusion in a more straightforward way. The root mean square (RMS) of the variance rate in the FC’s load and current is listed in Table 5, where we can see that the proposed QLDR achieves the least RMS of the variance rate in the FC’s load and current. The simulation results have proved the effectiveness of the proposed QLDR.
In addition, comparisons have also been performed by the three methods by taking into consideration the fuel economy. The contrastive experiments are carried out on the share dataset, that is, HWFET driving cycle for the training and combined driving cycles for the testing. The results are described in Table 6, where we can find that a small progress in the fuel consumption has been achieved by the proposed method compared to the 24 kW QL, but 9.03% of the fuel consumption is saved when compared to the fuzzy EMS, which further proves the effectiveness of the deterministic rule to QL and the superiority of the proposed method to the fuzzy EMS.

Conclusion

In this work, a novel QL method with deterministic rule is proposed for the real-time HEV energy management. To enhance the adaptation to different driving cycles, especially the extreme conditions, the deterministic rule is applied to the conventional QL algorithm as a complement to the policy. What’s more, by employing two optional sets of the maximum FC output power, which is determined by the deterministic rule, less load and current fluctuation of the FC are achieved because the smaller set of maximum output power will limit the fluctuation. The proposed algorithm is trained under the HWFET driving cycle and tested under four typical combined driving cycles. Simulation results illustrate that compared with the driving pattern–based fuzzy logic controller, the proposed QL-driven controller is more lightweight and effective. More importantly, 9.03% reduction of the fuel consumption and less load and current fluctuation of the FC have been achieved, which help to improve the fuel economy and prolong the lifetime of the FC. In addition, to prove the superiority of the proposed QLDR to the conventional QL algorithm, simulation has been conducted for performance comparison. The results show that there is small difference in the fuel consumption, but the load and current fluctuation of the FC have been greatly reduced by applying the deterministic rule. In the future, to face the open environment, instead of taking the power demand of the HEV as the only factor, information on more driving conditions including driver’s behavior will be taken into consideration to make the EMS perform well under more complex driving conditions. Moreover, the uncertainties in the system, such as the difference between the training model and the real model, will be researched in depth.
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Table 6. The fuel consumption for 3 methods.

| Driving cycles | Proposed QLDR (g) | 24 kW QL (g) | Fuzzy EMS (g) |
|----------------|------------------|--------------|---------------|
| Training       | 0.2128           | 0.2195       | 0.2232        |
| Testing        | 0.5340           | 0.5441       | 0.5870        |

QLDR: Q-learning strategy with deterministic rule; QL: Q-learning; EMS: energy management system.

Table 5. The RMS of the variance rate in the FC’s load and current for three methods.

| RMS   | Proposed QLDR (kW/s) | 24 kW QL (kW/s) | Fuzzy EMS (kW/s) |
|-------|----------------------|-----------------|------------------|
| Vp    | 3.68                 | 7.62            | 3.99             |
| Vl    | 11.83                | 24.41           | 14.34            |

RMS: root mean square; FC: fuel cell; QLDR: Q-learning strategy with deterministic rule; QL: Q-learning; EMS: energy management system.

Figure 13. Variance rate of the FC’s load.

Figure 14. Variance rate of the FC’s current.
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