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Abstract. We study the expectation of the number of components $b_0(X)$ of a random algebraic hypersurface $X$ defined by the zero set in projective space $\mathbb{R}P^n$ of a random homogeneous polynomial $f$ of degree $d$. Specifically, we consider invariant ensembles, that is Gaussian ensembles of polynomials that are invariant under an orthogonal change of variables.

Fixing $n$, under some rescaling assumptions on the family of ensembles (as $d \to \infty$), we prove that $E b_0(X)$ has the same order of growth as $[E b_0(X \cap \mathbb{R}P^1)]^n$. This relates the average number of components of $X$ to the classical problem of M. Kac (1943) on the number of zeros of the random univariate polynomial $f|_{\mathbb{R}P^1}$.

The proof requires an upper bound for $E b_0(X)$, which we obtain by counting extrema using Random Matrix Theory methods from [8], and it also requires a lower bound, which we obtain by a modification of the barrier method from [20, 24].

We also provide quantitative upper bounds on implied constants; for the real Fubini-Study model these estimates reveal super-exponential decay (as $n \to \infty$) of the leading coefficient (in $d$) of $E b_0(X)$.

1. Introduction

Complex algebraic geometry is a subject of theorems that build crucially on generic statements, whereas real algebraic geometry is by necessity a more algorithmic subject. For instance, it is well known that a generic complex plane algebraic curve of degree $d$ (even if the coefficients of the defining polynomial are real) is a surface of genus $g = \frac{(d-1)(d-2)}{2}$. On the other hand, the real part of this curve will consist of at most $g + 1$ components homeomorphic to circles. Moreover, all possibilities between $\frac{d+1}{2}$ and $g + 1$ can occur, and even case-by-case analysis is difficult; in fact the number of possible arrangements increases super-exponentially when $d \to \infty$ [16] (the interested reader can see [33] for a classical exposition).

Yet, one still would like to have a broad picture in the real setting, and a way to achieve that is to replace the word “generic” with “typical”. If we choose our curve randomly then what outcome do we expect to see? This question is part of a random approach (recently initiated by P. Sarnak [28]) to Hilbert’s Sixteenth Problem (H16): to investigate the “number, shape, and position” of the components of real algebraic hypersurfaces in projective space.

Returning to the basic question:

“How many components does a random hypersurface $X \subset \mathbb{R}P^n$ have on average?”

we need to make the meaning of “random hypersurface” precise.

By a hypersurface $X$ we will always mean the zero set in the projective space $\mathbb{R}P^n$ of a real homogeneous polynomial of degree $d$ in $n+1$ variables - we will denote the space of such polynomials by

$$W_{n,d} = \{\text{real homogeneous polynomials of degree } d \text{ in } n+1 \text{ variables}\}.$$ 

Still we need to specify a probability distribution on $W_{n,d}$, making precise the meaning of “random”, which strongly affects the outcome. Consider for example a real curve whose defining
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Figure 1. The rescaled eigenweights for the RFS ensemble is $\psi = \chi_{[0,1]}$ (left); for the Kostlan ensemble $\psi(x)$ is a Gaussian function (right).

polynomial is sampled uniformly from the unit sphere in the $L^2_{S^n}$-norm. The corresponding random curve is called real Fubini-Study and it has order $d^n$ many components [20] on average. On the other hand if we sample the defining polynomial uniformly from the unit sphere in the $L^2_{S^{2n-1}}$-norm (after extending the polynomial to the complex domain), the corresponding random curve is called Kostlan, and it has only order $d^{n/2}$ many components [13].

One goal of the current paper is to unify and “interpolate” these two results by extending them to a larger family of Gaussian ensembles. We will consider Gaussian ensembles that are invariant under an orthogonal change of coordinates (so that there is no preferred point or direction in projective space).

Denoting by $\{Y^j_{\ell}\}_{j \in J_\ell}$ the standard basis of spherical harmonics of degree $\ell$ on $S^n$, a random invariant polynomial $f(x)$ of degree $d$ in $n+1$ variables can be constructed as a sum of weighted spherical harmonics with i.i.d. Gaussian coefficients $\xi^j_{\ell}$:

$$f(x) = \sum_{d-\ell \in 2\mathbb{N}} p_d(\ell) \sum_{j \in J_\ell} \xi^j_{\ell} \|x\|^{d-\ell} Y^j_{\ell} \left( \frac{x}{\|x\|} \right), \quad p_d(\ell) \geq 0.$$ 

The nonnegative weights $p_d(d), p_d(d-2), \ldots$ parameterize all invariant ensembles [7].

The question that we want to address is whether it is possible to determine, from the $p_d(\ell)$, the order of growth (as $d \to \infty$) of the number of connected components of the random hypersurface $\{f = 0\}$. Since we will be interested in the asymptotic for $n$ fixed and $d$ large, it is natural to ask that our ensembles of random polynomials, one for every $d$, are “coherent” one with respect to the other – for example taking the Kostlan distribution for even degrees and the real Fubini-Study for odd degrees leads to erratic asymptotic behavior for the number of connected components of $X$.

We are thus led to consider choices of the weights $p_d(d), p_d(d-2), \ldots$ satisfying the following two conditions: (normalization) $\sum_{d-\ell \in 2\mathbb{N}} p_d(\ell) = 1$; (coherence) there exists $0 < \lambda \leq 1$ and a nonzero function $\psi$ such that:

$$p_d(d^A x) d^A \to \psi(x) \quad \text{pointwise and dominated by a subgaussian function.}$$

The first condition (normalization) is simply obtained by dividing for each $d$ all the weights by their sum and does not change the asymptotic (it only rescales the random polynomial by a constant). We will call such choice of ensembles a coherent family. For example, in the real Fubini-Study we have $\lambda = 1$ and $\psi$ is the characteristic function of the unit interval; in the Kostlan case $\lambda = 1/2$ and $\psi$ is a standard Gaussian (see Figure 1 and Example 1 in Section 8).

Given a coherent family of ensembles, restrict $f \in W_{n,d}$ to a fixed projective line $\mathbb{R}P^1$, and consider the number of points in the set $X \cap \mathbb{R}P^1$. This is the classical, and well-understood,
problem of counting the number of real zeros of a univariate polynomial. The following theorem relates the asymptotic for this number of points to the number of connected components of $X$.

**Theorem 1** (Slice sampling). Let $X \subset \mathbb{R}P^n$ be a random hypersurface of degree $d$ whose defining polynomial $f \in W_{n,d}$ is sampled from a coherent family of ensembles. There exist positive constants $c_n, C_n$ such that

$$c_n \left[ \mathbb{E} b_0(X \cap \mathbb{R}P^1) \right]^n \leq \mathbb{E} b_0(X) \leq C_n \left[ \mathbb{E} b_0(X \cap \mathbb{R}P^1) \right]^n.$$ 

In fact, using the $\lambda > 0$ in the definition of the coherent family of ensembles, we will first prove the existence of positive constants $\hat{c}_n, \hat{C}_n$ such that

$$(2) \quad \hat{c}_n d^{\lambda n} \leq \mathbb{E} b_0(X) \leq \hat{C}_n d^{\lambda n},$$

and then we will compute $\mathbb{E} b_0(X \cap \mathbb{R}P^1)$, proving that it has order $d^\lambda$.

Note that for the real Fubini-Study $\lambda = 1$ and for the Kostlan case $\lambda = 1/2$: in this way one recovers the results from [13] and [20].

The ideas from this paper run parallel with the more sophisticated [30], where general Riemannian manifolds are considered. In fact, it is possible to prove, under slightly different assumptions, that $\mathbb{E} b_0(X)/d^{\lambda n}$ approaches a limit using [30, Theorem 4]. The coherence condition we imposed is replaced with a rescaling condition on the covariance structure $K_d$ of the random function. More precisely one defines

$$K_d(x,y) = \mathbb{E}\{f(x)f(y)\} \quad x, y \in \mathbb{S}^n,$$

and, letting $\phi : T_x S^n \to S^n$ be the exponential map, Nazarov and Sodin require (see Section 6 for a precise formulation) that for some $0 < \lambda \leq 1$:

$$K_d(\phi(d^{-\lambda}u), \phi(d^{-\lambda}v)) \text{ converges uniformly on compact sets.}$$

Since in this case

$$K_d(x, y) = \sum_{d-\ell \in 2\mathbb{N}} p_d(\ell)^2 d(n, \ell) \tilde{C}_\ell^{n-1} (\cos \theta(x,y)),$$

where $\tilde{C}_\ell^{n-1}$ is a Gegenbauer polynomial, one notices some similarity between the two rescaling limits; in fact the Nazarov-Sodin rescaling condition will be satisfied in our case (see Section 6 below).

The method in [30] uses a careful process of “coupling” the original function to the auxiliary function defined in $\mathbb{R}^n$, followed by a high-ground approach to studying the random function in $\mathbb{R}^n$ using such general principles as Wiener’s ergodic theorem. Although the independent approach we take is specialized to invariant ensembles on the sphere, it is more direct since we work with the original random function in the intrinsic coordinates, and the proofs of upper and lower bounds in (2) are based on rather explicit constructions that can readily yield quantitative estimates for the implied constants (see equation (4) below or Section 8). Another motivation for our more specialized setting is that the geometrically appealing idea of “slice sampling” seems to lack any analogy in the general setting of Riemannian manifolds. We note that this aspect of our study was inspired by work on the expected volume of $X$ [17] (or the Euler characteristic for $n$ odd [6]) where it is shown that:

$$\mathbb{E} \text{Vol}(X) = \text{Vol}(\mathbb{RP}^{n-1}) \cdot \mathbb{E}[\text{Vol}(X \cap \mathbb{R}P^1)],$$

revealing that the Kac problem on a one-dimensional slice determines the outcome (with an exact formula and explicit constant).

Moreover we believe that in this specific invariant case, where Kostlan’s classification is available, it is natural to ask how to read the answer directly from the choice of the weights $p_d$. 
For example, using our technique, we are able to prove the following upper bound for the so-called Nazarov-Sodin constant [29], i.e., the leading coefficient of $\mathbb{E} b_0(X)$ as in (2). In order to formulate the result, we define, for every integrable function $\psi : [0, \infty) \to \mathbb{R}$ with subgaussian tail, the numbers (moments of $\psi^2$):

$$\mu_k(\psi^2) = \int_0^\infty \psi(x)^2 x^k dx, \quad k \in \mathbb{N}.$$  

The upper bound we provide is through the expected number of minima $\mathcal{N}_m$ on a half sphere of the random function defining $X$, for which we provide a precise asymptotic (not just an upper bound). This is of independent interest as $\mathcal{N}_m$ provides additional data about the “landscape” (graph of $f$).

**Theorem 2** (Extrema of invariant random fields). There exist (explicit) constants $c_1, c_2, c_3 > 0$ such that for every random coherent hypersurface $X$ with rescaling exponent $\lambda$ and rescaling limit weight $\psi(x)$ we have:

$$\lim_{d \to \infty} \frac{\mathbb{E} b_0(X)}{d^{\lambda n}} \leq \lim_{d \to \infty} 2\mathbb{E} \mathcal{N}_m \sim c_1 \left( \frac{\mu_{n+3} (\psi^2)}{\mu_{n+1} (\psi^2)} \right)^{\frac{2}{n}} n^{-\frac{2}{n} - c_2} e^{-n+c_3\sqrt{n}},$$

where the asymptotic is as $n \to \infty$.

Here and in what follows, the notation $f(n) \sim g(n)$ means $\lim_{n \to \infty} \frac{f(n)}{g(n)} = 1$.

The existence of the first limit is a corollary of the fact that our rescaling assumption implies the one in [30] (see Section 6 below); the asymptotic of the second limit follows directly from Theorem 7. For example, in the real Fubini-Study case one can write:

$$\mathbb{E} b_0(X) = a_n d^n + o(d^n) \quad \text{(real Fubini-Study)}.$$

Now the rescaling limit equals $\psi = \chi_{[0,1]}$, the moments of $\psi^2$ in Theorem 2 are computable and we obtain super-exponential decay of $a_n$ (see Example 2 below):

$$a_n \leq C_1 n^{-\frac{n}{2} - c_2} e^{-n+c_3\sqrt{n}}.$$

For the case $n=2$ of curves we obtain asymptotically $\mathbb{E} b_0(X) \leq \frac{d^2}{3\sqrt{3}}$ for the RFS model and $\mathbb{E} b_0(X) \leq \frac{2d^2}{\sqrt{n}}$ for the Kostlan one (the $n$-dimensional analogue of (4) for the Kostlan distribution is discussed in example 1 below).

We note that the statement (4) cannot be deduced from any a priori bound for the number of connected components of $X$. In fact, since $\mathbb{E} b_0(X)$ has maximal order in $d$ for the RFS model, it is interesting to compare (4) to what is known for the maximal number of connected components of a hypersurface of degree $d$ in $\mathbb{R}P^n$. Thom-Smith’s inequality (see [33, Appendix]) implies that:

$$\beta_0(n, d) = \max \{ b_0(X) \mid X \text{ is a smooth hypersurface of degree } d \text{ in } \mathbb{R}P^n \} \leq d^n + O(d^{n-1}).$$

F. Bihan [5] has proved that indeed:

$$\lim_{d \to \infty} \frac{\beta_0(n, d)}{d^n} = \xi_{0,n} \quad \text{with} \quad \frac{1}{2^{n-1}} \leq \xi_{0,n} \leq 1,$$

but it is not known whether the sequence $\xi_{0,n}$ converges to zero. Thus, the estimate (4) provides an interesting comparison:

$$a_n^{1/n} \leq (1 + o(1)) \frac{e}{\sqrt{n}}, \quad \frac{1}{2} \leq (\xi_{0,n})^{1/n} \leq 1.$$

A similar result is obtained for the leading order coefficient (in $d$) for the Kostlan distribution in [12] (but in that case $\mathbb{E} b_0(X) \sim a'_n d^{n/2}$) does not have maximal order in $d$. 

1.1. **Comments on the proof.** The statement of Theorem 1, in the form of equation (2), requires to establish, for a coherent family of ensembles, the existence of two positive constants $c_n, C_n > 0$ such that:

$$\tilde{c}_n d^{\lambda n} \leq \mathbb{E} b_0(X) \leq \tilde{C}_n d^{\lambda n}.$$

The lower bound is obtained by a careful modification of the barrier method, introduced in [24] for random harmonics on $S^2$ and adapted in [20] to random homogeneous polynomials. Here the barrier function will depend on the rescaled limit $\psi$ and the rescaling factor $d^\lambda$.

The upper bound uses ideas from random matrix theory and the fact that one can bound the number of components of $X$ by the number of extrema of the random function $f|_{S^n}$: roughly speaking, “inside” each component $f$ attains either a maximum or a minimum. Recently the methods of finding the mean number of critical points of any index has been considerably developed for several classes of rotationally-invariant Gaussian random functions [3, 4, 9, 10, 25, 26]. In particular, an explicit closed-form expression for the mean total number of minima for such functions on a sphere has been derived in the lecture notes [8] which may serve as an informal introduction to the subject. In our case, the coherence assumption together with the condition that our Gaussian field is polynomial ensure that we can compute asymptotics for the formulas presented in [8]. The same is true for the number of all critical points of $f|_{S^n}$, suggesting the use of standard Kac-Rice formulas, but this overcount yields an extra factor that grows exponentially (the average number of minima becomes a fraction of all critical points which is exponentially small, see [8]).

Concerning the number of minima itself we note the following critical point counterpart of Theorem 1.

**Proposition 3.** Let $f \in W_{n,d}$ be a random polynomial sampled from a coherent family of ensembles. Then there exists a constant $c'_n > 0$ (depending on the coherent family) such that as $d \to \infty$:

$$\mathbb{E} \# \{\text{minima of } f\} \sim c'_n (\mathbb{E} \# \{\text{minima of } f|_{S^1}\})^n.$$

1.2. **Structure of the paper.** In Section 2, we introduce the basic notation and review Kostlan’s classification of invariant ensembles. In Section 3 we study the upper bound for the main theorem and the lower bound is presented in Section 4. Section 5 is devoted to the reinterpretation of the results in terms of the reduction to the univariate case; in Section 6 we compare our results with [30] and in Section 7 we discuss some examples in detail.

1.3. **Notes.** Concerning the large degree asymptotic, the first breakthrough in this program came from the work of F. Nazarov and M. Sodin in a related setting of random eigenfunctions, where they introduced the so-called barrier method [24] for studying the number of components of the zero set of random spherical harmonics on the two-dimensional sphere. The possibility to extend this method to homogeneous polynomials and to higher dimensions was disclosed by P. Sarnak in the letter [28]. For Kostlan hypersurfaces of real projective manifolds this has been accomplished by D. Gayet and J-Y. Welschinger [13], and the study of random Real-Fubini-Study hypersurfaces in $\mathbb{RP}^n$ was done in [20]. Gayet and Welschinger also began a Morse theoretic approach to the problem of bounding Betti numbers (i.e. not only the number of connected components) of the zero locus of random real sections of high tensor powers of a holomorphic line bundle on a real projective manifold [12].

F. Nazarov and M. Sodin have developed powerful methods for studying translation invariant Gaussian random functions in $\mathbb{R}^n$ and these methods are applied to random functions on Riemannian manifolds [30]: the sphere and the projective space are particular cases, and as we have mentioned the approach from [30] and the one followed in this paper are closely related (see Section 6 below). Similar methods were applied by P. Sarnak and I. Wigman to prove
the existence of limit laws for topologies (including arrangements of components) of zero sets of band-limited functions [29].

Focusing on a somehow different asymptotic, the study of the large number of variables was initiated in [19], where the second author introduced a random version of a spectral sequence from [1, 2] for the study of the topology of a random intersection of quadrics. This study was continued by the last two authors in [21], where the last two authors proved that for a random intersection $X$ of $k$ quadrics in $\mathbb{R}P^n$ and for every Betti number $\lim_{n \to \infty} E b_i(X) = 1$ (in fact even allowing dependence of $i$ on $n$ the same result still holds as long as $|i - n/2| > n^\alpha$, for some $0 < \alpha < 1$). A precise asymptotic for the sum of all Betti numbers was also computed in the case of an intersection of two quadrics.
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2. Random invariant polynomials

2.1. Some notational conventions. Let $f, g : \mathbb{N} \to [0, \infty)$. We write $f \sim g$ for $\lim_{d \to \infty} \frac{f(d)}{g(d)} = 1$. Also, we use the notation $f(d) = O(g(d))$ when there exists a constant $c > 0$ such that $f(d) \leq cg(d)$ for all $d \in \mathbb{N}$. Similarly $f(d) = \Theta(g(d))$ means that $f(d) = O(g(d))$ and $g(d) = O(f(d))$.

2.2. A classification. We consider the vector space $W_{n,d}$ of real homogeneous polynomials of degree $d$ in $n + 1$ variables:

$$W_{n,d} = \mathbb{R}[x_0, \ldots, x_n](d)$$

A random invariant polynomial is an element of the space $W_{n,d}$ endowed with a Gaussian probability distribution which is invariant by orthogonal change of variables. E. Kostlan [17] classified such ensembles using the well-known orthogonal direct sum decomposition:

$$W_{n,d} = \bigoplus_{d - \ell \in 2\mathbb{N}} \|x\|^{d - \ell} H_{n,\ell},$$

into spaces $H_{n,\ell}$ of spherical harmonics of degree $\ell$ (eigenfunctions of the spherical Laplacian with eigenvalue $-\ell(\ell + n - 1)$). Choosing an orthogonally invariant Gaussian distribution on $W_{n,d}$ amounts to specifying a scalar product on it which is invariant by orthogonal change of coordinates (then the polynomial is sampled uniformly from the unit sphere for this scalar product).

An invariant scalar product is obtained by choosing “weights” for each $H_{n,\ell}$. Denoting by $\{Y^\ell_j\}_{j \in J_\ell}$ the standard basis of spherical harmonics of degree $\ell$ (which is an orthonormal basis with respect to the $L^2(S^n)$ norm), an invariant random polynomial is exactly a polynomial of the form:

$$f = \sum_{d - \ell \in 2\mathbb{N}} p_d(\ell) \sum_{j \in J_\ell} \xi_j^\ell Y^\ell_j, \quad p_d(\ell) \geq 0$$

where the coefficients $\xi_j^\ell$ are independent, centered standard Gaussian (and the $p_d(\ell)$ are the “weights”).
2.3. **Covariance structure.** The random polynomial defined above is a *polynomial Gaussian field*. It is well known that such a random function is determined by its covariance structure (the Gaussian assumption is fundamental):

\[ G(x, y) = \mathbb{E}\{f(x)f(y)\}. \]

The case when \( f \) is invariant produces a covariance structure of the form:

\[ G(x, y) = \sum_{k=0}^{[d/2]} \beta_k \|x\|^{2k} \|y\|^{2k} \langle x, y \rangle^{d-2k}. \tag{7} \]

for some choice of the real numbers \( \beta_0, \ldots, \beta_{[d/2]} \) (see [17]).

We can also write \( F(x, y) \) using (normalized) Gegenbauer polynomials:

\[ G(x, y) = \|x\|^d \|y\|^d \sum_{d-\ell \in 2\mathbb{N}} r_{d-\ell}^2 \hat{C}_\ell^{n-1} \left( \frac{\langle x, y \rangle}{\|x\| \|y\|} \right). \tag{8} \]

Here \( \frac{\langle x, y \rangle}{\|x\| \|y\|} \) is the cosine of the angle between \( x \) and \( y \) and \( \hat{C}_\ell^{n-1} \) is the classical Gegenbauer polynomial \( P_{\ell}^{(n-1)} \) (see [20, Appendix 7.2] and [17, Section 4.3]) normalized such that \( \hat{C}_{\ell}^{n-1}(1) = 1 \).

In the form (8) the covariance matrix is nondegenerate; the relation between the \( r_i \) and the \( \beta_k \) is given by [17, eq. (7) and (8)].

Using the description of a random polynomial given in (6), we can rewrite the covariance structure as:

\[
G(x, y) = \mathbb{E} \left\{ \left( \sum_{d-\ell \in 2\mathbb{N}} p_d(\ell) \|x\|^{d-\ell} \sum_{j \in J_\ell} \xi_j^\ell Y_j^\ell \left( \frac{x}{\|x\|} \right) \right) \left( \sum_{d-\ell \in 2\mathbb{N}} p_d(\ell) \|y\|^{d} \sum_{j \in J_\ell} \xi_j^\ell Y_j^\ell \left( \frac{y}{\|y\|} \right) \right) \right\} \\
= \sum_{d-\ell \in 2\mathbb{N}} p_d(\ell)^2 \|x\|^d \|y\|^d \sum_{j \in J_\ell} Y_j^\ell \left( \frac{x}{\|x\|} \right) Y_j^\ell \left( \frac{y}{\|y\|} \right) \\
= \|x\|^d \|y\|^d \sum_{d-\ell \in 2\mathbb{N}} p_d(\ell)^2 \frac{d(n, \ell)}{|S^n|} \hat{C}_{\ell}^{n-1} \left( \frac{\langle x, y \rangle}{\|x\| \|y\|} \right).
\]

In the second line we have used the independence of the \( \xi_j^\ell \) and the fact that they are standard normals; in the third line we have used the *addition formula* [31] for spherical harmonics and we have denoted by \( d(n, \ell) \) the dimension of \( H_{n,\ell} \):

\[ d(n, \ell) = \frac{(n + 2\ell - 1)(n + \ell - 2)!}{\ell!(n - 1)!} = \Theta(\ell^{n-1}). \tag{9} \]

As a consequence we obtain the relation between our weights \( p_d(\ell) \) and the \( r_i \) given in [17]:

\[ p_d(\ell) = r_d \frac{1}{\sqrt{d(n, \ell)}} \sqrt{\frac{|S^n|}{d(n, \ell)}}. \tag{10} \]

2.4. **Coherent ensembles of random polynomials.** In the sequel we will be interested in the average number of components \( b_0(X) \) on the sphere (or the projective space) of the zero set \( X \) of a random invariant polynomial of degree \( d \). In order to formulate a more precise question, we assume some “coherence” on the behavior of the weights as \( d \to \infty \).

We start by noticing that our statistic, \( b_0 \), is invariant by dilation (i.e. the zero set of \( f \) and of a nonzero multiple of \( f \) have the same number of components), thus renormalizing the weights
doesn’t change our asymptotic (it only affects the simplicity of presentation), and we will assume that:

\[ \sum_{d-\ell \in 2\mathbb{N}} p_d(\ell) = 1. \]  

The main assumption we make on the coherence of the family of ensembles of random polynomials as \( d \) goes to infinity concerns a rescaling limit of our weights. More precisely we consider for every \( 0 < \lambda \leq 1 \) the sequence of functions \( \{P_{d,\lambda} : [0, \infty) \to \mathbb{R}\}_{d \geq 0} \) defined by:

\[ P_{d,\lambda}(x) = p_d(d^\lambda x)d^\lambda. \]

Here, we assume that we have extended \( p_d \) to all of \([0, \infty)\) as a step function supported on \([0, d]\); namely, over an interval \((k, k + 1)\) in this range, the value of \( p_d \) is chosen constant and equal to either \( p_d(k) \) or \( p_d(k + 1) \) (only one of which is defined).

We say that a choice of Gaussian distributions on \( W_{n,d} \) is coherent if there exists \( 0 < \lambda \leq 1 \) such that \( P_{d,\lambda} \) converges pointwise (as \( d \) goes to infinity) to an integrable nonzero function \( \psi \), and all the sequence is dominated by a function with a subgaussian tail:

\[ P_{d,\lambda} \to \psi \text{ pointwise and dominated by a subgaussian tailed function.} \]

In other words we assume all the sequence of functions \( P_{d,\lambda}(x) \) is bounded by \( c_1 e^{-c_2 x^2} \) for some positive constants \( c_1, c_2 > 0 \).

\textbf{Remark 4.} The normalization condition (11) requires that we take the same scaling exponent \( \lambda \) inside and outside of \( p_d \); otherwise one could work as well with non-normalized weights, but should consider the family \( p_d(d^\lambda x)d^a \) and ensure it rescales to a nonzero integrable function for some \( \alpha, \lambda \).

The following Lemma will be useful in the sequel.

\textbf{Lemma 5.} Under the above rescaling assumption there exist \( a > 0 \) and \( b > 0 \) such that we have the asymptotic (as \( d \to \infty \)):

\[ \sum_{d-\ell \in 2\mathbb{N}} \ell^a (p_d(\ell))^b \sim \frac{d^{(a-b+1)}}{2} \int_0^\infty x^a \psi(x)^b dx, \]

and the following upper bound:

\[ \sum_{d-\ell \in 2\mathbb{N}} \ell^a (p_d(\ell))^b \leq \frac{\ell^a \Gamma\left(\frac{a+1}{2}\right)}{(bc_2)^{a+1}} d^{\lambda(a-b+1)}. \]

\textbf{Proof.} First note that twice the sum is equal to

\[ \int_0^\infty \{\ell\}^a p_d(\ell)^b d\ell + O(1) = \int_0^\infty (\ell^a + O(\ell^{a-2})) p_d(\ell)^b d\ell, \]

where \( \{\ell\} \) denotes the nearest integer to \( \ell \) with the same parity as \( d \). We make a change of variables \( \ell = d^\lambda x, \ d\ell = d^\lambda dx \):

\[ \int_0^\infty (\ell^a + O(\ell^{a-2})) p_d(\ell)^b d\ell = \int_0^\infty ((d^\lambda x)^a + O((d^\lambda x)^{a-2})) p_d(d^\lambda x)^b (d^\lambda) dx \]

\[ = d^{\lambda(a-b+1)} \int_0^\infty (x^a + O(x^{a-2}d^{-2\lambda})) (d^\lambda)^b p_d(x d^\lambda)^b dx \]

\[ \sim d^{\lambda(a-b+1)} \int_0^\infty x^a \psi(x)^b dx, \]
by Lesbegue’s dominated convergence theorem.
Moreover, since the sequence of integrands is dominated by \(x^n(c_1e^{-c_2x^2})^b\),
\[
\int_0^\infty \ell^p d(\ell)^b d\ell \leq \int_0^\infty x^n(c_1e^{-c_2x^2})^b dx = \frac{c_1^b}{2} \frac{\Gamma \left( \frac{n+1}{2} \right)}{(bc_2)^{n}}.
\]
This proves the second part of the lemma. \(\Box\)

3. Upper bounds and random matrix theory

3.1. Counting maxima and minima of a Gaussian field. In order to prove an upper bound for the average number of components of:
\[X = \{ [x] \in \mathbb{RP}^n \mid f(x) = 0 \},\]
we perform the following preliminary reduction. Consider the variable \(x = (x_0, \ldots, x_n)\) on the sphere \(S^n\) and \(\hat{x} = (x_1, \ldots, x_n)\) on the unit disk \(D_n = \{ \|\hat{x}\|^2 \leq 1 \} \subset \mathbb{R}^n\). In this way, given the random polynomial \(p\) we can define the Gaussian fields \(\hat{p}_\pm\) on the disk \(D_n\) by:
\[
\hat{p}_\pm(\hat{x}) = p(\pm \sqrt{1 - \|\hat{x}\|^2}, x_1, \ldots, x_n).
\]
We can consider as well the “double cover” of \(X\), namely the set \(\overline{X} \subset S^n\) defined by:
\[
\overline{X} = \{ x \in S^n \mid f(x) = 0 \} \quad \text{satisfying} \quad b_0(\overline{X}) = 2b_0(X) - \frac{1 + (-1)^{d+1}}{2}.
\]
The correction term is due to the fact when the degree is odd there is one component of \(X\) which lifts to one single component of \(\overline{X}\) (the reader can think at the case of a projective line lifting to a circle).

Proposition 6.
\[
\mathbb{E}b_0(\overline{X}) \leq 4\mathbb{E}\# \{ \text{minima of } \hat{p}_+ \}.
\]

Proof. Assume that \(f = 0\) is a regular equation (hence \(X\) is smooth): this happens with probability one. Let \(x\) be a point on the sphere \(S^n\) where \(f\) and its differential do not vanish and consider the stereographic projection \(s : S^n \setminus \{x\} \rightarrow \mathbb{R}^n\). Then \(g = f \circ s^{-1}\) is a smooth function on \(\mathbb{R}^n\), the number of components of its zero set and its critical points correspond through \(s\) to those of \(f\). Each component \(C\) of \(Y = \{ g = 0 \}\) is compact and separates \(\mathbb{R}^n\) into two disjoint open sets, one of which is bounded: we call it the interior of \(C\) and denote it by \(I(C)\). For every component \(C\) of \(Y\) consider the set \(A(C)\) defined by taking the closure of \(I(C) \setminus \{\text{interiors of components of } Y \text{ that are contained in } I(C)\}\). This set \(A(C)\) is a compact manifold with boundary; since \(g\) is zero on this boundary, it has a maximum and a minimum on \(\text{int}(A(C))\). In particular \(b_0(\overline{X}) = b_0(\{ g = 0 \})\) is bounded by the number of maxima plus the number of minima of \(g\), which is the same as the number of maxima plus the number of minima of \(f|_{S^n}\). Every minimum or maximum of \(f\) is a minimum or a maximum for \(\hat{p}_+\) or \(\hat{p}_-\), except for those critical points lying on the equator \(\{ x_0 = 0 \}\). Since the probability that a critical point of \(f|_{S^n}\) is on the equator is zero and \(\hat{p}_\pm\) have the same distribution, the result follows. \(\Box\)

We recall the following Theorem from [8].

Theorem 7. Let \(\hat{p} : D_n \rightarrow \mathbb{R}\) be a random Gaussian field with covariance structure that can be expressed in terms of a twice-differentiable univariate function \(F\) as follows:
\[
\mathbb{E}\{\hat{p}(\hat{x})\hat{p}(\hat{y})\} = F \left( \langle \hat{x}, \hat{y} \rangle + \sqrt{1 - \|\hat{x}\|^2} \cdot \sqrt{1 - \|\hat{y}\|^2} \right), \quad \hat{x}, \hat{y} \in D_n,
\]
and define the number:
\[ B = \frac{F''(1)}{F''(1) + F'(1)}. \]

Then the expectation of the number of minima \( N_m \) of \( \hat{p} \) is given by:
\[ \mathbb{E}N_m = \frac{1 + B}{B - 1} \frac{1}{2} \int_{-\infty}^{+\infty} e^{-\frac{(1+1)m^2}{2}} \frac{d}{dt} F_{n+1}(t)dt \]
where \( F_{n+1}(t) \) is the probability density for the largest eigenvalue of a GOE\((n + 1)\) matrix.

3.2. The case of invariant polynomials. We recall from the previous section that the covariance structure of \( f|_{S^n} \) is given by:
\[ \mathbb{E}\{f(x)f(y)\} = \sum_{d - \ell \in 2\mathbb{N}} p_d(\ell)^2 \frac{d(n, \ell)}{|S^n|} \frac{\delta^{n-1}_{\ell}}{C^{n-1}_{\ell}} \langle x, y \rangle, \; x, y \in S^n. \]

Thus, the covariance structure of \( \hat{p}_\pm \) is given by:
\[ \mathbb{E}\{\hat{p}_\pm(\hat{x})\hat{p}_\pm(\hat{y})\} = \sum_{d - \ell \in 2\mathbb{N}} p_d(\ell)^2 \frac{d(n, \ell)}{|S^n|} \frac{\delta^{n-1}_{\ell}}{C^{n-1}_{\ell}} \left( \langle \hat{x}, \hat{y} \rangle + \sqrt{1 - \|\hat{x}\|^2} \cdot \sqrt{1 - \|\hat{y}\|^2} \right), \; \hat{x}, \hat{y} \in D_n. \]

This covariance structure satisfies the hypothesis of Theorem 7, with corresponding \( F \) given by:
\[ F(t) = \sum_{d - \ell \in 2\mathbb{N}} p_d(\ell)^2 \frac{d(n, \ell)}{|S^n|} \frac{\delta^{n-1}_{\ell}}{C^{n-1}_{\ell}} t(\ell). \]

In particular, we see that
\[ F'(1) = \sum_{d - \ell \in 2\mathbb{N}} p_d(\ell)^2 \frac{d(n, \ell)}{|S^n|} \frac{d}{dt} \frac{\delta^{n-1}_{\ell}}{C^{n-1}_{\ell}} (t)|_{\ell = 1}, \]
and
\[ F''(1) = \sum_{d - \ell \in 2\mathbb{N}} p_d(\ell)^2 \frac{d(n, \ell)}{|S^n|} \frac{d^2}{dt^2} \frac{\delta^{n-1}_{\ell}}{C^{n-1}_{\ell}} (t)|_{\ell = 1}. \]

In order to finally compute \( B \) appearing in the statement of Theorem 7 it is enough to compute the derivatives \( \frac{d}{dt} \delta^{n-1}_{\ell}(1) \) and \( \frac{d^2}{dt^2} \delta^{n-1}_{\ell}(1) \), which are provided in the next lemma.

**Lemma 8.**
\[ \frac{d}{dt} \delta^{n-1}_{\ell}(t)|_{t=1} = \frac{(n + \ell - 1)\ell}{n} \quad \text{and} \quad \frac{d^2}{dt^2} \delta^{n-1}_{\ell}(t)|_{t=1} = \frac{(n + \ell)\ell(n - 1)\ell(\ell - 1)}{n(n + 2)}. \]

**Proof.** We recall the following formula relating the non-normalized Gegenbauer polynomials and their derivatives [22]:
\[ C^{m}_{\ell}(1) = \left( \ell + 2m - 1 \right)_{\ell} \quad \text{and} \quad \frac{d}{dt} C^{m}_{\ell}(t) = 2m C^{m+1}_{\ell-1}(t). \]

Thus, in particular we have:
\[ \frac{d}{dt} C^{m}_{\ell}(t)|_{t=1} = 2m \left( \ell + 2m - 1 \right)_{\ell}^{-1} C^{m+1}_{\ell-1}(1) = \frac{\ell(\ell + 2m)}{2m + 1}. \]
Proof. Let us start by recalling equation (9):
\[ \frac{d^2}{dt^2} \tilde{c}_\ell^m(t)|_{t=1} = 4m(m+1) \left( \frac{\ell + 2m - 1}{\ell} \right)^{-1} c_{\ell-2}^{m+2}(1) \]
\[ = 4m(m+1) \left( \frac{\ell + 2m - 1}{\ell} \right)^{-1} \left( \frac{\ell + 2m + 1}{\ell - 2} \right) \]
\[ = \frac{(\ell + 2m)(\ell + 2m + 1)(\ell - 1)}{(2m+3)(2m+1)}. \]
Evaluating these two quantities at \( m = \frac{n-1}{2} \) gives the result. \( \square \)

As a corollary we can explicitly write the quantities appearing in Theorem 7 for our random invariant polynomial. Setting:
\[ f^{(1)}(n, \ell) = \frac{(n + \ell - 1)\ell}{n} = \frac{\ell^4}{n} + O(\ell) \quad \text{and} \quad f^{(2)}(n, \ell) = \frac{(n + \ell - 1)(\ell - 1)}{n(n+2)} = \frac{\ell^4}{n(n+2)} + O(\ell^3) \]
we obtain:
\[ B = \frac{F''(1) - F'(1)}{F''(1) + F'(1)} = \frac{\sum p_d(\ell)\ell^2 d(n, \ell)(f^{(2)}(n, \ell) - f^{(1)}(n, \ell))}{\sum p_d(\ell)\ell^2 d(n, \ell)(f^{(2)}(n, \ell) + f^{(1)}(n, \ell))} \]
\[ 1 + B = 2 \frac{F''(1)}{F''(1) + F'(1)} = 2 \frac{\sum p_d(\ell)\ell^2 d(n, \ell)f^{(2)}(n, \ell)}{\sum p_d(\ell)\ell^2 d(n, \ell)(f^{(2)}(n, \ell) + f^{(1)}(n, \ell))} \]
\[ 1 - B = 2 \frac{F''(1)}{F''(1) + F'(1)} = 2 \frac{\sum p_d(\ell)\ell^2 d(n, \ell)f^{(1)}(n, \ell)}{\sum p_d(\ell)\ell^2 d(n, \ell)(f^{(2)}(n, \ell) + f^{(1)}(n, \ell))}. \]

3.3. Large degree asymptotics for coherent ensembles. We discuss here the asymptotic behavior of (23) and (25) for coherent ensembles.

**Proposition 9.** For a coherent family of ensembles we have:
\[ \lim_{d \to \infty} B = 1 \quad \text{and} \quad (1 - B)^{-1} \sim \frac{d^{2\lambda}}{2(n+2)} \int_0^{+\infty} x^{n+3} \psi(x)^2 dx \]
where recall that \( \psi \) is defined by the rescaling limit (12).

**Proof.** Let us start by recalling equation (9):
\[ d(n, \ell) = \frac{(n + 2\ell - 1)(n + \ell - 2)!}{\ell!(n-1)!} = \frac{2}{(n-1)!} \ell^{n-1} + O(\ell^{n-2}). \]
Substituting this into (23) we obtain:
\[ B = \frac{\sum p_d(\ell)\ell^2 \ell^{n+3} + \sum p_d(\ell)\ell^2 O(\ell^{n+2})}{\frac{2}{n!} \sum p_d(\ell)\ell^2 \ell^{n+3} + \sum p_d(\ell)\ell^2 O(\ell^{n+2})}, \]
and in particular, using Lemma 5, we can write:
\[ \lim_{d \to \infty} B = \lim_{d \to \infty} \frac{\frac{2}{n!} d^{2\lambda} + O(d^{\lambda(n-1)})}{\frac{2}{n!} d^{2\lambda} + O(d^{\lambda(n-1)})} = 1. \]
For \((1 - B)^{-1}\) we argue similarly and substituting (9) into the reciprocal of (25) we obtain:

\[
(1 - B)^{-1} = \frac{1}{2} \sum_{(n-1)!} p_d(\ell)^2 \frac{\ell^{n+3}}{n(n+2)} + \sum_{(n-1)!} p_d(\ell)^2 O(\ell^{n+2})
\]

\[
\sim \frac{1}{2(n+2)} d^{\lambda n} \int_{0}^{\infty} x^{n+3} \psi(x)^2 dx
\]

\[
= \Theta(d^{\lambda n}),
\]

where in the last line we have used the assumption that \(\psi\) is nonzero, hence both the integrals \(\int_{0}^{\infty} x^{n+3} \psi(x)^2 dx\) and \(\int_{0}^{\infty} x^{n+1} \psi(x)^2 dx\) are different from zero.

As a corollary we derive the following theorem.

**Theorem 10** (The upper bound). For a coherent family of ensembles:

\[
\mathbb{E}b_0(X) = O(d^{\lambda n}).
\]

**Proof.** We prove the claim for \(X\) (the “double cover” of \(X\)), and the result for \(b_0(X)\) follows from (17).

From Proposition 6 we know that \(\mathbb{E}b_0(X) \leq 4\mathbb{E}N_m\); on the other hand combining Proposition 9 into equation (18), we obtain:

\[
\mathbb{E}N_m = (1 + B)^{n+1}(1 - B)^{-2} \int_{-\infty}^{\infty} e^{-\frac{(n+1)B^2}{2}} \frac{d}{dt} F_{n+1}(t) dt = \Theta(d^{\lambda n}),
\]

since as \(d\) goes to infinity \(B \to 1\) and consequently by the dominated convergence theorem we have:

\[
\int_{-\infty}^{\infty} e^{-\frac{(n+1)B^2}{2}} \frac{d}{dt} F_{n+1}(t) dt \to \int_{-\infty}^{\infty} e^{-\frac{(n+1)B^2}{2}} \frac{d}{dt} F_{n+1}(t) dt = I_{n+1},
\]

which is independent of \(d\).

\[\square\]

## 4. Lower Bounds Using the Barrier Method

In this section, we will prove the following theorem; we generalize the construction given in [20] for the real Fubini-Study ensemble.

**Theorem 11** (The lower bound). Given a coherent family of ensembles there exists a constant \(c > 0\) such that:

\[
\mathbb{E}b_0(X) \geq cd^{\lambda n}.
\]

As above, we prove the claim for \(X\) (the “double cover” of \(X\)) and the result for \(b_0(X)\) follows from (17).

The proof of Theorem 11 can be reduced to a local consideration. For \(x\) a point on the sphere \(S^n\) consider the following event:

\[
(26) \quad \Omega(x, r) = \{ f(x) > 0 \text{ and } f|_{D(x, r)} < 0 \}.
\]

If \(\Omega(x, r)\) occurs, then \(\{ f = 0 \}\) has a component inside \(D(x, r)\) (and one of these components loops around \(x\)). We will prove that for \(r \sim \rho_n d^{-\lambda}\), with \(\rho_n\) a constant specified in (28), there exists a constant \(a_1 > 0\) independent of \(x\) and \(d\) such that

\[
(27) \quad \mathbb{P}\{\Omega(x, r)\} \geq a_1.
\]

Since we can cover the sphere \(S^n\) with at least \(KD^{\lambda n}\) disjoint such disks, for some \(k > 0\), this immediately gives us the statement (each one of these disks contributing at least \(a_1\) to the expectation in the statement).
We will need two Lemmas in order to prove (27). The first provides the existence of the so-called barrier function; the second gives a bound on the expected maximum of $|f|$ restricted to $\partial D(x, r)$.

**Lemma 12.** Given a coherent family of ensembles, there exists a constant $c_1 > 0$ such that for every $d > 0$ and every $x$ in $S^n$ there exists a homogeneous polynomial $B_x$ of degree $d$ and norm one (with respect to the scalar product in $W_{n,d}$) such that:

$$B_x(x) \geq c_1 d^{\frac{n-1}{2}}$$

and

$$B_x|_{\partial D(x, r)} \leq -c_1 d^{\frac{n-1}{2}}.$$  

**Lemma 13.** For a coherent family of ensembles, there exists a constant $c_2 > 0$ such that:

$$\mathbb{E} \max_{\partial D(x, r)} |f| \leq c_2 d^{\lambda(n-2)/2}.$$  

### 4.1. Proof of Lemma 12.

Choose constants $0 < A < B$ such that $\int_A^B \psi(x) dx > 0$. We will choose

$$r = \frac{2y_n}{2Bd^\lambda + n - 1},$$

where $y_n$ is the first point after zero where the Bessel function $J_{\frac{n-2}{2}}$ reaches a minimum.

We define our barrier function $B_x$ by normalizing the function

$$\sum_{\ell \in [Ad^\lambda, Bd^\lambda]} p_d(\ell) Y_\ell(\theta).$$

Since the terms in this sum are orthonormal, the $L^2$-norm is simply the square root of the number of terms $\text{Card}[Ad^\lambda, Bd^\lambda] = \Theta(d^{n/2})$, and we have:

$$B_x := \frac{\sum_{\ell \in [Ad^\lambda, Bd^\lambda]} p_d(\ell) Y_\ell(\theta)}{\sqrt{\text{Card}[Ad^\lambda, Bd^\lambda]}}.$$

Evaluating at the North pole, we have $Y_\ell(0) = \Theta(\ell(n-1)/2)$, and in the range $Ad^\lambda \leq \ell \leq Bd^\lambda$, $Y_\ell(0) = \Theta(d^{n(n-1)/2})$, so

$$B_x(x) = \Theta \left( \frac{d^{-\lambda/2}d^{\lambda(n-1)/2}}{\sqrt{\text{Card}[Ad^\lambda, Bd^\lambda]}} \sum_{\ell \in [Ad^\lambda, Bd^\lambda]} p_d(\ell) \right) = \Theta \left( d^{\lambda(n-2)/2} \right).$$

In order to see that $B_x$ is negative with the same order on $\partial D$, first we write $Y_\ell$ in terms of a Jacobi polynomial:

$$Y_\ell(\theta) = c(n, \ell) P_\ell^{(\frac{n-2}{2}, \frac{n-2}{2})}(\cos \theta),$$

where $P_\ell^{(\frac{n-2}{2}, \frac{n-2}{2})}$ is a Jacobi polynomial and $c(n, \ell)$ has order $\Theta(\ell^{1/2})$ [20, Appendix].

Using Szegö's generalization of the Mehler-Heine asymptotic ([32, Thm. 8.21.12]) we have:

$$P_\ell^{(\frac{n-2}{2}, \frac{n-2}{2})}(\cos \theta) = \left( \frac{\sin \frac{\theta}{2} \cdot \cos \frac{\theta}{2} \cdot \lambda^{\frac{\theta}{2}}}{2} \right)^{\frac{\theta}{2}} \left\{ h(n, \ell) \left( \frac{\theta}{\sin \theta} \right)^{1/2} J_{\frac{n-2}{2}}(N\theta) + R_\ell(\theta) \right\},$$

where $N = \frac{2\ell + n - 1}{2}$, $h(n, \ell) = \Theta(1)$, and the error term $R_\ell(\theta)$ is always less than $\theta^{1/2}O(\ell^{-\frac{3}{2}})$. Since by definition $r = \frac{2y_n}{2Bd^\lambda + n - 1}$, we have $\sin \left( \frac{\theta}{2} \right) \cdot \cos \frac{\theta}{2} \cdot \lambda^{\frac{\theta}{2}} = \Theta(d^{\lambda-\frac{n-2}{2}})$, and plugging all this into the definition of $B_x$, we have:

$$B_x(r) = \Theta(d^{-\frac{n}{2}}) \Theta(d^{\lambda-\frac{n-2}{2}}) \sum_{\ell \in [Ad^\lambda, Bd^\lambda]} p_d(\ell) \Theta(\ell^{1/2}) \left\{ \left( \frac{r}{\sin r} \right)^{1/2} J_{\frac{n-2}{2}}(r(2\ell + n - 1)/2) + R_\ell(r) \right\}.$$
Note that the argument of $J_{\frac{n-2}{2}}$ satisfies:

$$r(2\ell + n - 1)/2 = y_n \frac{2\ell + n - 1}{2Bd^\lambda + n - 1} \leq y_n. \tag{29}$$

Moreover, by increasing the value $A$ if necessary, we may assume that, for all $\ell \in [Ad^\lambda, Bd^\lambda]$, the value of $r(2\ell + n - 1)/2$ is within an interval $[(1 - \epsilon)y_n, y_n]$ where $J_{\frac{n-2}{2}}$ is decreasing and $J_{\frac{n-2}{2}}((1 - \epsilon)y_n) < 0$.

Then, for $B_x(r)$ we have:

$$B_x(r) = \Theta(d^\lambda m^2) \sum_{\ell \in [Ad^\lambda, Bd^\lambda]} p_d(\ell) \Theta(\ell^{1/2}) J_{\frac{n-2}{2}}((1 - \epsilon)y_n) \leq -c_1 d^\lambda m^2,$$

where we have neglected the lower-order error terms $R_\ell(r) = r^{1/2}O(\ell^{-3/2})$. This concludes the proof of Lemma 12.

4.2. **Proof of Lemma 13.** Expanding $f$ in an orthonormal basis of spherical harmonics and restricting to $\partial D(x, r)$, we have (following the notation in [20]):

$$f|_{\partial D(x, r)} = f(r, \phi) = \sum_{m=0}^{d} \sum_{j \in I_m} \hat{\xi}_{m,j}(\sin r)^m Y_j(\phi) = \sum_{m=0}^{d} (\sin r)^m \sum_{j \in I_m} \hat{\xi}_{m,j} Y_j(\phi),$$

where

$$\hat{\xi}_{m,j} = \sum_{\ell \in L_m} p_d(\ell) \xi_{\ell,m,j} N_{\ell} m P\left(\frac{n-1}{2} + m\right)(\cos r), \quad j \in I_m, \quad \xi_{\ell,m,j} \sim N(0, 1). \tag{30}$$

By the addition formula for independent Gaussians we have:

$$\hat{\xi}_{m,j} \sim N(0, \sigma(m, d)^2),$$

where:

$$\sigma(m, d)^2 = \sum_{\ell = m}^{d} \left\{ p_d(\ell) N_{\ell} m P\left(\frac{n-1}{2} + m\right)(\cos r) \right\}^2. \tag{31}$$

Using the triangle inequality, we bound the expectation of

$$M := \|f|_{\partial D(x, r)}\|_{\infty} = \max_{\phi \in S^{n-1}} |f(r, \phi)|$$

as:

$$EM \leq \sum_{m=0}^{d} (\sin r)^m \mathbb{E} \max_{\phi \in S^{n-1}} \left| \sum_{j \in I_m} \hat{\xi}_{m,j} Y_j(\phi) \right|.$$

The function:

$$F(\phi) = \sum_{j \in I_m} \hat{\xi}_{m,j} Y_j(\phi)$$

is a random spherical harmonic on $S^{n-1}$ with independent identically distributed Gaussian coefficients (since $\sigma(m, d)$ is independent of $j$ for each fixed $m$). This allows us to use the following bound for the expected sup-norm (over the whole sphere $S^{n-1}$) which is based on a reverse-Hölder inequality, an estimate for spherical harmonics giving an $L^\infty$ bound in terms of the $L^2$-norm [20, Appendix]:
Lemma 14. Let $F(\phi)$ be a random spherical harmonic. Then
\[
\mathbb{E} \max_{\phi \in S^{n-1}} |F(\phi)| \leq \sigma(m, d) \cdot d(n-1, m),
\]

where $d(n-1, m)$ is the dimension of the space of spherical harmonics of degree $m$ in $n$ variables.

Applying Lemma 14 to $\mathbb{E}M$:
\[
\mathbb{E}M \leq \sum_{m=0}^{d} (\sin r)^m \sigma(m, d) \cdot d(n-1, m).
\]

Next we use an estimate\footnote{This is based on the known maximum of the Gegenbauer polynomials \cite[Formula (7.33.1)]{32}.} from \cite{20}
\[
(N^m) \left( P_{\ell-m}^{(n-1)/m} \cos r \right)^2 \leq a_0(2\ell + n - 1) \left( \frac{\ell + m + n - 2}{\ell - m} \right),
\]
in order to bound $\sigma(m, d)$ as follows:
\[
\sigma(m, d)^2 \leq a_0 \sum_{\ell=m}^{d} (2\ell + n - 1) \left( \frac{\ell + m + n - 2}{\ell - m} \right) p_d(\ell)^2
\leq a_0 \sum_{\ell=0}^{d} \ell^{2m+n-1} p_d(\ell)^2.
\]

where $a_0$ is a constant that does not depend on $d$. We use the second part of Lemma 5:
\[
\frac{a_0 (2n)^{2m+n-1}}{(2m+n-2)!} \sum_{\ell=0}^{d} \ell^{2m+n-1} p_d(\ell)^2 \leq \frac{a_0 (2n)^{2m+n-1}}{(2m+n-2)!} \frac{\Gamma(m+n/2)}{\Gamma(m/2)} \frac{2^{-1-m-n/2}}{\Gamma(n/2)} c_2^{m+n/2} e^{\ell^2/2}
\leq \frac{(c_3 d^\lambda)^m (m+n/2)}{(2m+n-2)!} d^{\lambda(n-2)} \leq \frac{(c_3 d^\lambda)^m}{m!} d^{\lambda(n-2)}.
\]

In particular $\sigma(m, d) \leq (c_3 d^\lambda)^m d^{\lambda(n-2)}$. Recalling that $r = \frac{2y_n}{2Bd^2 + n - 1} \leq \frac{y}{d^2}$ (we have set $y = y_n/B$ for simplicity of notation) and using $(\sin r)^m \leq r^m \leq \left( \frac{2y_n}{Bd^2 + n - 1} \right)^m$, we have in (32):
\[
\mathbb{E}M \leq \sum_{m=0}^{d} \left( \frac{y}{d^2} \right)^m \cdot \sigma(m, d) \cdot d(n-1, m) \leq a_1 d^{\lambda(n-2)/2} \sum_{m=0}^{d} \frac{c_4^{m}}{m!} \cdot d(n-1, m).
\]

We estimate $d(n-1, m) \leq a_2 m^{n-2} \leq a_4^m$, so that using the fact that $\sum m^x/\sqrt{m!} = g(x)$ is a convergent power series, we obtain:
\[
\mathbb{E}M \leq g(c_5) d^{\lambda(n-2)/2}.
\]

This concludes the proof of Lemma 13.

4.3. Proof of Theorem 11. As explained in the comments following the statement of Theorem 11, it suffices to prove the lower bound (27).

Using $B_x$ provided by Lemma 12 we can decompose $W_{n,d} = \text{span}\{B_x\} \oplus \text{span}\{B_x\}^\perp$, thus getting the following decomposition for $f$:
\[
f = \xi_0 B_x + f^\perp \quad \text{with} \quad \xi_0 \sim N(0,1).
\]
We let now $\tilde{\xi}_0$ be a random variable distributed as $\xi_0$ but independent of it and we define $f_\pm = \pm \xi_0B_x + f^\perp$. Notice that both $f$ and $f_\pm$ have the same distribution. The introduction of these new random polynomials allows us to write:

\[
(33) \quad f = \xi_0B_x + \frac{1}{2}(f_+ + f_-)
\]

and to split our problem into the study of the behavior of $B_x$ and $f_\pm$ separately. In fact the event $\Omega(x,r)$ happens provided that for some constant $a_2 > 0$ the two following events both happen:

1) $E(x,r) = \{\xi_0B_x(x) \geq 2a_2d^{\frac{(n-2)}{2}} \text{ and } \xi_0B_x|_{\partial D(x,r)} \leq -2a_2d^{\frac{(n-2)}{2}}\}$;

2) $G(x,r) = \{|f_\pm(x)| \leq a_2d^{\frac{(n-2)}{2}} \text{ and } \|f_\pm|_{\partial D(x,r)}\|_\infty \leq a_2d^{\frac{(n-2)}{2}}\}$.

To check that $E(x,r) \cap G(x,r)$ implies $\Omega(x,r)$ we simply substitute the inequalities defining $E(x,r)$ and $G(x,r)$ in (33) evaluating respectively at $x$ and at $\partial D(x,r)$.

Now by definition the two events $E(x,r)$ and $G(x,r)$ are independent and thus:

\[
P\{E(x,r) \cap G(x,r)\} = P\{E(x,r)\}P\{G(x,r)\}.
\]

Because of this it suffices to show that the probability of each one of them is bounded from below by a positive constant that does not depend on $d$ and this will provide a bound from below for the probability of $\Omega(x,r)$ which is independent of $d$.

The fact that the probability of $E(x,r)$ is bounded from below independently on $d$ immediately follows from Lemma 12: the random variable $\xi_0B_x(x)d^{\frac{(n-2)}{2}}$ is Gaussian with mean zero and variance $\Theta(1)$; similarly for the boundary. Thus for $a_3$ small enough the probability of it being bigger than $a_3$ is uniformly bounded from below.

It remains to study $G(x,r)$; to this extent notice that this event is given by the intersection of the four events $G_{1,2} = \{|f_\pm(x)| \leq a_2d^{\frac{(n-2)}{2}}\}$ and $G_{3,4} = \{|f_\pm|_{\partial D(x,r)}\|_\infty \leq a_2d^{\frac{(n-2)}{2}}\}$. For these we do not need independence as:

\[
P\{\bigcap_i G_i\} = 1 - P\{\bigcap_i G_i^c\} = 1 - P\{\bigcup_i G_i^c\} \geq 1 - \sum_i P\{G_i^c\}
\]

and it is enough to prove that the probability of the complement of each one of them is small.

By rotation invariance, we have $P\{G_{1,2}\} \leq P\{G_{3,4}\}$, and since $f_\pm$ are each distributed as $f$, the probability of each $G_{3,4}^c$ is exactly the probability of the following event:

\[
(34) \quad \|f|_{\partial D(x,r)}\|_\infty \geq a_2d^{\frac{(n-2)}{2}} \text{ for a random } f \in W_{n,d}.
\]

Hence we consider the positive random variable:

\[
M := \max_{\partial D(x,r)} |f|.
\]

By Lemma 13, we have $EM \leq c_2d^{\frac{(n-2)}{2}}$. Applying Markov’s inequality to $M$:

\[
P\{M \geq a_2d^{\frac{(n-2)}{2}}\} \leq \frac{c_2}{a_2}.
\]

Choosing $a_2$ sufficiently large, we have that the probability of the event (34) is at most $c_2/a_2 < 1/5$, and therefore $P\{G(x,r)\} > 1 - 4/5 = 1/5$ which concludes the proof.
5. Slice sampling

5.1. The restriction of a random polynomial to a circle. In this section we restrict our random function to a one-dimensional slice. We study the average number of zeros of the restriction and compare the asymptotic behavior to above results on connected components. Notice that restricting to a circle or to a projective line are essentially equivalent approaches since the number of points in \( \{ f|_S = 0 \} \) is twice the number of points of \( \{ f = 0 \} \) on \( \mathbb{R}P^1 \).

The restriction of \( f \) to a circle \( S^1 \) is a classical random univariate polynomial, and we can relate our results to classical studies.

**Lemma 15.** Referring to (7), the parameters \( \beta_0, \ldots, \beta_{d/2} \) for \( f \) and \( f|_{S^1} \) coincide. Moreover the number \( B \) appearing in Theorem 7 also coincides for \( f \) and for \( f|_{S^1} \).

**Proof.** We start by noticing that using the description of the covariance structure for \( f \), we obtain the following for the covariance structure of \( f|_{\{x_2=\ldots=x_n=0\}} \):

\[
F(x_0, x_1, y_0, y_1) = \sum_{k=0}^{[rac{d}{2}]} \beta_k ||(x_0, x_1)||^{2k} ||(y_0, y_1)||^{2k} \langle (x_0, x_1), (y_0, y_1) \rangle^{d-2k}
\]

and we see that the parameters \( \beta_0, \ldots, \beta_{d/2} \) for \( f \) and \( f|_{S^1} \) coincide.

On the other hand writing the covariance structure \( F \) of \( \hat{p}_k \) (defined by (16)) using the expression (7) we obtain

\[
F = \sum \beta_k F_k \quad \text{where} \quad F_k(t) = t^{d-2k}.
\]

In this way we immediately see that \( F_k'(1) = d-2k \) and \( F''_k(1) = (d-2k)(d-2k-1) \). Substituting this into the definition of \( B \), we obtain:

\[
B = \frac{\sum_k \beta_k(d-2k)^2 - 2 \sum_k \beta_k(d-2k)}{\sum_k \beta_k(d-2k)^2} = 1 - 2 \frac{\sum_k \beta_k(d-2k)}{\sum_k \beta_k(d-2k)^2}.
\]

In particular the number \( B \) for \( f \) is the same as for \( f|_{S^1} \). \( \square \)

5.2. The parameter of a random polynomial. Given a random polynomial in \( W_{n,d} \) whose covariance structure is given by (7) we define the number \( \delta(f) \) (the parameter of the distribution):

\[
\delta(f) = \sqrt{\frac{\sum_{k=0}^{[d/2]} \beta_k(d-2k)}{\sum_{k=0}^{[d/2]} \beta_k}}
\]

(alternatively if \( F \) is given in the form (8) the parameter can be computed from \([17, \text{Thm 5.7}]\). The parameter gives the average number of real zeros of the restriction of \( f \) to any \( \mathbb{R}P^1 \) (or one half the number of zeros of the restriction of \( f \) to any fixed circle \( S^1 \subset S^n \)).

**Lemma 16.** For a coherent family of ensembles:

\[
\delta(f) = \Theta(d^3)
\]

**Proof.** We need to use the expression for \( \delta(f) \) in terms of the weights \( r_i \) defined in \([17]\):

\[
\delta(f) = \sqrt{\frac{\sum_{i=0}^{[d/2]} (d-2i)(d-2i+n-1)r_i^2}{n \sum_{i=0}^{[d/2]} r_i^2}}.
\]

Using equation (10) we can rewrite this as:

\[
\delta(f) = \sqrt{\frac{\sum \ell(n \ell + n - 1)dp_d(\ell)^2}{n \sum dp_d(\ell)^2}}.
\]
Using now $\ell(n+1)d(n,\ell) = \Theta(n+1)$ and $d(n,\ell) = \Theta(n^{-1})$ together with Lemma 5 gives the
stated asymptotic. 

Thus we can immediately derive the following corollary.

**Corollary 17 (Slice sampling).** For a coherent family of ensembles:

$$\mathbb{E}b_0(X) = \Theta \left( \mathbb{E}b_0(X \cap \mathbb{R}P^1)^n \right).$$

Motivated by (35) we define also:

$$\delta'(f) = \sqrt{\sum_{k=0}^{[d/2]} \beta_k (d-2k)^2 \over \sum_{k=0}^{[d/2]} \beta_k (d-2k)}$$

and in this way $(1 - B)^{-1} = 2\delta'(f)^2$, as it follows immediately from (35).

We prove now Proposition 3.

**Proof.** Notice that Lemma 15 implies:

$$\delta'(f) = \delta'(f|S^1)$$

(and $\delta(f) = \delta(f|S^1)$ as well). Moreover for a coherent family of ensembles we have:

$$\mathbb{E}\{ \text{minima of } f \} = 2(1 + B)^{n+1} (1 - B)^{-n} \int_{\mathbb{R}^n} e^{-\frac{(n+1)nt^2}{2}} dt$$

$$\sim 2^{n+1} (\delta(f)' )^n I_{n+1}$$

$$= 2^{n+1} (\delta(f|S^1)' )^n I_{n+1}$$

$$\sim c_n' (\mathbb{E}\{ \text{minima of } f|S^1 \})^n.$$

\(\square\)

### 6. Comparison with [30]

In this section we discuss briefly the relations between the above methods and those of Nazarov and Sodin from [30].

In order to match notations, let us recall the definitions from [30]. The authors consider a sequence of Gaussian ensembles $H_d$ of functions on a Riemannian manifold which in our case is the sphere $S^n$ or the projective space $\mathbb{R}P^n$; the gaussian ensemble is defined using a scalar product on $H_d$. With respect to this scalar product, the authors consider the reproducing kernel $K_d$, defined by:

$$K_d(y) = \langle f(\cdot), K_d(\cdot, y) \rangle_{H_d}.$$ 

In our case $H_d = \mathbb{R}[x_0, \ldots, x_n]$ and the scalar product is orthogonally invariant. This reproducing kernel is exactly the covariance structure of the random $f$ (which the authors normalize to $K_d(x, x) = 1$).

In particular, using their notation, we see that:

$$K_d(x, y) = \frac{\sum_{d-1 \in \mathbb{Z}} |P_d(\ell)|^2 d(n, \ell) Q_n^p (\cos \theta(x, y))}{\sum_{d-1 \in \mathbb{Z}} |P_d(\ell)|^2 d(n, \ell)}$$

where $\theta(x, y)$ is the angle between $x$ and $y$, the function $Q_n^p$ is what we denoted by $Q_n^p(\theta(x, x)) = 1$, and the numerator comes from the normalization assumption, using $Q_n^p(\cos \theta(x, x)) = 1$. 


Denoting by $\phi : T_xS^n \simeq \mathbb{R}^n \to S^n$ the exponential map, the standing assumption from [30] is that:

$$\lim_{d \to \infty} \sup_{\|u\|, \|v\| \leq R} |K_d(\phi(d^{-1}u), \phi(d^{-1}v)) - k(u - v)| = 0$$

where in fact the dependence on the point $x \in S^n$ is irrelevant, being the distribution rotational invariant. As discussed in [30, Example 2.5.4], it is indeed possible to choose different scaling for $d$ (not just the linear one), and one can consider for example the condition:

$$\lim_{d \to \infty} \sup_{\|u\|, \|v\| \leq R} |K_d(\phi(d^{-\lambda}u), \phi(d^{-\lambda}v)) - k(u - v)| = 0 \quad \text{for some } 0 < \lambda \leq 1.$$ 

Using this notation Theorem 4 from [30] can be read as follows. Assuming the nondegeneracy of the gaussian ensembles [30, Definition 3] and that the limiting spectral measure has no atoms [30, Section 1.1], if condition (38) holds, then there exists a (possibly zero) constant $\nu$ such that:

$$\lim_{d \to \infty} E_{\mathbb{B}_0(X)} \left\{ \left| \frac{b_0(X)}{d^{\lambda n}} - \nu \text{Vol}(S^n) \right| \right\} = 0.$$ 

The rescaling condition (38) is implied by our coherence assumption, and the rescaled covariance structure turns out to be the Fourier transform of $\psi$ viewed as a function of the radial coordinate $r$ in $\mathbb{R}^n$. Let us explain this in the simple case $n = 1$ (the cases $n > 1$ are similar but require asymptotics of the Gegenbauer polynomials). We have

$$K_d(\theta) = \sum_{\ell \in \mathbb{Z}} p_d(\ell)^2 \cos(\ell \theta) \sim \int_0^\infty \psi(x)^2 \cos(xd^{\lambda} \theta) dx.$$ 

Thus,

$$K_d(d^{-\lambda} \theta) \sim \int_0^\infty \psi(x)^2 \cos(x \theta) dx.$$ 

The subgaussian tail of $\psi$ implies that this Fourier transform is continuous (even smooth), so that condition (38) is satisfied. This implies that $E_{\mathbb{B}_0(X)} / d^{\lambda n}$ indeed has a limit as $d \to \infty$.

### 7. PROOF OF THEOREM 2

As in the above paragraphs, we consider the double cover $\overline{X} \subset S^n$ of $X \subset \mathbb{R}P^n$, the two are related by (17). Let us start by recalling that:

$$\lim_{d \to \infty} \frac{\mathbb{E}_{\mathbb{B}_0(X)}}{d^{\lambda n}} \leq \lim_{d \to \infty} \frac{4 \mathbb{E}N_m}{d^{\lambda n}}$$

where $\mathbb{E}N_m$ is the expectation of the number of minima of $f$ (the defining polynomial of $X$) on one half-sphere (see Theorem 7), and the existence of the limit of $\mathbb{E}_{\mathbb{B}_0(X)} / d^{\lambda n}$ follows from the results in [30] discussed in the previous section. Recall also, from Proposition 9, that:

$$\lim_{d \to \infty} B = 1 \quad \text{and} \quad (1 - B)^{-1} \sim \frac{d^{2\lambda}}{2(n + 2)} \int_0^\infty x^{n+3} \psi(x)^2 dx,$$

where $B = \frac{F''(1)}{F'(1)} - \frac{F'(1)}{F(1)}$. Thus, using the above notation $\mu_n$ to denote the moments of $\psi^2$, we have:

$$(1 - B)^{-1} \sim \frac{d^{2\lambda}}{2(n + 2)} \frac{\mu_{n+3}}{\mu_{n+1}}.$$
Using the identity (18), we can thus write:

\[
\lim_{d \to \infty} \frac{E_b(\lambda)}{d^{2n}} \leq \lim_{d \to \infty} \frac{1}{d^{2n}} (1 + B)^{\frac{n+1}{2}} (1 - B)^{-\frac{1}{2}} \int_{-\infty}^{+\infty} e^{-\frac{\lambda^2 d^2}{2}} \frac{d\lambda}{dt} F_{n+1}(t) dt
\]

\[
= 4 \cdot 2^{(n+1)/2} \left( \frac{1}{2(n+2)} \mu_{n+3} / \mu_{n+1} \right) \int_{-\infty}^{+\infty} e^{-\frac{\lambda^2 d^2}{2}} \frac{d\lambda}{dt} F_{n+1}(t) dt
\]

\[
= 2^2 \left( \frac{1}{2} \frac{\mu_{n+3}}{\mu_{n+1}} \right)^{n/2} I_{n+1}.
\]

The integral \( I_{n+1} \) can be evaluated asymptotically when \( n \to \infty \) [8, Equation 82]:

\[
I_{n+1} \sim g_{n+1} = A \cdot 2^{\frac{n}{2}} (n+1)^{-\frac{3}{2}} e^{-(n+1)+\frac{3n^2}{16}} \text{ where } \log A = -\frac{169}{96} \log 2 + \frac{1}{2} \zeta'(1),
\]

and \( \zeta'(1) \) is the derivative at one of the Riemann Zeta function \( (\zeta'(1) \approx -0.654) \).

**Remark 18.** For the case of curves \( n = 2 \), the integral \( I_3 \) can be evaluated exactly and yields:

\[
I_3 = \frac{27}{2\sqrt{2\pi}} \int_R \int_R \int_R \int_R e^{-3t^2 - 4\lambda_1^2 - 4\lambda_2^2 (t - \lambda_1)(t - \lambda_2)|\lambda_1 - \lambda_2|d\lambda_1 d\lambda_2 dt = \frac{1}{\sqrt{6}}
\]

8. **Examples**

Some of these examples have already been studied in [13, 20, 24, 28, 30].

**Example 1.** (Kostlan ensemble). Let’s start by considering the case \( n = 1 \). In this case the zero locus of \( f \) consists of points on \( S^1 \); the classical setting of univariate polynomials over the real line is obtained by defining \( \hat{f}(t) = f(1,t) \) (the dehomogenization of \( f \) ): the average number of zeros of a random \( \hat{f} \) on \( \mathbb{R} \) equals \( \frac{1}{2} E_b(f) \). If the covariance structure of \( f \) is given by:

\[
E_{Kostlan}(f(x)f(y)) = \langle x, y \rangle^d, \quad x, y \in \mathbb{R}^2,
\]

\( f \) is said to be a **Kostlan** random polynomial (notice that the covariance structure of the corresponding random field \( \hat{f} : \mathbb{R} \to \mathbb{R} \) is given by \( E \{ \hat{f}(t)\hat{f}(s) \} = (1 + ts)^d \) ). Concerning \( E_b(f) \), when \( n = 1 \), one has the exact result [7]:

\[
E_{Kostlan} b_0(f) = 2\sqrt{d} = \Theta(d^{1/2}) \quad (n = 1).
\]

For the general \( n > 1 \) the covariance structure of \( f \in W_{n,d} \) is given by:

\[
E_{Kostlan}(f(x)f(y)) = \langle x, y \rangle^d, \quad x, y \in \mathbb{R}^{n+1}.
\]

This ensemble is coherent, and the rescaling exponent is \( \lambda = 1/2 \). In order to see this, first we use Equation (10) and [17, Eq. (8)].

\[
p_d(\ell)^2 = \frac{|S^n|}{G_{n,d}} \Gamma \left( \frac{n+1}{2} \right) \Gamma \left( \frac{n-1}{2} + \ell \right) \Gamma \left( \frac{n-1}{2} \right) \Gamma \left( \frac{n-1}{2} + d+\ell \right) d!
\]

where \( G_{n,d} \) denotes the normalization constant needed to satisfy (11).

Next using Equation (9) for \( d(n, \ell) \) and simplifying,

\[
p_d(\ell)^2 = \frac{|S^n|}{G_{n,d}} \Gamma \left( \frac{n+1}{2} \right) \left( \frac{n+1}{2} + d+\ell \right) d!
\]

Multiplying and dividing by \( (d+\ell)! = \Gamma \left( \frac{d+\ell}{2} + 1 \right) \), we have

\[
p_d(\ell)^2 = \frac{|S^n|}{G_{n,d}} \Gamma \left( \frac{n+1}{2} \right) \Gamma \left( \frac{d+\ell}{2} + 1 \right) \frac{1}{2^d} \frac{d!}{\Gamma \left( \frac{n+1}{2} + d+\ell \right) \Gamma \left( \frac{n+1}{2} + \frac{d+\ell}{2} \right) \Gamma \left( \frac{n+1}{2} + \frac{d+\ell}{2} \right)}.
\]
As \( d \to \infty \) we have [27]:

\[
\frac{\Gamma \left( \frac{d+\ell}{2} + 1 \right)}{\Gamma \left( \frac{n+1}{2} + \frac{d+\ell}{2} \right)} = \left( \frac{d+\ell}{2} \right)^{-\left(\frac{n-1}{2}\right)} (1 + O(1/d)).
\]

(49) \[ p_d(\ell)^2 = \frac{|S^n| \Gamma \left( \frac{n+1}{2} \right)}{G_{n,d} \sqrt{2(d/2)^{(n-2)/2}} (1 + O(1/d))} \left( \frac{\ell}{d} \right)^{-\left(\frac{n-1}{2}\right)} \frac{1}{2^{d-1} \sqrt{d}} \left( \frac{d}{2} \right). \]

As in the classical central limit of the binomial distribution, by Stirling's formula, under the rescaling \( \ell = xd^{1/2} \), we have

\[
\frac{1}{2^{d-1} \sqrt{d}} \left( \frac{d}{2} \right) \sim e^{-x^2/2} \sqrt{\frac{d}{2\pi}}.
\]

Since \( \left( 1 + \frac{x}{\sqrt{d}} \right)^{-\left(\frac{n-1}{2}\right)} \sim 1 \), we conclude that \( \frac{|S^n| \Gamma \left( \frac{n+1}{2} \right)}{G_{n,d} \sqrt{2(d/2)^{(n-2)/2}} (1 + O(1/d))} \) converges to a constant \( c \) and that

\[
\sqrt{d} p_d(x \sqrt{d}) \sim c \frac{e^{-x^2/4}}{(2\pi)^{1/4}}.
\]

In general, for the Kostlan distribution Gayet and Welschinger [12, 13] have recently proved that (see also [30, Section 2.5.4]):

\[
\mathbb{E}_{Kostlan} b_0(f) = \Theta(d^{n/2}).
\]

This result can be immediately recovered by applying Corollary 17, since the Kostlan ensemble is coherent (with rescaling exponent \( \lambda = 1/2 \)).

We proceed now with the estimation of the leading coefficient of \( d^{n/2} \) in \( \mathbb{E} b_0(X) \). First notice that:

(50) \[ \mu_{Kostlan}^k = \int_0^\infty c^2 e^{-x^2/2} x^k dx = \frac{\Gamma \left( k + 1 \right)}{2\sqrt{\pi}} \left( \frac{\ell}{d} \right)^{-\left(\frac{n-1}{2}\right)} \]

which provides for this case:

\[
\frac{1}{n+2} \mu_{n+1} = \frac{2 \Gamma \left( \frac{n+3}{2} \right)}{(n+2) \Gamma \left( \frac{n+1}{2} \right)} = \frac{\Gamma \left( \frac{n+3}{2} \right)}{\left( \frac{n+1}{2} \right) \Gamma \left( \frac{n+1}{2} \right)} = 1.
\]

Plugging (50) into (43) we obtain exponential decay of the leading coefficient\(^2\):

(51) \[ \lim_{d \to \infty} \frac{\mathbb{E} b_0(X)}{d^{n/2}} \leq 2I_{n+1} \leq c_1 n^{-c_2} e^{-n c_3 \sqrt{n}}. \]

For the case of curves \( (n = 2) \), we can use (45) and obtain:

\[ \lim_{d \to \infty} \frac{\mathbb{E} b_0(X)}{d} \leq \frac{2}{\sqrt{3}} \approx 1.1547 \]

Example 2 (real Fubini-Study (RFS) ensemble). In terms of the weights \( p_d(\ell) \), the real Fubini-Study ensemble is simpler: the \( p_d(\ell) \) are constant. Normalizing so that the sum is unity, we have \( p_d(\ell) \sim 2/d \). The rescaling exponent is \( \lambda = 1 \), and \( dp(xd) \) rescales to the characteristic function of \([0,1]\).

\(^2\)In fact for the Kostlan case a stronger decay was shown in [12] involving a factor \( e^{-c_n^2} \).
The real Fubini-Study ensemble (the name is due to P. Sarnak, see [28]) is obtained by sampling at random a polynomial uniformly from the unit sphere in the $L^2_{S_n}$-norm in $W_{n,d}$. In the case $n = 1$ (using techniques from [7]) one has again the exact result [20]:

$$E_{\text{RFS}} b_0(f) = 2\sqrt{\frac{d(d + 1)}{3}} \quad (n = 1).$$

For the number of extrema, using $I_2 = \sqrt{3}/(2\sqrt{2})$, one obtains (see [26] for more details):

$$E\#\{\text{extrema of } f|_{S^1}\} \sim 2d\sqrt{\frac{3}{5}}$$

In the general case, it is proved in [20] that:

$$E_{\text{RFS}} b_0(f) = \Theta(d^n).$$

In view of Milnor’s (deterministic) bound $b_0(f) = O(d^n)$, the interesting part of this statement is the lower bound, which is obtained using a technique similar to the one introduced in [24] for the study of nodal domains of random spherical harmonics on $S^2$.

Again this result is recovered using Corollary 17 from the knowledge of the case $n = 1$. As above we write:

$$E b_0(X) = a_n d^n + o(d^n)$$

Since in this case $\psi = \chi_{[0,1]}$ all its moments are easily computable, and since $\mu_k((\chi_{[0,1]})^2) = (k + 1)^{-1}$ we have:

$$\frac{\mu_{n+3}}{(n+2)\mu_{n+1}} = \frac{1}{n+4}.$$

Plugging this into Theorem 2, one obtains exponential decaying of the coefficients $a_n$:

$$a_n \leq C_1 n^{-\frac{3}{2} - c_2} e^{-n + c_3 \sqrt{n}} \quad \text{for some constants } C_1, c_2, c_3 > 0.$$

In particular, the average number of minima of a RFS polynomial on $S^2$ of degree $d$ is:

$$E\#\{\text{minima of } f|_{S^2}\} \sim \frac{23/2}{6} I_3 d^2 = \frac{d^2}{3\sqrt{3}}$$

and consequently the Nazarov-Sodin constant for $b_0(X)$ (in the projective plane) satisfies:

$$a_2 = \lim_{d \to \infty} \frac{E b_0(X)}{d^2} \leq \frac{1}{3\sqrt{3}} \approx 0.1924$$

In fact M. Nastasescu [23] has studied this constant numerically and obtained the approximation $a_2 \approx 0.0195$.

\textit{Example 3} (Ensembles with a prescribed order of growth). Let $\psi : \mathbb{R}_+ \to \mathbb{R}$ an integrable function with a subgaussian tail (for example take $\psi = \chi_{[0,1]}$) and $0 < \lambda \leq 1$. Define:

$$p_d(\ell) = \frac{1}{d^\lambda} \psi \left( \frac{\ell}{d^{\lambda}} \right).$$

Then by construction we have $p_d(x d^\lambda) d^\lambda = \psi(x)$, and the above theorem applies yielding for this model:

$$E b_0(X) = \Theta(d^{\lambda n}).$$

More generally, one can consider a sequence $\{g(d)\}_{d \in \mathbb{N}}$ with $0 < g(d) \leq d$ and set $p_d(\ell) = g(d)^{-1/n} \psi(g(d)^{-1/n} \ell)$. The proofs of the above theorems still work in this case, providing $E b_0(X) = \Theta(g(d))$. 
Example 4 (Random spherical harmonics). We discuss in this example the special case when we give all the “power” to the top coefficient, i.e.
\[ p_d(\ell) = 0 \quad \text{except for} \quad p_d(d) = 1. \]
As a model for random polynomials, this case is degenerate; it produces random spherical harmonics of degree \( d \) (recall that the representation of \( O(n+1) \) in the space of spherical harmonics is irreducible). Interest in this model comes from studies related to “quantum chaos” [24].

Notice that our rescaling assumptions are not satisfied in this case, but we can still use Theorem 7 to estimate the number of extrema of a random spherical harmonic \( f \) of degree \( d \) on the sphere \( S^n \).

In this case we can follow the line of the proof of Theorem 2 (the first line of (41) does not require the rescaling assumption and holds in general for random fields with orthogonal invariance).

We start by writing equations (20) and (21) for the covariance structure of random spherical harmonics; using Lemma 8 we obtain:
\[ F'(1) = \frac{(n+2d-1)!}{(d-1)!n!} \quad \text{and} \quad F''(1) = \frac{(n+d)!}{(d-2)!n!(n+2)}. \]
Plugging these formulas into (23) and (25) we obtain:
\[ \lim_{d \to \infty} B = 1 \quad \text{and} \quad (1 - B)^{-1} \sim \frac{d^2}{2(n+2)}. \]
Thus, using equation (41) we have:
\[ \lim_{d \to \infty} \frac{\mathbb{E}\#\{\text{extrema of } f|_{S^n}\}}{d^n} = \lim_{d \to \infty} \frac{4}{d^{4n}} (1 + B)^{n+1/2} (1 - B)^{-3/2} \int_{-\infty}^{+\infty} e^{-\frac{(n+1)tr^2}{2}} \frac{d}{dt} \mathcal{F}_{n+1}(t) dt \]
\[ = 2^{5/2} (n+2)^{-\frac{n}{2}} I_{n+1} \]
\[ \sim C_1 n^{-c_2} e^{-n - c_3 \sqrt{n}}. \]

For example, using the line before the last one and \( I_2 = \sqrt{3}/(2\sqrt{2}) \) and \( I_3 = 1/\sqrt{6} \), we obtain:
\[ \mathbb{E}\#\{\text{extrema of } f|_{S^1}\} \sim 2d \quad \text{and} \quad \mathbb{E}\#\{\text{extrema of } f|_{S^2}\} \sim \frac{d^2}{\sqrt{3}}. \]

Again, by Proposition 6, we can estimate \( \mathbb{E}b_0(X) \) using (one-half) this bound; M. Nastasescu studied the leading coefficient for the case \( n = 2 \) numerically in this case as well. Our estimate exceeds the value she found, 0.0598, by an approximate factor of 4.8. For the related setting of random plane waves, M. Krishnapur has obtained an upper bound (by counting the number of vertical tangents of the nodal set) that exceeds the experimental prediction by a factor of approximately 3.6 [18].
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