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Abstract The purpose of this review paper is to set an augmentation approach and exemplify distribution of augmentation works in Simplex method. The augmentation approach is classified into three forms whereby it comprises addition, substitution and integration. From the diversity study, the result shows that substitution approach appeared to be the highest usage frequency, which is about 45.2% from the total of percentage. This is then followed by addition approach which makes up 32.3% of usage frequency and integration approach for about 22.6% of usage frequency which makes it the least percentage of the overall usage frequency approach. Since it is being the least usage percentage, the paper is then interested to foresee a future study of integration approach that can be performed from the executed distribution of the augmentation works according to Simplex’s computation stages. A theme screening is then conducted with a set of criteria and themes to come out with a proposal of new integration approach of augmentation of Simplex method.
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1. Introduction

Simplex algorithm is an interesting method solving linear programming (LP) problem which is cited in extensive areas of knowledge and abundance numbers of publications versus years [1]. Plus, the most essential merits are the algorithm that is very useful in multiple dimensional optimization problems, robust technique, firm local optimization and easy to be applied numerically [2]. However, the only drawback of Simplex algorithm is involving its computation pitfall in initialization, iteration calculation and termination stage [3-5]. Due to this circumstance, this has given opportunities to other researchers to do augmentation of Simplex algorithm in many ways.

2. Objective

It is acknowledged that, a lot of well-known augmentation works have improvised the algorithm. The improvements are whichever desires to enhance the computation stages whereby the initialization, iterative calculation and termination of the algorithm [6]. Yet, the augmentation works can either be a modification or alteration to the algorithm and solely subjected to enhance the computation performance of Simplex method [7]. Hence, this paper is interested in reviewing on the related manuscripts in order to identify the distribution of their contribution to the computation performance enhancement and the diversity of the augmentation approach.

3. Methods

3.1. Diversity of Augmentation Approach

The augmentation works of Simplex method were developed to generate more interesting algorithm towards solving the LP problem in order to achieve optimal solution [8]. As depicted in Fig. 1, the augmentation works come with different kinds of approaches applied in solving LP problem using the Simplex algorithm as its core. The diversity of the augmentation approaches can be divided into three types of modification which are addition,
substitution and integration [9-11]. The addition is when the modification is done by introducing new or other existing methods into the algorithm of conventional Simplex method [12].

Whereas the substitution type of modification is when there are changes in the algorithm of conventional Simplex method and it is then replaced with new or other existing methods[13]. While the integration type of modification is a combination of at least two existing methods to form a new augmentation of Simplex method [14]. These three types of augmentation approaches can be seen in their works by gathering and classifying the existing augmentation works under these approaches as tabulated in Table 1. These existing augmentation works of Simplex method were limited to works that focused on the LP problems with linear objective function and constraints.

3.2. Arguments on Diversity of Augmentation Approach

As tabulated in Table 1, there are varieties of numbers of augmentation works for past five years of 2018, for each augmentation approach resulted from this classification. In order to see the trend, a line chart is plotted as portrayed in Fig. 2. The plotted line chart shows percentage of each augmentation approach applied in existed augmentation works for the past five years of 2018 and those years older than the past five years of 2018 which is older than year of 2013.

The higher percentage indicates the augmentation approach has been frequently applied as well as abundantly found in literatures and so vice versa. By looking at those years older than year of 2013, both addition and substitution approaches have shown highest percentage of 47.1% of usage frequency whereas integration has recorded lowest percentage whereby about 3.0% only. This signifies the addition and substitution approaches that are more notorious compared to the integration approach on augmenting Simplex algorithm during those years older than year 2013 [6-7,15-19].

Moving on to the augmentation works during the year of 2013, integration approach experienced a sudden spike of usage frequency for about 50.0%. The same percentage figure was also being shared with substitution approach that experienced a slight increment from previous years. This reflects that the integration approach has begun to gain interest among the researchers to apply this approach in their augmentation works of Simplex method [14]. Yet, substitution approach is continuously being the preferred approach on the augmentation studies [20]. However, addition approach has declined dramatically and this situation persists until year of 2015.
Figure 2. Percentage of usage frequency of augmentation approach

As for the integration, this approach underwent a marginal decrease in the percentage of usage frequency whereby from 50.0% to 33.3% for the year of 2013 to 2014 respectively and the percentage of usage frequency maintained until the year 2015. Even though there is declining in the studies using integration approach, but the works are steadily relevant among the researchers [9,21]. While for substitution approach, it is consistently to incline in the percentage of usage frequency for the year of 2014 which is 66.7% and this percentage is remained until the year of 2015. This positive progress shows that substitution is the most actively approach that is used by the researchers compared to the other two approaches during the year of 2015 [11,22-24].

Nevertheless, in 2016, both substitution and integration approaches experience a percentage recession of usage frequency whereby both are declined to 50.0% and 16.7% respectively from the previous year. Still, these two approaches managed to sustain their existence in contributing to the augmentation works of Simplex algorithm [25-26]. Nonetheless, the addition approach was inclined drastically in the year 2016 for about 50.0% of the usage frequency. This reflects that the researchers may have invented new methods to be applied into the algorithm of Simplex by the addition approach and eventually contributed to the augmentation studies [27]. Though, this condition didn’t last long as the literatures on this approach declined in the year of 2017.

The substitution approach experienced year by year declination of usage percentage until 40.0% in the year of 2017. In spite of that, the integration approach was managed to get back in ascending behaviour in the year of 2017 whereby it collects the percentage of usage frequency up to 60.0%. These situations indicate that the researchers were most likely to apply integration as their approach to augment the algorithm as they may find that this approach was very convenient to be worked with and offer more chances to generate new algorithm of Simplex method [2,13,28-29].

3.3. Distribution of Augmentation Works

The extensions of Simplex method in augmenting the algorithm were derived from the issue of pitfalls in the computation stages of Simplex. It is said so as the pitfalls that were experienced by users during performing the computation have influenced and led the researchers to put efforts on inventing alternative methods to improvise the algorithm. The invented alternative methods were none other than referring to the augmentation works to enhance the initialization, iterative calculation and termination stage.

Hence, the distribution of these augmentation works of Simplex will be clarified according to these three computation stages of the algorithm. Based on Table 2, there are about 53 augmentation works that were applied in augmenting the Simplex algorithm through the computation stages whereby each initialization, iterative calculation and termination were being applied about 30 methods, 10 methods and 13 methods respectively.
Table 2. Classification existed augmentation works of Simplex algorithm approach

| Existied augmentation works of Simplex algorithm |
|------------------------------------------------|
| 1. Basic line search algorithm                  |
| 2. Basic line search algorithm                  |
| 3. Quick Simplex method                         |
| 4. Three-phase simplex type solution algorithm  |
| 5. Fuzzy primal Simplex algorithm               |
| 6. Novel tabular form of Simplex method         |
| 7. Effective ε-optimality search direction      |
| 8. Primal deficient-basis Simplex algorithm     |
| 9. Interval Simplex algorithm                   |
| 10. BMS interval Simplex algorithm              |
| 11. Simplex algorithm extended to piecewise-linearly constrained problems |
| 12. Simplex method meeting conjectured Hirsch bound |
| 13. New optimal pivot rule for Simplex algorithm|
| 14. Interior point with orthogonal projections  |
| 15. Artificial free clone of Simplex method     |
| 16. Streamlined artificial variable free version of Simplex method |
| 17. Parallel Simplex method                     |
| 18. Graph-based Simplex method                  |
| 19. Parallel search paths for Simplex algorithm |
| 20. Exterior point Simplex algorithm             |
| 21. Alternative approach of optimum solution    |
| 22. Simplex Algorithm Initializing              |
| 23. Network Simplex method                      |
| 24. Revised Multi-Phase Simplex Algorithm       |
| 25. Hybrid lightning search algorithm -Simplex method |
| 26. Hybrid genetic algorithm with Simplex method|
| 27. Simplex method-based social spider optimization algorithm |
| 28. Augmented downhill Simplex                 |
| 29. Generalized rotation-symmetry-model         |
| 30. A Phase-1 approach                          |

Computation stage

| Initialization                                      |
|-----------------------------------------------------|
| 1. Quick Simplex method                            |
| 2. Interior point with orthogonal projections       |
| 3. Graph-based Simplex method                       |
| 4. Network Simplex method                           |
| 5. Augmented downhill Simplex                       |
| 6. Generalized rotation-symmetry-model              |
| 7. Revised Multi-Phase Simplex Algorithm            |
| 8. Hybrid lightning search algorithm -Simplex method |
| 9. Hybrid genetic algorithm with Simplex method     |
| 10. Simplex method-based social spider optimization algorithm |

Iterative calculation

| Termination                                         |
|-----------------------------------------------------|
| 1. Basic line search algorithm                      |
| 2. Basic line search algorithm                      |
| 3. Generalized revised simplex algorithm            |
| 4. Interior point with orthogonal projections       |
| 5. Graph-based Simplex method                       |
| 6. Exterior point Simplex algorithm                 |
| 7. Network Simplex method                           |
| 8. Hybrid lightning search algorithm -Simplex method |
| 9. Hybrid genetic algorithm with Simplex method     |
| 10. Simplex method-based social spider optimization algorithm |
| 11. Augmented downhill Simplex                      |
| 12. Generalized rotation-symmetry-model             |
| 13. Revised Multi-phase Simplex Algorithm           |
3.4. Theme Screening Process

Considering the integration is the least approach applied, thus, this paper plans to foresee an idea of augmentation work, which is possibly conducted by using the integration approach. Also, this is to contribute to the number of integration approach in the augmentation works of Simplex method. From all of these methods, at least two current augmentation works to be salvaged for augmenting Simplex method using integration as its type of modification. This can be achieved via a theme screening process to evaluate the method’s capability towards fulfilling the study requirements.

The aim of theme screening is on assessing criteria and themes in relative terms and the assessment will be judged based on the score whereby ‘+’ if the theme is better , ‘0’ if the theme is equal and ‘-’ if the theme is worse . In the case of this research, the ‘better ’ term indicates that the algorithm of Simplex will experience positive impact from the superiority offered by the augmentation works. While the ‘equal ’ term indicates the algorithm will experience none impact from the superiority offered by the augmentation works as the output is equal. Whereas, the ‘worse ’ term indicates that the algorithm will experience negative impact from the superiority offered by the augmentation works.

For the criteria, efficiency and reliability of computation performance will be used as the parameters, since these extensions of Simplex method were derived from the pitfalls in the computation stages. The efficiency criterion will be broken down into the reduction of computation time and reduction of iteration time while the reliability criterion will be screened based on the increment of optimal solution accuracy and reduction of optimal solution variance. Yet, the theme will be the list of current augmentation works of Simplex method, whereby these themes will be assessed according to the decided criteria.

3.5. Secondary Theme Screening Process

Secondary theme screening process is required to evaluate the two remaining methods’ capability towards fulfilling the study limitations. This time, the aim is on assessing criteria and themes in relative terms and the assessment will be judged based on the score whereby ‘+’ if the theme is high impact, ‘0’ if the theme is neutral and ‘-’ if the theme is low impact. In the case of this research, the ‘high impact’ term indicates that the augmentation work is mainly complying on the study limitation. While the ‘neutral’ term indicates the study limitation is not in the purpose of the augmentation work.

Whereas, the ‘low impact’ term indicates that the augmentation work is not mainly complying on the study limitation. As for the criteria, study limitations will be used as the parameters, which will be screened based on the objective function and constraints whereby both must be in linear and integer form of that studied by the two augmentation works. Yet, the theme will be the basic line search algorithm and interior point with orthogonal projections that will be assessed according to the new set of criteria.
4. Results

4.1. Result of Arguments on Diversity of Augmentation Approach

Based on pie chart of Fig. 3, from the overall usage frequency for augmentation approach from the year of less than 2013 until the year of 2018, it can be said that the substitution approach has been the most applied approach. The substitution approach has covered about 45.2% of usage frequency from the total of percentage. As for the addition, this approach has dominated about 32.3%, which makes it the next most applied approach after the substitution approach.

Whereas, the least percentage of the overall usage frequency approach is the integration whereby it covered about 22.6%. From the result of this pie chart, it shows that there is an immense difference of percentage between these three approaches, which substitution has dominated almost half of the overall percentage, when compared to the addition and integration approach. As for the integration approach, it appeared to be the least approach applied in the augmentation studies. Hence, this indicates that there is a necessity to propose a new augmentation work of Simplex using the integration approach as its type of modification.

4.2. Result of Theme Screening Process

Referring to Table 3, this theme screening has come out with a result showing that there are three augmentation works that were managed to appear as the highest rank among all and with same total score of 3. The three augmentation works are involving quick Simplex method, basic line search algorithm and interior point with orthogonal projections. For quick Simplex method, the result has showed the application of this augmentation work into Simplex algorithm that will give betterment on both reliability criteria.

This reflects the quick Simplex method able to increase the optimal solution accuracy as well as reduce the optimal solution variance. However, for efficiency, only one criterion will gain betterment from the augmentation work instead of both criteria. Meaning, the quick Simplex method is able to reduce the computation time but the iteration number would be at least equal to the conventional Simplex method.

Table 3. Theme screening of efficiency and reliability

| Criteria | Efficiency | Reliability |
|----------|------------|-------------|
|          | Less computation time | Less iteration | High optimal solution accuracy | Less optimal solution variance | Score | Rank |
| Alternative optimum solution | + | - | 0 | 0 | 2 | 2 |
| Graph-based Simplex | + | - | 0 | 0 | 2 | 2 |
| 3-phase Simplex | + | - | 0 | 0 | 0 | 4 |
| BMS interval Simplex | 0 | 0 | 0 | 0 | 0 | 4 |
| Hybrid lightning search | + | - | 0 | 2 | 2 |
| Interval Simplex algorithm | 0 | 0 | 0 | 0 | 0 | 4 |
| Primal deficient-basis | + | - | 0 | 2 | 2 |
| Efficient-optimality search direction | - | - | - | 0 | 1 | 3 |
| Tabular form of Simplex | + | - | 0 | 0 | 0 | 4 |
| Generalized rotation-symmetry | 0 | 0 | 0 | 0 | 0 | 4 |
| Phase-I approach | - | - | 0 | 0 | 0 | 2 |
| Augmented downhill Simplex | + | - | - | 2 | 2 |
| Social spider optimization | + | - | - | 2 | 2 |
| Conjectured Hirsch bound | - | - | 0 | 0 | 0 | 4 |
| Quick Simplex method | + | 0 | - | 3 | 1 |
| Revised multi-phase | - | - | 0 | 0 | 0 | 4 |
| Network Simplex method | - | 0 | 0 | 0 | 0 | 1 |
| Simplex algorithm initializing | + | - | 0 | 2 | 2 |
| Basic line search algorithm | 0 | - | - | 3 | 1 |
| Exterior point Simplex | - | - | 0 | 0 | 0 | 4 |
| Parallel search paths | + | - | 0 | 0 | 2 | 2 |
| Fuzzy primal Simplex | - | - | 0 | -6 |
| Parallel Simplex method | 0 | - | 0 | 0 | 1 | 5 |
| Streamed artificial variable | + | - | 0 | 2 | 2 |
| Artificial free clone | + | - | 0 | 2 | 2 |
| Interior point with orthogonal projections | 0 | - | - | 3 | 1 |
| New optimal pivot rule | + | - | 0 | 2 | 2 |
| Hybrid genetic algorithm | 0 | 0 | - | 2 | 2 |
| Piecewise-linearly constrained | + | - | 0 | 0 | 4 |
For the basic line search algorithm and interior point with orthogonal projections, the result has showed that these two augmentation works having the same scoring upshot. The application of these augmentation works into Simplex algorithm will give betterment on both reliability criteria. This reveals, the two augmentation works are able to increase the optimal solution accuracy as well as reduce the optimal solution variance.

However, for efficiency, only one criterion will gain betterment from those two augmentation works instead of both criteria. Meaning, those two augmentation works are able to reduce the iteration number but the computation time would be at least equal to the conventional Simplex method.

4.3. Result of Secondary Theme Screening Process

Referring to Table 4, as the score was given to each augmentation work and then ranked according to their score, this theme screening has come out with a result showing that basic line search algorithm managed to accumulate higher score than the interior point with orthogonal projections whereby each scoring of 4 and 3 respectively.

| Criteria                  | Study limitation | Score | Rank |
|---------------------------|------------------|-------|------|
| Basic line search algorithm | Linear objective function | +     | 4    | 1    |
|                           | Linear constraint | +     |      |      |
| Interior point and orthogonal projections | Linear objective function | +     |      |      |
|                           | Integer constraint | +     |      |      |

Table 4. Theme screening of study scope and limitation

5. Discussion

In summary, all the three augmentation works have surpassed both of the reliability’s criteria but not the efficiency’s criteria. One of the efficiency’s criteria which is the reduction of computation time is solitary surpassed by the quick Simplex method. While the reduction of iteration number is surpassed by the other two works which are basic line search algorithm and interior point with orthogonal projections.

Considering this circumstance, in order to have both efficiency’s criteria to be surpassed, the quick Simplex method apparently would be selected as one of the two augmentation works to be integrated with one of those two works. Thus, a fine filtering needed to decide which among of the two augmentation works is selected as to be integrated with the quick Simplex method later on.

For basic line search algorithm, the theme screening result has showed this augmentation work is capable to fully commit all the set criteria. Yet, for the interior point with orthogonal projections, the augmentation work managed to commit only three out of the four set criteria. This is because the study limitation of integer constraints criteria is not in the purpose of the augmentation work.

Therefore, basic line search algorithm will be selected as the augmentation works to be possibly integrated with the quick Simplex method to generate a new augmentation algorithm, as illustrated in Fig. 4.

6. Conclusions

In summary, it is coveted that other related researchers or academicians to contribute more exploration to the augmentation works of Simplex method using the integration approach as its current works are only less than half (about 22.6%) of the overall methods for solving LP problems available. In addition to that, there are masses of extended methods and algorithms available that can be exploited using the integration approach to hybrid their offered superiors which eventually will generate more interesting algorithm improving the existing deficiencies with better efficiency as well as reliability result.
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