Peakompactons: Peaked compact nonlinear waves
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This article is meant as an accessible introduction to/tutoral on the analytical construction and numerical simulation of a class of non-standard solitary waves termed peakompactons. These peaked compactly supported waves arise as solutions to nonlinear evolution equations from a hierarchy of nonlinearly dispersive Korteweg–de Vries-type models. Peakompactons, like the now-well-know compactons and unlike the soliton solutions of the Korteweg–de Vries equation, have finite support, i.e., they are of finite wavelength. However, unlike compactons, peakompactons are also peaked, i.e., a higher spatial derivative suffers a jump discontinuity at the wave’s crest. Here, we construct such solutions exactly by reducing the governing partial differential equation to a nonlinear ordinary differential equation and employing a phase-plane analysis. A simple, but reliable, finite-difference scheme is also designed and tested for the simulation of collisions of peakompactons. In addition to the peakompacton class of solutions, the general physical features of the so-called $K^\#(n,m)$ hierarchy of nonlinearly dispersive Korteweg–de Vries-type models are discussed as well.
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1. Introduction

Peakompactons, the definition of which will be made more precise below, are peaked compactly supported solutions to nonlinear evolution equations from a hierarchy of nonlinearly dispersive Korteweg–de Vries-type models. First, we motivate this class of models by reviewing some modern theories of wave propagation in generalized continua.
1.1. Motivating example: Waves in generalized continua

The governing equations for peakompactons originate from the study of waves in certain continua with an inherent length scale. Such generalized continua\footnote{1} arise in the extension of classical continuum mechanics to the modeling of “real” materials. For example, myriads of materials ranging from metals to composites to granular media feature a “minimal” (often called inherent) length scale, be it the atomic lattice spacing, the typical size of inhomogeneities or the average grain diameter.

In 1995, Rubin et al.\footnote{3} posed the question: can a simple model capture dispersion of waves in non-ideal (generalized) continua due to an inherent length scale? Their proposed model, which is nowadays termed “Rubin–Rosenau–Gottlieb (RRG) theory,” inherits and satisfies all the thermodynamic restrictions on the admissibility of motions and parameters of the classical thermoviscous compressible Newtonian fluid. As a result, a self-contained constitutive equation can be obtained. Letting the total stress in the material be \( T = T^{(1)} + T^{(2)} \), where

\[
T^{(1)} = -\rho I + 2\mu \text{symm}[\nabla u] + (\mu_B - \frac{2}{3}\mu)(\nabla \cdot u) I
\]

is the Cauchy stress of a thermoviscous compressible Newtonian fluid (see, e.g., §15 in Ref.\footnote{4}), the dispersive regularization takes the form

\[
T^{(2)} = \rho \Psi \left\{ 2 \text{symm}[\nabla \dot{u}] + 2(\nabla u)^\top \nabla u - 4(\text{symm}[\nabla u])^2 \right\}.
\]

In Eqs. (1) and (2) above, \( \rho \) represents the thermodynamic pressure, \( \rho \) is the fluid’s density, \( \mu \) and \( \mu_B \) are the fluid’s shear and bulk viscosities respectively, \( I \) is the identity tensor, \( u \) is the velocity vector, \( \text{symm}[F] = \frac{1}{2}(F+F^\top) \) returns the symmetric part of the tensor field \( F \), a superscript \( \top \) denotes transpose, a superimposed dot denotes the material derivative \( \partial(\cdot)/\partial t + (u \cdot \nabla)(\cdot) \), and \( \Psi \) is a parameter introduced in the RRG theory. Rubin et al.\footnote{3} term \( \Psi \), which is positive and has the units of length squared, the dispersion function. It is further assumed that \( \Psi \) can depend only on the rate of deformation tensor’s second invariant, namely the scalar \( \delta = \text{symm}[\nabla u] : \text{symm}[\nabla u]. \)

Constitutive relations of the form \( T = T^{(1)} + T^{(2)} \), with \( T^{(1)} \) and \( T^{(2)} \) given by Eqs. (1) and (2), share some general features with models such as the so-called second-grade fluid of Coleman & Noll\footnote{5,6} the Navier–Stokes-\( \alpha \) models in turbulence\footnote{7,8,9} Lagrangian-averaged Euler-\( \alpha \) models\footnote{10,11,12,13} finite-scale theories\footnote{14,15,16,17} etc. Under all of these formulations, the governing system of flow equations is modified to include an inherent length scale, which is meant to model some desired physical effect or, often, attempts to capture (in a simple way) a number of “subgrid” (or, unmodeled) effects.

Recently\footnote{18,19,20} it has been of interest to combine the RRG constitutive relation with the usual continuum balances of mass and linear momentum (in the absence of body forces), namely

\[
\dot{\rho} + \rho \nabla \cdot u = 0, \quad \rho \dot{u} = \nabla \cdot T,
\]

(3a)
and to derive (unidirectional) nonlinear evolution equations for waves in these generalized continua. Specifically, by standard methods, Destrade & Saccomandi obtained a one-dimensional (1D) dimensionless equation for unidirectional propagation of weakly-nonlinear shear waves in a hyperelastic, incompressible solid, under the assumption that $\Psi \propto (\text{symm}[\nabla u])^3$,

$$v_t + \frac{1}{2}(v^3)_x + \frac{1}{12}((v_x)^3)_{xx} = 0,$$

(4)

where $v$ is a strain. Henceforth, $x$ and $t$ subscripts stand for partial differentiation with respect to $x$ and $t$. (Although solitons are often associated with waves in fluids, and above we only reviewed the RRG theory in the context of fluids, an excellent overview of the history of and context for solitary wave propagation in elastic solids is given by Maugin.) Meanwhile, Jordan & Saccomandi, also working in 1D, obtained a dimensionless equation for unidirectional propagation of weakly-nonlinear acoustic waves in an inviscid, non-thermally conducting compressible fluid, under the assumption that $\Psi \propto (\text{symm}[\nabla u])^2$,

$$u_t + \epsilon buu_x + \frac{1}{6}a_1[(u_x)^3]_{xx} = 0,$$

(5)

where $u$ is a velocity, $\epsilon$ is a Mach number, $b$ is the so-called coefficient of nonlinearity of the fluid, and $a_1$ is related to the material dispersion length scale $\sqrt{\Psi}$. Here, it should also be noted, however, that some anomalous behaviors of wave propagation under the RRG theory have been observed when viscosity is taken into account [unlike in Eq. (5), which is derived for inviscid fluids]. Notice that the relationship between the advective nonlinearities in Eqs. (5) and (4), namely $uu_x$ versus $v^2v_x$, is precisely the same as for the Korteweg–de Vries (KdV) and the modified KdV equations.

Surprisingly, it has been shown recently that Eqs. (4) and (5) belong to a single hierarchy of generalized KdV-like nonlinearly dispersive partial differential equations (PDEs) with Hamiltonian structure. (It goes without saying that Hamiltonian structure is highly desirable as it underpins all of classical and modern mechanics of both point particles and continua, including wave phenomena and evolution equations.) In the present context, the KdV equation, first introduced by Boussinesq and later re-derived and examined in detail by Korteweg & de Vries, takes the form

$$u_t + uu_x + u_{xxx} = 0,$$

(6)

when properly normalized. Since the seminal discovery of elastic interactions of solitons by Zabusky & Kruskal, the KdV equation has been a staple of nonlinear science. The key difference between Eq. (6) and Eqs. (4) and (5) is in the last term on their respective left-hand sides. While, Eq. (6) features the linear dispersive term $u_{xxx}$, Eqs. (4) and (5) feature the nonlinear dispersive terms $[(v_x)^3]_{xx}$ and $[(u_x)^3]_{xx}$, respectively. As early as 1974, Kruskal pondered the possibility of nonlinearly dispersive evolution equations and their role in soliton theory. Thus, given the importance of the KdV equation in countless fields of mathematics...
and science, it behooves us to understand such “straightforward” (and physically relevant) nonlinearly dispersive extensions of KdV as the ones given in Eqs. (4) and (5) above.

1.2. $K^\#(n, m)$: A nonlinearly dispersive KdV hierarchy

To summarize the derivation from Ref. 27 consider the properly normalized Lagrangian density for the generic $(1 + 1)$-dimensional field $\varphi = \varphi(x, t)$:

$$L(\varphi; x, t) = \frac{1}{2} \varphi_x \varphi_t + \frac{1}{(n + 2)(n + 1)}(\varphi_x)^{n+2} - \frac{1}{m + 1}(\varphi_{xx})^{m+1}, \quad n, m > 0,$$

(7)

where the Lagrangian density corresponding to the classical KdV equation is the special case $n = m = 1$. 39 The corresponding action functional is $\int dxdt L$. It is extremized by requiring that the field $\varphi$ satisfies the Euler–Lagrange equation (see, e.g., §11 and §35 in Ref. 40):

$$\frac{\partial L}{\partial \varphi} - \frac{\partial}{\partial t} \left( \frac{\partial L}{\partial \varphi_t} \right) - \frac{\partial}{\partial x} \left( \frac{\partial L}{\partial \varphi_x} \right) + \frac{\partial^2}{\partial x^2} \left( \frac{\partial L}{\partial \varphi_{xx}} \right) = 0.$$

(8)

Substituting Eq. (7) into Eq. (8), we obtain the governing nonlinear evolution equation

$$K^\#(n, m): \quad u_t + uu^n u_x + [(u_x)^m]_{xx} = 0, \quad u(x, t) \equiv \varphi_x(x, t),$$

(9)

where we have introduced the notation “$K^\#(n, m)$” to represent this two-parameter family of PDEs. It is evident that Eq. (4) [$K^\#(2, 3)$] and Eq. (5) [$K^\#(1, 3)$], which were derived to describe waves in the generalized RRG continua with an inherent length scale, are special cases of Eq. (9).

As expected from Noether’s theorem, 41 three conserved quantities (i.e., quantities that are constant during the time evolution of the field $\varphi$) exist for Hamiltonian equations of the form given in Eq. (9), namely

$$H \equiv \int_{-\infty}^{+\infty} dx \mathcal{H} = \int_{-\infty}^{+\infty} dx \left[ -\frac{1}{(n + 2)(n + 1)}u^{n+2} + \frac{1}{m + 1}(u_x)^{m+1} \right],$$

(10a)

$$M \equiv \int_{-\infty}^{+\infty} dx \frac{\partial L}{\partial \varphi_t} = \frac{1}{2} \int_{-\infty}^{+\infty} dx \varphi_x = \frac{1}{2} \int_{-\infty}^{+\infty} dx u,$$

(10b)

$$P \equiv -\int_{-\infty}^{+\infty} dx \frac{\partial L}{\partial \varphi_t} \varphi_t = -\frac{1}{2} \int_{-\infty}^{+\infty} dx (\varphi_x)^2 = -\frac{1}{2} \int_{-\infty}^{+\infty} dx u^2.$$

(10c)

Here, $H$, $M$, and $P$ denote the Hamiltonian (total energy), total wave mass and total wave momentum, associated with the field $\varphi$. Note that the Hamiltonian density $\mathcal{H}$ is found via the Legendre transformation, namely $\mathcal{H} = \frac{\partial L}{\partial \varphi_t} - L$. The three quantities in Eq. (10) are conserved as a result of the translational invariance in space ($x \mapsto x + x_0$ for any constant $x_0$), translation invariance in time ($t \mapsto t + t_0$ for any constant $t_0$), and shift invariance of the field ($\varphi \mapsto \varphi + \varphi_0$ for any constant $\varphi_0$). It has been shown 41 that no other conserved quantities of the form $\int_{-\infty}^{+\infty} dx \, u^k$, beyond $M$ and $P$ given in Eqs. (10b) and (10c), exist for Eq. (9).
The remaining details of the canonical structure corresponding to such Hamiltonian PDEs (including Poisson brackets, etc.) can be built-up by following the derivations by Cooper et al.\textsuperscript{44} (see also the discussion in the next subsection).

1.3. Relationship between the $K^\#(n, m)$ hierarchy and other nonlinearly dispersive KdV-like equations

Here, it is worth extending the discussion from Ref.\textsuperscript{27} on the connection between the $K^\#(n, m)$ hierarchy introduced in Section 1.2 above and previous models from the literature. For example, in a classic paper from 1993, Rosenau & Hyman\textsuperscript{45} introduced a simple model of a nonlinearly dispersive set of KdV-like equations:

$$K(n, m) : u_t + (u^n)_x + (u^m)_{xxx} = 0.$$  \hspace{1cm} (11)

This set of equations initiated the study of compactons, i.e., solitary waves of compact support (equivalently, “finite wavelength”), which has led to an explosion of research on the subject.\textsuperscript{45, 46, 47, 48, 49, 50, 51, 52} For example, in the case of $n = m = 2$, \cite{K(2, 2)}, the exact solution for a compacton is

$$u(x, t) = \begin{cases} 0, & -\infty < x - ct \leq -2\pi, \\ \frac{4}{3} c \cos^2 \left[ \frac{1}{4} (x - ct) \right], & -2\pi < x - ct < +2\pi, \\ 0, & +2\pi \leq x - ct \leq +\infty. \end{cases}$$  \hspace{1cm} (12)

Clearly, $u(x, t)$ is nonzero only on a finite (moving) interval $|x - ct| < 2\pi$. Additionally, $u(x, t)$ is solely a function of the moving-frame coordinate $x - ct$, where $c$ is the speed of the compacton. Finally, just as for the KdV “sech$^2$” soliton,\textsuperscript{36} the compacton’s amplitude, $4c/3$, depends on its speed, $c$.

Unfortunately, since the $K(n, m)$ family of PDEs is based on an ad-hoc modification of the KdV equation, it does not preserve KdV’s Hamiltonian structure. Cooper et al.\textsuperscript{44} generalized Rosenau & Hyman’s model\textsuperscript{45} to

$$K^*(l, p) : u_t + u^{l-2}u_x + u^p u_{xxx} + 2pu^{p-1}u_x u_{xx} + \frac{1}{2}p(p-1)u^{p-2}(u_x)^3 = 0.$$  \hspace{1cm} (13)

The $K^*(l, p)$ generalization of the $K(n, m)$ equations restores Hamiltonian structure to the model. Equation (13) extremizes the action generated by the Lagrangian density

$$L_{K^*}(\varphi; x, t) = \frac{1}{2} \varphi_x \varphi_t + \frac{1}{l(l-1)} (\varphi_x)^l - \frac{1}{2} (\varphi_x)^p (\varphi_{xx})^2.$$  \hspace{1cm} (14)

Just like the $K(n, m)$ equations, the $K^*(l, p)$ equations possess a variety of compact solitary wave solutions.\textsuperscript{44, 46, 53} The equivalent of the $K(2, 2)$ compacton solution given in Eq. (12) is the following (quite similar) solution to the $K^*(3, 1)$ equation:\textsuperscript{44}

$$u(x, t) = \begin{cases} 0, & -\infty < x - ct \leq -\sqrt{3}\pi, \\ 3c \cos^2 \left[ \frac{1}{\sqrt{12}} (x - ct) \right], & -\sqrt{3}\pi < x - ct < +\sqrt{3}\pi, \\ 0, & +\sqrt{3}\pi \leq x - ct \leq +\infty. \end{cases}$$  \hspace{1cm} (15)
Evidently, the difference between the $K(n, m)$ and $K^*(l, p)$ equations is the “weights” of the expanded nonlinearly dispersive term. Specifically, notice that the terms grouped by an under-brace in Eq. (13) are the same as in the expansion of the term $(u^m)_{xxx}$ (with $m = p + 1$) in Eq. (11) but with different coefficients! Meanwhile, the difference between the Lagrangian densities in Eqs. (14) and (7) is in how the dispersive term is modified, i.e., from $\propto (\varphi_{xx})^2$ for KdV to $\propto (\varphi_{xx})^{m+1}$ for $K^*(n, m)$ to $\propto (\varphi_x)^p (\varphi_{xx})^2$ for $K^*(l, p)$. This difference has a profound impact on the structure of traveling wave solutions, as we explore in detail in Section 2 below. Specifically, simple explicit compacton solutions of the form given in Eqs. (12) and (15) are not available for the $K^*(n, m)$ equations.

More recently, a version of the $K^*(l, p)$ family of equations, which is invariant under the joint action of parity reflection and time reversal (the so-called $\mathcal{PT}$-symmetric extension of real-valued PDEs), has been introduced by Bender et al., yielding a hierarchy of equations of the form

$$K^*_{\mathcal{PT}}(l, p, r) : \quad u_t + u^{l-2} u_x - \frac{p}{r-1}[u^{p-1}(u_x)'^1]_x + \frac{r}{r-1}[u^p(u_x)^{r-1}]_{xx} = 0, \quad (16)$$

where the third parameter $r$ is necessary to ensure $\mathcal{PT}$-invariance. The corresponding Lagrangian is

$$\mathcal{L}_{K^*_{\mathcal{PT}}}(\varphi; x, t) = \frac{1}{2} \varphi_x \varphi_t + \frac{1}{l(l-1)} (\varphi_x)^l - \frac{1}{(r-1)} (\varphi_x)^p (\varphi_{xx})^r. \quad (17)$$

Evidently, in introducing the $\mathcal{PT}$-symmetric version of the $K^*(l, p)$ equations, and the new parameter $r$, an “interpolation” between the original $K^*(l, p)$ equations and the $K^*(n, m)$ equations is obtained! Specifically, we see that, upon proper rescaling of $\varphi$, $x$ and $t$, the subset of $K^*_{\mathcal{PT}}(l, p, r)$ equations (16) with $p = 0$ can be mapped onto the $K^*(n, m)$ equations (9), for appropriately chosen $l$ and $r$.

2. Construction of traveling wave solutions

A goal of the present work is to discuss some exact results regarding solutions of the $K^*(n, m)$ hierarchy of equations. The plan of attack is to first reduce the PDE (9) to an ordinary differential equation (ODE) and, then, to study the structure of the latter’s solutions.

2.1. Reduction to an ODE and its integration

Let $\xi = x - ct$ be moving-frame coordinate for some speed $c > 0$ (i.e., a right-propagating wave). Then, we suppose that the solution to Eq. (9) can be expressed in the form of a traveling wave, specifically $u(x, t) = U(\xi)$. Substituting this ansatz into Eq. (9), we arrive at the ODE:

$$- c U' + U^n U' + [(U')^m]' = 0, \quad (18)$$

where primes stand for derivatives with respect to $\xi$. Noting that $U^n U' = (U^{n+1})'/(n+1)$, the ODE (18) can be immediately integrated once with respect to...
\[ -cU + \frac{1}{n + 1} U^{n+1} + [(U')^m]' = C_1, \]  
where \( C_1 \) is an arbitrary constant of integration. Next, we multiply Eq. (19) by \( U' \) and rewrite all terms as complete derivatives:

\[ -\frac{c}{2} (U^2)' + \frac{1}{(n + 1)(n + 2)} (U'^{n+2})' + \frac{m}{m + 1} [(U')^m]' = C_1 U'. \]  

Integrating a second time and rearranging, we arrive at

\[ (U')^{m+1} = C_2 + \Psi[U; C_1, \kappa, \gamma], \]  
where

\[ \Psi[U; C_1, \kappa, \gamma] \equiv C_1 U + \kappa U^2 - \gamma U^{n+2}, \]  
and, for convenience, we have introduced

\[ \kappa \equiv \frac{(m + 1)}{2m} c, \quad \gamma \equiv \frac{(m + 1)}{(n + 1)(n + 2)m}. \]  

Taking the \((m + 1)\)st root of both sides of Eq. (21) and separating variables yields an exact but implicit relation between \( \xi \) and \( U \):

\[ \int \frac{dU}{(C_2 + \Psi[U])^{1/(m+1)}} = \pm \xi + \xi_0, \]  
where \( \xi_0 \) is the final integration constant. The ambiguity introduced by the ‘\( \pm \)’ sign on the right-hand side of Eq. (24) is due to the multi-valued nature of the \((m + 1)\)st root; choosing a branch cut, for example, fixes the sign, but both signs are valid. One obvious restriction that must be applied in arriving at Eq. (24) is that

\[ C_2 + \Psi[U] \geq 0 \]  
for all \( U \) in the (currently unspecified) integration interval, for given values of \( C_2 \), \( C_1 \), \( \kappa \) and \( \gamma \). Hence, allowable limits of integration in Eq. (24) can fall between consecutive zeros of \( C_2 + \Psi[U] \) and/or \( \pm \infty \), as long as the condition in Eq. (25) is satisfied.

More generally, solutions to Eq. (21) correspond to integral curves in the \((U, U')\) phase plane. Certain values \( U = U^* \) such that

\[ C_2 + \Psi[U^*; C_1, \kappa, \gamma] = 0 \quad \Leftrightarrow \quad U'_{U = U^*} = 0 \]  
are called equilibria. The study of solutions to Eq. (21) can thus be reduced to determining integral curves connecting different equilibria in the \((U, U')\) plane. Clearly, equilibria \( U^* \) correspond to singularities of the integrand in Eq. (24), and their nature must be understood in order to carry out the integration. Moreover, integral curves in the phase plane begin or end at equilibrium points (or go to \( \pm \infty \)), hence the limits of integration on the left-hand side of Eq. (24) are combinations of \( U^* \) values (or \( \pm \infty \)). (Of course, in the present context, we restrict ourselves to
solutions such that $|U(\xi)| < \infty \forall \xi$, on physical grounds.) One consequence of this interpretation is that $\xi$ plays the role of “time of flight” along an integral curve in the $(U,U')$ phase plane. Hence, if two equilibria $U = U^*_1, U^*_2$ can be reached along an integral curve in finite “time,” the solutions in the $(\xi, U(\xi))$ plane are such that $U(\xi) \neq U^*_1, U^*_2$ only on a finite (in other words, compact) interval of $\xi$.

Finally, note that Eq. (18) admits “anti” solutions propagating to the left (i.e., the ODE remains invariant) under the transformation $U \rightarrow -U$ and $c \rightarrow -c$ only if $n + 1$ and $m$ are even.

Let us now illustrate the ideas discussed in this subsection in some special cases.

2.1.1. $C_1 = C_2 = 0$

Consider the case in which the first two integration constants are forced to vanish, i.e., $C_1 = C_2 = 0$. Then, Eq. (21) becomes

$$\left(U'\right)^{m+1} = U^2(\kappa - \gamma U^n).$$

(27)

Clearly, there are two equilibria in this case:

$$U^*_1 = 0, \quad U^*_2 = \left(\frac{\kappa}{\gamma}\right)^{1/n} = \left[\frac{1}{2}(n + 1)(n + 2)c\right]^{1/n}. \quad (28)$$

Notice that unless $C_2 = 0$, then $U^*_1 = 0$ cannot be an equilibrium. We shall return to the case of $C_1 \neq 0$ in Section 2.1.2.

A peakompacton will thus be a traveling wave solution that connects the two equilibria in Eq. (28). To construct our desired traveling wave solution, we now fix one of the limits of integration in Eq. (24) to be an equilibrium point (specifically, it is convenient to set the lower limit to $U^*_1 = 0$) to obtain:

$$\int_0^U \frac{d\hat{U}}{\hat{U}^2 \left(\kappa - \gamma \hat{U}^n\right)^{1/(m+1)}} = \pm \xi + \xi_0, \quad (29)$$

where $\hat{U}$ is the “dummy” integration variable. Upon judicious inspection of the integrand (or using the computer algebra system MATHEMATICA), we find that the integral above is one of the integral representations of Gauss’ hypergeometric function $2F_1(a, b; c; z)$.88 With some effort, Eq. (29) evaluates to

$$\left(\frac{m + 1}{m - 1}\right) \left[U^{(m-1)/(m+1)} - \kappa^{1/(m+1)}\right] 2F_1 \left[\frac{1}{m + 1}, \frac{m - 1}{(m + 1)n}; 1 + \frac{m - 1}{(m + 1)n}; \kappa \right] = \pm \xi + \xi_0. \quad (30)$$

We must ensure that this solution does indeed pass through the two equilibria given in Eq. (28). By construction, the left-hand side of Eq. (30) already goes to 0 as $U \rightarrow U^*_1$, hence we must have that $\xi \rightarrow \pm \xi_0$ on the right-hand side. This clearly means that the $U^*_1$ equilibrium can be reached in finite $\xi$! Then, by translation invariance, we are free to require that $U \rightarrow U^*_2$ at any $\xi$, in particular at $\xi = 0$. 
Enforcing this last condition,

\[
\xi_0 = \frac{(m+1)}{(m-1)} \left[ \frac{(U_2^*)^{(m-1)/(m+1)}}{\kappa^{1/(m+1)}} \right] \frac{1}{2F_1} \left( \frac{1}{m+1}, \frac{m-1}{(m+1)n}; \frac{1}{1 + \frac{m-1}{(m+1)n}} \right),
\]

where \(U_2^* = \left[ \frac{1}{2}(n+1)(n+2)c \right]^{1/n} \) as given in Eq. (28). Thus, the complete peakompacton traveling wave solution is

\[
U(\xi) = \begin{cases} 
0, & -\infty < \xi \leq -\xi_0, \\
\text{inverse of Eq. (30)}, & -\xi_0 < \xi < 0, \\
\left[ \frac{1}{2}(n+1)(n+2)c \right]^{1/n}, & \xi = 0, \\
\text{inverse of Eq. (30)}, & 0 < \xi < +\xi, \\
0, & +\xi_0 \leq \xi \leq +\infty.
\end{cases}
\]  

(32)

Clearly, this peakompacton is localized in the “usual” sense of solitons, specifically \(U(\xi) \to 0\) as \(|\xi| \to \infty\) and, hence, \(u(x,t) \to 0\) as \(|x| \to \infty\) \((t < \infty)\).

The reason we are allowed to piece (or, “glue”) together the non-zero solution in Eq. (30) with the equilibrium solution \(U = U_1^* = 0\) at the (finite) points \( \xi = \pm \xi_0 \) is that, at those points, the Lipschitz condition (see, e.g., Chapter 5, §8 in Ref. 61) required for the uniqueness of solutions of an ODE is violated. This violation is also evident from Eq. (27), in which solving for \(U'\) involves fractional powers of the right-hand side; fractional roots are generally not Lipschitz functions. Therefore, many solutions to this nonlinear ODE can be constructed, in particular the peakompacton in Eq. (32) (see also the discussion in Refs. 18, 19, 62, 63, 64).

From Eq. (32), it is clear that the amplitude, \(U_2^*\), of the peakompacton is solely a function of \(n\) (the power of the advective nonlinearity). Meanwhile, \(m\) (the power of the dispersive nonlinearity) only affects the width, \(2\xi_0\), of the peakompacton. The wave speed \(c\) changes both the amplitude and width through \(U_2^*\). Figure 1 shows the peakompacton solution of \(K^\#(1,3)\) for (a) \(c = 0.75\) (“subsonic”) and (b) \(c = 1.75\) (“supersonic”). As is typical for nonlinear waves, such as the KdV “sech”^2 soliton and compactons, the peakompacton’s amplitude is a function of its speed \(c\).

2.1.2. \(C_1 \neq 0, C_2 = 0\)

In this case, Eq. (21) becomes

\[
(U')^{m+1} = C_1 U + U^2(\kappa - \gamma U^n).
\]

(33)

Now, there can be up to \(n + 2\) equilibria (zeros of the right-hand side), with one of them being \(U_1^* = 0\), which clearly persists. By Descartes’ rule of signs, however, if \(C_1 < 0\), then the right-hand side of Eq. (33) has at most two further (real) positive roots. Meanwhile, if \(C_1 > 0\), then the right-hand side of Eq. (33) has only one further (real) positive root. For arbitrary \(n\), it is not possible to find closed form expressions.
Fig. 1. The peakompacton solution of the $K^\#(1,3)$ equation for (a) $c = 0.75 \Rightarrow \xi_0 \approx 4.27$ and (b) $c = 1.75 \Rightarrow \xi_0 \approx 5.28$, constructed via Eq. (32). Panels (c) and (d) show the corresponding phase plane portraits of the peakompactons from panels (a) and (b).

for these roots. In the special case of $n = 1$, we use the quadratic formula to obtain

$$U_1^* = 0, \quad U_{2,3}^* = \frac{\kappa \pm \sqrt{4C_1\gamma + \kappa^2}}{2\gamma} \quad (n = 1).$$

Similarly, Cardano’s formula yields a closed-form expression for $n = 2$, however, it is too lengthy to list here.

A qualitative analysis of the phase plane of Eq. (33) [shown in Fig. 2(c)] reveals that when $C_1 > 0$ (i.e., when $U_2^* < 0 < U_3^*$), a peakompacton connecting $U_1^*$ and $U_3^*$ can be constructed. However, in this case, the solution turns out to be an anti-peakompacton, which travels on a “level,” as illustrated in Fig. 2(a). A lengthy calculation shows that, although there does not appear to be a closed-form solution (even implicit) for arbitrary $n$, the special case of $n = 1$ is amenable to further manipulation, and an implicit solution can be constructed for the wave profile connecting $U_1^*$ and $U_3^*$:

$$\left( \frac{m+1}{m} \right) \left\{ \frac{[(\kappa - s)U + 2C_1][(\kappa + s)U + 2C_1]}{4C_1^2[C_1 + U(\kappa - \gamma U)]U} \right\}^{1/(m+1)} U

\times F_1 \left( \frac{m}{m+1}; \frac{1}{m+1}; -2; \frac{1}{m+1}; \gamma U, \frac{2\gamma U}{\kappa - s}, \frac{2\gamma U}{\kappa + s} \right) = \pm \xi \quad (n = 1),$$

where we have set $s \equiv \sqrt{4\gamma C_1 + \kappa^2}$ for convenience, and $F_1(a; b_1, b_2; c; x, y)$ is the Appell hypergeometric function of two variables. The left-hand side of Eq. (35)
vanishes as $U \to U_1^* = 0$, hence we have set $\xi_0 = 0$ to center the traveling wave at $\xi = 0$.

In the case when both equilibria $U_2^*, U_3^* > 0$ [i.e., $-\kappa^2/(4\gamma) < C_1 < 0$], we can once again construct a peakompacton connecting $U_2^*$ to $U_3^*$. In this case, we found difficulties adapting the solution given in Eq. (33). However, numerical integration (using MATHEMATICA’s NDSolve subroutine) of Eq. (21) starting from $U_2^*$ allows us to compute the wave profile, which is now a peakompacton traveling on a “level,” as illustrated in Fig. 2(b).

2.1.3. $C_1 = 0$, $C_2 \neq 0$

In this case, Eq. (21) becomes

$$\left(U'\right)^{m+1} = C_2 + U^2(\kappa - \gamma U^n). \tag{36}$$

Once again, it is not possible to determine the equilibrium points of this ODE for arbitrary $n \geq 1$. Now, even the case of $n = 1$ is non-trivial due to the resulting cubic polynomial on the right-hand side of Eq. (33).
The most pernicious feature of having $C_1 = 0$ and $C_2 \neq 0$ is that $U = 0$ is no longer an equilibrium, which was always the case in Sections 2.1.1 and 2.1.2. By Descartes’ rule of signs, if $C_2 < 0$, then the right-hand side of Eq. (36) has only a single positive root. Therefore, for $C_2 < 0$, a peakompacton solution does not exist. On the other hand, it is easy to see that the case of $C_2 > 0$ is qualitatively similar to the case of $C_2 = 0$ and $C_1 < 0$ from Section 2.1.2 so we will not dwell on it further.

2.1.4. Other cases

It is certainly conceivable that even more traveling wave constructions, for special values of the integration constants $C_1, C_2$ and the exponents $n, m$, are possible. We do not claim the discussion above exhausts all possibilities. However, the cases considered above do illustrate a breadth of possible “exotic” traveling wave solutions to the $K^\#(n, m)$ hierarchy of equations.

For example, periodic solutions of arbitrary spatial period $\ell \geq 2\xi_0$, where $[-\xi_0, +\xi_0]$ is the interval of compact support of the solutions above, can always be constructed from identical peakompactons (i.e., same $n, m$ and $c$). This superposition property follows immediately from the compactness (finite wavelength) of the peakompacton traveling waveforms of the $K^\#(n, m)$ hierarchy of equations.

2.2. Regarding derivative discontinuities

Although the class of solutions derived in Section 2.1.1 ($C_1 = C_2 = 0$) is implicit, it is still possible to obtain results regarding the derivatives $U'(\xi)$ and $U''(\xi)$ of the traveling wave profile. The key fact is that as $\xi \to \pm \xi_0$, $U \to (U_1^*)^+$ and as $\xi \to 0$, $U \to (U_2^-)^-$. Then, from Eq. (27), we obtain

$$U'(\xi) \to \begin{cases} 0, & \xi \to 0, \\ 0, & \xi \to \pm \xi_0. \end{cases}$$

(37)

Therefore, $U'(\xi)$, like $U(\xi)$ itself, is continuous at $\xi = \{0, \pm \xi_0\}$ and, hence, for all $\xi \in \mathbb{R}$.

Then, by implicit differentiation, Eq. (27) also allows us to compute

$$U''(\xi) = \frac{2\kappa - (\nu + 2)\gamma U(\xi)^n}{(m + 1)(U(\xi)^2 \{\kappa - \gamma U(\xi)^n\})^{(m-1)/(m+1)}}.$$  

(38)

Once again, considering the limits $\xi \to \pm \xi_0 [U \to (U_1^*)^+]$ and $\xi \to 0 [U \to (U_2^-)^-]$, a preliminary analysis of discontinuities of $U''(\xi)$ can be performed; see §4 of Ref. 27.

To summarize:

$$|U''(\xi)| \to \begin{cases} 0, & \xi \to \pm \xi_0 \ (0 < m < 3), \\ \sqrt{c/6}, & \xi \to \pm \xi_0 \ (m = 3), \\ \infty, & \xi \to \pm \xi_0 \ (m > 3), \\ \infty, & \xi \to 0 \ (\forall m > 0). \end{cases}$$

(39)
Jump discontinuities of finite size in the higher derivatives of a function \( U(\xi) \) in the present context are termed mild discontinuities. More severe discontinuities in the higher derivatives (i.e., the derivatives approach \( \pm \infty \) or are undefined) are also possible according to Eq. (39). Specifically, higher derivative discontinuities at the crest of a wave play an important role in the classification of "exotic" traveling wave solutions of nonlinear evolution equations. Another classical nonlinearly dispersive equation, which we have not mentioned so far, is the Camassa–Holm (CH) equation:

\[
_u_t + 3uu_x - 2u_xu_{xx} + uu_{xxx} = u_{xxt},
\]

which has the following traveling wave solution:

\[
u(x, t) = U(\xi) = c e^{-|\xi|}, \quad \xi \equiv x - ct.
\]

The solution given in Eq. (41) is termed a peakon because \( U'(\xi) \) suffers a finite jump (mild discontinuity) at \( \xi = 0 \), while \( U''(\xi) \) is undefined there (due to the presence of a Dirac \( \delta \)-function in \( U'' \)). Although Eq. (41) is not exactly a nonlinearly dispersive KdV-like equation due to the mixed-derivative term, the CH equation also possesses a rich geometrical structure, including being bi-Hamiltonian and related to umbilic geodesics on surfaces. Interestingly, a change of signs in Eq. (40) can lead to an integrable bi-Hamiltonian equation that admits compacton solutions.

Figure 3 qualitatively illustrates various solitary wave solutions of dispersive evolution equations and their derivatives. The KdV \( \text{sech}^2 \) soliton (a) is \( C^\infty(\mathbb{R}) \) (infinitely continuously differentiable). The \( K(2, 2) \) profile (b) is \( C^1(\mathbb{R}) \) (once continuously differentiable), since \( U'' \) suffers jumps at the edges of the compact support. The \( K^\#(1, 3) \) profile (c) is \( C^1(\mathbb{R}) \) as well, with \( U'' \) suffering jumps at the edges of the compact support and \( U'' \) blowing up at \( \xi = 0 \). Finally, the CH profile (d) is only \( C^0(\mathbb{R}) \) because \( U' \) suffers a jump at \( \xi = 0 \), and \( U'' \) is undefined there. The important observation here, in particular as far as the terminology is concerned, is that the classical (KdV) soliton is infinitely smooth, while compactons exhibit mild discontinuities at the edges of their compact support. Meanwhile, peakons suffer mild discontinuities at the crest of the wave. Peakompactons exhibit both the features of peakons and compactons, hence the portmanteau “peakompacton.”

In passing, we also make note of a completely integrable evolution equation (unlike the, presumably, non-integrable compacton and peakompacton hierarchies discussed above) that admits piecewise linear solutions, namely the Hunter–Saxton equation:

\[
(u_t + uu_x)_{xx} = 1/4(u_x^2)_x,
\]

which is an asymptotic model of the dynamics of nematic liquid crystals. Piecewise linear solutions (in the form of a “hat function”) of compact support and suffering only mild discontinuities at the crest and the boundaries of their support
Fig. 3. Illustrations of the traveling wave solutions of four nonlinearly dispersive evolution equations: (a) KdV, (b) $K(2,2)$, (c) $K^\theta(1,3)$, and (d) CH. While the horizontal scales are the same in all four panels, the vertical scales have been adjusted for clarity; $c = 1$ in all panels. Axes are not shown in order to clearly highlight only qualitative features. In each panel, solid curves represent the traveling wave profile $U(\xi)$, dashed curves represent $U'(\xi)$, and dotted curves represent $U''(\xi)$.

Note that in panel (c) the vertical axis does not show the full range and $U''(\xi) \to -\infty$, in fact. In panel (d), the Dirac $\delta$-function in $U''(\xi)$ cannot be visualized, of course.

can be constructed. Although such solutions are conceptually related to our discussion, Eq. (42) is fundamentally of a different type than the KdV-like nonlinearly dispersive equations that are the subject of this work. A conceptually closer type of nonlinearly dispersive evolution equation is the Harry Dym equation:

$$u_t = u^3 u_{xxx}.$$  

This equation, like the CH equation, admits peakon solutions and is also completely integrable by the inverse scattering transform, which brings about connections to the KdV equation.

Finally, we acknowledge that the possibility of infinite second derivatives technically means that the solutions considered herein are (in a sense) weak solutions, i.e., they do not possess as many continuous derivatives as are present in the governing ODE. There are a number of mathematical issues that must be elucidated for such pseudo-classical solutions. For further details, the reader is referred to the comprehensive mathematical discussion by Yi & Olver. From the physical point of view, it suffices to note that compactons and peakompactons do satisfy their respective ODEs in a proper sense because, even if $U$ has discontinuous (or undefined) higher derivatives, it is the products of $U$ and its derivatives that appear in the original ODE, e.g., Eq. (18). Therefore, it suffices that those
terms have finite limits as $\xi \to \{0, \pm \xi_0\}$, so that the ODE itself does not suffer a jump discontinuity at those points (see also the discussion in Ref. 57).

2.3. Explicit variational approximations

In the previous subsections, we discussed the structure of the exact traveling wave reduction of the $K^\#(n, m)$ equations. Clearly, the structure of the associated ODE is nontrivial. Furthermore, the exact solutions we found were implicit and involved hypergeometric special functions. In this subsection, we would like to ask the question: can explicit approximations to the traveling wave solutions of the $K^\#(n, m)$ hierarchy of equations given in Eq. (9), i.e., approximate solutions of the ODE in Eq. (18), be obtained?

To answer this question, we appeal to the so-called method of variational approximation (see also Refs. 86, 87 for discussion of the method’s accuracy). The idea of the variational approximation is that, for a given properly parametrized explicit functional form of the traveling wave solution $U(\xi)$, from which $u(x, t)$ and $\varphi(x, t)$ follow of course, the variational structure of the governing PDE provides a natural way to determine “optimal” choices of the free parameters in the parametrized approximation. This technique is best illustrated through an example.

Ideally, a parametrized explicit functional form, or ansatz, for peakompactons would itself also be compact. We could introduce a trial function of the form

$$U(\xi) \approx \tilde{U}(\xi; t) = \begin{cases} A(t) e^{b(t)/(\xi - \xi_c)}, & |\xi| < \xi_c, \\ 0, & |\xi| \geq \xi_c, \end{cases}$$

(44)

where $A(0) > 0$ and $b(0) > 0$ are to be determined as part of the procedure, $\xi \equiv x - ct$ is the moving-frame coordinate as before, and $\xi_c$ is the half-length of the compact support [e.g., $\xi_0$ as given in Eq. (31) for the peakompactons constructed in Section 2.1.1]. The key idea is to now compute $\varphi(x, t)$ on the basis of Eq. (44) and, then, substitute the expression into the Lagrangian density $L(\varphi; x, t)$ from Eq. (7). The next step is to compute $\int_{-\infty}^{\infty} dx \mathcal{L}$ to obtain the Lagrangian itself. Because the calculated Lagrangian is based on an ansatz and is no longer a function of $x$, we term it the coarse-grained Lagrangian $\mathcal{L}(A, b; t)$. Now, $\mathcal{L}$ generates an action functional, which we must require to be stationary with respect to variations of $A$ and $b$. Hence, two coupled ODEs can be obtained, which determine the “optimal” values of the a priori undetermined parameters in the trial function $\tilde{U}(\xi; t)$.

Unfortunately, however, when using Eq. (44) as the ansatz, the integration over $x$ cannot be performed in terms of elementary functions. An alternative parametrized functional form is required. One way forward is to relax the requirement that the ansatz be a compact function of $\xi$, and to use the post-Gaussian trial function

$$U(\xi) \approx \tilde{U}(\xi) = A \exp \{-\beta|\xi|^{2\eta}\},$$

(45)

where $A(0) > 0$, $\beta(0) > 0$ and $\eta(0) > 0$ are, a priori, unknown and are no longer functions
of time. The difference between the ansätze in Eqs. (44) and (45) is illustrated in Fig. 4.

Fig. 4. Illustration of the differences between the analytically intractable but compact ansatz given in Eq. (44) (solid curve) and the analytically tractable but non-compact ansatz given in

Fig. 4 (dashed curve): \( \Omega = 25.79, b = 3.25, \xi = 1 \) and \( A = 1, \beta = 1.5, \eta = 0.65 \). Evidently, these two ansätze can be made to agree quite well for appropriately chosen (for the purposes of this figure, “by eye”) parameters.

Integrating Eq. (45) with respect to \( \xi \), we find the functional form of the field \( \phi(x, t) = \Phi(\xi) \) associated to \( u(x, t) \) under the traveling wave assumption:

\[
\tilde{\Phi}(\xi) = -\frac{A\xi}{2\eta (\beta |\xi|^{2\eta})^{1/(2\eta)}} \Gamma \left( \frac{1}{2\eta}, \beta |\xi|^{2\eta} \right),
\]

where \( \Gamma(a, x) \equiv \int_x^{+\infty} d\zeta \zeta^{-a} e^{-\zeta} \) is the incomplete Gamma function.\(^{10}\) To compute \( \int_{-\infty}^{+\infty} d\xi \mathcal{L} \) based on the Lagrangian density in Eq. (7), we note the following chain rules apply for the chosen ansatz:

\[
\varphi_x(x, y) = \tilde{\Phi}'(\xi) \xi = \tilde{U}'(\xi), \quad \varphi_{xx}(x, t) = \tilde{U}''(\xi), \quad \varphi_t(x, t) = \tilde{\Phi}'(\xi) \xi = -c\tilde{U}'(\xi).
\]

Then, substituting the expressions from Eq. (47) into \( \int_{-\infty}^{+\infty} d\xi \mathcal{L} \), using the fact that \( dx = d\xi \) and appealing to symmetry to rewrite \( \int_{-\infty}^{+\infty} d\xi [\cdots] = 2 \int_0^{+\infty} d\xi [\cdots] \), we obtain

\[
\mathcal{L} = 2 \int_0^{+\infty} d\xi \left[ -\frac{c}{2} \tilde{U}'' + \frac{1}{(n + 2)(n + 1)} \tilde{U}^{n+2} - \frac{1}{m + 1} (\tilde{U}')^{m+1} \right].
\]

Upon evaluating the integrals using \( \tilde{U} \) from Eq. (45), the coarse-grained Lagrangian takes the form

\[
\mathcal{L}(A, \beta, \eta; n, m, c) = \Gamma \left( 1 + \frac{1}{2\eta} \right) \left[ \frac{2\beta A^{n+2}}{(n + 1)|\beta(n + 2)|^{1+1/(2\eta)}} - \frac{cA^2}{(2\beta)^{1/(2\eta)}} \right].
\]
\[ + (-1)^m \frac{(2A)^{m+1}(\beta \eta)^m \Gamma \left(1 - \frac{1}{2\eta}\right) m + 1}{(m + 1)^2 |\beta (m + 1)|^{1 - 1/(2\eta)m}}. \] (49)

This expression for \( L \) is valid only for \( \eta \) such that \( m < 2\eta(m + 1) \), otherwise the integral defining \( L \) does not converge. Now, we extremize the function of three variables (all of which are independent of time) given in Eq. (49), namely we require that the following simultaneous equations hold:

\[ \begin{cases} \frac{\partial L}{\partial A} = 0, & \frac{\partial L}{\partial \beta} = 0, & \frac{\partial L}{\partial \eta} = 0 \end{cases}. \] (50)

The resulting solutions for \( A, \beta \) and \( \eta \) in terms of each other and \( n, m \) and \( c \) are lengthy (see also the discussion in §IV in Ref. [14]). To illustrate the variational approximation, however, let us restrict to the two featured equations from Section 1.1, namely \( K^\#(1, 3) \) and \( K^\#(2, 3) \). Furthermore, let us fix the wave speed to be \( c = 0.75 \) (a “subsonic” peakom pacton). Then, the three conditions in Eq. (50) yield

\[ (A, \beta, \eta) \approx \begin{cases} (2.21423, 0.310367, 0.822982), & (n, m, c) = (1, 3, 0.75), \\ (2.09741, 0.428176, 0.774748), & (n, m, c) = (2, 3, 0.75). \end{cases} \] (51)

For completeness, note that the system in Eq. (50) is a non-trivial set of transcendental equations coupling \( A, \beta \) and \( \eta \). This system is amenable by numerical methods only. In practice, it is useful and possible to first solve \( \partial L / \partial \beta = 0 \) explicitly for \( \beta \) in terms of \( A \) and \( \eta \) (as well as \( n, m \) and \( c \), of course). Then, the latter solution is substituted into the remaining two equations, which can then be solved numerically using Mathematica’s \texttt{FindRoot} subroutine.

A comparison between the exact peakom pacton solutions and their variational approximations is shown in Fig. 5, the agreement is quite good away from \( \xi = \pm \xi_0 \), where the non-compact ansatz in Eq. (10) is not expected to be a good approximation. Note that \( \max_\xi U(\xi) = U^2 = \frac{1}{2} (n + 1)(n + 2) c^{1/n} \) [recall Eq. (28)], which gives \( \max_\xi U(\xi) = 2.25 \) for \( (n, m, c) = (1, 3, 0.75) \) and \( \max_\xi U(\xi) \approx 2.12132 \) for \( (n, m, c) = (2, 3, 0.75) \). On comparing these values to the corresponding \( A \) values given in Eq. (51), we see that the variational approximation is accurate to \( \approx 1.5\% \).

Finally, once the optimal values of \( A, \beta \) and \( \eta \) have been computed for given \( n, m \) and \( c \), the total energy, wave mass and wave momentum can easily be found from Eqs. (10) based on the ansatz given in Eq. (45):

\[ H = \frac{(-1)^{m+1}(2A)^{m+1}(\beta \eta)^m \Gamma \left(1 - \frac{1}{2\eta}\right) m + 1}{(m + 1)^2 |\beta (m + 1)|^{1 - 1/(2\eta)m}} - \frac{2\beta A^{n+2} \Gamma \left(1 + \frac{1}{2\eta}\right)}{(n + 1)|\beta (n + 2)|^{1 + 1/(2\eta)n}}. \] (52a)

\[ M = \frac{A}{\beta^{1/(2\eta)} \Gamma \left(1 + \frac{1}{2\eta}\right)}, \] (52b)

\[ P = -\frac{A^2}{(2\beta)^{1/(2\eta)} \Gamma \left(1 + \frac{1}{2\eta}\right)}. \] (52c)
Fig. 5. Comparison between the exact peakompacton solution [i.e., Eq. (32), solid curves] of the (a) $K^#(1, 3)$ and (b) $K^#(2, 3)$ equations and their variational approximations [i.e., Eqs. (45) and (51), dashed curves].

As before, the expression for $H$ is valid only for $\eta$ such that $m < 2\eta(m+1)$, otherwise the integral defining $H$ does not converge.

3. Numerical solution of peakompacton equations

Now, we turn to the numerical solution of the $K^#(n, m)$ equations given in Eq. (9). Our purpose in obtaining numerical solutions to the “full” PDE is to simulate and shed light on the interactions of multiple peakompactons.

Previously Padé approximation methods,\textsuperscript{91,92,93,94} finite difference,\textsuperscript{95,96} and finite element methods,\textsuperscript{97,98} particle methods,\textsuperscript{99} the discontinuous Galerkin method,\textsuperscript{100} and the method of lines\textsuperscript{101,102} have all been used successfully to simulate the evolution of compactons and related KdV-like equations. Here, we use simple finite-difference methods (reminiscent of those used in the original compacton simulations\textsuperscript{45}) to make the simulation of peakompactons accessible to students and those who are only beginners in numerical mathematics. However, we do warn the reader that there are many intricate details regarding the high-resolution simulation of compacton collisions that have been discussed in detail in the literature,\textsuperscript{103,104,105} and the reader should be aware of them when attempting to simulate peakompacton collisions.

3.1. A leap-frog scheme with filtering

We begin the construction of our numerical scheme by first semi-discretizing Eq. (9) using central differences in space:

$$
\frac{d u_j}{dt} = - \frac{2}{3} D_0 \left[ \frac{1}{(n+1)} (u_j)^{n+1} \right] + \frac{1}{3} (u_j)^n D_0 [u_j] + D^2 [(D_0 [u_j])^m],
$$

where $u_j(t) \approx u(x_j, t)$ is the semi-discrete approximate solution defined on the $N$-point grid $x_j = -L + j \Delta x$ with $\Delta x = 2L / (N - 1)$ and $j = 0, 1, \ldots, N - 1$. We
solve Eq. (9) on the finite domain \([-L, L]\) with periodic boundary conditions, i.e., 
\[ u(-L, t) = u(L, t) \forall t \geq 0. \]

In Eq. (53), we have employed the difference operators
\[ D_0[u_j] \equiv -\frac{u_{j+2} + 8u_{j+1} - 8u_{j-1} + u_{j-2}}{12\Delta x}, \]
which is the fourth-order-accurate central difference approximation to \(\partial u/\partial x\) (see Table 2.6 of Ref. 102), and
\[ D^2[u_j] \equiv -\frac{u_{j+2} + 16u_{j+1} - 30u_{j} + 16u_{j-1} - u_{j-2}}{12(\Delta x)^2}, \]
which is the fourth-order-accurate central difference approximation to \(\partial^2 u/\partial x^2\) (again, see Table 2.6 of Ref. 102). Here, one can “plug-in” one’s favorite higher-order central difference formulæ for the first and second derivative as well. Additionally, we have split the nonlinear advective term \(u^n u_x\) into the equivalent form
\[ \frac{2}{3}\left[ (n+1)u_{j}^{n+1} \right]_x + \frac{1}{3}u^n u_x \] for improved conservation of the quadratic invariant of \(u\), i.e., the total wave momentum \(P\) given in Eq. (10c). The linear invariant of \(u\), i.e., the total wave mass \(M\) given in Eq. (10b) is automatically conserved by virtue of using spatial central difference operators in Eq. (53).

Next, we must choose an appropriate time discretization for the semi-discrete system in Eq. (53). Following Hyman, 106 we discretize the time derivative using an explicit three-level predictor–corrector method (of second-order accuracy) known as “leap-frog 2–3”:
\begin{align*}
    u_j^* &= u_j^k + 2\Delta t L_h[u_j^{k+1}] \quad \text{(predictor),} \\
    u_j^{k+2} &= \frac{1}{5} \left\{ u_j^k + 4u_j^{k+1} + 4\Delta t L_h[u_j^{k+1}] + 2\Delta t L_h[u_j^k] \right\} \quad \text{(corrector),}
\end{align*}
where \(\Delta t\) is a fixed time-step size, \(u_j^k \approx u(x_j, t^k)\) and \(t^k = k\Delta t\). This time-integration scheme has desirable stability properties in that it includes portions of the imaginary axis for finite \(\Delta t\) (unlike the traditional leap-frog scheme). 106

Since Eq. (9) includes dispersive terms, we expect that the discrete spatial operator \(L_h\) in Eq. (53) to have imaginary and complex eigenvalues, hence our choice of the leap-frog 2–3 scheme for the time discretization.

As mentioned above, the time-stepping scheme in Eq. (56) is a three-level scheme. To initialize it, we use the FTCS (forward-time central-space) scheme, i.e., we perform an initialization time step by discretizing the left-hand side of Eq. (53) using the forward Euler scheme:
\[ \frac{du_j}{dt} \approx \frac{u_j^1 - u_j^0}{\Delta t} = L_h[u_j^0], \]
where \(u_j^0\) is the initial condition evaluated on the computational grid.

Finally, following Cooper et al. 89 we stabilize the numerical method with low-order filtered artificial viscosity by modifying the discrete spatial differential operator as follows
\[ L_h[u_j] \rightarrow L_h[u_j] + \text{ramp spectral filter}\{\nu \Delta x D^2[u_j]\}, \]
where $\nu \Delta x$ is the artificial viscosity. Since the artificial viscosity scales with $\Delta x$, it vanishes as $\Delta x \to 0$, hence this modification does not affect the scheme’s consistency. Here, \texttt{ramp\_spectral\_filter}\{\cdot\} is a high-pass filter that takes the fast Fourier transform (in $x$) of its argument, then multiplies by 0 the lowest third of the Fourier modes, multiplies by 1 the highest third of the Fourier modes, and “ramps” the middle third (as illustrated in Fig. 6), before fast inverting back to real space. Artificial viscosity helps improve the stability of the numerical method by damping high-frequency numerical (aliasing) errors arising from the higher-derivative discontinuities of peakompactons. The spectral filtering step no longer allows us to prove that $M$ is conserved automatically, however, we observe in all simulations that $M$ is conserved to better than 1%.

Finally, we expect that such an explicit scheme will be stable only under a Courant–Friedrichs–Lewy (CFL) condition (see, e.g., §1.6 in Ref. 101):

$$\Delta t = C_{\text{CFL}} (\Delta x)^3,$$

(59)

for some CFL number $C_{\text{CFL}} \leq 1$. The reason $\Delta x$ is taken to the third power is that the highest spatial derivative in the PDE \[ is of third order.

### 3.2. Example: an overtaking collision in $K^\#(1,3)$

In the spirit of the work of Zabusky & Kruskal,\[44 we would like to now establish whether peakompactons can “survive” overtaking collisions, and, if so, whether this type of collision is elastic. To this end, we restrict to the case of $n = 1$ and $m = 3$, i.e., the $K^\#(1,3)$ equation. We generate an initial condition that consists of two peakompactons of disjoint support and different wave speeds $c_1$ and $c_2$:

$$u(x, 0) = U(\xi - \xi_1; t = 0, c = c_1) + U(\xi - \xi_2; t = 0, c = c_2),$$

(60)
where \( U(\xi) \) is given by Eq. (32). The peakompactons comprising the initial condition are shifted by \( \xi_1 \) and \( \xi_2 \) with respect to the origin of the coordinate system to ensure their supports do not overlap and to give them enough distance to propagate before reaching the (periodic) downstream boundary at \( x = L \). Then, the full initial-boundary-value problem is solved using the finite-difference scheme constructed in Section 3.1.

Our featured simulation is presented in Fig. 7 in the form of a “waterfall” space-time plot. In this simulation, we have taken \( L = 30, \ t_{\text{final}} = 42, \ \Delta x = 0.05 \ (\Rightarrow N = 1201), \ \Delta t \) is determined via the CFL condition (59) with \( C_{\text{CFL}} = 0.1, \) and \( \nu = 3. \) For the initial condition’s parameters, we have used \( \xi_1 = -10, \ c_1 = 0.5, \ \xi_2 = -20 \) and \( c_2 = 1. \) Throughout the simulation, we monitored the evolution of the invariants \( M, \ P \) and \( H \) from Eq. (10) and found that \( M \) is conserved within 0.03%. Meanwhile, \( P \) and \( H \) are conserved within 3.7% and 4.7%, respectively. Furthermore, doubling the grid size did not change the qualitative features of the interaction, which we describe below. Hence, we have a degree of confidence in the quality and reproducibility of the numerical simulation shown in Fig. 7.

In the space-time plot presented in Fig. 7, we observe that the two peakompactons were initially placed so that the faster (therefore, taller) is on the left and

Fig. 7. Space-time plot of an overtaking collision of two peakompactons of the \( K^#(1, 3) \) equation.
the slower (therefore, shorter) is on the right at $t = 0$. Since peakompactons propagate to the right, this setup results in an overtaking collision in which the taller collides with and advances past the shorter peakompacton. This is evident in the space-time plot by visually tracking the initial peaks. Clearly, the two peakompactons survive the collision and continue to propagate “unharmed.” However, the collision is not purely elastic as radiation modes (and possibly newly generated peakompactons) emerge from the moment of interaction, which occurs shortly after $t = 20$. Aside from these radiation modes, the space-time plot in Fig. 7 is quite typical of soliton collisions in the KdV equation (see, e.g., Fig. 3.3 in Ref. 37). Thus, so far, we can conclude peakompactons appear to be stable objects that can collide and retain their identity. But, the presence of further propagation modes emerging from the collisions leads us to term the collision as *nearly* elastic.

To further elucidate the dynamics of the overtaking collision, in Fig. 8 we show $u(x, t_{\text{final}})$ as a function of $x$ (solid curve), while the would-be current location of each individual peakompacton, *had it propagated by itself (undisturbed)*, is shown by a dashed curve. Clearly, the final locations of the interacting peakompactons differ from those of the undisturbed ones. This difference in location is termed a *phase shift*. The taller one is ahead, while the shorter one is behind. Furthermore, while the taller peakompacton appears to have preserved its shape identically, the

![Image](image-url)

*Fig. 8. Snapshot of the wavefield after an overtaking collision of two peakompactons. This figure shows the final t-trace from the spacetime plot in Fig. 7 with $u(x, t_{\text{final}})$ as a solid curve and the locations of the original peakompactons, had each propagated by itself (undisturbed), as dashed curves. The phase shifts of the interacting peakompactons with respect to the undisturbed ones are highlighted as well as the birth of a third peakompacton and the generation of a self-similar dispersive tail (“Airy pulse”).*
shorter peakompacton is markedly even shorter. We conjecture that this is due to the “birth” of a third, trailing peakompacton at the moment of interaction. Furthermore, the self-similar dispersive tail seen in Fig. 7 is clearly depicted in Fig. 8. The tail has apparently reached the left end of the periodic domain \( x = -L \), thus oscillations from it can be observed throughout the whole domain. The emergence of a self-similar dispersive pulse, which could be termed an Airy pulse, from the collision of two peakompactons is reminiscent of collisions in higher-order compacton equations \(^\text{59}\) and of collisions of “\( \text{sech}^2 \)” pulses in the Korteweg–de Vries–Kuramoto–Sivashinsky–Velarde (KdV–KSV) equation \(^\text{107}\) which is a higher-order KdV-like equation incorporating both viscous and hyperviscous terms as well as Marangoni effects. Finally, we do note that further numerical experiments suggest that the features of the collision just described, namely that (i) the peakompactons “survive” the collision, (ii) a third peakompacton is “born” and (iii) a dispersive tail is generated, are robust.

4. Conclusion

In the present work, we have provided a comprehensive introduction to a class of nonlinearly dispersive KdV-like equations termed the \( K^\#(n,m) \) equations. We reviewed the physical origin of these PDEs in the context of wave propagation in continua with microstructure. The Hamiltonian structure of the \( K^\#(n,m) \) equations was examined, showing that they possess the usual three conservation laws of mass, momentum and energy. Significant effort was devoted to the construction of traveling wave solutions. Due to the nonlinearly dispersive nature of the PDEs, it was possible to construct compactly supported traveling waves, i.e., waves of finite wavelength. These waveforms turned out to, additionally, exhibit certain derivative discontinuities at their crest, which led to the introduction of the term peakompacton. Several cases of the governing ODE for peakompactons were examined and analytical solutions presented together with the corresponding phase-plane analysis. Finally, we constructed a simple but highly reliable explicit three-level finite-difference scheme with filtered artificial viscosity to simulate the time evolution and collisions of peakompactons. We showed that peakompactons interact nearly elastically, preserving their general features in an overtaking collision. However, in what appears to be a hint of the non-integrability of the \( K^\#(n,m) \) equations, peakompacton collisions can generate further peakompactons and dispersive pulses (“radiation”). Understanding the presence of such apparently self-similar radiation (see also Ref. \(^\text{103}\)) emanating from the collision is a topic of future work.

Furthermore, even though we gathered some definitive information about collisions of peakompactons through numerical simulations, another avenue of future work in this direction is to use the explicit variational ansatz given in Eq. \(^\text{45}\) to study collisions in the framework of the variational approximation, under which analytical results can be obtained. The calculation becomes significantly more difficult than the one we performed in Section \(^\text{2.3}\). However, as shown for the case of the \( \phi^4 \)
equation, the $\phi^6$ equation, the sine-Gordon equation, and the nonlinear Schrödinger equation, there are ways to extract important collision information from the coupled set of ODEs governing the parameters of the linear superposition of two independent instances of the variational ansatz.

Finally, an important topic that we have not mentioned at all in the present work is stability of the constructed traveling wave solutions as functions of $n$, $m$, etc. Stability can be explored, to some degree, through numerical experimentation but much more can be said by analytical methods. We will not attempt to summarize the extensive literature on the topic in the limited space of the conclusion, beyond noting that this is an avenue of future work.
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