Abstract

Knowledge graphs, as the cornerstone of many AI applications, usually face serious incompleteness problems. In recent years, there have been many efforts to study automatic knowledge graph completion (KGC), most of which use existing knowledge to infer new knowledge. However, in our experiments, we find that not all relations can be obtained by inference, which constrains the performance of existing models. To alleviate this problem, we propose a new model based on information retrieval and reading comprehension, namely IR4KGC. Specifically, we pre-train a knowledge-based information retrieval module that can retrieve documents related to the triples to be completed. Then, the retrieved documents are handed over to the reading comprehension module to generate the predicted answers. In experiments, we find that our model can well solve relations that cannot be inferred from existing knowledge, and achieve good results on KGC datasets.

1 Introduction

Knowledge Graphs (KGs), which represent knowledge as structured triples, are the infrastructure for many AI studies. However, most real KGs face serious incompleteness problems. For example, about 71% of people in Freebase (Bollacker et al., 2008) lack birthplace information (Dong et al., 2014), which limits the performance of downstream tasks.

To alleviate the incompleteness of KGs, knowledge graph completion (KGC) task is proposed, which usually uses the schema of KGs to determine which knowledge is missing and use KGC models to complete it. Among these models, knowledge graph embedding (KGE) models (Bordes et al., 2013) are dominant, which usually embed entities and relations into vector spaces and predict missing knowledge based on vector operations.

However, the effectiveness of KGE models relies on the assumption that the missing knowledge in the KGs can be inferred from existing knowledge. Although this assumption holds for most relations in the KGs, there still exist several non-negligible exceptions. We refer to these exception relations as uninferable relations and the others as inferable relations. For example, for the relation cause of death, it is difficult to infer the cause of someone’s death from what we already know. Table 1 gives the performance on different relations, which shows that the KGE model struggles with its performance.

| Relation                          | MRR  | Hits@10 |
|-----------------------------------|------|---------|
| cause of death                    | .999 | .162    |
| /people/person/place_of_birth     | .075 | .134    |
| ethnic group                      | .452 | .684    |
| /people/ethnicity/languages_spoken| .325 | .738    |

Table 1: Performance gap of KGE model TuckER (Balaji et al., 2019) on different relations. The bolded red relations are difficult to infer from existing knowledge and the KGE model struggles with its performance.
this task since they require the corresponding text, which is missing in the KGC task.

To complete uninferable relations more accurately, we are inspired by Open-domain Question Answering (OpenQA) models (Guu et al., 2020; Lewis et al., 2020) and propose a novel KGC method based on information retrieval and machine reading comprehension, namely IR4KGC. Specifically, the triple query \((h, r, ?)\) is firstly converted to a search query containing its knowledge semantics. Then, our model uses a pre-trained knowledge retrieval module to retrieve documents that match the search query and generates the final predictions based on a generative PLM. Besides, the retrieved documents provide additional interpretability.

Most of the existing OpenQA models are based on Dense Retrieval (Karpukhin et al., 2020) or BM25 (Robertson et al., 2009). These retrieval modules can retrieve natural language queries well, but it is challenging to handle search queries containing rich knowledge semantics in the KGC task. To solve this problem, we construct a training corpus for retrieval based on the idea of distant supervision and pre-train our knowledge retrieval module on the task KGC. Thus it can better capture the knowledge semantic information contained in the search query and return more relevant documents.

Experimental results on two KGC datasets show that IR4KGC achieves superior results on uninferable relations over the KGE models. In addition, the combination of IR4KGC and the KGE model achieves the best performance on all datasets.

2 Related Work

2.1 Knowledge Graph Completion

KGE models are the main components of knowledge graph completion models. KGE models can be divided into four main categories: (1) translation-based models (Bordes et al., 2013; Sun et al., 2019); (2) models based on tensor decomposition (Nickel et al., 2011; Balazevic et al., 2019); (3) models based on neural networks (Socher et al., 2013; Dettmers et al., 2018); (4) models that introduce additional information (Lin et al., 2016; Wang et al., 2021). As we introduced in Section 1, KGE models struggle with uninferable relations.

There are some PLM-based KGC models being proposed in recent years, most of which use PLM to determine the correctness of a given triple (Yao et al., 2019; Lv et al., 2022) or to directly generate the predicted tail entities (Saxena et al., 2022).

Implicit knowledge in PLM can help the model to complete uninferable relations. But these models still have drawbacks since it is difficult for PLM to accurately remember all knowledge in the world.

RE models can also complete knowledge from text. However, RE aims to extract all the knowledge from text, and it is difficult to do specific knowledge completion. Furthermore, the text required for RE is also missing, making RE unsuitable for the KGC task in this paper.

2.2 Open-domain Question Answering

Open-domain Question Answering aims to answer open-domain questions without context. Most of the OpenQA models in recent years have adopted the retrieving and reading pipeline (Chen et al., 2017; Guu et al., 2020; Lewis et al., 2020). Specifically, these models use retrieval modules such as Dense Retrieval (Karpukhin et al., 2020) or BM25 (Robertson et al., 2009) to retrieve relevant documents and give answers using extraction or generation-based methods. However, these retrieval modules are difficult to adapt to KGC tasks and have low retrieval efficiency. In addition, there are some OpenQA models based on knowledge-guided retrieval (Min et al., 2019; Asai et al., 2019), but they are limited by KGs with Wikipedia links and are difficult to adapt to most KGs.

3 Method

Given a triple query \((h, r, ?)\), where \(h\) is the head entity and \(r\) is the relation, we transform it into a search query and retrieve relevant documents using our retrieval module. After that, the conditional generation module generates predicted answers based on the documents. These two modules are optimized jointly following Lewis et al. (2020).

3.1 Knowledge-based Information Retrieval

Triple Query Transformation. For a triple query \(tq = (h, r, ?)\), we have two functions to convert it into a search query, denoted as \(F_L\) and \(F_LA\). \(F_L(tq) = \text{LABEL}(h) | | \text{LABEL}(r)\), where \(\text{LABEL}(x)\) is the label corresponding to \(x\) and \(| |\) denotes the concatenation operation. \(F_LA\) uses alias to increase the query diversity. Specifically, \(F_LA(tq) = \text{TEXT}(h) | | \text{TEXT}(r)\), where \(\text{TEXT}(x)\) has a 50% probability of being a label of \(x\) and a 50% probability of being a random alias of \(x\).

Pre-training Method. Following the training approach of DPR (Karpukhin et al., 2020), we pre-
train our information retrieval model using the contrastive learning approach. Specifically, we use two separate BERT (Devlin et al., 2019) models as the search query encoder and the document encoder, respectively. We use the dot product to measure the similarity between search query and document. Formally, the similarity can be defined as

\[ \text{sim}(sq, d) = \text{QEnc}(sq) \top \cdot \text{DEnc}(d), \]  

where \( sq \) and \( d \) are search query and document, QEnc and DEnc are the search query encoder and the document encoder, respectively.

We train our encoder using the contrastive learning method. Specifically, for a search query \( sq \), we have one positive document and \( n \) negative documents, where \( n \) is the training batch size. One of the negative documents is the strong negative corresponding to the search query, and the remaining \( n - 1 \) are negative documents using in-batch strategy (Henderson et al., 2017), i.e., using the positive documents corresponding to the rest of the search query in the same batch as negative documents. The final training loss can be defined as:

\[ L = \sum_{sq \in Q} \! - \log \frac{e^{\text{sim}(sq, d^+)}}{e^{\text{sim}(sq, d^+)} + \sum_{i=1}^{n} e^{\text{sim}(sq, d^-_i)}}, \]

where \( Q \) is the search query set for pre-training, \( d^+ \) is positive document for search query \( sq \), \( d^-_1, \ldots, d^-_n \) are negative documents for \( sq \).

**Pre-training Corpus Construction.** Our pre-training corpus for knowledge-based information retrieval is constructed based on Wikidata and Wikipedia. We first construct the search query set \( Q \). After that, for each triple query in \( Q \), we construct the corresponding positive document and strong negative document.

For search query set construction, we first select the triples from Wikidata whose head and tail entities have English Wikipedia links to form the triple set \( T_f \). We then randomly select 600,000 triples from \( T_f \) to form our triple set \( T \) for pre-training. For every triple \((h, r, t)\) in \( T \), we have two triple query \((h, r, ?)\) and \((t, inv_r, ?)\). We call the \( \text{F}_{LA} \) function \( N \) times to get their \( N \) search queries separately. Finally, all search queries form the set \( Q \).

For each article in Wikipedia, we cut it into several documents of length up to 100. We end up with 25,570,310 documents. We also keep the mention information in each document. For every search query \( sq \) in \( Q \), if its corresponding triple query is \((h, r, ?)\) and the correct tail entity is \( t \), we have three types of positive documents, i.e., entity-type, distant-type and answer-type positive documents.

The positive documents of **entity-type** help the retrieval model to better represent the entity information. They can be defined as \{Adocs\( (h) \cap \text{Mdocs}(t)\)\}, where Adocs\( (x) \) represents the document set cut out of the article corresponding to \( x \) and \( \text{Mdocs}(x) \) denotes the set of all documents where \( x \) appears as a mention. The positive documents of **distant-type** help the retrieval model to better represent the relation information by the idea of distant supervision in relation extraction. They can be defined as \{Mdocs\( (h) \cap \text{Mdocs}(t)\)\}. The positive documents of **answer-type** aim to increase diversity and they can be defined as \{Mdocs\( (t)\)\}. For each search query \( sq \) in \( Q \), we first select positive documents of the above three types in the proportion of 45%, 45% and 10%, and then randomly select one of them as the final positive document.

For each search query \( sq \), we use the first document without \( t \) as mention according to the search ordering of BM25 as the strong negative document.

**Fine-tuning on KGC datasets.** Before Fine-tuning, we use the document encoder to get embeddings for all 25,570,310 documents and construct an index based on Faiss (Johnson et al., 2019). Following Lewis et al. (2020), during fine-tuning, we only optimize the parameters of the search query encoder. In addition, to increase certainty, we use the \( \text{F}_{LA} \) function to transform the triple query.

### 3.2 Conditional Generation

For every triple query, we use our retrieval module to retrieve the most similar \( K \) documents. After that, we use the \( \text{F}_{LA} \) function to get the search query and splice it with \( K \) documents to form the final input, which is fed into a BART model to generate the predicted entity label. Following (Lewis et al., 2020), we use language model loss from BART to jointly optimize the retrieval and generation modules. During inference, we use beam search to generate the labels of the predicted entities. Besides, we calculate the edit distance between the predicted label and the label of each entity, and use the entity with the smallest distance as the predicted entity.

### 4 Experiments

#### 4.1 Experiment Setup

**Baseline Models.** We chose three types of baseline models: (1) KGE models, including RotatE (Sun
Table 2: Link prediction results on KGC datasets. All metrics are multiplied by 100. The best score is in bold.

| Model                  | CoDEx-M | FB15K-237-N |
|------------------------|---------|-------------|
|                        | MRR     | Hits@1      | Hits@3 | Hits@10 |
|                        |         |             |        |         |
| RotatE (Sun et al., 2019) | 29.8    | 20.7        | 33.9   | 44.7    | 27.9    | 17.7   | 32.0   | 48.1   |
| TuckER (Balažević et al., 2019) | 31.0    | 23.7        | 34.1   | 44.6    | 31.2    | 22.8   | 34.6   | 48.6   |
| StAR (Wang et al., 2021)    | 26.4    | 18.7        | 28.5   | 38.9    | 22.4    | 18.9   | 29.8   | 41.6   |
| KG-BERT (Yao et al., 2019)  | 20.1    | 13.4        | 22.7   | 36.2    | 20.3    | 13.9   | 20.1   | 40.3   |
| KGT5 (Saxena et al., 2022)  | 22.5    | 16.6        | 25.9   | 34.6    | 23.4    | 18.1   | 26.2   | 34.3   |
| BM25+MRC                 | 23.1    | 17.5        | 25.8   | 34.1    | 25.1    | 20.0   | 27.0   | 36.6   |
| RAG (Lewis et al., 2020)  | 23.6    | 16.4        | 25.0   | 34.3    | 27.8    | 20.6   | 28.6   | 37.7   |
| IR4KGCG                  | 27.4    | 21.5        | 30.9   | 39.9    | 30.5    | 24.6   | 33.7   | 42.3   |
| IR4KGC(TuckER)           | 32.1    | 25.3        | 35.5   | 46.2    | 33.7    | 25.5   | 37.7   | 50.1   |

4.2 Link Prediction Results

The link prediction results on two datasets are presented in Table 2. From the table, we can get the following conclusions: (1) KGE models usually outperform the other two types of models. One possible reason is that KGE models are good at handling inferable relations, which account for a large portion of KGs. (2) Comparing the models based on BM25 and Dense Retrieval (RAG), the performance of our model is significantly better. This is because our knowledge retrieval module can retrieve more relevant documents. For detailed examples, please refer to the Appendix B. (3) Although our retrieval module is pre-trained on Wikidata, it still achieves good results on the Freebase dataset. This indicates that our retrieval module is generalizable. (4) IR4KGC(TuckER) combines the advantages of TuckER and our model and achieves the best results, which indicates that the future of KGC should be based on multiple models, since they may be good at handling different relations.

4.3 Relation Analysis

To further analyze the performance gap of KGC models on different relations, we manually annotate some inferable relations and uninferable relations, and compose the corresponding test sets. Please refer to Appendix C for detailed information. The experimental results are shown in Table 3, which confirm that the KGE model is good at handling inferable relations, while our model is good at uninferable relations. This suggests the need for aggregation between different KGC models.

5 Conclusion

In this paper, we find that KGE models struggle with uninferable relations. To solve this problem, we propose a novel KGC model based on infor-
Information retrieval. Compared with KGE models, the retrieved documents can provide useful information and increase the interpretability of our model. The experimental results show that our model proves to be good at uninferable relations. Besides, the combination of our model and the KGE model achieves the best results. In the future, we will explore the application of our model to temporal KGs.

Limitation

This work is based on the English Wikipedia and Wikidata, but can be adapted to most major languages by simply retraining using the corresponding language versions of Wikipedia and Wikidata. In addition, due to the large space occupied by the index, this work has some requirements for the device. It means that our proposed model needs to be deployed on a device with large storage space and memory. Finally, our model also has some requirements for the applied knowledge graph, i.e., the entities and relationships in the KG should have the corresponding label information.

Ethics Statement

The data used in this work are drawn from publicly published encyclopedias and knowledge graphs. Most of them are constructed by collaborative editing from a wide range of users and do not involve sensitive data.
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### Table 4: Inferable relations and uninferable relations that we annotate on the KGC datasets.

| Dataset     | Inferable Relations                                                                 | Uninferable Relations       |
|-------------|--------------------------------------------------------------------------------------|------------------------------|
| CoDEx-M     | country (P17)                                                                         | cause of death (P509)        |
|             | languages spoken, written or signed (P1412)                                          | place of burial (P119)       |
|             | occupation (P106)                                                                    | place of birth (P19)         |
|             | country of citizenship (P27)                                                         | place of death (P20)         |
|             | member of (P463)                                                                     | religion or worldview (P140) |
|             | located in the administrative territorial entity (P131)                              | child (P40)                  |
|             | headquarters location (P159)                                                         | director (P57)               |
| FB15K-237-N | /influence/influence_node/influenced_by                                             | /people/cause_of_death/people|
|             | /location/location/time_zones                                                        | /people/person/place_of_birth|
|             | /people/person/nationality                                                           | /film/film/featured_film_locations|
|             | /location/country/official_language                                                  | /people/deceased_person/place_of_death|
|             | /people/ethnicity/languages_spoken                                                   | /music/artist/origin         |
|             | /sports/sports_team/sport                                                             | /education/educational_institution/colors|
|             | /tv/tv_program/genre                                                                 | /organization/organization_founder/organizations_founded |

A **Implementation Details**

For Wikipedia and Wikidata, we use the snapshots of 20201009 and 20210414, respectively, to construct our pre-trained corpus. We pre-train our retrieval module based on the codes\(^2\) of Karpukhin et al. (2020). We use its default parameters and set the maximum number of training epochs to 3. For RotatE, we use the code provided by Han et al. (2018). For RAG, we use the code provided by Wolf et al. (2020). For the other models, we use the default code from the paper. For the implementation of BM25+MRC, we use BM25 to retrieve relevant documents, which are concatenated with the search query as input to BART to generate predicted answers. For RAG and BM25+MRC, we use the same method mentioned in Section 3.2 to map the predicted labels to the corresponding entities. For our model, we train up to 20 epochs. For other models, we use their default maximum number of training epochs. In addition, we use Hits@10 to select the best model on the validation set.

B **Case Study**

In Table 5, we provide the most relevant documents retrieved by our model, RAG and BM25+MRC for different triple queries. From the table, we can see that our retrieval module has the best retrieval results among the three models. It is also worth noting that the Dense Retrieval used by RAG is failed after fine-tuning on the KGC task.

C **Relation Annotation**

Whether a relation is inferable or not is a subjective question. Therefore, we invite some graduate students to label their own perceived inferable relations and uninferable relation on the KGC datasets we use. In the end, the seven relations with the most votes are retained separately. The information about the relations we finally selected is listed in Table 4.

D **Computing Infrastructure**

We use a machine with 512G RAM, 72 core CPUs and 8 Tesla V100s to deploy our models and run experiments.
| Triple Query     | Model     | Retrieved Document                                                                                                                                                                                                                                                                                                                                 |
|------------------|-----------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| (Lebron James, place of birth, ?) | BM25+MRC | This page lists career accomplishments of the American professional basketball player LeBron James.                                                                                                                                                                                                                                                  |
|                  | RAG       | Fiasco was born Wasalu Muhammad Jaco on February 16, 1982 in Chicago, Illinois. Fiasco is of West African descent, one of nine children of Shirley, a gourmet chef, and Gregory, an engineer. His father, a member of the Black Panther Party, was a prolific African drummer, karate teacher, operating plant engineer, and owner of karate schools and army surplus stores. Fiasco was raised Muslim on the West Side of Chicago on Madison Terrace housing project. At the age of three, Fiasco began taking martial arts classes. |
|                  | IR4KGC    | James was selected to the All-NBA First Team twelve times (all-time record), made the All-Defensive First Team five times, and has played in sixteen All-Star Games, in which he was selected All-Star MVP three times. James played basketball for St. Vincent–St. Mary High School in his hometown of Akron, Ohio, where he was heavily touted by the national media as a future NBA superstar. A prep-to-pro, he joined Cleveland in 2003 as the first draft pick. |
| (Avatar, director, ?) | BM25+MRC | On April 27, 2017, the release dates for all four sequels were ultimately announced: December 18, 2020 for Avatar 2, December 17, 2021 for Avatar 3, December 20, 2024 for Avatar 4, and December 19, 2025 for Avatar 5. The films will be released in Dolby Vision. New crew members include cinematographer Russell Carpenter, who worked with Cameron on True Lies and Titanic, and Aashrita Kamath, who will act as art director on all four sequels. |
|                  | RAG       | UiPath was founded in 2005 by the Romanian entrepreneurs, Daniel Dines and Marius Tirca, is a global software company that develops a platform for Robotic Process Automation (RPA or RPAAI). The company started from Bucharest, Romania and later opened offices in London, New York, Bengaluru, Singapore, and Tokyo. In 2017, the company reported 590 employees and moved its headquarters to New York to be closer to its international customer base, which rose to 700 customers from 100 in 2016. In August 2015, UiPath closed an initial seed funding round of $1.6 million led by the Earlybird Venture Capital. |
|                  | IR4KGC    | *Avatar (marketed as James Cameron’s Avatar)* is a 2009 American epic science fiction film directed, written, produced, and co-edited by James Cameron and stars Sam Worthington, Zoe Saldana, Stephen Lang, Michelle Rodriguez, and Sigourney Weaver. The film is set in the mid-22nd century when humans are colonizing Pandora, a lush habitable moon of a gas giant in the Alpha Centauri star system, in order to mine the mineral unobtanium, a room-temperature superconductor. This property of Unobtanium is stated in movie guides, rather than in the film. |

Table 5: For different triple queries, we give the most relevant document retrieved by different models. For display purposes, we have **bolded** the parts of the document that contain the answer to the corresponding triple query.