Abstract: One of the most exciting emerging concepts nowadays is the Internet of Things. However, digital currency has run into issues with how quickly it has been adopted. The number of IoT devices is increasing exponentially, and presently we have more than 20000 million objects connected to the network. The amount of data and complexity circulating across networks is also growing exponentially. IoT plays a measure role in this growth rate of IoT data traffic, resulting in a significant rise in data traffic reaching the cloud or data centers. The response time of IoT systems is affected by the growth of data traffic as this may not be appropriate for sensitive environments. This paper presents a framework and a machine learning approach for the data management of IoT edge-cloud environments with resource-constrained IoT applications. In this paper, the security aspect has also been discussed for the resource-constrained IoT framework.
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1. INTRODUCTION

The Internet of Things (IoT) is a technology that strongly enters people's reality. All environments are involved, urban, industrial, office, or home. The speed of adoption of the technology has produced a certain disorder and informality in the process. As a consequence, important elements were left aside; one of the most relevant is that of security [1].

In principle, IoT security does not have to be different from security in a typical computer network. In practice, however, there are environmental difficulties that further complicate the security problem. Many IoT devices are computationally limited, preventing the use of several known robust security mechanisms. The large number of devices that can be involved in an IoT network and the exponential increase in the number of interactions exacerbate the problem. The diversity of the equipment used, both in hardware and software, complicates the possibility of generalizing the proposed solutions [2]. There is a wide variety of methods and tools that can be used to undertake the work [3]. In the IoT environment, we have resource constraints in most of the scenarios. Therefore, including the security aspect in the IoT framework has to be in accordance with the processing power, battery life, communication range, and other characteristics of the resource constraints IoT framework.

The proposed Framework distributes the processing load to the last nodes of a digital network (sensors in the case of IoT). The use of computing type poses very attractive advantages for IoT solution providers. For example, they allow to minimize latency and preserve network bandwidth, operate reliably, speeding up decision-making, capture and protect a large number and types of data, and transfer the data to the most appropriate place for processing, with better analysis of local data. Edge computing technologies have been on the rise for several years, but the reach of IoT technology is accelerating its take-off process. As for the factors driving this change, two stand out: Falling prices for peripheral devices with increasing
processing power. Centralized infrastructures support the increasing workload. Edge computing technology also arrives at artificial intelligence on devices much more feasible. It allows companies to leverage their data series in real-time rather than working with terabytes of data in central repositories in the world real-time cloud. In the next few years or decades, the technology may evolve to find a balance point between the cloud and more powerful distributed edge devices. Software vendors are developing specific, more robust, and secure infrastructures and security solutions. Providers will begin to incorporate security solutions for peripheral components into their current service offering to prevent data loss, provide network health diagnostics, and protect against threats.

This paper also discusses different security protocols for the resource-constrained IoT framework. The rest of the paper is organized as Literature Review, IoT Ecosystem, Secure Architecture, Machine Learning, Result and Analysis and Conclusion.

2. BACKGROUND

In the ecosystem of IoT devices, these are largely unsafe, as they are small and energy-efficient devices; therefore, they also have limited computational resources. This last condition affects a lot when trying to include complex security schemes [8]. At an industrial level, several enterprises are applying IoT, for example, in intelligent transport [9, 10] and agriculture [11]; however, one of the great current home and office automation goals is connected living. This objective requires important advances in the field of IoT, where it is necessary to provide answers to the problems related to the enormous increase in devices that must interact [12]. A particular case in the IoT is that of smart homes since many times the solutions implemented are ad-hoc by the users themselves, who usually try to reduce costs and efforts as much as possible, which is generally reflected in a minimal and probably non-existent security scheme [13].

The devices involved require interconnection in a many-to-many scheme. It is necessary to implement an identity management system to ensure the exchange of information that scales appropriately. In this sense, [14] proposes a home system that combines EAP, OAuth, and DTLS. Also concerned with identity management and access control, [15] confirm the possibilities of OAuth and make an architectural proposal compatible with services.

Analyze the problem of IoT security [16, 17] in the home and highlight how important it is to prevent sensors from indiscriminately capturing and distributing household data. As an example, they present the case of private conversations, which should not be published. Among the possible approaches, they mention a viable alternative that is oriented to services, to balance between centralization and distribution of control. Furthermore, the trend in software and distributed applications seems to be generally directed towards the use of microservices [18, 19], delving along this line. They highlight the benefits that a microservices architecture, based on TLS / PKI, can have in IoT by lightening development and maintenance tasks, beneficial both for suppliers and distributors and for users while reinforcing interconnection security. Case studies such as that of [20, 21] confirm the possibilities of these techniques in a practical way.

Said work then analyzes the possibilities of using SSH and highlights the advantages provided by the data compression issue included in the said protocol, which is especially advantageous.
when working over HTTP. Although most of the related work’s SSL / TLS is the preferred security and encryption mechanism, what [22] proposes is very interesting when analyzing the complications at a practical level in IoT with TLS. Contribute to the IoT environment with a model-managed approach and propose an OAuth-oriented model with a strong UML inclination [23].

Another interesting architectural and security proposal is presented by [24], which the SSL certification authorities; an approach of local certification authorities would be used, which more frequently, but also with a lighter process, would authenticate the IoT equipment. This proposal, through transformations, could be adapted to a specific architecture, offering the possibility of customizing it to the required environment. It can be considered that a middle point between the two proposals would be that of [25], which uses traditional certificates, but with close authentication, rather than at the node level; they emphasize that this mechanism could be complemented with one of authorization, such as OAuth or similar.

Emphasize OAuth [24], but above all, with the particularity of concentrating its security architecture on the gateway equipment, where the base station or sink node resides, which is in charge of processing heavy of authenticating, authorizing, and establishing the links between clients and resources. This approach is very relevant when we consider how susceptible those edge devices are linked to edge computing [25], through which an entire IoT system can be compromised. One of the high-security points in edge systems in IoT is usually related to MQTT (or similar protocols). Several works, such as that of propose improvements over said protocol.

3. IOT ECOSYSTEM

This work mainly considered that within the IoT ecosystem, it is necessary to segment the location, scope, and access of the equipment involved in two layers: local or edge and centralized. In the local layer, represented schematically in Figure 1, we have those elements that will invariably be installed in the smart home or office, such as sensors, actuators, edge processors such as gateways and brokers, and mobile user devices.
Sensors are all equipment capable of capturing physical phenomena, virtual events, or periodic signals. Those sensors with the necessary capacity can communicate directly with the central broker; otherwise, they will interact with equipment in the edge processing subsystem. The sensors will be static when they emit a constant signal that would generally be used by mobile equipment moving in the environment as Bluetooth beacons for positioning. The dynamic sensors will capture measurements of the environment, which will vary depending on the environmental conditions, such as luminescence, temperature, humidity, among others.

The actuators will allow interaction with hardware or software generating events or actions. They will receive instructions either directly from the broker or a preprocessor. They are divided into premises located in the intelligent environment, such as light or temperature controllers. They can also be remote, such as those capable of sending instructions, probably over the network, to a distant computer, but controlled from the home or smart offices, such as when it is required to send an SMS, email, or tweet.

Finally, this layer contemplates the preprocessor equipment, which can also be called edge processors or brokers. These computers can be Raspberri Pi or small computers such as tablets. These capture raw data from the sensors to forward it to the centralized broker or actuator when the sensor is incapable. The information can be sent as received from the sensor, or it can be pre-processed, and this result sent. In the centralized layer, presented in Figure 2, the teams in charge of the general coordination of all the components are necessary, i.e., administration, processing, and persistence. These subsystems are linked to each other and also to the edge layer through a centralized broker.
The administration subsystem defines the parameters and configuration of the system and presents the web interfaces for the administrator users to interact with the entire system. In the case where central processing is done with multiple machines, it also manages the resulting cluster. The main part of this subsystem is then monitoring, which will allow all types of users to review the relevant information, preferably through dashboards and statistical tables. For all heavy information processing, the corresponding subsystem takes the data collected from the broker and processes it as defined by the specific applications or needs of the IoT system.

In general, the processing will be divided depending, above all, on the urgency of the processing, in real-time, which processes the data in a continuous flow, as they arrive from the sensors; in memory, which collects the information in the cluster's memory, depending on the needs, and processes it in small batches; and batch, which interacts in general with the storage system, for processes where the amount of data is greater than what fits in the system's live memory. The information generated by the IoT system is directed to the persistence module, which safeguards the data for later use either in the development of models or in the generation of reports. Several alternatives must be considered, depending on the size of the information and the way it will be accessed.

Finally, the entire system, and more specifically the border and centralized layers, must connect and exchange information, which is achieved through a central broker, in charge of managing all the message queues, thus reducing the complexity of the interactions.

4. SECURE ARCHITECTURE

The resulting architectural design took into consideration, above all, the need to ensure the exchange of information of all the components of the system, taking care of the speed of calculation at all times. These elements require reconciling characteristics that are often
incompatible. For example, more robust cryptography systems may require more computing power than many lightweight devices, such as sensors, provide. The final architecture designed, implemented and tested is the one outlined in Figure 3, which will be described in detail below. In the first place, the components involved will be specified, and then the security functionality in general will be presented.

![Figure 3: Secure Architecture](image)

4.1. Components

In this section we will try to define in a general way the types of components or equipment involved in the architecture proposed in Figure 3, in which there are basically those in charge of the registry service (Registry), the equipment providing authentication services for clients and users (UAA) and then, in a broad way, all the teams providing general services, as well as all the client teams (Services and Clients). Although for simplicity the components will be referred to in the singular, the architecture considers that, for each category or type of component, especially services, they can work in clusters.

4.1.1. Registry Services (REG)

The main task of the REG is to allow services to register through IP and aliases (service name) and thus make them available to customers, who will connect to the REG to request the information with which they will finally connect to the services of interest. The REG also provides a load balancing service, by detecting that a service is registered in a cluster (multiple computers with the same service). The first point of contact for all other components of the system, whether these services or clients, is the REG, which requires a static IP; all the other components of the system, however, can work with dynamic IPs, via DNS.

4.1.2. Authentication services (UAA)

The UAA takes its acronym from the English User Authentication and Authorization. Within our architecture it basically provides us with the authentication service, which works under OAuth2. The UAA stores the data of all the clients in the system, including their roles; With this information, the UAA user services may or may not authorize the use of certain
elements. Any component can connect with the UAA to, through its client credentials (user and password), request an access token. In the same way, any component of the system can request the UAA to validate a token received from a third party.

**4.1.3. Generic Services (SRV) and Client Computers (CLI)**

The last category of components accommodates all other services and all clients. In general, these components will interact with each other after having registered/authenticated in the system with the help of the REG and UAA. The services can be very diverse and it is up to the system administrator to decide which ones to require. However, in our architecture for IoT, there are some that are fundamental, for which they have been implemented in the test system, and they will be mentioned below. To allow interconnectivity and, at the same time, reduce its complexity, the messaging service was implemented, which in the methodology is represented by the central broker.

The broker is able to receive and distribute all the messages circulating in the system and basically allows all services and clients to establish a single connection with the broker in general, to deposit messages and retrieve them from one or more queues. This broker can work with any communication protocol, or a combination of them. However, since in the world of IoT, at least today, the most widespread protocol is the Message Queuing Telemetry Transport (MQTT), it is the one used in the implementation presented here. Another service implemented for the proof of concept of the architecture is the one related to persistence, as a necessary support to subsequently implement batch processing.

For this, a transit service was implemented that takes the information from the broker and transfers it to a Hadoop cluster, where different types of tools of said ecosystem can be used to process the information. One of the cases that was worked on, given the nature of the IoT information, especially that from the sensors, was that of time series. For this, two data series services were built, thus providing graphing and trend analysis, among others. Regarding customers, all the sensors are considered here, which provide information to the system, the actuators, which react with the environment thanks to the information from the system, and all those devices, mobile or desktop, that allow the user to enter to configure the system, collect processed information, or even act also as sensors and actuators.

**4.2. Security Schemes**

The system's security architecture comprises three fundamental scenarios: the basic one, to which all elements must adhere to in their transactions, unless otherwise specified; the lightweight scheme, generally used only when starting a worker process on the system; and the strengthened one, for relationships of trust between services.

**4.2.1. Basic scheme**

This is the default scheme that the system components will use in their transactions. This scheme is represented in Figure 3 by the dotted line that encompasses the system, and uses a combination of one-way TLS plus OAuth2. Every service must provide its public security certificate (PKI) to clients, who can then validate it with the certificate authority (CA). Also, every client must provide the services with an OAuth access token so that they can validate it with the authentication service. The use of TLS, in our scheme, is especially necessary to be
able to encrypt the content of the information that is transmitted. It is used only on the services side to limit as much as possible the overhead that would imply, above all, at the administration level (but also of resources and processing), use it in all the components. The security breach that appears is compensated with the use of OAuth2, through which the clients are in turn validated by the services.

4.2.2. Light outline

This is a scheme that could be considered insecure, which is why it is provided only for those cases where an access token cannot yet be obtained, or when it is considered redundant to request it. Two cases exist at the moment in the work environment, which implement this scheme. When components enter the system in order to initiate their transactions, it is generally necessary to have the OAuth token, but since the UAA server IP may have changed, the first step is to contact REG to request the updated IP. For this connection, the client does not yet have the token, which is why it is not possible to work with the basic scheme. The second implementation of this scheme was applied to avoid unnecessary redundant connections and occurs when the service receives the token and must validate it with the UAA.

It is for this type of case that the lightweight scheme comes into play. The service provides its PKI with which the communication is encrypted, but the client is not obliged to validate it (although it is recommended that they do so), the service provides an "insecure" access point for the client, which does not require the token. This is the scheme provided by REG exclusively to be able to deliver the UAA data.

4.2.3. Strengthened Schema

Similar to the problem worked in the light scheme, sometimes two services require interconnection, but at least one of them (who acts as a client) is unable to obtain its access token. When dealing with services, it is not convenient to open an insecure channel as is done in the lightweight scheme. In order to maintain the security standard, then, it was decided to implement a two-way TLS scheme, which is possible, without incurring greater overhead, since, being services, they already have their PKI anyway. Additionally, in general, the services will be executed in equipment with greater processing capacity. This implementation also requires a dedicated channel to be able to execute this type of validation and the example is given by the communication between the REG and the UAA. The UAA is the one that provides the access tokens and therefore should validate itself which would generate a security hole. The REG, then, opens a dedicated channel so that a UAA service can register in this way at all times. By connecting the UAA with the REG, they exchange their respective PKIs, mutually validating each other over TLS, without reducing the system's security standard.

4.3. Functionality

Returning to Figure 3, the dotted line represents the scope of the basic security scheme, which encompasses the entire system. Internally, the numbers 1, 2 and 3 can be seen, circled, which indicate the recommended starting order to guarantee the fluidity of the service. In practice, at least the services have in their base library the functionality to retry the connection when this starting order is not respected. However, this can be subject to unnecessary delay.
In the first place, the registration server, REG, is started, which will provide a central access point for the acquisition of contact information for the other services: every service will register in the REG its respective IP and its alias (service name) and every client will search here, by aliases, for the IP of the service required to be able to connect with it. REG offers three access points, each of which must handle a different security mode: the first, lightweight, allows any client to obtain the UAA's IP without any additional security; the second mode, strengthened, allows the connection of the UAA using two-way TLS; the last, basic one, which requires OAuth2, allows clients to request information from services, and from services to record their contact information.

Second, an Authentication Server (UAA) is started, which will provide OAuth2 credentials to clients. The enhanced security mechanism, with two-way TLS validation, is used between the UAA and the REG. The UAA connects with the REG, as well as any other service, to give it its IP and aliases and thus be available to the entire system. Once these two services, REG and UAA, are online, all the rest of the components, services and clients can start their work.

Finally, then, as point 3, any other component, be it this service or client, will proceed as follows: first, using the lightweight security scheme, they will connect with the REG to request the IP of the UAA; They establish the connection with the UAA and request the access token, using their client credentials. With the access token in hand, the basic security scheme can already be used and, in the case of services, they will be registered with the REG, delivering IP and aliases, to wait for client requests, or act as a client from another service, as needed. In the case of a client, the next step is to use a service, where the basic security scheme will be applied; it connects to the REG and by means of an alias it requests the IP of the service of interest, and then connects with said service.

5. MACHINE LEARNING

To perform the object detection, we will use the K-NN algorithm, the purpose of the K-NN algorithm is to use a database in which the data points are separated into several classes to predict the classification of a new sample point. Therefore, K-NN could and probably should be one of the first choices for a classification study when there is little or no prior knowledge about the distribution data. The K-NN algorithm is based on the similarity of characteristics: the way in which the out-of-sample characteristics resemble our training set determines how we classify a given data point; we will present the operation of the algorithm:

Steps:

The test sample (green circle) must be classified in the first class of blue squares or in the second class of red triangles. If \( k = 3 \) (solid line circle) it is assigned to the second class because there are 2 triangles and only 1 square inside the inner circle.

If \( k = 5 \) (dotted line circle) it is assigned to the first class (3 squares versus 2 triangles inside the outer circle) figure 4.
K-NN can be used for classification: the result is a class membership (predicts a class, a discrete value). An object is classified by the majority vote of its neighbors, assigning the object to the most common class among its k closest neighbors. It can also be used for regression: the output is the value for the object (predicts continuous values). This value is the average (or median) of the values of its k closest neighbors.

Some other features of K-NN:

- K-NN stores the entire training data set that it uses as a proxy.
- K-NN does not learn any models.
- K-NN makes just-in-time predictions by calculating the similarity between an input sample and each training instance.

5.1. Deployment and Testing

The implementation decision was mainly that each of the components can be executed on a variety of computers and with the least interdependence, for which we proceeded to work on a microservices architecture that allows their deployment either as independent processes, or within a containerization structure, such as Docker. For desktop services and clients Java was used with Spring Boot in general. For the central messaging service, it was decided to work using the MQTT protocol and for the development of the broker the Moquette library [22] was taken as a base, to which it was modified to add support for OAuth2 mainly. An HDFS cluster was used as a basis for persistence services [23] time series services were built on the local network, which, according to the current interests of the paper, were the most suitable for processing the data coming from the sensors.

5.2. Algorithm for Proposed Work:

Let \((X_i, C_i)\) where \(i = 1, 2, \ldots, n\) be data points. \(X_i\) denotes feature values & \(C_i\) denotes labels for \(X_i\) for each \(i\).

Assuming the number of classes as \(‘c’\)

\(C_i \in \{1, 2, 3, \ldots, c\}\) for all values of \(i\)
Let \( x \) be a point for which label is not known, and we would like to find the label class using \( k \)-nearest neighbour algorithms.

1. Calculate \( \text{d}(x, x_i) \), \( i = 1, 2, \ldots, n \); where \( d \) denotes the Euclidean distance between the points.

2. Arrange the calculated \( n \) Euclidean distances in non-decreasing order.

3. Let \( k \) be a +ve integer, take the first \( k \) distances from this sorted list.

4. Find those \( k \)-points corresponding to these \( k \)-distances.

5. Let \( k_i \) denotes the number of points belonging to the \( i^{th} \) class among \( k \) points i.e., \( k \geq 0 \)

6. If \( k_i > k_j \) \( \forall \ i \neq j \) then put \( x \) in class \( i \).

**5.3. Setup:**

It interacted with OpenTSDB and Prometheus As for customers, it was decided to build generic libraries for different types of systems, which facilitate the process of developing specific applications. A Java client library was developed, one for Android mobiles, one for Arduino MKR and another for ESP32, the latter three based on Eclipse Paho. The Arduino libraries were intended exclusively for use in sensor and actuator controllers. System tests were conducted in a controlled office environment. The main equipment was an RPi 3B + that served as a Wi-Fi Gateway, providing DNS and NTP services, among others. MKR 1010 and ESP32 controllers were used simultaneously, which permanently received information from temperature, humidity and noise sensors, such as the DHT11 and the KY038. The RPi3B + also hosted the REG, UAA and messaging broker MQTT services. Persistence services over HDFS as well as TSDB were installed on Linux on an i5-4210U with 8 GB of RAM. In this last equipment, generic services were also installed for sending and receiving messages, with which the fluidity of the interaction was verified.

As a mobile client, a N9005 was used, which had two functions: a dummy sensor, sending a large number of random numbers to the system, and a light actuator, warning each time that the measurements of the real sensors exceeded certain levels parameterized in the app. In Figure 11 is presented one of the setup of the testing system.

In the experimentation related to the security tests, it was decided to assume that a possible attacker was already connected to the local network and that he was, potentially, capable of making any request and capturing all the traffic. In the first test, Zap was used to perform both active and passive scanning, and it was verified that security was maintained (encrypted traffic), except in the case (documented in the architecture) of the lightweight scheme.
In Figure 5 from left to right, a cluster of 3 Raspberry Pi is observed running all the services on Docker; an ESP8266 monitoring noise level with a KY038; a MKR1010 monitoring room temperature with a DHT11; an N9005 injecting random messages, and a desktop monitoring all services.

6. RESULTS AND ANALYSIS

The process of including complex security schemes in lightweight IoT devices is not trivial as stated by Khan [14] and in this work this statement is agreed. Two notable cases were that the handling of TLS with auto-generated certificates for MKR 1010 required regenerating all the firmware to include the CA, and that it could not be carried out on ESP8266 controllers due to the unavailability, in practice, of open-source libraries. This is sufficiently complete to guarantee the expected level of security. The approach adopted generally takes up the warnings made by Lin and Bergmann tries to provide a sufficiently complete and simple system so that with minimal technical support it could be implemented at home, and then managed directly by the user.
This, of course, has limitations given by the great variety of types of users that may wish to be included in the IoT. However, the tests carried out suggest that the heart of the prototype would allow providing this, if some facilities at the user interface, equipment and installer’s level can be included. This work confirms in relation to the problem of identity scaling and the benefit that can be obtained both with OAuth and with a service-based approach. Delegating authentication to a single point, then relying on temporary credentials, as OAuth2 allows, keeps the identity infrastructure light.
It is precisely this approach to services / microservices that allows working with TLS to not be too demanding at the maintenance level, as highlighted by Díaz-Sánchez et al. This section recognizes the importance that at the security level should be given to the edge equipment; it especially reinforces the gateway equipment in order to later implement improvements in the MQTT protocol, in the style of what was done by Singh et al. but mainly including the use of OAuth2 and TLS.

7. CONCLUSION

This work was motivated by a pressing current need for data management in resource constrained IoT applications, especially those linked to a home context, and to do so without impairing the user's freedom of access to collect information and to modify the configurations of their system. The proposed Framework is centered around the management of data at various levels of the IoT architecture. As discussed at various sections of the paper, the response time of the IoT device is mainly dependent on data generation, resource availability and data management at different levels of the framework. This need, as it turned out, starts among other things from the relative informality of the IoT, especially in a smart home environment. It began with a methodological conception that stratifies the environment in layers: the one most closely related to the interaction with the space by collecting information and executing actions to modify the microenvironment, and the layer of centralized processing and analysis of the information. Both layers were interrelated with a centralized connection that unifies them while also maintaining their light coupling.

This methodology was aimed at allowing an implementation based on microservices, where, in addition to avoiding any type of monolithic structure as much as possible, a group of services and libraries were provided for clients that greatly facilitate the generation of new utilities and components. The tests carried out with the services, clients and sensors generated under this infrastructure confirmed both the robustness and the relative ease of use of the components. The main point, security, although it was not the easiest to implement, once the three defined schemes for the different types of connections were debugged, it proved to be a
A robust choice, which withstood the tests of improper access. It should be noted, however, that a field-specific methodical testing scheme remains to be designed and implemented, which will be the subject of future work. We can, however, affirm that the combination of KNN, TLS, OAuth2, MQTT, produced the expected results to a large extent.

As main contributions we have the implementation of a data management architecture of IoT for the home; the stable and fluid combination of at least three high-level security management technologies and a functional reference implementation that can be made publicly available for free use.
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