Dirichlet boundary value problems for elliptic operators with measure data: a probabilistic approach
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1 Introduction

Suppose \(D\) is a bounded domain in \(\mathbb{R}^d\). Let \(\mu_i, \nu, \rho\) be signed measures on \(\mathbb{R}^d\) for each \(1 \leq i \leq d\). In this paper, we are concerned with the following boundary value problem:

\[
\left\{
\begin{array}{ll}
A u = -\rho, & \forall x \in D, \\
 u(x)|_{\partial D} = \varphi(x), & \forall x \in \partial D,
\end{array}
\right.
\]  

(1.1)

where

\[
A u := \frac{1}{2} \Delta u + \nabla u \cdot \mu + \nu u.
\]  

(1.2)

Let \(b = (b_i)_{1 \leq i \leq d} : D \to \mathbb{R}^d\) and \(q, f : D \to \mathbb{R}\) are measurable functions in \(D\) such that \(|b|^2, q\; \text{and} \; f\) belong to the Kato class \(K_{d,2}\) (See the Definition 2.1 for the precise definition of \(K_{d,2}\)) and \(\varphi\) is a continuous function on \(\partial D\). W.D.Gerhard in [9] proved the following result that there exists a unique continuous weak solution to the Dirichlet boundary value
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problem:
\[
\begin{aligned}
&\left\{ \frac{1}{2} \Delta u(x) + \nabla u(x) \cdot b(x) + u(x)q(x) = -f(x), \quad \forall x \in D, \\
&u(x)|_{\partial D} = \varphi(x), \quad \forall x \in \partial D, 
\end{aligned}
\]
under the condition that there exists a \( x_0 \in D \) such that
\[
E_{x_0}[e^{\int_{0}^{\tau_{D}} q(X_s)ds}] < \infty,
\]
where \( X = (\Omega, \mathcal{F}_t, X_t, P_x, x \in \mathbb{R}^d) \) is the diffusion process associated with the generator \( Lu := \frac{1}{2} \Delta u + \nabla u \cdot b \), \( \tau_D \) is the first exit time of \( X \) from \( D \) and \( E_{x_0} \) is the expectation under \( P_{x_0} \). Precisely speaking, there exists a unique \( u \in W^{1,2}(D) \cap C(\overline{D}) \) such that \( u = \varphi \) on \( \partial D \) and
\[
\frac{1}{2} \sum_{i=1}^{d} \int_{\mathbb{R}^d} \frac{\partial u(x)}{\partial x_i} \frac{\partial \phi(x)}{\partial x_i} dx - \sum_{i=1}^{d} \int_{\mathbb{R}^d} \frac{\partial u(x)}{\partial x_i} \phi(x) b_i(x) dx - \int_D u(x) \phi(x) q(x) dx \\
= \int_D \phi(x) f(x) dx, \quad \forall \phi \in C_0^\infty(D).
\]

In this paper, we will show that there exists a unique solution to the boundary value problem (1.1) under the conditions that for each \( 1 \leq i \leq d \), the signed measures \( \mu_i, \nu \) and \( \rho \) belong to \( \mathbf{K}_{d,\alpha} \) for some \( \alpha < 1 \), and we will obtain a global \( C^{1,\alpha} \)-estimates in this case.

Using probabilistic approaches to solve boundary value problems has a long history. The pioneering work goes back to Kukutani [12] who used Brownian motion to represent the solution of the classical Laplace’s equations. In Chen and Zhang [4], they used the Girsanov transformation and the Dirichlet forms methods to obtain the solution to the following problem:
\[
\begin{aligned}
&\left\{ \frac{1}{2} \sum_{i,j=1}^{d} \frac{\partial}{\partial x_i} (a_{ij}(x) \frac{\partial u}{\partial x_j}) + \sum_{i=1}^{d} b_i(x) \frac{\partial u}{\partial x_i} + q(x) u(x) = 0, \quad \forall x \in D, \\
&u(x)|_{\partial D} = \varphi(x), \quad \forall x \in \partial D, 
\end{aligned}
\] (1.3)
under some conditions, including that \( |b|^2, q \) belong to the Kato class \( \mathbf{K}_{d,2} \).

Note that for any \( f \in \mathbf{K}_{d,2} \) and \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that
\[
\int_{\mathbb{R}^d} \phi(x)^2 f(x) dx \leq \epsilon \int_{\mathbb{R}^d} |\nabla \phi(x)|^2 dx + \delta \int_{\mathbb{R}^d} |\phi(x)|^2 dx, \quad \forall \phi \in C_0^\infty(\mathbb{R}^d). \quad (1.4)
\]
The property (1.4) plays an important role in [4] and [5]. As far as we know, all the previous works about the weak solutions to elliptic PDEs (1.3) were considered under the condition that \( |b|^2 \) satisfies the property (1.4). However, there exist functions which are belong to \( \mathbf{K}_{d,\alpha} \) such that the square of them are not locally integrable with regard to (w.r.t.) the Lebesgue measure \( dx \), hence they fail to hold the property (1.4). For example: let \( \frac{1}{2} < \alpha < 1 \), \( 1 - \alpha < \gamma < \frac{1}{4} \) and \( g : \mathbb{R}^{d-1} \to \mathbb{R} \), then \( f(x_1, x_2, ..., x_d) := (x_d - g(x_1, x_2, ..., x_{d-1}))^{\gamma-1} \in \mathbf{K}_{d,\alpha} \) following form the arguments in the proof of Proposition 2.1 and Example 2.4 in [2]. But \( f^2 \) is not locally integrable obviously. Hence the results in the previous works do not cover our case.
Let $W_t$ be a standard Brownian motion in $\mathbb{R}^d$ w.r.t. $P_x$. Following from Remark 2.1 (i) in the next section, $|b|^2 \in K_{d,2}$ is equivalent to
\[ \lim_{t \to 0} \sup_{x \in \mathbb{R}^d} E_x \left[ \int_0^t |b(W_s)|^2 ds \right] = 0, \] (1.5)
which implies that $M_t := e^{\int_0^t b(W_s) dW_s - \frac{1}{2} \int_0^t |b(W_s)|^2 ds}$ is a martingale. Hence the Girsanov transformation can be applied in this case (e.g. see [5] and [9]). However we have seen that (1.5) may fail when $f \in K_{d,\alpha}$. Even for $\pi \in K_{d,\alpha}$ is absolutely continuous w.r.t. $dx$, it have enormous difficulties to prove that $|\pi|(dx)$ satisfies the Kato-type inequality, thus it is not clear whether the quadratic form associated with the generator $A$ defined in (1.2) is a closed form, i.e. it is lower bounded, closable and satisfies the sector condition (see [16]). Hence the Girsanov transformation and the Dirichlet form methods can not be used in this paper immediately.

On the other hand, we stress also that the maximum principle plays a key role in showing the uniqueness of the solutions to the elliptic PDEs. However, the Trudinger’s criterion about the maximum principle in [17] is not met even when $\nu = 0$.

Hence all the previous known methods in solving the existence and uniqueness about the solutions to the elliptic boundary value problems such as those in [4], [5], [9] and [15] ceased to work.

In this paper, we will give the definition of the weak solution (see the definition 2.2 in the next section) to the problem (1.1). And we will show that there exists a unique weak solution to the Dirichlet value problem under some general conditions. When $\nu = 0$, we will use the heat kernel estimates in [14] to obtain the existence of the solution to the problem (1.1). when $\nu \neq 0$, note that $-\nu$ may not be a positive measure, thus there will not exists a Markov process correspond to the generator $A$. The proposition of continuous additive functionals (CAFs) associated with $\nu$ and $\rho$ (see the definition 2.3 in the next section) will play an important role to show the existence and uniqueness of the solutions to the problem (1.1).

The rest of the paper is organized as follows. In Section 2, we set up the precise framework. And we will first establish some estimates in Section 3. Section 4 is devoted to obtaining the existence and uniqueness of solutions to problem (1.1) under the case that $\nu = 0$. The boundary value problem (1.1) will be completely solved in Section 5.

2 Framework

Assume that $d \geq 3$. We first recall the following notion.

**Definition 2.1** Let $\pi$ be a Radon signed measure on $\mathbb{R}^d$. For $0 < \alpha \leq 2$, set
\[ M_\pi^\alpha(r) := \sup_{x \in \mathbb{R}^d} \int_{B_r(x)} |x - y|^\alpha \pi(dy), \]
where $|\pi|$ is the total variation of the signed measure $\pi$ and $B_r(x)$ is the ball in $\mathbb{R}^d$ centered at $x$ with radius $r$. We say that $\pi$ is in the Kato class $K_{d,\alpha}$, if $\lim_{r \to 0} M_\pi^\alpha(r) = 0$. And we say a function $f \in K_{d,\alpha}$ if the measure $f(x)dx \in K_{d,\alpha}$. 


Remark 2.1 (i) Set $N^\alpha_c(t) := \sup_{x \in \mathbb{R}^d} \int_0^t \int_{\mathbb{R}^d} s^{-\frac{d+2-\alpha}{2}} e^{-\frac{|x-y|^2}{2s}} |\pi|(dy)ds$. It was proved in [3] that for any $0 < \alpha \leq 2$ and $c > 0$, $\pi \in \mathcal{K}_{d,\alpha}$ if and only if $\lim_{t \to 0} N^\alpha_c(t) = 0$.

(ii) From the definition of the Kato class, it is easy to see that if $0 < \alpha < \beta \leq 2$, $\mathcal{K}_{d,\alpha} \subset \mathcal{K}_{d,\beta}$. And for $\pi \in \mathcal{K}_{d,2}$, $|\pi|(D) < \infty$.

Let $D$ be a bounded, connected $C^{1,1}$-domain and $\varphi \in C(\partial D)$. Hereafter we fix some $0 < \alpha_0 < 1$ and let $\mu, \nu, \rho \in \mathcal{K}_{d,1}$ for each $1 \leq i \leq d$. Without loss of generality, we assume the measures above vanish on $D^c$. We will use $\cdot$ to denote the inner product of the Euclidean space $\mathbb{R}^d$. $\| \cdot \|$ and $\| \cdot \|_{C(\overline{D})}$ denote the norm in $\mathbb{R}^d$ and the supremum norm in $C(\overline{D})$ respectively. Let $R_0$ be the diameter of $D$, i.e. $R_0 = \sup_{x,y \in D} |x - y|$. For a signed measure $\pi$ on $\mathbb{R}^d$, denote by $\pi^+$ and $\pi^-$ the positive and negative parts of $\pi$ respectively. Let $0 < \alpha < 1$, recall that the Hölder space $C^{1,\alpha}(\overline{D})$ is defined as the subset of $C^1(\overline{D})$ with the norm $\| \cdot \|_{C^{1,\alpha}(\overline{D})}$, where

$$
\|f\|_{C^{1,\alpha}(\overline{D})} := \|f\|_{C(\overline{D})} + \sup_{1 \leq i \leq d} \|\partial_x f\|_{C(\overline{D})} + \sup_{1 \leq i \leq d} \sup_{x,y \in D, x \neq y} \frac{|\partial_x f(x) - \partial_x f(y)|}{|x - y|^{\alpha}} < \infty.
$$

For $f \in C^{1,\alpha}(\partial D)$, define $\|f\|_{C^{1,\alpha}(\partial D)} := \inf_{\Phi} \|\Phi\|_{C^{1,\alpha}(\overline{D})}$, where the infimum is taken over the set of all global extensions $\Phi$ of $f$ to $\overline{D}$.

Let $Au := \frac{1}{2} \Delta u + \nabla u \cdot \mu + uv$. For $u, v \in \mathcal{C}_0^\infty(D)$, define the quadratic form

$$
\mathcal{Q}(u,v) := \frac{1}{2} \sum_{i=1}^d \int_D \frac{\partial u(x)}{\partial x_i} v(x) \, dx - \sum_{i=1}^d \int_D \frac{\partial u(x)}{\partial x_i} v(x) \mu_i(dx) - \int_D u(x) v(x) \nu(dx).
$$

Definition 2.2 A function $u \in C^1(D) \cap C(\overline{D})$ is called a weak solution to the boundary value problem

$$
\begin{cases}
Au = -\rho, & \forall x \in D, \\
u(x)|_{\partial D} = \varphi(x), & \forall x \in \partial D,
\end{cases}
$$

if $u$ satisfies

$$
\mathcal{Q}(u, \phi) = \int_D \phi(x) \rho(dx) \quad \text{for any } \phi \in \mathcal{C}_0^\infty(D),
$$

and $u(x) = \varphi(x)$ when $x \in \partial D$.

Remark 2.2 Since for each $1 \leq i \leq d$, the measures $\mu_i, \nu, \rho$ are not absolutely continuous w.r.t. $dx$, the classical notion of weak solution in the Sobolev space $W^{1,2}(D)$ is not suitable anymore.

Fix a nonnegative smooth radial function $\psi \in \mathcal{C}_0^\infty(B_1(0))$ with $\int_{\mathbb{R}^d} \psi(x)dx = 1$. Let $\psi_n(x) = 2^{nd} \psi(2^n x)$ and $G_n(x) := (G^1_n(x), G^2_n(x), ..., G^d_n(x))$, where

$$
G^i_n(x) := \int_{\mathbb{R}^d} \psi_n(x - y) \mu_i(dy), \quad 1 \leq i \leq d.
$$

It was shown in [2] that there exists a unique strong Markov process $\{\Omega, \mathcal{F}_t, X_t, P_x, x \in \mathbb{R}^d\}$ such that

$$
X_t = X_0 + W_t + A_t,
$$
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where \( W_t \) is a \( \mathcal{F}_t \)-standard Brownian motion in \( \mathbb{R}^d \) and \( A_t = \lim_{n \to \infty} \int_0^t G_n(X_s) ds \) uniformly in \( t \) over finite intervals, where the convergence is in probability. By Theorem 3.14 in [14], we know that \( X_t \) has a continuous transition density function \( p(t, x, y) \) which admits a two-sided Gaussian type estimate, i.e. there exist positive constants \( M_i, 1 \leq i \leq 5 \), such that for any \((t, x, y) \in (0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d\),

\[
M_1 e^{-M_2 t} \frac{e^{-M_3 |x-y|^2}}{2t} \leq p(t, x, y) \leq M_4 e^{M_5 t} \frac{e^{-M_6 |x-y|^2}}{2t}.
\]

(2.2)

**Definition 2.3** Fix a constant \( c > M_5 \). For any signed measure \( \pi \) in \( \mathbb{R}^d \), we say that a CAF \( B_t \) of \( X \) is associated with \( \pi \), if

\[
B_t = B_t^+ - B_t^-, \quad \forall t > 0,
\]

where \( B_t^+ \) and \( B_t^- \) are positive CAFs satisfy that for any \( x \in \mathbb{R}^d \),

\[
E_x \left[ \int_0^\infty e^{-ct} dB_t^+ \right] = \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^+(dy) dt, \\
E_x \left[ \int_0^\infty e^{-ct} dB_t^- \right] = \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^-(dy) dt.
\]

**Remark 2.3** By Proposition 3.2 in the next section, we know that for any \( \pi \in K_{d,2} \) with compact support, there exists a unique CAF \( B_t \) associated with \( \pi \). Moreover \( B_t \) is independent of the choice of the constant \( c \).

### 3 Preliminary results

As a preparation of solving the boundary value problem (2.1), in this section, we prove a number of results on the regularity of the heat kernel and establish the existence and properties of the CAFs associated with Kato class measures.

We firstly give the following result concerns general Feller processes.

**Lemma 3.1** Assume that a Feller process \( \{ Y_t, Q_x, x \in \mathbb{R}^d \} \) has a continuous transition density function w.r.t. the Lebesgue measure, which admits a Gaussian type lower estimate. Let \( \tau_D \) be the first exit time of \( Y_t \) from \( D \). Then we have

\[
Q_x(\tau_D = 0) = 1, \quad \forall x \in \partial D.
\]

and

\[
Q_x(\tau_D < \infty) = 1, \quad \forall x \in \partial D.
\]

**Proof:** First we show (3.1). By Theorem IV.2.19 in [13] we know that for any \( x \in \partial D \), there exists a ball \( B_r(x) \) such that \( Q_x(\tau_{B_r(x) \cap \overline{D}} = 0) > 0 \). By Blumenthal’s zero-or-one law for Feller processes (see Theorem 2.3.6 in [6]), we deduce that \( Q_x(\tau_{B_r(x) \cap \overline{D}} = 0) = 1 \). Since regularity is a local condition, we have \( Q_x(\tau_D = 0) = 1 \).

Now we proof (3.2). There exists constants \( c_1, c_2 > 0 \) such that the transition density function \( g(t, x, y) \) of \( Y \) satisfies

\[
g(t, x, y) \geq c_1 t^{-\frac{d}{2}} e^{-\frac{|x-y|^2}{2t}}, \quad \forall (t, x, y) \in (0, 1] \times \mathbb{R}^d \times \mathbb{R}^d.
\]
Thus, we have
\[\sup_{x \in D} Q_x[Y_1 \in \overline{D}] = 1 - \inf_{x \in D} Q_x(Y_1 \in \overline{D}) \leq 1 - \inf_{x \in D} \int_{\overline{D}} c_1 e^{-\frac{c_2|x-y|^2}{2}} dy \]
\[\leq 1 - \int_{\{z:|z|>R_0\}} c_1 e^{-\frac{c_2|x|^2}{2}} dz =: \beta < 1,\]
where \(R_0\) is the diameter of \(D\). Hence
\[\sup_{x \in D} Q_x(\tau_D > 1) \leq \sup_{x \in D} Q_x[Y_1 \in \overline{D}] \leq \beta. \tag{3.4}\]

By (3.3), (3.4) and the Markov property of \(Y\), we have
\[\sup_{x \in D} Q_x(\tau_D > 2) = \sup_{x \in D} Q_x(Y_1 \in \overline{D}; \tau_D > 2) \]
\[= \sup_{x \in D} E_x^Q[Y_1 \in \overline{D}; Q_{Y_1}[\tau_D > 1]] \]
\[\leq \beta \sup_{x \in D} Q_x[Y_1 \in \overline{D}] \leq \beta^2,\]
where \(E_x^Q\) is the expectation under \(P_x\).

By inductions, we have \(\sup_{x \in D} Q_x(\tau_D > n) \leq \beta^n\). Letting \(n \to \infty\), we obtain (3.2).

Given a signed measure \(\pi\) in \(\mathbb{R}^d\), set
\[H_n(x) := \int_{\mathbb{R}^d} \psi_n(x - y) \pi(dy). \tag{3.5}\]

**Lemma 3.2** Assume \(\pi \in \mathcal{K}_{d,\alpha}\) for some \(0 < \alpha \leq 2\). Then for any \(n \geq 1, r, c > 0\), we have
\[M_n^a(r) \leq M_n^a(r), \tag{3.6}\]
and
\[\limsup_{t \to 0} N_n^{\alpha,c}(t) = 0, \tag{3.7}\]
where \(M_n^a(r) := M_n^{a_0} H_n(x) dx\) and \(N_n^{\alpha,c}(t) := N_n^{\alpha,c} H_n(x) dx\).

**Proof:** For any \(r > 0\), by Fubini’s theorem,
\[M_n^a(r) = \sup_{x \in \mathbb{R}^d} \int_{B_r(x)} \psi_n(x - y) \pi(dy) \int_{\mathbb{R}^d} |x - y|^{a-d} |H_n(y)| dy \]
\[\leq \sup_{x \in \mathbb{R}^d} \int_{B_r(x)} \psi_n(y - z) \pi(dz) \int_{\mathbb{R}^d} |x - y|^{a-d} |H_n(y)| dy \]
\[= \sup_{x \in \mathbb{R}^d} \int_{B_r(x)} \int_{\mathbb{R}^d} |y - z|^{a-d} \psi_n(x - y) dy \pi(dz) \]
\[= \sup_{x \in \mathbb{R}^d} \int_{B_r(x)} \int_{\mathbb{R}^d} \psi_n(x - y) |x - z|^{a-d} \pi((dz)) dy \]
\[= \sup_{x \in \mathbb{R}^d} \int_{B_r(x)} \psi_n(x') dy' \int_{\mathbb{R}^d} |x - y' - z|^{a-d} \pi((dz)) dy' \]
\[\leq M_n^a(r).\]
This together with the proof of Proposition 2.2 in [14], we deduce that for any \( c > 0 \), \( \lim_{t \to 0} \sup_{n \geq 1} N_{H_n}^c(t) = 0 \).  

Following the arguments of Lemma 3.1 in [18] we can also show:

**Lemma 3.3** For any \( 0 \leq \alpha < 1 \) and \( T > 0 \), there exists a \( \delta(T) > 0 \) such that for any positive measure \( \pi \in K_{d,1-\alpha} \), \( c > 0 \) and \( (t,x,y) \in (0,T] \times \mathbb{R}^d \times \mathbb{R}^d \),

\[
\int_0^t \int_{\mathbb{R}^d} s^{-\frac{4+1+\alpha}{2}} e^{-\frac{t}{2c(1-\alpha)}} (t-s)^{-\frac{d+1+\alpha}{2}} e^{-\frac{t}{2c}} \pi(dz)ds \leq \delta(T) t^{-\frac{4+1+\alpha}{2}} e^{-\frac{t}{2c}} N_\pi^{1-\alpha, \frac{c}{2}}(t).
\]

Let \( X^n_t \) be the solution of the following stochastic differential equation:

\[
X^n_t = x + W_t + \int_0^t G_n(X^n_s)ds, \quad P_x - a.e..
\]

(3.8)

Denote by \( p^D(t,x,y) \) the transition density function of the killed process \( X^D \) of \( X \) upon leaving the domain \( D \), i.e. for any Borel set \( A \subset D \) and \( t > 0 \), \( p_x(X^D_t \in A) = P_x(X_t \in A; t < \tau_D) = \int_A p^D(t,x,y)dy \). Similar denote by \( p^{n,D}(t,x,y) \) the transition density function of the corresponding killed process \( X^{n,D} \) of \( X^n \).

It follows from Theorem 4.2, Theorem 4.6 and Lemma 6.1 in [14] that for \( t > 0, y \in D, p^D(t,,y), p^{n,D}(t,,y) \in C^1(D) \), and moreover, for any \( T > 0 \) there exist constants \( M_7(T), M_8(T) > 0 \), and \( M_9, M_{10} > 0 \), such that for any \( n \geq 1 \),

\[
\begin{align*}
p^D(t,x,y) \wedge p^{n,D}(t,x,y) &\leq M_7(T)e^{-M_8(T)t}, \quad \forall (t,x,y) \in [T, \infty) \times D \times D, \quad (3.9) \\
|\nabla p^D(t,x,y)| \wedge |\nabla p^{n,D}(t,x,y)| &\leq M_9 t^{-\frac{d+1}{2}} e^{-\frac{M_{10}|x-y|^2}{2t}}, \quad \forall (t,x,y) \in (0,2] \times D \times D, \quad (3.10) \\
p^D(t,x,y) \wedge p^{n,D}(t,x,y) &\leq M_9 t^{-\frac{d}{2}} e^{-\frac{M_{10}|x-y|^2}{2t}}, \quad \forall (t,x,y) \in (0,2] \times D \times D. \quad (3.11)
\end{align*}
\]

Thus, for any \( (t,x,y) \in [2,\infty) \times D \times D \),

\[
\begin{align*}
|\nabla p^D(t,x,y)| \wedge |\nabla p^{n,D}(t,x,y)| \\
= |\int_D \nabla p^D(1,x,z)p^D(t-1, z,y)dz| \wedge |\int_D \nabla p^{n,D}(1,x,z)p^{n,D}(t-1, z,y)dz| \\
\leq \int_D M_9 M_7(1)e^{-M_8(1)(t-1)d} \\
= M_9 M_7(1) e^{-M_8(1)t} := M_{12} e^{-M_8(1)t},
\end{align*}
\]

(3.12)

for some \( M_{11} > 0 \). Together with (3.10), we see that there exists a constant \( M_{12} > 0 \) such that for any \( n \geq 1 \),

\[
|\nabla p^D(t,x,y)| \wedge |\nabla p^{n,D}(t,x,y)| \leq M_{12} t^{-\frac{d+1}{2}} e^{-\frac{M_{10}|x-y|^2}{2t}}, \quad \forall (t,x,y) \in (0,\infty) \times D \times D.
\]

(3.13)

Similarly there exists a constant \( M_{13} > 0 \) such that for any \( n \geq 1 \),

\[
p^D(t,x,y) \wedge p^{n,D}(t,x,y) \leq M_{13} t^{-\frac{d}{2}} e^{-\frac{M_{10}|x-y|^2}{2t}}, \quad \forall (t,x,y) \in (0,\infty) \times D \times D.
\]

(3.14)
Note that following the same arguments in [14], if \( \mu_i \in K_{d,1-a_0} \) for each \( 1 \leq i \leq d \), we can choose the constants \( M_7 - M_{13} \) depending on \( \mu \) only via the function \( \max_{1 \leq i \leq d} M_{\mu_i}^{1-a_0}(\cdot) \). It means that if \( \tilde{\mu}_i \in K_{d,1-a_0} \) for each \( 1 \leq i \leq d \) and

\[
\max_{1 \leq i \leq d} M_{\tilde{\mu}_i}^{1-a_0}(r) \leq \max_{1 \leq i \leq d} M_{\mu_i}^{1-a_0}(r), \quad \forall r > 0.
\]

Then (3.9) - (3.14) are still valid with the same constants \( M_7 - M_{13} \) if \( \mu_i \) is replaced by \( \tilde{\mu}_i \) for each \( 1 \leq i \leq d \).

For \( (t, x, y) \in (0, \infty) \times \partial D \times D \), set \( p^D(t, x, y) := 0 \) when \( x \) or \( y \) is on \( \partial D \). Then \( p^D(t, x, y) \) is continuous on \( (0, \infty) \times \partial D \times D \) by Theorem 4.6 in [14].

**Proposition 3.1** Assume for each \( 1 \leq i \leq d \), \( \mu_i \in K_{d,1-a_0} \). Then for \( t > 0, y \in D \), \( p^D(t, \cdot, y) \in C^{1,a_0}(\partial D) \). Moreover there exist constants \( M_{14}, M_{15} > 0 \), depending on \( \mu \) only via the function \( \max_{1 \leq i \leq d} M_{\mu_i}^{1-a_0}(\cdot) \), such that for any convex subset \( D' \subset D \), \( (t, x, y) \in (0, \infty) \times \partial D' \times D \) and \( 1 \leq j \leq d \),

\[
|\partial_{x_j}p^D(t, x, y) - \partial_{x_j}p^D(t, x', y)| \leq M_{14}|x - x'|^{a_0}t^{-d+1-a_0}(e^{-\frac{M_{15}|x-y|^2}{2t}} + e^{-\frac{M_{15}|x'-y|^2}{2t}}). \tag{3.15}
\]

**Proof:** Let \( q^D(s, x, y) \) be the transition density function of the killed Brownian motion \( W^D \). It is known from Theorem VI.2.1 in [8] that there exist \( c_1, c_2 > 0 \) such that for any \( (t, x, y) \in (0, 1] \times D \times D \) and \( 1 \leq i, j \leq d \),

\[
|\partial_{x_i}q^D(t, x, y)| \leq c_1t^{-\frac{d+1}{2}}e^{-\frac{c_1|x-y|^2}{2t}}, \tag{3.16}
\]

\[
|\partial_{x_i, x_j}q^D(t, x, y)| \leq c_1t^{-\frac{d+2}{2}}e^{-\frac{c_1|x-y|^2}{2t}}. \tag{3.17}
\]

For any convex subset \( D' \subset D \), we define the function \( J_k(t, x, y) \) recursively for \( k \geq 0 \) on \( (0, 1] \times D' \times D \):

\[
J_0(t, x, y) := q^D(t, x, y),
\]

\[
J_{k+1}(t, x, y) := \int_0^t \int_D J_k(s, x, z)\nabla_x q^D(t - s, z, y) \cdot G_n(z)dzds.
\]

We first show that for any \( k \geq 0 \), \( (t, x, y), (t', x', y') \in (0, 1] \times D' \times D \) and \( 1 \leq j \leq d \),

\[
|\partial_{x_j}J_k(t, x, y) - \partial_{x_j}J_k(t', x', y')| \leq 2^{1-a_0}d^{\frac{a_0}{2}}c_1\delta(1) \sum_{1 \leq i \leq d} N_{G_n}^{1-a_0}(z, t)M_{\mu_i}^{a_0-1-a_0}(z) |x - x'|^{a_0}t^{-d+1-a_0}(e^{-\frac{c_2|x-y|^2}{2t}} + e^{-\frac{c_2|x'-y'|^2}{2t}}), \tag{3.18}
\]

where \( \delta(1) \) is defined in Lemma 3.3.

If \( k = 0 \), by (3.17), \( |\partial_{x_j}q^D(t, x, y) - \partial_{x_j}q^D(t, x', y')| \leq d^2 c_1 t^{-\frac{d+2}{2}} |x - x'|. \) Hence together with (3.10), we have

\[
|\partial_{x_j}J_0(t, x, y) - \partial_{x_j}J_0(t', x', y')| \leq (|\partial_{x_j}q^D(t, x, y)| + |\partial_{x_j}q^D(t, x', y)|)^{1-a_0}|\partial_{x_j}q^D(t, x, y) - \partial_{x_j}q^D(t, x', y)|^{a_0}
\]

\[
\leq (c_1 t^{-\frac{d+1}{2}}(e^{-\frac{c_2|x-y|^2}{2t}} + e^{-\frac{c_2|x'-y'|^2}{2t}}))^{1-a_0}(d^2 c_1 t^{-\frac{d+2}{2}} |x - x'|^{a_0})
\]

\[
\leq 2^{1-a_0} d^{\frac{a_0}{2}} c_1 |x - x'|^{a_0} t^{-d+1-a_0}(e^{-\frac{c_2|x-y|^2}{2t}} + e^{-\frac{c_2|x'-y'|^2}{2t}}),
\]

\]
which implies (3.18) for \( k = 0 \).

Suppose (3.18) is valid for \( k \). Then by Lemma 3.3

\[
| \partial_{x_j} J_{k+1}(t, x, y) - \partial_{x_j} J_{k+1}(t, x', y) | 
\leq 2^{1-\alpha_0} d^{\frac{\alpha_0}{2}} c_1(\delta(1) \sum_{1 \leq i \leq d} N_{G_n}^{1-\alpha_0} \frac{c_2(1-\alpha_0)}{2}(t))^{k} |x - x'|^{\alpha_0} 
\cdot \sum_{1 \leq i \leq d} \int_0^t \int_D s^{-\frac{d+1+\alpha_0}{2}} (e^{-\frac{c_2(1-\alpha_0)|x-x'|^2}{4s}} + e^{-\frac{c_2(1-\alpha_0)|x'-y'|^2}{4s}}) c_1(t - s)^{-\frac{d+1}{2}} e^{\frac{c_2(1-\alpha_0)|x-x'|^2}{4(t-s)}} |G_n(z)| dz ds 
\leq 2^{1-\alpha_0} d^{\frac{\alpha_0}{2}} c_1(\delta(1) \sum_{1 \leq i \leq d} N_{G_n}^{1-\alpha_0} \frac{c_2(1-\alpha_0)}{2}(t))^{k+1} |x - x'|^{\alpha_0} s^{-\frac{d+1+\alpha_0}{2}} (e^{-\frac{c_2(1-\alpha_0)|x-x'|^2}{4s}} + e^{-\frac{c_2(1-\alpha_0)|x'-y'|^2}{4s}}),
\]

which is (3.18).

By Lemma 3.2, there exists a \( T_0 \in (0, 1) \) such that \( c_3 := \sup_{n \geq 1} c_1(1) \sum_{1 \leq i \leq d} N_{G_n}^{1-\alpha_0} \frac{c_2(1-\alpha_0)}{2} T_0 \) < 1. By Proposition 2.2 in [14] and (3.4) we know that \( T_0 \) and \( c_3 \) are dependent on \( \mu \) only via the function \( \max_{1 \leq i \leq d} M_{\mu}^{1-\alpha_0}(\cdot) \). Set \( c_4 := 2^{1-\alpha_0} d^{\frac{\alpha_0}{2}} e(1 - c_3)^{-1} \).

Now we are going to prove that for any \((t, x, y), (t, x', y) \in (0, T_0) \times D' \times D \) and \( 1 \leq j \leq d \),

\[
| \partial_{x_j} p^n_D(t, x, y) - \partial_{x_j} p^n_D(t, x', y) | 
\leq c_4 |x - x'|^{\alpha_0} s^{-\frac{d+1+\alpha_0}{2}} (e^{-\frac{c_2(1-\alpha_0)|x-x'|^2}{4s}} + e^{-\frac{c_2(1-\alpha_0)|x'-y'|^2}{4s}}). \tag{3.19}
\]

Recall the following expansion proved in [14] (see (4.17))

\[
\partial_{x_j} p^n_D(t, x, y) = \sum_{k \geq 0} \partial_{x_j} J_{k+1}(t, x, y), \forall (t, x, y) \in (0, 1) \times D \times D.
\]

Using (3.18), for any \((t, x, y), (t, x', y) \in (0, T_0) \times D' \times D \), we have

\[
| \partial_{x_j} p^n_D(t, x, y) - \partial_{x_j} p^n_D(t, x', y) | = | \sum_{k \geq 0} (\partial_{x_j} J_{k+1}(t, x, y) - \partial_{x_j} J_{k+1}(t, x', y)) | 
\leq c_4 |x - x'|^{\alpha_0} s^{-\frac{d+1+\alpha_0}{2}} (e^{-\frac{c_2(1-\alpha_0)|x-x'|^2}{4s}} + e^{-\frac{c_2(1-\alpha_0)|x'-y'|^2}{4s}}). \tag{3.20}
\]

Note that \( c_4 \) is independent of \( n \), and that \( \nabla x p^n_D(t, x, y) \) converges to \( \nabla x p_D(t, x, y) \) by Theorem 4.5 in [14]. Thus letting \( n \rightarrow \infty \) in (3.20), we obtain that (3.19) is valid for \((t, x, y), (t, x', y) \in (0, T_0) \times D' \times D \). Hence together with the continuity of \( p^n_D(t, x, y) \) on \((0, \infty) \times D \times D \), we have \( p^n_D(t, \cdot, y) \in C_1(D) \) for \((t, y) \in (0, T_0) \times D \), which deduce that (3.19) is also valid for \((t, x, y), (t, x', y) \in (0, T_0) \times D' \times D \).

Finally we prove (3.15). Following from \( p^n_D(t, \cdot, y) \in C_1(D) \) for \((t, y) \in (0, T_0) \times D \) and Chapman-Kolmogorov equation, it is easy to see that \( p^n_D(t, \cdot, y) \in C_1(D) \) for \((t, y) \in (0, \infty) \times D \).

Moreover, by (3.3) and (3.19), for any \((t, x, y), (t, x', y) \in [T_0, \infty) \times D \times D \) and \( 1 \leq j \leq d \),

\[
| \partial_{x_j} p^n_D(t, x, y) - \partial_{x_j} p^n_D(t, x', y) | 
= \int_D |(\partial_{x_j} p^n_D(t, x, z) - \partial_{x_j} p^n_D(t, x', z))| p^n_D(t - T_0, z, y) dz 
\leq \int_D c_4 |x - x'|^{\alpha_0} s^{-\frac{d+1+\alpha_0}{2}} (e^{-\frac{c_2(1-\alpha_0)|x-x'|^2}{4s}} + e^{-\frac{c_2(1-\alpha_0)|x'-y'|^2}{4s}}) M_F(T_0) e^{-M_\epsilon(T_0)(t-T_0)} M(D) |x - x'|^{\alpha_0} dz 
\leq c_4(T_0)^{-\frac{d+1+\alpha_0}{2}} M_F(T_0) e^{-M_\epsilon(T_0)(t-T_0)} M(D) |x - x'|^{\alpha_0}. \]
Hence together with (3.19), we obtain (3.15). 

Lemma 3.4 Assume \( \pi \in \mathcal{K}_{d,\alpha} \) for some \( 0 < \alpha \leq 2 \), then for any \( x, x_1 \in \mathbb{R}^d \) and \( r > 0 \),

\[
\int_{B_r(x_1)} |x - y|^{\alpha - d} |\pi|(dy) \leq 2M_\pi^\alpha(r).
\]

Proof: Without loss of generality, we may assume \( x_1 = 0 \).

If \( r \leq \frac{|x_1|}{2} \), then for any \( y \in B_r(0) \), \( |x - y|^{\alpha - d} \leq |y|^{\alpha - d} \). Hence

\[
\int_{B_r(0)} |x - y|^{\alpha - d} |\pi|(dy) \leq \int_{B_r(0)} |y|^{\alpha - d} |\pi|(dy) \leq M_\pi^\alpha(r).
\]

If \( r > \frac{|x_1|}{2} \) and \( y \in B_r(0) \setminus B_r(x) \), then \( |x - y|^{\alpha - d} \leq |y|^{\alpha - d} \). Hence

\[
\int_{B_r(0)} |x - y|^{\alpha - d} |\pi|(dy) \leq \int_{B_r(0) \setminus B_r(x)} |y|^{\alpha - d} |\pi|(dy) + \int_{B_r(0) \setminus B_r(x)} |x - y|^{\alpha - d} |\pi|(dy)
\]

\[
\leq \int_{B_r(0)} |y|^{\alpha - d} |\pi|(dy) + \int_{B_r(x)} |x - y|^{\alpha - d} |\pi|(dy) \leq 2M_\pi^\alpha(r).
\]

Recall that \( H_n \) is defined in (3.5) and we have the following proposition:

Proposition 3.2 Fix a constant \( c > M_5 \), where \( M_5 \) is the constant appeared in (2.2). Then for any signed measure \( \pi \in \mathcal{K}_{d,2} \) with compact support, there exists a unique CAF \( B_t = B_t^+ - B_t^- \) associated with the measure \( \pi \) in the sense that, \( B_t^+ \) and \( B_t^- \) are positive CAFs such that for any \( x \in \mathbb{R}^d \),

\[
E_x \left[ \int_0^\infty e^{-ct} dB_t^+ \right] = \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^+(dy) dt, \quad (3.21)
\]

\[
E_x \left[ \int_0^\infty e^{-ct} dB_t^- \right] = \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^-(dy) dt. \quad (3.22)
\]

Moreover, for any \( x \in \mathbb{R}^d \) and constant \( T > 0 \),

\[
\lim_{n \to \infty} \sup_{t \leq T} |B_t - \int_0^t H_n(X_s) ds| = 0, \text{ in } P_x, \quad (3.23)
\]

and if \( x \in D \), then \( B_{\tau_D} \) is integrable w.r.t. \( P_x \) and

\[
E_x[B_{\tau_D}] = \int_0^\infty \int_D p^D(t, x, y) \pi(dy) dt. \quad (3.24)
\]

Proof: Suppose that \( \text{supp } \pi \subset B_r(0) \) for some \( r > 0 \). Set \( H_n^+(x) := \int_{\mathbb{R}^d} \psi_n(x - y) \pi^+(dy) \) and \( H_n^-(x) := \int_{\mathbb{R}^d} \psi_n(x - y) \pi^-(dy) \).

We will first show that

\[
\lim_{n \to \infty} \sup_{x \in \mathbb{R}^d} \left| \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^+(dy) dt - \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) H_n^+(y) dy dt \right| = 0. \quad (3.25)
\]
Note that \( \int_{-\infty}^{\infty} t^{-\frac{d}{2}} e^{-\frac{M|x-y|^2}{2t}} dt \leq c_1 |x-y|^{2-d} \) for some \( c_1 > 0 \) and \( \pi^+ \in K_{d,2} \). Using (2.2) and Lemma 3.4, we have that for any \( T > 0 \),

\[
\sup_{x \in \mathbb{R}^d} \int_{T}^{\infty} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^+(dy) dt \\
\leq \sup_{x \in \mathbb{R}^d} \int_{T}^{\infty} \int_{\mathbb{R}^d} M_4 e^{(M_5-c)T} t^{-\frac{d}{2}} e^{-\frac{M|x-y|^2}{2t}} \pi^+(dy) dt \\
\leq M_4 e^{(M_5-c)T} \sup_{x \in \mathbb{R}^d} \int_{0}^{\infty} t^{-\frac{d}{2}} e^{-\frac{M|x-y|^2}{2t}} dt \pi^+(dy) \\
\leq M_4 e^{(M_5-c)T} \sup_{x \in \mathbb{R}^d} \int_{B_r(0)} |x-y|^{2-d} \pi^+(dy) \\
\leq 2M_4 e^{(M_5-c)T} c_1 \sup_{x \in \mathbb{R}^d} \int_{B_r(0)} |x-y|^{2-d} \pi^+(dy) \\
\leq 2M_4 e^{(M_5-c)T} c_1 M_{\pi^+}^2(r).
\]

Since \( \text{supp} \ H_n^+ \subset B_{r+1}(0) \) and \( M_{\pi^+}^2 (r + 1) \leq M_{\pi^+}^2 (r + 1) \) by (3.6), we similarly have

\[
\sup_{n \geq 1} \sup_{x \in \mathbb{R}^d} \int_{T}^{\infty} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) H_n^+(dy) dt \\
\leq 2M_4 e^{(M_5-c)T} c_1 M_{\pi^+}^2 (r + 1).
\]

It follows that

\[
\lim_{T \to \infty} \sup_{n \geq 1} \sup_{x \in \mathbb{R}^d} \int_{T}^{\infty} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^+(dy) dt = 0, \\
\lim_{T \to \infty} \sup_{n \geq 1} \sup_{x \in \mathbb{R}^d} \int_{T}^{\infty} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) H_n^+(dy) dt = 0.
\]

On the other hand, taking into account Remark 2.1 (i), (2.2) and (3.7), we can show that

\[
\lim_{\delta \to 0} \sup_{n \geq 1} \sup_{x \in \mathbb{R}^d} \int_{0}^{\delta} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^+(dy) dt = 0, \\
\lim_{\delta \to 0} \sup_{n \geq 1} \sup_{x \in \mathbb{R}^d} \int_{0}^{\delta} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) H_n^+(dy) dt = 0.
\]

Fix \( \delta < T \). For any \( R > 1 \), note that if \( x \in B_{r+4R}(0)^c \), then \( \pi^+ \cup \text{supp} \ H_n^+ \subset \{ y : |x-y| \geq 3R \} \). Then similar to the proof of Lemma 3.5 in [14], we have

\[
\lim_{R \to \infty} \sup_{n \geq 1} \sup_{x \in B_{r+4R}(0)^c} \left\{ \int_{\delta}^{T} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^+(dy) dt + \int_{\delta}^{T} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) H_n^+(dy) dt \right\} \\
\leq \lim_{R \to \infty} \sup_{n \geq 1} \sup_{x \in B_{r+4R}(0)^c} \left\{ \int_{\{y:|x-y| \geq 3R\}}^{\{y:|x-y| \geq 3R\}} e^{-\frac{M|x-y|^2}{2t}} \pi^+(dy) dt \\
+ \int_{\{y:|x-y| \geq 3R\}}^{\{y:|x-y| \geq 3R\}} e^{-\frac{M|x-y|^2}{2t}} H_n^+(dy) dt \right\} \\
\leq c_2 M_4 T \lim_{R \to \infty} \sup_{x \in \mathbb{R}^d} \int_{\{y:|x-y| \geq R\}} e^{-\frac{M|x-y|^2}{2t}} \pi^+(dy) = 0,
\]

where \( c_2 > 0 \) is some constant, and the last equality follows from Proposition 2.2 in [14]. Thus, for any given \( \varepsilon > 0 \), we can choose \( R \) sufficiently large so that

\[
\sup_{n \geq 1} \sup_{x \in B_{r+4R}(0)^c} \left\{ \int_{\delta}^{T} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) \pi^+(dy) dt + \int_{\delta}^{T} e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) H_n^+(dy) dt \right\} \leq \varepsilon.
\]
Since $f(x, y) := \int_\delta^T e^{-ct} p(t, x, y)dt$ is continuous in $B_{r+4R}(0) \times B_{r+1}(0)$, by Lemma 3.3 in [14] we have

$$
\lim_{n \to \infty} \sup_{x \in B_{r+4R}(0)} \left| \int_\delta^T e^{-ct} \int_{\mathbb{R}^d} p(t, x, y)\pi^+(dy)dt - \int_\delta^T e^{-ct} \int_{\mathbb{R}^d} p(t, x, y)H^+_n(y)dydt \right|
= \lim_{n \to \infty} \sup_{x \in B_{r+4R}(0)} \left| \int_{B_{r+1}(0)} f(x, y)\pi^+(dy) - \int_{B_{r+1}(0)} f(x, y)H^+_n(y)dy \right| = 0.
$$

(3.29)

Since $\varepsilon$ is arbitrary, combining (3.20)-(3.29), we obtain

$$
\lim_{n \to \infty} \sup_{x \in \mathbb{R}^d} \left| \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y)\pi^+(dy)dt - \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y)H^+_n(y)dydt \right| = 0,
$$

which is the desired claim (3.25).

Obviously, $\int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y)H^+_n(y)dydt = E_x[\int_0^\infty e^{-ct} H^+_n(X_t)dt]$ is a bounded continuous $c$-excessive function. Hence by (3.25), Theorem IV.2.13 and Theorem IV.3.13 in [3], there exists a unique positive CAF $B_t^+$ such that for any $x \in \mathbb{R}^d$, (3.21) holds. Similarly there exists a unique positive CAF $B_t^-$ satisfying (3.22). Hence there exists a unique CAF $B_t := B_t^+ - B_t^-$ is associated with $\pi$.

Next we prove (3.23).

Note that (3.21) and (3.25) imply

$$
\lim_{n \to \infty} \sup_{x \in \mathbb{R}^d} |E_x[\int_0^\infty e^{-ct} dB_t^+] - E_x[\int_0^\infty e^{-ct} H^+_n(X_t)dt]| = 0.
$$

(3.30)

Similarly, we have

$$
\lim_{n \to \infty} \sup_{x \in \mathbb{R}^d} |E_x[\int_0^\infty e^{-ct} dB_t^-] - E_x[\int_0^\infty e^{-ct} H^-_n(X_t)dt]| = 0.
$$

(3.31)

Combining (3.30), (3.31) with Lemma 3.10 in [2] we deduce that

$$
\lim_{n \to \infty} \sup_{x \in \mathbb{R}^d} \left| \sup_{t > 0} \int_0^t e^{-cs} dB_s - \int_0^t e^{-cs} H_n(X_s)ds \right|^2 = 0.
$$

Consequently (3.23) holds.

Finally we will show (3.24).

Note that by Fubini’s theorem,

$$
\sup \int_{n \geq 1} |H_n(y)|dy \leq \sup \int_{n \geq 1} \int_{\mathbb{R}^d} \psi_n(y - x)|\pi|(dx)dy = |\pi|(B_r(0)).
$$

Hence by (3.9), for any $T \geq 1$, we have

$$
\sup_{n \geq 1} \sup_{x \in \mathbb{R}^d} \int_T^\infty \int_D p^D(t, x, y)\pi(dy)dt + \int_T^\infty \int_D p^D(t, x, y)H_n(y)dydt \leq M_7(1)\int_T^\infty e^{-M_8(1)t}dt(\sup_{n \geq 1} \int_D |H_n(y)|dy + |\pi|(B_r(0)))
\leq 2M_7(1)|\pi|(B_r(0))e^{-M_8(1)T}M_8(1).
$$
Using the above bound and the fact that $p^D(t, x, y)$ is continuous on $(0, \infty) \times \overline{D} \times \overline{D}$, and following the same arguments as in the proof of (3.25), we obtain

$$
\lim_{n \to \infty} \sup_{x \in \overline{D}} \left| \int_0^\infty \int_D p^D(t, x, y)\pi(dy)dt - \int_0^\infty \int_D p^D(t, x, y)H_n(y)dydt \right| = 0. \quad (3.32)
$$

Set $\tilde{H}_n(x) := H_n^+(x) + H_n^-(x)$. By (3.32), (3.33) and Lemma 3.4, we have

$$
\sup_{n \geq 1} \sup_{x \in \overline{D}} \int_0^\infty \int_D p^D(t, x, y)\tilde{H}_n(y)dydt \\
\leq M_{13} \sup_{n \geq 1} \sup_{x \in \mathbb{R}^d} \int_{B_{r+1}(0)} t^{-d}e^{-\frac{M_{10}\|x-y\|^2}{2}}dt\tilde{H}_n(y)dy \\
\leq M_{13} \sup_{n \geq 1} \sup_{x \in \mathbb{R}^d} \int_{B_{r+1}(0)} c_3 |x-y|^{2-d}\tilde{H}_n(y)dy \\
\leq 2M_{13}c_3M_2^r(r+1) < \infty,
$$

for some $c_3 > 0$.

By (3.32), (3.33) and the strong Markov property of $X$, we see that

$$
\sup_{n \geq 1} \sup_{\{\tau: \text{stopping time}\}} E_x[\int_\tau^\infty \tilde{H}_n(X^D_s)ds | \mathcal{F}_\tau] < \infty,
$$

$$
\lim_{n,m \to \infty} \sup_{\{\tau: \text{stopping time}\}} |E_x[\int_\tau^\infty H_n(X^D_s)ds - \int_\tau^\infty H_m(X^D_s)ds]| \mathcal{F}_\tau] = 0.
$$

Combining this with Proposition I.6.14 in [1], we deduce that for $x \in \overline{D}$,

$$
\lim_{n,m \to \infty} E_x[|\int_0^{\tau_{D}} H_n(X_s)ds - \int_0^{\tau_{D}} H_m(X_s)ds|^2] \\
\leq \lim_{n,m \to \infty} E_x[\sup_{t>0} |\int_0^t H_n(X^D_s)ds - \int_0^t H_m(X^D_s)ds|^2] = 0. \quad (3.34)
$$

On the other hand, $P_x(\tau_{D} < \infty) = 1$ follows from Lemma 3.1. Thus by (3.32),

$$
\lim_{n \to \infty} \int_0^{\tau_D} H_n(X_s)ds = B_{\tau_D}, \text{ in } P_x.
$$

In view of (3.32) and (3.34), we can conclude that $B_{\tau_D}$ is integrable and (3.24) holds. $\blacksquare$

**Remark 3.1** From the proof of the above proposition, we see that $A_i^t$ is the CAF associated with $\mu_i$ for each $1 \leq i \leq d$, where $(A_1^t, A_2^t, \ldots, A_d^t) = A_t$.

The proof of the following result is straightforward. We omit it.

**Proposition 3.3** Let the signed measure $\pi$ and CAF $B_t$ be given as in Proposition 3.2. For any bounded measurable function $f$ in $\mathbb{R}^d$, denote by $\tilde{B}_t$ the CAF associated with $f(x)\pi(dx)$. Then for $x \in \mathbb{R}^d$, we have $P_x$-a.e.

$$
\tilde{B}_t = \int_0^t f(X_s)dB_s, \quad \forall t > 0.
$$

The following result is a generalization of the Kahamiskii’s inequality.
Lemma 3.5 Let $U_t$, $t \geq 0$, be a positive CAF of $X$ and $\tau$ a constant or a hitting time. Assume $\beta := \sup_{x \in \mathbb{R}^d} E_x[U_\tau] < \infty$. Then for any $n \geq 1$,

$$\sup_{x \in \mathbb{R}^d} E_x[U^n_\tau] \leq n!\beta^n. \quad (3.35)$$

Moreover if $\beta < 1$, then

$$\sup_{x \in \mathbb{R}^d} E_x[e^{U_\tau}] \leq \frac{1}{1 - \beta}. \quad (3.36)$$

Proof: (3.36) immediately follows from (3.35). We will prove (3.35) by induction.

Obviously, (3.35) holds for $n = 1$.

Assume now (3.35) holds for $n = k$. Let $\bar{U}_t$ denote the optional projection of the process $(U_t \circ \theta_t)^k$. Then by the definition of the optional projection and the strong Markov property of $X$, for any bounded stopping time $\sigma$,

$$\bar{U}_\sigma = E_x[(U_\tau \circ \theta_\tau)^k | F_\sigma] = E_x[U_k^{\tau}] \leq k!\beta^k, \quad P_x-a.e. \quad (3.37)$$

Since $\bar{U}_t$ is an optional process, it follows from (3.37) and Theorem 4.10 in [11] that $P_x-a.e.$

$$\bar{U}_t \leq k!\beta^k, \quad \forall t \geq 0. \quad (3.38)$$

Noting that $\tau \leq t + \tau \circ \theta_t$ on $\{t < \tau\}$, we have

$$U_\tau - U_t \leq U_{t+\tau \circ \theta_t} - U_t = U_\tau \circ \theta_t.\quad \text{By virtue of (3.38) and Theorem 5.13 in [11], we have}$$

$$E_x[U^{k+1}_\tau] = (k + 1)E_x[\int_0^\tau (U_\tau - U_t)^k dU_t]$$

$$\leq (k + 1)E_x[\int_0^\tau (U_\tau \circ \theta_t)^k dU_t]$$

$$= (k + 1)E_x[\int_0^\tau \bar{U}_t dU_t]$$

$$\leq (k + 1)!\beta^k E_x[U_\tau] \leq (k + 1)!\beta^{k+1}.\quad \text{We have proved (3.35) by induction. \quad \blacksquare}$$

Proposition 3.4 Let the signed measure $\pi$ and CAF $B_t$ be given as in Proposition 3.2. $|B_t|$ denotes the total variation of $B_t$. Then for $T, c > 0$ and $n \geq 1$,

$$E_x[|B_T|] = \int_0^T \int_{\mathbb{R}^d} p(t, x, y) |\pi|(dy)dt, \quad (3.39)$$

$$\sup_{x \in \mathbb{R}^d} E_x[|B_T^+_n|] < \infty, \quad (3.40)$$

$$\sup_{x \in \mathbb{R}^d} E_x[|e^{c|B_T|}] < \infty, \quad (3.41)$$

$$\lim_{t \to 0} \sup_{x \in \mathbb{R}^d} E_x[|e^{c|B_t|}] = 1. \quad (3.42)$$

Proof: Let $E := \text{supp} \pi^+$, $B^+_t$ and $B^-_t$ denote the CAFs associated with $\pi^+$ and $\pi^-$ respectively. By Proposition 3.3

$$E_x[\int_0^\infty e^{-ct} I_E(X_t) dB_t^+] = \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y) I_E(y)\pi^-(dy)dt = 0.$$
Hence $P_x$-a.e.,

$$
\int_0^t I_E(X_s)dB_s = 0, \forall t > 0,
$$

which implies $\int_0^t I_E(X_s)dB_s$ is a positive CAF. Combining this with the fact that

$$
E_x\left[ \int_0^\infty e^{-ct} I_E(X_t)dB_t \right] = \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y)I_E(y)\pi^+(dy)dt
= \int_0^\infty e^{-ct} \int_{\mathbb{R}^d} p(t, x, y)\pi^+(dy)dt,
$$

we have $\int_0^t I_E(X_s)dB_s = B_t^+$. Similarly we have $\int_0^t I_E(X_s)dB_s = -B_t^-$. Hence $|B|_t = B_t^+ + B_t^-$, which is the CAF associated with $|\pi|$. Similar to the proof of (3.24), we have

(3.39). (3.40) - (3.42) follow from Lemma 3.5 and (3.39).

Let $\pi \in \mathbf{K}_{d,1}$. For any $r > 0$ and $x_0 \in \mathbb{R}^d$, recall that $q^{B_{r}(x_0)}(t, x, y)$ is the transition density of the killed Brownian motion $W^{B_{r}(x_0)}$. Define $R_{B_{r}(x_0)}\pi(x) := \int_0^\infty \int_{B_r(x_0)} q^{B_{r}(x_0)}(t, x, y)\pi(dy)dt$ and the measure $\mathfrak{B}_{B_{r}(x_0)}\pi := (\nabla R_{B_{r}(x_0)}\pi) \cdot \mu_{B_{r}(x_0)}$, where $\mu_{B_{r}(x_0)}(dx) := I_{B_{r}(x_0)}(x)\mu(dx)$.

**Lemma 3.6** There exist constants $M_{16} > 0$ and $r_0 < 1$, depending on $\mu$ only via the function $\max_{1 \leq i \leq d} M_{\mu_i}^1(\cdot)$, such that for any $\pi \in \mathbf{K}_{d,1}$, $r \leq r_0$ and $x_0 \in \mathbb{R}^d$,

$$
\sup_{x \in B_r(x_0)} |\nabla R_{B_{r}(x_0)}\pi(x)| \leq M_{16} M_\pi^1(r),
$$

$M_{\mathfrak{B}_{B_{r}(x_0)}\pi}^1(r) \leq \frac{1}{2} M_\pi^1(r)$.

**Proof:** By Theorem VI.2.1 in [8] and Lemma 6.1 in [14], there exist constants $c_i > 0$, $1 \leq i \leq 3$, such that

$$
|\nabla_x q^{B_{1}(0)}(t, x, y)| \leq c_1 t^{-\frac{d+1}{2}} e^{-\frac{c_2|x-y|^2}{2t}}, \forall (t, x, y) \in (0, 2] \times B_1(0) \times B_1(0),
$$

$$
q^{B_{1}(0)}(t, x, y) \leq c_1 e^{-c_3 t}, \forall (t, x, y) \in [1, \infty) \times B_1(0) \times B_1(0).
$$

Similar to (3.42), we can find a $c_4 > 0$ such that

$$
|\nabla_x q^{B_{1}(0)}(t, x, y)| \leq c_4 t^{-\frac{d+1}{2}} e^{-\frac{c_5|x-y|^2}{2t}}, \forall (t, x, y) \in (0, \infty) \times B_1(0) \times B_1(0).
$$

(3.43)

For $x_0 \in \mathbb{R}^d$ and $r < 1$, set $B_r := B_r(x_0)$. By the scaling property of the Brownian motion, it is known that $q^{B_r}(t, x, y) = r^{-d} q^{B_{1}(0)}(\frac{t}{r}, \frac{x-x_0}{r}, \frac{y-x_0}{r})$. Hence (3.42) yields

$$
|\nabla_x q^{B_r}(t, x, y)| \leq c_4 t^{-\frac{d+1}{2}} e^{-\frac{c_5|x-y|^2}{2t}}, \forall (t, x, y) \in (0, \infty) \times B_r \times B_r.
$$

Hence by Lemma 3.4, we have

$$
\sup_{x \in B_r} |\nabla R_{B_{r}}\pi(x)| \leq \sup_{x \in B_r} \int_0^\infty \int_{B_r} |\nabla_x q^{B_r}(t, x, y)||\pi|(dy)dt
\leq \sup_{x \in \mathbb{R}^d} \int_0^\infty \int_{B_r} c_4 t^{-\frac{d+1}{2}} e^{-\frac{c_5|x-y|^2}{2t}} dt|\pi|(dy)
\leq \sup_{x \in \mathbb{R}^d} \int_{B_r} c_4 c_5 |x-y|^{1-d}|\pi|(dy)
\leq 2c_4 c_5 M_{\pi}^1(r).
$$
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for some $c_5 > 0$.

Take $r_0 > 0$, such that $\sum_{1 \leq i \leq d} M_{\mu_i}^1(r_0) \leq \frac{1}{4c_4c_5}$. Then for any $r \leq r_0$,

$$M_{\mathcal{B}_r, \pi}^1(r) \leq \sup_{x \in \mathcal{B}_r} |\nabla R_{\mathcal{B}_r, \pi}(x)| \sum_{1 \leq i \leq d} M_{\mu_i}^1(r)$$

$$\leq 2c_4c_5 M_\pi^1(r) \sum_{1 \leq i \leq d} M_{\mu_i}^1(r)$$

$$\leq \frac{1}{2} M_\pi^1(r).$$

\[\blacksquare\]

4 Case for $\nu=0$

In this section, we will establish the existence and uniqueness of solution to the following boundary problem:

$$\begin{cases}
\frac{1}{2} \Delta u + \nabla u \cdot \mu = -\rho, \quad \forall x \in D, \\
u(x)|_{\partial D} = \varphi(x), \quad \forall x \in \partial D.
\end{cases}$$

(4.1)

Recall that $\varphi \in C(\partial D)$. Set $\hat{u}(x) := \mathbb{E}_x[\varphi(X_{\tau_D})]$. We have the following result.

**Lemma 4.1** For any $x_0 \in \partial D$, we have

$$\lim_{D \ni x \to x_0} \hat{u}(x) = \hat{u}(x_0) = \varphi(x_0).$$

**Proof:** Set $\tilde{u}_0(x) := \mathbb{E}_x[\varphi(W_{\tau_D})]$. It is well known that $\tilde{u}_0$ is continuous on $\overline{D}$ and $\tilde{u}_0(x_0) = \varphi(x_0)$ for $x_0 \in \partial D$. For any $\delta > 0$ and $x \in D$, we have

$$\hat{u}(x) - \tilde{u}_0(x)$$

$$= \mathbb{E}_x[\hat{u}_0(X_{\tau_D})] - \tilde{u}_0(x)$$

$$= \mathbb{E}_x[\tilde{u}_0(X_{\tau_D}); \tau_D > \delta] + \mathbb{E}_x[\hat{u}_0(X_{\tau_D}) - \tilde{u}_0(x); \tau_D \leq \delta] - \tilde{u}_0(x)P_x(\tau_D > \delta)$$

$$\leq 2\|\hat{u}_0\|_{C(\overline{D})}P_x(\tau_D > \delta) + \mathbb{E}_x[\sup_{s \leq \delta} |\hat{u}_0(X_s) - \tilde{u}_0(x)|; \tau_D \leq \delta].$$

(4.2)

Fix $x_0 \in \partial D$. Since $(X_t, P_x)$ is strong Feller and $x_0$ is regular for $D^c$, similar to the proof of Proposition 4.4.1 in [6] we can show that $x \mapsto P_x(\tau_D > \delta)$ is upper semi-continuous in $\mathbb{R}^d$. Hence

$$\lim_{D \ni x \to x_0} P_x(\tau_D > \delta) = 0.$$  

(4.3)

For any $\varepsilon > 0$, since $\tilde{u}_0$ is uniformly continuous on $\overline{D}$, there exists a $\beta > 0$ such that for any $x, y \in \overline{D}$ with $|x - y| < \beta$, we have

$$|\tilde{u}_0(x) - \tilde{u}_0(y)| \leq \varepsilon.$$  

(4.4)
By Remark 3.1 (3.39) and the Doob’s inequality,
\[
\limsup_{\delta \to 0} \sup_{t \leq \delta} P_x[|X_t - x| \geq \beta]
\leq \limsup_{\delta \to 0} \sup_{t \leq \delta} P_x[|W_\delta| \geq \beta/2] + \limsup_{\delta \to 0} P_x[|A_\delta| \geq \beta/2]
\leq \frac{16}{\beta^2} \limsup_{\delta \to 0} E_x[|W_\delta|^2] + \frac{2}{\beta} \limsup_{\delta \to 0} E_x[|A_\delta|]
\leq \frac{16}{\beta^2} \limsup_{\delta \to 0} E_x[|W_\delta|^2] + \frac{2}{\beta} \limsup_{\delta \to 0} \sum_{1 \leq t \leq \delta} \int \int p(s, x, y) |\mu_t| (dy) ds = 0.
\]
Thus there exists a constant \( \delta > 0 \) such that
\[\sup_{x \in \mathbb{R}^d} P_x(\sup_{t \leq \delta} |X_t - x| \geq \beta) \leq \varepsilon.\]

Hence, in view of (1.4), for \( x \in D \),
\[E_x[\sup_{s \leq \delta} |\bar{u}_0(X_s) - \tilde{u}_0(x)|; \tau_D \leq \delta]
\leq E_x[\sup_{s \leq \delta} |\bar{u}_0(X_s) - \tilde{u}_0(x)|; \sup_{t \leq \delta} |X_t - x| \geq \beta] + E_x[\sup_{s \leq \delta} |\bar{u}_0(X_s) - \tilde{u}_0(x)|; \sup_{t \leq \delta} |X_t - x| < \beta]
\leq 2|\bar{u}_0|_{C(\overline{\Omega})} P_x[\sup_{t \leq \delta} |X_t - x| \geq \beta] + E_x[\sup_{t \leq \delta} |\tilde{u}_0(y) - \bar{u}_0(x)|; \sup_{t \leq \delta} |X_t - x| < \beta]
\leq 2\varepsilon |\bar{u}_0|_{C(\overline{\Omega})} + \varepsilon.\]

Combining (4.2), (4.3) with (4.5), we arrive at
\[
\lim_{D \ni x \to x_0} |\bar{u}(x) - \tilde{u}_0(x)| \leq 2\varepsilon |\bar{u}_0|_{C(\overline{\Omega})} + \varepsilon. \quad (4.6)
\]
Since \( \lim_{D \ni x \to x_0} \tilde{u}_0(x) = \varphi(x_0) = \bar{u}(x_0) \) by Lemma 3.1 letting \( \varepsilon \to 0 \) in (4.6), we see that \( \lim_{D \ni x \to x_0} \bar{u}(x) = \bar{u}(x_0) = \varphi(x_0). \)

Next we will show that \( \bar{u} \) is a weak solution to the problem:
\[
\begin{cases}
\frac{1}{2} \Delta \bar{u} + \nabla \bar{u} \cdot \mu = 0, & \forall x \in D, \\
\bar{u}(x)|_{\partial D} = \varphi(x), & \forall x \in \partial D.
\end{cases}
\]
To this end, we will approximate \( \bar{u} \) by approximate smooth functions.

Recall that \( X^n_t \) is defined in (3.3). Set \( \bar{u}_n(x) := E_x[\varphi(X^n_{\tau^n_D})] \), where \( \tau^n_D \) is the first exit time of \( X^n_t \). We are going to show that \( \bar{u}_n \to \bar{u} \) and \( \nabla \bar{u}_n \to \nabla \bar{u} \) uniformly on compact subsets of \( D \). This will be done in the following two lemmas.

**Lemma 4.2** For any \( x \in D \), we have
\[\lim_{n \to \infty} \bar{u}_n(x) = \bar{u}(x). \quad (4.7)\]

**Proof:** It is known from [2] and [14] that \( X^n_t \) converges in law to \( X_t \). Fix \( x \in D \). By Skorokhod’s representation theorem, there exist a probability space \( (\hat{\Omega}, \hat{P}_x) \) and a sequence
of diffusion processes \( \{\hat{X}^n \}_{n \geq 1} \) and \( \hat{X} \), which have the same distributions as \( \{X^n \}_{n \geq 1} \) and \( X \), such that \( \hat{X}^n \) converges to \( \hat{X} \) in the space \( C([0, \infty), \mathbb{R}^d) \) almost surely w.r.t. \( \hat{P}_x \).

We still use \( \tau_D \) and \( \tau^n_D \) to denote the first exit time of \( \hat{X} \) and \( \hat{X}^n \) respectively. Since for any Borel measurable \( A \subset \partial D \), \( \{ f \in C([0, \infty), \mathbb{R}^d) : f(e_j) \in A \} \in \mathcal{B}(C([0, \infty), \mathbb{R}^d)) \), where \( e_j := \inf\{ t > 0 : f(t) \notin D \} \), we have \( E_x[\varphi(X_{\tau_D})] = \hat{E}_x[\varphi(\hat{X}_{\tau_D})] \), where \( \hat{E}_x \) is the expectation w.r.t. \( \hat{P}_x \). The same is true for \( X^n \) and \( \hat{X}^n \), i.e. \( E_x[\varphi(X^n_{\tau^n_D})] = \hat{E}_x[\varphi(\hat{X}^n_{\tau^n_D})] \). Hence, to prove (4.7) is the same as to show that

\[
\lim_{n \to \infty} \hat{E}_x[\varphi(\hat{X}^n_{\tau^n_D})] = \hat{E}_x[\varphi(\hat{X}_{\tau_D})].
\] (4.8)

Since the transition density functions of \( \hat{X}_t \) and \( \hat{X}^n_t \) have Gaussian type two-sided estimates, by Lemma 3.1 we have

\[
\hat{P}_x(\tau^n_D < \infty) = \hat{P}_x(\tau_D < \infty) = 1.
\]

For \( l \geq 1 \), set \( C_l := \bigcup_{n \geq 1} \{ \omega \in \hat{\Omega} : \tau^n_D(\omega) > l \} \). Then

\[
\bigcap_{l \geq 1} C_l = \{ \omega \in \hat{\Omega} : \exists \ a \ sequence \ of \ n_k \uparrow \infty, \ s.t. \ \tau^n_D(\omega) > k \}, \ P_x - a.e..
\]

For any \( \omega \in \{ \tau^n_D < \infty \} \cap \{ \hat{X}^n \to \hat{X} \} \), there exists a constant \( T(\omega) < \infty \) such that \( \hat{X}(\omega, T(\omega)) \in \mathcal{D} \) and hence we can find an integer \( N(\omega) > 0 \) such that \( \hat{X}^n(\omega, T(\omega)) \in \mathcal{D} \) for any \( n \geq N(\omega) \). Thus, we have \( \tau^n_D(\omega) < T(\omega) \) for \( n \geq N(\omega) \). Therefore \( \{ \tau^n_D < \infty \} \cap \{ \hat{X}^n \to \hat{X} \} \subset \bigcap_{l \geq 1} C_l \). Consequently,

\[
\hat{P}_x(\bigcap_{l \geq 1} C_l) = 0. \quad (4.9)
\]

Set \( \hat{\Omega}_l := \bigcap_{k \geq 1} \{ \tau^k_D \leq l \} \cap \{ \hat{X}^n \to \hat{X} \} \cap \{ \tau_D = \tau^n_D < \infty \} \). Fix \( \omega \in \hat{\Omega}_l \). Since \( \hat{X}^n \) converges uniformly to \( \hat{X} \) over \([0, l]\) and \( \hat{X}^n_{\tau^n_D} \in \partial D \), we have \( \hat{X}_\tau \in \partial D \) for any limit point \( \tau \) of \( \{ \tau^n_D \}_{n \geq 1} \) and therefore \( \tau_D \leq \tau \). On the other hand, for any \( c > 0 \), since \( \tau^n_D(\omega) = \tau_D(\omega) \), there exists a \( t < \tau_D + c \) such that \( \hat{X}_t \in \mathcal{D} \). Thus, \( \hat{X}^n_{\tau^n_D} \in \mathcal{D} \) for any \( n \) sufficiently large. Hence \( \tau^n_D < t < \tau_D + c \), which yields \( \tau < \tau_D + c \). Let \( c \to 0 \) to deduce that \( \tau = \tau_D \). Thus we have proven that \( \lim_{n \to \infty} \tau^n_D(\omega) = \tau_D(\omega) \) for \( \omega \in \hat{\Omega}_l \). Since \( \hat{\Omega}_l \subset \bigcap_{n \geq 1} \{ \tau^n_D \leq l \} \), by the uniform convergence of \( \hat{X}^n \) over finite intervals, we deduce that

\[
\lim_{n \to \infty} \hat{X}_{\tau^n_D}^n(\omega) = \hat{X}_{\tau_D}(\omega), \ \forall \omega \in \hat{\Omega}_l.
\]

On the other hand, by the strong Markov property of \( \hat{X} \) and Lemma 3.1,

\[
\hat{P}_x(\tau^n_D \neq \tau_D) = \hat{P}_x(\tau^n_D > \tau_D) = \hat{E}_x[\hat{P}_{\hat{X}_{\tau^n_D}^n}(\tau^n_D > 0)] = 0.
\]

Together with (4.7), we conclude that \( \hat{P}_x(\bigcup_{l \geq 1} \hat{\Omega}_l) = 1 \). Hence

\[
\lim_{n \to \infty} \hat{X}_{\tau^n_D}^n(\omega) = \hat{X}_{\tau_D}(\omega), \ \hat{P}_x - a.e..
\]

which yields (4.8) due to the continuity of \( \varphi \).
It is well known that $\tilde{u}_n$ is the solution of the following equation:

\[
\begin{cases}
\frac{1}{2} \Delta \tilde{u}_n(x) + \nabla \tilde{u}_n(x) \cdot G_n(x) = 0, & \forall x \in D, \\
\tilde{u}_n(x)|_{\partial D} = \varphi(x), & \forall x \in \partial D.
\end{cases}
\]  

From the smoothness of $G_n$ and Theorem 6.17 in \cite{10} we know that $\tilde{u}_n \in C^\infty(D)$.

We have the following Lemma.

Lemma 4.3 Assume $\varphi \in C^{1,\alpha_0}(\partial D)$. Then $\tilde{u} \in C^1_b(D) \cap C(\overline{D})$ and for any compact subset $K \subset D$,

\[
\lim_{n \to \infty} \sup_{x \in K} |\nabla \tilde{u}_n - \nabla \tilde{u}(x)| = 0.
\]  

Moreover, if $\mu \in K_{d,1-\alpha_0}$ for each $1 \leq i \leq d$, then $\tilde{u} \in C^{1,\alpha_0}(\overline{D})$ and there exists a $c > 0$, depending on $\mu$ only via the function $\max_{1 \leq i \leq d} M^{1-\alpha_0}_i(\cdot)$, such that

\[
||\tilde{u}||_{C^{1,\alpha_0}(\overline{D})} \leq c ||\varphi||_{C^{1,\alpha_0}(\partial D)}.
\]

Proof: Recall that $p^{n,D}(t, x, y)$ is the transition density function of the killed process $X^{n,D}$.

Note that $\tilde{u}_0(x) = E_x[\varphi(W_{\tau_D})]$ is the solution of the Laplace’s equation:

\[
\begin{cases}
\frac{1}{2} \Delta \tilde{u}_0(x) = 0, & \forall x \in D, \\
\tilde{u}_0(x)|_{\partial D} = \varphi(x), & \forall x \in \partial D.
\end{cases}
\]

Since $\varphi \in C^{1,\alpha_0}(\partial D)$, it follows from Theorem 8.34 in \cite{10} that

\[
||\tilde{u}_0||_{C^{1,\alpha_0}(\overline{D})} \leq c_1 ||\varphi||_{C^{1,\alpha_0}(\partial D)} < \infty.
\]

for some constant $c_1 > 0$.

First we prove that for any compact subset $K \subset D$,

\[
\lim_{n \to \infty} \sup_{x \in K} \left| \int_0^\infty \int_D \partial_x p^{D}(s, x, y) \nabla \tilde{u}_0(y) \cdot \mu(dy)ds \\
- \int_0^\infty \int_D \partial_x p^{n,D}(s, x, y) \nabla \tilde{u}_0(y) \cdot G_n(y)dyds \right| = 0.
\]

(4.14)

Hereafter, set $|\mu| := \sum_{1 \leq i \leq d} |\mu^i|$. For $0 < \delta < 2 < T$, $1 \leq i \leq d$ and a compact subset
$D_e \subset D$ we have
\[
\sup_{x \in K} \int_0^\infty \int_D \partial_x p^D(s, x, y) \nabla \tilde{u}_0(y) \cdot \mu(dy) ds - \int_0^\infty \int_D \partial_x p_n^D(s, x, y) \nabla \tilde{u}_0(y) \cdot G_n(y) dy ds
\]
\[
\leq \sup_{x \in K} \int_0^\infty \int_D |\nabla \tilde{u}_0(y)| \left| \left| \partial_x p^D(s, x, y) \right| \left| \mu(dy) \right| + |\partial_x p_n^D(s, x, y)| |G_n(y)| dy \right| ds
\]
\[
+ \sup_{x \in K} \int_0^\delta \int_D \partial_x p^D(s, x, y) \nabla \tilde{u}_0(y) \cdot \mu(dy) ds - \int_0^\delta \int_D \partial_x p_n^D(s, x, y) \nabla \tilde{u}_0(y) \cdot G_n(y) dy ds
\]
\[
+ \sup_{x \in K} \int_0^\delta \int_{D \backslash D_e} |\nabla \tilde{u}_0(y)| \left| \left| \partial_x p^D(s, x, y) \right| \left| \mu(dy) \right| + |\partial_x p_n^D(s, x, y)| |G_n(y)| dy \right| ds
\]
\[
+ \sup_{x \in K} \int_0^\delta \int_{D_e} \partial_x p^D(s, x, y) \nabla \tilde{u}_0(y) \cdot \mu(dy) ds - \int_0^\delta \int_{D_e} \partial_x p_n^D(s, x, y) \nabla \tilde{u}_0(y) \cdot G_n(y) dy ds
\]
\[
+ \sup_{x \in K} \int_0^\delta \int_{D_e} (\partial_x p^D(s, x, y) - \partial_x p_n^D(s, x, y)) \nabla \tilde{u}_0(y) \cdot G_n(y) dy ds
\]
\[\vdots \]
\[:= I_1^n + I_2^n + I_3^n + I_4^n + I_5^n.\]

By (3.12) and Fubini’s theorem, for any $\varepsilon > 0$ there exists a $T > 2$ such that
\[
\sup_{n \geq 1} I_1^n \leq \sup_{y \in D} |\nabla \tilde{u}_0(y)| \int_T^\infty M_{11} e^{-M_{10}(1)s} ds \{ |\mu|(D) + \sup_{n \geq 1} x_1 \int_D \int_R^n \psi_n(y - x) |\mu|(dx) dy \}
\]
\[= \sup_{y \in D} |\nabla \tilde{u}_0(y)| 2M_{11} M_{8}(1)^{-1} e^{-M_{10}(1)T} |\mu|(D) \leq \varepsilon.\]

In view of (3.13), there exists a $\delta < 2$ such that
\[
\sup_{n \geq 1} I_2^n \leq \sup_{y \in D} |\nabla \tilde{u}_0(y)| \sup_{n \geq 1} \int_R^n \int \partial_x p^D(s, x, y) M_{12} s^{-\frac{d+1}{2}} e^{-\frac{M_{10}|x-y|^2}{2s}} (|\mu|(dy) + |G_n(y)| |dy| ds)
\]
\[= \sup_{y \in D} |\nabla \tilde{u}_0(y)| M_{12} \left\{ N_{M_{10}}^1(\delta) + \sup_{n \geq 1} \sum_{i \leq i \leq d} N_{G_n}^1(\delta) \right\} \leq \varepsilon.\]

For fixed $T$ and $\delta$, there exists a compact subset $D_e \subset D$ with a smooth boundary such that $(T - \delta)M_{12} \delta^{-\frac{d+1}{2}} |\mu|(D \backslash D_e) < \varepsilon$. Note that $|\mu|(\partial D) = 0$ and $|\mu|(\partial D_e) = 0$ by Lemma 3.2 in [14], thus,
\[
(T - \delta)M_{12} \delta^{-\frac{d+1}{2}} |\mu|(D \backslash D_e) + \lim_{n \to \infty} \int_{D \backslash D_e} |G_n(y)| dy
\]
\[\leq 2(T - \delta)M_{12} \delta^{-\frac{d+1}{2}} |\mu|(D \backslash D_e) < 2\varepsilon.
\]

Therefore, there exists a positive integer $N$ such that
\[
\sup_{n \geq N} I_3^n \leq \sup_{y \in D} |\nabla \tilde{u}_0(y)| \int_0^T M_{12} s^{-\frac{d+1}{2}} e^{-\frac{M_{10}|x-y|^2}{2s}} ds \sup_{n \geq N} \int_{D \backslash D_e} (|\mu|(dy) + |G_n(y)| dy)
\]
\[\leq \sup_{y \in D} |\nabla \tilde{u}_0(y)| (T - \delta)M_{12} \delta^{-\frac{d+1}{2}} \sup_{n \geq N} \{|\mu|(D \backslash D_e) + \int_{D \backslash D_e} |G_n(y)| dy\}
\]
\[\leq 2\varepsilon \sup_{y \in D} |\nabla \tilde{u}_0(y)|.\]
Since $\partial_x p^D(s, x, y)$ is continuous in $[\delta, T] \times K \times D_c$ by Theorem 4.6 in [13], $g(x, y) := \int_0^T \partial_x D(s, x, y)ds$ is also continuous in $K \times D_c$. It follows from Lemma 3.3 in [14] that
\[
\lim_{n \to \infty} I_1^n = \lim_{n \to \infty} \sup_{x \in K} \left| \int_{D_c} g(x, y) \cdot G_n(y)dy - \int_{D_c} g(x, y) \cdot \mu(dy) \right| = 0. \quad (4.19)
\]

By Theorem 4.5 in [14], we have
\[
\lim_{n \to \infty} I_5^n \leq \lim_{n \to \infty} \sup_{(s, x, y) \in [\delta, T] \times K \times D_c} |\partial_x p^D(s, x, y) - \partial_x p^{n, D}(s, x, y)|
\times (T - \delta) \sup_{y \in D_c} |\nabla \tilde{u}_0(y)| \sup_{n \geq 1} \int_D |G_n(y)|dy
= 0. \quad (4.20)
\]

Since $\varepsilon$ is arbitrary, we deduce (4.14) from (4.15)-(4.20).

Next we show that for any compact subset $K \subset D$,
\[
\lim_{n, m \to \infty} \sup_{x \in K} |\nabla \tilde{u}_n(x) - \nabla \tilde{u}_m(x)| = 0. \quad (4.21)
\]

Applying Ito’s formula to $\tilde{u}_0(X^n_t)$, we get that for $x \in D$,
\[
\tilde{u}_0(X^n_t) = \tilde{u}_0(x) + \int_0^t \nabla \tilde{u}_0(X^n_s) \cdot dW_s + \int_0^t \nabla \tilde{u}_0(X^n_s) \cdot G_n(X^n_s)ds, \forall t < \tau^n_D. \quad (4.22)
\]

Remembering that $\nabla \tilde{u}_0$ is bounded on $\overline{D}$ (see (4.13)) and $\tilde{u}_0 = \varphi$ on $\partial D$, we obtain from (4.22)
\[
\tilde{u}_n(x) = E_x[\tilde{u}_0(X^n_{\tau^n_D})]
= \tilde{u}_0(x) + E_x\left[\int_0^{\tau^n_D} \nabla \tilde{u}_0(X^n_s) \cdot G_n(X^n_s)ds\right]
= \tilde{u}_0(x) + E_x\left[\int_0^{\tau^n_D} \nabla \tilde{u}_0(X^n_s) \cdot G_n(X^n_s)ds\right]
= \tilde{u}_0(x) + \int_0^{\tau^n_D} \nabla \tilde{u}_0(y) \cdot G_n(y)dyds.
\]

This implies, in view of (3.13), that for $1 \leq i \leq d$ and $n \geq 1$,
\[
\partial_{x_i} \tilde{u}_n(x) = \partial_{x_i} \tilde{u}_0(x) + \int_0^{\tau^n_D} \int_D \partial_{x_i} p^{n, D}(s, x, y) \nabla \tilde{u}_0(y) \cdot G_n(y)dyds, \forall x \in D. \quad (4.23)
\]

Combining (4.23) with (4.14) we prove (4.21).

Using Lemma 4.1, Lemma 4.2 and (4.21), we conclude that $u \in C^1(D) \cap C(\overline{D})$ and $\nabla \tilde{u}_n$ uniformly converges to $\nabla \tilde{u}$ over compact subsets of $D$. Taking into accounts (4.14) and letting $n \to \infty$ in (4.23), we obtain
\[
\partial_{x_i} \tilde{u}(x) = \partial_{x_i} \tilde{u}_0(x) + \int_0^{\tau^n_D} \int_D \partial_{x_i} p^D(s, x, y) \nabla \tilde{u}_0(y) \cdot \mu(dy)ds, \forall x \in D. \quad (4.24)
\]
By (3.13), (4.13) and Lemma 3.4, this in particular implies that \( \partial_x \tilde{u}(x) \) is bounded in \( D \).

If \( \mu_i \in K_{d,1-\alpha_0} \) for each \( 1 \leq i \leq d \), by Proposition 3.1, Lemma 3.4, (4.13) and (4.24), it is easy to see that \( u \in C^{1,\alpha_0}(\overline{D}) \) and there exists a \( c_2 > 0 \), depending on \( \mu \) only via the function \( \max_{1 \leq i \leq d} M_{\mu_i-\alpha_0}(\cdot) \), such that for any convex subset \( D' \subset D \), \( x_0 \in D \) and \( x, x' \in \partial D' \),

\[
|\partial_x \tilde{u}(x) - \partial_x \tilde{u}(x')| \\
\leq \int_0^{\infty} \int_D |\partial_x p^D(t, x, y) - \partial_x p^D(t, x', y)||\nabla \tilde{u}_0(y)||\mu_1(dy)|dt + |\partial_x \tilde{u}_0(x) - \partial_x \tilde{u}_0(x')| \\
\leq M_{14}|x - x'|^{\alpha_0} \sup_{y \in D} |\nabla \tilde{u}_0(y)| \int_{B_{R_0}(x_0)} \int_0^{\infty} t^{-1/2} \left( e^{-\frac{M_{14}|x-y|^2}{2t}} + e^{-\frac{M_{14}|x'-y|^2}{2t}} \right) dt|\mu_1(dy) \\
+ |\partial_x \tilde{u}_0(x) - \partial_x \tilde{u}_0(x')| \\
\leq M_{14}|x - x'|^{\alpha_0} |\varphi||C^{1,\alpha_0}(\partial D)\sup_{x \in \partial D} \int_{B_{R_0}(x_0)} |x - y|^{1-\alpha_0 - d}|\mu_1(dy) + c_1|x - x'|^{\alpha_0} |\varphi||C^{1,\alpha_0}(\partial D) \\
\leq c_2|x - x'|^{\alpha_0} |\varphi||C^{1,\alpha_0}(\partial D),
\]

where \( R_0 \) is the diameter of \( D \) and \( c_3 > 0 \) is some constant depending only on \( d, \alpha_0 \) and \( M_{15} \). Therefore, combining with (3.13), (3.14) and Lemma 3.4 holds.

Let \( V_t \) denote the CAF associated with \( \rho \). Set \( \hat{u}(x) := E_x[V_{\tau_D}], K_n(x) := \int_{\mathbb{R}^d} \psi_n(x - y) \rho(dy) \) and \( \hat{u}_n(x) := E_x[\int_0^{\tau_D} K_n(X^s)ds] \). It is well known that \( \hat{u}_n \) is the solution of the following equation:

\[
\begin{cases}
\frac{1}{2} \Delta \hat{u}_n(x) + \nabla \hat{u}_n(x) \cdot G_n(x) = -K_n(x), & \forall x \in D, \\
\hat{u}_n(x)|_{\partial D} = 0, & \forall x \in \partial D.
\end{cases}
\tag{4.25}
\]

Due to the smoothness of \( G_n, K_n \) and Theorem 6.17 in [10] we know that \( \hat{u}_n \in C^\infty(D) \).

We have the following result.

**Lemma 4.4** \( \hat{u} \in C(\overline{D}) \cap C_b^1(D) \) and for any compact subset \( K \subset D \),

\[
\lim_{n \to \infty} \sup_{x \in \overline{K}} |\nabla \hat{u}_n - \nabla \hat{u}(x)| = 0. \tag{4.26}
\]

Moreover if for each \( 1 \leq i \leq d, \mu_i, \rho \in K_{d,1-\alpha_0}, \) then \( \hat{u} \in C^{1,\alpha_0}(\overline{D}) \) and there exists a \( c > 0 \), depending on \( \mu \) only via the function \( \max_{1 \leq i \leq d} M_{\mu_i-\alpha_0}(\cdot) \), such that

\[
||\hat{u}||_{C^{1,\alpha_0}(\overline{D})} \leq c M_{\rho}^{1-\alpha_0}(R_0). \tag{4.27}
\]

**Proof:** Fix \( x_0 \in \partial D \), we have \( \hat{u}(x_0) = 0 \) by Lemma 3.1. We now show that

\[
\lim_{D \ni x \to x_0} \hat{u}(x) = 0. \tag{4.28}
\]

By (3.24),

\[
\hat{u}(x) = E_x[V_{\tau_D}] = \int_0^{\infty} \int_D p^D(s, x, y) \rho(dy)ds. \tag{4.29}
\]
Using (3.14), it is easy to see that
\[
\sup_{x \in D} |E_x[V_{\tau_D}]| = \sup_{x \in D} \int_0^\infty \int_D p^D(s, x, y)\rho(dy)ds < \infty.
\]
Noting that \( \tau_D = t + \tau_D \circ \theta_t \) on \( \{\omega : t < \tau_D\} \), for \( x \in D \) and \( t > 0 \), we have
\[
|\hat{u}(x)| = |E_x[V_{\tau_D}; t < \tau_D] + E_x[V_{\tau_D}; t \geq \tau_D]|
= |E_x[V_{\tau_D} \circ \theta_t + V_t; t < \tau_D] + E_x[V_{\tau_D}; t \geq \tau_D]|
\leq |E_x[E_x[V_{\tau_D} \circ \theta_t|F_t] + V_t; t < \tau_D] + E_x||V_{\tau_D}; t \geq \tau_D]
\leq |E_x[E_x[V_{\tau_D}; t < \tau_D] + E_x||V_t; t < \tau_D] + E_x||V_t; t \geq \tau_D|
\leq P_x[t < \tau_D] \sup_{x \in \partial D} E_x[V_{\tau_D}] + E_x[V_t].
\]
By (3.14) and (3.39), we have
\[
\lim_{t \to 0} \sup_{x \in \partial D} E_x[V_t] = \lim_{t \to 0} \sup_{t \in \mathbb{R}^d} \int_0^t \int_D p^D(t, x, y)|\rho|(dy)dt = 0.
\]
This together with (4.3), (4.30) and (4.30) implies (4.28).

On the other hand, similar to (4.14), we have for any compact subset \( K \subset D \) and \( 1 \leq i \leq d, \)
\[
\lim_{n \to \infty} \sup_{x \in K} |\int_0^\infty \int_D p^nD(s, x, y)\rho(dy)ds - \int_0^\infty \int_D p^nD(s, x, y)K_n(y)dyds| = 0,
\]
\[
\lim_{n \to \infty} \sup_{x \in K} |\int_0^\infty \int_D \partial_x p^nD(s, x, y)\rho(dy)ds - \int_0^\infty \int_D \partial_x p^nD(s, x, y)K_n(y)dyds| = 0.
\]
Since \( \hat{u}_n(x) = \int_0^\infty \int_D p^nD(s, x, y)K_n(y)dyds \in C^1_b(D) \), combining (4.29) with (4.31), we prove both \( \hat{u} \in C^1_b(D) \) and (4.26).

Moreover if for each \( 1 \leq i \leq d, \mu_i, \rho \in K_{d,1-\alpha_0} \), then by Proposition 3.1, Lemma 3.4, (3.14), (4.14) and (4.29), it is easy to see that \( \hat{u} \in C^{1,\alpha_0}(D) \) and (4.27).

Now we are ready to give the following existence result.

**Theorem 4.1** Assume \( \varphi \in C^{1,\alpha_0}(\partial D) \). Let \( u(x) := E_x[\varphi(X_{\tau_D}) + V_{\tau_D}] \). Then \( u \in C^1_b(D) \) is a weak solution to Dirichlet boundary problem (4.7).

Moreover, if for each \( 1 \leq i \leq d, \mu_i, \rho \in K_{d,1-\alpha_0} \), then \( u \in C^{1,\alpha_0}(\overline{D}) \) and there exists a \( c > 0 \), depending on \( \mu \) only via the function \( \max_{1 \leq i \leq d} M^{1-\alpha_0}_{\mu_i}(\cdot) \), such that
\[
||u||_{C^{1,\alpha_0}(\overline{D})} \leq c(||\varphi||_{C^{1,\alpha_0}(\partial D)} + M^{1-\alpha_0}_{\rho}(R_0)).
\]

**Proof:** It is easy to see that \( u = \hat{u} + \hat{u} \in C(\overline{D}) \cap C^1_b(D) \) and \( u(x) = \varphi(x) \) on \( \partial D \) by Lemma 4.3 and Lemma 4.4. Set \( u_n(x) := \hat{u}_n(x) + \hat{u}_n(x) \), which are the solutions of the Dirichlet problems (4.10) and (4.25) respectively. Hence for any \( \phi \in C^2_0(D), \)
\[
\frac{1}{2} \sum_{i=1}^d \int_D \frac{\partial u_n(x)}{\partial x_i} \frac{\partial \phi(x)}{\partial x_i} dx - \sum_{i=1}^d \int_D \frac{\partial u_n(x)}{\partial x_i} \phi(x) \cdot G^i_n(x) dx = \int_D \phi(x)K_n(x)dx.
\]
Since $G_n(x)dx$ and $K_n(x)dx$ converge weakly to $\mu(dx)$ and $\rho(dx)$, then combining (4.11) and (4.20), letting $n \to \infty$ in (4.33), we obtain

$$
\frac{1}{2} \sum_{i=1}^{d} \int_{D} \frac{\partial u(x)}{\partial x_i} \frac{\partial \phi(x)}{\partial x_i} dx - \sum_{i=1}^{d} \int_{D} \frac{\partial u(x)}{\partial x_i} \phi(x) \mu_i(dx) = \int_{D} \phi(x) \rho(dx),
$$

which implies $u$ is a weak solution to Dirichlet boundary problem (4.1). Moreover by Lemma 4.3 and Lemma 4.4, if for each $1 \leq i \leq d$, $\mu_i, \rho \in K_{d,1-\alpha_0}$, then $u \in C^{1,\alpha_0}(\overline{D})$ and (4.32) holds.

Now we turn to the uniqueness of the solution of the problem (4.1).

**Lemma 4.5** Let $B_r := B_{x_0}(r) \subset D$, where $r \leq r_0$ and $r_0$ is defined in Lemma 3.6. Assume $\tilde{\varphi} \in C^{1,\alpha_0}(\partial B_r)$. Then there exists a unique weak solution $u$ to the following equation

$$
\begin{cases}
\frac{1}{2} \Delta u(x) + \nabla u(x) \cdot \mu(dx) = -\rho(dx), & \forall x \in B_r, \\
u(x)|_{\partial B_r} = \tilde{\varphi}(x), & \forall x \in \partial B_r,
\end{cases}
$$

satisfying $u \in C^1_b(B_r)$. Moreover $u$ is given by

$$u(x) = E_x[\tilde{\varphi}(X_{\tau_{B_r}}) + V_{\tau_{B_r}}].$$

**Proof:** By Lemma 3.2 in [14] we know that $|\mu|(\partial B_r) = 0$, hence existence of a solution to the problem (4.34) was given in Theorem 4.1. We just need to prove the uniqueness of the solution.

Assume $u_1, u_2 \in C^1_b(B_r)$ are two weak solutions to problem (4.34). Let $v = u_1 - u_2$. Then

$$
\begin{cases}
\frac{1}{2} \Delta v(x) = -\nabla v(x) \cdot \mu(dx), & \forall x \in B_r, \\
v(x)|_{\partial B_r} = 0, & \forall x \in \partial B_r,
\end{cases}
$$

We aim to prove $v = 0$.

Set the measure $\mu_{B_r}(dx) := I_{B_r}(x) \mu(dx)$. By Remark 3.1 and Proposition 3.3 it is seen that on $\{t \leq \tau_{B_r}\}$, $\int_{0}^{t} \nabla v(X_s) \cdot ds$ is the CAF associated with the measure $\nabla v(x) \cdot \mu_{B_r}(dx)$. Hence by Proposition 3.2 and Theorem 4.1 we know that $v_1(x) = \int_{0}^{\tau_{B_r}} \int_{B_r} q^{B_r}(s,x,y) \nabla v(y) \cdot \mu_{B_r}(dy) ds$ is the weak solutions to the following equation:

$$
\begin{cases}
\frac{1}{2} \Delta v_1(x) = -\nabla v(x) \cdot \mu_{B_r}(dx), & \forall x \in B_r, \\
v_1(x)|_{\partial B_r} = 0, & \forall x \in \partial B_r,
\end{cases}
$$

where $q^{B_r}(s,x,y)$ denotes the transition density function of the killed process $W^{B_r}$. According to the uniqueness of the solution to the above equation, we conclude that $v(x) = v_1(x) = \int_{0}^{\infty} \int_{B_r} q^{B_r}(s,x,y) \nabla v(y) \cdot \mu_{B_r}(dy) ds$ in $B_r$.

For $\pi \in K_{d,1}$, define $R\pi(x) := \int_{0}^{\infty} \int_{B_r} q^{B_r}(s,x,y) \pi(dy) ds$ and $\mathfrak{B} \pi := \nabla R\pi \cdot \mu_{B_r}$. Then for $x \in B_r$,

$$v(x) = R(\nabla v \cdot \mu_{B_r})(x)$$

$$= R(\nabla R(\nabla v \cdot \mu_{B_r}) \cdot \mu_{B_r})(x)$$

$$= R(\mathfrak{B}(\nabla v \cdot \mu_{B_r}))(x)$$

$$= R(\mathfrak{B}(\nabla R(\nabla v \cdot \mu_{B_r}))(x))$$

$$= R(\mathfrak{B}^2(\nabla v \cdot \mu_{B_r}))(x).$$
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By iterating we obtain $v(x) = R(\mathcal{B}^n(\nabla v \cdot \mu_{B_r}))(x)$ for any $n \geq 1$. By Lemma 3.6 we have
\[
\sup_{x \in B_r} |\nabla v(x)| = \sup_{x \in B_r} |\nabla R(\mathcal{B}^n(\nabla v \cdot \mu_{B_r}))(x)| \\
\leq M_{16}M_1^1(\mathcal{B}^n(\nabla v \cdot \mu_{B_r}))(r) \\
\leq 2^{-n} \sup_{x \in B_r} |\nabla v(x)|M_{16}M_1^1(r).
\]

Let $n \to \infty$ in (4.35) to obtain
\[|\nabla v(x)| = 0, \forall x \in B_r.
\]
Since $v \in C(\bar{B}_r)$ and $v = 0$ on $\partial B_r$, we conclude that $v = 0$ in $B_r$, which is the uniqueness of the solution to the problem (4.34).

Now we can state the main result in this section.

**Theorem 4.2** Assume $\mu, \rho \in K_{d-1-a_0}$ and $\varphi \in C^{1,\alpha}(\partial D)$. Then there exists a unique weak solution $u$ in $C^{1,\alpha}(D)$ to problem (4.1). Moreover the solution $u$ is given by
\[u(x) = E_x[\varphi(X_{\tau_D}) + V_{\tau_D}].\]

**Proof:** Existence was proved in Theorem 4.1. It remains to prove the uniqueness.

Suppose $u_1, u_2 \in C^{1,\alpha}(D)$ are two weak solutions to problem (4.1). Let $v = u_1 - u_2$.

Take a sequence of balls \( \{B_{r_n}(x_n)\}_{n \geq 1} \) that satisfies \( \bigcup_{n \geq 1} B_{r_n}(x_n) = D, B_{r_n}(x_n) \subset D \) and \( r_n \leq r_0 \) for each \( n \geq 1 \), where \( r_0 \) is defined in Lemma 3.6.

For any \( n \geq 1 \), set \( B_n := B_{r_n}(x_n) \). Note that $v$ satisfies the following equation:
\[
\begin{cases}
\frac{1}{2} \Delta v(x) + \nabla v(x) \cdot \mu(dx) = 0, & \forall x \in B_n, \\
v(x)|_{\partial B_n} = v(x), & \forall x \in \partial B_n.
\end{cases}
\]

Since $v \in C^{1,\alpha}(\partial B_n)$, by Lemma 4.5 we have $v(x) = E_x[v(X_{\tau_{B_n}})]$ for $x \in \bar{B}_n$.

Let us now consider $B_1 \cup B_2$. Let $x \in B_1$ and define a sequence of stoping times $\tau_k$ recursively as follows:
\[
\begin{align*}
\tau_0 &= 0, \\
\tau_{2k-1} &= \inf\{t > \tau_{2k-2} : X_t \in B_1^c\}, \\
\tau_{2k} &= \inf\{t > \tau_{2k-1} : X_t \in B_2^c\}.
\end{align*}
\]

By the strong Markov property of $X$, we have
\[E_x[v(X_{\tau_2})] = E_x[E_x[v(X_{\tau_2})|F_{\tau_1}]] = E_x[E_{X_{\tau_1}}(v(X_{\tau_{B_2}}))] = E_x[v(X_{\tau_1})] = v(x).
\]

Similarly, we get $E_x[v(X_{\tau_n})] = v(x)$ for $n \geq 1$. On the other hand, since $X_t$ is continuous, we can show $\lim_{n \to \infty} \tau_n = \tau_{B_1 \cup B_2} < \infty, P_x\text{-a.e.}$. Hence, we have $v(x) = \lim_{n \to \infty} E_x[v(X_{\tau_n})] = E_x[v(X_{\tau_{B_1 \cup B_2}})]$.

Repeating the same procedure, we have $v(x) = E_x[v(X_{\tau_{1 \leq k \leq n}})]$ for all $n \geq 1$. Since $\lim_{n \to \infty} \tau_{1 \leq k \leq n} \tau_i = \tau_D, P_x\text{-a.e.}$, it follows that
\[v(x) = \lim_{n \to \infty} E_x[v(X_{\tau_{1 \leq k \leq n}})] = E_x[v(X_{\tau_D})] = 0, \forall x \in B_1.
\]

The same will be valid for $x \in B_n$ for any fixed $n \geq 1$. Hence, $v(x) = 0$ for all $x \in D$. The desired uniqueness is proved. \qed
5 Case for $\nu \neq 0$

We now consider the following problem:

$$
\begin{cases}
\frac{1}{2} \Delta u + \nabla u \cdot \mu + \nu v = -\rho, & \forall x \in D,

u(x)|_{\partial D} = \varphi(x), & \forall x \in \partial D.
\end{cases}
$$

(5.1)

Let $L_t$ denote the CAF associated with $\nu$. Recall that $V_t$ is the CAF associated with $\rho$.

**Lemma 5.1** Assume that there exists a $x_0 \in D$ such that

$$
E_{x_0}[e^{L_{\tau_D}}] < \infty.
$$

Then we have

$$
\sup_{x \in D} E_x[e^{L_{\tau_D}}] < \infty,
$$

(5.2)

$$
\sup_{x \in D} E_x[\int_0^{\tau_D} e^{L_s} d|V|_s] < \infty.
$$

(5.3)

**Proof:** For any bounded Borel measurable function $f$ on $D$, define

$$
Q_t f(x) := E_x[e^{L_t} f(X_t); t < \tau_D].
$$

Then $Q_t, t > 0$, is a semigroup. We first show that $Q_t$ is strong Feller, i.e. for any bounded Borel measurable function $f$ on $D$,

$$
Q_t f(x) \in C_b(D).
$$

(5.4)

By the Markov property of $X^D$, for $0 < s < t$,

$$
Q_t f(x) = Q_s(Q_{t-s} f)(x) = E_x[Q_{t-s} f(X^D_s)] + E_x[(e^{L_s} - 1)Q_{t-s} f(X^D_s)].
$$

Hence

$$
|Q_t f(x) - E_x[Q_{t-s} f(X^D_s)]| \leq ||f||_{L_\infty} E_x[(e^{L_s} - 1)^2] \sup_{x \in D} E_x[e^{L_s}|f|].
$$

(5.5)

By (3.42), we get

$$
\lim_{s \to 0} \sup_{x \in \mathbb{R}^d} E_x[(e^{L_s} - 1)^2] = \lim_{s \to 0} \sup_{x \in \mathbb{R}^d} E_x[e^{2L_s}|f| - 1] = \lim_{s \to 0} \sup_{x \in \mathbb{R}^d} E_x[e^{2L_s}|f|] - 1 = 0.
$$

(5.6)

It follows from (3.41), (5.5) and (5.6) that

$$
\lim_{s \to 0} \sup_{x \in D} |Q_t f(x) - E_x[Q_{t-s} f(X^D_s)]| = 0.
$$

(5.7)

On the other hand, since $|Q_{t-s} f(x)| = |E_x[e^{L_{t-s}} f(X_{t-s}); t - s < \tau_D]| \leq ||f||_{L_\infty} E_x[e^{L_{t-s}}]$ is bounded in $D$ by (3.41), the strong Feller property of $X^D$ yields $E_x[Q_{t-s} f(X^D_s)] \in C_b(D)$. Together with (5.7) we prove (5.4).
Now we prove (5.2). For any open subset \( E \subset D \) and \( s > 0 \), by the Markov property of \( X_t \) we have

\[
\sup_{x \in \mathbb{R}^d} E_x[|L|_{\tau_E}] \leq \sup_{x \in \mathbb{R}^d} \sum_{n \geq 0} E_x[|L|_{(n+1)s} - |L|_{ns}; \tau_E > ns]
\leq \sup_{x \in \mathbb{R}^d} \sum_{n \geq 0} E_x[X_{ns}][|L|_s; \tau_E > ns]
\leq \sup_{x \in \mathbb{R}^d} E_x[|L|_s] \sup_{x \in \mathbb{R}^d} \sum_{n \geq 0} P_x[\tau_E > ns].
\]

By (3.39), we have

\[
\lim_{s \to 0} \sup_{x \in \mathbb{R}^d} E_x[|L|_s] = \lim_{s \to 0} \sup_{x \in \mathbb{R}^d} \int_0^s \int_{\mathbb{R}^d} p(t, x, y)|\nu|(dy)dt = 0.
\]

On the other hand, by (3.14), we have

\[
\sup_{x \in \mathbb{R}^d} \sum_{n \geq 0} P_x[\tau_E > ns]
\leq 1 + \sup_{x \in D} \sum_{n \geq 1} P_x[X_{ns} \in E]
\leq 1 + \sup_{x \in D} \sum_{n \geq 1} \int M_{13}(ns)^{-\frac{d}{2}} e^{-\frac{M_{10}|x-y|^2}{2ns}} dy
\leq 1 + M_{13}s^{-\frac{d}{2}} m(E) \sum_{n \geq 1} n^{-\frac{d}{2}}.
\]

Hence by (5.8)-(5.10), for any \( \varepsilon > 1 \), there exists a \( \delta > 0 \) such that for any open subset \( E \subset D \) with \( m(E) < \delta \), we have \( \sup_{x \in E} E_x[|L|_{\tau_E}] \leq 1 - \frac{1}{\varepsilon} \). This together with Lemma 3.5 gives

\[
\sup_{x \in E} E_x[e^{\varepsilon|L|_{\tau_E}}] \leq \varepsilon.
\]

Using (5.11) and the strong Feller property of \( Q_t, t > 0 \), following the same arguments as in the section 5.6 in [7] we obtain (5.2).

Next we show that

\[
\sup_{x \in D} E_x[\int_0^{\tau_D} e^{L_s} ds] < \infty.
\]

By Lemma 3.1 and (3.24), we have

\[
\inf_{x \in D} E_x[e^{L_{\tau_D}}] \geq \exp(- \sup_{x \in D} \int_0^{\infty} \int_D p_D(t, x, y)|\nu|(dy)dt) \geq c_1.
\]

for some constant \( c_1 > 0 \). Combining (5.2), (5.13) with Theorem 4.6 in [7] we obtain (5.12).

Finally we prove (5.3). In view of (3.39), we have

\[
\inf_{x \in D} E_x[e^{\inf_{t \leq 1} L_t}] \geq \exp(- \sup_{x \in D} \int_0^1 \int_{\mathbb{R}^d} p(t, x, y)|\nu|(dy)dt) \geq c_2,
\]

Using (5.11) and the strong Feller property of \( Q_t, t > 0 \), following the same arguments as in the section 5.6 in [7] we obtain (5.2).
for some constant $c_2 > 0$. By Cauchy-Schwarz inequality and Proposition 3.4

$$
\sup_{x \in \mathbb{R}^d} E_x [\int_0^1 e^{L_s} d|V_s|] \leq \sup_{x \in \mathbb{R}^d} E_x [e^{L_1}|V_1|]
$$

$$
\leq \sup_{x \in \mathbb{R}^d} (E_x [e^{2L_1}])^{1/2} \sup_{x \in \mathbb{R}^d} (E_x [|V|^2])^{1/2} \leq c_3 < \infty,
$$

for some constant $c_3 > 0$. Using (3.11), (5.2), (5.12), (5.14) and (5.15), we get

$$
\sup_{x \in D} E_x [\int_0^{\tau_D} e^{L_s} d|V_s|] \leq \sup_{x \in D} \sum_{n \geq 0} E_x [\int_0^{n+1} e^{L_s} d|V_s|; \tau_D > n]
$$

$$
= \sup_{x \in D} \sum_{n \geq 0} E_x [e^{L_n} E_{X_n} [\int_0^{1} e^{L_s} d|V_s|; \tau_D > n]]
$$

$$
\leq c_3 \sup_{x \in D} \sum_{n \geq 0} E_x [e^{L_n}; \tau_D > n]
$$

$$
\leq c^{-1}_2 c_3 \sup_{x \in D} \sum_{n \geq 0} E_x [e^{L_n} E_{X_n} [e^{\inf_{s \leq 1} L_s}; \tau_D > n]]
$$

$$
= c^{-1}_2 c_3 \sup_{x \in D} \sum_{n \geq 0} E_x [e^{\inf_{s \leq 1} L_{n+s}}; \tau_D > n]
$$

$$
\leq c^{-1}_2 c_3 \sup_{x \in D} E_x [\int_0^{\tau_D+1} e^{L_s} ds]
$$

$$
\leq c^{-1}_2 c_3 \sup_{x \in D} (E_x [\int_0^{\tau_D} e^{L_s} ds] + E_x [e^{L_{\tau_D}} E_{X_{\tau_D}} [\int_0^{1} e^{L_s} ds]])
$$

$$
\leq c^{-1}_2 c_3 \{ \sup_{x \in D} E_x [\int_0^{\tau_D} e^{L_s} ds] + \sup_{x \in D} E_x [e^{L_{\tau_D}} E_x [e^{L_1}] \sup_{x \in \mathbb{R}^d} E_x [e^{L_1}]] \} < \infty.
$$

\[\blacksquare\]

**Remark 5.1** When $\nu, \rho \in \mathcal{K}_{d,2}$, Lemma 5.1 is still valid.

Recall that $R_0$ is the diameter of $D$. Set

$$
u(x) := E_x [e^{L_{\tau_D}} \varphi(X_{\tau_D}) + \int_0^{\tau_D} e^{L_s} dV_s].
$$

(5.16)

Now we are ready to state the main result in this paper:

**Theorem 5.1** Let $\varphi \in C^{1,\alpha_0}(\partial D)$. Assume there exists a $x_0 \in D$ such that

$$
E_{x_0} [e^{L_{\tau_D}}] < \infty.
$$

Then $u$ defined in (5.16) is a weak solution to the Dirichlet boundary value problem (5.1). If for each $1 \leq i \leq d$, $\mu_i, \nu$ and $\rho$ belong to $\mathcal{K}_{d,1-\alpha_0}$, then $u$ is the unique weak solution to problem (5.1) in $C^{1,\alpha_0}(D)$. Moreover, $u \in C^{1,\alpha_0}(\overline{D})$ and there exists a $c > 0$, depending on $\mu$ and $\nu$ only via the function $\max_{1 \leq i \leq d} M_{\mu_i}^{1-\alpha_0}(\cdot)$ and $M_{\nu}^{1-\alpha_0}(R_0)$, such that

$$
||u||_{C^{1,\alpha_0}(\overline{D})} \leq c(||\varphi||_{C^{1,\alpha_0}(\partial D)} + M_{\mu}^{1-\alpha_0}(R_0) + ||u||_{C(\overline{D})}).
$$

(5.17)
Proof: By theorem 4.1 we know that \( u_1 := E_x[\varphi(X_{\tau_D}) + V_{\tau_D}] \) is a weak solution to the following problem:

\[
\begin{aligned}
\begin{cases}
\frac{1}{2} \Delta u_1(x) + \nabla u_1(x) \cdot \mu(dx) = -\rho(dx), & \forall x \in D, \\
u_1(x)|_{\partial D} = \varphi(x), & \forall x \in \partial D.
\end{cases}
\end{aligned}
\] (5.18)

Then \( u \) defined in (5.16) is a weak solution to problem (5.1) if and only if \( u_2 := u - u_1 \) is a weak solution to the following problem:

\[
\begin{aligned}
\begin{cases}
\frac{1}{2} \Delta u_2 + \nabla u_2 \cdot \mu = -uv, & \forall x \in D, \\
u_2(x)|_{\partial D} = 0, & \forall x \in \partial D.
\end{cases}
\end{aligned}
\] (5.19)

Set \( \tilde{u}_2(x) := E_x[\int_0^{\tau_D} u(X_t) dL_t] \). Then it follows from Proposition 3.3 Theorem 4.1 and Lemma 5.1 that \( \tilde{u}_2 \) is a weak solution to the problem (5.19). To show that \( u \) is a weak solution to problem (5.1), it is sufficient to prove \( \tilde{u}_2 = u_2 \).

By Theorem 5.13 in [11] and the Fubini’s theorem,

\[
\begin{aligned}
&\tilde{u}_2(x) \\
&= E_x[\int_0^{\tau_D} u(X_t) dL_t] \\
&= E_x[\int_0^{\tau_D} E_x[e^{L_{\tau_D}} \varphi(X_{\tau_D}) + \int_0^{\tau_D} e^{L_s} dV_s] dL_t] \\
&= E_x[\int_0^{\tau_D} E_x[e^{L_{\tau_D}-L_{\tau_D}} \varphi(X_{\tau_D}) + \int_0^{\tau_D-L_{\tau_D}} e^{L_s} dV_s] dL_t] \\
&= E_x[\int_0^{\tau_D} \left( e^{L_{\tau_D}} - 1 \right) \varphi(X_{\tau_D}) + \int_0^{\tau_D-L_{\tau_D}} e^{L_s} dV_s] dL_t] \\
&= E_x[\varphi(X_{\tau_D})(e^{L_{\tau_D}} - 1)] + E_x[\int_0^{\tau_D} e^{-L_s} \int_0^{\tau_D} e^{L_s} dV_s] dL_t] \\
&= E_x[\varphi(X_{\tau_D})(e^{L_{\tau_D}} - 1)] + E_x[\int_0^{\tau_D} e^{L_s} \int_0^{\tau_D} e^{-L_s} dV_s] dL_t] \\
&= E_x[\varphi(X_{\tau_D})(e^{L_{\tau_D}} - 1)] + E_x[\int_0^{\tau_D} \left( e^{L_s} - 1 \right) dV_s] dL_t] \\
&= E_x[e^{L_{\tau_D}} \varphi(X_{\tau_D}) + \int_0^{\tau_D} e^{L_s} dV_s] - E_x[\varphi(X_{\tau_D}) + V_{\tau_D}] \\
&= u(x) - u_1(x) = u_2(x).
\end{aligned}
\]

This proves the existence.

Now we assume for each \( 1 \leq i \leq d, \mu_i, \nu, \rho \in K_{d,1-\alpha_0} \). Then by Lemma 4.3 Lemma 4.4 and the fact that \( u_1, u_2 \) are solutions to the problems (5.18) and (5.19), hence \( u = u_1 + u_2 \in C^{1,\alpha_0}(D) \) and (5.17) holds.

Next we prove the uniqueness. Assume \( u_1, u_2 \in C^{1,\alpha_0}(D) \) are solutions to problem (5.1). Let \( v := u_1 - u_2 \). Then \( v \) satisfies the following equation:

\[
\begin{aligned}
\begin{cases}
\frac{1}{2} \Delta v + \nabla v \cdot \mu = -v \nu, & \forall x \in D, \\
v(x)|_{\partial D} = 0, & \forall x \in \partial D.
\end{cases}
\end{aligned}
\]
By Proposition 3.3 and Theorem 4.2, we have $v(x) = E_x[\int_0^{\tau_D} v(X_s) dL_s]$. By the strong Markov property of $X$, it is easy to see that

$$v(X_{t \wedge \tau_D}) = E_x[\int_0^{\tau_D} v(X_s) dL_s | \mathcal{F}_{t \wedge \tau_D}] - \int_0^{t \wedge \tau_D} v(X_s) dL_s.$$ 

Note that $M_t := E_x[\int_0^{\tau_D} v(X_s) dL_s | \mathcal{F}_{t \wedge \tau_D}]$ is a martingale. Using the integration by parts formula, we have

$$v(X_{t \wedge \tau_D}) e^{L_t \wedge \tau_D} - v(x) = \int_0^{t \wedge \tau_D} v(X_s) e^{L_s} dL_s + \int_0^{t \wedge \tau_D} e^{L_s} dM_s - \int_0^{t \wedge \tau_D} v(X_s) e^{L_s} dL_s.$$

Take expectation to get $v(x) = E_x[v(X_{t \wedge \tau_D}) e^{L_t \wedge \tau_D}]$. Hence, in view of (5.13),

$$|v(x)| = |E_x[v(X_{t \wedge \tau_D}) e^{L_t \wedge \tau_D}]| \leq E_x[|v(X_{t \wedge \tau_D}) e^{L_t \wedge \tau_D}|] \leq c_1^{-1} E_x[|v(X_{t \wedge \tau_D}) e^{L_t \wedge \tau_D} E_{X_{t \wedge \tau_D}}[e^{L_{t \wedge \tau_D}}]|] \leq c_1^{-1} E_x[|v(X_{t \wedge \tau_D}) e^{L_{t \wedge \tau_D}}|].$$ (5.20)

Since $v \in C(D)$ and $v$ vanishes on $\partial D$, by (5.2) and the dominated convergence theorem, let $t \to \infty$ in (5.20) to obtain $v(x) = 0$, proving the uniqueness.
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