AUTOMATED SEGMENTATION OF PULMONARY LOBES USING COORDINATION-GUIDED DEEP NEURAL NETWORKS
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ABSTRACT

The identification of pulmonary lobes is of great importance in disease diagnosis and treatment. A few lung diseases have regional disorders at lobar level. Thus, an accurate segmentation of pulmonary lobes is necessary. In this work, we propose an automated segmentation of pulmonary lobes using coordination-guided deep neural networks from chest CT images. We first employ an automated lung segmentation to extract the lung area from CT image, then exploit volumetric convolutional neural network (V-net) for segmenting the pulmonary lobes. To reduce the misclassification of different lobes, we therefore adopt coordination-guided convolutional layers (CoordConvs) that generate additional feature maps of the positional information of pulmonary lobes. The proposed model is trained and evaluated on a few publicly available datasets and has achieved the state-of-the-art accuracy with a mean Dice coefficient index of 0.947 ± 0.044.
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1. INTRODUCTION

Human lung is divided into five pulmonary lobes, which are served by independent bronchial and vessel trees. Many diseases are associated with specific lobes. Measuring a pathological lung at lobar level is therefore of great help to diagnose and assess different lung diseases. An accurate segmentation of pulmonary lobes is thus necessary. However, there are several challenges to the lobe segmentation. First, lobar boundaries defined by pulmonary fissures are often partially invisible from the CT scans. Furthermore, severe shape disorders of specific lobes may occur during pathological progress of the lung diseases. These problems has greatly limited the development of automated segmentation of pulmonary lobes.

Previously, several research groups have attempted to perform pulmonary lobe segmentation. A few unsupervised methods are reported, including watershed transformation [1], graph-cuts [2], b-splines [3], surface fitting [4] and semi-automated segmentation framework [5]. These methods use anatomical information as prior knowledge, including the segmentation of airways, vessels and fissures, and then generate final segmentation of pulmonary lobes. However, as described above, segmentation of airways, vessels and fissures are not always reliable.

As encouraged by its recent success across the computer vision tasks, deep learning based methods are reported to segment pulmonary lobes. George et al. [6] propose a method that couples deep learning with the random walker algorithm. They employ the progressive holistically-nested network (P-HNN) model to identify potential lobar boundaries, and then delineate lobar boundaries using a random walker algorithm. Ferreira et al. [7] train an end-to-end deep learning model, known as Fully Regularized V-Net (FRV-Net), to segment five pulmonary lobes. However, in the absence of global/positional information of lobes, these methods often generate incorrect segmentation, such as misclassification of different lobes and false response outside of lung area.

We propose an automated segmentation of pulmonary lobes using coordination-guided deep neural networks from chest CT scans. It is a fully end-to-end 3D deep learning approach without heavy post-processing schemes. In order to improve the accuracy of the proposed segmentation, we exploit lung segmentation as pre-processing. To further reduce the misclassification of different pulmonary lobes, we adopt coordination-guided convolutional layers (CoordConvs) which contain positional information of different pulmonary lobes. We evaluate the performance of the proposed method on 4 different data sets by several measuring metrics. The experiments show the superior performance of the proposed method compared to previous state-of-the-art methods.

2. METHOD

The architecture of this method is based on the volumetric convolutional neural network (V-net) [8], which is widely used on 3D biomedical image segmentation. The input images are first downsampled to a size of 256×256×128 and a 2D automated lung segmentation is then applied to extract the
lung area. After that, we add CoordConv layers to the decoding path of V-net. The proposed model produces a voxel-wise prediction for the five target lobar classes. Figure 1 shows the flow chart of this method.

2.1. V-net

V-net is widely used in 3D biomedical image segmentation tasks and achieves relatively good performance. As shown in Fig 2, the left part of the network consists of a compression path, while the right part recovers the signal with its original size. Appropriate padding strategies are applied to maintain the shape of feature maps. The V-net uses skip connections concatenating feature maps to recover image details between the encoding and the decoding paths. To the contrary of original settings, we choose Parametric Rectified Linear Unit (PReLU) as the non-linear activation than Rectified Linear Unit (ReLU) to alleviate vanishing gradient problems.

In order to avoid the problem of overfitting we have implemented different regularizing techniques in our proposed model. First, dropout[10] layers with a probability of 0.5 are applied while training and leads to a reduction of the usually limited within the receptive field of the layers, which is restricting the capability of classic convolutional layers to represent a global/positional information. In this work, we adopt an novel structure, a coordination-guided convolutional layer (CoordConv layer), to address this issue[9]. The CoordConv is a simple extension to the classic convolutional layer, integrating positional information by adding extra coordinate channels. As shown in Figure 3, 3 extra channels are added respectively to represent x, y, and z coordinates of the input 3D images. We add CoordConv layers in the last transition in the decoding path and the values of coordination channels are normalized to the range from -1 to 1.

2.2. CoordConv Layers

The right lung normally comprises three lobes (upper, middle, lower) and the left lung normally has two lobes (upper and lower). Although there are individual differences in chest CT scans, the lobes are distributed with distinct positional features. Misclassification often occurs if positional information of different lobes are not taken into account. However, information transfer between classic convolutional layers is usually limited within the receptive field of the layers, which is restricting the capability of classic convolutional layers to represent a global/positional information. In this work, we adopt an novel structure, a coordination-guided convolutional layer (CoordConv layer), to address this issue[9]. The CoordConv is a simple extension to the classic convolutional layer, integrating positional information by adding extra coordinate channels. As shown in Figure 3, 3 extra channels are added respectively to represent x, y, and z coordinates of the input 3D images. We add CoordConv layers in the last transition in the decoding path and the values of coordination channels are normalized to the range from -1 to 1.

2.3. Model Regularization and Loss Design

In order to avoid the problem of overfitting we have implemented different regularizing techniques in our proposed model. First, dropout[10] layers with a probability of 0.5 are applied while training and leads to a reduction of the
sensitivity of specific neurons. Furthermore, we introduce data normalization during training process, such as batch normalization (BN)\[11\]. However, due to the memory limitation, the batch size is usually small when training a 3D convolutional neural network, resulting in inaccurate statistics estimation and rapid growth of BN error. Thus, we use group normalization\[12\] that divides the channels into groups and computes within each group the mean and variance for normalization.

We use the negative value of Dice coefficient\[13\] (called Dice loss) as the criterion to optimize the model parameters. The Dice loss is defined as,

\[
D_{\text{lobes}} = \sum_{c} D_{\text{lobes}}^c = \sum_{c} \left( - \frac{2 \sum_{i} p^c(i) g^c(i)}{\sum_{i} p^c(i) + \sum_{i} g^c(i) + \gamma} \right)
\]  \hspace{1cm} (1)

where \(p^c(i)\) and \(g^c(i)\) represent predicted value and groundtruth value at position \(i\), respectively; \(i\) iterates the entire image; \(c\) denotes the class number (\(c = 1, 2, 3, 4, 5\); 1-5 for different classes of pulmonary lobes. we don’t consider the background). And \(\gamma\) is 1e-5 to avoid zero-division.

To further enhance the performance of the proposed model, we consider the detection of lobar boundaries as an auxiliary task. We use the same lobes segmentation networks and add additional boundary loss to improve the ability of the model to distinguish the lobes. The boundary loss is defined as,

\[
D_{\text{boundary}} = \frac{2 \sum_{i} p^b(i) g^b(i)}{\sum_{i} p^b(i) + \sum_{i} g^b(i) + \gamma}
\]  \hspace{1cm} (2)

Finally, the total loss of our proposed model is

\[
D_{\text{total}} = D_{\text{lobes}} + \lambda D_{\text{boundary}}
\]  \hspace{1cm} (3)

In the experiment, \(\lambda\) is set to 1.

### 3. EXPERIMENTS AND RESULTS

#### 3.1. Data

We have included 343 chest CT scans in this work, including 71 cases from the LUNA16\[1\] dataset, 195 cases from LKDS\[2\] dataset, 62 cases from Meinian One-health Health-care Holdings, 15 from Lobe and Lung Analysis 2011 (LOLA11) competition\[3\]. All CT scans are manually annotated by an experienced radiologist using 3D Slicer Platform (SlicerCIP). The value of slice spacing of these CT volumes varies from 0.5 to 1.5\(\text{mm}\). Both healthy and pathological lungs are included.

#### 3.2. Experiments

The model is implemented using Pytorch 0.4.0 package, and runs on NVIDIA Tesla P100 GPU with 16 GB of memory. We evaluate our results using five-fold cross validation. The performance evaluation metric is Dice coefficient index. In order to assess the effectiveness of the proposed techniques (CoordConvs, group normalization, and etc.), a few experiments are performed using different model settings with or without these techniques. All experiments are under the same set of hyper-parameters. We also compare our method with several previous state-of-the-art methods.

#### 3.3. Results

Table 1 shows the quantitative performance of the proposed method in terms of mean ± std of Dice coefficient index. Per-lobes-Dice and overall mean Dice are showed in the Table. We also compare our proposed method with the state-of-the-art methods (see Table 2). Figure 4 shows an example of our segmentation results in 2D and 3D. Previous methods suffer from two major issues to correctly identify the pulmonary lobes: 1)
False segmentation outside of lung area (see Figure 4(e)), and 2) misclassification of different lobes (see Figure 4(c)). To address the first issue, a 2D automated lung segmentation (U-net[14]) are performed as a preprocessing step to extract lung ROIs. This step not only effectively solve the problem of false segmentation outside of lung, but also improve the lobe segmentation due to the narrower searching space of the model. For the second issue, we add CoordConv layers to the standard convolutional networks. The positional information carried by CoordConv layers acts as “soft constraint” and guarantees that the segmented lobes are around correct location. Finally, the proposed model achieves an average per-lobe Dice of 0.947, compared to the previously best state-of-the-art approach of 0.926. The overall processing time of our proposed model is 12s per case on average using one Nvidia Tesla P100 GPU.

4. CONCLUSION

We propose an automated segmentation of pulmonary lobes using coordination-guided deep neural networks from chest CT scans. Several techniques are designed to improve the overall segmentation accuracy. First, an accurate lung segmentation is introduced to remove the false positive response outside of lung area. Second, CoordConv is added for a more effective transformation of the positional information. Finally, special designs of model regularization and loss function are performed. Experimental results demonstrate the superior performance of our proposed method. However, there are only thin slices in our cases.
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