Femtosecond x-ray free electron laser pulse duration measurement from spectral correlation function
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Abstract

We present a novel method for measuring the duration of femtosecond x-ray pulses from self-amplified spontaneous emission free electron lasers by performing statistical analysis in the spectral domain. Analytical expressions of the spectral correlation function were derived in the linear regime to extract both the pulse duration and the spectrometer resolution. Numerical simulations confirmed that the method can be also used in the nonlinear regime. The method was demonstrated experimentally at the Linac Coherent Light Source by measuring pulse durations down to 13 fs FWHM.
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INTRODUCTION

The Linac Coherent Light Source (LCLS) at SLAC National Accelerator Laboratory is the world’s first hard x-ray Free-Electron Laser (FEL) source that began lasing in 2009 [1] and is now in user operation, supporting a wide range of scientific research including physics, structural biology, energy, chemistry, and material science. An FEL x-ray source, such as the LCLS, is based on the so-called Self-Amplified Spontaneous Emission (SASE) process. It exhibits three unique properties: ultra-fast pulse duration ranging from a few to hundreds of femtoseconds, ultra-high peak brightness that is many orders of magnitude greater than the brightest storage-ring based synchrotron sources, and nearly full spatial coherence in the transverse directions. Although having these unprecedented characteristics, SASE FEL sources are, however, considered to be chaotic in nature, giving rise to statistical fluctuations in the beam properties on a pulse-by-pulse basis. In particular, the temporal profile of the LCLS FEL x-ray pulse consists of a large number of coherent spikes of varying magnitudes. However, the development of an appropriate diagnostic tool for “seeing” the exact temporal details, including such simple measurement as the pulse duration, has proven to be very challenging and elusive. This is largely due to the vanishingly small cross-sections in nonlinear processes at x-ray wavelengths that make temporal correlation techniques, commonly used in optical regime, exceedingly difficult. The lack of progress in this regard has hindered the LCLS users from knowing the exact pulse duration for resolving atomic/molecular motions and for calculating the exact fluence in studying x-ray nonlinear light-matter interactions.

SASE FEL radiation originates from the initial random distribution of the electrons within a bunch, and its statistical properties are related to the ones of the shot noise. After a start up phase, FEL enters in the exponential linear regime, where the output power grows exponentially with the undulator length and is proportional to the shot noise power of the electron bunch current. At some undulator length, FEL power does not grow exponentially anymore and reaches saturation. To extract more power from the electrons, post saturation taper can be applied [2]. After saturation, the relationship between the input shot noise power and the output radiation power is nonlinear.

Statistical fluctuation of the incoherent radiation intensity has been used to get information about the electron bunch length [3, 4], as demonstrated by earlier experiments using spontaneous radiation sources [5–8]. However, a SASE FEL differs from a spontaneous
source in two aspects. First, although the amplification process in a linear regime does not change the statistical properties of the radiation, it can modify the x-ray pulse duration compared to the electron bunch length due to the exponential gain and slippage effects. Recent studies of the statistical fluctuation and the x-ray pulse duration in the exponential gain regime can be found in Refs. [9, 10]. Secondly, a SASE FEL typically operates in the saturation regime for the purposes of intensity stability and a higher power extraction. Here the FEL process is very nonlinear, and it is not obvious whether statistical fluctuations may be useful to retrieve the radiation pulse duration.

In this paper, we present a novel method for measuring the x-ray pulse duration through the analysis of the statistical properties of the SASE FEL spectra. First, we show theoretically how this method can be applied in the exponential growth regime. Then, through numerical simulations, we show why this method still applies in the FEL saturation regime. Finally, we apply this technique to experimental data taken at the LCLS. The measurements were performed at various machine settings where the x-ray pulse durations were determined in the range from 10 fs to 200 fs.

**THEORY**

The SASE FEL behaves as a narrow band amplifier, which selectively amplifies a wide-band random input signal. The fluctuations result from the shot noise of the electron beam current

\[ I(t) = (-e) \sum_{k=1}^{N} \delta(t - t_k), \tag{1} \]

at the undulator entrance, where the arrival times \( t_k \) are random variables with the probability density \( f(t) \). In our theoretical approach we will use an one dimensional model assuming that a single transverse mode is established through gain guiding [2]. The spectrum of the FEL electric field \( E(t) \) is calculated as \( \tilde{E}(\omega) = \int_{-\infty}^{+\infty} E(t)e^{i\omega t} dt \). The first and second order
spectral correlation functions are introduced as [11]

\[ g_1(\omega, \delta\omega) = \frac{\langle \tilde{E}(\omega - \delta\omega/2)\tilde{E}^*(\omega + \delta\omega/2) \rangle}{\sqrt{\langle |\tilde{E}(\omega - \delta\omega/2)|^2 \rangle \langle |\tilde{E}(\omega + \delta\omega/2)|^2 \rangle}}, \]

\[ g_2(\omega, \delta\omega) = \frac{\langle |\tilde{E}(\omega - \delta\omega/2)|^2 \rangle \langle |\tilde{E}(\omega + \delta\omega/2)|^2 \rangle}{\sqrt{\langle |\tilde{E}(\omega - \delta\omega/2)|^2 \rangle \langle |\tilde{E}(\omega + \delta\omega/2)|^2 \rangle}}. \]

We express a single-shot spectrum taken by the spectrometer as

\[ S(\omega) = \int_{-\infty}^{+\infty} e^{-\frac{(\omega' - \omega)^2}{2\sigma_m^2}} |\tilde{E}(\omega')|^2 d\omega', \]

where we assume that the spectrometer resolution function has a Gaussian shape with \( \sigma_m \) rms width. We define the weighted spectral second order correlation function as

\[ G_2(\delta\omega) = \int_{-\infty}^{+\infty} W(\omega) \left[ \frac{\langle S(\omega - \delta\omega/2)S(\omega + \delta\omega/2) \rangle}{\langle S(\omega - \delta\omega/2) \rangle \langle S(\omega + \delta\omega/2) \rangle} - 1 \right] d\omega, \]

where the weight function \( W(\omega) \) is described as

\[ W(\omega) = \frac{\int_{-\infty}^{+\infty} \langle S(\omega + b/2) \rangle \langle S(\omega - b/2) \rangle \, db}{\int_{-\infty}^{+\infty} \langle S(\omega + b/2) \rangle \langle S(\omega - b/2) \rangle \, db d\omega}. \]

We introduce a simple model for the exponential growth regime that allows us to obtain an analytical formula for Eq. (5). The process of amplification, within a one-dimensional model, can be described by a Green function \( h(t, \tau) \), and the electric field can be calculated as the convolution

\[ E(t) = \int h(t, \tau) I(\tau) d\tau. \]

For electron beams with constant parameters, the SASE FEL Green function has the form [11, 12]

\[ h_{ti}(t - \tau) = A_0(z) e^{i k_0 z} e^{-i \omega_0 (t - \tau) - \frac{(t - \tau - \omega_0)^2}{4 \sigma_m^2}} \left( 1 + \frac{i}{\sqrt{3}} \right), \]

where \( A_0(z) \propto e^z \) contains the exponential growth factor, with \( l_g \) representing the field gain length. The time dependent growth process, originating from an electron beam with a non-flat current profile, can be described assuming that the gain length is a function of \( t \) [13]. The gain mechanism also depends on other quantities, such as transverse emittance, energy spread and undulator taper. To model this, we introduce a time-dependent gain function
which is a slow-varying function on the scale of the FEL radiation coherence length. Thus we express the time dependent SASE FEL impulse response function as:

\[ h(t, \tau) = h_{ti}(t - \tau) h_{td}(\tau). \] (9)

In Appendix we show that, within the proposed model,

\[ g_2(\omega, \delta\omega) = 1 + |g_1(\omega, \delta\omega)|^2 \] (10)

and we derive the analytical formula (37) for the weighted spectral correlation function (5). When the average spike width is much narrower than the FEL bandwidth \( \sigma_a = \frac{1}{\sqrt{2\sigma_{ht}}} \) (37) simplifies to:

\[ G_2(\delta\omega) = \int_{-\infty}^{+\infty} e^{-\frac{\xi - \delta\omega\xi_0}{2\sigma^2}} |\tilde{X}(\xi)|^2 \frac{d\xi}{\sqrt{2\pi\sigma|\tilde{X}(0)|^2}}, \] (11)

where \( \tilde{X}(\omega) \) is the Fourier transform of the average profile

\[ X(t) = \langle |E(t)|^2 \rangle \] (12)

and

\[ \sigma = \sqrt{2} \frac{\sigma_a\sigma_m}{\sigma_a^2 + \sigma_m^2}, \quad \xi_0 = \frac{\sigma_a^2}{\sigma_a^2 + \sigma_m^2}. \] (13)

Equation (11) can be particularized for different \( X(t) \) shapes. For a Gaussian profile with rms duration \( \sigma_t \), we have

\[ G_2(\delta\omega) = \frac{e^{-\frac{\delta\omega^2\xi_0^2}{1+2\sigma^2\sigma_t^2}}}{\sqrt{1 + 2\sigma^2\sigma_t^2}}, \] (14)

and for a flat top profile with full length duration \( T \),

\[ G_2(\delta\omega) = 2 \int_0^1 e^{-\zeta^2\sigma^2T^2/2} (1 - \zeta) \cos (\delta\omega\xi_0 T\zeta) d\zeta. \] (15)

The measurement procedure of the pulse duration is described below. First, a large set of spectra is recorded. By fitting the average spectrum we obtain \( \sigma_a^2 + \sigma_m^2 \). Thus only the spectrometer resolution \( \sigma_m \) and the pulse duration are unknown. By fitting the experimental \( G_2 \) function with the analytical model one can finally derive both the pulse duration and the spectrometer resolution. For typical measurement conditions \( \sigma_a >> \sigma_m, \sigma \approx \sqrt{2}\sigma_m, \xi_0 \approx 1 \) and the measurement is insensitive to errors on \( \sigma_a \).
Now we would like to compare Eqs. (14) and (15) under the condition that $\sigma_a >> \sigma_m$, one can conveniently rewrite the $G_2$ function expressions using the variables $\Omega = \frac{\delta \omega}{\sigma_m}$, $T_g = \sigma_t \sigma_m$ and $T_f = T \sigma_m$. In particular, with this notation,

$$\frac{1}{G_2(0)} = \sqrt{1 + 4T_g^2}$$

(16)
gives a measure of the average number of x-ray spectral spikes (coherent modes) within the spectrometer resolution. The number of modes can be approximated by $2T_g$, when $T_g$ is large. Mathematical details of the comparison can be found in Appendix . One can also note that when $T_f >> 1$, the method cannot distinguish between Gaussian and flat top pulses having the same r.m.s. duration. This is because when $T = \sqrt{12} \sigma_t$ the number of modes and the shapes of the $G_2$ function are the same (see Fig. 10 and Eq. (45) and (46) ). In this sense the method gives an rms pulse duration measure for compact x-ray pulse shapes, regardless of the shape. For the case $T_f << 1$, achievable by using a finer resolution spectrometer, the method is able to distinguish between the two shapes. In this case $G_2$ is proportional to the square of the modulus of the Fourier transform of the X-ray pulse envelope. Figure 1 represents both described cases for a fixed pulse duration $T_f = T_g \sqrt{12}$ and for different spectrometer resolutions.

(a) When $T_f << 1$, Gaussian and flat top profiles having the same rms duration yield different $G_2$ functions.

(b) When $T_f >> 1$, Gaussian and flat top profiles having the same rms duration cannot be distinguished.

FIG. 1. Comparison between $G_2$ functions derived for the flat top model and the Gaussian average x-ray profiles.

The measurement method described above is based on the exponential growth model
introduced in Eqs. (7-9). Since, within that model, the FEL behaves as a linear amplifier, the properties of the random Gaussian process of the input signal are retained [14]. Moreover, the expression for the steady-state Green function allows us to derive the analytical relation between the average profile $X(t)$ and the weighted spectral correlation function $G_2$.

However, in the saturation regime, Eq. (10) does not hold true in general and we do not have any analytical model such as Eq. (8) to work out an expression for $G_2$. The statistical properties in this regime have been studied by numerical simulations in [15], and a simplified analytical model is described in [12]. The most interesting conclusion that can be drawn from these studies is that the quasi-Gaussian statistics is retained for narrow band instantaneous power fluctuations, and that Eq. (10) holds true even at saturation.

Based on the above conclusion we derived an approximate expression for the $G_2$ function without reference to any of the analytical models. The details of the derivation are presented in Appendix. By assuming that the spectrometer has Gaussian resolution function with rms width $\sigma_m$ we obtain

$$G_2(\delta \omega) = \int_{-\infty}^{\infty} \frac{e^{\frac{-\Delta^2}{4\sigma_m^2}} |\tilde{X}(\delta \omega + \Delta)|^2}{2\sqrt{\pi}\sigma_m |\tilde{X}(0)|^2} d\Delta. \quad (17)$$

The derivation of expression (17) involves several approximations. We assumed that Eq. (10) is valid also in the saturation regime. This result was found in [15] and was also confirmed by our simulations. We considered the case when the average spike width is much narrower than the FEL bandwidth, and the spectrometer resolution width is much narrower than the FEL bandwidth as well. Further, we assume that the approximation (56) is valid. An important result found in [15] is that the spectral correlation functions do not change considerably between the exponential growth and saturation regime. This means that $g_1(\omega, \delta \omega)$ has a width in $\delta \omega$ of the order of $1/T$ where $T$ is the duration of the profile. First, the approximation (56) requires an assumption that the phase of $g_1(\omega + b/2, \delta \omega)g_1^*(\omega - b/2, \delta \omega)$ is nearly zero for $\delta \omega$ being inside the described region, and for $b$ being inside the FEL bandwidth. Secondly, it requires that the amplitude of $g_1(\omega, \delta \omega)$ changes slowly in the $\omega$ variable. This allows us to use the approximation (56) which is crucial for deriving Eq. (17).

As expected, when $\sigma_m << \sigma_a$ Eq. (11) gives Eq. (17).
NUMERICAL SIMULATIONS

We ran a series of numerical simulations using a 1D FEL code in order to check if the proposed method is also applicable at saturation and in deep saturation. A flat top electron beam with an energy of 5.9 GeV, a peak current of 3 kA, and a 1 mm mrad normalized transverse emittance was used. The undulator has a period of 3 cm and a strength parameter of 3.5, yielding a radiation wavelength of 0.8 nm (photon energy 1.55 keV) and saturation occurring close to 40 m. Two different electron bunch lengths, 30 µm and 3 µm, were used during the simulations. Figure 2 shows the X-ray pulse power as a function of the undulator distance for each case. Simulation parameters were chosen to be close to the experimental conditions used in section.

![Graph showing X-ray pulse average power vs undulator distance.](image)

FIG. 2. X-ray pulse average power vs undulator distance. Simulation with the 30 µm electron bunch (solid line), simulation with the 3 µm electron bunch (dashed line).

Figure 3 shows that the simulated pulse duration measurements, based on Eq. (17), relate well to the pulse durations obtained directly from the 1D code. The simulations were performed for both the 30 µm and the 3 µm electron bunch using 2000 independent shots. In the short bunch case, the slippage and the edge effects played a more important role as compared to the longer bunch, showing that the method works well for ultra-short bunches. Two different relative spectrometer resolutions, \( \sigma_m/\omega_0 \), \( 10^{-4} \) and \( 2 \times 10^{-4} \), were used to show that prior knowledge of the spectrometer resolution is not needed. The relative resolutions have been retrieved as \( (1.00 \pm 0.01) \times 10^{-4} \) and \( (2.01 \pm 0.05) \times 10^{-4} \) for the long bunch case, and as \( (1.00 \pm 0.02) \times 10^{-4} \) and \( (1.96 \pm 0.10) \times 10^{-4} \) for the short bunch case.
Simulations starting with a flat top electron bunch show that the method can measure the average pulse duration both in the linear and non-linear regime. The pulse duration, however, stays almost constant for different undulator distances. We have also ran simulations with non-flat electron current profiles to prove that the method can actually measure the pulse duration also when the average profile duration changes during the FEL process. We used Gaussian electron bunches with the following parameters: an energy of 5.9 GeV, a peak current of 3 kA, and a 1 mm mrad normalized transverse emittance. 500 independent shots were simulated for each electron bunch starting condition. Two rms electron bunch lengths were used: 18 µm and 6 µm. The relative spectrometer resolution of $8 \times 10^{-5}$ was used in the simulated measurements. The results of the simulated measurements were compared with the rms pulse duration derived directly from the 1D code. Figure 4 shows the comparison for the long bunch case. Figure 4(a) represents the normalized average pulse profiles for different undulator distances. During the exponential growth regime, the selective growth mechanism described by means of the $h_{td}$ function favors the growth where the density current is higher. This effectively results in a shortening of the x-ray average profile. Figure 4(b) shows the relation between the retrieved pulse duration and the calculated average profile rms duration. We find that the results are in very good agreement both in the exponential growth and in the non-linear regime. The solid line in Fig. 4(b) is a quick
estimate of the pulse duration obtained by considering the field gain length \( l_g \) as a function of the current density and neglecting the slippage effects. We can write this formula in a closed form when approximating the gain up to the second order in time:

\[
\sigma_t(z) = \sigma_t(0) \sqrt{\frac{3l_{g0}}{2(3l_{g0} + z)}},
\]

(18)

where \( l_{g0} \) is the field gain length for the maximum bunch current. Equation (18) predicts a shortening of the pulse duration during the exponential growth. The retrieved relative spectrometer resolution for this case is \( 7.90 \times 10^{-5} \pm 0.09 \times 10^{-5} \). The simulation starting from the 6 \( \mu \)m electron bunch yields shorter pulse durations, which are similar to the shortest measured pulse durations presented in the experimental section. Figure 5(a) shows the normalized average pulse profiles for different undulator distances, and Fig. 5(b) shows the comparison between the retrieved pulse duration and the calculated average profile rms duration. Again we find good agreement between the retrieved pulse duration and the actual rms duration of the average profile. The retrieved relative spectrometer resolution for the short bunch case is \( 7.90 \times 10^{-5} \pm 0.11 \times 10^{-5} \).

\[
\begin{array}{c}
\text{(a) Normalized average x-ray profile. A low pass filter has been used to remove the residual spiky structure from the 500 shots average.} \\
\text{(b) Pulse duration vs undulator distance. Calculated average profile rms duration (diamonds), simulated measurement rms duration (stars).} \\
\end{array}
\]

FIG. 4. Results for the Gaussian electron bunch profile with 18 \( \mu \)m rms length.

As expected, our simulations confirm that Eq. (10) holds true in the exponential growth regime. At saturation, the second order correlation function can be empirically approximated
as $g_2(\omega, \delta \omega) \approx A + B|g_1(\omega, \delta \omega)|^2$, when $\delta \omega$ is not too large. This has been confirmed for simulations using different electron bunch current profiles and lengths. Figure 6 shows the comparison between $g_2(\omega_0, \delta \omega) - 1$ and $|g_1(\omega_0, \delta \omega)|^2$ in the non-linear regime. In saturation, we found $A$ close to 0.88 for the short bunch simulation, and close to 0.99 for the long bunch simulation, while $B$ equals to 1.03 and 1.01, respectively. This can eventually lead to negative values in Eq. (5), suggesting that it is necessary to fit Eq. (17) with a free offset parameter. This behavior, predicted by the simulations, is confirmed by the experimental data. In the long bunch simulation Eq. (47) holds better, since the slippage and the edge effects play a less important role. Similar results were found in [15] where the authors explain that, within the accuracy of their simulations, the spectral first and second order correlation functions do not change from the exponential growth regime to the non-linear regime.

**EXPERIMENTAL RESULTS**

The experimental demonstration of the method described above was performed at the LCLS operating at 1.5 keV photon energy. The spectra were recorded by the LCLS soft x-rays spectrometer [16]. For each machine setting around 40 000 spectra have been recorded.
FIG. 6. Equation (10) in the linear regime, at saturation and in deep saturation. $g_2(\omega_0, \delta \omega) - 1$ (solid blue) and $|g_1(\omega_0, \delta \omega)|^2$ (dashed red).

For each spectrum we have also acquired such quantities as electron beam energy and charge, peak current, trajectory information and x-ray pulse energy. The latter quantities, particularly the electron beam energy and peak current, were used to select a subset of the recorded data. This subset had aligned spectra and similar electron bunch lengths. A typical subset contained around 5% of the originally recorded results. Since the FEL intensity jitter has an impact on the $G_2$ function, measured spectra are normalized by their integral over frequency. Full transverse coherence is assumed for the above analysis. FEL simulations suggest that the transverse coherence decreases after saturation to about 50%-60% [17]. Additional analysis of Genesis simulations [18] have shown that the degree of transverse coherence in the vertical and the horizontal directions are $\approx 80\%$ and $\approx 70\%$ respectively. This was confirmed by coherence measurements performed during commissioning of the SXR instrument [19]. Care must be taken to reduce the effect of the transverse modes on the statistical analysis. The spectra were recorded as 2D images. The spectrometer optics focused the beam only in the vertical direction. During the post processing, only the subset of the data on the horizontal coordinate has been used. This is equivalent to using a horizontal slit for improving the transverse coherence in the horizontal direction.

During our experiments we were investigating the influence of different LCLS machine
conditions on the statistical properties of measured spectra. We varied the undulator length and the electron bunch peak current. We also applied the slotted foil technique to change the effective electron bunch length that was able to lase [13].

In the first experiment we measured the pulse duration for different undulator lengths. The peak current was set to 3 kA, which yields an 83 fs electrons bunch length for a flat top shape. Pulse duration measurements are presented in Fig. 7 showing that x-ray pulses were shorter than electron bunches and that, with our post saturation taper configuration, the pulse duration increases when the deep saturation is reached. The measured relative spectrometer resolution was similar for the different analyzed data sets, and was equal to $\frac{\sigma_m}{\omega_0} = (1.02 \pm 0.04) \times 10^{-4}$. The designed spectrometer resolution at 1.5 keV is $0.85 \times 10^{-4}$ [16]. Measurements performed at LCLS pointed out that the SXR instrument resolution at that photon energy should be closer to $1.4 \times 10^{-4}$ [21]. The discrepancy could be attributed to the fact that this resolution was derived from an averaged spectra, and it could be influenced by such uncertainties as vibrations and photon beam jitters. The resolution derived by our method is based on the intensity interferometry principle. Therefore, it is much less sensitive to such instabilities. A non-Gaussian shape of the resolution function of the spectrometer could also contribute to the differences in the resolution derived from the two methods.

In the second experiment pulse durations were measured for different peak currents at a fixed electron bunch charge. For these data sets, undulator taper has been applied in order to maximize the output power with 28 undulator segments present. Experimental results have been collected for the peak current from 1.5 kA to 3 kA. Figure 8 shows the measured x-ray pulse duration compared to the electron bunch length in the hypothesis of a flat top electron bunch distribution. Higher peak current electron bunches yield clearly shorter average FEL pulses. Finally, we measured shorter x-rays pulse durations by controlling the electron bunch length using the slotted foil technique [13]. The shortest pulse duration was measured for the slotted foil configuration corresponding to an estimated unspoiled electron bunch length of 10 fs FWHM [20]. With this setting, the measured average x-ray pulse duration was 13 fs FWHM. Figure 9(a) shows a typical measured spectrum for different foil settings. It is evident from this figure that the shortest pulses yield spectra with higher fluctuations (Fig. 9(a)) and larger values of $G_2(0)$ (Fig. 9(b)). This figure also shows that the analytical model can fit the experimental data well.
FIG. 7. Measured x-ray pulse duration vs undulator distance (diamonds). Pulse duration expressed as full length flat top. Electron bunch length within the flat top model (dashed).

TABLE I. Electron bunch length controlled using the slotted foil and measured x-ray pulse duration as FWHM Gaussian. Electron bunch length is calculated with the formula presented in [20]. $\frac{\sigma_m}{\omega_0}$ is the relative spectrometer resolution measured for each dataset.

| Estimated unspoiled electron bunch length FWHM [fs] | Measured x-ray pulse duration FWHM [fs] | Measured relative spectrometer resolution $\frac{\sigma_m}{\omega_0}$ |
|----------------------------------------------------|----------------------------------------|---------------------------------------------------------|
| 10                                                 | 13                                     | $0.87 \times 10^{-4}$                                   |
| 18                                                 | 24                                     | $0.92 \times 10^{-4}$                                   |
| 28                                                 | 39                                     | $0.87 \times 10^{-4}$                                   |
| 56                                                 | 50                                     | $0.85 \times 10^{-4}$                                   |

CONCLUSION

We have developed an effective approach for measuring the average length of ultrafast x-ray pulses from SASE based FEL sources by using the statistical characteristics not in the time, but in the spectral domain. This technique was shown to be experimentally applicable not only in the exponential growth region, but also in the nonlinear region of the SASE amplification process as confirmed by analyzing simulated data sets. We observed
FIG. 8. (Diamonds) Measured x-rays pulse duration vs different peak currents, duration expressed as flat top full length. (Solid) Electrons bunch length for a 250 pC flat top profile as function of the peak current.

(a) Typical measured spectra. Shorter x-ray pulses present spectra with larger amplitude fluctuations.

(b) Experimental $G_2$ function for different pulse durations (FWHM Gaussian) and fitting with the theoretical model.

FIG. 9. Pulse duration measurement controlling the bunch length using the slotted foil.

that the extracted x-ray pulse duration varied consistently with the manipulated electron bunch length. The hypothesized evolution of the pulse duration as a function of the undula-
tor distance was also observed for the first time, lending further credence to our analysis. In addition, this method can be used to measure the resolution function of a spectrometer as a cross check to other direct experimental techniques, such as using an absorption line. We believe that our method can be extended to other SASE-based FELs at arbitrary wavelengths. This approach can be also considered for the analysis of any chaotic process where the output signal originates from a nonlinear, narrow-band amplification of a Gaussian process.
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**G₂ function derivation**

In this appendix we derive an expression for the weighted second order correlation G₂ function defined as

\[
G_2(\delta \omega) = \int_{-\infty}^{+\infty} W(\omega) \left[ \frac{\langle S(\omega - \delta \omega/2)S(\omega + \delta \omega/2) \rangle}{\langle S(\omega - \delta \omega/2) \rangle \langle S(\omega + \delta \omega/2) \rangle} - 1 \right] d\omega \tag{19}
\]

with

\[
W(\omega) = \frac{\int_{-\infty}^{+\infty} \langle S(\omega + b/2) \rangle \langle S(\omega - b/2) \rangle \, db}{\int_{-\infty}^{+\infty} \langle S(\omega + b/2) \rangle \langle S(\omega - b/2) \rangle \, db \, d\omega}, \tag{20}
\]

where \(S(\omega)\) is a single-shot spectrum collected after a spectrometer. For a spectrometer with a Gaussian resolution function having rms width \(\sigma_m\), the single-shot spectrum is denoted as

\[
S(\omega) = \int_{-\infty}^{+\infty} \frac{e^{-\frac{(\omega' - \omega)^2}{2\sigma_m^2}}}{\sqrt{2\pi\sigma_m}} |\tilde{E}(\omega')|^2 d\omega'	ag{21}
\]

and Eq. (19) can then be written as

\[
G_2(\delta \omega) = \int_{-\infty}^{+\infty} W(\omega) \left[ \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} e^{-\frac{(\omega_a - \omega_b + \delta \omega/2)^2}{2\sigma_m^2}} e^{-\frac{(\omega_b - \omega_a + \delta \omega/2)^2}{2\sigma_m^2}} \left\langle |\tilde{E}(\omega_a)|^2 |\tilde{E}(\omega_b)|^2 \right\rangle d\omega_a d\omega_b - 1 \right] d\omega. \tag{22}
\]

With a substitution: \(\{\omega_a, \omega_b, \omega\} \rightarrow \{\Omega, \Delta, \omega\}, \omega_a = \omega + \Omega + \delta \omega/2 + \Delta/2, \omega_b = \omega + \Omega - \delta \omega/2 - \Delta/2\) and \(\omega = \omega\), we can write Eq. (22) as

\[
G_2(\delta \omega) = \int_{-\infty}^{+\infty} W(\omega) \left[ \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} e^{-\frac{\Delta^2}{2\sigma_m^2}} e^{-\frac{\omega^2}{2\sigma_m^2}} \left\langle |\tilde{E}(\omega + \Omega + \delta \omega/2 + \Delta/2)|^2 |\tilde{E}(\omega + \Omega - \delta \omega/2 - \Delta/2)|^2 \right\rangle d\Delta d\Omega - 1 \right] d\omega. \tag{23}
\]
Let us derive a particular expression for the $G_2$ for the exponential growth regime by using the model based on Eq. (8,9). The Fourier transform of the electric field is evaluated as

$$\tilde{E}(\omega) = \int_{-\infty}^{+\infty} (-e) \sum_{k=1}^{N} h_{td}(t - t_k) h_{td}(t_k) e^{i\omega t} dt = (-e) \tilde{H}_{tt}(\omega) \sum_{k=1}^{N} e^{i\omega t_k} h_{td}(t_k), \quad (24)$$

where $\tilde{H}_{tt}(\omega) = \int_{-\infty}^{+\infty} h_{tt}(t) e^{i\omega t}$.

First we show the validity of Eq. (10) by following an approach similar to the one described in [11]. We calculate the first order spectral correlation as

$$\langle \tilde{E}(\omega + \delta\omega/2) \tilde{E}^*(\omega - \delta\omega/2) \rangle = e^2 \tilde{H}_{tt}(\omega + \delta\omega/2) \tilde{H}_{tt}^*(\omega - \delta\omega/2) \left( \sum_{k=1}^{N} h_{td}(t_k) h_{td}^*(t_k) e^{i(\omega + \delta\omega/2) t_k} e^{-i(\omega - \delta\omega/2) t_j} \right)$$

$$= e^2 \tilde{H}_{tt}(\omega + \delta\omega/2) \tilde{H}_{tt}^*(\omega - \delta\omega/2) \left( \sum_{k=1}^{N} \left[ h_{td}(t_k) \right]^2 e^{i\delta\omega t_k} \right) + \left( \sum_{k=1}^{N} \sum_{j=1 \neq k}^{N} h_{td}(t_k) h_{td}^*(t_j) e^{i(\omega + \delta\omega/2) t_k} e^{-i(\omega - \delta\omega/2) t_j} \right) \quad (25)$$

By using the hypothesis that the arrival times are independent, and that they are described by the density probability function $f(t)$, Eq. (25) yields:

$$\langle \tilde{E}(\omega + \delta\omega/2) \tilde{E}^*(\omega - \delta\omega/2) \rangle \approx e^{2N} \tilde{H}_{tt}(\omega + \delta\omega/2) \tilde{H}_{tt}^*(\omega - \delta\omega/2) \int_{-\infty}^{+\infty} |h_{td}^2(t)|^2 f(t) e^{i\delta\omega t} dt \quad (26)$$

Second term on right hand side is negligible with respect to the first one. It can be shown by using the same arguments presented in [15], while discussing the spectral correlation of the first order.

$$\langle \tilde{E}(\omega + \delta\omega/2) \tilde{E}^*(\omega - \delta\omega/2) \rangle \approx e^{2N} \tilde{H}_{tt}(\omega + \delta\omega/2) \tilde{H}_{tt}^*(\omega - \delta\omega/2) \int_{-\infty}^{+\infty} |h_{td}^2(t)|^2 f(t) e^{i\delta\omega t} dt \quad (27)$$

We now calculate the spectral correlation of the second order

$$\langle |E(\omega + \delta\omega/2)|^2 |E(\omega - \delta\omega/2)|^2 \rangle = e^{4} |\tilde{H}_{tt}(\omega + \delta\omega/2)|^2 \tilde{H}_{tt}(\omega - \delta\omega/2) |^2 \times \left( \sum_{k=1}^{N} \sum_{j=1}^{N} \sum_{l=1}^{N} \sum_{m=1}^{N} h_{td}(t_k) h_{td}^*(t_j) h_{td}(t_l) h_{td}^*(t_m) e^{i(\omega + \delta\omega/2) t_k} e^{-i(\omega - \delta\omega/2) t_j} e^{i(\omega - \delta\omega/2) t_l} e^{-i(\omega - \delta\omega/2) t_m} \right) \quad (28)$$

As clarified in [15], the most contributing terms are $(k = j) \wedge (l = m) \wedge (k \neq l), \ (k = m) \wedge (j = l) \wedge (k \neq j)$. Since the arrival times are independent, we have:

$$\frac{\langle |E(\omega + \delta\omega/2)|^2 |E(\omega - \delta\omega/2)|^2 \rangle}{e^{4}|\tilde{H}_{tt}(\omega + \delta\omega/2)|^2 \tilde{H}_{tt}(\omega - \delta\omega/2) |^2} \approx \sum_{k=1}^{N} \sum_{l=1 \neq k}^{N} \langle |h_{td}(t_k)|^2 \rangle \langle |h_{td}(t_l)|^2 \rangle + \sum_{k=1 \neq l}^{N} \langle |h_{td}(t_k)|^2 e^{i\delta\omega t_k} \rangle \langle |h_{td}(t_l)|^2 e^{-i\delta\omega t_l} \rangle \quad (29)$$

yielding

$$\frac{\langle |E(\omega + \delta\omega/2)|^2 |E(\omega - \delta\omega/2)|^2 \rangle}{e^{4}N(N-1)|\tilde{H}_{tt}(\omega + \delta\omega/2)|^2 \tilde{H}_{tt}(\omega - \delta\omega/2) |^2} = \left( \int_{-\infty}^{+\infty} |h_{td}(t)|^2 f(t) dt \right)^2 + \left( \int_{-\infty}^{+\infty} |h_{td}(t)|^2 f(t) e^{i\delta\omega t} dt \right)^2. \quad (30)$$

Equation (30) together with (27) proves Eq. (10).
We now consider the average profile \( X(t) = \langle |E(t)|^2 \rangle \) and its Fourier transform

\[
\tilde{X}(\delta \omega) = \int_{-\infty}^{\infty} \langle |E(t)|^2 \rangle e^{-i\delta \omega t} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \langle \tilde{E}(\omega_a - \delta \omega/2)\tilde{E}^*(\omega_a + \delta \omega/2) \rangle d\omega_a.
\] (31)

The squared modulus of \( \tilde{X} \) can be written as

\[
|\tilde{X}(\delta \omega)|^2 = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \langle \tilde{E}(\omega_a - \delta \omega/2)\tilde{E}^*(\omega_a + \delta \omega/2) \rangle \langle \tilde{E}^*(\omega_b - \delta \omega/2)\tilde{E}(\omega_b + \delta \omega/2) \rangle d\omega_a d\omega_b
\] (32)

By doing the substitution \( \{\omega_a, \omega_b\} \rightarrow \{\omega, b\} \), so that \( \omega_a = \omega + b/2 \) and \( \omega_b = \omega - b/2 \) one obtains:

\[
|\tilde{X}(\delta \omega)|^2 = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} d\omega \int_{-\infty}^{+\infty} \langle \tilde{E}(\omega + b/2 - \delta \omega/2)\tilde{E}^*(\omega + b/2 + \delta \omega/2) \rangle \langle \tilde{E}^*(\omega - b/2 - \delta \omega/2)\tilde{E}(\omega - b/2 + \delta \omega/2) \rangle db.
\] (33)

From Eq. (33) by using Eq.(27) and Eq. (24), neglecting \( e^4 N^2 \) terms and with \( \sigma_a = \frac{1}{\sqrt{4\sigma_n t}} \) we have

\[
4\pi^2 |\tilde{X}(\delta \omega)|^2 = \int_{-\infty}^{+\infty} \frac{e^{\frac{\omega^2 + \chi(\omega - \omega_a)^2}{3\sigma_a^2}}}{\sqrt{\pi}} d\omega \left| \int_{-\infty}^{+\infty} |h_{td}(t)|^2 f(t)e^{i\delta \omega t} dt \right|^2 = \frac{2\pi e^{\frac{\omega^2}{3\sigma_a^2}}}{\sqrt{\pi}} \left| \int_{-\infty}^{+\infty} |h_{td}(t)|^2 f(t)e^{i(\Delta + \delta \omega)t} dt \right|^2
\] (34)

Equation (20) is evaluated as

\[
W(\omega) = \frac{e^{-\frac{\Delta^2}{4\sigma_n^2}}}{\sqrt{\pi} \sqrt{\sigma_a^2 + \sigma_m^2}},
\] (35)

and from Eq.(23) by using Eq. (30)

\[
G_2(\delta \omega) = \int_{-\infty}^{+\infty} W(\omega) d\omega \int_{-\infty}^{+\infty} e^{-\frac{(\Delta \omega^2 + (\Delta + \delta \omega)\sigma_n^2 m^2)}{4\sigma_a^2 \sigma_m^2}} \frac{\sqrt{\sigma_a^2 + \sigma_m^2}}{2\sqrt{\pi} \sigma_a \sigma_m} \left| \int_{-\infty}^{+\infty} |h_{td}(t)|^2 f(t)e^{i(\Delta + \delta \omega)t} dt \right|^2 d\Delta
\] (36)

We can substitute Eq. (34, 35) into (36) and integrate over \( \omega \) obtaining,

\[
G_2(\delta \omega) = \int_{-\infty}^{+\infty} e^{-\frac{(\Delta \omega^2 + (\Delta + \delta \omega)\sigma_n^2 m^2)}{4\sigma_a^2 \sigma_m^2}} \frac{\sqrt{\sigma_a^2 + \sigma_m^2} e^{\frac{\Delta + \delta \omega}{3\sigma_a^2}}}{2\sqrt{\pi} \sigma_a \sigma_m} \left| \tilde{X}(\Delta + \delta \omega) \right|^2 d\Delta
\] (37)

By choosing a particular shape of the average profile, one can find an analytical expression for the \( G_2 \) function. In the case of a Gaussian profile, with rms length \( \sigma_t \), Eq. (37), under the condition \( \sigma_t > \frac{1}{2\sqrt{3}\sigma_a} \) gives

\[
e^{-\frac{\Delta \omega^2 \sigma_n^2}{3(3\sigma_n^2 \sigma_t^2 - 1)}} \frac{e^{-\frac{\delta \omega^2 \sigma_n^2}{3(3\sigma_n^2 \sigma_t^2 - 1)}}}{\sqrt{3\sigma_n^2 (1 + 4\sigma_n^2 \sigma_t^2) - \sigma_n^2}}
\] (38)
Eq. (38) can be simplified when \( \sigma_t >> \frac{1}{\sqrt{3}} \), where \( \sigma_t \) is the rms duration of the average profile, yielding
\[
G_2(\delta \omega) = \int_{-\infty}^{+\infty} \frac{e^{-(\xi - \delta \omega \xi_0)^2}}{\sqrt{2\pi \sigma |\bar{X}(0)|^2}} d\xi,
\] (39)
where \( \sigma = \sqrt{2} \frac{\sigma_a \sigma_m}{\sigma_a^2 + \sigma_m^2} \) and \( \xi_0 = \frac{\sigma_a^2}{\sigma_a^2 + \sigma_m^2} \).

**Comparison between Gaussian and flat top model**

We can rewrite explicitly Eqs.(14) and (15) by using the variables
\[
\Omega = \frac{\delta \omega}{\sigma_m}, \quad T_g = \sigma_t \sigma_m, \quad T_f = T \sigma_m,
\] (40)
and we obtain:
\[
G_2^g(\Omega) = \frac{e^{-\Omega^2 T_g^2}}{\sqrt{1 + 4T_g^2}},
\] (41)
\[
G_2^f(\Omega) = \frac{e^{-\Omega^2 T_f^2}}{\sqrt{1 + 4T_f^2}} \left( \text{erf} \left( \frac{T_f - \Omega}{2T_f} \right) + \text{c.c.} \right) + e^{-\frac{\Omega^2}{32} \frac{T_f^2}{T_g^2}} \frac{\Omega}{T_f} \left( \text{erf} \left( \frac{T_f - i\Omega}{2} \right) - \text{c.c.} \right) \frac{2 - i\Omega \sqrt{\pi} e^{-\Omega^2} \text{erfi}(i \Omega/2)}{2T_f^2}.
\] (42)

Now, we look for the relation between \( T_f \) and \( T_g \) giving the same number of modes \( \frac{1}{G_2(0)} \) within the two different models. Such value of \( T_g \) is found as a function of \( T_f \)
\[
T_g = \frac{1}{2} \sqrt{\frac{e^{2T_f^2 T_g^4} \left( 1 \right)}{\left( 1 + e^{T_f^2} \left( \sqrt{\pi} T_f \text{erf}(T_f) - 1 \right) \right)^2}}.
\] (43)

The behavior of \( \frac{T_f}{T_g(T_f)} \) is represented in Fig. 10, together with the values at the extremes of the domain
\[
\lim_{T_f \to 0} \frac{T_f}{T_g(T_f)} = \sqrt{12} \quad \lim_{T_f \to \infty} \frac{T_f}{T_g(T_f)} = 2 \sqrt{\pi}.
\] (44)

It turns out that \( T_f = \sqrt{12} T_g \) is a very good approximation for the condition to have the same number of modes in pulses described by above profiles for any value of \( T_f \).

When the number of modes is large, the asymptotic expressions for the \( G_2 \) functions can be written as
\[
G_2^g(\Omega) = \frac{e^{-\Omega^2}}{2T_g} \left( \frac{\Omega^2}{2} \right) e^{-\Omega^2} \frac{1}{32T_g^3} + o \left( \frac{1}{T_g^4} \right),
\] (45)
\[
G_2^f(\Omega) = \frac{\sqrt{\pi} e^{-\frac{\Omega^2}{T_f^2}}}{{T_f^2}} \left( -2 + \sqrt{\pi} \text{erfi} \left( \frac{\Omega}{2} \right) \right) \Omega e^{-\frac{\Omega^2}{T_f^2}} + o \left( \frac{1}{T_g^4} \right).
\] (46)
It shows that, for both models, the main contributing terms have Gaussian shapes with the same rms, which depend only on the spectrometer resolution $\sigma_m$.

FIG. 10. $T_f/T_g$ as function of $T_f$ giving the same value for $G_2^g(0) = G_2^f(0)$ (solid), $\sqrt{2}$ (dashed), $2\sqrt{\pi}$ (dotted). $T_f/T_g = \sqrt{2}$ is a good approximation to have the same value $G_2(0)$ for both the flat top and the Gaussian models.

**$G_2$ derivation without using the linear amplifier model**

As it was shown by our simulations, and in [15] even in the non-linear regime, Eq. (10) is nearly valid. We write it in the form

$$
\left\langle |\tilde{E}(\omega_a)|^2|\tilde{E}(\omega_b)|^2 \right\rangle \approx \left\langle \tilde{E}(\omega_a)\tilde{E}^*(\omega_b) \right\rangle \left\langle \tilde{E}^*(\omega_a)\tilde{E}(\omega_b) \right\rangle + \left\langle |\tilde{E}(\omega_a)|^2 \right\rangle \left\langle |\tilde{E}(\omega_b)|^2 \right\rangle. \tag{47}
$$

This allows us to write Eq. (23) as

$$
G_2(\delta \omega) = \int_{-\infty}^{+\infty} W(\omega) \int_{-\infty}^{+\infty} e^{\frac{-x^2}{2\sigma^2}} e^{\frac{-\Omega^2}{\sigma^2}} \left\langle \tilde{E}(\omega + \delta \omega/2 + \Delta/2)\tilde{E}^*(\omega + \Omega - \delta \omega/2 - \Delta/2) \right\rangle d\Delta d\Omega. \tag{48}
$$

If the spectrometer resolution function is much narrower than the FEL bandwidth, then we use the following approximation:

$$
\int_{-\infty}^{+\infty} e^{-\frac{x^2}{2\sigma^2}} \left\langle |E(\omega + x)|^2 \right\rangle dx \approx \int_{-\infty}^{+\infty} e^{-\frac{x^2}{2\sigma^2}} \left\langle |E(\omega)|^2 \right\rangle d\Omega. \tag{49}
$$

By using this Eq.(49) and Eq. (33), we can rewrite expressions (48,20) as

$$
G_2(\delta \omega) = \int_{-\infty}^{+\infty} W(\omega) \int_{-\infty}^{+\infty} e^{\frac{-x^2}{2\sigma^2}} e^{\frac{-\Omega^2}{\sigma^2}} \left\langle \tilde{E}(\omega + \delta \omega/2 + \Delta/2)\tilde{E}^*(\omega + \Omega - \delta \omega/2 - \Delta/2) \right\rangle^2 d\Delta d\Omega \tag{50}
$$
Further we approximate \( g_1 \) formalism as in Eq. (2) and rewrite Eq. (50) and (33) as

\[
G_2(\delta \omega) = \frac{1}{4 \pi^2} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} \frac{e^{-\frac{\Delta^2}{2 \sigma_m^2}}}{\pi \sigma_m e^{-\frac{\omega^2}{2 \sigma_m^2}}} g_1(\omega + \Omega, \delta \omega + \Delta) \times \frac{\langle |\tilde{E}(\omega + \Omega + \Delta/2 + \delta \omega/2)|^2 \rangle \langle |\tilde{E}(\omega + \Omega + \Delta/2 - \delta \omega/2)|^2 \rangle}{4 \pi^2 |X(0)|^2} \frac{\langle |\tilde{E}(\omega + b/2)|^2 \rangle}{4 \pi^2 |X(0)|^2}
\]

and in a similar way, Eq. (53) can be simplified when the average spectral spike width is much narrower than the FEL bandwidth as

\[
|\tilde{X}(\delta \omega)|^2 = \frac{1}{4 \pi^2} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} g_1(\omega + b/2, \delta \omega) g_1^*(\omega - b/2, \delta \omega) \left\langle |\tilde{E}(\omega - b/2)|^2 \right\rangle \left\langle |\tilde{E}(\omega + b/2)|^2 \right\rangle \int_{-\infty}^{\infty} db
\]

Further we approximate

\[
\int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} g_1(\omega + b/2, \delta \omega) g_1^*(\omega - b/2, \delta \omega) \left\langle |\tilde{E}(\omega - b/2)|^2 \right\rangle \left\langle |\tilde{E}(\omega + b/2)|^2 \right\rangle db \approx \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g_1(\omega, \delta \omega) \left\langle |\tilde{E}(\omega - b/2)|^2 \right\rangle \left\langle |\tilde{E}(\omega + b/2)|^2 \right\rangle db
\]

The expression is exact for \( \delta \omega = 0 \) but it is approximated, in general, for other values of \( \delta \omega \).

Referring to the exponential growth model, from Eq. (27) we have

\[
g_1(\omega + b/2, \delta \omega) g_1^*(\omega - b/2, \delta \omega) = e^{-i \frac{1}{2 \sigma_m^2} \frac{b}{T} \delta \omega} \left\langle \left| f_{td}(t) \right|^2 f(t) e^{i \delta \omega t} dt \right\rangle^2
\]

Eq. (57) is not a function of \( \omega \), and its width in the variable \( \delta \omega \) is of the order of \( 1/T \), where \( T \) is the characteristic length of the profile. From Eq. (56), if \( b \) is larger than the FEL bandwidth, then \( \left\langle |\tilde{E}(\omega - b/2)|^2 \right\rangle \left\langle |\tilde{E}(\omega + b/2)|^2 \right\rangle \) becomes close to zero. Inside this bounded region for \( b \) and \( \delta \omega \) the phase of exponential factor in Eq. (57) is approximately zero when \( 1/T << \sigma_a \), showing that, within these assumptions, Eq. (56) is valid. An important result found in [15] is that the spectral correlation functions do not change considerably
between the exponential growth and the saturation regime. This means that \( g_1(\omega, \delta\omega) \) has a width in \( \delta\omega \) of the order of \( 1/T \) also in the saturation regime. First, the approximation (56) requires an assumption that the phase of \( g_1(\omega - b/2, \delta\omega)g^*_1(\omega - b/2, \delta\omega) \) is nearly zero for \( \delta\omega \) being inside the described region, and for \( b \) inside the FEL bandwidth. Secondly it requires that the amplitude of \( g_1(\omega, \delta\omega) \) changes slowly in the \( \omega \) variable. By using the approximation (56) we obtain:

\[
G_2(\delta\omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{e^{-\frac{\Delta^2}{4\sigma_m^2}}}{2\sqrt{\pi}\sigma_m 4\pi^2}|X(0)|^2 \langle |E(\omega - b/2)|^2 \rangle \langle |E(\omega + b/2)|^2 \rangle d\omega db d\Delta
\]

(58)

\[
|\tilde{X}(\delta\omega)|^2 = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} d\omega \int_{-\infty}^{+\infty} |g_1(\omega, \delta\omega)|^2 \langle |\tilde{E}(\omega - b/2)|^2 \rangle \langle |\tilde{E}(\omega + b/2)|^2 \rangle db
\]

(59)

By substituting (59) into (58) we finally obtain:

\[
G_2(\delta\omega) = \left( \int_{-\infty}^{\infty} e^{-\frac{\Delta^2}{4\sigma_m^2}} \frac{|\tilde{X}(\delta\omega + \Delta)|^2}{2\sqrt{\pi}\sigma_m |X(0)|^2} d\Delta \right)^2.
\]

(60)

For \( \sigma_a >> \sigma_m \) Eq. (39) gives, as expected, Eq. (60).

---
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