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A gridless direction-of-arrival (DOA) estimation method to improve the estimation accuracy and resolution in nonuniform noise is proposed in this paper. This algorithm adopts the structure of minimum-redundancy linear array (MRA) and can be composed of two stages. In the first stage, by minimizing the rank of the covariance matrix of the true signal, the covariance matrix that filters out nonuniform noise is obtained, and then a gridless residual energy constraint scheme is designed to reconstruct the signal covariance matrix of the Hermitian Toeplitz structure. Finally, the unknown DOAs can be determined from the recovered covariance matrix, and the number of sources can be acquired as a byproduct. The proposed algorithm can be regarded as a gridless version method based on sparsity. Simulation results indicate that the proposed method has higher estimation accuracy and resolution compared with existing algorithms.

1. Introduction

Direction-of-arrival (DOA) estimation is one of the most important topics in the field of array signal processing [1]; its main purpose is to estimate the angle information of unknown signals spatially based on the array sensor model. Many existing DOA estimation algorithms have good estimation accuracy and resolution [2–5] in additive white Gaussian noise. However, in practical applications, the noise is usually considered to be nonuniform due to the misalignment of the antenna array or the nonidealties of the receiving channels. This nonuniformity leads to a decrease in the estimation accuracy of many DOA estimation algorithms based on the Gaussian white noise.

In recent decades, many measures have been taken to improve the performance of DOA estimation in nonuniform noise. He et al. [6] proposed a DOA estimation algorithm based on the sparse representation of the covariance vector. A linear transformation matrix is designed to remove the nonuniform noise power component, and then it is converted to solve the sparse reconstruction problem based on L1 norm. This algorithm is an improvement of the L1 norm–based array covariance vector sparse representation (L1-SRACV) algorithm [7], so it is also called improved L1-SRACV (IL1-SRACV) algorithm. Yet the diagonal term information of the signal covariance is lost in the process of removing nonuniform noise power. Yang et al. [8] proposed a sparse parameter estimation technique (SPA) without discretization, using the same covariance matching criteria as sparse iterative covariance-based estimation (SPICE) [9] to transform the covariance fitting problem into a positive semidefinite programming (SDP) [10] problem to solve, and then the post-processing technology is used to estimate the target position, noise variance, and other information from the covariance matrix. This algorithm has many significant advantages, but its performance is poor under low signal-to-noise ratio (SNR). Liao et al. [11] proposed a rank and trace minimization (RTM) algorithm, which transforms the rank minimization problem of the covariance matrix into the noise power maximization problem and then uses the received signal and the nonuniform noise covariance matrix to perform difference to achieve DOA estimation. The algorithm is simple to implement and has low computational complexity, but the structural characteristics of the signal covariance matrix are not taken into account, and the estimation accuracy is low.
Besides, most of the algorithms are based on uniform linear arrays, which results in the resolution being affected by the array aperture. Using well-designed sparse arrays, such as minimum-redundant arrays (MRAs) [12], nested arrays [13], and coprime arrays [14], fewer array elements can be used to obtain larger antenna apertures, and therefore, it becomes an effective way to improve resolution. Among them, MRA is defined as the minimum redundancy of the array element position difference under the condition that the number of array element position difference is continuous. Given the number of array elements, the relative position can be easily determined by looking up the minimum-redundant array structure given in reference [15].

In order to overcome the defects of the existing DOA estimation algorithms in nonuniform noise and combine the advantages of sparse arrays, this paper proposes a gridless DOA estimation algorithm for MRA in nonuniform noise. First, the matrix minimization problem is solved to obtain the noise-removed signal covariance matrix. Since the actual covariance matrix is obtained from the finite snapshot, even if the noise is suppressed in the early stage, the covariance matrix estimation error caused by the finite snapshot still exists. In order to reduce the estimation error and improve the estimation accuracy, a gridless residual constraint scheme that does not rely on noise parameters is designed, and the noiseless Toeplitz matrix is reconstructed. By operating on this matrix, we can not only obtain target angle information but also get the number of sources as a byproduct. The proposed algorithm can be viewed as a gridless version of method based on sparsity, which overcomes the problem of basis mismatch in compressed sensing algorithms.

2. Signal Model and Assumptions

Suppose that a sensor array composed of M elements receives K sources in unknown directions, taking the first array element as the reference array element and the position information of the array element \( D = [d_1, d_2, \ldots, d_M] \) is usually taken as the half wavelength of the signal. The schematic diagram of the array reception of the sparse linear array is shown in Figure 1.

Assuming \( K < M \), the received data can be formulated as follows:

\[
y(t) = A(\theta)s(t) + n(t), \quad t = 1, 2, \ldots, L,
\]

where \( t \) is the snapshot index, \( L \) stands for the number of snapshots, \( y(t) = [y_1(t), y_2(t), \ldots, y_M(t)]^T \in \mathbb{C}^M \) denotes the observation vector, \( s(t) = [s_1(t), s_2(t), \ldots, s_K(t)]^T \in \mathbb{C}^K \) represents the source signal vector, and \( n(t) = [n_1(t), n_2(t), \ldots, n_M(t)]^T \in \mathbb{C}^M \) is the noise vector, in which the superscript \( T \) means transpose operation. \( C \) represents the set of complex numbers, \( \theta = [\theta_1, \theta_2, \ldots, \theta_K]^T \in \mathbb{C}^K \), where \( \theta_k \in [-90^\circ, 90^\circ] \) denotes unknown source directions, and \( A(\theta) = [a_1(\theta), a_2(\theta), \ldots, a_K(\theta)]^T \in \mathbb{C}^{M \times K} \) denotes the array manifold matrix, where the steering vector of the \( k \)th signal \( a(\theta_k) \) satisfies the following equation:

\[
a(\theta_k) = [1, e^{j\pi c \sin(\theta_k)}, e^{j\pi c M-1 \sin(\theta_k)}]^T \in \mathbb{C}^M.
\]

It is easy to see the sparse array can be regarded as a uniform linear array with missing elements. In other words, the received signal can be further expressed as follows:

\[
y(t) = \Phi A_1(\theta)s(t) + \Phi n_1(t), \quad t = 1, 2, \ldots, L,
\]

where \( A_1(\theta) \in \mathbb{C}^{C \times K} \) refers to the array manifold matrix of a uniform linear array with \( C \) sensors, where \( C = cM-1 + 1 \), \( \Phi \in \{0, 1\}^{M \times C} \) represents a selection matrix, and in the \( i \)th row of which, only the position of the column corresponding to \((cM-1) + 1\) is 1, and the others are 0. Since the aperture of the array has been expanded from \((M-1)d\) to \((C-1)d\), a sparse array composed of the same number of elements has a higher resolution.

Some standard assumptions are formulated here for the solution of the problem. We assume that the signal and the nonuniform noise are considered to be uncorrelated spatially and temporarily and independent of each other:

\[
E\{s(t_1)s^H(t_2)\} = \mathbf{P}\delta_{t_1,t_2},
\]

\[
E\{n(t_1)n^H(t_2)\} = \mathbf{Q}\delta_{t_1,t_2},
\]

\[
E\{s(t_1)n^H(t_2)\} = E\{n(t_1)s^H(t_2)\} = 0,
\]

\[
\mathbf{Q} = \text{diag}\{\sigma\},
\]

\[
\sigma = [\sigma_1^2, \sigma_2^2, \ldots, \sigma_M^2]^T,
\]

where \( E[\{\cdot\}] \) denotes the mathematical expectation and \( (\cdot)^H \) represents conjugate transpose operation. \( \delta_{t_1,t_2} \) represents the Kronecker delta function, the value of which is one when \( t_1 = t_2 \), and otherwise, it is zero. \( \mathbf{P} \in \mathbb{C}^{K \times K} \) and \( \mathbf{Q} \in \mathbb{C}^{M \times M} \) represent the signal correlation matrix and noise correlation matrix, respectively, \( \text{diag}(\mathbf{\bullet}) \) denotes the diagonal matrix formed by the vectors in brackets, and \( \sigma_m^2 \) represents the noise variance superimposed on the \( m \)th sensor.

Based on the above assumptions, the covariance matrix of the signal received by an array can be modelled as follows:

\[
\mathbf{R} = E\{y(t)y^H(t)\} = \mathbf{A}(\theta)\mathbf{P}\mathbf{A}^H(\theta) + \mathbf{Q} = \Phi A_1(\theta)\mathbf{P}A_1^H(\theta)\mathbf{P}^H + \Phi\mathbf{Q}\Phi^H.
\]

It should be noted that in practical applications, the covariance matrix is usually replaced by the sampling covariance matrix \( \mathbf{R}_s \):

\[
\mathbf{R}_s = \frac{1}{N} \sum_{i=1}^N y(t)y^H(t).
\]

3. Rank Minimization-Based Gridless DOA Estimation

The gridless DOA estimation algorithm refers to the angle estimation in the continuous domain to avoid discretization of the angle [16], which effectively overcomes the base mismatch problem in the compressed sensing algorithm [17] and provides a fresh way to improve the estimation accuracy and resolution.
3.1. Denoising Method Based on Rank Minimization. For noncoherent sources, \( \text{rank}(\mathbf{R}_c - \mathbf{Q}) = \text{rank}(\Phi \mathbf{A}_1 \mathbf{P}^H \mathbf{A}_1^H \mathbf{R}_c) = K \), where \( \text{rank}(\cdot) \) denotes the rank operation of the matrix in brackets. For any diagonal matrix \( \Lambda \) composed of real numbers, \( \text{rank}(\mathbf{R}_c - \Lambda) = \text{rank}(\Phi \mathbf{A}_1 (\Phi \mathbf{A}_1^H \mathbf{R}_c + \Phi \mathbf{Q} \mathbf{A}_1^H \mathbf{R}_c - \Lambda)) \geq K \), and the equality holds if and only if \( \Lambda = \Phi \mathbf{Q} \Phi^H \). On account of \( K < M \), the problem of estimating the noise covariance matrix \( \mathbf{Q} \) can be formulated as follows:

\[
\begin{align*}
\text{minimize} \quad & \text{rank}(\mathbf{R}_c - \Phi \mathbf{Q} \Phi^H), \\
\text{s.t.} \quad & \mathbf{R}_c - \Phi \mathbf{Q} \Phi^H \geq 0, \quad \mathbf{Q} \in \mathbb{Z}^+.
\end{align*}
\]

(7)

where \( \geq 0 \) means matrix \( \mathbf{R}_c - \Phi \mathbf{Q} \Phi^H \) is positive semidefinite and \( \mathbb{Z}^+ \) represents a collection of positive definite matrices. Since rank minimization problem is nonconvex and not easy to solve [18], a common method is to use nuclear norm minimization to approximate rank minimization through convex relaxation; since the matrix \( \mathbf{R}_c - \Phi \mathbf{Q} \Phi^H \) is a Hermitian matrix and has the characteristic of positive semidefinite, trace \( (\mathbf{R}_c - \Phi \mathbf{Q} \Phi^H) \) is able to be used to take the place of \( \|\mathbf{R}_c - \Phi \mathbf{Q} \Phi^H\|_F \). Consequently, the following expression can be obtained:

\[
\begin{align*}
\text{minimize} \quad & \text{trace}(\mathbf{R}_c - \Phi \mathbf{Q} \Phi^H), \\
\text{s.t.} \quad & \mathbf{R}_c - \Phi \mathbf{Q} \Phi^H \geq 0, \quad \mathbf{Q} \in \mathbb{Z}^+.
\end{align*}
\]

(8)

where \( \text{trace}(\cdot) \) represents the trace operation of the matrix which returns the sum of the elements on the main diagonal of the matrix. According to the properties of the matrix trace and the real diagonal characteristics of nonuniform noise, we can easily obtain

\[
\begin{align*}
\text{trace}(\mathbf{R}_c - \Phi \mathbf{Q} \Phi^H) &= \text{trace}(\mathbf{R}_c) - \text{trace}(\Phi \mathbf{Q} \Phi^H) \\
&= \text{trace}(\mathbf{R}_c) - E_M \mathbf{\sigma},
\end{align*}
\]

(9)

where \( E_M \in \{0, 1\}^{C \times 1} \) denotes a vector, in which only the elements at the \((c + 0)\) position are 1 and the others are 0. Based on equations (8) and (9), the minimization problem in equation (7) can be further transformed as follows:

\[
\begin{align*}
\text{maximize} \quad & E_M \mathbf{\sigma}, \\
\text{s.t.} \quad & \mathbf{R}_c - \Phi \mathbf{Q} \Phi^H \geq 0, \\
& \sigma_m^2 \geq 0, \quad m = 1, 2, ..., C,
\end{align*}
\]

(10)

where \( \mathbf{\sigma} \) signifies the diagonal matrix where the diagonal terms are in turn the elements in the vector \( \mathbf{\sigma} \). The optimal estimate of the noise power \( \mathbf{Q} \) can be acquired by using the CVX optimization toolbox [19] to solve the above positive semidefinite problem. Then, through the difference of the covariance matrices:

\[
\begin{align*}
\mathbf{R}_w &= \mathbf{R}_c - \Phi \mathbf{Q} \Phi^H,
\end{align*}
\]

(11)

the signal covariance matrix with the noise component removed can be obtained.

3.2. Residual Constraint Scheme Based on Covariance Matching Criteria. Since the actual covariance matrix is obtained from the finite snapshot, even if the noise is suppressed in the early stage, the estimation error of the covariance matrix caused by the finite snapshot still exists. To make this problem solved, this paper puts forward a gridless residual constraint scheme that does not depend on the statistical parameters of noise and combines the structural priors of the covariance to achieve the reconstruction of the covariance matrix.

Inspired by the prior information of the low-rank and semidefinite Toeplitz structure of the noise-free signal covariance matrix \( \mathbf{T}(\mathbf{u}) \) and based on the covariance fitting criterion CMC2 [20], the following low-rank matrix reconstruction model can be established:

\[
\begin{align*}
\text{minimize} \quad & \text{rank}(\mathbf{T}(\mathbf{u})), \\
\|\mathbf{R}_c^{-1/2}(\mathbf{R}_c - \Phi \mathbf{R} \Phi^H)\mathbf{R}_c^{-1/2}\|_F^2 \
\leq & \mathbf{\beta}^2, \\
\text{s.t.} \quad & \Phi \mathbf{T}(\mathbf{u}) \mathbf{\Phi}^H \geq 0,
\end{align*}
\]

(12)

where \( \| \cdot \|_F^2 \) represents the square of Frobenius norm of the matrix, and let \( \Delta \mathbf{r} = \text{vec}(\mathbf{R}_c - \Phi \mathbf{R} \Phi^H) \), in which \( \text{vec}(\cdot) \) is a vectorized operator. It can be obtained from reference [20] that the residuals follow an asymptotic normal distribution, that is,
The Cramer–Rao bound (CRB) provides a lowest lower bound for arbitrary unbiased parameter estimation [22, 23]. The CRB derivation used in the subsequent simulation is mainly based on
reference [24], and the specific formula can be written as follows:

$$\text{CRB} = \frac{\sigma^2}{2L} \left[ \text{Re} \left( \frac{\mathbf{D}^H \mathbf{P}^\perp \mathbf{D}}{\mathbf{A}} \right) \right]^{-1},$$  \hspace{1cm} (19)$$

where \( \mathbf{A} = \mathbf{Q}^{-1/2} \mathbf{A}_1(\theta) \), \( \mathbf{D} = [(\mathbf{d}_i(\theta'))\theta = \theta_1, \ldots, (\mathbf{d}_i(\theta'))\theta = \theta_L] \), \( \mathbf{D} = \mathbf{Q}^{-1/2} \mathbf{D} \), \( P = (1/N) \sum_{n=1}^N s(i)(\eta)^H \), \( \mathbf{P}^\perp \) represents the orthogonal projection of matrix \( \mathbf{A} \) on \( \mathbf{P} \), and \( \odot \) means the Hadamard product of a matrix.

5. Numerical Simulations

In this part, we conducted simulation experiments to test the performance of the proposed two-stage method and compared it with subspace-based method RTM, sparse representation-based method IL1-SRACV, and gridless method SPA. To be fair, we extend the algorithms listed above to MRA. Unless other specified, we assume that the incident sources are independent with the same power \( P \), the array is the MRA with 8 elements, and the relative position of MRA is \( D = [0, 1, 4, 10, 16, 18, 21, 23] \times d \). The covariance matrix of nonuniform noise satisfies

$$Q = \text{diag}(10, 0, 2, 0, 8, 5, 10, 5, 0, 10, 0, 10, 5, 3, 0).$$  \hspace{1cm} (20)$$

The SNR is defined as follows [22]:

$$\text{SNR} = 10 \log_{10} \left[ \frac{P}{M} \times \sum_{m=1}^M (1/q_m) \right] \text{dB}. \hspace{1cm} (21)$$

5.1. Experiment 1. We assume four independent sources from the direction of \( \theta = [-5.0°, 0°, 5.0°, 10.0°] \). The snapshot number \( L = 300 \), SNR = 0 dB, and \( \eta = 0.001 \). Figure 2 presents the spatial spectrum of the proposed algorithm, SPA, and RTM. It is easy to see that the proposed method has a relatively sharp peak and is easier to distinguish under the same conditions.

5.2. Experiment 2. Let two independent sources are relatively close, where \( \theta = [-1.0°, 1.0°] \); other experimental conditions are consistent with experiment 1. Figure 3 shows the spatial spectrum of the proposed algorithm in ULA and MRA composed of 8 array elements. As can be seen from Figure 3, the spatial spectrum of the proposed method in MRA can better distinguish two sources that are closer together. In other words, the adoption of MRA can effectively improve the resolution.

5.3. Experiment 3. Let \( \theta = [-341°, 6.37°] \) and \( L = 500 \); the change of the SNR is increased from -10 dB in steps of 2 dB to 10 dB. 300 Monte Carlo experiments were conducted to reduce the contingency of the experiment. The estimation accuracy of the algorithm is mainly measured by root mean square error (RMSE), which can be expressed as follows:

$$\text{RMSE} = \sqrt{\frac{\sum_{l=1}^L \sum_{k=1}^K (\hat{\theta}_k(l) - \theta_k)^2}{L \times K}}. \hspace{1cm} (22)$$

Figure 4 shows the plot of estimation error and success probability with SNR, where Figure 4(a) shows the change curve of RMSE and Figure 4(b) shows the change curve of success probability. Here, the success probability refers to the ratio of the number of experiments with the error
between the estimated angles and the real angles not more than 0.2° and the total number of Monte Carlo experiments. It can be seen from Figure 4(a) that the RMSEs of all methods decrease with the increase of SNR. Compared with other algorithms, the proposed method has the smallest RMSE and gradually fits to the CRB with the increase of SNR. As can be seen from Figure 4(b), the proposed method can guarantee the estimation error within 0.2° at SNR = −6 dB. From the above results, we can conclude that the proposed method has obvious advantages over other methods in estimation accuracy.

5.4. Experiment 4. We set the SNR to 0 dB, and the number of snapshots increased from 100 to 1000 with an interval of 100, and \( \theta = [-3.41°, 5.37°] \). 300 independent Monte Carlo experiments were also conducted. Figure 5 shows the change curve of RMSE with the number of snapshots. It can be summarized from the figure that the estimation error of the proposed method is smaller than that of other algorithms overall. With the increase in the number of snapshots, the RMSE of the proposed algorithm is closer to the CRB low bound.

5.5. Experiment 5. Let \( L = 500 \); other experimental conditions are the same as experiment 4, and the change of the SNR is increased from −10 dB in steps of 2 dB to 10 dB. Figure 6 shows the success rate of the source estimation of the proposed algorithm compared with that of Akaike’s information criterion (AIC), minimum description length (MDL) [25], and Gershgorin disk estimator (GDE) [26]. The success rate is defined as the ratio of the number of accurate estimations of all sources to the total number of Monte Carlo experiments. It can be summarized from Figure 6 that the proposed method has better estimation accuracy than other
algorithms under low SNR and has a higher success probability overall.

5.6. Experiment 6. Let $\theta = [-4.78^\circ, 2.56^\circ]$ and $L = 400$; other experimental conditions are the same as experiment 3. Figure 7 shows the curve of the average running time of different algorithms versus SNR. It can be seen from the figure that RTM has low computational complexity and takes the shortest time. The running time of the proposed algorithm is much lower than that of IL1-SRACV and slightly higher than that of SPA. The average running time of the algorithms increases slightly with the increase of the SNR.

6. Conclusions

This paper proposes a two-stage gridless DOA estimation algorithm for MRA in nonuniform noise. The proposed method can not only effectively eliminate the effect of nonuniform noise but also further improve the estimation accuracy and resolution. Moreover, the number of signals is also able to be acquired as a byproduct. Simulation experiments prove the performance of the proposed method.
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