Abstract—Steganalysis is a collection of techniques used to detect whether secret information is embedded in a carrier using steganography. Most of the existing steganalytic methods are based on machine learning, which requires training a classifier with “laboratory” data. However, applying machine-learning classification to a new data source is challenging, since there is typically a mismatch between the training and the testing sets. In addition, other sources of uncertainty affect the steganalytic process, including the mismatch between the targeted and the actual steganographic algorithms, unknown parameters—such as the message length—and having a mixture of several algorithms and parameters, which would constitute a realistic scenario. This paper presents subsequent embedding as a valuable strategy that can be incorporated into modern steganalysis. Although this solution has been applied in previous works, a theoretical basis for this strategy was missing. Here, we cover this research gap by introducing the “directionality” property of features concerning data embedding. Once a consistent theoretical framework sustains this strategy, new practical applications are also described and tested against standard steganography, moving steganalysis closer to real-world conditions.
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1 Introduction

The main objective of steganalysis is to detect the presence of secret data embedded into apparently innocent objects using steganography. These objects are mainly digital media and the most commonly used carriers for steganography are digital images. Currently, most state-of-the-art methods are adaptive [25], [16], [26], [27]. The most successful detectors are based on machine learning. The usual approach is to prepare a database of images and use them for training a classifier. This classifier will be used to classify future images in order to predict whether they contain a hidden message or not.

The first few machine learning-based methods used in steganalysis [1], [25] work in two steps. The first step is to extract sensitive features to changes made when hiding a message in an image. The second step is to train a classifier for predicting if future images are cover (which do not contain an embedded message) or stego (which contain an embedded message). These features were tailored to be effective against the specific steganographic methods to be detected. There are various feature extraction methods and their development has led up to what we know as Rich Models [12], [22], [21]. Different types of classifiers can be used for steganalysis, although Support Vector Machines [28] and Ensemble Classifiers [20] were common a few years ago.

During the last few years, we have seen how those technologies are being replaced by classification in a single step using Convolutional Neural Networks (CNN). Most of CNN’s proposals for steganalysis consist of custom-designed networks, often extending the ideas previously used in Rich Models [22], [37], [29], [40], [2], [33]. Lately, better results have been obtained using networks designed for computer vision, pre-trained with Imagenet, such as EfficientNet, MixNet or ResNet [22], [11].

With the use of machine learning in steganalysis, the problem of Cover Source Mismatch (CSM) arises. This problem refers to classifying images that come from a different source than those used to train the classifier. The first references about CSM in the literature can be found in [15], [8]. Among the main reasons that cause CSM are the ISO sensitivity and the processing pipeline. A recent analysis shows that the processing pipeline could have the greatest impact [14].

Different approaches to CSM have been tried in recent years. In [21], different strategies are proposed to mitigate the problem, such as training with a mix of sources, using classifiers trained with different sources each, and using the classifier with the closest source. In [29], the islet approach method is proposed, which organizes the images into clusters and assigns a classifier to each one. Nowadays, the usual approach to face CSM is trying to build a sufficiently large and diverse training database with images from different cameras and with different processing pipelines [35], [5], [6], [33]. With this approach, the main aim is that the machine learning method focuses on the features that are universal to all images and allow classifying images that come from different sources correctly. However, to date, there is no sufficiently complete database to allow sufficient mitigation of the CSM. In fact, given a training database, it is usually straightforward to find a set of images with CSM such that the classifier error increases significantly [24].

CSM is not the only source of uncertainty in the steganalytic process. In targeted steganalysis, for example, the steganalyst makes an assumption about the steganographic scheme used by the steganographer. If this assumption is wrong, and the steganographic scheme assumed by the steganalyst differs from the true one, stego source mismatch...
The one used by the steganographer (for the testing set).

2. Basic definitions

This section introduces the definitions that are used throughout the paper.

2.1 Cover image

Let $X$ be an image of $w \times h$ pixels, i.e.

$$X = (x_{i,j}) : (i,j) = (1,1), \ldots, (w,h),$$

where $w$ and $h$ are, respectively, the width and the height of the image. The values of the pixels are assumed to be $n$-bit unsigned integers, i.e. $x_{i,j} \in [0,\ldots,2^n-1]$.

2.2 Stego image

Let $S$ be a steganographic embedding scheme that takes the cover image $X = (x_{i,j})$ as input and outputs a stego image $X' = (x'_{i,j})$ for $(i,j) = (1,1), \ldots, (w,h)$. Typically, the steganographic embedding function requires some parameters $p$ (e.g. the embedding bit rate or payload), a (secret) stego key $K \in \mathbb{K}$ and a secret message $m \in \mathbb{M}$, where $\mathbb{K}$ is the key space and $\mathbb{M}$ is the message space. Thus, we can write $X' = S^K_X(X,m)$. In the sequel, we use $S^p$ always to remark that the steganographic embedding function is considered for a particular selection of parameters.

It is worth pointing out that the parameters $p$ and the message $m$ are not completely independent. For an image of $h \times w$ pixels and a message $m$ of length $|m|$, the embedding bit rate (included in $p$) should match $|m|/(h \times w)$. For this reason, $\mathbb{M}$ represents the set of all possible messages of appropriate size to be compatible with the embedding bit rate and the image size.

2.3 Small modification and low probability of modification

We assume that the steganographer tries to maximize statistical undetectability and, hence, $S^p$ limits the changes to pixels to $\pm 1$ operations (at most), i.e. $|x'_{i,j} - x_{i,j}| \leq 1$. In fact, if pixel changes were greater than $\pm 1$, we would expect that the statistical properties of the stego image would be distorted to a larger extent and the steganographic scheme would possibly be more detectable. Hence, from the steganalysis point of view, $\pm 1$ changes can be considered a worst-case scenario.

In addition, the probability that a given pixel is selected by the embedding algorithm is $\alpha \in (0,1]$ (where 0 means no pixel is selected and 1 means all pixels are selected). Typically, $\alpha$ is close to zero for highly undetectable methods. For the pixels that are selected, on average, half of them will have the correct LSB, whereas the other half will require a $\pm 1$ change (i.e. $|x'_{i,j} - x_{i,j}| = 1$). Hence, the probability that a pixel is changed is $\beta = \alpha/2$ (and the probability that a pixel is unchanged is $1 - \beta$).

Note that $\alpha$ does not necessarily match the embedding bit rate or payload. Some methods use matrix embedding or Syndrome-Trellis Codes (STC) and can embed more bits than pixels are selected for modification. For example, using the High-pass, Low-pass, Low-pass (HILL) cost function for steganography, a payload of 0.4 bits per pixel (bpp) would be obtained with $\alpha \approx 0.17$.

1. In this paper, the term SSM is used only if the steganographic scheme applied by the steganalyst to create stego samples differs from the one used by the steganographer (for the testing set).

2. Note that the set of all possible embedded messages ($\mathbb{M}$) is finite, since digital images are limited in size and, hence, the embeddable message sizes are also limited.
2.4 Domains of cover, stego and "steganalyzable" images

Formally, we define the domain of "steganalyzable" images \( \mathcal{I} \) as the union of the domains of all cover (\( \mathcal{C} \)) and all stego (\( \mathcal{S} \)) images, or \( \mathcal{I} = \mathcal{C} \cup \mathcal{S} \), where \( \mathcal{C} \cap \mathcal{S} = \emptyset \). Any image either contains or does not contain an embedded message using the steganographic function \( S_p \). Thus, the domains \( \mathcal{C} \) and \( \mathcal{S} \) are assumed to be disjoint.

Remark 1. The condition that \( \mathcal{C} \cap \mathcal{S} = \emptyset \) is required for effective steganalysis. Actually, all cover images are also stego images, since all images contain some "default" (random-like) message for a given key \( K \in \mathbf{K} \) and parameter vector \( p \). However, such a "default" message is typically useless since it will not match the true message \( m \) to be transmitted in a secret communication. The probability of finding an image that already contains the intended message \( m \), known as steganography by image selection, decreases exponentially with \( |m| \), and is considered infeasible for typical (useful) message lengths. If the message is concise, it is possible to find a cover image that already contains it. However, in such a case, steganalysis cannot be successful. There would be no way of classifying an image as cover or stego if the same image can be both cover and stego. Hence, we assume this "effective" disjointness for "useful" messages throughout the paper.

Now, we introduce the notation \( S_p^\ast(X) \) to denote the hypothesized application of the embedding algorithm to an image (or a set of images) for all possible secret keys and all possible embedded messages, i.e., given an image \( X = (x_{i,j}) \):

\[
S_p^\ast(X) = \{ S_p^K(X, m) | \forall K \in \mathbf{K}, \forall m \in \mathbf{M} \}.
\]

With this notation, all stego images for the embedding algorithm \( S_p \) can be described as follows:

\[
\mathcal{S} = S_p^\ast(\mathcal{C}) = \{ S_p^\ast(X) | \forall X \in \mathcal{C} \}.
\]

2.5 Feature-based steganalysis

Steganalysis is defined as a classification problem that, given an image \( Z = (z_{i,j}) \), tries to determine whether this image is cover or stego. This problem is typically overcome by using some classifier \( C \). More formally, an ideal steganalytic classifier can be defined as a classification function

\[
C : \mathcal{I} \rightarrow \{0,1\},
\]

where \( C(Z) = 0 \) if \( Z \in \mathcal{C} \) and \( C(Z) = 1 \) if \( Z \in \mathcal{S} \). A real classifier will not perform as well as the ideal one, and some probability of misclassification exists (in the form of false positives or false negatives).

In this paper, we assume targeted steganalysis, since the classification is carried out for a specific steganographic algorithm \( S \) subject to a set of parameters \( p \). On the other hand, universal steganalysis refers to a classification function \( C_\ast \) that would work for any steganography.

Frequently, such a classification depends on a set of features, either explicit or implicit. In that case, the images are not classified directly, but a feature vector is first extracted from the images, using some function \( F \), and the classifier uses such features. \( F \) is a function that takes an image as input and outputs a feature vector. For an image \( Z = (z_{i,j}) \in \mathcal{I} \), we have \( F(Z) = V \in \mathbb{R}^D \), where \( D \) is the dimension of the feature vector:

\[
F : \mathcal{I} \rightarrow \mathbb{R}^D.
\]

The classifier can now be denoted as \( C_{S_p, F} : \mathcal{I} \rightarrow \{0,1\} \), and the whole classification problem can be viewed as a two-step procedure:

\[
(z_{i,j}) \xrightarrow{F(.)} V \xrightarrow{C_{S_p, F}(\cdot)} \{0,1\}.
\]

Finally, \( F \) can be detailed as a collection of \( D \) real-valued functions \( F(\cdot) = [f_1(\cdot), \ldots, f_D(\cdot)]^T \).

2.6 Subsequent embedding

Since a stego image is an image itself, it is thus possible to carry out a second embedding process to the resulting image. Most possibly, this will imply the loss of the message that was embedded the first time, but this is not relevant in this paper, since we are not using subsequent embedding to hide another message, but as a tool that the steganalyst may use during the steganalytic process.

In general, given an image \( X \in \mathcal{C} \), the corresponding stego (\( X' \)) and “double” stego (\( X'' \)) images are defined as follows:

\[
X' = S_p^{K_1}(X, m_1),
\]

\[
X'' = S_p^{K_2}(X', m_2) = S_p^{K_2}(S_p^{K_1}(X, m_1), m_2).
\]

We assume that the second embedding is carried out using the same parameters \( p \), but with a different stego key and message since, in general, \( K_1 \neq K_2 \) and \( m_1 \neq m_2 \). Whereas the first key and message \( (K_1 \) and \( m_1 \)) are selected by the steganographer, the second pair \( (K_2 \) and \( m_2 \)) is selected by the steganalyst, who does not have access to either \( K_1 \) or \( m_1 \). Hence, throughout this paper, a second embedding and a “double stego” image are assumed to be this particular process. This is illustrated graphically below:

\[
X \xrightarrow{S_p^{K_1}; m_1} X' \xrightarrow{S_p^{K_2}; m_2} X''.
\]

If the parameters \( p \) used in the first embedding differ from those of the second embedding, this is considered here either as SSM condition or unknown message length, which are sources of uncertainty in steganalysis.

2.7 Domain of “double stego” images

Given the domain \( \mathcal{I} = \mathcal{C} \cup \mathcal{S} \) of cover and stego images, note that \( S_p^\ast(\mathcal{I}) \) would contain stego and/or “double stego” images, but no cover images since

\[
S_p^\ast(\mathcal{I}) = S_p^\ast(\mathcal{C}) \cup S_p^\ast(\mathcal{S}) = \mathcal{S} \cup \mathcal{D},
\]

with

\[
\mathcal{D} = S_p^\ast(\mathcal{S}) = \{ S_p^\ast(S_p^\ast(X_k)) | \forall X_k \in \mathcal{C} \}.
\]

Here, \( \mathcal{D} \) denotes the domain of “double stego” images.

The following notation is introduced for this “double embedding” process. For an image \( Z \in \mathcal{I} \), we define \( S_p^{(2)}(Z) = S_p^\ast(S_p^\ast(Z)) \) and, hence:

\[
\mathcal{D} = S_p^{(2)}(\mathcal{S}) = S_p^\ast(S_p^\ast(\mathcal{C})) = S_p^{(2)}(\mathcal{C}).
\]

Similar to the assumption that \( \mathcal{C} \cap \mathcal{S} = \emptyset \) for effective steganography (see Remark 1), here we need two additional assumptions, namely, \( S \cap \mathcal{D} = \emptyset \) and, of course, \( \mathcal{C} \cap \mathcal{D} = \emptyset \). The second assumption can be readily accepted, since it means that the cover and “double stego” domains are disjoint. On the other hand, it may not be that obvious to assume that \( \mathcal{S} \) and \( \mathcal{D} \) are two distinct (and disjoint) domains since, in fact,
both contain images with stego messages embedded into them. However, there are relevant differences between both domains.

First, as described in Section 2, \( S_p \) produces \( \pm 1 \) changes in some pixels (which are modified with probability \( \beta \)). This means that embedding another message into an already stego image will produce a few \( \pm 2 \) variations wrt the corresponding cover image. Such \( \pm 2 \) variations cannot be found in any stego image in \( S \) (let alone the cover images in \( C \)). Second, even if the pixel selection in the second embedding occurred in such a way that none of the already modified pixels would be selected again for modification, the overall number of modified pixels wrt the corresponding cover image would be significantly larger for a “double stego” than for a stego image. For example, with LSB switching steganography and an embedding bit rate of 0.1 bpp, a stego image would have 5% of modified pixels compared to the cover image, whereas a “double stego” image for which a completely different set of pixels were modified in the second embedding would have approximately 5% + 5% = 10% modified pixels wrt the corresponding cover image. In general, the number of modified pixels in the second case will be somewhat lower than 10%, since some pixels will be selected twice for modification.

**Remark 2.** The above discussion does not apply to steganography for which the \( \pm 1 \) variations are not symmetric, like in LSB replacement, where even pixels may only be increased (+1 change) and odd pixels may only be decreased (−1 change). This would produce no \( \pm 2 \) variations after subsequent embedding. In fact, a stego image and a “double stego” image with LSB replacement and 1 bpp embedding bit rate are completely indistinguishable. However, such non-symmetric changes are highly detectable using structural LSB detectors [7], [19], [18], [32] and, hence, they are no longer used in modern steganographic schemes.

### 2.8 Individual embedding

We denote as \( S_p^\#(\cdot) \) one application of the embedding function for an image or a set of images, with a different (or random) key and a different (or random) message for each image. For an image \( Z = (z_{i,j}) \in I \), we define:

\[
\exists K \in K, \exists m \in M : S_p^\#(Z) = S_p^K(Z, m).
\]

Similarly, for the set \( Z = \{Z_k\} \subset I \), \( \exists K_{Z_k} = \{K_{Z_k}\} \subset K \) and \( \exists M_{Z_k} = \{m_{Z_k}\} \subset M \) such that

\[
S_p^\#(Z) = \left\{ S_p^{K_{Z_k}}(Z_k, m_{Z_k}) \mid K_{Z_k} \in K_{Z_k}, m_{Z_k} \in M_{Z_k}, \forall Z_k \in Z \right\}.
\]

This operation transforms cover into stego images, and stego into “double stego” images, i.e., \( S_p^\#(Z) \subset (S \cup D) \).

Note that each image in \( S_p^\#(Z) \) is obtained using, in principle, a different secret key \( K_{Z_k} \) and a different embedded message \( m_{Z_k} \). Thus, \( S_p^\#(Z) \) is not unique, since a specific key and a specific message is chosen for each image \( Z_k \in Z \). Each selection for \( K_{Z_k} \) and \( m_{Z_k} \) leads to a different instance of \( S_p^\#(Z) \).

The function \( S_p^\# \) may be applied in two different scenarios. On the one hand, a steganographer would use it with specific keys and messages on a cover image (or a set of cover images) for secret communication. In this case, a key may be reused for different images (although this is not advisable for security reasons), but the messages would be different in general. On the other hand, \( S_p^\# \) may be used within a steganalytic framework. In this case, the steganalyzer would choose a random key and a random message for each image.

**Remark 3.** It is now convenient to distinguish \( S_p^\#_1 \) from \( S_p^\#_2 \). Whereas \( S_p^\#_1 \) is obtained by applying \( S_p^\# \) for all possible keys and messages, \( S_p^\#_2 \) is obtained using one (different or random) key and one (different or random) message for each image. Hence, if \( |\cdot| \) denotes the cardinality of a set, we have \( |S_p^\#(Z)| \gg |Z| = |S_p^\#(Z)| \).

### 2.9 Primary and secondary steganalytic classifiers

Given a collection of images \( A = \{A_i\} \subset I \) to be classified (or predicted) as either cover or stego, we define the primary classifier as the function: \( C_{S_p}^A : I \rightarrow \{0, 1\} \), where the fact that the classifier is built for the set \( A \) is explicitly noted. \( C_{S_p}^A(A_k) = 0 \) means that \( A_k \) is classified or predicted as cover (presumably \( A_k \in C \) and \( C_{S_p}^A(A_k) = 1 \) if \( A_k \) is classified or predicted as stego (presumably \( A_k \in S \)).

Now, we can define the secondary set as \( B = \{B_k\} = S_p^\#(A) \subset S_p^\#(I) \), i.e., the set obtained after a new embedding process in all the images of \( A \). If the sets of stego and “double stego” images are separable, we can thus define a secondary classification problem as follows: \( C_{S_p}^B : S_p^\#(I) \rightarrow \{0, 1\} \), where \( C_{S_p}^B(B_k) = 0 \) means that \( B_k \) is classified or predicted as stego (presumably \( B_k \in S \)) and \( C_{S_p}^B(B_k) = 1 \) means that \( B_k \) is classified or predicted as “double stego” (presumably \( B_k \in D \)).

Hence, we make use of two different classifiers, on the one hand \( C_{S_p}^A \), which is used to separate the images of \( A \subset I \) as cover (predicted to be in \( C \)) or stego (predicted to be in \( S \)) and, on the other hand, \( C_{S_p}^B \), which is used to separate the images of \( B = S_p^\#(A) \subset S_p^\#(I) \) as stego (predicted to be in \( S \)) or “double stego” (predicted to be in \( D \)). The usefulness of this secondary classifier is clarified in Section 3.

The superscripts “\((\cdot)^A\)” and “\((\cdot)^B\)” are used to denote the primary and the secondary classification problems, respectively, in the sequel.

### 2.10 Directional features

In this work, we exploit the classifiers \( C_{S_p, F}^A \) and \( C_{S_p, F}^B \) not only in the obvious way, i.e. the former to classify cover and stego images and the latter to classify stego and “double stego” images, but in a more sophisticated framework. This framework requires classifying a cover image in \( C \) using \( C_{S_p}^C \), which is not trained with cover samples, and classifying a “double stego” image in \( D \) using \( C_{S_p, F}^D \), which is not trained with “double stego” samples.

**A sufficient condition** for those classifications to be possible is that some relevant features be directional wrt the embedding function. A feature \( f_i \) is called directional wrt embedding if it satisfies one of the following two conditions:

i) if \( f_i \) increases after the first data embedding, this feature shall further increase with a second embedding, or

ii) if \( f_i \) decreases after the first data embedding, it shall further decrease after a second data embedding.
If the second embedding reverted the sign of the changes of the first embedding for all features, it may lead to mistaking a “double stego” image by a cover one, or conversely. On the other hand, if there is a relevant set of features satisfying the directionality condition, the classifiers will work properly, since there will be a set of features that will be significantly different from cover and “double stego” images. This idea is formalized as a working hypothesis below.

**Working hypothesis.** When classifying cover, stego and “double stego” images, for a successful classification that does not mistake cover and “double stego” images, a sufficient condition is to have some directional features (for most of the images).

This hypothesis is illustrated in Fig. 1 where three different situations are shown. For simplicity, the graphical illustration is limited to two dimensions, corresponding to two features. In the best scenario (Fig. 1a), all features are directional, and it is straightforward for a linear classifier to discriminate the three different types of images without confusing cover and “double stego” images. In the worst scenario (Fig. 1c), we can see that when all features reverse the sign change after a subsequent embedding, the sets of cover and “double stego” images overlap in the feature space, and a linear classifier will be in trouble to separate them, making the applications presented in Section 6 unfeasible. The most common situation is none of those two extreme cases, but a mixture of both directional and non-directional features, which is the case illustrated in Fig. 1b. In this scenario, the feature represented in the abscissae is directional and preserves the sign change after one and two subsequent embeddings. However, the feature represented in the ordinates reverses the sign change in the second embedding and, thus, is not directional. We can see that, even in this case, a linear classifier will work, since the sets for cover, stego and “double stego” images are disjoint in the feature space, and no confusion between cover and “double stego” images occurs. Several experiments have been carried out to validate this hypothesis with real images and features, whose results are provided and discussed in the Appendices (supplemental material).

This graphical representation shows why the directionality of some features is a sufficient condition for successful classification with linear classifiers. However, it is not a necessary condition, since some non-linear classifiers may find more complex variations in features (for example, the Euclidean norm of a subset of features) making a successful classification possible even with no apparent directional features.

To formalize the directionality condition, we first define the operator $\Delta$ as the variation of the feature $f_i$ after data embedding, i.e.

$$\Delta f_i(X) = f_i(S^p(X)) - f_i(X),$$

for a cover image $X \in C$. We further define a second-order variation $\Delta^2$ in a similar way:

$$\Delta^2 f_i(X) = f_i(S^p(S^p(X))) - f_i(S^p(X)).$$

The directionality condition can now be written as follows:

$$\Delta f_i(X) \times \Delta^2 f_i(X) > 0. \tag{1}$$

This expression represents the features $f_i$ for which the changes occur in the same direction after one and two data embeddings. If the variation $\Delta f_i(X)$ is negative, the second-order variation $\Delta^2 f_i(X)$ shall also be negative for Expression (1) to hold, and the same goes for positive variations. For directional features, Expression (1) should be satisfied for most images. Checking all possible cases is usually not feasible due to the large input size (the domain of all cover images). A relaxed property can be proposed based on the expected value of the features, i.e., we define:

$$E|\Delta f_i(X)| = E[f_i(S^p(X))] - f_i(X),$$

$$E[\Delta^2 f_i(X)] = E[f_i(S^p(S^p(X)))] - E[f_i(S^p(X))],$$

where $E[\cdot]$ denotes the expected value. Hence, a relaxed condition for the directionality of $f_i$ can be expressed as follows:

$$E[|\Delta f_i(X)|] \times E[\Delta^2 f_i(X)] > 0. \tag{2}$$

Expression (2) is stronger than Expression (1), but the latter suffices to guarantee directionality in most cases. We refer to Expressions (1) and (2) as the “hard directionality” and “soft directionality” conditions, respectively.

Now, the question is whether such kind of features exists. Is directionality a common property for feature changes in subsequent embedding? Sections 3 and 4 focus on showing that there exists a simple feature model that fulfills the directionality property for most relevant features, and provides some sufficient (and sometimes necessary) conditions for this to occur. Once this property is established for a particular and simple model, it is reasonable to accept that the same property holds by other more complex feature definitions, as shown empirically in Section 5.
3 Simple feature model for image steganalysis

This section proposes a simple feature model for image steganalysis and analyzes the effect of the embedding process on the expected value of the features.

3.1 Prediction and residual image

For an image $X = (x_{i,j})$, we denote a prediction of a pixel as $\hat{x}_{i,j}$, which is usually obtained from the values of neighboring pixels. For example, we can have horizontal ($\hat{x}_{i,j} = x_{i-1,j}$), vertical ($\hat{x}_{i,j} = x_{i,j-1}$) and diagonal ($\hat{x}_{i,j} = x_{i-1,j-1}$) predictions, among others.

In general, we consider that the predicted image is obtained through a prediction function $\Psi$ such that $\hat{X} = \Psi(X) = (\hat{x}_{i,j})$. Note that $\hat{X}$ is typically smaller than the size of $X$, since there are some pixels for which the prediction does not exist. For example, with the horizontal prediction, the first column of pixels cannot be predicted and hence, the size of $\hat{X}$ is $(w-1) \times h$. Similarly, the size of $\hat{X}$ is $w \times (h-1)$ for a vertical prediction and $(w-1) \times (h-1)$ for a diagonal prediction.

Let the residual image $R = (r_{i,j})$ be formed by the residuals or differences between the true and the predicted values of the pixels, i.e. $r_{i,j} = x_{i,j} - \hat{x}_{i,j}$. The size of $R$ is the same as that of $\hat{X}$.

3.2 Histogram of the residual image

Let $H = (h_k)$, for $k = v_{\min}, \ldots, v_{\max}$, be the histogram of $R$, i.e. $h_k$ stands for the number of elements for which $r_{i,j} = k$. Since both $x_{i,j}$ and $\hat{x}_{i,j}$ are in the range $[0, \ldots, 2^n - 1]$, we define $v_{\min} = -(2^n - 1)$ and $v_{\max} = 2^n - 1$ such that the we have a histogram bin for each possible value of the residuals. We also define $N$ as the total number of elements (residuals) in $R$, and it follows that

$$N = \sum_{k=v_{\min}}^{v_{\max}} h_k.$$

For example, for a horizontal prediction, $N = (w - 1) \times h$.

3.3 Basic model of feature extraction

Many feature extraction functions have been defined in the steganalysis literature. Here, we define a basic steganalytic system that uses the histogram of the residual image as features $V = F(Z) = (h_k)$, for $k = v_{\min}, \ldots, v_{\max}$.

This feature set is possibly very limited to lead to accurate classification results, but it serves for the theoretical analysis carried out in the next few sections. In the sequel, we analyze how the embedding method $S_p$ modifies the histogram of the residual image.

Let $H' = (h'_k)$ be the histogram of the residual image of $X' = S_p^f(X) \in S$, for $X \in C$, i.e. $H'$ refers to the histogram of the residual image of a stego image. When a pixel $x'_{i,j}$ differs from $x_{i,j}$, the corresponding residual may also be affected, resulting in a change in the residual histogram. For simplicity, we assume that the prediction is carried out using another single pixel (e.g. horizontal, vertical or diagonal prediction). If a combination of different pixels were used, the reasoning would be similar, but the discussion would be far more cumbersome.

In the discussion below, we make use of the operator $\Delta$ to refer to the variation of a pixel after data embedding, i.e. $\Delta x_{i,j} = x_{i,j} - x_{i,j}$. As remarked in Section 2.3, it is assumed that $|\Delta x_{i,j}| \leq 1$.

3.4 Analysis for non-adaptive steganography

First, we consider the case when the selection of pixels in steganography is carried out as independent events, i.e. the probability for the selection of a pixel is not affected by the selection of its neighboring pixels. This leads to the following assumption:

**Assumption 1.** Pixel changes are independent events.

This assumption is not true for adaptive steganography, since those methods produce more pixel changes in textured areas and edges, which correspond to regions that are more difficult to model. A discussion about an adaptive steganography case is provided in Section 3.5.

**Assumption 2.** The difference between two consecutive bins in the residual image histogram is bounded by $\delta$ (a relatively small number):

$$|h_{k+1} - h_k| \leq \delta, \forall k \in [v_{\min}, v_{\max}].$$

**Remark 4.** This assumption means that the histogram of the residual image is “soft” and that the variations between neighboring bins are small. This is typically the case for most natural images.

**Lemma 1.** If we assume independent (Assumption 1) random ±1 changes of the pixel values with probability $\beta = \alpha/2$ for $\alpha \in (0, 1]$, under Assumption 2 then the expected value of the histogram bin $h'_k$ can be approximated as follows:

$$E[h'_k] \approx (1 - \alpha)h_k + \frac{\alpha}{2} (h_{k-1} + h_{k+1}).$$

**Proof.** We first define the probability that a pixel be modified in $X' = S_p^f(X)$ (i.e. $x_{i,j} \neq x'_{i,j}$) as $P(\Delta x_{i,j} \neq 0)$ The complementary probability (pixel unchanged) is thus

$$P(\Delta x_{i,j} = 0) = 1 - P(\Delta x_{i,j} \neq 0).$$

As discussed above, we have $P(\Delta x_{i,j} \neq 0) = \beta$ and $P(\Delta x_{i,j} = 0) = 1 - \beta$.

| $\Delta x_{i,j} = 0$ | $\Delta x_{i,j} \neq 0$ |
|---------------------|---------------------|
| $1 - \beta^2$      | $2 \beta (1 - \beta)$ |

Regarding combined pixel changes for a pixel $x_{i,j}$ and its prediction $\hat{x}_{i,j}$, we have four different possibilities, whose probabilities are detailed in Table 1. Under Assumption 1 there are four possible cases wrt the changes of a pixel $x_{i,j}$ and its prediction $\hat{x}_{i,j}$:

1) Neither the pixel nor its prediction are changed. This occurs with probability $(1 - \beta)^2$. The expected number of pixels that satisfy this condition for a residual histogram value $h_k$ are $(1 - \beta)^2 h_k$.

2) The pixel $x_{i,j}$ is modified ($\Delta x_{i,j} \neq 0$), but the prediction $\hat{x}_{i,j}$ is unchanged. This occurs with probability $\beta(1 - \beta)$. In this case, if the residual histogram value associated to $x_{i,j}$ is $h_k$, a +1 change would “move” the pixel to the bin $h'_{k+1}$ and a −1 change would “move” it to the bin $h'_{k-1}$. Both possibilities occur with a probability $\beta(1 - \beta)/2$. 

| $\Delta x_{i,j} = 0$ | $\Delta x_{i,j} \neq 0$ |
|---------------------|---------------------|
| $1 - \beta^2$      | $2 \beta (1 - \beta)$ |

Table 1

Combined probabilities of changes in $x_{i,j}$ and $\hat{x}_{i,j}$.
3) The prediction $\hat{x}_{i,j}$ is modified ($\Delta \hat{x}_{i,j} \neq 0$), but the pixel $x_{i,j}$ is unchanged. Again, this occurs with probability $\beta(1-\beta)$. This leads to a “movement” from $h_k$ to either $h_{k-1}$ or $h_{k+1}$, both with probability $\beta(1-\beta)/2$.

4) Finally, both the prediction $\hat{x}_{i,j}$ and the pixel $x_{i,j}$ can be modified, which occurs with probability $\beta^2$. In this case, we have four possibilities (each with the same probability $\beta^2/4$):

a) Both $x_{i,j}$ and $\hat{x}_{i,j}$ change +1. In this case, the corresponding residual remains at $h_k'$.

b) $x_{i,j}$ is modified +1 whereas $\hat{x}_{i,j}$ is modified −1. In this case, the residual “moves” to the bin $h_{k+1}'$.

c) $x_{i,j}$ is modified −1 whereas $\hat{x}_{i,j}$ is modified +1. In this case, the residual “moves” to the bin $h_{k-2}'$.

d) Both $x_{i,j}$ and $\hat{x}_{i,j}$ change −1. In this case, the corresponding residual remains at $h_k'$.

Considering all four cases, the expected value of $h_k'$ can be obtained as follows:

\[
E[h_k'] = (1 - \beta)^2 h_k + \beta(1 - \beta)(h_{k-1} + h_{k+1}) + \frac{\beta^2}{2} h_k + \frac{\beta^2}{4} (h_{k-2} + h_{k+2}),
\]

and, hence:

\[
E[h_k'] = \left(1 - 2\beta + \frac{3}{2} \beta^2\right) h_k + \left(\beta - \beta^2\right)(h_{k-1} + h_{k+1}) + \frac{\beta^2}{4} (h_{k-2} + h_{k+2})
\]

\[
= (1 - 2\beta) h_k + \beta(h_{k-1} + h_{k+1}) + \varepsilon
\]

\[
= (1 - \alpha) h_k + \alpha\frac{h_{k-1} + h_{k+1}}{2} + \varepsilon,
\]

with

\[
\varepsilon = 3\beta^2 h_k - 3\beta^2 h_{k-1} - 3\beta^2 h_{k+1} + \frac{\beta^2}{4} h_{k-2} + \frac{\beta^2}{4} h_{k+2}.
\]

Now we only need to show that $\varepsilon \approx 0$ to complete the proof. To this aim, as already discussed, we make use of the fact that $\alpha$ is typically close to zero and, thus, $\beta = \alpha/2$ is even closer to zero. Consequently, $\beta^2$ is small compared to $\beta$. We can now rewrite $\varepsilon$ as follows:

\[
\varepsilon = \beta^2 \left(\frac{1}{4} h_{k-2} - h_{k-1} + \frac{3}{2} h_k - h_{k+1} + \frac{1}{4} h_{k+2}\right)
\]

and, thus:

\[
\varepsilon = \beta^2 \left(\frac{1}{4} h_{k-1} - h_{k-2} + \frac{3}{4} h_k - h_{k-1}\right)
\]

\[
- \frac{3}{4} (h_{k+1} - h_k) + \frac{1}{4} (h_{k+2} - h_{k+1})
\]

Hence,

\[
|\varepsilon| \leq \beta^2 \left(\frac{1}{4} |h_{k-1} - h_{k-2}| + \frac{3}{4} |h_k - h_{k-1}|\right.
\]

\[
+ \frac{3}{4} |h_{k+1} - h_k| + \frac{1}{4} |h_{k+2} - h_{k+1}|).
\]

which yields

\[
|\varepsilon| \leq \beta^2 \left(\frac{1}{4} \delta + \frac{3}{4} \delta + \frac{3}{4} \delta + \frac{1}{4} \delta\right) = 2\beta^2 \delta.
\]

Finally, since both $\beta^2$ and $\delta$ are small quantities, we have $|\varepsilon| \approx 0$, which completes the proof.

**Remark 5.** Strictly speaking, $\varepsilon \approx 0$ means that it is much smaller than the other dominant terms in Expression (3), i.e.

\[
|\varepsilon| \ll \left|(1 - \alpha) h_k + \frac{\alpha}{2} (h_{k-1} + h_{k+1})\right|.
\]

The error $\varepsilon$ can be a relatively large number, but it is much smaller than the other two terms.

**Remark 6.** There are positive and negative terms in the second factor of Expression (4) that tend to cancel each other yielding a number much lower than the upper bound $(2\beta^2 \delta)$ used in the proof of Lemma 4. Informally, if a group of consecutive bins in a residual image histogram are typically similar: $h_{k-2} \approx h_{k-1} \approx h_k \approx h_{k+1} \approx h_{k+2} \approx h_{k}$, we can see that $\varepsilon \approx 0$:

\[
\varepsilon \approx \frac{3}{4} \beta^2 h_k - \frac{3}{4} \beta^2 h_{k-1} - \frac{3}{4} \beta^2 h_{k+1} + \frac{\beta^2}{4} h_{k-2} + \frac{\beta^2}{4} h_{k-2}
\]

\[
\approx \frac{3}{2} \beta^2 h_k - \beta^2 h_{k-1} - \beta^2 h_{k+1} + \frac{\beta^2}{4} h_k + \frac{\beta^2}{4} h_{k-1},
\]

and hence

\[
\varepsilon \approx \beta^2 h_k \left(\frac{3}{2} - 1 \frac{1}{4} + \frac{1}{4}\right) = 0.
\]

In fact, $\beta^2$ is a small value multiplying another factor that is very close to zero. That is the reason why $\varepsilon$ is really small compared to the dominant terms in Expression (4).

### 3.5 Analysis for adaptive steganography

Now, we analyze the variations of the histogram of the residual image after embedding when Assumption 1 does not hold, i.e. when pixel changes are not independent events.

**Lemma 2.** If we assume dependent random ±1 changes of the pixel values, the expected value of the histogram bin $h_k'$ can be approximated as follows:

\[
E[h_k'] \approx (1 - \alpha) h_k + \alpha\frac{h_{k-1} + h_{k+1}}{2}.
\]

**Remark 7.** This is the same expression obtained in Lemma 4 for non-adaptive steganography.

For brevity, the proof of Lemma 4 is omitted here and can be found in the Appendices (supplemental material).

### 4 Theoretical analysis of subsequent embedding for the simple model

This section is focused on analyzing the variation of the bins of the histogram of the residual image after two successive embeddings. More precisely, we establish sufficient conditions such that the soft directionality property of Expression (2) be satisfied for the simple model.

#### 4.1 Directionality of histogram variations after subsequent embedding

Here, we introduce some notations. Let $\Delta$ be the variation of the $k$-th histogram bin of the residual image after one embedding, i.e., if $H = (h_k)$ is the histogram of the residual image of $X$ and $h'_k$ is the histogram of the residual image of $X' = S^\theta_p (X)$, then $\Delta h_k = h'_k - h_k$. Similarly, if $X'' = S^\theta_p (X')$
is the “double stego” image, whose histogram of the residual image is given by $H' = (h''_k)$, we have $\Delta h_k = \Delta h'_k = h''_k - h'_k$.

**Theorem 1.** With the expected value of $h'_k$ given in Expression (3), the “expected variation” $E[\Delta h_k] = E[h'_k] - h_k$ is negative if and only if the value $h_k$ is above the straight line that connects $h_{k-1}$ and $h_{k+1}$.

**Proof.** First, we use Expression (3) to write:

$$E[h'_k] = (1 - \alpha)h_k + \frac{\alpha}{2} \left( h_{k-1} + h_{k+1} \right).$$

Now, we can compute the “expected variation” between $h'_k$ and $h_k$ as follows:

$$E[\Delta h_k] = E[h'_k] - h_k = -\alpha h_k + \frac{\alpha}{2} \left( h_{k-1} + h_{k+1} \right),$$

and, hence $E[h'_k] - h_k < 0$ if and only if:

$$\frac{\alpha}{2} \left( h_{k-1} + h_{k+1} \right) < \alpha h_k.$$

Finally, since $\alpha$ is positive:

$$E[\Delta h_k] < 0 \iff h_k > \frac{h_{k-1} + h_{k+1}}{2}.$$  \hspace{1cm} (7)

This means that if $h_k$ is above the straight line that connects $h_{k-1}$ and $h_{k+1}$, the sign of the expected variation $E[\Delta h_k]$ is negative and, conversely, if $h_k$ lies below the straight line that connects $h_{k-1}$ and $h_{k+1}$, the sign of the expected variation is positive:

$$E[\Delta h_k] > 0 \iff h_k < \frac{h_{k-1} + h_{k+1}}{2}.$$

\hfill \Box

In the sequel, we work with the negative case, i.e. the condition of Expression (7), since it is the common one for the central part of the histogram (around its peak value). However, the same analysis can be carried out for the positive case simply by exchanging the “<” and “>” signs.

**Remark 8.** Note that Expression (7) also indicates that $E[\Delta h_k]$ will be larger in magnitude when $\alpha$ is larger, since $|E[\Delta h_k]|$ is directly proportional to $\alpha$. This means that the number of pixels selected by the embedding algorithm affects the expected variation $E[\Delta h_k]$. The more pixels are selected by the embedding algorithm ($\alpha$), the more $\pm$1 changes ($\beta$) will occur, leading to larger variations in the features, as expected. For instance, if the embedding bit rate is doubled, the probability of selecting a given pixel will also be approximately doubled and, hence, the expected variation $E[\Delta h_k]$ will also be, approximately, doubled.

Now, we analyze the variation of the histogram bin after a subsequent embedding.

**Assumption 3.** Assume $2 - 4\alpha > 0$. This occurs for all $0 < \alpha \leq \frac{1}{2}$. This assumption will hold for typical embedding algorithms, since $\alpha$ is the ratio of pixels selected by the steganographic method that will be typically very low for undetectability.

**Theorem 2.** Under Assumption 3, with the expected valued of $h'_k$ given in Expression (3), the “expected second-order variation” $E[\Delta^2 h_k] = E[h'_k] - E[h'_k]$ is negative if

i) the value $h_k$ is above the straight line that connects $h_{k-1}$ and $h_{k+1}$,

ii) the value $h_k$ is above the straight line that connects $h_{k-2}$ and $h_{k+2}$.

**Proof.** Again, we prove the negative case only, since the positive one is completely analogous. To prove this theorem, we can borrow Expression (6) and extend it for a subsequent embedding as follows:

$$E[\Delta^2 h_k] = E[h''_k] - E[h'_k] = -\alpha E[h'_k] + \frac{\alpha}{2} \left( E[h'_{k-1}] + E[h'_{k+1}] \right).$$  \hspace{1cm} (8)

Now, we can apply Theorem 1 using Expression (7) to write:

$$E[\Delta^2 h_k] < 0 \iff E[h'_k] > \frac{E[h'_{k-1}] + E[h'_{k+1}]}{2}.$$

If we replace $E[h'_k]$, $E[h'_{k-1}]$ and $E[h'_{k+1}]$ using the expected value obtained in Lemma 1 (or Lemma 2), this condition can be rewritten as follows:

$$(1 - \alpha)h_k + \frac{\alpha}{2} \left( h_{k-1} + h_{k+1} \right) > \frac{1}{2} \left[ (1 - \alpha)h_{k-1} + \frac{\alpha}{2} \left( h_{k-2} + h_k \right) + (1 - \alpha)h_{k+1} + \frac{\alpha}{2} \left( h_k + h_{k+2} \right) \right].$$

Then, grouping terms, we can write:

$$\frac{2 - 3\alpha}{2} h_k > (1 - 2\alpha) \left( \frac{1}{2} \left( h_{k-1} + h_{k+1} \right) \right) + \frac{\alpha}{2} \left( \frac{1}{2} \left( h_{k-2} + h_{k+2} \right) \right).$$

Now, under Assumption 3, we have $2 - 3\alpha > 0$, and the following equivalent condition is obtained:

$$h_k > \frac{2 - 4\alpha}{2 - 3\alpha} \left( \frac{1}{2} \left( h_{k-1} + h_{k+1} \right) \right) + \frac{\alpha}{2 - 3\alpha} \left( \frac{1}{2} \left( h_{k-2} + h_{k+2} \right) \right).$$

Then, we define

$$\varphi = \frac{2 - 4\alpha}{2 - 3\alpha}, \quad 1 - \varphi = \frac{\alpha}{2 - 3\alpha}.$$  \hspace{1cm} (9)

Again, under Assumption 3, it can be checked that $0 \leq \varphi, (1 - \varphi) \leq 1$. Using the definition for $\varphi$, the condition can be written as follows:

$$h_k > \varphi \left( \frac{1}{2} \left( h_{k-1} + h_{k+1} \right) \right) + (1 - \varphi) \left( \frac{1}{2} \left( h_{k-2} + h_{k+2} \right) \right).$$

Hence, we only need to prove that Expression (9) holds for all $0 \leq \varphi \leq 1$ from the conditions established in the theorem.

A sufficient condition for the inequality of Expression (9) to hold can be obtained replacing $h_{k-1} + h_{k+1}$ with an approximation of $\Delta h_k$. In fact, this assumption is introduced to guarantee that both $2 - 4\alpha$ and $2 - 3\alpha$ are positive in the expressions below.
upper bound of it, which is given directly in Condition [4] of the theorem:

\[
\frac{1}{2}(h_{k-1} + h_{k+1}) < h_k.
\]

Thus, we can write such a sufficient condition for Expression [9] as follows:

\[
h_k > \varphi h_k + (1 - \varphi)\frac{1}{2}(h_{k-2} + h_{k+2}),
\]

or

\[
(1 - \varphi)h_k > (1 - \varphi)\frac{1}{2}(h_{k-2} + h_{k+2}),
\]

and, thus:

\[
h_k > \frac{1}{2}(h_{k-2} + h_{k+2}),
\]

which is exactly Condition [4] in the statement of the theorem. This completes the proof. ⧫

Remark 9. Similarly to Remark 8, it can be easily seen, from Expression [8], that \(E[\Delta^2 h_k]\) is directly proportional to \(\alpha\). Hence, the larger the embedding bit rate, the larger variation is expected in the feature after a subsequent embedding is obtained.

4.2 Interpretation using a continuous variable

Sometimes, it is convenient to consider a histogram as an approximation of some probability density function (pdf). To this aim, we define the normalized histogram \(\tilde{H} = (\hat{h}_k)\) as follows:

\[
\hat{h}_k = \frac{1}{N\tau} h_k,
\]

where \(\tau\) is some “sampling interval”. With this definition, it follows that

\[
\sum_{k=v_{\min}}^{v_{\max}} \hat{h}_k = \frac{1}{\tau},
\]

Therefore, \(\hat{h}_k\) can be viewed as empirical values of samples of the pdf of the values of \(r_{i,j}\).

Assumption 4. We assume that the normalized histogram bins \(h_k\) of a residual image are samples of some continuous probability density function \(f(s)\) for \(s \in \mathbb{R}\), i.e. \(\hat{h}_k = f(k\tau)\) for some “sampling interval” \(\tau\).

Remark 10. Under Assumption 4 we have:

\[
\int_{-\infty}^{\infty} f(s)ds \approx \tau \sum_{k=-\infty}^{\infty} f(k\tau) = \tau \sum_{k=-\infty}^{\infty} \hat{h}_k = \tau \sum_{k=v_{\min}}^{v_{\max}} \hat{h}_k = \tau \frac{1}{\tau} = 1,
\]

which is consistent with the concept of pdf.

Theorem 3. Under Assumption 4, Theorem 1 holds if \(f(s)\) is a strictly downward concave function in \(s \in [(k-1)\tau, (k+1)\tau]\).

Proof. By definition, if \(f(s)\) is strictly concave in \(s \in [(k-1)\tau, (k+1)\tau]\), we have

\[
\frac{t((k-1)\tau + (1-t)(k+1)\tau)}{2} > f((k-1)\tau + (1-t)(k+1)\tau),
\]

for all \(t \in [0, 1]\). Now, for \(t = 1/2\):

\[
f(k\tau) > \frac{f((k-1)\tau) + f((k+1)\tau)}{2} \iff \hat{h}_k > \frac{\hat{h}_{k-1} + \hat{h}_{k+1}}{2}.
\]

Therefore, since \(\hat{h}_k = h_k/(N\tau)\) for some \(N > 0\) and \(\tau > 0\), it follows that

\[
\hat{h}_k > \frac{\hat{h}_{k-1} + \hat{h}_{k+1}}{2} \iff h_k > \frac{h_{k-1} + h_{k+1}}{2},
\]

which completes the proof. ●

Corollary 1. If \(f(s)\) is a twice differentiable function, under Assumption 4, Theorem 1 holds if

\[
\frac{d^2}{ds} f(s) < 0, \forall s \in [(k-1)\tau, (k+1)\tau].
\]

Proof. For a twice differentiable function \(f(s)\), the condition

\[
\frac{d^2}{ds} f(s) < 0,
\]

is equivalent to concavity, and the Corollary directly follows from Theorem 6. ●

The following theorem and corollary are the counterparts of Theorem 1 and Corollary 1 and their proofs are completely analogous.

Theorem 4. Under Assumption 4, Theorem 1 holds, with a positive variation \(E[\Delta h_k] = E[|\hat{h}_k| - h_k] > 0\), if \(f(s)\) is a strictly convex function in \(s \in [(k-1)\tau, (k+1)\tau]\).

Corollary 2. If \(f(s)\) is a twice differentiable function, under Assumption 4, Theorem 1 holds, with a positive variation \(E[\Delta h_k] = E[|\hat{h}_k| - h_k] > 0\), if

\[
\frac{d^2}{ds} f(s) > 0, \forall s \in [(k-1)\tau, (k+1)\tau].
\]

Remark 11. Note that Theorem 3 (and 4) and Corollary 3 (and 4) establish sufficient but not necessary conditions. In fact, the values of \(f(s)\) outside the samples \(s = -v_{\min}\tau, (-v_{\min} + 1)\tau, \ldots, v_{\max}\tau\) are not relevant for Theorem 7 and, hence, the particular shape of the function \(f(s)\) “between samples” is not significant.

Theorem 5. Under Assumptions 3 and 4, Theorem 2 holds if \(f(s)\) is a strictly concave function in \(s \in [(k-2)\tau, (k+2)\tau]\).

Proof. By definition, if \(f(s)\) is a strictly concave in \(s \in [(k-2)\tau, (k+2)\tau]\), it is necessarily strictly concave in \(s \in [(k-1)\tau, (k+1)\tau]\) (which is a subinterval of the former interval) and, as proved in Theorem 8 this means that

\[
\frac{1}{2}(h_{k-1} + h_{k+1}) < h_k.
\]

which is the first condition of the statement of Theorem 2. The second condition is also obtained from the definition of concavity in \(s \in [(k-2)\tau, (k+2)\tau]\):

\[
f((k-2)\tau + (1-t)(k+2)\tau) > tf((k-2)\tau) + (1-t)f((k+2)\tau),
\]
Corollary 3. If \( f(s) \) is a twice differentiable function, under Assumptions 3 and 4, Theorem 3 holds if
\[
\frac{d^2}{ds} f(s) < 0, \forall s \in [(k-2)\pi, (k+2)\pi].
\]

Proof. The proof is analogous to that of Corollary 1.

Again, we have the corresponding counterpart of Theorem 6 and Corollary 4 for the positive variation case, whose proofs are completely analogous.

Theorem 6. Under Assumptions 3 and 4, Theorem 3 holds, with a positive variation \( E[\Delta^2 h_k] = E[h_k''] - E[h_k'] > 0 \) if \( f(s) \) is a strictly convex function in \( s \in [(k-2)\pi, (k+2)\pi] \).

Corollary 4. If \( f(s) \) is a twice differentiable function, under Assumptions 3 and 4, Theorem 3 holds, with a positive variation \( E[\Delta^2 h_k] = E[h_k''] - E[h_k'] > 0 \), if
\[
\frac{d^2}{ds} f(s) > 0, \forall s \in [(k-2)\pi, (k+2)\pi].
\]

4.3 Concluding remarks about the simple model

This model provides a powerful tool to predict the signs of the expected values \( E[\Delta h_k] \) and \( E[\Delta^2 h_k] \). The theorems provided in the previous sections establish sufficient conditions for Expression 2 to hold.

Theorems 1 and 2 are applicable in any case, and Theorems 3, 4, 5 and 6 provide sufficient conditions when a real-valued function \( f(s) \) can approximate the histogram curve. According to those theorems, if \( f(s) \) is concave in a given interval, the expected variation of the histogram bins within that interval is negative after one and two embeddings. Conversely, if the \( f(s) \) is convex in some interval, the expected variation of the value of the histogram bins after one or two embeddings is positive. There is uncertainty about the sign of those variations for the bins around the inflection points.

The conclusion is that the concavity/convexity properties of the approximate model given by the function \( f(s) \) determines the expected sign variations of the histogram bin values and, more importantly, that such a sign tends to be preserved when a second embedding occurs. Thus, this proves that, for a large number of histogram bins, as far as the assumptions are satisfied, the direction of the changes in the histogram values is preserved for one and two subsequent embeddings. This justifies that a Machine Learning algorithm can exist to exploit this directional property. The features of the simple model exhibit the soft directionality property that makes it possible for some classification algorithm to discriminate between cover, stego and “double stego” images, because, for directional features, double stego images tend to be disturbed from a stego one in the same direction that a stego image is disturbed from a cover one. Hence, the directional features for a “double stego” image will differ from those of a cover image even more than those of a stego image.

A generalization of the theoretical framework to actual (not simple) feature models, and especially SPAM [30] and “minmax” [13] features that are included in Rich Models [12], is provided in the Appendices (supplemental material). In addition, some experimental results of the practical application proposed in Section 5.1 obtained with the EfficientNet B0 [55] CNN model are also presented in the Appendices.

5 Model validation

This section presents the validation of the model presented in Section 4 for real images. First, we show that Assumption 1 holds for standard images. Fig. 2 shows the histogram of the residual image for Lena with horizontal prediction. The true values of the normalized bins of the residuals, represented by bullets, are compared with a normal distribution (dashed line) and a Cauchy distribution (solid line). It can be observed that the matching between the Cauchy distribution function and the histogram bins of the residual image is very accurate (and much better than that of a normal distribution). This behavior has been confirmed with different test images. Hence, for many natural images, the values of the histogram bins can be approximated by samples of a Cauchy distribution.

If we assume that the pdf of the Cauchy distribution is centered around 0 (as is the most typical case for histograms of residual images), we can write:

\[
f(s; \gamma) = \frac{1}{\pi \gamma^2 + s^2},\]

for some \( \gamma > 0 \). This expression makes it possible to obtain the concavity and convexity intervals just by computing the second derivative and analyzing its sign intervals, and the result is shown in Fig. 3. As it can be observed, there is a narrow interval near the peak where the function is concave, and it is convex elsewhere.

Remark 12. The particular function (Cauchy, Gaussian, or other) of the pdf is not relevant for the results. The only relevant issue is the presence of concave and convex intervals, which is a common feature of many possible pdf functions.
5.1 Validation of the simple model

According to this convexity/concavity analysis, the expected differences for the few bins in the concave area should be negative, and positive (decaying to zero) elsewhere. This is clearly confirmed in Fig. 4a. We can see that, for both the expected variations $E[Δh_k]$ and the second-order expected variations $E[Δ^2h_k]$, the sign is negative in the central bins, where the function $f(s)$ is concave, and the sign is positive elsewhere, where $f(s)$ is convex. Of course, there are some minor inaccuracies due to two facts: 1) the term $ε$ that is dropped in Lemma 1, and 2) the matching between the true histogram bin values and the Cauchy pdf samples is not perfect in Fig. 2.

Another test has been carried out to check whether the true value of the variations is consistent with the expected value (Fig. 4a). To do so, we have performed 1,000 experiments with a single embedding and two subsequent embeddings, using LSB matching with $α = 0.25$ (the same value used for Fig. 4a) to the same Lena image used above. For each embedding, a different secret key has been used (in the case of two subsequent embeddings, two different keys were used). After these 1,000 experiments, the average of the variations $Δh_k$ and $Δ^2h_k$ were computed and the results are shown in Fig. 4b. As it can be observed, the differences between the model of Fig. 4a and the true values of Fig. 4b are minimal. This shows that the theoretical model presented in Section 4 is accurate. Note, also, that the concavity and convexity properties of the approximate Cauchy distribution illustrated in Fig. 2 predicts the sign of the expected variations $E[Δh_k]$ and $E[Δ^2h_k]$ and, more importantly, the signs of the expected first and second variations are the same for almost all the histogram bins. This confirms that the embedding process produces a disturbance in the feature space that is directional. A second embedding disturbs the features in the same direction as the first embedding, pushing the features’ values further from those of a non-embedded image.

The following experiment has been carried out to illustrate that the results are not particular of a single image (Lena) but extend to the majority of images. We have analyzed the sign of the variations $Δh_k$ and $Δ^2h_k$ after two subsequent embeddings for the 10,000 images of the BOSS database.

5.2 Directionality for true feature models

In this case, we have not computed an estimation of the expected value (by averaging different experiments) since the number of images is large enough to provide, on average, results close to the expected value. In particular, we have focused on the 21 middle bins of the histogram, i.e. $h_k$, $h'_k$ and $h''_k$ for $k ∈ [-10, 10]$ to guarantee values that are significant enough (not too close to zero). For each bin and image, we consider a success when the signs of both variations are identical and a failure otherwise. Hence, the best result for an image is that the variation of the 21 bins preserves the same sign, whereas the worst case is 0. The results for the 10,000 images are shown in Fig. 5. It can be noticed that the directionality is preserved for the majority of the images and bins. The average “preservation value” for the 10,000 images is 15.59 (out of 21) and the mode is 16. This shows that the majority of the bins are distorted in the same direction after one and two embeddings, which is consistent with the theoretical model and the results illustrated above. Note that if directionality was “random”, failures and successes would occur with the same probability, leading to a distribution centered between 10 and 11, which is not the case.
this property also holds for actual feature models is analyzed next. We have checked the directionality property for the Rich Model features, a set of 34,671 features combining different steganalytic models. The testing has been carried out both for LSB Matching with an embedding bit rate of 0.17 bpp and HILL steganography at 0.40 bpp using the 10,000 images of the BOSS database. The number of images for which the features are directional is shown in Fig. 6. For LSB Matching (top), 24,894 features (72%) are directional for more than half of the images and 18,759 features (54%) are directional for more than 70% of the images. This shows that directionality is a common property for RM features with LSB matching. Regarding HILL steganography (bottom), 23,181 features (67%) are directional for more than half of the images and 8,099 features (23%) are directional for more than 70% of the images. Dashed lines show the thresholds for 50% and 70% of the images, and the features are sorted according to the number of images that exhibit directionality.

![Figure 6. Directionality of RM features for LSB Matching at 0.17 bpp (top) and HILL steganography at 0.40 bpp (bottom)](image)

The results of this experiment lead to the following two observations:

i) Directionality is not a rare property for true steganalytic models. Directional features exist for a great deal of images making it possible to classify images in the sets C, S and D.

ii) Directionality depends on the embedding algorithm. It appears that simple non-adaptive steganographic schemes, such as LSB matching, are more directional than modern adaptive and highly undetectable steganography, such as HILL. However, even for adaptive schemes, there are enough directional features for the primary and secondary classifiers to work.

Finally, directionality can be expressed more graphically as depicted in Fig. 7. For this figure, two directional features have been chosen both for LSB matching at 0.17 bpp (top) and HILL at 0.4 bpp (bottom). The features are selected from Rich Models such that 80% of the BOSS images preserve directionality after two subsequent embeddings. The selected features are #8630 and #11152 for LSB matching, and #12439 and #31769 for HILL steganography. The pictures show the centroid for the selected features for the whole database of 10,000 images. A square is used for the centroid of cover images, a triangle for stego images and a circle for “double” stego images. It can be seen that the selected features exhibit directionality, since the vector from the stego to “double” stego centroids is similar (and clearly in the same quadrant) to the vector that goes from the cover to the stego centroid. This is precisely the behavior of directional features that makes it possible to apply the practical methods described in the next section.

6 Practical applications

This section presents some practical applications of subsequent embedding based on directional features.

6.1 Prediction of the classification error

This section describes how subsequent embedding can be used to predict the accuracy of standard steganalysis without knowledge of the true classes (cover/stego) of the testing images. This application is an extension of the work presented in [24], which is referred to as inconsistency detection (NC detection) in the sequel. The method is based on the classifiers \( C_{S_p, \mathcal{F}} \) and \( C_{S_p, \mathcal{F}}^\alpha \) in the following way:

1) We have a training set \( \mathcal{L} = \{A_1, \ldots, A_{N_l}\} \) \( \cup \mathcal{I} = \mathcal{C} \cup \mathcal{S} \). Without loss of generality, we assume that the first few images in \( \mathcal{L} \) are cover and the remaining ones are stego, i.e. \( \{A_1, \ldots, A_{M_l}\} \subset \mathcal{C} \) and \( \{A_{M_l+1}, \ldots, A_{N_l}\} \subset \mathcal{S} \), with \( 1 \leq M_l \leq N_l \). The training set \( \mathcal{L} \) is used to train the primary classifier \( C_{S_p, \mathcal{F}} \).

2) Next, we create the secondary training set by carrying out a subsequent (random) embedding in all the images of \( \mathcal{L} \), as \( \mathcal{B} = S^\alpha_\mathcal{L}(\mathcal{L}) = \{B_1, \ldots, B_{N_l}\} \) such that \( B_k = S^\alpha_A(A_k) \). Hence, \( \{B_1, \ldots, B_{M_l}\} \subset \mathcal{S} \) and \( \{B_{M_l+1}, \ldots, B_{N_l}\} \subset \mathcal{C} \).

7. As remarked in Section 2.3, the chosen embedding bit rates for LSB matching and HILL lead to a similar value of \( \alpha = 0.17 \).

8. The superscript or subscript “L” is inspired by “learning” (in the sense of “training”), whereas “T” is borrowed from the word “testing”.

![Figure 7. Example of directional features for LSB matching and HILL steganography.](image)
3) The objective of steganalysis is to classify a testing set $\mathbf{A}^T = \{A'_1, \ldots, A'_{N_T}\} \subseteq \mathcal{I} = \mathcal{C} \cup \mathcal{S}$. The result of the classification of $\mathbf{A}^T$ using $\mathbf{C}^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$ is two sets of indexes, namely i) $I_0 = \{k_1, \ldots, k_{M'_0}\}$ for presumably cover images: $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}(A'_k) = 0$ for $i = k_1, \ldots, k_{M'_0}$; and ii) $I_1 = \{k_{M'_0} + 1, \ldots, k_{N'_1}\}$ for presumably stego images: $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}(A'_k) = 1$ for $i = k_{M'_0} + 1, \ldots, k_{N'_1}$, with $1 \leq M'_0 \leq N'_1$.

4) Now, we create the secondary testing set with a subsequent (random) embedding as $\mathbf{B}^T = S^p_{B}(\mathbf{A}^T) = \{B'_1, \ldots, B'_{N_T}\}$, with $B'_1 = S^p_{B}(A'_1)$. Then, we classify $\mathbf{B}^T$ using $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$, obtaining the indexes $I'_0 = \{k'_1, \ldots, k'_{M'_0}\}$ for images classified as stego and $I'_1 = \{k'_{M'_0} + 1, \ldots, k'_{N'_1}\}$ for images classified as “double stego”, with $1 \leq M'_0 \leq N'_1$.

5) Consistency Filter — Type 1: Each index $1, \ldots, N'_1$ now belongs to either $I_0$ or $I_1$, and to either $I'_0$ or $I'_1$. If some index $i \in I_0$, this means that $A_i$ is classified as cover by $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$. Consequently, $B_i = S^p_{B}(A_i)$ should be classified as stego (not as “double stego”) by $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$, and we expect $i \in I'_0$. Conversely, if $i \in I_1$, we expect $i \in I'_1$. Then, images that are consistently classified by both classifiers are in $(I_0 \cap I'_0) \cup (I_1 \cap I'_1)$. On the other hand, images that are not consistently classified by the primary and secondary classifiers are the ones with indices in $\mathcal{I}_{\mathcal{NC},1} = (I_0 - I'_0) \cup (I_1 - I'_1)$.

6) The testing images $A'_i$ for $i \in \mathcal{I}_{\mathcal{NC},1}$ would better not be classified either as cover or stego, since the classification obtained with the secondary classifier is not consistent with that of the primary classifier. Hence, we propose replacing their classification value from 0 or 1 to another category, namely inconsistent (“NC”) from “non-consistent”).

7) Consistency Filter — Type 2: If there are enough directional features in the model $\mathcal{F}$, on classifying the images in $\mathbf{A}^T$ using the secondary classifier, all of them should be classified as stego or $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}(A'_i) = 0$, for all $k = 1, \ldots, N'_1$. The indices that do not satisfy this condition are kept in the set $I'_1 = \{k'_{M'_0} + 1, \ldots, k'_{N'_1}\}$. This means that $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}(A_i) = 1$ for $i \in I'_1$. Similarly, if we classify the images of $\mathbf{B}^T$ using the primary classifier $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$, with enough directional features, we do not expect any of the images be classified as cover, since all of them are stego or “double stego”. Hence, we can collect another set of indexes with an inconsistent classification result: $I''_0 = \{k''_1, \ldots, k''_{M''_0}\}$ such that $C^\mathcal{A}_{p,\mathcal{F},\mathcal{F}}(B_i) = 0$, for $i \in I''_0$. Both Type 2 inconsistencies can be combined in a single set as $I_{\mathcal{NC},2} = I'_1 \cup I''_0$.

8) Again, the images $A_i$ for $i \in I_{\mathcal{NC},2}$ would better not be classified as either cover or stego, but as inconsistent (“NC”).

9) Finally, we have four sets of indices: $I'$ for images consistently classified as cover, $I''$ for images consistently classified as stego, $I_{\mathcal{NC}}$ for images classified as cover by $C^\mathcal{A}_{p,\mathcal{F},\mathcal{F}}$ but with other inconsistent classifications, and $I_{\mathcal{NC}}$ for images classified as stego by $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$ but with other inconsistent classifications.

This method requires each testing image $A'_k$ be classified once with $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$ and once with $C^\mathcal{B}_{p,\mathcal{F},\mathcal{F}}$, and the corresponding secondary testing image $B'_k = S^p_{B}(A'_k)$ also be classified once with $C^\mathcal{A}_{p,\mathcal{F},\mathcal{F}}$ and once with $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$. For each image, there are a total of $2^4 = 16$ outcomes of these four classifications, and most of the combinations are not consistent. The 16 possible cases are summarized in Table 2, where “0|1” represents that the final result is the same with either value provided by that classification and, hence, the second, seventh and eighth rows represent four cases each. Note that only two (boldfaced rows) of the sixteen possible cases lead to a consistent classification of the image $A'_k$ as cover or stego. All other 14 combinations are inconsistent. The values causing the inconsistencies are marked with a “*” sign. In addition, it is worth pointing out that some cases for which the Type 2 filter applies may also lead the Type 1 filter to output an inconsistency, but this is simplified in the table for brevity.

The number of inconsistencies: $N_{\mathcal{NC}} = |I_{\mathcal{NC},1} \cup I_{\mathcal{NC},2}|$ can be used to predict the accuracy of a standard classifier that only uses $C^\mathcal{A}_{p,\mathcal{F},\mathcal{F}}(A'_k)$ as the classification of the image. First, we define the error of the classifier as follows: $\text{Err} = \frac{N_{\mathcal{FP}} + N_{\mathcal{FN}}}{N_T}$, where FP and FN stand for the number of false positives and false negatives, respectively. On the other hand, the classification error computed after removing inconsistencies is denoted as $\text{Err}_{\text{NC}}$.

Let us assume that the true (unknown) number of cover images in $\mathbf{A}^T$ is $M_1$, which, in general, is different from $M'_0$ (the number of images classified as cover by the primary classifier). We also assume that the images declared as inconsistent are classified by $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$ in a way equivalent to random guessing, since it is clear that the four different outputs of the classifiers are not well aligned.

Now, we discuss how we can predict FP and FN from the inconsistencies. Inconsistencies can be split into two types $N_{\mathcal{NC}}^\mathcal{S} = |I_{\mathcal{NC},1}|$, if the corresponding image is classified as cover by $C^\mathcal{S}_{p,\mathcal{F},\mathcal{F}}$ and $N_{\mathcal{NC}}^\mathcal{A} = |I_{\mathcal{NC},2}|$, if the corresponding image is classified as stego by $C^\mathcal{A}_{p,\mathcal{F},\mathcal{F}}$. Hence, we have $N_{\mathcal{NC}} = N_{\mathcal{NC}}^\mathcal{S} + N_{\mathcal{NC}}^\mathcal{A}$. In both cases, we can assume that the primary classifier has classified the image randomly, either as cover or as stego. For the images counted in $N_{\mathcal{NC}}^\mathcal{S}$, the probability of guessing their class correctly is $p_C = M_T/N_T$, and the probability of misclassification is $1 - p_C$. Similarly, for the images counted in $N_{\mathcal{NC}}^\mathcal{A}$, the probability of correct classification is $1 - p_C$, whereas the probability of misclassification is $p_C$. Hence, if we assume that images with a consistent classification produce no errors, the false negatives and false positives obtained with the primary classifier (without removing inconsistencies) can be estimated as follows: $\text{FN} = (1 - p_C)N_{\mathcal{NC}}^\mathcal{S}$ and $\text{FP} = p_CM_{\mathcal{NC}}^\mathcal{A}$.
and an estimate of the classification error is the following:

$$\hat{\text{Err}}_{p_C} = \frac{p_C N_S^C + (1-p_C) N_C^C}{N_T}. \quad (10)$$

Such a prediction requires knowing the true ratio of cover ($p_C$) and stego (1−$p_C$) images in the testing set, which will be unknown. However, we can define an interval for the predicted classification error for $p_C$, $(1-p_C) \in [0,1]$; $\hat{\text{Err}}_0 = N_C^C / N_T$ (all stego case), $\hat{\text{Err}}_1 = N_S^C / N_T$ (all cover case), and the special case of an equal number of cover and stego images $p_C = 1−p_C = 0.5$:

$$\hat{\text{Err}}_{0.5} = \frac{N_S^C + N_C^C}{2N_T} = \frac{N_C}{2N_T}. \quad (11)$$

Note that Expression (11) is exactly the same provided in [21] for an equal number of cover and stego images, whose generalization is Expression (10).

![Figure 8](image_url)

Figure 8. Classification for overestimation and underestimation of the message length.

The midpoint value, $\hat{\text{Err}}_{0.5}$, is particularly relevant, since it predicts how the primary classifier would perform for a balanced testing set formed by an equal number of cover and stego images. If the true ratio of the testing set were all cover ($p_C = 1$), a “dummy” primary classifier that returned 0 always would make no classification errors but, in the balanced case, the same classifier would have an accuracy of 50%, equivalent to random guessing. Similarly, a “dummy” classifier that returned 1 always would have a perfect accuracy in the all stego case ($p_C = 0$), but its performance in the balanced case would be equivalent to random guessing. In general, the midpoint prediction $\hat{\text{Err}}_{0.5}$ is a much better indicator of the performance of the primary classifier. When $\hat{\text{Err}}_{0.5} = 0.5$, we can assume that the primary classifier is not working for that particular testing set. Several reasons may prevent a classifier from working for a testing set, such as CSM, SSM or an inappropriate feature model.

Apart from $\hat{\text{Err}}_{0.5}$, we can try to use an estimate of $p_C$ in Expression (10). As already discussed, the true value of this ratio will be unknown, but we can use the images classified without inconsistencies to approximate this ratio as

$$\hat{p}_C = \frac{N_C}{N_C^C + N_S^C},$$

where $N_C = |I_C|$ and $N_S = |I_S|$, i.e. $\hat{p}_C$ denotes the ratio of images classified as cover among all consistently classified images. With this estimate, we can have a prediction $\hat{\text{Err}}_{\hat{p}_C}$ of the classification error using $\hat{p}_C$ in Expression (10).

This possibility, however, is only advisable if the primary classifier is not random guessing, such that the predicted ratio $\hat{p}_C$ is good enough. Hence, $\hat{\text{Err}}_{\hat{p}_C}$ should be clearly below 0.5 (possibly below 0.25) for $\hat{\text{Err}}_{\hat{p}_C}$ to be accurate. The next section illustrates how to use this approach for SSM.

### 6.2 Stego Source Mismatch

This section analyses the results with the proposed approach when the tested and the true embedding algorithms differ. The experiments have been carried out for the BOSS database selecting 5,000 images for training, using both the cover and a stego version of each image. For the testing set, different images from BOSS were chosen and only one version of each image (either cover or stego) was included. The training and subsequent embeddings in testing have been carried out using HILL steganography with an embedding bit rate of 0.4 bpp, but the true embedding algorithm of the stego images of the testing set was UNIWARD at 0.4 bpp. I.e., we are trying to detect UNIWARD steganography using HILL as the targeted scheme, which is a clear example of SSM.

The experiments have been carried out for the Boss database, ranging from all cover to all stego, i.e. $p_C \in \{1, 2/3, 1/2, 1/3, 0\}$. The results, shown in Table 3, illustrate the usefulness of the proposed approach. It can be seen that, irrespective of the ratio of cover images in the testing set, the prediction $\hat{\text{Err}}_{0.5}$ is always around 0.25, meaning that the classifier is random guessing approximately 50% of the testing images when we have a balanced testing set with an equal number of cover and stego images. Note, also, that the predicted ratio of cover images ($\hat{p}_C$) and the corresponding prediction ($\hat{\text{Err}}_{\hat{p}_C}$) are quite accurate, compared to the column “Err”, which shows the actual classification error obtained with the standard classifier $C_{Stego}^A$ without removing any inconsistencies. In addition, the classification errors after removing inconsistencies (column “Err$^-$”) are always better than those obtained without applying the consistency filters. Finally, looking at the results of the last row, with a predicted error $\hat{\text{Err}}_{\hat{p}_C} = 0.137$, we may decide to use the classification of $C_{Stego}^A$ as a valid one, including inconsistent samples.

In summary, the proposed method provides additional indicators, $N_C^C$, $N_C^S$, and other values derived from those ($\hat{\text{Err}}_{0.5}$, $\hat{p}_C$ and $\hat{\text{Err}}_{\hat{p}_C}$), that can help the steganalyst to decide without requiring side information about the testing set.

### 6.3 Unknown message length

As described in the sections above, the application of subsequent embedding requires the knowledge of $S_p$, i.e. the
embedding algorithm and the parameters $p$, which include the approximate embedding bit rate, also known as message length. However, the message length is only known by the steganographer and the performance of the classification can be seriously affected if the bit rate is underestimated or overestimated. Here, we present a method to find out the correct message length.

The idea behind the proposed method is depicted in Fig. 8. For simplicity, a 1-dimensional feature space is illustrated, but the approach extends to the multiple dimension case. In the pictures, the horizontal axis represents the value of the feature, a square shows the (centroid) position of cover images, a triangle that of stego images, and a circle that of “double stego” images. The primary classifier is trained with an estimated bit rate and produces the a classification line that splits images as cover or stego. In both diagrams, the bottom part represents the classification (boundary) lines obtained with the estimated or hypothesized embedding bit rate during training, whereas the top part represents an image from the testing set. Two different situations are considered: overestimated bit rate and underestimated bit rate.

The top picture (Fig. 8a) shows what may occur if the message length is overestimated. In such a case, a stego image ($A_k$) from the testing set might be misclassified as cover with the primary classifier. In that case, since the corresponding “double stego” image ($B_k$) of the secondary testing set is created using the estimated bit rate (not the true one), it may be classified as “double stego” by the secondary classifier, leading to an inconsistency. This would produce a number of inconsistencies for images classified as cover with $C_{S_{p,F}}^A$, expectedly larger than the number of inconsistencies for images classified as stego. This leads to the condition $N_{NC}^C > N_{NC}^S$.

Similarly, the bottom picture (Fig. 8b) shows the case of underestimating the message length. In that situation, if an image ($A_k$) of the primary set is stego, when classified with the secondary classifier, it may be identified as “double stego”, producing an inconsistency. Now, inconsistencies would be more likely for images classified as stego, leading to reverse condition compared to the prior case, i.e. $N_{NC}^S > N_{NC}^C$.

This analysis can be easily converted into an iterative algorithm to determine the true bit rate, with Algorithm 1.

Table 3: Experimental results with stego source mismatch (SSM). “C/S”: #cover images/#stego images in the testing set.

| C/S | $p_C$ | Err | TP | TN | FP | FN | Err | $N_{NC}$ | $N_{NC}^C$ | $N_{NC}^S$ | Err$_{0.5}$ | $p_C$ | Err$_{p_C}$ |
|-----|-------|-----|----|----|----|----|-----|--------|--------|--------|--------|------|----------|
| 500/0 | 1 | 0.2840 | 0 | 223 | 41 | 0 | 0.118 | 236 | 135 | 101 | 0.236 | 0.845 | 0.213 |
| 500/250 | 2/3 | 0.2453 | 108 | 223 | 41 | 9 | 0.131 | 369 | 168 | 201 | 0.246 | 0.609 | 0.251 |
| 500/500 | 1/2 | 0.2170 | 218 | 223 | 41 | 18 | 0.155 | 500 | 192 | 308 | 0.250 | 0.482 | 0.248 |
| 250/500 | 1/4 | 0.1960 | 218 | 110 | 23 | 18 | 0.111 | 381 | 125 | 256 | 0.254 | 0.347 | 0.227 |
| 0/500 | 0 | 0.1590 | 218 | 0 | 0 | 18 | 0.076 | 264 | 57 | 207 | 0.264 | 0.076 | 0.137 |

Algorithm 1: Unknown message length

1) Select a large embedding bit rate for the first experiment.
2) Apply the classifiers $C_{S_{p,F}}^A$ and $C_{S_{p,F}}^B$ to obtain the test image classes and inconsistencies, as detailed in Section 6.1.
3) Check whether $N_{NC}^C > N_{NC}^S$. If so, decrease the embedding bit rate and go back to step 2. Otherwise, return the current embedding bit rate.

6.4 Real-world scenario

In a real-world scenario, when a steganalyst receives a batch of images, we do not expect only cover and stego images, but also, stego images with different message sizes. This is indeed challenging for the proposed approach, since the approximate bit rate is assumed to be known when applying the transformation $S_p^f(\cdot)$ to obtain the secondary sets from the primary ones. Even in that case, inconsistencies can be detected to improve the classification accuracy, as illustrated in the following example. Let us consider a batch of 250 images taken from the BOSS database, half of them (125)
Experimental results with an unknown message length for LSB matching and HILL steganography. “C/S”: #cover images/#stego images in the testing set.

| Est./True | C/S   | Error | Error0.5 | Nc   | Nc2  | Nc3  |
|-----------|-------|-------|----------|------|------|------|
| 0.35/0.20 | 500/250 | 0.112 | 0.064    | 96   | 80   | 16   |
| 0.30/0.20 | 500/250 | 0.075 | 0.043    | 65   | 51   | 14   |
| 0.25/0.20 | 500/250 | 0.057 | 0.042    | 63   | 40   | 23   |
| 0.20/0.20 | 500/250 | 0.056 | 0.036    | 73   | 39   | 33   |

Algorithm 2: Multiple bit rate scenario

1. Order the classification results for all images from highest to lowest targeted bit rate.
2. Given the image $A'_i$ in the testing set, if there are less than two classification results different from “NC2”, classify the image as inconsistent.
3. Otherwise, if the classification results are regular, moving from cover or inconsistent to stego or inconsistent, and at least one result is “Stego”, classify $A'_i$ as “Stego”.
4. If there is no regular behavior, take the number of classifications as “Cover” and “Stego” and make a vote, by returning the most repeated outcome. In case of an equal number of “Cover” and “Stego” votes, classify $A'_i$ as inconsistent.

The results can be sorted from highest to lowest targeted bit rate (from 0.6 to 0.2 bpp). In principle, cover images should be identified as cover with all the classifiers, although some inconsistencies may appear. Regarding stego images, those with a true embedding bit rate lower than 0.6 bpp might produce an inconsistency for the higher estimated bit rates as shown in Fig. 8 or the image may be misclassified as cover. Then, when the targeted bit rate gets closer to the true one, the inconsistency may disappear and the image would be correctly identified as stego. Another inconsistency may arise for very low targeted bit rates due to underestimation. If this regular behavior appears (inconsistencies/cover for higher targeted bit rates and inconsistencies/stego for lower targeted bit rates) the image can be classified as stego.

In this real-world classification problem. In this scenario, we have tested three different solutions: 1) a standard RM-based classifier trained with a bit rate of 0.3 bpp, 2) the inconsistency detection system presented in Section 6.1 with an estimated bit rate of 0.3 bpp, and 3) Algorithm 2. The estimated bit rate of 0.3 bpp used in 1) and 2) has been chosen to be in the center of all true bit rates, which are between 0.2 and 0.6 bpp as described above. The results obtained for this real-world scenario are provided in Table 5. The five rows labeled as “Stego 0.20”–“Stego 0.60” show the classification outcome obtained for stego images in the testing set, ordered by true embedding rate (from lowest to highest). The next row is the cumulative result of all stego images (125 in total). The row labeled as “All cover” presents the results for all cover images in the testing set, if there are less than two classification results different from “NC2”, and 3) Algorithm 2. The estimated bit rate of 0.3 bpp used in 1) and 2) has been chosen to be in the center of all true bit rates, which are between 0.2 and 0.6 bpp as described above. The results obtained for this real-world scenario are provided in Table 5. The five rows labeled as “Stego 0.20”–“Stego 0.60” show the classification outcome obtained for stego images in the testing set, ordered by true embedding rate (from lowest to highest). The next row is the cumulative result of all stego images (125 in total). The row labeled as “All cover” presents the results for all cover images in the testing set.

In terms of accuracy, the standard classifier is the best one only for stego images with the highest bit rate (0.6 bpp). The inconsistency detection method provides the best accuracy for the central values of the embedding bit rate (from 0.3 to 0.5) and for cover images, but there is a considerable price to pay in the form of inconsistencies. Indeed, the NC detection with an estimated bit rate of 0.3 bpp yields 154 inconsistencies, meaning that only 38.6% of the images are classified. Finally, the method proposed in Algorithm 2 is a trade-off solution between both extremes. This method provides the best accuracy results for extreme embedding bit rates (0.2 and 0.5 bpp), the best aggregate accuracy results for all stego images.
7 Conclusions

Subsequent embedding was proposed as a tool to help in image steganalysis in previous works. The idea behind this technique is to embed new random data in the training and the testing sets to obtain transformed sets with stego and “double stego” images. The transformed set can build new classifiers that make it possible to improve the classification results in different ways.

However, the subsequent embedding strategy requires some conditions to work. This technique assumes that additional data embeddings will distort the features of the images in the same direction in the feature space, something that was conjectured but not proved before. This paper provides a theoretical basis for subsequent embedding, proving that there exists a simple set of features that satisfy the directionality of features under certain conditions that are analyzed mathematically. The theoretical (simplified) model is also validated in several experiments with different images. Once the directionality principle has been proved for the simplified feature model, the same property is verified for some state-of-the-art feature models that are too complex for such a theoretical analysis.

Moving from theory to practice, the applicability of the ideas introduced in the paper is illustrated in four different cases. Namely, 1) estimating the classification error for the testing set with standard steganalysis without knowledge of the true classes of the images, 2) stego source mismatch, 3) unknown message length, and 4) a real-world scenario in which cover and stego images with different embedding bit rates are given to the steganalyst. In those four cases, the proposed approach is shown to succeed in helping the steganalyst to improve the classification results.

Regarding future work, we plan to extend the subsequent embedding technique to more ambitious scenarios, paving the way for moving steganalysis from lab to real-world conditions.
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It is worth pointing out that, in the subsequent embedding framework, the underlying classifier is the same as in standard steganalysis. Thus, when we compare our results using Rich Models or Deep Learning, we are actually using exactly the same classifier as in standard steganalysis and, thus, its classification results (for the primary classifier) are the same. What makes the difference with the proposed approach is the analysis of the classification inconsistencies obtained through an additional (secondary) classifier. The additional information obtained from subsequent embedding and the secondary classifier makes it possible to improve the classification results, either leaving inconsistent samples unclassified, or estimating the classification error of the primary (standard) classifier.

The proposed method, based on subsequent embedding, may not provide the ultimate solution to the CSM, unknown message length, and SSM problems, but we expect that it will constitute a further step in the right direction, paving the way to the application of steganalysis in the conditions that occur in the real world.

### A.2 Related work

As discussed in Section 1, several approaches have been proposed to try to overcome the CSM problem. Most of the methods proposed in the literature to face CSM have not been widely accepted and, currently, the most popular approach is to build a sufficiently large and complete image database to use it to train a large neural network. Although this solution may be successful in the future, this is something that has not been achieved yet. Apart from CSM, an unknown message length and SSM are other sources of uncertainty that degrade the classification results of steganalysis in real-world scenarios.

In the remainder of this section, we provide a detailed review of image steganalysis works that address at least one of the relevant challenges of modern steganalysis, namely, CSM, unknown message length and SSM. We also remark the main contributions of the proposed subsequent embedding approach compared to those works. A summary of the surveyed works and the addressed challenges is shown in Table 6, where the different papers are listed in chronological order, from least to most recent. The details about those schemes are the summarized below:

- Westfeld and Pfitzmann [36] present a collection of visual and statistical attacks against four different steganographic tools (EzStego, Jsteg, Steganos, and S-Tools).

### A.1 Contributions of the paper

This article makes different contributions to steganalysis. All these contributions are based on the idea of embedding additional information—referred to as “subsequent embedding” in this paper—in the image being analyzed. Such an idea is rooted in our previous articles [23] and [24].

From a theoretical point of view, the main contribution of this paper consists in a consistent mathematical framework that supports the use of subsequent embedding for targeted steganalysis. Such a theoretical framework was not provided in [23] and [24]. In [23], it is shown that subsequent embedding makes it possible to develop an unsupervised steganalysis method, whereas in [24], an approach to estimate the classification error of steganalysis is presented. In this paper, we endorse the subsequent embedding approach with a solid theoretical framework and provide new applications and experiments in more complex scenarios, much closer to those of the real world.

From a practical point of view, the most important outcome of this article is the possibility of applying steganalysis in scenarios in which a classifier might not work as expected, including CSM, an unknown length of the hidden message (unknown message length or unknown embedding bit rate) and SSM. With previous (standard) steganalysis tools, the steganalyst would not know whether his/her classifier is working well or not. However, with the inconsistency analysis introduced in Section 6, the steganalyst will have additional information about the quality of the classification, which will ultimately allow him/her to determine whether the classification results are sufficiently reliable or not. We would like to remark that such an estimation it is not available with standard steganalysis.

It is worth pointing out that, in the subsequent embedding framework, the underlying classifier is the same as in standard steganalysis. Thus, when we compare our results using

### Table 6: Literature review and addressed challenges.

| Reference | CSM | Unknown message length | SSM | Error prediction |
|-----------|-----|------------------------|-----|-----------------|
| Westfeld and Pfitzmann (2000) [36] | ✓   | ✓                      | ✓   | ✓               |
| Fridrich, Goljan, Hoga, and Soukal (2003) [11] | ✓   | ✓                      | ✓   | ✓               |
| Pevny (2011) [34] | ✓   | ✓                      | ✓   | ✓               |
| Kodovsky, Sedighi, and Fridrich (2014) [21] | ✓   | ✓                      | ✓   | ✓               |
| Pasquet, Beugay, and Chaumont (2014) [29] | ✓   | ✓                      | ✓   | ✓               |
| Xu, Dong, Wang, and Tan (2015) [38] | ✓   | ✓                      | ✓   | ✓               |
| Boroumand, Chen, and Fridrich (2019) [4] | ✓   | ✓                      | ✓   | ✓               |
| Yousfi, Butora, and Fridrich (2020) [42] | ✓   | ✓                      | ✓   | ✓               |
| Giboulot, Cogranne, Borghys, and Bas (2020) [14] | ✓   | ✓                      | ✓   | ✓               |
| Yousfi and Fridrich (2020) [43] | ✓   | ✓                      | ✓   | ✓               |
| Yousfi, Butora, Khvedchenya, and Fridrich (2020) [44] | ✓   | ✓                      | ✓   | ✓               |
| Ruiz, Vedrouj, Chaumont, Comby, and Subsol (2021) [35] | ✓   | ✓                      | ✓   | ✓               |
| Proposed (subsequent embedding) | ✓   | ✓                      | ✓   | ✓               |
The attacks described in the paper are aimed at detecting whether images carry secret information embedded using those tools. The steganalytic attacks are classified as visual, which rely on a human observer, and statistical, which are easier to automate. The detection of the selected steganographic schemes is quite successful with the proposed attacks even in the case of an unknown message length. The paper describes the Chi-square attack that was very popular a few years ago. However, this technique is not effective against modern steganography, and has been replaced by Machine Learning-based methods.

- Fridrich, Goljan, Hoge, and Soukal [11] directly tackle the unknown message length problem for a collection of popular steganographic schemes, namely, the F5 and OutGuess algorithms for JPEG, the EzStego algorithm with random straddling for palette images, and LSB embedding for uncompressed image formats. The results presented in the paper are very remarkable and the estimation of the message length is quite accurate for the tested images. However, modern steganography is much more difficult to detect and the proposed methodology is not designed against the current advanced methods (especially adaptive steganography).

- Pevný [31] shows that facing an unknown message length significantly decreases the accuracy of steganalysis. To deal with the problem, the paper presents two approaches. The first one consists in using quantitative steganalysis. The second one is based on transforming a one-sided hypothesis test into a simple hypothesis test, assuming a uniformly distributed payload. Both approaches are tested experimentally against LSB matching and nsF5. The paper shows that the accuracy of steganalysis highly depends on the knowledge about the payload.

- Kodovský, Sedighi, and Fridrich [21] discuss the impact of CSM on steganalysis and work with some techniques to mitigate its effects. To that purpose, they experiment with the nsF5 algorithm, different JPEG qualities, and different image sources. The results show that the steganalytic techniques that work with some data sources do not work properly with others. In other words, steganalysis largely depends on the scenario and the knowledge that the steganalyst has about the source, and whether those steganalytic techniques are adapted to it.

- Pasquet, Bringay, and Chaumont [29] consider a scenario in which the message length and the steganographic method are known, but the image source is not. To face the CSM problem, they use a small image database and an ensemble classifier with feature selection. Additionally, they present the \textit{islet approach}, which allows improving the performance of the classifier.

- Xu, Dong, Wang, and Tan [35] propose a method to build a sufficiently representative image database, since small databases often represent only a small part of the actual data distribution. In addition, the authors propose a weighted Ensemble Classifier that can be adapted to the testing set. In this way, the authors, using a large number of images downloaded from the Internet, manage to build a small database without any significant loss in terms of performance.

- Boroumand, Chen, and Fridrich [2] propose a deep resid-

-ural network for steganalysis, called SRNet. This convolutional network was the first one to allow end-to-end training from randomly initialized kernels regardless of the analyzed domain. This network is verified experimentally for both JPEG and spatial domains. At the time of its publication, this scheme achieved the best state-of-the-art results. Furthermore, this architecture is general enough to address the CSM, SSM and unknown message length issues to some extent, as shown later on in the ALASKA competition.

- Yousfi, Butora, and Fridrich [12] describe their winning solution to the first ALASKA steganalysis competition. Their approach used SRNet-based classifiers to build several multi-class tile detectors trained on various combinations of input channels. The classifiers were trained by grouping the images by quality factor. The authors also introduce a JPEG reverse compatibility attack for images with qualities 99 and 100.

- Giboulot, Cogranne, Borghys, and Bas [14] carry out an in-depth analysis of the effects of CSM and the parameters that produce it. The paper includes a large number of experiments in multiple scenarios using different feature vectors that make it possible to analyze their impact in CSM. The authors identify the processing pipeline as the main cause of CSM.

- Yousfi and Fridrich [35] propose a different approach to steganalysis in the JPEG domain. Given the evidence that feature-based detectors perform better than CNNs, since the latter fail to compute simple statistics of DCT coefficients, the authors propose the use of OneHot networks. This new architecture is based on the clipped one-hot encoding, which allows the network to learn to compute higher-order statistics for DCT coefficients. This type of network was part of Guanshuo Xu’s winning solution of the ALASKA 2 steganalysis competition.

- In the ALASKA 2 competition, it became clear that some network architectures, such as EfficientNet, MixNet or ResNet, designed and pre-trained for computer vision, significantly outperform networks designed for steganalysis, such as SRNet. Yousfi, Butora, Khvedchenya and Fridrich [41] analyze these architectures and show how the suppression of pooling/stride in the first few layers improve the learning process of the architecture. The authors conjecture that these networks work so well because the ImageNet pretraining has exposed them to a large number of different images.

- Ruiz, Yedroudj, Chaumont, Comby, and Subsol [33] present Large Scale Steganalysis Database (LSSD), a database of two million JPEG images. The article describes the pipeline used to create the database. This can be regarded as another step towards the construction of a sufficiently diverse and large enough database, a necessary tool to investigate how to deal with the CSM problem in the real world.

The next section presents a discussion of the works summarized above and remarks the differences between them and the proposed approach.

A.3 Discussion and comparative analysis

In the articles outlined in the previous section—some of which were published in the context of the ALASKA competitions—
the problem of the CSM is dealt with by creating a large and heterogeneous database. This is, in fact, what the ALASKA Image Database attempts to reproduce. However, even if a database is large and heterogeneous, other databases may exist with a different statistical distribution of the images (or their features). In the future, it may be possible to circumvent the CSM problem using huge databases, although this is still an open problem.

Currently, most of the existing approaches do not consider a testing database that differs from the training one to study the effects of the CSM. As already mentioned, the most popular approach consists in trying to build a large enough database to bypass the problem, but it is uncertain if this is a convenient strategy in the real world, even if the proposed solutions have obtained good results for the ALASKA databases. On the other hand, the method proposed in this paper allows detecting the existence of CSM by using the error prediction technique. Multiple experiments obtained with the subsequent embedding technique for differing training and testing databases can be found in our previous article [21]. This type of analysis is uncommon in the literature.

Regarding SSM, the analyzed articles face the problem by considering a mixture of different steganographic methods to train the classifier, but do not try to detect schemes that were not used in the training phase. On the other hand, with the proposed subsequent embedding strategy, we also consider the latter (more complex) scenario, which is presented in Section 6.2. The experiments presented in Section 6.2 illustrate how a steganographic scheme (UNIWARD) can be detected using a different algorithm (HILL) for training the classifier. In any case, since many steganographic schemes use similar techniques, training with multiple steganographic algorithms seems to be a valid option to deal with the SSM problem. We also consider this approach in Section E.1 (Appendix E).

As the unknown message length problem is concerned, it is not too difficult to build a training database with multiple payloads. Hence, this problem is possibly less challenging than the previous ones. Although this strategy can significantly increase the number of images needed for training, this is not typically a problem with modern CNN-based detectors. As it can be seen in the analyzed articles, all the methods that work with the ALASKA databases, especially those used in ALASKA 2, solve this problem satisfactorily.

Finally, to the best of our knowledge, there is no prior art proposing a mechanism to estimate the prediction of the classification error that is obtained for a given testing set. The proposed method, thus, brings also novelty in this aspect, which is a very valuable tool to deal with CSM (an other source of uncertainty) in the real world. To conclude this discussion, it is worth pointing out that the techniques proposed in this paper can be combined with any standard steganalytic classifier to obtain a prediction of the classification error. Hence, the proposed methodology provides the steganalyzer with additional information to complement the standard classification results and identify sources of uncertainty, at a very reduced cost.

### Appendix B

#### Proof of Lemma 2

**Lemma 2.** If we assume dependent random ±1 changes of the pixel values, the expected value of the histogram bin \( h'_k \) can be approximated as follows:

\[
E[h'_k] \approx (1 - \alpha)h_k + \frac{\alpha}{2}(h_{k-1} + h_{k+1}).
\]

**Proof.** We first obtain the joint probabilities for the pixel changes in \( x_{i,j} \) and \( \hat{x}_{i,j} \) similarly as discussed for the non-adaptive case. Let \( P(\Delta x_{i,j} \neq 0) = \beta \). The probability of modifying the pixel prediction, and the corresponding complementary probability be \( P(\Delta \hat{x}_{i,j} = 0) = 1 - \beta \). The joint probability of modifying both the pixel and its prediction is:

\[
P((\Delta x_{i,j} \neq 0) \cap (\Delta \hat{x}_{i,j} \neq 0)) = \beta \beta',
\]

where \( \beta' = P(\Delta x_{i,j} \neq 0 \cap \Delta \hat{x}_{i,j} = 0) \). Since, in adaptive steganography, once a pixel is modified, the probability that a neighboring pixel be also modified is larger.

Similarly, the joint probability that \( \hat{x}_{i,j} \) be modified and \( x_{i,j} \) be not modified is the following:

\[
P((\Delta x_{i,j} = 0) \cap (\Delta \hat{x}_{i,j} \neq 0)) = (1 - \beta)' \beta.
\]

In the same way, the joint probability that \( \hat{x}_{i,j} \) be not modified and \( x_{i,j} \) be modified is:

\[
P((\Delta x_{i,j} \neq 0) \cap (\Delta \hat{x}_{i,j} = 0)) = (1 - \beta)^2 \beta'',
\]

for some \( \beta'' \). Now, we expect Expression (12) and Expression (13) to be equal, since they are totally symmetric cases, and hence:

\[
(1 - \beta)\beta'' = \beta(1 - \beta') \iff \beta'' = \frac{\beta(1 - \beta')}{1 - \beta}.
\]

Finally, the joint probability that neither \( \hat{x}_{i,j} \) nor \( x_{i,j} \) be changed is the following:

\[
P((\Delta x_{i,j} = 0) \cap (\Delta \hat{x}_{i,j} = 0)) = (1 - \beta)(1 - \beta'').
\]

Now, substituting by the value of \( \beta'' \) obtained in Expression (14), we have:

\[
P((\Delta x_{i,j} = 0) \cap (\Delta \hat{x}_{i,j} = 0)) = 1 - 2\beta + \beta' \beta'.
\]

| \( \Delta x_{i,j} = 0 \) | \( \Delta x_{i,j} \neq 0 \) |
|----------------|----------------|
| \( \Delta \hat{x}_{i,j} = 0 \) | \( 1 - \beta)(1 - \beta'') = 1 - 2\beta + \beta' \beta' \) | \( \beta(1 - \beta') \) |
| \( \Delta \hat{x}_{i,j} \neq 0 \) | \( (1 - \beta)\beta'' = \beta(1 - \beta') \) | \( \beta'' \) |

The results are summarized in Table 7 and it can be easily checked that the sum of all four probabilities is 1. From these four probabilities, we can proceed like in Lemma 1 to obtain:

\[
E[h'_k] = (1 - 2\beta + \beta' \beta') h_k + \beta(1 - \beta')(h_{k-1} + h_{k+1}) + \frac{\beta' \beta'}{2} h_k + \frac{\beta' \beta'}{4}(h_{k-2} + h_{k+2}),
\]
and, hence:

\[ E[h_k'] = (1 - \alpha) h_k + \frac{\alpha}{2} (h_{k-1} + h_{k+1}) + \epsilon', \quad (15) \]

with

\[ \epsilon' = \frac{3}{2} \beta \beta' h_k - \beta \beta' h_{k-1} - \beta \beta' h_{k+1} + \frac{\beta \beta'}{4} h_{k-2} + \frac{\beta \beta'}{4} h_{k+2}. \quad (16) \]

Again, since both \( \beta \) and \( \beta' \) are close to zero, we approximate \( \epsilon' \approx 0 \) and the proof is thus completed analogously as done for Lemma 1.

Appendix C
Validation of the working hypothesis

After introducing the method to detect classification inconsistencies in Section 6.1, we can now proceed with an experiment to validate the working hypothesis presented in Section 2.10. The conducted experiment is the following, we have taken 500 cover and 500 stego images from the BOSS database, where the stego images have been created using HILL steganography with an embedding bit rate of 0.4 bpp. For these 1,000 images, we have carried out four classification experiments, as detailed below:

1) **Non-directional features only (NDOF):** For each image, all features that are directional for that image are replaced by 0 (erased).

2) **Directional features only (DFO):** For each image, all features that are non-directional for that image are replaced by 0.

3) **Random removal of features (RRF):** For each image, some features are randomly replaced by 0. The number of erased features is the same as in the first case (NDOF).

4) **50% of directional features removed (50% DFR):** For each image, half the features that are directional for that image are replaced by 0.

The results of these four experiments are shown in Table 8. The following discussion can be carried out regarding the obtained results:

- It can be observed that the worst results are obtained when only non-directional features are used (NDOF). First, in the last column, we can see that the primary classifier \( C_{\beta \beta'}^{S,T} \) fails to classify stego and “double stego” images \( (B_k') \). All of them should be classified as stego (1), but almost half of them (ratio equal to 0.498) are incorrectly identified as cover (i.e., the images are classified at random). Consequently, the number of inconsistencies is huge. Almost all images (932 out of 1,000) produce an inconsistency. Besides, the classification error with standard Ensemble Classifiers and Rich Models (EC+RM) is large (0.433).

- On the other hand, the best results are obtained when only directional features are used (DFO). In that case, the ratio of images \( B_k' \in B^T \) that are incorrectly classified as cover is reduced to 0.286, the number of inconsistencies is the lowest (585 out of 1,000), and the classification error with a standard EC+RM is 0.307, meaning that almost 70% of the images are classified correctly.

- The other two experiments (RRM and 50% DFR) are carried out for control and represent intermediate situations between NDOF and DFO. In RRM, several features (either directional or non-directional) are removed randomly, whereas in 50% DFR, half of the directional features are removed. When 50% of the directional features are removed, the primary classifier can still deal with the images in \( B^T \) quite successfully, and the classification error (0.326) is much closer to the best result (0.286), obtained with directional features only, than the worse one (0.498), obtained with non-directional features only.

These results are consistent with the working hypothesis that directional features are sufficient to prevent mistaking “double stego” with cover images, which is a condition required by the method of detection of inconsistencies to work properly. In addition, we can observe that it is not required that all features are directional. The results of the experiments RRM and 50% DFR confirm that it is enough to have a relevant number of directional features.

Furthermore, these results also provide more insight. It can be observed that the higher the ratio of directional features, the better classification results are obtained, not only with the proposed method of detection of inconsistencies, but also with standard steganalyzers such as EC+RM. This seems to point out that directional features are good features for steganalysis and opens new opportunities for future research. If this fact is confirmed, working to achieve better features that preserve directionality for most images and steganographic schemes is a very promising approach to move steganalysis closer to real-world conditions.

Appendix D
Generalization for true feature models

This appendix discusses the extension of the theoretical framework presented in Sections 3 and 4 to actual feature models and, more precisely to SPAM [30] and “minmax” [13] features, which are included in Rich Models [12].

Although the proofs given in Section 4 are limited to the histogram of the residual image, it is not difficult to realize that a similar behavior is expected for other feature models, such as those of the SPAM [30] steganalysis. In fact, SPAM features can be viewed as an extension of the histogram residual image bins for multiple directions and different orders. SPAM features consider the co-occurrences of two (first-order) or three (second-order) adjacent pixel differences, limiting them within a given threshold \([-T, T]\) in order to reduce the dimension of the feature vectors. If the bins of the residual image exhibit directionality in subsequent embeddings, a similar behavior is expected for at least some of the SPAM features. The extension for multiple dimensions is discussed in Section D.3 whereas truncation is analyzed in Section D.4.

Regarding the RM feature model, it must be taken into account that “min” and “max” operation are used to obtain several of its features. “Min” and “max” are non-linear operations and it is not obvious that the results presented for the simple model also hold in that case. This particular problem is considered in Section D.3. In addition, some experiments are presented to confirm the generalization of the conditions for directionality of “minmax” features and truncation in Section D.4.


Finally, the extension to RM (which include SPAM) features is illustrated experimentally in Section 5.2 (main document).

D.1 Multiple dimensions

In the simplest case, SPAM features consider three pixels, e.g. $x_{1-2,j}$, $x_{1-1,j}$ and $x_{1,j}$ for the horizontal direction, and the differences between them (two residuals), i.e. $r_{ij} = x_{i,j} - x_{i-1,j}$ and $r_{i-1,j} = x_{i-1,j} - x_{i-2,j}$. Upon embedding, the pixels can be modified by adding 0 (no change), +1 or −1. For three pixels, this leads to $3 \times 3 = 27$ cases. If the original residuals are $(r_{i-1,j}, r_{ij}) = (a, b)$, the new pair of residuals after embedding become $(a', b')$ with $a' \in \{a - 2, a - 1, \ldots, a + 2\}$ and $b' \in \{b - 2, b - 1, \ldots, b + 2\}$. Among the possible 25 cases of the Cartesian product $\{a - 2, a - 1, \ldots, a + 2\} \times \{b - 2, b - 1, \ldots, b + 2\}$, only 15 actually occur, and their probabilities can be computed as done in Sections 3.4 and 3.5 for non-adaptive and adaptive steganography respectively. This procedure leads to a two-dimensional counterpart of the one-dimensional analysis presented in Sections 3 and 4. Such analysis would be long and somewhat cumbersome by the larger number of cases, but feasible. In the end, the variation of a two-dimensional histogram would be examined, and the sign of those variations after one and two embeddings might be analyzed, yielding conditions for (soft) directionality. A similar procedure is possible for third-order SPAM features, moving to a three-dimensional histogram analysis. Possibly, a theoretical analysis of the multidimensional case would entail more “geometrical” complexity, since, apart from concavity and convexity areas, there might be some regions that are convex in some dimensions but concave in different ones. This could lead to some uncertainty in a few features as its directionality is concerned.

D.2 “Minmax” features

A second relevant difference between the simple model and RM features [12] is the use of “minmax” operations in several directions to select some features. For example, if we take first-order residuals in four directions, we can define the following directional residuals:

\[
\begin{align*}
\hat{r}_{ij}^h &= x_{i,j} - x_{i-1,j}, \\
\hat{r}_{ij}^v &= x_{i,j} - x_{i,j-1}, \\
\hat{r}_{ij}^d &= x_{i,j} - x_{i-1,j-1}, \\
\hat{r}_{ij}^m &= x_{i,j} - x_{i-1,j+1},
\end{align*}
\]

where the superscripts “h”, “v”, “d” and “m” stand for horizontal, vertical, diagonal and minor diagonal directions, respectively.

Table 8: Validation of the working hypothesis.

| Experiment | Standard EC+RM | Detection of inconsistencies | Ratio of $C^R_{ij,F}(B') = 0$ |
|------------|----------------|-----------------------------|-----------------------------|
|            | Err TP TN FP FN | Err0.5 TP TN FP FN NNC       |                             |
| NDFO       | 0.433 246 321 | 179 254                     |                             |
| DFO        | 0.387 334 359 | 141 166                     |                             |
| RRM        | 0.374 315 311 | 189 185                     |                             |
| 50% DFR    | 0.368 311 321 | 179 189                     |                             |

The pixels involved in the definitions of $\hat{r}_{ij}^h$, $\hat{r}_{ij}^v$, $\hat{r}_{ij}^d$ and $\hat{r}_{ij}^m$ are shown in Fig. 9. Now, “minmax” features can be defined as follows:

\[
\begin{align*}
\hat{r}_{ij}^{\min} &= \min \left\{ \{\hat{r}_{ij}^h, \hat{r}_{ij}^v, \hat{r}_{ij}^d, \hat{r}_{ij}^m\} \right\}, \\
\hat{r}_{ij}^{\max} &= \max \left\{ \{\hat{r}_{ij}^h, \hat{r}_{ij}^v, \hat{r}_{ij}^d, \hat{r}_{ij}^m\} \right\}.
\end{align*}
\]

Using these “min” and “max” residuals, we can build the corresponding “min” and “max” histograms $H^{\min} = (h_k^{\min})$ and $H^{\max} = (h_k^{\max})$, similarly as done in Section 3.2.

Remark 13. Because of these “min” and “max” operations, the features $h_k^{\min}$ and $h_k^{\max}$ are non-linear, which may significantly affect the theoretical analysis presented for the simple model in Sections 3 and 4. It is not obvious whether the results of Lemmas 1 and 2 hold for “minmax” features.

Next, we show that Lemma 1 extends for “min” features in the non-adaptive steganography case. The case of “max” features is completely analogous to the “min” counterpart and its proof is not presented for brevity.

In order to obtain a counterpart of Lemma 1 for the features $h_k^{\min}$, taking a look at Fig. 9, it may appear that we would need to analyze $3^\delta = 243$ cases, since for each of the five pixels represented in the figure, after data embedding, there are three different possibilities, namely $a = 1$, $a = 0$ or $a + 1$ variation. However, there is a shortcut to make this analysis simpler. In order to compute the change in the values of the histogram bins $h_k^{\min}$, only two possibilities must be taken into account:

1) The first possibility is that the direction (“h”, “v”, “d” or “m”) of the pixel that yields the minimum residual $\hat{r}_{ij}^{\min}$ does not change after data embedding. For example, if the minimum residual is obtained for the horizontal direction before embedding, or $r_{ij}^{\min} = \hat{r}_{ij}^h$, then the direction for the new minimum is preserved after data embedding, or $r_{ij}^{\min} = \hat{r}_{ij}^h$, where “(·)” represents the new value obtained after data embedding. This occurs with some average probability for all the samples of the residual image. This probability is denoted as $(1 - \xi)$, with $0 \leq (1 - \xi) \leq 1$.

2) Conversely, there is some probability $(0 \leq \xi \leq 1)$ that the direction of the pixel that yields the minimum residual changes after data embedding. For this to occur, a combination of two conditions must take place simultaneously:
First, if the pixel that yields the minimum residual for \( x_{i,j} \) takes the value \( x_{\text{min}} \), there must be a pixel with the same \( x_{\text{min}} - 1 \) in one of the other three relevant directions. This is illustrated in Fig. 10(a) where the pixel in the horizontal direction (60) is the one that provides the minimum residual \( r_{i,j} = x_{\text{min}} - 1 \), and the pixel in the vertical direction takes the value 59.

Second, the pixel that yields the minimum residual must have a \(-1\) variation after embedding, whereas the pixel with value \( x_{\text{min}} - 1 \) must have a \(+1\) variation. The reference pixel \( x_{i,j} \) for the residual \( r_{i,j} \) can remain unchanged (0 variation), or have a \(-1\) or a \(+1\) variation. This yields another direction for the minimum residual after data embedding, with three different sub-cases illustrated in Figs. 10(b–d) where a star sign “⋆” means that the corresponding pixel value has been modified after embedding data. In all three cases, the new direction for the minimum residual is the vertical one. The only difference between the three cases is the value of the minimum residual: 63 – 60 = 3 in Fig. 10(b), 62 – 60 = 2 in Fig. 10(c) and 64 – 60 = 4 in Fig. 10(d).

Since the maximum variation in the difference of two pixels with \( \pm 1 \) changes after data embedding is \( \pm 2 \) (which occurs if one pixel changes \(-1\) and the other one changes \(+1\)), there is no other possibility that the direction of the pixel that yields the minimum (or maximum) residual changes after data embedding.

Remark 14. If several (more than one) direction pixels with the same value provide the (same) minimum residual for the reference pixel, all those direction pixels must have a \(-1\) variation after embedding for a change in the direction of the minimum residual.

The situation mentioned in Remark 14 is illustrated with an example in Fig. 11 in which, for the original situation (Fig. 11(a)), both the vertical and the horizontal pixels take the (same) value (60) that provides the minimum residual for the reference pixel (63). After data embedding (Fig. 11(b)), both the vertical and the horizontal pixels must change to 59 (\(-1\) variation), and there should be another pixel with the value 60 – 1 = 59 in the relevant directions that is changed with a \(+1\) variation. In this case, the pixel in the minor diagonal changes from 59 to 60. Thus, when the minimum occurs at several directions at the same time, there must be at least three pixel changes (“h”, “v” and “m” in the example) for the direction of the minimum residual to be modified to a new one. The reference pixel can either remain the same (63), or have a \(-1\) (62) or a \(+1\) (64) variation.

Similarly, if instead of two direction pixels leading to the minimum residual there were three of them, at least four pixel changes would be required for obtaining a different direction for the minimum residual after data embedding.

After these observations, we can extend Lemma 1 to “min” and “max” features as follows:

**Lemma 3.** If we assume independent (Assumption 2) random \( \pm 1 \) changes of the pixel values with probability \( \beta = \alpha/2 \) for \( \alpha \in (0,1] \), under Assumption 3, then the expected value of the histogram bins \( (h_k^{\text{min}}) \) and \( (h_k^{\text{max}}) \) can be approximated as follows:

\[
E \left[ (h_k^{\text{min}}) \right] \approx (1 - \alpha)h_k^{\text{min}} + \alpha \left( h_{k-1}^{\text{min}} + h_{k+1}^{\text{min}} \right),
\]

\[
E \left[ (h_k^{\text{max}}) \right] \approx (1 - \alpha)h_k^{\text{max}} + \alpha \left( h_{k-1}^{\text{max}} + h_{k+1}^{\text{max}} \right).
\]

**Remark 15.** This is exactly the same expression obtained in Lemma 2 (and Lemma 3) for the simple feature model, but replacing \( h_k \) by \( h_k^{\text{min}} \) or \( h_k^{\text{max}} \).

Proof. The proof is given for “min” features only, since the case of “max” features is completely symmetric. To prove this lemma, we first obtain an upper bound of the probability \( \xi \) that the direction for the residual \( r_{i,j} \) changes after data embedding. In the simplest case (when there is only one direction pixel providing the minimum residual), three conditions must be met: 1) another pixel with value \( x_{\text{min}} - 1 \) is in the relevant directions (which occurs with some probability \( \nu \in (0,1] \)), 2) the pixel with value \( x_{\text{min}} \) is changed to \( x_{\text{min}} - 1 \) (which occurs with probability \( \beta/2 \)), and 3) the pixel with value \( x_{\text{min}} - 1 \) is changed to \( x_{\text{min}} \) (which occurs with probability \( \beta/2 \)). Now we can estimate the joint probability \( \xi \) as follows:

\[
\xi = \nu \frac{\beta}{2} \cdot \frac{\beta}{2} = \nu \frac{\beta^2}{4} \leq \frac{\beta^2}{4},
\]

where the inequality comes from the fact that \( \nu \leq 1 \) (since \( \nu \) is a probability). When there is more than one minimum (as in Fig. 11), the probability would be even lower, since at least three pixel changes are required yielding an upper bound \( \beta^3/8 \) that is lower than \( \beta^2/4 \). Hence, the upper bound \( \beta^2/4 \) for \( \xi \) is always valid.

Now, we can proceed similarly as done in the proof of Lemma 1 considering the following cases:

1) When the direction of the pixel that yields the minimum residual does not change after data embedding (which occurs with probability \( 1 - \xi \) as discussed above), we are in the same case that Lemma 1 since we need to combine the variations of only two pixels (the reference pixel \( x_{i,j} \) and the direction pixel that yields the minimum residual). Hence, we only need to include a factor \( (1 - \xi) \) in Expression 4 and replace \( h_k \) by \( h_k^{\text{min}} \):

\[
(1 - \xi) \left( (1 - \alpha)h_k^{\text{min}} + \frac{\alpha}{2} \left( h_{k-1}^{\text{min}} + h_{k+1}^{\text{min}} \right) + \varepsilon \right).
\]

2) When the direction of the pixel that yields the minimum residual changes after data embedding (which occurs
with some probability \( \xi \) as discussed above), we can have three different cases:

a) If \( \Delta x_{i,j} = 0 \), which occurs with probability \( 1 - \beta \), then the residual \( \tilde{r}_{i,j}^{(\min)} \) stays at the bin \( (h_k^{(\min)})' \). The joint probability of this case is \( \xi (1 - \beta) \).

b) If \( \Delta x_{i,j} = 1 \), which occurs with probability \( \beta/2 \), then the residual \( r_{i,j}^{(\min)} \) moves to bin \( (h_k^{(\min)})' \). The joint probability of this case is \( \xi \beta/2 \).

c) Similarly, if \( \Delta x_{i,j} = -1 \), which also occurs with probability \( \beta/2 \), then the residual \( r_{i,j}^{(\min)} \) moves to bin \( (h_k^{(\min)})' \). The joint probability of this case is also \( \xi \beta/2 \).

Now, we can combine all these cases to write the expected value of the bin \( (h_k^{(\min)})' \) as follows:

\[
E \left[ (h_k^{(\min)})' \right] = (1 - \xi) \left( (1 - \alpha)h_k^{(\min)} + \frac{\alpha}{2} (h_k^{(\min)} + h_k^{(\max)}) + \tilde{\epsilon} \right) + \xi(1 - \beta)h_k^{(\min)} + \frac{\xi \beta}{2} \left( h_k^{(\min)} + h_k^{(\max)} \right) + \frac{\xi \beta}{2} \approx \frac{\xi \beta}{2} \left( h_k^{(\min)} + h_k^{(\max)} \right),
\]

where \( \tilde{\epsilon} \) is defined in the same way as \( \epsilon \) in Expression (16), but replacing \( h(\gamma) \) by \( h^{(\min)} \). Expanding some operations and making use of the definition \( \beta = \alpha/2 \), Expression (18) can be rewritten as follows:

\[
E \left[ (h_k^{(\min)})' \right] = (1 - \alpha)h_k^{(\min)} + \frac{\alpha}{2} (h_k^{(\min)} + h_k^{(\max)}) + (1 - \xi)\tilde{\epsilon} + \xi \beta h_k^{(\min)} - \frac{\xi \beta}{2} \left( h_k^{(\min)} + h_k^{(\max)} \right).
\]

Here, we can prove that \( \tilde{\epsilon} \approx 0 \) following the same procedure used to show that \( \epsilon \approx 0 \) in the proof of Lemma 2. Consequently, \( (1 - \xi)\tilde{\epsilon} \approx 0 \), since \( 1 - \xi \leq 1 \). To complete the proof of the lemma, we only need to show that the final terms of Expression (19) can also be neglected.

This latter step is also similar to the proof that \( \epsilon \approx 0 \) in Lemma 1 as detailed below. If we make an assumption analogous to Assumption 2 for \( h_k^{(\min)} \), we have \( h_k^{(\min)} \leq \delta \), \( \forall k \in [v_{\min}, v_{\max}] \), for some relatively small \( \delta \), and then:

\[
\left| \xi \beta h_k^{(\min)} - \frac{\xi \beta}{2} (h_k^{(\min)} + h_k^{(\max)}) \right| = \left| \frac{\xi \beta}{2} (2h_k^{(\min)} - h_k^{(\max)} - h_k^{(\min)}) \right| \\
\leq \frac{\xi \beta}{2} (h_k^{(\min)} - h_k^{(\max)} + h_k^{(\min)} - h_k^{(\max)}) \\
\leq \frac{\xi \beta}{2} (h_k^{(\min)} + h_k^{(\max)}) \\
\leq \frac{\xi \beta}{2} (2\delta) = \xi \beta \delta \\
\approx \frac{\xi \beta^3}{4}.
\]

We now replace \( \xi \beta \) by \( \xi' \beta' \), which is a smaller number that can be neglected (\( \epsilon' \approx 0 \)) compared to the dominant terms of the expression.

**Lemma 4.** If we assume dependent random \( \pm 1 \) changes of the pixel values, the expected value of the histogram bins \( (h_k^{(\min)})' \) and \( (h_k^{(\max)})' \) can be approximated as follows:

\[
E \left[ (h_k^{(\min)})' \right] \approx (1 - \alpha)h_k^{(\min)} + \frac{\alpha}{2} (h_k^{(\min)} + h_k^{(\max)})
\]

\[
E \left[ (h_k^{(\max)})' \right] \approx (1 - \alpha)h_k^{(\max)} + \frac{\alpha}{2} (h_k^{(\min)} + h_k^{(\max)}).
\]

Proof. In this case, the computations of the probabilities of joint variations of several pixels are somewhat more cumbersome compared to the non-adaptive scenario, but not too complex. We can follow the same steps carried out in the proof of Lemma 2 to define an auxiliary probability \( \beta \) (and its complementary counterpart \( 1 - \beta \)) to consider the variation of the reference pixel when two neighboring direction pixels also change. More precisely, \( \beta \) is the probability that the variation of the reference pixel is different from zero after data embedding \( (\Delta x_{i,j} \neq 0) \) when the pixels at the two relevant directions required for a change in the direction that yields the minimum residual also change. With this definition, for the adaptive case, we obtain the following expression:

\[
E \left[ (h_k^{(\min)})' \right] = (1 - \alpha)h_k^{(\min)} + \frac{\alpha}{2} (h_k^{(\min)} + h_k^{(\max)}) + (1 - \xi' \epsilon') + \xi' \beta h_k^{(\min)} - \xi' \beta (h_k^{(\min)} + h_k^{(\max)}).
\]

where \( \xi' \) is the probability that the direction pixel that yields the minimum residual changes after data embedding (in the adaptive case, and \( \epsilon' \) is a small number that can be neglected (\( \epsilon' \approx 0 \)) compared to the dominant terms of the expression.

**Remark 16.** Note that \( \epsilon' \) is defined as \( \epsilon' \) in Expression (16), but replacing \( h(\gamma) \) by \( h^{(\min)} \) (or \( h^{(\max)} \)). The term \( \epsilon' \) depends on \( \beta' \), which, in this case, the conditional probability that the reference pixel \( x_{i,j} \) be modified when the neighboring pixel \( \hat{x}_{i,j} \) that yields the minimum residual \( r^{(\min)} \) is also changed.

Following the same ideas used to prove Lemma 3, we can find that:

\[
\xi' = \nu \beta' \frac{\beta'}{2} \leq \beta \frac{\beta'}{4},
\]

and, finally, conclude that:

\[
\left| \xi' \beta h_k^{(\min)} - \frac{\xi' \beta}{2} (h_k^{(\min)} + h_k^{(\max)}) \right| \approx 0,
\]

using steps similar to those of Expression (20), which completes the proof.

The main difference between the proofs of the adaptive and the non-adaptive cases is that conditional probabilities \( \beta \) and \( \beta' \) are introduced in the adaptive case. In fact, the non-adaptive case is a particular instance of the adaptive counterpart with \( \beta = \beta' = \beta \) (i.e., independent pixel changes).

Now, the following final remark can be made with respect to “minmax” features and the theoretical analysis presented in Section 4.

**Remark 17.** The theoretical analysis presented in Section 4 only requires the results obtained in Lemmas 2 and 3, which are generalized in this section with identical expressions for “minmax” features through Lemmas 3 and 4. Hence, all the theorems, expressions and results presented in Section 4 are valid for “minmax” features simply replacing \( h(\gamma) \) by \( h^{(\min)} \) or \( h^{(\max)} \).
D.3 Truncation

Apart from dimensionality (considered in Section D.1 and "minmax" operations (discussed in Section D.2), there is another difference between the simple model and RM features, namely the use of the threshold \( T \) that truncates the differences between pixels to \( T \) or \(-T\) if the absolute value of the difference is larger than \( T \). A truncation like this can be viewed as using saturated residuals \( r_{ij}^T \) according to the following definition:

\[
\overline{r_{ij}} = \text{trunc}(r_{ij}) = \min(\max(r_{ij}, -T), T),
\]

which also introduces uncertainty in the theoretical analysis presented in Sections 3 and 4. This kind of operation can be easily understood in the one-dimensional case, since it is equivalent to grouping all histogram bins lower than or equal to \(-T\) in a single bin, and all bins greater than or equal to \( T\) in another one. This will produce two larger bins at positions \( \pm T\), and the theoretical analysis would not change too much if \( T\) is outside the concavity interval of the histogram. This will typically be the case, since the concavity interval is usually very narrow and centered in the zero bin, as shown in Section 5.

Figs. 2, 3, and 4 show that the number of bins in the concave area of the histogram distribution is only four. With \( T = 3 \) (the lowest value suggested for SPAM features), there would be five inner bins and two outer bins. These five inner bins would be enough to cover the concave area of the histogram distribution if it only includes four bins. With \( T = 4 \), there would be nine bins, four of which would be in the concavity interval. Hence, a few of the inner bins will satisfy the condition for negative variation after one and two embeddings (concavity), whereas the outer bins, including \( \pm T\), will satisfy the condition for a positive variation. In fact, adding several bins in a single one at positions \(-T\) and \( T\) will provide more robustness for the positive variation of those bins after embedding data, since the summation of several bins will be statistically more stable than a bin related to a single value. If, for some particular image, the concavity region was larger than \([-T, T]\) (very unlikely), there would be uncertainty for the extreme bins at \( \pm T\), but the inner bins at \([-T + 1, T - 1]\) would satisfy the (concavity) condition for a negative variation after one and two embeddings and, thus, would keep the soft directionality condition proved for the simple model without truncation.

D.4 Experimental validation

Now, we present the results of an experiment to validate the discussion presented in Sections D.2 and D.3. We consider \( h^\text{min}_k \) and \( h^\text{max}_k \) features for truncation with \( T = 4 \), i.e., we have nine features (bins) for “min” and “max” features: \( H^\text{min} = \{h^\text{min}_1, h^\text{min}_2, \ldots, h^\text{min}_9\} \) and \( H^\text{max} = \{h^\text{max}_1, h^\text{max}_2, \ldots, h^\text{max}_9\} \). We have taken 1,000 images from the BOSS database and have made two separate random embedding to those images, with HILL steganography and an embedding rate of 0.4 bpp.

The objective of this experiment is to check if the majority of these 18 features (nine in \( H^\text{min} \) and nine in \( H^\text{max} \)) are directional.

The results of the experiment are shown in Fig. 12. It can be observed that all the (truncated) “minmax” features are directional for more than half of the tested images. The average percent of directionality of these 18 features is 73.4%, which is consistent with the analysis presented in Sections D.2, D.3, and 4. It can also be observed that the “min” and “max” cases are quite symmetric. The most directional features in the “min” case are the extreme ones \( h^\text{min}_1 \) and \( h^\text{min}_4 \), which correspond to the convexity interval of the distribution for most images, and the inner ones \( h^\text{min}_5 \) and \( h^\text{min}_6 \), which are typically in the concavity interval. For “max” features, the most directional features are also the extreme ones \( h^\text{max}_1 \) and \( h^\text{max}_4 \) and the inner ones \( h^\text{max}_5 \) and \( h^\text{max}_6 \).

It is worth pointing out the positive effect of truncation on directionality. The four most directional features are \( h^\text{min}_1 \), \( h^\text{min}_4 \), \( h^\text{max}_1 \) and \( h^\text{max}_4 \), which are directional for 893, 845, 880 and 922 images, respectively. These four features are, in fact, summation bins of features of the simple model produced by the truncation described in Section D.3.

D.5 Other feature models

Finally, if directionality occurs for SPAM and “minmax” features and, in general for RM features, there is no reason why other feature models, either explicit or implicit (i.e. those extracted by a CNN), should not exhibit the same behavior, justifying the use of subsequent embedding in steganalytic systems. The directionality of features in subsequent embedding is already exploited in [24] for Rich Models and CNN, showing that it is indeed a usual characteristic of true feature models and steganalysis methods. An empirical analysis of directionality of the (implicit) features of CNN steganalysis would be a convenient area for future research.

Appendix E

Towards universal steganalysis

The applications presented in Section 6 are focused on targeted steganalysis. As shown in Section 6.1, in order to build the secondary training (B\(^2\)) and testing (B\(^T\)) sets, the targeted steganographic scheme \( S_p \) is required to embed a new (random) message in all training and testing images. There is no direct application of the suggested method when the targeted steganographic function is unknown (that is, moving towards universal steganalysis), but there are still some possibilities to apply the proposed method.

The first possibility is already presented in Section 6.2. If two steganographic schemes are different, like HILL and UNIWARD, but are based on similar principles, it is still possible to apply the proposed practical application. Indeed, Table 3 shows that the classification accuracy, after removing inconsistencies, is 84.5% or better (since the classification error Err = 0.155 in all the experiments) when trying to detect UNIWARD at 0.4 bpp using HILL at 0.4 bpp as the hypothesis (targeted) steganographic scheme. This occurs because different steganographic schemes share the same objective (undetectability) and tend to affect the same areas of the images. In particular, in adaptive steganography, most pixel changes are brought together in textured areas and edges. Hence, the proposed methods have some intrinsic robustness against a mismatch between the targeted and the actual steganographic functions if they are “similar”.

Going beyond the above mentioned “robustness”, the next four sections outline other possibilities to apply the proposed applications when the steganographic function is unknown or
even if the stego images within a testing set have been created with a diversity of steganographic functions and embedding bit rates.

### E.1 Multiple embedding functions

As detailed in Section 6.1, to apply the method based on consistency filters, it is essential to have the steganographic function \( S_p \) so that the secondary training and testing sets can be obtained using \( B_k = S_p^\#(A_k) \) (for the secondary training set) and \( B'_k = S_p^\#(A'_k) \) (for the testing set). If the steganalyst does not know which steganographic function and parameters have been used by the adversary, he/she may use a collection of hypothesized steganographic functions and parameters, as follows:

\[
S = \left\{ S_{p_{1,1}}^{[1]}, S_{p_{1,2}}^{[1]}, \ldots, S_{p_{1,m_1}}^{[1]}, S_{p_{2,1}}^{[2]}, S_{p_{2,2}}^{[2]}, \ldots, S_{p_{2,m_2}}^{[2]}, \ldots, S_{p_{n,1}}^{[n]}, S_{p_{n,2}}^{[n]}, \ldots, S_{p_{n,m_n}}^{[n]} \right\},
\]

where the superscript “\(^{[k]}\)” denotes a different steganographic function and the subscript \( p_{k,j} \) denotes a particular value for the parameters of \( S^{[k]} \).

To construct the training set, the steganalyst first selects a set of cover images \( X = \{X_i\} \subset \mathcal{C} \) and then needs to build a set of stego images \( X' \) to be used for training. Now, there are two possibilities:

1) For each cover image \( X_i \), all possible stego images are computed:

\[
X'_{i,k,j} = \left( S_{p_{k,j}}^{[k]} \right)^\# (X_i),
\]

using all the steganographic functions and parameters of the collection \( S \). This produces a set of stego images \( X' = (S^\#)^\#(X) \subset S \), where the double superscript “\(^{\#\#}\)” indicates that, for each cover image, all steganographic functions and parameters are used, but only a random message and key is chosen for each function. This obviously leads to a set of stego images larger than the set of cover images, which is not typically recommended for a good performance of the classifier.

2) Alternatively, we can select only one steganographic function and parameters for each cover image, in such a way that each cover image leads to only one stego image. This selection must be carried out ensuring that approximately the same number of stego images are created for each of the functions in \( S \):

\[
X'_{i,k,j} = \left( S_{p_{k,j}}^{[k]} \right)^\# (X_i), \text{ for some } k, j.
\]

This possibility makes the training step easier, compared to the former alternative, since the number of cover and stego images in the training set is balanced. This yields a set of stego images \( X'' = S^\#(X) \), where “\(^\#\)” denotes the selection of a single embedding function, a single value of the parameters, a random message, and a random key for each image in \( X \).

In general, we recommend the second alternative, since the classifiers can be challenging to tune if the training set is unbalanced. In the rest of this section, the second alternative is used. Hence, we have a training set \( A^1 = \{ (X'; '0'), (X'; '1') \} \), where the labels ‘0’ and ‘1’ are used for cover and stego images, respectively.

Now, to apply the filters to detect inconsistencies defined in Section 6.1 we need the secondary training set \( B^L \). The images \( B_i \) in the secondary training set can be created by choosing a random embedding function, parameter, stego key and message and carrying out the embedding step on the corresponding image \( A_i \) of the primary training set, i.e.:

\[
B_i = \left( S_{p_{k,j}}^{[k]} \right)^\# (A_i), \text{ for some } k, j,
\]

which can be written in abbreviated form as \( B^L = S^\#(A^L) \).

The labels for the secondary training images \( B_i \) are the same as those of the corresponding primary training images, \( A_i \), where a ‘0’ and ‘1’ denote stego and “double stego” images, respectively. Regarding the primary and secondary testing sets, we can proceed analogously and obtain \( B^T = S^\#(A^T) \).

Once we have a counterpart of the secondary training and testing sets, we can apply the practical methods described in Section 6 as shown in the next section.
Table 9

| Classifier | Err | TP  | TN  | FP  | FN  | NMC | Err_{0.5} |
|------------|-----|-----|-----|-----|-----|-----|----------|
| C^{A}_{S_{p},F} | 0.1 | 438 | 462 | 38  | 62  | —   | —        |
| DCI        | 0.048 | 288 | 384 | 1   | 33  | 294 | 0.147    |

E.2 Experimental results with multiple embedding functions

The method described in the previous section is tested in this section using two different embedding functions, namely HILL and S-UNIWARD, with five possible embedding bit rates: \{0.1, 0.2, 0.3, 0.4, 0.5\} bpp. Hence, we actually have ten different possibilities to obtain a stego image (two possible embedding algorithms multiplied by five possible embedding bit rates). For “double stego” images, \(10 \times 10 = 100\) different combinations are possible, which is a relatively large number. If the primary and secondary training sets must have enough samples of each case, a large training set is required. Note that, in the secondary training set, half of the samples will correspond to stego images and the other half to “double stego” images. Stego images must represent ten different possibilities, whereas “double stego” images must represent 100 different combinations. To ensure an appropriate number of images of each type (combination), the primary training set must contain thousands of images.

For this experiment, we have used the images from the Alaska2 data set [11], consisting of 75,000 JPEG images that we have converted to the spatial domain. 73,000 images have been used for training, 1,000 images for validation and, finally, 1,000 images for testing. With such an extensive training data set, it is not convenient to use RM features with Ensemble Classifiers, since they cannot handle such an extensive data set consistently. Instead, we have used the EfficientNet B0 CNN classifier [35]. The validation set has been used to choose the best model with an early stopping of 10 iterations. Each iteration uses 1,000 batches and each batch consists of 16 images. The Adamax optimizer has been used with a learning rate of 0.001. With these settings, the best models for the \(C^{A}_{S_{p},F}\) and \(C^{B}_{S_{p},F}\) have been obtained after 23 and 8 iterations, respectively.

The classification accuracy results obtained with \(C^{A}_{S_{p},F}\) are 93.53\% for the training set, 91.80\% for the validation set and 90.00\% for the testing set. Similarly, with the secondary classifier \(C^{B}_{S_{p},F}\), the accuracy is 87.41\% for training, 84.10\% for validation and 80.70\% for testing. The results for the standard (primary) classifier and for the prediction method based on detecting classifier inconsistencies (DCI), proposed in Section [6], are summarized in Table 9. It can be observed that 1) the primary classifier works with a high accuracy (the classification error is only 0.1); 2) the classification error is further reduced to 0.048 when the DCI method is applied (at the cost of labeling 294 out of 1,000 images as inconsistent); and 3) the predicted error of the primary classifier (\(\hat{Err}_{0.5}\)) is 0.147, which is quite a good approximation of the true classification error (0.1).

This experiment illustrates that there are ways to use the proposed approach even if the steganalyst does not exactly know the embedding function or bit rate. This brings the proposed method closer to real-world universal steganalysis. However, we still need a collection of hypothesized embedding functions to apply the method. Another possibility, whose details are left for future research, is outlined in the following section.

E.3 Generalization of the embedding function

The previous section shows how the proposed DCI method can be used even if it is assumed that the steganographer can select among different embedding functions and parameters. The approach presented above is based on building complete (primary and secondary) training sets to include all those possibilities. This is a practical alternative that can work reasonably well at the cost of a much larger training time (and using classifiers that can handle thousands of images). However, there is another possibility that may be used to apply the DCI method without needing to cover the whole spectrum of embedding functions and parameters. The idea we outline here is, instead of trying to build an exhaustive set \(\mathbb{S}\) will all the possible embedding functions and parameters, which leads to some explosion in the number of cases and requires an extensive training set, we may try to design a theoretical generalization of multiple embedding functions. This generalized embedding function, called \(G\), could be used to represent at least several different embedding methods (e.g. HILL and S-UNIWARD) with a single mathematical model.

When applying steganography, as discussed in this paper repeatedly, there are some probabilities \(p\) of selecting a pixel and \(\beta = \alpha/2\) of applying a \(\pm 1\) change on that pixel. Such probabilities differ for different embedding methods (and parameters, messages and stego keys), but still a generalized model of this probability may be obtained by analyzing the particular details of each embedding algorithm. That generalization would represent the probability that a given pixel of the image is selected (or modified) by a collection of steganographic methods and parameters, and not a single one. Once we have such a generalized probability, the generalized embedding function \(G\) may be implemented, making it possible to simulate a generalized embedding process. Thus, the individual embedding \(G^{#}\) used in this paper would be replaced by a generalization \(G^{#}\) acting as a representative of multiple embedding functions and parameters.

All adaptive steganographic schemes try to find the areas of the images where the pixel changes are unnoticed by steganalysis. This typically corresponds to textured areas and edges. Hence, a detector of textures and edges could conveniently replace the true embedding methods, constituting the basis for the generalized function \(G\). We plan to explore this idea in our future research.

The most appealing side effect of using a generalized embedding function is the fact that numerical explosion, illustrated by the 100 combinations obtained for “double stego” images in the experiment presented in Section [E.2], would be prevented. This would considerably reduce the number of samples required for training and, consequently, the computational burden would be similar to that of the standard (targeted) case, as long as the generalized embedding function can be simulated efficiently.

Of course, some embedding methods may be too different from being generalized in this way. To cope with this situation,
possibly different generalization functions would be required but, even in that case, we expect that the final method would entail less computational complexity compared to the case presented in Section E.2.

The idea of designing a generalized embedding function is too intricate to explore it here and, as already remarked, it deserves the specific attention of a separate work in our future research.

E.4 Unsupervised steganalysis

The applications of subsequent embedding presented in the previous sections and appendices consider supervised steganalysis, which requires an explicit training set \( (A^T) \). However, the directionality of features can also be exploited for unsupervised steganalysis. This idea, called, steganalysis with Artificial Training Sets (ATS), was already proposed in our previous work [23], but is outlined here for completeness. A graphical representation of the ATS unsupervised steganalytic scheme based on directional features is shown in Fig. 13. The algorithm is summarized below:

1. Let \( A^T \) be the testing data set; \( B^T = S_p^h(A^T) \) be the transformed testing set, obtained after embedding data in all the images of \( A^T \); and \( C^T = S_p^h(B^T) = S_p^h(S_p^h(A^T)) \) be the “double transformed” testing set, obtained after embedding data in all the images of \( B^T \). As a result, \( A^T \) contains cover and stego images, \( B^T \) contains stego and “double stego” images, and \( C^T \) contains “double stego” and “triple stego” images. This is illustrated in Figs. 13a, 13b, and 13c, respectively, for a subspace of two directional features.

2. Now, we can create an artificial training set formed by the sets \( A^T \) (‘0’ label) and \( C^T \) (‘1’ label) to train a classifier to learn the boundary between \( A^T \) and \( C^T \), as illustrated in Fig. 13d. A sufficient condition to allow such a classification scenario is the existence of a subspace of directional features that keep the cover, stego, “double stego” and “triple stego” separated enough to learn the corresponding classification boundary.

3. By exploiting directionality, the same boundary can be used to classify the transformed set \( B^T \) into stego and “double stego” images, as shown in Fig. 13e. With the classifier trained as shown in Fig. 13d, the stego images in \( B^T \) should be classified with the same label (‘0’) as the images of \( A^T \) (which contains cover and stego images), whereas the “double stego” images in \( B^T \) should be classified with the same label (‘1’) as the images of \( C^T \) (which contains “double stego” and “triple stego” images).

4. Finally, since there is a bijection, \( B^T = S_p^h(A^T) \), between the elements of \( B^T \) and \( A^T \), it is possible to match each stego image of \( B^T \) with a cover image in \( A^T \), and each “double stego” image in \( B^T \) with a stego image in \( A^T \). Hence, the classification of the images in \( B^T \) as stego or “double stego” is equivalent to the classification of the images in \( A^T \) as cover or stego. The bijection between the elements of \( A^T \) and \( B^T \) is recorded in order to complete the classification of the original testing set \( A^T \).

In summary, the classification of \( B'_i = S_p^h(A'_i) \) as stego (‘0’) or “double stego” (‘1’) is equivalent to the classification of \( A'_i \) as cover (‘0’) or stego (‘1’), respectively. Consequently, we can classify \( A^T \) without labeled samples and, by definition,
this is *unsupervised classification*.

Theoretical proofs and experimental results for the ATS steganalytic scheme in different scenarios, including CSM and unknown message lengths, can be found in [23].