Abstract

Currently, in speech translation, the straightforward approach - cascading a recognition system with a translation system - delivers state-of-the-art results. However, fundamental challenges such as error propagation from the automatic speech recognition system still remain. To mitigate these problems, recently, people turn their attention to direct data and propose various joint training methods. In this work, we seek to answer the question of whether joint training really helps cascaded speech translation. We review recent papers on the topic and also investigate a joint training criterion by marginalizing the transcription posterior probabilities. Our findings show that a strong cascaded baseline can diminish any improvements obtained using joint training, and we suggest alternatives to joint training. We hope this work can serve as a refresher of the current speech translation landscape, and motivate research in finding more efficient and creative ways to utilize the direct data for speech translation.

1 Introduction

Speech translation (ST) is the task of automatic translation of speech in some source language into some other target language (Stentiford and Steer, 1988; Waibel et al., 1991). Traditionally, a cascaded approach is used, where an automatic speech recognition (ASR) system is used to transcribe the speech, followed by a machine translation (MT) system, to translate the transcripts (Sperber and Paulik, 2020). The problem of error propagation has been the center of discussion in ST literature (Ney, 1999; Casacuberta et al., 2004; Matusov et al., 2005; Peitz et al., 2012; Sperber et al., 2017), and instead of using the discrete symbols in the source languages, ideas like using n-best lists, lattices, and neural network hidden representations are investigated (Saleem et al., 2004; Kano et al., 2017; Anastasopoulos and Chiang, 2018; Zhang et al., 2019; Sperber et al., 2019). For a more systematic review of the ST development, we refer the readers to Sperber and Paulik (2020).

With recent efforts in the expansion of the ST data collection (Di Gangi et al., 2019; Beilharz et al., 2020), more and more direct ST data is available. Such direct data comes as pairs of source speech and target translation, and often as triplets further including source transcriptions.

Various joint training methods are proposed to use such data to improve cascaded systems, with the hope that uncertainties during transcription can be passed on to translation to be resolved. Here, what we call “joint training” is often referred to as “end-to-end training” in the literature, where the direct ST data is utilized in the joint optimization of the ASR and MT models (Kano et al., 2017; Berard et al., 2018; Anastasopoulos and Chiang, 2018; Inaguma et al., 2019; Sperber et al., 2019; Bahar et al., 2019; Wang et al., 2020; Bahar et al., 2021).

In this work, we revisit the principal question of whether or not joint training really helps cascaded speech translation.

2 Cascaded Approach

In traditional cascaded systems, an ASR model \( p(f_1^T | x_1^T) \) and an MT model \( p(e_1^T | f_1^T) \) are trained separately, where we denote speech features as \( x_1^T \), transcriptions as \( f_1^T \), and translations as \( e_1^T \). The decoding is done in two steps:

\[
\hat{f}_1^T = \arg \max_{f_1^T} p(f_1^T | x_1^T)
\]

\[
\hat{e}_1^T = \arg \max_{e_1^T} p(e_1^T | \hat{f}_1^T)
\]

The \( \arg \max \) is approximated using beam search for computational reasons, and we will assume a fixed beam size \( N \) for the decoding of both transcriptions and translations.
3 Joint Training Approaches

3.1 Top-K Cascaded Translation

Assume we have pre-trained an ASR and an MT model, and some direct ST training data is available. The pre-trained ASR model is used to produce a K-best list of ASR hypotheses $F_1, F_2, \ldots, F_K$ using beam search with beam size $N \geq K$. While there is no unique method to make use of the top-K transcript, we describe Top-K-Train, a straightforward algorithm similar to re-ranking. We obtain the score $\tilde{p}$ for each ASR hypothesis with length normalization and normalize them locally within the top-K hypotheses.

$$p(F_k|x_1^T) = \frac{\tilde{p}(F_k|x_1^T)}{\sum_{k'=1}^K \tilde{p}(F_{k'}|x_1^T)}$$

(1)

During training, $p(e_i|F_k; e_i^{0-1})$ is the MT model output. Given the ASR hypotheses $F_1, \ldots, F_K$, the following training objective is maximized.

$$\log \left( \sum_{k=1}^K p(F_k|x_1^T) \prod_{i=1}^I p(e_i|F_k; e_i^{0-1}) \right)$$

We hypothesize that this objective (a) exposes different transcriptions and potential ASR errors to the MT model and (b) encourages the ASR model to produce hypotheses closer to the expectations of the MT model, thus reducing model discrepancy. Since discrete ASR hypotheses are passed to the MT model, thus reducing model discrepancy.

3.2 Tight-Integration

Another way to train the cascade architecture using direct ST data is the tight integrated cascade approach (Bahar et al., 2021). We introduce an exponent $\gamma$ that controls the sharpness of the distribution of the conditional probabilities. Thus, instead of passing the 1-best hypothesis of the ASR system as a sequence of 1-hot vectors, we pass the renormalized probabilities to the MT model.

$$p(f_j|f_j^{i-1}, x_1^T) = \frac{\tilde{p}(f_j|f_j^{i-1}, x_1^T)}{\sum_{f' \in |V_k|} \tilde{p}(f'_j|f_j^{i-1}, x_1^T)}$$

Here, $V_k$ is the vocabulary of the ASR system.

3.3 Searchable Hidden Intermediates

Dalmia et al. (2021) propose passing the final decoder representations of the $N$-best ASR hypotheses (i.e. the searchable hidden intermediates) directly to the MT system, bypassing the MT input embedding.

Additionally, they extend the multi-task learning approach by allowing the MT decoder to attend to the ASR encoder states, which in turn are optimized using beam search in training. They show that during decoding, a higher ASR beam size indeed leads to a better ST performance.

4 Experimental Results and Analysis

We focus on the MuST-C English-German speech translation task (Di Gangi et al., 2019) in the domain of TED talks and evaluate on test-HE and test-COMMON. We use an in-house filtered subset of the IWSLT 2021 English-German dataset as in Bahar et al. (2021), which contains 1.9M segments (2300 hours) of ASR data and 24M parallel sentences of MT data. The in-domain ASR data comprises MUST-C, TED-LIUM, and IWSLT TED, while the out-of-domain ASR data consists of EuroParl, How2, LibriSpeech, and Mozilla Common Voice. For translation, the dataset contains 24M parallel sentences of in-domain translation data (MuST-C, TED-LIUM, and IWSLT TED), as well as out-of-domain translation data (News Commentary, EuroParl, WikiTitles, ParaCrawl, CommonCrawl, Rapid, OpenSubtitles2018). For ST data, we only use MuST-C. We provide further details in Appendix A. Depending on whether or not fine-tuned on in-domain ASR and MT data, we split our experiments into two sets: A1-A5 and B1-B5.
Without fine-tuning, we observe that both the tight integrated cascade (Bahar et al., 2021) (A3) and our marginalization approach (A4) outperform the baseline cascade (A2) on both test-HE and test-COMMON (Table 1). However, after fine-tuning both ASR and MT models, we do not observe significant improvements of the joint training methods (B3, B4) over the cascade baseline (B2) anymore. Our experimental results suggest that the joint training of cascaded speech translation models does not seem to be effective. This poses the question: why is that and what were we trying to achieve with joint training anyways? Sperber and Paulik (2020) highlighted three main issues with ST, and in the following, we will discuss these issues from the perspective of joint training.

Mismatched spoken and written domains Transcripts and translation data usually differ in e.g. linguistic style and punctuation. This mismatch poses a challenge for cascaded models, as translation models may struggle to handle transcript-style text. As Sperber and Paulik (2020) point out, some of the issues such as differences in punctuation can already be tackled by plain text normalization. More generally, one can fine-tune the models on in-domain transcript-like ASR, MT, and ST data. It is unusual to find ST datasets that do not come with corresponding ASR and MT data, as ST data acquisition usually involves translating from transcriptions. Thus, we can simply fine-tune the ASR and MT models on these in-domain datasets. Our results suggest that fine-tuning the ASR and MT models is comparable or even superior to fine-tuning these models in an end-to-end fashion on the respective speech translation dataset. However, Inaguma et al. (2021) and Bahar et al. (2021) report

---

Table 1: Results measured in BLEU [%] and TER [%] on the MuST-C En-De task. Fine-tuning refers to additional phase of training exclusively on the in-domain subset of the training data of both ASR and MT models.
significant improvements of their joint cascaded approach, which is similar to the tight integrated cascade, over their cascaded baseline (Table 1).

What is the reason for this disparity? We pin it down to one major difference: the use of in-domain ST data, or more precisely, the lack thereof. Inaguma et al. (2021) report that by fine-tuning on MuST-C and ST-TED, they are unable to significantly improve their MT baseline, and thus, the MT component in their cascade model is not fine-tuned on the domain of TED talks. In contrast, we find that in-domain fine-tuning significantly improves our cascaded model, especially if applied to both the ASR and MT models (Table 2), also improving the individual components, as we observe a decrease in WER [%] from 9.3 to 8.1 of the ASR component and an increase in BLEU [%] from 32.5 to 33.7 of the MT component on tst-COMMON. As pointed out earlier, fine-tuning diminishes any improvement obtained using any of the joint training methods we implement, as the cascade baseline significantly gains in performance.

Thus, in-domain fine-tuning is essential in order to tackle the disparity between the spoken and the written domain for vanilla cascaded models. This especially holds true for the MT model, which is trained on non-transcript-like data, but we want it to adapt to transcript-like inputs and transcript-like outputs (with punctuations, casing, etc.).

Intuitively, instead of in-domain fine-tuning, a simple remedy is to only use in-domain data for ASR and MT. Xu et al. (2021) observe an improvement of their multi-task learning method when allowing only MuST-C data (Table 1). However, the improvement vanishes as they introduce external ASR and MT data. Since the latter represents a more realistic data scenario, we believe that the inclusion of external ASR and MT data is necessary to obtain meaningful results.

In our fine-tuning setup, we do not only adapt to transcript-like data, but also to the specific domain of TED talks. In the literature, ST performance is commonly evaluated on test sets in the same domain as the ST data, e.g., TED talks (i.e., MuST-C or IWSLT TED), LibriSpeech (Kocabiyikoglu et al., 2018) and CallHome (Post et al., 2013). However, this poorly reflects real-life data conditions, because large amounts of in-domain ST data are not always available, while in-domain ASR and MT data is more accessible. As a consequence, we believe that end-to-end models are artificially favored over cascade models in these setups. We thus motivate future research to also consider out-of-domain or general-domain ST datasets, while allowing in-domain ASR and MT data.

**Error propagation** In case the ASR produces an error in the transcript or intermediate representation, this error is propagated to the translation model, which does not have any knowledge about the transcription process. Sperber and Paulik (2020) discuss this phenomenon under the term erroneous early decisions.

Intuitively, a remedy for this issue is joint training, as we allow the MT component to learn to use information that is missing or erroneous in the intermediate representation. For example, the tight integrated approach (Bahar et al., 2021) addresses this issue by expressing uncertainties in the transcription as posterior probabilities, while Dalmia et al. (2021) propose speech attention, i.e., a Transformer cross-attention sub-module in the MT component, attending over ASR encoder representations.

However, we make the case that joint training is not necessarily the only remedy to error propagation. Therefore, we consider a cheating experiment based on Top-K-Search. For each of the top-4 ASR hypotheses, we pick the translations generated by the MT model based on the sentence-level BLEU with the ground-truth target. In these experiments, we obtain a BLEU [%] score of 32.4 on tst-HE and 34.2 on tst-COMMON, in both cases outperforming the oracle MT using ground-truth transcriptions. Thus, on average, the translation of one of the top-4 transcripts generated by the ASR model is no worse than using the ground-truth transcript (B1). Hence, we posit that error propagation can be alleviated by plain ASR re-ranking. A possible starting point is our Top-K-Search (A5, B5), giving small, but consistent improvements over their respective cascade baselines (A2, B2) without any joint training.

Similarly, instead of sequence-level reranking using the joint ASR-MT score, Dalmia et al. (2021)

| Fine-tuning | MuST-C En-De |
|-------------|--------------|
| Inaguma et al. (2021) | - - | 26.1 | 29.4 |
| Our work | ✓ - | 27.7 | 29.0 |
| ✓ ✓ | 27.9 | 29.5 |
| ✓ | 29.1 | 30.5 |

Table 2: Performance of our cascaded system under different in-domain fine-tuning conditions, results measured in BLEU [%].
propose augmenting the token-level ASR probabilities with either the CTC scores from the ASR encoder or an external LM score during beam search to incorporate ASR uncertainties.

**Information loss** Information loss occurs as the ASR model does not pass on auditory information such as intonation and timing, which may be relevant for the translation component. While we have no empirical evidence on the significance of such information on the final performance, we observe that our MT model, given the ground-truth transcripts, still significantly outperforms any speech translation model we investigate, doing so without any auditory information. Furthermore, our cheating experiments suggest one may even improve over ground-truth transcriptions without any auditory information. We posit that as of now, focusing on closing that gap is of higher importance.

### 5 Conclusion

In this work, we analyzed several reasons why joint training does not appear to help when individual automatic speech recognition and machine translation components are stronger. We point out that cascaded models achieve state-of-the-art performance when fine-tuned on in-domain ST data.

While we do not suggest that joint training is not worth exploring, we want to encourage future research to consider data conditions more carefully and produce strong cascade baselines. Concretely, we suggest (1) the inclusion of external ASR and MT data, (2) training strong cascade baselines by fine-tuning both ASR and MT models on in-domain transcript-like data, if available and (3) the investigation of data conditions where only out-of-domain ST data is available, while allowing in-domain ASR and MT data.

**Limitations**

In our experiments, we focus only on the MuST-C En-De task due to computational constraints. Further experiments on different language pairs could e.g. show differences of how spoken-written domain mismatch affects different languages. Again, experiments in different domains without direct ST data could further underline or refute our conclusions.

In our analysis, we include experimental results from other authors as we do not have the resources to reproduce every method. It is possible that differences in data filtering, data preprocessing, architectural choices, etc. could affect the comparability of these results.

We have only analyzed a subset of the joint cascade methods described in literature. A systematic overview of such methods is outside the scope of our work.

In order to be comparable to other works in literature, we mostly draw our conclusions using BLEU and TER. We acknowledge that using other automatic evaluation metrics and making use of human evaluation would strengthen the significance of our findings.
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A Experimental Setup

For the ASR data, we extract 80-dimensional MFCC features every 10ms. The text data is post-processed by lower-casing, removing punctuation and transcriber tags, and by applying BPE (Sennrich et al., 2016) to a vocabulary size of 8000. We post-process the source text to be transcript-like, by removing punctuation and lower-casing. On both source and target sentences, we apply BPE with a vocabulary size of 32k. For models using tight integration, a separate translation model is trained using the transcription vocabulary. In both cases, the validation set is the concatenation of the validation sets provided by MuST-C and IWSLT TED.

Our implementation is based on fairseq (Ott et al., 2019) and is available online.\footnote{https://github.com/tran-khoa/joint-training-cascaded-st}

**ASR model** For speech recognition, we use a Transformer model (Vaswani et al., 2017) with 12 encoder layers and 6 decoder layers. Instead of absolute positional encodings, we use relative-positional encodings as introduced by (Shaw et al., 2019) and is available online.\footnote{https://github.com/tran-khoa/joint-training-cascaded-st}

For speech recognition, we use a Transformer model with 6 encoder layers and 6 decoder layers. Instead of absolute positional encodings, we use relative-positional encodings as introduced by (Shaw et al., 2018). We reduce the audio feature length using a two-layer convolutional network with kernel size 5 and 1024 channels. Other parameters are adapted from the original base configuration. Our ASR model consists of 70M trained parameters.

Each epoch is split into 20 sub-epochs. We use the Adam optimizer (Kingma and Ba, 2015) with learning rate 0.0003 and 10 warmup sub-epochs, and the learning rate is scaled by 0.8 for every 3 sub-epochs without improvement on the validation set. As regularization, we use SpecAugment (Park et al., 2019) \((F, m_F, T, m_T, p, W) = (16, 4, 40, 2, 1.0, 0))\), a dropout (Srivastava et al., 2014) of 0.1, and label smoothing (Pereyra et al., 2017) with \(\alpha = 0.1\). Additionally, we train a CTC loss as an additional task during training (Kim et al., 2017).

**MT model** For translation, we also use a Transformer model with 6 encoder and 6 decoder layers. Again, we use relative positional encodings, other parameters are adapted from the original base configuration, resulting in a model with 70M trained parameters.

We use the same optimization procedure as with the ASR model, except that we now start with 4000
warmup steps. As regularization, we use a dropout of 0.1 and label smoothing with $\alpha = 0.1$.

**Joint Training** We use the same training setup as for the ASR model, but with a learning rate of $3 \times 10^{-6}$. Furthermore, as we are now working on a smaller ST dataset, an epoch is split into 10 sub-epochs.

**Fine-tuning** We fine-tune the ASR model on all in-domain ASR data (600K segments) with a learning rate of 0.0001, while the MT model is fine-tuned on the MuST-C dataset (300K parallel sentences) with a learning rate of 0.00001.

We use beam search with $N = 12$. All BLEU scores reported are calculated on case-sensitive data using the official WMT scoring script. TER scores are calculated using TERCom. For top-$K$ experiments, we use $K = 4$.

We train our experiments on NVIDIA GTX 1080 Ti. Training the ASR takes around 4 weeks, all other experiment take around 2-3 weeks. The average runtime for inference on non-joint experiments is about 15 minutes, where joint experiments need around 2 hours.