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Abstract

Given $\rho \in (0, 1/3]$, let $\mu$ be the Cantor measure satisfying $\mu = \frac{1}{2}\mu f_0^{-1} + \frac{1}{2}\mu f_1^{-1}$, where $f_i(x) = \rho x + i(1 - \rho)$ for $i = 0, 1$. The support of $\mu$ is a Cantor set $C$ generated by the iterated function system $\{f_0, f_1\}$. Continuing the work of Feng et al (2000) on the pointwise lower and upper densities $\Theta_s(\mu, x) = \liminf_{r \to 0} \frac{\mu(B(x, r))}{(2r)^s}$ and $\Theta^*(\mu, x) = \limsup_{r \to 0} \frac{\mu(B(x, r))}{(2r)^s}$, where $s = -\frac{\log 2}{\log \rho}$ is the Hausdorff dimension of $C$, we give a complete description of the sets $D_-$ and $D_+^*$ consisting of all possible values of the lower and upper densities, respectively. We show that both sets contain infinitely many isolated and infinitely many accumulation points, and they have the same Hausdorff dimension as the Cantor set $C$. Furthermore, we compute the Hausdorff dimension of the level sets of the lower and upper densities. Our method consists in formulating an equivalent ‘dyadic’ version of the problem involving the doubling map on $[0, 1)$, which we solve by using known results on the entropy of a certain open dynamical system and the notion of tuning.

Keywords: pointwise density, Cantor measure, density spectrum, level set, Hausdorff dimension, entropy, doubling map

Mathematics Subject Classification numbers: 28A80, 28A78, 37B10, 26A30.

1. Introduction

For $0 < \rho \leq 1/2$ let $C = C_\rho$ be the Cantor set generated by the iterated function system

\[ f_0(x) = \rho x, \quad f_1(x) = \rho x + (1 - \rho). \]
Then
\[
\dim_H C = \frac{\log 2}{-\log \rho} =: s(\rho) = s, \tag{1.1}
\]
where \( \dim_H \) denotes Hausdorff dimension. Let \( \mu = \mu_\rho \) be the natural probability measure on \( C \), that is, the unique probability measure such that
\[
\mu(A) = \frac{1}{2} \mu \left( f_0^{-1}(A) \right) + \frac{1}{2} \mu \left( f_1^{-1}(A) \right) \quad \text{for any Borel set } A \subseteq \mathbb{R}.
\]
The measure \( \mu \) is called a Cantor measure, and is equal to the normalized \( s \)-dimensional Hausdorff measure restricted to \( C \) (cf [11]). Given a point \( x \in C \), the pointwise lower and upper \( s \)-densities of \( \mu \) at \( x \) are defined respectively by
\[
\Theta^l (\mu, x) := \liminf_{r \to 0} \frac{\mu(B(x, r))}{(2r)^s} \quad \text{and} \quad \Theta^u (\mu, x) := \limsup_{r \to 0} \frac{\mu(B(x, r))}{(2r)^s},
\]
where \( B(x, r) := (x - r, x + r) \). Densities of Cantor measures have been studied extensively (cf [11, 19]). The following two properties of \( \mu \) are well known:
- There exist finite positive constants \( a \) and \( b \) such that \( ar^s \leq \mu(B(x, r)) \leq br^s \) for any \( x \in C \) and \( 0 < r \leq 1 \).
- There exist \( 0 < d_* < d^* < \infty \) such that for \( \mu \)-almost every \( x \in C \) we have \( \Theta^l (\mu, x) = d_* \) and \( \Theta^u (\mu, x) = d^* \).

We observe that there exist alternative density constructions for measures which may be better suited for the study of Cantor measures; for instance the Césaro averaging construction in [7] yields an almost everywhere density for the Cantor measure \( \mu \).

In 2000, Feng, Hua and Wen [12] explicitly calculated the pointwise densities \( \Theta^l (\mu, x) \) and \( \Theta^u (\mu, x) \) for every \( x \in C \). To summarize their main results we first introduce a 2-to-1 map \( T : [0, \rho] \cup [1 - \rho, 1) \to [0, 1] \) defined by
\[
T(x) := \begin{cases} 
\frac{x}{\rho} & \text{if } 0 \leq x \leq \rho, \\
\frac{x - (1 - \rho)}{\rho} & \text{if } 1 - \rho \leq x \leq 1.
\end{cases}
\]
Thus, the inverse branches of \( T \) are the maps \( f_0 \) and \( f_1 \). Then for each \( x \in C \) we set
\[
\tau(x) := \min \left\{ \liminf_{n \to \infty} T^n(x), \limsup_{n \to \infty} T^n(1 - x) \right\}.
\]

**Theorem 1.1 (Feng et al [12]).** Let \( 0 < \rho \leq 1/3 \). Then for any \( x \in C \) the pointwise lower \( s \)-density of \( \mu \) at \( x \) is given by
\[
\Theta^l (\mu, x) = \frac{1}{2^{1 + s}(1 - \rho - \tau(x))},
\]
and the pointwise upper \( s \)-density of \( \mu \) at \( x \) is given by
\[
\Theta^u (\mu, x) = \begin{cases} 
2^{-s} \frac{1}{2^{s}(1 - \rho + \rho \tau(x))} & \text{if } T^n(x) \in \{0, 1\} \text{ for some } n \geq 0, \\
\end{cases}
\]
otherwise.
Observe that \( \tau(x) = 0 \) for \( \mu \)-almost every \( x \in C \), so by theorem 1.1 the almost sure lower and upper \( s \)-densities of \( \mu \) are

\[
d_* = \frac{1}{2^{1+\tau(1-\rho)}} \quad \text{and} \quad d^* = \frac{1}{2(1-\rho)^s}.
\]

In particular, \( d^* = 2d_* \), independent of \( \rho \). Wang, Wu and Xiong [25] later extended theorem 1.1 to the interval \( 0 < \rho \leq \rho^* \), where \( \rho^* \approx 0.351811 \) satisfies \( (1-\rho^*)^{\rho^*} = 3/4 \). However, they showed that for \( \rho > \rho^* \), the formula for the upper density changes. Recently, Kong, Li and Yao [17] extended theorem 1.1 to the case of a general homogeneous Cantor measure.

One might ask what the range of possible values is for \( \Theta^u(\mu, x) \) and \( \Theta^{ss}(\mu, x) \). Noting that both of these numbers depend on \( x \) only through the quantity \( \tau(x) \), it is sufficient to determine the set

\[
\Gamma := \{ \tau(x) : x \in C \},
\]

which we call the density spectrum of the Cantor measure \( \mu \). Furthermore, we can decompose the Cantor set \( C \) according to the values of the lower (or upper) density, and this reveals an interesting multifractal structure. Specifically, we are interested in the Hausdorff dimension of the level sets

\[
L_*(y) := \{ x \in C : \Theta^u(\mu, x) = y \} \quad \text{and} \quad L^*(z) := \{ x \in C : \Theta^{ss}(\mu, x) = z \}
\]

for \( y \in D_* := \{ \Theta^u(\mu, x) : x \in C \} \) and \( z \in D^* := \{ \Theta^{ss}(\mu, x) : x \in C \} \). It is sufficient to study the level sets

\[
L(t) := \{ x \in C : \tau(x) = t \}, \quad t \in \Gamma,
\]

in view of the identities

\[
L_*(y) = L \left( 1 - \rho - \frac{1}{2} (2y)^{-1/s} \right), \quad L^*(z) = L \left( z^{-1/s} - \frac{2(1-\rho)}{2\rho} \right).
\]

Our results presented below are valid for all \( 0 < \rho < 1/2 \). However, the reader should bear in mind that they can be interpreted in terms of the upper and lower densities of \( \mu \) only when \( \rho \leq \rho^* \approx 0.351811 \).

A first observation is that \( \Gamma \subseteq C \), since \( \lim \inf_{n \to \infty} T^n(x) \in C \) and \( \lim \inf_{n \to \infty} T^n(1-x) \in C \) for every \( x \in C \). In [25, theorem 1.3] Wang, Wu and Xiong initiated the study of \( \Gamma \), but their characterization was not fully explicit. By connecting the quantities \( \tau(x) \) with the entropy of a certain open dynamical system, we are able to give a much more explicit description of \( \Gamma \). Our first main result concerns the topological properties of \( \Gamma \).

**Theorem A.** The density spectrum \( \Gamma \) can be represented as

\[
\Gamma = \{ t \in C : t \leq T^n(t) \leq 1 - t \forall n \geq 0 \}.
\]

Therefore, \( \Gamma \) is a closed subset of \( C \), and it contains both infinitely many isolated and infinitely many accumulation points. Furthermore,

(a) \( t \) is isolated in \( \Gamma \) if and only if \( T^n(t) = 1 - t \) for some \( n \in \mathbb{N} \);

(b) The smallest element \( 0 \) of \( \Gamma \) is an accumulation point, while the largest element \( \rho/(1+\rho) \) of \( \Gamma \) is an isolated point.
Remark 1.2. The representation (1.2) shows that $\Gamma$ is closely related to the set of kneading invariants for unimodal maps introduced by Allouche and Cosnard [4, 5], namely
\[
\Gamma_{AC} := \{ x \in [0, 1) : D^n(x) \in [1 - x, x] \forall n \geq 0 \},
\]
where $D : [0, 1) \to [0, 1)$ is the doubling map $D(x) := 2x \mod 1$. We will explain this connection, and use it to prove theorem A, in section 3.

Our second main result describes the dimensional properties of $\Gamma$. First we introduce a family of auxiliary sets
\[
S(t) := \{ x \in C : \tau(x) \geq t \}, \quad t \in [0, 1).
\]

Theorem B.

(a) The set $\Gamma$ has full Hausdorff dimension:
\[
\dim_H \Gamma = \dim_H C = s(\rho).
\]

(b) For any $t \in (0, 1]$ we have
\[
\dim_H (\Gamma \cap [t, 1]) = \dim_H S(t) < \dim_H \Gamma.
\]

(c) The map
\[
\delta : t \mapsto \dim_H (\Gamma \cap [t, 1])
\]
is a non-increasing devil’s staircase on $[0, 1]$, i.e., $\delta$ is non-increasing, continuous and locally constant almost everywhere in $[0, 1]$: see figure 1.

It follows from theorem B(b) that $\dim_H (\Gamma \cap [0, t]) = \dim_H \Gamma$ for all $t > 0$. In that sense, we could say that the dimension of $\Gamma$ is concentrated near 0.

The graph of $\delta$ is shown in figure 1. It first becomes zero at $t = t_F := 1 - \pi(\tau_1 \tau_2 \ldots)$, where $(\tau_i)_{i=0}^\infty$ is the Thue–Morse sequence (see section 4) and $\pi : \{0, 1\}^\mathbb{N} \to C$ is the natural projection (see (2.1) below).

Remark 1.3. The equality in theorem B(b) is an instance of the interplay between the ‘parameter space’ (in this case, $\Gamma$) and the ‘dynamical space’ (in our case $S(t)$) which was first observed by Douady [10] in the context of dynamics of real quadratic polynomials. A similar result was proved by Tiozzo [21], who considers for $c \in \mathbb{R}$ the set of angles of external rays which ‘land’ on the real slice of the Mandelbrot set to the right of $c$ (parameter space) and the set of external angles which land on the real slice of the Julia set of the map $z \mapsto z^2 + c$ (dynamical space), showing that these two sets have the same Hausdorff dimension. In fact it is possible to deduce theorem B from Tiozzo’s main result; however, we choose a slightly different approach, which will aid us in also computing the dimension of the level sets $L(t)$.

More recently, Carminati and Tiozzo [9] proved an analogous identity in the context of continued fractions. While all of these results are different, the proofs are based on very similar ideas.

From the definition of $\tau$ it is clear that the level set $L(t)$ is dense in $C$ for any $t \in \Gamma$. Our last main result concerns the Hausdorff dimension of $L(t)$. In order to state it, we need the bifurcation set of the map $\delta$ from (1.5), defined by
\[
E := \{ t : \delta(t + \varepsilon) < \delta(t - \varepsilon) \forall \varepsilon > 0 \}.
\]

We also let $\Gamma_{iso}$ denote the set of isolated points of $\Gamma$. 

## 1.6
Figure 1. The graph of $\delta : t \mapsto \dim_H(\Gamma \cap \lbrack t, 1]) = \dim_H S(t)$ for $\rho = 1/3$. The dimension becomes zero at $t_F \approx 0.08519$ (see remark 8.1 and example 8.3 for more details).

**Theorem C.** For any $t \in \Gamma$ we have
\[
\dim_H L(t) = \lim_{\varepsilon \to 0} \dim_H (\Gamma \cap (t - \varepsilon, t + \varepsilon)). \tag{1.7}
\]
In other words, the Hausdorff dimension of $L(t)$ is equal to the local dimension of $\Gamma$ at $t$, for every $t$. Furthermore,

(a) If $t \in \Gamma_{lo}$, then $L(t)$ is countably infinite;
(b) The bifurcation set $E \subset \Gamma$ is a Cantor set containing 0, and $\dim_H E = \dim_H \Gamma$;
(c) If $t \in E$, then
\[
\dim_H L(t) = \dim_H (\Gamma \cap \lbrack t, 1]) = \dim_H S(t). \tag{1.8}
\]

**Remark 1.4.**

(a) Since $\Gamma$ has zero Lebesgue measure, the local dimension $\lim_{\varepsilon \to 0} \dim_H (\Gamma \cap (t - \varepsilon, t + \varepsilon))$ is a reasonable quantity to describe the distribution of the set $\Gamma$. For other examples of the local dimension of Lebesgue null sets, see [3, 14] and the references therein.

(b) We can actually compute the dimension of $L(t)$ for all $t \in \Gamma$. However, this requires more notation and concepts, and will be postponed until remark 8.2.

(c) In contrast with theorems B and C does not, to the best of our knowledge, have an analogue in the theory of dynamics of real quadratic polynomials. In order to prove theorem C, we borrow a technique from the literature on unique expansions in non-integer bases (see [3]).

Observe that the maps $\tau \mapsto (1 - \rho - \tau)^{-2}$ and $\tau \mapsto (1 - \rho + \rho \tau)^{-2}$ are both bi-Lipschitz on $\Gamma$. Note also that the first map is increasing and the second map is decreasing. Thus, using theorem 1.1 it is easy to translate the above results into analogous statements concerning the sets $D_*$ and $D^*$, and the level sets $L_*(y)$ and $L^*(z)$. We leave this as an exercise for the interested reader.

The rest of this article is organized as follows. In section 2 we develop notation and translate the problem to an equivalent, but easier to analyze, dyadic version involving the doubling map.
on the unit interval. In particular we introduce the map \( \psi \) which conjugates the map \( T \) with the doubling map \( D \). We then state analogues of our main theorems in the dyadic setting. In section 3 we use known results on the set \( \Gamma_{AC} \) of Allouche and Cosnard to prove the dyadic analogue of theorem A.

In section 4 we consider an open dynamical system involving the doubling map, whose survivor set \( K(\theta) \) turns out to be closely related to the set \( S(t) \). We review known properties of \( K(\theta) \), including its Hausdorff dimension and the corresponding bifurcation set \( R \). We then introduce the tuning maps \( \Psi_j \) and show that Hausdorff dimension behaves nicely under tuning.

In section 5 we state and prove an analogue of theorem B(b) for the bifurcation set \( R \), and use it to compute the local dimension of \( B \). We then use it to compute the local dimension of \( R \) and show that Hausdorff dimension behaves nicely under tuning. In particular, for any \( (c,d) \in R \) we denote by \( \pi(c,d) \) the \( k \)-fold concatenation of \( c \) with itself, and by \( c^\infty \) the periodic sequence which is obtained by the infinite concatenation of \( c \) with itself. For a word \( c = c_1 \ldots c_m \) and \( d = d_1 \ldots d_n \) we write \( cd = c_1 \ldots c_n d_1 \ldots d_n \) for their concatenation. In particular, for any \( k \in \mathbb{N} \) we denote by \( c^k \) the \( k \)-fold concatenation of \( c \) with itself, and by \( c^\infty \) the periodic sequence which is obtained by the infinite concatenation of \( c \) with itself. For a word \( c = c_1 \ldots c_m \) we denote its length by \( |c| = m \). If \( c_m = 0 \) we write \( c^1 := c_1 \ldots c_{m-1} 1 \); and if \( c_m = 1 \), we write \( c^- := c_1 \ldots c_{m-1}0 \). Furthermore, we denote by \( c^\ominus := (1-c_1) \ldots (1-c_m) \) the reflection of \( c \); and for an infinite sequence \( (c_i) \in \Omega \) we denote its reflection by \( (c_i)^\ominus := (1-c_1) (1-c_2) \ldots \). Throughout the paper we will use the lexicographical order ‘\(<\’, \(\leq\’, \(>\’, \(\geq\’)’ between sequences and words. For example, for two sequences \( (c_i), (d_i) \in \Omega \) we say \( (c_i) < (d_i) \) if \( c_1 < d_1 \), or there exists \( n \in \mathbb{N} \) such that \( c_1 \ldots c_n = d_1 \ldots d_n \) and \( c_{n+1} < d_{n+1} \). Similarly, for two words \( c, d \in \{0,1\}^* \) we write \( c < d \) if \( c0^\infty < d0^\infty \).

Note that for each \( x \in C \) there exists a sequence \( (d_i) = d_1 d_2 \ldots \in \Omega \), called the coding of \( x \), such that

\[
    x = \pi((d_i)) := (1 - \rho) \sum_{i=1}^{\infty} d_i \rho^{i-1}.
\]  

(2.1)

Since \( \rho \in (0,1/3] \), the coding map \( \pi : \Omega \to C \) is bijective. Thus, each \( x \in C \) has a unique coding.

Let \( \gamma \) be the metric on \( \Omega \) defined by

\[
    \gamma((c_i), (d_i)) = 2^{-\inf_{j \geq 1} |c_j \neq d_j|}.
\]

(2.2)
Then the topology induced by $\gamma$ coincides with the order topology on $\Omega$. Equipped with this metric $\gamma$ we can define the Hausdorff dimension $\dim_H$ for any subset of $\Omega$. The following lemma is immediate:

**Lemma 2.1.** The projection map $\pi : \Omega \to C$ defined by (2.1) is bi-Hölder continuous with exponent $1/s(\rho)$, where $s(\rho)$ was defined in (1.1).

It is convenient to transfer the problem from the Cantor set $C$ to the unit interval $[0, 1)$, or more precisely, the torus $T := \mathbb{R}/\mathbb{Z}$. Let $D : T \to T$ be the doubling map, defined by

$$D(x) := 2x \mod 1.$$  

The analogue of the function $\tau$ for $D$ is the map

$$\tilde{\tau}(x) := \min\left\{\liminf_{n \to \infty} D^n(x), \liminf_{n \to \infty} D^n(1-x)\right\}, \quad x \in [0, 1).$$

We now set

$$\tilde{\Gamma} := \{\tilde{\tau}(x) : x \in [0, 1)\}.$$  

A first observation is that $\tilde{\Gamma}$ does not contain any dyadic rational numbers other than 0. This is because, if $D^n(x)$ is very close to such a dyadic rational, then $D^n + m(x)$ will be very close to 0 or 1 for some $m \geq 1$. Hence, every point $x \in \tilde{\Gamma}$ has a unique binary expansion $b(x) = b_1b_2\cdots \in \Omega$ such that $x = \sum_{i=1}^{\infty} 2^{-i}b_i$.

Let $T' := T \setminus \{k2^{-n} : k \in \mathbb{N}, n \in \mathbb{N}\}$ (here we adopt the convention $\mathbb{N} = \{1, 2, 3, \ldots\}$), so $\tilde{\Gamma} \subseteq T'$. We let $\pi_2 : \Omega \to [0, 1]$ denote the projection map

$$\pi_2((d_i)) = \sum_{i=1}^{\infty} \frac{d_i}{2^i}.$$  

Note that $\pi_2 \circ b(x) = x$ for all $x \in T'$, and $\pi_2 \circ \sigma = D \circ \pi_2$. Define the map

$$\psi : C \to [0, 1]; \quad \psi(x) := \pi_2 \circ \pi^{-1}(x).$$

Thus $\psi(x)$ is the unique number in $[0, 1]$ whose binary expansion equals the coding of $x$. (For definiteness, we set $\psi(1) := 1$.) Let $C' := \psi^{-1}(T')$; then $C'$ is the Cantor set $C$ with all endpoints of “basic intervals” (except 0) removed. Note that $\psi$ induces an increasing homeomorphism between $C'$ and $T'$. Observe now that $D^n \circ \psi(x) = \psi \circ T^n(x)$ for all $n \geq 0$ and $x \in C'$, and since $\psi$ is increasing, it follows that

$$\tau(x) = \psi^{-1} \circ \tilde{\tau} \circ \psi(x), \quad x \in C'.  \tag{2.3}$$

Thus, $\tilde{\Gamma} = \psi(C')$ (see figure 2).

We can now also define the analogues of the sets $S(t)$ and $L(t)$, namely

$$\tilde{S}(t) := \{x \in [0, 1) : \tilde{\tau}(x) \geq t\}, \quad \tilde{L}(t) := \{x \in [0, 1) : \tilde{\tau}(x) = t\}.$$
Then for all $t \in C' \setminus \{0\}$ we have by (2.3),

$$S(t) = \psi^{-1}\left(\tilde{S}(\psi(t))\right), \quad L(t) = \psi^{-1}\left(\tilde{L}(\psi(t))\right).$$

(The first equality does not hold for $t = 0$, but evidently $S(0) = C$.) We will show in section 8 that the function $\psi$, suitably restricted, is bi-Hölder continuous with exponent $s(\rho)$. This allows us to deduce dimensional results for $S(t), L(t)$ and $\Gamma$ from the corresponding statements about $\tilde{S}(t), \tilde{L}(t)$ and $\tilde{\Gamma}$; see section 8.

We now state analogs of our main results (theorems A–C) for the doubling map.

**Theorem A.** The density spectrum $\tilde{\Gamma}$ can be represented as

$$\tilde{\Gamma} = \{t \in [0, 1]: t \leq D^n(t) \leq 1 - t \forall n \geq 0\}. \quad (2.5)$$

Therefore, $\tilde{\Gamma}$ is closed, and it contains both infinitely many isolated and infinitely many accumulation points. Furthermore,

(a) $t$ is isolated in $\tilde{\Gamma}$ if and only if $D^n(t) = 1 - t$ for some $n \in \mathbb{N}$;
(b) The smallest element 0 of $\tilde{\Gamma}$ is an accumulation point, while the largest element 1/3 of $\tilde{\Gamma}$ is an isolated point.

**Theorem B.**

(a) The set $\tilde{\Gamma}$ has full Hausdorff dimension: $\dim_H \tilde{\Gamma} = 1$.
(b) For any $t \in (0, 1]$ we have

$$\dim_H (\tilde{\Gamma} \cap [t, 1]) = \dim_H \tilde{S}(t) < 1.$$

(c) The map

$$\tilde{\delta} : t \mapsto \dim_H (\tilde{\Gamma} \cap [t, 1])$$

is a non-increasing devil’s staircase on $[0, 1]$, i.e., $\tilde{\delta}$ is non-increasing, continuous and locally constant almost everywhere in $[0, 1]$.

For the last theorem, we define the ‘dyadic’ analog of the bifurcation set $E$ by

$$\tilde{E} := \left\{ t : \tilde{\delta}(t + \varepsilon) < \tilde{\delta}(t - \varepsilon) \forall \varepsilon > 0 \right\}. \quad (2.7)$$
Let \( \text{Lemma 2.4.} \) Two applications of (2.9) (the second with


\[ \text{Proof.} \]

For each \( k \)


\[ \text{Lemma 2.2.} \]

The following notation and lemma are important for relating the Hausdorff dimensions of various sets. For \( k \in \mathbb{N} \), let \( X_k \) be the set of sequences in \( \Omega \) that do not contain the word \( 10^k \) or \( 01^k \).

\[ \text{Definition 2.3.} \]

A word \( a = a_1 \ldots a_m \in \{0,1\}^m \) with \( m \geq 2 \) is admissible if

\[ \text{Lemma 2.4.} \]

Let \( a = a_1 \ldots a_m \) be an admissible word which is not of the form \( 0\bar{1} \). Then

\[ \text{Proof.} \]

Two applications of (2.9) (the second with \( m - i \) in place of \( i \)) yield \( \overline{a}_{i+1} \ldots a_m \preceq a_1 \ldots a_{m-i} \) and \( \overline{a}_1 \ldots \overline{a}_i \preceq a_{m-i+1} \ldots a_m \), and hence \( \overline{a}_{i+1} \ldots a_m a_1 \ldots a_i \preceq a_1 \ldots a_m \).

If \( i < m - i \), then applying (2.10) twice gives \( \overline{a}_{2i+1} \ldots a_m = a_{i+1} \ldots a_{m-i} = \overline{a}_1 \ldots \overline{a}_{m-2i} \), so that \( a_{2i+1} \ldots a_m = a_1 \ldots a_{m-2i} \), contradicting (2.9). Hence \( i \geq m - i \). On the other hand, by
swapping out the first \( m - i \) digits and the last \( i \) digits on both sides of (2.10) and taking reflections we obtain
\[
\overline{a_{m-i+1} \cdots a_m a_1 \cdots a_{m-i}} = a_1 \cdots a_m,
\]
i.e. (2.10) with \( m - i \) in place of \( i \), and so \( m - i \geq i \) as well. Thus, \( t = m - i \). But this means \( m = 2i \) and we have \( a_{i+1} \cdots a_m = \overline{a_1 \cdots a_i} \), so \( a = \overline{b} \) for some word \( b \), contrary to the hypothesis of the lemma.

3. Proof of theorem \( \tilde{A} \)

Recall the definition of \( \Gamma_{AC} \) from (1.3). The set \( \Gamma_{AC} \) was introduced by Allouche and Cosnard in 1983 [4], and its importance has since been demonstrated in a variety of settings. It is known to be of Lebesgue measure zero but of full Hausdorff dimension (see [8]). The following lemma collects some known topological properties of \( \Gamma_{AC} \).

Lemma 3.1. The set \( \Gamma_{AC} \) is compact, and contains infinitely many isolated and infinitely many accumulation points. Furthermore,

(a) \( 2/3 = \min \Gamma_{AC} \) is an isolated point of \( \Gamma_{AC} \), and \( 1 = \max \Gamma_{AC} \) is an accumulation point of \( \Gamma_{AC} \);

(b) A point \( t \in \Gamma_{AC} \) is isolated in \( \Gamma_{AC} \) if and only if \( D^n(t) = 1 - t \) for some \( n \in \mathbb{N} \);

Proof. These statements follow directly from [5], where it is shown that the isolated points of \( \Gamma_{AC} \) are obtained by ‘period doubling’; i.e. \( t \in \Gamma_{AC} \) is an isolated point of \( \Gamma_{AC} \) if and only if \( b(t) = \overline{b} \) for a suitable word \( b \) (see [5]). Thus, \( t \) is isolated in \( \Gamma_{AC} \) if and only if \( D^n(t) = 1 - t \) for some \( n \). In particular, taking \( b = 1 \) we obtain the isolated point \( 2/3 \), since \( b(2/3) = (10)^{\infty} \).

Corollary 3.2. If \( t \) is an isolated point of \( \Gamma_{AC} \), then \( \tilde{\tau}(t) = 1 - t \), and hence \( 1 - t \in \tilde{\Gamma} \).

Proof. Let \( t \) be an isolated point of \( \Gamma_{AC} \). Then by lemma 3.1(b) there is an \( n \in \mathbb{N} \) such that \( D^n(t) = 1 - t \), so that \( D^{2k}(t) = D^n(1 - t) = t \). But then \( D^{2k-1}(t) = 1 - t \) for all \( k \in \mathbb{N} \), so \( \tilde{\tau}(t) \leq \liminf_{j \to \infty} D(t) \leq 1 - t \). On the other hand, since \( t \in \Gamma_{AC} \), we have \( \min \{ D(t), D(1 - t) \} \geq 1 - t \) for all \( j \geq 0 \), and so \( \tilde{\tau}(t) \geq 1 - t \). Hence, \( \tilde{\tau}(t) = 1 - t \).

Proposition 3.3. \( \tilde{\Gamma} = 1 - \Gamma_{AC} \).

Proof. First take \( t \in \tilde{\Gamma} \). We need to show that
\[
t \leq D^n(t) \leq 1 - t \quad \forall n \geq 0. \tag{3.1}
\]

Fix \( n \geq 0 \). Since \( t \in \tilde{\Gamma} \), there exists \( x \in \mathbb{T}' = \mathbb{T} \setminus \{ 2^{-n} : k, n \in \mathbb{N} \} \) such that \( \tilde{\tau}(x) = t \). By symmetry of \( \tilde{\tau} \) (i.e., \( \tilde{\tau}(x) = \tilde{\tau}(1 - x) \)) we may assume \( \tilde{\tau}(x) = \liminf_{j \to \infty} D(x) = t \), as otherwise we can replace \( x \) by \( 1 - x \). So there is a subsequence \( (n_i) \) such that \( D^{n_i}(x) \to t \) as \( i \to \infty \). Using the continuity of \( D^{n} \) on \( \mathbb{T}' \) it follows that
\[
t = \tilde{\tau}(x) \leq \liminf_{i \to \infty} D^{n+i}(x) = D^n(t),
\]
and similarly,
\[
t \leq \liminf_{i \to \infty} D^{n+i}(1 - x) = 1 - \limsup_{i \to \infty} D^{n+i}(x) = 1 - D^n(t).
\]
This proves (3.1), and it follows that \( t \in 1 - \Gamma_{AC} \).
Next, take \( t \in 1 - \Gamma_{AC} \). If \( 1 - t \) is an isolated point of \( \Gamma_{AC} \), then \( t \in \tilde{\Gamma} \) by corollary 3.2. Suppose now that \( 1 - t \) is an accumulation point of \( \Gamma_{AC} \). Then by lemma 3.1(b), we have

\[
b(t) < \sigma^h(b(t)) \leq \overline{b(t)} \quad \forall \, n \geq 0,
\]

so setting \( \alpha := \alpha_1\alpha_2 \ldots := \overline{b(t)} \), \( \alpha \) satisfies the hypotheses of [15, lemma 4.1], and hence there is a strictly increasing sequence \((m_j)\) such that for each \( j \),

\[
\alpha_{i+1} \ldots \alpha_{m_j} < \alpha_1 \ldots \alpha_{m_{j-i}} \quad \text{and} \quad \alpha_{i+1} \ldots \alpha_{m_j} \preceq \alpha_1 \ldots \alpha_{m_{j-i}} \quad \forall \, 1 \leq i < m_j.
\]

for all \( 1 \leq i < m_j \). This implies that

\[
\alpha_1 \ldots \alpha_{m_{j-i}} \preceq \alpha_{i+1} \ldots \alpha_{m_j} < \alpha_1 \ldots \alpha_{m_{j-i}} \quad \forall \, 1 \leq i < m_j.
\]

So, by definition 2.3 the word \( \alpha_1 \ldots \alpha_{m_j} \) is admissible for each \( j \). Now set

\[
(d_i) := \alpha_1 \ldots \alpha_{m_1} \alpha_1 \ldots \alpha_{m_2} \alpha_1 \ldots \alpha_{m_3} \ldots, \quad \text{and} \quad x := \pi_2((d_i)).
\]

Clearly,

\[
\limsup_{k \to \infty} D^{m_1 + m_2 + \ldots + m_k}(x) \geq \lim_{k \to \infty} \pi_2(\alpha_1 \ldots \alpha_{m_{k+1}} 0^\infty) = \pi_2(b(t)) = 1 - t,
\]

which implies \( \tilde{\tau}(x) \leq \liminf_{n \to \infty} D'(1 - x) = 1 - \limsup_{n \to \infty} D'(x) \leq t \). To prove the reverse inequality we claim that

\[
b(t) \leq \sigma^h((d_i)) \leq \overline{b(t)} \quad \forall \, n \geq 0. \tag{3.2}
\]

Since \( \alpha_1 \ldots \alpha_{m_j} \) is admissible for each \( j \), by definition 2.3 (applied first to \( i \) and then to \( m_j - i \) in place of \( i \)) it follows that

\[
\alpha_1 \ldots \alpha_{m_j} \preceq \alpha_{i+1} \ldots \alpha_{m_j} \alpha_i \ldots \alpha_{m_j} \preceq \alpha_1 \ldots \alpha_{m_j} \quad \forall \, 0 \leq i < m_j. \tag{3.3}
\]

Since \( m_{j+1} > m_j \), (3.3) implies (3.2), and this gives \( \tilde{\tau}(x) \geq t \). As a result, \( \tilde{\tau}(x) = t \) and therefore, \( t \in \tilde{\Gamma} \).

\[\Box\]

**Remark 3.4.** Proposition 3.3 and lemma 3.1 imply that \( \tilde{\Gamma} \) is compact. As a consequence we can show that \( \tilde{\Gamma} \) is in fact the right bifurcation set of the set-valued map \( t \mapsto \tilde{S}(t) \):

\[
t \in \tilde{\Gamma} \iff \tilde{S}(t') \neq \tilde{S}(t) \quad \forall \, t' > t.
\]

This can be seen as follows. If \( t \in \tilde{\Gamma} \), then \( \tilde{\tau}(x) = t \) for some \( x \in [0, 1) \), so \( x \in \tilde{S}(t) \setminus \tilde{S}(t') \) for any \( t' > t \). Conversely, take \( t \notin \tilde{\Gamma} \). Since \( \tilde{\Gamma} \) is compact, there exists \( \varepsilon > 0 \) such that \( \tilde{\Gamma} \cap [t, t + \varepsilon) = \emptyset \). This implies that \( S(t) = S(t') \) for any \( t' \in (t, t + \varepsilon) \).

**Proof of Theorem \( \tilde{\Lambda} \).** Immediate from proposition 3.3 and lemma 3.1(b). \[\Box\]
4. Entropy, survivor sets and bifurcation set for the doubling map

For $0 \leq \theta \leq 1/2$, let

$$K(\theta) := \{ x \in \mathbb{T} : D^n(x) \notin (\theta, 1-\theta) \; \forall \; n \geq 0 \}. \quad (4.1)$$

The set $K(\theta)$ is known as the survivor set of the open dynamical system $(\mathbb{T}, D)$ with the ‘hole’ $(\theta, 1-\theta)$. That is, $K(\theta)$ is the set of points whose forward orbit under $D$ never enters the hole. Such open dynamical systems were first considered by Urbański [23] in the setting of the unit circle, and there is an extensive literature about them.

Note that $K(\theta)$ is forward invariant under the doubling map $D$, and the Lebesgue measure $m|_{\mathbb{T}}$ is the unique ergodic measure for the dynamical system $(\mathbb{T}, D)$ (cf [24]). Thus, it follows from the Birkhoff ergodic theorem that $K(\theta)$ has zero Lebesgue measure for any $\theta < 1/2$. So it is natural to consider the Hausdorff dimension of $K(\theta)$ for $\theta \in [0, 1/2)$. It is well-known (cf [20] or [22]) that

$$\dim_H K(\theta) = \frac{h(\theta)}{\log 2} \quad \forall \; 0 \leq \theta \leq 1/2,$$

where

$$h(\theta) := h(D|_{K(\theta)})$$

is the topological entropy of $D$ on $K(\theta)$. See, for instance, [10] for the definition of topological entropy. The function $h(\theta)$ was studied in detail by Douady [10], who used it to establish properties of the entropy of real quadratic polynomials. We collect here some known facts about the size of $K(\theta)$ and the entropy $h(\theta)$. First, recall from [6] the Thue–Morse sequence $(\tau_i)_{i=0}^{\infty} \in \Omega$, defined recursively by

$$\tau_0 = 0, \quad \text{and} \quad \tau_{2^n \ldots \tau_{2^n+1-1}} = \tau_0 \ldots \tau_{2^n-1} \quad \forall \; n \geq 0. \quad (4.2)$$

Then $(\tau_i)_{i=0}^{\infty} = 01101001 \ldots$. The Feigenbaum angle is the number $\theta_F := \tau_2(\tau_0 \tau_1 \ldots) \approx 0.412454$.

**Theorem 4.1 ([10, 22]).**

(a) $K(\theta) = \{0\}$ for $0 \leq \theta < 1/3$;

(b) $K(\theta)$ is countably infinite for $1/3 \leq \theta < \theta_F$;

(c) $K(\theta)$ is uncountable but of zero Hausdorff dimension for $\theta = \theta_F$;

(d) $K(\theta)$ is uncountable for $\theta_F < \theta \leq 1/2$, and furthermore,

$$\dim_H K(\theta) = \frac{h(\theta)}{\log 2} > 0 \quad \text{for all} \; \theta > \theta_F,$$

and the function $\theta \mapsto h(\theta)$ is a devil’s staircase: continuous, nondecreasing and locally constant almost everywhere.

In section 6 we shall relate the sets $\tilde{S}(t), t \in [0, 1]$ to the sets $K(\theta), 0 \leq \theta \leq 1/2$ via the reparameterization $t = 1 - 2\theta$, so that the behavior of the Hausdorff dimension of $\tilde{S}(t)$ may be deduced from theorem 4.1.

Considering that the set valued map $\theta \mapsto K(\theta)$ is non-decreasing, we introduce the bifurcation set $\mathcal{R}$ of the set-valued map $\theta \mapsto K(\theta)$. For definiteness, we set $K(\theta) = \emptyset$ for $\theta < 0$, and $K(\theta) = [0, 1)$ for $\theta \geq 1/2$. Let

$$\mathcal{R} := \{ \theta \in [0, 1/2] : K(\theta - \varepsilon) \neq K(\theta + \varepsilon) \; \forall \; \varepsilon > 0 \}. \quad (4.3)$$
Lemma 4.2. We have
\[ \mathcal{R} = \{ \theta \in [0, 1/2] : D^n(\theta) \notin (\theta, 1 - \theta) \quad \forall \ n \geq 0 \} = \{ \theta \in [0, 1/2] : \theta \in K(\theta) \}. \]

Proof. Note first that if \( K(0) = \{ 0 \} \) and \( K(-\epsilon) = \emptyset \) for all \( \epsilon > 0 \), so \( 0 \in \mathcal{R} \) and \( 0 \in K(0) \). In the following, we fix \( \theta \in (0, 1/2) \).

If \( \theta \in K(\theta) \), then for each \( \theta' < \theta \) we have \( \theta \in K(\theta') \), so \( \theta \in \mathcal{R} \).

Conversely, suppose \( \theta \notin K(\theta) \). Then there exists \( n_0 \in \mathbb{N} \) such that \( D^{n_0}(\theta) \notin (\theta, 1 - \theta) \). Since \( D^{n_0} \) is continuous and \( D^{n_0}(\theta) \neq 0 \), there exists \( \epsilon > 0 \) such that \( D^{n_0} \) is strictly increasing on \((\theta - \epsilon, \theta + \epsilon)\), and \( \theta + \epsilon < D^{n_0}(\theta - \epsilon) < D^{n_0}(\theta + \epsilon) < 1 - \theta - \epsilon \). Hence,
\[ D^{n_0}(\theta) \notin (\theta + \epsilon, 1 - \theta - \epsilon) \quad \forall \ x \in [\theta - \epsilon, \theta + \epsilon]. \quad (4.4) \]

Now suppose \( x \notin K(\theta - \epsilon) \). Then \( D^n(x) \in (\theta - \epsilon, 1 - \theta + \epsilon) \) for some \( n \geq 0 \). So either (a) \( D^n(x) \in (\theta + \epsilon, 1 - \theta - \epsilon) \); or (b) \( D^n(x) \in (\theta - \epsilon, \theta + \epsilon) \), in which case \( D^{n+1}(x) \in (\theta + \epsilon, 1 - \theta - \epsilon) \) by (4.4); or (c) \( D^n(x) \in [1 - \theta - \epsilon, 1 - \theta + \epsilon) \), in which case \( D^n(1 - x) \in (\theta - \epsilon, \theta + \epsilon) \) so that \( D^{n+1}(1 - x) \in (\theta + \epsilon, 1 - \theta - \epsilon) \) by (4.4), and then also \( D^{n+1}(x) \in (\theta + \epsilon, 1 - \theta - \epsilon) \). In all three cases, we conclude that \( x \notin K(\theta + \epsilon) \), and thus \( K(\theta + \epsilon) \subset K(\theta - \epsilon) \). Since the map \( \theta \mapsto K(\theta) \) is non-decreasing, we obtain \( K(\theta - \epsilon) = K(\theta + \epsilon) \), and therefore \( \theta \notin \mathcal{R} \).

Corollary 4.3. We have
\[ \mathcal{R} \setminus \{0\} = \frac{1}{2} \Gamma_{AC}. \quad (4.5) \]

Proof. Let \( \theta \in \frac{1}{2} \Gamma_{AC} \), so \( D^n(2\theta) \in [1 - 2\theta, 2\theta] \) for all \( n \geq 0 \). In particular \( \theta \neq 0 \). Observe that, since \( \theta \leq 1/2 \), we have \( D^n(2\theta) = D^{n+1}(\theta) \). Thus, if \( D^n(\theta) \in (\theta, 1/2) \), then \( D^n(2\theta) = D^{n+1}(\theta) = 2D^n(\theta) > 2\theta \), a contradiction; and if \( D^n(\theta) \in [1/2, 1 - \theta) \), then \( D^n(2\theta) = D^{n+1}(\theta) = 2D^n(\theta) - 1 < 2(1 - \theta) - 1 = 1 - 2\theta \), again a contradiction. Therefore, \( D^n(\theta) \notin (\theta, 1 - \theta) \) for all \( n \geq 0 \), and so \( \theta \in \mathcal{R} \setminus \{0\} \) by lemma 4.2.

Conversely, let \( \theta \in \mathcal{R} \setminus \{0\} \). We show that \( D^n(2\theta) \in [1 - 2\theta, 2\theta] \) for all \( n \geq 0 \). This is clear for \( n = 0 \), so we proceed by induction. Suppose \( D^{n-1}(2\theta) \in [1 - 2\theta, 2\theta] \) for some \( n \geq 1 \). By lemma 4.2 there are two cases:

Case 1. \( D^n(\theta) \leq \theta \). Then \( D^n(\theta) = D^{n+1}(2\theta) \in [1 - 2\theta, \theta] \), so
\[ 1 - 2\theta < 2(1 - 2\theta) \leq D^n(2\theta) = D^{n+1}(\theta) = 2D^n(\theta) \leq 2\theta. \]

Case 2. \( D^n(\theta) \geq 1 - \theta \). Then \( D^n(\theta) = D^{n+1}(2\theta) \in [1 - \theta, 2\theta] \), so
\[ 1 - 2\theta = 2(1 - \theta) - 1 \leq D^n(2\theta) = D^{n+1}(\theta) = 2D^n(\theta) - 1 \leq 4\theta - 1 \leq 2\theta. \]

Thus, \( \theta \in \frac{1}{2} \Gamma_{AC} \).

The identity (4.5) is well known; see for instance [22] or [8]. The set \( \mathcal{R} \) has several other interpretations: it is also the set of external angles of rays landing on the real slice of the Mandelbrot set [21], or the set of angles parameterizing real quadratic minor laminations [8].

Let \( \theta_0 = \bar{\theta}_s(s) = \infty \in \mathcal{R} \) with \( s \) aperiodic. We define its period doubling \( \theta_* = \theta_*(s) = (s\bar{s})^\infty \). Note by [22, lemma 2.2] that \( \theta_*(s) \in \mathcal{R} \). Furthermore, we have (cf [26])
\[ \left[ 0, \frac{1}{2} \right] \setminus \mathcal{R} = \bigcup_s \{ \theta_0(s), \theta_*(s) \}, \quad (4.6) \]
where the union is taken over all aperiodic words $s$ such that $\theta_1(s) = s^\infty \in \mathcal{R}$. For each connected component $(\theta_1(s), \theta_2(s))$ we call the aperiodic word $s$ a tuning base. Note that each tuning base $s$ has first digit $s_0 = 0$.

**Lemma 4.4.** Let $s = s_0 s_1 \ldots s_{m-1}$ with $m > 1$. Then $s$ is a tuning base if and only if the word $a := s_1 \ldots s_{m-1} s_0$ is admissible.

**Proof.** Suppose $s$ is a tuning base. Note that $m = |s| > 1$. Then $s^\infty \in \mathcal{R}\setminus\{0\}$. Write $a = a_1 \ldots a_m = s_1 \ldots s_{m-1} s_0$. Observe that $s_0 = 0$. Then $a^\infty \in \Gamma_{\text{AC}}$ by corollary 4.3, so

$$a_1 \ldots a_m \leq a_1 \ldots a_m a_1 \ldots a_m \quad \forall 0 \leq i < m,$$

which implies that

$$a_1 \ldots a_{m-1} \leq a_{i+1} \ldots a_m \leq a_1 \ldots a_{m-i} \quad \forall 0 \leq i < m.$$  \hspace{1cm} (4.7)

Note by (4.7) that $\sigma^n(a^\infty) \approx a^\infty$ for all $n \geq 0$. Since $a$ is aperiodic, by [13, lemma 3.8] it follows that $a_{i+1} \ldots a_m \leq a_1 \ldots a_{m-i}$, for all $1 \leq i < m$. In view of definition 2.3, this together with (4.8) implies that $a$ is admissible.

Conversely, if $a = s_1 \ldots s_{m-1} s_0$ is admissible with $m > 1$, then by definition 2.3 we have

$$a_1 \ldots a_{m-1} \leq a_{i+1} \ldots a_m \leq a_1 \ldots a_{m-i} \quad \forall 1 \leq i < m.$$  \hspace{1cm} (4.8)

This implies (4.7), and hence $s^\infty \in \mathcal{R}$, completing the proof. \hfill $\square$

Next, let $E^h$ denote the bifurcation set of the map $\theta \mapsto h(\theta)$:

$$E^h := \{ \theta \in [0, 1/2] : h(\theta - \varepsilon) < h(\theta + \varepsilon) \forall \varepsilon > 0 \}.$$  

It follows from theorem 4.1(d) that $E^h$ has Lebesgue measure zero. We will show later, in proposition 7.3, that it has full Hausdorff dimension.

We also define a one-sided version of $E^h$, namely

$$E^h_1 := \{ \theta \in [0, 1/2] : h(\theta - \varepsilon) < h(\theta) \forall \varepsilon > 0 \}.$$  

The maximal intervals of constancy (the 'entropy plateaus') of $h(\theta)$ were first characterized by Douady [10, p 86], and were recently described more explicitly by Tiozzo [21, 22]. It will be convenient for us here to use the admissible words from definition 2.3 to describe these plateaus.

In view of lemma 4.4, with each admissible word $a = a_1 \ldots a_m$ with $m > 1$ we associate a tuning base $s = s_0 \ldots s_{m-1} := a_1 a_1 \ldots a_m$ of the same length. To this word $s$, we associate a closed interval $I(s) = [\theta_1(s), \theta_2(s)] \subset [0, 1)$, called a tuning window, such that $\theta_1(s) = s^\infty$ and $\theta_2(s) = s^\infty$; see [22, end of section 2]. We call a tuning base $s = s_0 \ldots s_{m-1}$ (and the associated tuning window $I(s)$) proper if the corresponding admissible word $a = a_1 \ldots a_m = s_1 \ldots s_{m-1} 0$ is not of the form $b\overline{bb}$. Otherwise, we say $s$ and $I(s)$ are improper.

Some tuning windows are contained within others; however we have no need in this paper to distinguish which of them are maximal. What matters is that any two such intervals are either disjoint, or else one is contained in the other. Note by theorem 4.1 that the entropy $h(\theta) > 0$ if and only if $\theta \in (\theta_F, 1/2)$. Furthermore, the entropy function $h$ is constant in each tuning window $[\theta_1(s), \theta_2(s)] \subset (\theta_F, 1/2)$ (cf [10]). Observe that $\theta_*(s) = (s^\infty) < s^\infty = \theta_0(s)$, and $\mathcal{R}$ has zero Lebesgue measure (cf [26]). So, by (4.6) it follows that

$$E^h = [\theta_F, 1/2] \bigcup_s [\theta_1(s), \theta_2(s)].$$  

\hspace{1cm} (4.9)
Proof. This follows from lemma 2.2 and (4.11), since the map to proper tuning bases with \( s^\infty > \theta_F \), in view of the following fact.

**Lemma 4.5.** Let \( I(s) \) be an improper tuning window with \( s^\infty > \theta_F \). Then there is a proper tuning base \( \tilde{s} \) with \( \tilde{s}^\infty > \theta_F \) such that \( I(s) \subseteq I(\tilde{s}) \).

**Proof.** Let \( a = a_1 \ldots a_n = s_1 \ldots s_{n-1}0 \) be the admissible word corresponding to \( s \). Then we can write \( a = \tilde{b}b \) for a word \( b = b_1 \ldots b_k \), say. Since \( s^\infty > \theta_F \), \( a \neq 10 \) and so \( b \neq 1 \). Using definition 2.3 it is not hard to see that \( b_k = 1 \) and \( b \) is admissible. (In other words, \( s \) is obtained by period doubling.) Set \( \tilde{s} := 0b_1 \ldots b_{k-1} \). Then by lemma 4.4 \( \tilde{s} \) is a tuning base (not necessarily proper) associated with the admissible word \( b \). Furthermore, it is easy to check that \( I(s) \subseteq I(\tilde{s}) \). Now we claim that \( \tilde{s}^\infty > \theta_F \). To see this, recall that \( \theta_F \in R = \frac{1}{2} \Gamma_{AC} \) by lemma 4.2, and so \( D^\prime(2\theta_F) \geq 1 - 2\theta_F \) for all \( n \geq 0 \). Recalling that \( 2\theta_F = \tau_1\tau_2 \ldots \), this implies that

\[
\tau_{n+1} \ldots \tau_{2n} > \tau_1 \ldots \tau_n \quad \forall \ n \geq 1,
\]

where the strict inequality follows since \( \tau_{2n} = \tau_n \neq \tau_1 \) for every \( n \). But then \( s^\infty > \theta_F \) implies that \( a_1 \ldots a_j \succ \tau_1 \ldots \tau_l \) for some \( l \leq k \), which in turn implies \( (b^\infty)^\infty \succ (\tau_1 \ldots \tau_l)^\infty \succ \tau_1 \tau_2 \ldots \), and thus, \( \tilde{s}^\infty > \theta_F \).

Iterating this procedure as many times as needed, we eventually end up with a proper tuning base \( \tilde{s} \).

It follows from (4.9) that \( E^h \) is a Cantor set. Similarly,

\[
E^h_L = [\theta_F, 1/2] \bigcup_{s \in \Omega} [\theta_L(s), \theta_F(s)], \tag{4.10}
\]

with the union over all proper tuning bases \( s \) with \( s^\infty > \theta_F \).

### 4.1. The tuning map and its properties

To each tuning window \( I = I(s) = [\theta_L(s), \theta_R(s)] \) we associate a map \( \Phi_I : \Omega \to \Omega \) defined by

\[
\Phi_I((x_i)) = \Sigma_1, \Sigma_2, \Sigma_3, \ldots, \quad (x_i) \in \Omega,
\]

where

\[
\Sigma_0 := s, \quad \Sigma_1 := \tilde{s}.
\]

Now set

\[
\Psi_I := \pi_2 \circ \Phi_I \circ \pi_2^{-1}. \tag{4.11}
\]

(For definiteness, when \( \theta \in [0, 1] \) has two binary expansions, we let \( \pi_2^{-1}(\theta) \) be the one ending in \( 0^\infty \).) We call \( \Psi_I \) a tuning map. To our knowledge, the above explicit form of the tuning map was first given by Douady [10, section 4.6]. Since \( s \prec \tilde{s} \), we see that \( \Psi_I \) is strictly increasing, and it maps \([0, 1/2] \) into \( I \). Furthermore, \( \Psi_I(R) = R \cap I \) (see the proof of [21, proposition 9.3]).

**Lemma 4.6.** Let \( I = I(s) \) be a tuning window. Then for each \( k \in \mathbb{N}, \) the restriction of \( \Psi_I \) to \( \tau_2(X_k) \) is bi-Hölder continuous with exponent \( |s| \) under the metric \( \gamma \) defined in (2.2).

**Proof.** This follows from lemma 2.2 and (4.11), since the map \( \Phi_I \) is bi-Hölder continuous with exponent \( |s| \) under the metric \( \gamma \) defined in (2.2).

**Corollary 4.7.** Let \( I = I(s) \) be a tuning window. For each \( \varepsilon > 0, \) the restriction of \( \Psi_I \) to \( R \cap [0, 1/2 - \varepsilon] \) is bi-Hölder continuous with exponent \( |s| \).
**Proof.** Given $\varepsilon > 0$, choose $k \in \mathbb{N}$ so that $2^{-k} < \varepsilon$. Then lemma 4.2 implies $\mathcal{R} \cap [0, 1/2 - \varepsilon] \subseteq \pi_2(X_k)$. (Note that $0^\infty \in X_k$.) Thus we are done by applying lemma 4.6.

For a tuning window $I$ and $\theta \in [0, 1/2]$, set

$$K_I(\theta) := K(\theta) \cap I.$$  

The following basic fact about the tuning map will be of crucial importance in section 7.

**Lemma 4.8.** Let $I = I(s)$ be a tuning window generated by the word $s$. Let $\hat{\theta} \in \mathcal{R}$, and $\theta = \Psi_I(\hat{\theta})$. Then

$$K_I(\theta) = \Psi_I\left(K(\hat{\theta}) \cap [0, 1/2]\right),$$  

and so

$$\dim_H K_I(\theta) = \frac{1}{|s|} \dim_H K(\hat{\theta}).$$  

**Proof.** This can be essentially deduced from [21, section 9.1], but for the reader’s convenience we include a short proof. Let $x = x_1 x_2 x_3 \cdots \in K_I(\theta)$. Then $s^\infty \leq x \leq ss^\infty$, so $x_1 \cdots x_m = s$, where $m := |s|$. Observe that $(x_i)$ cannot contain a block $b \upharpoonright s$ with $b > s$, for otherwise there would be an integer $n$ such that $D^n(x) \geq s b 0^\infty > s s^\infty \geq \theta$ and $D^n(x) \leq s 1^\infty \leq 1/2 < 1 - \theta$, contradicting that $x \in K(\theta)$. Similarly, $(x_i)$ cannot contain a block $b \upharpoonright s$. Since furthermore, $x_{n+1} \cdots x_{n+m} \not\preceq s$ or $x_{n+1} \cdots x_{n+m} \succeq s$ for all $n \geq 0$, it follows that each block $s$ or $\overline{s}$ in $(x_i)$ can only be followed by another block $s$ or $\overline{s}$. Thus, $x = \Psi_I(x)$ for some $\hat{x}$. Since $\Psi_I$ is strictly increasing with $\Psi_I(\hat{\theta}) = \theta$ and $\Psi_I(1 - \hat{\theta}) = 1 - \theta$, it follows that in fact $\hat{x} \in K(\hat{\theta})$. Finally, since $(x_i)$ begins with $s$, we have $\hat{x} \in [0, 1/2]$. Thus,

$$K_I(\theta) \subseteq \Psi_I\left(K(\hat{\theta}) \cap [0, 1/2]\right).$$

The reverse inclusion follows similarly, hence we have (4.12). Now for $\hat{\theta} < 1/2$, there is a positive integer $k$ such that for each $x \in K(\hat{\theta}) \cap [0, 1/2]$, the binary expansion of $x$ does not contain $k$ consecutive 1’s and does not contain $k$ consecutive 0’s after the first 1. Hence $K(\hat{\theta}) \cap [0, 1/2] \subseteq \pi_2(X_k)$, and lemma 4.6 implies that the restriction of $\Psi_I$ to $K(\hat{\theta}) \cap [0, 1/2]$ is bi-Hölder continuous with exponent $|s|$. Thus, (4.13) follows from (4.12) and the symmetry of $K(\hat{\theta})$ about $1/2$.

**Lemma 4.9.** For a tuning window $I = I(s)$, the function $\theta \mapsto \dim_H K_I(\theta)$ is continuous in $(\theta_L, \theta_R)$.

**Proof.** Since $K_I(\theta)$ is constant on each connected component of $\mathcal{R} \setminus (\theta_L, \theta_R)$, it suffices to consider $\theta \in \mathcal{R} \cap (\theta_L, \theta_R)$. We prove right continuity; the argument for left continuity is the same.

If $\theta$ is isolated in $\mathcal{R}$ from the right, then $K_I(\theta') = K_I(\theta)$ for all $\theta' > \theta$ sufficiently close to $\theta$, and right continuity follows.

Otherwise, we can find a sequence $(\theta_n)$ in $\mathcal{R} \cap (\theta_L, \theta_R)$ such that $\theta_n \searrow \theta$, and it is sufficient to show that $\dim_H K_I(\theta_n) \rightarrow \dim_H K_I(\theta)$, in view of the monotonicity of the set-valued map $\theta' \mapsto K_I(\theta')$. Let $\hat{\theta} := \Psi_I^{-1}(\theta)$ and $\hat{\theta}_n := \Psi_I^{-1}(\theta_n)$. Then $\hat{\theta}_n \searrow \hat{\theta}$, so by (4.13) and the continuity of $\theta' \mapsto \dim_H K(\theta')$,

$$\dim_H K_I(\theta_n) = \frac{1}{|s|} \dim_H K(\hat{\theta}_n) \rightarrow \frac{1}{|s|} \dim_H K(\hat{\theta}) = \dim_H K(\theta),$$

completing the proof.
Next, let \( \mathcal{C}^h \) denote the set of infinitely renormalizable angles, i.e. those \( \theta \in [0, 1/2] \) that belong to infinitely many tuning windows. It is clear that \( \mathcal{C}^h \) is uncountable, and not hard to show that it has zero Hausdorff dimension (see, for instance, [3, proposition 1.4]). Furthermore, \( \mathcal{C}^h \subset \mathcal{R} \).

Recall from (4.9) that \( E^h \) is the bifurcation set of the map \( \theta \mapsto \dim_H K(\theta) \). Now for a tuning window \( I = I(s) \), we define the relative bifurcation set
\[
E^h(I) := \{ \theta \in I : \dim_H K_I(\theta - \varepsilon) < \dim_H K_I(\theta + \varepsilon) \quad \forall \varepsilon > 0 \}.
\]

It follows from lemma 4.8 that
\[
E^h(I) = \Psi_I(E^h).
\]

**Lemma 4.10.**
\[
\mathcal{R} = \mathcal{R}_{\text{iso}} \cup \mathcal{C}^h \cup E^h \cup \bigcup_I E^h(I),
\]
with the union disjoint, where \( \mathcal{R}_{\text{iso}} \) denotes the set of isolated points of \( \mathcal{R} \), and the last union is over all tuning windows \( I \).

**Proof.** For a tuning window \( I = I(s) \), the tuning windows properly contained in \( I \) are precisely the intervals \( [\theta_l(t), \theta_R(t)] = [t^\infty, \mathbf{f}^{-\infty}] \), where \( t^\infty = \Phi_I(\mathbf{u}^\infty) \) and \( \mathbf{f}^{-\infty} = \Phi_I(\mathbf{u}^{\infty}) \) for some tuning base \( \mathbf{u} \). (See [10].) Thus, by (4.14) and the strict monotonicity of \( \Psi_I, I, E^h(I) \) consists of the interval \([\theta_l(s), \Psi_I(\theta_R))\) and the interiors of the tuning intervals properly contained in \( I \). Furthermore, it is well known that all points of \( \mathcal{R} \) in \( [0, \theta_R) \) belong to \( \mathcal{R}_{\text{iso}} \), so the same is true for all points of \( \mathcal{R} \) in \( [\Psi_I(0), \Psi_I(\theta_R))) \) consists of the interval \([\theta_l(s), \Psi_I(\theta_R))\), since \( \Psi_I : \mathcal{R} \to \mathcal{R} \cap I \) is a homeomorphism. These observations yield (4.15). That the union is disjoint also follows easily; for instance, if \( I \) and \( J \) are tuning windows with \( J \subset I \), then \( E^h(J) \subset J \) whereas \( E^h(I) \) is disjoint from \( J \), so \( E^h(I) \cap E^h(J) = \emptyset \). Finally, \( E^h \cap \mathcal{R}_{\text{iso}} = \emptyset \) since \( E^h \) does not have isolated points by the continuity of the entropy function \( h(\theta) \); and similarly, \( E^h(I) \cap \mathcal{R}_{\text{iso}} = \emptyset \) for each tuning window \( I \).

5. The local dimension of \( \mathcal{R} \)

The following analogue of theorem B is essentially theorem 1.7 of Tiozzo [21]. Since Tiozzo’s proof is spread over several sections and involves many concepts, we include a more condensed proof here for the reader’s convenience, also because the construction of the ‘reset block’ in the proof below will be needed again in section 7. Note also that, while Tiozzo considers iteration of points under the tent map, we prefer here to work in the symbol space, since the constructions in section 7 are given by concatenating infinitely many finite words.

**Theorem 5.1.** For each \( \theta \in [0, 1/2] \) we have
\[
\dim_H(\mathcal{R} \cap [0, \theta]) = \dim_H K(\theta).
\]

**Proof.** One inequality is clear: from lemma 4.2 and the definition of \( K(\theta) \) we see that \( \mathcal{R} \cap [0, \theta] \subset K(\theta) \), and hence \( \dim_H(\mathcal{R} \cap [0, \theta]) \leq \dim_H K(\theta) \).

The reverse inequality is more involved. Note by theorem 4.1 that \( \dim_H K(\theta) = 0 \) for any \( \theta \in [0, \theta_R] \). Furthermore, by (4.10) the map \( \theta \mapsto \dim_H K(\theta) \) is constant in each connected component of \([\theta_R, 1/2] \setminus E^h_L \). Hence without loss of generality we may assume that \( \theta \in E^h_L \). Then \( \theta \in \mathcal{R} \), so \( 2\theta \in \Gamma_{AC} \) by (4.5), but \( 2\theta \) is not an isolated point of \( \Gamma_{AC} \), in view of (4.10) and
lemma 3.1. Let $\alpha = (\alpha_i) := b(2\theta)$. Thus $\overline{\pi} \prec \sigma^\alpha(\pi) \preceq \alpha$ for all $n \geq 0$, and hence, as in the proof of proposition 3.3, there is a strictly increasing sequence $(m_i)$ such that for each $j$ the word $\alpha_1 \ldots \alpha_{m_j}$ is admissible, i.e.,

$$\alpha_1 \ldots \alpha_{m_j-\nu} \prec \alpha_{i+1} \ldots \alpha_{m_j} \prec \alpha_1 \ldots \alpha_{m_j-\nu} \quad \forall \ 1 \leq i < m_j.$$  \hfill (5.1)

Let $0 < \theta' < \theta$. We will show that $\mathcal{R} \cap [0, \theta]$ contains a Lipschitz copy of the set

$$\hat{K}(\theta') := K(\theta') \cap [1/2, 3/4].$$

Since $b(2\theta') < b(2\theta) = (\alpha_i)$, we can find $j$ large enough so that $m := m_j$ satisfies (5.1) and

$$\alpha_1 \ldots \alpha_{m_j}0^\infty \succ b(2\theta').$$  \hfill (5.2)

Next, since $\theta \in E_0\pi\{i\}$ implies $\theta > \tau_i$, we have $\alpha = b(2\theta) \succ b(2\theta_i) = \tau_1 \tau_2 \ldots = 1101 \ldots$. So there is an index $l_0 \geq 3$ such that $\alpha_i = \tau_i$ for $1 \leq i \leq l_0 - 1$, and $\alpha_{l_0} > \tau_0$.

Now set $i_0 = m$, and for $\nu = 0, 1, 2, \ldots$, proceed inductively as follows. If $i_\nu < l_0$, then stop. Otherwise, let $i_{\nu+1}$ be the largest integer $i$ such that

$$\alpha_{i_\nu} \cdots \alpha_{i_{\nu+1}} = \alpha_1 \ldots \alpha_i,$$

or $i_{\nu+1} = 0$ if no such $i$ exists. It is easy to check that $i_{\nu+1} < i_\nu$ for each $\nu$, so this process will stop after some finite number $N$ of steps, with $i_N < l_0$. One can check that $\alpha_1 \ldots \alpha_{i_N}$ is admissible for each $\nu = 1, 2, \ldots, N - 1$, i.e., each word $\alpha_1 \ldots \alpha_{i_N}$ satisfies the inequalities in (5.1).

For $\nu = 0, 1, \ldots, N - 1$, we now argue as follows. Let $s_\nu := 0\alpha_1 \ldots \alpha_{i_N-1}$. Since $\alpha_{i_\nu} = 1$,

$$b(\theta) = 0\alpha_1\alpha_2\ldots \succ (0\alpha_1 \ldots \alpha_{i_\nu-1})^\infty = s_\nu^\infty,$$

and since $\theta \in E_0\pi\{i\}$, it follows from (4.10) that $b(\theta) \succ s_\nu s_\nu^\infty$, so there is a positive integer $k_\nu$ such that

$$\alpha_1 \ldots \alpha_{i_{\nu+1} - 1} \succ \alpha_1 \ldots \alpha_{i_{\nu - 1}} (1\alpha_1 \ldots \alpha_{i_{\nu-1}})^{k_\nu}. \hfill (5.3)$$

Put $W_\nu := s_\nu^{k_\nu}$. Finally, set $R := W_0 W_1 \ldots W_N 0$. Let $x_0 := \pi_2(R0^\infty)$ be the dyadic rational determined by the block $R$, and let $|R|$ denote the length of $R$. We claim that

$$x_0 + 2^{-|R|} \hat{K}(\theta') \subseteq \mathcal{R} \cap [0, \theta].$$  \hfill (5.4)

Let $x \in \hat{K}(\theta')$ and set $y := x_0 + 2^{-|R|} x$. Note by the construction of $R$ that $y < \theta$. It remains to verify that $y \in \mathcal{R}$, or equivalently,

$$D^\theta(y) \notin (y, 1 - y) \quad \forall \ n \geq 0.$$  \hfill (5.5)

For $n \geq |R|$, these inequalities follow immediately since $D^{|R|}(y) = x \in K(\theta') \subseteq K(y)$, where the last inclusion uses that $y > \pi_2(W_0 0^\infty) > \theta'$ by (5.2).

For $n < |R|$, (5.5) follows from (5.2) and (5.3) and the admissibility of $\alpha_1 \ldots \alpha_{i_N}$ for $\nu = 0, 1, \ldots, N - 1$, along with the fact that for $x \in \hat{K}(\theta')$, $b(x)$ begins with $1^N$; see [2, proposition 3.17] for the details.

Having established (5.4), we finish the proof by observing that the sets $\{x \in K(\theta') : b(x)$ begins with $1^n\}$ and $\{x \in K(\theta') : b(x)$ begins with $\theta^\rho 1\}$, for $n = 1, 2, \ldots$, partition $K(\theta')$ and all have the same Hausdorff dimension by the symmetry of $K(\theta')$. Since $\hat{K}(\theta')$ is one
of these sets, it follows that \( \dim_H \hat{K}(\theta') = \dim_H K(\theta') \). Thus, \( \dim_H (\mathcal{R} \cap [0, \theta]) \geq \dim_H K(\theta') \).

Letting \( \theta' \nearrow \theta \) and using theorem 4.1, it follows that \( \dim_H (\mathcal{R} \cap [0, \theta]) \geq \dim_H K(\theta) \). \( \square \)

Using theorem 5.1 we can calculate the local dimension of \( \mathcal{R} \):

**Proposition 5.2.** If \( \theta \in \mathcal{E}^h \), then

\[
\lim_{\varepsilon \to 0} \dim_H (\mathcal{R} \cap (\theta - \varepsilon, \theta + \varepsilon)) = \dim_H K(\theta).
\]

**Proof.** Take \( \theta \in \mathcal{E}^h \). Then for all \( \varepsilon > 0 \) we have \( \dim_H K(\theta + \varepsilon) > \dim_H K(\theta - \varepsilon) \). Furthermore, by theorem 5.1,

\[
\dim_H (\mathcal{R} \cap [0, \theta - \varepsilon]) = \dim_H K(\theta - \varepsilon),
\]
\[
\dim_H (\mathcal{R} \cap [0, \theta + \varepsilon]) = \dim_H K(\theta + \varepsilon).
\]

Hence, using that \( \dim_H (A \cup B) = \max \{ \dim_H A, \dim_H B \} \), we conclude that

\[
\dim_H (\mathcal{R} \cap (\theta - \varepsilon, \theta + \varepsilon)) = \dim_H K(\theta + \varepsilon) \to \dim_H K(\theta) \quad \text{as} \quad \varepsilon \searrow 0,
\]

where the final convergence follows from theorem 4.1(d). This completes the proof. \( \square \)

We can extend the last result further by using the tuning maps \( \Psi_I \).

**Proposition 5.3.** Let \( \theta \in \mathcal{R} \setminus \mathcal{E}^h \). Then

\[
\lim_{\varepsilon \to 0} \dim_H (\mathcal{R} \cap (\theta - \varepsilon, \theta + \varepsilon)) = \begin{cases} 
0 & \text{if} \ \theta \in \mathcal{R}_{\text{iso}} \cup \mathcal{E}^h, \\
\frac{1}{|s|} \dim_H K(\hat{\theta}) & \text{otherwise},
\end{cases}
\]

where in the second case, \( I = I(s) = [\theta_L, \theta_R] \) is the smallest tuning window such that \( \theta \in (\theta_L, \theta_R) \), and \( \hat{\theta} := \Psi_I^{-1}(\theta) \).

**Proof.** If \( \theta \in \mathcal{R}_{\text{iso}} \), then clearly \( \dim_H (\mathcal{R} \cap (\theta - \varepsilon, \theta + \varepsilon)) = 0 \) for sufficiently small \( \varepsilon > 0 \).

Suppose \( \theta \notin \mathcal{E}^h \cup \mathcal{R}_{\text{iso}} \). Then by (4.15) there is a unique tuning window \( I = I(s) = [\theta_L, \theta_R] \) such that \( \theta \in \mathcal{E}^h(I) \), and thus \( \hat{\theta} = \Psi_I^{-1}(\theta) \in \mathcal{E}^h \). So by proposition 5.2 and corollary 4.7 it follows that

\[
\lim_{\varepsilon \to 0} \dim_H (\mathcal{R} \cap (\theta - \varepsilon, \theta + \varepsilon)) = \lim_{\eta \to 0} \dim_H (\mathcal{R} \cap I \cap (\hat{\theta} - \eta, \hat{\theta} + \eta))
\]
\[
= \lim_{\eta \to 0} \dim_H \Psi_I \left( \mathcal{R} \cap (\hat{\theta} - \eta, \hat{\theta} + \eta) \right)
\]
\[
= \frac{1}{|s|} \lim_{\eta \to 0} \dim_H \Psi_I \left( \mathcal{R} \cap (\hat{\theta} - \eta, \hat{\theta} + \eta) \right)
\]
\[
= \frac{1}{|s|} \dim_H K(\hat{\theta}).
\]

This proves (5.6) for \( \theta \in \mathcal{R} \setminus (\mathcal{E}^h \cup \mathcal{R}_{\text{iso}}) \).

Finally, let \( \theta \in \mathcal{E}^h \). Then \( \theta \) lies in infinitely many tuning windows \( I = I(s) \), so (5.7) holds for infinitely many tuning bases \( s \) and corresponding \( \hat{\theta} \in \mathcal{E}^h \). Since \( \dim_H K(\hat{\theta}) \leq 1 \) for any \( \hat{\theta} \in \mathcal{E}^h \), it follows that \( \lim_{\varepsilon \to 0} \dim_H (\mathcal{R} \cap (\theta - \varepsilon, \theta + \varepsilon)) = 0 \), completing the proof. \( \square \)
6. Proof of theorem $\widetilde{B}$

In this section we consider the set $\tilde{S}(t) = \{ x \in [0,1) : \tilde{\tau}(x) \geq t \}$ for $t \in [0,1]$, and prove theorem $B$. It will be convenient to introduce the sets

$$\widetilde{B}(t) := \{ x \in [0,1) : D^n(x) \in [t, 1-t] \forall n \geq 0 \}, \quad t \in [0,1],$$

where we interpret $\widetilde{B}(t)$ to be empty when $t > 1/2$. We will show in proposition 6.3 that $\dim_H \widetilde{B}(t) = \dim_H \tilde{S}(t)$ for all $t \in [0,1]$.

The sets $\widetilde{B}(t)$ are closely related to the sets $K(\theta)$ from (4.1). Namely, for $1/3 \leq \theta \leq 1/2$, we have

$$\widetilde{B}(1 - 2\theta) \subseteq K(\theta) \subseteq \{0\} \cup \bigcup_{n=0}^{\infty} D^{-n} \left( \widetilde{B}(1 - 2\theta) \right). \quad (6.1)$$

(Both inclusions are proper for $\theta < 1/2$: the first since $0 \notin K(\theta) \setminus \widetilde{B}(1 - 2\theta)$, and the second since $\bigcup_{n=0}^{\infty} D^{-n} \left( \widetilde{B}(1 - 2\theta) \right)$ is dense in $[0,1)$ while $K(\theta)$ is nowhere dense.) The inclusions (6.1), which are easy to verify, were essentially proved in [1, proposition 3.1]. They imply that

$$\dim_H K(\theta) = \dim_H \widetilde{B}(1 - 2\theta), \quad \theta \in [1/3, 1/2]. \quad (6.2)$$

But the equality holds also for $0 \leq \theta < 1/3$, since $K(\theta) = \{0\}$ and $\widetilde{B}(1 - 2\theta) = \emptyset$ in this case.

Recall from (4.2) the Thue–Morse sequence $(\tau_i)_{i=0}^{\infty} = 01101001 \ldots$ Set

$$\bar{t}_F := \pi_2(\tau_1 \tau_2 \ldots) = 1 - \pi_2(\tau_1 \tau_2 \ldots) = 1 - 2\theta_F \approx .1751. \quad (6.3)$$

From (6.1) and (6.2) and theorem 4.1 we immediately obtain:

**Lemma 6.1.** The map $\varphi : t \mapsto \dim_H \widetilde{B}(t)$ is a non-increasing devil’s staircase, i.e., it is non-increasing, continuous, locally constant almost everywhere in $[0, 1]$, and $\varphi(0) > \varphi(1)$. Furthermore,

(a) If $1/3 < t \leq 1$, then $\widetilde{B}(t) = \emptyset$.

(b) If $\bar{t}_F < t \leq 1/3$, then $\{1/3, 2/3\} \subseteq \widetilde{B}(t)$ and $\widetilde{B}(t)$ is at most countable.

(c) If $t = \bar{t}_F$, then $\widetilde{B}(t)$ is uncountable and $\dim_H \widetilde{B}(t) = 0$.

(d) If $0 \leq t < \bar{t}_F$, then $\dim_H \widetilde{B}(t) > 0$.

We can now deduce similar properties of the sets $\tilde{S}(t)$, using the following inclusions.

**Lemma 6.2.** We have for each $t \in (0,1]$ the inclusions

$$\widetilde{B}(t) \subseteq \tilde{S}(t) \subseteq \bigcup_{n=0}^{\infty} D^{-n} \left( \widetilde{B}(t') \right) \forall 0 \leq t' < t. \quad (6.4)$$

Moreover, the first inclusion holds also for $t = 0$.

**Proof.** First fix $t \in [0, 1]$, and take $x \in \widetilde{B}(t)$. Then $D^n(x) \geq t$ and $D^n(1-x) \geq t$ for all $n \geq 0$, so

$$\tilde{\tau}(x) = \min \left\{ \liminf_{n \to \infty} D^n(x), \liminf_{n \to \infty} D^n(1-x) \right\} \geq t.$$

In other words, $x \in \tilde{S}(t)$. This proves the first inclusion.
Next, fix $t \in (0, 1]$ and $0 \leq \ell' < t$. Take $x \in \tilde{S}(t)$. Then $\tilde{\tau}(x) \geq t > \ell'$, so there exists $N \in \mathbb{N}$ such that $D^n(x) > \ell'$ and $D^n(1-x) > \ell'$ for all $n \geq N$. This implies that $D^n(x) \notin \tilde{B}(\ell')$, and thus $x \notin \mathcal{D}^{-1}(\tilde{B}(\ell'))$. This proves the second inclusion. 

**Proposition 6.3.** For any $t \in [0, 1]$ we have

$$\dim_{\mu} \tilde{S}(t) = \dim_{\mu} \tilde{B}(t).$$

**Proof.** This follows from lemma 6.2, the countable stability of Hausdorff dimension, and the continuity of $t \mapsto \dim_{\mu} \tilde{B}(t)$ from lemma 6.1, since for each $n \geq 0$, $\mathcal{D}^{-n}(\tilde{B}(\ell'))$ is a finite union of affine images of $\tilde{B}(\ell')$. 

**Theorem 6.4.** The map $\varphi : t \mapsto \dim_{\mu} \tilde{S}(t)$ is a non-increasing devil’s staircase on $[0, 1]$, i.e., $\varphi$ is continuous and locally constant almost everywhere in $[0, 1]$, and $\varphi(0) > \varphi(1)$. Furthermore:

(a) If $1/3 < t \leq 1$, then $\tilde{S}(t) = \emptyset$.
(b) If $\ell_F < t \leq 1/3$, then $\tilde{S}(t)$ is countably infinite.
(c) If $t = \ell_F$, then $\tilde{S}(t)$ is uncountable and $\dim_{\mu} \tilde{S}(t) = 0$.
(d) If $0 \leq t < \ell_F$, then $\varphi(t) = \dim_{\mu} \tilde{S}(t) > 0$. Furthermore, $\varphi(t) < \varphi(0) = 1$ for any $t > 0$.

**Proof.** By proposition 6.3 and lemma 6.1 it follows that the map $t \mapsto \dim_{\mu} \tilde{S}(t)$ is a non-increasing devil’s staircase. So it only remains to prove the four items (a)–(d). If $x \in \tilde{B}(t)$, then $x/2^k \in \tilde{S}(t)$ for any $k \in \mathbb{N}$. Hence, the items (a)–(d) follow from lemma 6.2 and the corresponding four items of lemma 6.1. Note that to get $\dim_{\mu} \tilde{S}(\ell_F) = 0$ we used the continuity of $t \mapsto \dim_{\mu} \tilde{B}(t)$ from lemma 6.1.

From theorem 5.1 we next deduce the analogue of theorem B for the doubling map:

**Corollary 6.5.** For each $t \in (0, 1]$,

$$\dim_{\mu} (\tilde{\Gamma} \cap [t, 1]) = \dim_{\mu} \tilde{S}(t).$$

**Proof.** Given $t \in (0, 1]$, let $\theta = (1-t)/2$, so $t = 1 - 2\theta$. Since $\tilde{\Gamma} = 1 - \Gamma_{AC} = 1 - 2(\mathcal{R} \setminus \{0\})$, we have

$$\dim_{\mu} (\tilde{\Gamma} \cap [t, 1]) = \dim_{\mu} (\mathcal{R} \cap [0, \theta]) = \dim_{\mu} K(\theta) = \dim_{\mu} \tilde{B}(t) = \dim_{\mu} \tilde{S}(t),$$

where the first equality follows since Hausdorff dimension is invariant under scale, and the other equalities follow successively from theorem 5.1, (6.2), and proposition 6.3.

**Proof of theorem B.** Statement (b) follows from corollary 6.5; (c) follows from (b) and theorem 6.4; and (a) follows from (b) and (c) since

$$\dim_{\mu} \tilde{\Gamma} \geq \lim_{r \searrow 0} \dim_{\mu} (\tilde{\Gamma} \cap [t, 1]) = \lim_{r \searrow 0} \dim_{\mu} \tilde{S}(t) = \dim_{\mu} \tilde{S}(0) = 1.$$

7. The level sets of $\tilde{\tau}$ and local dimension of $\tilde{\Gamma}$

In this section we consider the level sets $\tilde{L}(t)$ for $t \in \tilde{\Gamma}$, and prove theorem $\tilde{\Gamma}$. In the process we also compute $\dim_{\mu} \tilde{L}(t)$ for $t \in \tilde{\Gamma} \setminus E$. We let $\Gamma_{\text{iso}}$ denote the set of all isolated points of $\tilde{\Gamma}$.
**Proposition 7.1.** If \( t \in \widetilde{\Gamma}_{iso} \) then \( \bar{L}(t) \) is countably infinite.

**Proof.** Let \( t \in \widetilde{\Gamma}_{iso} \). By lemma 3.1(a) there exists \( k \in \mathbb{N} \) such that \( D^k(t) = 1 - t \), so \( b(t) \) is periodic with period \( 2k \), and \( \sigma^k(b(t)) = b(t) \). Let \( x \in \tilde{L}(t) \), and assume without loss of generality that

\[
\lim \inf D^k(x) = 1 - t. \quad (7.1)
\]

Then \( b(x) \) contains arbitrarily long prefixes of \( b(t) \). We will show that \( b(x) \) must in fact end in \( b(t) \); that is, there is some \( j \in \mathbb{N} \) such that \( \sigma^j(b(x)) = b(t) \). It then follows that \( \tilde{L}(t) \) is at most countable.

Suppose no such \( j \) exists. Then for each \( n \in \mathbb{N} \) there is an \( m_n \in \mathbb{N} \) such that \( \sigma^n(b(x)) \) begins with \( b_1(t) \ldots b_{m_n-1}(t) \), but \( b_{n+m_n}(x) \neq b_{m_n}(t) \). Let \( \tilde{m}_n := m_n \mod 2k \) if this value is nonzero, and \( \tilde{m}_n := 2k \) otherwise. If \( b_{n+m_n}(x) < b_{m_n}(t) \) for infinitely many \( n \), then for each such \( n \) we have

\[
b_{n+m_n-	ilde{m}_n+1}(x) \ldots b_{n+m_n}(x) \prec b_{m_n-	ilde{m}_n+1}(t) \ldots b_{m_n}(t) = b_1(t) \ldots b_{m_n}(t)
\]

by the periodicity of \( b(t) \). Since \( \tilde{m}_n \) is uniformly bounded by \( 2k \), this implies \( \lim \inf D^k(x) < t \), contradicting (7.1).

Otherwise, \( b_{n+m_n}(x) > b_{m_n}(t) \) for infinitely many \( n \). Here we consider two cases. If \( \tilde{m}_n \leq k \), then

\[
b_{n+m_n-	ilde{m}_n-k+1}(x) \ldots b_{n+m_n}(x) \succ b_{m_n-	ilde{m}_n-k+1}(t) \ldots b_{m_n}(t) = b_1(t) \ldots b_{m_n}(t)\]

On the other hand, if \( k < \tilde{m}_n \leq 2k \), then

\[
b_{n+m_n-	ilde{m}_n+k+1}(x) \ldots b_{n+m_n}(x) \succ b_{m_n-	ilde{m}_n+k+1}(t) \ldots b_{m_n}(t) = b_1(t) \ldots b_{m_n+k}(t).
\]

Since one of these cases must hold for infinitely many \( n \), it follows that \( \lim \sup D^k(x) > 1 - t \), again contradicting (7.1). Hence \( b(x) \) must end in \( b(t) \), and \( \tilde{L}(t) \) is at most countable.

On the other hand, for any \( t \in \Gamma \) the level set \( \tilde{L}(t) \) is at least countably infinite, because \( \tilde{L}(t) \neq \emptyset \) by the definition of \( \Gamma \), and if \( x \in \tilde{L}(t) \) then \( D^{-n}(\{x\}) \subseteq \tilde{L}(t) \) for every \( n \in \mathbb{N} \). \( \square \)

Next, recall from (2.7) that \( \tilde{E} \) is the bifurcation set of the map \( \tilde{\delta} : t \mapsto \dim H \tilde{S}(t) \), and from (4.9) that \( E^N \) is the bifurcation set of the map \( \theta \mapsto \dim H K(\theta) \). By proposition 6.3 and (6.2) it follows that \( E = 1 - 2E^N \).

**Lemma 7.2.** For \( N \geq 3 \), let

\[
\Lambda_N := \{(d_i)_{i \geq 0} : d_0 \ldots d_{2N} = 01^{2N-1}0 \text{ and } 0^N \prec d_{2N+1} \ldots d_k N + N \prec 1^N \prec k \geq 2\}.
\]

Then \( \pi_2(\Lambda_N) \subseteq E^N \).

**Proof.** Take \( (d_i)_{i \geq 0} \in \Lambda_N \). Note that \( (d_i) \) does not contain a block of \( 2N - 1 \) consecutive 0’s or 1’s after digit \( d_{2N} \). Suppose, by way of contradiction, that there is a word \( s = s_0 \ldots s_{m-1} \) with \( s_0 = 0 \) and \( s_1 = 1 \) such that

\[
s^\infty \prec (d_i) \prec s^n s^\infty. \quad (7.2)
\]
If \( d_0 \ldots d_m = s_0 \), then \( m \geq 2N \) and the word \( s \) begins with \( 01^{2N-1} \), so (7.2) implies
\[
d_{m+1} \ldots d_{m+2N-1} \geq s_1 \ldots s_{2N-1} = 1^{2N-1},
\]
contradicting that \( (d_i) \in \Lambda_N \).

Thus, \( d_0 \ldots d_m = s_1 \). This implies \( m \neq 2N \), so either \( m < 2N \) or \( m > 2N \). In the first case, we have necessarily \( s = 01^{m-1} \) and so \( ss^\infty = 01^{m-1}(10^{m-1})^\infty \). By the assumption (7.2), this is only possible if \( m = 2N - 1 \). But then \( ss^\infty = 01^{2N-1}(0^{2N-1})^\infty \) and \( (d_i) \) begins with \( s_1 = 01^{2N-1} \), i.e. \( d_0 \ldots d_{2N-1} = 01^{2N-1} \); so \( d_{2N+1} \ldots d_{3N} = 0^{\infty} \) since \( N \geq 3 \) implies \( 2N - 3 \geq N \). This again contradicts that \( (d_i) \in \Lambda_N \).

If \( m > 2N \), then \( s_1 \ldots s_{2N-1} = d_1 \ldots d_{2N-1} = 1^{2N-1} \), so \( s^\infty \) begins with \( 10^{2N-1} \), and (7.2) implies \( d_{m+1} \ldots d_{m+2N-1} = 0^{2N-1} \), once again contradicting that \( (d_i) \in \Lambda_N \).

Therefore, \( \pi_2((d_i)) \) does not lie in the interior of any plateau \( (\theta_L, \theta_R) \) of \( h(\theta) \). This means \( \pi_2((d_i)) \in E^b \), in view of (4.9). \( \square \)

**Proposition 7.3.** The bifurcation set \( \tilde{E} \) is a Cantor set, and \( \dim_H \tilde{E} = \dim_H E^b = 1 \).

**Proof.** We first observe, using proposition 6.3 and (6.2) that \( \tilde{E} = 1 - 2E^b \), and since \( E^b \) is a Cantor set, \( \tilde{E} \) is a Cantor set as well.

Next, we show that \( \dim_H \tilde{E} = 1 \). Define \( \Lambda_N \) as in lemma 7.2. Since
\[
\dim_H \Lambda_N = \frac{\log(2^N - 2)}{N \log 2} \to 1 \quad \text{as} \quad N \to \infty
\]
and by lemma 2.2 the restriction of \( \pi_2 \) to \( \Lambda_N \) is bi-Lipschitz, it follows from lemma 7.2 that \( \dim_H E^b = 1 \), and then also \( \dim_H \tilde{E} = \dim_H (1 - 2E^b) = 1 \). \( \square \)

For the remainder of this section, we introduce the symbolic sets
\[
\tilde{B}(t) := \pi_2^{-1}(\tilde{B}(t)), \quad t \in [0, 1].
\]

Note that if \( t \in T \) we have
\[
\tilde{B}(t) = \{ (d_i) \in \Omega : b(t) \preceq \sigma^k((d_i)) \preceq b(t) \preceq n \geq 0 \}.
\]

**Lemma 7.4.** For each \( 0 < t < 1 \) and each subset \( F \subseteq \tilde{B}(t) \),
\[
\dim_H \pi_2(F) = \dim_H F.
\]

**Proof.** Note that for \( t \in (1/2, 1) \) we have \( \tilde{B}(t) = \emptyset \). For \( 0 < t \leq 1/2 \), the result follows from lemma 2.2, since there exists \( k \in \mathbb{N} \) such that \( \tilde{B}(t) \subseteq X_k \). \( \square \)

Observe that in particular, lemma 7.4 and proposition 6.3 imply
\[
\dim_H \tilde{B}(t) = \dim_H \tilde{S}(t) = \dim_H \tilde{S}(t).
\]

**Proposition 7.5.** For any \( t \in \tilde{E} \) we have \( \dim_H \tilde{L}(t) = \dim_H \tilde{S}(t) \).

**Proof.** Take \( t \in \tilde{E} \). Since \( \tilde{L}(t) \subseteq \tilde{S}(t) \), it is clear that \( \dim_H \tilde{L}(t) \leq \dim_H \tilde{S}(t) \). To prove the reverse inequality, we initially fix \( t' > t \) and \( \eta > 0 \), and we construct a subset of \( \tilde{L}(t) \) whose Hausdorff dimension is at least \( \dim_H \tilde{S}(t') - \eta \). By the continuity of \( \dim_H \tilde{S}(t) \) it then follows that \( \dim_H \tilde{L}(t) \geq \dim_H \tilde{S}(t) \).

Set \( \theta := (1 - t')/2 \), so \( \theta \in E^b \). We consider two cases: (I) \( \theta \in E^b_L \); and (II) \( \theta \in E^b \setminus E^b_L \).
Case I. $\theta \in E_k^b$. We set $(\alpha_i) := b(2\theta)$. As in the proof of theorem 5.1, there is an increasing sequence $(m_j)$ of integers such that $\alpha_1 \ldots \alpha_{m_j}$ is admissible for each $j$. (See definition 2.3.) We may choose $m_1$ so that in addition,

$$\alpha_1 \ldots \alpha_{m_1-1} 10^\infty \succ b(2\theta'),$$

where $\theta' := (1 - t')/2$. The existence of $m_1$ in (7.4) follows since $\theta > \theta'$, and thus $(\alpha_i) = b(2\theta') \succ b(2\theta')$. Now for each $j$, we build a reset block $R_j$ as follows. Set $i_0 = m_j$, and construct, as in the proof of theorem 5.1, a strictly decreasing sequence $(i_\nu : \nu = 0, 1, \ldots, N)$ of positive integers and a sequence of exponents $(k_\nu : \nu = 0, 1, \ldots, N - 1)$ such that $\alpha_1 \ldots \alpha_{i_\nu-1}$ is admissible and

$$\alpha_1 \ldots \alpha_{i_{\nu+1}-1} \succ \alpha_1 \ldots \alpha_{i_{\nu-1}}(1\alpha_1 \ldots \alpha_{i_{\nu-2}})^{b_\nu}, \quad \nu = 0, 1, \ldots, N - 1.$$ (7.5)

Let $s_{\nu} := 0\alpha_1 \ldots \alpha_{i_{\nu-1}}$ for $\nu = 0, 1, \ldots, N - 1$, so $s_0 = 0\alpha_1 \ldots \alpha_{m_j-1}$. We set $W_\nu := s_\nu^{b_\nu}$ for $\nu = 0, 1, \ldots, N - 1$, and $R_j := W_0W_1 \ldots W_{N-1}0$. Note that the length of $R_j$ depends only on $m_j$.

Let $N = (N_j)_{j \in \mathbb{N}}$ be an increasing sequence of positive integers, which we assume grows much faster than the sequence $(m_j)$. Construct sequences $(d_i) \in \Omega$ as follows: $(d_i)$ is an infinite concatenation of blocks $A_1B_1A_2B_2 \ldots$, where $A_1$ is any word of length $N_1$ allowable in $\mathcal{B}(t')$; and inductively, for $j \geq 1$,

- Let $C_j$ be the longest suffix of $A_j$ that is a prefix of either $b(\theta)$ or $b(\theta)$. Now choose $B_j$ so that $C_jB_j = R_j$ if $C_j$ is a prefix of $b(\theta)$, or $C_jB_j = R_j$ otherwise. This is possible since $C_j$ has length at most $m_j - 1$ by (7.4) and the fact that $A_j$ comes from $\mathcal{B}(t')$.
- $A_{j+1}$ is any word of length $N_{j+1}$ allowable in $\mathcal{B}(t')$ beginning with 0 if the last digit of $B_j$ is 1, or with 1 if the last digit of $B_j$ is 0.

Let $F_N$ denote the set of all such sequences $(d_i) = A_1B_1A_2B_2 \ldots$. We argue that $\pi_2(F_N) \subseteq \tilde{L}(t)$. Take $(d_i) \in F_N$ and let $x = \pi_2((d_i))$. From the construction of the reset blocks $R_k$ it is not difficult to see that

$$b(t) = \frac{(\alpha_i)}{\sigma^n((d_i))} < (\alpha_i) = b(t) \quad \forall n \geq 0.$$  

Thus, $\bar{\tau}(x) \geq t$. On the other hand, since $(d_i)$ contains arbitrarily long prefixes of $b(t)$ or $b(\theta)$, we have either $\liminf D^\rho(x) \leq t$ or $\liminf D^\rho(1 - x) \leq t$; in other words, $\bar{\tau}(x) \leq t$. Hence, $\bar{\tau}(x) = t$, and $x \in \tilde{L}(t)$.

Since we can let the ‘free’ blocks $A_j$, which have length $N_j$, grow much faster than the ‘forced’ blocks $B_j$ (which have length at most $m_j + |R_j|$), it is intuitively clear that, by choosing $N_j$ large enough, we can ensure

$$\dim_H F_N \geq \dim_H \mathcal{B}(t') - \eta.$$  

(7.6)

(A fully rigorous proof of this fact could be modeled on the proof of [3, theorem 5].) The sets $F_N$ are contained in $\mathcal{B}(t)$ for any $t < t$, so by lemma 7.4 we also have

$$\dim_H \tilde{L}(t) \geq \dim_H \pi_2(F_N) \geq \dim_H \tilde{S}(t') - \eta.$$  
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Case II. $\theta \in E^m \setminus E^m_1$. The construction is slightly different in this case. Note by (4.9) and (4.10), that
\[
b(\theta) = s^\infty
\]
for some word $s = s_0 \ldots s_{m-1}$ such that $s_0 = 0$ and $a := s_1 \ldots s_{m-1}0$ is admissible.

Write $(\alpha_i) := b(2\theta) = \sigma(b(\theta))$. Note that $\alpha_1 \ldots \alpha_m = a$. Now construct a strictly decreasing sequence $(i_\nu : \nu = 0, 1, \ldots, N)$ of positive integers as in the proof of theorem 5.1, starting with $i_0 = m$. Although here $\theta \notin E^m_1$, there still exist exponents $k_\nu$ for $\nu = 1, \ldots, N - 1$ satisfying (7.5), as we now explain.

Since $\theta \in E^m \setminus E^m_1$, $\theta = \theta_R(s)$ is the right endpoint of a maximal tuning window $[\theta_L(s), \theta_R(s)]$, and $\theta_L(s) \in E^m_1$ by (4.10). Set $(\alpha_i') := b(2\theta_L(s))$. Then $(\alpha_i') = a^\infty = (\alpha_1 \ldots \alpha_m)^\infty$, and since $i_\nu < m$ for $\nu \geq 1$, it follows from the proof of theorem 5.1 that there exist positive integers $k_\nu, \nu = 1, 2, \ldots, N - 1$ such that
\[
\begin{align*}
\alpha_1' \ldots \alpha_{i_\nu} = \alpha_1' \ldots \alpha_{i_\nu-1} (1\alpha_1' \ldots \alpha_{i_\nu-1})^{-k_\nu}.
\end{align*}
\]

Since $(\alpha_i') = b(2\theta_L) < b(2\theta) = (\alpha_i)$, this proves (7.5).

Now put $s_0 := 0\alpha_1 \ldots \alpha_{i_\nu-1}$ and $W_\nu := s^\nu$ for $\nu = 1, 2, \ldots, N - 1$, and let $R := W_1 \ldots W_{N-1}0$. (If $N = 1$, let $R$ be the ‘word’ 0.)

Let $N = (N_j)_{j \in \mathbb{N}}$ be an increasing sequence of positive integers, which we assume grows at least exponentially fast. As in case I we construct sequences $(d_i) \in \Omega$ which are infinite concatenations of blocks $A_1B_1A_2B_2 \ldots$, where $A_1 \in \mathbb{B}(R')$; and inductively, for $j \geq 1$,

- Let $C_j$ be the longest suffix of $A_j$ that is a prefix of either $b(\theta)$ or $\overline{b(\theta)}$. Then $B_j$ is the shortest word such that $C_jB_j = s^\infty \overline{R}$ or $s^\infty / R$ for some $\ell_j \geq j$.
- $A_{j+1}$ is chosen exactly as in case I.

We note that $\ell_j > j$ only if $C_j$ already includes the word $s^{\infty} / R$ or its reflection. In this case $C_j$ simply ‘finishes out’ the last (possibly incomplete) copy of $s$ or $\overline{s}$ in $C_j$ before appending the reset block $R$ or $\overline{R}$. Thus, $|B_j| \leq (j + 1)|s| + |R|.

Let $F_N$ denote the set of all such sequences $(d_i) = A_1B_1A_2B_2 \ldots$ . As in case I, we can let the sequence $(N_j)$ grow fast enough so that (7.6) holds, since the ‘free’ blocks $A_j$ from $\mathbb{B}(R')$, which have length $N_j$, grow much faster than the ‘forced’ blocks $B_j$, whose length is at most $(j + 1)|s| + |R|.

Now let $x = \pi_2((d_i)) \in \pi_2(F_N')$. Then, due to the blocks $B_j$, $(d_i)$ contains either the word $s^\infty / R$ or the word $s^\infty$ for infinitely many $\ell$, and since $\sigma(s^\infty) \to b(2\theta) = \overline{b(\theta)}$, it follows that either $\lim\inf D^\ell(x) \leq t$ or $\lim\inf D^\ell(1 - x) \leq t$; in other words, $\bar{\lim}(x) \leq t$.

On the other hand, although $(d_i) \notin \mathbb{B}(R)$, the only values of $n$ for which $\sigma^n((d_i)) < b(\theta)$ or $\sigma^n((d_i)) \succ b(\theta)$ are those for which $\sigma^{n-1}((d_i))$ begins with $s^\infty / R$ or $s^\infty / R$, as can be seen from the admissibility of the words $\alpha_1 \ldots \alpha_{i_\nu}, \nu = 1, \ldots, N - 1$. Since $\ell_j \geq j$, the words $s^\infty / R$ and $s^\infty / R$ converge to $b(\theta)$ and $\overline{b(\theta)}$, respectively in the order topology as $j \to \infty$, and since $\sigma(b(\theta)) = \overline{b(\theta)}$, this implies $\bar{\lim}(x) \geq t$. Hence, $\bar{\lim}(x) = t$ and $x \in \bar{L}(t)$. We conclude that $\pi_2(F_N) \subseteq \bar{L}(t)$, and we have our desired subset.

By cases I and II, we conclude that $\dim_h \bar{L}(t) = \dim_h \bar{S}(t)$ for all $t \in \bar{E}$. □

**Remark 7.6.** Intuitively, the idea of the construction in the above proof is as follows. (We will focus on case I, but the idea is similar for case II.) We wish to construct points in $x \in \bar{L}(t)$
by alternating very long finite words from \( \tilde{B}(r) \) (to get a dimension close to \( \dim_{\theta}\tilde{S}(r) \)) with ever longer initial segments of \( b(t) \) or \( \bar{b}(t) \) (to force \( \hat{\tau}(x) \leq t \)). However, following a prefix of \( b(t) \) or \( \bar{b}(t) \) by an arbitrary word from \( \tilde{B}(r) \) might violate the conditions of membership of \( \tilde{S}(t) \), hence the reset block \( R_j \) is needed to act as a bridge between the \( j \)th prefix of \( b(t) \) or \( \bar{b}(t) \) and the \((j + 1)\)st word from \( \tilde{B}(r) \). In case II the reset blocks themselves violate membership of \( \tilde{S}(t) \), but the ‘overshoot’ becomes arbitrarily small in the limit.

7.1. The case \( t \notin \hat{E} \): renormalization

Having computed \( \dim_{\theta}\tilde{L}(t) \) for \( t \in \hat{E} \), we now turn to the computation of this dimension for arbitrary \( t \in \bar{T} \setminus \bar{T}_{\text{ins}} \). Our goal is to prove proposition 7.7 below. We recall the tuning map \( \Psi_I \) from subsection 4.1. Recall that a tuning window \( I(s) \) is proper if the admissible word \( a = s_1 \ldots s_m \) is not of the form \( \hat{b}_n \), where \( s = s_0 \ldots s_{m-1} \).

**Proposition 7.7.** Let \( t \in \bar{T} \setminus \hat{E} \), and write \( t = 1 - 2\theta \) with \( \theta \in \mathcal{R} \setminus \hat{E}^\circ \). Then

\[
\dim_{\theta}\tilde{L}(t) = \begin{cases} 
0 & \text{if } \theta \in \mathcal{R}\setminus\hat{E}^h \\
\frac{1}{|s|}\dim_{\theta}K(\hat{\theta}) & \text{otherwise},
\end{cases}
\]

(7.7)

where in the second case, \( I = I(s) = [\theta_L, \theta_R] \) is the smallest proper tuning window such that \( \theta \in (\theta_L, \theta_R) \), and \( \hat{\theta} := \Psi_I^{-1}(\theta) \).

The proof relies on the following technical lemma.

**Lemma 7.8.** Let \( I = I(s) = [\theta_L, \theta_R] \) be a proper tuning window. Take \( \theta \in \mathcal{R} \cap (\theta_L, \theta_R) \), and let \( \hat{\theta} := \Psi_I^{-1}(\theta) \). Then

\[
\tilde{L}(1 - 2\theta) \geq \Psi_I\left(\tilde{L}(1 - 2\hat{\theta})\right),
\]

(7.8)

and consequently,

\[
\dim_{\theta}\tilde{L}(1 - 2\theta) \geq \frac{1}{|s|}\dim_{\theta}\tilde{L}(1 - 2\hat{\theta}).
\]

(7.9)

**Proof.** Write \( \hat{\theta} = \hat{\theta}_1\hat{\theta}_2 \ldots \) and note that \( \hat{\theta}_1 = 0 \). Take \( \hat{x} = \hat{x}_1\hat{x}_2 \ldots \in \tilde{L}(1 - 2\hat{\theta}) \). Then \( \hat{\tau}(\hat{x}) = 1 - 2\hat{\theta} \), and we may assume without loss of generality that lim inf \( D^\theta(1 - \hat{x}) = 1 - 2\hat{\theta} \), or equivalently, lim sup \( D^\theta(\hat{x}) = 2\hat{\theta} \). Set \( x := \Psi_I(\hat{x}) \) and \( t := 1 - 2\theta \). We must show \( \hat{\tau}(x) = t \).

We first show that \( \hat{\tau}(x) \leq t \). Since lim sup \( D^\theta(\hat{x}) = 2\theta \), there is for each \( \kappa \in \mathbb{N} \) an index \( n_k \) such that \( \hat{x}_{n_k+1} \ldots \hat{x}_{n_k+k-1} = \hat{\theta}_2 \ldots \hat{\theta}_k \). We may assume that \( \hat{x}_{n_k} = 0 = \hat{\theta}_1 \) for all but finitely many \( k \), as otherwise we would have

\[
\limsup D^\theta(\hat{x}) \geq \left| \hat{\theta}_2 \hat{\theta}_3 \ldots \right| = \frac{1}{2}(1 + \left| \hat{\theta}_2 \hat{\theta}_3 \ldots \right|) = \frac{1}{2}(1 + 2\theta) > 2\theta
\]

(since \( 2\theta < 1 \)), a contradiction. Thus, for all large enough \( k \), \( \hat{x}_{n_k} \ldots \hat{x}_{n_k+k-1} = \hat{\theta}_1 \ldots \hat{\theta}_k \). Hence \( \Sigma_{\hat{x}_{n_k}} \ldots \Sigma_{\hat{x}_{n_k+k-1}} = \Sigma_{\hat{\theta}_1} \ldots \Sigma_{\hat{\theta}_k} \), which converges to \( \Psi_I(\hat{\theta}) = \theta \) as \( k \to \infty \). This yields \( D^\theta(\hat{\theta}) = 2\theta \) (since the first digit of \( \Sigma_{\hat{x}_{n_k}} = \Sigma_0 = s \) is a 0), and so

\[
\hat{\tau}(x) \leq \lim_{k \to \infty} D^\theta(|s_{n_k-1}|+1)(1 - x) = 1 - 2\theta = t.
\]
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The proof of the reverse inequality is more involved. Write $\theta = \theta_1 \theta_2 \ldots$ and set $x = x_1 x_2 x_3 \ldots$. Suppose, by way of contradiction, that $\hat{\tau}(x) < t$, and assume without loss of generality that $\liminf D^t(1 - x) < t = 1 - 2\theta$. Then $\limsup D^t(x) > 2\theta$, so we can find a sequence $(n_k)$ of indices such that $\lim_{k \to \infty} D^t(x) > 2\theta$ and $x_{n_k} = 0$ for every $k$. Then $\lim_{k \to \infty} D^{t-1}(x) \in (\theta, 1/2)$, so there is some word $w_1 \ldots w_l$ that occurs infinitely often in the sequence $(x_j)$ such that $w_1 \ldots w_l \geq \theta_1 \ldots \theta_l$ and $w_1 = 0$. We may assume without loss of generality that $l > m := |s|$, so

$$u_1 \ldots u_{m+1} \geq \theta_1 \ldots \theta_{m+1}. \quad (7.10)$$

Now let $j$ be any integer such that $w_1 \ldots w_l = x_{j+1} \ldots x_{j+l}$. We claim that $j$ must be a multiple of $m$. This may be seen as follows. Since $s$ is a tuning base, the word $a := s_1 \ldots s_m$ satisfies (2.9). In other words,

$$s_1 \ldots s_{m-1} \not\leq s_{i+1} \ldots s_{m-1}0 < s_i \ldots s_{m-1} \quad \forall \ 1 \leq i < m. \quad (7.11)$$

Recall also that $\theta_1 \ldots \theta_m = s$, since $\hat{\tau}(x) = 0$. Since $x = \Psi_f(\hat{x})$, we may write $x = \mathbf{b}_1 \mathbf{b}_2 \ldots$, where each $\mathbf{b}_k \in \{s, \overline{s}\}$. Suppose now that $j$ is not a multiple of $m$, and write $j = (k - 1)m + i$, where $k \in \mathbb{N}$ and $1 \leq i < m$. Then $w_1 \ldots w_{m-i}$ is a suffix of $\mathbf{b}_k$, and $w_{m-i+1} \ldots w_{m+1}$ is a prefix of $\mathbf{b}_{k+1}$. We now have four cases:

(i) $\mathbf{b}_k = \mathbf{b}_{k+1} = s$. Then $w_1 \ldots w_{m-i} = s_i \ldots s_{m-1}$ and $w_{m-i+1} \ldots w_{m+1} = s_0 \ldots s_i$. Since $w_1 = 0$, this implies

$$u_1 \ldots u_{m-i+1} = 0s_{i+1} \ldots s_{m-1}0 < 0s_1 \ldots s_{m-1} = 0s_1 \ldots s_{m-i} = \theta_1 \ldots \theta_{m-i+1}$$

by (7.11), contradicting (7.10).

(ii) $\mathbf{b}_k = s$, $\mathbf{b}_{k+1} = \overline{s}$. Then $w_1 \ldots w_{m-i} = s_i \ldots s_{m-1}$ and $w_{m-i+1} \ldots w_{m+1} = s_0 \ldots s_i$. So

$$u_1 \ldots u_{m-i+1} = 0s_{i+1} \ldots s_{m-1}1 \not\leq s_0 \ldots s_{m-i}$$

and

$$u_{m-i+2} \ldots u_{m+1} = \overline{s}_1 \ldots \overline{s}_i \not\leq s_{m-i+1} \ldots s_{m-1}0.$$

The last inequality is in fact strict, because $s_i = w_1 = 0$ and so $w_{m+1} = \overline{s}_1 = 1$. Hence, $w_1 \ldots w_{m+1} \not\leq 0s_1 \ldots s_{m-1}0 < \theta_1 \ldots \theta_{m+1}$, again contradicting (7.10).

(iii) $\mathbf{b}_k = \overline{s}$, $\mathbf{b}_{k+1} = s$. Then $w_1 \ldots w_{m-i} = \overline{s}_i \ldots s_{m-1}$ and $w_{m-i+1} \ldots w_{m+1} = s_0 \ldots s_i$, so

$$u_1 \ldots u_{m-i+1} = 0s_{i+1} \ldots s_{m-1}0 \not\leq 0s_1 \ldots s_{m-10}$$

$$\leq 0s_1 \ldots s_{m-i} = s_0 \ldots s_{m-i} = \theta_1 \ldots \theta_{m-i+1},$$

again contradicting (7.10).

(iv) $\mathbf{b}_k = \mathbf{b}_{k+1} = \overline{s}$. Then $w_1 \ldots w_{m-i} = \overline{s}_i \ldots s_{m-1}$ and $w_{m-i+1} \ldots w_{m+1} = s_0 \ldots s_i$. Since $w_1 = 0$, this implies $s_i = 1$. So

$$u_1 \ldots u_{m+1} = 0s_{i+1} \ldots s_{m-1}s_0 \ldots s_i \not\leq \theta_1 \ldots \theta_{m+1},$$

where the second equality uses that $s_0 = \theta_m = 0$, and the first inequality follows by lemma 2.4 (Note that $\mathbf{a}$ is not of the form $\mathbf{b} \mathbf{b}$). This once again contradicts (7.10).
Now that we have established that \( j \) must be a multiple of \( m \), we see that there is a sequence \((\ell_k)\) of indices such that
\[
\frac{1}{2} > \lim_{k \to \infty} \Psi_j(D^{\ell_k}(\hat{x})) = \lim_{k \to \infty} D^{m\ell_k}(x) > \Psi_j(\hat{\theta}),
\]
and so
\[
\frac{1}{2} > \lim_{k \to \infty} D^{\ell_k}(\hat{x}) > \hat{\theta},
\]
since the binary expansion of \( D^{m\ell_k}(x) \) begins with \( s \), so the binary expansion of \( D^{\ell_k}(\hat{x}) \) begins with 0. As a result,
\[
\tilde{\tau}(\hat{x}) \leq \lim_{k \to \infty} D^{\ell_k}(\hat{x}) > \hat{\theta},
\]
contradicting our initial assumption that \( \hat{x} \in \tilde{L}(1 - 2\hat{\theta}) \). Hence, \( \tilde{\tau}(x) = t \). This completes the proof of (7.8).

To derive (7.9), we define for \( t \in \tilde{\Gamma} \) the subsets
\[
\tilde{L}_k(t) := \tilde{L}(t) \cap \pi_2(X_k), \quad k \in \mathbb{N},
\]
where \( X_k \) was defined just above lemma 2.2. If \( t > 0 \), then there is an integer \( k = k(t) \) such that for each \( x \in \tilde{L}(t) \), the binary expansion of \( x \) does not contain \( k \) consecutive 0’s or 1’s after a certain point. Hence
\[
\tilde{L}(t) = \bigcup_{n=0}^{\infty} D^{-n}(\tilde{L}_k(t)),
\]
which implies \( \dim \tilde{L}(t) = \dim \tilde{L}_k(t) \). Now let \( k = k(1 - 2\hat{\theta}) \). By lemma 4.6 it follows that \( \Psi_j \) is bi-Hölder continuous with exponent \( |s| \) when restricted to \( \tilde{L}_k(1 - 2\hat{\theta}) \). Clearly from (7.8),
\[
\tilde{L}(1 - 2\hat{\theta}) \supseteq \Psi_j\left( \tilde{L}_k(1 - 2\hat{\theta}) \right),
\]
and hence
\[
\dim \tilde{L}(1 - 2\hat{\theta}) \geq \frac{1}{|s|} \dim \tilde{L}_k(1 - 2\hat{\theta}) = \frac{1}{|s|} \dim \tilde{L}(1 - 2\hat{\theta}),
\]
establishing (7.9).

**Proof of Proposition 7.7.** If \( \hat{\theta} \in \tilde{\Gamma}_{\text{iso}} \), then \( t = 1 - 2\hat{\theta} \in \tilde{\Gamma}_{\text{iso}} \) and (7.7) follows directly from proposition 7.1.

Suppose there is a smallest tuning window \( I = I(s) = [\theta_L, \theta_R] \) such that \( \theta \in (\theta_L, \theta_R) \). Then \( \theta \in E^b(I) \) by the proof of lemma 4.10, so \( \hat{\theta} = \Psi_I^{-1}(\theta) \in E^b \) by (4.14). Thus, lemma 7.8, propositions 7.5 and 6.3 and (6.2) imply
\[
\dim \tilde{L}(t) \geq \frac{1}{|s|} \dim \tilde{L}(1 - 2\hat{\theta}) = \frac{1}{|s|} \dim \tilde{S}(1 - 2\hat{\theta}) = \frac{1}{|s|} \dim K(\hat{\theta}). \quad (7.12)
\]
For the upper bound, we note that $\tilde{L}(t) = \tilde{L}_1(t) \cup [1 - \tilde{L}_1(t)]$, where
\[
\tilde{L}_1(t) = \left\{ x \in \tilde{L}(t) : \liminf_{n \to \infty} D^n(1 - x) = t \right\},
\]
\[
= \left\{ x \in \tilde{L}(1 - 2\theta) : \limsup_{n \to \infty} D^n(x) = 2\theta \right\}.
\]
So it suffices to establish the upper bound in (7.7) for $\tilde{L}_1(t)$. Write $\theta = \theta_1\theta_2 \ldots$, and take $x = x_1x_2 \cdots \in \tilde{L}_1(t)$. Then $\limsup D^n(x) = 2\theta$, which implies as in the proof of lemma 7.8 that for each $k \in \mathbb{N}$ there is an index $n_k$ such $x_{n_k} \cdots x_{n_k + k - 1} = \theta_1 \ldots \theta_k$, so that $|D^{n_k}(x) - \theta| < 2^{-k}$. Hence, for large enough $k$, $D^{n_k-1}(x) \in I$. Furthermore, for each $\theta' > \theta$ there exists $N \in \mathbb{N}$ such that $D^{n_k}(x) \in K(\theta')$ for any $n \geq N$. Hence, given $\theta' \in (\theta, \theta_k)$, there exists $n \in \mathbb{N}$ such that $D^n(x) \in K(\theta')$. We conclude from this discussion that
\[
\tilde{L}_1(t) \subseteq \bigcup_{n=0}^\infty D^{-n}(K(\theta')) \quad \forall \theta' \in (\theta, \theta_k),
\]
so by lemma 4.9 and (4.13),
\[
\dim_H \tilde{L}(t) = \dim_H \tilde{L}_1(t) \leq \limsup_{\theta' \nearrow \theta} \dim_H K(\theta') = \frac{1}{|s|} \dim_H K(\hat{\theta}).
\]

This, together with (7.12), proves (7.7) for $\theta \in \mathcal{E}(I)$.

By (4.15) it remains to prove (7.7) for $\theta \in \mathcal{C}^b$. Such a $\theta$ lies in infinitely many tuning windows, so $\dim_H \tilde{L}(t) \leq \frac{1}{|s|} \dim_H K(\hat{\theta})$ for infinitely many words $s$ and corresponding $\hat{\theta} \in \mathcal{E}$. This implies that $\dim_H \tilde{L}(t) = 0$, completing the proof. □

**Proof of Theorem Ĉ.** The theorem follows from propositions 5.2, 5.3, 7.1, 7.3, 7.5 and 7.7, bearing in mind the relationships $\hat{\Gamma} = 1 - 2(\mathbb{R} \setminus \{0\})$ and $\dim_H K(\theta) = \dim_H B(1 - 2\theta) = \dim_H \mathcal{S}(1 - 2\theta)$. □

### 8. Proofs of the main results

In this section we deduce theorems A–C from their counterparts in section 2.

**Proof of Theorem A.** The representation (1.2) follows from (2.5) since $\Gamma = \psi^{-1}(\hat{\Gamma})$ and $D^n \circ \psi = \psi \circ T^n$ for all $n$.

Next, recall that the map $\psi : \Gamma \to \hat{\Gamma}$ is a homeomorphism. Thus, by theorem Ā it follows that $\Gamma$ is a closed subset of $\mathcal{C}$, and it contains infinitely many isolated and infinitely many accumulation points. Furthermore, $0 = \psi^{-1}(0) = \min \Gamma$ is an accumulation point of $\Gamma$, and $\rho/(1 + \rho) = \pi(01)^\infty = \psi^{-1}(1/3) = \max \Gamma$ is isolated in $\Gamma$. Finally, statement (a) follows from theorem Ā(a). □

We next recall the relations (2.4). Unfortunately the map $\psi$ is not bi-Hölder continuous when restricted to $S(t)$ or even $L(t)$, so we have to be somewhat more careful. Set

\[
S_k(t) := S(t) \cap \pi(X_k), \quad L_k(t) := L(t) \cap \pi(X_k),
\]
and similarly,

\[
\tilde{S}_k(t) := \tilde{S}(t) \cap \pi_2(X_k), \quad \tilde{L}_k(t) := \tilde{L}(t) \cap \pi_2(X_k).
\]
where \( X_k \) was defined just above lemma 2.2. Then for each \( k \in \mathbb{N} \) and \( t \in C \setminus \{0\} \) we have
\[
S_k(t) = \psi^{-1}\left( \tilde{S}_k(\psi(t)) \right), \quad L_k(t) = \psi^{-1}\left( \tilde{L}_k(\psi(t)) \right),
\]
so by lemmas 2.1 and 2.2 it follows that the restriction of \( \psi \) to \( S_k(t) \) is bi-Hölder continuous with exponent \( s(\rho) \). Hence, for each \( k \in \mathbb{N} \) and \( t \in C \setminus \{0\} \),
\[
\dim_H S_k(t) = s(\rho) \dim_H \tilde{S}_k(\psi(t)), \quad \dim_H L_k(t) = s(\rho) \dim_H \tilde{L}_k(\psi(t)). \tag{8.1}
\]

**Proof of Theorem B.** Given \( t \in C \setminus \{0\} \), we choose \( k \in \mathbb{N} \) so that
\[
\psi(\rho t) > 2^{-k}.
\]
If \( x \in S(t) \), then \( \tau(x) \geq t > \rho t \), so there is an integer \( n_0 \) such that \( T^n(x) \geq \rho t \) and \( T^n(1-x) \geq \rho t \) for all \( n \geq n_0 \). Applying \( \psi \) to both sides of these inequalities, we obtain also that \( D^n(\psi(x)) \geq \psi(\rho t) > 2^{-k} \) and \( D^n(\psi(1-x)) > 2^{-k} \) for all \( n \geq n_0 \). This implies that
\[
T^{n_0}(x) \in \pi(X_k) \quad \text{and} \quad D^{n_0}(\psi(x)) \in \pi_2(X_k),
\]
and hence,
\[
T^{n_0}(x) \in S_k(t) \quad \text{and} \quad D^{n_0}(\psi(x)) \in \tilde{S}_k(\psi(t)).
\]

We conclude from this discussion that
\[
S(t) = \bigcup_{n=0}^{\infty} T^{-n}(S_k(t)) \quad \text{and} \quad \tilde{S}(\psi(t)) = \bigcup_{n=0}^{\infty} D^{-n}\left( \tilde{S}_k(\psi(t)) \right).
\]
Therefore, using (8.1),
\[
\dim_H S(t) = \dim_H S_k(t) = s(\rho) \dim_H \tilde{S}_k(\psi(t)) = s(\rho) \dim_H \tilde{S}(\psi(t)), \tag{8.2}
\]
which combined with theorem 6.4 proves (c).

Similarly, for any \( t \in C \) we can find \( k \in \mathbb{N} \) such that \( \pi^{-1}(\Gamma \cap [t, 1]) \subset X_k \), so another application of lemma 2.2 yields that the restriction of \( \psi \) to \( \Gamma \cap [t, 1] \) is bi-Hölder continuous with exponent \( s(\rho) \). Hence, for all \( t \in C \setminus \{0\} \),
\[
\dim_H (\Gamma \cap [t, 1]) = s(\rho) \dim_H \left( \tilde{\Gamma} \cap [\psi(t), 1] \right) = s(\rho) \dim_H \tilde{S}(\psi(t)) = \dim_H S(t),
\]
and by extending to \( t \in (0, 1] \) (easy exercise) we obtain (b). Finally, (a) follows from (b) by letting \( t \to 0 \), using theorem 6.4, and noting that \( S(0) = C \). \( \square \)

**Remark 8.1.** From theorem 6.4, (2.4) and (8.2) we obtain additional information about the size of \( S(t) \): let \( t_F := \psi^{-1}(\tilde{t}_F) \), and recall that \( \psi^{-1}(1/3) = \rho/(1 + \rho) \).

(a) If \( \rho/(1 + \rho) < t \leq 1 \), then \( S(t) = \emptyset \).
(b) If \( t_F < t \leq \rho/(1 + \rho) \), then \( S(t) \) is countably infinite.
(c) If \( t = t_F \), then \( S(t) \) is uncountable and \( \dim_H S(t) = 0 \).
(d) If \( 0 \leq t < t_F \), then \( \dim_H S(t) > 0 \).

**Proof of Theorem C.** From proposition 7.1 and (2.4) we deduce that \( L(t) \) is countably infinite for \( t \in \Gamma_{\text{loc}} \), since \( \psi : \Gamma \to \tilde{\Gamma} \) is a homeomorphism.
Next, by similar reasoning as in the proof of theorem B, we have
\[
\dim_H L(t) = s(\rho) \dim_H \tilde{L}(\psi(t)),
\] (8.3)
and so theorem C implies
\[
\lim_{\varepsilon \searrow 0} \dim_H (\Gamma \cap [t - \varepsilon, t + \varepsilon]) = s(\rho) \lim_{\delta \searrow 0} \dim_H \left( \tilde{\Gamma} \cap [\psi(t) - \delta, \psi(t) + \delta] \right)
= s(\rho) \dim_H \tilde{L}(\psi(t)) = \dim_H L(t).
\]

Finally, \( E = \psi^{-1}(\tilde{E}) \) by (8.2), so
\[
\dim_H E = s(\rho) \dim_H \tilde{E} = s(\rho) = \dim_H \Gamma,
\]
and (8.2) and (8.3) yield (1.8). \(\square\)

**Remark 8.2.** In order to obtain the Hausdorff dimension of \( L(t) \) for \( t \in \Gamma \setminus E \), simply replace \( t \) with \( \psi(t) \) in proposition 7.7, and use (8.3).

We end the paper with a concrete example illustrating theorems B and C.

**Example 8.3.** Since \( E = \psi^{-1}(1 - 2E^h) =: \Phi(E^h) \) and \( E^h \) was extensively studied in [10], we can use \( E^h \) to describe the bifurcation set \( E \). Observe that the longest connected component of \([\theta_F, 1]\backslash E^h \) is the interval \((\theta_L, \theta_R)\) determined by
\[
\theta_L = (011)^\infty \quad \text{and} \quad \theta_R = .011(100)^\infty.
\]
This implies that the longest connected component of \([0, t_F] \backslash E \) is given by
\[
(t_L, t_R) = (\Phi(\theta_R), \Phi(\theta_L)) = (\pi(000(110)^\infty), \pi((001)^\infty)).
\]
Thus, for example, if \( \rho = 1/3 \) then the longest plateau of the map \( t \mapsto \dim_H S(t) \) is \([\pi(000(110)^\infty), \pi((001)^\infty)] = \left[ \frac{1}{17}, \frac{1}{13} \right] \) (see figure 1), and for any \( t \) in this interval we have
\[
\dim_H (\Gamma \cap [t, 1]) = \dim_H S(1/13)
= s(1/3) \dim_H \{ (d_i) : (001)^\infty \leq \sigma^n((d_i)) \leq (110)^\infty \ \forall \ n \geq 0 \}
= \frac{\log((1 + \sqrt{5})/2)}{\log 3}.
\]
Furthermore, this is also the value of \( \dim_H L(1/13) \), in view of theorem C(c).
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