Long loops of information flow in genetic networks highlight an inherent directionality
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Introduction

Biological networks, such as those describing gene regulation, signal transduction and neural synapses, are the representations of large-scale dynamic systems. Organizing principles of biological networks may be deduced from the connection between networks structure and the flow of information in the system they represent. Indeed, the combination of a large number of interactions into networks was used to reveal a macroscopic organization in multiple domains. We here propose that the cycle length distribution in these networks highlights a large scale information flow. Specifically, one can treat networks as an assembly of randomly connected small functional modules represented by short cycles, or as large scale regulatory feedback loops that integrate the network into a collective response. We show here that the latter is probably correct.

Network development and growth have attracted much interest in the last two decades. Multiple network growth models have been proposed to explain the large scale structure of networks.1-28 These include, among many others, the duplication-mutation models that suggest that network growth occurs through the duplication of existing nodes and mutations of edges.8 Other models include random static network models, where edges are randomly connected25 and small-world network models based on an interpolation between regular ring lattices and randomly connected graphs.7

However, these proposed models do not explain the large scale organization of real world networks. Specifically, they do not address the emergence of large scale structures beyond local connectivity, and the global flow of information along the network. The concept of global information can relate to multiple aspects including, among others, a possible hierarchy between nodes, where some nodes are more important than others. A second approach is to study the flow of information in the network and to analyze the feedback loops therein. A third approach could be the detection of a core and periphery as is performed in the K-core analysis.29 Order in the sense of hierarchy was recently studied by Muchnick et al. that suggested a methodology to extract a hierarchical model from a directed network.30 This methodology highlights the presence of “importance” levels in the network from nodes in high hierarchical positions to lower ones. Other methods include closeness centrality,31 defined as the average distance (geodesic path length) to all reachable vertices. In this measure, it is assumed that important vertices reach other vertices through short paths. The PageRank algorithm32 is a form of eigenvector centrality33 where the score of each vertex depends on

*Correspondence to: Yoram Louzoun; Email: ylouzoun@gmail.com
Submitted: 10/01/12; Revised: 11/08/12; Accepted: 02/07/13
http://dx.doi.org/10.4161/sysb.24471
the PageRank score of the vertices pointing to it. The PageRank score vector is a stationary probability distribution expressing the chance of reaching a vertex by a random walk. Finally, in a spectral network drawing algorithm, the score vector is a unique minimizer of an energy that is supposed to order vertices in a hierarchy, and define a general directionality in the network.

Here, we study the general organization of networks through the information flow in the network and attempt to detect a non-random large scale information flow and the structure of this information flow. Existing hierarchy based methods fail to detect the large scale regulatory structure of the network, which can be mediated by long feedback loops. We here propose a novel method to show that genetic regulatory networks contain a large scale flow of information among distant parts of the network. This flow is determined by very long feedback loops. We propose a test to detect such a flow, and show that such a flow exists in multiple genetic networks.

In order to approximate the number of feedback loops, we formally define a “loop” in a graph as a cycle (close walk) composed of back and forth minimal paths between a pair of nodes that contains no shorter cycle, and measure the number of such loops. Note that a loop in graph theory is sometime defined as a self edge. We do not use this notation here. A precise definition of that is given in the method section. We find that the number of such loops are highly sensitive to the flipping of even a small fraction of the edges directions. Such extreme behavior is not observed in any of the other features of genetic networks or in loops of random networks. In the following sections, we describe a novel algorithm to measure the loop distribution in networks, and show that the long loops emerging in intra-cellular networks are composed of essential genes.

Results

An important question in the analysis of genetic regulatory networks is whether they should be treated as a randomly connected set of interactions forming a “meaningless” large scale structure, where the paths do not have a clear direction, or as a large scale well organized structure with a clear, yet hidden directionality and long-term flow. In order to test for such a flow, we compared the effect of randomizing the direction of edges (i.e., replacing an edge from a to b by an edge chosen randomly to be either a to b or b to a), and tested the effect of this randomization. If a large scale flow exists, then the direction of each edge is important. If there is no large scale structure, there will be no significant difference in the statistical properties of the network between the real network and a randomized one. We here test whether clear directional information flow and large scale structures are indeed observed in genetic regulatory networks.

To directly test the effect of the network directionality, we need a baseline that is not affected by other elements. Often, fully randomized networks are used for a comparison (Erdos Renyi networks25). These networks have a Poisson degree distribution, and short average (geodesic) distances between nodes.55 In other cases, randomized networks that maintain the degree and/or clustering coefficient were used as a baseline comparison. In the present case, we are only interested in the directionality of the edges; we have therefore used a normalization based on edge inversion that does not affect the undirected network induced by ignoring the direction of edges.

We have tested the effect of randomizing the direction of the edges in three genetic regulatory networks: E. coli, yeast, and the mouse. Inverting the edges had no effect on the degree distribution and the clustering coefficient, as is indeed expected from a randomization that does not change the undirected network induced by the directed one (data not shown). The in-degree and out-degree were also very weakly affected by randomly switching the direction of edges.

A more appropriate method to detect flow is probably related to the presence or absence of feedback loops. Such loops must be presented as loops in the graphs. Loops have been indeed proposed to be related to information flow in biological networks,36,37 We have thus examined the length distribution of loops, as shall be further discussed. As mentioned above, we define here a loop as a cycle in a graph composed of a minimal path from one node to the other and the minimal path back to the original node.

We found that the loop length distribution is indeed highly sensitive to very small random changes in the direction of edges (Fig. 1). Regulatory genetic networks have typically more long loops than expected in random direction networks, and less short loops than random direction networks. However, as soon as the direction of a small fraction of the edges is changed, the loop distribution is drastically changed. Switching the direction of 2.5% of the edges decreases the number of long loops (above 10 nodes) by more than an order of magnitude, and increases the number of short loops (3–5 nodes) by more than an order of magnitude (Fig. 1).

When the fraction of swapped edges was increased from 0% to 50%, a clear effect was observed after changing the direction of only 2.5% of the edges. However, both the increase in short loop frequency and the decrease in long loop frequency do not saturate until the edge directions are fully random (Fig. 1).

Note that in the yeast network, the distribution is closer to the random distribution than in the E. coli or the Mouse. A simple reason for that could be the presence of erroneous edges in the yeast network. Indeed adding random edges to the E. coli networks makes it more similar to the random network and to the Yeast network (Fig. S1).

The decrease in the long loop frequency may in principle be an artifact of the increase in the frequency of short loops. Since adding short loops can create shortcuts within long loops. If such shortcuts exist, we would not count the long loops. In order to check that this is not the case, we performed two validations. First, we flipped 20% of the edges, and obtained a large number of short loops and much fewer long loops. Then, we removed the majority (90%) of 3-loops (loops of length 3), and computed the loop distribution. Even when practically all 3-loops were removed, there was practically no increase in the number of long loops, and no loop with length more than 10 emerged, in contrast with the original network (Fig. S2). Another test performed was simply to remove 3-loops from the yeast network, where there were initially few long loops, and to check whether long loops
sense the opposite of short directed 3-loops (A points to B, which points to C, which points back to A) (Fig. 3). Indeed, the numbers of short FFL are much higher in genetic networks than in their random direction counterpart, and as edges are flipped to a random direction, their number decreases to the expected base-line. Actually, a clear parallel between the increase in directed 3-loops and the decrease in FFL can be observed in all studied networks (Fig. 4), where their sum add to a constant, but as the edges are flipped, directionality is lost, and the number of directed 3-loops increases, while the number of FFL decreases. This raises the interesting possibility that the absence of short loops in genetic regulatory networks is derived from an inherent directionality of these networks. If an order exists between genes, and edges are mainly between genes high in the order to genes low in the order, one would expect directed loops to be very rare, and feed forward loops to be very frequent.

To test this explanation, we developed a simple toy network model, where a random Erdos-Renyi network was built and each node was assigned a random value. We then switched all edges to be from high to low values (i.e., if an edge existed between A and B, and B had a higher score than A, we replaced it by an edge between B and A). This leads to a directed acyclic graph (DAG) that can have FFL, but no directed 3-loops.

When the direction of edges in the toy model is randomly switched, the number of FFL decreases and the number of directed 3-loops increases, precisely as in the other graphs.

Another possibility could have been that the change in the loop length distribution is a simple mirror of the distribution of the path length. It is possible that the long loops only represent longer (geodesic) paths in the real network compared with randomized networks. Note that a loop is computed through a combination of two paths (from i to j and back to i). Thus, increasing the path length leads to an increase in the loop length. However, if the effect of flipping edges on a loop was mediated by the path length, then the observed non-random long loop distribution would follow the paths length distribution. However, this is not the case in the networks studied here. When the flipping ratio is increased, the increase in the number of node pairs with a short distance is much slower than the increase in the number of short loops. Similarly, the decline in the number of long loops is much faster than the decline in the number of long paths (Fig. 2). Thus the path length distribution is not the reason for the extreme sensitivity of the loop length distribution to the direction of a small number of edges.

The low number of short loops is paralleled by a high number of feed-forward loops (FFL). These loops are composed of three nodes, where A points to B and C, and B points to C (Fig. 3). Note that FFL are not formally loops using the definition above, since they do not close a directed cycle in a graph. We here use the term FFL to follow the standard terminology. FFL are in some sense the opposite of short directed 3-loops (A points to B, which points to C, which points back to A) (Fig. 3). Indeed, the numbers of short FFL are much higher in genetic networks than in their random direction counterpart, and as edges are flipped to a random direction, their number decreases to the expected baseline. Actually, a clear parallel between the increase in directed 3-loops and the decrease in FFL can be observed in all studied networks (Fig. 4), where their sum add to a constant, but as the edges are flipped, directionality is lost, and the number of directed 3-loops increases, while the number of FFL decreases.

This raises the interesting possibility that the absence of short loops in genetic regulatory networks is derived from an inherent directionality of these networks. If an order exists between genes, and edges are mainly between genes high in the order to genes low in the order, one would expect directed loops to be very rare, and feed forward loops to be very frequent.

To test this explanation, we developed a simple toy network model, where a random Erdos-Renyi network was built and each node was assigned a random value. We then switched all edges to be from high to low values (i.e., if an edge existed between A and B, and B had a higher score than A, we replaced it by an edge between B and A). This leads to a directed acyclic graph (DAG) that can have FFL, but no directed 3-loops.

When the direction of edges in the toy model is randomly switched, the number of FFL decreases and the number of directed 3-loops increases, precisely as in the other graphs.
and removed all directed 3-loops. This does indeed very slightly increase the number of 6 and 7 loops, but it has no effect of all the other attributes of the network. Thus, such a mechanism does not seem plausible (Fig. S4).

Assuming a directionality is the source of the absence of short loops, we have tested whether this directionality could be the source of the very long loops observed in most genetic regulatory networks. An inherent directionality could in theory increase the number of long feedback loops, since we only analyze loops that do not contain a shorter loop within. Thus, by reducing the number of short loops, the number of long loops may be in principle increased. However, the toy model does not produce the long loops observed in real networks (Fig. 5). Moreover, the increase in the number of short loops and the decrease in the FFL occur quite slowly and require the flipping of a large number of edges. The decrease in the number of long feedback loops occurs in a very drastic way following the inversion of a very small fraction of the edges, which cannot be explained by the general directionality of the networks.

Thus, two different mechanisms seem to be operating in genetic networks: a local order mechanism preventing short feedback loops and enhancing FFL and a more global mechanism of long range flow in the network. While the order in the network is non-specific, the selection for the presence of very large loops must occur in specific genes. We have thus checked whether the genes participating in a large number of large loops are essential to the organism survival. We used the full mapping of the Yeast...
genetic interactions as mapped by Tong et al., which provided a score for synthetic lethal interactions per gene. Indeed, the fraction of genes with mainly long loops (at least half the loops they participate in have a length of at least 6) that is essential (18%) is much larger than the fraction of essential genes in the total population (2%) (chi square test p < 1.e-3). Thus, the genes that participate mainly in long loops are indeed an essential part of the genetic regulation circuitry of the organism. One could assume that the essentiality of these genes is induced by their high-degree or a high betweenness centrality. However, while the total number of loops in which each node participates is highly correlated with both the degree and the betweenness centrality, the fraction of long loops has a negative (yet non-significant) correlation with the degree as well as with the centrality. Thus, the observed correlation between essentiality and long loops is not an artifact of the degree.

Discussion

Genetic networks are used to represent the aggregated information of multiple genetic regulation mechanisms. Beyond their obvious physical parameters, such as the number of genes and genetic interactions, these networks have mathematical properties that can reveal larger organizational principles. Such measures include among others the degree distribution, clustering coefficient, centrality and the path length distributions. Some of these measures highlight the local organization of the network, while others are related to macroscopic properties of the network. However, these measures fail to detect the long range information flow in such networks. We have used here a novel method to understand this large scale flow.

We have checked the effect of the direction of edges on genetic networks properties. We found an extreme sensitivity of the loop numbers in the network to the edge direction, where we have defined a loop as a cycle containing a given pair of nodes, with no shorter cycle containing these nodes. The main difference between the original networks and networks with inverted edges is the low number of short directed loops and high number of long loops in the real networks. Inverting even 2–3% of the network edges can reduce the number of long loops by an order of magnitude and lead to a similar increase in the short loop number.

Two possible mechanisms can explain the absence of short loops: a genetic process limiting useless, very short information loops, or an inherent order in the network. Indeed, ordering the nodes according to an arbitrary order and having most of the edges follow this order does lead to a limited number of short loops. The same can happen if we simply choose three-node loops and invert one of the edges. Note that the same mechanism explains the frequency of feed-forward loops. Thus, the absence of short loops and the presence of FFL may simply be two aspects

![Figure 4. 3-loop direction comparison. Decline in the feed forward loop frequency (full dark line) compared with the rise of the directed 3-loop frequency (dot dashed line) as a function of the flipping ratios for three genetic networks and a toy model. For all networks the total number of 3-loops (triangles in graph theory terms) is maintained. Thus, the total number of 3-loops is not affected by the flipping ratio (central line). The expected number of FFL and directed 3-loops in the absence of a predefined order is simply the value obtained for random flipping (flipping ratio of 0.5).](image)
An important aspect not discussed in the current analysis is the coherence of these long loops. There may be very significant differences between positive and negative feedback loops. While very long positive feedback loops may be inefficient, very long negative feedback loops may be crucial to ensure the appropriate function of the cell. We plan to further analyze this relation in multiple networks.

**Materials and Methods**

**Definitions**

Through this analysis, we use multiple concepts from graph theory. Following are some definitions of these concepts:

- **Distance** is the geodesic distance between a pair of nodes. The geodesic distance between a pair of nodes is the length of the shortest path between them.

- **Degree**. The degree of a node is the number of neighbors it has in the network.

- A loop between nodes $i$ and $j$ is a cycle in the graph that contains $i$ and $j$, with no shorter cycles containing both $i$ and $j$. Note that the graph may contain shorter cycles containing either node $i$ or node $j$. In some times, in graph theory, a loop is a self-edge. This is not the notation used here.

- **Feed forward loop (FFL)** is a combination of three nodes ($A$, $B$, and $C$) with the following edges ($A \to B$, $B \to C$, and $A \to C$).

- A directed 3-loop is a combination of three nodes ($A$, $B$, and $C$) with the following edges ($A \to B$, $B \to C$, and $C \to A$).

- **Betweenness centrality** of a node $i$ is the number of geodesic paths passing through it.

**Degree distribution**

The degree $k(i)$ of a node is defined as the number of neighbors of the node $i$. It can be divided into the in-degree (degree of

---

**Figure 5.** Toy network. Loop length distribution in the toy model. One can clearly see that while there are some long loops in a toy model with an almost perfect order (low the flipping ratio), their number is much lower than in realistic networks.
incoming edges), out-degree (degree of outgoing edges) and total degree. \( P(k) \) is the probability that a randomly selected node has a degree of \( k \).

**Geodesic distance distribution**

The shortest path or geodesic distance \( d(i,j) \) in a directed graph is defined as the minimal number of edges from node \( i \) to \( j \). Note that the shortest path \( d(i,j) \) from \( i \) to \( j \) is usually not equal to the shortest path \( d(j,i) \) between \( j \) and \( i \). In fact, both are longer or equal to the undirected shortest path, since the undirected path often violates the correct edges direction. The average shortest path is defined as the average of the distance matrix that represents the length of the shortest paths between all connected nodes.

**Clustering coefficient**

The clustering coefficient \( C.C(i) \) of a node \( i \) is the fraction of its neighbors that are connected one to each other. Given the set of \( k(i) \) neighbors of a node \( i \), one could in principle have \( k(i) \) \((k(i)-1)/2\) undirected edges between them. The number of connected neighbors divided by \( k(i)(k(i)-1)/2 \) is the C.C. For a large, completely random graph the average C.C is \( < k > /N \), while for a clique (group of nodes which are completely connected to each other) the C.C is 1.

**Loop enumeration**

The loop enumeration software is available in an online tool at the following: http://peptibase.cs.biu.ac.il/graph_analysis/

A directed loop is a closed directed path containing no repetitions (i.e., none of the nodes in the loop appears twice). We define a minimal loop as a loop composed of a minimal path from one node to the other and the minimal path back to the original node.

We have developed a rapid algorithm to enumerate all such loops. The naïve algorithm would find the minimal geodesic path between all node pairs in a directed graph, \( G(V,E) \), using a BFS (Breath First Search) algorithm, and check for each source node \( v_{\text{source}} \) whether nodes at the end of the path have a direct edge to the source node \( v_{\text{source}} \). This algorithm would however count each loop multiple times (Fig. S1). The only way to count each loop once would be to maintain a list of all loops, and check for those only present once in the list. This naïve algorithm is extremely costly, and becomes impractical even for networks of a few hundred nodes.

We developed a practical algorithm that counts each node only once. If a loop of size \( r \) is counted \( j \) times in the naïve algorithm, the loop counter of size \( r \) increases only by \( 1/j \), each time this loop is measured. \( j \) is the number of nodes in the loop, with a directed distance of \( r \) to the node pointing to them in the loop. In other words, if in a loop of length 8 (for example), the distance from a node \( v_i \) to its precedent is less than 8, it implies that there is a shortcut in this loop, and one will not count the loops when starting from \( v_i \) (Fig. S5). A loop of size \( r \) would be counted exactly \( r \) times only if the direct distance from each node to its precedent is \( r-1 \). We thus do not use a data structure but only count for each loop how many nodes have a distance of \( r-1 \) to their precedent.

The total cost of the algorithm is \( O(V^2E^2L) \) where \( L \) denotes the average geodesic path length. The total memory cost is \( O(V^4E^2) \) (in the worst case), where \( V \) denotes the number of all the shortest paths between pairs of nodes, and \( L \) denotes the average geodesic path length.

**Translation of networks to a graph**

The genetic networks studied here were obtained from multiple sources. The yeast network was obtained from the Biological General Repository for Interaction Datasets (BioGRID; http://bidata.mshri.on.ca/grid). We considered only genetic interactions, such as Dosage Growth Defect, Dosage Lethality, Phenotypic Enhancement etc., each TF was considered as a node and each genetic interaction was considered as an edge with equal weight. The E. coli genetic network was obtained from the regulodb database. The mouse gene regulatory network was created according to the Ahn et al. analysis. We used an upper threshold of 0.4, and obtained a network with 20,143 genes and 128,551 connections.
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