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ABSTRACT

The pre-trained neural models have recently achieved impressive performances in understanding multimodal content. However, it is still very challenging to pre-train neural models for video and language understanding, especially for Chinese video-language data, due to the following reasons. Firstly, existing video-language pre-training algorithms mainly focus on the co-occurrence of words and video frames, but ignore other valuable semantic and structure information of video-language content, e.g., sequential order and spatiotemporal relationships. Secondly, there exist conflicts between video sentence alignment and other proxy tasks. Thirdly, there is a lack of large-scale and high-quality Chinese video-language datasets (e.g., including 10 million unique videos), which are the fundamental success conditions for pre-training techniques.

In this work, we propose a novel video-language understanding framework named Victor, which stands for Video-language understanding via Contrastive multi-modal Pre-training. Besides general proxy tasks such as masked language modeling, Victor constructs several novel proxy tasks under the contrastive learning paradigm, making the model more robust and able to capture more complex multimodal semantic and structural relationships from different perspectives. Victor is trained on a large-scale Chinese video-language dataset, including over 10 million complete videos with corresponding high-quality textual descriptions. We apply the pre-trained Victor model to a series of downstream applications and demonstrate its superior performances, comparing against the state-of-the-art pre-training methods such as VideoBERT and UniVL. The codes and trained checkpoints will be publicly available to nourish further developments of the research community.
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1 INTRODUCTION

Inspired by the revolutionary successes of pre-training strategies in natural language processing [8, 25, 31, 37, 44], there has been a steady momentum of breakthroughs in vision-language pre-training techniques [5, 9, 10, 18, 20, 21, 26, 30, 32, 34, 39]. However, most of existing vision-language pre-training methods are focusing on image-language pre-training tasks. The pre-training techniques developed for video-language pre-training are still relatively limited [17, 19, 27, 35, 36]. VideoBERT [36] and CBT [35] are the pioneering video-language pre-training methods that are developed based on the Transformer [41] structure and three widely used proxy tasks, i.e., masked language modeling, masked frame modeling, and video and sentence alignment. To support both discriminant and generation tasks, UniVL [27] further introduces an encoder-decoder pre-training framework with masked sentence generation task. Figure 1 shows an example of these proxy tasks.

Compared with image-language pre-training, video-language pre-training has the following main challenges. First, videos are dynamic and have more complex spatiotemporal and sequential relationships than static 2D images. The spatiotemporal relationship reflects the correlation of video frames, and the sequential relationship verifies the semantic coherence, including visual frames and textual segmentations. Most existing video-language pre-training models are directly extended from image-language pre-training...
methods without exploiting these unique video and language relationships. Second, there are conflicts between the typical implementation of Video Sentence Alignment (VSA) [36] and other proxy tasks. The reason is that mismatched video-text pairs would force the model to fuse irrelevant multimodal signals to understand video and language with other proxy tasks [21, 34]. Third, existing video-language datasets are mainly crawled from websites, leading to lots of semantic irrelevant video-text pairs in the dataset. There is a lack of large-scale and high-quality datasets for video-language pre-training, especially Chinese video-language datasets.

To tackle these aforementioned challenges, we firstly propose a novel video-language pre-training framework, namely Victor (i.e., Video-language understanding via Contrastive multiTimOdal pRe-training). Specifically, Victor is based on the encoder-decoder framework, whose backbone is a stacking of Transformers [41]. The encoder part can be used to learn robust multimodal representations of video and text for downstream discriminant tasks such as classifications and cross-modal retrieval. The decoder part emphasizes the ability of generations, which can be applied to downstream generation tasks such as video caption and summarization. The proxy tasks of Victor fall into two categories: 1) reconstructive proxy tasks, and 2) contrastive proxy tasks.

- The reconstructive proxy tasks of Victor include two general tasks, i.e., Masked Language Modeling (MLM) and Masked Sentence Generation (MSG), which have been used in previous work [27]. In addition, we also propose the following two novel reconstructive proxy tasks from the sequential structure perspective, i.e., Masked Frame Order Modeling (MFOM) and Masked Sentence Order Modeling (MSOM). The objective is to learn the semantic sequential order information from both video frames and sentence segmentations.

- The contrastive proxy tasks include three novel tasks, i.e., dual Video Sentence Alignment (dual-VSA), intra-Masked Frame Modeling (intra-MFM), and inter-Masked Frame Modeling (inter-MFM). We extend typical VSA [36] to dual-VSA to avoid forcing the model to fuse inaccurate multimodal signals. The intra-MFM and inter-MFM proxy tasks aim to exploit the spatiotemporal supervision signals in the video. Particularly, intra-MFM focuses on the spatial standpoint within a video, and inter-MFM emphasizes the spatiotemporal standpoint among different videos. In this work, we formulate all the contrastive proxy tasks under the contrastive learning paradigm [2, 12]. The basic principle is to make positive/negative query-key pairs similar/dissimilar by the ranking loss or noise contrastive estimation (NCE) loss. Inspired by MoCo [12], we additionally build a dynamic memory queue to track keys across mini-batches for better training.

Note that the data pre-processing for MLM, MFOM, and MSOM can be regarded as data augmentations in this work, which makes comparative learning tasks more robust.

To empower the model with rich Chinese knowledge, it is essential to perform pre-training on large-scale and high-quality Chinese video-language datasets. In this work, we also collected A Large-scale ChInese VideO-LanGuage dataset, named ALIVOL-10M, from one of the world’s largest e-commerce platforms. In ALIVOL-10M, there are more than 10 million short-videos, instead of video clips cut from complete videos as in existing datasets such as HowTo100M [28]. The total duration of videos in ALIVOL-10M is about 99 thousand hours. To the best of our knowledge, ALIVOL-10M is the largest Chinese video-language dataset. Moreover, all the videos in ALIVOL-10M are carefully produced by professional content creators, and each video is accompanied by a manually written high-quality text description. Furthermore, each video in ALIVOL-10M also contains various manually annotated information, e.g., plot categories, e-commerce categories, and semantic tags. These additional knowledge provides several new credible downstream applications for evaluation. Figure 2 illustrates an example of the videos in ALIVOL-10M.
The main contributions made in this work are as follows:

- We propose a novel encoder-decoder framework, named Victor, for video-language pre-training with novel proxy tasks, including MPOM, MSOM, dual-VQA, intra-MFM, and inter-MFM. Victor is able to capture the sequential structure and spatiotemporal information from the video and language data.
- We formulate the proposed contrastive proxy tasks, i.e., dual-VQA, intra-MFM, and inter-MFM, under the contrastive learning paradigm with an advanced momentum updating strategy.
- We build to-date the largest Chinese video-language dataset for video-language pre-training, i.e., Alivol-10M, which includes over 10 million high-quality e-commerce videos and corresponding human-created text descriptions.
- Experimental results on Alivol-10M demonstrate that Victor achieves significant improvements over state-of-the-art (SOTA) video-language pre-training methods, i.e., VideoBERT and UniVL, on four different downstream applications. We also conduct an in-depth analysis about the impacts of different proxy tasks on the pre-training performances. The source codes of Victor, pre-trained models, and evaluation dataset will be released to nourish further developments of the research community.

2 RELATED WORK

The large scale pre-training techniques have been widely studied in recent years. In the language domain, Transformer [41] based approaches pre-trained with the masked language modeling (MLM) objective have revolutionized Natural Language Processing (NLP). BERT [8], RoBERTa [25], ALBERT [45], XLNET [44], T5 [31], and ERNIE [37] are the representative methods which have been used across different NLP tasks. Riding on the successes of BERT-style pre-training models in NLP, numerous visual-linguistic pre-training models have been developed. For example, ViLBERT [26] and LXMERT [39] are the pioneering image-language pre-training methods, which adopt two separate Transformers for encoding image and text independently and a third Transformer for later multimodal fusion. Compared with these two-stream frameworks, VL-BERT [34], Unicoder-VL [18], OSCAR [20], and UNITER [5] use one shared BERT model to build a single-stream architecture. These models mainly employ MLM and image-text matching as pre-training tasks. Moreover, the recent work DALL-E [32] and TDEN [21] also make impressive progress on generation tasks, e.g., text-to-image generation and image captions.

For video-language pre-training, VideoBERT [36] and CBT [35] are the pioneers to explore the capability of pre-training models, which are single-stream and two-stream architectures respectively. For better pre-training on generation tasks, UniVL [27] proposes an encoder-decoder framework based on the two-stream architecture. HERO [19] further encodes multimodal inputs in hierarchical transformers with two new proxy tasks, i.e., video-subtitle matching and frame order modeling. ClipBERT [17] proposes to utilize a sparse sampling strategy to model videos from raw pixels. CUPID [47] is a recent work studying the domain gap between video-language pre-training and fine-tuning. These pre-trained models have been applied in various downstream applications, e.g., action recognition [13], video caption [6, 29], video retrieval [43], and video question answering [11, 16]. The video-language data has more complex semantic structures and relationships than the image-language data, leading video-language pre-training to be a much more challenging research problem. However, existing video-language pre-training works lack detail exploring these unique challenges, such as the spatiotemporal and sequential relationships.

Large-scale and high-quality datasets are the fundamental success condition for large-scale pre-training techniques. For image-language pre-training, there exist numerous large-scale and high-quality datasets with over 100 thousand unique images, including English datasets [15, 24] and Chinese datasets [10, 23] (10 millions level). However, there are only three datasets including over 100 thousand unique videos for video-language pre-training, i.e., TGIF [22], AutoGIF [29], and HowTo100M [28]. All TGIF, AutoGIF, and HowTo100M are English datasets and crawled from open websites. There exist lots of videos with irrelevant textual descriptions. Moreover, to the best of our knowledge, there are no large-scale Chinese video-language datasets. Thus, there is an urgent need to pre-train, evaluate, and release models on a large-scale and high-quality Chinese video-language dataset.

In contrast to the boom in the image-language pre-training area, pre-training for video and language is still in infancy. Additionally, there is no existing work performing large-scale video-language pre-training on Chinese data. In this work, we aim to propel video-language pre-training in two dimensions: 1) developing a better video-language pre-training model, especially for capturing spatiotemporal and sequential relationships of the video and language data; 2) evaluating and releasing models pre-trained on the large-scale and high-quality Chinese video-language dataset.

3 METHOD

In this section, we first introduce an overview of the Victor model and then describe the designed proxy tasks from two perspectives. After that, we will introduce the model optimization strategy.

3.1 Model Overview

The video-language pre-training problem can be defined as: given a video and the corresponding textual descriptions as a pair data \( (V, T) \), the pre-training model is to learn joint video and text representation network \( f(V, T) \) with the self-supervision approach. The representation network \( f(V, T) \) is expected to maximize the mutual information and preserve the complementary information of multi-modalities. Thus, it can be further fine-tuned for various downstream applications, e.g., video classifications and captions. As discussed in recent work in NLP [31] and multimodal pre-training [27], the encoder-decoder framework usually achieves the best performances for both discriminant and generation tasks. Motivated by these observations, we also adopt the encoder-decoder architecture as pre-training framework to learn \( f(V, T) \) in this work. The detailed architecture of Victor is illustrated as follows.

Input Embedder. For each textual description \( T \), we follow BERT [8] and tokenized the input sentence into WordPieces [42], i.e., \( T = \{ \text{word}_i \in [1, n] \} \), where \( n \) is the maximum number of tokens. Two special tokens [CLS] and [SEP] are used to indicate the beginning and ending of the input sentence, respectively. The final representation for each token is obtained via summing up its token
embedding and position embedding, followed by a layer normalization (LN) layer. For each video \( V \), we first sample a frame sequence, \( i.e., V = \{ f_i | i \in [1, m] \} \), where \( m \) is the maximum number of frames. Then, we utilize Inception-V4 [38] pre-trained on ImageNet [7] to extract visual features for each frame (denoted as \( F_{ori} \in \mathbb{R}^{1920 \times 1536} \)). Next, visual features are fed through a fully connected (FC) layer to extract visual features for each frame (denoted as \( V_i \in \mathbb{R}^{d} \)), where \( d \) is the hidden size.

**Multimodal Transformer Encoder and Decoder.** The multimodal encoder is devised to fully capture the intra-modal relationships and inter-modal interaction. Given the token embedding \( W \in \mathbb{R}^{m \times d} \) and frame embeddings \( F \in \mathbb{R}^{m \times d} \), we first concatenate them as \( [W, F] \in \mathbb{R}^{(m+n) \times d} \). Then, we further feed \([W, F]\) into a stack of transformer-based encoder blocks [41], leading to the contextual multimodal representations of each word/frame token \( \{W_E, F_E\} \in \mathbb{R}^{(m+n) \times d} \). To empower the pre-training model to have generation capability, we also involve a multimodal decoder that learns to auto-regressively reconstruct the input sentence word-by-word conditioned on the input video and masked text with unidirectional attention mechanism [21, 27]. Here, we implement the multimodal decoder by stacking transformer-based decoder blocks. In particular, each transformer-based decoder block first collects contextual information from all the “past” word tokens via unidirectional attention, and then performs cross-attention over all frame tokens for next word prediction.

Figure 3 illustrates the overall framework of the Victor model. Specifically, Victor consists of a Query Network and a Key Network. Both of them are based on the multimodal encoder-decoder framework mentioned above. The Query Network produces multimodal embeddings with masking and shuffling strategies on both textual and visual inputs, while the Key Network generates multimodal embeddings with the original inputs. After the Query/Key Network, we have multimodal frame embeddings \( F^E_E, F^K_E \in \mathbb{R}^{m \times d} \) and multimodal text embeddings \( W^E_R, W^K_R \in \mathbb{R}^{m \times d} \). Moreover, we perform max pooling for embeddings to get the general representation for visual and text, \( i.e., R_E \in \mathbb{R}^{d} \) and \( R_R \in \mathbb{R}^{d} \). Motivated by MoCo [12], the output embeddings of Key Network (\( i.e., F^K_E \), \( R_E \), and \( R_E \)) are pushed into three dynamic memory queues, which continuously generate negative samples for calculating losses for different contrastive proxy tasks. The Query Network is updated by all pre-training losses, and the Key Network is updated conditioned on Query Network weight similar to MoCo. Note all masking and shuffling strategies for Query Network inputs can be regarded as data augmentations for our proposed momentum contrastive pre-training strategy.

### 3.2 Reconstructive Proxy Tasks

**Masked Language Modeling (MLM).** Motivated by the breakthrough success of the MLM task in NLP, we leverage a multimodal version of MLM for pre-training. Following BERT, we randomly...
mask 15% text tokens with the special token [MASK] in the sentence, denoted by $W_m$. The goal is to predict these masked tokens based on the video frames $F$ and other tokens $W_{\sim m}$, by minimizing the following negative log-likelihood:

$$\mathcal{L}_{MLM}(\theta) = -\mathbb{E}_{(W,F) \sim D} \log p_{\theta}(W_{m}|W_{\sim m}, F),$$

where $\theta$ denotes the trainable parameters, and each pair $(W, F)$ is sampled from the whole training set $D$.

**Masked Sentence Order Modeling (MSOF).** The objective of MSOF is to learn the relationships of text tokens from sequential perspective. During the pre-training stage, 15% randomly selected sentences are randomly split into 3 segments, and then all the segments are shuffled by a random permuted order. We let the pre-trained model reorganize these permuted segments, modeled as a $k$-class classification problem, where $k = 3$. Empirically, the sentence reordering task can enable the model to learn the sequential semantic structure of language. Specifically, after the multimodal encoder, the embedding of [CLS] is transformed through an FC layer, followed by a softmax layer, to produce a probability. The final objective is to minimize the following negative log-likelihood:

$$\mathcal{L}_{MSOM}(\theta) = -\mathbb{E}_{(W,F) \sim D} \log p_{\theta}(y|W, F),$$

where $y$ is the ground truth of shuffled segments.

**Masked Frame Order Modeling (MFOM).** We also construct a reordering task to learn the sequential semantic structure of the video. For each frame sequence, we randomly select to shuffle 15% frames that are denoted by $F_s = \{f_{s,i}, i \in [1, N_s]\}$, where $N_s$ is the number of shuffled frames. Our objective is to reconstruct the original order of these shuffled frames. The embedding of each shuffled frame is transformed through an FC layer, followed by a softmax layer, to predict the original order index. This is a $m$-class classification problem, where $m$ is the maximum length of frame sequence. We minimize the following negative log-likelihood:

$$\mathcal{L}_{MFOM}(\theta) = -\mathbb{E}_{(W,F) \sim D} \sum_{i=1}^{N_s} \log p_{\theta}(y_{s,i}|f_{s,i}, W, F),$$

where $y_{s,i}$ is the original order index of the shuffled frame $f_{s,i}$. There exist two main differences between this MFOM proxy task and the frame order modeling task used in the HERO model [19]. One is that HERO only shuffles the unmasked frames. The other is that HERO fuses the frames and corresponding subtitles before frame shuffling. These two differences make the frame order modeling task of HERO much easier. Thus, it is more difficult for HERO to learn the sequential semantic structure of the video.

**Masked Sentence Generation (MSG).** Inspired by previous work [27, 31], we introduce the MSG proxy task to enable the multimodal decoder to auto-regressively reconstruct the input sentence word-by-word. The loss function of the MSG proxy task is defined as follows:

$$\mathcal{L}_{MSG}(\theta) = -\mathbb{E}_{(W,F) \sim D} \log p_{\theta}(\hat{w}_{i}|\hat{w}_{<i}, W, F),$$

where $W$ is the sentence with 15% masked tokens (c.f. MLM) when pre-training. To endow the model with better generation capacity, we further randomly select 15% sentences with full masked tokens.

### 3.3 Contrastive Proxy Tasks

Besides the input processing of reconstructive proxy tasks, such as masking tokens, we further randomly mask the embeddings of 15% input frames with zeros for the Query Network (Figure 3). We utilize InfoNCE [40] to define the following contrastive loss:

$$\mathcal{L}_{NCE}(q, k^+, K^-) = -\log \frac{\exp(q^T k^+/\tau)}{\exp(q^T k^+/\tau) + \sum_{k^i} \exp(q^T k^i/\tau)},$$

where $q$ and $k^+$ are a positive pair for query and key, $K^-$ denotes the negative key set, and $\tau$ is the temperature hyper-parameter. The motivation of such formulation is to train the model to maximize the mutual information of the query and positive key.

**Intra-Masked Frame Modeling (intra-MFM).** The objective of this proxy task is to guide the model to exploit the inherently spatial variation across frames within a video. In particular, we first feed all encoded embeddings of masked frames from Query Network into an FC layer to project them into vectors with the same dimension as the pre-extracted input frame embeddings (e.g., Inception-V4 in our work). We denote the projected embeddings by $(g_{\theta}(F_{E,i}), i \in [1, N_m])$, where $g_{\theta}(\cdot)$ denotes the FC layer, $F_{E,i}$ is the encoded embedding of the $i$-th masked frame, and $N_m$ is the number of masked frames. Then, our goal is to classify the correct pre-extracted input frame embedding $F_{ori,i}$ comparing to the rest input frame embeddings $K_{ori}$ for the given $g_{\theta}(F_{E,i})$. Accordingly, we define the following contrastive loss for this task:

$$\mathcal{L}_{intra-MFM}(\theta) = \mathbb{E}_{(W,F) \sim D} \frac{1}{N_m} \sum_{i=1}^{N_m} \mathcal{L}_{NCE}(g_{\theta}(F_{E,i}), F_{ori,i}, K_{ori}).$$

**Inter-Masked Frame Modeling (inter-MFM).** In this proxy task, the pre-trained model is learnt to differentiate the augmented frames in the same video or from different videos. From the spatiotemporal perspective, the augmented query frame should be similar to all the other frames in the same video. For each encoded frame $\{F_{E,i}|i \in [1, m]\}$ from the Query Network, we randomly select one encoded frame $\{F_{E,j}|j \in [1, m]\}$ of the same video from the Key Network as the positive key. The frame set $K_f$ from other videos in the dynamic frame memory queue are taken as the negative keys. We define the following contrastive loss to measure the objective of the inter-MFM proxy task:

$$\mathcal{L}_{inter-MFM}(\theta) = \mathbb{E}_{(W,F) \sim D} \frac{1}{m} \sum_{i=1}^{m} \mathcal{L}_{NCE}(F_{E,i}, F_{E,j}, K_f).$$

where $m$ is the maximum number of sampled frames of a video.

Such design goes beyond the traditional self-supervision in one video with data augmentation, and fetches more positive frame patches within the same video as supervision for contrastive learning. It sheds new light on objects with temporal evolution (e.g., new views/poses of objects). This task elegantly takes the advantage of spatiotemporal structure within videos, and thus strengthens the unsupervised visual and textual feature learning for multimodal video understanding.

**Dual Video and Sentence Alignment (dual-VSA).** We also involve VSA task to strengthen global representations for video and language understanding. Nevertheless, the typical implementation
of VSA (e.g., VideoBERT [8]), i.e., taking the mismatched video and text as inputs and utilizing the output embedding of [CLS] to perform the binary classification, would hurt the performances of downstream discriminant applications. One possible reason is that the introduced mismatched vision-text pairs through shared multimodal encoder would hamper the pre-training of other proxy tasks [21, 34]. In this work, we only take matched video-text pairs as inputs, and utilize the representation of frames/text to retrieve the representation of corresponding text/frames.

In particular, taking the representation of frames $r_f$ as query, the representation of text $r_t$ from the same video is the positive key, and the text representation set $k_t$ encoded by the Key Network from other videos in the dynamic textual memory queue are taken as the negative keys. Then, we can define the following loss function:

$$L_{\text{dual-VSA-ct}}(\theta) = E(W,F) - D\cdot L_{\text{NCE}}(r_f, r_t, k_t^c).$$  \hspace{1cm} (8)

Similarly, we have the dual loss function as follows:

$$L_{\text{dual-VSA-c2t}}(\theta) = E(W,F) - D\cdot L_{\text{NCE}}(r_t, r_f, k_t^c).$$  \hspace{1cm} (9)

where $k_t^c$ is the visual representation set encoded by the Key Network from other videos in the dynamic visual memory queue.

### 3.4 Model Optimization

The overall training objective of the proposed pre-training model combines the loss functions of all proxy tasks as follows:

$$L = L_{\text{MLM}} + L_{\text{MSOM}} + L_{\text{MFOM}} + L_{\text{MSG}} + L_{\text{intra-MFM}} + L_{\text{inter-MFM}} + L_{\text{dual-VSA-ct}} + L_{\text{dual-VSA-c2t}}. \hspace{1cm} (10)$$

In the proposed model, the Query Network is directly optimized by using SGD algorithm to minimize $L$. The weights of Key Network are accordingly updated conditioned on the Query Network weights via a momentum updating strategy:

$$\theta_k = \alpha \cdot \theta_k + (1 - \alpha) \cdot \theta_q,$$

where $\alpha$ stands for momentum value, $\theta_k$ and $\theta_q$ are the parameters of Key Network and Query Network, respectively. This form of contrastive learning can achieve superior performances, due to the large memory queue and the small feature drift during the training process.

### 4 EXPERIMENTS

In this section, we first introduce the Alivol-10M dataset and experimental settings. Then, we describe comprehensive experiments on different downstream tasks, including cross-modal video retrieval, video classifications, content-based video recommendation, and multimodal video caption. Finally, extensive ablation studies are presented for in-depth analysis of different pre-training settings.

### 4.1 Pre-Training Dataset

Most existing datasets for video-language pre-training are in English. To empower the pre-trained model with Chinese knowledge and evaluate the effectiveness of the pre-training mechanism on Chinese data, we build a video-language pre-training dataset, namely Alivol-10M, from one of the world’s largest e-commerce platforms. Existing video-language datasets are usually collected from open websites [6, 22, 28, 43], where the data are freely created by users without restriction. This usually leads to the following problems in existing datasets. First, there exist many cases where videos are irrelevant to text descriptions. Second, the textual sentences may contain many meaningless tokens, thus may not be fluent in natural language. Third, video and text from open websites may also contain illegal content and user privacy information in some cases. Instead, all of the video and text data in Alivol-10M are created by professional creators, e.g., merchants, advertising companies, opinion leaders, and professional reviewers, following the standards of the e-commerce platform. For example, the videos and texts must be semantically related and must not contain illegal content. As the videos are provided by the e-commerce platform, videos in Alivol-10M mainly describe commodities in different display forms, e.g., merchandise evaluation and situation comedy. This ensures that most videos and texts describe the observed visual content. In addition, we also group the videos of Alivol-10M using three different category systems, i.e., 13 categories of plot, 153 categories of the coarse-grained product, and 11,529 categories of fine-grained product. We compare some characteristics of Alivol-10M with existing widely used datasets in Table 1. To the best of our knowledge, Alivol-10M is the first large-scale and high-quality dataset for Chinese video-language pre-training. Section A in Appendix displays several typical examples and describes more details of Alivol-10M.

### 4.2 Implementation Details

We utilize 30,000 token vocabulary and pre-trained text token embeddings of BERT-base-Chinese model\(^1\) to initialize the text token embeddings of VICTOR. Inception-V4 pre-trained on ImageNet is applied to extract frame features. The maximal input tokens of text are 128, and the maximal number of video frames is 32. For each video, we sample one frame every second. There are 12 and 2 Transformer blocks for multimodal encoder and decoder, respectively. Each Transformer block has 12 heads and 768 hidden size. The size of memory queue in contrastive learning is 65,586. The momentum value $\alpha$ is set to 0.999, and the temperature value $\tau$

\(^1\)https://github.com/google-research/bert
is set to 0.7. We adopt Adam [14] as the optimizer with an initial learning rate $10^{-4}$, and set the batch size to 128 for each GPU. We pre-train the proposed Victor model on 128 NVIDIA Tesla V100 GPUs for 30 epochs, which takes about three days. VideoBERT [36] and UniVL [27] are chosen as baseline methods. They are also pre-trained for 30 epochs on Alivol-10M. Moreover, we randomly select 200 thousand videos that are not used in the pre-training stage and use them as the data for downstream tasks. For all downstream tasks, we take 180 thousand videos to fine-tune the pre-trained model and 20 thousand videos to evaluate the performances of different baselines on downstream tasks.

4.3 Results on Downstream Tasks

4.3.1 Cross-Modal Video Retrieval. In this work, we focus on two cross-modal video retrieval tasks: text-based and image-based video retrieval. The text-based task aims to retrieve relevant videos from candidates based on the given text query. For the image-based task, we use an image as the given query to retrieve videos. In particular, for Alivol-10M, we utilize the video title and corresponding product image to retrieve relevant videos. For each video, we randomly select 100 videos as the negative ones. Therefore, we obtain 18 million text-video/image-video pairs for fine-tuning and 2 million pairs for evaluating. We introduce the following two fine-tuning strategies for these video retrieval tasks, respectively.

- **Text-based Retrieval.** The inputs of the text-based video retrieval task are the title and candidate video frames. Similar to the dual-VSA task in pre-training, we also utilize max pooling to obtain the overall representations of text and vision, which are utilized to calculate the matching score based on Cosine distance.

- **Image-based Retrieval.** Besides the query image, the inputs of the image-based video retrieval task include the title and frames of the candidate video. During fine-tuning, we replace the first frame of the candidate video as the query image. The matching score is calculated as the same as in text-based video retrieval.

From Table 2, we can note that Victor achieves the best performances comparing to baseline methods with a large extent for two cross-modal video retrieval tasks. In particular, for the image-based video retrieval task, Victor achieves the significant absolute improvement over the second-best method (i.e., VideoBERT) by 5.81%, in terms of R@10. There are two potential reasons. Firstly, this may be caused by the advantage of the dual-VSA proxy task for learning cross-modal semantic representations. Secondly, the inter-MFM task captures the spatiotemporal information of the video to distinguish the query image and candidate frames. Figure 4 and Figure 5 show case studies for text-based and image-based video retrieval, respectively. Section B in Appendix further introduces more case studies for intuitive understandings.

4.3.2 Multi-level Video Classification. For each video in Alivol-10M, it has three different types of category labels from different levels, i.e., plot category (Plot), coarse-grained product category (TopCate), and fine-grained product category (LeafCate). As there exist great differences in the classification systems of these three types of categories, it is necessary for the pre-trained model to understand videos from different aspects for making an accurate classification. In particular, we utilize an additional FC layer after the output embedding of [CLS] to fine-tune pre-trained models for the plot classifier. For the other two multi-level product categories, we add two different FC layers after the output embedding of [CLS] to fine-tune pre-trained models simultaneously. The motivation is that these two multi-level product categories are interrelated. The video classification results are summarized in Table 3. For all three category classification tasks, Victor significantly outperforms other two baselines. These results demonstrate the effectiveness of the proposed pre-training strategy for different video classification tasks.
Table 4: Results of the multimodal video caption task.

| Methods   | BLEU-1 | BLEU-4 | Meteor | Rouge-L | Cider |
|-----------|--------|--------|--------|---------|-------|
| VideoBERT | 23.98  | 9.90   | 11.36  | 20.01   | 0.66  |
| UniVL     | 24.52  | 11.33  | 11.89  | 21.19   | 0.78  |
| Victor    | 28.38  | 14.75  | 13.82  | 23.89   | 1.10  |

4.3.3 Content-Based Video Recommendation. The content-based video recommendation task aims to recommend videos to a user based on the multimodal information of videos viewed by her [3, 4]. Thus, the multimodal representations of videos are crucial for the content-based video recommendation task. We utilize users’ video viewing logs on the e-commerce platform to evaluate the performance of this task. Specifically, we collect seven days of user video viewing logs as training data, and the user video viewing logs in the following day are used as test data. To this end, we have about 200 thousand users with 1 million logs for training and about 30 thousand users with 200 thousand logs for evaluation. The DIN [46] model, which is a well-known recommendation method, is selected as the backbone. The video representations are extracted by pre-trained models, which are the output embeddings of [CLS]. Area Under the receiver operating characteristic Curve (AUC) and Hit Ratio at rank K (denoted by HR@K) are selected as evaluation metrics. Table 3 summarizes the video recommendation results. As shown in Table 3, Victor achieves the best performances, in terms of both AUC and HR. This again demonstrates the multimodal representing capacity of our pre-trained model.

4.3.4 Multimodal Video Caption. The objective of multimodal video caption is to generate a sequence of descriptive sentences based on a given video and some textual hints. In this work, we choose the video title and frames as inputs to generate the video abstract (c.f. Figure 2). We use the beam search with setting beam size to 5, and adopt the following corpus-level generation evaluation metrics using the open-source tool\(^2\), including BLEU-3, BLEU-4, Meteor, Rouge-L, and Cider. Table 4 summarizes the video caption performances achieved by all methods. We can note that our pre-training model Victor outperforms UniVL, which is the SOTA pre-training model for generation task. These results verify the generation capacity of our proposed model. Figure 6 shows a case study for the multimodal video caption task. More case studies can be found in Section C in Appendix.

4.4 In-depth Analysis

We also perform experiments analyzing the effectiveness of our model design, especially focusing on different combinations of the proxy tasks. Table 5 summarizes the ablation study results on different scale pre-training datasets, under different proxy tasks. Particularly, we use 10M to denote Alivol-10M, and 100K to denote a randomly sampled subset of Alivol-10M that contains 100 thousand videos. From Table 5, we can make the following observations. Firstly, M6 consistently outperforms M5. This indicates that the pre-training method benefits a lot from the larger pre-training dataset. It also verifies the contribution of training and releasing the pre-trained model on a large-scale Chinese video-language dataset.

\(^2\)https://github.com/Maluuba/nlg-eval

Secondly, comparing the performances of M1 and M2, we can note that MSOM and MFOM significantly improve the accuracy of the Pool classification task. This indicates that sequential characteristics of sentence and video frames can benefit the tasks relying on sequential reasoning. Thirdly, the method M3, which considers Intra- and Inter-MFM, not only achieves the best results in TopCate and LeafCate classification, but also achieves significantly better video retrieval accuracy than M1 and M2. This demonstrates the importance of modeling spatiotemporal information of videos. Fourthly, although M4 improves the R@10 of video retrieval tasks, the performances of video classification tasks drop a lot. Instead, the method M6 achieves better results than M4 and comparable results with M3, in video classification tasks. Moreover, M6 achieves the best video retrieval performances. These observations verify the motivation of introducing dual-VSA.

5 Conclusion and Future Work

In this paper, we propose a novel encoder-decoder framework, namely Victor (i.e., Video-language understanding via Contrastive multTimodal pRe-training), for video-language pre-training with novel reconstructive proxy tasks and contrastive proxy tasks. To support Chinese video-language pre-training, we also build to-date the largest Chinese video-language dataset Alivol-10M, which includes more than 10 million videos and corresponding text descriptions. Experimental results on Alivol-10M demonstrate that the proposed Victor model effectively exploits the multimodal information of the video-language data to achieve better performances than STOA video-language pre-training methods in downstream tasks, including cross-modal video retrieval, multi-level video classification, content-based video recommendation, and multimodal video caption. For future work, we would like to pre-train the proposed Victor on large-scale English datasets, e.g., HowTo100M [28], and study its performances in different downstream tasks.
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A ALIVOL-10M

In this section, we introduce the distributions of video length and video title length in ALIVOL-10M dataset. In particular, Figure 7 shows the distribution of video length in ALIVOL-10M. We can observe that the lengths of most videos are 15-40 seconds, which are the most popular micro-video length at present on online micro-video platforms (e.g., TikTok and Kuaishou). Figure 8 shows the distribution of video title length in ALIVOL-10M.

In order to attract users to watch videos, the titles of videos are short and attractive. Figure 9 shows three example videos of ALIVOL-10M. Besides the video frames and titles, each video also contains three different categories, a corresponding e-commerce product with images, and a long-text abstract. From these three videos, we can observe the following properties of ALIVOL-10M: 1) high-resolution videos; 2) attractive title including short-text title and long-text abstract, related to video semantically; 3) multi-level categories; 4) associating related products so that more application developments can be carried out.

B CASE STUDIES FOR CROSS-MODAL VIDEO RETRIEVAL

Figure 10 shows three examples of the text-based video retrieval task based on the pre-trained Victor model. We can note that the pre-trained Victor model recall the ground truth in top 3 results in all three cases. Moreover, in the first two cases, we can observe that the other two videos in top-3 recalled results are also relevant to query titles. In the third case, the second result is a bad case, whose product is not jeans.

Figure 11 shows three examples of the image-based video retrieval task based on the pre-trained Victor model. In the first two cases, all the recalled videos are relevant to the query image. However, in the third case, the third retrieved video describes a laptop instead of a teapot. Over all, Figure 10 and Figure 11 demonstrate the capacity of the pre-trained Victor model in the retrieval tasks.

C CASE STUDIES FOR MULTIMODAL VIDEO CAPTION

Figure 12 shows three examples of multimodal video caption task based on the pre-trained Victor model. From the Figure 12, we can note that the generated text is semantically related to the video content, with correct grammar and fluent language. Moreover, it also has the same attractive language style as video abstracts.
### Abstract

**Vase/Flower/Imitation Flower**

| Categories (multi-level) | Video Frames | Images of Corresponding Products |
|--------------------------|--------------|---------------------------------|
| Title                    |              | Children's play house mini simulation small kitchen refrigerator. |
| Abstract                 |              | 花瓶是这样用的。 |

### Abstract

**Skateboard**

| Categories (multi-level) | Video Frames | Images of Corresponding Products |
|--------------------------|--------------|---------------------------------|
| Title                    |              | Skateboard collection of curly-haired lady. |
| Abstract                 |              | 滑板是采用高科技打印技术，将插画打印进板层内部，色彩鲜艳，细节清晰明了，而且图案百变又潮流，很符合年轻人的口味哦！滑板的表面磨砂设计，有很好的防滑功能，还可以避免刮伤磕碰等意外的发生，让我们放心练板！ |

---

**Figure 9: Three example videos of Alivol-10M.**
| Query Title                                                                 | Ground Truth Video                                                                 |
|---------------------------------------------------------------------------|-------------------------------------------------------------------------------------|
| 繁华争艳的图案绣在汉服裙摆,精致大气。                                      | Top1                                                                                 |
| The prosperous and colorful patterns are embroidered on the skirt of Hanfu, which is exquisite and grand. | Top2                                                                                 |
| 施华洛世奇水晶手链，够闪够亮，精致细腻，佩戴更舒适。                      | Top3                                                                                 |
| Swarovski Crystal Bracelet, bright enough, delicate, more comfortable to wear. |                                                                                     |
| 淡淡的水洗效果设计的这款牛仔裤，颜色看上去非常清新自在。                  |                                                                                     |
| Light wash effect design of this jeans, color looks very fresh and comfortable. |                                                                                     |

Figure 10: Three example results for the text-based video retrieval task, which is fine-tuned based on our pre-trained Victor.
Figure 11: Three example results for the image-based video retrieval task, which is fine-tuned based on our pre-trained VICTOR.
**Title**
North Sea luxury sofa, enjoy a good time quietly

**Abstract**
Minimalist Nordic style, sofa, disposable fabric, beautiful and practical, medium density sponge, comfortable seating, solid wood frame, strong and durable

**Generated Text**
Low-key colors show minimalist Nordic style. The design of this modular sofa was formed in the 1940s, and the smart designer blended with the classic sense of the times and the simple sense of modernity, making the design unique. The lines are simple and smooth.