A machine learning approach to predicting dynamical observables from network structure
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Estimating the outcome of a given dynamical process from structural features is a key unsolved challenge in network science. The goal is hindered by difficulties associated to nonlinearities, correlations and feedbacks between the structure and dynamics of complex systems. In this work, we develop an approach based on machine learning algorithms that is shown to provide an answer to the previous challenge. Specifically, we show that it is possible to estimate the outbreak size of a disease starting from a single node as well as the degree of synchronicity of a system made up of Kuramoto oscillators. In doing so, we show which topological features of the network are key for this estimation, and provide a rank of the importance of network metrics with higher accuracy than previously done. Our approach is general and can be applied to any dynamical process running on top of complex networks. Likewise, our work constitutes an important step towards the application of machine learning methods to unravel dynamical patterns emerging in complex networked systems.

Modern network science has been successful at showing that accounting properly for the interaction patterns of a system’s components is crucial for describing its functionality [1][5]. Admittedly, tackling the laws that govern the relationship between the structure and function of a system is a formidable challenge. Achieving such a goal would entail not only being able to assess the impact of some structural patterns in the dynamics of networks, but also to predict dynamical outcomes from an incomplete, and often noisy, knowledge of the structure of a system. The problem is not a minor one: going from knowing the structure of a system to anticipating its dynamical response implies to sort out nonlinearities in the nodes’ responses, spatial and temporal correlations due to complex interconnection patterns, and feedbacks resulting from these interactions, among other difficulties.

On the other hand, it is known that not all network properties impact equally the dynamics of the system. Some properties are more important than others. For instance, in the context of disease spreading, the degree distribution is crucial for the critical properties of the system—that is, whether there is a vanishing threshold or not—, whereas correlations play a less determinant role [5][6]. Similar conclusions can be extracted for other dynamical processes, such as rumor spreading [7][8] and synchronization phenomena [4][9]. Tracking down which network properties are fundamental for the dynamics of the system will not only allow for more accurate dynamical predictions, but also to provide actionable responses to topological changes or control interventions to drive the system to a desired global outcome. Applications range from identifying influential and core spreaders in disease dynamics to tuning the level of synchronization of power grids, electronic circuits and neuronal systems.

Here, we address the two challenges described above. On the one hand, we develop a methodology that allows predicting several macroscopic observables for two paradigmatic dynamics: disease contagion and synchronization. In doing so, we also report on what are the most determinant topological properties for such a prediction to be accurate. Specifically, we present a general approach to predict variables associated to dynamical processes in complex networks, namely, the level of synchronization of Kuramoto oscillators and the outbreak size in a SIR (susceptible-infected-recovered) dynamics. We also evaluate the importance of network properties for the prediction of such dynamical variables. Our method is general and could be applied to other scenarios in which the aim is to predict a random dynamic variable from a subset of nodes and their dynamics. The methodology proposed here opens new paths to investigate the structure and dynamics of complex systems through modern methods of machine learning.

To formulate our framework, we depart from traditional methods from nonlinear dynamics and statistical mechanics [10] and instead use a machine learning (ML) approach. To specify the predictive learning model, we associate a dynamic variable \( Y_i \) to each node \( i \). This variable is time dependent, but can reach a constant value for stationary processes, \( Y_i(t \to \infty) = Y_i \). In the case of synchronization, \( Y_i \) can be an indicator variable such that \( Y_i = 1 \) if oscillator \( i \) is synchronized and 0 otherwise. In the case of disease spreading, we define \( Y_i \) as the expected fraction of infected nodes when the disease is seeded at node \( i \), i.e.,

\[
Y_i = \lim_{t \to \infty} \frac{1}{N} \sum_{j=1}^{N} Z_j(t),
\]

where \( Z_j = 1 \) if node \( j \) is infected and \( Z_j = 0 \), otherwise. The variable \( Y_i \) depends on the network structure, because the state of each node \( i \) is defined by the interac-
tion with its neighbors. Thus, one can assume that $Y_i$ is related to a feature vector extracted from the network structure, $X_i = \{ X_{i1}, X_{i2}, \ldots, X_{id} \}$, as

$$
Y_i = f(X_i) + \epsilon, \tag{2}
$$

where $N$ is the number of nodes and $\epsilon$ is a random error term independent of $X_i$ and normally distributed with mean zero and standard deviation $\sigma$. The feature vector represents measures that describe structural properties, which should be carefully chosen to predict the variable $Y_i$ with as higher accuracy as possible. Although the selection of the elements in $X_i$ can be done using methods for model comparison and feature selection algorithms, here we consider traditional network metrics. Specifically, we include (i) degree ($K$), (ii) clustering coefficient ($C$), (iii) closeness centrality ($CC$), (iv) betweenness centrality ($B$), (v) eigenvector centrality ($EC$), (vi) Page Rank ($PR$) and (vii) k-core ($KC$). Note that, except for the clustering coefficient, we consider measures that essentially quantify the centrality of the nodes from different perspectives [11].

The fixed but unknown function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ in Eq. (2) represents a surface in a $d$-dimensional space, where $d$ is the number of network measures in $X_i$. Its estimation is a complex high-dimensional problem that cannot be solved using traditional statistical methods because the observations are not independent. On the other hand, in terms of statistical learning, $f$ can be estimated by inference or prediction [10, 12]. In the case of inference, the goal is to understand the relationship between $Y_i$ and $X_i$, determining, for instance, the contribution of each measure $j$, $X_{ij}$, to the dependent variable $Y_i$. This kind of analysis has been applied to study the synchronization of Kuramoto oscillators using linear regression [8]. On the contrary, prediction aims at finding the estimation $\hat{Y}_i$ that can best predict $Y_i$ accurately [12]. Here we are interested in this latter approach, namely, in predicting the expected number of infected nodes when the disease starts at any given node $i$ or the state of oscillators for the synchronization dynamics. Note that the estimation of $Y_i$ is a regression problem for the disease case since $\{ Y_i \in \mathbb{R} | 0 \leq Y_i \leq 1 \}$, $i = 1, \ldots, N$, whereas it is a classification problem for the synchronization dynamics, given that in such a case the goal is to classify oscillators as partially phase-locked or unlocked.

As we are not interested in the exact form of the function $f$, but in optimum prediction of $Y_i$, we consider a ML method for the estimation of the statistical model given by Eq. (2). To this end, we need to specify a set of training examples [10], so that the machine learning algorithm learns from data automatically [13] [14], as well as a loss function, e.g., the minimization of the mean square error, $E = \sum (Y_i - \hat{f}(X_i))^2 / n$ [13], where $\hat{f}(X_i) \approx Y_i$. In what follows, we show results obtained for the two dynamical processes mentioned before applying two ML algorithms, namely, artificial neural networks and random forests [12, 15]. We stress again that our interest is in proposing a methodology that addresses the structure-dynamics dependency on networks, instead of a comparison of what is the most accurate approach one could adopt.

To perform the classification and regression, we define a set of nodes in the training set, used to adjust the function $f$ in Eq. (2). The remaining vertices that do not belong to the training set are used to evaluate the accuracy of the prediction. The way in which the training and testing sets are selected depends on the dynamics. For the prediction of the outbreak size, we consider the $k$-fold cross validation. This implies that the original data set is randomly partitioned into $k$ equally-sized sets, where $k - 1$ sets are used to train the algorithm and the remaining one is used for testing. The cross-validation process is then repeated $k$ times, with each of the $k$ sets used exactly once as the validation data. For the synchronization dynamics, being it a classification problem, we implement a stratified $k$-folds cross-validator with $k = 10$ folds. The stratified $k$-folds cross-validator returns stratified folds, preserving the percentage of samples for each class. The general approach developed here is summarized in Fig. 1 and the classifier and regression models are available at the Scikit-learn library [16]. Next, we present our results for the two dynamical processes here considered.

**Epidemic spreading** The prediction of when, how and to what extent an epidemic outbreak will take place is one of the most important challenges of modern science with fundamental implications for public health [17]. For instance, the prediction of the expected number of cases once a disease is seeded in a given individual or group of subjects would enable the identification of the most influential spreaders [7] [18] and contribute to develop methods for an efficient vaccination and disease control. Specifically, we consider a SIR (susceptible-infected-recovered) model whose dynamics has an absorbing state, i.e., the number of infected nodes goes to zero in a finite time [3] [7]. We conjecture that the outbreak size, $Y_i$ (Eq. (1)), depends on the topological properties as given by Eq. (2), where we consider that the feature vector $X_i$ contains the structural metrics listed before (i.e., properties (i) through (viii)). To determine the form of $f$ in Eq. (2), we use both artificial neural networks and random forests and predict the average size of outbreaks starting from each node $i$. 

![Figure 1: Schematic representation of the methodology employed in this paper. A subset of nodes of a given network is used to train a ML algorithm that makes predictions about the dynamics of the entire system.](image-url)

**FIG. 1** Schematic representation of the methodology employed in this paper. A subset of nodes of a given network is used to train a ML algorithm that makes predictions about the dynamics of the entire system.
FIG. 2: Prediction of the outbreak size in terms of network structure for the US air transportation network. The SIR model is simulated using $\beta = 0.3$ and $\mu = 1$. The fitted regression line is represented by the straight line, whereas the dashed line represents $x = y$. The associated coefficient of determination for the neural network is $R^2 = 0.94$ for the airport network.

To validate our approach, we use spreading data obtained from Monte Carlo simulations of the model with discrete time [19]. The process starts at one seeded node, $i = 1, \ldots, N$, and at each time step, each infected node contacts all its neighbors and transmits the disease with probability $\beta$. Infected nodes recover with probability $\mu$ and the dynamics stops when there are no infected nodes in the network. In our simulations, we consider $\mu = 1$ and $\beta = 0.3$. The training step is performed with 50% of the nodes, whereas the test is evaluated on the remaining set. Note that the observations used for testing are not considered in the training phase. Besides, we chose at random the training set, but other methods are possible too (e.g., use of a random walk or preferential sampling according to the degree). Figure 2 shows the outbreak size predicted by the model, Eq. (2), for the US air transportation network ($N = 1,574$ airports and $k = 35.87$ edges per airport). We have also tested the methodology for the Hamsterster social network ($N = 1,788$ users and $k = 13.95$ edges per user) [20], obtaining a similar fitting (see also Fig. 3 below). The result shown corresponds to the artificial neural network (we used a multilayer perceptron with 10 layers and 10 neurons in each layer), but the random forest provides similar outcomes. As it can be seen from the figure, our findings reveal that the information contained in the vector $X_i$ is suitable to predict $Y_i$ with high accuracy.

Although both methods provide similar prediction errors, the random forest presents some advantages compared to neural networks. For instance, it has only a few parameters to be tuned, like the number of trees (we used 100 trees), contrarywise to the neural network, in which we have to set the number of neurons in each layer, the number of layers, the activation function and the solver for weight optimization [16]. Important enough, a random forest algorithm also enables the quantification of the features’ importance. Basically, the importance is computed by measuring how effective the feature is at reducing uncertainty when creating the decision trees. All the values provided by the random forest sum to one and give the percentage of contribution of each measure on the prediction of the estimated quantity. Figure 3 displays the results obtained when the estimation of the outbreak size is broken down as a function of the contribution of each of the network metrics used in the feature vector. For both the US airport and Hamsterster networks, the $k$-core is the most determinant feature to predict the outbreak size. This result agrees with previous analysis of influential spreaders in networks [7, 18]. However, note that our method is more general, since the results show that there is no unique measure to identify such main propagators, but a combination of them. Moreover, observe that the contribution (influence) of each metric strongly depends on the kind of network. For instance, for the airport network, the degree is almost as relevant as the $k$-core, which is not the case for the social network analyzed here. It is also worth remarking that, at variance with previous works [7], our methodology allows for a comparison of the influence of many network properties as desired concurrently, i.e., when their possible role is considered altogether and they are combined to make the prediction better. Admittedly, as seen in the inset of Fig. 3, although the $k$-core is the most important feature, it alone is not enough to predict with the same accuracy the disease’s outbreak size, Fig. 3.

Synchronization The Kuramoto model (KM) is a paradigmatic model to study synchronization phenomena [4]. In com-
plex networks, the KM is described by the set of equations,

$$\frac{d\theta_i}{dt} = \omega_i + \lambda \sum_{j=1}^{N} A_{ij} \sin(\theta_j(t) - \theta_i(t)),$$  \hspace{1cm} (3)$$

where the oscillator $i$ has the phase angle $\theta_i$ and the natural frequency $\omega_i$. $\lambda$ represents the overall coupling strength between the oscillators and $A_{ij}$, $i, j \in \{1, \ldots, N\}$, are the elements of the adjacency matrix, i.e., $A_{ij} = 1$ if oscillators $i$ and $j$ are connected and $A_{ij} = 0$, otherwise. The degree of coherence in the system is quantified by the order parameter, $R e \psi(t) = \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j}$, and synchronization emerges when $\lambda > \lambda_c$. For uncorrelated networks, the critical coupling has been shown to be $\lambda_c = \frac{2}{g(\omega) N^{1/2}}$ \cite{21}. Thus, synchronization is expected to depend on the distribution of the natural frequencies, $g(\omega)$, and the network structure \cite{4}. We define the state of an oscillator by considering a dummy variable as $Y_i = 1$ if $\lim_{t \to \infty} |\theta_i(t) - \Omega(t)| < 1/ \sqrt{N}$ and 0 otherwise, where $\Omega(t) = \psi(t)$ is the mean-field frequency.

We predict the variable $Y_i$ using the neural network of the worm \textit{C. elegans} ($N = 297, M = 2350$) \cite{22}. To simulate the KM, we consider the Runge-Kutta integration method with a time step $dt = 0.01$ and a total simulation time $T = 400$, ignoring data for $t \in [0, 100]$. The value of the coupling strength determines the fraction of synchronized oscillators. Note that in this case, for very small values of $\lambda$, most oscillators are drifting, whereas for large $\lambda$, almost all of them are synchronized. Thus, depending on the value of $\lambda$, we can have imbalanced classes and therefore the accuracy of the classifier cannot be measured by the fraction of correct classifications. We have calculated the Receiver Operating Characteristic (ROC) curve and the corresponding Area Under the Curve (AUC) measure \cite{10}. For a classifier with no predictive power, i.e., a random guessing, $AUC = 0.5$ and the ROC curve follows the diagonal. Figure 4 shows the AUC curve for the \textit{C. elegans} network considering different coupling strengths. As before, the random forest and the multilayer perceptron provide similar levels of accuracy, being the AUC larger than 0.8 for most of the strengths. This confirms that the synchronization level of the whole system is predictable if we know the topology and the degree of synchronization of a fraction of oscillators. Moreover, as previously done, we can quantify the importance of each network measure on the synchronization dynamics. In figure 5, we present the results of this analysis. The higher the weight of a given feature in the random forest approach, the more important is the feature to predict the local synchronization. Interestingly enough, the ranking of the metrics’ importance depends on the level of synchronization. For small coupling strengths, the $k$-core plays a key role. However, as we increase the coupling, measures related to the large scale organization, like betweenness centrality, play a more important role on the prediction of the nodes’ states.

Before concluding, let us show that our approach can also
be applied when the structure of the network is not available, but the generative model of the network is known. To illustrate this point, we consider the disease dynamics and instead of sampling a real network, we use networks of different sizes generated using the Barabási-Albert (BA) recipe to train the ML model. More specifically, smaller networks are used as samples to train the algorithm and perform the prediction on the larger network. We measure the accuracy of the prediction through the mean-absolute error, defined as

\[ \text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |Y_i - \hat{Y}_i|, \]

where \( Y_i = \hat{f}(X_i) \) is the predicted value of \( Y_i \) by the regression model. This measure provides the same scale as the one measured in the epidemic process. Figure 6 presents the results for BA networks of \( N_0 = 1000 \) and \( N_0 = 5000 \) nodes. We calculate the error by selecting the samples from the network at random (\( E_s \)), and by generating networks from the BA model (\( E_m \)). Note that the networks generated by the model has the same number of nodes as used when sampling from the original network. As we can see, the difference between these errors decreases exponentially with the network size, revealing that as the size of the training network approaches \( N_0 \), the network sampling is similar to the random selection of nodes. Moreover, the difference between the errors is very small, indicating that the prediction is accurate even when very small networks are used to train the ML algorithm. Thus, if we know the model that generates a network, we can use it to train the ML model and perform the prediction in very large networks.

In summary, we have shown that it is possible to estimate dynamical outcomes in complex networks by extracting features from a small number of nodes. The methodology presented is general enough as to be accurate for two different dynamics, the spreading of diseases and the synchronization of coupled oscillators. Our results are relevant for the analysis of dynamical processes on networks and pave the way for predicting dynamics from structural knowledge. For instance, the approach presented here might enable the simulation of the dynamics of very large systems whose structure is given by a generative model by simulating smaller system sizes. Additionally, recent developments in related areas such as network inference could provide further hints to refine methods for sampling the training set. These issues, among others, will be explored in future works. Hence, our methodology opens a way to assess the dynamics of complex networks using machine learning algorithms, a direction that has already been explored in other areas of Complex Systems and Physics.
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