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Abstract. When seeking a predictive model in biomedical data, one often has more than a single objective in mind, e.g., attaining both high accuracy and low complexity (to promote interpretability). We investigate herein whether multiple objectives can be dynamically tuned by our recently proposed coevolutionary algorithm, SAFE (Solution And Fitness Evolution). We find that SAFE is able to automatically tune accuracy and complexity with no performance loss, as compared with a standard evolutionary algorithm, over complex simulated genetics datasets produced by the GAMETES tool.
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1 Introduction

One of the bread-and-butter tasks in precision medicine is that of finding a predictive model for a given dataset. Commonly, a dataset will include various features—genetic, physiological, historical, lifestyle—pertaining to a particular outcome (condition, syndrome, disease). The modeler’s job is then to parlay this dataset into a useful model.

A useful model will predict unknown outcomes as accurately as possible, e.g., exhibiting as few false negatives/positives when given a putative case of cancer, with the objective of deciding whether it is benign or malignant. Often, though, objectives other than sheer accuracy will be of interest. For example, it might be beneficial to seek a model that is not only accurate but also simple—and thus more amenable to interpretation. Identifying the right balance of accuracy and complexity is also important in order to avoid overfitting, particularly when the optimal expected accuracy is unknown (i.e., how much true signal actually exists in the dataset).

If more than one objective is to be sought the field of multi- and many-objective evolutionary optimization has much to offer [14,20] (and indeed we have applied the SAFE algorithm studied herein to multiobjective optimization [13]). However, these approaches come with various costs, assumptions, and restrictions (the enumeration of which is beyond the scope of this paper).
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Herein we investigate whether multiple objectives can be dynamically tuned, while remaining within the realm of single-objective optimization. To wit, we present an evolutionary algorithm that ultimately seeks a single model rather than a plethora of models along a Pareto front (as done with multiobjective optimization).

In order to properly test this concept, this investigation relies on the generation of a diverse simulation study that affords us the opportunity to control the complexity and signal over a broad set of scenarios. To this end, we have opted to utilize a tool called GAMETES [18] that allows us to rapidly generate complex biallelic single nucleotide polymorphism (SNP) disease models and associated simulated datasets.

Our aim is to find models that are both accurate and simple for datasets produced by GAMETES, which span a wide range of constraints. Toward this end we employ two evolutionary algorithms (EA). The first is a standard EA that combines model accuracy and model complexity into a single fitness function through fixed weighting. The second EA is our recently developed SAFE algorithm, [13, 14] which automatically tunes both accuracy and complexity by harnessing the potential of coevolution. This is in-line with the concept of data/problem driven model optimization.

The study presented herein is still work-in-progress. The main question we ask is: Within a scenario of model discovery can we forgo the need to a-priori perform a balancing act between multiple objectives? To wit, our main aim is to show that one can forgo weighting components of the objective function, letting these be balanced automatically—with no loss in performance. We believe this avenue of investigation to be potentially valuable to downstream large-scale biomedical data analysis, where it will become less computationally feasible to perform predictive modeling over an array of pre-defined accuracy/complexity trade-off weights.

Section 2 presents the GAMETES dataset generation tool. Section 3 presents the SAFE algorithm. Section 4 presents our experimental setup and results, followed by concluding remarks and future directions in Section 5.

2 Genetic Architecture Model Emulator for Testing and Evaluating Software (GAMETES)

The GAMETES software was designed to rapidly and ‘randomly’ generate $n$-locus biallelic SNP models of disease that represent pure, strict examples of statistical epistasis [18]. In other words, individual SNPs in these models have no independent main effects, nor any subset of ‘nested’ SNPs in the overall $n$-locus model have an association with outcome (i.e., no subset of 2 SNPs within a 3-locus model are predictive). The models generated by GAMETES must also conform to the constraints specified by the user, including: heritability, individual SNP minor allele frequencies, population prevalence, and the order of interaction—$n$. 
GAMETES was extended with the ability to estimate model difficulty directly from the penetrance function it produced as the model [17]. This allows researchers to rapidly generate a population of ‘random’ models that each fit the standard model constraints defined by the user. We can then select models at the extremes of this distribution to capture the detection difficulty beyond the standard specified model constraints, which the authors referred to as ‘model architecture’. In the present study models with a maximally difficult architecture are designated as ‘EDM-1’, while those with a maximally easy architecture are designated as ‘EDM-2’. Once models have been generated, GAMETES also includes a simple dataset simulation strategy to embed the specific simulated epistatic model in a dataset among other randomly generated non-predictive SNPs.

Similar to previous applications of GAMETES designed to test novel machine learning methodologies in complex biomedical data tasks [19], in the present study we applied GAMETES to generate 2-locus and 3-locus datasets, over a range of heritabilities (i.e., 0.1, 0.2, 0.3, 0.4), with minor allele frequencies fixed at 0.2, and model prevalence values allowed to vary during ‘random’ model generation. For simplicity, in the present study we generated all datasets to have a sample size of 800, and a total of 100 features.

Due to the pseudo-random model generation strategy utilized by GAMETES, it is nearly impossible to automatically generate models approaching a heritability of 1 in a reasonable amount of time. Therefore, we utilized GAMETES’s ‘custom’ model generation function within the software’s graphical user interface to generate a 2-way and 3-way biallelic pure, strict, epistatic model with a heritability of 1, referred to in related work as the XOR model.

The GAMETES version used in this study is available at https://github.com/UrbsLab/GAMETES.

3 Solution and Fitness Evolution (SAFE): Previous and Current Work

Coevolutionary algorithms simultaneously evolve two or more populations with coupled fitness [10]. Strongly related to the concept of symbiosis, coevolution can be mutualistic (cooperative), parasitic (competitive), or commensalistic. In cooperative coevolution, different species exist in a relationship in which each individual (fitness) benefits from the activity of the other; 2) in competitive coevolution, an organism of one species competes with an organism of a different species; and 3) with commensalism, members of one species gain benefits while those of the other species neither benefit nor are harmed. The idea of coevolution originates (at least) with Darwin—who spoke of “coadaptations of organic beings to each other” [3].

SAFE is a coevolutionary algorithm that maintains two coevolving populations: a population of candidate solutions and a population of candidate objec-

---

[3] https://en.wikipedia.org/wiki/Symbiosis
To date, we applied SAFE within two domains: evolving robot controllers to solve mazes [14] and multiobjective optimization [13].

Applying SAFE within the robotic domain, an individual in the solutions population was a list of 16 real values, representing the robot’s control vector (“brain”). The controller determined the robot’s behavior when wandering a given maze, with its phenotype taken to be the final position, or endpoint. The endpoint was used to compute standard distance-to-goal fitness and to compute phenotypic novelty: compare the endpoint to all endpoints of current-generation robots and to all endpoints in an archive of past individuals whose behaviors were highly novel when they emerged. The final novelty score was then the average of the 15 nearest neighbors. An individual in the objective-functions population was a list of 2 real values \([a, b]\), balancing ‘distance to goal’ and novelty. SAFE performed far better than random search and a standard fitness-based evolutionary algorithm, and compared favorably with novelty search. Figure 1 shows sample solutions found by SAFE. For full details see [14].

The second domain we applied SAFE to was multiobjective optimization [13]. With a multiobjective optimization problem there is usually no single-best solution, but rather the goal is to identify a set of ‘non-dominated’ solutions that represent optimal tradeoffs between multiple objectives—the Pareto front. Usually, a representative subset will suffice. Specifically, we applied SAFE to the solution of the classical ZDT problems, which epitomize the basic setup of multiobjective optimization [6, 21]. For example, ZDT1 is defined as:

\[ f_1(x) = x_1, \]

\[ g(x) = 1 + \frac{9}{(k - 1)} \sum_{i=2}^{k} x_i, \]

\[ f_2(x) = 1 - \sqrt{f_1/g}. \]
The two objectives are to minimize both $f_1(x)$ and $f_2(x)$. The dimensionality of the problem is $k = 30$, i.e., solution vector $x = x_1, \ldots, x_{30}$, $x_i \in [0, 1]$. The utility of this suite is that the ground-truth optimal Pareto front can be computed and used to determine and compare multiobjective algorithm performance. SAFE maintained two coevolving populations. An individual in the solutions population was a list of 30 real values. An individual in the objective-functions population was a list of 2 real values $[a, b]$, defining a candidate set of weights, balancing the two objectives of the ZDT functions: $a$ determined $f_1$’s weighting and $b$ determined $f_2$’s weighting.

We tested SAFE on four ZDT problems—ZDT1, ZDT2, ZDT3, ZDT4—recording the evolving Pareto front as evolution progressed. We compared our results with two recent studies by Cheng et al. [2] and by Han et al. [5], finding that SAFE was able to perform convincingly better on 3 of the 4 problems. Figure 2 shows four Pareto fronts produced by SAFE, compared with the optimal ground truth Pareto fronts as defined by the ZDT functions. For full details see [13].

![Fig. 2. Multiobjective optimization. Four sample solutions (Pareto fronts) produced by SAFE, compared with the true fronts.](image)

We now turn to our current work. The evolution of each population is identical to a standard, single-population evolutionary algorithm—except where fitness computation is concerned. Below we describe the following components
of the system: (1) populations, (2) initialization, (3) selection, (4) elitism, (5) crossover, (6) mutation, (7) fitness.

**Populations.** SAFE maintains two coevolving populations. Whereas previously we employed linear genomes, herein we expanded SAFE to accommodate genetic programming (GP) computational trees.

An individual in the **solutions population** is a model tree composed of functions (internal nodes) and terminals (leaf nodes), which are specified in the function and terminal sets, respectively. The function set consists of arithmetic and relational operators (Table 1). The terminal set depends on the particular GAMETES dataset used, e.g., for the sample model tree shown in Figure 3 this set includes 100 terminals: \{N0, ..., N97, M0P3, M0P4\}, with M0P3 and M0P4 being the predictive features.

**Table 1.** Function set. NB: \( f_{\text{div}} \) differs from the ubiquitous protected-division operator: \( x/y \) if \( y \neq 0 \) else \( c \); we used instead the better operator suggested by [9].

| Function | Returns |
|----------|---------|
| \( f_{\text{add}}(x,y) \) | \( x + y \) |
| \( f_{\text{sub}}(x,y) \) | \( x - y \) |
| \( f_{\text{mul}}(x,y) \) | \( x * y \) |
| \( f_{\text{div}}(x,y) \) | \( x/\sqrt{1 + y * y} \) |
| \( f_{\text{mean}}(x,y) \) | \( (x + y)/2 \) |
| \( f_{\text{eq}}(x,y) \) | \( 1 \) if \( x = y \) else \(-1\) |
| \( f_{\text{neq}}(x,y) \) | \( 1 \) if \( x \neq y \) else \(-1\) |
| \( f_{\text{lt}}(x,y) \) | \( 1 \) if \( x < y \) else \(-1\) |
| \( f_{\text{lte}}(x,y) \) | \( 1 \) if \( x \leq y \) else \(-1\) |
| \( f_{\text{gt}}(x,y) \) | \( 1 \) if \( x > y \) else \(-1\) |
| \( f_{\text{gte}}(x,y) \) | \( 1 \) if \( x \geq y \) else \(-1\) |
| \( f_{\text{min}}(x,y) \) | \( \min(x,y) \) |
| \( f_{\text{max}}(x,y) \) | \( \max(x,y) \) |

An individual in the **objective-functions population** is a list of 2 real values \([a, b]\), each in the range \([0, 1]\), whose usage is described under **fitness** below. Population sizes and other parameters are given in Table 2 (Sipper et al. [11] provide interesting insights into parameters in evolutionary computation).

**Initialization.** For every evolutionary run: the trees in the solutions population are initialized using the ramped-half-and-half method [7]; the size-2 tuples in the objective-functions population are initialized to random values in the appropriate range.

**Selection.** Whereas previously SAFE used tournament selection, herein we implemented lexicase selection, [8][16] which proved somewhat better. Lexicase selection selects individuals by filtering a pool of individuals which, before filtering, typically contains the entire population. The filtering is accomplished in steps, each of which filters according to performance on a single test case.

**Elitism.** The 2 individuals with the highest fitness in a generation are copied ("cloned") into the next generation unchanged.
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Fig. 3. Sample evolved model tree.

Table 2. Evolutionary parameters (s: solutions, o: objective functions).

| Parameter            | Value |
|----------------------|-------|
| No. replicate runs   | 30    |
| No. generations      | 2000  |
| Population size      | 100 (s), 30 (o) |
| Selection            | Lexicase |
| Crossover            | Single-point |
| Crossover rate       | 0.8   |
| Mutation rate        | 0.4   |
| Elitism              | 2     |
| Generation gap       | 5     |
**Crossover.** Subtree crossover for the solutions population, standard single-point crossover for the objective-functions population.

**Mutation.** Subtree mutation for the solutions population. For the objective-functions population mutation is done with probability 0.4 (per individual in the population) by selecting a random gene of the 2 and replacing it with a new random value in the appropriate range.

**Fitness.** Fitness computation is where SAFE dynamics come into play. In SAFE, each solution individual, $S_i$, $i \in \{1, \ldots, n\}$ is scored by every candidate objective-function individual, $O_j$, in the current population, $j \in \{1, \ldots, m\}$ (Figure 4B). This is in contrast with a standard evolutionary algorithm, where a population of solutions is evolved but the objective function is fixed (Figure 4A).

---

**Fig. 4.** A single generation of SAFE vs. a single generation of a standard evolutionary algorithm. The numbered circles identify sequential steps in the respective algorithms. The objective function can comprise a single or multiple objectives.

A candidate SAFE objective-function individual describes a candidate set of weights, balancing our two objectives of model accuracy and model complexity. The best (highest) of all calculated objective-function scores (out of the set of all individual objective functions in the objective-function population) is then assigned to the individual solution as its fitness value. One can think of other ways to perform this assignment, using average, minimal, maximal, etc’ objective-function scores.
As noted above, an objective-function individual is a pair \([a, b]\); specifically, \(a\) weights the accuracy component and \(b\) weights the complexity component. \(O_j(S_i)\) is the fitness score that objective function \(O_j\) assigns to solution \(S_i\):

\[
O_j(S_i) = a_j \times \text{accuracy}_i + b_j \times \frac{1}{1 + \text{complexity}_i},
\]

where \(\text{complexity}_i\) is the number of nodes in the GP tree and \(\text{accuracy}_i\) is balanced accuracy as described in \([19]\). This latter measures true/false positives/negatives and combines them by taking into account class imbalances; the value is between 0 and 1, with 1 being perfect accuracy.

The SAFE code is available at [https://github.com/EpistasisLab/](https://github.com/EpistasisLab/).

### 4 Experimental Setup and Results

As noted in Section 1, our main goal herein is to show that we can forgo the need to a-priori perform a balancing act between multiple objectives. Our experiment thus consists of two extensive sets of runs: a standard EA with fixed weights \(a = b = 0.5\), and SAFE, which aims to automatically tune these weights with no need to pre-specify them.

We used GAMETES to generate a variegated suite of datasets, with a mixture of attributes, heritabilities, and problems. For each set of particular settings we generated 30 individual datasets, leading to 30 replicate runs for both SAFE and the standard EA. The total number of complete evolutionary runs was 840.

We used 5-fold cross-validation: Every simulation run begins by dividing the particular dataset used in that run into 5 random folds. Then, the evolutionary algorithm is run 5 times, each time with a training set of 4 folds, leaving aside a hold-out fold—the test set. The best model evolved using the training set is tested with the test set, and its test score recorded. Table 3 presents our results.

SAFE’s average of weights \(a\) and \(b\) over all runs was \(a = 0.57\) \((SD = 0.11)\), \(b = 0.43\) \((SD = 0.11)\).

The representation used for both solutions and objective functions is (as with any evolutionary algorithm) of crucial import. While the objective-function representation comprises 2 real values, the solution representation comprises a large function and terminal set. The terminal set is driven by the particular dataset at hand, but one can ask whether a different function set would produce different results. Indeed, we added the functions in Table 4 to the original set of Table 1, and both SAFE and the standard EA were able to improve the results for the 3-way XOR problem (last 2 lines of Table 3) to the near-perfect levels of 2-way XOR. This is likely due to the 3-way functions added.

### 5 Concluding Remarks

We set out to show that when engaged in model discovery we can balance multiple objectives in an automatic manner. Our results show that SAFE was able...
Table 3. Results: Each line summarizes 30 replicate runs. Attr: number of attributes (2 or 3). Herit: heritability, ∈ [0, 1]. Problem: EDM-1, EDM-2, XOR. Algorithm: SAFE, standard EA with fixed weights (FIXED). Reported algorithm statistics pertain to the 5 best models of each run, evolved for each of the 5 folds—and tested over the (left-out) respective test set. For every replicate run, compute average of the accuracy and size of the 5 best evolved fold models, and count how many use all predictive features (hence a value between 0–5); report average (sd) of all runs: Acc, Size, Pred.

| Experimental Settings | Evolved Results |
|-----------------------|-----------------|
| Attr | Herit | Problem | Algorithm | Acc | Size | Pred |
| 2 | 0.1 | EDM-1 | SAFE | 0.53 (0.03) | 7.69 (1.4) | 3.37 (1.87) |
| | | | FIXED | 0.54 (0.02) | 7.69 (2.17) | 4.03 (1.5) |
| | | EDM-2 | SAFE | 0.7 (0.02) | 11.45 (5.28) | 5 (0) |
| | | | FIXED | 0.7 (0.03) | 10.35 (5.43) | 5 (0) |
| 0.2 | EDM-1 | SAFE | 0.63 (0.03) | 8.01 (2.13) | 4.97 (0.18) |
| | | FIXED | 0.64 (0.02) | 8.16 (3.51) | 4.97 (0.18) |
| | EDM-2 | SAFE | 0.73 (0.03) | 14.52 (9.4) | 5 (0) |
| | | FIXED | 0.72 (0.03) | 14.65 (9.3) | 5 (0) |
| 0.3 | EDM-1 | SAFE | 0.68 (0.03) | 11.59 (6.42) | 5 (0) |
| | | FIXED | 0.68 (0.03) | 10.52 (5.7) | 5 (0) |
| | EDM-2 | SAFE | 0.74 (0.03) | 16.6 (9.99) | 5 (0) |
| | | FIXED | 0.74 (0.03) | 16.6 (10.82) | 5 (0) |
| 0.4 | EDM-1 | SAFE | 0.74 (0.02) | 17.33 (8.82) | 5 (0) |
| | | FIXED | 0.73 (0.02) | 22.19 (9.97) | 5 (0) |
| | EDM-2 | SAFE | 0.76 (0.02) | 19.96 (9.45) | 5 (0) |
| | | FIXED | 0.77 (0.02) | 21.92 (10.21) | 5 (0) |
| 1 | XOR | SAFE | 0.96 (0.02) | 57.8 (15.98) | 5 (0) |
| | | FIXED | 0.97 (0.02) | 62.43 (17.27) | 5 (0) |
| 3 | 0.1 | EDM-1 | SAFE | 0.49 (0.02) | 7.85 (1.74) | 0.03 (0.18) |
| | | FIXED | 0.5 (0.02) | 8.77 (2.62) | 0 (0) |
| | EDM-2 | SAFE | 0.5 (0.02) | 8.48 (2.09) | 0.53 (1.31) |
| | | FIXED | 0.5 (0.02) | 8.04 (1.44) | 0.43 (1.19) |
| 0.2 | EDM-1 | SAFE | 0.51 (0.02) | 7.93 (1.7) | 0.6 (1.43) |
| | | FIXED | 0.5 (0.02) | 8.31 (1.27) | 0.57 (1.43) |
| | EDM-2 | SAFE | 0.51 (0.02) | 8.53 (2.65) | 1.1 (1.86) |
| | | FIXED | 0.5 (0.02) | 8.05 (2.16) | 0.93 (1.68) |
| 1 | XOR | SAFE | 0.72 (0.06) | 24.04 (16.48) | 5 (0) |
| | | FIXED | 0.7 (0.06) | 20.96 (14.14) | 5 (0) |
Table 4. Additions to the function set of Table 1

| Function          | Returns                                      | Function          | Returns                                      |
|-------------------|----------------------------------------------|-------------------|----------------------------------------------|
| f_add3(x, y, z)   | $x + y + z$                                  | f_tan10(x)       | $\tan(10 \times x)$                         |
| f_mul3(x, y)      | $xy$                                         | f_min3(x, y, z)   | $\min(x, y, z)$                             |
| f_mean3(x, y)     | $(x + y + z)/3$                              | f_max3(x, y, z)   | $\max(x, y, z)$                             |
| f_m10(x)          | $x \times 10$                               | f_iflt(x, y, z)   | $y$ if $x < 0$ else $z$                     |
| f_div10(x)        | $x/10$                                       | f_ifeq(x, y, z)   | $y$ if $x = 0$ else $z$                     |
| f_mod(x, y)       | $x \% y$ if $y \neq 0$ else $0$             | f_ifgte(x, y, z)  | $y$ if $x \geq 0$ else $z$                 |
| f_abs(x)          | $|x|$                                         | f_ifgtx(x, y, z)  | $y$ if $x > 0$ else $z$                     |
| f_log(x)          | $\log(x)$ if $x > 0$ else $0$               | f_iflt(x, y, z)   | $1$ if $x < 0$ else $-1$                   |
| f_sin(x)          | $\sin(x)$                                   | f_or(x, y)       | $1$ if $x > 0$ or $y > 0$ else $-1$        |
| f_cos(x)          | $\cos(x)$                                   | f_and(x, y)      | $1$ if $x > 0$ and $y > 0$ else $-1$       |
| f_tan(x)          | $\tan(x)$                                   | f_xor(x, y)      | $1$ if $(x > 0$ and $y \leq 0$) or $(x \leq 0$ and $y > 0$) else $-1$ |
| f_sin10(x)        | $\sin(10 \times x)$                        |                  |                                             |
| f_cos10(x)        | $\cos(10 \times x)$                        |                  |                                             |

to do so with no loss in performance—despite being challenged with a more complicated task.

As noted at the outset, this research is still a work-in-progress, as suggested by our focus on complex, but smaller-scaled data analyses. While results are encouraging, there are several paths we envisage for future exploration.

First, when more objectives are added into the throes, can SAFE handle this? We are currently experimenting with a version of SAFE wherein the objective function is not a linear combination of two objectives, but a full-fledged GP tree combining several objectives.

Can SAFE not only match but indeed surpass performance of the fixed-weight EA as we expand the data scale and range of model dimensionality and types of pattern complexity?

What other problems in bioinformatics can SAFE be applied to? Are there problems and datasets with fuzzy objectives wherein SAFE can help navigate the unknown terrain?

Our final experiment with the addition to the original function set exemplified the well-known importance of representations in EAs. Representation discovery has recently been automated using a coevolutionary algorithm—OMNIREP [12, 15]. Can SAFE and OMNIREP be combined beneficially?

Ultimately, the goal is to facilitate the modeler’s job by transferring more tasks to the machine.
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