MPPT of Permanent Magnet Synchronous Generator in Tidal Energy Systems Using Support Vector Regression
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Abstract: In this paper, an improved Maximum Power Point Tracking (MPPT) algorithm for a tidal power generation system using a Support Vector Regression (SVR) is proposed. To perform this MPPT, a tidal current speed sensor is needed to track the maximum power. The use of these sensors has a lack of reliability, requires maintenance, and has a disadvantage in terms of price. Therefore, there is a need for a sensorless MPPT control algorithm that does not require information on tidal current speed and rotation speed that improves these shortcomings. Sensorless MPPT control methods, such as SVR, enables the maximum power to be output by comparing the relationship between the output power and the rotational speed of the generator. The performance of the SVR is influenced by the selection of its parameters which is optimized during the offline training stage. SVR has a strength and better response than the neural network since it ensures the global minimum and avoids being stuck at local minima. This paper proposes a high-efficiency grid-connected tidal current generation system with a permanent magnet synchronous generator back-to-back converter. The proposed algorithm is verified experimentally and the results confirm the excellent control characteristics of the proposed algorithm.
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1. Introduction

Tidal power generation has recently been spotlighted as an alternative energy that can solve the problem of energy depletion while minimizing environmental deterioration. Tidal power generation is characterized by predictable power generation and high reliability, different from other renewable energy sources. It is a method of producing electricity by converting the flow energy of the tide into the rotational energy of the turbine. Due to these advantages, research on horizontal axis tidal turbines has been actively conducted. For tidal power, strong tidal current is essential, and a tidal current generator can be installed in an area where a flow rate of 1.0 m/s or higher occurs. The study of 106 potential locations all over the world for the use of currents calculates that around 50 TWh/year could be extracted from marine currents [1].

Tidal power generation has numerous advantages, some of these advantages are explained below [2]:

- It is a predictable resource as it depends on the tides.
- It has a slight environmental impact, but much less than other electricity generation systems, both renewable and conventional.
- A tidal turbine with a current speed of between 2 and 3 m/s can obtain about four times more annual power than an equivalent wind turbine. So the increase in cost of both installation and maintenance of the tidal power system is more than offset by the increase in production.

However, the marine environment is considerably harsher than on land where wind turbines are located. In addition, the problem of corrosion due to being in a marine
environment, seawater is a saline solution that corrodes any metal surface if it is not sufficiently protected add another challenge to the use of tidal energy [3–5]. Both the nacelle, the tower and the blades must be painted, galvanized and even made of non-metallic materials resistant to corrosion. Metal structures could be built with a thickness greater than necessary to avoid corrosion breakage and should perform such continuous maintenance. Rotors can also be damaged by debris in the sea, hitting the blades and deteriorating them. Another drawback is the marine life that can adhere to the turbines, causing their effectiveness to decrease over time, this could be solved with paints with antifouling effects similar to those used on ship hulls [5–8].

Most tidal power generators that use permanent magnet synchronous generators (PMSG) capable of generating power in various speed ranges. In order to obtain a fast change and high efficiency for tidal energy systems, electrical control is preferred over mechanical control. The power converter using the power switching device has the advantage of being able to obtain fast response and high efficiency [3], controlled the power converter for tidal power generation through $d$-axis and $q$-axis current control in a rotating reference frame, and space vector pulse width modulation (SVPWM) is used as shown in Figure 1.

![Figure 1. Variable speed tidal generation system block diagram.](image)

Despite the positive aspects related to tidal energy systems, it is worth noting that the available power is variable due to the stochastic nature of the tide. This creates the need to control variables associated with energy processing [4]. The maximum mechanical power delivered by the tidal turbine is achieved when there is an optimum relationship between the speed at the tip of the blade and the wind speed, this relationship being known as tip speed ratio [5]. As this relationship also depends on the rotation of the rotor, it would be necessary to establish a rotational speed according to the tidal current speed for a certain optimum value, which can be performed with the control of power at the PMSG output [6]. In most conventional systems only an AC–DC converter is used to control the power provided by the generator. In this control, maximum power point tracking (MPPT) tracking techniques are used. These techniques generally employ sensors to perform speed measurements which guarantee, greatly increasing the cost of the system [7,8].

Several techniques from which are used in wind power generation systems can be used to track the maximum power of tidal energy conversion systems (TECS) [9]. Generally, TECS with PMSG can implement MPPT process with instantaneous torque or speed control reference for different tidal speed conditions, with measuring the instantaneous rotational speed of the PMSG.

In several studies the main maximum-power tracking systems are classified into three basic types [3,4,10–16]: tip speed ratio (TSR) method, power signal feedback (PSF) method, and perturbation and observation method (P&O).
A control scheme for the MPPT of a TECS is investigated in [14]. The P&O algorithm can be widely used because it does not require the use of a tidal current speed sensor. Although it has a lower cost, the search efficiency of the maximum power point of this type of algorithm has some disadvantages. Among the most critical problems faced in the development of P&O-type MPPT, dimensioning the size of the disturbance step is complex. The determination of this variable is done taking into account the mechanical dynamics of the system, in addition to the precision with which it is desired to find the point of maximum power. Defining the step size is complex as a very large step quickly reaches the point of maximum power, however, it will keep oscillating with great amplitude around it. To reduce this oscillatory error around the maximum point, it is necessary to reduce the step size, which in turn leads to a greater number of iterations in order to reach the maximum point.

In this approach of speed, the perfect control was in aiming the MPPT in the optimum operation region, which is in between the cut in wind speed and the rated value. The controller seeks to obtain the optimal value of the angular rotational speed of the blades for each value of the tidal current speed. The optimal angular velocity, which maximizes the power, is the root of the electric power derivative which is a function of the angular speed of the blades. The PSF control method regulates the power of the tidal turbine to keep it at an optimum value, so that the power coefficient is always at its maximum value.

In TSR method, this controller regulates the speed of the turbine in order to keep it at TSR in its optimum value. This system requires a tidal current speed sensor, contributing to the increase in system complexity and rising costs [3,15,16].

In this paper, A maximum power point tracker using support vector regression algorithm is proposed. The sampling data are used in the offline process to map a relationship between the given turbine power and the rotational speed at different tidal current speed. The obtained relationship is then used online to estimate the maximum power point without measuring the tide speed.

2. Mathematical Model of Tidal Energy System

There are two types of power conversion devices for tidal power generation used recently. The power conversion device using a diode device has the advantage of being inexpensive and simple to configure, but the control range is narrow and the control is limited according to the capacity of the wave power generator. As shown in Figure 1, a back-to-back power converter using an insulated gate bipolar transistor (IGBT) switches is used. The back-to-back power converter consists of a generator-side converter that converts AC power output from a generator into DC power, and a grid-side inverter that converts rectified DC power into AC power to send it to the grid. The power produced by the generator is not a constant voltage or a constant frequency, due to the random nature of the tidal current. That is, since it is difficult to directly send the output of the generator to the system, a power conversion device is used to send a constant voltage and a certain frequency to the system. Each role of the back-to-back converter can be separated. The generator-side converter uses maximum power point tracking (MPPT) control to produce the maximum amount of incoming power, and the grid-side inverter performs power control to reliably send the power produced by the converter to the grid. In other words, among the back-to-back converters, the generator-side converter needs a control method capable of quickly following the reference current value in order to control the variable input energy.

In this section, a tidal turbine modeling based on a continuous vary tidal speed is presented, by simulating both the static and dynamic characteristics as a function of the turbine parameters and continuously varying tidal current speed as follows.
2.1. The Mathematical Model of Tidal Turbine

The horizontal axis tidal current turbine is similar to the wind turbine, and the mechanical output is expressed as follows [17–19]:

\[
P_{\text{blade}} = \frac{1}{2} \rho \pi R_{\text{blade}}^2 v_{\text{tide}}^3 C_p(\beta, \lambda)
\]  

(1)

where, \(\rho\) is the density of the fluid, \(R_{\text{blade}}\) is the radius of the blade, \(\beta\) is the pitch angle, and \(\lambda\) is the tip speed ratio, which is the ratio of the tidal current speed of the blade tip to the rotation speed of the turbine, \(v_{\text{tide}}\) is the tidal current speed, and \(C_p\) is the power coefficient.

The general \(C_p\) function is the same as Equations (2) and (3) [20]:

\[
C_p(\beta, \lambda) = C_1 \left( \frac{C_2}{\lambda_1} - C_3 \beta - C_4 \right) e^{-\frac{C_5}{\lambda_1}} + C_6 \lambda
\]  

(2)

\[
\frac{1}{\lambda_1} = \frac{1}{\lambda} - 0.08 \beta - \frac{0.035}{\lambda^3 + 1}
\]  

(3)

\(C_1 = 0.5176, C_2 = 116, C_3 = 0.4, C_4 = 5, C_5 = 21, C_6 = 0.0068\)

The tip speed ratio is defined as the Equation (4) as the ratio of the blade end velocity to the flow velocity [21]:

\[
\lambda = \frac{\omega_r R_{\text{blade}}}{v_{\text{tide}}}
\]  

(4)

where \(\omega_r\) is the blade rotational speed in rad/s. Since pitch angle control is not considered here so \(\beta\) is set to zero. Figure 2 represents the change of the output coefficient according to the main speed ratio. As can be seen from Figure 2, the output coefficient of the tidal current turbine is determined by the main speed ratio of the optimum value. Using this characteristic, it can be expressed as shown in Equation (5) to generate the maximum output of the tidal current turbine [22–24]:

\[
P_{\text{max}} = \frac{1}{2} \rho \pi R_{\text{blade}}^2 v_{\text{tide}}^3 C_{p_{\text{max}}}
\]  

(5)

As mentioned earlier, the output coefficient of the tidal current turbine is determined by the optimal Tip-Speed Ratio (TSR). In order to generate the maximum power depending on the flow rate, it is necessary to operate at the optimum rotating speed. Figure 3 shows the tidal turbine characteristics at different tidal current speed. In high tidal speed, the turbine power increases and become maximum at certain operating rotational speed.

![Figure 2. Tidal turbine power coefficient and tip-speed ratio (TSR) characteristic curve.](image-url)
The maximum power curve depending on rotating speed.

Figure 3. The maximum power curve depending on rotating speed.

2.2. PMSG Modeling

The characteristics of permanent magnet type synchronous generator are high efficiency since there is no need for an excitation winding for generating the magnetic flux of the rotor, and a high output density compared to the volume of the generator. The modeling of the PMSG in the synchronous coordinate system can be expressed by Equation (6) [25]:

\[
\begin{bmatrix}
    v_{ds}^e \\
    v_{qs}^e
\end{bmatrix} =
\begin{bmatrix}
    Rs + pL_s & -\omega_r L_s \\
    \omega_r L_s & Rs + pL_s
\end{bmatrix}
\begin{bmatrix}
    i_{ds}^r \\
    i_{qs}^r
\end{bmatrix}
+ \begin{bmatrix}
    \Psi_f \\
    0
\end{bmatrix}
\]

(6)

where \(Rs, L_s, \omega_r,\) and \(\Psi_f\) mean stator winding resistance, stator: inductance, electric angular velocity, and rotor magnetic flux, \(p = d/dt\), respectively.

The electric torque of the permanent magnet synchronous generator is expressed as Equation (7) [26].

\[
T_e = \frac{3}{2} n_p \Psi_f i_{qs}^e
\]

(7)

where, \(n_p\) is the number of poles, and \(\Psi_f\) is the magnitude of the magnetic flux linking the stator windings.

MPPT control using the optimal circumferential speed ratio creates a speed command value that gives the maximum output, and to control the torque of the generator, the speed controller produces a command value of the \(q\)-axis current. In addition, the \(d\)-axis current is controlled to maintain the generator flux constant. Figure 4 is showing the control block diagram of the PMSG in a tidal energy conversion system. In Figure 4, The reference voltage and currents, \(V_{dc}, i_{dqe},\) and \(i_{qge}\) are used to control DC–link voltage and grid power factor.

2.3. Grid-Side Control

The voltage equation on the grid-side is expressed in Equation (8) when expressed on the synchronous coordinate system using the three-phase voltage and the control voltage of the converter [27,28]:

\[
\begin{bmatrix}
    V_{ds}^e \\
    V_{qs}^e
\end{bmatrix} =
\begin{bmatrix}
    Rs + pL_g & -\omega_e L_g \\
    \omega_e L_g & Rs + pL_g
\end{bmatrix}
\begin{bmatrix}
    i_{ds} & i_{qs}
\end{bmatrix}
+ \begin{bmatrix}
    i_{dgs} \\
    i_{qgs}
\end{bmatrix}
\]

(8)

where the subscripts ‘d’ and ‘q’ refer to the measured quantities that have been transformed for the synchronous reference frame d and q axes. \(i_{dgs}, i_{qgs}\) are the grid side converter \(dq\) current components, \(V_{ds}, V_{qs}\) are the grid side converter \(dq\) voltage components, respectively, \(R_g, L_g\) are the resistance and inductance of the grid side converter, \(v_{dse}\) and \(v_{qse}\) are the \(dq\)-axis grid voltage components, respectively.
From the above equation, it can be seen that the \( q \)-axis is related to the active power, and the \( d \)-axis is independent of the active power and only dependent on the reactive power \([29,30]\)

\[
P_{\text{grid}} = \frac{3}{2} \left( v_{dg}^e i_{dg}^e + v_{qg}^e i_{qg}^e \right) \quad (9)
\]

\[
Q_{\text{grid}} = \frac{3}{2} \left( -v_{dg}^e i_{dg}^e + v_{qg}^e i_{qg}^e \right) \quad (10)
\]

From Equations (8)–(10), the grid side active and reactive power are controlled by regulating the grid-side converter currents \( i_{dg} \) and \( i_{qg} \). Accordingly, the grid-side converter controller maintain the DC-link voltage constant and the output current in phase with the grid voltage by regulating the grid \( q \)-axis current and \( d \)-axis current, respectively. The \( d-q \) axis current control loop of the GSC is shown in Figure 4 \([31]\).

![Figure 4. DC−link voltage controller and grid reactive power block diagram of grid-side converter.](image)

**3. Support Vector Regression (SVR)**

**3.1. SVR Algorithm**

Support Vector Machines (SVM) is a machine learning technique, based on the principles of Structural Risk Minimization (SRM). This technique seeks to minimize the error in relation to the training set (empirical risk), together with the error in relation to the test set. The motivation for this principle arose from the need to develop theoretical limits to the ability to generalize learning systems. Greater generalization usually implies a greater number of correct answers in the test phase. The more the decision surface is adjusted to the training set data, that is, the more complex the decision hyperplane of these functions in the data entry space, the greater the structural risk \([32]\). The objective of SVM is to achieve a balance between both errors, minimizing excess adjustments (overfitting) and improving the ability to generalize.

SVR extended from SVM to regression is a learning technique proposed by Cortes, Vapnik (1995). SVR not only can be applied to nonlinear problems, but also has the advantage of showing excellent learning performance \([33]\).

If the given training data is \((x_1, y_1), \ldots, (x_N, y_N)\), \(x_i\) is the input variable space of the sample and \(y_i\) means the target variable value corresponding to \(i = 1, \ldots, N\). As
the first objective, the regression function \( f(x) \) can be estimated, which describes the target variable \( y_i \), well, \( f(x) [34] \).

\[
f(x) = \langle w, x \rangle + b
\]  

(11)

where \( w \) is the slope, \( b \) is the intercept, and \( \langle x, w \rangle \) is the dot product of \( w \) and \( x \).

Second, find \( w \) that makes the slope of the estimated regression function \( f(x) \) flat. This minimizes the norm \( (w) \) with \( w \) as small as possible.

Minimize \( \frac{1}{2} ||w||^2 \)

Subject to \( y_i - \langle w, x_i \rangle - b \leq \varepsilon \)

\( \langle w, x_i \rangle + b - y_i \leq \varepsilon \)

(12)

Equation (12) considers the optimization problem when all the data have errors below \( \varepsilon \). To allow the case where the \( \varepsilon \) has a phase error, the optimization problem can be reconstructed by Equation (13) using the slack variables \( \xi_i, \omega_i \).

\[
\frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} (\xi_i + \omega_i)
\]

which is subjected to

\[
y_i - \langle w, x_i \rangle - b \leq \varepsilon + \xi_i
\]

\[
\langle w, x_i \rangle + b - y_i \leq \varepsilon + \omega_i
\]

\[
\xi_i, \omega_i \geq 0
\]

(13)

In Equation (13) \( C \) \( (C > 0) \) is a constant and means the penalty of estimated error. The constant \( C \) determines the complexity of the model by determining the trade-off between the flatness of the function \( f(x) \) and the tolerance for errors greater than \( \varepsilon \) [35]. Equation (16) does not calculate the error value if the error is within the range of \( \pm \varepsilon \) according to the \( \varepsilon \)-loss function, and has a value that is linearly proportional to the error value for data with an error outside the range of \( \pm \varepsilon \). Equation (14) shows the \( \varepsilon \)-loss function:

\[
L_\varepsilon(y, f(x)) = (|y - f(x)| - \varepsilon)
\]

\[
= 0, \text{ if } |y - f(x)| \leq \varepsilon
\]

\[
= |y - f(x)| - \varepsilon, \text{ if } |y - f(x)| > \varepsilon
\]

(14)

The optimization problem can be expressed by the Lagrangian function as shown in Equation (15) by introducing the Lagrangian multipliers \( a_i, a_i^* \) [36]:

\[
L_P = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} (\xi_i + \omega_i) - C \sum_{i=1}^{N} (\gamma_i \xi_i + \gamma_i^* \omega_i) - \sum_{i=1}^{N} a_i (\varepsilon + \xi_i - y_i + \langle w, x_i \rangle + b) - \sum_{i=1}^{N} a_i^* (\varepsilon + \omega_i - y_i + \langle w, x_i \rangle - b)
\]

(15)

Through Lagrange’s theory, the condition of the solution to the original optimization problem is as follows Equation (16).

\[
\frac{\partial L_P}{\partial x_i} = w + \sum_{i=1}^{N} (a_i - a_i^*) x_i = 0
\]

\[
\frac{\partial L_P}{\partial w} = C - a_i^* - \gamma_i^* = 0
\]

\[
\frac{\partial L_P}{\partial \xi_i} = C - a_i - \gamma_i = 0
\]

(16)

We can solve the optimization problem by converting to a dual problem using Equation (16) [37]:

Maximize \( -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (a_i - a_i^*) (a_j - a_j^*) \langle x_i, x_j \rangle + \sum_{i=1}^{N} y_i (a_i - a_i^*) - \varepsilon \sum_{i=1}^{N} (a_i - a_i^*) \)

Subject to \( \sum_{i=1}^{N} (a_i - a_i^*) = 0 \) and \( a_i, a_i^* \in [0, C] \)

(17)
It is expressed as \( w = \sum_{i=1}^{N} (a_i - a_i^*) x_i \) through Equation (17), through which the final estimation function \( f(x) \) of the SVR model can be obtained as shown in the following:

\[
  w = \sum_{i=1}^{N} (a_i - a_i^*) x_i \quad \text{thus} \quad f(x) = \langle w, x \rangle + b = \sum_{i=1}^{N} (a_i - a_i^*) \langle x_i, x \rangle + b ,
\]

\[
  b = y_i - \sum_{i=1}^{N} (a_i - a_i^*) \langle x_i, x_i \rangle + \varepsilon
\]

In general, since the actual data is closer to the nonlinear model than the linear model, the linear SVR model is extended to the nonlinear SVR model. The radial basis function is used as a kernel function to extend the non-linear SVR model as [38]:

\[
  K(x_i, x_j) = \exp \left\{ -\frac{|x_i, x_j|^2}{\sigma^2} \right\}
\]

where \( \sigma \) is the Gaussian width.

By using the nonlinear mapping function \( \Phi \), the \( x \) of the input space can be mapped to a high-dimensional characteristic space and extended to the nonlinear SVR model. \( \Phi \) means the transform function of \( x \) that projects from the input space to the characteristic space. It means converting the nonlinear problem to a linear model. The conversion function \( \Phi \) can be expressed by the following Equation (19). By expressing it with the kernel function \( K \), it has the advantage of knowing \( \Phi \) through internal calculation without complicated calculation [39].

\[
  K(x_i, x_j) = \langle \Phi(x_i), \Phi(x_j) \rangle
\]

In the same way as in the linear SVR, \( w = \sum_{i=1}^{N} (a_i - a_i^*) \Phi(x_i) \) is used, and Equation (20) is the estimation function equation for the nonlinear SVR.

\[
  f(x) = \langle w, \Phi(x_i) \rangle + b = \sum_{i=1}^{N} (a_i - a_i^*) K(x_i, x) + b .
\]

3.2. MPPT Using SVR

The PMSG speed controller obtains the reference rotational speed from the SVR estimator which calculate the optimum speed as follows:

- By collecting a sufficient number of testing or training samples of pre-specified turbine power, rotor rotational speed and the tidal current speed, the preparation step is achieved.
- The training samples are then used in an offline step that is called training process for SVR to assess each particle fitness value in the regression.
- The on-line estimation model is then obtained by retrain the SVR optimal parameters.

The collected samples of the measured and calculated quantities are mapped as shown in Figure 5a. The tidal turbine power samples are by using the following equation:

\[
  P_t = \int \omega_r \frac{d\omega_r}{dt} + P_g
\]

The first step of the MPPT using SVR is the to define and adjust the parameters \( \epsilon \) and \( C \) through the training step. After adjusting the regression parameters, the SVR model is then used on-line to generate the output variable which is normally used as a reference signal, such as tidal current speed, rotational speed, duty cycle for the AC–DC converter, etc. The flowchart of the off-line and on-line process of the SVR MPPT method is shown in Figure 5b.

Figure 6 shows the control block diagram of the generator side. The outer speed controller uses the reference rotating speed \( \omega_r^* \) to control the generator speed to the maximum value by controlling the q-axis current. The d-axis current reference is used in the other control loop to regulate the generator flux.
By collecting a sufficient number of testing or training samples of pre-specified turbine power, rotor rotational speed and the tidal current speed, the preparation step is achieved.

The training samples are then used in an offline step that is called training process for SVR to assess each particle fitness value in the regression.

The online estimation model is then obtained by retrain the SVR optimal parameters. The collected samples of the measured and calculated quantities are mapped as shown in Figure 5a. The tidal turbine power samples are by using the following equation:

$$ P_t = J \omega_r \delta \omega_r \delta_d + P_g \quad (21) $$

The first step of the MPPT using SVR is the to define and adjust the parameters $\epsilon$ and $C$ through the training step. After adjusting the regression parameters, the SVR model is then used online to generate the output variable which is normally used as a reference signal, such as tidal current speed, rotational speed, duty cycle for the AC–DC converter, etc. The flowchart of the off-line and on-line process of the SVR MPPT method is shown in Figure 5b.

Figure 6 shows the control block diagram of the generator side. The outer speed controller uses the reference rotating speed $\omega_r^*$ to control the generator speed to the maximum value by controlling the $q$-axis current. The $d$-axis current reference is used in the other control loop to regulate the generator flux.

Figure 5. SVR MPPT of tidal energy system process: (a) testing data, (b) offline and online process.
4. Experimental Results

An experimental setup for the tidal energy conversion system was implemented (Figure 7), comprising: a squirrel-cage induction motor as a tidal characteristics emulator that controlled by a back-to-back converter, and a 2.7 kW PMSG system that is controlled by an electronic power converter (back-to-back), and inductive filters, protection devices. The central control board has a digital signal processor (TMS320VC33), the signal conditioning and protection circuits, the isolation circuits between the power converters and the control circuits. The central board presents the communication circuits between the digital signal processor (DSP) and the peripherals of the system: incremental encoder, digital analog converter (DAC) that allows to obtain data on the oscilloscope interface for communication with a computer. The DSP processor includes the phase-locked loop (PLL) algorithms, DC-link voltage controller, and AC–DC and DC–AC current (PI) controllers. IGBT modules (SK40GB 123, SEMIKRON), with their respective drivers, make up the complete bridge inverter connected to the network. The switching frequencies of the inverter, as well as the converter and inverter were fixed at 10 kHz. In addition, current (LA 100-P) and voltage (LV 25-P) transducers were used to measure the current and voltage quantities. The specifications of the PMSG are shown in Table 1.

The tide current speed pattern was selected to increase and decrease in steps from 2.2 m/s to 1.4 m/s, and then back to 2.2 m/s as shown in Figure 8a. The rotational speed follows the tidal current speed pattern as shown in Figure 8b and the SVR algorithm adjust the rotational speed to extract the generator maximum power which is shown in Figure 8c. The stator q-axis current follows the tide current as shown in Figure 8d.
the control circuits. The central board presents the communication circuits between the digital signal processor (DSP) and the peripherals of the system: incremental encoder, digital analog converter (DAC) that allows to obtain data on the oscilloscope interface for communication with a computer. The DSP processor includes the phase-locked loop (PLL) algorithms, DC-link voltage controller, and AC–DC and DC–AC current (PI) controllers. IGBT modules (SK40GB 123, SEMIKRON), with their respective drivers, make up the complete bridge inverter connected to the network. The switching frequencies of the inverter, as well as the converter and inverter were fixed at 10 kHz. In addition, current (LA 100-P) and voltage (LV 25-P) transducers were used to measure the current and voltage quantities. The specifications of the PMSG are shown in Table 1.

![PMSG experimental setup.](image)

**Table 1.** Parameters of the PM synchronous machine.

| Parameters          | Value                  |
|---------------------|------------------------|
| Rated Power         | 2.7 [kW]               |
| Rated speed         | 1200 [rpm]             |
| Number of poles     | 6                      |
| Rated current       | 9.5 [A]                |
| Stator resistance   | 0.5 [Ω]                |
| d-axis inductance   | 3 [mH]                 |
| q-axis inductance   | 7 [mH]                 |
| Flux Linkage        | 0.175 [Wb]             |
| Moment of inertia   | $1.8 \times 10^{-3}$ [kg.m$^2$] |

Figure 9 shows the controller performance is investigated during a small variation in the tidal speed. The tidal speed is stepped-up from 1.4 m/s to a short step of 1.6 [m/s] as shown in Figure 9a.

In the speed optimization strategy, the MPPT algorithm adjusts the generator speed continuously to the optimum rotational speed reference signal provided by the maximum power out of the tide as shown in Figure 9b,c. The stator $q$-axis current is given in Figure 9d to show the performance of the current controller.

The performance of the PMSG in a constant tidal current is shown in Figure 10. When the tidal speed is 1.5 m/s the optimum generator rotational speed is adjusted to about 500 rpm. This speed is corresponding to the maximum power which is 500 W. The $q$-axis current is controlled accurately without excessive oscillation as sown in Figure 10d.
Figure 9 shows the controller performance is investigated during a small variation in the tidal speed. The tidal speed is stepped up from 1.4 m/s to a short step of 1.6 m/s as shown in Figure 9a.

![Figure 8](image1.png)

**Figure 8.** Maximum power point tracking for variable water speed (a) tidal current speed, (b) generator speed, (c) generator power, (d) generator $q$-axis current.

In the speed optimization strategy, the MPPT algorithm adjusts the generator speed continuously to the optimum rotational speed reference signal provided by the maximum power out of the tide as shown in Figure 9b,c. The stator $q$-axis current is given in Figure 9d to show the performance of the current controller.

The performance of the PMSG in a constant tidal current is shown in Figure 10. When the tidal speed is 1.5 m/s the optimum generator rotational speed is adjusted to about 500 rpm. This speed is corresponding to the maximum power which is 500 W. The $q$-axis current is controlled accurately without excessive oscillation as shown in Figure 10d.

![Figure 9](image2.png)

**Figure 9.** Maximum power point tracking for constant water speed (a) tidal current speed, (b) generator speed, (c) generator power, (d) generator $q$-axis current.
The characteristics of the tide system have been simulated by a turbine simulator which is implemented by a squirrel cage induction motor. In this simulator, the $q$-axis current of the induction machine is used to calculate the blade torque by formulating the actual blade characteristics. It can be considered that it operates like a real turbine model. In addition, this system performs MPPT control without tidal current speed information and operates at the optimum operating point, so it is an optimum design in terms of cost and efficiency.

In the future, as new and renewable power generation system facilities are rapidly increasing in scale, the proportion of the tidal energy conversion systems in the power system is expected to gradually increase. In order to operate the power system efficiently and stably, power system operators are demanding that the distributed generation systems exhibit the same of the conventional power systems. In research and implementing of an efficient PMSG tidal energy conversion system, it is considered essential to guarantee more efficient and reliable system in present and in the future.

5. Conclusions

In this paper, a sensorless method is applied to extract the maximum power point from a PMSG tidal power generation system. In addition, since this system controls MPPT without measuring the tidal speed which is advantage in terms of cost or efficiency. To prove the superior performance and efficiency of the proposed system, SVR MPPT control algorithm was analyzed through experiment. For different tidal speeds, a large number of generator-speed characteristics samples were collected and trained by SVR in the offline stage, to map a relation between the generator power and its speed. The obtained relationship is then used in the online stage to predict the maximum power point at any tide speed by measuring the instantaneous generator power and rotational speed. Due to the structure and control characteristics of the system, it can be said to be very
suitable for small tidal power generation systems. The main advantages of estimating the tide speed by SVR method are the high estimation accuracy and the fast-transient response.
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