Nonlocal Exciton-Photon Interactions in Hybrid High-Q Beam Nanocavities with Encapsulated MoS$_2$ Monolayers
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Atomically thin semiconductors can be readily integrated into a wide range of nanophotonic architectures for applications in quantum photonics and novel optoelectronic devices. We report the observation of nonlocal interactions of free trions in pristine hBN/MoS$_2$/hBN heterostructures coupled to single mode (Q $> 10^4$) quasi 0D nanocavities. The high excitonic and photonic quality of the interaction system stems from our integrated nanofabrication approach simultaneously with the hBN encapsulation and the maximized local cavity field amplitude within the MoS$_2$ monolayer. We observe a nonmonotonic temperature dependence of the cavity-trion interaction strength, consistent with the nonlocal light-matter interactions in which the extent of the center-of-mass wavefunction is comparable to the cavity mode volume in space. Our approach can be generalized to other optically active 2D materials, opening the way towards harnessing novel light-matter interaction regimes for applications in quantum photonics.

Monolayer crystals of transition metal dichalcogenides (TMDs) are ideally suited as the active material for solid-state cavity quantum electrodynamics (cQED) investigations [1, 2]. They have very large exciton binding energies $\geq 100$ meV [3, 4], linewidths close to the homogeneous limit when suitably encapsulated by hexagonal boron nitride (hBN) [5–7], and, strong optical absorption strengths close to the excitonic transitions exceeding $\sim 10\%$ per atomically thin layer [8]. In addition, 2D materials can be readily attached to a wide range of substrates [9], making them ideally suited for hybrid solid-state cQED experiments [10]. Indeed, recent work has reported strong light-matter coupling for monolayer TMDs using diverse photonic resonator geometries including planar open-fiber cavities [11], photonic crystals [12–14] and nanoplasmonic TAMM resonators [15–17]. However, the direct coupling of 2D semiconductors to quasi 0D nanophotonic modes while preserving excellent excitonic properties and high cavity quality (Q) factor has remained a challenge. Most commonly, nonencapsulated TMD monolayers are stacked directly on top of pre-fabricated photonic structures using pick-and-place assembly [18–21]. In this case, local strain arising from the non-planar substrate, and spatially varying local dielectric screening result in a disordered energy landscape that perturbs the excitonic properties of 2D semiconductors [7, 22]. Whilst dielectric disorders can be partially mitigated by full hBN encapsulation [5–7], this approach results in a trade-off between the strength of the disorder potential and the cavity-TMD coupling strength, by moving the TMD monolayer away from the antinode of the cavity field [21].

Besides improving the optical properties of TMDs, full hBN encapsulation also enhances the transport properties of excitons [5–7, 23]. Indeed, markedly contrasting temperature dependencies of the exciton transport properties have been observed in hBN-encapsulated and bare TMD monolayers [24, 25]. In quasi 0D nanocavities, exciton motion is expected to play an important role; light-matter couplings can enter the nonlocal regime [26] in which excitons sample different spatial regions of the cavity mode having dissimilar electric field amplitudes, during their lifetime. This is in strong contrast to the typical situation such as the III-V quantum dots, where the emitter size is much smaller than the emission wavelength and excitons are stationary, such that electric field is constant across the exciton wavefunction. In typical case, light-matter interaction is governed by the dipole approximation with a strength $\mathbf{d} \cdot \mathbf{E}(\mathbf{r})$ at the emitter position $\mathbf{r}$. In 2D materials, the center-of-mass motion of free excitons spatially extends over $\mu$m lengthscales [27], much larger than the emission wavelength. Therefore, $\mathbf{E}(\mathbf{r})$ is no longer constant during the exciton lifetime and the exciton-photon interaction enters the nonlocal regime [26, 28]. Here, the light-matter interaction is determined by an interplay in spatial between the cavity mode field and the center-of-mass wavefunction of the exciton [26].

Here, we observe nonlocal light-matter interactions in a hBN/MoS$_2$/hBN/Si$_3$N$_4$ hybrid photonic crystal nanocavities. Our optimized cavity structure solves the trade-off problem by integrating the hBN/MoS$_2$/hBN as a functional dielectric part of the cavity structure rather than an attachment. Therefore, the high excitonic quality and the strong cavity-MoS$_2$ overlap are achieved simultaneously. Our nanofabrication approach with encapsulated 2D-materials provide cavity mode Q-factors...
The cavity structure is presented in Fig. 1(a) and the typical electric field distribution calculated using finite-difference time-domain methods for the first three modes (M1-M3) are represented in Fig. 1(b). Usually both the diameter of air holes and the periodicity decrease linearly in the cavity center for optimized nanobeam cavities [20, 21]. Here, to simplify fabrication processes all nanoscale trenches were chosen to have the same width of 140 nm, but their separation $a_i \,(i \in \{0, 1, 2, \ldots\})$ follows a Gaussian function $a_i/a = 1 - A \cdot \exp(-t^2/(2\sigma^2))$, where $a$ is the lattice constant and $A = 0.1, \sigma = 4$ define a smoothly varying photon confinement for high Q-factors [32].

The key fabrication steps are outlined in Fig. 1(c), where the images of sample A ($a = 270$ nm) are presented with cavities marked by Ai ($i \in \{1, 2, \ldots\}$). Fabrication began by etching nanoscale trenches into Si$_3$N$_4$. Subsequently, large ($\geq 10^4 \mu$m$^2$) 2D flakes were exfoliated [33] before being assembled into a hBN/MoS$_2$/hBN heterostructure on top of the etched trenches using a viscoelastic dry transfer process [34]. The samples were completed in a second etching step that divides the heterostructure into multiple parallel nanocavity beams with a width $d_y$ (Fig. 1(d)) that tunes the frequency of the cavity modes, followed by a final wet under-etch to produce freestanding nanobeams. The hBN/MoS$_2$/hBN heterostructure was only etched in the second etching and is not perforated, which retains pristine excitonic properties of the MoS$_2$ monolayer and greatly reduces disorder-induced optical losses. Detailed design and fabrication is in supplement [35].

Figure 1(e) shows typical photoluminescence (PL) spectra of the fundamental mode M1 from cavities A2-A12 with varying $d_y$. Luminescence from the MoS$_2$ filtered through the cavity mode is observed when exciting using a 532 nm cw-laser. The laser spot area is 1 $\mu$m and the power density is 28.8 kW/cm$^2$. We observe cavity linewidths $\hbar\gamma_C \sim 200$ $\mu$eV, close to our resolution limit $\hbar\gamma_{\text{res}} = 130$ $\mu$eV. Thus the measurement of exact Q-factors is limited by the spectral resolution. The Q-factors are comparable to the best active III-V and silicon nanocavities explored for solid-state cQED experiments [29–31]. Optical spectroscopy performed as a function of lattice temperature shows that light-matter interactions between the cavity modes and spatially extended free trions (TXs) operate in the nonlocal regime [26, 28]. The interaction strength is shown to be consistent with the shrinking center-of-mass wavefunction of TX as temperature increases. Our work demonstrates the significance of both optical and transport properties in hybrid 2D-material-cQED systems, and the sensitivity of nonlocal effects to the environment. These results provide ways to the efficient control of exciton-photon interactions and enable hybrid 2D-material-cQED systems for novel optoelectronic and quantum photonic devices.
FIG. 2. (a) PL spectra recorded from sample B (a = 250 nm) with cavities B1-B8 (d_p = 530 – 460 nm) at 11 K. Excitation power is 1.4 kW/cm². Emission centered at 1.93 (1.90) eV is X⁰ (TX). X⁰ has a linewidth ~ 5 meV, indicative of the high excitonic quality [6]. The sharp peaks on cavities B1-B6 at the red side of TX are the M1 modes. The nonmonotonic shift of M1 in B1-B2 reflects inhomogeneity of the hBN thickness. (b) Temperature-dependent PL spectra recorded from cavity B2 with excitation power 2.1 kW/cm². As T increases, the M1 peak intensity first continuously decreases as the exciton emission decreases, but then suddenly disappears after reaching the blue side of TX (T > 131 K).

We continue by exploring the coupling between the MoS₂ monolayer and the fundamental M1-mode in our high-Q nanocavities. In all the cavities investigated, the emission from cavity mode could only be observed when M1 is red detuned from TX (Δω = ω_TX − ω_M1 ≥ 0). This can be clearly seen in Fig. 2, where the PL spectra is measured from cavities B1-B8 on another sample B (Fig. 2(a)), and from the cavity B2 where Δω is mainly tuned via the temperature-dependent ω_TX (Fig. 2(b)). The bare cavity mode is also slightly tuned by the temperature but much less compared to ω_TX (for full details see supplement [35]). In both sets of data, emission from the M1 mode quenches as Δω < 0. We note that this observation is distinct from previous studies of nonencapsulated monolayers attached to pre-fabricated nanocavities, where emission from cavity modes could be readily observed even when its energy is higher than the neutral exciton (X⁰) [20]. We traced this phenomenon to the combined impact of reabsorption of cavity photons by the MoS₂ monolayer for long photon lifetimes (high-Q) and the continuous energy spectrum of free excitons [63]. This differs significantly from the situation with discrete quantum emitters [63], such as QDs, due to the increased phase space of exciton states with non-zero momentum that can be accessed via inelastic scattering for blue detunings (Δω < 0). We estimate the impact of enhancing the photon lifetime in the high-Q cavity. Taking a typical absorption coefficient of α = 2.8 × 10⁴ m⁻¹ [64], we estimate that reabsorption of cavity photons by the MoS₂ becomes significant for α(Q/ω_C)(c/n_r) ≫ 1 where Q/ω_C is the cavity photon lifetime, c is the speed of light and n_r is the refractive index. For the maximum cavity-TMD overlap, we estimate Q ≫ 900 to denote the limit beyond which reabsorption begins to limit the exciton–photon interaction. Our cavity Q exceeds this estimated threshold and, moreover, the MoS₂ monolayer is inserted close to the antinode of the cavity mode. Thus, the cavity mode quenches for blue detunings Δω < 0.

To analyze the coupling of TXs to the high-Q cavity mode, we extracted the peak energy and linewidth of the cavity-TX emission from the spectra in Fig. 2(b) by multi-Lorentz fitting. We note that this observation is distinct from previous studies of nonencapsulated monolayers attached to pre-fabricated nanocavities, where reabsorption of cavity photons by the MoS₂ becomes significant for α(Q/ω_C)(c/n_r) ≫ 1 where Q/ω_C is the cavity photon lifetime, c is the speed of light and n_r is the refractive index. For the maximum cavity-TMD overlap, we estimate Q ≫ 900 to denote the limit beyond which reabsorption begins to limit the exciton–photon interaction. Our cavity Q exceeds this estimated threshold and, moreover, the MoS₂ monolayer is inserted close to the antinode of the cavity mode. Thus, the cavity mode quenches for blue detunings Δω < 0.
culated from the linewidth of cavity-like polariton $\gamma_-$, the energy detuning ($\Delta \omega'$) and linewidth difference ($\Delta \gamma'$) between the exciton-like and cavity-like polariton branch by $\gamma_- = \gamma_c + g^2 \Delta \gamma' / (\Delta \omega' + 1/4 \Delta \gamma'^2)$. The experimental extracted parameters are presented in Fig. 3(b)(c), and the results of $g$ are summarized in Fig. 3(d) as the central results of this work. First, the values of $g$ are far smaller than that expected of a strong coupling thus the small $g$ approximation in the calculation is right. Furthermore, the experimentally determined $g$ (black dots) is found to be highly nonmonotonic as the temperature $T$ increases (detuning reduces): $g$ first reduces with increasing $T$ before increasing rapidly - a behaviour that can be accounted for by nonlocal light-matter interactions of mobile excitons in the hybrid nanocavity [26, 28]. This situation can occur, e.g., for plasmonic systems with tightly confined electromagnetic modes [65–67] or in situations where the exciton wavefunction has a large spatial extent, e.g., large QDs [68]. Additionally, it can be observed that the $\gamma_-$ predicted by a constant $g'$ of 4 meV (red dashed line in Fig. 3(c)) is clearly different to the experimental observation thus a constant $g'$ is obviously not our case.

We continue to explain how this behaviour is expected in the nonlocal regime of light-matter interactions. In the local regime, $E(\mathbf{r})$ which usually involves $e^{i \mathbf{k} \cdot \mathbf{r}}$ ($\mathbf{k}$ is the wave vector) is approximately constant within the exciton wavefunction. This translates to $\mathbf{k} \cdot \mathbf{r} \ll 1$ for all $\mathbf{r}$ within the electron and hole wavefunctions, whereas nonlocal regime occurs when $\mathbf{k} \cdot \mathbf{r}$ is non-negligible [26, 28, 68]. The free excitons in the hBN-encapsulated MoS$_2$ are generated locally but their center-of-mass samples positions having different local cavity field ($\mathbf{k} \cdot \mathbf{r} \gg 1$) before recombining. Hereby, TXs were modelled in the weak confinement regime (effective Bohr radius $\ll$ the spatial extent of the center-of-mass wavefunction) for which the total wavefunction is separable into components arising from the center-of-mass motion $\chi_{CM}(\mathbf{R})$ and internal dynamics of the e-h pair $\chi_{rel}(\mathbf{r}')$, respectively. $\mathbf{R} = (m_e \mathbf{r}_e + m_h \mathbf{r}_h) / (m_e + m_h)$ corresponds to the center-of-mass motion and $\mathbf{r}' = \mathbf{r}_e - \mathbf{r}_h$ accounts for the internal relative motion of the e-h pair [4, 26]. Due to the large exciton binding energy in hBN-encapsulated TMDs [3, 4, 69], $\chi_{rel}(\mathbf{r}')$ only extends over a few nanometers [1, 4]. Moreover, it is expected to be fully independent of temperature since the exciton binding energy is $\gg k_B \cdot T$. In contrast, due to exciton-phonon coupling, the spatial extent of the center-of-mass wavefunction has a negative temperature relation in hBN-encapsulated TMDs [24, 25, 70]. Generally acoustic phonons result in $L_{TX}$ that varies sub-linearly with $1/T$, while optical phonons result in $L_{TX}$ that varies super-linearly [71]. We performed calculations using a Gaussian wavepacket to describe the center-of-mass motion $\chi_{CM}(x) = \left(1/\pi\right)^{1/4} \left(1/L_{TX}\right)^{1/2} e^{-x^2/2L^2_{TX}}$ [26], and considered the spatial extent $L_{TX}$ following a $1/T$ dependence (colored lines in Fig. 3(d) inset). As the unit cell in MoS$_2$ ($\sim 0.3$ nm) is much smaller than the TX emission wavelength, the interaction strength is $g_{cal} = \int \chi_{CM}(x) E_e(x) dx$ [26] where $E_e(x)$ is the cavity electric field of mode M1 (black line in Fig. 3(d) inset). The resulting L-dependence of $g_{cal}$ is presented by the grey line in Fig. 3(d) and reproduces our experimental findings (dots) remarkably well, despite the simplicity of our model. Therefore, the non-trivial temperature dependence of cavity-TX interaction is best reproduced by the nonlocal light-matter interaction physics. At $T = 300$ K, the corresponding $L_{TX}$ is $480 \pm 30$ nm. Considering the non-degenerate single optical mode in the cavity is spatially coherent, and the enhancement by hBN encapsulation and Si$_3$N$_4$ stress [24, 72, 73], this value of $L_{TX}$ close to the recently reported diffusion length of 300 nm is a reasonable result [27]. Here, we note that the extent of the center-of-mass wavefunction and the exciton diffusion length both describe the spatial distribution of excitons. However, they are not strictly equivalent since the exciton diffusion length also includes inelastic scattering processes. The theoretical analysis used here is based on the center-of-mass wavefunction that is not necessarily equal to the diffusion length. Thus, any distinction does not have any substantive impact on the conclusions drawn from Fig. 3.

Other factors such as gas condensation and localized excitons (LXs) are unlikely to explain the nonmonotonic $g$ since they have very little affect on the cavity polariton linewidth (for details see supplement [35]). In addition, we note that the center-of-mass wavefunction $\chi_{CM}(\mathbf{R})$ is not equivalent to a Gaussian spatial distribution of excitons $\chi_{CM}^2(x)$. In the latter case, the interaction strength would be $g^2_{cal} = \int \chi_{CM}^2(x) E_e^2(x) dx$ corresponding to a monotonic decreasing $g$ as $L$ increases (for details see supplement [35]). Conversely, here $E_e(x)$ has both positive and negative values depending on the position $x$, and thus the integral $\int \chi_{CM}(x) E_e(x) dx$ has both positive and negative contributions, resulting in the minimum interaction strength for specific constellations, such as when $L_{TX} = 1.1 \mu m$ around twice the wavelength of the cavity electric field in Fig. 3(d).

In summary, we explored novel light-matter interaction regimes of free trions in a hybrid high-Q photonic crystal nanocavity embedded with pristine hBN/TMD/hBN heterostructures. The optimized structure provided quasi 0D modes with $Q > 10^4$, exciton linewidths of MoS$_2$ approaching homogeneous limit and large cavity-MoS$_2$ overlap. These advances facilitated the demonstration of nonlocal interaction between the cavity and free trions. Since our approaches can be applied to any 2D materials, our work provides an ideal platform to investigate cQED and quantum photonics using 2D materials. Therefore, additional interesting phenomena could be expected in future work, e.g., the interaction with site-selectively generated defects [74] or Moiré exciton lattices [75, 76], towards highly scalable quantum photonic devices.
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SUPPLEMENTARY INFORMATION

I. INTRODUCTION

Here we present the supplementary information for investigations on cavity quantum electrodynamics (cQED) with high-Q nanocavity and transition metal dichalcogenide (TMD) monolayers full encapsulated with hexagonal boron nitride (hBN), including the nanocavity design, the fabrication method and the additional experiment results. In Sec. II, we present the nanocavity design. 3D finite difference time domain (FDTD) method is used to simulate cavity properties including mode frequency, quality factor (Q) and field distribution. For the interaction between quasi 0D cavity and TMDs, a problem is the trade-off between excitonic properties and the cavity-TMD overlap [21]. As discussed in the main paper, hBN-encapsulation will move the TMD monolayer away from the nanophotonic structure thus weaken the cavity-TMD coupling. Therefore, directly fabricating nanophotonic structure on hBN [60, 61], or integrating hBN as a functional dielectric part of the cavity [62] are potential ways to solve this problem. However, till now hBN is hard to etch perfectly [36, 37], which limits the Q-factor of hBN or hBN/Si3N4 cavities to a few thousands [60–62]. Moreover, etching nanostructures through hBN will also perforate the TMD monolayer, affecting the pristine optical and transport properties of excitons. Here we propose a transverse nanobeam photonic crystal cavity with hBN/TMD/hBN/Si3N4 hybrid structures to solve these problems. Compared to the conventional nanobeam cavity, the anti-rough property of our cavity is one order of magnitude better. Furthermore, nanoscale etching in the TMD monolayer is avoided, retaining the pristine optical and transport properties of excitons as much as possible. These advantages provide the basis for the observation of new exciton-photon interaction phenomena as discussed in the main paper.

In Sec. III, we introduce detailed fabrication methods consisting of the nanofabrication and the transfer of 2D materials. The nanofabrication mainly contains ebeam lithography (EBL) and inductively coupled plasma reactive ion etching (ICPRIE), which are common technologies widely applied in nanophotonics. From scanning electron microscope (SEM) images, we observe an ultra-smooth etching of the periodic nanoscale trenches in Si3N4 and a rough etching of hBN, consistent to the theoretical prediction discussed in Sec. II. The 2D flakes are exfoliated on polyvinyl alcohol (PVA) films [33] which helps achieving huge flakes (> 40 µm), and then stacked with the dry transfer method [34]. During these processes, the contamination is generated. Therefore a vacuum annealing [38] is implemented to clean the cavities, with which a great improvement in the lifetime and emission intensity of TMD excitons are observed.

In Sec. IV, we introduce measurement setups and present additional experimental results, along with further discussions which strengthen conclusions in the main paper and develop interesting topics for future investigations. Firstly, properties of bare cavity mode and bare TMD excitons are presented, providing comparisons to the exciton-photon polaritons. The linewidth of cavity modes measured from PL spectra (45 pm minimum) is limited by the setup resolution (~ 50 pm). Thereby, the deconvolution is used to estimate actual Q values as discussed in the main paper. Here we present the high-resolution reflectivity measurement to further demonstrate the setup resolution. At low temperature, TMD excitonic properties in the cavity, such as the energy, linewidth and power-dependence of neutral exciton (X0), trion (TX) and localized exciton (LX), generally agree well to previous literatures [6, 39]. Secondly, additional data for the cavity-TX interaction is presented and discussed. The power-dependent photoluminescence (PL) spectra demonstrate the interaction in the linear regime at low excitation levels. Finally, we present some further discussions on the non-local interaction. The transport properties of TMD excitons are a non-trivial problem and not fully investigated yet [24, 25, 71], depending on the intrinsic properties, exciton-phonon scatterings, excitation conditions and many other factors. In addition to the linear shrinking of the center-of-mass wavefunction used in the main paper, we also show the result with a super-linear shrinking which can also well fit the experiment results. Besides the lattice temperature used in this work, we discuss some other potential methods to control the non-local effects such as the external electromagnetic field. These discussions indicate potential further investigations on the hybrid 2D-material cQED system.

II. NANOCAVITY DESIGN

In this section, FDTD simulations are calculated with Lumerical FDTD Solutions. The decay of cavity Q with rough hBN etching sidewall is simulated. Results show the cavity Q decay one order of magnitude smaller in our transverse cavity compared to the conventional cavity. Additionally, simulations with other possible fabrication errors are also presented. Only a few cavity Q decay is observed, demonstrating the robustness of our optimized cavity. Near field extension and far field profile are also calculated and discussed.

A. General Design

To integrate the hBN or hBN-encapsulated TMD into nanocavities, we propose the transverse 1D nanobeam photonic crystal cavity, due to the obvious advantages of pristine unetched TMD monolayer and smooth periodic nanoscale trenches. SFigure 1(a) shows the designed fabrication processes, including two steps of nanofabrication (EBL + ICPRIE) and one step of stacking 2D flakes between the two nanofabrications. These technologies are all common for nanophotonics or 2D mate-
SFig. 1. General design of cavities. (a) Schematic of structures and fabrication processes. First EBL and ICPRIE to fabricate nanoscale trenches in Si$_3$N$_4$, followed by stacking 2D flakes on top. Then second EBL and ICPRIE to divide nanobeams. Final wet under etching to remove Si below Si$_3$N$_4$. (b) Parameters used in FDTD simulations. For brevity we use 2.0 for the refractive index of both hBN and Si$_3$N$_4$. (c) The separation between nanoscale trenches follows a Gaussian distribution. (d) The cavity mode function of two types of cavities. The main difference is that, for type A the 2D flakes in cavity center stands on Si$_3$N$_4$, with strong $E_z$ field. Whilst for type B the 2D flakes in cavity center suspends on trenches, with strong $E_z$ field.

For the cavity-TMD interaction, we mainly focus on the cavity electric field at the position of the TMD monolayer. SFigure 1(d) shows the cavity electric field distribution of two types of cavities A and B. Type A has one $a_0$ in the center. Within the hBN region where TMD monolayer could be encapsulated, $E_z$ is symmetric in x direction while $E_x$ is antisymmetric. The 2D material in the cavity center ($x = 0$) stands on Si$_3$N$_4$. Type B has two $a_0$ in the center. Oppositely, $E_z$ is antisymmetric in x direction while $E_x$ is symmetric. The 2D material in the cavity center is suspended. For a quantum emitter placed at the cavity center such as quantum dot, type A is usually used in conventional cavities (center point in type B is etched) [20, 60]. In this work, the TMD monolayer is in-plane to xy-plane, and we mainly focus on intralayer excitons. The in-plan exciton dipole interacts with $E_x$, thus the x-polarized cavity field ($E_x$ both symmetric in x and y direction) in type B cavity improves the interaction. As $E_x$ is strongest around the top (SFig. 1(d)), the position of TMD monolayer is optimized by a thin top hBN and a thick bottom hBN for the strong $E_x$. In contrast, type A cavity the out-plane $E_z$ could potentially couple to the spin-forbidden dark excitons or interlayer excitons with out-of-plane dipoles [42, 43].

Considering the Si$_3$N$_4$ thickness and target cavity energy around $1.7 - 1.9$ eV, optimized parameters are achieved as $a = 270$ nm, $h_x = 120$ nm, $h_z = 150$ nm (thus total hBN thickness is 50 nm), $d_z = 500$ nm, $A = 0.1$ and $\sigma = 4$ for the type B cavity after series of simulations. Three modes M1-3 are observed in the simulation with cavity frequencies at 429, 415 and 406 THz, corresponding to the three cavity field distribution in Fig. 1 in the main paper. Following theoretical works are generally based on these parameters. The quantized
SFigure 2. Comparison between the transverse and conventional cavity. (a) Schematic of the transverse structure. Due to the etching direction, hBN roughness will exist at 2 side surfaces. (b) Schematic of the conventional structure. Due to the etching direction, hBN roughness will exist both in nanoscale rectangle holes and side surfaces. (c)(d) Simulation results for (c) the transverse and (d) conventional cavity vs. etching roughness.

The electric field in the cavity is

\[ E(\mathbf{r}) = i \left( \frac{\hbar \omega_C}{2 \epsilon_r \epsilon_0} \right)^{\frac{1}{2}} \left[ a\alpha(\mathbf{r}) - a^+\alpha^*(\mathbf{r}) \right] \]

where \( a^+ \) and \( a \) are the creation and destruction operators of a photon in the cavity mode and \( \alpha(\mathbf{r}) \) is the normalized cavity mode function. \( \hbar \omega_C \) is the cavity energy and \( \epsilon_r \) (\( \epsilon_0 \)) is the relative (vacuum) permittivity. The cavity mode function \( \alpha(\mathbf{r}) \) is calculated by normalizing the electric field

\[ \alpha(\mathbf{r}) = \frac{\epsilon_r(\mathbf{r}) \cdot E_{\text{cal}}(\mathbf{r})}{\sqrt{\Delta V \sum_{\mathbf{r}'} |\epsilon_r(\mathbf{r}) \cdot E_{\text{cal}}(\mathbf{r}')|^2}} \]

where \( E_{\text{cal}}(\mathbf{r}) \) is the electric field extracted from the FDTD simulation, and \( \Delta V \) is the volume of one mesh unit in the simulation (therefore \( \sum |\alpha(\mathbf{r})|^2 \Delta V = 1 \)). For brevity we use the cavity mode function \( \alpha(\mathbf{r}) \) to describe the electric field in this work, e.g., \( E_x \) means \( \alpha_x \) and \( E_z \) means \( \alpha_z \).

B. Roughness of hBN

Here small etching cubes are added to simulate the rough hBN etching sidewalls as shown in SFigure 2(a)(b), with the size \( |\Delta_{\text{rough}} \cdot Rn| \) where \( \Delta_{\text{rough}} \) is the roughness and \( Rn \) is a random number following standard normal distribution. SFigure 2(a) shows the situation for the transverse cavity. Etching of hBN only occurs in the 2nd nanofabrication, thus the roughness only exists in two boundaries. SFigure 2(b) shows the conventional cavity. As nanoscale rectangle holes are also etched in hBN, the roughness exists in both rectangle holes and boundaries. The cavity energy shift and \( Q \) decrease of M1 mode are shown in SFigure 2(c)(d), and results in the transverse cavity are both one order of magnitude better than those in the conventional cavity. This is not surprise, because in photonic crystals the periodic holes form the photonic band gap which confines the photons, thus roughness in the periodic holes is more fatal.

C. Other Fabrication Errors

Besides the roughness, other possible fabrication errors are also considered. SFigure 3(a) shows the simulation with etching angle in nanotrenches. The etching angle of Si$_3$N$_4$ in the recipe we use is \( \sim 83^\circ \) as shown latter in Sec. IIIB. Here for brevity we set a constant etching angle as shown in SFigure 3(a) inset. With etching angle of \( 76^\circ \), the decrease of \( Q \) is smaller than one order of magnitude. SFigure 3(b) shows the simulation with alignment error between the 1st and 2nd nanofabrication. As shown
in SFig. 3(b) inset, obviously a small misalignment of x-shift or y-shift in the 2nd etching (yellow part) to the 1st etching (blue part) will not affect the final result of cavities. The rotation misalignment (between the yellow and blue part) is the only factor which makes difference. With the misaligned angle of 4°, which is already a huge value for a normal EBL machine, the decrease of Q is also smaller than one order of magnitude. We also considered other possible errors such as hBN thickness and etching angle in the 2nd etching, as shown in SFig. 3(c)(d). Within reasonable errors, little Q decrease is observed. In addition to the results with roughness in Sec. II A, the FDTD simulations demonstrate the high robustness of the transverse cavity.

D. Extension

On-chip integrability is one feature of photonic crystal nanocavities. For the nanobeam cavity, the easiest way to couple cavities is to control the gap distance between them, as shown in SFig. 4(a). The results with cavity width $d_y = 500$ nm are presented in SFig. 4(b), where almost no coupling is observed with the gap of 500 nm. Therefore, in the real sample the gap between two cavities 1.5 µm is enough to avoid the cavity-cavity coupling. The mode splitting (coupling strength between two nanocavities) is $\sim 7$ THz with the gap distance of 100 nm as shown in SFig. 4(b). Smaller $d_y$ would improve the cavity-cavity coupling strength. As shown in SFig. 4(c), with $d_y = 250$ nm, the mode splitting with the gap distance of 100 nm is $\sim 23$ THz which increases over 3 times compared to that with $d_y = 500$ nm.

SFigure 4(d) shows the far-field profile of cavity mode M1, calculated by collecting electromagnetic field at a cubic box ($16 \times 1.6 \times 1.6$ µm size in xyz) which envelope the nanocavity ($18 \times 0.5 \times 0.3$ µm size) in the center. The radiation of cavity mode in y direction is quite strong. This is why in PL spectra we usually observe cavity peaks from neighbour cavities. We note that in reality, rough surfaces should play the main role in far field profile because they dominate the photon losses (Q decay). The rough-related radiation direction is somehow random, so the real far-field profile might be different to the simulation results, such as the simulation results with a roughness of 15 nm (Sec. II B) shown in SFig. 4(e).

III. FABRICATION METHODS

As shown in Sec. II A SFig. 1, the fabrication mainly contains 2 steps of nanofabrication and 1 step of stacking 2D materials. The Si$_3$N$_4$ wafer in this work is from Active Business Company GmbH, consisting of 200 nm thick LPCVD grown Si$_3$N$_4$ on 525 µm thick Si substrate. In nanofabrication, the EBL machine is eLINE from Raith GmbH, and the ebeam resist is AR-P 6200 from Allresist GmbH. The ICPRIE machine is PlasmaPro 80 from Oxford Instruments. The SEM images are taken with the eLINE or NVision 40 from ETH Zürich. The hBN for etching optimization (SFIG. 6(a)) is from Takashi Taniguchi’s Group. The hBN and MoS$_2$ for cavities are from HQ Graphene. The stacking machine is home built. Chemicals used in the whole fabrication processes are mainly from Merck KGaA.

In this work, we mainly present the results from two samples marked by A and B with the series of cavities A1 and B1. Sample A is fabricated with the lattice constant $a = 270$ nm and the target energy of M1 around the LX band 1.75 eV, of which the results are shown in Fig. 1 in the main paper. Sample B is fabricated with $a = 250$ nm and the target energy of M1 around the free exciton band 1.9 eV, of which the results are shown in Fig. 2-?? in the main paper. Sample A is not annealed,
which means the TMD exciton quality is quite low with strong fluctuations and non-radiative recombination thus the exciton-photon interaction is quite weak. Therefore, the TMD excitons only act as a light source, providing the platform to investigate the properties of bare cavity modes. sample B is annealed and the significant improvements of TMD excitons are observed.

### A. 2D Flakes Preparation

Large 2D flakes are demanded to cover all nanotrenches etched in the 1st nanofabrication. In x-direction the nanobeam length is designed as 20 µm for 65 periodic nanotrenches inside (more trenches higher Q). Thus the 2D flakes should have 20 µm length in x direction. In y-direction, the 2D flake size determines the number of cavities fabricated on one sample. To cover a wide range of cavity mode energies (by varying series $d_y$), the size of 2D flakes in y-direction is the larger the better. Therefore, we exfoliate 2D materials on PVA coated SiO$_2$ substrate [33], a method which could easily get large flakes (20 – 200 µm) as schematically shown in SFig. 5(a).

SFigures 5(b)(c) are the microscope images of the top and bottom hBN. The thickness is judged by the color contrast compared to the SiO$_2$ substrate [44]. E.g., the blue grey in SFig. 5(b) indicates a thickness of ~ 15 nm and the dark blue in SFig. 5(c) indicates a thickness of ~ 55 nm. We note that a small error in hBN thickness is not a problem as discussed in Sec. II C SFig. 3(c). Additionally, the thickness of a large hBN flake is usually inhomogeneous, especially at flake edges, reflected by the inhomogeneous color in SFig. 5(b)(c). Thus the energy of first several cavities (at the flake edge) is usually non-monotonic as shown in Fig. 2(a) in the main paper.

SFigures 5(d) shows the MoS$_2$ monolayer with a size of 50 µm which is enough to cover all cavity structures. The glue from the scotch tape could be observed around the monolayer flake. As the glue exists only outside the monolayer flake, it will not affect quality of monolayer (Raman in SFig. 5(e)) as well as excitons in the hBN/MoS$_2$/hBN heterostructure.

### B. Nanofabrication

The nanofabrication contains EBL and ICPRIE. The electron voltage in EBL is 30 kV with current ~ 15 pA. In the 1st nanofabrication to etch nanotrenches, the resist thickness is 270 nm and the ebeam dose is 150 µC/cm$^2$. In the 2nd nanofabrication to divide nanobeam cavities, the resist thickness is 480 nm and the ebeam dose is 125 µC/cm$^2$. The resist in two steps are both developed in Amyl Acetate at 5 °C for 1 min. In both two steps, SF$_6$ and CF$_4$ with ratio 3:2 are used in ICPRIE etching, with the pressure of 13.5 mTorr, HF power of 15 W and ICP power of 220 W. Some recent works report on the ebeam-induced etching (EBIE) which could improve the etching roughness of hBN [61]. However, the EBIE etching is sensitive to secondary and backscattered electrons so the etching time need to be precisely matched to the hBN thickness [61]. Additionally, the gas used in EBIE is usually H$_2$O for hBN and XeF$_2$ for TMDs [45, 61]. Different gases would make the etching very complex for hBN/TMD/hBN heterostructures. Therefore, ICPRIE with the recipe shown above is used in this work, which could etch both hBN, MoS$_2$ and Si$_3$N$_4$.

SFigures 6(a) shows the SEM image of an etching test sample. The left smooth part is Si$_3$N$_4$, and the right rough part is hBN on Si$_3$N$_4$. Meanwhile, in the hBN region we also observe many spots at bottom. These spots should originate from the react between hBN and ions during ICPRIE etching, and cannot be pumped away by vacuum [37, 61]. Some of spots left on sidewalls resulting in the roughness, and others drop to the bottom of etched regions as shown in SFig. 6(a). The roughness here approximately corresponds to ~ 15 nm in Sec. II B, which theoretically decay the cavity Q by ~ one or two
SFig. 6. SEM images during nanofabrication processes. (a) An etching test sample. (b) Nanoscale trenches in Si$_3$N$_4$ with width $h_x = 140$ nm and depth $h_z = 120$ nm after the 1st nanofabrication. Even with 200k magnification (inset) few roughness is observed. (c)(d) Cavity structures without and with hBN on top. Titled 45°. (e) Complete hBN/MoS$_2$/hBN/Si$_3$N$_4$ hybrid cavity. (f) A broken cavity providing the side view of 1st nanofabrication in Si$_3$N$_4$.  

hBN roughness $\approx 15$ nm
order of magnitudes. Compared to other possible fabrication errors in Sec. II C, the roughness plays the main role in the cavity Q decay and photon losses.

SFig. 6(b) shows the nanoscale trenches etched in Si$_3$N$_4$ after the 1st nanofabrication. Inset is the image with a 200k magnification. The roughness of the etching boundary is < 3 nm, which is a very good result close to the ebeam resolution. Based on the consideration of mechanical stability, the etch depth here is chosen as $h_z = 120$ nm, a value smaller than 150 nm in the simulation (Sec. II A).

SFig. 6(c)(d) shows hBN/Si$_3$N$_4$ cavities after the 2nd nanofabrication and the wet under etching, where (c) is a control group without hBN on top, and (d) is complete cavities with hBN on top. The small bright balls at bottom is some residual KOH during the wet under etching, which could be removed by an additional cleaning in the HCl solution as discussed latter in Sec. III D. In SFig. 6(d), hBN is almost transparent and Si$_3$N$_4$ is very bright, indicating the conductive of hBN much higher than that of Si$_3$N$_4$. The hBN on one cavity (top in SFig. 6(d)) is broken during the thickness measurement with Dektek step profiler.

SFig. 6(e) shows a cavity with all hBN/MoS$_2$/hBN layers. The corresponding PL spectra is shown in Fig. 1 in the main paper. SFigure 6(f) is one broken cavity. The ICPRIE etching in the 2nd nanofabrication is not enough, as some residual Si$_3$N$_4$ extending out of cavity edge is observed. This cavity provides the chance to check the first nanofabrication from side view. The magnification is 200k and no roughness is observed. The etching angle of Si$_3$N$_4$ is not very vertical, resulting in the round corner at the bottom of trenches. The round corner should benefit the cavity Q, so we just keep this etching recipe. Generally, SEM images in SFig. 6 demonstrate the good fabrication of our sample and thus the high cavity Q we achieved is not surprise.

C. Stacking of 2D Flakes

The dry transfer method with a Polypropylene Carbonate (PPC) stamp (SFig. 7(a)) [34] is used to stack the 2D flakes in this work. Detailed processes could be found in previous works [33, 34] thus are not discussed here. SFigure 7(b)-(e) are images during stacking, corresponding to the 2D flakes in Sec. IIIA SFig. 5. SFigure 7(e) is the image after 2D flakes are released on the top of nanotrenches. Some contaminates are observed during the stacking processes, which might originate from residual PVA or water drops. The next wet etching step could also introduce contaminates. These contaminates between 2D flakes will result in environment disorders for TMD excitons. Therefore a vacuum annealing is used to remove the contaminates after the fabrication as shown next in Sec. III D.

D. Wet Etching and Annealing

The wet under etching of silicon is mainly implemented with Potassium Hydroxide (KOH) or Tetramethylammonium Hydroxide (TMAH) solution. Si fabrication is a very mature technology with many literature where the details could be found, thus is not specifically discussed here. Generally, the KOH solution is safe and fast, but will introduce $K^+$ ion contamination. In contrast, the TMAH solution is toxic but has better etching result without ion contamination. Furthermore, the bad etching anisotropy of TMAH is an advantage for under etching, because the anisotropy KOH etching cannot remove all Si below cavities if the ICPRIE etching in the second nanofabrication is not enough, as shown in SFig. 8. In our work, we usually first use 50% KOH solution for a safe wet etching. If the etching is not enough as shown in SFig. 8, we will use 25% TMAH solution to complete the wet under etching. Contaminates are generated during the fabrication
SFig. 8. Deficient etching in the 2nd nanofabrication. (a) Schematic. Dark grey is the Si substrate, purple is Si$_3$N$_4$ and green is 2D flakes. White part in materials is the etched part in the 2nd ICPRIE, and light grey is the part etched by the KOH solution. The wet etching stops due to KOH can hardly etch Si in 111 direction. In this situation TMAH solution is used to complete the under etching. (b) SEM image of cavities where KOH solution could not under etch completely. The black scale bar on bottom left corner is 200 nm.

SFig. 9. Improvement after annealing. (a) Normalized PL spectra (300 grating) of cavity B2, measured (grey) at 295 K before annealing with the excitation power of 165 µW, (red) at 295 K after annealing with the excitation power of 41 µW, and (blue) at 11 K after annealing with the excitation power of 24 µW. (b) PL spectrum measured at 11 K after annealing with the excitation power of 14 µW. X$^0$ (red), TX (green) and cavity mode M1 (purple) can be observed. The small peak (blue) should be inter-valley trions. The linewidth of X$^0$ is 5.8 meV.

processes, such as residual ebeam resist, residual PVA, residual KOH and residual organic solvent. Therefore, a vacuum annealing [38] is used to clean the cavities, and significant improvement is observed by comparison the PL spectra of cavity B2 before and after annealing as shown in SFig. 9(a). Before annealing (grey line), the exciton peak energy at room temperature (295 K) is at 1.81 eV with a huge linewidth over 100 meV, which is quite different compare to clean samples [6]. Furthermore, the cavity mode (1.822 eV) is observed with the energy higher than that of exciton, indicating the coupling between cavity and TMD monolayer is not good. In contrast after annealing, cavity modes can only be observed with the energy smaller than TX. This absorption reflects the complex exciton dynamics and the impact of reabsorption in the TMD monolayer as discussed in the main paper. Here we believe that the hBN-encapsulation, which improved by the annealing, enhances this absorption by improving the cavity-TMD coupling.

Significant improvements of excitonic properties are observed after annealing, where the free exciton at 295 K is at 1.86 eV with the linewidth of 37 meV (red line in SFig. 9(a)), exactly the standard values for clean samples [6, 39]. The asymmetric free exciton peak indicates it contains both X$^0$ and TX. At low temperature 11 K, we could clearly see the peaks from the variety of excitons in the hBN-encapsulated MoS$_2$ monolayer (blue line in SFig. 9(a)). SFigure 9(b) shows the spectrum with 1200 grating where X$^0$ at 1.933 eV, TX at 1.898 eV and cavity mode M1 at 1.886 eV are observed. The linewidth is 5.8 meV of X$^0$ and 8.5 meV of TX. The relative strong TX peak might originate from the ion contamination during the etching and the extrinsic doping from thick hBN [23]. Another small peak at 1.912 eV (blue line in Sfig. 9(b)) should be the inter-valley trions [46]. These parameters of free excitons are similar to previous literature [6, 39], indicating the good quality of 2D flakes and the good attachment between the hBN/MoS$_2$/hBN layers after annealing.

IV. MEASUREMENT AND ADDITIONAL RESULTS

The PL spectra in this work are measured by a confocal micro-PL system. The objective has a magnification of 100 and a NA of 0.75. The size of laser spot is $\sim 1 \mu m^2$. The temperature of sample is jointly controlled by the liquid helium flow and the heater. The sample position is aligned with a three-dimensional xyz nanopositioner. A narrow linewidth solid laser with a wavelength of 532 nm is used to excite the TMD excitons. The laser power is adjusted by a filter with motor controlled by the computer. The PL spectra is collected by a matrix array Si CCD detector in a spectrometer with a focal length of 0.55 m. Unless specified the grating for spectroscopy has 1200 grooves per mm.

In this section we present additional results on the properties of cavities, excitons and the interaction between them. The cavity Q is extracted by the deconvolution of measured PL spectra. The measured linewidths are very close to the instrumental broadening, demonstrated by the high-resolution reflectivity measurement. The temperature dependence of bare cavity modes indicate that the energy slightly shift due to condensation of atmospheric gases while the linewidth (Q) keeps almost same. The temperature and power dependence of excitonic properties are consistent to previous literature. These results further supports our conclusions on the novel exciton-photon interactions discussed in the main paper.
SFig. 10. Cavity Q and instrumental broadening. (a) Typical spectra of the excitation laser at 532 nm (∼kHz actual width). Solid red lines are Lorentz fittings, and dashed red lines are Gaussian fittings. (b) Three typical PL spectra of cavities, from the M1 of a hBN/Si3N4 cavity without TMD (SFig. 6(d)), the M1 of cavity A4 and the M3 of cavity B3. Blue line is the background and red line is the background plus Lorentz fitting. (c) PL spectrum of one cavity mode. (d) The reflectivity spectra of the same cavity mode in (c), measured consecutively on the same day.

A. Bare Cavity Properties

The resolution of PL spectra is limited by the instrumental broadening in the measurement setup. The resolution of the 0.55 m focal length spectrometer with 1200 grating is usually 0.05 nm, corresponding to 0.13 meV for signal around 1.8 eV the value we used for deconvolution in the main paper. SFigure 10(a) shows the instrumental broadening function by measuring the spectra of the excitation laser, of which the actual linewidth ~ kHz is negligible. By comparing the Lorentz (solid) and Gaussian (dash) fittings, we find that the broadening function of our setup is Lorentz shape. For the deconvolution with the Lorentz broadening, we just need to decrease the measured PL linewidth by the instrumental broadening width as used in the main paper. SFigure 10(b) shows three typical cavity peaks and the fitting linewidths are 131 µeV (54 pm), 172 µeV (70 pm) and 108 µeV (45 pm). The peaks are such narrow that the Q is already over $10^6$ before deconvolution. Especially for M3 in cavity B3, the measured linewidth 45 pm is almost same to the instrumental broadening, indicating a much higher actual Q value.

To further demonstrate the instrumental broadening, we measure the differential reflectivity on one cavity to achieve the high-resolution Q value and compare the results to the PL spectrum. The PL in SFig. 10(c) and differential reflectivity spectra in SFig. 10(d) are from the same cavity mode measured consecutively on the same day. In PL data, the linewidth of the cavity mode is 68 pm whereas the reflectivity spectrum exhibits the actual linewidth of 22 pm ($Q=32750$) for this particular cavity. This is due to the PL spectrum. The PL in SFig. 10(c) and differential reflectivity spectra in SFig. 10(d) are from the same cavity mode measured consecutively on the same day. In PL data, the linewidth of the cavity mode is 68 pm whereas the reflectivity spectrum exhibits the actual linewidth of 22 pm ($Q=32750$) for this particular cavity, superimposed on thin film interference. Thus, the cavity Q values that we estimated by deconvoluting measured PL spectra with the spectra response of the system ($\gamma_{\text{real}} = \gamma_{\text{PL measured}} - \gamma_{\text{broadening}}$; broadening $\approx$ 50 pm) are very close to those measured using high-resolution spectroscopy. Furthermore, the conclusions in the main paper are not affected by the exact Q values. Therefore, we did not measure the reflectivity of all cavity modes one by one.

As mentioned in Sec. III D, the TMD excitons without annealing have bad optical quality thus the cavity peak measured in sample A is very close to the bare cavity mode. SFigure 11(a) shows the temperature-dependent (descending) PL spectra of cavity A2. The temperature dependence of cavity mode energies is presented in SFig. 11(b). The energy shift of bare cavity mode depends on two factors: the condensation of atmospheric gases and the change of refractive index. The gas condensation at low temperature $T$ will red shift the cavity mode [47]. The refractive index of Si3N4 $n_{Si3N4}$ decreases as $T$ decreases [48]. The refractive index of hBN $n_{BN}$ is not well known yet as mentioned in the main paper, but the change of $n_{Si3N4}$ could be expected small due to the large band gap of hBN. Thus generally the decrease of $n_{Si3N4}$ will blue shift the cavity mode as $T$ decreases. The experimental results in SFig. 11(b) shows a rapid red shift when $250 < T < 295$ K and $T < 70$ K corresponding to the gas condensation. In contrast when $T$ is between 250 and 70 K, the cavity energy is relatively stable, indicating both the two effects are not significant within this range.

The bare cavity mode M3 is also observed in the cavity-
SFig. 12. Temperature dependence of the bare cavity mode M3 in cavity B2-4. (a) The M3 peak energies. Solid dots are measured with descending T while hollow dots are measured with ascending T. The comparison between descending and ascending results indicates condensations of different gases at different T. (b) The M3 peak linewidths. The temperature-dependent change is very little (∼20 μeV), indicating a constant γC as the temperature changes.

LX interaction in sample B, and the properties of bare cavity modes are extracted and presented in SFig. 12. The energy shifts in SFig. 12(a) are in good agreement with the results in SFig. 11(b). The linewidths shown in SFig. 12(b) are very stable with temperature (vibration ∼ 20 μeV), indicating neither the gas condensation nor the refractive index change will significantly affect the cavity Q. Additionally, the energy shift is different with the ascending and descending temperature (green dashed line in SFig. 12(a)). This is due to two points. Firstly, the condensation or vaporization of gas is determined by the value of T (below or above the sublimation point) rather than the ascending or descending. Thus when T < 25 K, whether T is ascending or descending the gas condensation continuously red shift the cavity mode. This red shift rate is ∼ 1 meV per hour when T just reaches 11K, and ∼ 0.1 meV per hour after the sample is cooled down a long time (gas condensation also has its limit [47]). Therefore, the PL spectra measured at low temperature are usually taken after the sample is cooled down a long time, and the integration time is usually around 20 seconds to suppress effects from the peak shifting. Secondly, the condensation of gas is slow (depending on the vacancy) while the vaporization is fast (quickly pumped away). The condensation rate of different gases depends on their concentration in atmosphere. By comparison between the descending and ascending data in SFig. 12(a), we find that the relatively rapid red shift (descending) and rapid blue shift (ascending) when T < 60 K is from gases which have the sublimation point within this T range and are rich in the air (thus relatively rapid red shift with descending T), e.g., N₂ and O₂ [49]. In contrast, the little shift (descending) and rapid blue shift (ascending) when 150 < T < 200 K is from the gas which has the sublimation point within this T range but is rare in the air (thus very slow red shift with descending T), e.g., CO₂ [50]. The good news is that the bare cavity mode is always stable between 70 and 150 K, where we focus in the temperature-dependent measurement in this work.

SFigure 13 shows the power dependence of various TMD excitons at 11 K in hBN-encapsulated MoS₂ monolayers before the 2nd nanofabrication (2D flakes are not etched yet). In SFig. 13(a) the linewidth of X₀ is γX₀ = 11 meV, due to the high annealing temperature 400 °C might damage the TMD a bit which also results in the power dependence k₁ = 0.84 smaller than the theoretical value of 1 [39, 51]. In contrast in another sample annealed at 240 °C (SFig. 13(c)), γX₀ = 5.5 meV and k₁ = 0.92 agrees well with the values in previous literature [6, 39, 51]. On both samples the power dependence of TX (k₂) is around 1 which is the typical value for free excitons.

Peak 4 is the LX peak from atomistic defects, with the energy ∼ 1.75 eV and the power dependence k₄ ∼ 0.6 which is similar to previous literature [39, 51]. We would expect the Peak 3 between TX and LX to be the dark
Sfig. 14. Power dependence of cavity-TX interaction. (a) Power-dependent PL spectra at low temperature. The laser spot is also 1 μm² here. (b) The intensity-power dependence of TX and M1 both have the slope of 1. Gray is the TX measured away from the cavity as a comparison, and the same linearity is observed. (c) The energy and linewidth of M1 peak is also stable, except some low-power points with large error bar. (d) No Coulomb repulsion introduced blue shifting is observed as pump power increases. Due to low SNR, some low-power data points in (b)(c)(d) have large fitting errors.

trions [52], because the power dependence \(k_3 \sim 1\) exclude the disorder bound excitons \((k < 1)\) [51] or charged biexcitons \((k \sim 1.55)\) [53] which are in the similar energy range. The observation of dark excitons should originate from the strong tensile stress in Si\(_3\)N\(_4\) below the 2D layers which breaks the valley symmetry [54, 55, 72]. Meanwhile, the out-of-plane cavity electric field \(E_z\) could also enhance the dark excitons which have the out-of-plane dipole [42]. These effects make it reasonable to observe the dark trions.

C. Cavity-TX Interaction

As discussed in the main paper, the cavity-TX interaction is measured at the linear low excitation level as presented in the spectra in Sfig. 14(a). Within the pumping power range of 0.01 – 2.92 kW · cm\(^{-2}\) (2.1 kW · cm\(^{-2}\) is used for Fig. 2(b in the main paper), the intensity-power slope is quite linear as shown in Sfig. 14(b). The energy and wavelength of the cavity-branch peak is also stable as shown in Sfig. 14(c). These linear observations demonstrate the interaction at the low excitation level. Furthermore, at high excitation level the high carrier density will introduce Coulomb repulsion which results in a blue shift as pump power increases [56]. However, no blue shift of TX is observed as shown in Sfig. 14(d). Some vibrations in the data with large error bar at low power is reasonable due to the low fitting accuracy with the small signal to noise ratio (SNR).

The experimental interaction strength \(g\) of the cavity-TX interaction (Fig. 3 in the main paper) is extracted from the experimental data with the Jaynes-Cummings model. The emitter has frequency \(\Omega_X = \omega_X - \frac{i}{2} \gamma_X\) and the cavity has frequency \(\Omega_C = \omega_C - \frac{i}{2} \gamma_C\), where \(\omega_X\) (\(\Omega_C\)) and \(\gamma_X\) (\(\gamma_C\)) are the energy and linewidth of the exciton (cavity mode). The eigenvalues of exciton-photon interaction system in the Jaynes-Cummings model is well known as

\[
\Omega_{\pm} = \Omega_X + \Omega_C \pm \sqrt{g^2 + \frac{1}{2}(\Omega_X - \Omega_C)^2}.
\]

\(\Omega_+ = \omega_+ - \frac{i}{2} \gamma_+\) and \(\Omega_- = \omega_- - \frac{i}{2} \gamma_-\) are the frequency of exciton-like and cavity-like branch polaritons, which are experimentally extracted from the \(T\)-dependent PL in Fig. 2(b) in the main paper. For brevity \(\hbar\) is neglected. After conversion we can get

\[
\Omega_X = \Omega_+ + \Omega_-\left(\frac{\Omega_+ - \Omega_-}{2}\right)^2 - g^2
\]

\[
\Omega_C = \frac{\Omega_+ + \Omega_-}{2} - \sqrt{\left(\frac{\Omega_+ - \Omega_-}{2}\right)^2 - g^2},
\]

In weak interaction regime, \(g\) is small compared to \(\Omega_+ - \Omega_-\), thus we could treat \(g\) as a small quantity and use the approximation for the square root item to get

\[
\Omega_C = \Omega_+ + \Omega_-\left(\frac{\Omega_+ - \Omega_-}{2}\right)\left(1 - \frac{g^2}{2\left(\frac{\Omega_+ - \Omega_-}{2}\right)^2}\right)
\]

\[
= \Omega_- + \frac{g^2}{\Omega_+ - \Omega_-} \left(\Delta\omega' + \frac{\gamma_X}{\Delta\gamma'^2}\right)
\]

\[
= \Omega_- + \frac{g^2(\Delta\omega' + \frac{\gamma_X}{\Delta\gamma'^2})}{\Delta\omega'^2 + \frac{\gamma_X}{4\Delta\gamma'^2}}
\]

where \(\Delta\omega' = \omega_+ - \omega_-\) and \(\Delta\gamma' = \gamma_+ - \gamma_-\). For the cavity-TX interaction system, \(g \ll \Delta\omega'\) at low \(T\) and \(g \ll \Delta\gamma'\) at high \(T\), thus the approximation discussed above always works. The linewidth of cavity-like branch polariton is

\[
\gamma_C = \gamma_- = \frac{g^2\Delta\gamma'}{\Delta\omega'^2 + \frac{\gamma_X}{4\Delta\gamma'^2}}
\]

thus we could get interact strength

\[
g = \sqrt{\gamma_+ - \gamma_C\left(\Delta\omega'^2 + \frac{\gamma_X}{4\Delta\gamma'^2}\right)}.
\]

We extract the frequency of polaritons \(\Omega_{\pm}\) by multi-Lorentz fitting of the experimental PL spectra and the
results are presented in Fig. 3(b)(c) in the main paper. The bare cavity linewidth before interaction $\gamma_C$ cannot be measured directly. Nonetheless, due to the nonlocal interaction theory, as $T$ increases the interaction strength $g$ will first decrease to zero and then rapidly increase. Meanwhile, $\gamma_C$ changes little with $T$ as discussed in SFig. 12. Therefore, to fit the zero interaction strength we use the smallest measured linewidth of the cavity peak 375 $\mu$eV as $\gamma_C$, and the corresponding results of $g$ is presented in Fig. 3(d) in the main paper. We note that although $\gamma_C$ cannot be directly measured, $g$ is proportional to $\sqrt{\gamma_\text{r} - \gamma_C}$. Thus, even if the actual value of $\gamma_C$ is a bit larger or smaller than the value we chose, the nonmonotonic temperature-dependence of $g$ will keep the same.

Theoretically we could also get the energy of the cavity-like branch polariton

$$\omega_C = \omega_\text{r} + \frac{g^2 (\Delta \omega^\prime + \frac{1}{2} \Delta \gamma^\prime)}{\Delta \omega^2 + \frac{1}{4} \Delta \gamma^2}$$

or the energy or linewidth of the exciton-like branch polariton

$$\Omega_X = \Omega_\text{r} - \frac{g^2 (\Delta \omega^\prime + \frac{1}{2} \Delta \gamma^\prime)}{\Delta \omega^2 + \frac{1}{4} \Delta \gamma^2}$$

but $\omega_C$, $\omega_X$ and $\gamma_X$ is hard to directly measure. These three values also change with temperature, e.g., the bare cavity mode energy $\omega_C$ shift with $T$ as discussed in SFig. 11. Therefore, the linewidth $\gamma_\text{r}$ is used to extract $g$ from the experimental data as discussed before. Additionally, we note that not all excitons in the TX peak interact with the cavity (e.g., due to polarization), thus the TX peak in spectra contains both bare TXs and the exciton-like branch polariton. This is not a problem. We can set the frequency of "real" exciton-like polariton as $\Omega^\prime_\text{r} = \omega^\prime_\text{r} - \frac{1}{2} \gamma^\prime_\text{r}$ in contrast to the measured $\Omega_\text{r}$ and their difference as $\Delta \omega^\prime = \omega^\prime_\text{r} - \omega_\text{r} + \Delta \gamma^\prime = \gamma^\prime_\text{r} - \gamma_\text{r}$. As the measured value $\Omega_\text{r}$ is between the bare exciton $\Omega_X$ and the "real" polcaiton $\Omega^\prime_\text{r}$, we could get $\Omega^\prime_\text{r} - \Omega_\text{r} < \Omega^\prime_\text{r} - \Omega_X$. As discussed above, $\Omega^\prime_\text{r} - \Omega_X \propto g^2$ is a second order small quantity, thus $\Delta \omega^\prime$ and $\Delta \gamma^\prime$ are both at least second order small quantity. If correct the previous equations by replacing $\Omega_\text{r}$ with $\Omega^\prime_\text{r}$, we will have

$$g^2 = \frac{\gamma_\text{r} - \gamma_C}{\Delta \gamma^\prime} \left( \frac{\Delta \omega^\prime + \Delta \omega^\prime}{\Delta \omega^2 + \frac{1}{4} \Delta \gamma^2} + \frac{1}{2} \left( \frac{\Delta \gamma^\prime + \Delta \gamma^\prime}{\Delta \gamma^2} \right)^2 \right)$$

where $g^2$, $\gamma_\text{r} - \gamma_C$, $\Delta \omega^\prime$ and $\Delta \gamma^\prime$ are second order small quantities, while $\Delta \omega^\prime$ and $\Delta \gamma^\prime$ are not small quantity. By approximation, we retain only second order small quantities on both sides and get

$$g^2 = \frac{\gamma_\text{r} - \gamma_C}{\Delta \gamma^\prime} \left( \frac{1}{\Delta \omega^2 + \frac{1}{4} \Delta \gamma^2} \right),$$

which is same as before.

The theoretical nonlocal interaction strength in the main paper is calculated with excitons in the weak confinement regime [26]. The weak confinement means the electron-hole are strongly bounded as an exciton and the exciton could move "freely" due to the weak confinement. The exciton envelope function could be written as

$$\chi (\mathbf{R}, \mathbf{r}) = \chi_{CM} (\mathbf{R}) \chi_{rel} (\mathbf{r})$$

where

$$\mathbf{R} = \frac{m_e \mathbf{r}_e + m_h \mathbf{r}_h}{m_e + m_h} \quad \mathbf{r}' = \mathbf{r}_e - \mathbf{r}_h$$

corresponding to the center-of-mass position and the electron-hole relative position. $m_e, \mathbf{r}_e (m_h, \mathbf{r}_h)$ mean the effective mass and position of electron (hole). Due to the large binding energy, the relative motion wavefunction $\chi_{rel} (\mathbf{r}')$ is spatially small and will not change much with the temperature. While the center-of-mass wavefunction $\chi_{CM} (\mathbf{R})$ is quite large in spatial and will change with the temperature, thus plays the main role in the nonlocal effect. For a brief simulation, we use a Gaussian function [26]

$$\chi_{CM} (x) = \left( \frac{1}{\pi} \right)^{\frac{1}{4}} \left( \frac{1}{L} \right)^{\frac{1}{2}} e^{-\frac{x^2}{L^2}}$$

as $\chi_{CM} (x)$ with the spatial extent $L$.

As our cavity is 1D photonic crystal nanobeam, the non-trivial electric field distribution is along $x$ direction.
while the electric field distribution along y direction is trivial, as shown in SFig. 15(a). Therefore, in the interaction strength we only calculate the integral in x direction by

$$g_{cal} = \left| \int \chi_{CM}(x) E_x(x) dx \right|$$

where the electric field of cavity mode $E_x$ is simulated by the FDTD method as shown in Sec. II A. Due to the cavity electric field $E_x$ has both positive and negative value at different positions, the integral can also have positive or negative value with different $\chi_{CM}$ function, resulting in a discontinuous $g$ when the integral value passes through the zero point. As shown by the calculation results (black line in SFig. 15(b)), for the Gaussian $\chi_{CM}$ with varying $L$, there is a zero point of $g$ around $L = 800$ nm. In contrast, if we treat the the multiple excitons with a Gaussian spatial distribution as mentioned in the main paper, the collective interaction strength of multiple excitons is [57]

$$g_{cal} = (\sum g_i^2)^{1/2}$$

$$g_i = d \cdot E_x(x_i)$$

where $g_i$ is the interaction strength between one exciton and the cavity mode in the dipole approximation given by the dipole moment $d$ (same for all excitons). By changing the discrete sum to distributed integral, we can get

$$g_{cal} = d \cdot \left( \int \chi_{CM}^2(x) E_x^2(x) dx \right)^{1/2}$$

and the result is shown by the red line in SFig. 15(b). As $E_x^2$ is always positive, the interaction strength $g$ is always continuous and only a monotonic decreasing is observed as $L$ increases.

The temperature dependence of the spatial extent $L$ is then the key point to contact the experimental and calculation results discussed above. In our cavity the MoS$_2$ monolayer is encapsulated with hBN, thus the spatial extent $L$ is mainly limited by the exciton-phonon coupling. For brief in the main paper, we use the simple model with $L$ linear to $1/T$ as

$$L = L_0 + \frac{a}{T}$$

where $L_0$ and $a$ are corresponding coefficients. The corresponding fitting is shown in SFig. 15(c) with the coefficients of $L_0 = 354 \pm 24$ nm and $a = 38.9 \pm 2.4 \mu$m · K.

$L$ at room temperature $T = 300$ K is $483 \pm 32$ nm. Additionally, here we also present the result with a superlinear model

$$L = L_0 e^{\frac{E_x}{kT}}$$

which has also been reported in some literature [58]. $L_0$ and $E_x$ are corresponding coefficients and the fitting result is shown in SFig. 15(d) with $L_0 = 537$ nm and $E_x = 2.82$ meV (approximated to $17.5 \mu$m · K for large $T$). $L$ at room temperature $T = 300$ K is $600$ nm. By comparison, the fitting result with the superlinear model seems a bit better, but the difference is not so much. The actual motion of free excitons in TMD monolayer should be complex, depending on multiple factors. Besides the exciton-phonon scattering discussed above, excitation laser power, ionized impurity scattering, impurity and doping in semiconductor will also codetermine [25, 27, 70]. Nonetheless, the resulting $L$-dependence of calculated interaction strength presented by the grey lines in SFig. 15(c)(d) reproduces our experimental findings (dots) remarkably well, due to the general principles in this work including the nonlocal effects and the shrinking center-of-mass wavefunction is theoretically correct.

In addition, as presented in SFig. 15(b), theoretically there is a maximum interaction strength when $L$ is around 200 nm. This is also an interesting point and what we plan to achieve next. Similar phenomena has been reported in the quantum dot system [68]. However, the difficult point here is that, $\chi_{CM}(R)$ in 2D materials is far from fully explored [24]. The stacking of a 2D-flake below 1 $\mu$m size is obviously difficult. The external electric or magnetic field would be a potential way to control $\chi_{CM}(R)$, but further investigations are need.

V. SUMMARY

In summary, we here report on the theoretical design, fabrication methods and additional experiment results of the 2D-material nanophotonic system. With the considering of surface roughness, etching angle and misalignment during the fabrication, our cavity structure is demonstrated with high quality and high robustness. Meanwhile, the high feasibility is ensured by that the fabrication is all implemented with common equipment and chemicals. Furthermore, the additional experimental data not only strengthens the conclusion of novel exciton-photon interactions discussed in the main paper, but also expands the discussions such as the control of center-of-mass wavefunction as interesting topics in future work.