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Abstract. The paper deals with the long-term behavior of positive operator semigroups on spaces of bounded functions and of signed measures, which have applications to parabolic equations with unbounded coefficients and to stochastic analysis. The main results are a Tauberian type theorem characterizing the convergence to equilibrium of strongly Feller semigroups and a generalization of a classical convergence theorem of Doob. None of these results requires any kind of time regularity of the semigroup.

1. Introduction

PDEs, Markov processes and semigroups. There is a well known connection between parabolic partial differential equations, their (sub)-Markovian solution semigroups on the space of bounded continuous functions, and the associated stochastic process whose transition probability can be recovered from the semigroup – which is why the latter is often referred to as the transition semigroup of the process. This connection allows for an analytical approach to study Markov processes, see [37] and the references therein for more information.

In contrast to the classical theory of parabolic PDEs on bounded domains, the coefficients appearing in the parabolic equations associated to Markov processes are often unbounded; likewise, the associated semigroups are not strongly continuous, in general. Therefore, weaker time regularity concepts are used, such as pointwise continuity (sometimes referred to as stochastic continuity) as was done in [9, 39], or continuity with respect to the topology of uniform convergence on compact sets (see e.g. [32]). In some applications even pointwise continuity fails, for instance when considering nonlocal boundary conditions [6, 36]. A treatment of time continuity properties of Markov semigroups on spaces of measures can be found in [28].

Convergence results and Doob’s theorem. An important aspect in the study of transition semigroups is the asymptotic behavior as $t \to \infty$. As the semigroups in question are not strongly continuous, the rich theory for the long-term behavior of $C_0$-semigroups ([18, Chapter V]) cannot be used, though. Instead, an important tool is a celebrated result of Doob [16], later strengthened in [43, 42], which gives convergence of stochastically continuous transition semigroups under a number of irreducibility and smoothing assumptions. The theorem is also treated in [11, Section 4.2].

Doob’s original proof is of probabilistic nature, as is a recent new proof in [33]. In [25], an analytical proof of Doob’s theorem was given based on an older theorem of Greiner [27, Korollar 3.11]. On the other hand, this theorem of Greiner is the starting point for a series of convergence results for positive semigroups, first for semigroups on sequence spaces [12, 30, 45] and, subsequently, for semigroups of
Contributions of this article. In this article, we leave the abstract setting of [23] and come back to actual transition semigroups. For a measurable space Ω we consider a dual pair of transition semigroups on the space $B_0(Ω)$ of bounded measurable functions and the space $ℳ(Ω)$ of signed measures. From the perspective of stochastic analysis, the semigroup on $B_0(Ω)$ solves the Kolmogorov backward equation, while the semigroup on $ℳ(Ω)$ solves the Kolmogorov forward equation (or Fokker–Planck equation).

The fact that $ℳ(Ω)$ is a so-called AL-space makes it possible to exploit the results of [23] in this concrete setting to prove the main results of the article: two Tauberian theorems (4.1 and 5.4), and a generalization of Doob’s theorem (Theorem 6.1). As our proofs rely on the approach from [23], no time regularity assumption is needed, and the results are valid for bounded semigroups of positive kernel operators, rather than only for Markovian semigroups. This is useful, for instance, when studying coupled systems of equations (see Sections 7.3 and 7.4).

Organization of the article. Section 2 contains a convergence theorem for positive semigroups on general AL-spaces. Sections 3–6 focus on transition semigroups over measurable spaces: Section 3 contains basics about transition kernels and a duality result for weak convergence on $B_0(Ω)$ and $ℳ(Ω)$, and Sections 4 and Section 5 provide Tauberian theorems for transition semigroups. Section 6 gives a generalization of Doob’s classical convergence theorem. To demonstrate the usefulness of our results, we apply them to several classes of parabolic PDEs in Section 7.

Acknowledgements. The authors are grateful to Markus Haase for pointing out to them the argument used in the proof of Proposition B.1 in the appendix. The article [14] that is referred to in Section 7.1 was – indirectly – brought to the authors’ attention via an answer to a reference request on MathOverflow [1].

2. Stability of semigroups on AL-spaces

In this section, the asymptotic behavior of bounded positive semigroups on so-called AL-spaces is discussed. Recall that an AL-space is a Banach lattice $E$ such that the norm is additive on the positive cone, i.e., for $x, y ∈ E$ with $x, y ≥ 0$ one has $∥x + y∥ = ∥x∥ + ∥y∥$. Every $L^1$-space over an arbitrary measure space is an AL-space. In the subsequent sections, the most important instance of an AL-space will be the space $ℳ(Ω)$ of signed, finite measures on a measurable space Ω. Recall that a bounded, positive operator $S$ on a Banach lattice $E$ is called AM-compact if it maps order intervals to relatively compact sets.

Theorem 2.1. Let $E$ be an AL-space and let $𝒫 = (S_t)_{t∈(0,∞)}$ be a bounded semigroup of positive operators on $E$. Assume that $S_{t_0}$ is AM-compact for some $t_0 > 0$ and that $𝒫$ separates $𝒫^∗$.

Then $S_t$ converges strongly as $t → ∞$.

Here, $𝒫$ denotes the fixed space of $𝒫$, and $𝒫^∗$ denote the dual semigroup of $𝒫$ that acts on the norm dual $E^*$ of $E$. For bounded $C_0$-semigroups, the assumption that $𝒫$ separates $𝒫^*$ is equivalent to mean ergodicity of $𝒫$ [13, Thm. V.4.5]; thus, Theorem 2.1 can be interpreted as a Tauberian theorem, as it concludes convergence from (a generalization of) mean ergodicity.

It is worthwhile to mention that if $E$ is an $L^1$-space over a σ-finite measure space, then every so-called integral operator satisfies the assumption of being AM-compact; see for instance [24, Appendix A] for details.
The proof of Theorem 2.1 at the end of this section consists of two main ingredients: (i) The observation that the theorem is true if $\mathcal{S}$ has sufficiently many fixed points in $E$ (Corollary 2.3). This is a consequence of a recent result from [23], which is recalled in Theorem 2.2 below. (ii) The observation that the theorem is true if $\mathcal{S}^*$ has no fixed-points at all (Lemma 2.4). The proof of the latter heavily uses the AL-structure of the space.

As for the first ingredient, we recall the following result from [23, Thm. 3.5]. A vector $x \geq 0$ in a Banach lattice $E$ is called a quasi-interior point if the principle ideal generated by $x$ is dense in $E$.

**Theorem 2.2.** Let $E$ be a Banach lattice and $\mathcal{S} = (S_t)_{t \in (0, \infty)}$ be a bounded positive semigroup on $E$. Assume that the operator $S_{t_0}$ is AM-compact for some $t_0 > 0$ and that the semigroup possesses a fixed point that is a quasi-interior point of the positive cone $E_+$. Then $S_t$ converges strongly as $t \to \infty$.

If $E$ does not contain quasi-interior points, Theorem 2.2 is not directly applicable. For this reason, the following corollary is useful.

**Corollary 2.3.** Let $E$ be a Banach lattice and $\mathcal{S} = (S_t)_{t \in (0, \infty)}$ be a bounded positive semigroup on $E$. Assume that $S_{t_0}$ is AM-compact for some $t_0 > 0$ and that the only closed ideal in $E$ that contains all positive fixed points of $\mathcal{S}$ is $E$ itself. Then $S_t$ converges strongly as $t \to \infty$.

**Proof.** Let $I \subseteq E$ be the (not necessarily closed) ideal generated by all positive fixed points of $\mathcal{S}$ and fix $x \in I$; then there is a fixed point $y \geq 0$ of $\mathcal{S}$ such that $|x| \leq y$. Let $F$ be the closure of the principal ideal generated by $y$. The semigroup $\mathcal{S}$ leaves $F$ invariant and its restriction to that space has a quasi-interior fixed point, namely $y$. As, moreover, $S_{t_0}F$ is AM-compact, Theorem 2.2 applied to $\mathcal{S}|_F$ yields that the limit of $S_t x$ as $t \to \infty$ exists.

Thus, for $x \in I$ one has convergence of $S_t x$ as $t \to \infty$. But as $\mathcal{S}$ is bounded and the closure of $I$ equals $E$ by assumption, strong convergence of $S_t$ as $t \to \infty$ follows from the norm completeness of $E$ and a standard $3\varepsilon$-argument.

The next lemma is the second ingredient for the proof of Theorem 2.1. Here, the special structure of AL-spaces is used for the first time.

**Lemma 2.4.** Let $E$ be an AL-space and $\mathcal{S}$ be a bounded, positive semigroup on $E$. If $\text{fix} \mathcal{S}^* = \{0\}$, then $S_t x \to 0$ as $t \to \infty$ for all $x \in E$.

**Proof.** Suppose that $S_t$ does not converge strongly to 0 as $t \to \infty$. As $\mathcal{S}$ is positive and bounded, there is a vector $x \geq 0$ with $x \neq 0$ and an $\varepsilon > 0$ such that $\|S_t x\| \geq \varepsilon$ for all $t > 0$. To construct a non-zero fixed point $\varphi$ of the adjoint semigroup $\mathcal{S}^*$, consider a shift-invariant positive functional $m \in (\ell^\infty(0, \infty))^*$ that maps the constant one-function to 1. Such a functional exists by the Markov–Kakutani fixed point theorem. Moreover, since $E$ is an AL-space, there exists a positive functional $1 \in E^*$ such that $1(x) = \|x\|$ for all $x \geq 0$. Define $\varphi \in E^*$ by

$$\langle \varphi, y \rangle_{E^*} := \left( m, \left( \langle 1, S_t y \rangle_{E^*} \right)_{t \in (0, \infty)} \right)_{(\ell^\infty(0, \infty))^*, \ell^\infty(0, \infty)}$$

for each $y \in E$. As $m$ is shift invariant, $\varphi$ is a fixed point of $\mathcal{S}^*$. Also, $\varphi \neq 0$, as

$$\langle \varphi, x \rangle = \left( m, \|S_t x\|_{t \in (0, \infty)} \right) \geq \langle m, \varepsilon \rangle = \varepsilon > 0.$$

For $C_0$-semigroups, the assertion of Lemma 2.4 is well-known and can for instance be found in [10, Thm. 7.7]. The proof of the following lemma is straightforward, so we omit it.
Lemma 2.5. Let $E$ be a Banach space, $F$ a closed subspace of $E$ and $\mathcal{S} = (S_t)_{t \in (0, \infty)}$ a bounded semigroup on $E$ such that $S_tF \subseteq F$ for all $t > 0$. Denote by $\mathcal{S}^F = (S_t^F)_{t \in (0, \infty)}$ the restriction of the semigroup to $F$ and by $\mathcal{S}^{E/F} = (S_t^{E/F})_{t \in (0, \infty)}$ the quotient semigroup. Then the following are equivalent:

(i) $S_t$ is strongly convergent as $t \to \infty$ and the limit operator maps into $F$.
(ii) $S_t^{E/F}$ converges strongly to zero and $S_t^F$ is strongly convergent as $t \to \infty$.

One further observation is still missing for the proof of Theorem 2.1.

Lemma 2.6. Let $E$ be an AL-space and $\mathcal{S}$ be a bounded, positive semigroup on $E$. For every $x \in \text{fix}\mathcal{S}$ there exists a positive vector $y \in \text{fix}\mathcal{S}$ such that $|x| \leq y$.

Proof. One has $S_t|x| \geq |S_t x| = |x|$ for all $t > 0$ and thus $S_{t+s}|x| \geq S_s|x|$ for all $t, s > 0$. So the norm bounded net $(S_t|x|)_{t \geq 0}$ is increasing and hence a Cauchy net as $E$ is an AL-space. Hence, $(S_t|x|)_{t \geq 0}$ converges to some $y \in \text{fix}\mathcal{S}$, and $y \geq |x|$.

Proof of Theorem 2.1. Let $J$ be the closed ideal generated by $\text{fix}\mathcal{S}$. By Lemma 2.6 $J$ is generated by $\text{fix}\mathcal{S} \cap E_+$. An application of Corollary 2.3 to the restriction $\mathcal{S}^J$ of $\mathcal{S}$ to $J$ yields the strong convergence of this semigroup.

We claim that the dual of the quotient semigroup $\mathcal{S}^{E/J}$ has trivial fixed space. To see this, let $q : E \to E/J$ be the quotient map and $\varphi \in (E/J)^*$ be a fixed point of $(\mathcal{S}^{E/J})^*$. Then $\varphi \circ q$ is a fixed point of $\mathcal{S}^*$ that vanishes on $\text{fix}\mathcal{S} \subseteq J$. By assumption, $\varphi \circ q = 0$. But $q$ is surjective, so $\varphi = 0$.

So Lemma 2.1 yields strong convergence to 0 of $\mathcal{S}^{E/J}$. By Lemma 2.6, $\mathcal{S}$ converges strongly as claimed.

3. Kernels and kernel operators

In this section, we consider semigroups of so-called kernel operators on a space of measurable functions, and their dual semigroups on the space of measures. The relation of weak convergence of the two semigroups is discussed and a description of the limit operator is given. This forms a very useful frame of reference for what follows in the subsequent sections.

Let $(\Omega, \Sigma)$ be a measurable space and let $\mathcal{M}(\Omega)$ and $B_b(\Omega)$ denote, respectively, the space of signed (finite) measures on $\Omega$ and the space of bounded real-valued measurable functions on $\Omega$. As usual, $\mathcal{M}(\Omega)$ is endowed with the total variation norm and $B_b(\Omega)$ with the supremum norm, which renders both spaces Banach lattices.

A bounded kernel on $\Omega$ is a mapping $k : \Omega \times \Sigma \to \mathbb{R}$ such that

(a) for every $A \in \Sigma$ the map $x \mapsto k(x, A)$ is measurable,
(b) for every $x \in \Omega$ the map $A \mapsto k(x, A)$ is a (signed) measure,
(c) $\sup_{x \in \Omega} |k|(x, \Omega) < \infty$, where $|k|(x, \cdot)$ denotes the total variation of the measure $k(x, \cdot)$.

To each bounded kernel $k$ there corresponds a bounded linear operator $S : \mathcal{M}(\Omega) \to \mathcal{M}(\Omega)$, defined via

\[(S\mu)(A) = \int_\Omega k(x, A) \, d\mu(x) \quad \text{for } A \in \Sigma,\]

for all $\mu \in \mathcal{M}(\Omega)$ and a bounded linear operator $T : B_b(\Omega) \to B_b(\Omega)$, defined by

\[(Tf)(x) = \int_\Omega f(y) k(x, dy) \quad \text{for } x \in \Omega\]

for all $f \in B_b(\Omega)$. It is not difficult to see that $\|S\| = \|T\| = \sup_{x \in \Omega} |k|(x, \Omega)$, and that the operators $S$ and $T$ are in duality in the sense that $\langle S\mu, f \rangle = \langle \mu, Tf \rangle$ for each measure $\mu \in \mathcal{M}(\Omega)$ and each function $f \in B_b(\Omega)$. Here, the notation $\langle \mu, f \rangle := \int_\Omega f(x) \, d\mu(x)$ is used.
Now consider the situation the other way round. First, let \( S : \mathcal{M}(\Omega) \to \mathcal{M}(\Omega) \) be a bounded linear operator. It follows from [35, Prop. 3.1 and 3.5] that the following properties are equivalent:

(i) There exists a bounded kernel \( k \) on \( \Omega \) such that \( S \) is given by the integral formula (3.1).

(ii) The norm adjoint \( S^* \) leaves \( B_b(\Omega) \) invariant.

(iii) The operator \( S \) is continuous with respect to the \( \sigma(\mathcal{M}(\Omega), B_b(\Omega)) \)-topology.

If \( S \) satisfies these equivalent conditions, then \( S \) is called a kernel operator with associated kernel \( k \). In this case, the kernel \( k \) is uniquely determined and the kernel operator \( S \) is positive (in which case it is called a positive kernel operator) if and only if \( k \) is positive in the sense that \( k(x, A) \geq 0 \) for all \( x \in \Omega \) and all measurable \( A \subseteq \Omega \). If \( S \) is a kernel operator with associated kernel \( k \), then the restriction of its adjoint to \( B_b(\Omega) \) is denoted by \( S' \). Note that \( S' \) is given by the integral formula (3.2).

Analogously, one can start with a bounded linear operator \( T : B_b(\Omega) \to B_b(\Omega) \). Again, it follows from [35, Prop. 3.1 and 3.5] that the following properties are equivalent:

(i) There exists a bounded kernel \( k \) on \( \Omega \) such that \( T \) is given by the integral formula (3.1).

(ii) The norm adjoint \( T^* \) leaves \( \mathcal{M}(\Omega) \) invariant.

(iii) The operator \( T \) is continuous with respect to the \( \sigma(\mathcal{M}(\Omega), \mathcal{M}(\Omega)) \)-topology.

If \( T \) satisfies these equivalent conditions, then it is called \( T \) a kernel operator with kernel \( k \); as above, the kernel \( k \) is uniquely determined by \( T \) and positivity of \( T \) is equivalent to positivity of \( k \). The restriction of \( T^* \) to \( \mathcal{M}(\Omega) \) is denoted by \( T' \), and it is given by the integral formula (3.1).

In other words, if \( T \) is a kernel operator on \( B_b(\Omega) \) with associated kernel \( k \), then \( T' \) is a kernel operator on \( \mathcal{M}(\Omega) \) with the same kernel; and if \( S \) is a kernel operator on \( \mathcal{M}(\Omega) \) with associated kernel \( k \), then \( S' \) is a kernel operator on \( B_b(\Omega) \) with the same kernel.

Convergence of kernel operators is related to pointwise convergence of the associated kernels in the sense of the following proposition, which can easily be derived from the Vitali–Hahn–Saks theorem [7, Thm. 4.6.3].

**Proposition 3.1.** Let \((\Omega, \Sigma)\) be a measurable space and let \((k_n)\) be a sequence of bounded kernels on \( \Omega \) which is bounded in the sense that

\[
\sup_{n \in \mathbb{N}} \sup_{x \in \Omega} |k_n(x, \Omega)| < \infty.
\]

Denote the corresponding kernel operators on \( \mathcal{M}(\Omega) \) and \( B_b(\Omega) \) by \((S_n)\) and \((T_n)\), respectively. The following are equivalent:

(i) For each \( x \in \Omega \) and each \( A \in \Sigma \), the sequence \((k_n(x, A))\) converges to a real number \( k(x, A) \).

(ii) For each \( \mu \in \mathcal{M}(\Omega) \) the sequence \((S_n \mu)\) is \( \sigma(\mathcal{M}(\Omega), B_b(\Omega)) \)-convergent to a measure \( S \mu \in \mathcal{M}(\Omega) \).

(iii) For each \( f \in B_b(\Omega) \) the sequence \((T_n f)\) is \( \sigma(\mathcal{M}(\Omega), \mathcal{M}(\Omega)) \)-convergent to a function \( T f \in B_b(\Omega) \).

If these equivalent assertions are satisfied, then \( k \) is a bounded kernel on \( \Omega \), \( S \) is a kernel operator on \( \mathcal{M}(\Omega) \) with kernel \( k \), and \( T \) is a kernel operator on \( B_b(\Omega) \) with kernel \( k \).

Note that the boundedness condition on the sequence \((k_n)\) is equivalent to either of the sequences \((S_n)\) or \((T_n)\) being norm bounded.

It is worthwhile to explicitly formulate the equivalence of assertions (ii) and (iii) above for the special case of semigroups. In this case, one also obtains additional
Theorem 4.1. Let $\sigma B(M)$ be a Borel dual semigroup on $T$ generated. Let $A \in \mathcal{M}(\Omega)$ with associated kernels $k_t$, and let $\mathcal{S} = \{S_t\}_{t \in (0, \infty)} := \{T_t\}_{t \in (0, \infty)}$ denote the dual semigroup on $\mathcal{M}(\Omega)$.

Suppose that there exists a measure $0 \leq \mu \in \mathcal{M}(\Omega)$ and a time $t_0 \in (0, \infty)$ such that, for each $x \in \Omega$, the measure $k_{t_0} \in \mathcal{M}(\Omega)$ is absolutely continuous with respect to $\mu$. Then the following assertions are equivalent:

(i) For each $f \in \mathcal{B}_b(\Omega)$, $T_t f$ converges with respect to $\sigma(\mathcal{B}_b(\Omega), \mathcal{M}(\Omega))$ to a function in $\mathcal{B}_b(\Omega)$ as $t \to \infty$.

(ii) For each $\nu \in \mathcal{M}(\Omega)$, $S_t \nu$ converges in total variation norm to a measure in $\mathcal{M}(\Omega)$ as $t \to \infty$.

(iii) The space $\text{fix}\mathcal{S}$ separates $\text{fix}\mathcal{S}$.

Proposition 3.2. Let $(\Omega, \Sigma)$ be a measurable space, let $\mathcal{S} = \{S_t\}_{t \in (0, \infty)}$ be a bounded semigroup of kernel operators on $B_0(\Omega)$ and denote the dual semigroup on $\mathcal{M}(\Omega)$ by $\mathcal{S} = \{S_t\}_{t \in (0, \infty)} := \{T_t\}_{t \in (0, \infty)}$. The following are equivalent:

(i) For each $\mu \in \mathcal{M}(\Omega)$, $S_t \mu$ is $\sigma(\mathcal{M}(\Omega), B_0(\Omega))$-convergent to a measure $P \mu \in \mathcal{M}(\Omega)$ as $t \to \infty$.

(ii) For each $f \in B_0(\Omega)$, $T_t f$ is $\sigma(B_0(\Omega), \mathcal{M}(\Omega))$-convergent to a function $Q f \in B_0(\Omega)$ as $t \to \infty$.

In this case $P$ is a kernel operator on $\mathcal{M}(\Omega)$ that commutes with each operator $S_t$, and $Q$ is a kernel operator on $B_0(\Omega)$ that commutes with each operator $T_t$. Moreover, $P$ and $Q$ are in duality, and they have the following properties:

(a) The space $\mathcal{M}(\Omega)$ splits as $\mathcal{M}(\Omega) = \text{fix}\mathcal{S} \oplus \text{ran}(I - \mathcal{S})$ (where the closure is taken with respect to $\sigma(\mathcal{M}(\Omega), B_0(\Omega))$) and $P$ is the projection onto $\text{fix}\mathcal{S}$ along this splitting.

(b) The space $B_0(\Omega)$ splits as $B_0(\Omega) = \text{fix}\mathcal{S} \oplus \text{ran}(I - \mathcal{S})$ (where the closure is taken with respect to $\sigma(B_0(\Omega), \mathcal{M}(\Omega))$) and $Q$ is the projection onto $\text{fix}\mathcal{S}$ along this splitting.

Finally, the spaces $\text{fix}\mathcal{S}$ and $\text{fix}\mathcal{S}$ have the same dimension.

This is a straightforward consequence of Proposition 3.1 so we omit the details of the proof.

4. Convergence in Total Variation Norm and a Tauberian Theorem

The main point of Proposition 3.2 was to relate, for a semigroup of kernel operators, weak convergence on the space of measurable functions to weak convergence on the space of measures. For practical purposes, two additional properties are desirable: (i) on the space of measures, one is not only interested in weak convergence, but rather in convergence in total variation norm; (ii) it is important to have sufficient – or equivalent – conditions for convergence that are easy to check in concrete situations.

As it turns out, both requirements are met by the following theorem. Recall that a $\sigma$-algebra $\Sigma$ is called countably generated if there exists a countable family of sets $\mathcal{A} \subseteq \Sigma$ such that $\Sigma$ is the smallest $\sigma$-algebra that contains $\mathcal{A}$. For instance, the Borel $\sigma$-algebra on a Polish space is countably generated.

Theorem 4.1. Let $(\Omega, \Sigma)$ be a measurable space whose $\sigma$-algebra is countably generated. Let $\mathcal{S} = \{S_t\}_{t \in (0, \infty)}$ be a bounded semigroup of positive kernel operators on $B_0(\Omega)$ with associated kernels $k_t$, and let $\mathcal{S} = \{S_t\}_{t \in (0, \infty)} = \{T_t\}_{t \in (0, \infty)}$ denote the dual semigroup on $\mathcal{M}(\Omega)$.

Suppose that there exists a measure $0 \leq \mu \in \mathcal{M}(\Omega)$ and a time $t_0 \in (0, \infty)$ such that, for each $x \in \Omega$, the measure $k_{t_0} \in \mathcal{M}(\Omega)$ is absolutely continuous with respect to $\mu$. Then the following assertions are equivalent:

(i) For each $f \in B_0(\Omega)$, $T_t f$ converges with respect to $\sigma(B_0(\Omega), \mathcal{M}(\Omega))$ to a function in $B_0(\Omega)$ as $t \to \infty$.

(ii) For each $\nu \in \mathcal{M}(\Omega)$, $S_t \nu$ converges in total variation norm to a measure in $\mathcal{M}(\Omega)$ as $t \to \infty$.

(iii) The space $\text{fix}\mathcal{S}$ separates $\text{fix}\mathcal{S}$.
Similar to Theorem 2.1, Theorem 4.1 can be considered as a Tauberian theorem; indeed, in a slightly different context it was proved in [24, Thm. 5.7], that condition (ii) is equivalent with (weak) mean ergodicity. It is worthwhile to point out that, under the assumptions of the theorem, fix $\mathcal{F}$ always separates $\text{fix}\mathcal{F}$; see Remark 4.3 below.

Since $\mathcal{M}(\Omega)$ is an AL-space the results of Section 1 can be used to prove Theorem 4.1. The following auxiliary result is helpful.

**Lemma 4.2.** Let $(\Omega, \Sigma)$ be a measurable space, let $S$ be a positive kernel operator on $\mathcal{M}(\Omega)$ and denote the associated kernel by $k$. Assume that there exists a finite positive measure $0 \leq \mu \in \mathcal{M}(\Omega)$ such that, for every $x \in \Omega$, the measure $k(x, \cdot)$ is absolutely continuous with respect to $\mu$. Then the following assertions hold:

(a) The range of $S$ is contained in the band $\{\mu\}^{\perp\perp}$ generated by $\mu$ in $\mathcal{M}(\Omega)$.

(b) The norm adjoint $S^*$ of $S$ maps the norm dual $\mathcal{M}(\Omega)^*$ into $B_b(\Omega)$.

Now assume in addition that the $\sigma$-algebra $\Sigma$ is countably generated. Then:

(c) The restriction $S|_{\{\mu\}^{\perp\perp}}$ is an AM-compact operator on $\{\mu\}^{\perp\perp}$.

(d) The operator $S^2$ is AM-compact on $\mathcal{M}(\Omega)$.

**Proof.** (a) First observe that the band $\{\mu\}^{\perp\perp}$ consists exactly of those measures that are absolutely continuous with respect to $\mu$, cf. [11, Thm. 10.61]. Thus, it follows from Formula (5.1) that $S$ maps $\mathcal{M}(\Omega)$ into $\{\mu\}^{\perp\perp}$.

(b) The band $\{\mu\}^{\perp\perp}$ is isometrically Banach lattice isomorphic to $L^1(\Omega, \mu)$ via the mapping $\Phi: \{\mu\}^{\perp\perp} \to L^1(\Omega, \mu)$ which maps each $\nu \in \{\mu\}^{\perp\perp}$ to its Radon-Nikodym derivative with respect to $\mu$, see [3, Thm. 13.19].

Let $\varphi \in \mathcal{M}(\Omega)^*$. Its restriction to $\{\mu\}^{\perp\perp}$ induces, via $\Phi$, a functional on $L^1(\Omega, \mu)$ which can in turn be represented by a function $\tilde{f} \in L^\infty(\Omega, \mu)$. By choosing a representative $f \in B_b(\Omega)$ of $\tilde{f}$, one obtains for each $\nu \in \mathcal{M}(\Omega)$

$$\langle S^*\varphi, \nu \rangle_{\mathcal{M}(\Omega)^* \mathcal{M}(\Omega)} = \langle \varphi, \langle \{\mu\}^{\perp\perp}, Sf \rangle \rangle_{\{\mu\}^{\perp\perp}, \{\mu\}^{\perp\perp}} = \langle f, S\nu \rangle_{(B_b(\Omega))_{\mathcal{M}(\Omega)}} = \langle Sf, \nu \rangle_{(B_b(\Omega))_{\mathcal{M}(\Omega)}}.$$

Hence, $S^*\varphi = Sf \in B_b(\Omega)$.

For the rest of the proof, let $\Sigma$ be countably generated.

(c) As in the proof of (b) the band $\{\mu\}^{\perp\perp}$ can be identified with $L^1(\Omega, \mu)$: to keep the argument concise, the isomorphism $\Phi$, that was explicitly mentioned in the proof of (b), is now suppressed in the notation.

It thus suffices to prove that $S|_{L^1(\Omega, \mu)}$ is AM-compact. By assumption, for every $x \in \Omega$ there is $k_x \in L^1(\Omega, \mu)$ such that $k(x, \cdot) = \int k_x d\mu$. Then the mapping $K: \Omega \to L^1(\Omega, \mu)$, defined by $Kx = k_x$ is weakly measurable. As $\Sigma$ is countably generated, $L^1(\Omega, \mu)$ is separable, whence $K$ is also separably valued. The Pettis measurability theorem yields that $K$ is strongly measurable. Since $\|k_x\|_{L^1} = k(x, \Omega)$ is integrable by assumption, $K \in L^1(\Omega, \mu; L^1(\Omega, \mu)) \simeq L^1(\Omega \times \Omega, \mu \otimes \mu)$. By identifying $K$ with $h \in L^1(\Omega \times \Omega, \mu \otimes \mu)$, one obtains

$$[Sf](x) = \int \Omega h(x, y) \, d\mu(y),$$

i.e. $S|_{L^1(\Omega, \mu)}$ is a so-called integral operator. Since integral operators are AM-compact (see for instance [26, Theorem A.3] or [25, Appendix A]), this implies the assertion.

(d) This is an immediate consequence of (a) and (c). □

**Proof of Theorem 4.1.** “(ii) ⇒ (i)” Clearly, convergence in total variation norm implies convergence with respect to the $\sigma(\mathcal{M}(\Omega), B_b(\Omega))$-topology. Hence, this implication follows from Proposition 3.3.
“(i) ⇒ (iii)” Assume that (i) holds, and let $Q : B_b(\Omega) \to B_b(\Omega)$ denote the limit operator. Proposition 3.2 implies that $Q$ is a kernel operator and a projection onto $\text{fix}\mathcal{F}$, and that $P := Q' : \mathcal{M}(\Omega) \to \mathcal{M}(\Omega)$ is a projection onto $\text{fix}\mathcal{G}$.

Now, let $f \in B_b(\Omega)$ be a non-zero fixed vector of $\mathcal{F}$. Choose a measure $\nu \in \mathcal{M}(\Omega)$ that does not vanish on $f$ and observe that

$$0 \neq \langle \nu, f \rangle = \langle \nu, Qf \rangle = \langle P\nu, f \rangle.$$ 

Hence, $\text{fix}\mathcal{F}$ separates $\text{fix}\mathcal{G}$.

“(iii) ⇒ (ii)” According to Lemma 4.2, the norm adjoint of $S_{t_0}$ maps $\mathcal{M}(\Omega)^*$ into $B_b(\Omega)$; every fixed point $\varphi$ of $\mathcal{F}^*$ thus satisfies $\varphi = S_{t_0}^\ast \varphi \in B_b(\Omega)$. Hence, $\text{fix}\mathcal{F}^\ast = \text{fix}\mathcal{F}$ and, consequently, $\text{fix}\mathcal{F}$ separates $\text{fix}\mathcal{F}^\ast$ by (iii).

Since $\mathcal{F}$ contains an AM-compact operator by Lemma 4.2(d), the assertion follows from the convergence result in Theorem 4.1.

Remark 4.3. Under the assumptions of Theorem 4.1, $\text{fix}\mathcal{F}$ always separates $\text{fix}\mathcal{F}$, no matter whether the equivalent assertions (i)–(iii) are satisfied or not.

Indeed, let $\nu \in \text{fix}\mathcal{F}$. Then the norm adjoint semigroup $\mathcal{F}^\ast$ on the norm dual space $\mathcal{M}(\Omega)^*$ has a fixed point $\varphi$ such that $\langle \varphi, \nu \rangle \neq 0$. To see this, choose a functional $\psi \in \mathcal{M}(\Omega)^*$ such that $\langle \psi, \nu \rangle \neq 0$ and let $b \in \ell^\infty((0,\infty))^*$ be a Banach limit (which exists by the Markov–Kakutani fixed point theorem). Define $\varphi \in \mathcal{M}(\Omega)^*$ by means of the formula

$$\langle \varphi, \lambda \rangle = \left\langle b, \left(\langle \psi, S_t\lambda \rangle\right)_{t \in (0,\infty)} \right\rangle$$

for each $\lambda \in \mathcal{M}(\Omega)$. As $b$ is a Banach limit, it follows that $\varphi$ is a fixed point of $\mathcal{F}^\ast$; moreover, $\langle \varphi, \nu \rangle = \langle \psi, \nu \rangle \neq 0$, so $\varphi$ does not vanish on $\nu$.

Finally, Lemma 4.2 implies that $S_{t_0}^\ast$ maps $\mathcal{M}(\Omega)^*$ into $B_b(\Omega)$. Hence, $\varphi = S_{t_0}^\ast \varphi \in B_b(\Omega)$, i.e., $\varphi$ is a fixed point of $\mathcal{G}$ that does not vanish on the given fixed point $\nu$ of $\mathcal{F}$.

5. Stability of strongly Feller semigroups

This section focuses on the special case where $\Omega$ is a Polish space, i.e., a separable topological space that is metrizable through a complete metric, endowed with its Borel $\sigma$-algebra $\mathcal{B}(\Omega)$. Besides $B_b(\Omega)$ we shall also consider the space $C_b(\Omega)$ of bounded continuous functions on $\Omega$. When endowed with the supremum norm, this is a Banach lattice and in fact a closed sublattice of $B_b(\Omega)$.

A kernel operator $T$ on $B_b(\Omega)$ is called strongly Feller if $TB_b(\Omega) \subseteq C_b(\Omega)$. Operators that are strongly Feller have the following very useful property, which makes it possible to apply the results from Section 4 – in particular, Theorem 4.1 – to semigroups that contain a strongly Feller operator.

Proposition 5.1. Let $\Omega$ be a Polish space and let $T$ be a positive kernel operator on $B_b(\Omega)$ with kernel $k$. If $T$ is strongly Feller, then there exists a measure $0 \leq \mu \in \mathcal{M}(\Omega)$ such that $k(x, \cdot)$ is absolutely continuous with respect to $\mu$ for each $x \in \Omega$.

Proof. Fixing a dense sequence $(x_n)_{n \in \mathbb{N}}$ in $\Omega$, it is easy to see that

$$\mu := \sum_{n \in \mathbb{N}} 2^{-n}k(x_n, \cdot);$$

has the desired properties, see [40, proof of Lem. 1.5.9].

Proposition 5.1 shows that if $T$ on $B_b(\Omega)$ is strongly Feller, then the dual operator $T'$ on $\mathcal{M}(\Omega)$ satisfies the assumptions of Lemma 4.2.

There is an even stronger notion than that of a strongly Feller operator. To discuss this, we use the concept of the strict topology $\beta_0$ on $C_b(\Omega)$ for a Polish space $\Omega$, defined as follows. Denote by $\mathcal{F}_0(\Omega)$ the set of all functions $\varphi : \Omega \to \mathbb{R}$ that vanish at infinity, i.e., given $\varepsilon > 0$ there is a compact set $K \subseteq \Omega$ such that $|f(x)| \leq \varepsilon$
for all $x \in \Omega \setminus K$. The strict topology $\beta_0$ is the locally convex topology generated by the set of seminorms $\{ p_\varphi : \varphi \in \mathcal{F}_0(\Omega) \}$, where $p_\varphi (f) := \| \varphi f \|_\infty$.

The strict topology has the following properties. It is consistent with the duality $(C_b(\Omega), \mathcal{M}(\Omega))$, i.e., the dual space $(C_b(\Omega), \beta_0)^*$ is $\mathcal{M}(\Omega)$, see [29, Thm. 7.6.3]. As a matter of fact, it is actually the Mackey topology of the dual pair $(\mathcal{B}(\Omega), \beta_0)^*$, i.e. the finest locally convex topology on $C_b(\Omega)$ which yields $\mathcal{M}(\Omega)$ as a dual space, see [33, Thm. 4.5 and 5.8]. It follows that if $T$ is a kernel operator on $B_b(\Omega)$ that leaves $C_b(\Omega)$ invariant, then the restriction of $T$ to $C_b(\Omega)$ is automatically $\beta_0$-continuous. By [29, Thm. 2.10.4] $\beta_0$ coincides on $\| \cdot \|_\infty$-bounded subsets of $C_b(\Omega)$ with the compact-open topology. In particular, a $\| \cdot \|_\infty$-bounded net converges with respect to $\beta_0$ if and only if it converges uniformly on every compact subset of $\Omega$.

For a Polish space $\Omega$, a kernel operator $T$ on $B_b(\Omega)$ is called ultra Feller if it maps bounded subsets of $B_b(\Omega)$ to relatively $\beta_0$-compact subsets of $C_b(\Omega)$. Clearly, every ultra Feller operator is strongly Feller. On a more interesting note, the following result holds in the converse direction:

**Proposition 5.2.** Let $\Omega$ be a Polish space. If a positive kernel operator $T$ on $B_b(\Omega)$ is strongly Feller, then $T^2$ is ultra Feller.

This proposition is quite well-known; for the convenience of the reader we include a proof.

**Proof of Proposition 5.2.** It follows from [40, Lem. 5.10 and 5.11 in Chapter 1] that if $T$ is a positive, strongly Feller operator, then for any bounded sequence $(f_n)_{n \in \mathbb{N}} \subseteq B_b(\Omega)$ one can extract a subsequence $f_{n_k}$ such that $T^2 f_{n_k}$ converges to some continuous function $g$ uniformly on every compact subset of $\Omega$. Since compactness in $C(K)$ is the same as sequential compactness, the classical Arzelà–Ascoli theorem yields that, for a bounded subset $B \subseteq B_b(\Omega)$, the image $T^2 B \subseteq C_b(\Omega)$ is equicontinuous on any compact subset of $\Omega$. Employing a Arzelà–Ascoli theorem for the strict topology, see [31, Thm. 3.6], it follows that $T^2 B$ is relatively $\beta_0$-compact. □

**Remark 5.3.** Let $\Omega$ be a Polish space and let $T$ be a kernel operator on $B_b(\Omega)$ with dual operator $S$ on $\mathcal{M}(\Omega)$. If $T$ is strongly Feller, then it follows from Proposition 5.1 and Lemma 4.2(b) that the norm adjoint $(S^2)^*$ of $S^2$ maps the norm dual $\mathcal{M}(\Omega)^*$ of $\mathcal{M}(\Omega)$ to $C_b(\Omega)$. On the other hand, $S^2$ is the dual kernel operator of the ultra Feller operator $T^2$ (Proposition 5.4).

It is worthwhile to mention that a similar result remains true for general ultra Feller operators – not only for those that are the square of a strongly Feller operator. This is not needed in what follows, but it is an interesting observation for its own sake, so we provide a proof for this fact in the appendix (Proposition A.2).

The following theorem is the main result in this section. It is an analogue of Theorem 4.4 for semigroups that contain a strongly Feller operator.

**Theorem 5.4.** Let $\Omega$ be a Polish space, let $\mathcal{T} = (T_t)_{t \in (0, \infty)}$ be a bounded semigroup of positive kernel operators on $B_b(\Omega)$ and let $\mathcal{S} = (S_t)_{t \in (0, \infty)} := (T_t^*)_{t \in (0, \infty)}$ denote the dual semigroup on $\mathcal{M}(\Omega)$. If $T_{t_0}$ is strongly Feller for some $t_0 \in (0, \infty)$, then the following assertions are equivalent:

(i) For each $f \in B_b(\Omega)$, $T_t f$ converges pointwise to a function $Q f \in B_b(\Omega)$ as $t \to \infty$.

(ii) For each $f \in B_b(\Omega)$, $T_t f$ converges uniformly on compact subsets of $\Omega$ to a function $Q f \in C_b(\Omega)$ as $t \to \infty$.

(iii) For each $\nu \in \mathcal{M}(\Omega)$, $S_t \nu$ converges with respect to the total variation norm as $t \to \infty$.

(iv) The space $\text{fix}\mathcal{T}$ separates $\text{fix}\mathcal{S}$.
If the equivalent conditions (i)–(iv) are satisfied, then the limit operator $Q$ in (i) and (ii) is a kernel operator on $B_b(\Omega)$ that is ultra Feller.

Proof. “(i) $\Rightarrow$ (ii)” For $t \geq t_0$ the function $T_t f$ is contained in $C_b(\Omega)$, and for $t \geq 2t_0$, $T_t f$ is – due to the boundedness of $T$ – contained in a $t$-independent $\beta_0$-compact set $K \subseteq C_b(\Omega)$. Hence, every subnet of $(T_t f)$ has a subnet which is $\beta_0$-convergent, and the limit equals $Qf$ since the $\beta_0$-convergence is stronger than pointwise convergence. Hence, $T_t f$ is $\beta_0$-convergent to $Qf$ as $t \to \infty$. As $T$ is bounded, this is equivalent to uniform convergence of compact subsets of $\Omega$. Consequently, the restriction of $Qf$ to any compact subset of $\Omega$ is continuous, which implies – due to the metrizability of $\Omega$ – that $Qf$ itself is continuous, i.e., $Qf \in C_b(\Omega)$. This proves (ii).

“(ii) $\Rightarrow$ (i)” This implication is obvious.

“(i) $\Rightarrow$ (iii) $\iff$ (iv)” These implications follow from Theorem 5.1. To see this, one only has to note that the kernel associated to $T_{t_0}$ satisfies the assumptions of that theorem according to Proposition 5.1 and that pointwise convergence of a bounded sequence in $B_b(\Omega)$ is equivalent to convergence with respect to the $\sigma(B_b(\Omega), M(\Omega))$-topology by the dominated convergence theorem.

“(iii) $\Rightarrow$ (i)” Since convergence with respect to the total variation norm implies convergence with respect to the $\sigma(\mathcal{M}(\Omega), B_b(\Omega))$-topology, this implication follows from Proposition 5.2.

Finally, assume that (i)–(iv) hold. By Theorem 5.1 $Q$ is a projection and a kernel operator on $B_b(\Omega)$. Moreover, it follows from (ii) that $Q$ is strongly Feller, so $Q = Q^2$ is even ultra Feller by Proposition 5.2.

Remark 5.5. In applications it is often more practical to work with a semigroup on $C_b(\Omega)$ rather than with a semigroup on $B_b(\Omega)$. An operator $T$ on $C_b(\Omega)$ is called a kernel operator if there exists a kernel $k$ such that (3.2) holds for all $f \in C_b(\Omega)$. Note that in this case, $T$ can be extended to a kernel operator on $B_b(\Omega)$ by using the representation (3.2) for $f \in B_b(\Omega)$. As $C_b(\Omega)$ is $\sigma(B_b(\Omega), M(\Omega))$-dense in $B_b(\Omega)$, this extension is unique.

Thus, if $\mathcal{T}_C$ is a semigroup on $C_b(\Omega)$ consisting of kernel operators, then it can be uniquely extended to a semigroup $\mathcal{T}$ on $B_b(\Omega)$. Moreover, if $\mathcal{T}$ contains a strongly Feller operator, then the fixed points of $\mathcal{T}$ are necessarily continuous so that $\text{fix} \mathcal{T} = \text{fix} \mathcal{T}_C$ and knowledge of $\mathcal{T}_C$ is sufficient to verify condition (iv) in Theorem 5.4. It is not difficult to see that a bounded operator on $C_b(\Omega)$ is a kernel operator if and only if it is $\sigma(C_b(\Omega), M(\Omega))$-continuous, see [34] Prop. 3.5.

Up to now, no regularity assumptions on the orbits of the semigroup $\mathcal{T}$ have been made. However, semigroups appearing in applications typically have orbits that are regular in some sense, so that a generator can be associated to them. In this situation, it is possible to reformulate condition (iv) in Theorem 5.4 in terms of the generator, since the (dual) fixed space of the semigroup is then simply the kernel of the (dual) generator. This facilitates the applicability to concrete differential equations.

A generator can be defined under very weak time regularity assumptions, namely a weak measurability assumption. Consider a bounded semigroup of kernel operators (equivalently, $\sigma(C_b(\Omega), M(\Omega))$-continuous operators) $\mathcal{K}_C = (T^t_C)_{t \geq 0}$ on $C_b(\Omega)$; we will explain in a moment why we prefer to work on $C_b(\Omega)$. The semigroup $\mathcal{K}_C$ is called weakly measurable if for every $f \in C_b(\Omega)$ and $\mu \in M(\Omega)$ the scalar function $t \mapsto \langle T^t_C f, \mu \rangle$ is measurable. It follows from [33] Thm. 6.2 that $\mathcal{K}_C$ is an integrable semigroup in the sense of [33] Definition 5.1. Note that the assumption that the orbits are $\sigma$-continuous at 0 made there is only needed to ensure that (i) the semigroup is weakly measurable (which we assume here) and (ii) to ensure that weak integration of Radon-measure-valued functions yields a Radon-measure
as result (which is not needed here, as on a Polish space, every measure is a Radon measure).

That the semigroup is integrable means that for every complex \( \lambda \) with \( \text{Re} \lambda > 0 \) there is an operator \( R(\lambda) \in \mathcal{L}(C_b(\Omega)) \) that is \( \sigma(C_b(\Omega), \mathcal{M}(\Omega)) \)-continuous such that
\[
\langle R(\lambda)f, \mu \rangle = \int_0^\infty e^{-t\lambda} \langle T_t f, \mu \rangle \, dt
\]
for all \( f \in C_b(\Omega) \) and \( \mu \in \mathcal{M}(\Omega) \). One can show that \( (R(\lambda))_{\text{Re} \lambda > 0} \) is a pseudoresolvent (see [35, Prop. 5.2]), so that whenever it is injective, it is the resolvent of an operator \( A \), i.e., \( R(\lambda) = R(\lambda, A) = (\lambda - A)^{-1} \). It is here where we benefit from working on \( C_b(\Omega) \): the same construction could be done on \( B_b(\Omega) \) but, in general, the pseudoresolvent obtained on \( B_b(\Omega) \) does not turn out to be injective. This is already the case for the semigroup generated by the Laplacian (with, say, Neumann boundary conditions) on a domain \( \Omega \), where any function that is zero almost everywhere is in the kernel of the pseudoresolvent.

On \( C_b(\Omega) \), however, \( R(\lambda) \) is often injective, and in this case the operator \( A \) such that \( R(\lambda) = (\lambda - A)^{-1} \) is called the generator of \( \mathcal{F}_C \). Thus, the generator is defined as the unique operator whose resolvent is the Laplace transform of the semigroup. However, if the orbits of the semigroup are not only measurable but even continuous in a certain sense, then this definition is equivalent with the ‘differential definition’ of the generator as derivative of the semigroup at zero, see [34, Thm. 2.10]. It is a consequence of [35, Prop. 5.7] that \( f \in \text{fix} \mathcal{F} \) if and only if \( f \in \ker A \).

We should point out that the resolvent of \( A \) consists of kernel operators, whence one may consider the \( \sigma(C_b(\Omega), \mathcal{M}(\Omega)) \)-adjoint operators \( R(\lambda, A)' \) on \( \mathcal{M}(\Omega) \). This is the Laplace transform of the \( \sigma(C_b(\Omega), \mathcal{M}(\Omega)) \)-adjoint semigroup \( \mathcal{F} := \mathcal{F}_C^\prime \) and if \( A \) is \( \sigma(C_b(\Omega), \mathcal{M}(\Omega)) \)-densely defined, then \( R(\cdot, A)' \) is also a resolvent (see [35, Prop. 2.7]). In fact, one has \( R(\lambda, A)' = R(\lambda, A') \), where \( A' \) is the \( \sigma(C_b(\Omega), \mathcal{M}(\Omega)) \)-adjoint of the operator \( A \). Thus, \( A' \) is the generator of \( \mathcal{F}_C^\prime \) and \( \text{fix} \mathcal{F}_C^\prime = \ker A' \). Thus, Theorem 5.4 may be reformulated in this situation. Note that since \( (C_b(\Omega), \beta_0)' = \mathcal{M}(\Omega) \), the Hahn–Banach theorem yields that the \( \beta_0 \)-closure of a convex set is the same as the \( \sigma(C_b(\Omega), \mathcal{M}(\Omega)) \)-closure of that set.

**Corollary 5.6.** Assume that \( \mathcal{F}_C = (T^C_t)_{t \in (0, \infty)} \subseteq \mathcal{L}(C_b(\Omega)) \) is a bounded, weakly measurable semigroup of positive kernel operators that contains a strongly Feller operator and has a \( \sigma(C_b(\Omega), \mathcal{M}(\Omega)) \)-densely defined generator \( A \). If \( \ker A' \) separates \( \ker A \), then \( C_b(\Omega) = \text{fix} \mathcal{F}_C \oplus \text{span}^\beta (I - \mathcal{F}_C) \). Denote by \( P \) the projection onto \( \text{fix} \mathcal{F} \) along \( \text{span}^\beta (I - \mathcal{F}) \). Then, in addition:
(a) For every \( f \in C_b(\Omega) \) we have \( T^C_t f \rightarrow P f \) uniformly on compact subsets of \( \Omega \) as \( t \rightarrow \infty \).
(b) For every \( \mu \in \mathcal{M}(\Omega) \) we have \( (T^C_t)' \mu \rightarrow P' \mu \) in total variation norm as \( t \rightarrow \infty \).

**Remark 5.7.** Assume that \( \ker A = \{0\} \). By Remark 4.3, \( \ker A \) separates \( \ker A' \), so also \( \ker A' = \{0\} \). By Theorem 5.4 it thus follows that (a) and (b) of Corollary 5.6 hold with \( P = 0 \).

6. **Doob’s theorem revisited**

In this section we return to the situation where \((\Omega, \Sigma)\) is any measurable space with a countably generated \( \sigma \)-algebra and generalize the convergence theorem of Doob mentioned in the introduction.

**Theorem 6.1.** Let \((\Omega, \Sigma)\) be a measurable space whose \( \sigma \)-algebra is countably generated. Let \( \mathcal{F} = (S_t)_{t \in (0, \infty)} \) be a bounded semigroup of positive kernel operators on \( \mathcal{M}(\Omega) \) and denote the kernel associated with \( S_t \) by \( k_t \). Assume that \( \mu \) is a positive, finite, \( \mathcal{F} \)-invariant measure, i.e., \( S_t \mu = \mu \) for all \( t > 0 \), and that for some time
Then, for every \( \nu \in \mathcal{M}(\Omega) \), \( S_t \nu \) converges in total variation norm as \( t \to \infty \).

**Proof.** Since \( \mu \) is a fixed point of \( \mathcal{S} \), the band \( \{ \mu \}^{\perp\perp} \) is invariant under \( \mathcal{S} \), and according to Lemma 4.2(a) the operator \( S_{t_0} \) maps \( \mathcal{M}(\Omega) \) into the band \( \{ \mu \}^{\perp\perp} \). So it suffices to show that the restriction of \( \mathcal{S} \) to \( \{ \mu \}^{\perp\perp} \) converges strongly.

The restriction of \( S_{t_0} \) to \( \{ \mu \}^{\perp\perp} \) is AM-compact by Lemma 4.2(c), and the vector \( \mu \) is a quasi-interior point in the Banach lattice \( \{ \mu \}^{\perp\perp} \). Hence, it follows from Theorem 6.1 that the restriction of \( \mathcal{S} \) to \( \{ \mu \}^{\perp\perp} \) indeed converges strongly as time tends to infinity. \( \square \)

Note that the fixed space of the semigroup \( \mathcal{S} \) in Theorem 6.1 can be of arbitrary dimension. If, however, the measures \( k_{t_0}(x, \cdot) \) are mutually absolutely continuous, then fix \( \mathcal{S} \) is one-dimensional. This is discussed in more detail in the following corollary. Two positive measures \( \nu_1 \) and \( \nu_2 \) are called equivalent if \( \nu_1 \) is absolutely continuous with respect to \( \nu_2 \) and vice versa.

**Corollary 6.2 (Doob).** Let \( (\Omega, \Sigma) \) be a measurable space whose \( \sigma \)-algebra is countably generated. Let \( \mathcal{S} = (S_t)_{t \in [0, \infty)} \) be a bounded semigroup of positive kernel operators on \( \mathcal{M}(\Omega) \) and denote the kernel associated with \( S_t \) by \( k_t \). Assume that \( \mathcal{S} \) possesses an (a priori not necessarily positive), finite, invariant measure \( \mu \neq 0 \) and that for some time \( t_0 > 0 \) and every \( x \in \Omega \) all the measures \( k_{t_0}(x, \cdot) \) are mutually equivalent. Then fix \( \mathcal{S} \) is one-dimensional (thus, spanned by \( \mu \)) and, for every \( \nu \in \mathcal{M}(\Omega) \), \( S_t \nu \) converges in total variation norm to a (possibly zero) multiple of \( \mu \) as \( t \to \infty \).

**Proof.** According to Lemma 2.6 there exists a positive, non-zero \( \mathcal{S} \)-invariant measure \( 0 \leq \hat{\mu} \in \mathcal{M}(\Omega) \). If \( \hat{\mu}(A) = 0 \), then Formula 6.1 and the identity \( S_{t_0} \hat{\mu} = \hat{\mu} \) yield \( k_{t_0}(x, A) = 0 \) for \( \hat{\mu} \)-almost every \( x \in \Omega \). But since all measures \( k_{t_0}(x, \cdot) \) are mutually equivalent, it follows that \( k_{t_0}(x, A) = 0 \) for all \( x \in \Omega \). Thus all measures \( k_{t_0}(x, \cdot) \) are absolutely continuous with respect to \( \hat{\mu} \) and Theorem 6.1 shows that, for each \( \nu \in \mathcal{M}(\Omega) \), \( S_t \nu \) converges in total variation norm as \( t \to \infty \).

Let \( P \) denote the strong limit of \( S_t \) as \( t \to \infty \). Then \( P \) is a positive projection onto \( \text{fix} \mathcal{S} \), and it only remains to show that \( P \) has rank 1.

To this end, note that the range \( P \mathcal{M}(\Omega) \) of \( P \) is itself a Banach lattice with respect to the order inherited from \( \mathcal{M}(\Omega) \) (see Prop. III.11.5). Of course, \( \hat{\mu} \) is an element \( P \mathcal{M}(\Omega) \); let \( \nu \) be another positive non-zero measure in this range. As above, it follows from formula (3.1) that, the measure \( \nu = S_{t_0} \nu \) is equivalent to \( k_{t_0}(x, \cdot) \) for each \( x \in \Omega \). In particular, the measures \( \hat{\mu} \) and \( \nu \) are equivalent. Consequently, they generate the same closed ideal in \( \mathcal{M}(\Omega) \), and hence they also generate the same closed ideal in the Banach lattice \( P \mathcal{M}(\Omega) \). This shows that every non-zero positive element of \( P \mathcal{M}(\Omega) \) is actually a quasi-interior point within this space. Hence, \( P \mathcal{M}(\Omega) \) is one-dimensional. \( \square \)

The history of Doob’s theorem has already been discussed in the introduction. Here, it is worth adding that for a long time merely the classical setting in which \( \Omega \) is a Polish space, endowed with its Borel \( \sigma \)-algebra, was studied. Only recently – in [33] – the case of an arbitrary measure space with countably generated \( \sigma \)-algebra was addressed. It is also worthwhile to note that the authors of [33] actually established a version of Doob’s theorem in the time-discrete setting and then obtained the time-continuous result as a corollary (see [22] Sect. 2) for a general account on how to pass from discrete to continuous time. For the more general result in Theorem 6.1 which appears to be new, a time-discrete analogue cannot hold. This can already be seen in the following simple example:
Let \( \Omega := \{1, 2\} \) be endowed with the discrete \( \sigma \)-algebra. For the Markov operator
\[
S := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]
on \( \mathcal{M}(\Omega) \) all the assumptions of Theorem 6.1 are satisfied for the measure \( \mu(\{1\}) := \frac{1}{2} \) and the discrete semigroup \((S^n)_{n \in \mathbb{N}}\). However, this semigroup is not strongly convergent.

7. Applications

Now the abstract results from the previous sections will be applied to various semigroups associated with (systems of) partial differential equations and information about their asymptotic behavior will be obtained. Subsection 7.1 starts with parabolic equations on \( \mathbb{R}^d \) with possibly unbounded coefficients. This can, by now, be considered a ‘classical topic’, initiated in [38], where also the asymptotic behavior of the associated semigroup was addressed. However, in [38], the authors limited themselves to the situation of the classical Theorem of Doob whereas we can characterize the asymptotic behavior in full detail (see Theorem 7.4).

If, instead of all of \( \mathbb{R}^d \), we consider the same equations on an unbounded domain and subject to Dirichlet boundary conditions, then much less is known about the asymptotic behavior. From a heuristic point of view, one would expect the semigroup to converge – in one way or another – towards zero. However, to the best of our knowledge, the results in Subsection 7.2 are the first in this direction.

The remaining Subsections 7.3 and 7.4 are devoted to systems of parabolic equations on \( \mathbb{R}^d \) that are coupled by matrix-valued potentials. As mentioned in the introduction, these equations illustrate the fact that our results can be applied to bounded, rather than contractive, semigroups. Systems of this form were considered in [2]. To tackle the asymptotic behavior of such systems though, the authors of [2] made additional regularity and growth assumptions. An application of our abstract results shows that the assumptions imposed to show well-posedness of the equation, i.e. existence of the semigroup, are already sufficient to treat the asymptotic behavior – no additional assumptions are needed (Subsection 7.3). Moreover, our results can be generalized to the non-irreducible setting without additional effort (Subsection 7.4).

7.1. Parabolic equations on the whole space \( \mathbb{R}^d \). In this section, we revisit second order differential operators in non-divergence form on all of \( \mathbb{R}^d \) which were studied first in the seminal paper [38]. These operators are formally given by

\[
(7.1) \quad Au = \sum_{i,j=1}^{d} a_{ij} D_{ij} u + \sum_{j=1}^{d} b_j D_j u.
\]

As in [38], the following assumptions on the coefficients will be imposed in what follows.

**Hypothesis 7.1.** For some \( \alpha > 0 \) the real-valued coefficients \( a_{ij}, b_j \) are locally \( \alpha \)-Hölder continuous for all \( i, j = 1, \ldots, d \). The diffusion coefficients are assumed to be symmetric \((a_{ij} = a_{ji})\) and to satisfy the ellipticity condition

\[
\sum_{i,j=1}^{d} a_{ij}(x) \xi_i \xi_j \geq \eta(x) |\xi|^2
\]

for all \( x \in \mathbb{R}^d \) and \( \xi \in \mathbb{R}^d \), where \( \eta: \mathbb{R}^d \to (0, \infty) \) is such that \( \inf_K \eta > 0 \) for every compact set \( K \subseteq \mathbb{R}^d \).
It may happen that \( \inf_{\mathbb{R}^d} \eta = 0 \) or that the coefficients are unbounded. In order to define a realization of the differential operator \( \mathcal{L} \) on the space \( C_0(\mathbb{R}^d) \), a suitable domain is needed. Set
\[
D_{\max} := \left\{ u \in C_0(\mathbb{R}^d) \cap \bigcap_{1 < p < \infty} W^{2,p}_{\text{loc}}(\mathbb{R}^d) : Au \in C_0(\mathbb{R}^d) \right\}.
\]
As it turns out, it may happen that the elliptic equation \( \lambda u - Au = f \) is not well-posed on \( D_{\max} \), as the solution may not be unique; see [38, Sect. 7] for examples. Nevertheless, it is proved in [38, Sect. 3] that, whenever \( f \geq 0 \), there is a minimal solution of this equation.

**Proposition 7.2.** There exists a subspace \( \tilde{D} \) of \( D_{\max} \) such that the realization of \( A \) on \( \tilde{D} \), which is denoted by \( \hat{A} \) in what follows, has the following properties:

(a) \( \hat{A} \) is a closed operator with \( (0, \infty) \subseteq \rho(\hat{A}) \).

(b) For every \( \lambda > 0 \) the resolvent \( R(\lambda, \hat{A}) \) is a positive contraction on \( C_0(\mathbb{R}^d) \).

(c) For every \( \lambda > 0 \) and \( f \geq 0 \) the function \( R(\lambda, \hat{A})f \) is the minimal solution of the equation \( \lambda u - Au = f \) in \( D_{\max} \).

**Proof.** See [38, Thm. 3.4 and Prop. 3.6], and also [37, Sect. I.1.1]. \( \square \)

As it turns out, the operator \( \hat{A} \) is the generator of a semigroup \( \mathcal{T} \):

**Proposition 7.3.** The operator \( \hat{A} \) is the generator of a positive, strongly Feller contraction semigroup \( \mathcal{T} = (T_t)_{t \in (0, \infty)} \) on the space \( C_0(\mathbb{R}^d) \). Moreover, there is a measurable function \( p : (0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d \to (0, \infty) \) such that
\[
(T_t f)(x) = \int_{\mathbb{R}^d} p(t, x, y) f(y) \, dy
\]
for every \( x \in \mathbb{R}^d \) and \( f \in C_0(\mathbb{R}^d) \).

**Proof.** See [38, Sect. 4] or [37, Sect. I.1.2]. \( \square \)

The abstract main results of this article now yield the following description of the asymptotic behavior of the semigroup \( T \) in terms of \( \ker A \) and \( \ker A' \).

**Theorem 7.4.** For the semigroup \( \mathcal{T} = (T_t)_{t \in (0, \infty)} \) from Proposition 7.3 exactly one of the following alternatives is true:

1. One has \( \ker A' \neq \{0\} \).
   In this case, there exists a non-zero invariant measure \( 0 \leq \mu \in \mathcal{M}(\Omega) \) which is strictly positive in the sense that \( \langle \mu, f \rangle > 0 \) for each non-zero \( 0 \leq f \in C_0(\mathbb{R}^d) \).
   One has \( \hat{D} = D_{\max} \), \( \ker A = \text{span}\{1\} \), \( \ker A' = \text{span}\{\mu\} \). Moreover, and
   \[
   T_t f \to (\langle f, \mu \rangle \cdot 1) \quad \text{locally uniformly}
   \]
   and \( T_t^\nu \to (1, \nu, \mu) \) in total variation
   as \( t \to \infty \) for all \( f \in C_0(\mathbb{R}^d) \) and \( \nu \in \mathcal{M}(\mathbb{R}^d) \).

2. One has \( \ker A = \{0\} \).
   In this case,
   \[
   T_t f \to 0 \quad \text{locally uniformly}
   \]
   and \( T_t^\nu \to 0 \) in total variation
   for all \( f \in C_0(\mathbb{R}^d) \) and \( \nu \in \mathcal{M}(\mathbb{R}^d) \) as \( t \to \infty \).

3. The space \( \ker A' \) does not separate \( \ker A \).
   In this case, there exists \( f \in C_0(\mathbb{R}^d) \) such that the orbit \( (T_t f) \) does not converge pointwise, and there exists \( \nu \in \mathcal{M}(\mathbb{R}^d) \) such that the orbit \( (T_t^\nu) \) does not converge in total variation norm.
Proof. If (2) and (3) fail, then \( \ker A' \) is clearly non-zero, i.e. (1) holds; this shows that at least one of the three assertions is satisfied. Next we show that the claims within each of the points (1)–(3) are true.

(1) Assume that (1) holds. Then there exists, due to Lemma 2.4, a positive non-zero measure \( \mu \in \ker A' \). Strict positivity of \( \mu \) follows from strict positivity of the kernel function \( p \) and from \( \mu = T_1 \mu \). Moreover, Corollary 2.4 (which is applicable due to the representation of the semigroup operators given in Proposition 1.3) yields \( \dim \ker A' = 1 \) and convergence of the orbits of \( T' \). Convergence of the orbits of \( T \) as well as \( \dim \ker A = 1 \) thus follow from Theorem 4.1.

It only remains to show that \( I \) is a fixed vector of \( \mathcal{F} \); by 3S Prop. 5.7] this implies \( \bar{D} = D_{\max} \). Let \( t \in (0, \infty) \). Then \( T_t I \leq I \) since \( \mathcal{F} \) is a contraction semigroup. As \( \langle \mu, I - T_t I \rangle = 0 \), this yields \( T_t I = I \) due to the strict positivity of \( \mu \).

(2) The claimed convergence in case that \( \ker A = \{0\} \) follows from Remark 5.1.

(3) The claims in this case follow immediately from Theorem 5.3.

The properties that have just been shown to follow from (1)–(3), imply that the three conditions are mutually exclusive. \( \square \)

In the literature, alternative (1) in Theorem 7.4 is best studied and, indeed, this situation is already considered in the reference 3S. Assuming that \( D = D_{\max} \) the authors of 3S refer to a version of Doob’s theorem in [11, Thm. 4.2.1] that yields pointwise convergence of each orbit of \( \mathcal{F} \) in \( C_b(\mathbb{R}^d) \) whenever there exists an invariant probability measure.

The natural question is how to decide whether there exists an invariant probability measure. The result in 3S Thm. 6.3] provides a sufficient condition for this in terms of Lyapunov functions. This is certainly the most common tool to establish the existence of an invariant measure and 3S contains many examples where this result can be applied.

We thus turn our attention to the possibilities (2) and (3) of Theorem 7.4 which, to the best of our knowledge, have not been studied systematically in the literature. As for case (2), making use of the results of 3S, we can give a large class of examples where we are in this situation. Indeed, 3S Thm. 3.12] gives a sufficient condition (again in terms of a Lyapunov function) for \( \bar{D} = D_{\max} \cap C_0(\mathbb{R}^d) \) (= \( D(A) \)) in the notation of 3S. Thus, in this situation \( \ker A \subset C_0(\mathbb{R}^d) \) and the maximum principle yield \( \ker A = \{0\} \).

Example 7.5. Consider the operator \( Au = \Delta u + \sum_{j=1}^d b_j D_j u \), where the \( b_j \) are the functions from Hypothesis 7.1. If

\[
\lim_{|x| \to \infty} \frac{\sum_{j=1}^d b_j(x)x_j}{|x|^2(\log |x|)^{d+1}} = \infty
\]

for some \( \delta > 0 \), then \( \ker A = \{0\} \) and assertion (2) in Theorem 7.4 holds. Indeed, 3S Cor. 3.12] yields \( \bar{D} \subset C_0(\mathbb{R}^d) \) and by the above, \( \ker A = \{0\} \) follows.

Assertion (3) of Theorem 7.4 holds in the classical situation of the Laplacian \( A = \Delta \). Indeed, in this case \( \ker A = \text{span} \{1\} \) and \( \ker A' = \{0\} \), as any invariant measure must be translation invariant and thus a multiple of the Lebesgue measure (which is infinite). It thus follows from Theorem 7.4] that there exists a function \( f \in C_b(\mathbb{R}^d) \) such that \( T_t f \) is not pointwise convergent as \( t \to \infty \).

Of course, in this special case much more is known; for instance, one can characterise those \( f \in C_b(\mathbb{R}^d) \) for which the orbit \( T_t f \) converges pointwise as \( t \to \infty \). More information on this, and also on the long-term behavior of general parabolic equations with bounded coefficients, can be found in the survey article [14].

While \( \dim \ker A' \leq 1 \) in the situation of Theorem 7.4] \( \ker A \) can in fact be multi-dimensional; this is illustrated by the following simple example.
Example 7.6. Let \( d = 1 \) and \( b(x) = \frac{2}{1+x^2} \) for each \( x \in \mathbb{R} \). Consider the operator \( A \) given by

\[
Au = u'' + bu'
\]

As \( b \) is bounded, \( A \) is a bounded perturbation of the Laplacian whence \( \hat{D} = D_{\text{max}} \). The operator \( A \) vanishes both on the function \( 1 \) and on the function \( \arctan \), and both of them are contained in \( D_{\text{max}} = \hat{D} \). Hence, \( \ker A \) is at least two-dimensional.

Thus, assertion (3) of Theorem 7.1 holds in this example.

7.2. Parabolic equations on unbounded domains with Dirichlet boundary conditions. In this section, we consider second order, strictly elliptic operators with (possibly) unbounded coefficients on an unbounded domain \( \Omega \subseteq \mathbb{R}^d \). Naturally, some sort of boundary conditions have to be imposed on \( \partial \Omega \). If Neumann boundary conditions are used, then the constant \( 1 \)-function satisfies these boundary conditions and the situation is similar to that of the last section. So, instead, we will focus on Dirichlet boundary conditions. If the domain is bounded, then classical theory suggests that the semigroup generated by a second order elliptic operator with bounded coefficients and subject to Dirichlet boundary conditions should converge to 0. If \( \Omega \) is unbounded, the situation is not so easy; this is the focus of this section.

Consider elliptic operators of form

\[
Au = \sum_{i,j=1}^{d} a_{ij} D_{ij} u + \sum_{j=1}^{d} b_j D_j u,
\]

and subject to Dirichlet boundary conditions. Such operators were first studied in [19]; see also [37, Sect. I.12]. We work on the Polish space \( \overline{\Omega} \) – and thus on the spaces \( C_b(\overline{\Omega}) \) and \( \mathcal{M}(\overline{\Omega}) \) – and make the following assumptions similar to [19].

Hypothesis 7.7. Let \( \Omega \subseteq \mathbb{R}^d \) be an open and connected domain with \( C^{2+\alpha} \)-boundary where \( 0 < \alpha < 1 \). Moreover, consider coefficients \( a_{ij}, b_j : \overline{\Omega} \to \mathbb{R} \) that are locally \( \alpha \)-Hölder continuous. Assume that the diffusion coefficients \( a_{ij} \) are symmetric and uniformly elliptic in the sense that there is a constant \( \eta > 0 \) such that

\[
\sum_{i,j=1}^{d} a_{ij}(x) |\xi_i|^2 \geq \eta |\xi|^2
\]

for all \( x \in \overline{\Omega} \) and \( \xi \in \mathbb{R}^d \). Finally, assume that there exists a function \( V \in C^2(\overline{\Omega}) \) such that \( \lim_{|x| \to \infty} V(x) = \infty \) and such that \( (\lambda_0 - A)V \geq 0 \) for some \( \lambda_0 \geq 0 \).

Note that that in [19], the coefficients were additionally assumed to be differentiable. However, that assumption is only needed to establish gradient estimates for the semigroup which are not needed for our purposes. The existence of the function \( V \) in Hypothesis 7.7 ensures that, in the notation of the last section, \( D_{\text{max}} = \hat{D} \).

We thus endow the operator \( A \) with the domain

\[
D(A) := \left\{ u \in C_b(\overline{\Omega}) \cap \bigcap_{1<p<\infty} W^{2,p}_{\text{loc}}(\Omega) : Au \in C_b(\overline{\Omega}), u(x) = 0 \text{ for } x \in \partial \Omega \right\}.
\]

Here, \( Au \in C_b(\overline{\Omega}) \) means that there is a function \( f \in C_b(\overline{\Omega}) \) such that \( Au = f \) on \( \Omega \).

Proposition 7.8. Under the above assumptions, the operator \( A \) is the generator of positive, strongly Feller contraction semigroup \( \mathcal{T} = (T_t)_{t \in (0,\infty)} \) on the space \( C_b(\overline{\Omega}) \). There is a measurable function \( p : (0,\infty) \times \overline{\Omega} \times \overline{\Omega} \to [0,\infty) \) such that

\[
(T_t f)(x) = \int_{\overline{\Omega}} p(t,x,y) f(y) \, dy,
\]

for every \( x \in \overline{\Omega}, t > 0 \) and \( f \in C_b(\overline{\Omega}) \). Moreover, for all \( t > 0 \) one has \( p(t,x,y) > 0 \) for \( x,y \in \Omega \) and \( p(t,x,y) = 0 \) for \( x \in \partial \Omega \) and \( y \in \overline{\Omega} \).
Proof. See [19] Sect. 2] or [37 Sect. I.12.1]. \[\Box\]

The following gives a characterization of the asymptotic behavior of the semigroup \(T\) similar to Theorem 7.4. In a way, the Dirichlet boundary conditions are responsible for the fact that assertion (1) of that theorem cannot occur.

**Theorem 7.9.** For the semigroup \(T = (T(t))_{t>0}\) from Proposition 7.8 we have \(\ker A' = \{0\}\). Moreover:

(a) If \(\ker A = \{0\}\), then for each \(f \in C_b(\Omega)\) one has \(T_t f \to 0\) locally uniformly on \(\Omega\) as \(t \to \infty\) and for each \(\nu \in \mathcal{M}(\Omega)\) one has \(T_t' \nu \to 0\) in total variation as \(t \to \infty\).

(b) If \(\ker A \neq \{0\}\), then there is \(f \in C_b(\Omega)\) such that the pointwise limit of the orbit \((T_t f)\) does not exist and there is \(\mu \in \mathcal{M}(\Omega)\) such that the orbit \((T_t' \mu)\) does not converge in total variation norm.

**Proof.** Assume towards a contradiction that \(\ker A' \neq \{0\}\). Then by Lemma 2.6 there exists a non-zero fixed point \(\mu \geq 0\) of the dual semigroup \(T'\). It follows from the boundary behaviour of the kernel function \(p\) (Proposition 7.8) that \(\mu(\Omega) > 0\) and hence, by the strict positivity of \(p\) in \(\Omega\), \(\langle \mu, f \rangle > 0\) for each non-zero function \(0 \leq f \in C_b(\Omega)\).

For each \(t \in (0, \infty)\) one has \(T_t \mathbb{1} \leq \mathbb{1}\) by the contractivity of \(T\); since \(\langle \mu, \mathbb{1} - T_t \mathbb{1}\rangle = 0\), the aforementioned property of \(\mu\) implies that \(T_t \mathbb{1} = \mathbb{1}\), and thus \(\mathbb{1} \in \ker A \subset D(A)\), which is a contradiction.

The claimed properties in (a) and (b) now follow from Theorem 5.4 and Proposition 7.2. \[\Box\]

According to the previous theorem, a criterion to ensure \(\ker A = \{0\}\) is needed to decide about the asymptotic behavior of the semigroup.

**Proposition 7.10.** Assume that the number \(\lambda_0\) in Hypothesis 7.7 can be chosen as \(\lambda_0 = 0\). Then \(\ker A = \{0\}\).

**Proof.** Define \(K := \inf_{x \in \partial \Omega} V(x)\); then \(K > -\infty\) since \(V(x) \to \infty\) as \(|x| \to \infty\).

Fix \(u \in \ker A\). It suffices to show that \(u \leq 0\) on \(\Omega\). Let \(\varepsilon > 0\) and consider the function \(u - \varepsilon V : \Omega \to \mathbb{R}\). This function tends to \(-\infty\) as \(|x| \to \infty\), so it attains its maximum \(m\) at a point \(x_0 \in \Omega\).

Moreover, the function \(u - \varepsilon V\) is \(A\)-subharmonic, i.e., \(A(u - \varepsilon V) \geq 0\). We argue that \(x_0 \in \partial \Omega\). Indeed, choose a sufficiently large radius \(R\) such that \(u - \varepsilon V\) is smaller than \(m - 1\) outside \(\Omega \cap B(0, R)\). Then \(|x_0| < R\) and hence, \(x_0 \in \Omega \cap B(0, R)\), so the restriction of \(u - \varepsilon V\) to \(\Omega \cap B(0, R)\) attains its maximum at \(x_0\). It thus follows from the maximum principle [S Thm. 2] that \(x_0\) is located at the boundary of \(\Omega \cap B(0, R)\). Since \(|x_0| < R\), it follows that actually \(x_0 \in \partial \Omega\).

Hence \(u(x_0) = 0\), so for every \(x \in \Omega\) one has \((u - \varepsilon V)(x) \leq (u - \varepsilon V)(x_0) = -\varepsilon V(x_0) \leq -\varepsilon K\), and thus \(u(x) \leq \varepsilon (V(x) - K)\). Since \(\varepsilon\) was arbitrary, it follows that \(u(x) \leq 0\) for each \(x \in \Omega\). \[\Box\]

As a first illustration, it is illuminating to apply Proposition 7.10 to the Laplace operator.

**Example 7.11.** Consider \(A = \Delta\) on an unbounded set \(\Omega \subset \mathbb{R}^d\) whose boundary satisfies the smoothness assumption from Hypothesis 7.4. Note that \(V(x) = |x|^2 + 2d\) and \(\lambda_0 = 1\) satisfy the assumptions of Hypothesis 7.7. As it turns out, the long-time behavior of the semigroup depends on the dimension \(d\):

(a) Let \(d \in \{1, 2\}\). Then, for each \(f \in C_b(\Omega)\), \(T_t f\) converges to 0, uniformly on compact subsets of \(\Omega\), as \(t \to \infty\).
(b) If $d \geq 3$ and $\Omega = \mathbb{R}^3 \setminus B(0,r)$ for some $r > 0$, then the semigroup $\mathcal{T}$ on $C_b(\bar{\Omega})$ is not convergent to 0 as $t \to \infty$.

**Proof.** (a): We may, and shall, assume that 0 is in the interior of $\mathbb{R}^d \setminus \Omega$. By Theorem 7.9 and Proposition 7.10 it suffices to construct a function $\tilde{V}$ as in Hypothesis 7.7 where $\lambda_0$ can be chosen as 0.

Let $\tilde{V} : \mathbb{R}^d \setminus \{0\} \to \mathbb{R}$ denote the Newton potential. Since 0 is not in the boundary of $\Omega$, it follows that $\tilde{V} \in C^2(\bar{\Omega})$. Clearly, $-A\tilde{V} = -\Delta\tilde{V} = 0$. Moreover, $\tilde{V}(x) \to \infty$ as $|x| \to \infty$ since $d \leq 2$.

(b) This time, the Newton potential does not serve as a Lyapunov function, but as a counterexample; denote it again by $\tilde{V}$. Then, for an appropriately chosen number $b > 0$, the function $\tilde{V} + c \mathbb{1}$ vanishes on the boundary of $B(0,r)$, and it is bounded since $d \geq 3$. Hence, $\tilde{V} + c \mathbb{1} \in D(A)$ and thus $\tilde{V} + c \mathbb{1} \in \ker A$, so this function is a fixed vector of the semigroup $\mathcal{T}$. Hence, one does not have convergence to 0.

Concerning Example 7.11(b) the following two remarks are in order.

**Remarks 7.12.** (a) Example 7.11(b) can be extended to more general exterior domains $\Omega = \mathbb{R}^d \setminus K$, where $K$ is a compact set. Indeed, pick $r > 0$ large enough, so that $K \subset B(0,r)$. With a bit of effort, it can be shown that the heat semigroup on $\mathbb{R}^d \setminus B(0,r)$ is dominated by the heat semigroup on $\mathbb{R}^d \setminus K$. If the latter would converge to 0, then so would, by domination, the former—a contradiction to Example 7.11(b).

(b) There is a probabilistic interpretation of the distinction between the cases $d \leq 2$ and $d \geq 3$ in Example 7.11 in dimensions 1 and 2 Brownian motion is recurrent, i.e., the probability to eventually hit the complement of $\Omega$ is always 1; since each particle is killed on the boundary due to the Dirichlet boundary conditions, the process loses mass, which explains the convergence to 0. In dimension $\geq 3$ on the other hand, Brownian motion is transient, so the probability that a trajectory never hits the complement of $\Omega$ is non-zero.

Another simple but instructive example is the Laplace operator with constant drift on the half line:

**Example 7.13.** Let $\Omega = (0, \infty) \subseteq \mathbb{R}$ and let $A$ be given by $Au = u'' + bu'$ for a fixed number $b \in \mathbb{R}$. One can choose $V(x) = x + b$ and $\lambda_0 = 1$ in Hypothesis 7.7 so the theory of this section applies. Now distinguish two situations:

(a) If $b > 0$, then the bounded function $u$ given by $u(x) = 1 - e^{-bx}$ for $x \in \Omega$ is in the kernel of $A$, so we do not have convergence of the semigroup.

(b) If $b \leq 0$, then one can use the Lyapunov function $\tilde{V}(x) = x$ rather than $V$ and $\lambda_0 = 0$ rather than $\lambda_0 = 1$ in Hypothesis 7.7. Hence, Proposition 7.10 implies that $\ker A = \{0\}$, so the orbits of semigroup on $C_b(\bar{\Omega})$ that is associated with $A$ converge to 0 uniformly on compact subsets of $\bar{\Omega}$.

The last example in this subsection is the Ornstein–Uhlenbeck semigroup on domains with Dirichlet boundary conditions.

**Example 7.14.** Assume that the domain $\Omega \subseteq \mathbb{R}^d$ has sufficiently smooth boundary as described in Hypothesis 7.7 and that 0 is not contained in its closure. Consider the Ornstein–Uhlenbeck operator $A$ given by $Au(x) = \Delta u(x) - \langle x, \nabla u(x) \rangle$. It is easy to see that Hypothesis 7.7 is satisfied; indeed simply choose the Lyapunov function $\Omega \ni x \mapsto |x|^2 + 1 \in \mathbb{R}$ and a sufficiently large number $\lambda_0 > 0$. Hence, Proposition 7.8 shows that $A$ generates a semigroup $\mathcal{T} = (T_t)_{t \in (0,\infty)}$ on $C_b(\bar{\Omega})$.

To show that the orbits of the semigroup converge to 0, we construct a new Lyapunov function $\tilde{V}$ such that $\lambda_0$ can be chosen as 0 (Proposition 7.10). Let
\( \tilde{V} : \mathbb{R}^d \setminus \{0\} \to \mathbb{R} \) denote the Newton potential. First consider the case \( d \geq 3 \). Then \( \Delta \tilde{V} = 0 \) and \( \langle x, \nabla \tilde{V}(x) \rangle = c_d |x|^{2-d} \) for a \( d \)-dependent constant \( c_d \).

Now define the Lyapunov function \( V \) as \( V(x) = |x|^2 + r\tilde{V}(x) \) for a large number \( r > 0 \). Then

\[
AV(x) = 2d - 2|x|^2 - r c_d |x|^{2-d} \quad \text{for} \quad x \in \overline{\Omega};
\]

So if \( r \) has been chosen sufficiently large, \( AV \leq 0 \) in \( \overline{\Omega} \). Hence, Proposition 7.10 implies that \( \ker A = \{0\} \), and Corollary 5.0 shows that, for each \( f \in C_b(\Omega) \), \( T_t f \to 0 \) uniformly on compact subsets of \( \overline{\Omega} \) as \( t \to \infty \).

For the cases \( d = 1, 2 \), one easily verifies that \( A\tilde{V} \leq 0 \) on \( \Omega \), so that in these cases \( \tilde{V} \) itself can be used as a Lyapunov function.

7.3. Irreducible systems coupled by matrix potentials. This section is about the asymptotic behavior of coupled systems of parabolic equations recently considered in [2]. Formally, these equations are governed by \( m \geq 2 \) elliptic operators on \( \mathbb{R}^d \) that are coupled only via the terms of order zero. To be more precisely, consider the operator \( A \) (we follow the convention of [2] and denote vector-valued objects with boldface letters), given by

\[
Au := \sum_{i,j=1}^d a_{ij}(x)D_{ij}u(x) + \sum_{j=1}^d b_j(x)D_ju(x) + C(x)u(x),
\]

where \( a_{ij}, b_j : \mathbb{R}^d \to \mathbb{R} \) are scalar functions, where \( C : \mathbb{R}^d \to \mathbb{R}^{m \times m} \) is matrix-valued and where \( u : \mathbb{R}^d \to \mathbb{R}^m \). Note that the coupling of the \( m \) components is only via the matrix-valued function \( C \). Skipping this potential term, one obtains a diagonal operator and, indeed, the scalar operator

\[
\begin{equation}
A := \sum_{i,j=1}^d a_{ij}D_{ij} + \sum_{j=1}^d b_jD_j
\end{equation}
\]

plays an important role in [2].

The following standing assumptions are imposed on the coefficients.

Hypothesis 7.15. Assume that, for some \( \alpha > 0 \), the coefficients \( a_{ij}, b_j \) \((i, j = 1, \ldots, \infty) \) and \( c_{kl} \) \((k, l = 1, \ldots, m) \) are locally \( \alpha \)-Hölder continuous. The coefficients \( a_{ij} \) are assumed to be symmetric (i.e., \( a_{ij} = a_{ji} \) for all \( i, j \)) and strictly elliptic in the sense that for some \( \eta > 0 \) one has

\[
\sum_{i,j=1}^d a_{ij}(x)\xi_i\xi_j \geq \eta|\xi|^2
\]

for all \( x \in \mathbb{R}^d \) and \( \xi \in \mathbb{R}^d \). Moreover, assume the following:

(a) There is a function \( \varphi \in C^2(\mathbb{R}^d) \) satisfying \( \lim_{|x| \to \infty} \varphi(x) = \infty \), such that for some constants \( \alpha, \beta > 0 \), one has \( A\varphi \leq \alpha - \beta \varphi \).

(b) The matrix \( C = (c_{kl}) \) satisfies:

(i) For all \( x \in \mathbb{R}^d \) and \( y \in \mathbb{R}^m \) the inequality \( \langle C(x)y, y \rangle \leq 0 \) holds.

(ii) \( c_{kl} \geq 0 \) for \( k \neq l \).

(iii) There is a vector \( \xi \in \mathbb{R}^m \setminus \{0\} \) such that \( \xi \in \bigcap_{x \in \mathbb{R}^d} \ker C(x) \).

(iv) If \( K \subseteq \{1, \ldots, m\} \) is such that \( c_{kl} \equiv 0 \) whenever \( k \in K \) and \( l \notin K \), then \( K = \emptyset \) or \( K = \{1, \ldots, m\} \).

Under the above assumptions, the intersection \( \bigcap_{x \in \mathbb{R}^d} \ker C(x) \) is one-dimensional and we may (and shall) assume that \( \xi \geq 0 \) throughout the rest of the section; these observations are established in the proof of [2 Prop. 3.2].

Remark 7.16. Note that under the assumptions of Hypothesis 7.15 the scalar operator \( A \), defined by \( \Box \) satisfies Hypothesis 7.15. Moreover, by assumption (a) of
Hypothesis \(7.15\) \(\varphi\) acts as a Lyapunov function for that operator \(A\). By \cite{33} Thm. 6.3 this implies that (adopting the notation from Section 7.1) \(D = D_{\text{max}}\) and that there exists an invariant measure for the scalar semigroup \(T = (T_t)_{t \geq 0}\) generated by \(A\).

Under the assumptions in Hypothesis \(7.15\) it is proved in \cite{2} that there is a semigroup \(T = (T_t)_{t \geq 0}\) on the space \(C_b(\mathbb{R}^d; \mathbb{R}^m)\), such that for every \(f \in C_b(\mathbb{R}^d; \mathbb{R}^m)\) the function \(u(t, x) := (T_t f)(x)\) is the unique bounded, classical solution of the Cauchy problem

\[
\begin{cases}
D_t u = A u & \text{on } (0, \infty) \times \mathbb{R}^d, \\
u(0, x) = f(x) & \text{for } x \in \mathbb{R}^d.
\end{cases}
\]

In order to apply our abstract results, we rewrite this system as follows. Set

\[\Omega := \{1, \ldots, m\} \times \mathbb{R}^d \subseteq \mathbb{R}^{d+1}\]

and identify the vector-valued function \(f = (f_1, \ldots, f_m) : \mathbb{R}^d \to \mathbb{R}^m\) with the scalar-valued function \(f : \Omega \ni (k, x) \mapsto f_k(x) \in \mathbb{R}\). Likewise, define the semigroup \(\mathcal{T} = (T_t)_{t \geq 0}\) on \(C_b(\Omega)\) by setting

\[(T_t f)(k, x) := (T_t f)_k(x)\]

This semigroup has the following properties:

**Proposition 7.17.** Under the assumptions of Hypothesis \(7.15\), \(\mathcal{T}\) is a bounded semigroup of positive operators on the space \(C_b(\Omega)\). Moreover, the semigroup consists of strongly Feller operators.

**Proof.** The authors of \cite{2} and their coauthors established the existence of the semigroup in earlier works, see \cite{13, 3}. In particular, it follows from \cite{3} Thm. 3.2] that the semigroup consists of strongly Feller operators. The positivity of the semigroup is established in \cite{2, Prop. 2.8} making use of Hypothesis \(7.15\)(b)(ii). It is also proved in \cite{2} (see Equation (2.8) in that article) that the semigroup \(T\) is contractive. However, the authors used on \(\mathbb{R}^m\) the Euclidian norm \(|y| = \sqrt{y_1^2 + \ldots + y_m^2}\) and on \(C_b(\mathbb{R}^d; \mathbb{R}^m)\) the induced supremum norm. In contrast to that we use, on the scalar space \(C_b(\Omega)\), the usual scalar supremum norm – which corresponds to using the norm \(|y|_{\infty} := \max\{|y_1|, \ldots, |y_m|\}\) on \(\mathbb{R}^m\). Therefore, with respect to the usual norm on \(C_b(\Omega)\) the semigroup \(\mathcal{T}\) is bounded. \(\square\)

In \cite{2}, the authors defined a system of invariant measures for the semigroup \(T\) as a family \(\{\mu_k : k = 1, \ldots, m\}\) of positive finite Borel measures on \(\mathbb{R}^d\) such that for every \(f \in C_b(\mathbb{R}^d; \mathbb{R}^m)\),

\[
\sum_{k=1}^m \int_{\mathbb{R}^d} (T_t f)_k \, d\mu_k = \sum_{k=1}^m \int_{\mathbb{R}^d} f_k \, d\mu_k.
\]

(7.5)

By identifying the family \(\{\mu_1, \ldots, \mu_m\}\) with the measure \(\mu\) on \(\Omega\) given by

\[
\mu(\{k\} \times A) = \mu_k(A),
\]

Equation (7.5) is equivalent to

\[
\int_{\Omega} T_t f \, d\mu = \int_{\Omega} f \, d\mu,
\]

which simply means that \(\mu\) is an invariant measure for the semigroup \(\mathcal{T}\).

The following result is important for the asymptotic behavior.

**Proposition 7.18.** Under the assumption of Hypothesis \(7.15\) the following holds.

(a) The space \(\text{fix}\mathcal{T}\) is the span of the vector \(\chi\) given by \(\chi(k, x) := \xi_k\) for every \((k, x) \in \Omega\) (where \(\xi \in \mathbb{R}^m \setminus \{0\}\) is the vector from Hypothesis \(7.15\)(b)(iii)).
(b) There exists a (unique up to strictly positive multiples) non-zero invariant measure \(0 \leq \mu \in \mathcal{M}(\Omega)\).

(c) One has \(\langle \mu, \chi \rangle \neq 0\).

**Proof.** Part (a) is exactly [2, Prop. 3.2], part (b) follows from [2, Thm. 3.5]. Part (c) follows from the special form of \(\chi\) and of \(\mu\), where the latter is given in [2, Thm. 3.5]. □

**Remark 7.19.** In the proof of [2, Thm. 3.5] the authors verify directly that if \(\nu\) denotes an invariant measure for the semigroup generated by the scalar operator \(A\), then \(\xi \nu\) is a system of invariant measures for \(T\). This is rather straightforward and, actually, a rather short part of the proof of [2, Thm. 3.5]. The rest of the proof is actually devoted to showing uniqueness, more precisely that any other system of invariant measures is a scalar multiple of this. However, as explained in Remark 4.3 uniqueness of the invariant measure follows directly from the fact that \(\text{fix} \mathcal{T}\) is one-dimensional.

In [2, Sect. 4] the authors prove, under additional regularity and growth assumptions on the coefficients \(a_{ij}\) and \(b_j\), that the semigroup converges as \(t \to \infty\). The proof of this in [2] is rather involved, it is 5 pages long. By using the abstract results in Theorem 5.4 and Corollary 5.6 one obtains the following result immediately from the properties of the semigroup established in Proposition 7.18 without any additional growth assumptions on the coefficients.

**Theorem 7.20.** Assume Hypothesis 7.15 and let \(0 \leq \mu \in \mathcal{M}(\Omega)\) be the non-zero invariant measure for \(\mathcal{T}\), normalized such that \(\int_\Omega \chi d\mu = 1\). Then:

(a) For each \(f \in C_b(\Omega)\), \(T_t f \to \int_\Omega f d\mu \cdot \chi\) uniformly on compact subsets of \(\Omega\) as \(t \to \infty\).

(b) For each \(\nu \in \mathcal{M}(\Omega)\), \(T_t' \nu \to \int_\Omega \chi d\nu \cdot \mu\) in total variation norm as \(t \to \infty\).

7.4. **Reducible systems coupled by matrix potentials.** Now consider what happens when, in the situation of the previous subsection, Hypotheses 7.15(b)(iii) and (iv) are dropped. A glance at [2] shows that everything that was said before Proposition 7.18 in the previous subsection remains true without these two assumptions, except that \(\bigcap_{x \in \mathbb{R}^d} \ker C(x)\) might no longer be one-dimensional. The following observation will be important.

**Remark 7.21.** One has

\[
\ker C(x) = \ker C(x)^*
\]

for each \(x \in \mathbb{R}^d\) in this situation. This equality was stated in [2, Lem. 2.2] under the assumption in Hypothesis 7.15(b)(iii); however, the proof there shows that this equality is actually a mere consequence of the dissipativity estimate in Hypothesis 7.15(b)(i). For an alternative proof with a more operator theoretic flavour, see Proposition B.1 in the appendix.

The goal of this subsection is to show that the semigroup \(\mathcal{T}\) (equivalently, \(T\)), introduced in the previous subsection, still converges at \(t \to \infty\), even without the assumptions in Hypothesis 7.15(b)(iii) and (iv) (but note that the limit operator need no longer have rank 1, of course). There are at least two possible courses of action in order to prove this:

(i) One can try to subdivide the problem into smaller systems, so that condition (b)(iv) in Hypothesis 7.15 is satisfied for these smaller systems. Making use of Remark 7.21 one can then show that, either also condition (b)(iii) in Hypothesis 7.15 is satisfied for the subsystem, or, else, \(\bigcap_{x \in \mathbb{R}^d} \ker C(x) = \{0\}\). In the latter case, fix \(\mathcal{T} = \{0\}\) and Theorem 5.4 implies convergence (to 0) of \(T_t\) as \(t \to \infty\).
(ii) One shows that $\text{fix } T' \subseteq \mathcal{M}(\Omega)$ separates $\text{fix } T$ and then immediately applies Theorem 5.4.

Option (i) seems to be rather cumbersome, and we have not check whether all details work out well. Instead, the details of approach (ii) are explained next. Define

$$F := \bigcap_{x \in \mathbb{R}^d} \ker C(x) \subseteq \mathbb{R}^m.$$  

Following the arguments in Step 1 of the proof of [2, Prop. 3.2], one can show that $\text{fix } T = \{ \xi \in \mathbb{R}^d : \xi \in F \}$; this immediately yields a description of $\text{fix } T'$. On the other hand, repeating the arguments in Step 1 in the proof of [2, Thm. 3.5], one sees that, for each $\xi \in F$, the measure $\mu \in \mathcal{M}(\Omega)$, given by

$$\langle \mu, f \rangle = \sum_{k=1}^m \xi_k \langle \mu_0, f(k, \cdot) \rangle$$

for each $f \in \mathcal{M}(\Omega)$, is in $\text{fix } T'$; here, $0 \leq \mu_0 \in \mathcal{M}(\mathbb{R}^d)$ is a non-zero invariant measure for the semigroup associated to the scalar operator (7.4). (To see that Step 1 in the proof of [2, Thm. 3.5] does not require Hypothesis 7.15(b)(iv), one can use Remark 7.21 above.)

This implies that $\text{fix } T'$ separates $\text{fix } T$, so Theorem 5.4 implies the following convergence result.

**Theorem 7.22.** Assume Hypothesis 7.15 but skip assumptions (b)(iii) and (b)(iv). Then:

(a) For each $f \in C_b(\Omega)$, $T_t f$ converges uniformly on compact subsets of $\Omega$ to a function $P f \in C_b(\Omega)$ as $t \to \infty$.

(b) For each $\nu \in \mathcal{M}(\Omega)$, $T'_t \nu$ converges in total variation norm to a measure $Q \nu \in \mathcal{M}(\Omega)$ as $t \to \infty$.

The rank of the limit operator $P$ and $Q$ equals $\dim F$ and is thus not larger than $m$.

**Remark 7.23.** The assumption in Hypothesis 7.15(b)(ii) is crucial for the analysis in Subsections 7.3 and 7.4 since it ensures that the semigroup $T$ (equivalently, $T'$) is positive. Without this positivity assumption, the entire convergence theory for positive semigroups is no longer applicable.

However, there is an alternative approach based on contractivity rather than positivity assumptions, at least if the coupling potential is bounded and the semigroup satisfies an additional compactness property. See [15] for details.

**APPENDIX A. A note on ultra Feller operators**

The purpose of this section is to prove Proposition A.2 below which was mentioned in Section 5; it is not needed in the main text, but interesting in its own right. The following lemma is needed for the proof.

**Lemma A.1.** Let $\Omega$ be a Polish space. Then the closed unit ball of $B_b(\Omega)$ is weak*-dense in the closed unit ball of the norm dual $\mathcal{M}(\Omega)^*$.

**Proof.** Denote the closed unit balls in $B_b(\Omega)$ and $\mathcal{M}(\Omega)^*$ by $B_{B_b}$ and $\mathcal{M}(\Omega)^*$, respectively.

We consider the dual pair $(\mathcal{M}(\Omega)^*, \mathcal{M}(\Omega))$ and compute the bipolar of $B_{B_b}$. One has

$$(B_{B_b})^* := \{ \mu \in \mathcal{M}(\Omega) : \langle f, \mu \rangle \leq 1 \forall f \in B_{B_b} \} = B_\mathcal{M},$$

where $B_\mathcal{M}$ denotes the closed unit ball of $\mathcal{M}(\Omega)$. In the last equality, the inclusion “$\supseteq$” is trivial, whereas the converse inclusion follows from the fact that $B_b(\Omega)$ is
norming for \( \mathcal{M}(\Omega) \), which follows from the definition of the total variation of a measure. Similarly, one can see that \((B,\mathcal{M})^\circ = B_{\mathcal{M}^*}.\) Thus, \((B_{B_0})^\circ = B_{\mathcal{M}^*}.\) On the other hand, by the bipolar theorem, \((B_{B_0})^\circ \) is the \( \sigma(\mathcal{M}(\Omega)^*,\mathcal{M}(\Omega)) \)-closed convex hull of \( B_{B_0} \) in \( \mathcal{M}(\Omega)^* \). This proves that \( B_{B_0} \) is indeed weak*-dense in \( B_{\mathcal{M}^*}.\) \( \square \)

**Proposition A.2.** Let \( \Omega \) be a Polish space, let \( T \) be a kernel operator on \( B_b(\Omega) \) which is ultra Feller and set \( S := T^\prime. \) Then \( S^* \mathcal{M}(\Omega)^* \subseteq C_b(\Omega). \)

**Proof.** First one observes that \( S^* \mathcal{M}(\Omega)^* \subseteq C_b(\Omega). \) To see this, let \( \varphi \in \mathcal{M}(\Omega)^* \) be given. By Lemma A.1 there exists a bounded net \((f_\alpha) \subseteq B_b(\Omega)\) such that \( f_\alpha \to \varphi. \) As \( T \) is ultra Feller and \( f_\alpha \) is bounded, \( T_{f_\alpha} \) is relatively \( \beta_0 \)-compact. Passing to a subnet, we may assume that \( T_{f_\alpha} \) converges with respect to \( \beta_0 \) to a bounded and continuous function \( g. \) As this entails weak*-convergence in \( \mathcal{M}(\Omega)^* \) and since \( S^* \) is weak*-continuous (so that \( S^* f_\alpha \to S^* \varphi \)), it follows that \( S^* \varphi = g \in C_b(\Omega). \) \( \square \)

**Appendix B. A note on the kernel of dissipative matrices**

The following result is mentioned in Subsection [74] For the convenience of the reader, we include its simple proof.

**Proposition B.1.** Endow \( \mathbb{R}^{m \times m} \) with the operator norm induced by the Euclidean norm on \( \mathbb{R}^m.\)

\begin{enumerate}[a)]  
\item If \( D \in \mathbb{R}^{m \times m} \) and \( \|D\| \leq 1, \) then \( \text{fix}D = \text{fix}D^*.\)
\item If \( C \in \mathbb{R}^{m \times m} \) and \( \langle C y, y \rangle \leq 0 \) for all \( y \in \mathbb{R}^d, \) then \( \text{ker} C = \text{ker} C^*.\)
\end{enumerate}

**Proof.** (a) Let \( P \in \mathbb{R}^{d \times d} \) denote the mean ergodic projection associated to \( D. \) Then \( \text{fix}D = PR^d \) and \( \text{fix}D^* = P^* \mathbb{R}^d. \) As \( D \) is contractive, so is \( P; \) hence, the projection \( P \) is orthogonal, i.e., \( P = P^* \).

(b) The dissipativity estimate for \( C \) implies that \( \|e^{tC}\| \leq 1 \) for each \( t \in [0, \infty). \) Hence, it follows from (a) that \( \text{fix}(e^{tC}) = \text{fix}(e^{tC^*}) \) for each \( t \in [0, \infty), \) which implies the assertion. \( \square \)

The same result remains true in infinite dimensions [17 Corollary 8.7].
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