Spontaneous spin squeezing in a rubidium BEC
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Abstract
We describe an experiment where spin squeezing occurs spontaneously within a standard Ramsey sequence driving a two-component Bose–Einstein condensate (BEC) of $^{87}\text{Rb}$ atoms trapped in an elongated magnetic trap. The squeezing is generated by state-dependent collisional interactions, despite the near-identical scattering lengths of the spin states in $^{87}\text{Rb}$. In our proof-of-principle experiment, we observe a metrological spin squeezing that reaches $1.3 \pm 0.4 \text{ dB}$ for 5000 atoms, with a contrast of $90 \pm 1\%$. The method may be applied to realize spin-squeezed BEC sources for atom interferometry without the need for cavities, state-dependent potentials or Feshbach resonances.

1. Introduction
Bose–Einstein condensates (BECs) of atoms with more than one spin state present rich dynamics in their spin and motional degrees of freedom. Most experiments so far have focused on either spin or real-space evolution, carefully avoiding time-dependent evolution in the other subspace. One class of experiments prepares each atom in the BEC in a precisely controlled spin superposition and explores the complex spatial phase dynamics that deploys due to the spin-dependent interactions [1]. In these studies, mainly focused on the mean field dynamics, the spin state remains unchanged throughout the evolution. Other experiments, by contrast, use the condensed sample as a support for spin dynamics, especially to generate entangled spin states, while spatial dynamics is carefully avoided [2, 3]. Only a few recent experiments have started to explore the interplay of spatial and spin dynamics in order to generate different forms of entanglement in two-component or spinor BECs [4–6], including spin squeezing. Spin-squeezed states [7, 8] are the prime example of highly entangled many-particle states with the potential to improve atomic clocks and interferometric sensors beyond the standard quantum limit [9]. This metrological prospect also applies to BECs which, due to their minimum phase-space spread, are considered as precious source states for atom interferometry [9–11] despite their inherent fluctuations, phase diffusion and losses. Furthermore, the spin squeezing parameter can be used to quantify the degree of entanglement between the condensate atoms [12]. For all these reasons, spin-squeezed states of BECs have met with wide interest, and it has been pointed out early on that such states can naturally arise in two-component BECs due to different scattering lengths between the internal states [12]. Yet, experiments with two-component BECs have not produced such states, except when atomic interactions were enhanced with the help of a Feshbach resonance [3] or by actively separating the spin components in a state-dependent trap [4]. Both methods have led to spectacular results, but come at the price of a considerably more complex setup. Here we describe an experiment where spin squeezing occurs spontaneously after an internal state quench, the dynamics being initiated simply by an initial $\pi/2$ pulse [13] applied to a rubidium BEC in a harmonic trap.

2. Origin of spontaneous spin squeezing
To date, spin squeezing in cold atomic samples has been generated by interaction with an optical field mode with [14, 15] and without [16, 17] a cavity for noncondensed atoms, and by collisional interaction [2, 4] for BECs. The
basic idea of the latter mechanism, as originally envisaged in 2001 [12], is easily understood in the basis of well-defined atom numbers \( |N_i\rangle \) and \( |N_j\rangle \) = \( |N - N_j\rangle \), where the index refers to the spin state and \( N \) is the total atom number, which we consider fixed for now. On the \( N \)-atom Bloch sphere, each state with a given \( N_i \) corresponds to a circle of fixed latitude. If the energy of these states depends monotonically on \( N_i \), a superposition of several \( |N_i\rangle \), such as a coherent state, will not evolve with constant phase speed on the Bloch sphere, but will be sheared. This leads to spin squeezing due to the well-known ‘one-axis twisting’ Hamiltonian [7]. More precisely, for a BEC with spin states \( i = 1, 2 \) having spatial wavefunctions \( \phi_i(\mathbf{r}) \), and \( S_z = (N_2 - N_1)/2 \), the interaction energy has a nonlinear term that can be written

\[
H_{\text{int}} / \hbar = \chi S_z^2 = (\chi S_z) S_z.
\]

Here, the interaction results from the fact that the collisional interaction energy is not the same for the two spin states: if one atom inside the BEC changes its spin state, the potential energy will be modified, and this energy difference depends on the scattering lengths between the relevant states, \( a_{11}, a_{12}, a_{22} \). Neglecting the dependence of the condensate modes on atom number, the form (1) is obtained by replacing \( N_i = (N/2 - S_z) \) and \( N_2 = (N/2 + S_z) \) in the mean field energy \( H = \sum_{i=1,2} g_{ii} \int |\phi_i|^4 N_i^2 + g_{12} \int |\phi_1|^2 |\phi_2|^2 N_1 N_2 \). One then has

\[
\chi = (U_{11} + U_{22} - 2U_{12}) / \hbar \quad \text{and} \quad U_{jk} = g_{jk} / 2 \int \mathrm{d} \mathbf{r} |\phi_j|^2 |\phi_k|^2
\]

with \( g_{jk} = 4 \pi \hbar^2 a_{jk} / m \) and \( m \) the mass of the atom. Significant squeezing develops for times \( t \) such that \( \chi t \gg \frac{1}{N} \) [18]. However, when all the scattering lengths are nearly equal, \( a_{11} \approx a_{22} \approx a_{12} \) as in the case of \( ^{87}\text{Rb} \), and there is full spatial overlap between the components, population imbalance causes only a small energy change, and \( \chi \) becomes so small that the required \( t \) is unrealistically large. This rules out the straightforward implementation of BEC squeezing in \( ^{87}\text{Rb} \)—the most widely used atom in two-component BEC experiments and in cold-atom metrology today. If, on the other hand, the overlap of the components is significantly reduced, the collisional interaction between the two states \( U_{12} \) reduces accordingly so that \( U_{12} \ll U_{11}, U_{22} \), i.e., \( U_{12} \) no longer compensates the interaction of each state with itself. As a result, a sizeable nonlinear interaction now arises even for identical scattering lengths [4, 13, 19].

Under properly chosen trapping conditions, spatial dynamics of the spin components will occur spontaneously [20]: the repulsion between the spin components drives them to different regions of the trap, reducing the overlap and thus creating spin squeezing. Note that the spatial dynamics is itself created by differences between the scattering lengths which, while too weak to create spin squeezing on their own, can be strong enough to drive the spatial separation which then enhances the state-dependence of the collisional energy, causing the squeezing. \( \chi \) dynamically increases during the separation, generating the squeezing, and then decreases again as the atoms oscillate back to their initial position.

In this article, we experimentally demonstrate this effect. In our experiment, an elongated trap is operated near the ‘magic’ bias field [21, 22] where trapping frequencies are identical for two hyperfine ground state sublevels \( |1\rangle \equiv |F = 1, m_F = -1\rangle \) and \( |2\rangle \equiv |F = 2, m_F = 1\rangle \). The condensate is initially prepared in \( |1\rangle \) and subjected to a \( \pi/2 \) pulse on the \( |1\rangle \leftrightarrow |2\rangle \) transition. The subsequent free evolution in the cigar-shaped trap leads to demixing of the two components [13, 20, 23–25], initiating the squeezing dynamics (figure 1). By applying a second pulse to close the spin interferometer when the \( |1\rangle \) component oscillates back into overlap with \( |2\rangle \), we indeed observe not only a contrast revival, but also a simultaneous reduction of spin projection noise, yielding metrological spin squeezing.

### 3. Experiment

The experiment is performed on the trapped-atom clock on a chip platform, described in detail in [22, 26, 27]. In contrast to those references, here we use a BEC. An atom chip generates the magnetic field gradients for trapping and also carries the two-photon, radiofrequency (RF) and microwave (MW) signals for exciting the clock transition. Atoms are initially trapped in \( |1\rangle \) and cooled by forced RF evaporation in a tight trap. We continue the RF ramp well into the BEC regime, obtaining condensates with no discernible thermal fraction and containing up to \( \sim 14000 \) atoms. The magnetic potential is then slowly (600 ms) transformed into an interrogation trap with frequencies \( \omega_{x,y,z} = 2\pi \times (2.7, 92, 74) \) Hz unless otherwise specified, located \( z = 350 \mu m \) below the chip surface (\( z = 0 \)). The lifetime of the BEC in this trap is about \( 5 \) s, limited by collisions with thermal atoms in the single vacuum cell. The atom number in this trap is controlled with the MOT loading time and the final frequency of the evaporation ramp.

---

3 In order to obtain quantitatively correct results, the form (1) must be obtained by expanding the energy to second order around \( N_1 = N_2 = N/2 \). One then has in equation (2) \( U_{jk} = \frac{1}{2} \partial_{\phi_k} \phi_k \).
We use the $|1\rangle \leftrightarrow |2\rangle$ clock transition, which enables first-order cancellation of spatial inhomogeneity of the transition frequency in a magnetic trap [21, 28]. The transition is driven by a two-photon, RF and MW pulse [22] with Rabi frequency $\Omega = 2\pi \times 3.6 \text{ Hz}$. This Rabi frequency, which leads to a pulse duration longer than the vertical trap oscillation period, guarantees that field inhomogeneity from the on-chip microwave guide is averaged out [22]. The MW signal at 6.8 GHz is generated by a custom-built synthesizer [29], while the RF photon of $\approx 2 \text{ MHz}$ comes from a commercial direct-digital synthesizer. Both are referenced to SYRTE’s active hydrogen maser [22]. After preparing a BEC in the interrogation trap, the sequence always starts by applying a resonant $\pi/2$ pulse to create the superposition $|\frac{1}{2}\rangle$ and state-selective release from the trap so that both states can be detected in the same image with a back-illuminated deep depletion CCD with high quantum efficiency. The imaging system is carefully calibrated for absolute accuracy as described in appendix A.

Density-dependent atom losses are an important limiting factor in BEC spin squeezing [3, 34]. While the background-limited lifetime of state $|1\rangle$ is much longer than the oscillation period, state $|2\rangle$ has additional loss channels which reduce its lifetime. To measure the relevant loss parameters, we prepare a BEC in $|1\rangle$, $|2\rangle$ or an equal superposition of both states, and measure the remaining populations in the interrogation trap after different trapping times. The results are displayed on figure 3 (points). An exponential fit to the $|1\rangle$ data yields a 5 s background-limited lifetime. The other curves in figure 3(a) are not fits but predictions without adjustable parameters as described in the caption. They reproduce the data well, as does the simulation using coupled GPEs (figure 3(b)). In our experiments, number densities in the $|2\rangle$ state range from $1 \times 10^{12}$ to $8 \times 10^{12} \text{ cm}^{-3}$, corresponding to two-body loss limited lifetimes ranging from 12 s to as short as 1.5 s, respectively. In the following, $N_{i}$ refers to the initial atom number and $N_{f}$ to the atom number measured at the end of the experimental sequence.

Figure 1. Experimental sequence. A first $\pi/2$ pulse of Rabi frequency $\Omega$ places the condensate in a coherent superposition. This initiates state-dependent spatial dynamics, leading to the shearing of the spin noise distribution. Due to asymmetric losses, the mean spin is also tilted below the equatorial plane by an angle $\theta$. A second pulse of variable duration is applied in order to rotate the spin distribution before detecting the atom numbers $N_{i}$ and $N_{f}$. The clouds below the Bloch spheres represent the spatial dynamics undergone by the two states $|1\rangle$ (blue) and $|2\rangle$ (red).
Figure 2. Spatial dynamics observed in absorption imaging after a 30 ms time of flight. Note that these images are taken with an auxiliary imaging system along the y axis, which has higher noise than the one used for the squeezing measurements below. For these measurements, a BEC of $10^4$ atoms is produced in state $|1\rangle$ in a trap with trap frequencies $\omega_{x,y,z} = 2\pi \times (2.7, 92, 74)$ Hz. A resonant $\pi/2$ pulse prepares an equal superposition of $|1\rangle$ and $|2\rangle$ and the cloud dynamics are monitored in time. (a) Individual images taken after the evolution times indicated in the figure. (b) Many such images integrated along z and assembled to show the spatial dynamics along x. (A common-mode sloshing that was present in this experiment has been subtracted.) (c) 3D coupled Gross–Pitaevskii numerical simulation for the atom numbers and trap frequencies of the experiment.

Figure 3. Atom number as a function of trapping time in the interrogation trap for condensates with all atoms in $|1\rangle$ (cyan squares), all atoms in $|2\rangle$ (magenta stars) and with atoms in an equal superposition (blue diamonds: $N_1$, red circles: $N_2$). The fit to the $|1\rangle$ data is a simple exponential, yielding the 5 s background-limited lifetime. The other lines are not fits, but predictions without adjustable parameters, using published values [32] for the two-body decay rates, $\gamma_2 = 8.1(3) \times 10^{-14}$ cm$^3$ s$^{-1}$ and $\gamma_1 = 1.51(18) \times 10^{-14}$ cm$^3$ s$^{-1}$, and our experimentally determined densities. The latter are obtained from the measured atom numbers and the trap frequencies, assuming a BEC in the dimensional crossover regime. (b) Total atom number $N_1 + N_2$ as a function of time, starting from an initial atom number $N \sim 1.2 \times 10^4$ in equal superposition of $|1\rangle$ and $|2\rangle$. The blue points are experimental data, while the solid line has been obtained by numerical integration of coupled GPEs.
4. Oscillation of the Ramsey contrast

Because the oscillation puts the atoms into motion and changes the spatial overlap of the components, it also manifests itself in the Ramsey fringes when a second \( \pi/2 \) pulse is added after a time \( T_R \). Figure 4(a) shows the evolution of the contrast (red circles) as a function of \( T_R \) for \( N_0 = 1.2 \times 10^4 \). For this atom number, the initial contrast of 98% drops to about 50% around 600 ms, and then shows a revival at \( T_R = 1.2 \) s, which reflects the spatial overlap between the two modes at this time. Indeed, we find that the contrast revival time coincides with the spatial oscillation period observed by absorption imaging. This period depends on trap frequencies and atom number [32].

Due to the state-dependent losses, the population imbalance is time-dependent. Right after the initial \( \pi/2 \) pulse, the polar angle of the Bloch vector is \( \theta = \pi/2 \), but then slowly evolves to a value \( \theta = \pi/2 + \theta_1 \) at time \( T_R \) (figure 1). To obtain maximum contrast (and thus, maximum phase sensitivity in the final measurement), \( \theta_1 \) must be taken into account. In an actual atomic clock or interferometer, this can be achieved by inserting a correction pulse with a well-defined phase before the second \( \pi/2 \) pulse to remove the known mean value \( \bar{\theta}_1 \). The contrast that one would get by applying such a correction pulse can also be derived numerically using simple geometric considerations (appendix A). We have used both, correction pulses and numerical contrast correction, and find that the results are consistent. Unless otherwise indicated, the results below use the numerical correction method. Note that only the mean value of \( \bar{\theta}_1 \) can be removed or corrected, while the noise introduced by the statistical nature of the losses remains and contributes to the final noise budget [3, 34]. We will come back to this point below.

The corrected contrast, represented by blue squares in figure 4(a), shows a first revival of 82% for \( N_0 = 1.2 \times 10^4 \). The precise value of the contrast, and thus the spatial dynamics, also depends on atom number, as shown in figure 4(b). Lower atom numbers result in higher contrast revivals.

The numerical simulations described above qualitatively reproduce the observed time evolution and provide some additional insight (solid lines in figure 4). The contrast minimum occurring at half the revival time decays faster than the contrast maximum at the revival time. Its simulated value is in good agreement with the experiment, confirming that the decay is caused by a stronger spatial separation for higher atom numbers. Both the demixing period and the contrast at revival time are overestimated in the simulation, even though the population decay is well reproduced (see figure 3(b)). The lower revival contrast suggests experimental sources of decoherence that are not contained in the simulation. Indeed, multiplying with a decoherence term with \( \gamma_d = 0.5 \) s\(^{-1} \) brings the simulated contrast into agreement with the measured values (dashed line in figure 4(b)).

For the revival period, the source of the deviation is less obvious, one possible candidate being a dilute thermal cloud as mentioned above.

Note that the density-dependent frequency shift [21], combined with the spatial dynamics and atom losses, leads to a time dependence of the atomic transition frequency \( \nu_{12} \): the resonance frequency of the pulse applied...
in the beginning of the sequence is slightly higher than that at the revival time. Although the shift is small (on the order of $-10^{-4}$ Hz per atom for our trap), it is easily detected in a metrology setup like ours and needs to be taken into account in the squeezing measurements, as detailed below. In particular, for every atom number and Ramsey time, we use the adequate effective resonance frequency, which is determined in a separate measurement (see appendix A).

5. Spin noise measurements

We use spin noise tomography to characterize the spin distribution that is generated in the dynamically evolving two-component BEC. As before, a BEC with a precisely controlled atom number is produced in $|0\rangle$ and we apply a first near-resonant $\pi/2$ pulse which puts each atom into a coherent superposition between the two clock states. The BEC then evolves freely in the trap during a time $T_R$ which we adjust to coincide exactly with the contrast revival time measured above. During the free evolution, the spin distribution undergoes the nonlinear collisional interaction enhanced by the spatial separation of the two components. At the time $T_R$, a second pulse ('analysis pulse') is used to rotate the spin distribution about its center, which has been determined separately (see figure 1 and appendix A). By changing the duration of the analysis pulse, the rotation angle $\alpha$ ('tomography angle') can be varied. After this rotation, the trap is switched off and the atom numbers $N_1$ and $N_2$ are measured. For each $\alpha$, the whole preparation and analysis sequence is repeated a large number of times (typically 300 repetitions) and the normalized population difference $S_z = N_1 - N_2 / (N_1 + N_2)$ is determined. Here, we subtract the detection noise, which has been independently measured (see appendix A) and corresponds to about 33 atoms for each spin component. The squeezing factor $\xi^2 = \Delta S_z^2 / \langle N_1^2 \cos(\alpha) \rangle$ is then derived in order to quantify the spin noise reduction and the metrologically useful spin squeezing, respectively, $\Delta S_z^2$ being the variance of the spin in the $y$–$z$ plane (figure 1). The contrast is determined separately using the procedure detailed on figure 4. Figure 5 shows the result for a final atom number $N_f \approx 5000$ and trap frequencies $\omega_{x,y,z} = 2\pi \times (2.7, 92, 74)$ Hz. The squeezing factor $\xi^2 = \Delta S_z^2 / \langle N_1^2 \cos(\alpha) \rangle$ reaches its minimum.

![Figure 5. Measured spin noise for a final atom number $N_f \approx 5000$ and trap frequencies $\omega_{x,y,z} = 2\pi \times (2.7, 92, 74)$ Hz. The squeezing factor $\xi^2 = \Delta S_z^2 / \langle N_1^2 \cos(\alpha) \rangle$ is shown as a function of the tomography angle $\alpha$, with error bars corresponding to a 68% confidence interval. The inset is a zoom of the main plot in the region where $\xi^2$ reaches its minimum.](image)

We have repeated these measurements for different atom numbers up to the maximum BEC atom number accessible in our experiment, and for a second, stronger trap with frequencies $\omega_{x,y,z} = 2\pi \times (4.4, 128, 113)$ Hz. The results are shown in figure 6. The squeezing factor $\xi$ deteriorates for $N_f > 5000$, but seems to saturate for smaller $N_f$. Interestingly, the number fluctuations (figure 6(b)) do not show these tendencies, but maintain a
The squeezing factor $\xi$ observed at the revival time results from the competition between the twisting interaction (equation (1)) and the state-dependent losses and non-perfect spatial revival dynamics: the latter two introduce new fluctuations and reduce contrast. The two main parameters that can be experimentally controlled are the atom number $N$ and the trap frequencies $\omega_{x,y,z}$. Higher atom numbers and higher trap frequencies increase the condensate density, which accelerates the squeezing dynamics by increasing $\chi$, but also accelerates the two-body losses. In the case of a homogeneous system or in separated harmonic traps for the two components, the two effects cancel [18, 34], so that one does not expect a density dependence of the squeezing factor $\xi$. In our case, the spatial dynamics lead to a significantly more complicated situation. $\chi$ as well as the contrast depend on the spatial overlap of the spin components, which is time-dependent (see figure 4) with an evolution that depends on $N$ as well as $\omega_{x,y,z}$. The rather high value of the contrast at $T_R/2$ (figure 4) indicates that the component separation is not complete. For complete separation and our range of atom numbers, it is known that $\chi$ would be large enough to reduce number fluctuations by several orders of magnitude in a time much shorter than our revival time (see appendix B), even when losses are taken into account. In the absence of losses, these high values could still be reached with incomplete separation, at the expense of a longer squeezing time. Thus, in our situation, the state-dependent losses (figure 3) clearly have a major effect on the final result. In an attempt to obtain more quantitative predictions, we have performed beyond-GPE simulations, described in the next section.

Apart from these fundamental contributions, technical noise such as phase noise can limit the measurement of the noise reduction induced by the squeezing process. In order to evaluate our system in terms of technical instabilities, a standard clock measurement, similar to the one conducted in [22], has been performed using the same experimental condition as for figure 5. This measurement yielded a fractional frequency stability of $9.7 \times 10^{-12} \tau^{-1/2}$. Several noise sources have been investigated to explain this stability, and atom loss has been identified as the major contribution to the stability budget ($8.47 \times 10^{-12} \tau^{-1/2}$). This is due to the fact that, for each shot, we only have access to the final populations. We therefore do not precisely know how many atoms have been lost during the sequence, nor when they were lost. For instance, if an atom is lost at the beginning of the Ramsey time, it will not contribute to the collisional shift, whereas if it is lost right before the second interrogation pulse, it was partly responsible for this frequency shift, but will not be detected. This leads to a noise on $S_j$ that we cannot correct. This noise also impacts the squeezing measurement, contributing on the order of 9% of the quantum projection noise. Subtracting this noise would bring $\xi^2$ from $-1.3$ dB to $\xi^2 \approx -2$ dB: its contribution is non-negligible, but it does not limit the order of magnitude of the observed squeezing.

**6. Limiting factors**

The squeezing factor $\xi$ observed at the revival time results from the competition between the twisting interaction (equation (1)) and the state-dependent losses and non-perfect spatial revival dynamics: the latter two introduce new fluctuations and reduce contrast. The two main parameters that can be experimentally controlled are the atom number $N$ and the trap frequencies $\omega_{x,y,z}$. Higher atom numbers and higher trap frequencies increase the condensate density, which accelerates the squeezing dynamics by increasing $\chi$, but also accelerates the two-body losses. In the case of a homogeneous system or in separated harmonic traps for the two components, the two effects cancel [18, 34], so that one does not expect a density dependence of the squeezing factor $\xi$. In our case, the spatial dynamics lead to a significantly more complicated situation. $\chi$ as well as the contrast depend on the spatial overlap of the spin components, which is time-dependent (see figure 4) with an evolution that depends on $N$ as well as $\omega_{x,y,z}$. The rather high value of the contrast at $T_R/2$ (figure 4) indicates that the component separation is not complete. For complete separation and our range of atom numbers, it is known that $\chi$ would be large enough to reduce number fluctuations by several orders of magnitude in a time much shorter than our revival time (see appendix B), even when losses are taken into account. In the absence of losses, these high values could still be reached with incomplete separation, at the expense of a longer squeezing time. Thus, in our situation, the state-dependent losses (figure 3) clearly have a major effect on the final result. In an attempt to obtain more quantitative predictions, we have performed beyond-GPE simulations, described in the next section.

Apart from these fundamental contributions, technical noise such as phase noise can limit the measurement of the noise reduction induced by the squeezing process. In order to evaluate our system in terms of technical instabilities, a standard clock measurement, similar to the one conducted in [22], has been performed using the same experimental condition as for figure 5. This measurement yielded a fractional frequency stability of $9.7 \times 10^{-12} \tau^{-1/2}$. Several noise sources have been investigated to explain this stability, and atom loss has been identified as the major contribution to the stability budget ($8.47 \times 10^{-12} \tau^{-1/2}$). This is due to the fact that, for each shot, we only have access to the final populations. We therefore do not precisely know how many atoms have been lost during the sequence, nor when they were lost. For instance, if an atom is lost at the beginning of the Ramsey time, it will not contribute to the collisional shift, whereas if it is lost right before the second interrogation pulse, it was partly responsible for this frequency shift, but will not be detected. This leads to a noise on $S_j$ that we cannot correct. This noise also impacts the squeezing measurement, contributing on the order of 9% of the quantum projection noise. Subtracting this noise would bring $\xi^2$ from $-1.3$ dB to $\xi^2 \approx -2$ dB: its contribution is non-negligible, but it does not limit the order of magnitude of the observed squeezing.
7. Simulations beyond GPE

While the spatial dynamics is well described by the coupled Gross–Pitaevskii simulations mentioned above, the quantum spin dynamics generating the spin squeezing cannot be captured by such a mean field approach. Furthermore, as we have seen, the asymmetric losses significantly affect the state of the system over the relatively long times needed for the spontaneous spin squeezing to occur. In order to take into account all of these features in a consistent way, we performed simulations using a Wigner method inspired by [35]. To limit the drawbacks of the truncated Wigner method [36]—which are related to the fact that the added quantum noise in each mode efficiently thermalizes in 3D, introducing spurious effects—we implemented a ‘minimal version’ of the Wigner method, where we project the quantum noise on the condensate mode for each component.

7.1. Description of the projected Wigner method

The implementation of the method consists in (i) generating classical fields $\psi_1(r, 0^+)$ and $\psi_2(r, 0^+)$ normalized to the atom number in each component, that sample the initial probability distribution after the pulse, and (ii) evolving them with stochastic equations. Besides the usual Hamiltonian terms, these equations involve a damping term due to nonlinear losses and the associated noise. The results for the observables are then obtained by averaging over many stochastic realizations.

7.1.1. Initial state with partition noise

At $t = 0^+$, before the mixing pulse, all $N$ particles are in the internal state $|1\rangle$ where a condensate of wave function $\phi_1(r, 0^-)$ is present. We approximate the field for $|1\rangle$ by $\psi_1(r, 0^-) = \sqrt{N_1} \phi_1(r, 0^-)$. The field for $|2\rangle$ is in vacuum, that is, it is filled with quantum noise in each mode. In contrast to what is usually done in the Wigner method, we project the vacuum fluctuations of field 2 on the condensate mode $\phi_1(r, 0^-)$ that will be macroscopically populated after the pulse, and we keep only this contribution. We then obtain after the mixing pulse

$$
\psi_1(r, 0^+) = \frac{1}{\sqrt{2}} [\psi_1(r, 0^-) - \phi_1(r, 0^-)b], \tag{3}
$$

$$
\psi_2(r, 0^+) = \frac{1}{\sqrt{2}} [\psi_1(r, 0^-) + \phi_1(r, 0^-)b], \tag{4}
$$

where $b$ is a stochastic complex Gaussian variable with $\langle b^*b \rangle = \frac{1}{2}$. As $N_1(t) = \int \var|\psi_1(r, t)\rangle^2$, one has $\langle N_1 - N_2 \rangle(0^+) = 0$ and $\Delta^2(N_1 - N_2)(0^+) = N$.

7.1.2. Time evolution

Starting from the stochastic equations in [35], we apply the same idea and project the noise due to nonlinear losses over the time-dependent condensate modes. Including 2 + 1 and 2 – 2 two-body losses, plus one-body losses for the two states, we finally have for the evolution during $dt$.

$$
d\psi_1 = -i\var d[\hat{h}_1 - i\hat{K}_1] + g_{11}|\psi_1|^2 + (g_{12} - i\hat{K}_{12})|\psi_1|^2]\psi_1 + \mathcal{P}_{\phi_1}[\Delta_1], \tag{5}
$$

$$
d\psi_2 = -i\var d[\hat{h}_2 - i\hat{K}_2] + (g_{22} - 2i\hat{K}_{22})|\psi_2|^2 + (g_{12} - i\hat{K}_{12})|\psi_1|^2]\psi_2 + \mathcal{P}_{\phi_2}[\Delta_2], \tag{6}
$$

where $\hat{h}_j$ is the one-body Hamiltonian operator including the kinetic energy and the external potential for the internal state $j$, $g_{jk} = (4\pi\hbar^2\alpha_{jk})/\var$ as above, $K_{12} = \gamma_{12}/2$, $K_{22} = \gamma_{22}/4$ are two-body loss rate constants, and $K_1 = K_2 = \tau^{-1}$ are one-body loss rate constants equal to the inverse lifetime in the trap. The projected noises have the expressions

$$
\mathcal{P}_{\phi_1}[\Delta_1] = \phi_1(r, t)B_{12}(t)\sqrt{K_{12}K_2} + B_1(t)\sqrt{K_1}, \tag{7}
$$

$$
\mathcal{P}_{\phi_2}[\Delta_2] = \phi_2(r, t)B_{22}(t)\sqrt{K_{22}K_2} + B_{12}(t)\sqrt{K_{12}K_2} + B_2(t)\sqrt{K_2}, \tag{8}
$$

where the $B_{12}(t)$, $B_{22}(t)$, $B_1(t)$ and $B_2(t)$ are independent $\delta$-correlated complex Gaussian noises of variance $dt$, e.g. $B_{12}(t)B_{12}(t') = \delta(t - t')dt$, and $I_k = \int \var|\psi_k(r, t)\rangle^2$. We have tested this method by comparing its results with an exact solution of the two-mode model with losses [34]. Details can be found in appendix B.

7.2. Simulation results

In figure 7 we show the results of the projected Wigner simulation for an initial atom number $N_1 = 10^4$ and three different choices of the scattering lengths $a_{12}$ and $a_{22}$ chosen among published values that differ by 0.7% at most. Figure 7(a) shows the contrast and figure 7(b) shows the squeezing as a function of time. The experimental data for similar parameters is shown as symbols for comparison. Given that the demixing dynamics which
induces the squeezing is driven by the small differences between the scattering lengths, it is not surprising that, in the absence of an external state-dependent potential imposing the spatial separation [4, 23], the squeezing result is very sensitive to the precise values of the scattering lengths. To estimate the effective nonlinearity for the different choices of the scattering lengths, we calculated the parameter $\chi$ of the one-axis twisting Hamiltonian at the stationary state in our geometry. We obtain $\chi = 7.5 \times 10^{-5} \text{s}^{-1}$ with the scattering length values from [32] (red curve), $\chi = 7.3 \times 10^{-5} \text{s}^{-1}$ with the values from [20] (green curve), and $\chi = 24.6 \times 10^{-5} \text{s}^{-1}$ for the combination [20–37] (blue curve).

Comparing simulations and experiment, the contrast oscillations in the experiment have a smaller amplitude and shorter period than in the simulations (figure 7(a)), as was already observed with the GPE simulations. For the squeezing factor, the simulations do not allow a quantitative comparison to experiment due to their strong dependence on the scattering lengths. As shown in figure 7(b), depending on the choice of the scattering length values, and despite their relatively high accuracy (compared to the values available for other elements), the prediction at the revival time varies between no squeezing at all and about $-1.8 \text{dB}$.

We conclude that spontaneous squeezing in our geometry is compatible with the results of our simulations although we cannot reproduce all the features of the experimental data. If a quantitative agreement for the contrast dynamics can be attained, it would be interesting to use the extreme sensitivity to the scattering lengths to infer very precise values for them from the experiment, similar to [32].

8. Conclusion and outlook

Our results show that nonclassical spin dynamics occur spontaneously in a two-component BEC, and can produce spin squeezing in BECs with sizeable atom numbers. This supports the notion of squeezing as a naturally occurring form of entanglement. In order to use this squeezing as a resource for quantum metrology in particular, a higher level of squeezing is desirable. Our results suggest several possible routes. The first is to accelerate the component separation, so that squeezing would be produced on a faster timescale, before particle losses become dominant. To do this, it would suffice to induce a small asymmetry between the trapping potential of the two states at the beginning of the sequence, in order to help the dynamics to start. It has indeed been shown that this greatly enhances and accelerates the spatial separation [38]. In our case, this asymmetry could come from the combination of the quadratic Zeeman effect with gravity. This leads to a displacement of the center of the trapping potentials for the two clock states that depends on the difference between the field at the bottom of the trap and the magic field [39]. Therefore, by scanning the magnetic field at the trap bottom, one could displace the position of the two states and study its influence on the spatial dynamics. In the same spirit, it would be interesting to study whether the component separation can be improved by modifying the aspect ratio of the trap, perhaps dynamically.

Another path would be to act on the asymmetric two-body losses themselves to reduce their rate. A possible approach could be to use microwave dressing during the interrogation time to shift the $|2, 2\rangle$ state upward and
induce an energy difference between the transitions $|2, 1⟩ → |2, 2⟩$ and $|2, 1⟩ → |2, 0⟩$, thereby reducing the two-body collision rate in state $|2, 1⟩$. This could be accomplished using a one-photon dressing with a $\sigma$-polarized microwave field. Of course, one would need to check that this additional coupling does not introduce too much noise on the clock transition. Observing a reduction of these losses would also be an interesting subject in itself.

To apply spontaneous spin squeezing in a quantum sensor, a natural setting would be that of trapped BEC interferometers with internal state labeling $[3, 4, 38, 40]$. One possible approach is to stop the spatial dynamics at the revival time, which would transform the state produced here into the usual source state of such an interferometer. Note that, to the extent that higher-order excitations are avoided, the mean velocities of both spin components return to zero at the revival time. When the trap frequencies are held constant as was done here, another demixing cycle then initiates. However, only a small modification of the trap frequencies is required at the revival time to leave the ‘demixing’ regime and obtain a stable spatial superposition instead.

Gross–Pitaevskii simulations, calculating the ground state configuration with our parameters and $N_f = 5000$ as in figure 5, indicate that demixing becomes marginal when the longitudinal trap frequency $\omega_z / 2\pi$ is increased to 10 Hz, and completely disappears around 20 Hz, the transverse frequencies remaining unchanged. Stopping the spatial dynamics in this way does not affect the internal states, leaving the spin squeezing intact. From this point on, the experiment would proceed as in the atom interferometers cited above. To perform magnetometry as in [38], once the spatial dynamics is stopped, the actual measurement phase starts with a pulse that aligns the spin distribution’s minimum-uncertainty axis with the equator, thus starting a Ramsey cycle. A final $\pi/2$ pulse closes the interferometer.

Another attractive approach would be to use the naturally occurring spatial separation as the interferometer’s beam splitter by releasing the BEC into free fall [10] or into an on-chip waveguide. In all cases, techniques such as ‘shortcut to adiabaticity’ [41] can be used to minimize excitations of higher spatial modes which may limit the interferometer contrast.
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Appendix A. Imaging and calibration

A.1. Detection

For accurate, low-noise atom number measurement, we use saturated absorption imaging [33] along the slow $x$ axis, combined with spatially separated detection of both clock states in the same image, and employ back-illuminated deep depletion CCD camera with $>$90% quantum efficiency (Andor iKon M 934-BRDD). After the sequence but still in trap, atoms in $|1⟩$ are adiabatically transferred to the untrapped $|F = 2, m_F = 0⟩$ state in 2 ms by a strong MW pulse while the atomic resonance is swept by ramping the magnetic bias field $B_c$. Adiabaticity is ensured by Blackman pulse shape for the MW power and a half-Blackman ramp for $B_x$ ($\pm 50$ mG around the pseudo-mag ic field). During this pulse, atoms initially in state $|1⟩$ start to fall under the action of gravity. 50 $\mu$s later, the trapping magnetic fields are turned off in order to release the remaining atoms, such that the two states can be spatially discriminated after 23 ms time of flight and imaged with a single 20 $\mu$s detection pulse. This way, frequency and power fluctuations of the probe laser are in common mode for the two states, reducing fluctuations in the detected population difference. Additionally, a numerical frame re-composition algorithm is used to reduce optical fringes [42]. The column density is then derived taking into account the high saturation correction [33]. With this imaging procedure, the background noise of our imaging system is about 33 atoms for each of the spin components (see figure A1(a)).

Great care is taken to calibrate the detection system. The calibration method is similar to [4], and consists in comparing the variance of $S_z$ for an ensemble of $N$ uncorrelated atoms in a coherent superposition with the standard quantum limit that scales as $N^{-1}$. To perform the calibration, $S_z$ is measured directly after a single resonant $\pi/2$-pulse, and the measured variance is plotted as a function of the total detected atom number $N_f$. The data is fitted with $\sigma^2(S_z) = \sigma^2_{\text{det}} + \sigma^2_{\text{qpn}} + \sigma^2_{\text{tech}} N$, where $\sigma_{\text{det}}$ is the detection noise, $\sigma_{\text{qpn}}$ represents the quantum projection noise and $\sigma_{\text{tech}}$ accounts for the possible preparation noise. As shown in figure A1(a), the atomic noise exhibits the expected linear behavior with a slope of $\sigma^2_{\text{qpn}} = 0.248 \pm 0.03$ and a negligible quadratic component, $\sigma^2_{\text{tech}} = (1 \pm 3) \times 10^{-6}$, confirming that our detection is projection noise limited.
A.2. Data analysis

In order to link the measured atom numbers to the squeezing factor and the spin noise distribution, the following data analysis is performed for each tomography angle \( \alpha \).

- Shots whose total atom numbers \( N_f = N_i + N_2 \) differ from their mean \( N \) by more than 3 standard deviations are discarded. These outliers can be due to problems during the image acquisition or the laser locks, and in practice this concerns about 1% of the data.

- The normalized population difference \( S_{z,f}^{n} = \frac{N_i - N_f}{2N_0} \) and the angle between the collective spin and the equator of the Bloch sphere \( \theta_c = \frac{S_{c}^z}{C/2} \) are derived, where \( C \) is the contrast of the Ramsey interferometer, which has been measured separately. The population difference is normalized in order to reduce its dependency to shot-to-shot total atom number fluctuations.

- A correlation between population difference and total atom number exists because of the atom number dependency of the atomic frequency \( (1.5 \times 10^{-4} \text{ Hz per atom}) \) via the collisional shift \([21]\), and can be estimated by fitting the distribution \( S_{z,f}^{n} \) versus \( N_f \) (see figure A1(b)). Since we can measure this correlation for each shot, we can legitimately correct the data accordingly. Namely,

\[
S_{z,\text{corr}}^n(i) = S_{z}^n(i) - s_p \times (N_f(i) - N),
\]

where \( s_p = \frac{dS_{z,\text{corr}}}{dN_f} \) is the slope measured on figure A1(b) and \( i \) represents one of the 300 shots at a given rotation angle. This slope, and thus the correction, depends on the analysis pulse duration and happens to vanish around \( \alpha = 2.5^\circ \); it therefore does no affect the squeezing factor.

- The variance of the normalized population difference times the mean atom number \( \sigma^2(S_{z,\text{corr}}^n) \) is derived. At this point, we also check that the Allan variance of \( S_{z,\text{corr}}^n \) integrates as white frequency noise in order to be sure that there is no drift that could worsen the results.

- The detection noise estimated in figure A1(a) is removed from the data:

\[
\Delta S_z^2 = \frac{4\Delta S_z^2}{N_f} - \sigma_{\text{det}}^2(S_z).
\]

- Finally, the fact that the collective spin ends up below the equator of the Bloch sphere leads to an underestimation of the spin noise by a factor \( \cos(\theta)^2 \) which has to be taken into account as explained in section 4. \( \Delta S_z^2 \) is then normalized by the quantum projection noise \( N_f/4 \), leading to the final number squeezing and squeezing factor \([8]\)

\[
\phi^2 = \frac{4\Delta S_z^2}{N_f \cos(\theta)^2} \quad \text{and} \quad \xi^2 = \frac{4\Delta S_z^2}{N_f C^2 \cos(\theta)^2}.
\]
A.3. Analysis pulse calibration

In order to perform the state tomography, one could in principle apply the correction pulse discussed in section 4 prior to the analysis pulse, which would simply need to be phase shifted with respect to the preparation pulse. However, because of microwave inhomogeneity and position fluctuation of the trapped BEC, this correction pulse would introduce additional noise in the spin tomography sequence. The idea is then to keep the Bloch vector below the equator of the Bloch sphere, and align the Rabi vector of the analysis pulse with the Bloch vector to rotate the noise distribution about its center. The $z$-component of the Rabi vector is given by the detuning between the considered pulse $\nu_{0a}$ and the instantaneous atomic frequency $\nu_{ia}$ at the time at which the pulse is applied. The azimuthal angle is controlled via the phase shift with respect to the first pulse. First one needs to measure $\nu_{ia}$, which is the frequency for which the resulting transition probability does not depend on the local oscillator phase shift when the analysis pulse is a $\pi$-pulse. The detuning $\nu_{0a} - \nu_{ia}$ is then simply given by $\pm \frac{\gamma_a}{\pi} \tan(\theta_j)$. The $\pm$ sign gives the direction of rotation performed during the tomography. Finally, the phase shift that aligns the two vectors is the one that makes the resulting transition probability independent of the analysis pulse duration for the previously derived frequency.

Appendix B. Test of the projected Wigner method

To test the projected Wigner method, we compared its results with an exact solution of the two-mode model with losses [34], in a situation in which the spatial dynamics of the condensate wavefunctions is not excited. To this end we choose $g_{ab} = 0$, $g_{aa} = g_{bb} = g$, and the value of $g$ was doubled after the mixing pulse to keep the mean field constant. For the two-mode model we calculated the corresponding parameter $\gamma$ of the one-axis twisting Hamiltonian and solved the corresponding master equation using the Monte Carlo wave function method with a large number of realizations. As $g_{ab} = 0$, the nonlinearity is large and the squeezing generation is fast with respect to the losses, so that the squeezing factor gets very small which makes a good test for the projected Wigner method. As shown in figure B1, we find a good agreement between the two methods.
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