Short-term forecasting of Amazon rainforest fires based on ensemble decomposition model
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Abstract. Accurate forecasting is important for decision-makers. Recently, the Amazon rainforest is reaching record levels of the number of fires, a situation that concerns both climate and public health problems. Obtaining the desired forecasting accuracy becomes difficult and challenging. In this paper were developed a novel heterogeneous decomposition-ensemble model by using Seasonal and Trend decomposition based on Loess in combination with algorithms for short-term load forecasting multi-month-ahead, to explore temporal patterns of Amazon rainforest fires in Brazil. The results demonstrate the proposed decomposition-ensemble models can provide more accurate forecasting evaluated by performance measures. Diebold-Mariano statistical test showed the proposed models are better than other compared models, but it is statistically equal to one of them.

1 Introduction

The Amazon rainforest represents over half of the planet’s remaining rainforests and comprises the largest and most biodiverse tract of tropical rainforest in the world. Brazil contains the majority part of the Amazon rainforest, with 60% of it (see illustration in Figure [1]), followed by Peru with 13%, Colombia with 10%, and with minor amounts in Venezuela, Ecuador, Bolivia, Guyana, Suriname, and French Guiana. In the last years, the fire spots in Amazon has brought attention to world climate discussions and also public health problems in the region [1]. Therefore, many studies have been developed discussing the impacts of the fire and how to control it, however, there is a lack of studies to forecast the number of fire spots in the region. Seasonal and Trend decomposition based on Loess (STL) showed to be effective and popular in time series forecasting,
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mainly to seasonal series. Moreover, ensemble learning approaches increasing the accuracy and efficiency of the models which learns different data patterns, combining potentialities of each base (weak) model making them efficient.

In this respect, the objective of this paper is to develop a heterogeneous ensemble learning model by using STL decomposition with machine learning models algorithms to train the components generated by decomposition for fire spots cases forecasting in the Brazilian Amazon rainforest multi-month-ahead (one and two-months ahead). The time series is split into three different components and train each component of the STL decomposition with \( k \)-Nearest Neighbor (\( k \)-NN), Multivariate Adaptive Regression Splines (MARS), Support Vector Regression (SVR) with kernel Radial, Boosted Generalized Linear Model (GLMBoost), Cubist and Multi-Layer Perceptron (MLP). Then, the predictions of the components are summed giving one thousand combinations by Grid-Search. The combination chosen for one-month-ahead by its performance is composed by SVR with kernel Radial, MARS, and GLMBoost, respectively, and for two-months-ahead is composed by Cubist, \( k \)-NN and MLP, respectively.

The main contributions of this study are: (i) to develop a novel heterogeneous decomposition-ensemble learning model by using STL decomposition combined with machine learning models algorithms; (ii) to compare between heterogeneous and homogeneous decomposition and non-decomposed models to evaluate the performance of the proposed model; (iii) to realize comparisons between the predictions of the models of the multi-step-ahead; and (iv) to present a relevant novel to the environmental field, as well to time series forecasting multi-step-ahead using STL decomposition-ensemble model.

The remainder of this paper is structured as follows. Section 2 describes the dataset adopted and presents the methodology applied in this paper. Section 3 shows the results and discussions. Finally, Section 4 concludes the paper.

2 Material & Methodology

The dataset analyzed in this paper refers to active fire spots in Brazilian Amazon rainforest area collected from the database of Fire Program of Brazil’s National Institute for Space Research (INPE) [2]. The dataset consists of 255 observations monthly from June 1998 to August 2019. To determine system lags to create inputs, simulations were conducted varying the lag from 1 to 10, which lag equals to 10 (where the training data started since April 1999) presented better results.
Moreover, the dataset was split into training and test sets in the proportion of 70% and 30%, respectively. In Table 1 is presented a summary of the statistical indicators of the dataset, which are the Maximum (Max), Minimum (Min), Mean, Median and Standard Deviation (Std).

| Variable | Samples | # of Samples | Statistical indicator |
|----------|---------|--------------|-----------------------|
| Fire spots | All set | 245 | Max 73141 | Min 70 | Mean 9427 | Median 3131 | Std 13249.01 |
|          | Training set | 171 | Max 73141 | Min 70 | Mean 10273 | Median 3175 | Std 14788.60 |
|          | Test set | 74 | Max 36569 | Min 379 | Mean 7473 | Median 2792 | Std 8477.56 |

Table 1: Summary of the statistical indicators of the dataset

The experiments discussed in this paper were developed using R statistical software. The dataset was shared into three components: seasonal, trend and remainder, based on STL decomposition [3], illustrated on Figure 2.

Each component was trained using the following six models: $k$-NN [4], MARS [5], SVR with kernel Radial [6], GLMBoost [7], Cubist [8] and MLP [9]. A time-slice validation and Principal Components Analysis (PCA) [10] pre-processing were applied in the training process. For the simulations with STL decomposition, PCA needed 6 components to capture 95 percent of the variance, while for simulations without STL decomposition PCA needed 7 components to capture 95 percent of the variance of the signal.

To forecast one [1] and two-months-ahead [2] the applied structures are defined as,

$$\hat{y}(t+h) = f \{ y(t+h-1), y(t+h-2), \ldots, y(t+h-n_y) \},$$

(1)

$$\hat{y}(t+h) = f \{ \hat{y}(t+h-1), y(t+h-2), \ldots, y(t+h-n_y) \},$$

(2)

where $f$ is a function that maps the fire spots data, $\hat{y}(t+h)$ is the forecast fire spots in horizon $h = 1, 2$ at time $t$ $(1, \ldots, 245)$, $y(t+h-1)$, $\hat{y}(t+h-1)$ are the previous observed and predicted fire spots, $y(t+h-n_y)$ is the previous observed fire spots at lag $n_y = 10$. 

Fig. 2: STL decomposition
The predictions obtained from the trained components are recomposed by a simple summation of the extrapolated trend and seasonal components. For one-month-ahead, the chosen combination, due to its performance, was SVR with kernel Radial for the seasonal component, MARS for trend component and GLM-Boost for the remainder, denominated STL-Ensemble-1. And for two-months-ahead, the chosen combination was composed by Cubist, \( k \)-NN and MLP, for seasonal, trend and remainder component, respectively, namely STL-Ensemble-2.

Moreover, the performance of the proposed STL-Ensemble-1 is compared to the combination with all components trained using only MARS, SVR with kernel radial, and GLMBoost namely STL-MARS, STL-SVR, and STL-GLMBoost, and it is compared with the same algorithms applied in dataset without decomposition. In the same way, STL-Ensemble-2 is compared with the combinations using \( k \)-NN, Cubist, and MLP, namely STL-KNN, STL-CUBIST, and STL-MLP, as well as the models without decomposition. In order, these comparisons were made to show that the heterogeneous decomposition performed better than homogeneous and even without decomposing.

To evaluate the performance of the various forecasting ensemble models, including the proposed model, measures were adopted. The metrics used in this study are relative root mean square error (RRMSE) (3) and coefficient of determination (\( R^2 \)) (4), where, \( y_i \) is the observed value, \( \hat{y}_i \) is the predicted value and \( \bar{y} \) is the mean of \( y_i \), that are identified by,

\[
RRMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}, \quad (3)
\]
\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}, \quad (4)
\]

Moreover, a Diebold-Mariano test was conducted to evaluate the statistical difference of the proposed models from the other models.

3 Results

The hyperparameters of the models used in this paper, presented in Table 2, were defined by using a Grid Search. In Figure 3 are depicted the STL-Ensemble-1 model fire spots prediction values (blue dotted line), STL-Ensemble-2 model fire spots prediction values (red dotted line) with the observed time series (black line). The analysis reveals that in both training and test datasets the models learned and performed accurately following series trends. Furthermore, as reported in Table 3 the performance measures also reflect which in the horizon of one-month-ahead STL-Ensemble-1 model results (in bold) clearly performed better than models cited in Section 2 and in the horizon of two-months-ahead STL-Ensemble-2 (in bold) had a better performance compared to the other models, both exhibiting the importance of combined methodology. Diebold-Mariano test (DM) was conducted comparing the STL-Ensemble-1 with each of the other models of its horizon, the same for STL-Ensemble-2, presented in Table 4. DM
test shows that STL-Ensemble-1 and STL-Ensemble-2 are better than the models compared, but STL-Ensemble-1 error is statistically equal to STL-MARS error once its p-value is greater than 0.1.

| Model Components | Control Hyperparameters | Model Components | Control Hyperparameters |
|------------------|-------------------------|------------------|-------------------------|
| # of Neighbors   |                         | # of Boosting Iterations |
| k-NN Seasonal    | 9                       | GLMBoost Seasonal | 250                     |
| Trend            | 5                       | Trend            | 50                      |
| Remainder        | 11                      | Remainder        | 100                     |
| Nondecomposed    | 7                       | Nondecomposed    | 250                     |

| # of Terms Product Degree | # of Committees | # of Instances |
|---------------------------|-----------------|----------------|
| MARS Seasonal             | 9               | 1              |
| Trend                     | 5               | 5              |
| Remainder                 | 1               | 1              |
| Nondecomposed             | 1               | 10             |

| Sigma Cost Kernel # of Hidden Units |
|-------------------------------------|
| SVR Seasonal 0.0996 4 Radial       | 9               |
| Trend 0.9212 2 Radial               | 9               |
| Remainder 0.0881 0.25 Radial       | 1               |
| Nondecomposed 0.2105 2 Radial      | 1               |

Table 2: Control hyperparameters for the models
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Fig. 3: Fire spots prediction for STL-Ensemble model

| Horizon          | Metric | STL-Ensemble-1 | STL-MARS | STL-SVR | STL-GLMBoost | MARS | SVR | GLMBoost |
|------------------|--------|----------------|----------|---------|--------------|------|-----|----------|
| One-month-ahead  | R²     | 0.9132         | 0.9057   | 0.9000  | 0.6818       | 0.5911 | 0.6742 | 0.5542 |
| Two-month-ahead  | R²     | 0.8186         | 0.7296   | 0.5425  | 0.3504       | 0.5904 | 0.7124 | 0.5856 |

Table 3: Performance measures of the models on test set

4 Conclusion

In this paper, heterogeneous decomposition-ensemble (STL-Ensemble-1 and STL-Ensemble-2) models were proposed to short-term forecasting of Brazilian Amazon rainforest fire cases multi-month-ahead. The STL-Ensemble-1 model was
compared with six different approaches, namely as STL-MARS, STL-SVR, STL-GLMBoost, MARS, SVR and GLMBoost, while STL-Ensemble-2 model was compared to others, namely as STL-KNN, STL-CUBIST, STL-MLP, $k$-NN, Cubits, and MLP. The models were evaluated by RRMSE and $R^2$ performance measures, and our proposed models yield better forecast accuracy than other models. Further, the Diebold-Mariano test was conducted and indicated that STL-Ensemble-1 and STL-Ensemble-2 were more accurate than the compared, yet the STL-Ensemble-1 error is statistically equal to STL-MARS error. Finally, we can conclude that our proposed models can help government agency policies to predict and prevent fire spots in Amazon rainforest. As future research propositions are intended to perform a multi-step-ahead forecast with a wider horizon, using different algorithms and decomposition methods.

Table 4: Diebold-Mariano tests

| Horizon          | STL-Ensemble-1 vs STL-Ensemble-1 | STL-Ensemble-1 vs STL-Ensemble-1 | STL-Ensemble-1 vs STL-Ensemble-1 | STL-Ensemble-1 vs STL-Ensemble-1 | STL-Ensemble-1 vs STL-Ensemble-1 |
|------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| One-month ahead  | DM                               | p-value                          | DM                               | p-value                          | DM                               | p-value                          |
|                  | -0.8191                          | 0.4154                           | -1.8836                          | 0.0636                           | -3.2631                          | 0.0016                           |
|                  | -3.4462                          | 0.0009                           | -2.5824                          | 0.0118                           | -3.8813                          | 0.00024                          |
| Two-months ahead | DM                               | p-value                          | DM                               | p-value                          | DM                               | p-value                          |
|                  | 9.663e-10                        | 0.0016                           | 6.409e-20                        | 0.0016                           | 1.296e-14                        | 0.0016                           |
|                  | 3.525e-07                        | 0.0016                           | 3.156e-36                        | 0.0016                           | 1.120e-56                        | 0.0016                           |
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