Graph-Directed Approach for Downselecting Toxins for Experimental Structure Determination

Rachael A. Mansbach 1✉, Srirupa Chakraborty 1,2✉, Timothy Travers 1,2,† and S. Gnanakaran 1,*

1 Theoretical Biology and Biophysics, Los Alamos National Laboratory, Los Alamos, NM 87545, USA; mansbach@lanl.gov (R.A.M.); srirupac@lanl.gov (S.C.); tstravers@lanl.gov (T.T.)
2 Center for Nonlinear Studies, Los Alamos National Laboratory, Los Alamos, NM 87545, USA
* Correspondence: gnana@lanl.gov; Tel.: +1-505-665-1923
† Current address: Pebble Labs Inc., Los Alamos, NM 87544, USA.

Received: 6 March 2020; Accepted: 9 May 2020; Published: 14 May 2020

Abstract: Conotoxins are short, cysteine-rich peptides of great interest as novel therapeutic leads and of great concern as lethal biological agents due to their high affinity and specificity for various receptors involved in neuromuscular transmission. Currently, of the approximately 6000 known conotoxin sequences, only about 3% have associated structural characterization, which leads to a bottleneck in rapid high-throughput screening (HTS) for identification of potential leads or threats. In this work, we combine a graph-based approach with homology modeling to expand the library of conotoxin structures and to identify those conotoxin sequences that are of the greatest value for experimental structural characterization. The latter would allow for the rapid expansion of the known structural space for generating high quality template-based models. Our approach generalizes to other evolutionarily-related, short, cysteine-rich venoms of interest. Overall, we present and validate an approach for venom structure modeling and experimental guidance and employ it to produce a 290%-larger library of approximate conotoxin structures for HTS. We also provide a set of ranked conotoxin sequences for experimental structure determination to further expand this library.
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1. Introduction

Toxins have for a long time been considered a rich natural source of therapeutic leads because of their high specificity and binding affinity for various receptors involved in different biological pathways [1,2]. The drug ziconotide, for example, is a potent analgesic derived from a toxin produced by the aquatic cone snail species Conus magus [3]. The on-average smaller size of toxins—typically <100 amino acids along with a sizeable proportion <30 amino acids long [4]—means they can be employed with relative ease in in silico high-throughput screening (HTS) to rationally identify candidates for initial scaffolds interacting with a particular receptor of interest. Although traditional HTS has focused largely on small molecules, the dwindling rate at which such drugs come to market has led to a need to search for other spaces in which to identify ligands for binding with receptors of interest. Natural products, in general, are expected to be a good source of potential therapeutic candidates, and the computational advancements in various HTS strategies make it possible to apply approaches such as docking to more than just small molecules [5–7]. Short toxins in particular are of interest because of their pre-existing strong affinities for protein receptors, and software has been developed for in silico screening of them [8]. In one recent study of note, for example, the authors employed a docking approach to identify α-conotoxin BuIA, produced by species Conus bullatus, as a competitive agonist for the lysophosphatidic acid receptor 6, a G-protein coupled receptor involved in the development...
of several cancers [9]. Aside from their therapeutic value, toxins such as these also pose a threat to biosecurity. Rapid advances in synthetic biology have created challenges in determining the health risks posed by natural toxins or modified toxins with even higher pathogenicity [10]. Thus, in tandem with HTS for therapeutic design, it is necessary to simultaneously perform HTS for threat identification. However, HTS approaches for any application are limited by the necessity of possessing a library of at least low-resolution structures of potential toxin candidates: more structures mean a larger search space and hence a higher likelihood of identifying good initial leads [11]. Thus, structural characterization stands as a rate-limiting step for HTS for both therapeutic design and toxin threat characterization, as identified sequences often far outnumber determined structures. Indeed, only about 3% of sequences isolated from cone snail venom have corresponding experimentally-determined structures [12].

If the structures of proteins could be rapidly predicted strictly from their sequences, structural determination would not be a bottleneck; however, structure prediction from sequence still remains a challenging proposition [13]. Ab initio or de novo modeling approaches for obtaining protein structure predictions by modeling essential folding physics are prohibitively expensive except for small proteins of about 20–62 residues in size [14–17]. Even for proteins short enough to be de novo modeled in isolation, such techniques can become expensive if a large number of different structures are desired. Structure prediction for a query sequence becomes more tractable when experimentally-resolved structures are available for evolutionarily related sequences: this is referred to as homology modeling [18]. For typical proteins (at least 100 amino acids long), a useful rule of thumb for building a homology model of a protein with unknown structure using a structurally characterized protein as the template is that both proteins should share at least 25% sequence identity [19,20]; however, this does not apply to shorter peptides, since the shorter the peptide, the more likely a sequence identity of 25% is to have arisen due to random chance [21,22]. To apply the homology modeling framework for shorter peptides, a reasonable heuristic instead becomes that the alignment length and percent identity fall above the phenomenological curve introduced by Rost [23] (see Equation (1) and Appendix A Figure A1). The relative steepness of the Rost curve for alignment lengths of less than fifty amino acids provides an illustration of why, for peptides of such lengths, it is important to use the actual functional form, rather than a static cutoff, to assess whether a pairwise alignment contains sufficient information for homology modeling.

In this article, we employ a simple sequence graph-based algorithm for homology modeling of related toxin sequences and use the resultant graph to suggest a set of sequences of interest for experimental structural characterization. Network or graph theory is, broadly speaking, the study of the ways in which different types of objects may be related to one another [24]. In essence, the basis of such approaches is to consider a set of related objects as nodes in a graph and the relationships between them as edges between those nodes. This is a versatile framework of thinking that has been profitably employed in diverse domains in the biological sciences [25,26]: e.g., biological systems modeling, in which nodes may be, for example, proteins, and edges may be chemical reactions [27,28]; elucidating allosteric pathways in proteins, in which nodes can be defined as residues, and edges as inter-residue distances [29]; antibody design, in which nodes may be glycans and edges may be the inverses of the spatial distance between them such that gaps in the network represent likely locations for antibodies to dock on a glycosylated protein [30]; or biased sampling of cluster formation, in which the nodes may be particles and edges may be physical contact between them [31]. Thus, for large datasets, network analysis techniques can help wean out salient global attributes from an otherwise confounding plethora of features. Because of the subject’s long history, casting biological problems in the form of a graph allows for the immediate application of well-verified techniques.

Since sequences of proteins may be related in many different ways, including simple amino acid identity and evolutionary relationships, it is no surprise that graph theory has a long and storied history of usage for sequence-grouping tasks such as homology detection [32], structure prediction [33–35], protein family identification [36,37], and even direct homology modeling [35]. For large heterogeneous databases, it can be challenging to identify homologs and a number of sophisticated algorithms
have been developed for such purposes; we instead focus on the problem of homology modeling a set of cysteine-rich toxins known to be evolutionarily related. In our approach, we employ the number and placement of cysteines within a sequence as a rough initial estimate of functional and structural relatedness.

In the following sections, we present our graph-based approach and employ it to construct sequence graphs and identify good libraries of templates for homology modeling. We demonstrate that, despite the known relationship between the conotoxins, these libraries improve outcomes for structure homology modeling over using a 25% flat cutoff (plus 5% padding). We use our sequence graphs to construct a set of tables indicating sequences in which experimental structural characterization is predicted to be most valuable in creating a broad structure library by using homology modeling. Finally, we employ the graphs and libraries as part of a homology modeling procedure that results in a library of low-resolution structures for the conotoxins that will be of use in future high-throughput studies.

2. Results

We initialize the algorithm (see Figure 1 for a schematic illustration of the procedure) by separating a set of over 2000 known conotoxin sequences into databases containing four, six, eight, and ten cysteines, respectively. For each database, we construct graphs of sequences (cf. Figure 2) in which an edge between two nodes (i.e., sequences) represents a pairwise alignment that is of sufficient length and percent identity to fall into the safe homology modeling zone above the Rost curve (cf. Equation (1) and Figure A1). Some portions of the sequences have known structures, such that the corresponding nodes are annotated with the relevant PDB ID(s). We employ the graphs thus generated to iteratively add nodes with structures to a library of templates for homology modeling. We term this set of sequences $\{L_{\text{ex}}\}$, the set of existing structural library templates. Nodes are added to $\{L_{\text{ex}}\}$ in a greedy manner, in order of highest node degree, such that the resulting library will contain enough templates to homology model the maximum number of non-structurally-characterized sequences possible but with minimal sequence overlap and retaining a number of non-library structures for quality assessment. Since this is approximately the vertex-covering problem of a graph, we cannot find a globally optimal solution, as that problem is NP-complete [38]. We halt the procedure once either we have no further nodes with structures to add or there are no remaining sequences in a given connected component of the graph that are not connected to at least one library template sequence, such that all sequences in that component may be structurally characterized by homology modeling. We refer to the set of sequences that may be homology modeled based on set $\{L_{\text{ex}}\}$ as set $\{C(\{L_{\text{ex}}\})\}$ that are covered by $\{L_{\text{ex}}\}$. We next perform a similar procedure—but without the constraint of structure annotation—on the nodes absent $\{L_{\text{ex}}\}$ to identify the sets $\{L_{\text{proj}}\}$ that are of interest for experimental structural characterization such that they cover the remaining set $\{C(\{L_{\text{proj}}\})\}$. Note that it is possible for nodes to belong to both $\{C(\{L_{\text{ex}}\})\}$ and $\{L_{\text{proj}}\}$, and indeed, a small number do.
Figure 1. Schematic of a simple graph-based algorithm for constructing a library of structural templates for homology modeling. For each connected component in the graph of sequences, where an edge represents the ability to homology model one sequence based on another, we employ a greedy approach to find a good library of template structures that cover as much of the sequence space as possible. For computation of the sequence set \( \{ \mathcal{L}_{\text{proj}} \} \) of interest for experimental characterization, we skip consideration of the structures and run the algorithm on the subset with structure-associated sequences removed.

In Figure 2, we present the sequence graphs for sets of conotoxin sequences with four, six, eight, and ten cysteines, respectively. We specifically display \( \{ \mathcal{L}_{\text{proj}} \} \) (in green), the experimental structural characterization of which would lead to coverage by homology modeling of the set \( \{ \mathcal{C}(\mathcal{L}_{\text{proj}}) \} \) (in magenta) that comprises sequences with no characterized structure and not covered by set \( \{ \mathcal{L}_{\text{ex}} \} \). We also show the set \( \{ \mathcal{L}_{\text{ex}} \} \) (in orange), which we employ to predict structures for the set \( \{ \mathcal{C}(\mathcal{L}_{\text{ex}}) \} \) (in blue) by homology modeling. In Figure A2, we present the same sequence graphs, but we color the nodes by relative sequence length instead of set occupation. A significant proportion of isolated sequences (nodes with no connections that therefore cannot be homology modeled) are relatively short (cf. the ring of small red nodes in Figure A2A and to a lesser extent in Figure A2B), which demonstrates that a high proportion of isolated nodes may be characterized well through rapid ab initio modeling rather than needing full experimental characterization, particularly for the four and six cysteine sequences.

These figures are a graphical illustration of the sequence space of conotoxins that may be used as a guide to experiment or to produce low-resolution structures for initial HTS. Specifically, out of the 801 sequences with four cysteines, 61 (7.6% of total) currently have experimentally-resolved structures. The graph-based approach selected 49 (6.1% of total) of these structures as comprising the four cysteine template library (set \( \{ \mathcal{L}_{\text{ex}} \} \); blue circles in Figure 2A, while the 12 unselected structures are represented in black), which allowed for homology modeling of 143 (17.9% of total) sequences (set \( \{ \mathcal{C}(\mathcal{L}_{\text{ex}}) \} \); orange circles in Figure 2A). This corresponds to an increase of over 230% (143/61) for the number of structures employable for HTS over the original 61. The graph-based approach indicated that seven sequences from \( \{ \mathcal{C}(\mathcal{L}_{\text{ex}}) \} \) (hybrid green/blue circles in the graph) and a further 74 sequences (81 overall—10.1% of total) would need to be characterized experimentally to allow for homology modeling of the remaining 151 (18.9% of total). Of the 453 sequences assigned to \( \{ \mathcal{L}_{\text{proj}} \} \), 372 (82.1%) are isolated nodes with no edges; of these, 298 (80.1%) are shorter than 20 amino acids,
and 353 (94.9%) are shorter than 30 amino acids in length and thus many of this remainder may be rapidly modeled using ab initio techniques.

![Graph of conotoxins](image)

**Figure 2.** Graph of conotoxins containing (A) four cysteines, (B) six cysteines, (C) eight cysteines, and (D) ten cysteines where nodes are sequences and edges exist between sequences with pairwise alignments that have high enough length and percent identity to fall above the Rost curve with $n = 5\%$ (Equation (1)). We show the set $\{C_{\text{ex}}\}$ of sequences added to the template libraries in orange, the set of sequences corresponding to unselected structures in black, the set of covered sequences $\{C(\{C_{\text{ex}}\})\}$ that we homology model based on the templates included in the library in blue, and the set of projected sequences $\{C_{\text{proj}}\}$ in green in which structures are in need of characterization in order that the rest of the sequences $\{C(\{C_{\text{proj}}\})\}$ in magenta may be homology modeled based on some template. Nodes belonging to both $\{C(\{C_{\text{ex}}\})\}$ and $\{C_{\text{proj}}\}$ are displayed as half green, half blue. The sizes of the nodes correspond to their degree; that is, the number of other sequences that they can be modeled based on or used to model. Node locations and edge lengths were chosen for ease of visualization of separate connected components. Visualization of the graphs was produced with Gephi 0.9.2 [39].

For conotoxins with six cysteines (cf. Figure 2B), 44 (4.0% of total) out of the 1113 sequences currently have experimentally-resolved structures. The graph-based approach selected 30 (2.7% of total) of these structures as comprising the six cysteine template library, which allowed for homology modeling of 148 (13.3% of total) sequences. This corresponds to an increase of over 330% (148/44) for the number of structures employable for HTS over the original 44. The graph-based approach indicated that seven sequences from $\{C(\{C_{\text{ex}}\})\}$ and a further 180 sequences (187 overall–16.8% of total) would need to be characterized experimentally to allow for homology modeling of the remaining 509 (45.7% of total). Of the 419 sequences assigned to $\{C_{\text{proj}}\}$, 239 (57.0%) are isolated nodes; of these, 86 (36.0%) are shorter than 20 amino acids, and 163 (68.2%) are shorter than 30 amino acids in length.
For conotoxins with eight cysteines (cf. Figure 2C), 2 (1.1% of total) out of the 190 sequences currently have experimentally-resolved structures. These two structures were selected as comprising the entire template library here, which allowed for homology modeling of a 17 (8.9% of total) sequences. This corresponds to an increase of 850% (17/2) for the number of structures employable for HTS over the original two. The graph-based approach indicated that one sequence from \( \{C (L_{ex})\} \) and a further 29 (30 overall—15.8% of total) would need to be characterized experimentally to allow for homology modeling of the remaining 101 (53.1% of total). Of the 71 sequences assigned to \( \{C (L_{proj})\} \) sequences, 41 (57.7%) are isolated nodes, but of these, only 5 (12.2%) are shorter than 30 amino acids in length, leaving a good proportion that would likely require experimental characterization to solve their structures. Finally, there are no known structures corresponding to ten cysteine sequences so there is no current coverage (cf. Figure 2D). The graph-based approach indicated that a further 9 of the total 53 sequences (17.0%) would have to be characterized to allow for homology modeling of the remaining 34 (64.2%). Of the 19 sequences assigned to \( \{L_{proj}\} \) (52.6%), 10 are isolated nodes, and of these, none are shorter than 30 amino acids in length.

For characterization of the remaining structures, focusing efforts on the nodes of the highest degree in the graphs is disproportionately rewarding, since a greater degree in the graph corresponds to the ability to cover a greater number of sequences. In Tables 1–4, we present and rank the set of conotoxins that are of greatest interest for experimental characterization, as availability of experimental structures for these sequences (belonging to set \( \{L_{proj}\} \)) would allow homology modeling of the remainder of the sequences (belonging to set \( \{C (L_{proj})\} \)). Thus, we suggest that experimental structural resolution begin with those sequences listed at the top of their respective tables and work downwards in order to most rapidly and efficiently structurally characterize the sequence space of the conotoxins.

Table 1. List of sequences containing four cysteines in order of interest for experimental characterization, based on the degree (sequence coverage) in alignment graphs (cf. Figure 2). Name or names of sequences are taken from the Conoserver database [40]. Multiple names for the same sequence indicate the same sequence is produced by different species or has different post-translational modifications. Node degree corresponds to the number of sequences with pairwise alignments that are long enough and have high enough percent identity to be homology modeled with the given sequence as a template. Cysteines are highlighted in red to guide the eye. We note in the fourth column the pharmacological family, although it is unknown for the majority of sequences, as it requires a separate experimental determination in most cases.

| Sequence | Name(s) | Degree | Pharm. Fam. |
|----------|---------|--------|-------------|
| AAKVKYSNTPETECSSNPCCFATHSERICG | Li1.28 | 10 | Unknown |
| GCCSDPRCAYDHPFRC | Vc1.1[N9A] | 10 | alpha |
| GCCSNPVCHLEHSNAC | MII [L15A] | 8 | Unknown |
| AALEDADMTEKGFSSIVNGNVTGNLV-GSVCCQIATSCPED | Pu5.7 | 7 | Unknown |
| RAALEDADMTEKGVNAIFSNLGDGLNL-VSSVCQIATSCPED | Pu5.9 | 6 | Unknown |
| AGTLDADMTEKGFSSGLLNVAGSCVCKVTSC雠CNQ | Lt5g | 6 | Unknown |
| GCCSNPVCHLEHSNLC | MII [H9A] | 6 | Unknown |
| VPAEEMEMELCDMNCIRGEHEICTVCYRHHVPSIR | Lt14.4 | 5 | Unknown |
| TNEPGRDPAPCCQHPEDTEC | Cal5b | 5 | Unknown |
| RPEECHPAHVSNPFLCS | Mr1.8 | 4 | Unknown |
| GCCSRPPCCANNPDLC | Tx1A | 4 | alpha |
| SPSTICKMACRTNGNHKYPFCNCR | Fe1.4 | 4 | Unknown |
| GCCSLIPCALNNPDPC | Pu1A [A10LsTy15Y] | 4 | Unknown |
| YAAVVRASALMAQVVLRCDCSNPPCACHNHC | Ecl1.7 | 4 | Unknown |
| NGRCHPACGKHPS | Ac1.1b, Cn1H, R1.1, B1.6, Mn1.2, C4.3 | 4 | Unknown |
| NGRCHPACGKYPSC | Mn1.5 | 3 | Unknown |
| GCCSRACAGHQLC | LtaA [A4S] | 3 | Unknown |
| GCCSNPVCHLHNSNAC | MII [E11A,L15A] | 3 | Unknown |
| GCCSHPACSNRREYRES | Ol1.3 | 3 | Unknown |
| GCCSHPVYFPNNPPMCR | Cr1.6 | 3 | Unknown |
| GCCGCHPACANNNPDYC | Gly-An1B | 3 | Unknown |
| DGCCSSPSCSVNNPDCCG | Eb1.1, Qc1.18 | 3 | Unknown |
| Sequence | Name(s) | Degree | Pharm. Fam. |
|----------|---------|--------|-------------|
| LDPCCREPPC.ASTHTDICT | Li1.4, Sa1.12 | 3 | Unknown |
| NEC.DNPCC.KSNPDLC.DWRS | Qc1.3b, LiC22 | 3 | Unknown |
| DECCSNPS.CAQTHTPVEC | Li1.24, Sa1.6 | 3 | Unknown |
| GCC.SHPAC.AGNPHSCS | Li1.11 | 3 | Unknown |
| SFRFP.GKELAC.CHYQGKASAFNC.PD.KDVSPRI | G14.1 | 3 | Unknown |
| VFP.EPILLEIC.PGM.CD.GVQKEPFH.CT.KRSDA.VSSRI | Vc14.4 | 3 | Unknown |
| GCC.SYPPC.NV.YP.EC.G | Su1.6 | 2 | Unknown |
| AANDKASVQIMLTQVECC.CADSA.CLNTPLIC | Dd1.7, Li1.21 | 2 | Unknown |
| TAFGLRL.CCRHHC.GP.CRT | Cal1b | 2 | Unknown |
| AANAKL.DQVCCSAPLC.ALYLVI.MC | Sa1.7 | 2 | Unknown |
| TVR.DA.CSDRPC.SGKHDQLC | Li1.16, Sa1.3 | 2 | Unknown |
| NLIQLC.CKHTPAC.TC | S5.3, Eb5.5 | 2 | Unknown |
| ECPPWPTCH.CNA.GTC | C14c | 2 | Unknown |
| GIWDCDPC.PKGETC.RGGEC.SDEFN.SDV | Cal14.1a | 2 | Unknown |
| GMWDECC.DDPPC.RQNMMHEPAS | Lp1.7 | 2 | Unknown |
| GRGCH.PAC.GGKYFC | Cnlj | 2 | Unknown |
| IA.LIATRECCANPQWKSNC | Cnlj | 2 | Unknown |
| GCCSHPVCHAP.HPELC | PeLA[A7V, S9H,V10A,N11R] | 2 | Unknown |
| DGCCSDPACSVN.PDI.GCG | Qc1.7 | 2 | Unknown |
| PPGC.NNPAPVC.KHR.CG | Bu1.2 | 2 | Unknown |
| LINTRCC.PQPW.PCRM | Vc5.11 | 2 | Unknown |
| NAAANDKASVPLAQCCSNPV.C.HVDHPELCL | Cn1.6 | 2 | Unknown |
| GCCSHPVCHAP.HPELC | PeLA[A7V, S9H,V10A,N11R,E14A] | 2 | Unknown |
| WDVNDC.HIFHC.LGVGRSYTEC.HMCT | FlvXIVB | 2 | Unknown |
| NGRC.CHPAC.AKYFSC | Mn1.4b | 2 | Unknown |
| NGRC.CHPAC.GGKYVKC | Ac1.2 | 2 | Unknown |
| GCC.SYPPC.FATNSDVC | AulA | 2 | alpha |
| DECCAIPLCA.KIFP.GRC | Pcb1 | 1 | Unknown |
| AAN.LMALLQESLI.CPCGYPSC.TCNCRYMPF | Pu14.6 | 1 | Unknown |
| GCC.AIREC.RLQNA.ACGYGI | Ca1.2 | 1 | Unknown |
| FLTQOSP.RDFAKSVQMLH.LYNWIDC.NGYVS.DCC | Lv5.7 | 1 | Unknown |
| APAC.LLETIC.PHC.MT.GIGE.PFCN.RKNRDVSSRI | Br14.3 | 1 | Unknown |
| EIVNIDS.SDSD.VAQK.CEITVC.VC.YLDEE | Vn5.5 | 1 | Unknown |
| ECCED.GW.CC.AAPL.TAP | Vc5.7 | 1 | Unknown |
| CPGWEL.CCEWDDW | Mr5.7 | 1 | Unknown |
| GCC.SIFPAC.RKrPIMC.G | Su1.2 | 1 | Unknown |
| DECCPD.I.PQNRHPELCST | Pu6G1.1 | 1 | Unknown |
| APNKDS.KASGC.CCDNPSAVINHSC | Li1.32 | 1 | Unknown |
| YHEC.CKNPPR.CKNHPDL.C | Sa1.16 | 1 | Unknown |
| GCCS.NPAC.AGSNAHC | Li1.14 | 1 | Unknown |
| GCC.VYPPCASNHP.DR.CG | Qc1.9 | 1 | Unknown |
| VMQ.LRNYNWXDC.FGDCN | Qc5.3 | 1 | Unknown |
| TGC.YEYPAC.AENP.LECG | Co1.4 | 1 | Unknown |
| SVEGVISTIKDFAVKCCVSLSLIKCCPTA | Ts5.5 | 1 | Unknown |
| SCSDS.DCNANH.PDMCS | Leo-A1 | 1 | Unknown |
| SCC.PQFLC.LLYL.VK | Lp5.1 | 1 | Unknown |
| RCHHAPAC.GKNYS | MII[del1G] | 1 | Unknown |
| QTGPCCWNPAC.VKNC | E1A | 1 | Unknown |
| QGCS.SYPACAVSNPDDIC.GTGN | Qc1.12 | 1 | Unknown |
| PECCSD.PCNSTHPELCG | Ail1.2 | 1 | Unknown |
| NQIIC.CKHITP.CCT | Ts5.5 | 1 | Unknown |
| NAWLITPE.CCA.AAPAC.REMILE.FLAGEAFA.LA.DGFRLP.YR | Pu1.5 | 1 | Unknown |
| KYYC.CQGLVRRDWWWCCAGQI | Li5i | 1 | Unknown |
| IINWC.LIHYQQCL | Se5.7 | 1 | Unknown |
| YCCHAPAC.GKNFDC | SIA | 1 | alpha |
| GIELAK.YTCSAT.GI4SC | Ts5.13, Ts5.3, Vt5.1 | 1 | Unknown |
| GCCS.SRPICLHPEIC | Qc1.13 | 1 | Unknown |
| GCPADCPUNCTDCSNKSCPFGP | Cal14a | 1 | Unknown |
| GIRNCCMFHTCPIDYSFVPYCP | Vt1.24 | 1 | Unknown |
Table 2. List of sequences containing six cysteines in order of interest for experimental characterization, based on the degree (sequence coverage) in alignment graphs (cf. Figure 2). Name or names of sequences are taken from the Conoserver database [40]. Multiple names for the same sequence indicate the same sequence is produced by different species or has different post-translational modifications. Node degree corresponds to the number of sequences with pairwise alignments that are long enough and have a high enough percent identity to be homology modeled with the given sequence as a template. Cysteines are highlighted in red to guide the eye. We note in the fourth column the pharmacological family, although it is unknown for the majority of sequences, as it requires a separate experimental determination in most cases.

| Sequence | Name(s) | Degree | Pharm. Fam. |
|----------|---------|--------|-------------|
| LPPCGLNLRLCPAPWCCYWPCGCS | RBBJ-20-11 | 29 | Unknown |
| KQGLVPSITTEGTYGDGTMCPVRCRTRNCTPCKPKPKPK | S4.4 | 28 | Unknown |
| QPWLVPSKTNCTCYNMEMEPTCCMTYSCRPKPKPKPK | Mnt4.2 | 27 | Unknown |
| DEETEPFDGCFCRPKPKCRSCGWCFLWCA | Malr137, G6.2 | 20 | Unknown |
| VCREQKGGGNTALCCPGLECFQSGQLVLVDN | Vn8.6 | 20 | Unknown |
| ECREQQGNTSSPPSCSGLRCSQGQLVLCSN | CalBr9 | 17 | Unknown |
| TVEQACNEVEERKNCCCRTDGEPVCACACL | Vn6.7 | 15 | Unknown |
| LERTSACGCSYNQCCDACRSTNCTV | BAVC | 15 | Unknown |
| GCTPPGACGCHAGHCCQSCSNIILAATCNA | TBV | 15 | Unknown |
| TVCRENCQKQRNKKCCTRTNNGEPVCACACL | TrFu7 | 15 | Unknown |
| TATERLEECDREETKCCGEEGDPVCACACL | Arh26 | 14 | Unknown |
| EA-YCNAGTCFGPKGLCCSAICLSVCFCSFQDLFPYSP | M6.2 | 13 | Unknown |
| TTEEHECQAKNKNCCQLTDGEPVCACACL | Tr7.3 | 13 | Unknown |
| MT6SGT-THPNGCAGHCHFCSCNTNSC3N | MIL-3-b (partial) | 12 | Unknown |
| VPIEKEESEECEETCECGLQNPCFSCRCW | Arr.28 | 12 | Unknown |
| DEYCPPGCFCRPKGLCCSERFFPVCVCSLEF | Ac2.6 | 12 | Unknown |
| 1CLQEVCDIFPPEECCCYLNPVIA | Tx01 | 11 | omega |
| DCTPQPAGCQPHYVCFTISSTCN | MIL2-a | 11 | Unknown |
| CIDGGEK-DIEFPINNERCCQGWCIVLC | Mr6.8 | 11 | Unknown |
| TTAESWEVEGREHLSNGSCTHPSDSCSNWCGKYGCL | Mr8.16 | 11 | Unknown |
| GCGCAGGCAAGHHFACCSCNTANACN | MIL-3-a | 11 | Unknown |
| LCQGET-LWDLS0CFSCTNWNVC | Vn6.15 | 11 | Unknown |
| CLDAGEME-DIFPSNKCCSWSILFPCA | Mr6.1 | 10 | Unknown |
| SCHEREG-YTRPCCPGLECEAGHGCRIE | Pn2.7 | 10 | Unknown |
| GLEUDYFCGFPVNNGLCCSN-VPVCQ | Prn6.7 | 10 | Unknown |
| SIAGRRTTEEDEYCEQDNCNKCGLSNCFPVCTACAL | Ts6.7 | 10 | Unknown |
| DG-YNAQTF-CGPKGLCCSA-FCWLEIFPTFVSD | MVIA, Cn6.1 | 10 | delta |
| 1NOCCGSSKQWDHRHARCC | STBIA[del/1] | 9 | Unknown |
| KTTAEASWEVEGREYWTRWCCSPEPCQ-P | TaMEKL-03 | 8 | Unknown |
| CSNC-ENYTCRAW | TECIA | 8 | Unknown |
| RHGCQCGKSPQSCRSLQIPQCC | mu | 7 | Unknown |
| DCGEQQGGYQTRPCCGPGCGLAAGATGQSQQGP | Conotoxin-1 | 8 | Unknown |
| CLACGACPEFHRGTCGGQHCLNWPVCA | Cal6.1d | 8 | Unknown |
| KTTAEASWEVEGREYRTWCPFNPQCQ-P | CSEVESRISKGKCW | Vn9.6 | 7 | Unknown |
| CRPPGMVCGFPKPGCWSQWCVFLLPY | Malr193 | 7 | Unknown |
| CTPQGEAC-DATTNCFL-TLATNKNCFSPNFP | ABIL | 7 | Unknown |
| WVEEGTGCAGCCHHCASCLFNTAANACN | MIL-3-a | 11 | Unknown |
| CLQSGT-LWDLSOCFSCTNWNFC | Vn6.15 | 11 | Unknown |
| CLDAGEME-DIFPSNKCCSWSILFPCA | Mr6.1 | 10 | Unknown |
| SCHEREG-YTRPCCPGLECEAGHGCRIE | Pn2.7 | 10 | Unknown |
| GLEUDYFCGFPVNNGLCCSN-VPVCQ | Prn6.7 | 10 | Unknown |
| SIAGRRTTEEDEYCEQDNCNKCGLSNCFPVCTACAL | Ts6.7 | 10 | Unknown |
| DG-YNAQTF-CGPKGLCCSA-FCWLEIFPTFVSD | MVIA, Cn6.1 | 10 | delta |
| 1NOCCGSSKQWDHRHARCC | STBIA[del/1] | 9 | Unknown |
Table 2. Cont.

| Sequence | Name(s) | Degree | Pharm. Fam. |
|----------|---------|--------|-------------|
| WWDGECRLSNVGRKHECSNHHCNGJVCW | VeG52 | 4 | Unknown |
| CPDPIDCCEGPTGTDVTLVHRTGEPESY | Flav.16 | 4 | Unknown |
| CGPKPNAACHPVCNGSCS | G4.1 | 4 | Unknown |
| MCY1LSALGQSEHCPTSTGCNGYH | Coa3-DO1 | 4 | Unknown |
| SGCLNHEHSAHRCCPLMFLTPFLC1W | Lv3-VH44 | 4 | Unknown |
| CTPQDPDPDMVRFHTCCGLGLVJA2SKTA | Pne6.3 | 4 | Unknown |
| STG1EASGVCSTIFRGCVCWPKCIDVPSSN | So5 | 4 | omega |
| GCCFTGPNNLCEEFRCGTSTHDQYCEPALSY | Cae.2 | 4 | Unknown |
| CLGFGCAEMLYSDDCYSVACLVL | Ep.1 | 4 | Unknown |
| CIEQDPCGMNREHTCVCYFVCLMA1 | King-Kong 1 | 4 | Unknown |
| TCSPACEVCTSKPCTGFLTHGMMCH | LvVIA 2 | 4 | Unknown |
| CTPSGAYVASTCCSNACLNLNSKCV | MI1 | 4 | Unknown |
| CCVPGNAACHPVCLTGKC | PeVIA | 4 | alpha |
| ATDCIEAGNYCPVMTPVECFCPEF6КMCYNYQ | Acr.9 | 4 | Unknown |
| GCTPPNGACGHYHSCSNFCHTANVCL | LvVID | 3 | Unknown |
| DWCLPFLPEEGFCFAAIRVYAYNAKTCDQGTYL | Cal9.1d | omega |
| GCCYLGECRRCPYCRHGDLECSNSVMAYNV | Ve5.705 | 2 | Unknown |
| ETTFPECACPCHNFSCPSCDGRNRM | Ate6.7 | 3 | Unknown |
| WWGECRTVWLGCSSPHSCCYTNQECYTLW | Lt17b | 3 | Unknown |
| CRSSGCYPGTVSTCCGRYRGCCT | SVIA | 3 | omega |
| CAISKECANCITNQCCGFLFCQIP | Pne6.5 | 3 | Unknown |
| CSGTPTSPTRMIDDCTCSCYSLSKCR | G6.12 | 3 | Unknown |
| CTPSGYCHPYHYYCCSRACLNTRLCLC | At6.2 | 3 | Unknown |
| PCKTPGRCPCFHPDCCGCRACITCP | P2a | 3 | Unknown |
| CTPPSAPCGDNLQICDDELPCW | Gene.3 | 3 | Unknown |
| SKQGELPAFRCGFPCCW | Mf3.4 | 3 | Unknown |
| CCKYWGTCWLGCCSCGC | PtdVB | 2 | mu |
| ESHALGTRCGSDWVCDHPSCTCC | Ve5.705 | 2 | Unknown |
| GCNGCSCSQHPHCCTHCNTCC | VxVIA, MgJ42 | 2 | Unknown |
| CAGIYSFGCGLGVLDCGSRCGFVCVCLP | Bt6.4, EviVIA | 2 | Unknown |
| CCHSNWCDHLCSCGS | Mf3.8 | 2 | Unknown |
| CQCAACSPFVLCCPG | Ess.3, Bc.3 | 2 | Unknown |
| CIEQFDPCEMIRHTCCVGVCFLMACI | King-Kong | 2 | Unknown |
| TCSGQFGLVCXISEIDEFTVQGCIHV- | Gmv-A9HMSL | 2 | Unknown |
| CCDCSE-DYSWPC-MCF | Gm3-WP04 | 2 | Unknown |
| DAINVAPGSTTRETSQGATCJQажк6кккG- | Gm3-WP04 | 2 | Unknown |
| RNSGVRPACAKEL | Gm3-WP04 | 2 | Unknown |
| CLAPQRWCHMDDSSHLHDDNCOKCTIULWCS | Gm3-WP04 | 2 | Unknown |
| CTVTPCHVCSQSGKCWGWLGKQGRQYC | Im9.11 | 2 | Unknown |
| CCEDRIPSCIGVCYIGVLPPCL | Tg3-VP03 | 2 | Unknown |
| YMYTCCGRRPHCSCIGPCWF | Bc3-VP03 | 2 | Unknown |
| WFGHEETTYWLCGCVEFVDDCCASASIEKFLGLW | RVIA | 2 | Unknown |
| QCEDWVMFCTSHWCDLSDCMETCYTIQ | Mf6.29 | 2 | Unknown |
| QCVCVCHVCPFPNSQASCCRRP | Vc7.4 | 2 | Unknown |
| QQGCNVPNGCSGRWDRHAQC | MIIIA | 2 | Unknown |
| TCSSGGPICSQYGCCPACNIUET | Pus.37 | 2 | Unknown |
| DCSDPGCVEHYDLOWSWCVV | Vos.12 | 2 | Unknown |
| TCTNTPRTYCTLHHCSLHLHCTHICA | Pub.30 | 2 | Unknown |
| TTSRTKCGPVLFLPVHEHCCSFKEIDFIDIPLECVSTP | Br7.9 | 2 | Unknown |
| MTKHCSTPFEVGCLEAYECCSKWRRCYPS | ABVE | 2 | Unknown |
| VCPGEMCHIECLCD | MerIIP | 2 | Unknown |
| RCCISPACHDXXICIT | Mt3-IIP | 2 | Unknown |
| RCCISPACHDHECCY | Mt3-IIP | 2 | Unknown |
| RVGFIVCETPACNTPJCEGVRVCDWL | Lt14 varient 2 | 2 | Unknown |
| QCPLPLLSTCMDDECCDECCLLCLFLVT | Aq6.5 | 2 | Unknown |
| STDCSHACGKKVPCIGLVCTQGSPQVQPLA | Vcn1.18 | 2 | Unknown |
| GCCDPQWADACGCYCDAAC | Qc6-3YD9.01 | 2 | Unknown |
| GCWCLCLGNCACGCGAHDYPS | Cal6.4e | 2 | Unknown |
| GCSCDFSCVCAPTHNCGCSEGFPFEGFLCT | Pus.25 | 2 | Unknown |
| STDCNYCFOQGCCVINTNGNDECRELDC | Mf6.23 | 2 | Unknown |
| RCCTQWIDGCHCQ | Cpp3-H02 | 2 | Unknown |
| RCGVHPACDXXICIT | Bc3-I03, Vc3-I03 | 2 | Unknown |
| WWGENDVCWTVNARLCECVCETVTC | Tv.71 | 2 | Unknown |
| CSGTPTSPTRMIDDCTCSCYSLSKCR | So5 | 2 | Unknown |
| SSDEECGLGSGIPWNHNPQCSSWVCEYCVACIGPS | Mf3.04 | 2 | Unknown |
| SCCNQGFRGCTPPC | Tc3e, Ve3-TP01, Ec3-TP01-2 | 2 | Unknown |
| TCDFPPXNDNQKVRCPFPYTCDEGSRKCLRVRD | Imm.7 | 2 | Unknown |
| Sequence | Name(s) | Degree | Pharm. Fam. |
|----------|---------|--------|-------------|
| TCLEIGEPCGPMVMVGLCCPGWCFVICVG | Pc6b | 1 | Unknown |
| CGYSTYCEDEVSECSDNDCVRYSCTLF | TxVIIA | 1 | gamma |
| GCCCPAPCGPNTCCGTSFRPSEP | S1.7 | 1 | Unknown |
| TRGCKSKSGWNIECCGGFTFACVY | Ch6.6b | 1 | Unknown |
| CRCMECDNECSYVPCY | Vr6.6 | 1 | Unknown |
| WREGCSICTSWLATETDASQCTCYGKVRACALWE | TgxMEKL-022/TgxMEKL-021 | 1 | Unknown |
| YSISQDGGWCLGLPCELCCNSK4FVLC | Ch6.8 | 1 | Unknown |
| YSISDQVSYSHYDCKYVSCNGNYCP | Vr6.25 | 1 | Unknown |
| CDDCSVSYCPWCY | TgxMMSK-02, C3-P3-P03, V3-P3-P04, S3-P03, R3-P01, R3-P01 | 1 | Unknown |
| WRVDSECISPWSCTTVTADCCFCNSTDGTCYCC | Tgx7.30 | 1 | Unknown |
| CCWPMMCRGDOCYLCC | TgxMEKL-021 | 1 | Unknown |
| CGPTAALAGCPGYC | T3-xP03 | 1 | Unknown |
| CESGYKGIVYDNCCNAIPAUKTCT | Conotoxin-3 | 1 | Unknown |
| VQPSEKLPAAGKTCGKGYRCKVYNFNFKQCRMP-FTYGCGGNGKNFRAKEYHCKAYGV | conkunitzin-G1 | 1 | Unknown |
| VCCFSGCDSLCQQCD | Mr3.16 | 1 | Unknown |
| CCIWPEECCGCCYCL | Lv3-V012 | 1 | Unknown |
| TRGCKTGGTWCWASRECLDCCLFPCVY | S3-E03 | 1 | Unknown |
| CCNSVKEQSPVCCECA | TgxS5-GN01 | 1 | Unknown |
| CCYVWANCSCGNCSS | Vn6.16 | 1 | Unknown |
| SCGCSYGKCNTPCAGCTDCRGQCPCLC | Cp3-P08 | 1 | Unknown |
| RCIWPECSCVCCL | TgxMEKL-011, LeD51 | 1 | Unknown |
| SGN1HMCNYNHLCRPWRVERAHTGTR-CLNKnPHYPY | G6.8 | 1 | Unknown |
| RDCRPVGVYCCGPIYEHWRCCSQLCAICVS | PIA | 1 | omega |
| GGGCSFCAPVCFCPCV | MrIII | 1 | Unknown |
| GCCRHLACRMGCTPCCW | Tx2-T01 | 1 | Unknown |
| GCC1PELQYDOCDCRYL | Cp3-D03 | 1 | Unknown |
| ECSSFQSCCTYHVCQCQYCNKNEENCVLQNSPFV | LtVB | 1 | Unknown |
| ECGRYNAPOSAGAPCSSWWTSTQSTRCF | Vc6.10 | 1 | Unknown |
| GCCGEEPIGRGCVCCL | Vr3-S01 | 1 | Unknown |
| GMWGCXCDQDCLCTTCLACFESSCGNCENCEQCNMXW | TgxMEKL-011, LeD51 | 1 | Unknown |
| GWVWSEASWDLAWGSSPSCESECSEKDTFCRLW | G6.8 | 1 | Unknown |
| GWDDTFACPCOYQNGQCGYVYSSCNVEARE-EGHYVSHLLERQ | Cal6.3a | 1 | Unknown |
| DECEPQWCDAGADCCCS | LhIIA | 1 | iota |
| KKLHALQGQCSSCMQWCDACKACE | Vc3.4 | 1 | Unknown |
| DODCTVGCYHCPCPAPACKASPSQKQT | Cal6.5a | 1 | Unknown |
| KTCQRWDRFPCPGSLVGTCCGGCLDCFLPCC | Om6.1 | 1 | Unknown |
| LCPEDYTEPSSHAEHCCSWYNHCCTG | Gla(3)-TxV1 | 1 | Unknown |
| MQQGKBSCQHPEMDNECPQCTQSCCTPCCL | L1.36 | 1 | Unknown |
| DCCSMSAUCQPPACECC | Mt3-E04 | 1 | Unknown |
| DCCCLPPACPFCNPCCSWQPALLSPGQHPVMNNE | Mr020 | 1 | Unknown |
| DCCGKVALIMHPCCLDNSCNVNGK | FIVE | 1 | kappa |
| DAMQSKGSQCAYISEPCECDLPCPCGLKNDHFEVIPCEL | LtVIA | 1 | Unknown |
| NPKLSKTKTCDPDQDSDSRWNYHCCSCLKTSCR-NKPSR | LeCf95 | 1 | Unknown |
| QCADLGEVCYTRFCIPQGCGLDQVPTCCLA | Aek.10 | 1 | Unknown |
| QCDNSCSECYPKCLCNC | Tgx3-L02, Vr3-L01, V3-L01, S3-L02 | 1 | Unknown |
| CVEDDFCPGNYEELCSSPGYLYVC | Pu6.2 | 1 | Unknown |
| QCKCGERGMENTCFVRFDNWGQ | CxII | 1 | Unknown |
| QCCPYPQAMNGECPCC | TgxMMSK-04, V3-P3-P01 | 1 | Unknown |
| RCQGEGASCNPYSRDRLCC | CxII | 1 | Unknown |
| RCPISPACTGNTGCCQD | Vr3-Y01, V3-Y01, T3-Y01 | 1 | Unknown |
| CPNTGECDDYFQNCYTCYTVVCP | Mr6.2 | 1 | Unknown |
| RCTGKGSQCSRACKNLKCCA | SxIIA | 1 | mu |
| APWTVTATTNCUGITGPGCLPCTRQCCTQC | A4.4 | 1 | Unknown |
Table 3. List of sequences containing eight cysteines in order of interest for experimental characterization, based on the degree (sequence coverage) in alignment graphs (cf. Figure 2). Name or names of sequences are taken from the Conoserver database [40]. Multiple names for the same sequence indicate the same sequence is produced by different species or has different post-translational modifications. Node degree corresponds to the number of sequences with pairwise alignments that are long enough and have a high enough percent identity to be homology modeled with the given sequence as a template. Cysteines are highlighted in red to guide the eye. We note in the fourth column the pharmacological family, although it is unknown for the majority of sequences, as it requires a separate experimental determination in most cases.

| Sequence | Name(s) | Degree | Pharm. Fam. |
|----------|---------|--------|-------------|
| TDVCKSPGKCICMHCIFCEQDKPQGNCCCDSSGC–TVKWWCPGDTKGD | Cal12.1p2 | 28 | Unknown |
| GHPCGKDGCRKCYADCCCNCLSGHCKPSTSW–TGCSSTVQLTR | Vr15b | 18 | Unknown |
| QCTFPKNQECEDGECFCNNLZLCKCFTRPDCQSGYKCRP | Cap1.1 | 10 | Unknown |
| QCTQPGYGCDETECCSNNLSCCKSGLPLCTSYSCRP | Cap15a | 9 | Unknown |
| SCDFSESEFECEPEERIESCSSVHCCCHLSSS–RDQCMTNWRCGLSAQTGN | Em11.18 | 8 | Unknown |
| SRCFPGRGPCTPYPCCWCIGGCTCRNNVCHELRF | Mr11.1 | 6 | Unknown |
| DKWGTCSLLGKRCHHSDCCWDLCCTGKTCCMT–VLPLFSLLIVRWT | Pu11.15 | 5 | Unknown |
| TCSPGDCCGCODHCCGGMCCQGNCKVTVRRCFNFPY | Vc11.14 | 5 | Unknown |
| YDAPYCSEEEVRECQDDCSGNAVRDSLCLAYDPAGSP–ACECRCEPWP | Vc11.1 | 3 | Unknown |
| GTCSQGQECRHDCCCGGCHLCAGITCQFYIPCK | Vc11.4 | 3 | Unknown |
| GTCSYLGCGKRDGCCCGHFCGCGKTCTARPCKV | Vc11.14 | 3 | Unknown |
| RGVCSTPEGSCVHNGCCQAPCCPDGCNCNWNACNGPC–YLDNKR | Vc11.1 | 3 | Unknown |
| TCSNLQAVC HESDCCAAQCMLKNKCAMTPPCNFY | Vc11.1 | 3 | Unknown |
| CLSEGPSCMSGCGCHKSCCRSTCTFCLIP | Ep11.12 | 2 | Unknown |
| TCSNKGQECDDSDCCWHLCCVVNKNCAHLILCCLN | Ml12.1 | 2 | Unknown |
| RSCSRTGATCRNFDGCESMCCIGGCHCSTIVCGP | Im11.14 | 1 | Unknown |
| CRCGSSCR5YQQCSCICRCEREKPCRCRW | V11.15 | 1 | Unknown |
| TRSFADLPDDWGCSDIGECGQDYDCCGD MCC DGGQI–CAMTFACMF | Vc11.6 | 1 | Unknown |
| CLRGSCGCDYDSCDCRYSCCWCYGCDLCTLIN | Im11.1 | 1 | Unknown |
| CNNGRCWSTHRSCCD5GDCVITTPTPGICTRGCSC–RPQGRRGALRHFF | Pu11.9 | 1 | Unknown |
| CREGVYCNDSQCNLCCWGGCGGCHPRH | BtX, Sx11.2 | 1 | kappa |
| CTSEQSCDSNCCKNVÇCCWNVCHRCRHPKR | Lt11.3 | 1 | Unknown |
| CRSGKTCPVRGPDCVCCRSEDCFKLVPARPFRWYRCICL | Mr15.2 | 1 | Unknown |
| DCPTSCPTTCEANGWECCKGYPVRQCHSGCNH | De13b | 1 | Unknown |
| EGGYVREDCCSGCMPGCQCCCEPSCIDGTCHHESPN | Mi045 | 1 | Unknown |
| SCCRENGACMSFGQCCCKKCMSSHCTDFCRNP | Vt11.3 | 1 | Unknown |
| WPRLYDSDCVRNRMHITFFDKDQTCGLTVCNKRNLNC–SLTCCRIGESCLHGEYIDWSDRGLKVCICPKPWF | Mr22.1 | 1 | Unknown |
| MCLSLQRGCCGSHCCGLCCIFYDKCVTVAIGCGHY | Bt11.4 | 1 | Unknown |
| ASICYTGGRCCTKDKHCCGWLCCCGPSVGCYSVAPC | Cal11.3 | 1 | Unknown |
Table 4. List of sequences containing ten cysteines in order of interest for experimental characterization, based on the degree (sequence coverage) in alignment graphs (cf. Figure 2). Name or names of sequences are taken from the Conserved database [40]. Multiple names for the same sequence indicate the same sequence is produced by different species or has different post-translational modifications. Node degree corresponds to the number of sequences with pairwise alignments that are long enough and have a high enough percent identity to be homology modeled with the given sequence as a template. Cysteines are highlighted in red to guide the eye. We note in the fourth column the pharmacological family, although it is unknown for the majority of sequences, as it requires a separate experimental determination in most cases.

| Sequence | Name(s) | Degree | Pharm. Fam. |
|----------|---------|--------|-------------|
| DRDVQCQVSTPGSKWGRCCCLNRVCGBPMPCCPAS-SCYCVHHRGRGHCSC | Cp20.1 | 19 | Unknown |
| LHCEISEDLTPWILCSPEPLCCKGKCQAEVCD-CSPACTCPPCL | Lt15.6 | 5 | Unknown |
| YNRQCICDKTDCLKKYRGRENTPASVFCQEAAYVCYAGWEAEQCGGCYYSHCMSMYAQQSGLDVA-HNGCKDRKCDNP | Vc21.1 | 2 | Unknown |
| QCTLVNNCDRNGLERACNGDCSEQQCKCGYRT-SPGKSCACTCRNA | Ac8.1 | 2 | Unknown |
| GCSGTCTRRRHDGKCRGTCECSYSYRCGDAAHF-YFRCCTTC | Ca8c | 2 | Unknown |
| TCDPTDCRRTVCETDTPGCCPCHYGNCQTNNS-GRACVLCVCHNCPP | Pu19.1 | 1 | Unknown |
| SGSTCTCFSTNCQGSCESCSPGCGYCSONNIR-QRGCESCTPGT | G8.3 | 1 | Unknown |
| GCTRCGPKCTGTCTNSSKCGCRYNVHPG-WGCACCS | GVIII A | 1 | sigma |
| GCTISCYEDNROCGEHCPCGTKNCYCTSHCHN-KGCGAC | Tx8.1 | 1 | Unknown |

In Figure 3, we assess the quality of the template libraries (Tables A1–A3) constructed using the graph-based approach employing the Rost cutoff, and compared with a set of template libraries based on a static 25% rule-of-thumb cutoff. We perform two assessments: an “in-library” assessment, and an “out-of-library” assessment. In the in-library assessment (Figure 3A,B), we construct homology models for each structure in the library using the rest of the library as potential templates and compute the backbone root-mean-square deviation (RMSD) between each modeled structure and the corresponding experimental structure. Compared to the static cutoff, the Rost cutoff produces modeled structures with lower RMSD: the mean RMSD employing the Rost cutoff has a downwards shift from $4.0 \pm 0.7$ Å to $1.5 \pm 0.2$ Å for the four cysteine library and from $3.8 \pm 0.6$ Å to $2.1 \pm 0.2$ Å for the six cysteine library. In the out-of-library assessment (Figure 3C,D), we construct homology models for the known structures that were not employed as part of the template libraries (Figure 2, black nodes), and compute the backbone RMSD between each modeled structure and the corresponding experimental structure. The mean RMSD has a downwards shift from $1.7 \pm 0.1$ Å to $1.0 \pm 0.2$ Å for the four cysteine library and from $1.82 \pm 0.09$ Å to $1.4 \pm 0.1$ Å for the six cysteine library. The relatively low RMSD for the in-library assessment demonstrates that the template libraries cover a substantial proportion of the known sequence space, while the relatively low RMSD for the out-of-library assessment demonstrates the utility of the homology-modeled structures as part of HTS [41]. Despite the known relationships among the toxins, there is a statistically significant improvement (downwards shift in the distribution, two-tailed Kolmogorov–Smirnov test with $p < 0.05$) for both in- and out-of-library structures when using the Rost cutoff as compared to the 25% cutoff.
Figure 3. Quality of graph-based template library selection criteria. Comparison of root-mean-square deviation (RMSD) distributions from experimental structures for (A,B) structures within the libraries, with each structure modeled by selecting from all other templates within the given library (“in-library” assessment), and (C,D) structures outside the libraries modeled by selecting from all templates within the given library (“out-of-library” assessment). For each homology modeled structure, we choose the best fit to the experiment. The distributions produced by the simple 25% cutoff libraries are shown in blue; the distributions produced by using the graph-based algorithm are shown in orange. Distribution is are transparent for ease of viewing.

Finally, in Supporting File “finalmodels.zip”, we attach the set of structures computed by homology modeling (see Figure 4 for a schematic of the procedure), corresponding to sequences in the set \{C (\mathcal{L}_\text{ex})\}, with the four, six, and eight cysteine library structures used as templates. Because we divided the sequences into subsets based on the number of cysteines in a sequence, we are able to use the cysteines aligned as an additional criterion during the homology modeling procedure. The average PROCHECK G-factor, which is a log-odds score based on the likelihood of observing the given distributions of \(\phi\)-\(\psi\) and \(\chi_1\)-\(\chi_2\) angles in proteins, is \(0.086 \pm 0.005\) for the reported four cysteine models, \(-0.103 \pm 0.007\) for the reported six cysteine models, and \(-0.2 \pm 0.1\) for the report eight cysteine models. Since this score is not a relative measure and values above \(-0.5\) are generally considered acceptable, this provides evidence that the structures we have computed are physically reasonable. We further assess the quality of the homology modeling protocol by using it to model each structure in the library with templates selected from other structures in that library. The distribution of root-mean-square deviation (RMSD) values of the top three models based on our ranking criteria (see Materials and Methods for details) compared with each experimental structure is shown in Figure 5A,B. We see that our method performs well [41]: the average RMSD in the four cysteine architecture is \(2.00 \pm 0.09\) Å with at least 80% of the models having less than 3 Å RMSD, and the average RMSD in the six cysteine
architecture is 2.3 ± 0.2 Å with 75% of the models having less than 3 Å RMSD. Most of the higher RMSD values are contributed by the flexible loops and coils. When we look at the RMSD distribution after rejecting those atoms that cannot be structurally aligned, as in case of loops and coils, the distributions improve significantly (Figure A3), with a mean of 1.55 ± 0.09 Å for the four cysteine architecture and a mean of 1.2 ± 0.1 Å for the six cysteine architecture, with 100% of the models for both architectures having less than 3.5 Å deviations. A second test for validating our method was performed by checking the distribution of native contacts in the modeled structures (Figure 5C,D). Two pairs of residues were defined to have a native contact if the distance between the Ca atoms in the native experimental structure was less than 8 Å, and the pair was at least four residues apart (Ca(i)–Ca(i+4)). At least 60% of the native structures were captured in our models, with the distribution means of 80% ± 1% and 81% ± 1% for the four and six cysteine architectures, respectively.

**Figure 4.** Schematic of procedure for producing homology modeled structures from library templates for conotoxin sequences with unknown structure lying in the set \( \{C(L_{ex})\} \). We employ a BLAST alignment procedure and specifically force the cysteines to align to further refine the templates that were originally chosen for inclusion using the graph-based Rost criterion. Graph inset of the eight cysteine graph is an example. The inset consisting of an example alignment input figure was created using the alignment obtained from BLAST [42] and visualized with Aliview [43].
Figure 5. Quality of modeling criteria. (A,B) Distribution of root-mean-square deviation (RMSD) for homology models compared with their corresponding experimental structures, without prior removal of any structural alignment outliers. Each experimental structure present in the library was modeled by selecting from all other templates in the library. The top three models for each structure based on combined MODELLER DOPE and PROCHECK G-FACTOR scores are considered here. (A) Distribution mean = 2.00 Å, standard deviation = 0.97 Å. (B) Distribution mean = 2.25 Å, standard deviation = 1.20 Å. (C,D) Distribution of fraction of native contacts present in each of the homology modeled structures, with respect to the experimental structure. Each experimental structure present in the library was modeled by selecting from all other templates in the library. The top three models for each structure based on combined MODELLER DOPE and PROCHECK G-FACTOR scores are considered here. (C) Distribution mean = 0.797, standard deviation = 0.108. (D) Distribution mean = 0.805, standard deviation = 0.097.

3. Discussion

By employing a conceptually simple heuristic approach that may also be used for analysis of other short, disulfide-rich, evolutionarily-related peptides, we have constructed a set of sequence graphs that allowed us to rank non-isolated sequences without corresponding characterized structures in an order that would allow for the most rapid expansion of the conotoxin structure library. We constructed template libraries for homology modeling of conotoxins based on the number of cysteines contained in the sequence. We demonstrated that libraries constructed to account for the shorter lengths of the conotoxins produce homology models that are more accurate than libraries constructed with a static 25% cutoff. Currently, sufficient information is not available to homology model any sequences containing more than eight cysteines, as experimental characterization has focused preferentially on the shorter conotoxins. We employed our libraries to predict a set of structures from sequence using homology modeling, allowing us to expand the library of conotoxin structures usable for HTS.
by about 290% overall, although a number of sequences remain without any associated structural predictions. We assessed the quality of these structures through standard techniques to demonstrate they are expected to be reasonably accurate and therefore may be employed for high-throughput screening of conotoxins as novel therapeutics for new receptor targets. We note that of those sequences that were isolated in our graphs—that is, had no edges—80% of those containing four cysteines and 36% of those containing six cysteines were under 20 amino acids long, marking them as good candidates for a high-throughput ab initio modeling procedure, rather than necessarily for experimental characterization, as they will likely be tractable but will not contain any information about other sequences.

For experimentalists interested in investigating the conotoxins we suggest in the table, we note that the preponderance of peptide structures that we employed for the structure libraries were determined with solution nuclear magnetic resonance (NMR). Maintenance of the tertiary fold of conopeptides, particularly after their secretion into the extracellular environment, depends more on its disulfide bonds and less on the presence of a hydrophobic core [44]. As such, compression artifacts on the free/unbound structures of these disulfide-rich peptides can arise due to crystal packing forces in X-ray studies, which has been observed in the literature [45]. It was also shown recently that solution NMR structures of disulfide-rich peptides based primarily on nuclear Overhauser effects (NOEs) are comparable to a crystallographic resolution of around 2.5 Å, while refinement with residual dipolar couplings (RDCs) can improve this to around 1–1.5 Å resolution [46]. Solution NMR studies, therefore, in addition to providing ensembles that inform on the conformational dynamics, can yield highly appropriate and cost-effective structures compared to those obtained from X-ray or cryo-EM [47].

One important point about short, disulfide-rich peptides that we have not addressed in this work is the existence of so-called “disulfide isomers.” Under certain environmental conditions, there is experimental evidence suggesting that some toxins do not exist as a single set of “native” structures but as a heterogeneous—perhaps metastable—ensemble populated with strikingly different conformations corresponding to differing patterns of cysteine connectivity [48]. Although many conotoxins do have a single thermodynamically stable native state as dictated by their sequence similarity, [49,50] or can be stabilized in one through the use of dicarba or diselenide bonds [51,52], these disulfide isomers, if kinetically or thermodynamically controlled, may be employed to expand the library of structures for HTS. This represents an important area of future work.

Although we do not directly address the question of structure–function relationships in this work, the graph-based method does suggest an interesting route forward. It has been shown that in addition to strict structural contributions, conotoxin binding is also heavily related to surface electrostatics [53], and, indeed, this concept was formalized (as “Protein Surface Topography”) and employed by Kasheverov et al. [54] to design stronger-binding α-conotoxin mutants. Another intriguing line of further study, therefore, might be to construct a graph on the basis of the Protein Surface Topography similarities for those structures we have modeled in this work and compare and contrast between that and sequence similarity.

4. Materials and Methods

4.1. Data Acquisition and Curation

For use in construction of the template libraries, we employed a set of 142 conotoxin structures downloaded from the PDB [55], which we found by searching “conotoxin” on the PDB. We manually removed several false positives, such as a crystal structure of the acetylcholine-binding protein that was identified due to the title of the associated paper. We also manually removed several sequences that were identical to natural conotoxin sequences but modified by the replacement of disulfide bonds with dicarba bonds. We did not remove redundant sequences consisting of multiple characterization methods and, in a few cases, structural isomers resulting from different disulfide-bond connections.
In future, further work will be done to properly assess the likelihood of multiple stable or metastable states, but we do not address this consideration further here.

For use in the analysis detailed in this article, we downloaded a set of 6255 peptide sequences from the Conoserver [40] using the “Tools > Download Conoserver’s Data” command. We retained only sequences containing four, six, eight, or ten cysteines. We removed anything with the word “precursor” or “patent” in the name, as precursor sequences contain, in addition to the mature peptide sequence that folds into the toxin, a signal sequence and N- and C-terminal pro-regions that are cleaved in the endoplasmic reticulum and Golgi apparatus [56]. A manual inspection of sequences labeled “patent” revealed that many were insufficiently characterized—for example, they noted only the cysteine pattern or they mixed precursor and mature toxin sequences with no indication. We also added to the sequence list any sequence that corresponded to one of the PDB structures that was not already contained in the list. Once the set of all sequences was finalized, we split it into four subsets corresponding to the number of cysteines contained. In the end we retained for analysis a total of 801 unique sequences containing four cysteines, 1113 unique sequences containing six cysteines, 190 unique sequences containing eight cysteines, and 53 unique sequences containing ten cysteines.

4.2. Details of Library Template Selection Procedure

For each subset of sequences corresponding to a different number of contained cysteines, we created an alignment graph as follows. For every sequence, we computed a pairwise alignment with every other sequence, using the “PairwiseAligner” class in the “Align” module of the Biopython package [57], in global mode, with a gap-open penalty of -10 and a gap-extend penalty of −0.5. Employing the networkx Python package [58], we constructed a graph in which nodes represented sequences and we placed an edge between two nodes whenever the percent identity of the highest-percentage pairwise alignment of the two corresponding sequences was greater than [23],

\[ p_{\text{rost}} = n + 480L^{-0.32(1+\exp(-\frac{L}{1000}))}, \]

where \( L \) is the length of the alignment in numbers of amino acid residues and we set \( n = 5 \) (%).

We constructed two different template libraries for each subset of sequences, one from the pairwise alignment graph and one from a static 25%-identity cutoff (with \( n = 5 \) %). When creating the graph-based libraries (see also Figure 1), we first identified all connected components in the graph. For each connected component, we chose first the sequence with the highest node degree (number of distinct edges) that corresponded to a structure in the set of 142 structures downloaded from the PDB, added it to the library, and removed that sequence and all sequences it shared an edge with from the graph. We continued this procedure until one of two criteria was satisfied: (i) there were no longer any sequences in the connected component with corresponding structures or (ii) there were no longer any sequences in the connected component without corresponding structures. These criteria corresponded to the following two situations, respectively: (i) there were no other structures available for inclusion in the library or (ii) the entire connected component was able to be homology modeled based on the structures included in the library up until that point. For construction of the static sequence-identity cutoff library, sequences within each data set were clustered and a representative sequence from each cluster chosen by using the “sequence_db.filter” command of MODELLER version 9.20 (UCSF, San Francisco, CA, USA) [59,60], which groups sequences together if their sequence identity is greater than a specified cutoff value. The set of cluster representatives became a library of structures in which between any pair the sequence identity was less than the specified cutoff value.

For computation of the homology modeled structures based on the library templates that were used to assess and compare the quality of the two libraries, we used the “align2d” command followed by the “automodel” procedure from MODELLER 9.20 with default parameters. We computed five models for each sequence from each template (except for itself, in the case of library structures being modeled based on other library structures). The best homology model was chosen as the
one with the lowest backbone RMSD to the known or experimentally-resolved structure, using the “align” command in PyMOL [61] that superimposes two structures via a structure superposition that is constrained by a prior sequence alignment.

4.3. Homology Modeling Criteria

After assessing the quality of the template libraries, we used them to construct via homology modeling a database of structures for those conotoxin sequences (set \( \mathcal{C} (\mathcal{L}_{\text{ex}}) \)) shown in blue in Figures 2 and A2) that are covered by those libraries (set \( \mathcal{L}_{\text{ex}} \)) given in orange in Figures 2 and A2). The pipeline employed for building these homology-modeled structures is detailed here. A schematic of this pipeline is given in Figure 4. The four cysteine (4C) subset included 143 such sequences for which structures were computed by homology modeling from 49 library structure templates, while the six cysteine (6C) subset included 148 sequences for which structures were computed by homology modeling from 30 library structure templates. There was only one existing non-isolated library structure template having eight cysteine (8C) architecture, and 17 sequences were modeled from it, while no ten cysteine (10C) structures could be modeled, since to date there are no structures of conotoxins containing 10 cysteines deposited in the PDB.

Alignment of each of the subject sequences was performed with those sequences that have a structure present in the template library using BLAST [42]. BLOSUM62 substitution matrix [62] was used with a gap-open penalty of \(-10\) and a gap-extend penalty of \(-0.5\). For each sequence, structures were considered possible templates if they fulfilled the following criteria: (i) sequence identity of \(\geq 70\%\); (ii) \(\geq 70\%\) of sequence length covered; (iii) E-value \(\leq 1 \times 10^{-5}\). Additionally, we constrained the cysteines in the sequence to be aligned in the following manner. If there was a one-position shift in the sequence alignment that would allow the cysteines to align, the gap penalties at that position were removed to enforce cysteine alignment. If a greater than one-position shift would be required to allow the cysteines to align, such a template was not considered.

Structural homology modeling was performed using the MODELLER version 9.20 package [59,60]. Multiple templates were used to aid in the modeling process for those subjects where more than one sequence satisfied the above-mentioned criteria. The models were further relaxed by several steps of conjugate gradients and molecular dynamics with simulated annealing as recommended in the thorough Variable Target Function Method (VTFM) optimization of MODELLER [63]. Due to the alignment of cysteines from the template structures, the disulfide bonds could be constrained by patches. Ten such models were generated for each subject sequence. Subjects 107 and 110 from 4C architecture and subject 2 from 6C architecture did not correspond to any templates that satisfied all of our above criteria. Nevertheless, we modeled these sequences based on the best sequence match.

We selected three top models for each subject based on the Discrete Optimized Protein Energy (DOPE) score [64] and the PROCHECK G-factor [65]. DOPE, a typical criterion for assessing the quality of a modeled structure, is an atomistic distance-dependent statistical potential calculated from a large set of refined high resolution PDB structures. The PROCHECK G-factor is a log-odds score based on observed distributions of the \(\phi-\psi\), and \(\chi_1-\chi_2\) values measuring whether the model is physically reasonable or if it contains unusual stereochemical configurations. In this study, we normalized the DOPE and G-factor scores and used a combined product of probabilities to rank and sort the structures. The top three models selected for each subject are reported in Supplementary File “finalmodels.zip”, along with their DOPE, G-factor, MODELLER optimization function value (molpdf), GA341 scores [66], and the Ramachandran plots for each of these models. All RMSD calculations were performed with Pymol [61]. There is only one available non-isolated structure in the 8C extant library. This was used to model all 17 subject sequences. The best three models for each sequence along with their assessment scores are reported in the database.
4.4. Quantification and Statistical Analysis

We use the Kolmogorov–Smirnov two-tailed test as implemented in the SciPy package [67] and referred to by the “ks2samp” command to assess whether we may reject the null hypothesis of the RMSDs of experimental structures from homology models based on different template libraries being drawn from the same distribution. We employ a significance level of \( p = 0.05 \), meaning that we reject the null hypothesis if the KS statistic \( D \) returned by the test is such that \( D > \sqrt{\frac{n + m}{nm}} \alpha \), where \( \alpha = 1.224 \) for a significance level of \( p = 0.05 \), and \( n \) and \( m \) are the number of samples in each set, respectively. The analysis is referred to in Section 2.

5. Conclusions

Overall, the work in this article presents a rational graph-based algorithm that we employ to expand the repertoire of known conotoxin structures for application in a high-throughput manner as part of the early stages of drug design. We expect that the libraries, the expanded set of structures, and the ranking of sequences in terms of the degree of connectedness to other sequences will be valuable resources improving the prospects of conotoxins as novel therapeutic leads and that our approach may be employed for initial characterization of other sets of evolutionarily-related toxins.
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Appendix A

We provide tables of the template libraries for homology modeling and three supplementary figures. Structures used as template libraries are provided in the supplementary data folder “libraries.zip”. Homology modeled structures of conotoxins are provided in the supplementary data folder “finalmodels.zip”, along with their scores and the associated Ramachandran plots. Python, MODELLER, and Bash analysis scripts for preparation, graph construction, and further analysis will be provided upon request.
Figure A1. Rost’s phenomenological curve (Equation (1)) of minimum percentage identity for homology modeling as a function of pairwise alignment length with $n = 5\%$ padding as employed in this work. As the length of the alignment decreases, the minimum percent identity for homology modeling increases, and there is a particularly rapid increase below alignments of about 25 amino acids, where a fairly large proportion of toxins reside.

Figure A2. Graph of conotoxins containing (A) four cysteines, (B) six cysteines, (C) eight cysteines, and (D) ten cysteines where nodes are sequences and edges exist between sequences with pairwise alignments that have a high enough length and percent identity to fall above the Rost curve with $n = 5\%$ (Equation (1)). Colors show the relative sequence lengths of each node, but the color scale of each graph is independent of the others. The sizes of the nodes correspond to their degree; that is, the number of other sequences that they can be modeled based on or used to model. Node locations and edge lengths were chosen for ease of visualization of separate connected components. Visualization of the graphs was produced with Gephi 0.9.2 [39].
Table A1. List of conotoxins with corresponding PDB structure IDs [55] comprising the 4C library. Name or names of sequences are taken from the Conoserver database [40]. Multiple names for the same sequence indicate the same sequence is produced by different species or has different post-translational modifications.

| Name(s)                         | PDB ID | Sequence                          |
|---------------------------------|--------|-----------------------------------|
| EpI [sTy15-Y], EpI              | 1a0m   | GCCSDPRACTSNNPFPDC                |
| PnIB, PnIB [sTy15Y]             | 1akg   | GGCSPPLCSLSNPFPDC                |
| CnIA                            | 1b45   | GRCCHPAGGKYSYC                    |
| AuIB, Ac-AuIB, AuIB [ribbon isoform] | 1mpx | GGCSDPPFACNLKPC                   |
| ImI [R11E]                      | 1e74   | GCCSDPRACTSNNPFPDC                |
| ImI [R7L]                       | 1e75   | GCCSDPRACTSNNPFPDC                |
| ImI [DSN]                       | 1e76   | GCCSNPRACTSNNPFPDC                |
| TIA                             | 2lr9   | FNWRCLLIPACRNHKKFC                |
| MrIB, MrIB C-term amidated      | 1lbo   | VGCSCGYKLCPPG                    |
| El                              | 1kso4  | RDPCYHPTCNMSNPQIC                 |
| Gi, Gi*, Gi*-NH2, Gi* [O16P]    | 1lmt   | IRDECSNPAVWNPNPQIC                |
| Si                              | 1hje   | ICCNPAPIKPSYC                     |
| TXIX                            | 1lct   | ECCEDGWCCXAAP                     |
| GI                              | 1vgea  | EGCNPACGRHYSC                     |
| Conkunitzin-S1                  | 1y62   | RPSLDPADSCGKTAEKRYYNSARKQ-CLRFDTYGGQGGNENFFRTYDCQRTCL |
| PIA, PIA [RIADMA]               | 1zlc   | RDPCSNPVTCHHNPIQIC                |
| cMII-6                          | 2ajw   | GGCSPVHEHSNLCGGAAG                |
| PIXIVA                          | 2qge   | FRPRICNLACRAGGGHYPFCHCR           |
| Gl (SER12)-benzoylphenylalanine | 2ri9   | ECCNPACGRHYSC                     |
| Gl (ASN4)-benzoylphenylalanine | 2ri9   | ECCNPACGRHYSC                     |
| OmlA                            | 2gcg   | GGCSPACVNVNPNPHC                  |
| BuI A, BuI[A]P60, BuI[A]P70     | 2ns3   | GCCSTPPCAMIL                     |
| ImI [P6A]                       | 2lih   | GCCSDDARCW                       |
| ImI [P6k], ImI [P6k] deamidated | 2lih   | GCCSDDARCW                       |
| ImI, ImI [C2U,C8U], ImI [C2U,C3U,C12U] | 2byypF | GCCSDPRACTSNNPFPDC                |
| ImI deamidated, A c,ImI, ImI [A9S], ImI [C3U,C12U], ImI [P60], ImI [P6APro], ImI [P6A(S)Pro], ImI [P6a(glu)Pro], ImI [P6betPro], ImI [P6fluoroPro], ImI [P6fluoro(S)Pro], ImI [P6phiPro], ImI [P6phi(S)Pro], ImI [P6betPro], ImI [P6phi(S)Pro], ImI [P6phi(P)Pro], ImI [P6phi(S)Pro], ImI [P6phi(P)Pro] |  |
| CMrVIA                          | 2ih7   | VCCGYYLPC                        |
| CMrVIA, CMrVIA [K6P] amidated   | 2b5p   | VCCGYKLCPC                       |
| Cyclic MrHA                     | 2j15   | NGCSCGYKLCPC                     |
| RgI A [P6V]                     | 2jaq   | GCCSDDYRCRYRC                    |
| RgI A [D5E]                     | 2jar   | GCCSSEPRCRRYRC                   |
| RgI A [Y10W]                    | 2jaw   | GCCSDPRACTSNNPFPDC                |
| Pci6a                           | 2ler   | SCSSKNPLCC                       |
| MidI                            | 2lue   | CNCISRAWDHSRCC                   |
| TxI B                           | 2ls5   | GCCSPPDCRNKHDDLC                 |
| Li1.12, TxID                    | 2m3i   | GCCSHPVCASAMSP                    |
| Ar1248                          | 2m62   | GCSCGVSGFCPC                     |
| L01a                            | 2md6   | GCCCSSNPACRTNHPVECD              |
| Lv1A                            | 5xgl   | GCCSHPACVNHPEC                    |
| Exendin-4/conotoxin chimera     | 2nav   | HEGFCFTSDLSKQMEEEAARC-           |
| (Ex-4[1-27]/p11a)               | 5jmeF  | GCCCHPLACSNNPQIC                |
| TXI(A1a0L)                      | 2u26   | GCCSPPCILNNPDLC                  |
| CnVA                            | 3zkt   | ECCHPQLCLRFV                     |
| Cyclic Vc1.1                    | 4ttl   | GCCSDPRCNYDDHEPCGAAG             |
| GiC                             | 1u12   | GCCSHPACAGNQHIC                  |
| PeI A, BtI.4, PeI[A]P60, PeI[A]P130 | 5jmeF | GCCSHPACSVNHPEC                  |
| Pn10.1                          | 566v   | STCCGRMCPC                      |
| LsIA, LsIA#                     | 590F   | SGCSSNPACRVNNPNIC               |
| VlXIVA                          | 6ei6   | GGLGRCYCNMNSGGGLSFIQCKTMCY       |
### Table A2. List of conotoxins with corresponding PDB structure IDS [55] comprising the 6C library.
Name or names of sequences are taken from the Conoserver database [40]. Multiple names for the same sequence indicate the same sequence is produced by different species or has different post-translational modifications.

| Name(s)          | PDB ID | Sequence                                                                 |
|------------------|--------|--------------------------------------------------------------------------|
| conotoxin-GS     | 1ag7   | ACSGRGSRCPPCCMGRLCGRGRNPQPCKCGAHEDV                                     |
| PIIE, PIIE [K9S], PIIE [S17Y,S18N,S20L] | jlo    | HPPCCLYGKCRPRYPGSSASCCQQR                                                |
| MVIC, S6.6      | 1omm   | CKQKGAPCRKTYDCCGCGRGRGC                                                   |
| TVIIA            | 1evo   | SCSGRDSCCPYCMLCMCGRKCSVYGE                                               |
| TxVII            | 1f3k   | CKQADEPCDVPLDCCGRCGLGVCWMW                                               |
| EVIAX            | 1g1z   | DDCIKPYFCSLPLKNGLCAGACGVCADL                                             |
| GIIB             | 1gb    | RDKCTPPRCKDRKPCMKCA                                                       |
| GVIAX            | 1tlt   | CKSPGSSCSFTYSNCRCNPNPRTKRCY                                              |
| PIVAX            | 1plp   | GCGCSPNAACCPSCCKDRPSCQ                                                  |
| EVIAX            | 1pnr   | GCCQPYDNAAACPQGKQPRPQCDRPSCG                                              |
| PIIX             | 1r9i   | QRLCGFPPCSCRSRQCKPRHCC                                                   |
| MVIIAX[R10k]    | 1tt3   | CKQKGKCSKLMYDCTGTGSRSGKC                                                |
| Am2766          | 1y2z   | CKQAGESCDIFQGNCVGTCAFICIE                                               |
| MrIIIIE          | 2exz   | VCCPFQGCGHELCCYCD                                                       |
| FVIIA           | 2km9   | CKGTSRCSRTLYNCTGSCRGSCGKC                                               |
| Im23a, Mr23a    | 2lmz   | iPYCQQTGACSYSWCCKQDLPSCWVDCDFVKWDCMNPPADKCP                              |
| BullIIIB        | 2l9c   | VGERCCKNKRCCGRDCWDHSRCC                                                 |
| KIIIA, KIIA [W8dTrp] | 2lxg  | CCNCSKWKDCHSIRCC                                                        |
| Ar1446          | 2m6l   | CCRACGLGCHPCC                                                            |
| cGm9a           | 2mso   | SCNNSCQISHDCASHCICFTRCAGAVNL                                            |
| eBrn9a          | 2msq   | SCGCGSCFGCWPCGSCYARTCFRGL                                               |
| Mo3964          | 2m7w   | DGECDKDEPCRRGCPGAKCNDDICWTCSRCC                                           |
| MiVIA           | 2n7i   | RDCQKWEYCIPLGIFYCCPGLCICFPPVC                                             |
| cyclic PVIIA    | 2m8e   | CRIPNQKCPQHLDCCSKRCNFNKVLPCGNN                                      |
| conotoxin-muOxi-GVII | 2n8h  | GWCGDPGATCGRKLRILCSCFGICDYSYTCKDKSSA                                    |
| cBrn9a          | 2p7n   | QGCNGPQGSCSNDWHRCC                                                     |
| CcTx            | 4blqP  | APWLVPSQITTCGSGNPMCPSCMCTNTC                                             |
| Reg12i          | 6bx7   | CCTALCSRYHCLPCC                                                        |
| MoVIB           | 6ceg   | CKORPGSKCS5MRDCCTCSYTKKRCY                                              |

### Table A3. List of conotoxins with corresponding PDB structure IDS [55] comprising the 8C library.
Name or names of sequences are taken from the Conoserver database [40]. Multiple names for the same sequence indicate the same sequence is produced by different species or has different post-translational modifications.

| Name(s)          | PDB ID | Sequence                                                                 |
|------------------|--------|--------------------------------------------------------------------------|
| G11.1            | 6cei   | CAVTHEKCSDDYDCCGSLCVCICAKTIAPCK                                         |
| RXIA, RXIA[Btr33>W] | 2p4l  | GPSFCKADEKPCYEHYADCCCNCSLGCAPSTNWLPAGCTSSFFKI                              |
Figure A3. Distribution of root-mean-square deviation (RMSD) for homology models compared with their corresponding experimental structures, after refinement involving the rejection of structural alignment outliers. Each experimental structure present in the library was modeled by selecting from all other templates in the library. The top three models for each structure based on combined MODELLER DOPE and PROCHECK G-FACTOR scores are considered here. (A) Distribution mean = 1.55 Å, standard deviation = 0.92 Å. (B) Distribution mean = 1.17 Å, standard deviation = 0.67 Å.
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