The effect of different hydrogen terminations on the structural and electronic properties in the triangular array graphene nanomeshes
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Constructing periodic nanoscale holes on graphene to form graphene nanomeshes (GNMs) is an effective way for opening band gaps. The effect of different hydrogen terminations on the structural and electronic properties in the triangular array graphene nanomeshes is investigated systematically from first-principles. The calculated results from the formation energy, Gibbs free energy, and phonon band structure reveal that the di-hydrogenated sp3 hybridization is the most favorable structure for the hole edges of GNMs except that the other hydrogen terminations may be stable under extremely-poor hydrogen conditions. The electronic properties of GNMs are very sensitive to edge hydrogen terminations, the GNM could be a semimetal, semiconductor, magnetic half-semimetal, or Bipolar Magnetic Semiconductor (BMS) by varying the edge hydrogen terminations, and the GNMs terminated by di-hydrogenation could open a sizable band gap due to the stronger on-site potential between holes, while the gap width could be tuned between semimetallic and semiconducting states by varying the neck width.

1. Introduction

As carbon nanomaterials of the two-dimensional honeycomb lattice, graphene has aroused tremendous research interests in the past decade. Graphene has a fairly simple atomic structure, a rather unique electronic structure, a high in-plane mobility of charge carrier, a long spin relaxation length and lifetime, and acts as an excellent ballistic spin transport channel. Therefore, it is predicted to be a promising material for next-generation high-performance nano-size electronic and spintronic devices, and the experimental work continues to make progress in applications. However, for pristine graphene, the semimetal nature (narrow band gap) limits its applications. Accordingly, enormous efforts have been devoted to open its band gap. For example, the approach of cutting two-dimensional graphene into a one-dimensional graphene nanoribbon (GNR) has been proven efficiently in making a sizable band gap, and substitution of doping guest element into graphene could also open the band gap by breaking the sublattice equivalence, etc. However, these approaches are faced with some critical challenges because the manipulation is very difficult in experiments.

Recently, energetic investigations have been implemented on constructing periodic nanoscale holes on graphene, known as the graphene antidot lattice, that is the graphene nanomesh (GNM). GNM displays promising advantages relative to existing graphene. Some techniques have been developed to fabricate and operate such nanomesh lattices, for example, electron-beam irradiation etching, oxygen reactive ion etching, atomic force microscopy etching, laser shock, block copolymer lithography, nanoimprint lithography, and nanosphere lithography. These experimental progresses in fabricating GNM shed light on the feasibility of GNM applied in nanodevices. More recently, the GNM-based field-effect transistor with superior on/off ratio was confirmed to support nearly 100 times greater currents than individual GNR device. Significant results have also been achieved in the theoretical investigations on GNMs. Theoretical calculations have predicted that lattice modification by perforating would realize a transition of properties of graphene from semimetallic to semiconducting, where the opened band gap could be tuned by the size, shape, density and symmetry of the perforated hole. For instance, Pedersen et al. found a simple scaling rule for band gap with respect to the numbers of removed and original total carbon atoms in a unit cell. But previous theoretical works have not sufficiently considered the arrays of perforated holes in graphene, especially, another interesting issue about different terminations of the hole edges affecting the structural stability and the electronic properties of GNM has been less addressed. From the view of both fundamental and application studies, it is worthy of detailed studies for these cases.

In fact, there are several array methods of holes which can ensure the all holes periodically aligned in the GNM system, the two most conventional arrays among them are the rectangular array and the triangular array as shown in Fig. 1, and the
experimentally. Consequently, the unit cells of these GNMs can hole since it is the most conventional and realistic shape hole. We only consider quasi-circle shapes of the perforated unit cell contains two holes (one hole plus four quarter of one area surrounded by one black rectangle in Fig. 1(b). One unit cell contains two holes (one hole plus four quarter of one nanohole. The GNM systems contain triangular arrays of hole, which all consist of the repeating rectangular unit cell shown as the area surrounded by one black rectangle in Fig. 1(b). One unit cell contains two holes (one hole plus four quarter of one hole). We only consider quasi-circle shapes of the perforated hole since it is the most conventional and realistic shape hole experimentally. Consequently, the unit cells of these GNMs can be described by the parameters $M$, $N$ and $R$ as illustrated in Fig. 2(a). Here $M$ and $N$ indicate the periodicities of unit cell for the graphene matrix along the zigzag and armchair edge orientations, respectively. All the above parameters can be expressed with the graphene lattice constant $a_0 = \sqrt{3}a_{cc} = 2.46$ Å, where $a_{cc} = 1.42$ Å is the bond length between neighboring carbon atoms. Furthermore, there exists a well-defined relationship between the geometrical parameters of GNM and its unit cell parameters as follow: $r = \frac{1}{2}(R + 1)a_0$, $d_1 = (M - 2r)a_0 = (M - R - 1)a_0$, and $d_2 = \frac{1}{2}[(M^2 + 3N^2)^{1/2} - 4r] = \frac{1}{2}(M^2 + 3N^2)^{1/2} - R - 1)a_0$.

The periodically perforating holes on graphene matrix, can arise a dangling bond for each carbon atom of the hole edges. It is confirmed that the GNM with unpassivated holes edges can exist in super vacuum, but the dangling bonds of carbon atoms of the hole edges are easy to be saturated with various ways once the GNM is exposed to environment. For example, hydrogenation is the simplest way to realize. At an extremely-low hydrogen-concentration, the hole edges are generally terminated with one hydrogen atom per carbon atom to form a sp²-type topology, namely, mono-hydrogenation. In contrast, under a rich hydrogen-concentration, the hole edges are probably terminated with two hydrogen atoms per carbon atom, known as di-hydrogenation inducing sp³ hybridization. And there is a possible to form a mono- and di-hydrogenated composite type for a properly hydrogen-concentration. In order to address conveniently, in term of the hydrogen-concentration from a low value to a high value, we select six hydrogen terminations for the hole edge of the GNM include unpassivation, mono-hydrogenation, three mono- and di-hydrogenated composite types, and di-hydrogenation, which are denoted as 0-H, 1-H, 211-H, 21-H, 221-H, and 2-H, respectively. The corresponding structural schemes are shown in Fig. 2(b).

We consider well-fledged first-principle calculations using the density functional theory (DFT) which can provide the most detailed and accurate description of the electronic structure. According to the theory of KS (Kohn and Sham), the ground

**Fig. 1** The schematic diagram of GNM with (a) rectangular array and (b) triangular array of holes. Blue area represents graphene sheet, white circles denote the holes, and black straight lines are their boundaries representing the unit cell, $d_1$ and $d_2$ represent the distances between neighbor holes.

**Fig. 2** (a) The geometries and parameter $R$ of circular hole in GNM lattices. $R$ is an integer and becomes bigger in turn from inside to outside when more carbon atoms are removed. Here $M$ and $N$ are the parameters of unit cells; indicate the periodicities along the zigzag and armchair lattice orientations, respectively. (b) The geometry structures of the hydrogen-terminated edges in GNM. The cyan (pink) spheres represent C(H) atoms.
state energy is uniquely determined by the ground state electron density, density can be obtained from a single-particle picture of non-interacting electrons. The corresponding Hamiltonian for the single-particle KS orbitals $\psi_i$ is expressed by the KS equations as

$$H_{KS}\psi_i(r) = \left[ -\frac{1}{2}\nabla^2 + V_{ext}(r) \right] \psi_i(r) = \varepsilon_i \psi_i(r)$$ (1)

where the effective potential

$$V_{ext}(r) = \int d^3r' \frac{\rho(r')}{|r-r'|} + V_a(r, \{R_n\}) + \frac{\delta E_{XC}[\rho(r)]}{\delta \rho(r)}$$ (2)

depends explicitly on the density $\rho(r) = \sum_i |\psi_i(r)|^2$ with the sum running over occupied KS orbitals. Here, $V_a(r, \{R_n\})$ is the external potential due to the atoms at positions $R_n$. The so-called exchange-correlation term $E_{XC}[\rho(r)]$ accounts for all many-body effects and is not known exactly, but must be appropriately approximated. Finally, the ground state energy of the interacting problem is

$$E[\rho(r)] = T[\rho(r)] + \int d^3r \rho(r) V_a(r, \{R_n\}) + \frac{1}{2} \int d^3r \int d^3r' \frac{\rho(r)\rho(r')}{|r-r'|} + E_{XC}[\rho(r)]$$ (3)

where $T$ is the kinetic energy corresponding to the density $\rho(r)$, which is a function of only three coordinates.

In this work, the geometry optimization and electronic structure are calculated by using DFT as implemented in Atomistix ToolKit (ATK). The generalized gradient approximation (GGA) and the single-zeta polarized basis set (SZP) are full used; the local density approximation (LDA) and the meta generalized gradient approximation (MGGA) are occasionally used for comparing. To examine the accuracy and completeness of the results, we have also performed calculations using spin-polarized DFT (SGGA) for the typical cases. The convergence criteria of force and energy are set to be 0.01 eV Å⁻¹ and 1 × 10⁻³ eV, respectively, and the electron temperature is fixed at 300 K.

3. Results and discussion

3.1 Structural stability of GNM

We first investigate the structural stability of the GMM with different edge hydrogen terminations; the stability is normally determined by the formation energy. GNM segments in one rectangular unit cell consist of $n_c$ carbon atoms and $n_H$ hydrogen atoms. The segment formation energy per area is then calculated using:

$$E_s = (E_{\text{total}} - n_c E_C - n_H E_H)/A$$ (4)

here, $E_{\text{total}}$ is the total internal energy of the GNM segment in a unit cell, $A$ is the area of one unit cell, $E_C$ and $E_H$ are the energies of an isolated carbon and hydrogen atom, respectively. And the segment hydrogen and carbon density per area is also calculated by $\rho_H = n_H/A$ and $\rho_C = n_C/A$, respectively. We investigate two typical GNM segments as one for $R = 1, M = 6, N = 4$; another for $R = 3, M = 9, N = 5$. The calculated formation energies, hydrogen densities and carbon densities per area are illustrated as Table 1.

We can find the formation energies per area ($E_s$) of both GNM segments become lower as increasing the numbers of H atoms terminated around the hole edges, and the maximum and minimum of $E_s$ occur in the case of an unpassivation (0-H) and di-hydrogenation (2-H), respectively. It indicates the unpassivated GNMs are not stable enough, the structural stabilities of GNMs are gradually enhanced with the increase of the number of terminated H atoms, and the structures are the most stable when the hole edges of GNMs are di-hydrogenated. It can be also found the $E_s$ of the former (GNM for $R = 1, M = 6, N = 4$) is lower than that of the latter (GNM for $R = 1, M = 6, N = 4$) with the same hydrogen termination. It suggests the former structure is more stable than the latter, which can be understood from the later one having a smaller $\rho_H$ due to the bigger perforated hole.

The above calculations are only considered at a zero-temperature ideal condition, but the formation energy per area $E_s$ can be used to determine the stability of different structures as a function of the experimental conditions, one reason is that the chemical potential of hydrogen is variable in experiment. In order to consider a molecular hydrogen gas atmosphere around the GNM edge, the relative stability is generally obtained by comparing the Gibbs free energies of systems:

$$G_{H_2} = E_s - \frac{1}{2} \mu_{H_2} \rho_H$$ (5)

here, $\mu_{H_2}$ is the chemical potential of hydrogen, which depends on the pressure and temperature of the system and directly reflects the hydrogen-concentration in the system. We calculate and compare the Gibbs free energies for six different structures under $R = 3, M = 9, N = 5$: 0-H, 1-H, 211-H, 21-H, 221-H, and 2-H. $G_{H_2}$ as a function of the chemical potential $\mu_{H_2}$ is plotted in Fig. 3(a). As can be seen, the structural stability of the GMM with different hydrogen-concentrations is distinctly different. In the region Z1 ($\mu_{H_2} \leq -7.49$ eV), namely, under extremely-poor hydrogen conditions, 1-H is a stable structure. However, when a slightly sufficient hydrogen environment leads to the $\rho_H$,
there are no negative bands.

Fig. 3 (a) Gibbs free energy $G_{H_2}$ versus chemical potential $\mu_{H_2}$ for GNM with different edge hydrogen terminations. The right upper inset shows a larger range. The alternative right axis shows the pressure of molecular $H_2$ gas corresponding to the chemical potentials at $T = 300$ K (data adapted from ref. 36). (b) Phonon band structure of GNM terminated with di-hydrogenation for $R = 1, M = 6, N = 4$. It can be observed clearly that there are no negative bands.

3.2 Electronic properties of GNM

We now turn to explore the electronic properties of GNM with different edge hydrogen terminations. For the consideration of computing cost, we only select the GNM for $R = 1, M = 6$, and $N = 4$ as the prototype for detailed studies. A number of GNMs with other parameters such as $R = 3, M = 9$, and $N = 5$ have also been adopted to examine our conclusions. The calculated energy band structures are shown in Fig. 4. It is clear that the band structures of GNM are very sensitive to edge hydrogen terminations, as more complex edge terminations should result in dramatic changes of the electronic structure.  

3.2.1 Electronic structure with magnetism. For 0-H termination, that is an unpassivation, the energy bands are all split obviously regardless of $\alpha$ or $\beta$ spin subbands, and the band gap for $\alpha$ spin is about 0.95 eV but that for $\beta$ spin is only 0.06 eV (cf. Fig. 4(a)). This indicates the unpassivated GNM is a magnetic half-semimetal. The unpassivated edge carbon atoms of one hole has six dangling bonds, each dangling bond introduces one Bohr magneton, 1 $\mu_B$, giving a total magnetization of 12 $\mu_B$ per unit cell, just the net magnetic moment causes the spin degeneracy to be broken down and the flat bands near the Fermi level arising from dangling bonds to depart from the Fermi level. Similarly to 0-H termination, the energy bands are all split for 21-H termination too, but there is a substantial band gap for both $\alpha$ spin and $\beta$ spin (cf. Fig. 4(d)). It is called a Bipolar Magnetic Semiconductor (BMS) or Bipolar Spin Semiconductor (BSS). BMS may be of great use in the next generation of information storage owing to the extremely low power consumption and the fast response time. Nevertheless, the split energy bands for 21-H is not due to dangling bonds as the case of 0-H, since di-hydrogenated sp$^3$ hybridization induce unequal numbers of A- and B-sublattice carbon atoms being saturated, according to Lieb’s theorem,$^{39}$ magnetic moment $M = |N_A - N_B| \mu_B$, here $N_A$ and $N_B$ denote the number of carbon atoms in A and B sublattices, respectively; so which should bring a net magnetic moment of 6 $\mu_B$ per unit cell, this magnetization is entirely due to the sublattice imbalance and does not come from dangling bonds. Of course, it is worth noting that the 21-H termination doesn’t always break the balance of sublattice with varying the size of hole. For clarity and to aid visualization, we have calculated and plotted the distribution of magnetism of GNM for both 0-H and 21-H in Fig. 5. We can find that the magnetic moments for 21-H are evenly distributed on 24 carbon atoms and reside mainly on the $\pi$-orbitals, differently from the magnetic ordering for 0-H, which are strongly localized at the sites of the dangling bonds and involve only the sp$^3$-orbitals; and the calculated results of the net magnetic moment for both 0-H and 21-H are in good agreement with the theoretical analysis.
3.2.2 Electronic structure without magnetism. As can be seen from Fig. 4(b), (c), (e) and (f), for 1-H, 211-H, and 2-H, the energy bands all are completely spin-degenerate. This means they all are non-magnetic. We can further find that both the GNM with 211-H termination and the case for 221-H are semimetals with a narrowed band gap, the case for both 1-H and 2-H is semiconductors, and the band gap of GNM with 2-H termination is slightly larger than the case for 1-H.

To understand the impacts of 1-H, 211-H, and 2-H terminations on electronic structures, we have calculated the Bloch states at six points of CBM and VBM (i.e. A, B, C, D, E, and F shown in Fig. 4) and the corresponding partial density of states (PDOS) as shown in Fig. 6 and 7, respectively.

In Fig. 6(b), the Bloch states at both C and D are delocalized enough to form electron transmission channels along the Z axis orientation while there is no channel due to the localization of Bloch states along the Y axis orientation. As a result, the GNM for 221-H possesses a very narrow band gap along the \( G \rightarrow Z \) direction while a wide band gap along the \( G \rightarrow Y \) direction (cf. Fig. 4(e)). In Fig. 6(a) and (c), the Bloch states at A, B, E, and F are all localized so as to no electron transmission channel either Z or Y axis orientation, and the localization for 2-H is slightly stronger than that for 1-H, especially, near the hole edge, Bloch wave for 2-H almost disappears compared with 1-H. Consequently, the band gap of GNM with 2-H termination is slightly larger than the case for 1-H (cf. Fig. 4(b) and (f)).

In Fig. 7(a)–(c), the energy gaps, namely, the energy ranges of DOS maintaining at zero around the Fermi level, are well consistent with the band gaps in Fig. 4(b), (e) and (f), respectively. And just the DOS peak does not appears at Fermi level, but rather a narrow energy gap, so the GNM for 221-H is semi metallic rather than metallic. We can also find comparing the Fig. 7(a) and (c), the PDOS of H atoms for 2-H is a little stronger than that for 1-H as the number of H atoms for 2-H is double number for 1-H; but the PDOS of C atoms terminated by hydrogen atoms for 2-H is significantly weaker than that for 1-H. These lead to a larger energy gap for GNM with dihydrogenation.
In the following, we further explore the underlying mechanisms for opening energy gap by mono- and di-hydrogenation. The introduction of periodic holes in graphene will certainly bring a perturbative on-site potential, causing wave functions to degenerate at the hole edge and to change the energy dispersion. Therefore, one common origin of energy gap for GNMs is the quantum-confinement effect due to the on-site potential. Furthermore, the on-site potential is very sensitive to boundary conditions such as mono- and di-hydrogenated terminations. We have calculated the on-site potential of one
unit cell of GNM for $R = 1, M = 6, N = 4$, and have projected it on $Y$ and $Z$ axes for comparing. The calculated results are shown in Fig. 8. It can be clearly found the on-site potential between neighbor holes is much stronger than that of hole whether for 2-H or for 1-H, and the on-site potential between holes for 2-H is some stronger than the case for 1-H whether on $Y$ or on $Z$ axis, just the on-site potential exhibits gravitational interaction to electrons, which causes the electron wave functions of hole edge states to be degenerate for 1-H and 2-H, and the case for 2-H to be more degenerate than the case for 1-H (cf. Fig. 6(a) and (c)). As a consequence, the energy gap for 2-H is larger than that for 1-H (cf. Fig. 4(b), (f) and 7(a), (c)).

3.3 Energy-gap altering regularities of GNM

We finally investigate the altering regularities of the energy (band) gap of GNM. We only consider the GNM terminated with mono- and di-hydrogenation owing to their structures being stable. As stated above, the unit cell of GNM is described by three parameters: $R$, $M$, and $N$. For the convenience of study, we change one parameter and fix the other two parameters for the value of $M$, $N$, and $R$ in sequence. Increasing the value of $M$ is equivalent to increase the distance between neighboring holes along the zigzag lattice direction, and similarly, increasing the value of $N$ is to increase the distance between neighboring holes along the armchair lattice direction. The GNM for $R = 1, 3, 4$ are chosen as examples and the calculated results are plotted in Fig. 9.

As can be seen from Fig. 9, for the GNMs terminated with mono- or di-hydrogenation, the band gap displays an oscillatory decrease with the increasing parameter $M$ by a periodicity of 6 at the fixed $R$ and $N$, this is different from the oscillation periodicity of 3 for the rectangular array GNM; the necessary condition is not a sufficient condition to generate a maximal band gap is $M = 3p$ ($p$ is a positive integer). It suggests that varying $M$ would lead to a variation between semimetallic and semiconducting behaviors. This case demonstrates that the periodicity along the zigzag edge orientation of GNM also plays crucial role in band gap opening, in addition to the quantum-

Fig. 8 The projected distribution of on-site potential $\Delta V$ of GNM for mono-hydrogenation (blue solid line) and di-hydrogenation (red dashed line). (a) Shows $Y$ and $Z$ are two projection axes along the armchair and zigzag lattice orientations of GNM, respectively. (b) Shows one periodic unit of projected distribution of on-site potential on $Y$ ($Z$) axis. Zero potential energy is set at the center of holes.

Fig. 9 The band gap of GNM terminated with mono- (solid line) and di-hydrogenation (dashed line) as a function of structural parameter $M$, $N$ and $R$. 
confinement. And it can be found that if the parameter $M$ and $R$ remain unchanged while only change parameter $N$, the band gap displays an odd–even oscillatory effect, the band gaps for $N = \text{odd}$ are the tops of the oscillation plotlines while the cases for $N = \text{even}$ are the bottoms. It can be also noted that the band gap decrease to a steady nonzero value gradually with the increasing parameter $N$ while $M = 3p$, but it drop to zero rapidly with the increasing parameter $N$ while $M \neq 3p$. Furthermore, for a specific perforated hole, the bigger the unit cell size is, the smaller the band gap would be, as the bigger unit cell size corresponds to the wider neck width and the lower hole density correspondingly. In short, the band gap could be opened in the GNM with size $M = 3p$, and it could be tuned by varying the neck width or edge terminations. This is greatly useful for the experimental investigations. In addition, it is worth noting that the band gap of the triangular array GNM is not proportional to the size of hole similar to the rectangular array GNM.

4. Conclusions

Based on the first-principles method, we systematically investigate the effect of different hydrogen terminations on the structural and electronic properties in the triangular array graphene nanomeshes. We firstly calculated the formation energy $E_S$ under zero-temperature ideal condition and the Gibbs free energy $G_M$ under room-temperature general condition, respectively. The both calculated results reveal that the di-hydrogenated (2-H) sp$^3$ hybridization is the most favorable structure for the hole edges of GNM except that the other hydrogen terminations may be stable under extremely-poor hydrogen conditions. And the GNM with 2-H termination is a stable configuration which is confirmed by the calculated phonon band structure. Then we focus on the effect on electronic properties due to the various hydrogen terminations and the related fundamental mechanism. We find that the electronic structures of GNM are very sensitive to edge hydrogen terminations. The unpassivated GNM is a magnetic half-semimetal, the dangling bonds of hole edge could introduce the magnetic moment which causes the spin degeneracy to be eliminated. By a proper 21-H termination, the GNM is possible to be turned into a Bipolar Magnetic Semiconductor (BMS), which may be of great use in the next generation of information storage, the corresponding energy bands are also split due to the sublattice imbalance. For the other terminations such as mono- and di-hydrogenation, the GNM is non magnetic due to no dangling bonds and the balance of sublattice. We further find that the necessary condition of opening a sizable band gap is structure parameter $M = 3p$ no matter whether the mono- or di-hydrogenation, and di-hydrogenation could brings a larger gap than mono-hydrogenation owing to the stronger on-site potential between holes induced by di-hydrogenation. Furthermore, the gap width could be tuned between semimetallic and semiconducting states by varying the neck width. In short, our present work has solved an outstanding problem on how to properly pattern graphene to induce band gap, our findings could benefit further theoretical and experimental studies on the graphene-based nanostructures.
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