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Abstract In this paper, we study randomized quasi-Monte Carlo (QMC) integration using digitally shifted digital nets. We express the mean square QMC error of the n-th discrete approximation $f_n$ of a function $f : [0, 1]^s \to \mathbb{R}$ for digitally shifted digital nets in terms of the Walsh coefficients of $f$. We then apply a bound on the Walsh coefficients for sufficiently smooth integrands to obtain a quality measure called Walsh figure of merit for root mean square error, which satisfies a Koksma-Hlawka type inequality on the root mean square error. Through two types of experiments, we confirm that our quality measure is of use for finding digital nets which show good convergence behaviors of the root mean square error for smooth integrands.

1 Introduction

Quasi-Monte Carlo (QMC) integration is one of the well-known methods for high-dimensional numerical integration [4, 9]. Let $\mathcal{P}$ be a point set in the s-dimensional unit cube $[0, 1]^s$ with finite cardinality $|\mathcal{P}|$, and $f : [0, 1]^s \to \mathbb{R}$ a Riemann integrable function. The QMC integration by $\mathcal{P}$ gives an approximation of $I(f) := \int_{[0, 1]^s} f(x) \, dx$ by the average $I_{\mathcal{P}}(f) := \frac{1}{|\mathcal{P}|} \sum_{x \in \mathcal{P}} f(x)$.

We often consider a special class of point sets, namely digital nets [4]. Let $\mathbb{Z}_b = \mathbb{Z}/b\mathbb{Z}$ be the residue class ring modulo $b$, which is identified with the set $\{0, \ldots, b-1\}$, and $\mathbb{Z}_{b}^{s \times n}$ the set of $s \times n$ matrices over $\mathbb{Z}_b$ for a positive integer $n$. We define the function $\psi : \mathbb{Z}_{b}^{s \times n} \ni X = (x_{i,j}) \mapsto x = (\sum_{j=1}^{n} x_{i,j} \cdot b^{-j})_{i=1} \in [0, 1)^s$,
where \( x_{i,j} \) is considered to be an integer and the sum is taken in \( \mathbb{R} \). Then a point set \( \mathcal{P} \subset [0,1)^s \) is called a digital net over \( \mathbb{Z}_b \) when \( \mathcal{P} = \psi(P) \) for some subgroup \( P \subset \mathbb{Z}_{b \times \mathcal{P}} \times \mathbb{Z}_{s} \times \mathcal{P} = \mathbb{Z}_{b \times \mathcal{P}} \). Thus, we can recognize a subgroup \( P \subset \mathbb{Z}_{b \times \mathcal{P}} \) itself as a digital net.

Recently, the discretization \( f_n \) of a function \( f \) has been introduced to analyze the QMC integration in the framework of the digital computation [8]. We define the \( n \)-digit discretization \( f_n : \mathbb{Z}_{b \times \mathcal{P}} \rightarrow \mathbb{R} \) by

\[
 f_n(X) := \frac{1}{\text{Vol}(I_n(X))} \int_{I_n(X)} f(x) \, dx,
\]

for \( X = (x_{i,j}) \in \mathbb{Z}_{b \times \mathcal{P}}^n \). Here \( I_n(X) := \prod_{i=1}^m \left( \sum_{j=1}^n x_{i,j} b^{-j} + \sum_{j=1}^n x_{i,j} b^{-j} + b^{-n} \right) \). We denote the true integral of \( f_n \) by \( I(f_n) := b^{-sn} \sum_{X \in \mathbb{Z}_{b \times \mathcal{P}}^n} f_n(X) \), which indeed equals \( I(f) \).

In [8], Matsumoto, Saito and Matoba treat the QMC integration of the \( n \)-th discrete approximation \( I_P(f_n) := |P|^{-1} \sum_{X \in P} f_n(X) \) for \( b = 2 \). They consider the discretized integration error \( \text{Err}(f_n;P) := I_P(f_n) - I(f_n) \) instead of the usual integration error \( \text{Err}(f;\psi(P)) := I(\psi(P)) \). The difference between them is called the discretization error and bounded by \( \max_{X \in \mathbb{Z}_{b \times \mathcal{P}}^n} |f(\psi(X)) - f_n(X)| \). When the discretization error is negligibly small, we have \( \text{Err}(f_n;P) \approx \text{Err}(f;\psi(P)) \), which is a part of their setting we adopt.

Using Dick’s result for \( n \)-smooth functions [2], Matsumoto, Saito and Matoba [8] proved the Koksma-Hlawka type inequality for \( \text{Err}(f_n;P) \):

\[
 |\text{Err}(f_n;P)| \leq C_{b,s,n} ||f||_n \times \text{WAOFOM}(P), \tag{1}
\]

where \( C_{b,s,n} \) is a constant independent of \( f \) and \( P \), \( ||f||_n \) is the norm of \( f \) defined in [2] and \( \text{WAOFOM}(P) \) is the Walsh figure of merit, a quantity which depends only on \( P \) and can be computed in \( O(sn|P|) \) steps. More recently, this result is generalized by Suzuki [12] for digital nets over a finite abelian group \( G \).

The inequality (1) implies that if \( \text{WAOFOM}(P) \) is small, \( \text{Err}(f_n;P) \) can also be small. Since \( \text{WAOFOM}(P) \) is efficiently computable, we can find \( P \) with small \( \text{WAOFOM}(P) \) by computer search. Numerical experiments showed that a stochastic optimization heuristic can find \( P \) with \( \text{WAOFOM}(P) \) small enough, and that such \( P \) performs well for a problem from computational finance [8].

In this paper, as a further study of [8, 12], we discuss randomized QMC integration using digitally shifted digital nets for the \( n \)-digit discretization \( f_n \). A digitally shifted digital net \( P + \sigma \subset \mathbb{Z}_{b \times \mathcal{P}} \) is defined for a subgroup \( P \) and an element \( \sigma \) of \( \mathbb{Z}_{b \times \mathcal{P}} \). Here \( \sigma \) is chosen uniformly and randomly. The randomized QMC integration by \( P + \sigma \) of the \( n \)-digit discretization \( f_n \) gives the approximation \( I_{P+\sigma}(f_n) \) of \( I(f_n) \). By adding a random element \( \sigma \), it becomes possible to obtain some statistical estimate on the integration error. Such an estimate is not available for deterministic digital nets.

We note that randomized QMC integration using digitally shifted digital nets has already been studied in previous works [1, 6], where a digital shift \( \sigma \) is chosen from \([0,1)^s \) and the QMC integration using \( \mathcal{P} \oplus \sigma \) is considered to give the approximation of \( I(f) \). Here \( \oplus \) denotes digitwise addition modulo \( b \). It is known that the estimator
where $\varnothing \in \mathbb{N}^t$ equals the variance of the estimator.

In the $n$-digit discretized setting which we consider in this paper, it is also possible to show that the estimator $I_{[P] \circ \sigma_f} (f_n)$ is an unbiased estimator of $I(f)$, so that the mean square QMC error for a function $f$ with respect to $\sigma \in [0,1)^t$ equals the variance of the estimator.

Throughout this paper, we use the following notation. Let $\mathbb{N}$ be the set of positive integers and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. For a set $S$, we denote by $|S|$ the cardinality of $S$. For $z \in \mathbb{C}$, we denote by $\overline{z}$ the complex conjugate of $z$.
Then we have
\[ hg \]
There is a natural pairing
\[ g \]
for all \( g \in G \).

The discrete Fourier transformation of \( f \) is defined by \( \hat{f}: G^\vee \to R \), \( h \mapsto |G|^{-1} \sum_{g \in G} f(g)(h \cdot g) \). Each value \( \hat{f}(h) \) is called a discrete Fourier coefficient.

We assume that \( P \subset G \) is a subgroup. We define \( P^\perp := \{ h \in G^\vee \mid h \cdot g = 1 \ \text{for all} \ g \in P \} \). Since \( P^\perp \) is the kernel of the surjection map \( G^\vee \to P^\perp \), we have \( |P^\perp| = |G|/|P| \). Several important properties of the discrete Fourier transformation are summarized below (for a proof, see [12] for example).

**Lemma 1.** We have
\[
\sum_{h \in G^\vee} h \cdot g = \begin{cases} |G| & \text{if } g = 0, \\ 0 & \text{if } g \neq 0. \end{cases}
\]

Theorem 1 (Poisson summation formula). Let \( f: G \to R \) be a function and \( \hat{f}: G^\vee \to R \) its discrete Fourier transformation. Then we have
\[
\frac{1}{|P|} \sum_{g \in P} f(g) = \sum_{h \in P^\perp} \hat{f}(h).
\]

Walsh functions and Walsh coefficients are widely used to analyze the QMC error by digital nets. We refer to [4, Appendix A] for general information on Walsh functions. We denote the \( k \)-th Walsh coefficient of \( f \) by \( \mathcal{F}(f)(k) \), while they denote it by \( \hat{f}(k) \) in [4, Appendix A].

The relationship between Walsh coefficients and discrete Fourier coefficients is in the following (for a proof, see [12, Proposition 2.11]). Let \( A = (a_{i,j}) \in \mathbb{Z}_b^{n \times n} \). We define the function \( \phi: \mathbb{Z}_b^{n \times n} \ni A = (a_{i,j}) \mapsto \phi(A) := (\sum_{j=1}^n a_{i,j} b^{j-1})_{i=1}^n \in \mathbb{N}_b^n \). Note that each element of \( \phi(A) \) is strictly less than \( b^n \).

**Proposition 1.** Let \( A = (a_{i,j}) \in \mathbb{Z}_b^{n \times n} \) and assume that \( f: [0,1]^n \to \mathbb{R} \) is integrable. Then we have
\[
\mathcal{F}(f)(\phi(A)) = \hat{f}_n(A).
\]
3 Mean Square Error with Respect to Digital Shifts

Let $G$ be a general finite abelian group, $P \subset G$ a point set and $F : G \to \mathbb{R}$ a real-valued function. Then QMC integration by $P$ is an approximation $I_P(F) := |P|^{-1} \sum_{g \in P} F(g)$ of the actual average value $I(F) := |G|^{-1} \sum_{g \in G} F(g)$ of $F$ over $G$.

For $\sigma \in G$, we define the digitally shifted point set $P + \sigma$ by $P + \sigma = \{ g + \sigma \mid g \in P \}$. We consider the mean and the variance of the estimator $I_{P+\sigma}(F)$ for digitally shifted point sets of $P \subset G$.

First we consider the average $\mathbb{E}_{\sigma \in G}[I_{P+\sigma}(F)]$. We have

$$
\frac{1}{|G|} \sum_{\sigma \in G} I_{P+\sigma}(F) = \frac{1}{|G|} \sum_{\sigma \in G} \frac{1}{|P|} \sum_{g \in P} F(g + \sigma) = \frac{1}{|P|} \sum_{g \in P} \frac{1}{|G|} \sum_{\sigma \in G} F(g + \sigma)
$$

$$
= \frac{1}{|P|} \sum_{g \in P} I(F) = I(F),
$$

and thus we have the following, showing that a randomized QMC integration using a digitally shifted point set $P + \sigma$ gives an unbiased estimator $I_{P+\sigma}(F)$ of $I(F)$.

**Proposition 2.** For an arbitrary subset $P \subset G$, we have

$$
\mathbb{E}_{\sigma \in G}[I_{P+\sigma}(F)] = I(F).
$$

From this, we have that the mean square QMC error equals the variance $\text{Var}_{\sigma \in G}[I_{P+\sigma}(F)]$. Hereafter we assume that $P \subset G$ is a subgroup of $G$.

**Lemma 2.** Let $P \subset G$ be a subgroup. Then we have

$$
I_{P+\sigma}(F) = \sum_{h \in P^\perp} (h \cdot \sigma)^{-1} \hat{F}(h).
$$

**Proof.** Let $F_\sigma(g) := F(g + \sigma)$. Then for $h \in G^\perp$, we can calculate $\hat{F}_\sigma(h)$ as

$$
\hat{F}_\sigma(h) = \frac{1}{|G|} \sum_{g \in G} (h \cdot g) F_\sigma(g)
$$

$$
= (h \cdot (-\sigma)) \frac{1}{|G|} \sum_{g \in G} F(g + \sigma)(h \cdot (g + \sigma))
$$

$$
= (h \cdot \sigma)^{-1} \hat{F}(h).
$$

Thus by Theorem 1 we have
\[ I_{P+\sigma}(F) = \frac{1}{|P|} \sum_{g \in P} F_{\sigma}(g) \]
\[ = \sum_{h \in P^\perp} \hat{F}_{\sigma}(h) \]
\[ = \sum_{h \in P^\perp} (h \cdot \sigma)^{-1} \hat{F}(h), \]

which proves the result.

By Proposition 2 and Lemma 2, we have

\[
\text{Var}_{\sigma \in G}[I_{P+\sigma}(F)] := \frac{1}{|G|} \sum_{\sigma \in G} (I_{P+\sigma}(F) - \mathbb{E}_{\sigma \in G}[I_{P+\sigma}(F)])^2
= \frac{1}{|G|} \sum_{\sigma \in G} |I_{P+\sigma}(F) - I(F)|^2
= \frac{1}{|G|} \sum_{\sigma \in G} \left| \sum_{h \in P^\perp \setminus \{0\}} (h \cdot \sigma)^{-1} \hat{F}(h) \right|^2
= \frac{1}{|G|} \sum_{\sigma \in G} \sum_{h \in P^\perp \setminus \{0\}} (h \cdot \sigma)^{-1} \hat{F}(h) \sum_{h' \in P^\perp \setminus \{0\}} (h' \cdot \sigma)^{-1} \hat{F}(h')
= \frac{1}{|G|} \sum_{h \in P^\perp \setminus \{0\}} \sum_{h' \in P^\perp \setminus \{0\}} \hat{F}(h) \hat{F}(h') \sum_{\sigma \in G} ((h' - h) \cdot \sigma)
= \sum_{h \in P^\perp \setminus \{0\}} \left| \hat{F}(h) \right|^2,
\]

where the last equality follows from Lemma 1. Now we proved:

**Theorem 2.** Let \( P \subset G \) be a subgroup. Then we have

\[ \text{Var}_{\sigma \in G}[I_{P+\sigma}(F)] = \sum_{h \in P^\perp \setminus \{0\}} \left| \hat{F}(h) \right|^2. \]

In particular, we immediately obtain the next corollary for the most important case.

**Corollary 1.** Let \( P \subset \mathbb{Z}_b^{\times n} \) be a subgroup, i.e., a digital net over \( \mathbb{Z}_b \), and \( f_n \) be the \( n \)-digit discretization of \( f : [0,1)^s \rightarrow \mathbb{R} \). Then we have

\[ \text{Var}_{\sigma \in \mathbb{Z}_b^{\times n}}[I_{P+\sigma}(f_n)] = \sum_{A \in P^\perp \setminus \{0\}} \left| \hat{f}_n(A) \right|^2. \]

Our results obtained in this section can be regarded as the discretized version of known results [1, 6].
4 WAFOM for Root Mean Square Error

In the previous section, we obtain that the mean square QMC error is equal to a certain sum of the squared discrete Fourier coefficients, and thus we would like to bound the value $|\hat{f}\delta(A)|$. By Proposition 1, it is sufficient to bound the Walsh coefficients of $f$, and several types of upper bounds on the Walsh coefficients are already known. In order to introduce bounds on the Walsh coefficients proved by Dick [2, 3, 4], we define the Dick weight.

**Definition 3.** Let $A = (a_{i,j}) \in \mathbb{Z}_b^{i\times n}$. The Dick weight $\mu : \mathbb{Z}_b^{i\times n} \to \mathbb{N}_0$ is defined as

$$\mu(A) := \sum_{1 \leq i < j \leq n} j \times \delta(a_{i,j}),$$

where $\delta : \mathbb{Z}_b \to \{0, 1\}$ is defined as $\delta(a) = 0$ for $a = 0$ and $\delta(a) = 1$ for $a \neq 0$.

Dick [2] proved that there is a constant $C_{b,s,n}$ depending only on $b, s$ and $n$ such that for any $n$-smooth function $f : [0, 1)^s \to \mathbb{R}$ and $k \in \mathbb{N}^s$ it holds that $|\mathcal{F}(f)(k)| \leq C_{b,s,n} \|f\|_\infty \cdot b^{-\mu(k)}$ where $\|f\|_\infty$ is a norm of $f$ for a Sobolev space and $\mu(k)$ is the $n$-weight of $k$, which are defined in [4, (14.6) and Theorem 14.23] (we do not define them here). By adopting this bound by Dick for our setting, we have the following (for a proof, see [12]).

**Lemma 3 (Dick).** There exists a constant $C_{b,s,n}$ depending only on $b, s$ and $n$ such that for any $n$-smooth function $f : [0, 1)^s \to \mathbb{R}$ and any $A \in \mathbb{Z}_b^{i\times n}$ it holds that

$$|\hat{f}\delta(A)| \leq C_{b,s,n} \|f\|_\infty \cdot b^{-\mu(A)}.$$

Another upper bound on Walsh coefficients, which is tighter than above, has been shown by Yoshiki [13] for $b = 2$ and is written in discrete Fourier notation.

**Lemma 4 (Yoshiki).** Let $f : [0, 1)^s \to \mathbb{R}$ and define $N_i := |\{j = 1, \ldots, n \mid a_{i,j} \neq 0\}|$ and $\mathcal{N} := (N_i)_{1 \leq i \leq s} \subset \mathbb{N}_0^s$ for $A = (a_{i,j}) \in \mathbb{Z}_b^{i\times n}$. If the $\mathcal{N}$-th mixed partial derivative $f^{(\mathcal{N})} := (\partial / \partial x_1)^{N_1} \cdots (\partial / \partial x_s)^{N_s} f$ of $f$ exists and is continuous, then we have

$$|\hat{f}\delta(A)| \leq \left\|f^{(\mathcal{N})}\right\|_\infty \cdot 2^{-(\mu(A) + b(A))},$$

where $b(A) := \sum_{i,j} \delta(a_{i,j})$ is the Hamming weight and $\| \cdot \|_\infty$ the supremum norm.

Hence, similar to [8] and [12], we define a kind of figure of merit.

**Definition 4 (Walsh figure of merit for root mean square error).** Let $s, n$ be positive integers and $P \subset \mathbb{Z}_b^{i\times n}$ a subgroup. We define Walsh figure of merit for root mean square error of $P$ by
We have the main result.

**Theorem 3 (Koksma-Hlawka type inequalities for root mean square error).** For an arbitrary subgroup \( P \subset \mathbb{Z}_b^{s \times n} \) we have

\[
\sqrt{\text{Var}_{\sigma \in \mathbb{Z}_b^{s \times n}} [I_{P + \sigma}(f_n)]} \leq C_{b,s,n} \|f\|_{n} W(P; \mu).
\]

Moreover, if \( b = 2 \) then

\[
\sqrt{\text{Var}_{\sigma \in \mathbb{Z}_2^{s \times n}} [I_{P + \sigma}(f_n)]} \leq \left( \max_{0 < N_i < n} \left\| f^{(N)} \right\|_{\infty} \right)^2 W(P; \mu + h)
\]

holds where the condition for the maximum is denoted by multi-index, i.e., the maximum value is taken over \( \mathbf{N} = (N_1, \ldots, N_s) \) such that \( 0 \leq N_i \leq n \) for all \( i \) and \( N_i \neq 0 \) for some \( i \).

**Proof.** Since the proofs of these inequalities are almost identical, we only show the latter. Apply Lemma 4 for each term of Corollary 1. For the factor \( \|f^{(N)}\|_{\infty} \), note that \( \mathbf{N} \) depends only on \( A \), that \( A \) runs non-zero elements of \( P^\perp \), and that \( N_i \leq n \) for all \( i \). Then we have

\[
\text{Var}_{\sigma \in \mathbb{Z}_b^{s \times n}} [I_{P + \sigma}(f_n)] \leq \sum_{A \in P^\perp \setminus \{0\}} \left( \max_{0 < N_i < n} \left\| f^{(N)} \right\|_{\infty} \right)^2 2^{-2(\mu(A) + h(A))}
\]

and the result follows. \( \square \)

5 Inversion Formula for \( W(P; \nu) \)

For \( A = (a_{i,j})_{1 \leq i \leq s, 1 \leq j \leq n} \in \mathbb{Z}_b^{s \times n} \), we consider a general weight \( \nu : \mathbb{Z}_b^{s \times n} \to \mathbb{R} \) given by

\[
\nu(A) = \sum_{1 \leq i \leq s, 1 \leq j \leq n} \nu_{i,j} \delta(a_{i,j}),
\]

where \( \nu_{i,j} \in \mathbb{R} \) for \( 1 \leq i \leq s, 1 \leq j \leq n \). In this section, we give a practically computable formula for
\[ \mathcal{W}(P; v) := \sqrt{\sum_{A \in P^* \setminus \{0\}} b^{-2v(A)}}. \]

Note that the Dick weight \( \mu \) is given by \( v_{i,j} = j \) and the Hamming weight \( h \) is given by \( v_{i,j} = 1 \). The key of the formula \([8, (4.2)]\) for WAOFM is the discrete Fourier transformation. In order to obtain a formula for \( \mathcal{W}(P; v) \), we use a MacWilliams-type identity \([12]\), which is also based on the discrete Fourier transformation.

Let \( X := \{x_{i,j}(h)\} \) be a set of indeterminates for \( 1 \leq i \leq s, 1 \leq j \leq n, \) and \( h \in \mathbb{Z}_b \). The complete weight enumerator polynomial of \( P_{s,n}^0 \), in a standard sense \([7, \text{Chapter 5}]\), is defined by

\[ GW_{P_{s,n}^0}(X) := \sum_{B \subseteq P_{s,n}^0} \prod_{1 \leq i \leq s, 1 \leq j \leq n} x_{i,j}(a_{i,j}). \]

Similarly, the complete weight enumerator polynomial of \( P \) is defined by

\[ GW_P^s(X^s) := \sum_{B \subseteq P} \prod_{1 \leq i \leq s, 1 \leq j \leq n} x_{i,j}^s(b_{i,j}), \]

where \( B = (b_{i,j})_{1 \leq i \leq s, 1 \leq j \leq n} \) and \( X^s := \{x_{i,j}^s(g)\} \) is a set of indeterminates for \( 1 \leq i \leq s, 1 \leq j \leq n, \) and \( g \in \mathbb{Z}_b \). We note that if we substitute \( GW_{P_{s,n}^0}(X) \) by

\[ x_{i,j}(0) \leftarrow 1, \quad x_{i,j}(h) \leftarrow b^{-2v_{i,j}} \quad (h \neq 0), \quad (3) \]

we have

\[ GW_{P_{s,n}^0}(X) \text{ (the above substitution)} = \mathcal{W}(P; v)^2 + 1. \]

By the MacWilliams-type identity for \( GW \) \([12, \text{Proposition 4.1}]\), we have

\[ GW_{P_{s,n}^0}(x_{i,j}(h)) = \frac{1}{|P|} \cdot GW_P^s(\text{substituted}), \quad (4) \]

where in the right hand side every \( x_{i,j}^s(g) \) is substituted by

\[ x_{i,j}^s(g) \leftarrow \sum_{h \in \mathbb{Z}_b} (h \cdot g)x_{i,j}(h). \]

By substituting (3) into (4), we have the following result. Since the result follows in the same way as in \([12, \text{Corollary 4.2}]\), we omit the proof.

**Theorem 4.** Let \( P \subseteq \mathbb{Z}_b^{s \times n} \) be a subgroup. Then we have

\[ \mathcal{W}(P; v) = \sqrt{-1 + \frac{1}{|P|} \sum_{B \subseteq P} \prod_{1 \leq i \leq s, 1 \leq j \leq n} (1 + \eta(b_{i,j})b^{-2v_{i,j}}),} \]

where \( \eta(b_{i,j}) = b - 1 \) if \( b_{i,j} = 0 \) and \( \eta(b_{i,j}) = -1 \) if \( b_{i,j} \neq 0 \).

In particular, we can compute \( \mathcal{W}(P; \mu) \) and \( \mathcal{W}(P; \mu + h) \) as follows.
Corollary 2. Let $P \subset \mathbb{Z}_b^{s \times n}$ be a subgroup. Then we have

$$
\mathcal{W}(P; \mu) = \sqrt{-1 + \frac{1}{|P|} \sum_{B \in P} \prod_{1 \leq i \leq s} (1 + \eta(b_{i,j}) b^{-2i})},
$$

$$
\mathcal{W}(P; \mu + h) = \sqrt{-1 + \frac{1}{|P|} \sum_{B \in P} \prod_{1 \leq i \leq s} (1 + \eta(b_{i,j}) b^{-2(j+1)})},
$$

where $\eta(b_{i,j}) = b - 1$ if $b_{i,j} = 0$ and $\eta(b_{i,j}) = -1$ if $b_{i,j} \neq 0$.

Though computing WAFO by definition needs iterating through $P^\perp$, Theorem 4 and Corollary 2 gives it by iterating over $P$. For QMC, the size $|P|$ can not exceed a reasonable number of computer operations opposed to huge $|P^\perp|$, and thus Theorem 4 and Corollary 2 is useful in many cases.

6 Numerical Experiments

To show that $\mathcal{W}$ works as a useful bound on root mean square errors we conduct two types of experiments. The first one is to generate many point sets at random, and to observe the distribution of the criterion $\mathcal{W}$ and variance $\mathcal{E}$. The other one is to search for low-$\mathcal{W}$ point sets and compare with digital nets consisting of the first terms of a known low-discrepancy sequence.

In this section we consider only $b = 2$ case, so $G := \mathbb{Z}_2^{s \times n}$ is a vector space over $\mathbb{Z}_2$ and a digital net $P \subset G$ is a linear subspace. The dimension of $P$ over $\mathbb{Z}_2$ is denoted by $m$, i.e., $|P| = 2^m$. We set $s = 4, 12$ and use the following eight test functions for $x = (x_i)_{1 \leq i \leq s}$:

- **Polynomial**: $f_0(x) = (\sum_i x_i)^6$.
- **Exponential**: $f_1(x) = \exp(a \sum_i x_i)$ ($a = 2/3$ for $j = 1$ and $a = 3/2$ for $j = 2$).
- **Oscillatory**: $f_2(x) = \cos(\sum_i x_i)$.
- **Gaussian**: $f_4(x) = \exp(\sum_i x_i^2)$.
- **Product peak**: $f_5(x) = \prod_i (x_i^2 + 1)^{-1}$.
- **Continuous**: $f_6(x) = \prod_i T(x_i)$ where $T(x) = \min_{x \in \mathbb{Z}} |3x - 2i|$.
- **Discontinuous**: $f_7(x) = \prod_i C(x_i)$ where $C(x) = (-1)^{3|x|}$.

Assuming that the discretization error is negligible, we have that $I_{\mathcal{W}(P + \sigma)}(f)$ is a practically unbiased estimator of $I(f)$. Thus we may consider that if the standard deviation $\mathcal{E}(f; P) := \sqrt{\text{Var}_{\sigma \in G}[I_{\mathcal{W}(P + \sigma)}(f)]]}$ of the quasi-Monte Carlo integral is small then the root mean square error $\sqrt{\mathbb{E}_{\sigma \in G}[(I_{\mathcal{W}(P + \sigma)}(f) - I(f))^2]}$ is as small as $\mathcal{E}(f; P)$. From the same assumption we also have that $\mathcal{E}(f; P)$ is well approximated by $\sqrt{\text{Var}_{\sigma \in G}[I_{\mathcal{W}(P + \sigma)}(f)]]}$, on which we have a bound in Theorem 3.

In this section we implicitly use the weight $\mu + h$ so $\mathcal{W}(P)$ denotes $\mathcal{W}(P; \mu + h)$.

The aim of the experiments is to establish that if $\mathcal{W}(P)$ is small then so is $\mathcal{E}(f; P)$. 
For this we compute $W$ by the inversion formula in Corollary 2 and approximate $\mathcal{E}(f; P) = \sqrt{\text{Var}_{\sigma \in G}[I_{\mathcal{W}(P, \sigma)}(f) \big| P]}$ by sampling $2^{10}$ digital shifts $\sigma \in G$ uniformly, randomly and independent of each other.

We observe both the criterion $W$ and the variance $\mathcal{E}$ in binary logarithm, which is denoted by $\lg$.

### 6.1 The Distribution of $(W, \mathcal{E})$

In this experiment we set $m = 10, 12$ and $n = 32$, generate point sets $P$, compute $W(P)$, approximate $\mathcal{E}(f; P)$ for test functions $f$ and observe $(W, \mathcal{E})$.

We generate 1000 point sets $P$ by random and uniform choice of their basis. The event that we generate point set with linearly dependent “basis” has so low a probability that we do not check the linear independence in the implementation.

For each $(s, m, f)$ we calculate the correlation coefficient between $W(P)$ and $\mathcal{E}(f; P)$ log-scaled, obtaining the result as in Table 1. For typical distributions of $(W(P), \mathcal{E}(f; P))$ for smooth, continuous nondifferentiable and discontinuous functions we refer the readers to Figures 1–4. We observe that there are very high correlations (correlation coefficient is larger than 0.85) between $W(P)$ and $\mathcal{E}(f; P)$ if $f$ is smooth. Though $f_6$ is a nondifferentiable function we have significant correlation coefficients around 0.35. However, for the discontinuous function $f_7$ it seems we can do almost nothing for the root mean square error through $W(P)$.

**Table 1** The correlation coefficient between $\lg W(P)$ and $\lg \mathcal{E}(f; P)$

| $s$  | $f_0$ | $f_1$ | $f_2$ | $f_3$ | $f_4$ | $f_5$ | $f_6$ | $f_7$ |
|------|-------|-------|-------|-------|-------|-------|-------|-------|
| $m$  |       |       |       |       |       |       |       |       |
| 4    | 0.9861 | 0.9907 | 0.9897 | 0.9794 | 0.9723 | 0.9421 | 0.3976 | 0.0220 |
| 10   | 0.9920 | 0.9901 | 0.9887 | 0.9818 | 0.9599 | 0.9144 | 0.3218 | 0.0102 |
| 12   | 0.9821 | 0.9842 | 0.9821 | 0.8900 | 0.9975 | 0.9912 | 0.4077 | 0.0208 |
| 12   | 0.9776 | 0.9866 | 0.9851 | 0.8916 | 0.9951 | 0.9839 | 0.3258 | 0.0171 |

### 6.2 Comparison to Known Low-discrepancy Sequence

In this experiment we set $n = 30$. For $8 \leq m < 16$, let $P$ be a low-$W$ point set and $P_{\text{NX}}$ the digital net consisting of the first $2^m$ points from $s$-dimensional Niederreiter-Xing sequence from [10].
Fig. 1 $s = 4$ and $m = 10$. The integrand is the oscillatory function $f_1(x) = \cos(\sum x_i)$.

Fig. 2 $s = 12$ and $m = 12$. The integrand is the product peak function $f_2(x) = \prod (x_i^2 + 1)^{-1}$.

Fig. 3 $s = 12$ and $m = 10$. The integrand is the continuous nondifferentiable function $f_3(x) = \prod T(x_i)$ where $T(x) = \min_{i \in Z} [3x - 2]$. The integrand is the discontinuous function $f_4(x) = \prod C(x_i)$ where $C(x) = (-1)^{[x]}$.

The search algorithm for low-$\mathcal{W}$ point sets is based on simulated annealing but not described here. Note that point sets we obtain by this method are not extensible in $m$, i.e., one cannot increase the size of $P$ while retaining the existing points. For a search for extensible point sets which are good in $\mathcal{W}$-like (but different in weight and exponent) criterion, see [5].

Varying $m$, we observe $\lg \mathcal{W}(P_{NX})$, $\lg \mathcal{W}(P)$ and for each test function $\lg \mathcal{E}(f; P_{NX})$, $\lg \mathcal{E}(f; P)$ in Table 2. As shown in Figures 5 and 6, the $\mathcal{W}$-value of point sets $P$ optimized in $\mathcal{W}$ by our method is far better than that of $P_{NX}$ however this is not surprising. The $\mathcal{W}$-values of $P_{NX}$ has plateaus and sudden drops. In Figures 7 and 8 are the root mean square errors for two test functions; we clearly observe higher order convergence in the former for the smooth function $f_3$ and for the discontinuous function $f_4$ in the latter only lower order convergence can be achieved by both methods.
The Mean Square Quasi-Monte Carlo Error for Digitally Shifted Digital Nets

Table 2 Comparison between Niederreiter-Xing sequence ($P_{NX}$) and low-$W^*$ point sets ($P$) in $\lg W^*$ and $\lg \delta^*$. 

| $s$ | $m = 8$ | $9$ | $10$ | $11$ | $12$ | $13$ | $14$ | $15$ |
|-----|---------|-----|-----|-----|-----|-----|-----|-----|
| lg $W^*$ ($P_{NX}$) | $-10.31$ | $-12.40$ | $-12.90$ | $-12.98$ | $-15.74$ | $-15.77$ | $-15.77$ | $-23.20$ |
| lg $W^*$ ($P$) | $-12.59$ | $-14.39$ | $-16.39$ | $-17.91$ | $-19.50$ | $-21.82$ | $-23.67$ | $-26.00$ |
| lg $\delta^*$ ($f_0; P_{NX}$) | $-0.19$ | $-2.17$ | $-3.22$ | $-4.45$ | $-5.93$ | $-5.98$ | $-5.94$ | $-12.75$ |
| lg $\delta^*$ ($f_0; P$) | $-2.14$ | $-3.99$ | $-6.03$ | $-7.51$ | $-9.35$ | $-11.95$ | $-13.63$ | $-16.40$ |
| lg $\delta^*$ ($f_1; P_{NX}$) | $-9.81$ | $-11.99$ | $-12.07$ | $-12.12$ | $-15.01$ | $-15.00$ | $-14.98$ | $-23.26$ |
| lg $\delta^*$ ($f_1; P$) | $-12.74$ | $-14.72$ | $-16.54$ | $-18.62$ | $-20.58$ | $-23.09$ | $-24.82$ | $-27.47$ |
| lg $\delta^*$ ($f_2; P_{NX}$) | $-3.76$ | $-5.60$ | $-6.67$ | $-6.93$ | $-9.42$ | $-9.50$ | $-9.46$ | $-15.92$ |
| lg $\delta^*$ ($f_2; P$) | $-5.25$ | $-6.87$ | $-8.82$ | $-10.20$ | $-11.55$ | $-13.51$ | $-15.34$ | $-17.45$ |

Fig. 5 $W^*$ values for $s = 4$.  
Fig. 6 $W^*$ values for $s = 12$. 
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6.3 Discussion

The first experiment shows that \( \mathcal{W} \) works as a useful bound on \( \mathcal{E} \) for functions tested above. The other experiment shows that point sets with low \( \mathcal{W} \) values are easy enough to find and perform better for smooth test functions, while these point sets work as bad as Niederreiter-Xing sequence for non-smooth or discontinuous functions.
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