1. Introduction

Given the development of modern information and communication technologies, the arrays of heterogeneous data on the monitoring of organizational and technical systems (OTS), accumulated in specialized databases, mainly as temporal series, are continuously increasing. These data characterize the dynamics of multifactor processes that are difficult to formalize, and systems that have both subjective and objective uncertainty.

The desire to use the accumulated information to solve the problems of control over complex OTS leads to the necessity of its clearing and transformation in order to obtain forecasting estimates of the indicators, which are essential for making management decisions.

Realization of the problems of short-term prediction under modern conditions is impossible without using applied information technologies, in particular decision support systems (DSS). Modern DSS are multifunctional information technologies, possessing a vast base of models, methods and means for solving specific problems of control and decision making. The main functions of such technologies are correct transformation of primary management information to the form that is convenient for a decision maker (DM), as well as subsequent processing in order to assess and substantiate an integral management decision.
It is obvious that the range and complexity of the methods of specialized DSS directly depends upon the scale and technological complexity of OTS. A manufacturing company [1], an organization [2], a branch [3, 4], a state [5, 6] or even a global [7] economic system can be the object.

An equally important factor, determining the features and the nomenclature of methodical provision of DSS, is the nature of primary information, first of all, objective uncertainty. An important contradiction that exists in the process of decision making support under uncertainty should be taken into consideration. A DM seeks to reduce or completely remove uncertainty during problem-solving process. In turn, a DSS developer (analyst), by contrast, seeks to transform correctly and thereby preserve uncertainty of input data until reaching a decision-making point.

For this reason, there are a fairly large number of classic and derived decision-making criteria that take into consideration the attitude of DM to risk [8].

One of the directions of improvement of the methodical base of DSS [2] is to create new and adapt existing methods for processing information for taking into consideration the features of primary data. Solving a given topological scientific and applied problem will make it possible to improve the efficiency of automation of short-term prediction processes.

2. Literature review and problem statement

The process of short-term prediction typically includes a stage of an a priori estimation of parameters of the state of a decision-making object, which is characterized by a situation where an analyst has an access to predictive information from multiple sources (or obtained by different methods). This leads to the need to solve the problem of formalization of forecast estimates, received from several sources [9], and under conditions of objective uncertainty of primary data.

This problem can be attributed to the technologies of so-called “gray” management analysis [10], characterized by partial uncertainty of management information.

The requirement for completeness, timely and optimality of the resulting decision is transformed into the need to take into consideration multi-criteria and uncertainty of source information in the model of a decision-making problem [11].

The problem of formalization, first set by Laplas, is well substantiated and developed in papers [12, 13]. Since solving the problem of formalization does not imply, by definition, the uniqueness of a solution, modern publications propose several methods for the formalization of forecast estimates [14].

The methods can be both static [15, 16] and dynamic in character, that is, take into consideration the dynamics of accuracy of sources of predictive information [17]. A criterion of selection of formalization weight coefficients in all cases is the accuracy of sources, expressed in the form of statistical characteristics. It is obvious that effectiveness of a particular formalization method can be evaluated only a posteriori and depends on the capabilities of a formalization mechanism to adapt, as well as on the nature of the observed process.

In the case when it is not possible to obtain the pointwise forecast estimates as a result of expert examination, the use of known methods for formalization becomes impossible. Reducing interval estimates to pointwise ones in this case does not always adequately take into consideration the specificity of a problem [18]. Comparison of interval alternatives through the utility function, reflecting inclination of DM to taking risks [19], does not make it possible to achieve decision commonality, translating uncertainty of source data into uncertainty of the form of the utility function itself.

Paper [20] proposed the method for direct comparison of interval magnitudes. It allows selecting the best interval estimate based on preferences of a decision maker. In the case of incomparableness, we recommend giving up making a decision for a while due to the danger of committing an error of the second kind.

That is why there is the need to develop methods for processing interval data in order to take into consideration uncertainty until a decision is made.

Thus, an analysis of publications showed that the search for ways to adapt existing methods of formalization to the interval form of forecast estimates is a relevant task.

3. The aim and objectives of the study

The aim of present research is to develop new, and adapt existing, methods of formalization of forecast estimates, capable to take into consideration the uncertainty of primary data. This will make it possible to improve the methodical base of DSS in the process of short-term prediction.

To accomplish the aim, the following tasks have been set:
- to analyze the prerequisites and patterns in the formalization of uncertainty of primary expert data in the interval form;
- to improve methods of forecast estimates formalization through interval expansion, which would allow obtaining consolidated predictions based on the interval forecast estimates;
- to perform critical analysis and develop recommendations regarding practical application of the proposed methods.

4. Analysis of prerequisites and patterns in the formalization of primary data uncertainty in the interval form

The concept of uncertainty in modern science is inextricably associated with the process of operation of any non-isolated systems under actual conditions. This fact led to the emergence of a modern paradigm, in accordance with which uncertainty is considered as a fundamental property of the system itself and not only of the external environment.

Sources of uncertainty are predetermined by so-called NON-factors [21] and define a variety of its forms (Fig. 1).

The approaches applied to processing data with uncertainty can be divided into three main groups [23] (Table 1):
- probabilistic-statistical approach;
- approach based on a fuzzy set theory;
- approach based on the interval analysis.

Selection of the appropriate approach is predetermined by the uncertainty sources and the form of representation of primary data.
Table 1
Mathematical apparatus of formalization of data uncertainty

| Knowledge about the process                  | Mathematical apparatus                              |
|----------------------------------------------|-----------------------------------------------------|
| Complete parametric uncertainty             | Functional (symbol) analysis                        |
| Boundaries of parameters are known          | Interval analysis                                    |
| Membership functions of parameters are known| Fuzzy sets theory                                    |
| Statistical characteristics of parameters are known | Probabilistic-statistical analysis                |
| Complete parametric certainty               | Numerical analysis                                   |

The basis for considering the expert forecast estimates in the interval form is formed by the following circumstances:

1) in the process of short-term prediction, estimates in the interval form can be synthesized in a natural way, that is, as a result of fulfilling a prediction task [24];

2) results of measuring the parameters of the system, direct or indirect, performed with errors (strictly speaking, results of all measurements), can be represented in the interval form [25];

3) if there is at least one model parameter in the interval form in a model, all parameters of the model must be reduced to the interval form as the least complex form of description of parametric uncertainty in order to observe data homogeneity;

4) interval models are more preferable than the probabilistic-statistical ones in the case of making one-moment single decisions [26];

5) the apparatus of interval analysis proved its effectiveness in solving different scientific and practical tasks [27];

6) interval algorithms typically do not require specialized tools for software implementation.

5. Brief information on interval arithmetic and interval analysis

We imply by interval \( [\alpha, \bar{\alpha}] \) a closed limited subset \( R \) of the form

\[
[\alpha, \bar{\alpha}] = \{x \in R | \alpha \leq x \leq \bar{\alpha}\}
\]

which can be described by the following characteristics: \( \alpha \), \( \inf[a] \) is the left end of interval \( [a] \); \( \bar{\alpha} \), \( \sup[a] \) is the right end of interval \( [a] \);

\[
\text{mid}[a] = \frac{\alpha + \bar{\alpha}}{2}
\]

is the middle (median) of interval \( [a] \); \( \text{wid}[a] = \bar{\alpha} - \alpha \) is the width of interval \( [a] \).

For the two intervals

\[
[a] = [\alpha, \bar{\alpha}] \quad \text{and} \quad [b] = [\beta, \bar{\beta}]
\]

in classical interval arithmetic \( ([a],[b]) \in IR \), the following operations were assigned:
\[ [a] + [b] = \max \{a - b, a + b\}; \quad (1) \]
\[ [a] - [b] = \max \{-a + b, a - b\}; \quad (2) \]
\[ [a] \cdot [b] = \min \{ab, a\bar{b}, a\bar{b}, \bar{a}b\}, \max \{ab, a\bar{b}, \bar{a}b, \bar{a}\bar{b}\}; \quad (3) \]
\[ [a]/[b] = [a] \left[ \frac{1}{\bar{b}}, \frac{1}{b} \right]. \quad 0 \notin [b]. \quad (4) \]

Interval arithmetic operations have the following properties:

\[ ([a] + [b]) + [c] = [a] + ([b] + [c]); \quad (5) \]
\[ ([a] \cdot [b]) \cdot [c] = [a] \cdot ([b] \cdot [c]); \quad (6) \]
\[ [a] + [b] = [b] + [a]; \quad (7) \]
\[ [a] \cdot [b] = [b] \cdot [a]; \quad (8) \]
\[ ([a] + [b]) \cdot [c] \leq [a] \cdot [c] + [b] \cdot [c]. \quad (9) \]

The distance between two intervals \([a], [b] \in IR\) is determined by magnitude

\[ \text{dist}([a], [b]) = \max \{a - \bar{b}, a - b\} = \rho([a], [b]) \quad (10) \]

and have the following properties:

\[ \text{dist}([a], [b]) \geq 0; \quad (11) \]
\[ \text{dist}([a], [b]) = 0, \text{ when } [a] = [b]; \quad (12) \]
\[ \text{dist}([a], [b]) = \text{dist}([b], [a]); \quad (13) \]
\[ \text{dist}([a], [c]) \leq \text{dist}([a], [b]) + \text{dist}([b], [c]). \quad (14) \]

The key difference between classical interval arithmetic and interval analysis is in the following.

In classic interval arithmetic, the distribution law is not observed, there are no inverse elements, similar terms cannot be reduced within its frameworks [27]. This leads to that the technique of symbol transformations is lost during formalization of operations with intervals.

The main objective of interval analysis, by contrast, is not automation of computing, but rather finding the region of possible result values, taking into consideration structures of functions and data, assigned in symbolic form.

Within this approach, interval magnitudes are considered at the intermediate stages of calculations and analysis. Only at the last stage of decision-making, if necessary, they are transformed into pointwise solutions. It will make it possible to give the possibility to save completeness of information on the set of possible solutions up to the last moment [25].

From the formal point of view, description of uncertainty by the interval is a particular case of its description by a fuzzy set. In interval analysis, membership function of a fuzzy set has a specific form – it is equal to 1 in some interval, and 0 outside it (Fig. 2).

Such two-parameter membership function is described by only two parameters (interval boundaries). Such a simplicity of description makes the mathematical apparatus of interval analysis more transparent than the apparatus of fuzziness theory in the general case. This, in turn, allows a researcher to move further than when using membership functions of arbitrary form [29].

**Problem statement.** Let at the current moment \(t=T\) a researcher has available interval forecasting estimates of OTS parameter for moment \(t=T+1\), obtained from different sources (or by different methods), \(N\) in total:

\[ x_i = \left[ \frac{x_i}{x_i}, \frac{x_i}{x_i} \right], \quad i = 1, \ldots, N. \quad (15) \]

It is required to synthesize a consolidated interval forecast estimate by the complexification of interval estimates of sources.

**Assumptions and constraints.** Let us state main assumptions and constraints of the set problem:

1. The width of intervals does not exceed 20 % of the mean values of intervals, which corresponds to an actual technical task for examination. This prevents the degeneration of a mathematical model of complexification from the interval model into a purely analytical one with complete parametrical uncertainty (Table 1).

2. The basis is a paradigm of the interval analysis, taking into consideration, in addition to the rules of classic interval arithmetic, the physical sense and logic of analytic transformations of the mathematical model of complexification.

3. It is necessary to ensure that each of the developed interval methods of complexification in an extreme case (at narrowing down interval estimates to pointwise ones) should be reduced to the appropriate method of complexification of point estimates.

4. Forecast estimates are considered non-biased until the opposite is substantiated.

5. The history of multiple evaluation is available for accumulation and statistical processing.

6. Consolidated interval forecast estimate belongs to a set of super-positions of initial particular estimates:

\[ \bar{x}_i = \sum_{i=1}^{N} w_i \bar{x}_i \quad (16) \]

where \(w_i\) is the weight factors of the complexification model, \(i = 1, \ldots, N\).

**Approaches to solution.** Let us discuss the approaches to solving a problem of interval expansion of the methods for complexification.

1. **Averaging of forecast estimates.** Obviously, the simplest variant is the selection of weight factors \(w_i\) equal to:
\[ w_i = \frac{1}{N}, \quad i = 1, \ldots, N. \]  
\[ (17) \]

Consolidated interval forecast estimate in this case is equal to
\[ \hat{x}_2 = \frac{1}{N} \sum_{i=1}^{N} \hat{x}_i. \]  
\[ (18) \]

It is obvious that at
\[ \omega \rightarrow 0, \quad i = 1, \ldots, N, \]

the problem of quantitative comparison of interval numbers (intervals) occurs.

The essence is to determine a quantitative measure of preference of one interval number to the other. Application of classic interval arithmetic in this case does not eliminate the problem, but rather aggravates it, since the difference between interval numbers is an interval number. Strictly speaking, the difference between the two double-parametric mathematical objects can be expressed as an object with the number of parameters that is not less than two.

However, prospects for practical application of interval analysis compel researchers to seek approaches to solving this problem.

For example, the author of paper [27] formalized the problem of comparing interval numbers as follows.

Let us defer on coordinate axes the sections, corresponding to intervals
\[ [a] = [a, \bar{a}] \text{ and } [b] = [b, \bar{b}], \]
besides, for certainty \[ [b] = [\bar{b}, \bar{b}] \] (Fig. 3).

Fig. 3. Graphical interpretation of the problem of comparing two interval numbers (according to Voshchinin)

Ratio of areas
\[ \mu_1 = \frac{S_1}{S_1 + S_2}, \quad \mu_2 = \frac{S_1}{S_1 + S_2} \]

is proposed to consider as the level of reliability of hypotheses \( H_1: a > b \) and \( H_2: a < b \), respectively.

In this case
\[ S_1 = \left( \bar{b} - b \right) \left( \frac{1}{2} (a - a) \right) - \left( \bar{a} - a \right), \quad a < b, \bar{a} < \bar{b}, \]
\[ S_2 = \left( \bar{b} - b \right) \left( \frac{1}{2} (a - a) \right) - \left( \bar{a} - a \right), \quad a > b, \bar{a} > \bar{b}, \]
\[ (20) \]

It is obvious that magnitudes \( \mu_1 \) and \( \mu_2 \) act as the measure of validity of hypotheses on the reciprocal arrangement of two numbers within the intervals, however, they cannot be used as a quantitative measure of relations between these numbers.

In addition, it should be taken into consideration that
\[ \mu(H : a > b) \neq \mu(H : a < b), \]

that is, “extra” arithmetic operations with interval numbers can distort the result.

The second way was proposed in papers [20, 30] and is associated with correction of the interval logic. By generalizing certain close, but not strictly identical, variants of logical relations between interval numbers, it is possible to obtain a coherent logical system, which, however, fails in some particular cases.

Another option for lax formalization of the problem of comparing interval numbers is to use the magnitudes of the distance between interval numbers as a comparison measure (10). In this case, it becomes fundamentally possible to construct and analyze the graph with interval numbers in vertices, however lax compliance with distribution logic makes practical application of this approach difficult.

The proposed approach. To determine the quantitative measure of proximity of interval errors to zero, we will introduce an even, monotonically decreasing function non-negative on the entire real axis (Fig. 4).

![Fig. 4. Example of function of preferences of DM relative to absolute forecast error](image)

The function shown in Fig. 5 represents the preferences of DM relative to values of forecast errors. Having a particular form of dependence \( u(\Delta) \), it becomes possible to introduce a quantitative indicator of proximity of interval estimate to zero. The height of the rectangle, equivalent by the area to a certain interval of function \( u(\Delta) \) on the error interval can be accepted as a quantitative indicator (Fig. 5):
Control processes

\[ u^* = \frac{1}{\Delta} \int_{-\Delta}^{\Delta} u(\Delta) d\Delta. \]  

(22)

Application of the interval model of exponential smoothing is probably more promising within the framework of the examined problem [32].

In both cases, as a result of analysis of temporal series of interval data, the interval estimation of variance at moment \( t = T + 1 \) can be obtained. Having applied the above described comparison procedure, based on the selection of preference function \( u(\Delta^*) \), it is possible to determine complexification coefficients, taking into consideration the dynamics of accuracy of sources.

It is easy to make sure that when choosing the procedure described in [32] at

\[ u(\Delta^*) = \frac{1}{\Delta^*}, \]

and

\[ \text{wid} \left[ \hat{x}_i \right] \to 0. \]

Interval variant of dynamic complexification is reduced to pointwise one [17].

The proposed methods can be included in methodological support of DSS (Fig. 7).

Software implementation of the proposed methods does not cause any difficulty and can be conducted even in a spreadsheet editor.

An example of the complexification of estimates, obtained from five sources, is given in Table 2.

Table 2 shows that a consolidated forecast estimate shifts towards the more accurate sources. Thus, the property of adaptability of a complexification model manifests itself. The model is adjusted at each step of prediction. Structural setting involves selection of the form of a DM preference function; parametric setting involves selection of the coefficients of the function itself.
Fig. 7. Process diagram of methods for the complexification of interval forecast estimates in the course of short-term prediction of OTS indicators

Table 2

| Source number $i$ | 1   | 2   | 3   | 4   | 5   |
|-------------------|-----|-----|-----|-----|-----|
| Forecast estimates at moment $t=T+1$ | $[9, 10]$ | $[7, 8]$ | $[8, 10]$ | 7   | $[4, 5]$ |
| Average consolidated forecast estimate at moment $t=T+1$ | $[7, 8]$ |
| Forecast estimates at moment $t=T$ | $[9, 10]$ | $[7, 8]$ | $[6, 8]$ | $[4, 5]$ | 6   |
| Factual value at moment $t=T$ | 8.1 |
| Absolute interval error at moment $t=T$ | $[-1.9, -0.9]$ | $[0.1, 1.1]$ | $[0.1, 2.1]$ | $[3.1, 4.1]$ | 2.1 |

$u(\Delta) = \frac{1}{\Delta}$

$u_i^*$

|   | $u_i^*$ | $w_i$ |
|---|---------|-------|
| 1 | 0.75    | 0.138 |
| 2 | 2.40    | 0.442 |
| 3 | 1.52    | 0.281 |
| 4 | 0.28    | 0.052 |
| 5 | 0.48    | 0.087 |

Consolidated forecast estimate at moment $t=T+1$

$u(\Delta) = \frac{1}{\Delta}$

$u_i^*$

|   | $u_i^*$ | $w_i$ |
|---|---------|-------|
| 1 | 0.58    | 0.040 |
| 2 | 0.079   | 0.617 |
| 3 | 4.76    | 0.323 |
| 4 | 0.23    | 0.005 |
| 5 | 0.23    | 0.015 |

Consolidated forecast estimate at moment $t=T+1$

$u(\Delta) = \begin{cases} 2 - |\Delta| & |\Delta| < 2 \\ 0 & |\Delta| > 2 \end{cases}$

$u_i^*$

|   | $u_i^*$ | $w_i$ |
|---|---------|-------|
| 1 | 0.60    | 0.207 |
| 2 | 1.40    | 0.482 |
| 3 | 0.90    | 0.311 |
| 4 | 0        | 0     |
| 5 | 0        | 0     |

Consolidated forecast estimate at moment $t=T+1$
7. Discussion of results: critical analysis and recommendations on the practical implementation of the proposed methods

First, it is necessary to note the following features that manifest themselves when using the proposed methodological apparatus.

1. Strictly speaking, the complexification operation is effective only when estimates of all sources are non-biased. However, it is not possible to ensure it in most practical problems, apart from the cases when the methodical base of the source is open. However, adaptive features of the complexification system allow gaining in accuracy for the case of the repeated use of a complexification procedure [17].

2. The important problem of sources independence is beyond the scope of this paper. This issue should be attributed obviously to the short-term prediction technology itself. We will note that the technology for the estimation of OTS parameters implies a preliminary data analysis only, within which it is appropriate to verify the independence of sources (that is, to measure the correlation between their estimates).

3. When using the interval values of variances, it is necessary to remember that at squaring a zero-containing interval number, accuracy is lost arithmetically. In this case, it seems promising to divide interval estimates into two groups in order to conduct separate analysis of zero-containing intervals.

4. In the case of using a preference function \( u(\Delta) \) with a vertical asymptote (for example, Fig 7, \( a, b \)), it should be taken into consideration that its property

\[
\lim_{\Delta \to 0^+} u(\Delta) = \lim_{\Delta \to 0^-} u(\Delta) = \infty
\]

(24)

makes indicator \( u' \) for the intervals, containing zero, non-informative.

In practice, this effect can be easily counterbalanced either analytically (by an argument shift), or algorithmically (by selecting the other kind of preference function \( u(\Delta) \) for zero-containing intervals).

The merits of the developed methods include their following features:

1. The proposed mathematical apparatus makes it possible to synthesize the model of complexification in a general way, aggregating the classes of hybrid [33] and selective models in a single analytical form.

2. Implementation of algorithms that realize the proposed methods is easy and its results are visual, which is important in the process of managerial decision-making.

8. Conclusions

1. Approaches to processing data with uncertainty were analyzed. It was shown that most problems of short-term prediction with uncertain original data can be formalized in the interval form. The advantages of interval analysis for solving problems of complexification of interval forecast estimates were identified. In particular, the paradigm of interval analysis allows taking into consideration, in addition to the rules of classical interval arithmetic, the logic and physical sense of analytic transformations of a mathematical model of complexification.

2. Interval extensions of the methods for complexification of forecast estimates were obtained. They make it possible to get consolidated predictions based on interval forecast estimates and to decrease the procedure of expert estimation. The analytic function of DM preferences was proposed, which allows aggregating the classes of hybrid and selective prediction models in a single analytical form.

3. Recommendations on the practical implementation of the proposed methods were compiled. Specifically, recommendations for parametric setting of preference functions depending on the location of interval estimates were formulated. By using the example, it was shown how a consolidated forecast estimate is shifted towards more accurate sources, which illustrates the adaptive properties of the interval models of complexification.
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