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Here we present an expanded analysis of a model for the manipulation and control of observables in a strongly correlated, many-body system, which was first presented in [McCaul et al., eprint: arXiv:1911.05006]. A field-free, non-linear equation of motion for controlling the expectation value of an essentially arbitrary observable is derived, together with rigorous constraints that determine the limits of controllability. We show that these constraints arise from the physically reasonable assumptions that the system will undergo unitary time evolution, and has enough degrees of freedom for the electrons to be mobile. Furthermore, we give examples of multiple solutions to generating target observable trajectories when the constraints are violated. Ehrenfest theorems are used to further refine the model, and provide a check on the validity of numerical simulations. Finally, the experimental feasibility of implementing the control fields generated by this model is discussed.

I. INTRODUCTION

The study of the control of quantum systems has a rich history [1], encompassing a diverse array of strategies. This includes both local control [2, 3] and optimal control [4, 5] that steers a system to a final target state using iterative optimisation [6–8], possibly under additional constraints [9, 10]. Separate from this is tracking control [11], where a physical system is evolved in such a way that a chosen observable conforms to (or “tracks”) a pre-selected trajectory.

Examples of tracking control abound, with applications as diverse as singularity-free tracking of molecular rotors [12], optimising dynamics within the density matrix renormalisation group [5, 13], and spectral dynamical mimicry, where a shaped pulse is used to induce an arbitrary desired spectrum in an atomic system [14]. In a recent paper [15] a model for the tracking control of a many-electron system was presented without derivation. Here, we expand greatly upon that work, in three principal directions.

First, the tracking model used in Ref. [15] is motivated in Sec. II. Starting from general considerations of an N-electron Hamiltonian, a comprehensive derivation of the tracking equation is present. Additionally, in Sec. III we derive the precise constraints on tracking necessary both to avoid singularities and guarantee a unique evolution for the system. A simple example where these constraints are not obeyed and multiple solutions for the tracking field are possible is also provided.

Given that in tracking control, one recovers the expected observable trajectory by design, a method of verifying that numerical calculations are physically valid is vital. To this end, we detail in Sec. IV the application of an Ehrenfest theorem to the model as a way both to verify simulations, and remove nonphysical discontinuities from control fields.

Finally, with the purpose of exploring further the experimental requirements of the control protocol, we examine in Sec. V the effect of introducing a frequency cut-off for the control field used to create the ‘driven imitators’ detailed in Ref. [15]. We close in Sec. VI with a discussion of the results and questions for future work.

II. TRACKING MODEL

A. Background

Our goal is to implement a tracking control [15] model for a general N-electron system subjected to a laser pulse described by the Hamiltonian (using atomic units) [18]

\[
\hat{H} = \sum_{\sigma} \int \frac{dx}{2} \psi_\sigma^{\dagger}(x) \left[ i \partial_x - A(t) \right] \psi_\sigma(x) + \sum_{\sigma\sigma'} \int \frac{dx dx'}{2} \psi_{\sigma'}^{\dagger}(x') \psi_{\sigma}^{\dagger}(x) U(x-x') \psi_{\sigma}(x) \psi_{\sigma'}(x')
\]

(1)

where \( A(t) \) is the field vector potential and the \( \psi_\sigma(x) \) are standard fermionic field operators satisfying \( \left\{ \psi_{\sigma}^{\dagger}(x'), \psi_{\sigma}(x) \right\} = \delta_{\sigma\sigma'} \delta(x-x') \). Ultimately, we wish to calculate the control field \( A_T(t) \), such that the trajectory of an expectation \( \langle \hat{O}(t) \rangle \) follows some desired function \( O_p(t) \) [11, 12]. For the sake of specificity, here we derive the control field \( A_T(t) \) necessary to control the current expectation, but emphasise that an expression can be derived for an arbitrary expectation using the technique described in Sec. IV. We first re-express the model in an...
explicitly self-adjoint form using
\[\hat{\psi}^\dagger(x) \left[ i\partial_x - A(t) \right]^2\hat{\psi}(x) = \partial_x \left[ e^{iA(t)}\hat{\psi}_\sigma(x) \right] \partial_x \left[ e^{iA(t)}\hat{\psi}_\sigma(x) \right].\] (2)

In this form, one may straightforwardly construct a continuity equation for the density operator \( \hat{\rho}(x) = \hat{\psi}^\dagger(x)\hat{\psi}(x) \):
\[\frac{d}{dt}\hat{\rho}(x) = i \left[ \hat{H}, \hat{\rho}(x) \right] = -\partial_x \hat{J}(x),\] (3)
which defines the current operator \( \hat{J}(x) \),
\[\hat{J}(x) = \frac{1}{2i} \left[ \hat{\psi}^\dagger(x)\partial_x\hat{\psi}(x) - \partial_x\hat{\psi}^\dagger(x)\hat{\psi}(x) \right] + A(t)\hat{\psi}^\dagger(x)\hat{\psi}(x).\] (4)

The current expectation is obtained from this expression by taking expectations and integrating over space, i.e., \( \int dx \left\langle \hat{J}(x) \right\rangle = J(t) \). Noting that \( N = \langle \int \hat{\rho}(x) dx \rangle \) is a conserved quantity, one may straightforwardly invert Eq. (4) to obtain the \( A_T(t) \) that corresponds to \( \int dx \left\langle \hat{J}(x) \right\rangle = J_T(t) \):
\[A_T(t) = \frac{i}{2N} \int dx \left\langle \hat{\psi}^\dagger(x)\partial_x\hat{\psi}(x) - \partial_x\hat{\psi}^\dagger(x)\hat{\psi}(x) \right\rangle (t) + \frac{J_T(t)}{N}.\] (5)

For systems with Bosonic statistics, it is easy to show that the control field equation is almost identical, but the definition of the current operator picks up a negative sign \( \hat{J}(x) \rightarrow -\hat{J}(x) \).

**B. Tracking Control in A Discrete Model**

While the equation for the tracking control field will in principle describe tracking for an \( N \)-electron system, in this paper we will provide a concrete illustration of its use with a lattice model. To do so, we first discretise the model Hamiltonian, using \( a \) as the lattice constant such that \( x = ja \) and \( x' = ka \):
\[\int dx \rightarrow \sum_j a \Rightarrow \delta(x - x') \rightarrow \frac{\delta_{jk}}{a},\] (6)
\[\hat{\psi}_\sigma(x) \rightarrow \hat{\psi}_\sigma = \left\{ \hat{c}_{j\sigma}, \hat{\epsilon}_{k\sigma} \right\} = \delta_{jk}\delta_{\sigma\sigma'},\] (7)
\[\partial_x g(x) \rightarrow \left[ g_{j+1} - g_j \right]/a.\] (8)

![Figure 1. Schematic representation of the Fermi-Hubbard model. Electrons hop between sites with an on-site repulsion of \( U \), and a hermitian hopping amplitude scaled by the applied field \( \Phi(t) \).](image)

After discretisation and assuming periodic boundary conditions, the Hamiltonian takes the form:
\[\hat{H} = -\sum_{j,\sigma} \frac{1}{2a} \left( e^{-i\Phi(t)}\hat{c}_{j+1\sigma}^\dagger\hat{c}_{j\sigma} + e^{i\Phi(t)}\hat{c}_{j\sigma}^\dagger\hat{c}_{j+1\sigma} \right) + \sum_{j,\sigma} \frac{1}{2a^2} U_{j-k\sigma}\hat{c}_{j\sigma}\hat{c}_{k\sigma}\hat{c}_{j+1\sigma}\hat{c}_{j+1\sigma} - \text{h.c.}.\] (9)
where we have set \( \Phi(t) = aA(t) \). From this discretised Hamiltonian, one is able to derive a continuity equation for \( \hat{\rho}_j = \sum_{\sigma} \hat{c}_{j\sigma}^\dagger\hat{c}_{j\sigma} \):
\[\frac{d\hat{\rho}_j}{dt} = \frac{1}{a} (\hat{J}_j - \hat{J}_{j-1}),\] (10)
\[\hat{J}_j = -i \sum_{\sigma} \left( e^{-i\Phi(t)}\hat{c}_{j+1\sigma}^\dagger\hat{c}_{j\sigma} + e^{i\Phi(t)}\hat{c}_{j\sigma}^\dagger\hat{c}_{j+1\sigma} - \text{h.c.} \right).\] (11)

This continuity equation defines the current operator \( \hat{J} = \sum_j \hat{J}_j \), and has the important property of being composed only from the kinetic part of the Hamiltonian. This means the current operator is not explicitly dependent on the form of the interaction \( U_{j-k} \). As a result of this property, the construction of a method to track the expectation of the current operator does not depend on the specific form of the Hamiltonian’s interparticle interactions. For this reason, we will restrict our derivation to a specific Hamiltonian, but emphasise that the results may be applied to any model with the form of Eq. (1).

From this point forward we will use the 1D Fermi-Hubbard model \[19\] (see Fig. 1 for a schematic representation) as a concrete example of the tracking strategy. This model has the Hamiltonian
\[\hat{H}(t) = -t_0 \sum_{j,\sigma} \left( e^{-i\Phi(t)}\hat{c}_{j+1\sigma}^\dagger\hat{c}_{j+1\sigma} + e^{i\Phi(t)}\hat{c}_{j+1\sigma}^\dagger\hat{c}_{j+1\sigma} \right) + U \sum_j \hat{c}_{j1}^\dagger\hat{c}_{j1}\hat{c}_{j1}^\dagger\hat{c}_{j1} \]. (12)
As in the continuum case, we wish to find the vector potential that will produce a specified current $J_T(t) = \langle \dot{J} \rangle$. To do so, we take the current expectation

$$\dot{J} = -i\hbar \sum_{j,\sigma} \left( e^{-i\Phi(t)} \hat{c}^\dagger_{j\sigma} \hat{c}_{j+1\sigma} - \text{h.c.} \right), \quad (13)$$

and rearrange for $\Phi$, expressing the nearest neighbour expectation in a polar form:

$$\langle \hat{\psi}(t | \hat{\psi}(t) \rangle = R(\psi) e^{\text{i}\theta(\psi)}. \quad (14)$$

In both Eq. (14) and later expressions, the argument $\psi$ indicates that the expression is dependent on a functional of $|\psi\rangle \equiv |\psi(t)\rangle$. Eq. (14) can be used in conjunction with Eq. (13) to yield

$$J(t) = -i\hbar \sum_{j,\sigma} R(\psi) \left( e^{-i\Phi(t)-\theta(t)} - e^{i\Phi(t)-\theta(\psi)} \right).$$

An important caveat that should be noted here is that if one were to apply a time dependent rotation to the system, the current expectation would no longer depend explicitly on $\Phi(t)$, but instead there would remain an implicit dependence through the state of the system $|\psi\rangle$. This is important, as in order to define a control field which reproduces a tracking current $J_T(t)$, we invert Eq. (15). From this inversion we obtain the tracking control field $\Phi_T(t, \psi)$, which takes the desired current expectation as a parameter,

$$\Phi_T(t, \psi) = \arcsin \left[ -X(t, \psi) + \theta(\psi) \right]. \quad (16)$$

in which we have defined

$$X(t, \psi) = \frac{J_T(t)}{2\hbar R(\psi)}. \quad (17)$$

From Eq. (16) it is possible to eliminate the control field entirely from the model Hamiltonian using the equality

$$e^{\pm i\Phi_T(t, \psi)} = e^{\pm i\theta(\psi)} \left[ 1 - X^2(t, \psi) \mp iX(t, \psi) \right], \quad (18)$$

where the above equality is obtained via Euler’s equation and cos (arcsin (x)) = $\sqrt{1 - x^2}$. From this, we are able to define the “tracking Hamiltonian” $\hat{H}_T(J_T(t), \psi)$ which takes the target current $J_T(t)$ as a parameter:

$$\hat{H}_T(J_T(t), \psi) = \sum_{\sigma, j} \left[ P_e^{-i\theta(\psi)} \hat{c}^\dagger_{j\sigma} \hat{c}_{j+1\sigma} + \text{h.c.} \right] + U \sum_{j} \hat{c}^\dagger_{j\uparrow} \hat{c}^\dagger_{j\downarrow} \hat{c}_{j\downarrow} \hat{c}_{j\uparrow}, \quad (19)$$

$$P_\pm = -t_0 \left( \sqrt{1 - X^2(t, \psi)} \pm iX(t, \psi) \right). \quad (20)$$

This leads to a field-free, non-linear evolution for the wavefunction given by

$$i\frac{d}{dt}|\psi\rangle = \hat{H}_T(J_T(t), \psi)|\psi\rangle, \quad (21)$$

which is equivalent to evolving the system with the original Hamiltonian given in Eq. (12) and the usual Schrödinger equation $i\frac{d}{dt}|\psi\rangle = \hat{H}(t)|\psi\rangle$, under the additional constraint that $\Phi(t)$ is chosen such that $\langle \dot{J}(t) \rangle = J_T(t)$. After solving Eq. (21), it is also possible to recover the tracking field $\Phi_T(t)$ via Eq. (16).

### C. Tracking Arbitrary Observables

Finally, we extend the derivation for tracking current to an arbitrary observable $\hat{O} = \hat{O}^\dagger$ whose expectation $\langle \hat{O}(t) \rangle = \langle \hat{O} \rangle$ is not a function of $\Phi$. In this case the time derivative is

$$\frac{dO(t)}{dt} = it_0 \sum_{j,\sigma} \left( e^{-i\Phi(t)} \left[ \hat{c}_{j\sigma}^\dagger \hat{c}_{j+1\sigma}, \hat{O} \right] + \text{h.c.} \right)$$

From this evolution, we assign

$$\sum_{j,\sigma} \left[ \hat{c}_{j\sigma}^\dagger \hat{c}_{j+1\sigma}, \hat{O} \right] = R_O e^{i\theta_O}, \quad (23)$$

$$B = -iU \sum_{j} \left[ \hat{c}_{j\uparrow}^\dagger \hat{c}_{j\downarrow}^\dagger \hat{c}_{j\downarrow} \hat{c}_{j\uparrow}, \hat{O} \right]. \quad (24)$$

With this substitution we obtain an expression for the derivative of the observable in terms of the control field:

$$\frac{dO(t)}{dt} = -2t_0 R_O \sin (\Phi - \theta_O) + B. \quad (25)$$

This can be inverted to obtain the tracking control field for an arbitrary observable

$$\Phi_O = \arcsin \left( \frac{B - dO}{2t_0 R_O} \right) + \theta_O. \quad (26)$$

From this a tracking Hamiltonian and constraint can be derived using the methods presented previously. The theoretical considerations in the rest of this paper may be applied to tracking an arbitrary variable, but in the interests of clarity we shall restrict our attention to tracking of the current expectation using Eq. (19).

### III. TRACKING CONSTRAINTS

In this section we prove the statement:
For a finite system, if the wavefunction $|\psi\rangle \equiv |\psi(t)\rangle$ solves Eq. (21), and satisfies the constraints

$$|X(t, |\psi\rangle)| < 1 - \epsilon_1, \quad R(|\psi\rangle) > \epsilon_2,$$  
(27)

where $\epsilon_1, \epsilon_2$ are any positive constants, then $|\psi\rangle$ is a unique solution of Eq. (21) and therefore by Eq. (26), $\Phi_T(t)$ is a unique field which solves the current tracking problem.

Both the constraints given by Eqs. (27, 28) are necessary conditions for $H_T (J_T(t), |\psi\rangle)$ to be Lipschitz continuous (LC) over $|\psi\rangle$. In this case, the Picard-Lindelöf theorem guarantees $|\psi\rangle$ has a unique solution depending on its initial value when being evolved by the tracking Hamiltonian [22].

In Sec IIIA we show formally that under the constraints given by Eqs. (27, 28), the tracking Hamiltonian is LC, while in Sec IIIB we provide a physical motivation for these constraints. Finally in Sec IIIC we provide a simple example where the derived constraints do not hold, and multiple solutions for the tracking field are possible.

A. Proving Lipschitz continuity

We define the $L_2$ norm $\|\psi\|_2 = \sqrt{\langle \psi | \psi \rangle}$ and spectral norm [23]:

$$\|\hat{A}\|_L = \sup_{\langle \psi | |\phi\rangle = 1} \|\hat{A} |\phi\rangle\|_2.$$

(29)

These norms obey a submultiplicative property [24],

$$\|\hat{A} |\psi\rangle\|_2 \leq \|\hat{A}\|_L \|\psi\|_2$$

(30)

which when combined with the Cauchy-Schwarz inequality yields:

$$\|\langle \phi |\hat{A} |\psi\rangle\|_2 \leq \|\phi\|_2 \|\hat{A} |\psi\rangle\|_2 \leq \|\phi\|_2 \|\hat{A}\|_L \|\psi\|_2.$$

(31)

We now proceed to proving that for the set of wavefunctions which obey Eqs. (27, 28), the following inequality holds:

$$\|\hat{H}_T (J_T(t), |\psi\rangle) - \hat{H}_T (J_T(t), |\phi\rangle)\|_2 \leq L_H \|\psi\|_2 - \|\phi\|_2.$$

(32)

where $L_H$ is some finite constant, and is the definition of LC for the function $\hat{H}_T (J_T(t), |\psi\rangle)$. In order to prove this, it is convenient to establish some properties both for operators and functionals of $|\psi\rangle$.

First, in finite dimensions all linear operators are bounded, which implies they are also LC over the whole Hilbert space:

$$\|\hat{A} (|\psi\rangle - |\phi\rangle)\|_2 \leq \|\hat{A}\|_L \|\psi\|_2 - \|\phi\|_2.$$

(33)

Additionally, the expectation of linear operators $\langle \psi | \hat{A} |\psi\rangle = A(\psi)$ is also LC on the space of wavefunctions ($\|\psi\|_2 = 1$). This is demonstrated by taking the identity

$$A(\psi) - A(\phi) = \langle \psi | \hat{A} |\psi\rangle - \langle \phi | \hat{A} |\phi\rangle = \langle \psi | \hat{A} (|\psi\rangle - |\phi\rangle) - (\langle \phi | - \langle \psi |) \hat{A} |\phi\rangle,$$

(34)

and applying the triangle inequality $|x + y| \leq |x| + |y|$ to its norm:

$$\|A(\psi) - A(\phi)\| \leq 2 \|\hat{A}\|_L \|\psi\|_2 - \|\phi\|_2.$$

(35)

More generally, an arbitrary functional of $|\psi\rangle$, $f : |\psi\rangle \rightarrow \mathbb{C}$ is LC over $|\psi\rangle$ if for all $|\psi\rangle, |\phi\rangle$ in its domain, it satisfies the inequality

$$|f (\psi) - f (\phi)| \leq L_f \|\psi\|_2 - \|\phi\|_2$$

(36)

where $L_f$ is some finite constant. Taking two functionals $f (\psi), g (\psi)$, which are LC over $|\psi\rangle$ with Lipschitz constants $L_f$ and $L_g$, then the norm of their product $h (\psi) = f (\psi) g (\psi)$ is:

$$|h(\psi) - h(\phi)| = |(f(\psi) - f(\phi))g(\psi) + f(\phi)(g(\psi) - g(\phi))|$$

$$\leq |f(\psi) - f(\phi)||g(\psi)| + |f(\phi)||g(\psi) - g(\phi)|$$

$$\leq (L_f |g(\psi)| + L_g |f(\phi)|) \|\psi\|_2 - \|\phi\|_2.$$

(37)

This means that if the functionals $f (\psi), g (\psi)$ are LC and bounded over the domain of $\psi$ then their product is also LC. In the case of a product between an operator and an LC functional, $f (\psi) \hat{A}$, a similar result to Eq. (37) is obtained:

$$\|f(\psi)\hat{A} |\psi\rangle - f(\phi)\hat{A} |\phi\rangle\|_2$$

$$\leq \|\hat{A}\|_L \|L_f + |f(\psi)|\|\psi\|_2 - \|\phi\|_2,$$

(38)

i.e., if $f(\psi)$ is bounded and LC, $f(\psi) \hat{A}$ is also LC. Lastly, sums of any LC operators or functionals will themselves be LC by the triangle inequality.

Equipped with these properties, the most direct route to proving Eq. (32) is to prove each of the constituent components of Eq. (19) are both LC and bounded, which by Eqs. (37, 38) and the triangle inequality is sufficient to prove that the tracking Hamiltonian is itself LC in $\psi$.

The relevant parts of the Hamiltonian for which Lipschitz continuity over $|\psi\rangle$ and boundedness must be demonstrated are $e^{i\theta(\psi)}$ and $P_\pm$. To prove the former is LC, we first consider the nearest neighbour expectation, using $\sum_{\sigma} \hat{c}_{j+1\sigma} \hat{c}_{j\sigma} = \hat{K}$:

$$\langle \psi | \hat{K} |\psi\rangle = K(\psi) = R(\psi) e^{i\theta(\psi)}.$$

(39)
This expectation is LC by Eq. (35), and bounded due to Eq. (31) and the normalisation of wavefunctions. Combining this result with the reverse triangle inequality $|x| - |y| \leq |x - y|$ further demonstrates that $R(\psi) = |K(\psi)|$ is also LC and bounded. The final step in order to show $e^{i\theta(\psi)}$ is itself LC is to establish $R^{-1}(\psi)$ is LC under Eqs. (27)–(28). This is easily established by

$$|R^{-1}(\psi) - R^{-1}(\phi)| = \frac{1}{R(\psi)R(\phi)} |R(\psi) - R(\phi)| \leq \frac{1}{c^2} \left\| \hat{K} \right\|_L \||\psi\rangle - |\phi\rangle\|_2$$

where in the second inequality we have utilised Eq. (28). By Eq. (37) we therefore establish $e^{i\theta(\psi)} = \frac{K(\psi)}{\pi(\psi)}$ is LC, and is bounded by definition.

The final term to tackle is $P_\pm$. Since this is the only term that involves our target $f(t, \psi)$, we work directly in the variable $x = X(t, \psi)$. The function $f(x) = x$ is itself trivially LC and bounded over this domain where Eq. (27) is satisfied. It therefore only remains to check the Lipschitz continuity of $f(x) = \sqrt{1 - x^2}$. Since this function is differentiable on the interval $I = [-1 - \epsilon_2, 1 - \epsilon_2]$ which satisfies Eq. (27), by the mean value theorem the function is LC if $|f'(x)| \leq M$ for all $x \in I$ and $M$ is finite. It is easy to show that

$$M = \max_{x \in I} |f'(x)| = \frac{1 - \epsilon_2}{2\sqrt{2\epsilon_2 - \epsilon_2^2}}$$

and therefore $P_\pm$ is LC and bounded provided $\epsilon_2 \neq 0$ and $< 1$.

As a result, we establish that under the conditions of Eqs. (27)–(28), each of the components of the tracking Hamiltonian is LC and bounded, meaning that the Hamiltonian is itself LC. From this continuity it follows that the Picard-Lindelöf theorem is obeyed and $\psi$ has a unique solution depending on its initial value. It is interesting to note that this result, derived from the analysis of the continuous formulation, stands in sharp contrast to some discretized approaches to tracking problems, in which multiple solutions are possible.

### B. Physical Motivation

It is reasonable to ask whether the constraints imposed upon $\psi$ are well justified, and here we provide physical motivation for them. First, the condition $|X(t, \psi)| < 1 - \epsilon_1$ is easily justified by noting that if this is violated, $P_\pm \neq P_\pm$ and the tracking Hamiltonian in Eq. (19) is no longer Hermitian. This constraint therefore corresponds to a restriction on the currents that can be produced in a physical system to ensure that the state undergoes appropriate unitary time evolution.

The restriction imposed by Eq. (28) is somewhat more general as it does not make reference to the current being tracked. Nevertheless, we shall demonstrate here that it is reasonable to expect this property in physical systems. We first consider $K$ in a diagonal basis, using the transformation $\hat{c}_{j\sigma} = \sum_k e^{i\omega_k j} \hat{c}_{k\sigma}$ where $\omega_k = \frac{2\pi k}{L}$, and $L$ is the number of sites. The nearest neighbour expectation then assumes the form

$$K(\psi) = \sum_{k,\sigma} \cos(\omega_k) + i \sin(\omega_k) \langle \psi | \hat{c}_{k\sigma}^\dagger \hat{c}_{k\sigma} | \psi \rangle.$$  \[\text{(42)}\]

In the diagonal space, we immediately see that every occupied state in momentum space contributes components with equal magnitude but which differ by a phase. For an even number of particles (as is always the case at half filling), it is mathematically very easy to construct an arbitrary wavefunction such that each occupied state’s contribution is in antiphase with another, making $K(\psi) = 0$ and violating the tracking constraint. A simple example of this is shown in Fig. 2.

While it is possible to construct a wavefunction which violates Eq. (28), the question is whether such a wavefunction is truly physical. To answer this, we consider Eq. (12) in the tight binding limit ($\frac{U}{\pi} = 0$). In the diagonalised basis, this Hamiltonian is

$$\hat{H}(t) = -2t_0 \sum_{k,\sigma} \cos(\omega_k - \Phi(t)) \hat{c}_{k\sigma}^\dagger \hat{c}_{k\sigma}.$$  \[\text{(43)}\]

Notice that this shares a common eigenbasis with the nearest neighbour expectation. Before any driving occurs, the system is in the ground state $|\psi_g\rangle$, that minimises the system energy. Since the Hamiltonian is diagonal in the occupation number basis, the ground state will be a pure state $|\psi_g\rangle$ in this representation, and has
energy:

\[ \langle \psi_g | \hat{H} (0) | \psi_g \rangle = -2t_0 \sum_{k, \sigma} \cos (\omega_k) \delta (k, \sigma) = E_g \]  
(44)

where \( \delta (k, \sigma) = \langle \psi_g | c_{k\sigma}^\dagger c_{k\sigma} | \psi_g \rangle \) is 1 if the relevant mode is occupied in the ground state, and zero otherwise.

Clearly, the occupation numbers of the ground state will be such that Eq. (44) is minimised. If one has \( N = \sum_{\sigma} N_\sigma \) particles on an \( L \) site lattice, each spin species’ contribution to the ground state energy will consist of the \( N_\sigma \) momentum modes closest to \( \omega_k = 0 \). From this counting argument, it is possible to give an analytic expression for \( E_g = \sum_{\sigma} E_{g\sigma} \):

\[
\frac{E_{g\sigma}}{2t_0} = \begin{cases} 
1 + 2 \sum_{k=1}^{N_{\sigma} \neq 1} \cos (\omega_k) + \cos \frac{\pi N_{\sigma}}{2} & \text{if } N_\sigma > 0 \text{ is even,} \\
1 + 2 \sum_{k=1}^{N_{\sigma} \neq -1} \cos (\omega_k) & \text{if } N_\sigma \text{ is odd.}
\end{cases}
\]  
(45)

It is easy to see from this analytic expression that the only cases for which \( E_g \) is zero is either the vacuum or when every mode of both spin species is occupied, and the system dynamics are completely frozen.

Having established \( E_g \) is non-zero in all but the most trivial of circumstances, we now substitute it into the nearest neighbour expectation to obtain \( K (\psi_g) \):

\[
K (\psi_g) = \left\langle \psi_g \left| \sum_{j, \sigma} c_{j\sigma}^\dagger c_{j+1\sigma} \right| \psi_g \right\rangle = -\frac{E_g}{2t_0} + \lambda, \n\]  
(46)

\[
\lambda = i \sum_k \delta (k, \sigma) \sin (\omega_k) \]  
(47)

which means that for the ground state, \( K (\psi_g) \) has a non-zero real part and \( R (\psi_g) \) must be non-zero. Furthermore, since the Hamiltonian and nearest neighbour operators commute at all times in the diagonal basis, the value of \( R (\psi) \) is time-independent and therefore non-zero for all \( \psi \) that can be evolved from the ground state.

In a system with non-zero \( U \), we can consider only the kinetic term, which has the form

\[
\hat{H}_K = -t_0 \sum_{j, \sigma} \left( c_{j\sigma}^\dagger c_{j+1\sigma} + c_{j+1\sigma}^\dagger c_{j\sigma} \right). \]  
(48)

In this case, provided \( \langle \psi | \hat{H}_K | \psi \rangle \neq 0 \), an analogous argument can be made to justify Eq. (28). For this reason, we can consider that this constraint corresponds to the condition that there is some kinetic energy in the system, and the electrons have not been completely frozen (a natural precondition for observing any current).

We conclude this section with the observation that while in principle the derived constraints are highly non-linear inequalities in \( |\psi\rangle \), in practice simulations confirm the expectation that even at high \( U/N \), Eq. (28) is obeyed (see e.g. Fig. 6). Furthermore, it is relatively easy to satisfy Eq. (27) via a heuristic scaling of the target to be tracked, as these constraints limit only the peak amplitude of current in the evolution, and otherwise allow for any function to be tracked when appropriately scaled. If one is concerned only with reproducing the shape of the target current, then using a scaled target \( J_s (t) = k J_T (t) \) such that \( J_s (t) < 2 a t_0 R (t) \) will allow tracking unproblematically. Alternately, if one treats the lattice constant \( a \) as a tunable parameter, this can always be set for the tracking system so as to satisfy \( |X (t, \psi)| < 1 - e_2 \).

 Singularities in the control field are a common occurrence in tracking control, which often make a specified trajectory impossible to reproduce [12, 13, 30]. While singularities are present in the unconstrained model presented here, they are easily identified and avoided using the constraints derived above.

C. Multiple Solutions

We conclude this section with a demonstration that when the derived constraints of Eqs. (27,28) are not both satisfied, multiple solutions for \( |\psi\rangle \) and hence \( \Phi (t) \) are possible. To simplify algebra, we consider a \( U = 0 \) system, where \( \theta (\psi) = 0 \) regardless of the field applied when evolving from the ground state.

Now consider a situation where one uses tracking simply to reproduce the current produced by some field \( \Phi (t) \), i.e. \( J_T (t) \) and if the solution is unique, \( \Phi (t) = \Phi (t) \). Applying tracking to this situation, if

\[
\Phi (0) = 0, \quad |\Phi (t)| < \frac{\pi}{2}, \]  
(49)

then the solution is unique and \( \Phi (t) = \Phi (t) \).

If however there is a point where \( |\Phi (t)| = \frac{\pi}{2} \) then \( X (t, \psi) = 1 \) and Eq. (27) is violated. If the control field is continuous, then any \( \Phi (t) \) which does not obey Eq. (49) also violates Eq. (27). Fig. 6 confirms this violation, where both control fields generate the same current (shown in Fig. 6(a)), but have different functional forms.

The multiplicity of solutions shown can be understood physically in a simple manner. Reproducing the target current only requires that \( \sin (\Phi (t)) = \sin (\Phi (t)) \), but identical dynamics requires \( e^{i \Phi (t)} = e^{i \Phi (t)} \). The latter condition is much stricter, and only coincides with the tracking requirements when Eq. (19) is also obeyed. This phenomenon is illustrated in Fig. 6 where crossing the threshold produces two solutions that will track the target observable. It is therefore possible to generate tracking control fields which reproduce the target, but have quite different dynamics, and hence, multiple solutions for \( |\psi\rangle \) and \( \Phi (t) \).

We conclude this section with the observation that even in the case that \( |\psi\rangle \) is unique, the tracking field
sires, it is important to have an independent check that tracking has been achieved via a physical evolution rather than numerical aberrations. A particularly sensitive test of the physicality of a numerical simulation is checking that expectations obey the relevant Ehrenfest theorems (see e.g. Ref. [13]). These relate derivatives of a given expectation to other expectations. In the Hubbard model, there is an Ehrenfest theorem for $J(t)$, namely

$$\frac{dJ(t)}{dt} = e^{\alpha t} \sum_{j,\sigma} \left[ \langle [\hat{H}(t), c_{j,\sigma}^\dagger c_{j+1,\sigma}] \rangle \right]$$

$$- \frac{d\Phi(t)}{dt} \left( c_{j,\sigma}^\dagger c_{j+1,\sigma} \right) + \text{h.c.}$$  \hspace{1cm} (50)$$

which must be respected if the evolution is physical.

An important feature of the tracking Hamiltonian is that although the tracked variable will be reproduced by construction, there is no guarantee that any other observables will be tracked. This means that we only know a priori the left hand side of Eq. (50), which will correspond by construction to $\frac{dJ}{dt}$, and can therefore verify a simulation respects physical principles by checking that the independent expectations from the right hand side of Eq. (50) are correct. To do so, we assign the commutator in the first term of (50) the following shorthand

$$\frac{1}{U} \sum_{j,\sigma} \left[ [\hat{H}(t), c_{j,\sigma}^\dagger c_{j+1,\sigma}] \right] = C(\psi) e^{i\kappa(\psi)}$$  \hspace{1cm} (51)$$

from which we obtain an analytic expression for the current derivative in terms of the independent expectations defined by Eqs. (14) and (51):

$$\frac{dJ(t)}{dt} = -2e\alpha t \frac{d\Phi(t)}{dt} \left( R(\psi) \cos(\Phi(t) - \theta(\psi)) \right)$$

$$- 2e\alpha t U C(\psi) \cos(\Phi(t) - \kappa(\psi)),$$  \hspace{1cm} (52)$$

which provides a valuable consistency check for numerical simulations.

The Ehrenfest theorem also resolves the problem of $\Phi_T(t)$ being only unique modulo $2\pi$ when $|\psi|$ is unique. If at time $t$, $\Phi_T(t)$ correctly reproduces $J_T(t)$, then $\Phi_T(t) \to \Phi_T(t) + 2n\pi$, $n \in \mathbb{Z}$ will generate the same current. This means that at each time, one in fact has an infinite number of choices for $\Phi_T(t)$. This non-uniqueness leads to $\Phi_T(t)$ being non differentiable. To see this consider

$$\frac{d\Phi(t)}{dt} = \lim_{\Delta t \to 0} \frac{\Phi_T(t + \Delta t) - \Phi_T(t)}{\Delta t}.$$  \hspace{1cm} (53)$$

If the derivative exists for this solution, then switching solution to (for instance) $\Phi_T(t + \Delta t) \to \Phi_T(t + \Delta t) + 2n\pi$ would render $\Phi_T$ non-differentiable, as the limit on the right hand side of Eq. (53) would not exist. For the Ehrenfest theorem to be meaningful however, $\frac{d\Phi(t)}{dt}$ must exist. For this reason, the additional solutions resulting from adding integer multiples of $2n\pi$ at any time cannot be

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Control fields driving a $U = 0$ system, each of which generates the same current. Here there are multiple solutions, $\Phi(t) \neq \Phi_T(t)$ due to the violation of Eq. (27) at $\Phi(t) = \pm \frac{\pi}{2}$.}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{figure4.png}
\caption{When reproducing a current, while $|\Phi(t)| < \frac{\pi}{2}$, the solution is unique and $\Phi(t) = \Phi_T(t)$. If however at some time $t_0$, $\Phi(t_0) < \frac{\pi}{2}$ and at the next time step $\Phi(t_0 + \Delta t) = \frac{\pi}{2} + \alpha$, then the solution $\Phi_T(t_0 + \Delta t) = \frac{\pi}{2} - \alpha$ will generate the same current, but $\exp^{i\Phi_T(t_0 + \Delta t)} = e^{\pm 2i\alpha \pm i\Phi(t_0 + \Delta t)}$, breaking the dynamical symmetry between the two systems.}
\end{figure}
admitted as physical. Eq.(52) uniquely specifies \( \frac{d\theta}{dt} \), and stipulating that the evolution must obey this means that for a given initial condition, \( \Phi_T(t) \) has a unique solution. To test the Ehrenfest theorem, we take two systems at \( U = 0 \) and \( U = 7t_0 \), and drive them with the \( \Phi(t) \) shown in Fig.3 All results are obtained with a numerically exact time propagation of the correlated state. More details for these reference systems can be found in Ref.[17].

Fig.5 compares the dipole acceleration \( \frac{dJ(t)}{dt} \) calculated using Eq.(52) to the numerical gradient. It can be seen from that both calculations align perfectly, as they must for the system evolution to be considered physical. Extending this to tracking control, Fig.6 provides an example demonstrating that the Ehrenfest theorem is obeyed when tracking the current of a different system. This highlights the fact that the theorem is obeyed in two systems with the same current gradient, despite the fact that the non-tracked expectations do not match between simulations.

The verification provided by Ehrenfest theorems is particularly useful for tracking in high \( \frac{U}{t_0} \) simulations, when \( \theta(\psi) \) exhibits large oscillations. When this angle is calculated numerically, it is given a value between \( [-\pi, \pi] \). If on a timestep update this threshold is crossed, a numerical discontinuity is introduced by the assignment \( \theta(\psi) = \pm \pi \pm \delta \rightarrow \mp \pi \pm \delta \). The Ehrenfest theorem is sensitive to this artificial discontinuity, and can therefore be used to correct it in both \( \theta(\psi) \) and \( \Phi_T(t) \). An example of a control field where this correction is necessary is shown in Fig.7

V. EXPERIMENTAL FEASIBILITY

Although the previous section, and the material mimicry done in Ref.[17] demonstrates that the tracking strategy is successful in silico, there remains a question of the experimental feasibility of generating the laser pulses prescribed by the tracking strategy. Although it is possible to implement a control scheme which reflects experimental constraints [9, 10], this in general does not guarantee an exact match with the target. In order to guarantee exact tracking in Ref. [17], neither the intensity nor bandwidth of the driving field was constrained.

As a first test of the experimental feasibility of our method, we examine the effect of introducing a cut-off frequency \( \omega_c \) to the control field obtained from the material mimicry in Ref.[17]. Taking \( \Phi_T(t) \) from Eq.(16), we make a cut-off in frequency space such that \( \Phi_T(\omega > \omega_c) = 0 \). This post-processed control field is then used to solve the Schrödinger equation for the same system \( \Phi_T(t) \) was originally applied to.

As targets, we use reference spectra (the Fourier trans-
form of the dipole accelerations presented in Fig. 7, which are shown in Fig. 8 and results can be seen in Fig. 9. Two conclusions can be drawn from these results. First, when tracking the insulating systems spectrum in the conducting limit, as shown in Fig. 8 (b), the spectrum matches its target well while \( \omega < \omega_c \), after which it is strongly suppressed. Conversely, in the case where a system with very strong onsite-repulsion tracks the tight-binding spectrum (as in Fig. 9 (a)), the response to the cut-off appears highly non-linear, and a very broadband pulse with a cutoff of \( \omega_c \approx 50\omega_0 \) is needed to reproduce the four most prominent harmonics associated with \( J^{(i)}(t) \). This suggests that when two materials are at greater distances from each other in the phase diagram, greater bandwidth in the control field is required for tracking.

When tracking both reference spectra in an intermediate material \( \frac{U}{\omega_0} = 1 \), we find more promising results, as shown in Fig. 10. In this case, a linear dependence on \( \omega_c \) is observed in both tracked spectra, and one is able to recover the most prominent harmonics of the \( \frac{U}{\omega_0} = 0 \) reference system at a potentially realisable \( \omega_c = 10\omega_0 \).

VI. DISCUSSION

In this paper we have expanded on the work presented in Ref. [17]. In addition to providing a more complete derivation for the tracking model’s equation of motion, constraints guaranteeing Hermiticity and a unique evolution were rigorously derived. Although these constraints restrict the size of imitable currents in tracking, this can be circumvented either by scaling the current one wishes to track, or modifying system parameters such that the constraints are obeyed. The ability to transparently identify and remove singularities via scaling represents a tangible advantage over more generic tracking strategies [12, 15, 30].

The derived constraints of Eqs. (27, 28) also highlight an interesting ambiguity in the tracking model, namely that in some circumstances multiple control fields will track the same target expectation. This raises a question for future investigations about the enumeration of these solutions, and how their dynamics differ. An Ehrenfest theorem for the tracked expectation was also introduced for the purpose of verifying the consistency of the numerics with the constraints of physical principles. By
insisting that this Ehrenfest theorem be obeyed removes unphysical discontinuities that can arise from the periodic effect of $\Phi(t)$ on the dynamics.

In investigating the potential to realize this tracking experimentally with finite-bandwidth applied fields, we employed a low-pass filter on the tracking control field $\Phi_T(t)$. This produced an interesting asymmetry in the tracking response to the cut-off frequency $\omega_c$. While systems tracking to the cut-off frequency $\omega_c$ always displayed a linear dependence, this linearity was not always observed for the converse case of tracking lower $\frac{U}{t_0}$. While there appears to be a regime of linear dependence when the gap between the original and tracked system parameters is sufficiently small (see Fig.10). Fig.9 shows that when the two systems are separated by greater distances on the phase diagram, the current response to a cut-off in $\Phi_T(t)$ is highly non-linear.

To achieve the fine control over expectations shown both in this paper and Ref.[17], it will be necessary to adapt the tracking strategy to reflect experimental constraints. A potential future avenue is to optimise tracking results while only utilising a small number of discrete, experimentally feasible frequencies, rather than the unrestricted broadband pulses used in the simulations presented here. Finally, the same concepts used to derive the model presented here could potentially be applied to optimal dynamic discrimination (ODD). This problem is essentially the converse to that of tracking control, in which one distinguishes very similar quantum systems using the dynamics induced by properly shaped laser pulses [31, 32]. Given that the requirements for discrimination are similar to those for tracking control, the former may benefit from the techniques presented here.
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