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Abstract—The conditional intensity (CI) of a counting process $Y_t$ is based on the minimal knowledge $\mathcal{F}^Y_t$, i.e., on the observation of $Y_t$ alone. Prominently, the mutual information rate of a signal and its Poisson channel output is a difference functional between the CI and the intensity that has full knowledge about the input. While the CI of Markov-modulated Poisson processes evolves according to Snyder’s filter, self-exciting processes, e.g., Hawkes processes, specify the CI via the history of $Y_t$. The emergence of the CI as a self-contained stochastic process prompts us to bring its statistical ensemble into focus. We investigate the asymptotic conditional intensity distribution (ACID) and emphasize its rich information content. We assume the case in which the CI is determined from a sufficient statistic that progresses as a Markov process. We present a simulation-free method to compute the ACID when the dimension of the sufficient statistic is low. The method is made possible by introducing a backward recurrence time parametrization, which has the advantage to align all probability inflow in a boundary condition for the master equation.

I. INTRODUCTION

The study of the Poisson channel dates back to the 70s. While originally introduced as a model of optical communication [1], its setting is ubiquitous in various fields of research for modeling event counts: An input signal $X_t$, possibly corrupted by dark current, is partially observed via point observations. In the terminology of Cox [2] and Snyder [3], the channel output $Y_t$ is a doubly stochastic Poisson process with feedback-less intensity $\lambda_t = \lambda(X_t)$.

Much is already known about the Poisson channel. In particular, its capacity under amplitude constraint $X_t \in [0, c]$ was determined by Kabanov [4] shortly after its introduction. However, the capacity-achieving input distribution is found to switch infinitely fast between 0 and $c$ [4, 5]. This flaw in terms of physical interpretability was addressed by adding constraints on the bandwidth [6]–[8]. While reducing the class of input processes this necessitates to review the task of computing the MI.

Besides taking its definition

$$\mathbb{I}(X[0,T], Y[0,T]) := \mathbb{E}\left[\ln \frac{d\mu^X_{T} \times \mu^Y_{T}}{d\mu^X_{\infty} \times \mu^Y_{\infty}}\right] \tag{1}$$

as a departure for the computation, an expression found to be useful was obtained by Liptser [9]

$$\mathbb{I}(X[0,T], Y[0,T]) = \int_0^T \mathbb{E}[\phi(\lambda_t) - \phi(\hat{\lambda}_t)] \, dt, \tag{2}$$

where $\phi(z) = z \ln z$ and $\hat{\lambda}_t = \mathbb{E}[\lambda_t | \mathcal{F}_t^Y]$. Although other results on links between the MI and conditional estimation received considerable attention [10], [11], the classical expression eq. (2) remains the standard (besides the definition eq. (1)) when searching for ways to compute the MI [12], [13].

The difficulty in computing the MI via eq. (2) clearly lies in the computation of $\mathbb{E}[\phi(\lambda_t)]$. Different approaches address this. (i) In case of a stationary input $\lambda_t$, one can consider

$$\lambda_t \to \lambda_\infty, \quad \hat{\lambda}_t \to \hat{\lambda}_\infty$$

in distribution, still allowing conclusions about the mutual information rate

$$\mathbb{I}(X, Y) := \lim_{T \to \infty} \frac{1}{T} \mathbb{I}(X[0,T], Y[0,T]) = \mathbb{E}[\phi(\lambda_\infty)] - \mathbb{E}[\phi(\hat{\lambda}_\infty)]. \tag{3}$$

(ii) Properties of the function $\phi$ (Lipschitz for bounded $\lambda$ [4] or non-negative third derivative [8]) were used for a reduction to second order moments of $\lambda_\infty$. (iii) Kabanov, Davis used martingale theory with its rich second order analysis tools. (iv) The conditioning on a coarser sigma-field [7] or the use of a suboptimal estimator [8] provided upper bounds. (v) Alternatively, one needs to have the knack for choosing tractable input process classes. For example, piecewise-constant input trajectories, whose amplitudes follow a Markov chain were considered [14].

We took the approach (i) combined with (v), restricting ourselves to continuous-time Markov chains $X_t$ with low number of input states. Its appearance on the right-hand side of (3) is our main motivation to look at the distribution of $\lambda_\infty$, the asymptotic conditional intensity distribution (ACID). With the spotlight being on $\lambda_t$, we elaborate on its interpretation...
as conditional intensity in I-A. A summary of our general contributions is followed by a confined focus on cell biology for interested readers (I-B). In I-C we advocate that the study of ACID can be beneficial beyond the information rate.

A. Conditional intensity view replaces estimator perspective

The conditional mean \( \hat{\lambda}_t = \mathbb{E}[|\lambda_t|_{\mathcal{F}_t}] \) is often regarded as an estimator of \( \lambda_t \). There is a clear justification for this: For each \( t \geq 0 \)

\[
\mathbb{E}[|\lambda_t|_{\mathcal{F}_t}] = \arg \min_Z \mathbb{E}[(\lambda_t - Z)^2]
\]

(4)
among all random variables \( Z \) that are \( \mathcal{F}_t \)-measurable. But this interpretation attributes a notion of deficit to \( \hat{\lambda}_t \); While \( \lambda_t \) is the true intensity of \( Y_t \), we obtain merely its optimal yet inaccurate approximation via \( \hat{\lambda}_t \). We advocate a different perspective throughout the paper.

The process \( Y_t \) is a self-exciting process with intensity \( \lambda_t \), which has been known at least since the monograph [3] by Snyder. How can \( Y_t \) have two intensities? How can \( \hat{\lambda}_t \) be on a par with \( \lambda_t \)? This puzzle is solved if one incorporates that the intensity \( \lambda_t \) of a general counting process \( Y_t \) has an \( \mathcal{F}_t \)-dependency. This dependency can be expressed in at least two ways: (i) explicitly but not of operational value for mathematical proofs

\[
\lambda_t = \mathbb{E}[dY_t|\mathcal{F}_t],
\]

(ii) implicitly, and beneficial for mathematical rigidity [15] by requesting

\[
Y_t - \int_0^t \lambda_s \, ds
\]
to be an \( \mathcal{F}_t \)-martingale. It implies that a general counting process \( Y_t \) can possess several intensities. For a strictly coercive \( \mathcal{G}_t \subseteq \mathcal{F}_t \) and corresponding intensities \( \lambda_t, \hat{\lambda}_t \), Bremaud’s innovation theorem provides \( \hat{\lambda}_t = \mathbb{E}(|\lambda_t|_{\mathcal{G}_t}) \). This allows the following interpretation of eq. (3). The information rate is not a difference functional between the true intensity and its deficient estimate, but between two intensities that differ in the state of knowledge: \( \mathcal{F}_t^{-X,Y} = \sigma(X_s, Y_s : s \leq t) \) vs. \( \mathcal{F}_t^{-Y} = \sigma(Y_s : s \leq t) \). We follow Bremaud [16] and Daley, Vere-Jones [17] in using the term conditional intensity for the \( \mathcal{F}_t^{-Y} \)-intensity. It is not to be confused with its other usage as a special case of the Papangelou intensity.

Far from being an estimator with deficits, the conditional intensity \( \hat{\lambda}_t \) is canonical one among the \( \mathcal{F}_t^{-Y} \)- and \( \mathcal{F}_t^{-X,Y} \)-intensities. The \( \mathcal{F}_t^{-Y} \)-intensity can be defined for any counting process \( Y_t \), with no need to specify an external process. And it has a standing as being the intensity with respect to the minimal filtration to which \( Y_t \) is adapted.

The estimator perspective regards \( \mathbb{E}[|\lambda_t|_{\mathcal{F}_t}] \) as a function of the history \( \{Y_s : 0 \leq s \leq t\} \). This complicated functional dependence makes it hard to understand \( \hat{\lambda}_t \rightarrow \lambda_{\infty} \). In contrast, the conditional intensity view offers a self-contained description of \( \lambda_t \). It emancipates from \( Y_t \) when both have common jumps. This view guides our understanding of \( \lambda_t \rightarrow \lambda_{\infty} \).

We restrict our study of ACID to processes \( Y_t \) for which \( \hat{\lambda}_t \) is obtained from a piecewise-deterministic Markov process. Within the scope of this work, we review that Markov-modulated Poisson processes belong to this class [18], as do the Hawkes process [19], [20] and approximate filters, introduced in section I-C. We exploit that the ACID can then be obtained from generator theory of Markov processes [21]. To this end, we contribute a backward recurrence time parametrization (BRet-P), whose advantage is the alignment of all probability inflow. Since our numerical method works via grid discretization, it is limited in the dimension of the piecewise-deterministic Markov process. But conceptually, BRet-P opens the door for new numerical methods that compute the MI without Monte Carlo simulation. We illustrate how our method helps with screening for system parameters that optimize the information rate under bandwidth-like constraints. Applications beyond information theory complement the case studies.

B. Path mutual information in cell signaling

Our particular interest lies in studying the mutual information between time-varying signals in biological systems. We review the state of the art of information theory in cell biology to locate our contribution to the field. Readers mainly interested in the method can skip this paragraph.

It is widely assumed that the optimization of the MI could be an evolutionary strategy to mitigate noise in the cellular signalling via metabolites and in gene regulatory networks [22]. There is mounting evidence that information is encoded in the temporal profile of biomolecules [23]–[25], but the exact mechanisms how temporal features result in decision making are unclear [26]. A path MI that is sensitive to temporal effects has been recently introduced for a class of chemical reaction networks [13]. The MI is often interpreted as a measure for the amount of input states that can be resolved accurately [27]. From an engineering perspective maximizing the path MI between sensor and actuator could thus define a design principle to construct cellular circuits. Information theory has been used to reveal fundamental physical limits of information transmission guiding our understanding of gene regulatory motifs as information processing units [12], [28].

Why is the Poisson channel used as a communication model in cells? Chemical reaction networks are standard Markov approaches in the stochastic modeling of gene regulation in cells. Reactants \( X_1, \ldots, X_n \) are converted, synthesized and degraded in reactions

\[
R_j : \sum_{i=1}^n \nu_{ij} X_i \xrightarrow{r_j} \sum_{i=1}^n \eta_{ij} X_i, \quad j = 1, \ldots, m.
\]

This induces a continuous time Markov chain (CTMC) on the state space \( \mathbb{N}_0^n \) of molecule counts \( \vec{k} = (k_1, \ldots, k_n) \), where the non-diagonal entry \( (\vec{k} \rightarrow \vec{l}) \) in the generator matrix is

\[
\sum_{j=1}^m \prod_{i=1}^n \frac{k_i}{\nu_{ij}} (\vec{l} - \vec{k} - \vec{\nu}_j - \vec{\nu}_j).
\]

The order of reaction \( R_j \) is \( \sum_{i=1}^n \nu_{ij} \). For instance, the standard transcription model with the two-state promoter (Fig. 1a)
contains a first-order synthesis reaction

\[ P_{\text{on}} \rightarrow P_{\text{on}} + \text{mRNA} \]

The homogeneous Poisson process corresponds to a zero-order reaction. First-order reactions can be interpreted as zero-order reactions with stochastic modulation, i.e., as Poisson channel with linear \( \lambda(X_t) \) (Fig. 1b). More generally, the Poisson channel accounts for the discrete nature of reactions \( R_j \) with the reaction counts \( Y_j(t) \) up to time \( t \) being the Poisson channel output. Suited for the low copy number regime, it can bring to attention the bottleneck character of sensor molecules that sense a continuous signal but whose synthesis events are restricted to the discrete regime [12], [29]. Adhering to our goal of including temporal effects, the Poisson channel is suited because it is capable of modeling time-varying inputs and outputs.

Computing the path MI over Poissonian channels is difficult. Many works of research resort to basing the MI on single time-point marginals ignoring any encoding in the temporal profile [22], [30], [31]. Other approaches are the following: (i) Gaussian approximations of the input to make use of analytic results [12], (ii) Monte Carlo estimators [13], [32], [33]. Not rarely, the intractability decayed researchers to resort to other channels such as the Gaussian channel [34], [35]. We contribute to information theory in biology by presenting a Monte Carlo-free numerical computation of the path mutual information rate of a Poisson channel for Markovian input with low state number.

C. Approximate filters and approximate marginal simulation

The study of ACID can be beneficial beyond its appearance in the information rate of the Poisson channel. Markov-modulated Poisson processes do not only serve as communication channel models. They provide observation models for open systems, i.e., the counting process can be regarded as a subsystem that is embedded in a heat bath [36] or environment [37]. The Markovian environment modulates the intensity of the observed subsystem.

In the biological cell, for instance, the rate of transcription synthesis events is modulated by multiple factors [38]. Recruitment of polymerase and transcription factors as well as unwinding of the DNA strand, all contribute to the activation of a promoter state, where transcription is initiated [39]. The combination of these factors can be regarded as a random environmental process modulating the rates in the observed main process, here transcription synthesis (Fig. 1b).

An observation model of the subsystem requires modeling the unobserved context, e.g., as Markovian environment. After marginalizing over the environment, the CI describes the main process in an uncoupled way. Sample trajectories, i.e., Monte Carlo samples, can be obtained by simulating the main process as a self-exciting counting process whose rate is the CI. In practice, this is done via thinning [40] or by the inverse transform method to sample sojourn times. This marginal simulation replaces the co-simulation of the environment and promises a potential speed-up. Only the effective rate \( \lambda_t \) is used, neglecting fluctuations of the environmental process that are not transmitted to the main process. However, unclosed conditional moment equations pose a serious challenge to achieving the goal of fast marginal simulation [37]. This problem is addressed by approximate filters obtained from conditional moment closure, assumed density filtering, variational inference, entropic matching or projection [3], [41], [42]. Prominently, the Hawkes process can be obtained from projection onto the class of linear estimators and can thus be regarded as an approximate filter. We call the marginal simulation with an approximate filter approximate marginal simulation.

The process that results from approximate marginal simulation is self-exciting, but in general not a Markov-modulated Poisson process any more. Do characteristics of \( Y_t \), such as the mean or variance evolution, stay invariant under approximate marginal simulation? A full, but often intractable characteristic is the path measure of \( Y_t \). The ACID provides a partial characteristic that exceeds first- and second-order analysis but is less complex than the path measure. It can assist as a discrimination tool to detect dissimilar approximate filters. We demonstrate this using the Hawkes process.

II. Method

Let \( Y_t \) be a counting process. Its canonical filtration is \( \mathcal{F}_t = \sigma(Y_s : s \leq t) \). Denote by \( \lambda_t \) the \( \mathcal{F}_t \)-intensity of
the process \( Y_t \). We refer to it as the \textit{conditional intensity} (CI).

\[ \lambda_t = \mathbb{E}[\lambda(X_t) | \mathcal{F}_t^Y] = \sum_x \lambda(x) \Pi_t(x) . \]

It is also denoted as the filter mean or causal conditional mean estimate.

We now consider \( \theta(t) := \Pi_t \in [0, 1]^{[\mathcal{X}]} \) at jump times and \( \theta(t) = \theta(t - \tau(t)) \) else, and derive that the process \( (\tau(t), \theta(t)) \) is a BReTP of \( \lambda_t \). In order to do so, we introduce auxiliary functions \( l, u \) and \( f \) to define the functions \( m \) and \( g \) in this context. Let \( l(\pi) := \sum_x \lambda(x) \pi(x) \) be the mean functional. Observe that, by the relation \( \lambda_t = l(\Pi_t), \) the ODE system (6) is closed and autonomous. Denote by \( \tau \mapsto u(\tau, \pi) \) its solution with initializiation \( \Pi_0 = \pi \in [0, 1]^{[\mathcal{X}]} \). The jump update \( f, x \rightarrow f \circ m \) satisfy the properties (A2) and (A3).

Remark II.1. It is crucial to note that we can indeed consider \( Y_t \) to be jump with intensity \( \lambda_t \) instead of \( \lambda_t \). In condition (B2), if we replaced \( \lambda_t \) by \( \lambda(X_t) \) we would lose the self-contained description of \( \lambda_t \) that even disposes of \( Y_t \) itself. To this end, in process equation (8), replace \( Y_t \) by \( Y_t, \) where \( Y_t \) is a self-exciting counting process with intensity \( \lambda_t \). The processes \( Y_t \) and \( \hat{Y}_t \) are equal in distribution. So instead of \( Y_t \) we consider \( \hat{Y}_t \) in the first place and drop the tilde for convenience.

The fact that the Snyder filter is a piecewise-deterministic Markov process has been observed before [46]. For the particle interpretation of this fact we refer to [18].

\[ \hat{Y}(t) = F(V(t)) \]

with the deterministic dynamics \( F \) between jumps of \( V(t), \) and at jumps they are updated to

\[ \hat{Y}(t) = F(V(t^-)) \]

with the update function \( f = (f_1, \ldots, f_n): \mathbb{R}^{n_0} \rightarrow \mathbb{R}^{n_0} \). Let further be \( l: \mathbb{R}^{n_0} \rightarrow \mathbb{R} \) a deterministic functional of the state variable, such that \( \lambda_t = l(\hat{V}(t)) \). We call \( V_1, \ldots, V_{n_0} \) \textit{sufficient state variables of joint Markovian progression}, because they form a Markov process by arguments analogous to (B1)-(B3) and are sufficient in that the conditional intensity can be computed from them. Denote by \( \tau \mapsto u(\tau, v) \) the solution of eq. (9) with initial value \( V_0 = v_0 \). Suppose that \( V_{n+1}, \ldots, V_{n_0} = v_{n_0} \) are constant, i.e., the values \( V_{n+1}, \ldots, V_{n_0} \) are reset to the same values \( v_{n_0} \) at any jump. We now construct the process \( (\tau(t), \theta(t)) \). As sufficient statistic it suffices to define \( \theta(t) = (V_1(t), V_n(t)) \) at jumps and \( \theta(t) = \theta(t - \tau(t)) \) else, automatically satisfying (A1). The extension operator \( \Sigma(\theta) := (\theta, v_{n_1+1}, \ldots, \nu_{n_0}^0) \) concatenates the current state with the constants. The truncation operator \( \Gamma(v) = (v_0^0, \ldots, v_{n_0}^0) \) projects onto the first
n components. The functions \( m(\tau, \theta) = l \circ u(\tau, \Sigma(\theta)) \) and \( g(\tau, \theta) = \Gamma \circ f(\tau, \Sigma(\theta)) \) satisfy the properties (A2) and (A3).

Remark II.2. We return to section II-B and exclude the state variables with constant reset value. Namely, conservation of probability mass and zero-states reduce the dimension of the sufficient statistic.

(i) In eq. (8) the evolution equation of the last \( x \) can be replaced by the trivial evolution of \( \sum_x \Pi_t(x) \). The value of this sum is constantly 1. Hence, the number of state variables \( n_0 \) is at most \(|X| - 1\). A reparametrization may further decrease the number.

(ii) Call any \( x \in X \) with \( \lambda(x) = 0 \) a zero-state. For zero-states, the reset value of the corresponding \( \Pi_t(x) \) in eq. (7) is 0, i.e., \( f \) is constant for these components. Hence, the conditional probabilities for the zero-states need not be tracked in the sufficient statistic \( \theta \). The dimension of \( \theta \) can be reduced to

\[ n \leq |\{x \in X : \lambda(x) > 0\}| - 1. \tag{11} \]

**D. BReT-P examples**

We list examples of parametrizations in order to convey the intuition behind the sufficient state variables of joint Markovian progression. The examples introduced here serve as our case studies in section III, highlighting different aspects of the BReT-P method and usage of ACID. In case studies 1) to 3) ACID is used to evaluate the mutual information rate via (3). Examples 4) an 5) show how the analysis of ACID exceeds first and second order analysis, both on the CI level and the level of \( Y_t \). Contrasting examples 2) and 4) illustrates how ACID can discriminate approximate filters. The table II-D summarizes the computational details of the examples.

1) Random telegraph model: The input \( X \) is a random telegraph model on \( X := \{0,1\} \) with On and Off rates \( k_1, k_2 \) and \( \lambda(x) = cx \). By remark II.2(i) \( \Pi_t(1) \) is a sufficient state variable (i.e., \( n_0 = 1 \)). It evolves according to eq. (6) as

\[ \dot{\Pi}_t(1) = k_1 - (k_2 + k_3 + c)\Pi_t(1) + c\Pi_t(1)^2. \tag{12} \]

For the conditional intensity, we get

\[ \lambda_t = c \cdot \Pi_t(1) + 0 \cdot (1 - \Pi_t(1)) \]

which means \( l(\pi_t) = c\pi_t \). The zero-state reduces the dimension. Indeed, by eq. (7) the reset is \( f(\pi_t) = 1 \), so the dimension of \( \theta \) can be chosen \( n = 0 \) as discussed in subsection II-C, compare also eq. (11). Consequently, the scalar \( \tau(t) \) suffices as BReT-P. Let \( \tau \mapsto u(\tau) \) be the solution of the ODE with initial value \( \pi_1 = 1 \), then \( \dot{\lambda}_t = m(\tau(t)) = l \circ u(\tau(t)) = cu(\tau(t)) \).

The BReT-P method helps in analyzing how \( I(X,Y) \) depends on the system parameters \( k_1, k_2, c \), see paragraph III-A, with the goal to answer questions of optimality under constraints \( 0 < k_1 \leq r_1, 0 < k_2 \leq r_2 \).

2) Random telegraph model with dark current: Let \( X \) be a random telegraph model as before, but this time, \( \lambda(0) := \lambda_0 > 0 \) introduces a dark current. Define \( \lambda_1 := \lambda(1) > \lambda(0) \) and the amplitude \( \Delta \lambda := \lambda_1 - \lambda_0 \). By remark II.2(ii) again \( n_0 = 1 \). Choose \( \lambda_t = \lambda_0 + \Pi_t(1) \Delta \lambda \) as sufficient state variable of Markovian progression. Being an affine-linear transform of eq. (8), it evolves as

\[ \dot{\lambda}_t = \left\{ \begin{array}{ll} k_1 \Delta \lambda - (k_2 + k_1 + \Delta \lambda)(\lambda_t - \lambda_0) \\ + (\lambda_t - \lambda_0)^2 \end{array} \right\} \text{d}t + (\lambda_{t-} - \lambda_0)(\lambda_1 - \lambda_{t-}) \text{d}Y_t. \tag{13} \]

(13) By their affine-linear relation, \( \lambda_t \) and \( \Pi_t(1) \) are equivalent choices.) From eq. (11) we can only conclude \( n \leq 1 \). Thus, we have \( (\tau(t), \theta(t)) \) with \( \theta(t) = \lambda_t \) at jumps as BReT-P. BReT-P helps in investigating how dark current alters \( I(X,Y) \), see paragraph III-B.

3) CTMC with two On states: Let \( X \) be an arbitrary ergodic CTMC with \( n \) states and \( \lambda : X \to \{0,c\} \) be binary with two active, i.e., non-zero states \( x_1, x_2 \). We refer to the model as double On (DON). Then introduce the conditional probability of being in an active state

\[ Z_t = \Pi_t(x_1) + \Pi_t(x_2) \]

and \( U_t := \Pi_t(x_1)/Z_t \) the contribution of \( x_1 \) to this conditional probability. Then \( V_t := (U_t, Z_t, \Pi_t(x_3), \ldots, \Pi_t(x_{|X|-1})) \) are sufficient variables of joint Markovian progression. The reset value at jumps is \( (U_{t-}, 1, 0, \ldots, 0) \). Since all but the first component are set to a constant at jumps, the sufficient statistic \( \theta(t) = U_t \) at jumps has dimension \( n = 1 \). The progression of \( V_t \) can be found by the chain rule from eq. (8). We only elaborate on it for the circular CTMC with double On state and single Off state (DONSO), depicted in figure 2. Let \( \alpha_{01}, \alpha_{11}, \alpha_{10} \) be the transition rates of going from inactive to first active, first to second active and second active back to inactive, then the generator matrix is of the form

\[ A = \begin{pmatrix} -\alpha_{11} & \alpha_{11} & 0 \\ 0 & -\alpha_{10} & \alpha_{10} \\ \alpha_{01} & 0 & -\alpha_{01} \end{pmatrix}. \tag{14} \]

The evolution of the conditional probabilities \( \Pi_t(x_1) \) and \( \Pi_t(x_2) \) is

\[ \Pi_t(x_1) = \alpha_{01}(1 - Z_t) - \alpha_{11}\Pi_t(x_1) - c(1 - Z_t)\Pi_t(x_1) \]

and

\[ \Pi_t(x_2) = \alpha_{11}\Pi_t(x_1) - \alpha_{10}\Pi_t(x_2) - c(1 - Z_t)\Pi_t(x_2). \]
| Model                  | Type | $V(t)$          | $n_0$ | $n$ | $l$ | $u$ | $F$          | $f$ |
|-----------------------|------|-----------------|-------|-----|-----|-----|--------------|-----|
| Random telegraph      | MM   | $\Pi_t(1)$      | 1     | 0   | $c\pi_1$ | ✓   | Eq. (12)    | 1   |
| Dark current          | MM   | $\lambda_t$    | 1     | 1   | id  | ✓   | Eq. (13)    | $\lambda^{-1}(\lambda - \lambda_0)(\lambda_1 - \lambda) + \lambda$ |
| Double On             | MM   | $(U_t, Z_t, \Pi_t(x_3), \ldots, \Pi_t(x|X| - 1))$ | $|X| - 1$ | 1   | $cz$ | -   | Ito from Eq. (6) | $(u, 1, 0, \ldots, 0)$ |
| Double On Single Off  | MM   | $(U_t, Z_t)$    | 2     | 1   | $cz$ | -   | Eq. (17)-(18) | $(u, 1)$ |
| Hawkes                | SE   | $\lambda_t$    | 1     | 1   | id  | ✓   | Eq. (20)    | $\lambda + \beta$ |
| Gamma filter          | SE   | $(M_t, S_t)$    | 2     | 1   | $cm$ | -   | Eq. (21)    | $(m, s) + (sm^{-1}, s^2m^{-2})$ |

**TABLE I**

The type indicates whether the model is a Markov-modulated (MM) Poisson process or self-excitation (SE) counting process. The minus (−) in the column $u$ indicates that no analytic solution is available for $\tau \mapsto u(\tau, \nu(t))$.

---

Via the function $\varphi(\pi_1, \pi_2) = (\pi_1/(\pi_1 + \pi_2), \pi_1 + \pi_2) = (u, z)$ this transforms to

$$
\dot{U} = -\alpha_1 U + \alpha_{o1} \frac{(1 - Z)(1 - U)}{Z} + \alpha_{o2} U(1 - U) \tag{17}
$$

$$
\dot{Z} = -c(1 - Z) + \alpha_{o1}(1 - Z) - \alpha_{o2}(1 - U)Z. \tag{18}
$$

The update function according to eq. (7) is $f(u, z) = (u, 1)$, i.e., constant in the second component. Figure 3 visualizes how trajectories for different initial values $[\dot{U}(\tau), Z(\tau)]_{\tau=0} = [\theta, 1]$ evolve. The coordinate system shows the plane $(\pi_1, \pi_2)$, while the grid indicates the transformed radial-like coordinates $(u, z)$. The DONSOFF model is equivalent to a binary semi-Markov process with exponential sojourn times in the Off state, while the sojourn time in the On state is the convolution of two exponential distributions. It serves as an example of a non-Markovian binary input to the Poisson channel whose $\Pi(X, Y)$ is compared to the Markov case, see case study III-C.

4) **Hawkes process**: The Hawkes process [19] is a self-excitation counting process whose conditional intensity evolves like

$$
\dot{\lambda}_t = \mu_0 + \int_0^t H(s, t) \, dY_s, \tag{19}
$$

where $\mu_0 \geq 0$ is a base intensity. For the standard Hawkes process with exponential kernel $H(s, t) = \beta e^{-\alpha(t-s)}$, the CI turns out to be of Markovian progression [17], [20]

$$
d\hat{\lambda}_t = -\alpha(\hat{\lambda}_t - \mu_0) \, dt + \beta \, dY_t. \tag{20}
$$

The sufficient statistic $\theta(t)$ can be chosen as $\hat{\lambda}_t$ at jump times. The functions $m(\tau, \theta) = \mu_0 + e^{-\alpha \tau} (\theta - \mu_0)$ and $g(\tau, \theta) = m(\tau, \theta) + \beta$ satisfy (A2) and (A3). The equilibrium distribution of $\hat{\lambda}_t$, i.e., the ACID, is mentioned in the literature [17], [20], partly because it helps in realizing a stationary Hawkes process. A Hawkes process whose initial intensity value is drawn from ACID is in the stationary regime from the start. We demonstrate how ACID contains more information than the mean and variance of $\hat{\lambda}_\infty$, see case study III-D. Oakes [20] suggested that the ACID can be found by iteratively solving an integral equation, but does not elaborate more on it. Daley & Vere-Jones [17, 7.2.5 (iii)] provide a manual for setting up the integral equation and solving it with the method of steps. We are not sure whether Oakes meant this method by “iterative solution”. We provide a different approach using BReT-P and a fixed point iteration.

Besides being an interesting counting process model on its own that has seen a variety of applications in different fields of research, the Hawkes process can also be regarded as an approximate filter. It is obtained by projection onto the class of linear estimators under the quadratic criterion and we therefore also call it the optimal linear estimator. In case study III-D1 we elaborate on this and employ the ACID to discriminate between the exact Snyder filter and the optimal linear filter in III-D2.

5) **The Gamma filter**: The Gamma filter [37], [41] is an approximate filter obtained from conditional moment closure. It departs from the linear modulation by a Cox-Ingersoll-Ross process [47] with stationary CIR-mean $\mu$ and CIR-autocovariance function $\sigma^2 e^{-\gamma t}$, i.e., $X_t \sim \text{CIR}(\mu, \sigma^2, \gamma)$ and $Y_t$ is a doubly stochastic Poisson process with $\lambda_t = cX_t$. The Gamma filter is the assumed density filter, where $X_t|Y_{[0,t]}$ is assumed to be Gamma distributed. With two degrees of freedom for the Gamma distribution, two equations sufficiently describe the filter. One governs the mean, one governs the variance. Expressing the Gamma’s third centered moment in terms of mean and variance justifies the replacement $\mathbb{E}[(X_t - \mu)^3[Y_t^2]] = \frac{2\sigma^3 (\mu - \mu_0)^2 (\mu_0 + \gamma)^2}{\mathbb{E}(X_t^i|Y_t^j)}$. Consider an approximate marginal simulation of $\hat{Y}_t$ that uses the Gamma filter. This yields a self-exciting process $Y_t$ with $(M_t, S_t)$ mimicking...
The CI \( \tilde{\lambda}_t \) is a Markov-modulated Poisson process and

\[
dM_t = \{-\gamma(M_t - \mu) - cS_t\} dt + \frac{S_t}{M_t} dY_t
\]

\[
dS_t = \{-2\gamma(S_t - \frac{\sigma^2}{\mu} M_t) - 2c \frac{S^2_t}{M_t^2} dY_t. \quad (21)
\]

It is instructive to contrast approximate marginal simulation of \( Y_t \) with estimation of \( X_t \). Both techniques can make use of the equations (21). In estimation the process \( Y_t \) is self-exciting with intractable CI \( cE[X_t | Y_t^\gamma] \), while in approximate marginal simulation \( Y_t \) is by definition self-exciting with \( cM_t \).

We proceed with the latter perspective. While the CI \( \tilde{\lambda}_t \) alone is not of Markovian progression, the joint \( V_t = (M_t, S_t) \) is, yielding \( n = n_0 = 2 \).

With \( \theta(t) = (M_t, S_t) \) at jump times, the sufficient statistic can be defined.

The Gamma filter and optimal linear filter are obtained from different closure schemes. In case study III-E the ACID is employed to discriminate between approximate marginal simulations with either one. The case study of the Gamma filter indicates the limitations of ACID as a discrimination tool for approximate filters. It, however, informs a decision, in which parameter regime to replace the Gamma by the optimal linear filter when approximately computing the information rate.

The examples illustrate how the concept of CI unifies the two pictures:

(i) the conditional mean estimate in a Markov-modulated Poisson process and

(ii) the history-dependent intensity in a self-exciting process, e.g. Hawkes process and marginal simulation via approximate filters.

E. The master equation and stationarity condition

We now aim for the asymptotic distribution of \((\tau(t), \theta(t))\). The master equation for the piecewise-deterministic Markov process \((\tau(t), \theta(t))\), derived from the process equation (5), reads [21]

\[
\partial_t p(t, \tau, \theta) = -\partial_\tau p(t, \tau, \theta) - m(\tau, \theta)p(t, \tau, \theta). \quad (22)
\]

At stationarity the left-hand side vanishes, yielding

\[
\partial_\tau p(t, \tau, \theta) = -m(\tau, \theta)p(t, \tau, \theta). \quad (23)
\]

Let \( \rho \) solve this equation for \( \rho(0, \theta) = 1 \). Since eq. (23) is linear, the true density then satisfies

\[
p(\tau, \theta) = \rho(0, \theta) \rho(\tau, \theta). \quad (24)
\]

F. Integral boundary condition and normalization condition

The true \( \rho(0, \theta) =: \rho_0(\theta) \) has to satisfy an influx boundary condition. We state two versions of the condition in the form of integral equations.

**Theorem II.1.** For any \( B \in \mathcal{B}(\mathbb{R}^n) \) it holds

\[
\int_B \rho_0(\theta) \, d\theta = \int_{g(\tau, \theta) \in B} m(\tau, \theta) \rho(\tau, \theta) \rho_0(\theta) \, d\theta \, d\tau. \quad (25)
\]

**Proof.** Let \( t > h > 0 \). The probability \( \mathbb{P}[\tau(t) \in [0, h), \theta(t) \in B] \) can be written in two ways (up to order \( o(h) \)), first

\[
\int_0^h \int_B \rho(\tau, \theta) \, d\theta \, d\tau
\]

and second, since we know a jump must have occurred in \((t - h, t] \)

\[
\int_{t-h}^t \int_B \rho(\theta) \, d\theta \, d\tau.
\]

Then dividing by \( h \) and letting \( h \to 0 \) gives the equality

\[
\int_B \rho_0(\theta) \, d\theta = \int_{g(\tau, \theta) \in B} m(\tau, \theta) \rho(\tau, \theta) \, d\theta \, d\tau.
\]

If we drop the \( t \) because of stationarity and use eq. (24) on the right-hand side, we get the result.

The differential version of this for the special case \( n = 1 \) is

**Theorem II.2.** For each \( \theta, \theta' \) let \( \tau_i(\theta, \theta') \) for \( i = 1, \ldots, N(\theta, \theta') \) be an enumeration of the solutions to \( g(\tau, \theta') = \theta \). Assume \( \partial_\theta \tau_i(\theta, \theta') \neq 0 \) for all \( i \). Here, \( N(\theta, \theta') \) is the number of such solutions. Then it holds

\[
p_0(\theta) = \int \sum_{i=1}^{N(\theta, \theta')} \frac{m(\tau, \theta') \rho(\tau, \theta') p_{0}(\theta)}{\left. \frac{\partial}{\partial \theta} g(\tau, \theta') \right|_{\tau=\tau_i(\theta, \theta')}} \, d\theta'. \quad (26)
\]

**Proof.** Split \( \{1, \ldots, N(\theta, \theta')\} \) into \( C_+ \) and \( C_- \) depending on whether \( \tau \to g(\tau, \theta') - \theta \) has a sign change from \(-\infty\) to \(+\infty\) or from \(+\infty\) to \(-\infty\) at \( \tau_i(\theta, \theta') \). We choose \( B = (-\infty, \theta] \) in eq. (25) and take the derivative \( \partial_\theta \) on both sides. Then on the left-hand side we get \( p_0(\theta) \). For the right-hand side define \( I(\tau, \theta) := m(\tau, \theta) \rho(\tau, \theta) \rho_0(\theta) \).

There exists some choice \( C_+ = \{j_1, \ldots, j_{n_+}(\theta, \theta')\} \) or \( C_+ = \{j_{n_+}(\theta, \theta')-1, \infty\} = j_{n_+}(\theta, \theta') \) and \( C_- = \{i_1, \ldots, i_{n_+}(\theta, \theta')\} \) or \( C_- = \{i_1, \ldots, i_{n_+}(\theta, \theta')\} \), \( i_1 = 0 \) for which the right-hand side can be computed as

\[
\partial_\theta \int \sum_{k=1}^{n_+}(\theta, \theta') \int_{\tau_k(\theta, \theta')} I(\tau, \theta') \, d\tau \, d\theta'.
\]

\[
= \int \sum_{k=1}^{n_+}(\theta, \theta') \int_{\tau_k(\theta, \theta')} -\partial_\theta \tau_k(\theta, \theta') I(\tau_k(\theta, \theta'), \theta') \, d\tau \, d\theta' + \partial_\theta \tau_k(\theta, \theta') I(\tau_k(\theta, \theta'), \theta') \, d\theta' + \partial_\theta \tau_k(\theta, \theta') I(\tau_k(\theta, \theta'), \theta') \, d\theta' \times I(\tau_k(\theta, \theta'), \theta') \, d\theta',
\]

where we used that the \( \partial_\theta \)-derivatives vanish for the lower and
The result follows.

**Remark II.3.** Note that the integral equation might become singular [48] if there exist \( \tau_0, \theta_0, \theta_0' \) such that \( g(\tau_0, \theta_0') = \theta_0 \), but \( \partial_r g(\tau_0, \theta_0') = 0 \). This may occur both by \( \tau_0 \) with sign changes of \( \tau \mapsto g(\tau_0, \theta_0') - \theta_0 \) and without sign changes. In the first case, the equation (26) ought to be interpreted as having an arbitrary value under the integral for this \( (\theta_0, \theta_0') \)-pair. In the second case, the value under the integral in eq. (26) is defined for every \( (\theta, \theta') \). However, for \( \theta' \) close to \( \theta_0' \) the derivative \( \partial_r g(\tau_0, \theta_0', \theta_0') \) will approach 0 and hence a singularity will appear nonetheless at \( (\theta_0, \theta_0') \). The existence of a solution for this singular integral equation needs to be carefully checked.

**Remark II.4.** Theorem II.2 can be generalized to more than one dimension. Let \( \gamma_i = (\gamma_i, 1, \gamma_i, 2) : (a_i, b_i) \times \Omega_i \rightarrow [0, \infty) \times \Omega_i, i = 1, \ldots, \eta \) satisfy \( g(\gamma_i(t, \theta)) = \theta \) with each \( \gamma_i \) injective and differentiable and \( [0, \infty) \times \Omega_i = \bigcup_{i=1}^{\eta} \gamma_i((a_i, b_i) \times \Omega_i) \) up to a set of Lebesgue measure zero. Then it holds that

\[
\rho(\gamma_i(t, \theta)) p_0(\gamma_i, 2(t, \theta)) dt.
\]

**Theorem II.3.** The normalization of \( p_0 \) is dictated by the mean intensity, i.e.,

\[
\int p_0(\theta) \, d\theta = \mathbb{E}[\hat{\lambda}_\infty].
\]

**Proof.** Using \( \lim_{\tau \rightarrow \infty} p(\tau, \theta) = 0 \) and eq. (23), we compute

\[
\int p_0(\theta) \, d\theta = \int p(0, \theta) - \lim_{\tau \rightarrow \infty} p(\tau, \theta) \, d\theta
\]

and recognize the right hand side as \( \mathbb{E}[\hat{\lambda}_\infty] \).

We emphasize that the strong advantage of the BReT-P lies in aligning all probability inflow terms in the master equation at \( \tau = 0 \). Our method provides the asymptotic distribution of \( (\tau, \theta) \). If the sufficient state variable \( V \) itself is chosen as the domain variable of the asymptotic distribution, then the stationarity equation (23) grows wider: influx terms will be needed for any values of \( V \) that jumps can anticipate. The equation will assume a difference-differential form, e.g., (17, 7.2.5 (iii)) or [49, III.C]. The BReT-P circumvents this difference-differential formulation for which solution techniques, like method of steps, would be needed in general. A direct solution technique for one-dimensional \( V \) can handle the difference-differential formulation. It uses a fixed point treatment, similar to eq. (26). We refer the reader to paragraph III-F and continue with the BReT-P method here. The appealing simplicity of eq. (23) - being autonomous linear ODEs - comes at the cost of an integral boundary condition (\( \tau = 0 \)) which is more involved.

A further advantage of the BReT-P lies in dimension reduction: The pair \( (\tau, \theta) \) uniquely informs all state variables \( V_{n+1}, \ldots, V_{n_0} \) with constant reset values, i.e. via \( (\tau, \theta) \mapsto u(\tau, \Sigma(\theta)) \). As discussed, we may consequently dismiss \( V_{n+1}, \ldots, V_{n_0} \) in the sufficient statistic \( \theta \). Eq. (9) - (10) show that the state variables of Markovian progression \( V_{1}, \ldots, V_{n_0} \) also form a piecewise-deterministic Markov process. In case we apply the Markov theory onto \( V_1, \ldots, V_{n_0} \) instead of \( (\tau, \theta) \), can we dismiss the state variables with constant reset value as well? Generally not, because the mapping \( (V_1(t), \ldots, V_{n_0}(t)) \mapsto (V_1(t), \ldots, V_{n_0}(t)) \) can be non-injective. In that case there exists no unique mapping \( (V_1(t), \ldots, V_{n_0}(t)) \mapsto (V_1(t), \ldots, V_{n_0}(t)) \). As an example, see fig. 3 with \( V_1 = U, V_2 = Z \). The trajectory starting at \( U(0) = 0.6 \) intersects \( u = 0.5 \) twice.

**G. Discretization**

We discretize the integral boundary condition (25). To this end, we assume that \( p_0(\theta) \) is supported on \( \Omega \subseteq \mathbb{R}^n \). We choose a partition \( (\Omega_i)_{i=1,\ldots,N} \) with equivalent volume \( \text{vol}(\Omega_i) = \text{vol}(\Omega_j) =: \nu \). For \( n = 1 \), this is an equidistant partition. We discretize \( p_0(\theta) \) as

\[
p_0(\theta) = \sum_{i=1}^{N} a_i \mathbb{1}_{\Omega_i}(\theta)
\]

with unknowns \( a_i \) and discretize \( m(\tau, \theta) \), respectively \( \rho(\tau, \theta) \), as

\[
m(\tau, \theta) = \sum_{i=1}^{N} m(\tau, \theta_i) \mathbb{1}_{\Omega_i}(\theta) \quad \rho(\tau, \theta) = \sum_{i=1}^{N} \rho(\tau, \theta_i) \mathbb{1}_{\Omega_i}(\theta)
\]

for a choice of representatives \( \theta_i \in \Omega_i \), e.g. the center of \( \Omega_i \). Define the border crossing time points \( \tau_0(\theta') := 0 \) and recursively \( \tau_k(\theta') := \min\{\tau > \tau_{k-1} : g(\tau, \theta') < d\Omega_i \} \). Define \( I(k, \theta') := i \) if \( g(\tau, \theta') \in \Omega_i \) for \( \tau_k(\theta') < \tau < \tau_{k+1}(\theta') \). Then for \( B = \Omega \), the equation (25) reads

\[
a_i = \sum_{j=1}^{N} \left( \sum_{k: I(k, \theta'_j) = i} \int_{\tau_{k-1}(\theta'_j)}^{\tau_k(\theta'_j)} m(\tau, \theta'_j) \rho(\tau, \theta'_j) \, d\tau \right) a_j
\]

and multiplying by the product of weight \( \nu \) and normalization constant \( \mathbb{E}[\hat{\lambda}_\infty] \).
H. The mutual information rate

We assume that $Y_t$ is Markov-modulated with intensity $\lambda_t$ and $\text{Cl} \lambda_t$ given by a REt-model, e.g., as in section II-B or II-C. Let $\lambda_t \to \lambda_\infty$ in distribution. The mutual information rate is

$$\mathbb{I}(X, Y) = \mathbb{E}[\phi(\lambda_\infty)] - \int_0^\infty \phi(m(\tau, \theta)) p(\tau, \theta) \, d\tau \, d\theta.$$  \hspace{1cm} (32)

The first term is a finite sum. The outer integral can be approximated by

$$\sum_{i=1}^N p_0(\theta_i) \nu \int_0^\infty \phi(m(\tau, \theta_i)) p(\tau, \theta_i) \, d\tau.$$  \hspace{1cm} (33)

Define the partial integral $J(t, \theta')$ by

$$J(t, \theta') := \int_0^t \phi(m(\tau, \theta')) \rho(\tau, \theta') \, d\tau.$$  \hspace{1cm} (34)

In order to proceed from there, we assume that the REt-model for $\lambda_t$ is as described in subsection II-C. Then for each $i$, the integral in eq. (33) is efficiently solved by the joint ODE system, the dot denoting the $\tau$-derivative,

$$\dot{\rho}(\tau, \theta_i) = -l(v(\tau)) \rho(\tau, \theta_i) \hspace{1cm} (35)$$

$$\dot{v}(\tau) = F(v(\tau)) \hspace{1cm} (36)$$

$$J(t, \theta_i) = \phi(l(v(\tau))) \rho(\tau, \theta_i). \hspace{1cm} (37)$$

The initial conditions are $\rho(0, \theta_i) = 1$, $v(0) = (\theta_i, \nu_0, \nu_1, \ldots, \nu_m)$ and $J(0, \theta_i) = 0$.

Remark II.5 (Convergence to the information rate exponentially fast). If $m(\tau, \theta) \geq m_0 > 0$ uniformly over $\tau, \theta$, then $\rho(\tau, \theta) \leq e^{-m_0 \tau}$. Let furthermore $m(\tau, \theta) \leq R(\theta)$. Then

$$J(\infty, \theta') - J(t, \theta') \leq \int_0^\infty |\phi(m(\tau, \theta'))| e^{-m_0 \tau} \, d\tau$$

$$= \max_{m_0} \{\phi(R(\theta'))\} \left[ e^{-m_0 t} \right] \hspace{1cm} (38)$$

In order to obtain exponential convergence of $\int p_0(\theta') J(t, \theta') \, d\theta'$ to the integral in eq. (32) for $t \to \infty$, it needs to holds that

$$\int p_0(\theta') \max_{m_0} \{\phi(R(\theta'))\} \left[ e^{-m_0 t} \right] \, d\theta' < \infty.$$  \hspace{1cm} (39)

Sufficient conditions are, for instance, if $R$ is bounded or if $\theta \to R(\theta)$ is linear in $\theta$ and the second moment of $p_0$ exists.

As a summary, a numerical approximation of the mutual information rate can be obtained by solving for $J(\infty, \theta_i)$ via eq. (35) - (37) and $p_0(\theta_i)$ via eq. (31). The weights in eq. (31) can be determined on the fly while solving eq. (35) - (37).

I. Numerical approximation of the ACID

The ACID is obtained as the distribution $p_\lambda$ of $m(\tau, \theta)$, where $(\tau, \theta)$ is distributed according to the density $p(\tau, \theta)$. We discretize $0, \infty$ with mesh size $\Delta m$ and compute the weights

$$p_i := \mathbb{P}[m_{i-1} \leq m(\tau, \theta) \leq m_i] = \int_0^\infty \mathbb{I}(m_{i-1}, m_i)(m(\tau, \theta)) \rho(\tau, \theta) p_0(\theta) \, d\tau \, d\theta.$$  \hspace{1cm} (40)

If we define $\tau_k^{(m)}(\theta')$ similarly as $\tau_k(\theta')$, namely by $\tau_0^{(m)}(\theta') = 0$ and recursively $\tau_k^{(m)}(\theta') := \min\{\tau > \tau_{k-1}^{(m)}(\theta') \leq m(\tau, \theta) = m_i \}$ for some $i$, then

$$p_i \approx \nu \sum_{j=1}^N p_0(\theta'_j) \sum_{k : \Delta \theta(k') = i} \int_{\tau_{k-1}^{(m)}(\theta'_j)}^{\tau_k^{(m)}(\theta'_j)} \rho(\tau, \theta'_j) \, d\tau.$$  \hspace{1cm} (41)

where $I'(k, \theta') := i$ if $q(\tau, \theta') \in \Omega_i$ for $\tau_{k-1}(\theta') < \tau < \tau_k(\theta')$. We further have

$$\Delta m \cdot p_k(m) \approx \sum_{i=1}^N p_i \mathbb{I}(m_{i-1}, m_i)(m).$$  \hspace{1cm} (42)

III. Case studies

A. Random telegraph permits an analytic solution

Continuing example II-D1, we consider the normalized parameters $\nu_1 := k_1/c, \nu_2 := k_2/c$ and, for convenience, drop the tilde again. For simplicity, $p := \pi_1$. Let $\omega_1 < \omega_2$ be the roots of the quadratic equation at equilibrium

$$0 = c(k_1 - (k + k_1 + 1)\omega + \omega^2).$$  \hspace{1cm} (43)

Compute the solution of eq. (12) that yields

$$\pi(\tau) = \omega_2 - \frac{\Delta \omega}{1 + \frac{\omega_2}{\omega_1} e^{-\Delta \omega \tau}}.$$  \hspace{1cm} (44)

Then the unnormalized density $\rho(\tau)$ is obtained from solving eq. (23)

$$\rho(\tau) = e^{-\omega_1 \tau} \frac{\omega_2 - 1 - \omega_1}{\Delta \omega} + e^{-\omega_2 \tau} \frac{1 - \omega_1}{\Delta \omega}$$  \hspace{1cm} (45)

and $p_0 = \mathbb{E}[\lambda_\infty] = \frac{c k_1}{k_1 + k_2}$. Using $\phi(cx) = c\phi(x) + x\phi(c)$ the mutual information rate can be written as

$$\mathbb{I}(X, Y) = -c p_0 \int_0^\infty \phi(\pi(\tau)) \rho(\tau) \, d\tau$$

$$= -\frac{c k_1}{k_1 + k_2} \int_0^\infty \phi \left( \omega_2 - \frac{\Delta \omega}{1 + \frac{\omega_2}{\omega_1} e^{-\Delta \omega \tau}} \right) \times$$

$$\times \left[ e^{-\omega_1 \tau} \frac{\omega_2 - 1 - \omega_1}{\Delta \omega} + e^{-\omega_2 \tau} \frac{1 - \omega_1}{\Delta \omega} \right] \, d\tau.$$  \hspace{1cm} (46)

The linear time scaling $\tau \to c\tau$ was used in the second equality. We identify eq. (46) as a reparametrization of the integral representation previously reported [49] for $\omega = \omega_1$ and $\mathbb{I}(1) \to Z$

$$\mathbb{I}(X, Y) = -\mathbb{E}[c\phi(Z)] = -c \int_0^1 \phi(z) \pi Z(z) \, dz.$$  \hspace{1cm} (47)

The link can be obtained via the transformation rule applied on the transformation $\pi : [0, \infty) \to (\omega, 1)$, see Appendix A. The reparametrization (43) has the advantage that vertical asymptotes of the integrand at $z = \omega$ can be avoided. Furthermore, the integral bounds do not depend on the system parameters $k_1, k_2, c$, allowing more uniformly chosen integral bounds in the numerical approximation, compare remark II.5.

1) Computation of partial derivatives: Another advantage lies in enabling the computation of partial derivatives. Let us pick up the tilde again. In order to answer questions of optimality of $\mathbb{I}(X, Y)$, the partial derivatives of $\mathbb{I}(X, Y) = \frac{\partial \mathbb{I}(X, Y)}{\partial \omega}$ and $\frac{\partial \mathbb{I}(X, Y)}{\partial p_0}$ can be computed as

$$\mathbb{I}(X, Y) = -\mathbb{E}[c\phi(Z)] = -c \int_0^1 \phi(z) \pi Z(z) \, dz.$$  \hspace{1cm} (48)

The link can be obtained via the transformation rule applied on the transformation $\pi : [0, \infty) \to (\omega, 1)$, see Appendix A. The reparametrization (43) has the advantage that vertical asymptotes of the integrand at $z = \omega$ can be avoided. Furthermore, the integral bounds do not depend on the system parameters $k_1, k_2, c$, allowing more uniformly chosen integral bounds in the numerical approximation, compare remark II.5.

1) Computation of partial derivatives: Another advantage lies in enabling the computation of partial derivatives. Let us pick up the tilde again. In order to answer questions of optimality of $\mathbb{I}(X, Y)$, the partial derivatives of $\mathbb{I}(X, Y) = \frac{\partial \mathbb{I}(X, Y)}{\partial \omega}$ and $\frac{\partial \mathbb{I}(X, Y)}{\partial p_0}$ can be computed as

$$\mathbb{I}(X, Y) = -\mathbb{E}[c\phi(Z)] = -c \int_0^1 \phi(z) \pi Z(z) \, dz.$$  \hspace{1cm} (49)

The link can be obtained via the transformation rule applied on the transformation $\pi : [0, \infty) \to (\omega, 1)$, see Appendix A. The reparametrization (43) has the advantage that vertical asymptotes of the integrand at $z = \omega$ can be avoided. Furthermore, the integral bounds do not depend on the system parameters $k_1, k_2, c$, allowing more uniformly chosen integral bounds in the numerical approximation, compare remark II.5.
parameter integral in eq. (45) fails when there is an asymptote. The saturation value are given in the Appendix, B. The saturation value as well as derivatives are numerically found not to switch sign. From this we conclude that the nullclines do not intersect. This excludes local optima of \( \tilde{I}(k_1, k_2) \). For a rectangular constraint \( 0 < k_1 \leq r_1, 0 < k_2 \leq r_2 \), the maximizing pair \( (k_1^*, k_2^*) \) is consequently always located on one boundary \( k_1 = r_1 \) or \( k_2 = r_2 \). The \( (k_1, k_2) \)-plane is split into regions A, B, and C by the nullclines. The pair \([\text{sgn}(\partial_{k_1}), \text{sgn}(\partial_{k_2})]\) characterizes the regions: \([1, -1], [1, 1], [-1, 1]\) on A,B,C. Depending on the location of \((r_1, r_2)\), the maximum \((k_1^*, k_2^*)\) shows different behavior. If located in A, it holds \( k_1^* = r_1, k_2^* < r_2 \), while a location in B enforces \( k_1^* = r_1, k_2^* = r_2 \), and finally, \( k_1^* < r_1, k_2^* = r_2 \) for \((r_1, r_2)\) in region C. As a summary, the maximum is always located in region B or its boundary. Numerically, we find that the \( k_1 \)-nullcline crosses the bisection line \((k_1, k_1)\) at 0.29. An evaluation of \( \partial_{k_1} \tilde{I}(k_1, k_2) \) for \( k_1 \in (0, 0.29) \) indicates no further intersections. The derivative (46) at \( k_1 = 0.29 \) is found to be larger than one. Furthermore, eq. (47) evaluates to positive values in the region \{ \( (k_1, k_2) \in [0, 0.3]^2 : k_1 - 0.07 < k_2 < k_1 + 0.01) \}. Hence, the isocrines that transit the region are convex, in particular the \( k_1 \)-nullcline. The constraint \( 0 < k_2 \leq r_2 \) for \( r_2 \in (0, 0.29) \) then returns a maximum \((k_1^*, k_2^*)\) with \( k_1^* > k_2^* \). This shows that a bandwidth-like constraint can impose an On-favoring maximum complementing the classical result by Kabcanov. The sequence of input processes for the Poisson channel that exhaust its capacity is a random telegraph process with \( k_1, k_2 \to \infty \) and \( k_2/k_1 \to e - 1 \). The stationary input distribution favors the Off state, occupying it \( 1 - 1/e \) of the time.

3) Mutual information rate increases with channel gain: To answer the question whether \( \partial_{k_1} \tilde{I}(X, Y) \) is positive, we first observe, see Appendix C,

\[
\partial_{k_1} \tilde{I}(k_1, k_2, c) = \tilde{I}_c \left( \frac{k_1}{c}, \frac{k_2}{c}, 1 \right).
\]

Consequently, the analysis of \( \partial_{k_2} \tilde{I}(k_1, k_2, 1) \) suffices.

\[
\partial_{k_2} \tilde{I}(1, k_2, c) \big|_{c=1} = -\partial_t \tilde{I}(1, c, \mathbb{E} \phi(Z)) \big|_{c=1} = \tilde{I}(1, k_2, 1) - \partial_t \mathbb{E} \phi(Z) \big|_{c=1} = \tilde{I}(1, k_2, 1) - \partial_t \int_0^{\infty} \phi(t)p(t) \, dt \big|_{c=1}.
\]

The second term is evaluated analogously to ODE (80) - (84). The numerical evaluation shows that the derivative with respect to the channel gain is non-negative. We affirm a result in [10, Corollary 7] using eq. (49): For \( k_1, k_2 \to \infty \) with \( k_1/k_2 \) constant, \( Z \) converges in distribution to a delta distribution at \( \frac{k_1}{k_1+k_2} \) independent of \( c \) and the second term of eq. (49) vanishes. Consequently, we derive, using in the

Fig. 4. Phase plane analysis of the mutual information for the Poisson channel with random telegraph input. Nullclines \( \partial_{k_1} \tilde{I} = 0 \) and \( \partial_{k_2} \tilde{I} = 0 \) were evaluated, using \( T = 1000 \). Colored arrows indicate the gradient of the information rate, calculated alike. Optimization domains are rectangular. Depending on the location of the domain’s upper right corner \((r_1, r_2)\), the optimum is assumed on the nullclines \( \partial_{k_1} \tilde{I} = 0 \) \([r_1, r_2)\) in C] and \( \partial_{k_2} \tilde{I} = 0 \) \(([r_1, r_2] \) in A], respectively, or in the interior of region B \( (r_1, r_2) \) in B]. Regions I and II contain \((r_1, r_2)\), whose optima favor the On and Off state, respectively. In the inset the dashed line \( k_2 = (e - 1)k_1 \) separates the nullclines. The gain was fixed at \( c = 1 \).
second equality eq. (48) and (49),
\[
\partial_n \Pi(k_1, k_2, c)|_{c=0} = \lim_{c \to 0} \partial_n \Pi\left(\frac{k_1}{c}, \frac{k_2}{c}, 1\right)
= \lim_{k_2 \to \infty} \Pi(k_1, k_2, 2, 1)
= E[\phi(X_\infty)] - \phi\left(\frac{k_1}{k_1 + k_2}\right)
= E[\phi(X_\infty)] - \phi(E[X_\infty]).
\]

B. Random Telegraph with Dark Current

In the previous example, the dimension \( n \) of the sufficient statistic \( \theta \) was 0 and no integral boundary condition was needed. We will proceed with a non-trivial \( \theta \) when continuing example II-D2. Similar as in III-A, define \( \tilde{\omega}_1 < \tilde{\omega}_2 \) as the roots of the quadratic equilibrium equation
\[
0 = k_1 \Delta \lambda - (k_2 + k_1 + \Delta \lambda) \omega + \omega^2
\]
and \( \omega_i := \tilde{\omega}_i + \lambda_0, i = 1, 2 \). Obtain
\[
m(\tau, \theta) = \omega_2 - \frac{\Delta \omega}{1 + e^{\frac{\omega_2 - \omega_1}{\Delta \omega} - 1 - e^{\Delta \omega \tau}}}
\]
and
\[
\rho(\tau, \theta) = e^{-\omega_1 \tau + \frac{\omega_2 - \theta}{\Delta \omega} - 1} + e^{-\omega_2 \tau - \theta - \frac{\omega_1}{\Delta \omega}}.
\]
The number of solutions of \( g(\tau, \theta') = \theta \) is \( N(\theta, \theta') \in \{0, 1\} \) with
\[
\tau(\theta, \theta') = \Delta \omega^{-1} \left\{ \ln \left( \frac{\omega_2 - f^{-1}(\theta)}{f^{-1}(\theta) - \omega_1} \right) + \ln \left( \frac{\theta' - \omega_1}{\omega_2 - \theta} \right) \right\}.
\]
Observe that for every \( \theta \) the trajectory \( m(\cdot, \theta) \) is decreasing and \( \lim_{\tau \to \infty} m(\tau, \theta) = \omega_1 \). Consequently, for any \( \tau, \theta \)
\[
g(\tau, \theta) > f(\omega_1) = \frac{(\omega_1 - \lambda_0)(\lambda_1 - \omega_1)}{\omega_1} = : f_\infty.
\]

We partition the \( p_0(\theta) \)-support \( \Omega = (f_\infty, \lambda_1) \) into equidistant intervals \((b_{i-1}, b_i)\) with \( b_i = f_\infty + i \cdot \frac{1}{N}, i = 1, \ldots, N \). Choose representatives \( \theta_i = \frac{b_i + b_{i+1}}{2} \). Then the matrix entries in (31) are given by
\[
A_{i,j} = \rho(\tau(b_{i-1}, \theta_j) \lor 0, \theta_j) - \rho(\tau(b_i, \theta_j) \lor 0, \theta_j)
\]
with
\[
\rho(\tau(\theta, \theta'), \theta') = \left( \frac{f^{-1}(\theta) - \omega_1}{\theta' - \omega_1} \right)^{\frac{\omega_1}{\omega_2}} \left( \frac{\omega_2 - \theta'}{\omega_2 - f^{-1}(\theta)} \right)^{\frac{\omega_2}{\omega_1}}.
\]
The initial condition \( p_0(\theta) \) was found by fixed-point iteration \( A^{L} \) of (31) with \( L \) iterations. The mutual information rate was computed via (32) and (33). For (38) we compute
\[
\tau^{(m)}(\theta, \theta') = \Delta \omega^{-1} \left\{ \ln \left( \frac{\omega_2 - \theta}{\theta - \omega_1} \right) - \ln \left( \frac{\theta' - \omega_1}{\theta - \omega_1} \right) \right\}
\]
and explicitly obtain in (38)
\[
\int_{\tau^{(m)}(m, \theta')} \rho(\tau, \theta') \, d\tau = \frac{(\omega_2 - \theta')^{\frac{\omega_1}{\omega_2}}}{\Delta \omega(\theta' - \omega_1)^{\frac{\omega_1}{\omega_2}}} \times \left[ \frac{(m - \omega_1)^{\frac{\omega_1}{\omega_2}}}{\omega_1(2m - \omega_1)^{\frac{\omega_1}{\omega_2}}} + \frac{(m - \omega_1)^{\frac{\omega_1}{\omega_2}}}{\omega_2(2m - \omega_2)^{\frac{\omega_1}{\omega_2}}} \right]_{m=m_1}^{m=m_1+1}.
\]

Fig. 5 shows the agreement of the simulation-free computation with the Monte-Carlo sampling. The ACID has an asymptote at \( \omega_1 \) and is not differentiable at \( f_\infty = f(\omega_1) \).

Results for different \( k_1, k_2 \) and increasing dark current are shown in figure 6. The information rate was computed with ODE system (35) - (37). For any examined pair \((k_1, k_2)\), the information rate decreases with dark current as expected. The figure reveals a notable property. For fixed \( k_1 = 0.1 \), the plots for \( k_2 = 0.1 \) and \( k_2 = 0.5 \) intersect. This means that increasing the dark current increases the information rate \( \bar{I}(0.1, 0.1) \) relative to \( \bar{I}(0.1, 0.5) \). Consequently, an increased dark current can qualitatively alter monotonicity and optimality properties in the \((k_1, k_2)\)-plane. For example, the On favoring region increases with dark current [49].

C. Double On single Off

Binary Markov input processes exhaust the capacity when their switching rates tend to infinity. The defining property for
optimality in the limit is only the proportion On/Off. With the autocorrelation time going to 0 for an exhausting sequence of Semi-Markov processes also, the Markov property might as well be relaxed. Consider the following capacity problem: We restrict the input process class to binary semi-Markov processes and impose a lower bound on the average sojourn times in the On and Off state. Is the Markov case with its exponential sojourn times the capacity-achieving input? Here, we consider a Semi-Markov processes with exponential sojourn time in the Off and Erlang sojourn time in the On state. This can be realized as an instance of example class II-D3, the afore-mentioned three-state Markov process that circles through one inactive and two active states. For the numerical evaluation we discretize $[0, 1] \ni \theta$. The state variables $(u(\tau, \theta), z(\tau, \theta))$ evolve according to (17) - (18) with initial conditions $[u(0, \theta), z(0, \theta)] = [\theta, 1]$ and $g(\tau, \theta) = u(\tau, \theta)$. The times $\tau_k(\theta^\prime_j)$ in (31), that satisfy

$$g(\tau, \theta^\prime_j) = b_i,$$

were found by evolving the ODE system (23), (17), (18) and checking for the event (59). The matrix entries (31) were evaluated and $p_0(\theta)$ was found by fixed-point iteration with $2^L$ iterations. The rates $\alpha_{01} = 0.04, \alpha_{11} = \alpha_{10} = 1.6$ exhibit a mutual information of $I(X, Y) = 0.101$ compared to $I(X, Y) = 0.096$ for the Markov case. The rates were tuned such that the average sojourn times are the same. This example shows that the Markov input does not generally solve the capacity problem with average sojourn time constraint. It remains an open research question which On and Off sojourn time distributions are capacity-achieving.

The relevance for non-Markovian binary models is also reflected in biological systems. For instance, promoter models can exhibit multiple active and inactive states [50] while $Y_t$ counts mRNA synthesis events.

**D. Hawkes process**

The Hawkes process, introduced in II-D4, is fully characterized in terms of second-order properties [19], which was used in [8] to obtain capacity upper bounds via the link to optimal linear estimation. Beyond information theoretic applications, the usefulness of the Hawkes process’ ACID has been mentioned in the literature [17], [20]. Oakes [20] suggested that its equilibrium distribution, i.e., the ACID, can be found by iteratively solving an integral equation, but does not elaborate more on it. Daley & Vere-Jones [17, 7.2.5 (iii)] provides a manual for setting up the integral equation and solving it with the method of steps. We are not sure whether Oakes meant this method by “iterative solution”. We provide a different approach, using BREt-P and the fixed point iteration. The support of $p_0(\theta)$ is $(\mu_0 + \beta, \infty)$ and contained in $(\mu_0, \infty)$. We consider the equidistant partition $b_i = \mu_0 + i\Delta \theta, i = 0, \ldots, N$ for $\Delta \theta \cdot N$ large enough to cover most of the probability weight, i.e., for

$$\int_0^{\Delta \theta \cdot N} p_0(\theta + \mu_0 + \beta)\,d\theta \approx \int_0^{\infty} p_0(\theta + \mu_0 + \beta)\,d\theta. \quad (60)$$

Then

$$\tau(\theta, \theta^\prime) = \alpha^{-1} \ln \left( \frac{\theta\prime - \mu_0}{\theta - \mu_0 - \beta} \right) \quad (61)$$

and

$$\rho(\tau(\theta, \theta^\prime), \theta^\prime) = \exp\left( \frac{\theta - \beta - \mu_0}{\theta\prime - \mu_0} \right) \cdot e^{-\alpha^{-1}(\theta\prime - \theta + \beta)}. \quad (62)$$

Examples of the ACID, obtained from fixed point iteration as described in II-I, are shown in fig. 8. These may serve as examples of the ACID, obtained from fixed point iteration. The support of $\lambda_t$ was derived (see Appendix D) to equal

$$\text{Var}[\hat{\lambda}_\infty] = \frac{\alpha \mu_0 \beta^2}{2(\alpha - \beta)^2}. \quad (63)$$

The parameter sets in fig. 8 were chosen, such that the ACID’s first and second order moments are constant, but vary in the exponential decay parameter $\alpha$ of the Hawkes kernel. This makes the shape vary qualitatively. While for fast decay ($\alpha$ large) the region near the base value $\mu_0$ is frequented more heavily, for slow decay, the CI spends more time in the middle regime around the mean $c \mu$. This illustrates that the ACID analysis goes beyond the mean and variance analysis, i.e., that the ACID is parameterized by more than two parameters.

1) The Hawkes approximate marginal simulation: For the purpose of comparing the Hawkes process to Markov-modulated Poisson processes and approximate filters, we view it as an approximate marginal simulation. It is obtained from the optimal linear filter approximation of the following process class. Let $Y_t$ be a doubly stochastic Poisson process whose external signal $X_t$ has the following first- and second-order statistics

$$E[X_t] \equiv \mu, \quad \text{Cov}[X_t, X_s] = \sigma^2 e^{-\gamma|t-s|}. \quad (64)$$

And the $\mathcal{F}_{t}^{X,Y}$-intensity is $\lambda_t = cX_t$. External signals $X_t$ of this form comprise (i) the random telegraph model with or without dark current and (ii) the CIR process. The optimal linear filter theory by Snyder [3] identifies the estimator $\hat{\lambda}_t$ that minimizes $(\hat{\lambda}_t - \lambda_t)^2$ among all estimators of the following form, which is linear in $Y_{[0,t]}$,

$$\hat{\lambda}_t = a(t) + \int_0^t h(t, u)\,dY_u.$$
The resulting form of $\hat{\lambda}_t$ appeals as a variant of the Kalman filter, with the Riccati equation for the innovation gain:

$$d\hat{\lambda}_t = -\gamma(\hat{\lambda}_t - \mu)\, dt + \beta(t)(dY_t - \hat{\lambda}_t)\, dt$$

(65)

At equilibrium $\beta(t)$ can be replaced by the constant $\beta$ that solves $\beta^2 + 2\gamma \beta - \frac{2c^2\sigma^2}{\mu} = 0$. We interpret the evolution equation (65) as described in section II-D5. For the approximate marginal simulation $Y_t$ is self-exciting with CI $\hat{\lambda}_t$ in contrast to $cE[X_t|F^2_t]$ for estimation. So the eq. (65) is of the same shape as the Hawkes process. A parameter match links the quadruple $(\mu, \sigma^2, \gamma, c)$ to the original triple $(\mu_0, \beta, \alpha)$ as follows

$$\beta = \sqrt{\gamma^2 + \frac{2c^2\sigma^2}{\mu}} - \gamma, \quad \alpha = \gamma + \beta, \quad \alpha \mu_0 = c\mu \gamma.$$ (66)

In the literature eq. (64) are also called the mean intensity and covariance density of the Hawkes process [51].

We emphasize that the stationary distributions for common input processes, such as the CIR process, birth-death process or random telegraph model, are entirely characterized by mean and variance. The decay parameter $\gamma$ in eq. (64) is not captured by the stationary distribution. In contrast, the ACID does capture a change in $\gamma$, see fig. 8, so it contains temporal information about the input process.

We proceed with the second order analysis on the level of the output $Y_t$ in contrast to the input $\lambda_t$, and observe that for the process class in eq. (64) the asymptotic mean and variance are known

$$\lim_{t \to \infty} \frac{1}{t}E[Y_t] = c\mu, \quad \lim_{t \to \infty} \frac{1}{t}\text{Var}[Y_t] = c\mu + \frac{2c^2\sigma^2}{\gamma}.$$ (68)

They are shared with the Hawkes process, see Appendix D. Hence, the exact and the approximate marginal simulation cannot be discriminated by first and second order analysis of $Y_t$. ACID is employed to detect the difference.

2) Comparing the ACIDs of random telegraph with dark current and of the Hawkes process: For demonstration purposes we consider the tractable random telegraph input with dark current. It belongs to the considered input process class having exponentially decaying autocovariance function with $\gamma = k_1 + k_2$. We compare the optimal linear filter (i.e. the Hawkes process) to the exact filter, obtained in II-D2. As discussed at the end of the previous paragraph, a first and second analysis cannot reveal a difference. Also a visual inspection of a sample trajectory ensemble can hardly tell them apart (lower panels in fig. 9a, d). And an asymptotic distribution for $Y_t$ cannot be compared because it does not exist. ACID is used to detect the parameter regimes where the approximate marginal simulation deviates from the exact marginal simulation (fig. 9b, c). Figure 9e shows that for fixed switching rates, gain and amplitude, the deviation gets more severe for smaller dark current.

While on the one hand two counting processes that agree in the path distribution share the ACID, on the other hand the same or similar ACID does not necessarily imply a similar path measure. ACID only gives the ensemble picture of the CI value at a typical time point after the process entered stationarity. To have a more path-wise comparison, the following metric is considered:

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T |\lambda_t - \hat{\lambda}_t| \, dt.$$ (67)

Here, $\lambda_t$ is the exact filter and $\hat{\lambda}_t$ is the optimal linear filter, both evaluated as functions of the history $Y_{[0,t]}$ of a drawn sample path $Y_{[0,\infty]}$. Ergodicity guarantees that the metric does not depend on the sample path. However, it is not clear whether to simulate the sample path from the exact process with CI $\lambda_t$ or the approximate process with CI $\hat{\lambda}_t$. (For a sample trajectory obtained from $\lambda_t$ it is shown in fig. 9e.) It depends on the context, i.e., the approximation goal, when to use a comparison of the ACIDs and when to use a path-wise comparison of the CIs for assessing an approximation. When approximating the information rate via eq. (3) with an approximate filter $\hat{\lambda}_t$, a comparison of the ACIDs seems suited.

E. Gamma filter

The Gamma filter is used to illustrate the method for $n = 2$. For technical details, we refer to Appendix E.

1) Comparing the ACIDs of Gamma filter and Hawkes process: Consider the Markov-modulated Poisson process $Y_t$ whose external signal is a CIR-process, i.e., satisfies eq. (64). The Hawkes process seen as optimal linear filter and the Gamma filter both approximate the true CI of $Y_t$. We compare them for the same parameters $\mu, \sigma^2, \gamma, c$. First, we inspect the asymptotic mean slope and variance slope for the Gamma filter. By martingale techniques (see Appendix D), we can show that

$$\lim_{t \to \infty} \frac{1}{t} \text{Var}[Y_t] = c\mu + \frac{2c^2(E[M_s] + \text{Var}[M_s])}{\gamma}.$$ (68)
The Gamma filter satisfies the variance decomposition (see Appendix, A)

$$E[S_\infty] + \text{Var}[M_\infty] = \sigma^2,$$

(69)

consequently, the Gamma filter agrees with the exact CIR-modulated Poisson process in asymptotic first and second order moment. First and second order analysis cannot tell the Hawkes and Gamma filter apart. A comparison of the ACIDs for a range of parameters reveals a slight increase of the Wasserstein metric for increased $\sigma^2$. The parameter $\gamma$ had little effect on the Wasserstein metric. For technical details, see Appendix E. Fig. 11b (Appendix) depicts the example with the largest Wasserstein metric among the considered parameters, revealing that the ACIDs are still very similar. Due to the ACID’s limitation as partial characteristic, we cannot deduce that the path measures are close in some notion of distance. However, we conclude the following. When quantities are computed that only depend on the ACID, the optimal linear filter - appealing with efficient analytic expressions - might replace the Gamma filter.

The mutual information rate along the Poisson channel was efficiently approximated by Monte Carlo simulation in [13, Case study 1] via the Gamma filter. We replaced the Gamma filter by even the more efficient optimal linear filter. A comparison for this case is shown in Appendix, F. Note, that both Gamma and Hawkes yield only an approximation of the exact information rate. Between them, the Hawkes can be preferred in this case with its gain in efficiency and no loss in accuracy relative to the Gamma. In what respect the replacement works for more complicated reaction networks, must be carefully evaluated.

**F. Direct method for Hawkes and Dark Current**

In special cases, the fixed point method can be applied directly to the ACID $p_\lambda(m)$, i.e., we derived a linear fixed point equation

$$p_\lambda(m) = \int K(m,m')p_\lambda(m') \, dm'$$

(70)

for examples III-B and III-D.

**Theorem III.1.** Let $Z_t$ follow the stochastic evolution equation

$$dZ_t = A(Z_t) \, dt + [f(Z_t) - Z_t] \, dY_t$$

(71)

and jumps of $Y_t$ occur with intensity $\lambda(Z_t)$. Then for a differentiable initial condition $p(0,z)$, the probability density evolves according to the PDE

$$\partial_t p(t,z) = - \partial_z (A(z)p(t,z)) - \lambda(z)p(t,z) + \int f'_-(z)\lambda(f_-(z))p(t,f_-(z)) \, dz.$$  

(72)

Suppose that the function $G(z)$ evolves as

$$G'(z) = -\frac{\lambda(z)}{A(z)} G(z)$$

(73)

with arbitrary initial condition. If $p(z)$ fulfills

$$p(z) = - \int_{f_-(z)}^{b} \frac{\lambda(z')G(z)}{A(z)G(f(z'))} p(z') \, dz',$$

(74)

then the stationarity condition is satisfied:

$$0 = - \partial_z (A(z)p(z)) - \lambda(z)p(z) + \int f'_-(z)\lambda(f_-(z))p(f_-(z)).$$

(75)
This involved the evaluation of ODEs on a grid with the dimension given by the dimension of the sufficient statistic. We considered doubly stochastic Poisson processes (signal process along Poisson channel) and self-exciting counting processes. The ACID is accessible by our method in the case of very low number of non-zero signal states. With no limitations on the number of zero states, the method enables us to analyze binary semi-Markov inputs, i.e., have non-exponential phase-type Off-times. An interesting class of examples, that are characterized by low number of states of joint Markovian progression, are the approximate filters. By their very purpose of reducing the dimension of the sufficient statistic, they suit the limitations of our computational method.

The computational method is modular. The parametrization of the sufficient statistic $\theta$ can be varied. The technique to find $p_0$ according to eq. (25) or (26) can be exchanged. The normalization constant can be employed from eq. (28) or the resulting distribution $p(\tau, \theta)$ can be normalized. Depending on whether the entire ACID or summary statistics, such as variance or $\mathbb{E}[\phi(\cdot)]$, are of interest, the method can be modified. We expect that there is room for improvement: when substituting single modules in the method, the precision might be increased, computation time decreased and limitations relaxed. While our grid discretization was an ad-hoc approach, we consider our main contribution to lie in the formulation of BReT-P and the derivation of the integral boundary conditions.

We hope that the following semi-Markov perspective further guides improvements on the computational or theoretic side: The parametrization $(\tau(t), \theta(t))$ can be seen as the associated Markov process [52, Chapter 3.4] of the semi-Markov process $\theta(t)$ with $\tau(t)$ being its backward recurrence time. Conditioned on being in state $\theta$, the function $m(\tau, \theta)$ is the hazard and $\rho(\tau, \theta)$ has an interpretation as the survival function $\mathbb{P}[T(\theta) > \tau]$ of the sojourn time $T(\theta)$. The semi-Markov kernel is degenerate in $\theta$ as

$$Q(\theta', \theta, \tau) = \rho(\tau, \theta') \mathbb{I}(g(\tau, \theta') = \theta)$$

because $g$, the target anticipated at jumps, is a deterministic function. The embedded Markov chain has transition kernel

$$K(\theta', B) = \int_{g(\tau, \theta') \in B} m(\tau, \theta') \rho(\tau, \theta') \, d\theta'.$$

The probability density of the embedded Markov chain (EMC) is proportional to $p_0$ because it equals the probability density of being in a state $\theta$ at a jump time. Consequently, eq. (25) can be interpreted as the stationarity condition for the embedded chain. Finally, the relation $p(\tau, \theta) = p_0(\theta)\rho(\tau, \theta)$ reflects the fact that the EMC’s stationary distribution and the sojourn time factorize in the asymptotic [53].

For the example III-A with zero-dimensional $\theta$ the semi-Markov perspective boils down to a renewal process. Then eq. (52) for $\rho$ expresses the known fact that the sojourn time for the marginal is a mixture of two exponential [54]. Renewal processes in general fall within our framework with backward recurrence time $\tau(t)$ being sufficient without $\theta(t)$. Their conditional intensity is $\dot{\lambda}_t = -\frac{\dot{\rho}(\tau(t))}{\rho(\tau(t))}$ for the survival function $\rho(\tau)$. It is well established that the stationary distribution of $\tau$ has the pdf $\frac{\dot{\rho}(\tau)}{\rho(\tau)} \, d\tau$ [43]. The transformation $\tau \mapsto -\frac{\dot{\rho}(\tau)}{\rho(\tau)}$
provides the ACID. This fraction is exactly the hazard. For the special case of exponential waiting times, the hazard rate is constant, so the ACID is a delta function with peak at the constant.

The ACID can be interpreted as giving an ensemble perspective of the time-point-wise conditional intensity. Assuming that the counting process has reached the asymptotic regime, the ACID informs us how likely a certain intensity value is at a random time point. The ACID is a static quantity. Still, it captures temporal information to some extent. For instance, different autocovariance decays showed qualitatively different ACIDs for the Hawkes process. Most prominently, the ACID contains enough temporal information to inform the asymptotic rate of the path mutual information, as the Lipster expression shows. Limit results for the Hawkes process show that the variance function and covariance density are needed for the limit process in the central limit theorem [51]. These are not obtained from the ACID alone. The question, what properties of the counting process are uniquely determined by the ACID, remains open for future studies.

Qualitatively, the ACID can exhibit non-smooth probability density functions. The ACID can serve as a partial characteristic for counting processes. In principal, it would be desirable to compare two counting processes in terms of their path measure. This can be too complex, in particular for self-exciting counting processes. The ACID may offer an accessible lower dimensional statistic for comparison that still allows conclusions of the following forms. (i) If \( \tau \) is constant, so the ACID is a delta function with peak at the constant.

\[ \begin{align*}
\int_0^1 \phi(z)p_Z(z) \, dz &= \int_{\pi^{-1}(1)}^{\pi^{-1}(\omega)} \phi(\pi(t))p_Z(\pi(t)) \cdot \pi'(t) \, dt \\
&= \int_0^{\infty} \phi(\pi(t)) [-p_Z(\pi(t)) \cdot \pi'(t)] \, dt \\
&= \int_0^{\infty} \phi(\pi(t))p_T(t) \, dt \\
&= p_0 \int_0^{\infty} \phi(\pi(t))\rho(t) \, dt.
\end{align*} \]

**APPENDIX A**

**REPARAMETERIZATION LINK**

The link between (43) and (45) can be obtained via the transformation rule applied on the transformation \( \pi : [0, \infty) \rightarrow (\omega, 1] \). Let \( T \) satisfy \( \tau(t) \overset{d}{=} T \), i.e., \( T \) follows the stationary distribution of \( \tau(t) \).

\[ T = \int_0^{\tau(t)} \phi(z)p_Z(z) \, dz = \int_{\pi^{-1}(1)}^{\pi^{-1}(\omega)} \phi(\pi(t))p_Z(\pi(t)) \cdot \pi'(t) \, dt = \int_0^{\infty} \phi(\pi(t)) [-p_Z(\pi(t)) \cdot \pi'(t)] \, dt = \int_0^{\infty} \phi(\pi(t))p_T(t) \, dt = p_0 \int_0^{\infty} \phi(\pi(t))\rho(t) \, dt. \]

**APPENDIX B**

**ODE SYSTEM FOR PARTIAL DERIVATIVES**

The joint evolution (for the time scaling \( \tau \rightarrow c\tau \), i.e., \( \tilde{f}(\tau) := f(\tau/c) \) for \( f = p, \pi, p_1, \pi_1, J_1 \) and dropping the tilde again) is given by

\[ \begin{align*}
\dot{p}(\tau) &= -\pi(\tau)p(\tau) \\
p(\tau) &= \tilde{k}_1 - \tilde{k}_2 + (\tilde{k}_1 + 1)\pi(\tau) + \pi(\tau)^2 \\
\dot{p}_1(\tau) &= \partial_1\dot{p}(\tau) = \pi(\tau)p(\tau) - \pi(\tau)p_1(\tau) \\
\dot{\pi}(\tau) &= \partial_1\dot{\pi}(\tau) = 1 - \pi(\tau) \\
&- (\tilde{k}_2 + \tilde{k}_1 + 1)\pi(\tau) + 2\pi(\tau)\pi_1(\tau) \\
\dot{J}_1(\tau) &= -\phi'(\pi(\tau))\pi_1(\tau)p(\tau) - \phi(\pi(\tau))p_1(\tau)
\end{align*} \]

with initial conditions (\( \frac{c_k}{k_1+k_2}, 1, \frac{c_k}{(k_1+k_2)^2}, 0, 0 \)).

**APPENDIX C**

**DERIVATIVE WITH RESPECT TO GAIN**

The scaling behaviour

\[ \Pi(k_1, k_2, \alpha c) = \alpha \Pi(\frac{k_1}{\alpha}, \frac{k_2}{\alpha}, c) \]

holds. Then for the derivative

\[ \partial_3 \Pi(k_1, k_2, c) = \lim_{h \rightarrow 0} h^{-1}(\Pi(k_1, k_2, c + h) - \Pi(k_1, k_2, c)) = \lim_{h/c \rightarrow 0} \left( \frac{h}{c} \right)^{-1} \left( \Pi(\frac{k_1}{c}, \frac{k_2}{c}, 1 + \frac{h}{c}) - \Pi(\frac{k_1}{c}, \frac{k_2}{c}, 1) \right) = \partial_3 \Pi(\frac{k_1}{c}, \frac{k_2}{c}, 1). \]
APPENDIX D

VARIANCE OF THE ACID AND ASYMPTOTIC VARIANCE OF $Y_t$

The process equation for the Hawkes process is rewritten as
\[ d\lambda_t = -\gamma(\lambda_t - c\mu) \, dt + \beta \, dQ_t \] (86)
with the canonical \( F_t^\tau \)-martingale increment \( dQ_t = dY_t - \lambda_t \, dt \). We are interested in the asymptotic behavior, i.e. \( \lambda_\infty \).

It can be brought to finite time \( t \) under the shift [17] of the time domain \([0, \infty)\) to \((-\infty, t)\):
\[ \hat{\lambda}_t = c\mu + \int_{-\infty}^t e^{-\gamma(t-s)} \beta \, dQ_s. \] (87)

By the Itô isometry for counting processes we get (63) from (87) via:
\[ \text{Var}[\hat{\lambda}_t] = \mathbb{E}[(\hat{\lambda}_t - c\mu)^2] = \mathbb{E} \left[ \left( \int_{-\infty}^t e^{-\gamma(t-s)} \beta \, dQ_s \right)^2 \right] = \int_{-\infty}^t e^{-2\gamma(t-s)} \beta^2 \mathbb{E}[\lambda_s] \, ds = \frac{c\beta^2 \mu}{2\gamma} = c^2 \sigma^2 - c\mu\beta = \text{Var}[\lambda_t] - \mathbb{E}[\lambda_t]\beta. \]

The equality \( \beta \) that solves \( \beta^2 + 2\gamma \beta - \frac{2c^2\gamma^2}{\mu} = 0 \) yields (63) (96).

Suppose we have an intensity process \( \hat{\lambda}_t = cM_t \) that depends on some auxiliary process \( S_t \) via
\[ dM_t = -\gamma(M_t - \mu) \, dt + \frac{S_t}{M_t}(dY_t - cM_t \, dt). \] (88)

The process \( S_t \) can be regarded as a conditional variance approximation. For a process \( (M_t, S_t) \) that satisfies (88) we obtain
\[ \text{Var}[Y_T] = \mathbb{E}[(Y_T - \mathbb{E}Y_T)^2] \]
\[ = \mathbb{E} \left[ \left( \int_0^T c(M_u - \mu) \, du + \int_0^T dQ_t \right)^2 \right] \]
\[ = \mathbb{E} \left[ \left( \int_0^T c \int_u^T e^{-\gamma(u-t)} S_t \frac{S_t}{M_t} \, du + \int_0^T dQ_t \right)^2 \right] \]
\[ = \mathbb{E} \left[ \left( \int_0^T \frac{c}{\gamma} (1 - e^{-\gamma(T-t)}) \frac{S_t}{M_t} + 1 \, dQ_t \right)^2 \right] \]
\[ = \mathbb{E} \left[ \int_0^T \left( \frac{c}{\gamma} (1 - e^{-\gamma(T-t)}) \frac{S_t}{M_t} + 1 \right)^2 cM_t \, dt \right]. \] (91)

The chain rule yields the evolution equation of \( M_t^2 \) from eq. (88)
\[ dM_t^2 = \{ -2\gamma M_t(M_t - \mu) - 2cM_tS_t \} \, dt \]
\[ + (M_t + \frac{S_t}{M_t})^2 - M_t^2 \, dY_t. \] (92)

By applying the \( \mathbb{E} \) and \( dY_t - cM_t \, dt = dQ_t \) we get
\[ c\mathbb{E} \left[ \frac{S_t^2}{M_t} \right] = \frac{d}{dt} \mathbb{E}[M_t^2] + 2\gamma \mathbb{E}[M_t^2] - 2\gamma\mu^2 \]
\[ = \frac{d}{dt} \text{Var}[M_t] + 2\gamma \text{Var}[M_t]. \]

Using this in eq. (93), we get
\[ \lim_{T \to \infty} \frac{1}{T} \text{Var}[Y_T] = c\mu + \frac{2\gamma^2}{\mu} \mathbb{E}[S_\infty] \mathbb{E}[\lambda_\infty]. \] (94)

For the Gamma filter choose \( S_t \) as in eq. (21) and for the Hawkes choose \( S_t = \beta\lambda_t, c = 1 \).

Asymptotic variance for the Gamma filter: Taking the expectation in eq. (94) and eq. (21) yields
\[ \frac{d}{dt} \mathbb{E}[S_t] = -2\gamma \mathbb{E}[M_t^2] + 2\gamma \sigma^2 - c \mathbb{E} \left[ \frac{S_t^2}{M_t} \right], \]

So the derivative of the sum evolves as
\[ \frac{d}{dt} \left( \mathbb{E}[S_t] + \text{Var}[M_t] \right) = -2\gamma (\mathbb{E}[S_t] + \text{Var}[M_t]) + 2\gamma \sigma^2. \] (95)

Since the sum starts in the steady state \( \mathbb{E}[S_0] + \text{Var}[M_0] = \sigma^2 \), it stays constant for all \( t \) in particular in the asymptotic.

Both Gamma filter and Hawkes process satisfy the variance decomposition
\[ \mathbb{E}[c^2 S_\infty] + \text{Var}[cM_\infty] = c^2 \sigma^2, \quad c\mu\beta + \text{Var}[\lambda_\infty] = c^2 \sigma^2. \]

Consequently both filters agree with the process they approximate in terms of the asymptotic first and second order moments.

APPENDIX E

WASSERSTEIN METRIC

The Gamma ACID was computed using theorem II.1 and the method in section II-I. The \((m, s)\)-plane was truncated in a way to respect the minimal value of \( m \) in the progression eq. (21) and to cover 99.5% of the probability mass of a Gamma distribution with mean \( c\mu \) and \( c^2\sigma^2 \). The bounds of the auxiliary \( s \) were dictated by the minimum and maximum in eq. (21) for the above determined range of \( m \). The rectangular \((m, s)\)-domain was partitioned into 100 \times 50 congruent rectangles. Denote the boundaries of the rectangles by \( b^n_i \) and \( b^s_i \), respectively. Similar to the Hawkes ACID, \( 3 \times 3 \) equally spaced representatives \( \theta_i \), see eq. (30), were chosen in each rectangle. Their mean function evaluations were used in eq. (31) for the coefficients of \( A \). As for the DOnSoff numerical approximation, the times \( \tau_k(\theta'_j) \) in (31) that satisfy
\[ g_1(\tau, \theta'_j) = b^n_i \quad \text{or} \quad g_2(\tau, \theta'_j) = b^s_i \] (97)
were found by evolving the ODE system (23), (21) and checking for the event (98).

The Hawkes and Gamma filter were compared. A comparison of their ACIDs shows that they are remarkably similar. The cdfs of their ACIDs approximately agree for a range of
values $\sigma^2, \gamma$, while the mean and gain were kept constant $\mu = 2, c = 1$. The Wasserstein metric was computed for the regime $(\sigma^2, \gamma) \in \{0.05, 0.1, 2\} \times \{0.2, 0.4, \ldots, 4\}$. For the Gamma(Hawkes) filter, the numerical method yielded 93.0% (98.5%) of ACIDs that had mean value less than 0.01 from the true value $\mu$ and 40.6% (53.1%) with a difference less than 0.001. For the Gamma filter, most outliers (deviation > 0.01) were detected for $\gamma = 0.05$ or $\sigma^2 > 4 \cdot \gamma - 0.45$. For the Hawkes all outliers were detected at $\gamma = 0.05$. The Wasserstein metric values ranged from 0.0005 to 0.13. When neglecting $\gamma = 0.05$ the largest value was 0.078 for $\sigma^2 = 4, \gamma = 0.65$ and a decreasing trend for decreasing $\sigma^2$ was detected, relatively independent of $\gamma$. The large values for $\gamma = 0.05$ can be explained by the numerical inaccuracy in the Gamma ACID. Exemplary graphs for $\mu = 2, \gamma = 0.65, c = 1$ and smaller vs. larger variance are depicted in fig. 11. The most prominent dissimilarity is found in base values and it becomes more pronounced for larger variance. Still the ACIDs are very similar considering the example with the largest Wasserstein metric from the From this we conjecture, that when quantities are computed that only depend on the ACID, the optimal linear estimator might replace the Gamma filter. The mutual information rate along the Poisson channel was efficiently approximated by Monte Carlo simulation in [13, Case study 1] via the Gamma filter. The Hawkes approximation can be conjectured to be even more efficient without severe loss in accuracy. In what respect the replacement works for this case and more complicated reaction networks, must be carefully evaluated.

**APPENDIX F**

**COMPUTING THE MUTUAL INFORMATION WITH GAMMA FILTER VS. HAWKES**

For the birth-death input process $X_t$ with birth rate $\gamma \mu$ and death rate $\gamma$ (i.e., mean $\mu$ and autocovariance function $\mu e^{-\gamma t}$) the gamma filter's conditional variance equation is slightly modified:

$$dS_t = \{-\gamma(2S_t + M_t - \mu) - 2cM_t^{-2}S_t\}dt + \frac{S_t^2}{M_t^2}dY_t. \quad (99)$$

In the limit $\gamma \to \infty$ ACID is a delta distribution at $\lambda_\infty = \mathbb{E}[\lambda_\infty]$ and hence

$$\lim_{\gamma \to \infty} I(X, Y) = \mathbb{E} [\phi(\lambda_\infty)] - \phi(\mathbb{E}[\lambda_\infty]).$$

**APPENDIX G**

**DERIVATION OF THE LIOUVILLE-POISSON MASTER EQUATION**

In Gardiner [21] the jump part of the differential Chapman-Kolmogorov equation requires a Kernel function $W(x|z, t)$ to act on the probability density, e.g. jumps are targeting a range of new values dictated by a probability kernel. In our case jumps target deterministic values, given by a function $f$.

Suppose $Z_t$ has a trajectory-wise evolution

$$dZ_t = A(Z_t)dt + [f(Z_t) - Z_t]dY_t$$

and jumps of $Y_t$ occur with intensity $\lambda(Z_t)$.

We derive the probability evolution equation. For this purpose let $f_\cdot$ be the inverse of $f$, i.e. a jump that enters at $z$ jumped from $f_\cdot(z)$. 

![Fig. 11. Comparison of the ACID for Gamma and Hawkes.](image)

![Fig. 12. Comparison of the information rate $I(X, Y)$ for a Markov-modulated Poisson process $Y_t$, approximately computed with the Gamma and Hawkes filter. The input $X$ was a birth-death process with birth rate $\gamma \mu$ and death rate $\gamma$. In the biological context this corresponds to the gene expression model with mRNA counts $X_t$ and protein translation event counts $Y_t$. a) The x-axis shows the average mRNA lifetime $\mu^{-1}$. Both the Gamma and Hawkes approximate information rate were computed as Monte Carlo average using [13, eq. (16)] with hyperparameters $T = 200$, sample size 10,000. Parameters were $\mu = 10, c = 1$ and $\gamma = 1, \ldots, 10$. The value at 0 was determined analytically via $\mathbb{E} [\phi(X_\infty)] - \phi(\mathbb{E}[X_\infty])$, with $X_\infty \sim \text{Pois}(\mu)$. b) shows the relative simulation time of the Gamma vs Hawkes in logarithmic scale with colors as in a).](image)
Hawkes ACID: Comparison of BReT-P and direct method.

Now we take the derivative with respect to $z$. This yields

$$p(z, t + \Delta t) = f_\lambda(z) \lambda f_\lambda(z) p(z, t) \Delta t + (1 - \lambda(z) \Delta t)(1 - A(z) \Delta t)p(z - A(z) \Delta t, t) + o(\Delta t)$$

Then

$$\lim_{\Delta t \to 0} \frac{p(z, t + \Delta t) - p(z, t)}{\Delta t} = \partial_z (A(z) p(z, t)) - \lambda(z) p(z, t) + f_\lambda(z) \lambda f_\lambda(z) p(z, t).$$

**APPENDIX H**

**COMPARISON OF BReT-P AND DIRECT METHOD**

Figure 13 compares the BReT-P and the direct method and shows good agreement for the three cases.
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