INSTABILITY FOR AXISYMMETRIC BLOW-UP SOLUTIONS TO INCOMPRESSIBLE EULER EQUATIONS
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Abstract. It is still not known whether a solution to the incompressible Euler equation, endowed with a smooth initial value, can blow-up in finite time. In [Comm. Math. Phys., 378:557–568, 2020] it has been shown that, if it exists, such a solution becomes linearly unstable close to the blow-up time. In this paper, we show that the same phenomenon holds even in the more rigid axisymmetric case. To obtain this result, we first prove a blow-up criterion involving only the toroidal component of the vorticity. The instability of blow-up profiles is also investigated.
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1. Introduction

Let \( e_z \) be the vertical unit vector in \( \mathbb{R}^3 \), and let \( \Omega \) be either \( \mathbb{R}^3 \) or any smooth bounded subset of \( \mathbb{R}^3 \) invariant by rotations of axis \( e_z \). We then consider the following incompressible Euler equations in this domain:

\[
\begin{align*}
\partial_t u + u \cdot \nabla u + \nabla P &= 0, \\
\text{div}(u) &= 0,
\end{align*}
\]

for \( T^* > 0 \). If \( \Omega \) has a boundary, we supplement the equation with the impermeable boundary condition:

\[
u \cdot n = 0, \quad 0 < t < T^*, \ x \in \partial \Omega,
\]

where \( n \) is normal vector at the boundary.
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We consider solutions to (1) which are axisymmetric flows. It means that they are defined via three functions depending only, in space, on the toroidal variables \( \tilde{x} = (r, z) \) as

\[
 u(t, x) = u_r(t, \tilde{x}) e_r + u_\theta(t, \tilde{x}) e_\theta + u_z(t, \tilde{x}) e_z,
\]

where \( x = (r \cos \theta, r \sin \theta, z) = re_r + ze_z \), and

\[
 e_r = (\cos \theta, \sin \theta, 0), \quad e_\theta = (-\sin \theta, \cos \theta, 0), \quad e_z = (0, 0, 1).
\]

We denote \( \tilde{\Omega} \) the 2D domain such that \( x \in \Omega \) whenever \( \tilde{x} \in \tilde{\Omega} \). With a slight abuse of notation, we use the same notation \( u \) both for the function of the variable \( x \in \Omega \), and for \((u_r, u_\theta, u_z)\) as function of the toroidal variable \( \tilde{x} \in \tilde{\Omega} \). In particular \( L^p(\tilde{\Omega}) \) will denote a Lebesgue space on a domain of dimension 2 while \( L^p(\Omega) \) will denote a Lebesgue space on a domain of dimension 3.

The axisymmetric structure (2) is preserved by the system (1) and, for any axisymmetric \( u^0 \in H^s(\Omega) \) initial value with \( s > 5/2 \), there exists \( T > 0 \) such that the associated solution \( u \) to (1) verifies

\[
 (H1) \quad u \in C^0([0, T), H^s(\Omega)) \cap C^1([0, T), H^{s-1}(\Omega)).
\]

Moreover the solution is axisymmetric and unique on this lifespan (see for instance [1]). Consider \( T^* \) the biggest such time \( T \). It is still unknown whether there exist such a solution which blows up in finite time, that is such that \( T^* \) is finite. The aim of this paper is to study, in this finite time blow-up scenario, the associated development of instabilities.

For this, we consider the semigroup of axisymmetric solutions generated by the linearization of the Euler equations (1) about the solution \( u^0 \):

\[
 \begin{align*}
 \partial_t v + u \cdot \nabla v + v \cdot \nabla u + \nabla Q &= 0, \quad 0 < t < T^*, \ x \in \Omega, \\
 \text{div}(v) &= 0 \quad 0 < t < T^*, \ x \in \Omega, \\
 v \cdot n &= 0, \quad \text{on } \partial \Omega.
\end{align*}
\]

The solution \( v \) is uniquely determined for any initial initial value in \( H^1(\Omega) \) (see Inoue and Miyakawa [13]). We only consider initial values in \( H^1_{axi}(\Omega) \), the set of axisymmetric functions in \( H^1(\Omega, \mathbb{R}^3) \). Since \( u \) is axisymmetric, the axisymmetric structure is also preserved by this linear equation, and the solution \( v \) of Equation (3) verifies (2).

In order to apply our result on blow-up profiles, we study the instability in the space of axisymmetric functions, by

\[
 \lambda_{p, \sigma}(t) := \sup_{\substack{v \in H^1_{axi}(\Omega) \setminus \{0\} \quad \text{solves (3)} \quad \left\| r^{-\sigma} v(t, \cdot) \right\|_{L^p(\Omega)} \quad \left\| r^{-\sigma} v(0, \cdot) \right\|_{L^q(\Omega)}}} \frac{\left\| r^{-\sigma} v(t, \cdot) \right\|_{L^p(\Omega)}}{\left\| r^{-\sigma} v(0, \cdot) \right\|_{L^q(\Omega)}}.
\]

Our main result is the following.

**Theorem 1** (Instability of the Blow-up). Assume \( u \) is an axisymmetric solution of (1) verifying the Hypothesis (H1) with \( s > 5/2 \), and with initial condition \( u^{in} \) verifying \( ru^{in} \in L^{\infty}(\Omega) \cap L^q(\Omega) \) with \( q < \frac{6}{5} \). Let \( T^* > 0 \) be the maximal time \( T \)
such that \( u \) verifies Hypothesis (H1), and assume that \( T^* \) is finite. Then for any \( p \in [1, \infty) \) and any \( \sigma \in \left( -\frac{2}{p'}, \frac{2}{p} \right) \),
\[
\lambda_{p,\sigma}(t) \xrightarrow{t \to T^*} \infty.
\]

This result follows ideas of [17], where a similar result was proved without weight nor axisymmetric assumptions. The method is based on the WKB expansion method developed in [18, 11] to define rigorously the concept of fluid Lyapunov exponent (see also [10] and [9]).

This line of work is motivated by the numerical investigations of finite time blow-up solutions of Euler equations (1). The genuine difficulty to predict finite time blow-ups for compressible models is well documented (see Hou and Li [12], or Kerr [14] for instance). The result in [17] shows that, if such a finite time blow-up solution exists, it becomes linearly unstable close to the blow-up time.

In [15], Luo and Hou made very precise numerical computations providing strong evidences for the existence of axisymmetric solutions blowing up in finite time. This has been recently backed up mathematically by Hou and Chen [4]. The proof follows the theory initiated by Elgindi [7] (see also Elgindi, Ghoul and Masmoudi [8] for solutions with non vanishing swirl). Note that these solutions constructed mathematically have initial values in \( C^{1,\alpha} \) (without more regularity).

Considering only axisymmetric solutions prevent the non axisymmetric instabilities in the flow. Theorem 1 shows that, even in this case, purely axisymmetric instabilities develop at the blow-up time. Therefore it justifies the need of high precision numerical techniques introduced in [15].

Most of these studies of blow-ups, whether mathematical or numerical, involve the control of a local blow-up profile. Consider the rescaling of the solution in the toroidal variables:

\[
(4) \quad u(t, \tilde{x}) = \frac{1}{(T^* - t)^{\alpha}} \, U \left( t, \frac{\tilde{x} - x^0_t}{(T^* - t)^{\beta}} \right),
\]

where \( (x^0_t)_{t \in [0,T]} \) is a curve in time with values in \( \tilde{\Omega} \). The function \( U \) is called a blow-up profile if it smooth enough, up to the blow-up time \( T^* \). A natural question is then whether the instabilities developing close to the blow-up time induce instabilities on the blow-up profile itself. For this, we consider the rescaled axisymmetric solutions to the linearized Euler equations (3):

\[
(5) \quad v(t, \tilde{x}) = \frac{1}{(T^* - t)^{\alpha}} \, V \left( t, \frac{\tilde{x} - x^0_t}{(T^* - t)^{\beta}} \right), \quad \tilde{\Omega}_t = \frac{\tilde{\Omega} - x^0_t}{(T^* - t)^{\beta}}.
\]

And we define the associated quantity:

\[
(6) \quad \Lambda_p(t) := \sup_{v^m \in H^{1}_{\text{axi}}(\tilde{\Omega}), \|v^m\|_{L^p(\tilde{\Omega}_t)} \leq 1} \|V(t, \cdot)\|_{L^p(\tilde{\Omega}_t)}.
\]

Using the weighted norms considered in Theorem 1, we can show the following result.
Corollary 1.1. Let $1 \leq p < \infty$, $\alpha \in \mathbb{R}$ and $\beta > 0$ be numbers such that

$$\frac{\alpha}{\beta} < 1 + \frac{4}{p}.$$ 

Assume $u$ is an axisymmetric solution of (1) verifying (H1) with $s > 5/2$, and with initial condition $u^{in}$ verifying $ru^{in} \in L^{\infty}(\Omega) \cap L^{2}(\Omega)$ with $q < \frac{6}{5}$. Let $T^{*} > 0$ be the maximal time $T$ such that $u$ verifies (H1), and assume that $T^{*}$ is finite. Assume that the rescaled function $U$ defined by (4) verifies:

$$\lim_{t \to T^{*}} \|\text{curl } U\|_{L^{\infty}(\tilde{\Omega}_{t})} > 0.$$ 

Then

$$\Lambda_{p}(t) \rightarrow T^{*} \infty.$$ 

While the instability result Theorem 1 is stated in the 3D variables $x \in \Omega$, the Corollary 1.1 use the 2D set of toroidal variables $\tilde{x} \in \tilde{\Omega}$. The choice is arbitrary. However, the conditions on parameters are dependent on the choice of representation when $p < \infty$.

This result provides scalings for which blow-up profiles, if they exist, become themselves unstable. In particular, we compare the scalings obtained here with the scalings numerically computed in [15] in the last section. Note in comparison that [8] provides a stability result of the blow-up profiles in very strong norms, but for less regular solutions.

Following [17] we want to compare the growth on the vorticity $\omega = \text{curl } u$ and the growth on the instabilities $\lambda_{p,\sigma}$. The vorticity $\omega = \text{curl } u$ verifies

$$(7) \quad \partial_{t} \omega + u \cdot \nabla \omega = \omega \cdot \nabla u.$$ 

In the axisymmetric case, the vorticity can be written as the sum of the poloidal component $\omega_{\theta} e_{\theta}$, and the toroidal component

$$\tilde{\omega} := \omega_{r} e_{r} + \omega_{z} e_{z}.$$ 

Note that the poloidal component $\omega_{\theta}$ of the vorticity is known to be important for axisymmetric solutions. Actually the system (1) can be reduced to a system of two equations describing the evolution of $(u_{\theta}, \omega_{\theta})$ (see Section 3):

$$\partial_{t}(ru_{\theta}) + u \cdot \nabla (ru_{\theta}) = 0$$
$$\partial_{t} \left( \frac{\omega_{\theta}}{r} \right) + u \cdot \nabla \left( \frac{\omega_{\theta}}{r} \right) = \frac{\partial_{z} u_{\theta}^{2}}{r^{2}}.$$ 

Blow-up criteria based only on the poloidal component were obtained by Chae and Kim [3], and Chae [2].

However, because the perturbations are themselves axisymmetric, we can only compare $\lambda_{p,\sigma}$ to the toroidal component of the vorticity $\tilde{\omega}$. A first step is then to obtain the following blow-up criteria à la Beale Kato Majda involving only the toroidal component of the vorticity.

**Proposition 1** (Blow-up criterion). Assume $u$ is an axisymmetric solution of (1) verifying Hypothesis (H1) with initial condition $u^{in}$ verifying $ru^{in} \in L^{\infty}(\Omega) \cap L^{2}(\Omega)$
with \( q < \frac{6}{5} \). Then \( u \) can be extended as a solution verifying (H1) on a bigger interval of time if and only if
\[
\int_0^T \left( \| \vec{\omega} \|_{L^\infty(\Omega)} + \frac{\| \vec{\omega} \|_{L^2(\Omega)}}{\sqrt{T}} \right) \, dt < \infty.
\]

**Remark 1.1.** One can replace the above criterion by the following more general one: \( \vec{\omega} \in L^1((0, T), L^\infty) \) and
\[
\frac{\omega_r}{r^{a+b}} \in L^{1+\vartheta}((0, T), L^\infty) \quad \text{and} \quad \frac{\omega_z}{\vartheta} \in L^{1+\vartheta}((0, T), L^\infty),
\]
where \((a, b) \in [0, s - \frac{\vartheta}{\vartheta+1})^2 \) are such that \( a + b \geq 1 \) and \( a \leq 2 \), \( \vartheta = \frac{3+q}{q} \in [0, 1] \) and \( q < 3 \frac{q}{q+2} \) (see Lemma 3.1 and 3.3). If one removes the upper bound \( s - \frac{\vartheta}{\vartheta+1} \), then this criterion is still sufficient to extend the solution.

## 2. Set Up of the Method

To simplify the notations, we will not denote the domain for the functions spaces when this domain is \( \Omega \), so that for example \( L^p := L^p(\Omega) \).

As in [17] and [18], we use a WKB approximation of the solution \( v \) of the linearized problem (3) under the form
\[
v(t, x) \simeq b(t, x) e^{iS(t, x)/\varepsilon} \quad \text{when} \quad \varepsilon \to 0,
\]
with \( b \) and \( \xi = \nabla S \) verifying the bi-characteristic amplitude ODE system
\[
\begin{cases}
\dot{x}_t &= u_t \\
\dot{\xi}_t &= - (\nabla u)_t \cdot \xi_t \\
\dot{b}_t &= - b_t \cdot (\nabla u)_t + 2 \frac{b_t \cdot (\nabla u)_t \cdot \xi_t}{|\xi_t|^2} \xi_t,
\end{cases}
\]
where the subscript indicates that we look at the quantity along the flow, i.e. the notations have the following signification: \( u_t = u(t, x_t) \), \((\nabla u)_t = \nabla u(t, x_t)\), \( \xi_t = \xi_t(x_0, \xi_0) = \xi(t, x_t) \) and \( b_t = b_t(x_0, \xi_0, b_0) = b(t, x_t) \). Remark that \( x_t \) depends only \( x_0 \) while \( \xi_t \) depends both on \( x_0 \) and \( \xi_0 \) and \( b_t \) depends on \( (x_0, \xi_0, b_0) \). The incompressibility condition on \( v \) corresponds to \( b_t \cdot \xi_t = 0 \) in this approximation, which is a property conserved by (8).

We want to obtain results similar as in the paper [17] but in the axisymmetric case. In this setting, notice that since \( S \) is invariant by rotation around the axis \( z = 0 \), we obtain in polar coordinates \( S(t, x) = S(t, r, z) \), so that \( \partial_\theta S = \xi_\theta = 0 \), \( \xi = \tilde{\xi} \), and the quantity \( \beta(T) \) defined in [17] is no more able to control \( \omega_\theta \) with the constraint \( \xi = \tilde{\xi} \). This is the reason why we first need Proposition 1, which is proved by proving that that the bounds on \( \vec{\omega} \) implies bounds on \( \omega_\theta \) and then using Beale-Kato-Majda criterion. Then, we define
\[
\beta_\sigma(t) := \sup_{(x_0, \xi_0, b_0) \in \Omega \times \mathbb{R}^3 \times S^1} \left| \int_0^\sigma b_t(x_0, \xi_0, b_0) \right|.
\]
where \( \vec{x}_t = (r_t, z_t) \). This quantity controls two components of the vorticity in the sense of the following proposition.
Proposition 2. Assume $u$ is an axisymmetric solution of (1) verifying Hypothesis (H1). Then for any $T \in (0, T^*)$ and any $\sigma \in \mathbb{R}$, we have
\[
\left\| \frac{\tilde{\omega}(T, \cdot)}{r^a} \right\|_{L^\infty} \leq \left\| \tilde{\omega}^{in} \right\|_{L^\infty} \beta_\sigma(T)^{2+a}.
\]

Moreover, this quantity can be controlled by the norm of the semigroup corresponding to the linearized Euler equation (3) in weighted Lebesgue spaces.

Proposition 3. Let $T \in (0, T^*)$, $p \in [1, \infty)$, $\sigma \in \left( -\frac{2}{p}, \frac{2}{p} \right)$ and assume $u$ is an axisymmetric solution of (1) verifying Hypothesis (H1). Then
\[
\beta_\sigma(T) \leq \lambda_{p, \sigma}(T).
\]

Combining these two propositions and the new blow-up criterion leads to the proof of the main Theorem.

Proof of Theorem 1. Combining Proposition 2 and Proposition 3 with $a > 0$ or $a = 0$ we deduce that
\[
\left\| \frac{\tilde{\omega}(T, \cdot)}{r^a} \right\|_{L^\infty} \leq \left\| \tilde{\omega}^{in} \right\|_{L^\infty} \beta_\sigma(T)^{2+a} \leq \left\| \tilde{\omega}^{in} \right\|_{L^\infty} \lambda_{p, \sigma}(T)^{2+a}
\]
\[
\left\| \tilde{\omega}(T, \cdot) \right\|_{L^\infty} \leq \left\| \tilde{\omega}^{in} \right\|_{L^\infty} \beta_\sigma(T)^2 \leq \left\| \tilde{\omega}^{in} \right\|_{L^\infty} \lambda_{p, \sigma}(T)^2.
\]
and we can then conclude by Remark 1.1 with $a = b \in \left[ \frac{4}{7}, s - \frac{5}{7} \right]$. \(\square\)

3. Blow-up criterion

We use the same notation $u$ both for the function of the variable $x \in \mathbb{R}^3$ and for the function of the variable $\tilde{x} = (r, z) \in \tilde{\Omega}$. We will however use the notation $\nabla$ as the gradient with respect to $x$, while we will define $\tilde{\nabla} := (\partial_r, \partial_z)$. Remark however that for any axisymmetric scalar function $w(x) = w(r, z) \in \mathbb{R}$ it holds
\[
\nabla w = \nabla (w(r, z)) = \partial_r w e_r + \partial_z w e_z = \tilde{\nabla} w.
\]

We will write $\tilde{u} = u_r e_r + u_z e_z$. Remark that since $u$ is axisymmetric, we have $\text{div}(u_\theta e_\theta) = \partial_\theta u_\theta = 0$, therefore $\tilde{u}$ is also divergence free and with these notations
\[
\tilde{\text{div}}(r \tilde{u}) = \tilde{\text{div}}(\tilde{u}) + \frac{u_r}{r} = \text{div}(\tilde{u}) = 0,
\]
Moreover, remarking that $u_r$ and $u_\theta$ are odd functions of $r$, if $u$ is continuous, we deduce that $u_r(0, z) = u_\theta(0, z) = 0$. If $u \in H^{2+\varepsilon}_t \subset C^1$, then we have even better. Computing the gradient in cylindrical coordinates yields
\[
|\partial_r u_r|^2 + |\partial_r u_\theta|^2 + \frac{|u_r|^2}{r} + \frac{|u_\theta|^2}{r} \leq |\nabla u|^2 < \infty.
\]

If $u \in H^{2+\varepsilon}_t \subset C^2$, computing the Hessian matrix $\nabla^2 u$ in cylindrical coordinates yields
\[
|\partial^2_r u_r|^2 + |\partial^2_r u_\theta|^2 + \frac{|\partial_r u_r|^2}{r} + \frac{|\partial_r u_\theta|^2}{r} + \frac{|u_r|^2}{r^2} + \frac{|u_\theta|^2}{r^2} \leq |\nabla^2 u|^2 < \infty.
\]

From these estimates we deduce the following bounds
Lemma 3.1. Assume $u \in H^s$ with $s > \frac{5}{2}$ is axisymmetric and let $\omega = \text{curl} \, u$. Then for any $(a, b) \in [0, s - \frac{5}{2}]^2$, there exists a constant $C > 0$ such that

$$\left\| \frac{\omega_r}{r^a} \right\|_{L^\infty} \leq C \|u\|_{H^s} \quad \text{and} \quad \left\| \frac{\omega_z}{r^b} \right\|_{L^\infty} \leq C \|u\|_{H^s}.$$  

Proof. As a consequence of the Sobolev embedding $H^{\frac{5}{2}+\varepsilon} \subset C^1$, $H^{\frac{5}{2}+\varepsilon} \subset C^2$, the fact that $\partial_z u_\theta = -\omega_r$ and and the above inequalities (9) and (10), we obtain for any $\varepsilon > 0$ the existence of a constant $C > 0$ such that

$$\left\| \omega_r \right\|_{L^\infty} \leq C \|u\|_{H^{\frac{5}{2}+\varepsilon}} \quad \text{and} \quad \left\| \frac{\omega_r}{r^a} \right\|_{L^\infty} \leq C \|u\|_{H^{\frac{5}{2}+\varepsilon}},$$

and we conclude by interpolation. Since $\omega_z = \partial_r u_\theta + \frac{u_r}{r}$, the same reasoning implies the result for $\omega_z$. When $s > 7/2$, one can use higher derivatives. Remark that the result also follows from Hardy’s and Sobolev’s inequalities. $\square$

Lemma 3.2. Let $p \geq 1$, and $(a, b) \in \mathbb{R}^2$ verifying $(a + b - 1)(3 - a) \geq 0$ and $b \neq \frac{2}{p} - 1$. Assume $u$ is an axisymmetric solution of (1) verifying Hypothesis (H1) with initial condition $u^{in}$ such that $r u^{in} \in L^p(1 - \theta)$ with $\theta = \frac{5-2}{2\theta}$. Then for any $T \in (0, T^*)$, it holds

$$\left\| \omega(T) \right\|_{L^p} \leq \left\| \omega^{in} \right\|_{L^p} + C \left\| \frac{\omega_r}{r^a} \right\|_{L^\infty} \left\| \frac{\omega_z}{r^b} \right\|_{L^\infty} dt,$$

where $C = \frac{2}{b+1-d/p} \left\| r u^{in} \right\|_{L^p(1-\theta)}^{1-\theta}$.

Remark 3.1. In the case when $\Omega$ is a bounded domain and $\frac{\omega_r}{r^a}$ and $\frac{\omega_z}{r^b}$ are in $L^{1+\theta}((0,T), L^\infty)$, we deduce in particular that

$$\int_0^T \|\omega\|_{L^\infty} \, dt < C$$

for some constant $C > 0$ depending on the size of the domain.

Proof. Remarking that the pressure $P$ does not depend on $\theta$ since $u$ is axisymmetric and taking the $\theta$ coordinate of the first equation in (1) and of Equation (7) yields

$$\partial_t u_\theta + u_r \partial_r u_\theta + u_z \partial_z u_\theta + u_\theta \frac{u_r}{r} = 0$$

$$\partial_t \omega_\theta + u_r \partial_r \omega_\theta + u_z \partial_z \omega_\theta + \frac{u_{\theta}}{r} = \omega_r \partial_r u_\theta + \omega_z \partial_z u_\theta + \frac{u_{\theta}}{r},$$

which can be rewritten

$$\partial_t u_\theta + \frac{u_r}{r} \partial_r (ru_\theta) + u_z \partial_z u_\theta = 0$$

$$\partial_t \omega_\theta + ru_r \partial_r \left( \frac{\omega_\theta}{r} \right) + u_z \partial_z \omega_\theta = -2 \frac{\omega_r u_\theta}{r},$$

where we used the fact that $\partial_z u_\theta = -\omega_r$ and $\partial_r u_\theta = \omega_z - \frac{u_r}{r}$. Therefore, defining $\tilde{\omega} = (\omega_r, \omega_z)$, multiplying the first equation by $r$ and dividing the second equation by $r$ we get

$$\partial_t (ru_\theta) + u \cdot \nabla (ru_\theta) = 0 \quad \text{(11)}$$

$$\partial_t \left( \frac{\tilde{\omega}_0}{r} \right) + u \cdot \nabla \left( \frac{\tilde{\omega}_0}{r} \right) = -2 \frac{\omega_r u_\theta}{r^2}. \quad \text{(12)}$$

We immediately deduce from Equation (11) that for any $q \in [1, \infty]$,

$$\|ru_\theta\|_{L^q} = \|ru_\theta^{in}\|_{L^q}.$$
Since \( u_\theta(0, z) = 0 \), we can use Hardy’s inequality (see e.g. [16, Equation (1.3.3)]) which tells that for any \( p \in (1, \infty) \) and \( \sigma \neq \frac{d}{p} \) and function \( \nu : \mathbb{R}^d \to \mathbb{R} \) with the additional assumption that \( \nu(0) = 0 \) if \( \sigma > \frac{d}{p} \), it holds
\[
\left\| \frac{\nu(y)}{|y|} \right\|_{L^p(\mathbb{R}^d)} \leq \frac{1}{|\sigma - d/p|} \left\| \nabla \nu(y) \right\|_{L^p(\mathbb{R}^d)}.
\]
In particular, taking \( \nu(r) = ru_\theta(r, z) \), remarking that \( \partial_\rho(ru_\theta) = r\omega_z \), and then taking the \( L^p \) norm with respect to \( z \), we obtain for any \( p \in [1, \infty] \) (by passing to the limit to get \( p = \infty \) and \( p = 1 \)) and any \( b \neq \frac{d}{p} - 1 \),
\[
\left\| \frac{u_\theta}{\vartheta^{b+1}} \right\|_{L^p} \leq C_{d,b,p} \left\| \omega_\varrho \right\|_{L^p}.
\]
Therefore, from Equation (12), we get for any \( \vartheta \in [0, 1] \)
\[
\frac{d}{dt} \left\| \frac{\omega_\varrho}{r} \right\|_{L^p} \leq 2 \left\| \frac{\omega_r}{r^a} \right\|_{L^\infty} \left\| \frac{u_\theta}{r^{1-a}} \right\|_{L^p} \\
\leq 2 \left\| \frac{\omega_r}{r^a} \right\|_{L^\infty} \left\| \frac{u_\theta}{r^{1-a-\vartheta}} \right\|_{L^\infty} \left\| r u_\theta r^{1-\vartheta} \right\|_{L^{3\vartheta}(\mathbb{R}^d)},
\]
with \( b = \frac{3-a-2\vartheta}{\vartheta} \). This implies the result by Gronwall’s inequality. \( \square \)

When \( \Omega = \mathbb{R}^3 \), we still have to get estimates on the \( L^\infty \) norm of \( \omega \) for large values of \( r \).

**Lemma 3.3.** Let \( T > 0 \), \( \Omega := \mathbb{R}^3 \) and \((a, b) \in \mathbb{R}^2 \) verifying either \( b > -1 \) and \( a \in [1-b, 2] \) or \( 3 \leq a \leq -b \). Assume \( u \) is an axisymmetric solution of (1) verifying Hypothesis (H1) with initial condition \( u^{in} \) such that \( r u^{in} \in L^\infty \cap L^q \) with \( q < 3 \frac{a+2}{b+2} \) and
\[
\frac{\omega_r}{r^a} \in L^{1+\vartheta}((0, T), L^\infty) \quad \text{and} \quad \frac{\omega_\varrho}{r^b} \in L^{1+\vartheta}((0, T), L^\infty),
\]
with \( \vartheta = \max\left(\frac{2-a}{b+2}, \frac{3-a}{b+2}\right) \in [0, 1] \). Then it holds
\[
\omega_\varrho \in L^\infty((0, T) \times \mathbb{R}^d).
\]

**Proof.** We come back to Equation (12) to obtain that the equation for \( \omega_\varrho \) can be written
\[
\partial_t \omega_\varrho + u \cdot \nabla \omega_\varrho = \frac{\omega_\varrho u_r}{r} - 2 \frac{\omega_r u_\theta}{r}.
\]
Hence, similarly as in the proof of Lemma 3.2 and using our new bound on \( \frac{u_\theta}{r} \), we can control the \( L^p \) norm in the following way
\[
\frac{d}{dt} \left\| \omega_\varrho \right\|_{L^p} \leq \left\| \frac{\omega_\varrho}{r} \right\|_{L^p} \left\| u_r \right\|_{L^\infty} + 2 \left\| \frac{\omega_r}{r^a} \right\|_{L^\infty} \left\| \frac{u_\theta}{r^{1-a}} \right\|_{L^p} \\
\leq \left\| \omega_\varrho \right\|_{L^p} \left\| u_r \right\|_{L^\infty} + C \left\| \omega_r \right\|_{L^\infty} \left\| \frac{\omega_\varrho}{r^b} \right\|_{L^\infty} \left\| r u_\theta \right\|_{L^{3\vartheta}(\mathbb{R}^d)},
\]
with \( \vartheta_2 = \frac{2-a}{b+2} \in [0, 1] \). To bound \( u_r \), we use the Biot and Savart law which gives us
\[
u(x) = \operatorname{curl} \int_{\mathbb{R}^3} K(x - y) \omega(y) \, dy = \operatorname{curl} K \ast \omega,
\]
where \( K(x) = \frac{1}{4\pi|x|^2} \) is the Newtonian kernel. Taking the scalar product with \( e_r \) and using the fact that since we are in an axisymmetric setting \( \partial_\theta \omega_z = 0 \), we obtain
\[
 u_r = -\partial_z K * \omega_\theta,
\]
and since \( \partial_z K \in L^{3/2,\infty} \), we deduce
\[
 \|u_r\|_{L^\infty} \leq C_K \|\omega_\theta\|_{L^{3,1}} \leq C \|\omega_\theta\|_{L^{3-\epsilon, L^{3+\epsilon}}}.
\]
Therefore, by taking \( p = p_0 \in (2, 3) \) and \( p = p_1 > 3 \) in Inequality (14), by Gronwall’s lemma we deduce that \( \omega_\theta \in L^\infty((0, T), L^{p_0} \cap L^{p_1}) \) and
\[
 \|u_r\|_{L^\infty} \leq C \|\omega_\theta\|_{L^{p_0}\cap L^{p_1}} \leq C_{T, \omega},
\]
where \( C_{T, \omega} \) depends only on \( T \), on the initial conditions and on the bounds on \( \|\omega_\theta\|_{L^\infty} \) and \( \|\omega_\theta\|_{L^3} \). Now that we know that \( u_r \in L^\infty((0, T) \times \mathbb{R}^3) \), we can take \( p = \infty \) in Inequality (14) and then conclude by Gronwall’s inequality.

\[\square\]

4. Proof of the linear instability

4.1. Control of the vorticity by \( \beta \).

Proof of Proposition 2. Fix \((T, x_T) \in (0, T^*) \times \Omega \setminus \{r = 0\}\) and define backward the solution \( x_t \) of the first equation in the system (8) for \( t \in [0, T] \), and \( \omega_t = \omega(t, x_t) \).

Taking \( \xi'_T \) as the unit vector such that \((\xi'_T)_\theta = 0 \) and \( \xi'_T \cdot \tilde{\omega}_T = |\tilde{\omega}_T| \), since \( \xi' \) solves the backward dual vorticity equation, it holds \( \xi'_0 \cdot \omega_0 = \xi'_T \cdot \omega_T \) (see [17, Equation (8)]) . Since \( \xi'_0 \) remains axisymmetric, \((\xi'_0)_\theta = 0 \), so that
\[
 \xi'_0 \cdot \omega_0 = \xi'_0 \cdot \omega_0 = \xi'_T \cdot \omega_T = \xi'_T \cdot \tilde{\omega}_T = |\tilde{\omega}_T|.
\]

Thus, with the notation \( r_t = r_t(x_0) := (x_t)_r \), we get the following inequality
\[
 (15) \quad r^{-a}_T |\tilde{\omega}_T| = r^{-a}_T (\xi'_0 \cdot \tilde{\omega}_0) \leq r^{-a}_0 r^{-a}_T |\xi'_0| \|r^{-a} \omega(0, \cdot)\|_{L^\infty}.
\]

Now consider vectors \((b'_0, b'_0, \xi'_0) \in (\mathbb{R}^3)^2 \times S^1 \) such that \( b'_0, b''_0 \) and \( \xi'_0 \) are orthogonal to each other, \( |b'_0| = |b''_0| = r'_0 \) and \( r_0^{-2\sigma} (b'_0 \times b''_0) \cdot \xi'_0 = |\xi'_0| \), and let \( b'_t \) and \( b''_t \) be the solutions of (8) corresponding to the same \( \xi'_0 \) defined before. Then by [17, Equation (10)], we get
\[
 (16) \quad r^{-2\sigma}_0 |\xi'_0| \leq (b'_0 \times b''_0) \cdot \xi'_0 = (b'_T \times b''_T) \cdot \xi'_T \leq |b'_T| |b''_T|.
\]

We can also consider an other solution \( \xi = \tilde{\xi}_t \) of equation (8) such that \( \xi_0 \cdot \omega_0 = 0 \). Once again, since this scalar product is conserved, for any \( t \in [0, T] \) we still have \( \xi_t \cdot \omega_t = 0 \). Now define \( b_t \) as a solution of the third equation in (8) such that \( b_0 = r_0^s e_\theta \) and the incompressibility condition \( \xi \cdot b = 0 \) is satisfied. For such a solution \( b \), since \( \xi_0 = 0 \) we have
\[
 \partial_t (r b_\theta)_t = (u_t b_\theta)_t + r_t \left(-b \cdot \nabla u \cdot e_\theta - \frac{u_\theta}{r} b_r\right)_t = -(r b \cdot \nabla u b_\theta)_t - (u_\theta b_\theta)_t.
\]

Thus, using the fact that \( \partial_z u_\theta = -\omega_r \) and \( \partial_r u_\theta = \omega_z - \frac{u_\theta}{r} \), we obtain
\[
 \partial_t (r b_\theta)_t = (b \times \omega)_t \cdot r_t e_\theta.
\]

However, \( b \times \omega \) has to be parallel to \( \xi \) since \( \xi \cdot b = 0 \) and \( \xi \cdot \omega = 0 \), and since \( \xi_0 = 0 \), we deduce that the right-hand side of the above equation is 0, and so \( (r b_\theta)_t \) is constant. Therefore,
\[
 (17) \quad r_0^{s+1} = (r b_\theta)_0 = (r b_\theta)_T \leq r_T |b_T|.
\]
Combining Inequality (15), Inequality (16) and Inequality (17), we get
\[ r^{-\alpha} |\tilde{\omega}_T| \leq r_0^{-\sigma(\alpha + 2)} (r_0^{\sigma + 1} r_T^{-1}) r_0^{2\alpha} |\xi_0| \|r^{-\alpha} \omega(0, \cdot)\|_{L^\infty} \]
\[ \leq r_0^{-\sigma(\alpha + 2)} |b_T|^q |b_T'q| \|r^{-\alpha} \omega(0, \cdot)\|_{L^\infty} \]
\[ \leq \beta_\sigma (T)^{2+\alpha} \|r^{-\alpha} \omega(0, \cdot)\|_{L^\infty}, \]
which leads to the result. \( \square \)

4.2. Control of \( \beta \) by the linear stability. Before proving Proposition 3, we need the following stability result of the linearized Euler equation with additional source term in weighted \( L^p \) spaces.

**Lemma 4.1.** Let \( T > 0 \), \( p \in [1, \infty] \), \( \alpha \in \left( -\frac{2}{p}, \frac{2}{p} \right) \) and assume \( u \) is a solution of (1) verifying Hypothesis (H1). Then there exists a unique \( v \in C^0([0, T), H^1(\Omega)) \) solution of the system
\[ \partial_t v + u \cdot \nabla v + v \cdot \nabla u + \nabla Q = f \]
\[ \text{div}(v) = 0, \]
with boundary conditions \( v \cdot n = 0 \) on \( \partial \Omega \) and initial condition \( v(0, \cdot) = v^0 \). Moreover for any \( t \in [0, T] \),
\[ \|r^\alpha v\|_{L^p} \leq e^{U_T} \left( \|r^\alpha v^0\|_{L^p} + \|r^\alpha f\|_{L^1((0, T), L^p)} \right), \]
with \( U_T = \int_0^T \|u(t, \cdot)\|_{H^s} \ dt \).

**Proof.** The existence and uniqueness of \( v \) follows from [13]. Remark that
\[ \partial_t (r^\alpha v) + u \cdot \nabla (r^\alpha v) = (r^\alpha v) \cdot \left( \frac{u_T}{r} - \nabla u \right) + r^\alpha \left( f - \nabla Q \right), \]
and then taking the derivative of the \( L^p \) norm yields
\[ \partial_t \|r^\alpha v\|_{L^p} \leq \left\| \frac{u_T}{r} - \nabla u \right\|_{L^\infty} \|r^\alpha v\|_{L^p} + \|r^\alpha (f - \nabla Q)\|_{L^p}. \]
By Inequality (9), we have \( \|\alpha \frac{u_T}{r} - \nabla u\|_{L^\infty} \leq (|\alpha| + 1) \|\nabla u\|_{L^\infty} \). Moreover, since \( v \cdot \nabla u \cdot n = 0 \), the pressure \( Q \) verifies the Neumann problem
\[ \Delta Q = \text{div}(2v \cdot \nabla u - f) \quad \text{(in } \Omega) \]
\[ \partial_n Q = (2v \cdot \nabla u - f) \cdot n \quad \text{(on } \partial \Omega), \]
so that by elliptic regularity theory (see e.g. [19, Theorem 1.6]) we have
\[ \|r^\alpha \nabla Q\|_{L^p} \lesssim \|r^\alpha (2v \cdot \nabla u - f)\|_{L^p} \]
\[ \lesssim 2 \|r^\alpha v\|_{L^p} \|\nabla u\|_{L^\infty} + \|r^\alpha f\|_{L^p}, \]
as soon as \( r^{\alpha_p} \) is in the Muckenhoupt class \( A_p \). One can check (see e.g. [6, Theorem 1.1]) that this holds as soon as \( 2 (1 - p) < -\alpha_p < 2 \). Hence, the estimates follows from the Sobolev embedding \( H^s \subset W^{1, \infty} \) for \( s > \frac{5}{2} \) and Gronwall’s inequality. \( \square \)

With this result, we are now ready to get a bound on \( \beta \) in weighted Lebesgue spaces.
Proof of Proposition 3. Since \( u \in C^0([0, T], C^1) \), as in [17, Proposition 1], we can define the flow \( \gamma \) associated to \( u \) verifying \( \partial_t \gamma(t, x) = u(t, \gamma(t, x)) \) with initial condition \( \gamma(0, x) = x \). It is a Lipschitz function of time and is \( C^2 \) with respect to the initial condition. The inverse of \( \gamma(t, \cdot) \), denoted \( \gamma^{-1}(t, \cdot) \), has the same regularity.

Now let \((x_t, \xi_t, b_t)\) be a solution of the ordinary differential equations system (8) with initial condition \((x_0, \xi_0, b_0) = (x, \xi_0, b_0) \in \Omega \times S^1 \times S^2\) be such that \( b_0 \cdot \xi_0 = 0 \), and define

\[
\xi(t, x) := \xi_t(\gamma^{-1}(t, x), \xi_0) \\
b(t, x) := b_t(\gamma^{-1}(t, x), \xi_0),
\]
or equivalently \( \xi(t, \gamma(t, x)) = \xi_t(\tilde{x}, \xi_0) \) and \( b(t, \gamma(t, x)) = b_t(\tilde{x}, \xi_0) \). In particular \( x_t = \gamma(t, x_0) \), \( \xi_t(x_0, \xi_0) = \xi(t, x_t) \) and \( b_t(x_0, \xi_0, b_0) = b(t, x_t) \). Now we can also define \( S \) as

\[
S(t, x) := \gamma^{-1}(t, x) \cdot \xi_0.
\]

This implies that \( S \) is axisymmetric and \( S(t, \gamma(t, x)) = \tilde{x} \cdot \xi_0 \), so that \( S \) is a solution to

\[
\partial_t S + u \cdot \nabla S = 0,
\]

with initial condition \( S_0(x) = \tilde{x} \cdot \xi_0 \). Differentiating the equation verified by \( S \) yields

\[
\partial_t \nabla S + u \cdot \nabla(\nabla S) = -\nabla u \cdot (\nabla S),
\]

which is exactly the equation verified by \( \xi \), with the same initial value. By uniqueness, we deduce that \( \xi = \xi = \nabla S \).

Since \( u \in C^0([0, T], C^1) \), by Inequality (9) we deduce that \( \frac{u}{r} \in L^\infty([0, T], L^\infty) \) and \( \beta_{-\alpha}(T) < \infty \). Therefore, for \( \eta > 0 \), we can choose \((x_0, \xi_0, b_0)\) such that \( r_0 \neq 0 \) and

\[
\beta_{-\alpha}(T) \leq (1 + \eta) r_0^2 |b_T(x_0, \xi_0, b_0)|.
\]

The regularity and the uniqueness of the flow \( \gamma \) implies the existence of some constant \( \delta > 0 \) such that the ball \( B_\delta(x_T) \subset \mathbb{R}^2 \) of center \( \tilde{x}_T = \tilde{x}_T(x_0) \) and radius \( \delta \) is strictly included in \( \Omega \setminus \{r = 0\} \), and

\[
(1 - \eta) r_T(x_0)^\alpha |b_T(x_0, \xi_0, b_0)| \leq \inf_{x \in A_\delta(x_T)} |r_T(\gamma_T^{-1}(x))|^{\alpha} b_T(\gamma_T^{-1}(x), \xi_0, b_0) \leq \inf_{x \in A_\delta(x_T)} |r_T (T, x)|^{\alpha} b(T, x),
\]

where \( x = (r, z) \) and we defined the annulus \( A_\delta(x_T) := \{x \in \Omega, \tilde{x} \in B_\delta(x_T)\} \). Now we define \( \varphi_T \) as a smooth function supported in \( A_\delta(x_T) \) and such that

\[
||\varphi_T||_{L^p} = 1,
\]

and for any \( t \in [0, T] \), \( \varphi(t, x) := \varphi_T(\gamma_T^{-1}(x)) \). We also define

\[
u_{\varepsilon, \delta} := \varepsilon \text{curl} \left( \frac{b \times \xi}{|\xi|^2} \varphi e^{iS/\varepsilon} \right),
\]
so that \( \text{div} v_{\varepsilon, \delta} = 0 \). Since \( \varphi \) is compactly supported in \( \Omega \), \( v_{\varepsilon, \delta} \) is also compactly supported in \( \Omega \), and in particular, \( v_{\varepsilon, \delta} \cdot n = 0 \) on \( \partial \Omega \). Moreover, \( v_{\varepsilon, \delta} \) is axisymmetric, since it is the case for \( b \), \( S \) and \( \varphi \).

As proved in [17], for any \( t \in [0, T] \), we still have the property of orthogonality \( \xi \cdot b = 0 \) and from this we deduce the following formula

\[
(22) \quad v_{\varepsilon, \delta} = i \varphi b e^{iS/\varepsilon} + \varepsilon c_{\eta, \delta} e^{iS/\varepsilon},
\]

with \( c_{\eta, \delta} = \text{curl} \left( \frac{\varphi}{\xi} \right) \) independent of \( \varepsilon \). Remark that since \( \nabla u \in L^\infty \), by the second equation of the ODE system (8) we deduce

\[
|\xi| \geq e^{-\varepsilon \|\nabla u\|_{L^\infty([0, T] \times \Omega)}} |\xi_0| \geq C_T,
\]

where \( C_T = e^{-T \|\nabla u\|_{L^\infty([0, T] \times \Omega)}} > 0 \). This implies also a bound of the \( x \) dependent function \( |\xi|^{-1} \) on \( A_3(x_t) \) by choosing \( \delta \) sufficiently small, since this function is \( C^2 \) with respect to its initial conditions, from which we deduce \( C_{\eta, \delta} := \|r^\alpha c_{\eta, \delta}\|_{L^p} < \infty \), and

\[
(23) \quad \|\varphi r^\alpha b\|_{L^p} - \|v_{\varepsilon, \delta} r^\alpha\|_{L^p} \leq \varepsilon C_{\eta, \delta}.
\]

This inequality, combined with the fact that \( r_0^\alpha b_0 = 1 \) and \( \|\varphi T\|_{L^p} = 1 \), yields

\[
Z_{\varepsilon} := \|r^\alpha v_{\varepsilon, \delta}^\text{in}\|_{L^p} \leq 1 + \varepsilon C_{\eta, \delta}.
\]

Now by inequalities (19), (20), the normalization condition (21) and the fact that \( \varphi \) is supported in \( A_3(x_T) \), and by Inequality (23), we obtain

\[
\beta_{-\alpha}(T) \leq \frac{1 + \eta}{1 - \eta} \left( \inf_{A_3(x_T)} |r^\alpha b(T, \cdot)| \right)
\]

\[
\leq \frac{1 + \eta}{1 - \eta} \|\varphi r^\alpha b\|_{L^p} + \|v_{\varepsilon, \delta} r^\alpha\|_{L^p}
\]

\[
\leq \frac{1 + \eta}{1 - \eta} \left( \|r^\alpha v_{\varepsilon, \delta}(T, \cdot)\|_{L^p} + \varepsilon C_{\eta, \delta} \right)
\]

\[
\leq \frac{1 + \eta}{1 - \eta} \left( Z_{\varepsilon} \|r^\alpha v(T, \cdot)\|_{L^p} + \|r^\alpha (v_{\varepsilon, \delta} - Z_{\varepsilon} v)(T, \cdot)\|_{L^p} + \varepsilon C_{\eta, \delta} \right),
\]

where \( v \) is a solution of the linearized Euler equation (3) with initial condition \( v^\text{in} = Z_{\varepsilon}^{-1} v_{\varepsilon, \delta} \). Moreover, as in [17], it holds

\[
\partial_t v_{\varepsilon, \delta} + u \cdot \nabla v_{\varepsilon, \delta} + v_{\varepsilon, \delta} \cdot \nabla u + \nabla q_{\varepsilon, \delta} = \varepsilon R_{\varepsilon, \delta},
\]

where using the fact that \( \varphi \) is compactly supported in a ball not containing the central axis, \( \|r^\alpha R_{\varepsilon, \delta}\|_{L^p} < C_{\eta, \delta} \) for some constant \( C_{\eta, \delta} \) independent of \( \varepsilon \). Thus, applying Lemma 4.1 to \( v_{\varepsilon, \delta} - Z_{\varepsilon} v \), we arrive at

\[
\beta_{-\alpha}(T) \leq \frac{1 + \eta}{1 - \eta} \left( Z_{\varepsilon} \|r^\alpha v(T, \cdot)\|_{L^p} + \varepsilon C_{\eta, \delta} e^{U_T} + \varepsilon C_{\eta, \delta} \right),
\]

and we obtain the result by letting \( \varepsilon \) go to 0 and then \( \eta \) go to 0.

\[
5. \text{ Proof of Corollary 1.1}
\]

We want to prove here that if we know that the solution is blowing up in a self-similar way, then the system is linearly unstable even if we are in the appropriate scale. Hence, we assume that there exists \( T > 0 \) such that the solution \( u^\circ \) of the Euler equations (1) is of the form \( (T - t)^\alpha \). If one would want to observe the shape of \( U^\circ \), one could scale the amplitude by \( (T - t)^\alpha \) and scale the positions using the new variable \( y = \frac{\bar{x} - t}{(T - t)^\alpha} \). At this scale, perturbations take of the form

\[
U(t, y) := U^\circ(t, y) + V(t, y).
\]
Equivalently, this defines a function
\[ u(t, x) = u^\circ(t, x) + v(t, x), \]
where \( v \) and \( V \) are related by Equation (5). From this scaling relation we deduce that \( \|u(t, \cdot)\|_{L^p(\Omega_t)} = (T - t)^{\frac{2\beta}{p} - \alpha} \|V(t, \cdot)\|_{L^p(\tilde{\Omega}_t)} \) and if \( V \) solves the linearized equation around the state \( U^\circ \), then \( v \) solves the linearized Euler equation (3). Thus, from the definition of the scaled growth bound (6) we have
\[ \lambda_p(t) = (T - t)^{\frac{2\beta}{p} - \alpha} \Lambda_p(t). \]
Therefore, we can use Proposition 2 and Proposition 3 with \( \omega = \text{curl} \, u^\circ \) to get
\[ (24) \quad \|\omega(t, \cdot)\|_{L^\infty} \lesssim \|\omega^\text{in}\|_{L^\infty} (T - t)^2(\frac{2\beta}{p} - \alpha) \Lambda_p(T)^2. \]
Moreover, we can also compute the vorticity from the Formula (4). This yields
\[ \|\omega(t, \cdot)\|_{L^\infty} = \frac{1}{(T - t)^{\alpha + \beta}} C(t), \]
with \( C(t) = \|\text{curl} \, U^\circ(t, \cdot)\|_{L^\infty} \). Thus, we deduce from (24) that if \( u^\circ \) blows-up at \( t = T \), then for any \( 0 < T - \varepsilon < t < T \),
\[ \Lambda_p(t)^2 \geq (T - t)^{\alpha - \beta(1 + \frac{1}{p})} C_T, \]
where \( C_T = \inf_{[T-\varepsilon,T]} C(t) > 0 \). Thus, the solution is unstable as soon as \( \beta > 0 \) and
\[ \frac{\alpha}{\beta} < 1 + \frac{4}{p}. \]

**Remark 5.1.** In the work [15], the axisymmetric locally self-similar blow-up profile as a slightly more precise shape since different rates are taken for \( u_r \), and \( \omega_{\theta} \), which yields different scaling for \( u_r \) and \( u_z \) compared to \( u_\theta \). In the scaling of the dominant components of such a solution, we have with the notations of [15, Equations (4.17)] \( \alpha = -\gamma_u \) and \( \beta = \gamma_t \), and the balance of the dominant terms implies \( \alpha + \beta = 1 \) (see [15, Equation (4.20)]). Hence, in this case, the solution is unstable if
\[ \beta > \frac{1}{\frac{2}{p} + \frac{4}{p}}. \]
In particular, this means that at this scale, solutions are unstable in any \( L^p \) as soon as \( \beta > \frac{3}{4} \). As indicated in the above mentioned paper and proved in [5], in the case of a blowing-up solution, \( \beta \) is always larger or equal to 1, so this kind of solutions is always linearly unstable.
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