Tunneling dynamics of bosonic Josephson junctions assisted by a cavity field
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I. INTRODUCTION

Bosonic realization of the Josephson effect with ultracold atoms in symmetric double-well potentials \cite{1-15} is a paradigm of a few degree of freedom system which is described by the nonlinear equations of motion characteristic to a nonrigid pendulum. The coherent dynamics of the matter wave exhibits Josephson oscillations or self-trapping depending on the tunneling and interaction parameters of the gas sample. Recently we have shown that an additional laser pump tightly focused to the center of the double-well barrier can be used to tune, or eventually, change the sign of the tunneling amplitude between the left and right valleys \cite{16}.

When an ensemble of ultracold atoms is placed inside a high-Q optical resonator, atom-light interaction plays a crucial role, even in the dilute gas limit, due to the multiple recycling of the cavity photons from the mirrors \cite{17}. As an immediate consequence, there is a significant mutual back-action between the atomic and photon degrees of freedom. The optical potential created by the cavity photons alters significantly the external trapping potential, which modifies the atomic motion and thus the dispersive medium where the photon field propagates. The parameters of the low-energy description of the atomic motion become dependent on the state of the photon field being itself a dynamic quantity \cite{18,25}. Addition of an optical resonator to the double-well setup therefore leads to a hybrid system where some or all of the bosonic Josephson junction parameters become dynamical quantities. The purpose of the present paper is to study the modification of the coherent dynamics of a bosonic Josephson junction in the presence of the dynamical optical potential created by the cavity. Earlier proposals \cite{26,30} already considered the effect of the cavity field on the on-site energies of the junction. A recent proposal by Larson and Martikainen considered the extreme case where the double-well barrier was formed by the cavity field \cite{31}. Here, due to a modified geometry, we also consider the phenomena arising from cavity assisted boson tunneling.

Similar systems, where the two-mode double-well setup is extended with an additional bosonic mode include bosonic Josephson junctions in the presence of an impurity \cite{32,34}, or the Dicke model realized with bosonic superfluids inside optical cavities \cite{35,37}. It is common in these systems that the atomic dynamics represents a bosonic Josephson junction, which can be described semiclassically with a non-rigid pendulum, while the impurity or cavity field is described by an additional oscillator. Recently, the behavior of superfluid fermions in double well potentials \cite{38} and the superradiant transition of fermions in the field of a single mode cavity are also investigated \cite{39,41}. These systems realize thus the first step starting from a simple scenario of a quantum oscillator towards the complications in many-body quantum physics.

II. MODEL

We consider a bosonic Josephson junction (BJJ) formed by an interacting Bose-Einstein condensate in a symmetric double-well potential \cite{1}. The BJJ is placed inside a single mode, high-Q Fabry-Pérot resonator, with the cavity axis perpendicular to the direction of the double-well potential. We assume that the cavity is pumped by a laser with frequency \(\omega_L\) and amplitude \(\eta\) through one of its mirrors and is operated at the TEM\(_{00}\) mode. The peak value of the cavity field is at the center of the double-well barrier. The setup is illustrated in Fig. 1. The Bose-Einstein condensate is formed by bosonic alkaline or alkaline-earth-metal atoms having an electronic ground state and an optically accessible excited state with a transition frequency \(\omega_A\). The atoms are confined by a double-well (DW) potential, \(V_{DW}(x)\), along the \(x\) direction. We assume that the confinement is tightly harmonic with frequency \(\omega_H\) in the \((y,z)\) plane,
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FIG. 1: (Color online) The illustration of the setup. The bosonic Josephson Junction is created by magnetic or optical means along the x direction. A Fabry-Pérot cavity is placed around the junction with an axis orthogonal to the junction. The resonator is operated on the TEM$_{00}$ mode.

The atomic transition frequency is in the optical range, $g$, realized by using lasers at the magic wavelength, where earth-metal atoms a state independent potential can be created either by purely optical means or a combination of magnetic trapping and laser blockade. In principle it can depend on the internal state of the atom, but it will play no role in our considerations. For example, with alkaline-earth-metal atoms a state independent potential can be realized by using lasers at the magic wavelength, where the polarizability of the g and e states are equal. Atom-atom interaction is modelled by s-wave scattering, $g_{σ,σ'}$, with coupling constants $g_{gg}$, $g_{ee}$ and $g_{ge}$, arranged into $g_{σ,σ'} = 4πℏ^2a_{σ,σ'}/m$. Here $a_{σ,σ'}$ is the s-wave scattering length pertaining to collisions between two atoms in the state σ and $σ'$, respectively.

The above bosonic Josephson Junction is assumed to be inside a high-Q optical cavity with a characteristic frequency $ω_L$ close to the atomic transition frequency $ω_A$. The cavity is pumped through one of the mirrors by a coherent laser light. The single mode of the radiation inside the cavity is described by the Hamiltonian

$$\hat{H}_C = \hbar ω_C \hat{a}^{\dagger} \hat{a} - i\hbar \eta \left( e^{iωLt} \hat{a} - e^{-iωLt} \hat{a}^{\dagger} \right),$$

(3)

where $η > 0$ is the strength of the driving laser, and $ω_L$ is its single-mode frequency. The cavity axis is chosen along the y direction, and the cavity TEM$_{00}$ mode function has the form

$$f(r) = \sqrt{\frac{2}{L}} \cos(ky) \frac{e^{-(x^2+z^2)/(2σ^2)}}{π^{1/2}σ},$$

(4)

with $k = ω_C/c$ is the wave number of the cavity mode, $L$ is the distance between the mirrors and $σ$ is the width of the Gaussian profile in the $(x, z)$ plane.

Atom-light interaction is described by the standard Jaynes-Cummings interaction

$$\hat{H}_I = -iℏΩ_R \int d^3r \left[ \hat{a} \hat{\Psi}_c(r) \hat{\Psi}_g(r) - \hat{a}^{\dagger} \hat{\Psi}_g(r) \hat{\Psi}_c(r) \right],$$

(5)

which is valid in the rotating wave approximation. The parameter $Ω_R$ is the single-photon Rabi frequency. The full Hamiltonian is assumed to be the sum of the individual contributions $\hat{H} = \hat{H}_A + \hat{H}_C + \hat{H}_I$. In order to eliminate the time dependence from $\hat{H}_C$ we switch to a frame rotating with $ω_L$ with the help of the following unitary transformation,

$$\hat{U}(t) = \exp \left\{ iω_L t \left[ \hat{a}^{\dagger} \hat{a} + \int d^3r \left( \hat{\Psi}_c(r) \hat{\Psi}_c(r) - \hat{\Psi}_g(r) \hat{\Psi}_g(r) \right) \right] \right\}.$$

(6)

In the rotating frame the annihilation operators are replaced by $\hat{a} \rightarrow \hat{U} \hat{a} \hat{U}^{\dagger}$, $\hat{Ψ}_c(r) \rightarrow \hat{U} \hat{Ψ}_c(r) \hat{U}^{\dagger}$, and the Hamiltonian is transformed to $\hat{H} \rightarrow \hat{H} \hat{U}^{\dagger} + iℏ(∂t \hat{U}) \hat{U}^{\dagger}$. The Hamiltonian in the rotating frame now reads as

$$\hat{H} = \sum_{σ=g,e} \int d^3r \left[ - \frac{ℏ^2}{2m} \nabla^2 + V(r) + ℏω_A δ_{σ,e} + \frac{1}{2} \sum_{σ'} g_{σσ'} \hat{Ψ}_{σ'}^{\dagger}(r) \hat{Ψ}_{σ'}(r) - ℏΔ_σ δ_{σ,e} \right] \hat{Ψ}_{σ}(r) \hat{Ψ}_{σ}(r)$$

(7)

The time dependence has disappeared, but we have the following detunings instead of the bare frequencies, $Δ_A = ω_L - ω_A$, $Δ_C = ω_L - ω_C$. The Heisenberg equations of the field operators are given by

$$iℏ∂_t \hat{a} = [\hat{a}, \hat{H}]$$

$$= -ℏΔ_C \hat{a} + iℏη + iℏΩ_R \int d^3r f(r) \hat{Ψ}_g^{\dagger}(r) \hat{Ψ}_e(r)$$

(8a)

$$iℏ∂_t \hat{Ψ}_g(r) = [\hat{Ψ}_g(r), \hat{H}] = \left[ - \frac{ℏ^2}{2m} \nabla^2 + V(r) + \sum_{σ} g_{σσ} \hat{Ψ}_{σ'}^{\dagger}(r) \hat{Ψ}_{σ'}(r) \right] \hat{Ψ}_g(r) + iℏΩ_R f(r) \hat{a}^{\dagger} \hat{Ψ}_e(r)$$

(8b)
\[ i\hbar \partial_t \hat{\psi}_e(r) = \left[ \frac{\hbar^2}{2m} \nabla^2 + V(r) - \hbar \Delta_A \right] \hat{\psi}_e(r) + \sum_{\sigma} g_{e\sigma} \hat{\psi}^\dagger_\sigma(r) \hat{\psi}_\sigma(r) \hat{\psi}_e(r) - i\hbar \Omega_R f(r) \hat{a} \hat{\psi}_g(r). \quad (8c) \]

In the limit, when the atomic detuning is much larger than the other characteristic frequency scales of the system, \( \Delta_A \gg \sqrt{\hbar} \Omega_R, \hbar^{-1} V, \hbar^{-1} N_{g\sigma,\sigma'} \), the population of the excited state is small and follows adiabatically the ground state. The excited state field operator thus can be eliminated. Under these conditions the square bracket in Eq. (8c) is dominated by the detuning, and the excited state field operator immediately relaxes to its equilibrium value,

\[ \hat{\psi}_e(r) \approx -i \frac{\Omega_R f(r)}{\Delta_A} a \hat{\psi}_g(r). \quad (9) \]

The resulting dynamics of the photon field and the ground state atoms are given by

\[ i\hbar \partial_t \hat{a} = -\hbar \Delta_C \hat{a} + i\hbar \frac{\Omega^2_h}{\Delta_A} \int d^3r f^2(r) \hat{\psi}_{g\dagger}(r) \hat{\psi}_g(r), \quad (10a) \]

\[ i\hbar \partial_t \hat{\psi}_g(r) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(r) + \hbar \frac{\Delta^2}{\Delta_A} f^2(r) \hat{a} \hat{\psi}_g(r) \right] \hat{\psi}_g(r) + g_{bg} \hat{\psi}_{b\dagger}(r) \hat{\psi}_g(r) \hat{\psi}_g(r), \quad (10b) \]

where we have neglected interaction with excited state atoms, since the population of the excited state is much smaller than that of the ground state. Equations (10) can be obtained from the following effective Hamiltonian

\[ \hat{H}_{\text{eff}} = -\hbar \Delta_C \hat{a} \hat{a} - i\hbar \eta (\hat{a} \hat{a} \hat{a} - \hat{a} \hat{a}) + \int d^3r \hat{\psi}_{g\dagger}(r) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(r) + \hbar U_0 \hat{a} \hat{a} f^2(r) + \frac{1}{2} g_{bg} \hat{\psi}_{b\dagger}(r) \hat{\psi}_g(r) \right] \hat{\psi}_g(r), \quad (11) \]

where we have introduced \( U_0 = \Omega^2_h/\Delta_A \). As a result of the adiabatic elimination of the excited state, atom-photon interaction now is the dispersive photon scattering on the atoms. As a consequence a new optical potential has appeared, with position dependence \( f^2(r) \) and an effective amplitude \( U_0 a \hat{a} \). Therefore when the atomic transition is red detuned from the pumping (\( U_0 < 0 \)), the atoms are attracted to the intensity maxima of the cavity field, which effectively lowers the double-well barrier. This effect is proportional to the photon number, thus the state of the cavity dynamically influences the parameters of the Josephson Junction.

In order to arrive to a simplified, two-mode description of the system we assume that the unperturbed double-well potential Eq. [1] defines local Wannier-like states \( w_1(x) \) and \( w_2(x) \) centered around the minima of the unperturbed double-well potential \( V_{DW}(x) \), which stay practically unchanged when turning the cavity field on. In practice, this assumption means that the third lowest energy eigenstate in the double-well potential stays away from the low-energy doublet (the energy of the symmetric and antisymmetric combinations of Wannier orbits) even when a classical cavity field is present. By denoting the energy difference between the third lowest energy state and the lowest energy doublet by \( \Delta_{DW} \), we have the condition \( \Delta_{DW} \gg -U_0 \xi^2 \langle f^2(r) \rangle \), where \( \xi^2 \) is the average number of photons in the cavity and the average \( \langle f^2(r) \rangle \) is calculated with respect to the condensate wave function. The atomic field operator is approximated as

\[ \hat{\psi}_g(r) = \left( w_1(x) \hat{b}_1 + w_2(x) \hat{b}_2 \right) e^{-\left( y^2 + z^2 \right)/(2\xi^2)} \frac{1}{\pi^{1/4} \xi^2}, \quad (12) \]

where \( \hat{b}_1 \) and \( \hat{b}_2 \) are the bosonic annihilation operators of the Wannier-like functions centered around the two minima of the DW potential and \( \eta = \sqrt{\hbar/(m\omega_H)} \) is the characteristic length of the strong harmonic confinement in the \((y,z)\) plane.

By substituting Eq. (12) into the effective Hamiltonian Eq. (11), and since the double well is symmetric, one arrives to the Hamiltonian

\[ \hat{H} = \hat{H}_L + \hat{H}_J + \hat{H}_{\text{JL}}, \quad (13) \]

where the bare cavity is described by

\[ \hat{H}_L = -\hbar \Delta_C \hat{a} \hat{a} - i\hbar \eta (\hat{a} \hat{a} \hat{a} - \hat{a} \hat{a}). \quad (14) \]

The bosonic Josephson junction is described by

\[ \hat{H}_J = \epsilon \frac{\hat{N}_A - J}{2} \left( \hat{b}_1^\dagger \hat{b}_2 + \hat{b}_2^\dagger \hat{b}_1 \right) + \frac{U_0}{2} \left( \hat{b}_1^\dagger \hat{b}_1 \hat{b}_2 + \hat{b}_2^\dagger \hat{b}_2 \hat{b}_1 \right), \quad (15) \]

where \( \hat{N}_A = \hat{b}_1^\dagger \hat{b}_1 + \hat{b}_2^\dagger \hat{b}_2 \) is the total number of atoms. The parameter \( \epsilon \) is the on-site energy of a single well, \( J \) represents the tunneling amplitude, and \( U \) is the on-site interaction energy. The dispersive interaction between the atoms and the cavity photons is modeled by

\[ \hat{H}_{\text{JL}} = \hat{N}_L \left[ W_0 \hat{N}_A + W_{12} \left( \hat{b}_1^\dagger \hat{b}_2 + \hat{b}_2^\dagger \hat{b}_1 \right) \right], \quad (16) \]

with \( \hat{N}_L = \hat{a}^\dagger \hat{a} \) the photon number. The parameters \( W_0, W_{12} \) are the AC-Stark shift and the cavity assisted tunneling amplitude, respectively [13]. For red detuned atoms both \( W_0 \) and \( W_{12} \) are negative. Thus the cavity field shifts the on-site energies downwards and assists the tunneling by increasing the effective tunneling rate. The magnitude of the parameter \( W_0 \) is always bigger than that of \( W_{12} \). The advantage of this setup is that it can be achieved that \( W_0 \) and \( W_{12} \) are close to each other [see Eqs. (17d), (17e) and Fig. 2].

The parameters are the single well energy,

\[ \epsilon = \hbar \omega_H + \int dx w_j^2(x) \left[ -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + V_{DW}(x) \right] w_j(x), \quad (17a) \]
which is independent of $j$ for a symmetric DW potential. The hopping (tunneling) energy,

$$J = -\int dx w_1^*(x) \left[ -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + V_{DW}(x) \right] w_2(x)$$

(17b)
can be chosen to be real and positive. Finally, the on-site interaction strength is given by

$$U = \frac{g_0g}{2\pi \hbar^2} \int dx |w_j(x)|^4.$$ 

(17c)

Parameters of the atom-light interaction part of the Hamiltonian are the following. First, the AC-Stark shift is given by

$$W_0 = \frac{\hbar U_0(1 + e^{-k^2/2})}{L \pi \sigma \sqrt{\frac{\hbar^2}{2} + \sigma^2}} \int dx|w_j(x)|^2 e^{-x^2/\sigma^2},$$

(17d)

while the cavity assisted tunneling constant is

$$W_{12} = \frac{\hbar U_0(1 + e^{-k^2/2})}{L \pi \sigma \sqrt{\frac{\hbar^2}{2} + \sigma^2}} \int dx w_1^*(x) w_2(x) e^{-x^2/\sigma^2}.$$ 

(17e)

In the most important case, when the pumping is red detuned from the atomic transition ($U_0 < 0$), the parameters $W_0, W_{12} < 0$. In other words the cavity field shifts the on-site energies downwards and assists the tunneling by increasing the effective tunneling rate. The overlap between different Wannier functions is never perfect (in fact, it is usually very small), therefore $|W_{12}| < |W_0|$. In previous proposals, for different setups [28, 29], the value of $W_{12}$ was negligible. Here, due to the transverse direction of the cavity, the ratio between $W_{12}$ and $W_0$ depends on the width $\sigma$ of the TEM00 mode function. When the cavity waist is much smaller than the width of the double-well barrier the Gaussian factor inside the integrals Eqs. (17d) and (17e) basically samples only the part where the Wannier functions overlap, and therefore $W_{12}$ can even be close $W_0$. It is illustrated in Fig. 2.

It is straightforward to derive the Heisenberg equations of motion for the operators $b_j (j = 1, 2)$ and $\hat{a}$. First we drop the on-site energy term $\epsilon N_A$ from the Hamiltonian, since $\hat{N}_A$ is a constant of motion. Then,

$$i\hbar \frac{d}{dt} b_1 = W_0 \hat{a}^\dagger \hat{b}_1 - (J - W_{12} \hat{a}^\dagger \hat{a}) \hat{b}_2 + U \hat{n}_1 \hat{b}_1,$$

(18a)

$$i\hbar \frac{d}{dt} b_2 = W_0 \hat{a}^\dagger \hat{b}_2 - (J - W_{12} \hat{a}^\dagger \hat{a}) \hat{b}_1 + U \hat{n}_2 \hat{b}_2,$$

(18b)

$$i\hbar \frac{d}{dt} \hat{a} = -[\hbar \Delta_C - W_0 \hat{N}_A - W_{12}(\hat{b}_1^\dagger \hat{b}_2 + \hat{b}_2^\dagger \hat{b}_1)] \hat{a} + i\hbar \eta,$$

(18c)

with $\hat{n}_j = \hat{b}_j^\dagger \hat{b}_j$, the atomic population in the well $j$.

Mean-field approximation - Under the semiclassical (mean-field) approximation the system is in the full coherent state (FCS)

$$|FCS\rangle = |\beta_1\rangle_A \otimes |\beta_2\rangle_A \otimes |\alpha\rangle_L$$

(19)
III. FIXED POINTS

Let us use a more concise vector notation, $\mathbf{X} = (z, \theta, \xi, \phi)$, and discuss the fixed points of the autonomous ODEs (20), with $d\mathbf{X}/dt = 0$. First consider the zero imbalance equilibrium solutions with $z = 0$. In this case $\theta = 0$. The condition $\dot{z} = 0$ can be met when $\theta = 0$, or $\theta = \pi$. Requiring $\xi = 0$ leads to $\phi = \pm \pi/2$. Finally, the condition $\dot{\phi} = 0$ allows one to find $\xi$ and write down the first four stationary points:

$$
\mathbf{X}_1 = \left(0, 0, \frac{h\eta}{h\Delta_C - N_A(W_0 + W_{12})}, \frac{\pi}{2}\right), \quad (21a)
$$

$$
\mathbf{X}_2 = \left(0, 0, \frac{h\eta}{N_A(W_0 + W_{12}) - h\Delta_C}, -\frac{\pi}{2}\right), \quad (21b)
$$

$$
\mathbf{X}_3 = \left(0, \pi, \frac{h\eta}{h\Delta_C - N_A(W_0 - W_{12})}, \frac{\pi}{2}\right), \quad (21c)
$$

$$
\mathbf{X}_4 = \left(0, \pi, \frac{h\eta}{N_A(W_0 - W_{12}) - h\Delta_C}, -\frac{\pi}{2}\right). \quad (21d)
$$

Notice that $\xi$ is the amplitude of the photon field, consequently, $\xi > 0$. Therefore, for $\delta C > 0$ we have $\mathbf{X}_1$ and $\mathbf{X}_2$; while for $\delta C < 0$ we have $\mathbf{X}_3$ and $\mathbf{X}_4$ fixed points. Oscillations around these fixed points correspond to plasma oscillations of the bare double-well setup as illustrated in Fig. 3. Here the system starts from the following initial condition: $z = 0$, $\theta = 0.5$, $\xi = 0$, $\phi = 0$.

Now let us turn to the finite imbalance equilibrium solutions, featuring $0 < |z| \leq 1$. Among the stationary points we study first those with $\theta = 0$. In the bare atomic junctions, the ODEs admit these stationary points only when the interatomic interaction is attractive, $U < 0$. For the light-matter interaction-dressed BJJs the situation is different. In fact, $\nu = J - W_{12}\xi^2$ can, in principle, change its sign for large enough photon number, as was shown for the simple laser-created hole potential in [19]. From Eq. (20b) we see that the fixed points with a finite imbalance and zero relative phase exist both for repulsive atom-atom interactions $U > 0$ (when $J > W_{12}\xi^2$) and attractive atom-atom interactions $U < 0$ (when $J > W_{12}\xi^2$) interatomic interactions. We get the stationary points:

$$
\mathbf{X}_5 = \left(\bar{z}, 0, \frac{h\eta}{h\Delta_C - N_A(W_0 - W_{12}\sqrt{1 - \bar{z}^2})}, \frac{\pi}{2}\right), \quad (22a)
$$

$$
\mathbf{X}_6 = \left(\bar{z}, 0, \frac{h\eta}{N_A(W_0 + W_{12}\sqrt{1 - \bar{z}^2}) - h\Delta_C}, \frac{\pi}{2}\right). \quad (22b)
$$

and similarly for $\theta = \pi$, one gets

$$
\mathbf{X}_7 = \left(\bar{z}, \pi, \frac{h\eta}{h\Delta_C - N_A(W_0 - W_{12}\sqrt{1 - \bar{z}^2})}, \frac{\pi}{2}\right), \quad (22c)
$$

$$
\mathbf{X}_8 = \left(\bar{z}, \pi, \frac{h\eta}{N_A(W_0 - W_{12}\sqrt{1 - \bar{z}^2}) - h\Delta_C}, -\frac{\pi}{2}\right). \quad (22d)
$$

Here

$$
\bar{z} = \pm \sqrt{1 - \left(\frac{2(J - W_{12}\xi^2)}{UN_A}\right)^2}. \quad (23)
$$

In Eq. (23) $\bar{z}$ is a formal shorthand notation referring to the third component of the vectors $\mathbf{X}_5 \ldots \mathbf{X}_8$. Thus, Eq. (23) is a non-linear equation for $\bar{z}$. More precisely, it is a cubic equation for $\sqrt{1 - \bar{z}^2}$ and therefore has either 1 or 3 real solutions. The conditions for $\bar{z}$ to be real are: $-UN_A/2 \leq (J - W_{12}\xi^2) \leq UN_A/2$ for repulsive interactions ($U > 0$), and $(J - W_{12}\xi^2) \geq -UN_A/2$ for attractive interactions ($U < 0$). As $\xi$ has to be positive, that for $\delta C > 0$ the two finite imbalance fixed points are $\mathbf{X}_5$ and $\mathbf{X}_7$, while for $\delta C < 0$ the finite imbalance fixed
FIG. 4: (Color online) Time evolution of the variables $(z, \theta, \xi, \phi)$ started from the initial condition $X(t = 0) = (0.5, -\pi, 0, 0)$, which would correspond to a self-trapped, running phase solution in the case of a BJJ. Time is measured in units of $\hbar / J$. During the time evolution the population imbalance takes almost all possible values between $-1$ and 1. This solution is in sharp contrast to the self-trapping oscillations of pure BJJs. The parameters are the same as for Fig. 3.

IV. ADIABATIC ELIMINATION OF PHOTON DYNAMICS

The characteristic frequency of photon dynamics is the effective detuning, $\delta_C$, which is usually orders of magnitude larger than $\hbar^{-1} \nu$ characteristic for tunneling processes, $\hbar \delta_C \gg \nu$ [17]. In this limit the time scales of photon and atom dynamics separate and the photon field can be adiabatically eliminated. The mean photon number is expressed as $\bar{\xi} = \eta / |\delta_C|$. When this is substituted into the ODEs [20], one gets a modified set of BJJ equations:

\begin{align}
\dot{z} &= -2\bar{\nu} \sqrt{1 - z^2} \sin \theta, \quad (24a) \\
\dot{\theta} &= \left(\bar{g} + \frac{2\bar{\nu}}{\sqrt{1 - z^2}} \cos \theta\right) z, \quad (24b)
\end{align}

with $\bar{\nu} = (J - W_1 \bar{\xi}^2) = (J - W_1 \eta^2 / \delta_C^2)$. The fixed points of Eqs. (24) are identical to the first two components of the fixed points of Eqs. (20), since the adiabatically eliminated photon number and phase, $\xi$ and $\phi$ at the fixed points of Eq. (24) are the same as the last two components of the fixed points of (20). Therefore, we have the zero imbalance fixed points: $(z = 0, \theta = 0)$ and $(z = 0, \theta = \pi)$, and also the finite imbalance fixed points: $(z = \bar{z}, \theta = 0)$, with $\bar{z}$ being the solution of Eq. (23), for $\bar{g}\bar{\nu} > 0$, and $(z = \bar{z}, \theta = \pi)$ for $\bar{g}\bar{\nu} < 0$. Equation (23) is a cubic equation here too with the same number of solutions as before. The phase space portrait of Eqs. (24) is illustrated in Fig. 5 for 2 specific parameter settings. The trajectories show some similarity to the ones encountered in the pure BJJ problem [1-4]. The shading of the plot is according to the cavity photon number, which is proportional to the inverse of the cavity detuning.

In Fig. 5, there is an oval shape around the origin, where $\delta_C = 0$. Here both the photon number $\bar{\xi}$ and the effective tunneling $\bar{\nu}$ diverge. This curve is a trajectory of the dynamics. It can be seen by first calculating the gradient vector of $\delta_C$ with respect to the variables $z$ and $\theta$ and then noticing that it is just orthogonal to the tangent of the trajectory [rhs of Eqs. (24)] when $\bar{\nu}$ diverges. As $\delta_C = 0$ is a closed trajectory, it cuts the phase space into two parts. Every trajectory starting from its interior remains inside. It is very interesting to study the trajectory corresponding to initial conditions which are inside the $\delta_C = 0$ curve but correspond to running-phase solutions of the pure BJJ problem (see Fig. 5 of Ref. [1]). With cavity assisted tunneling these curves remain trapped inside the oval shaped region and become Josephson oscillations themselves. Consequently, every trajectory which starts from an initial condition of the exterior of the oval shape remains outside during time evolution. Therefore, the $\delta_C = 0$ curve is a new separatrix in phase space. The separatrix of the pure BJJ dynamics is shattered when it crosses the $\delta_C = 0$ curve. This explains why the self-trapping solutions are absent in Fig. 4. To be more specific, the trajectory in Fig. 4 (a) corresponding to Fig. 3 starts at the left border at $(z = 0.5, \theta = -\pi)$. During time evolution, it gets closer and closer to the $\delta_C = 0$ curve; therefore the photon number increases together with the effective tunneling rate. Close to the separatrix interaction is negligible compared to the effective tunneling therefore the trajectory follows to be close to the separatrix and eventually crosses the $z = 0$ line.

In the vicinity of this oval curve $\delta_C$ becomes small, the characteristic frequency of the photon dynamics slows down, and of course, we leave the regime where adiabatic elimination of the photon field can be performed. Nevertheless, apart from the vicinity of this region adiabatic elimination works, and the trajectories of Eq. (20) more or less follow the phase space trajectories of (24), which are depicted in Fig. 5.

V. SUMMARY

In summary, we have studied the coupled dynamics of a bosonic Josephson junction and the single mode of a
FIG. 5: (Color online) The phase space portrait, fixed points and trajectories of the BJJ model after adiabatically eliminating the cavity field. The coloring corresponds to the photon number $\bar{\xi}^2$. There is a ring shaped curve, where the photon number diverges. Outside the ring the effective cavity detuning is negative, while inside the detuning is positive. The parameters are the same as for Fig. 3 except that in panel b) the interaction is attractive $U < 0$.

high-Q optical cavity, when the cavity was arranged in such a way that cavity assisted tunneling could be relevant. The addition of the cavity mode to the bosonic Josephson junction is similar to the addition of a second mass to the rigid pendulum thus introducing another characteristic time. We have shown that when the cavity can go close to resonance the dynamics changes and the self-trapped running phase solutions give way to more complex trajectories. The emergence of chaos in this system and the consequence of photon loss can be the subject of further studies.

The analysis presented so far paves the way to the quantum study of BJJs in the presence of an optical cavity mode. The dressed two-mode Bose-Hubbard Hamiltonian will feature different ground-states depending on the ratio of the on-site interaction to the assisted hopping. In such a context, an interesting issue is the possibility for the Schrödinger-cat-like state of setting up as ground state by making negative the assisted hopping and keeping positive the on-site interaction by-passing thus the collapse of the bosonic atomic cloud.
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