Numerical Solution of the Nonlinear Klein-Gordon Equation Using Multiquadric Quasi-interpolation Scheme
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Abstract This paper’s purpose is to provide a numerical scheme to approximate solutions of the nonlinear Klein-Gordon equation by applying the multiquadric quasi-interpolation scheme and the integrated radial basis function network scheme. Our scheme uses θ-weighted scheme for discretization of the temporal derivative and the integrated form of the multiquadric quasi-interpolation scheme for approximation of the unknown function and its spatial derivative. To confirm the accuracy and ability of the presented scheme, this scheme is applied on some test experiments and the numerical results have been compared with the exact solutions. Furthermore, it should be emphasized that with the presently available computing power, it has become possible to develop realistic mathematical models for the complicated problems in science and engineering. The mathematical description of various processes such as the nonlinear Klein-Gordon equation occurring in mathematical physics leads to a nonlinear partial differential equation. However, the mathematical model is only the first step towards the solution of the problem under consideration. The development of the well-documented, robust and reliable numerical technique for handing the mathematical model under consideration is the next step in the solution of the problem. This second step is at least as important as the first one. Therefore, the robustness, the efficiency and the reliability of the numerical technique have to be checked carefully.
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1 Introduction

We consider the nonlinear Klein-Gordon equation in the following:

\[ \frac{\partial^2 u}{\partial t^2} + \alpha \frac{\partial^2 u}{\partial x^2} + F(u) = f(x, t), \quad x \in \Omega = [a, b] \subset \mathbb{R}, \quad 0 < t \leq T, \]

with the initial conditions

\[ u(x, 0) = g_1(x), \quad x \in \Omega, \]
\[ \frac{\partial u}{\partial t}(x, 0) = g_2(x), \quad x \in \Omega, \]

and the boundary condition

\[ u(x, t) = g(x, t), \quad x \in \partial \Omega, \]

where \( u = u(x, t) \) represents the wave displacement at position \( x \) and time \( t \), \( \alpha \) is a known constant, \( F(u) \) is the nonlinear force such that \( \frac{\partial F}{\partial u} \geq 0 \) and \( g_1(x), g_2(x), g(x, t) \) and \( f(x, t) \) are known functions. The function \( F(u) \) takes many forms [16, 38] such as: \( \sin(u), \sin(u) + \sin(2u), \sinh(u) + \sinh(2u) \) and \( e^u \) that characterizes the sine-Gordon, the double sine-Gordon, the double sinh-Gordon and Liouville equations, respectively.
In the present work, the numerical approximation of the following nonlinear Klein-Gordon equation:

\[ u_{tt} + \alpha u_{xx} + \beta u + \gamma u^k = f(x, t), \]

is considered wherein \( k = 2 \) or \( k = 3 \) and \( \beta \) and \( \gamma \) are known constants. In this case, the nonlinear force \( F(u) \) is equal to \( \beta u + \gamma u^k \).

The Klein-Gordon equation appears in various physical events such as the propagation of fluxons in the Josephson junctions, the motion of rigid pendula attached a stretched wire, and dislocations in crystals [21]. This equation is a relativistic version of the Schrodinger equation, which describes scalar spineless particles [3].

Many researchers have used various numerical methods to solve the nonlinear Klein-Gordon equation such as the finite difference method, the inverse scattering method, the auxiliary equation method, Backlund transformation, the Wadimiratrace method, Hirota bilinear forms, the spectral method, pseudo-spectral method, the tanh-sech method, the Adomian decomposition method, the sine-cosine method, Jacobi elliptic functions and the Riccati equation expansion method [4, 11, 15, 34–37, 41, 42].

However, these methods usually require the generation and update of mesh in the problem domain and hence bring inconvenience during computation. In order to avoid mesh generation, meshless techniques have been attracted the attention of researchers recently. Such as the meshless methods based on radial basis functions (RBFs) is used to solve the Kortewegde Vries (KdV), sine-Gordon and Klein-Gordon equations [8–10, 28–30, 33].

Unfortunately, these meshless methods for time-dependent and time-independent partial differential equations require to solve ill-conditioned linear system [1, 18–20, 22–24, 26, 39]. So modified meshless schemes are developed, for instance, researchers [12, 25, 31, 32, 45] proposed the meshless schemes to solve Burger’s equation and KdV equation by using MQ quasi-interpolation without solving a large scale linear system. In [14], a numerical method is developed to solve sine-Gordon equation by using high accuracy MQ quasi-interpolant operator \( L_{W^2} \) without solving a linear system of equations at each time step. They use the second derivatives of a MQ quasi-interpolant operator \( L_{W^2} \) to approximate the derivative in the spatial domain and finite difference to approximate the temporal derivative. In this paper, we apply integrated form of this method to solve the nonlinear Klein-Gordon equation.

This paper is organized as follows: In Section 2, a brief information of the MQ quasi-interpolation scheme is given. In Section 3, we present the proposed numerical scheme for the solution of nonlinear Klein-Gordon equation. Several numerical experiments are presented in Section 4, followed by a conclusion summary in Section 5.

### 2 The multiquadric quasi-interpolation scheme

MQ quasi-interpolation scheme is constructed directly from linear combination of MQ basis and approximated function. Three univariate MQ quasi-interpolations namely, \( L_A \), \( L_B \) and \( L_C \) were introduced by Beatson and Powell [5]. Later, Wu and Schaback introduced univariate quasi-interpolation \( L_D \) [43]. Based on Wu and Schaback’s work, Jiang et al. [13] introduced a multilevel univariate quasi-interpolation \( L_{W^2} \). To solve Klein-Gordon equation numerically, in this paper, we adopt the multilevel quasi-interpolation scheme \( L_{W^2} \). For more information about MQ quasi-interpolant operators, see [5–7, 13, 43, 44].

The process of interpolation by using operator \( L_{W^2} \) is as follows:

For a given region \( \Omega = [a, b] \) and a finite set of scattered points

\[ a = x_0 < x_1 < \ldots < x_N = b, \quad h = \max_{1 \leq i \leq N} (x_i - x_{i-1}), \]

quasi-interpolation of a univariate function \( f : [a, b] \rightarrow \mathbb{R} \) can be constructed in the form:

\[ L(f) = \sum_{i=0}^{N} f(x_i) \psi_i(x), \]

where \( \psi_i(x) \) is a linear combination of the MQs

\[ \psi_i(x) = \sqrt{c^2 + (x - x_i)^2}, \]

and \( c \in \mathbb{R}^+ \) is a shape parameter. Wu and Schaback’s \( L_D \) operator is defined as

\[ L_D f(x) = \sum_{i=0}^{N} f(x_i) \widetilde{\psi}_i(x), \]

where

\[ \widetilde{\psi}_0(x) = \frac{1}{2} + \frac{\psi_1(x) - (x - x_0)}{2(x_1 - x_0)}. \]
\[ \tilde{\psi}_1(x) = \frac{\psi_2(x) - \psi_1(x)}{2(x_2 - x_1)} - \frac{\psi_1(x) - (x - x_0)}{2(x_1 - x_0)}, \]
\[ \tilde{\psi}_i(x) = \frac{\psi_{i+1}(x) - \psi_i(x)}{2(x_{i+1} - x_i)} - \frac{\psi_i(x) - \psi_{i-1}(x)}{2(x_i - x_{i-1})}, \quad 2 \leq i \leq N - 2, \]
\[ \tilde{\psi}_{N-1}(x) = \frac{(x_N - x) - \psi_{N-1}(x)}{2(x_N - x_{N-1})} - \frac{\psi_{N-1}(x) - \psi_{N-2}(x)}{2(x_{N-1} - x_{N-2})}, \]
and
\[ \tilde{\psi}_N(x) = \frac{1}{2} + \frac{\psi_{N-1}(x) - (x - x)}{2(x_N - x_{N-1})}. \]

Now, we pick a smaller set \( \{x_k\}_{j=1}^{\tilde{N}} \) from the given points \( \{x_i\}_{i=0}^N \) where \( \tilde{N} < N \) and \( 0 = k_0 < k_1 < \ldots < k_{N+1} = \tilde{N} \). Using the IMQ-RBF, the second derivative of \( f(x) \) can be approximated by RBF interpolant \( S_{f''} \) as
\[ S_{f''}(x) = \sum_{j=1}^{\tilde{N}} \lambda_j \tilde{\varphi}(|x - x_j|), \]
where
\[ \tilde{\varphi}(r) = \frac{s^2}{(s^2 + r^2)^{3/2}}, \]
and \( s \in \mathbb{R}^+ \) is a shape parameter. The coefficients \( \{\lambda_j\}_{j=1}^{\tilde{N}} \) are uniquely determined by the interpolation condition
\[ S_{f''}(x_{k_i}) = \sum_{j=1}^{\tilde{N}} \lambda_j \tilde{\varphi}(|x_{k_i} - x_j|) = f''(x_{k_i}), \quad 1 \leq i \leq \tilde{N}. \]

At every points \( x_{k_i} \) of the subset, \( f''(x_{k_i}) \) is replaced by
\[ f''(x_{k_i}) = \frac{2[(x_{k_i} - x_{k_{i-1}})f(x_{k_{i+1}}) - (x_{k_{i+1}} - x_{k_i})f(x_{k_i}) + (x_{k_{i+1}} - x_{k_i})f(x_{k_{i-1}})]}{(x_{k_i} - x_{k_{i-1}})(x_{k_{i+1}} - x_{k_i})(x_{k_{i+1}} - x_{k_{i-1}})}. \]
By using \( f(x) \) and the coefficient \( \lambda \) mentioned above, a function \( e(x) \) is constructed in the form
\[ e(x) = f(x) - \sum_{i=1}^{\tilde{N}} \lambda_i \sqrt{s^2 + (x - x_{k_i})^2}. \]

Then the MQ quasi-interpolation operator \( L_{W_2} \) by using \( L_D \) defined by Eqs. (5) and (6) on the data \( \{x_i, e(x_i)\}_{0 \leq i \leq N} \) with the shape parameter \( c \) is defined as follows:
\[ L_{W_2} f(x) = \sum_{i=1}^{\tilde{N}} \lambda_i \sqrt{s^2 + (x - x_{k_i})^2} + L_D e(x). \]
The shape parameters \( c \) and \( s \) should not be the same constants as in Eq. (11). For more details about the properties and accuracy of \( L_{W_2} \), one can see [13]. In this paper, we use the MQ quasi-interpolation operator \( L_{W_2} \) with \( h_2 = 2h \).

The operator \( L_{W_2} \) can be written in the compact form
\[ L_{W_2} f(x) = \sum_{i=0}^{N} f(x_i) \tilde{\psi}_i(x), \]
wherein the basis functions \( \tilde{\psi}_i(x) \) can be obtained by using Equations (8)-(11), i.e., see [27].

By writing operator \( L_{W_2} \) in the compact form (12), we can use it in the indirect form for the numerical solution of partial differential equations. Also, by converting operator \( L_{W_2} \) to the form (12), we do not require to solve a linear system of equations for getting of the coefficients \( \lambda \) at each time step, see [14].

### 3 The numerical method

Now, we present the numerical scheme for solving the Klein-Gordon equation (1) by using the MQ quasi-interpolation operator \( L_{W_2} \). In our scheme, \( \theta \)-weighted method is first employed to approximate the temporal derivative. Then, the highest order derivatives (second order in this paper) of the solution function are approximated by \( L_{W_2} \) operator, and their lower
order derivatives and the solution function are then obtained by symbolic integration. At the end, the collocation scheme is applied.

At first, we discretize the problem according to the following $\theta$-weighted scheme with time step size $\Delta t$, 

$$
\frac{u^{n+1} - 2u^n + u^{n-1}}{(\Delta t)^2} + \theta[\alpha u^{n+1}_x + \beta u^{n+1}] + (1 - \theta)[\alpha u^n_x + \beta u^n] + \gamma(u^n)^k = f^{n+1}
$$

(13)

where $u^n = u(x, t_n)$, $u^n_x = u_{xx}(x, t_n)$, $f^n = f(x, t_n)$, $t_n = n\Delta t$ and $0 \leq \theta \leq 1$.

After some arrangements, the following time discretized form of nonlinear Klein-Gordon equation is yielded.

$$
[1+\theta(\Delta t)^2]u^{n+1} + \alpha\theta(\Delta t)^2 u^{n+1}_x = [2 - \beta(1-\theta)(\Delta t)^2]u^n - \alpha(1-\theta)(\Delta t)^2 u^{n-1}_x - \gamma(\Delta t)^2 (u^n)^k + (\Delta t)^2 f^{n+1} - u^{n-1}.
$$

(14)

Now, the integrated form of MQ quasi-interpolation scheme is used to approximate the solution function and its spatial derivatives. In order to at first, the highest order derivatives (second order in this paper) of the solution function, 

$$
\phi\text{ and } \phi_t
$$

Equations (16) and (17) generate a system of $N+1$ linear equations in $N+1$ unknown parameters $w_{i}^{n+1}$. These equations can be written in matrix form

$$
[(1+\theta(\Delta t)^2)A_d + \alpha\theta(\Delta t)^2 D]w^{n+1} = [(2 - \beta(1-\theta)(\Delta t)^2)A_d - \alpha(1-\theta)(\Delta t)^2 D]w^n - \gamma(\Delta t)^2 (w^n)^k + (\Delta t)^2 F^n - u^{n-1}
$$

(18)

wherein

$$
A_d = \begin{bmatrix} a_{d(1+1)(j+1)} & \cdots & a_{d(1+1)(j+1)} \\
\vdots & \ddots & \vdots \\
a_{d(1+1)(j+1)} & \cdots & a_{d(1+1)(j+1)} 
\end{bmatrix} = \varphi_{ij},
$$

$$
B_d = \begin{bmatrix} b_{d(1+1)(j+1)} & \cdots & b_{d(1+1)(j+1)} \\
\vdots & \ddots & \vdots \\
b_{d(1+1)(j+1)} & \cdots & b_{d(1+1)(j+1)} 
\end{bmatrix} = \varphi^*_{ij},
$$

$$
D = \begin{bmatrix} d_{(1+1)(j+1)} & \cdots & d_{(1+1)(j+1)} \\
\vdots & \ddots & \vdots \\
d_{(1+1)(j+1)} & \cdots & d_{(1+1)(j+1)} 
\end{bmatrix} = \varphi^*_{ij},
$$

for $i = 1, \ldots, N - 1$; $j = 0, 1, \ldots, N$ and

$$
A_d = 0, 
B_d = \varphi_{ij}, 
D = 0,
$$

for $i = 0, N$; $j = 0, 1, \ldots, N$ and

$$
F^n = \begin{bmatrix} f^n(x_1), \ldots, f^n(x_{N-1}) \end{bmatrix}^T, 
U^n = \begin{bmatrix} u^n(x_1), \ldots, u^n(x_{N-1}) \end{bmatrix}^T.
$$
Equation (18) generates a system of $N-1$ linear equations in $N-1$ unknown parameters $w_{n+1}^{i}$, which can be solved to find $w_{n+1}^{i}$ in each step.

At $n = 0$, Eq. (18) has the following form:

$$[(1 + \beta \theta (\Delta t)^2)A_d + A_b + \alpha \theta (\Delta t)^2 D]w_1^0 = [(2 - \beta (1 - \theta)(\Delta t)^2)A_d - \alpha (1 - \theta)(\Delta t)^2 D]w_0^0 - \gamma (\Delta t)^2 (u^0)^{k+1} + (\Delta t)^2 F^0 - u^{-1}.$$

By using the second condition of Eq. (2), we have

$$\frac{u_1 - u^{-1}}{2\Delta t} = g_2(x), \quad x \in \Omega.$$

Substituting (20) into (19), one can get

$$[(2 + \beta \theta (\Delta t)^2)A_d + A_b + \alpha \theta (\Delta t)^2 D]w_1^0 = [(2 - \beta (1 - \theta)(\Delta t)^2)A_d - \alpha (1 - \theta)(\Delta t)^2 D]w_0^0 - \gamma (\Delta t)^2 (u^0)^{k+1} + (\Delta t)^2 F^0 + 2\Delta t G,$$

where $G^n = [0, g_2(x_1), \ldots, g_2(x_{N-1}), 0]^T$.

### 4 The numerical experiments

In this section, we test the robustness and the accuracy of the presented method by four experiments. We compare our numerical results with the analytical solutions and solutions in [10]. This method includes Thin Plate Splines (TPS) RBF collocation method [10]. We denote our scheme by IMQQI. The $L_1$, $L_2$, and RMS error norms which are defined by

\[
L_2 = \left\| \tilde{u}^n - u^n \right\|_2 = \sqrt{\sum_{j=0}^{N} (\tilde{u}^n(x_j) - u^n(x_j))^2}, \\
L_\infty = \left\| \tilde{u}^n - u^n \right\|_\infty = \max_{0 \leq j \leq N} \left| \tilde{u}^n(x_j) - u^n(x_j) \right|, \\
\text{RMS} = \sqrt{\frac{1}{N+1} \sum_{j=0}^{N} (\tilde{u}^n(x_j) - u^n(x_j))^2}. 
\]

**Table 1.** The comparison of the $L_\infty$, $L_2$ and RMS errors of our method with the results of [10] at different times of experiment 1.

| t   | IMQQI, $N = 20$ | TPSM, $N = 50$ |
|-----|-----------------|-----------------|
|     | $L_\infty$ | $L_2$ | RMS | $L_\infty$ | $L_2$ | RMS |
| 1   | 7.7958E-06 | 3.4694E-05 | 4.8581E-06 | 1.1012E-05 | 5.4998E-05 | 5.4723E-06 |
| 2   | 1.2307E-04 | 5.5475E-04 | 7.7680E-05 | 1.6496E-04 | 1.1522E-03 | 1.1465E-04 |
| 3   | 5.3019E-04 | 2.4618E-03 | 2.4473E-04 | 5.9728E-04 | 3.2588E-03 | 3.2426E-04 |
| 4   | 1.8601E-03 | 7.1623E-03 | 9.7029E-04 | 1.8264E-03 | 9.8191E-03 | 9.7704E-04 |
| 5   | 3.5192E-03 | 1.3585E-02 | 1.9044E-03 | 3.6915E-03 | 1.9139E-02 | 1.9044E-03 |

are used to measure the accuracy of our scheme where $\tilde{u}$ is the approximation solution. In all experiments, the shape parameter $s$ is considered twice of the shape parameter $c$. 

![Figure 1. Exact and numerical solutions (left) and error of method (right) at different times with $\Delta t = 0.0001$ and $N = 20$ of experiment 1.](image-url)
Table 2. The comparison of the $L_\infty$, $L_2$ and RMS errors of our method with the results of [10] at different times of experiment 2.

| $t$  | IMQLN: $N = 10$ | TPSM: $N = 100$ |
|------|-----------------|-----------------|
|      | $L_\infty$     | $L_2$          | RMS            | $L_\infty$     | $L_2$          | RMS            |
| 1    | 1.2590E-05      | 2.0694E-05      | 6.2397E-06     | 1.2540E-05      | 6.5422E-05      | 6.5097E-06     |
| 3    | 1.5428E-05      | 3.7065E-05      | 1.1175E-06     | 1.5554E-05      | 1.1717E-04      | 1.1659E-05     |
| 5    | 3.3625E-05      | 6.9684E-05      | 2.1010E-05     | 3.3792E-05      | 2.2011E-04      | 2.1902E-05     |
| 7    | 3.7412E-05      | 8.1943E-05      | 2.4706E-05     | 3.7753E-05      | 2.5892E-04      | 2.5763E-05     |

The computations associated with our experiments are performed in Maple 18 on a PC with a CPU of 2.4 GHZ.

**Experiment 1.** Consider the Klein-Gordon equation (1) with $\alpha = -1$, $\beta = 0$, $\gamma = 1$, $k = 2$ and $f(x, t) = 6xt(x^2 - t^2) + x^6t^6$ in interval $0 \leq x \leq 1$. The initial conditions are given by

$$u(x, 0) = 0, \quad 0 \leq x \leq 1,$$

$$u_t(x, 0) = 0, \quad 0 \leq x \leq 1.$$

The exact solution is given in [40] as

$$u(x, t) = x^3t^3.$$

The boundary function $g(x, t)$ can be extracted from the exact solution. The $L_2$, $L_\infty$ and RMS errors in the solutions with $N = 20$, $\Delta t = 0.0001$ and $c = 4.075 \times 10^{-2}$ that calculated in 50 points are listed in Table 1. Our numerical results are compared with the results in [10]. Moreover, graphs of exact and numerical solutions and error of method for different times are drawn in Fig. 1. It is observed from the Table 1 that the proposed method requires less nodes to attain the accuracy of the TPS method [10] and has better accuracy than TPS method [10].

**Experiment 2.** In this experiment, the Klein-Gordon equation (1) is considered with $\alpha = -1$, $\beta = 0$, $\gamma = 1$, $k = 2$ and $f(x, t) = -x \cos(t) + x^2 \cos(t)$ in interval $-1 \leq x \leq 1$. The initial conditions are given by

$$u(x, 0) = x, \quad -1 \leq x \leq 1,$$

$$u_t(x, 0) = 0, \quad -1 \leq x \leq 1.$$

The exact solution is given in [40] as

$$u(x, t) = x \cos(t).$$

The boundary function $g(x, t)$ can be extracted from the exact solution. The $L_2$, $L_\infty$ and RMS errors in the solutions with $N = 10$, $\Delta t = 0.0001$, $c = 1.63 \times 10^{-2}$ that calculated in 100 points are listed in Table 2 and compared with the results.

Table 3. The comparison of the $L_\infty$, $L_2$ and RMS errors of our method with the results of [10] at different times of experiment 3.

| $t$  | IMQLN: $N = 50$ | TPSM: $N = 200$ |
|------|-----------------|-----------------|
|      | $L_\infty$     | $L_2$          | RMS            | $L_\infty$     | $L_2$          | RMS            |
| 1    | 4.2672E-05      | 2.8456E-04      | 2.0242E-05     | 5.0705E-05      | 2.9474E-04      | 2.0789E-05     |
| 2    | 4.9397E-04      | 2.6266E-03      | 1.8577E-04     | 5.0260E-04      | 2.7082E-03      | 1.9102E-04     |
| 3    | 2.0380E-03      | 9.5859E-03      | 6.7041E-04     | 2.0612E-03      | 9.7246E-03      | 6.8592E-04     |
| 4    | 6.4162E-03      | 2.3457E-02      | 1.8844E-03     | 6.5720E-03      | 2.7881E-02      | 1.9666E-03     |
| 5    | 1.7941E-02      | 7.4214E-02      | 5.2391E-03     | 1.9067E-02      | 7.7337E-02      | 5.4549E-03     |

The boundary function $g(x, t)$ can be extracted from the exact solution. The $L_2$, $L_\infty$ and RMS errors in the solutions with $N = 10$, $\Delta t = 0.0001$, $c = 1.63 \times 10^{-2}$ that calculated in 100 points are listed in Table 2 and compared with the results.
The graphs of exact and numerical solutions and error of method for different times are given in Fig. 2. Table 2 indicates that the proposed method requires less nodes to attain the accuracy of the TPS method [10]. Also, it show that this scheme performs better than TPS method.

**Experiment 3.** Consider the nonlinear Klein-Gordon equation (1) with $\alpha = -1$, $\beta = 1$, $\gamma = 1$, $k = 3$ and $f(x,t) = (x^2 - 2) \cosh(x + t) - 4x \sinh(x + t) + x^6(\cosh(x + t))^3$ in interval $-1 \leq x \leq 1$. The initial conditions are given by

\[
u(x,0) = x^2 \cosh(x), \quad -1 \leq x \leq 1;
\]
\[
u_t(x,0) = x^2 \sinh(x), \quad -1 \leq x \leq 1.
\]

The exact solution is given as

\[
u(x,t) = x^2 \cosh(x + t).
\]

The boundary function $g(x,t)$ can be extracted from the exact solution. The $L_2$, $L_\infty$ and RMS error norms in the solutions with $N = 50$, $\Delta t = 0.0001$ and $c = 8.15 \times 10^{-2}$ that calculated in 200 points are shown in Table 3. We compare our results with the results in [10]. The graphs of exact and numerical solutions and error of method for different times are presented in Fig. 3. Table 3 shows that the presented method requires less nodes to attain the accuracy of the TPS method [10].

**Experiment 4.** In this experiment, the Klein-Gordon equation (1) is considered with $\alpha = -2.5$, $\beta = 1$, $\gamma = 1.5$, $k = 3$ and $f(x,t) = 0$ in interval $0 \leq x \leq 1$. The initial conditions are given by

\[
u(x,0) = B \tan(Kx), \quad 0 \leq x \leq 1;
\]
\[
u_t(x,0) = BCK \sec^2(Kx), \quad 0 \leq x \leq 1.
\]
Table 4. The comparison of the $L_{\infty}, L_2$ and RMS errors of our method with the results of [10] with $C = 0.05$ at different times of experiment 4.

| t   | IMQQL: N=20 |       | TPSM: N=100 |       |
|-----|--------------|-------|-------------|-------|
|     | $L_{\infty}$ | $L_2$ | RMS         | $L_{\infty}$ | $L_2$ | RMS         |
| 1   | 2.1781E-07   | 1.2850E-06 | 1.2787E-07 | 3.6497E-07 | 1.7861E-06 | 1.7772E-07 |
| 2   | 3.0648E-07   | 1.4099E-06 | 1.3980E-07 | 4.2123E-07 | 1.7275E-06 | 1.7190E-07 |
| 3   | 3.7008E-07   | 1.3144E-06 | 1.7004E-07 | 4.2123E-07 | 1.7275E-06 | 1.7190E-07 |
| 4   | 3.4230E-07   | 2.0012E-06 | 1.2002E-07 | 4.5928E-07 | 2.0097E-06 | 1.9997E-07 |

Figure 5. Exact and numerical solutions (left) and error of method (right) at different times with $\Delta t = 0.001$, $N = 50$ and $C = 0.5$ of experiment 4.

Table 5. The comparison of the $L_{\infty}, L_2$ and RMS errors of our method with the results of [10] with $C = 0.5$ at different times of experiment 4.

| t   | IMQQL: N=50 |       | TPSM: N=100 |       |
|-----|--------------|-------|-------------|-------|
|     | $L_{\infty}$ | $L_2$ | RMS         | $L_{\infty}$ | $L_2$ | RMS         |
| 1   | 5.2134E-06   | 4.0608E-05 | 4.0392E-06 | 5.9964E-06 | 4.0761E-05 | 4.0559E-06 |
| 2   | 2.1805E-05   | 1.5588E-04 | 1.5505E-05 | 2.1973E-05 | 1.5769E-04 | 1.5691E-05 |
| 3   | 9.0113E-05   | 6.3231E-04 | 6.5903E-05 | 9.0893E-05 | 6.4792E-04 | 6.4470E-05 |
| 4   | 8.2372E-04   | 5.3386E-03 | 5.3219E-04 | 8.2945E-04 | 5.3572E-03 | 5.3306E-04 |

The exact solution is given in [15] as

$$u(x,t) = B \tan(K(x + Ct)),$$

where $B = \sqrt{\frac{c}{2}}$ and $K = \sqrt{\frac{c}{4u^2 + C^2}}$. The boundary function $g(x, t)$ can be extracted from the exact solution. The $L_2$, $L_{\infty}$ and RMS errors in the solutions with $N = 20$, $N = 50$, $\Delta t = 0.001$ for $C = 0.05$ and $C = 0.5$ are tabulated in Tables 4 and 5, respectively. The shape parameter $c$ is chosen as $4.075 \times 10^{-2}$ and $1.63 \times 10^{-2}$ for $N = 20$ and $N = 50$, respectively. The graphs of exact and numerical solutions and error of method for different times are drawn in Figs. 4 and 5. Tables 4 and 5 show that the proposed method requires less nodes to attain the accuracy of the TPS method [10].

5 Conclusion

In this paper, a mixed method of high accuracy multiquadric quasi-interpolation scheme and integrated radial basis function networks scheme is used to obtain approximate solutions of the nonlinear Klein-Gordon equation. Also, the order of nonlinearity of the problem is quadratic and cubic. In discretization of the temporal derivative, we employed the $\theta$-weighted scheme. The numerical results which is given in the previous section demonstrate the good accuracy of the presented method. Tables and Figures of the solved experiments indicate that this scheme requires less nodes to attain accuracy of TPS method [10].
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