Passing Corrupt Data Across Network Layers: An Overview of Recent Developments and Issues
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Recent Internet developments seem to make a point for passing corrupt data from the link to the network layer and above instead of ensuring data integrity with a checksum and ARQ. We give an overview of these efforts (the UDP Lite and DCCP protocols) and explain which circumstances would justify delivery of erroneous data; clearly, the missing piece in the puzzle is efficient and meaningful interlayer communication.
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1. INTRODUCTION

Network layers are a powerful concept of abstraction; a programmer of a web browser cannot be aware of lower-layer issues such as routing or even parity control. The ISO/OSI model is very valuable as a means to classify mechanisms, thereby facilitating communication among network professionals as well as teachers and their students. From a purely technical, efficiency oriented perspective however, it turns out that strict layering can lead to duplicated functionality (checksums in TCP, IP, and underneath) as well as misused (TCP over the ATM “available bit rate” (ABR) service), inefficient (if a frame belonging to a large IP packet is lost, the whole packet becomes useless), or even unusable technology (ATM and Internet QoS).

The OSI model sometimes seems to contradict the important design principles (in a sense, they have become commandments for Internet designers) called “end-to-end arguments,” which say that functions required by communicating applications can be correctly and completely implemented only with the knowledge and help of the applications themselves [1]. Basically, this means that most decisions should be left up to applications and functions should be moved upward in the stack as far as possible.1

In this paper, we are concerned with one particular function which is normally (but should not always be) performed at the data link layer: checking a packet or frame for transmission errors, discarding it, and maybe requesting its retransmission if the checksum fails. After looking at two transport protocols that encompass features which only make sense if the link layer hands over corrupted data, we discuss what it would really mean to do so in Section 4. Possibilities to cope with these problems via interlayer communication are discussed in Section 5; Section 6 concludes.

2. UDP LITE

The “UDP Lite” protocol, a simple yet far reaching proposal, has been under discussion in the IETF for several years [2]. It differs from UDP in the following aspects.

(i) The redundant (except when padding is used after the UDP payload, which does not fill any purpose) “length” field in the UDP header is replaced by a “checksum coverage” field.

(ii) The checksum now covers the UDP Lite header and the so-called “pseudoheader” (some fields from the IP header which are used to ensure end-to-end integrity) and, depending on the checksum coverage field, a part of the payload. A UDP Lite packet with a checksum coverage value equal to the packet length (or 0) would be treated just as a normal UDP packet whereas a value of 8 means that only the header is checked and payload errors are ignored.

This simple design was motivated by ease of deployment and being backward compatible with UDP; it introduces extra flexibility without adding virtually any complexity.
The goal of UDP Lite is to support applications which would rather have damaged data delivered than discarded by the network. This includes, for example, real-time multimedia applications using codecs that are designed to cope with such errors. The main problem with this concept is that link layers typically do not pass erroneous data to the network layer, and UDP Lite will hardly encounter an erroneous packet. The protocol was therefore tested using a patched device driver [3].

In reality, it turns out that one partial checksum may not even be enough for certain applications. For instance, the standard for RTP transmission of “adaptive multirate” (AMR) and “adaptive multirate wideband” (AMR-WB) encoded speech signals allows to send several speech frames within one RTP packet, each of which could correspond with an optional CRC [4]. Since it would obviously not make sense to specify support for an arbitrary number of checksums with corresponding coverage fields in UDP Lite, such an application would simply have to restrict the checksum to the header by setting the checksum coverage field to 8 and realize the several embedded payload checksums itself.

3. DCCP

A new and very promising protocol that is currently being developed in the IETF is called “datagram congestion control protocol” (DCCP). Unlike TCP, it provides a connectionless service and is intended to be used by many of the applications that were implemented directly on top of UDP so far. Basically, DCCP provides access to existing congestion control mechanisms in a uniform manner, thereby allowing application programmers to merely choose between a number of available schemes instead of implementing an appropriate one from scratch (which is supposedly bothersome enough to make some programmers abandon the idea of deploying any kind of congestion control at all). DCCP is a tool that can finally help turn some of the existing “TCP-friendly” (i.e., fair towards TCP) congestion control ideas into real services.

In addition to this basic functionality, the DCCP specification encompasses a wealth of other features—some examples are authentication via nonces, path MTU discovery (a mechanism to detect the ideal packet size), support for explicit congestion notification (ECN) [5], and last but not least, partial checksums as in UDP Lite in order to support applications that can cope with known corrupt data.

Since, unlike UDP Lite, DCCP is performing congestion control, the means of interpreting transmission errors had to be refined; thus, in its present state, the specification encompasses a so-called “data checksum option” which was proposed by the author of this paper [6]. It works as follows.

(i) An additional checksum is introduced; if the regular checksum does not cover all of the packet, the remaining part is covered by the new one.

(ii) The idea is to support applications which require error-free data while making use of corrupt packets for congestion control. In this context, two different things can happen.

(1) A packet arrives with ECN = 1 in the IP header. The receiver can now notify the sender that congestion has occurred, leading to earlier and possibly more precise congestion detection: a lost (unacknowledged) packet could invoke a timeout, which usually corresponds with a more severe reaction than an ECN notification. TCP, for example, would enter the “slow start” phase instead of staying in “congestion avoidance” state and halving the congestion window.

(2) A packet arrives with ECN = 0 in the IP header. The message to the sender is “corruption has occurred.” Since corruption does not necessarily correspond with congestion, one could imagine designing a different—perhaps less conservative—reaction to such a notification.

In any case, the intact header information from such an acknowledgment could be used to drive the RTT estimation, and certain control information are retained.

(iii) Optionally, a DCCP implementation may provide an API through which an application can access the corrupt data. In this case, the advantage of the data checksum option is the fact that application is explicitly informed about corruption.

These issues, and especially the idea of a less strict response to corruption than to congestion, raised a lot of questions and led to long discussions in the IETF. Eventually, it was decided that they must be seen in a broader context; for example, it does not suffice to talk about DCCP and UDP Lite when interpretation of corruption notifications could also be relevant for TCP. The pros and cons were presented in the “IAB Plenary” session of the 57th IETF Meeting which took place in Vienna, Austria. It thoroughly subsumed the current state of the discussions. In what follows, we will take a closer look at some of the problems that were mentioned during this presentation (which does not necessarily mean that a conveyed opinion matches the presenter’s point of view) and discuss the tradeoffs when tuning (or even disabling) link layer ARQ.

4. ISSUES

4.1. The link layer perspective

One recurring argument against protocols like UDP Lite is that most link layers already take care of corrupted data via FEC and ARQ, and that obtaining corrupted data at the transport layer is therefore a false notion. Clearly, this is a “chicken-and-egg” problem: link layer designers will not be motivated to disable ARQ unless there is a mechanism on top which shows advantages with corrupt data. While designing, standardizing and deploying such a mechanism that will not really show an immediate advantage is quite critical, it has the potential to change the situation.

2Tuning link layer mechanisms is often a tradeoff among various factors including system economics, application tolerance, and other things; such considerations are beyond the scope of this paper.
4.2. IPv6

CPU cycles are scarce in core Internet routers; since the IP header changes at each hop (e.g., a router must decrease the IPv4 “time-to-live (TTL)” field (“hop limit” in IPv6) by at least 1 on forwarding), it is necessary to constantly recompute the header checksum. As most links use a CRC anyway, this is usually a waste of costly processing power. In addition, IETF transport layer protocols are typically designed to include the relevant fields of the IP header (a so-called pseudoheader) in their checksum calculation in order to ensure end-to-end integrity at all times. For IPv6, it was therefore decided to remove this checksum altogether.

As a compensation, transport protocols are required to include a pseudoheader consisting of the source address, destination address, upper-layer packet length, and next header field which identifies the type of header immediately following the IPv6 header. This means that fields which convey per-hop semantics—the “flow label,” which is used for quality of service, the “version” field which is used to identify IPv6, IPv4, and other protocols, and the hop-by-hop options which can define nodes that must be “visited” along the way to the destination—remain unchecked by the network layer [7].

The problem with this design is that it makes assumptions about underlying layers, thereby conflicting with the common notion of “IP over everything.” When IPv6 was crafted, UDP Lite was not around. Now, IPv6 aggravates the chicken-and-egg problem: if we deploy UDP Lite, how are we going to convince a link layer designer to disable payload checksums when this can mean sending IPv6 packets to Mars (in accordance with the vision of the “interplanetary Internet”)?

4.3. Encryption and authentication

Obviously, one has to be very careful about why and when to use erroneous packets: even a few damaged bits of encrypted data can destroy a large chunk of data. According to [2], the decryption transform will typically spread errors such that the packet becomes too damaged to be of use. Notably, there are encryption mechanisms called “stream ciphers” which do not spread errors in this way provided that the damage occurs in the insensitive part of the packet.

Authentication mechanisms require a path to provide end-to-end data integrity, that is, having the payload change on the way to the receiver is completely unacceptable. It must therefore be ensured that such mechanisms only operate on the checked part of a packet (partial checksums are simply disabled). These issues do not seem to play a severe role. It is simply a matter of knowing when and how to use partial checksums.

4.4. Congestion versus corruption

As explained earlier, congestion control mechanisms normally rely on packet loss as an indicator of network overload. This can lead to a misinterpretation of loss from corruption as a sign of congestion. Partial checksums may circumvent this problem by allowing an end node to better distinguish between these two network effects. Here, the problem is that the information “a packet experienced corruption” can be misleading; some congestions are in fact known to manifest as corruption, for example, on shared wireless links. Apparently, there is no thorough study available which clearly shows when corruption is caused by congestion and when it is not; the Internet community still seems to be somewhat unsure about the best way to react upon a corruption notification.

4.5. Link layer ARQ considerations

Perhaps the greatest problem with link layer ARQ is that sometimes it is more efficient than handing over corrupted data, and sometimes it is not. For instance, if the transport protocol is TCP (or TCP-friendly, as could be expected of DCCP), retransmission of frames at the link layer basically means installing a control loop on top of a control loop; such design is known to cause strange interactions and was studied thoroughly in the case of TCP over ATM ABR. The specific problem with TCP and link layer ARQ is that local retransmissions artificially prolong the end-to-end round-trip time (RTT). The estimated RTT, which is continuously updated with each acknowledgment using an exponentially weighted moving average function, plays a crucial role in TCP: its stability depends on a property called “ACK clocking” (sometimes also called the “conservation of packets principle”), which is based on the RTT estimate. In equilibrium, a packet should only be sent into the network when a packet has left the network [8].

Feedback delay also has a direct impact on the rate of a TCP sender. The following equation models the steady-state behaviour of TCP:

\[
T = \frac{s}{R \sqrt{2p/3 + t_{RTO} (3\sqrt{3p/8}) (1 + 32p^2)}}. \tag{1}
\]

Here, the sending rate $T$ is described as a function of the packet size $s$, RTT $R$, steady-state loss event rate $p$, and the TCP retransmit timeout value $t_{RTO}$ (roughly $4R$) [9].

On the other hand, in a scenario like the one depicted in Figure 1, enabling link layer ARQ is clearly beneficial: the feedback delay (RTT) of loop 1 is much shorter than the feedback delay of the end-to-end TCP connection from sender S to receiver R (loop 2). Link layer optimization is also a convenient and an easily deployable way of enhancing performance because it is transparent to the end systems.
In this example, it is hardly possible for the nodes involved in loop 1 to be aware of the satellite connection; if strict layering is enforced, it cannot be aware of it. There may be many TCP connections on a wireless link, and an unknown number of them may resemble the S-R connection in Figure 1 unless the wireless link layer can distinguish between individual network layer flows (distinguishing between two transport flows is unnecessary up to now, but this may change as transport level multihoming is deployed [10]). Ideally, link layer ARQ should be tuned (in varying degrees of persistence [11]) for each individual flow based on the signal-to-noise ratio and (1), which means that the link layer would have to be aware of all the variables involved.

If the end node is capable of utilizing the information “a packet is corrupt,” the decision for or against link layer ARQ would ideally have to involve the specific advantage gained with this kind of message in addition to all of the factors above. Given the complexity, it seems to be impossible for the link layer to make a sensible decision on its own. At this point, it may be helpful to remember the end-to-end arguments; Functions required by communicating applications can be correctly and completely implemented only with the knowledge and help of the applications themselves. Providing these functions as features within the network itself is not possible [1].

The arguments have several facets, and, according to [12], two complementary goals:

1. higher-level layers, more specific to an application, are free to (and thus expected to) organize lower-level network resources to achieve application-specific design goals efficiently (application autonomy);
2. lower-level layers, which support many independent applications, should provide only resources of broad utility across applications, while providing to applications usable means for effective sharing of resources and resolution of resource conflicts (network transparency).

In our case, it seems to make sense if we apply these rules as follows:

1. higher-level layers, more specific to an application, should have some means to “organize lower-level network resources,” that is, communicate their requirements to lower layers;
2. lower-level layers, which support many independent applications, should use mechanisms of broad utility across applications (general purpose, tunable link layer ARQ), while reacting to commands from applications.

In other words, since only higher layers can be expected to be aware of what they need and the requirements that should be met, the solution seems to be link layer ARQ with various degrees of persistence, to be tuned and/or disabled via effective interlayer communication. In what follows, we will take a look at some possibilities to enable such communication (for simplification, we restrict our observations to the possibility of enabling/disabling link layer ARQ and notifying end nodes of corruption).

5. INTERLAYER COMMUNICATION

5.1. TrigTran: corruption experienced

There was a recent IETF effort called “triggers for transport” (TrigTran) (now continued in the framework of another effort called “access link intermediaries assisting services” (ALIAS) available at http://mailman.berkeley.intel-research.net/mailman/listinfo/alias), which is about messages (“triggers”) between transport end points (S and R in Figure 1) and the network as a performance enhancement. In addition to notifications for links going down or up, a message called “corruption experienced” was discussed. So far, there does not seem to be a concise outcome, which is apparently due to the aforementioned difficulties with the interpretation of such a message.

It is an open question when a corruption experienced notification should be sent, and who should receive it. Questions of timescale and scalability arise, and having intermediate systems that send messages to end nodes on their own has been identified as a bad idea before [13].

5.2. Transport protocol detection

The UDP Lite specification [2] makes a set of recommendations for link layers; basically, UDP Lite packets should be identified, and there should only be partial error detection for such packets. This means that link layer end points (the left and right ends of loop 1 in Figure 1) must examine each and every packet and, in the case of fragmented datagrams carrying UDP Lite payload, maintain state until all fragments were received or a timeout occurred. Keeping per-flow state is a highly critical operation as it is known not to scale well.

Internet quality of service efforts have therefore evolved from a completely stateful to a hierarchical approach, where core routers are not aware of individual connections and edge routers of a domain do most of the work. Thus, one cannot expect a core router (or an equivalently overloaded network node) to keep per-flow state, that is, fully support the implicit interlayer communication model suggested in [2]. However, if the network node in question resembles a typical edge router in terms of resource availability, the method may be feasible.

5.3. Other possibilities

There are, of course, numerous other ways to inform the data link layer that corrupted packets should be handed over to the network layer instead of performing link layer ARQ or notifying an end system about corruption within the network. However, each method seems to have its distinctive disadvantages.

As an example, to circumvent the problems that occur when the data link layer has to examine the transport layer, one might consider introducing a corruption acceptable (and/or corruption experienced) bit in the IP header. The IP header, however, has no bits to spare. As an alternative,
it would be possible to design a new IP option. On the other hand, common Internet routers are known to process “standard” packets in the so-called “fast path” (pure hardware) whereas packets requiring special treatment end up in the “slow path” (software or mixed hardware/software processing). Option interpretation is one such special treatment because the work involved is hard to determine beforehand.

The negative effects of delaying IP packets (artificially prolonging the RTT) were already discussed at the beginning of this section. IP options should therefore be used with care. While per-flow state could be avoided by adding an IP option to every packet of a connection, the extra delay perhaps outweighs the advantage. Sometimes, routers are configured to handle only a certain number of IP options per second. This kind of configuration makes the use of IP options in all packets pointless. If only a certain number of packets carry the special option, the data link layer has to keep track of transport flows, and the advantage over transport protocol detection is lost. The same is true for extra signaling from end points to the data link layer (e.g., an ICMP message carrying a corruption-acceptable notification).

It seems as though the best method to set up communication between the transport and data link layers remains to be found; sensibly introducing such a mechanism would require to carefully study the tradeoffs in a large number of possible scenarios—a work that has yet to be carried out.

6. CONCLUSION

In this paper, we examined some recent developments that have been taking place in the IETF. The underlying idea is that it may sometimes make sense to pass corrupt data from the data link layer to the transport layer and above—a concept that brings about a large number of design issues and led to many discussions in the related IETF working groups.

The list of developments that were presented in this paper is, of course, not comprehensive. An immense amount of work has been done in the area of TCP enhancements for wireless links, ranging from ideas of connection splitting to more sophisticated mechanisms like the “Snoop protocol.” A good overview can be found in [14, 15], which includes a proposal for a new cross-layer communication method. Also, there are mechanisms like explicit congestion notification (ECN) [5], which is the congestion counterpart to a corruption-experienced message; while it is not sensible to solely rely on ECN and ignore packet loss for various reasons, such usage would avoid the typical misinterpretation that occur with noisy links. Thus, ECN is at least a step in the direction of separating these two fundamental network effects.

Another example is the “congestion avoidance with distributed proportional control” (CADPC) mechanism, which exclusively relies on explicit traffic feedback from the “performance transparency protocol” (PTP) and ignores packet loss; this mechanism, which has been shown to perform very well with long-term flows in isolated simulations, does not have the problem of misinterpreting corruption for congestion [16]. “TCP-HACK” is a TCP enhancement based on partial checksums; it was shown to perform well in a large number of scenarios and implemented for Linux [17]. A similar TCP enhancement is currently under discussion in the IETF [18].

Given all these efforts and the fact that none of them are deployed, it seems to be clear that the main issue is the lack of effective and well-designed interlayer communication. To solve this problem would mean to carry out a thorough investigation of pros and cons that come with various communication methods; it is a purpose of this paper to motivate such research.
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