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Abstract

This work outlines a new three-dimensional diffuse interface finite volume method for the simulation of multiple solid and fluid components featuring large deformations, sliding and void opening. This is achieved by extending an existing reduced-equation diffuse interface method by means of a number of novel flux-modifiers and interface seeding routines that enable the application of different material boundary conditions. The method allows for slip boundary conditions across solid interfaces, material-void interaction, and interface separation. The method is designed to be straightforward to implement, inexpensive and highly parallelisable. This makes it suitable for use in large, multi-dimensional simulations that feature many complex materials and physical processes interacting over multiple levels of adaptive mesh refinement. Furthermore, the method allows for the generation of new interfaces in a conservative fashion and therefore naturally facilitates the simulation of high-strain rate fracture. Hence, the model is augmented to include ductile damage to allow for validation of the method against demanding physical experiments. The method is shown to give excellent agreement with both experiment and existing Eulerian interface tracking algorithms that employ sharp interface methods.
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1. Introduction

Multi-material, multi-physics simulation techniques are vital for the accurate modelling of many real-world physical systems. These problems are dynamic and often highly non-linear. Such simulations often feature multiple complex materials with different equations of state, large deformations and strain rates, and additional physical effects such as material fracture or reactivity. The combination of all of these factors makes a multi-physics approach crucial; modelling the system in a single framework ensures full physical interaction between all the components. To this end, realistic physical models, suitable mathematical solution techniques, and efficient computer algorithms must be brought together in a single framework to enable a complete system to be modelled.

Importantly, real-life problems of interest often involve large, three dimensional systems evolving over long time-scales. This makes the development of a practical numerical scheme crucial, and provides the motivation for the work at hand. This work will be focused on providing a straightforward algorithm that can form a base for large, 3D, multi-material, multi-physics simulations. As such, particular care will be taken to ensure the resulting algorithm is direct, prioritising the ease with which additional physics can be incorporated.

A variety of mature methods for solving multi-material shock-capturing compressible flow problems already exist. These are divided into a number of approaches, the broadest of which being the division between Lagrangian and Eulerian methods. In essence, this choice comes down to choosing the frame of reference in which to solve the equations of motion. Lagrangian methods (typically finite element methods) consider a frame that is fixed with the material which deforms as the simulation progresses. Eulerian methods (typically finite volume methods) consider a frame fixed in space, through which material flows. These methods both have their advantages and disadvantages, but in the high-deformation, high-strain-rate problems considered in this work, large topological changes can cause Lagrangian meshing methods to fail due to the severe mesh distortion. As Eulerian meshes do not deform with the material, they can smoothly handle large material deformations and complex topological changes, and so are well suited to the task at hand.

However, Eulerian methods are not without drawbacks and have challenges associated with their implementation in higher dimensions and with AMR. Most existing Eulerian models capable of simulating fluids and elastoplastic solids are based on tracking material interfaces and fall into one of three broad categories. The first is methods based on homogenised mixed cells and volume-of-fluid reconstruction, such as Benson\textsuperscript{[12]}. These methods underpin many well-established and legacy multi-material codes. The next is Ghost Fluid methods, such as Schoch et al.\textsuperscript{[53]}, Michael and
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diffuse interface methods represent a different way to handle material interfaces in Eulerian methods. These methods track materials through the volume fraction that they occupy in a given computational cell. This volume fraction is continuous and multiple materials can be present in a single cell. This numerical mixture is then evolved using a single system of partial differential equations that encompasses the physics of all the components in the mixture. A particular benefit of diffuse interface models is that they provide conservation equations for mass, momentum and energy across interfaces. Previous work has shown that these schemes have the considerable advantage over interface tracking methods in that they can support genuine fluid mixtures, allowing for the study of phenomena such as cavitation and chemical reaction which rely on physical mixtures [47, 59].

Within diffuse interface methods, there are a range of different approaches. These different approaches are often due to equilibrium assumptions made about the physical model in question. The most general approach is to assume full non-equilibrium between mixture components. This results in each material in the mixture having its own density, velocity, pressure and temperature, with relaxation terms augmenting these equations to allow for materials to interact and exchange conserved quantities. An example of such a model is the work of Baer and Nunziato [2]. However, experiments reveal that the scales over which both pressure and velocity equilibrate are very small, and evolving a velocity and pressure for every material is an encumbrance. It is therefore common [34, 37] to perform an asymptotic reduction of non-equilibrium models, applying equilibrium conditions to variables such as velocity, to obtain a reduced-equation model. This process leaves scope for how many equilibrium assumptions are to be applied, with authors such as Allaire et al. [1] assuming both pressure and velocity equilibrium, whereas authors such as Favrie et al. [25] retain pressure non-equilibrium. These approaches lead to components of a numerical mixture sharing a single equation for quantities such as momentum or energy. This in turn results in having to solve fewer equations overall, and is considered beneficial in terms of both efficiency and stability. However, these equilibrium assumptions often come at a price. In some scenarios, such as when considering porous materials like Baer and Nunziato [2], it is wholly inappropriate to assume velocity equilibrium between phases. At an even more basic level, velocity equilibrium prevents the use of slip boundary conditions at material interfaces and prevents material separation. This can be seen straightforwardly, as both of these problems require a velocity discontinuity at the interface: tangentially for slip and normally for separation. Such discontinuities are not permitted by a velocity equilibrium model, which will average the two velocities at the interface, effectively applying a stick boundary condition.

Diffuse interface methods are well established for multi-fluid problems, see for example Allaire et al. [1], Saurel and Abgrall [52], Massoni et al. [57]. By contrast, relatively few authors have applied diffuse interface methods to coupled solid-fluid dynamics, including Barton [7], Favrie et al. [25], Favrie and Gavrilyuk [24]. Hancock et al. [28] and Tavelli et al. [54]. This is likely due to a number of factors. Firstly, Eulerian diffuse interface methods require qualitatively different numerical methods compared to those traditionally applied to solid dynamics, especially in Lagrangian schemes. Secondly, the diffuse nature of the material interfaces has, in the past, proved to be a limiting factor on the accuracy of such methods. This issue has, however, recently been addressed by the development of various interface sharpening methods, such as the THINC method designed by Xiao et al. [61], implemented by Barton [7]. Lastly, diffuse interface methods have not been generally applied to solid dynamics due the limiting nature of the enforced stick boundary condition when using reduced-equation models. Unlike with fluids, it is natural for materials with strength to be able to slide along each other and separate from each other. This problem is addressed by the work at hand.

This paper details a new diffuse interface method for the simulation of coupled elastoplastic solids and fluids. Namely, this work introduces methods to allow for slip boundary conditions, material-void interaction, and material fracture in a diffuse interface context. The work extends the method of Barton [7], who developed a model for coupled solid-fluid dynamics based on the Allaire five-equation multi-fluid model [1]. The new method introduces a novel set of flux-modifiers and interface seeding routines that will enable the desired boundary conditions to be applied on top of the base model. Alongside this, a damage model is incorporated to enable material damage and fracture to be studied.

As has been alluded to, many other methods exist that can model multi-material systems, and these will be mentioned by way of contrast and comparison in the validation of the new method. However, the new method presents a number of specific advantages – it is designed to be straightforward to implement, inexpensive and highly parallelisable, making it suitable for use in large, multi-dimensional simulations that feature multiple complex materials and physical processes.
over several levels of adaptive mesh refinement (AMR). As such, the method can be considered an ‘engineering solution’ to the problems presented by multi-material interactions.

The highly-parallelisable nature of the method stems from the locality of the algorithm. There is no need to use the expensive level set reinitialisation and extrapolation routines used by Ghost Fluid methods, which require multi-patch and multi-level communication. The method is also highly numerically homogeneous. One single set of partial differential equations that encompasses the physics of all materials present is solved across the entire domain and material boundary conditions are facilitated by a number of simple flux-modifiers. These flux-modifiers only change how the flux between cells is calculated, rather than requiring any drastically different numerical machinery.

How well a given algorithm can scale with the number of materials present is also important as the number of materials in a simulation gets increasingly large. As has been mentioned, non-equilibrium equation systems allow for material shear by providing every material with its own complete set of variables. By way of example, Ndanou et al. [45] facilitate a form of fracture by giving each material its own deformation and stress tensor. However, this method gets increasingly expensive as the number of materials grows. In a scenario where compaction dynamics and velocity relaxation times are not of specific interest, the new method has the advantage of allowing material shear while only using a single velocity, momentum, deformation and stress. This greatly reduces how the algorithmic complexity scales with the number of materials. It should be stressed, however, that the void and fracture components of the method could still be used in a non-equilibrium type equation system, if so desired.

The problems of interest often occur over disparate scales, with both regions of fine detail with strong interaction and regions with smoothly varying features. It is therefore desirable to use AMR to better focus computational resources where they are needed. With computational efficiency in mind, the algorithm outlined in this work is designed to work straightforwardly with hierarchical AMR algorithms, saving computational resources by allowing high resolution around regions of interest and lower resolution in smooth regions.

Finally, the method facilitates a more conservative fracture algorithm than can be achieved with many other sharp interface methods, due to the continuous, di ff use representation of interfaces. It is commonplace in many existing methods for simulating fracture to introduce cracks by eroding material from critically damaged cells [e.g. [18][16][6]]. This approach is highly non-conservative and leads to issues if the conserved state of eroded material is simply redistributed to its neighbours. The new method avoids this problem, instead allowing a material interface to open continuously.

2. Governing Theory

2.1. Evolution Equations

In the interests of focusing on multi-physics, only a summary of the core evolution equations is provided here. Full details, including the derivation, are outlined by Barton [7]. Materials are allowed to mix at their interfaces. A material’s contribution to a spatially averaged physical quantity is weighted by its volume fraction, \( \phi \), in that region. This mixing is referred to as numerical mixing, to distinguish it from the physical mixtures such as those produced by reactive fluids. The state of any material l is characterised by the phasic density \( \rho(l) \), volume fraction \( \phi(l) \), symmetric left unimodular stretch tensor \( \mathbf{V} \), velocity vector \( \mathbf{u} \), and internal energy \( \mathcal{E} \).

The left stretch tensor \( \mathbf{V} \) is related to the deformation tensor \( \mathbf{F} \) by the polar decomposition:

\[
\mathbf{F} = \mathbf{V}^* \mathbf{R},
\]

after which it is normalised to obtain \( \mathbf{V} \):

\[
\mathbf{V} = \det (\mathbf{V}^*)^{-1/3} \mathbf{V}^*.
\]

The base model of Barton [7] assumes mechanical equilibrium; materials in a mixture region share a single velocity, pressure and deviatoric strain. This assumption will be maintained, in that only a single equation for each of these quantities will be evolved, but flux-modifiers in the numerical method will allow for the correct material boundary conditions to be imposed on top.

For \( l = 1, \ldots, N \) materials:

\[
\frac{\partial \phi(l)}{\partial t} + \frac{\partial \phi(l) \mathbf{u}_k}{\partial x_k} = \phi(l) \frac{\partial \mathbf{u}_k}{\partial x_k}
\]

\[
\frac{\partial \rho(l)}{\partial t} + \frac{\partial \rho(l) \phi(l) \mathbf{u}_k}{\partial x_k} = 0
\]

\[
\frac{\partial \mathbf{u}_k}{\partial t} + \frac{\partial (\rho \mathbf{u}_i \mathbf{u}_k - \sigma_{ik})}{\partial x_i} = 0
\]

\[
\frac{\partial \mathcal{E}}{\partial t} + \frac{\partial (\rho \mathcal{E} \mathbf{u}_k - u_i \sigma_{ik})}{\partial x_i} = 0
\]

\[
\frac{\partial \mathbf{V}_{ij}}{\partial t} + \frac{\partial (\mathbf{V}_{ij} \mathbf{u}_k - \mathbf{V}_{kj} \mathbf{u}_i)}{\partial x_k} = \frac{2}{3} \mathbf{V}_{ij} \frac{\partial \mathbf{u}_k}{\partial x_k} - u_i \mathbf{\beta}_j - \Phi_{ij},
\]
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where $E = \mathcal{E} + |\mathbf{u}|/2$ denotes the specific total energy, $\sigma$ denotes the Cauchy stress tensor, $\beta_j = \vartheta \mathbf{V}_j / \partial x_k$, and $\Phi$ represents the contribution from plastic effects. Some multi-physics closure models introduce a dependence on material history variables such as the equivalent plastic strain, $\epsilon_{pl}$, or the damage parameter $D_j$. For these materials, additional evolution equations are required:

$$\frac{\partial \rho_j \phi_j \alpha_j}{\partial \theta} + \frac{\partial \rho_j \phi_j \alpha_j u_k}{\partial x_k} = \rho_j \phi_j \alpha_j .$$

Here $\alpha_j$ represents any such history parameter which is advected and evolved with a material as time progresses. A material may have more than one history variable, in which case $\alpha$ represents a vector.

Although it might appear that the model describes solid materials, it will be shown in the next section that fluids can be considered as a special case. It is the equation-of-state for each material that ultimately distinguishes solids from fluids. The system allows for the fully-coupled multi-physics solution of problems, which in this work includes the interaction of damageable elastoplastic solids, fluid mixtures and vacuum. The extension to yet more multi-physics applications follows straightforwardly by the inclusion of additional history parameters and closure relations, for example reactive fluid mixtures as shown in Wallis et al. [59].

### 2.2. Thermodynamics

The internal energy $\mathcal{E}$ for each material is defined by an equation-of-state that conforms to the general form:

$$\epsilon_j^0 (\rho_j, T_j, \text{dev}(\mathbf{H}^j), \alpha_j) = \epsilon_j^0 (\rho_j, \alpha_j) + \epsilon_j^1 (\rho_j, T_j) + \epsilon_j^2 (\rho_j, \text{dev}(\mathbf{H}^j), \alpha_j) ,$$

where

$$\text{dev}(\mathbf{H}^j) = \ln(\mathbf{V})$$

is the deviatoric Hencky strain tensor and $T$ is the temperature. The three terms on the right hand side are the contribution due to cold compression or dilation, $\epsilon_j^0 (\rho_j, \alpha_j)$, the contribution due to temperature deviations, $\epsilon_j^1 (\rho_j, T_j)$, and the contribution due to shear strain $\epsilon_j^2 (\rho_j, \text{dev}(\mathbf{H}^j), \alpha_j)$. The cold compression energy will generally be provided by the specific closure model for each material. The thermal energy is given by

$$\epsilon_j^0 (\rho_j, T) = C_j^0 (T - T_j^0 \theta_j^0 (\rho_j)) ,$$

where $C_j^0$ is the heat capacity, $T_j^0$ is a reference temperature, and $\theta_j^0 (\rho_j)$ is the non-dimensional Debye temperature. The Debye temperature is related to the Gruneisen function, $\Gamma(\rho_j)$, via

$$\Gamma_j (\rho_j) = \frac{\partial \ln \theta_j^0 (\rho_j)}{\partial \ln(1/\rho_j)} = \frac{\rho_j}{\theta_j^0 (\rho_j)} \frac{\partial \theta_j^0 (\rho_j)}{\partial \rho_j} .$$

The specific form of the Gruneisen function for each material must be provided, but it is generally taken to be constant. The shear energy is given by

$$\epsilon_j^2 (\rho_j, \text{dev}(\mathbf{H}^j), \alpha_j) = G_j (\rho_j, \alpha_j) \mathcal{J}^2 (\text{dev}(\mathbf{H}^j)) ,$$

where $G_j (\rho_j, \alpha_j)$ is the shear modulus, and

$$\mathcal{J}^2 (\text{dev}(\mathbf{H}^j)) = \text{tr}(\text{dev}(\mathbf{H}^j) \cdot \text{dev}(\mathbf{H}^j)^T)$$

is the second invariant of shear strain. This form is chosen such that the resultant stresses are a non-linear analogy of Hooke’s law. Bruhns et al. [17] find that this form provides good empirical agreement for a range of materials and deformations. It is remarked that other extensions of infinitesimal strain theory to finite deformations have taken the density divisor to be the reference value $\rho_j^0$. This formulation can be replicated here without further modification to the model or numerical method by setting $G = \left( \frac{\rho_j}{\rho_j^0} \right) \overline{G}$, and redefining $\overline{G}$ as the actual shear modulus.

For each component, the Cauchy stress, $\sigma$, and pressure, $p$, are inferred from the second law of thermodynamics and classical arguments for irreversible elastic deformations:

$$\sigma_j = \rho_j I + \text{dev}(\sigma_j)$$

$$p_j = \lambda \frac{\partial \epsilon_j}{\partial \rho_j}$$

$$\text{dev}(\sigma_j) = 2G_j \cdot \text{dev}(\mathbf{H}^j) .$$

---

\[1\] For any $N \times N$ matrix $\mathbf{M}$, $\text{dev}(\mathbf{M}) := \mathbf{M} - \frac{1}{3} \text{tr}(\mathbf{M}) \mathbf{I}$ denotes the matrix deviator. Here, $\text{tr}(\mathbf{M})$ denotes the trace, and $\mathbf{I}$ denotes the identity matrix.
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It is reiterated that, although it might appear that the model describes solid materials, fluids can be considered a special case where the shear modulus is zero, resulting in a spherical stress tensor and no shear energy contribution. This formulation lends itself well to diffuse interface modelling where different phases that share the same underlying model can combine consistently in mixture regions.

Mixture rules must be provided to represent the state of regions containing multiple materials in a thermodynamically consistent way. The following mixture rules are applied \[1, 7\]:

\[
1 = \sum_{i=1}^{N} \phi_i \tag{18}
\]

\[
\rho = \sum_{i=1}^{N} \phi_i \rho_i \tag{19}
\]

\[
\rho c^2 = \sum_{i=1}^{N} \phi_i \rho_i c_i^2 \tag{20}
\]

\[
G = \frac{\sum_{i=1}^{N} (\phi_i G_i(\rho_i, \alpha_i))}{\sum_{i=1}^{N} (\phi_i / \Gamma_i)} \tag{21}
\]

\[
c^2 = \frac{\sum_{i=1}^{N} (\phi_i Y_i c_i^2)}{\sum_{i=1}^{N} (\phi_i / \Gamma_i)} \tag{22}
\]

where \(c\) is the sound speed and \(Y_i = (\phi_i \rho_i)/\rho\) is the mass fraction.

2.3. 

**Closure Models**

It can be seen that, by presenting the internal energy in the form outlined, equation \([16]\) can be written in the form:

\[
p_i = p_{\text{red},i} + \rho_i \Gamma_i (\varepsilon_i - \varepsilon_{\text{red},i}) \tag{23}
\]

Here, \(\varepsilon_{\text{red},i} = \varepsilon_i^0 + \varepsilon_{\text{ref},i}\) and \(p_{\text{red},i} = p_i^0 \frac{\partial \varepsilon_{\text{ref},i}}{\partial \rho_i}\). This is the form of the standard Mie-Grüneisen equation-of-state. This encompasses a wide range of different materials, not limited to solids, depending on the choice of the reference curves \(\varepsilon_{\text{ref},i}(\rho_i), p_{\text{red},i}(\rho_i), \text{and } \Gamma_i(\rho_i)\). These additional freedoms incorporate thermal, compaction and shear effects. For example:

- \(\varepsilon_{\text{ref},i} = 0, \Gamma(\rho) = \Gamma_0 = \gamma - 1\), where \(\gamma\) is the adiabatic index, gives the ideal gas law used for relatively simple gases such as air.

- \(p_{\text{red},i} = -\gamma p_i, \varepsilon_{\text{ref},i} = 0, \Gamma(\rho) = \Gamma_0 = \gamma - 1\) gives the stiffened gas equation of state, used to model denser fluids such as water.

- \(\Gamma(\rho) = \Gamma_0 = \gamma - 1\)

\[
p_{\text{red},i}(\rho_i) = A e^{-R_i \rho_i} + B e^{-R_i \rho_i} \tag{24}
\]

\[
\varepsilon_{\text{red},i}(\rho_i) = \frac{A}{R_i p_i} e^{-R_i \rho_i} + \frac{B}{R_i p_i} e^{-R_i \rho_i} \tag{25}
\]

gives the JWL equation-of-state, widely used for condensed phase explosives or reaction products \([38]\).

- \(\Gamma(\rho) = \Gamma_0 = \gamma - 1\)

\[
\varepsilon_{\text{red},i}(\rho_i) = \frac{K_i}{2 \rho_i^2 \gamma^2} \left( \frac{\rho_i}{\rho_0} \right)^\gamma - 1 \tag{26}
\]

\[
G(\rho_i) = G_0 \left( \frac{\rho_i}{\rho_0} \right)^{\gamma + 1} \tag{27}
\]

\[
p_{\text{red},i}(\rho_i) = \rho_i^2 \frac{\partial \varepsilon_{\text{red},i}}{\partial \rho_i} \tag{28}
\]

gives the Romenski equation-of-state, used for elastic solids \([23]\).

The form of the Mie-Grüneisen equation of state now allows the total pressure to be obtained from the total energy. To achieve this, equation \([20]\) is combined with the isobaric assumption that forms part of the mechanical equilibrium of the underlying Allaire et al. \([1]\) model. Firstly the internal energy is obtained:

\[
\rho \varepsilon = \rho E - \frac{1}{2} \rho |u|^2 \tag{29}
\]
Then the Mie-Grüneisen form of the equation of state is used to rewrite equation \[20\] using the isobaric assumption:

$$\rho E = \sum_{i=1}^{N} \phi_i(\rho_i)\left(\varepsilon_{\text{ref},i} + \frac{(p - p_{\text{ref},i})}{\rho_i \Gamma_i}\right).$$

Finally, this equation can be rewritten in terms of \(p\):

$$p = \rho E - \sum_i \phi_i \left(\rho_i \varepsilon_{\text{ref},i} - p_{\text{ref},i}\right) \frac{1}{\sum_i \phi_i}.$$  \[31\]

### 2.3.1. Plasticity

The introduction of plasticity through the source term \(\Phi\) follows the method of convex potentials (see for example Ottosen [46]) and is therefore thermodynamically compatible. In this approach, the von Mises yield criterion forms the scalar potential which leads to the plastic flow rule:

$$\Phi = \chi \sqrt{\frac{3}{2}} \text{dev}(\sigma) \cdot \nabla.$$  \[32\]

The plastic flow rate \(\chi\) is a closure model and must be suitable for arbitrary mixtures. For a mixture of \(N\) materials:

$$\chi = \frac{\sum_{i=1}^{N} \phi_i X_i (\rho_i / \Gamma_i)}{\sum_{i=1}^{N} \phi_i / \Gamma_i},$$  \[33\]

If any material does not obey a plasticity model, such as fluids, then that material contributes \(X_i = 0\).

The form of \(X\) relates the particular material flow model. This work considers both ideal plasticity, where \(\chi\) is a Heaviside function such that the relaxation is non-zero only when the stress exceeds the yield surface \(\sigma_Y\):

$$X_i(\rho_i) = \chi_0^i H \left[ \sqrt{\frac{3}{2}} \text{dev}(\sigma)_i - \sigma_Y \right],$$  \[34\]

and the rate sensitive isotropic work-hardening model outlined by Johnson and Cook [30]:

$$X_i(\rho_i) = \chi_0^i \exp \left[ \frac{1}{c_3} \left( \frac{\sqrt{2} \text{dev}(\sigma)_i}{\sigma_Y} - 1 \right) \right],$$  \[35\]

where \(\chi_0 > 0\) is the reference plastic strain-rate and the constant \(c_3\) controls the rate dependency. In the Johnson and Cook model the yield stress is given by:

$$\sigma_Y (\varepsilon_{p,i}) = (c_1 + c_2 (\varepsilon_{p,i})^n) \left(1 - \left(\frac{T - T_0}{T_{\text{melt}} - T_0}\right)^m\right)^n,$$  \[36\]

where \(c_1\) is the yield stress, \(c_2\) is the strain hardening factor, \(n\) is the strain hardening exponent, \(T_{\text{melt}}\) is the melting temperature of the material, \(T_0 = 298\,\text{K}\) is a reference temperature, and \(m\) is the thermal softening exponent. This yield surface at the reference strain rate \(\chi_0^i\) is a function of the accumulated plastic strain, \(\varepsilon_p\), making it necessary to add an additional evolution equation to the system to advect and evolve the plastic strain:

$$\frac{\rho_{\phi,i} \phi_i \varepsilon_{p,i}}{\partial t} + \frac{\partial \rho_{\phi,i} \phi_i \varepsilon_{p,i} \frac{\partial \phi_i}{\partial x_k}}{\partial x_k} = \rho_{\phi,i} \phi_i X_i.$$  \[37\]

Using the Johnson-Cook model in this way results in a viscoplastic flow rule, where plastic deformations can accumulate from the onset of loading. Note however that the parameter \(c_3\) is usually small such that \(X(i) \ll X_0^i\) for stresses much below the characteristic stress. Indeed, as \(c_3 \to 0\) the plastic flow becomes rate independent and the stress becomes bounded by a yield surface.

### 2.4. Damage

Modelling damage is important if realistic material behaviour is to be captured for solid materials undergoing finite deformation. This work focuses on ductile damage, a significant mode of damage in most metals, where substantial plastic deformation occurs before the onset of fracture, as opposed to brittle fracture, where fracture directly proceeds from elastic loading.

Physically, damage reduces the load carrying ability of a solid material until, at a critical level, the material loses all strength and fractures. Various branches of physics deal with damage on different scales, depending on the application...
and type of damage at hand. The increase of damage in a material can be explained on the micro-scale by the nucleation and coalescence of micro-voids in the structure of the material and is intimately linked to plastic effects. At a macro-scale, this presents itself as the formation of visible fractures within a material.

A continuum damage mechanics (CDM) model is used to simulate ductile fracture. CDM is a thermodynamically consistent way of modelling the effect of damage at the continuum scale, where thermodynamic forces are derived using the second law in order to advec and evolve damage in a given material [44]. Damage is assumed to be isotropic, and can thus be quantified and tracked by the addition of a single scalar field for each damageable material, \( D^{(l)} \):

\[
\frac{\partial \rho^{(l)} \phi^{(l)} D^{(l)}}{\partial t} + \frac{\partial \rho^{(l)} \phi^{(l)} D^{(l)} \mathbf{u}^{(l)}}{\partial x} = \rho^{(l)} \phi^{(l)} \dot{D}^{(l)} .
\]  

It is remarked that other formulations of damage can be derived, including fully anisotropic models such as Barton [5] that quantify damage using a tensor quantity. However, the efficacy of the damage model itself is outside the scope of this paper. Rather, the intention is to provide a general framework that demonstrates the capability of the new numerical method, regardless of what specific constitutive material models are employed.

The contributions to the internal energy from cold compression and shear energy for damageable materials are affected by the damage parameter, and taken to be

\[
\varepsilon_{\text{eq}}^{\text{st}} (\rho^{(l)}, D^{(l)}) = (1 - D^{(l)}) \varepsilon_{\text{eq}}^{\text{st}, \alpha} (\rho^{(l)})
\]

\[
\varepsilon_{\text{eq}}^{\text{st}} (\rho^{(l)}, \text{dev} (\mathbf{H}^{(l)}), D^{(l)}) = (1 - D^{(l)}) \varepsilon_{\text{eq}}^{\text{st}, \alpha} (\rho^{(l)}, \text{dev} (\mathbf{H}^{(l)})).
\]

where \( \varepsilon_{\text{eq}}^{\text{st}} \) and \( \varepsilon_{\text{eq}}^{\text{st}, \alpha} \) are the functions corresponding to the undamaged state, and can be any of the forms highlighted in section [2]. From this proposition, the Cauchy stress tensor derived from the Clausius-Duhem inequality becomes:

\[
\mathbf{\sigma}^{(l)} = p^{(l)} \mathbf{1} + \text{dev} (\mathbf{\sigma}^{(l)})
\]

\[
p^{(l)} = (1 - D^{(l)}) p^{(l)} \frac{\partial \varepsilon_{\text{eq}}^{\text{st}, \alpha}}{\partial \phi^{(l)}}
\]

\[
\text{dev} (\mathbf{\sigma}^{(l)}) = (1 - D^{(l)}) 2 G^{(l)} \cdot \text{dev} (\mathbf{H}^{(l)}).
\]

The presence of damage causes a reduction in load carrying area, with \((1 - D^{(l)})\) being the reduction factor, leading to the effective-stress principal first proposed by Kachanov [32]. In this approach, damage \( D^{(l)} \) is quantified by the fractional area of micro-voids on a plane intersecting a representative volume element.

In a similar way to plasticity, the Clausius-Dunhem inequality gives the form of the evolution equation for damage in terms of its conjugate thermodynamic force, and the method of convex potentials is then used to derive the evolution of the damage parameter:

\[
D^{(l)} = -\lambda^{(l)} \frac{\partial F^{D}}{\partial Y^{(l)}}.
\]

where \( \lambda^{(l)} \) is the Lagrange multiplier, \( Y^{(l)} = \partial \varepsilon_{\text{eq}}^{\text{st}, \alpha}/\partial D^{(l)} \) is the elastic energy release rate due to damage (the thermodynamic force conjugate to damage), and \( F^{D} \) is the damage dissipation potential. The associative flow rule for damaged materials is

\[
\lambda^{(l)} = \dot{\varepsilon}_{\text{eq},(l)} (1 - D^{(l)}).
\]

The damage dissipation potential is taken from Bonora [14], who propose the following potential to account for micro-mechanical processes:

\[
F^{D} = \left[ \frac{1}{2} \left( \frac{Y}{S} \right) \frac{S}{1 - D^{(l)}} \right] \left( D_{\text{crit},(l)} - D^{(l)} \right)^{\frac{1}{2}} \varepsilon_{\text{eq}}^{\alpha}.
\]

Under certain assumptions on the equation of state (detailed in the appendix) this gives:

\[
D^{(l)} = \alpha \left( D_{\text{crit},(l)} - D^{(l)} \right)^{\frac{1}{2}} \ln \left( \frac{\varepsilon_{\text{eq}}^{\alpha}}{\varepsilon_{\text{eq}}^{\text{thresh}}} \right) R_{t} \left( \frac{p}{\sigma_{\text{eq}}^{\alpha}} \right) \left( D_{\text{crit},(l)} - D^{(l)} \right)^{\frac{1}{2}} \varepsilon_{\text{eq}}^{\alpha}.
\]

where \( D_{\text{crit}}, D_0, \alpha, \varepsilon_{\text{crit}}, \varepsilon_{\text{thresh}} \) are material parameters and \( R_{t} \) is the stress triaxiality function:

\[
R_{t} \left( \frac{p}{\sigma_{\text{eq}}^{\alpha}} \right) = \frac{2 E_{\text{cr},(l)} (1 - D^{(l)}) \varepsilon_{\text{eq}}^{\alpha} p^{(l)}}{\sigma_{\text{eq}}^{2}} + \frac{E_{\text{cr},(l)}^{u}}{3 G_{\text{cr},(l)}^{u}}
\]

where \( G_{\text{cr},(l)}^{u}, E_{\text{cr},(l)}^{u} \) are respectively the shear and Young’s modulus in the undamaged state. A full derivation of the damage model is provided in the appendix.
Pirondi and Bonora [48] extended this model to deal with cyclic loading, proposing the following addition:

\[
\varepsilon_p = \begin{cases} \\
\varepsilon_p \text{ if } p < 0 \\
0 \text{ else }
\end{cases}
\]

\(\mathbf{D} = \begin{cases}
\mathbf{D} & \text{if } p < 0 \text{ and } \varepsilon_p > \varepsilon_{p,\text{thresh}} \\
0 & \text{else}
\end{cases}
\]

which conveys the underlying assumption that damage can only accrue in states of tension, not under compression. Finally, threshold plastic strain \(\varepsilon_{p,\text{thresh}}\) is taken to depend on the stress triaxiality using the model from Bonora et al. [15]:

\[
\varepsilon_{p,\text{thresh}} = \frac{\varepsilon_{p,\text{thresh}}^{\text{crit}}}{R^\text{crit}} \left( \frac{\varepsilon_{p,\text{thresh}}^{\text{crit}} - \varepsilon_{p,\text{thresh}}}{\varepsilon_{p,\text{thresh}}^{\text{crit}} - \varepsilon_{p,\text{thresh}}^{\text{crit}}} \right)^n,
\]

where \(n\) is the strain hardening exponent.

3. Numerical Approach

The model is solved on a Cartesian mesh with local resolution adaptation in space and time. This is achieved using the AMReX software from Lawrence Berkeley National Laboratory [63], which includes an implementation of the structured adaptive mesh refinement (SAMR) method of Berger and Colella [13] for solving hyperbolic systems of partial differential equations of the form of equation (52). In this approach, cells of identical resolution are grouped into logically rectangular sub-grids or ‘patches’. Refined grids are derived recursively from coarser ones, based upon a flagging criterion, to form a hierarchy of successively embedded levels. All mesh widths on level \(l\) are \(r_l\)-times finer than on level \(l - 1\), i.e. \(\Delta l_l := \Delta l_{l-1}/r_l\) and \(\Delta X_l := \Delta X_{l-1}/r_l\) with \(r_l \in \mathbb{N}, r_l \geq 2\) for \(l > 0\) and \(r_0 = 1\). The numerical scheme is applied on level \(l\) by calling a single-grid update routine in a loop over all patches constituting the level. The discretisation of the constitutive models does not differ between patches or levels, so for clarity the method shall be described for a single sub-grid. Cell centres are denoted by the indices \(i, j, k \in \mathbb{Z}\) and each cell \(C_{ijk}\) has the dimensions \(\Delta X_{ijk}\).

It is convenient when describing the numerical method to express the system of equations in compact vector form by separating it into various qualitatively different parts: a conservative hyperbolic part for each spatial dimension, non-conservative terms from the volume fraction and stretch tensor updates, a source term due to plastic flow and associated damage accumulation, and a source term to account for geometrical effects. This can be written as:

\[
\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}}{\partial x_k} = \mathbf{s}_{\text{non-con.}} + \mathbf{s}_p + \mathbf{s}_g.
\]

Subject to the closure relations previously outlined, this is given by:

\[
\frac{\partial}{\partial t} \begin{pmatrix}
\phi_{ij}\rho_{ij} \\
\phi_{ij}\rho_{ij}\mathbf{D}_{ij} \\
\phi_{ij}\rho_{ij}\mathbf{p}_{ij} \\
\rho E \mathbf{V}_{ij}
\end{pmatrix}
+ \frac{\partial}{\partial x_k} \begin{pmatrix}
\phi_{ij}\rho_{ij}\mathbf{u}_{ij} \\
\phi_{ij}\rho_{ij}\mathbf{D}_{ij}\mathbf{u}_{ij} \\
\phi_{ij}\rho_{ij}\mathbf{p}_{ij}\mathbf{D}_{ij}\mathbf{u}_{ij} \\
\rho E \mathbf{V}_{ij}\mathbf{u}_{ij}
\end{pmatrix}
= \begin{pmatrix}
\phi_{ij}\rho_{ij}\mathbf{a}_{ij} \\
0 \\
0 \\
0
\end{pmatrix}
+ \begin{pmatrix}
\phi_{ij}\rho_{ij}\mathbf{D}_{ij} \\
0 \\
0 \\
\phi_{ij}\rho_{ij}\mathbf{p}_{ij}\mathbf{D}_{ij}
\end{pmatrix}
+ \mathbf{s}_g.
\]

When considering cylindrical symmetry, the conservative variables and geometrical term are given by:

\[
\mathbf{U} = \begin{pmatrix}
\phi_{ij} \\
\phi_{ij}\rho_{ij} \\
\phi_{ij}\rho_{ij}\mathbf{p}_{ij} \\
\rho E \mathbf{V}_{ij}
\end{pmatrix}, \quad \mathbf{s}_g = -\frac{1}{r} \begin{pmatrix}
\phi_{ij}\rho_{ij}\mathbf{u}_r \\
\phi_{ij}\rho_{ij}\mathbf{D}_{ij}\mathbf{u}_r \\
\phi_{ij}\rho_{ij}\mathbf{p}_{ij}\mathbf{D}_{ij}\mathbf{u}_r \\
\rho E \mathbf{u}_r - (u_r \sigma_{rr} + u_r \sigma_{rr})
\end{pmatrix}.
\]

In what follows, the underpinning method of Barton [21] is summarised first before detailing the new modifications that facilitate the resolution of interface slide, separation, and void.
3.1. Underpinning Method

Following Barton [7], the inhomogeneous system is integrated for time intervals \([t^n, t^{n+1}]\), where the time-step \(\Delta t = t^{n+1} - t^n\) is chosen to be a fraction of the global maximum allowable time step required for stability of the hyperbolic update method [19]. For high strain-rate applications, the plastic relaxation can occur over smaller time scales, which can lead to local stiffness. To address this issue, without resorting to forecasting stiffness and resolving the time scales of irreversible physical processes, Godunov’s method of fractional steps is used, where the hyperbolic part is updated first, followed by serially adding in contributions from each source term:

\[
\frac{\partial \mathbf{U}}{\partial t} = -\frac{\partial \mathbf{F}}{\partial x} + \mathbf{s}\text{non-con.} \quad \text{IC: } \mathbf{U}^n \Rightarrow \mathbf{U}^\circ \tag{55}
\]

\[
\frac{\partial \mathbf{U}}{\partial t} = \mathbf{s}_x \quad \text{IC: } \mathbf{U}^\circ \Rightarrow \mathbf{U}^* \tag{56}
\]

where the result of the each step is used as the initial condition (IC) for the next. Here \(s_x = s_p, s_g\). Once all source terms have been added, the last \( \mathbf{U}^* \) becomes \( \mathbf{U}^{n+1} \).

3.1.1. Hyperbolic Update

Replacing the spatial derivatives with a discretised conservative approximation, the hyperbolic system can be written

\[
\frac{d}{dt} \mathbf{U}_{ijk} + \mathcal{D}_{ijk} (\mathbf{U}) = 0, \tag{57}
\]

where \( \mathbf{U}_{ijk} \) represents the vector of conservative variables stored at cell centres, and

\[
\mathcal{D}_{ijk} := \frac{1}{\Delta x_{ijk}} \left( \mathbf{F}_x^{ij,i/2,j,k} - \mathbf{F}_x^{i-1/2,j,k} \right) \\
+ \frac{1}{\Delta y_{ijk}} \left( \mathbf{F}_y^{ij,j/2,k} - \mathbf{F}_y^{i,j-1/2,k} \right) \\
+ \frac{1}{\Delta z_{ijk}} \left( \mathbf{F}_z^{ij,j,k+1/2} - \mathbf{F}_z^{ij,j,k-1/2} \right) - \mathbf{s}_{\text{non-con.},ijk}, \tag{58}
\]

where \( \mathbf{F}_m^{ijk} \) for \( m = i, j, k \), are the cell wall numerical flux functions in the direction \( d = x, y, z \). The numerical fluxes are computed through successive sweeps of each spatial dimension and summed according to equation (58).

Fluxes are computed using the HLLD solver from Barton [7] (but with the additional flux-modifiers that shall be set out next). To achieve higher order spatial accuracy, the initial conditions for the Riemann solver are taken to be the previously calculated MUSCL reconstruction. THINC-reconstructed states are only accepted when their total boundary variation is lower than that of the MUSCL scheme alone.

The non-conservative source terms that result from the volume fraction and deformation tensor updates are added in the hyperbolic step following a mid-point rule based procedure similar to that used by several authors [38, 17].

To achieve a higher temporal resolution in the update of the hyperbolic terms, the third order Runge-Kutta time integration scheme is used:

\[
\mathbf{U}^{(1)} = \mathbf{U}^n - \Delta t \mathcal{D} (\mathbf{U}^n) \tag{59}
\]

\[
\mathbf{U}^{(2)} = \mathbf{U}^{(1)} - \Delta t \mathcal{D} (\mathbf{U}^{(1)}) \tag{60}
\]

\[
\mathbf{U}^{(3)} = \frac{3}{4} \mathbf{U}^n + \frac{1}{4} \mathbf{U}^{(2)} \tag{61}
\]

\[
\mathbf{U}^{(4)} = \mathbf{U}^{(3)} - \Delta t \mathcal{D} (\mathbf{U}^{(3)}) \tag{62}
\]

\[
\mathbf{U}^* = \frac{1}{3} \mathbf{U}^n + \frac{2}{3} \mathbf{U}^{(4)} \tag{63}
\]

It is remarked that the second order Runge-Kutta method could also be used, but in practice it is found that the third-order method offers additional robustness in some cases.
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3.1.2. Plastic and Damage Update

The plastic update is performed after the hyperbolic step as detailed above and consists of solving the equations:

$$\dot{e}_p = \chi$$  
$$\dot{V} = -\chi \sqrt{\frac{3}{2} \text{dev} (\sigma)} \mathbf{V}.$$  

(64)  

(65)

The potentially stiff ODEs governing the plasticity evolution are solved using an analytical technique as detailed by Barton [7], which reduces the problem to a single ODE for each material in a given cell. The algorithm can be summarised as follows:

$$\left( \mathbf{V}^* \right)^* = \exp \left( \text{dev} \left( \mathbf{H}^* \right)^* \right)$$  
$$\text{dev} \left( \mathbf{H}^* \right)^* = \frac{\mathbf{J}^*}{\mathbf{J}^*} \text{dev} \left( \mathbf{H}^* \left( \mathbf{V}^* \right)^* \right)$$  
$$\mathbf{J}^* = \frac{\sum_{i=1}^{N} \left( \phi_i(T_i) / T_i \right) \mathbf{J}^*_i}{\sum_{i=1}^{N} \phi_i(T_i)}$$  
$$\mathbf{R} \left( \mathbf{J}^*_i \right) = \mathbf{J}^*_i - \mathbf{J}^*_i \Delta t \sqrt{\frac{3}{2}} \chi \left( \mathbf{J}^*_i, \dot{e}_p, \left( \mathbf{J}^*_i \right)^* \right) = 0.$$  

(66)  

(67)  

(68)  

(69)

The last objective equation is solved using a simple bisection algorithm between the limits $\mathbf{J}^*_i \in [0 : \mathbf{J}^*]$. This algorithm can be evaluated, at least in part, everywhere in a problem irrespective of whether a material adheres to a plasticity law or not. This is because the stretch tensor may lose its symmetry and unimodular properties as a result of numerical error, and the algorithm enforces the enforcement of

$$\mathbf{V} \leftarrow \sqrt[3]{\mathbf{V} \mathbf{V}^*},$$  

(70)

to ensure that the stretch tensor remains symmetric, and the condition $\mathbf{V} = \mathbf{I}$ is true for fluids. However, for tests that do not feature materials that obey a plasticity law, performing this algorithm is not necessarily required, as not enforcing the symmetry condition was not found to significantly affect the results.

The implementation of this algorithm by Barton [7] employs singular value decomposition (SVD) so that equation (66) and equation (67) are evaluated exactly. Since SVD is relatively expensive, this part of the overall numerical scheme constitutes a primary overhead. To alleviate this computational burden, the following modifications are made. The Hencky strain tensor in equation (67) is evaluated using a variant of the approximation by Bažant [11]:

$$\text{dev} \left( \mathbf{H}^* \right) \approx \frac{1}{2} \mathbf{H}^* \left( \mathbf{V} \mathbf{V}^T \right),$$  

(71)

where

$$\mathbf{H}^* \left( \mathbf{V} \right) = \frac{1}{2m} \left( \mathbf{V}^n \mathbf{V}^{-n} - \mathbf{V}^{-n} \mathbf{V}^n \right),$$  

(72)

and the invariants are evaluated from this in turn. The exponential matrix in equation (66) is evaluated using the first diagonal Padé approximant:

$$\left( \mathbf{V}^* \right)^{n+1} \approx \left( 1 - \frac{1}{2} \text{dev} \left( \mathbf{H}^* \right)^{n+1} \right)^{-1} \left( 1 + \frac{1}{2} \text{dev} \left( \mathbf{H}^* \right)^{n+1} \right).$$  

(73)

This approximation of the strain was proposed in Barton [7] but was used only where stresses are computed for the numerical flux functions. Use of the first Padé approximant is found to be sufficient compared to second or higher variants since the second norm of $\mathbf{H}^*$ is known from the outset not to exceed sufficiently small values for the materials of interest. These approximations avoid the use of a SVD, and the algorithm reduces to simple matrix operations. The use of these approximations is further discussed in Appendix B.

Alongside this algorithm, the plastic strain and damage parameters are updated:

$$\dot{e}_{p,i} = \chi = \sqrt{\frac{2}{3} \left( \mathbf{J}^*_i - \mathbf{J}^*_i \right) / \Delta t}$$  
$$\dot{D}_{i} = D_{i} \left( \dot{e}_{p,i} \right).$$  

(74)  

(75)
3.2. Flux-modifiers

Since the underpinning model does not account for certain interface boundary conditions, the fluxes in the hyperbolic update are modified in selected cells in such a way that the desired boundary conditions are captured. This is the crux of the new method, and the primary distinction compared to sharp interface Ghost Fluid methods. In Ghost Fluid methods, the same numerical flux is used across the entire domain, meaning ghost-regions of the domain must be filled with states that provide suitable material boundary interaction. By contrast, the new method uses a modified flux at the material interface, encoding the effect of the material boundary condition into the flux method itself, thereby not requiring a ghost-region to hold any additional states. The following sections will therefore explain how appropriate material boundary conditions are included in the modified fluxes.

In some cases when a flux-modifier is present, two different fluxes are required across a cell interface. This two-flux approach has an approximately equivalent effect to introducing a Ghost Fluid on either side, where each side’s flux is based on the cell on one side and its own Ghost Fluid cell on the other side. The presence of two fluxes modifies the conservative update formula: what was

$$\frac{d}{dt} U_{i,j,k} + \frac{1}{\Delta x_{i,j,k}} (F_{i+1/2,j,k}^r - F_{i-1/2,j,k}^r) = 0 ,$$  

becomes

$$\frac{d}{dt} U_{i,j,k} + \frac{1}{\Delta x_{i,j,k}} (F_{i+1/2,j,k}^L - F_{i-1/2,j,k}^L) = 0 .$$  

The method is illustrated in Figure 1.

3.2.1. Shear

Physically, slip boundary conditions are produced at material interfaces where the lack of adhesion between materials causes them to be able to slide along each other in directions tangential to the interface normal. This is represented mathematically as the tangential components of the interface stress tensor being zero. Vector components normal to the interface and scalar quantities are not affected by this condition, but tangential vector components such as the transverse momentum/velocity are. A similar approach has been used by Favrie et al. [25] and Favrie and Gavrilyuk [24] for allowing slip between solid-gas interfaces, but this was not extended to the case of solid-solid interaction. Another successful approach has been led by Vitali et al. [50], called the XEM method.
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The underpinning algorithm proceeds until it is required to find the flux across a material interface. Thus the two states between which the flux is to be found, $\mathbf{U}_L, \mathbf{U}_R$ have already been obtained.

Material interfaces are defined as where the volume fraction for any material ‘changes sign’ between the two cells being considered. The sign of the volume fraction is defined as:

$$\text{sign}(0.5 - \phi). \quad (78)$$

The material for which this is the case is denoted the mixture material. When three or more materials are present, there is a chance that several material interfaces can coincide between the two cells being considered. In this case, this method approximates the solution by selecting only one mixture material, taken to be whichever of the volume fractions that change sign has the largest difference between the two cells. This approximation was not found to affect the results, but could be further examined in future.

In the method, a distinction is drawn between the ‘normal’ and ‘tangential’ state variables. The normal state variables consist of all scalar variables (such as density) and the parts of tensorial quantities that are aligned with the interface, and the tangential parts are the remainder. The normal parts of a state $\mathbf{U}$ are denoted $\mathbf{U}^\parallel$ and the tangential parts are denoted $\mathbf{U}^\perp$. For vector quantities such as momentum and velocity, these different parts are relatively easy to define:

$$\mathbf{u}^\parallel = (\mathbf{u} \cdot \hat{n}) \hat{n}, \quad (79)$$

$$\mathbf{u}^\perp = \mathbf{u} - \mathbf{u}^\parallel, \quad (80)$$

where $\hat{n}$ is the outward pointing unit normal vector to the mixture interface. For the stretch tensor, however, the process is slightly more involved. It proves easier to rotate the tensor into the frame where the interface normal lies along the $\hat{x}$ direction (or any other coordinate basis aligned frame). In what follows, states that have been rotated into this reference frame will be denoted with a tilde, $\mathbf{U} \rightarrow \mathbf{\tilde{U}}$. In this frame, the components of the $x$–row and $x$–column, except for the component on the diagonal, are the tangential parts, and the rest are the normal parts:

$$\mathbf{\tilde{V}} = \mathbf{R}\mathbf{V}\mathbf{R}^T \quad (81)$$

$$\mathbf{\tilde{V}}^\parallel = \mathbf{R}^T\mathbf{V}^\parallel\mathbf{R} \quad (84)$$

$$\mathbf{\tilde{V}}^\perp = \mathbf{R}^T\mathbf{V}^\perp\mathbf{R} \quad (85)$$

Here $\mathbf{R}$ is the rotation matrix which maps the normal vector $\hat{n}$ to the $x$–axis $\hat{x}$. In two dimensions, $\mathbf{R}$ is a simple rotation around the $z$–axis, given in terms of the components of the normal vector by:

$$\mathbf{R} = \begin{pmatrix} n_x & n_y & 0 \\ -n_y & n_x & 0 \\ 0 & 0 & 1 \end{pmatrix}. \quad (86)$$

In three dimensions, the definition of $\mathbf{R}$ is more involved and not unique. The problem comes down to finding a rotation matrix which will map a vector $\mathbf{a}$ ($\mathbf{\hat{a}}$) to another vector $\mathbf{b}$ ($\mathbf{\hat{b}}$). Two different methods were trialled. The first relies on noting that $\mathbf{a}$ can be rotated onto $\mathbf{b}$ by rotating by $\pi$ around the axis $\mathbf{\hat{c}} = \frac{\mathbf{a} \times \mathbf{b}}{||\mathbf{a} \times \mathbf{b}||}$. Using Rodrigues’ rotation formula, it is then found that:

$$\mathbf{R} = 2(\mathbf{\hat{c}} \otimes \mathbf{\hat{c}}) - 1. \quad (87)$$

This method has the advantage of being very simple to define, but has several disadvantages. Firstly, it will on average involve some unnecessary twisting, as in general when $\mathbf{a} = \mathbf{b}$, $\mathbf{R} \neq \mathbf{I}$. Secondly, this method fails when $\mathbf{a} = -\mathbf{b}$, where $||\mathbf{a} + \mathbf{b}|| = 0$, so error checking must be implemented around this pole. Another viable method rotates around the axis defined by the vector normal to the plane defined by $\mathbf{a}$ and $\mathbf{b}$. This vector, $\mathbf{d}$, is orthogonal to both $\mathbf{a}$ and $\mathbf{b}$ and can be found with $\mathbf{d} = \frac{\mathbf{a} \times \mathbf{b}}{||\mathbf{a} \times \mathbf{b}||}$. It then follows again from Rodrigues’ rotation formula that:

$$\mathbf{R} = \mathbf{I} + \left[\frac{||\mathbf{a} \times \mathbf{b}||}{||\mathbf{a}|| ||\mathbf{b}||}\right] \mathbf{[d]}_x + \left(1 - \frac{\mathbf{a} \cdot \mathbf{b}}{||\mathbf{a}|| ||\mathbf{b}||}\right) ||\mathbf{d}||^2_x, \quad (88)$$

where:

$$\mathbf{[d]}_x = \begin{pmatrix} 0 & -d_3 & d_2 \\ d_3 & 0 & -d_1 \\ -d_2 & d_1 & 0 \end{pmatrix}. \quad (89)$$
This version also features a pole where error checking must be implemented at $a = b$, but involves much less unnecessary twisting.

The flux-modifier then proceeds as follows:

The shear flux-modifier:

1. First, the outward pointing interface normal, $\hat{n}$, is estimated using Young’s method [62] applied to the mixture material volume fraction, and averaged between the two cells.

2. $U_L$ and $U_R$ are rotated into the reference frame where the normal $\hat{n}$ points along $\hat{x}$.

3. Two new states are constructed: $\tilde{U}^t_L$, $\tilde{U}^t_R$. These contain the normal parts of one side, combined with the tangential parts of the other side:

   $\tilde{U}^t_L = U^\|_L + \tilde{U}^\perp_L$

   $\tilde{U}^t_R = U^\|_R + \tilde{U}^\perp_R$

4. The appropriate stress tensor is then calculated in these new states, where the tangential stress components are zero. This can be done in two ways, see Section 3.2.2.

5. All the aforementioned cells are then rotated back into the original frame of reference:

   $U = R^T \tilde{U} R$

6. The standard flux is then calculated between each pair of states:

   $F^s_L = F^n(U_L, \tilde{U}^t_L)$,

   $F^s_R = F^n(U^t_R, U_R)$.

This procedure predominantly affects the tangential components of any state. However, in two and three dimensions, the interface will not generally be coordinate basis aligned, so the procedure should modify components that are normal to a given hyperbolic sweep direction, as they will have some component pointing along the interface normal.

As it stands, the shear flux-modifier alone would not be sufficient. If only this flux-modifier were applied, the tangential components would not move with the interface normal velocity. Before every time step, a seeding routine is first performed. This routine propagates the correct tangential velocity components into mixed cell regions. Mixed cells are defined as those either next to a material interface or having a volume fraction for any material that is in the range $0.5 < \phi < 1.0 - \delta$ where delta is some small amount, taken in this work to be $1 \times 10^{-4}$. The volume fraction for which this inequality applies is then the mixture material. The following procedure is then employed:

The shear seeding routine:

1. The outward pointing interface normal, $\hat{n}$, is calculated using Young’s method [62].

2. A probe is sent out along the normal direction using the method described in Section 3.3, and the material values are interpolated at that point to give a new state $U_{\text{Interp}}$.

3. If the interpolated mixture material volume fraction is higher than in the original cell, both the original and the interpolated cell are rotated so the normal lies in the $\hat{x}$ direction, giving $\tilde{U}$ and $\tilde{U}_{\text{Interp}}$.

4. A new state is then created containing the tangential components of the interpolated cell and the normal components of the original cell, in the same way as the flux-modifier:

   $\tilde{U}^s = U^\| + U^\perp_{\text{Interp}}$

5. This new state is then rotated back into the original frame of reference and replaces the original state.

   $U \leftarrow U^s$

The procedure is found to adequately seed the mixture regions with the suitable tangential components. If correctly applied, this procedure should only affect mixture regions, and with the application of interface reconstruction, these regions are generally small and the process remains localised.
3.2.2. Strain-free and Stress-free Tangential Conditions

To calculate the correct interface stress tensor in the shear flux-modifier states \( U_s^L, U_s^R \), there are two options. The first is to leave the stretch tensor unchanged and simply set the tangential components of the stress tensor to zero. This corresponds to the stress-free condition. In this intuitive approximation, the strain-free nature of the interface will emerge naturally as the simulation progresses. The second option is to calculate the strain-free state that will result in a stress-free interface. This approach is somewhat more involved, but more physically grounded. Here, a new stretch tensor is calculated that results in the tangential stress being zero when it is calculated in the ordinary way. This strain-free state is calculated in a similar way to how the stretch tensor is reconstructed during the plastic update. The deviatoric Hencky strain is obtained, its tangential components are set to zero, and then it is reconstructed into the stretch tensor, following the procedure laid out in Section 3.1.2. In the course of this work, it was found that both techniques produce satisfactory results, but the second, more physical method is preferred.

3.2.3. Void

To enable interaction with voids such as those produced when two solid materials separate, an additional scalar variable, the void volume fraction, \( \nu \), is introduced. The void volume fraction is advected in exactly the same way as material volume fractions in the standard flux, by solving

\[
\frac{\partial \nu}{\partial t} + \nabla \cdot (\nu \mathbf{u}_k \frac{\partial}{\partial x_k}) = \nu \frac{\partial \mathbf{u}_k}{\partial x_k}.
\]  

(90)

The void flux is then modified in two scenarios:

1. Either cell \( U_L, U_R \) already contains some void – the ‘pre-existing void’ case.
2. The cells are at a material interface or are critically damaged and are coming apart. The ‘void generation’ case.

In the case where the void already exists and doesn’t need to be generated, the stress tensor in each cell is weighted by the void volume fraction:

\[
\sigma \leftarrow (1 - \nu)\sigma
\]

(91)

and the standard flux can be used. This in itself is insufficient to model realistic void interaction and a void seeding routine is employed in a similar way to the shear flux method. This will be outlined below.

In addition, this work presents two options for the void generation flux-modifier. The first is a ‘simple’ method, akin to the original Ghost Fluid method of Fedkiw et al. [26], where quantities in the ghost cells are simply copied across from the real material. The second is a Riemann-solver-based method akin to the later Ghost Fluid Methods of Sambasivan and Udaykumar [51] and Wang et al. [60]. Both methods are found to work satisfactorily, with the simple method being cheaper and generally more robust, but the Riemann-problem-based method retaining greater conservation for strong shocks.

Other methods with which this work can be compared and contrasted include Klima et al. [35] and Barlow et al. [3].

The void generation flux-modifier is applied in all interfacial cells that are coming apart. Material interfaces are flagged in the same way as the shear flux-modifier, namely when a volume fraction ‘changes sign’ between the two cells. Damage interfaces are defined as where either cell between which the flux is to be calculated is critically damaged (this fracture criterion is explained in detail in the next section). Interfaces are deemed to be moving apart when they are under tension:

\[
\mathbf{\hat{n}}^T \cdot (\sigma_R + \sigma_L) \cdot \mathbf{\hat{n}} > 0.
\]

(92)

In this case, the following procedure is carried out:
The void flux-modifier:

1. The interface normal \( \hat{n} \) is calculated using Young’s method [62].

2. Two new states are constructed: \( U^\nu_L, U^\nu_R \).
   - For the ‘simple’ method, these states are directly copied from their counterpart:
     \[
     U^\nu_L = U_R, \\
     U^\nu_R = U_L.
     \]
   - For the Riemann-problem-based method, these contain the star-states of the interaction \( U_L \) and \( U_R \) with void, found with the HLLD solver using a void boundary condition:
     \[
     U^\nu_L = U^{***}_L, \\
     U^\nu_R = U^{***}_R.
     \]

3. The void volume fraction in these new states is then set to 1, and the appropriate weighted stress tensor is then calculated.

4. The standard flux is then calculated between each pair of states:
   \[
   F^\nu_L = F_n(U_L, U^\nu_L), \\
   F^\nu_R = F_n(U^\nu_R, U_R).
   \]

To enable the correct interaction with void states, the thermodynamic variables in areas with high void volume fraction present are seeded with values that mimic the interaction of the flow with void. This is somewhat akin to the Ghost Fluid method’s filling of the ghost cells with the material boundary condition. The following procedure is used:

The void seeding routine:

1. In cells with a void volume fraction above a specified threshold (generally this work takes \( \nu = 0.9 \), but a range of values is found to work), the void normal \( \hat{n}_\nu \) is calculated using Young’s method [62].

2. A probe is sent out along the normal direction using the method described in Section 3.3 and the material values are interpolated at that point to give a new state \( U_{\text{Interp}} \).

3. If the interpolated void volume fraction is lower than the void volume fraction of the original cell, a new state \( U^\nu \) is calculated:
   - For the ‘simple’ method, this new state is directly copied from the interpolated cell:
     \[
     U^\nu = U_{\text{Interp}}.
     \]
   - For the Riemann-problem-based method, this new state is the star-state of the interaction of \( U_{\text{Interp}} \) with void. This is found as before by rotating \( U_{\text{Interp}} \) into the direction where the normal \( \hat{n}_\nu \) points along \( \hat{x} \), and then using the HLLD solver with a void boundary condition. This star-state then becomes the new state:
     \[
     \tilde{U}^\nu = \tilde{U}^{***}.
     \]
     This state \( \tilde{U}^\nu \) is then rotated back to the original reference frame.

4. The new state is then linearly combined with the old state, but keeping history variables such as damage, plastic strain and volume fractions constant:
   \[
   U \leftarrow (1 - \nu)U + \nu \tilde{U}^\nu.
   \]

Again this seeding routine only affects void mixture regions, and with interface reconstruction this procedure is kept localised.

3.3. Probe Calculation

The seeding routines require probes to be sent out in different directions in order to interpolate material values at different points. The calculation of these probes is explained in this section. In order to start, the current cell centre
position $c$, the interface normal (probe direction) $\hat{n}$, and vector of cell dimensions $d_x$, are assumed to be known. In two and three dimensions, if the normal does not point along a coordinate basis direction, the distance a probe has to travel to reach another cell is greater, as the probe travels along the diagonal of the cell. Therefore, in order to ensure that probe directions along the diagonal can still reach suitable material values outside the current cell, the probe vector is scaled depending on the normal direction. This is performed in a dimension-independent way by stretching the unit sphere defined by all normal directions to fill a cube with side length 2 (in two dimensions this corresponds to stretching the unit circle to fill a square with side length 2). This stretching is denoted $\hat{n} \rightarrow \hat{n}'$. Figure 2 demonstrates this mapping in two dimensions.

To perform the mapping, firstly the component of $\hat{n}$ with the largest absolute value (either positive or negative) is denoted $n_{\text{max}}$. The components of $\hat{n}'$ are then given by:

$$n'_i = \frac{n_i}{|n_{\text{max}}|}.$$  \hspace{1cm} (93)

Once this stretch has been performed, the final probe position is given by:

$$p = c + l \cdot (\hat{n}' \odot d_x),$$  \hspace{1cm} (94)

where $\odot$ is element-wise multiplication. The factor $l$ modifies the probe length, and values between 1 and 1.5 were found to work well for the problems presented.

3.4. Fracture

One advantage of the new method is that fracture is handled naturally by the same routines that mediate interface separation. Critically damaged cells, defined as any cell where:

$$D(l) \geq D_{\text{crit}}(l),$$  \hspace{1cm} (95)

are simply treated as any other material interface where the void generation flux-modifier can be applied. No additional algorithm needs to be applied to initiate fracture. In this case, the interface normal can be taken as the current sweep direction. This approach also removes the need for the highly non-conservative approach of deleting critically damaged cells to form fracture, as is commonplace in finite element and level set based codes [18], [16], [6]. This also avoids the issue of potentially having to redistribute the conserved quantities such as mass and momentum to the neighbouring cells around the deleted cells.

However, this method does come with its own associated challenges; the diffusive nature of all Eulerian codes means that damaged cells may undergo artificial healing. As an initially critically damaged material is advected, diffusion can ‘heal’ the damage by causing it to fall under the critical damage threshold. This causes a number of issues:

- Regions that should be able to come apart and form a crack are prevented from separating.
- The transition to critically damaged and back is discontinuous; quantities such as the shear modulus and yield strength go suddenly to zero.
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| Material          | \( \rho_0 \) kg m\(^{-3} \) | \( K_0 \) GPa | \( G_0 \) GPa | \( \alpha \)    | \( \beta \) | \( \Gamma_0 \) |
|-------------------|-----------------|----------|----------|-----------|------|--------|
| Aluminium         | 2703.0          | 76.3     | 26.36    | 0.627     | 2.288| 1.484  |
| Al 5083 H32       | 2670.0          | 72.2     | 25.8     | 0.63      | 2.29 | 1.48   |
| Copper            | 8930.0          | 136.45   | 39.38    | 1.0       | 3.0  | 2.0    |
| CuBe              | 8370.0          | 131.3    | 53.6     | 1.0       | 3.0  | 2.0    |
| Steel             | 8030.0          | 156.2    | 77.2     | 0.569     | 2.437| 1.563  |
| Polycarbonate     | 1193.0          | 5.52     | 1.18     | 1.49      | *   | 0.61   |
| AerMet            | 7940.0          | 156.2    | 77.2     | 0.569     | 2.437| 1.84   |

Table 1: Romenskii equation of state material parameters. *A constant shear modulus variant was used for this material.

- When a history-dependent plasticity model such as strain-hardening is employed, the plastic strain remains unchanged through healing. This means a material can be damaged, heal, and then continue to accrue plastic strain, leading to unphysical increased hardening.

- It prevents the use of a stochastic initial damage profile to mimic the effect of defects in the structure of real materials, as high-frequency modes in the initial distribution are quickly smeared out.

Previous works, such as Vitali and Benson [57] and Barton [6], have employed semi-Lagrangian updates to avoid these issues. This technique could also be applied to the current method, but is beyond the scope of the current study. In this work, THINC reconstruction is applied to the damage field and this is found to be sufficient to allow the large strain rate ductile fracture in problems at hand. Additionally, this work does not apply a stochastic initial condition to the damage profile to mimic material defects and ageing. Rather, the aim is to demonstrate the validity of the underlying fracture mechanics, while acknowledging that the method can be extended with techniques similar to Vitali and Benson [57] and Barton [6] if so desired.

4. Validation and Verification

This section provides both numerical and experimental comparison for the new method. In two- and three-dimensional tests, materials are delineated from void by the \( \nu = 0.5 \) volume fraction contour, with void areas shown in white for clarity.

4.1. Solid-Solid Riemann Problem

Firstly, the shear algorithms are verified in one dimension. This test is a Riemann problem taken from Barton [7] involving the collision of a stressed piece of aluminium with a stressed piece of copper. The test is challenging, representing a highly unrealistic initial stress configuration. Moreover, the problem features 7 different waves: 2 longitudinal, 4 transverse and one contact. The problem has an exact solution with which this work can be compared to find an estimate for the convergence; further details on the exact solution are provided in Appendix C. The initial conditions are given by:

Left: \( \mathbf{u} = \begin{pmatrix} 2000 \\ 0 \\ 100 \end{pmatrix} \) ms\(^{-1} \), \( \mathbf{F} = \begin{pmatrix} 1 & 0 & 0 \\ -0.01 & 0.95 & 0.02 \\ -0.015 & 0 & 0.9 \end{pmatrix} \)  

Right: \( \mathbf{u} = \begin{pmatrix} 0 \\ -30 \\ -10 \end{pmatrix} \) ms\(^{-1} \), \( \mathbf{F} = \begin{pmatrix} 1 & 0 & 0 \\ 0.015 & 0.95 & 0 \\ -0.01 & 0 & 0.9 \end{pmatrix} \), \( \tau \in [0, 0.015] \) m with an interface at \( x = 0.005 \) m.

where \( \mathbf{F} \) is the deformation tensor. Note that the stretch tensor, \( \mathbf{V} \), can be found from \( \mathbf{F} \) using a singular value decomposition. A full, exact singular value decomposition can be used for this task as this is only required once at the start of a simulation. The test is run at a resolution of 500 cells on a domain \( x = [0, 0.01] \) m with an interface at \( x = 0.005 \) m, for a time of 0.5 \( \mu \)s, using a CFL of 0.9. For this initial test it is assumed that the materials behave purely elastically and both materials are governed by the Romenskii equation of state used by Barton [7] (see section 2.3), using the material parameters laid out in Table 1.

The results are shown in Figure 11 where comparison is drawn between both slip and stick boundary conditions. It can be seen that the method performs well in this tough test, with a clean tangential velocity discontinuity, smooth zero tangential stress, and unaffected longitudinal waves. The slip boundary condition also removes the small THINC-induced oscillations in the \( x \)-stress noticed by Barton [7].

Table 2 shows the convergence for both stick and slip cases for the density and velocities. In both cases, the density and \( x \)-velocity show a roughly first order convergence, as expected for such a shock-dominated problem. This also verifies that the flux-modifier does not affect the convergence in the normal direction. The convergence for the two transverse velocities are slightly lower, but importantly it is better in the slip case where the flux-modifier is applied, even despite...
Figure 3: The solid-solid Riemann problem. This test is used to provide one-dimensional shear verification, comparing the case with the shear flux-modifier and the case without to their exact solutions. Excellent agreement is observed in both cases for this strenuous test.
the additional contact wave that must be resolved. This suggests that flux-modifiers do not degrade the convergence of the underlying solution.

Additionally, this test can be run in two dimensions with the interface normal rotated by and angle of 45° to verify that the algorithm can equally cope with non-grid-aligned interfaces. The initial conditions for the test are the same, except the velocity and deformation tensors are rotated to account for the rotated interface. The test is then run using a CFL of 0.6 and resolution of 250 × 250 cells, with one layer of AMR of refinement factor 2. Figure 5 shows this rotated test, where a cut has been taken through the domain along the line (x, y) = (1, 1) and the spatial axis has been scaled by a factor of $\sqrt{2}$ to make the results comparable with the exact solution.

4.2. Solid-Vacuum Riemann Problem

The interaction of solids with vacuum in one dimension is now examined. This is done using a test from Barton [7] that features a high-speed stressed block of aluminium in contact with vacuum. The initial conditions are given by:

\[
\begin{align*}
\text{Left: } \mathbf{u} &= \begin{pmatrix} 2000 \\ 0 \\ 0 \end{pmatrix} \text{ ms}^{-1}, \quad \mathbf{F} = \begin{pmatrix} 1 & 0 & 0 \\ -0.01 & 0.95 & 0.02 \\ -0.015 & 0 & 0.9 \end{pmatrix}, \quad v = 0 \\
\text{Right: } \mathbf{u} &= \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} \text{ ms}^{-1}, \quad \mathbf{F} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad v = 1.
\end{align*}
\]

The problem features a rarefaction wave, 2 transverse shocks in the solid, and a material-vacuum contact wave. The test is run for 0.6 $\mu$s on a domain $x = [0 : 10]$ mm using a CFL 0.9 with the initial discontinuity at $x = 5$ mm.

The results are shown in Figure 5. Again, the results are compared with the exact solution. The method handles the strong velocity discontinuities across the material interface well, for both normal and tangential components. This test also matches the results in Barton [7] well, where the void was instead replaced with air. Due to the large material differences between air and aluminium it is expected that the wave structure inside the solid is very similar in both the air- and vacuum-case, which is observed in the results of this test. This is an example of where this method can be particularly useful - the solution inside the air has little effect on the wave structure in the solid, and replacing the air with void saves computational resources. The effect of resolution is also examined, as shown in Figure 6 and Table 3. Figure 6 compares multiple resolutions to the exact solution, derived using the method laid out in Appendix C. For practical resolutions, it can be seen that the method matches the exact solution very well. Additionally, Table 3 shows the void algorithms also maintain the convergence to the exact solution, even in this strenuous test.

4.3. Gas-Vacuum Riemann Problem

The void components are validated in one dimension using an ideal gas vacuum Riemann problem, with a $\gamma = 1.4$ ideal gas on the left and vacuum on the right. This is a notoriously strenuous test of the material-void interaction which many approximate Riemann solvers struggle to capture, especially in regards to the interface velocity and internal energy of the gas. The test features only two waves: a strong rarefaction back into the material and the material-void contact discontinuity. This test is difficult because the density of the gas at the material interface is incredibly small, while its velocity is large. For an ideal gas, the test has an exact solution with which this method can be compared to find an estimate.

| Method | Resolution | Density - Velocity | $x$-velocity | $y$-velocity | $z$-velocity |
|--------|------------|-------------------|-------------|-------------|-------------|
|        |            | $L_1$ Error | $L_1$ Order | $L_1$ Error | $L_1$ Order | $L_1$ Error | $L_1$ Order |
| Stick  | 100        | 0.05653      | 0.01548     | 0.00143     | 0.00116     |
|        | 200        | 0.02428      | 1.21917     | 0.00086     | 0.74022     | 0.00084     | 0.46520     |
|        | 400        | 0.01286      | 0.91657     | 0.00050     | 0.78438     | 0.00054     | 0.64268     |
|        | 800        | 0.00710      | 0.85778     | 0.00031     | 0.69452     | 0.00033     | 0.70210     |
|        | 1600       | 0.00343      | 1.05106     | 0.00020     | 0.60264     | 0.00022     | 0.61283     |
|        | 3200       | 0.00205      | 0.74423     | 0.00058     | 0.54894     | 0.00014     | 0.66939     |
| Slip   | 100        | 0.05656      | 0.01551     | 0.000240    | 0.00304     |
|        | 200        | 0.02427      | 1.22096     | 0.00135     | 0.82735     | 0.00163     | 0.90084     |
|        | 400        | 0.01282      | 0.92021     | 0.00078     | 0.78909     | 0.00086     | 0.92802     |
|        | 800        | 0.00722      | 0.82829     | 0.00051     | 0.61001     | 0.00047     | 0.86087     |
|        | 1600       | 0.00339      | 1.09041     | 0.00031     | 0.71911     | 0.00027     | 0.77833     |
|        | 3200       | 0.00205      | 0.72749     | 0.00019     | 0.74642     | 0.00019     | 0.66865     |

Table 2: Convergence for the solid-solid Riemann problem. The proposed flux-modifier does not degrade the convergence of the underlying method.
Figure 4: The rotated solid-solid Riemann problem. This test is run in 2D using an interface normal of \((x, y) = (1, 1)/\sqrt{2}\) to test the shear flux-modifier in the non-grid-aligned case. A slice is then taken through the domain to compare to the 1D case and the exact solution (Figure 3), and the results match well.

| Resolution | Density \(L_1\) Error | Density \(L_1\) Order | \(\sigma_{xx}\) \(L_1\) Error | \(\sigma_{xx}\) \(L_1\) Order | \(x\)-velocity \(L_1\) Error | \(x\)-velocity \(L_1\) Order | \(y\)-velocity \(L_1\) Error | \(y\)-velocity \(L_1\) Order |
|------------|----------------------|----------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| 100        | 0.02609              |                      | 0.24831                     |                             | 0.03114                     |                             | 0.00112                     |                             |
| 200        | 0.01024              | 1.34911              | 0.12300                     | 1.01344                     | 0.01312                     | 1.24658                     | 0.00053                     | 1.06342                     |
| 400        | 0.00554              | 0.88558              | 0.05958                     | 1.04568                     | 0.00698                     | 0.91040                     | 0.00032                     | 0.74531                     |
| 800        | 0.00329              | 0.75150              | 0.02677                     | 1.15449                     | 0.00396                     | 0.81883                     | 0.00019                     | 0.72190                     |
| 1600       | 0.00221              | 0.57811              | 0.01210                     | 1.14490                     | 0.00253                     | 0.64459                     | 0.00013                     | 0.60614                     |
| 3200       | 0.00110              | 0.99971              | 0.00593                     | 1.02980                     | 0.00134                     | 0.91885                     | 0.00009                     | 0.48300                     |

Table 3: Convergence for the solid-vacuum Riemann problem.
Figure 5: The solid-vacuum Riemann problem. This problem tests the interaction of a stressed solid with an area of pre-existing void. The work at hand is compared to the exact solution, and matches very well, keeping a sharp material-void interface while resolving the multiple waves within the material.
Figure 6: The solid-vacuum Riemann problem shown for various different resolutions. For practical resolutions, the method matches the exact solution extremely well.
Table 4: The gas-vacuum Riemann problem test convergence. Here, the method at hand is compared to a level set Ghost Fluid method, and matches the convergence well.

This work | Resolution | Density | Pressure | Internal Energy |
--- | --- | --- | --- | --- |
| 100 | 0.02567 | 0.04737 | 0.56130 |  
| 200 | 0.01344 | 0.02226 | 1.08937 | 0.37705 | 0.57400 |
| 400 | 0.00656 | 0.01034 | 1.10613 | 0.02226 | 1.23633 |
| 800 | 0.00329 | 0.00521 | 0.99035 | 0.01034 | 1.04657 |
| 1600 | 0.00165 | 0.00262 | 1.03531 | 0.00521 | 0.97203 |
| 3200 | 0.00083 | 0.00131 | 0.99276 | 0.00262 | 0.99588 |
| 6400 | 0.00041 | 0.00066 | 0.99907 | 0.00131 | 0.99649 |

Ghost Fluid | Resolution | Density | Pressure | Internal Energy |
--- | --- | --- | --- | --- |
| 100 | 0.02578 | 0.04528 | 0.55784 |  
| 200 | 0.01666 | 0.02666 | 0.76402 | 0.44393 | 0.32953 |
| 400 | 0.00944 | 0.01390 | 0.93990 | 0.33020 | 0.42699 |
| 800 | 0.00485 | 0.00668 | 1.05690 | 0.21812 | 0.59821 |
| 1600 | 0.00243 | 0.00329 | 1.02356 | 0.13510 | 0.69105 |
| 3200 | 0.00122 | 0.00164 | 1.00159 | 0.08101 | 0.73792 |
| 6400 | 0.00061 | 0.00082 | 0.99978 | 0.04695 | 0.78708 |

for the convergence rate. The test is non-dimensional and is run until a time of \( t = 0.1 \) over a domain of \( x = [0 : 1.5] \), with varying resolution using a CFL of 0.9. The initial conditions for the problem are:

Left: \( (x < x_0) \quad \rho_L = 1, \quad p_L = 2.5, \quad u_L = 0, \quad \nu_L = 0 \) \( (100) \)

Right: \( (x > x_0) \quad \rho_R = 0, \quad p_R = 0, \quad u_R = 0, \quad \nu_R = 1 \) \( (101) \)

where the interface \( x_0 \) is taken to be 0.3. The exact solution is given by:

\[
\begin{align*}
(\rho \quad u \quad p) &= \begin{cases} 
\left(\rho_L \quad u_L \quad p_L\right) & \text{if } \frac{x-x_0}{t} < -c_0 \\
\left(\rho^* \quad u^* \quad p^*\right) & \text{if } \frac{x-x_0}{t} < \frac{c_0}{\gamma-1} \\
\left(\rho_R \quad u_R \quad p_R\right) & \text{if } \frac{x-x_0}{t} > \frac{c_0}{\gamma-1}
\end{cases} \\
\end{align*}
\]

where:

\[
\begin{align*}
u^* &= 2 \frac{x-x_0}{\gamma - 1} + c_0 \quad (103) \\
\rho^* &= \left(\frac{u^*}{\rho_L}\right)^\gamma \left(\frac{\rho_L}{\gamma \rho_L}\right)^\frac{1}{\gamma} \quad (104) \\
p^* &= p_L \left(\frac{\rho^*}{\rho_L}\right)^\gamma \quad (105)
\end{align*}
\]

This test is shown in Figure 7. This method is also compared with a Ghost Fluid method, and Figure 8 and Table 4 demonstrate both of these methods show first order convergence to the exact solution in the density and pressure, as would be expected from this kind of interface problem. However, the internal energy converges slower for both methods, and the velocity will eventually overshoot the exact solution in both cases. It should be stressed that detailed fluid-void interaction studies are not the intended purpose of this method; other exact methods may be more appropriate in these scenarios. Despite this, this test shows that the method performs very capably compared to existing sharp interface methods in a strenuous test, maintaining its convergence.

4.4. Sliding Blocks Test

For straightforward two dimensional shear verification, a simple sliding blocks test was considered. In this test, two copper blocks slide past each other, surrounded by vacuum. The velocities of the two blocks are taken along the diagonal of the domain to verify there is no grid-dependence in the shear algorithm. The blocks are both 1.18 mm × 2.36 mm with a chamfer of 0.17 mm and are given initial velocities:

\[
\mathbf{u} = \begin{pmatrix} \pm 200 \\ \pm 200 \\ 0 \end{pmatrix} \text{ms}^{-1} \quad (106)
\]
Figure 7: The gas-vacuum Riemann problem. This difficult test examines the interaction of a fluid with a pre-defined area of void, comparing this method to the analytical solution, and good agreement is seen in the density and pressure profiles. As with all the tests presented here, THINC reconstruction is applied to the diffuse gas-vacuum boundary to keep it sharp.
4.5. Bouncing Blocks and Cylinders

For a simple two dimensional verification of the void-generation parts of the algorithm, two elastic solid impact tests were considered; a bouncing blocks test and a bouncing cylinders test. These straightforward tests features two purely elastic aluminium materials governed by the Romenskii equation of state colliding and separating in a vacuum. The velocities of the two bodies in either case are taken along the diagonal of the domain to verify there is no grid-dependence in the void-generation algorithm, and the two different geometries test both the planar and non-planar interface separation capabilities. The blocks are both 1 mm × 2.35 mm, with an initial separation of 0.35 mm. The cylinders both have radii of 0.83 mm, with their centres having an initial separation of 1.53 mm. In both tests, the two bodies are given initial velocities:

$$\mathbf{u} = \begin{pmatrix} \pm 500 \\ \pm 500 \\ 0 \end{pmatrix} \text{ms}^{-1}. \quad (107)$$

The tests are run using a base resolution of 100 × 100 cells with 3 layers of AMR, using a CFL of 0.6, for a time of 1.6 μs. As can be seen in Figures 11 and 12, the two bodies separate cleanly in both cases. It is in this kind of test that the void components of this algorithm give large computational savings. This test would otherwise have to be performed in air, with the simulation having to capture all of the complex but insignificant waves patterns in the air. Moreover, there would likely be large pressure spikes in the air that would be trapped between the blocks, leading to time step restrictions. Both of these problems are avoided with the work at hand.

Figures 13a and 13b depict the conservation errors of this scheme over the course of the two simulations. In both cases, the mass and momentum conservation is very good, with neither test going above or below a 0.2% change. The total energy conservation is more erratic, but well within the expected bounds for this kind of Eulerian scheme. The total energy conservation error is larger in the case of the bouncing blocks both because there is a larger contact surface, giving increased use of the flux-modifiers, and the geometry for the blocks results in a stronger shock wave hitting the back of the blocks compared to the circular case.

4.6. Tribological Pair Test

For more complex two dimensional shear validation, the tribological pair test from Juanicotena [31] was considered. The tribological pair test is commonly used to assess friction between different solid materials and allows for a rigorous
Figure 9: The sliding blocks test. Times are shown in \(\mu s\). The blocks are surrounded by void, and the shear flux-modifier allows them to slide past each other, separating cleanly at the end.

Figure 10: Further detail on the sliding blocks test.

(a) The conservation error for the sliding blocks test, showing mass, momentum and energy loss over the course of the simulation. The method at hand performs very well in terms of conservation, even at this relatively low resolution.

(b) A cut of the \(x\)-velocity along a line normal to the interface in the sliding blocks test, taken at a time of \(1.25 \mu s\). The plot shows the THINC reconstruction and shear flux-modifier keeping the velocity discontinuities sharp, despite the diffuse interface representation.
Figure 11: The bouncing blocks test, depicting the diagonal velocity. The times shown are in $\mu$s. This test examines the void-generation flux-modifier; as the blocks collide and bounce in vacuum, the interface between closes and opens cleanly.

Figure 12: The bouncing cylinders test, depicting the diagonal velocity. The times shown are in $\mu$s. This test examines the void-generation flux-modifier; as the cylinders collide and bounce in vacuum, the interface between closes and opens cleanly. This test additionally demonstrates the ability of the method to handle non-planar interface configurations.
Figure 13: The conservation error for both the bouncing blocks and bouncing cylinders tests, showing mass, momentum and energy loss over the course of the simulation. The conservation error for these tests remains low even despite the low resolution, with the bouncing blocks case showing larger error due to the larger interface area, and correspondingly increased use of the flux-modifier.

| Material | $c_1$ GPa | $c_2$ GPa | $c_3$ | $n$ | $m$ | $T_{\text{melt}}$ K |
|----------|---------|---------|------|-----|-----|-----------------|
| Copper   | 0.09    | 0.292   | 0.025 | 0.31 | 1.09 | 1356.0          |
| CuBe     | 1.041   | 0.0     | 0.025 | 0.31 | 1.09 | 1286.0          |

Table 5: Johnson Cook plasticity material parameters.

| Material | $D_{\text{crit}}$ | $\epsilon_{p,\text{thresh}}$ | $\epsilon_{p,\text{crit}}$ | $\alpha$ | $\gamma$ |
|----------|------------------|-----------------------------|-----------------------------|---------|--------|
| Copper   | 0.85             | 0.34                        | 1.04                        | 0.631   | 0.355  |
| CuBe     | 0.85             | 0.08                        | 0.16                        | 0.631   | 0.324  |
| AerMet   | 0.2              | 0.129                       | 0.64                        | 0.22    | 0.302  |

Table 6: Damage model parameters.
examination of the ability of the model to support multi-dimensional, oblique sliding. As outlined by Barton and Drikakis [8], this test demonstrates a marked difference between different material boundary conditions. The test consists of a flyerplate colliding with a cylinder comprised of two different materials, as shown in Figure 14a. Owing to the different material parameters of the inner and outer parts of the cone, the shock wave produced by the collision of the flyerplate travels down the cone at different speeds in the different materials. This produces a tangential velocity discontinuity at the angled interface in the case of the slip boundary conditions. When the wave reaches the bottom of the cone, the slip conditions allow for the centre of the cone to protrude from the bottom, where the initial shock wave arrives first, whereas the stick conditions do not. These differences are captured in the free-surface velocity profile of the test in Figure 14b.

In this test, the work at hand is compared to the Ghost Fluid method of Barton and Drikakis [8]. To match the test performed by Barton and Drikakis [8], the materials are assumed to behave completely elastically. The initial conditions for the tribological pair test are shown in Figure 14a. The test is modelled in 2D using cylindrical symmetry with a reflective boundary condition on the $z$-axis. All materials are modelled using the Romenskii equation of state, with parameters outlined in Table 1. The solid materials are surrounded by void. The copper flyerplate has a downward velocity of $202 \text{ ms}^{-1}$. The computational domain spans $r = [0 : 3.2]$ cm, $z = [0 : 4.28]$ cm. The test is run at a resolution of $80 \times 100$ cells with one level of AMR with a refinement factor 2 in order to match the simulation of Barton and Drikakis [8]. The test is run at a CFL of 0.6, for $7.5 \mu s$.

The results of the test are shown in Figure 15, where both stick and slip conditions are shown for comparison. The results are qualitatively examined using the free surface velocity profile, taken on the axis at the bottom of the cylinder. Figure 14b shows this velocity profile, and it can be seen that the results of this method match those of Barton and Drikakis [8] very well. This demonstrates the method’s ability to handle multi-material, multi-dimension oblique shear well, matching an advanced elastoplastic Ghost Fluid method. This test also has the added benefit of validating the material void interaction and interface separation. The collision of the strong shock with the void interface at the end of the cone is handled stably and the material is allowed to protrude in the case of slip boundary conditions. Moreover, the test is repeated with an additional layer of AMR, and run for a time of $13 \mu s$ to show how the different materials separate from each other at late times, as shown in Figure 16.

4.7. Fracture Tests with Experimental Comparison

4.7.1. One Dimensional Spallation

The fracture components of the method are validated in one dimension using an experimental spallation test from Millett [42]. In this test, a block of aluminium alloy 5083 H32 collides with a block of copper alloy CuBe TF00, causing the copper to undergo spallation fracture. The test is run for $5 \mu s$ on a domain $x = [0 : 15]$ mm using a CFL 0.9 with a varying number of cells. The initial conditions for the test are shown in Figure 17. Both materials have plasticity, with the copper using the Johnson Cook model with parameters laid out in Table 5, and the aluminium using ideal plasticity with a yield stress of 0.275 GPa. The copper is damageable, with parameters laid out in Table 6.

The results are compared to experiment using the back surface velocity profile of the copper block, shown in Figure 18. It can be seen that this method matches the experiment well. However, it should be noted that the test is very sensitive to the material damage parameters chosen.
Figure 15: Comparison of the stick and slip boundary conditions for the tribological pair test. In each frame, the left hand side depicts the y-velocity and the right hand side shows the pressure contours. The left column is with stick boundary conditions and the right column is with slip boundary conditions. Times shown are in $\mu$s. The method works well in both cases, with the slip boundary condition correctly predicting the protruding cone and separating interfaces – features that cannot be demonstrated without the suitable boundary conditions.

Figure 16: The tribological pair test with slip boundary conditions at a higher resolution at a time of 13 $\mu$s, showing the interface separation between materials. This test was run without plasticity, meaning the interface separation is reduced compared to experiment. Nonetheless, it validates the correct working of the void-generation flux-modifier.
Figure 17: The 1D spallation test initial conditions.

Figure 18: The free-surface velocity profile for the 1D spallation test, comparing to experiment. This test demonstrates combination of damage, fracture and void generation working well in one dimension. A range of resolutions is shown here, demonstrating the method’s convergence towards the experimental data.
4.7.2. Plate Impact Spallation

To simultaneously validate all the components of the method, a test containing material shear, separation and fracture is required. Such a test is the plate impact spallation test from Thomas et al. [55]. This test features a copper flyer-plate impacting another block of copper, the target, with sufficient force that a spallation crack appears in the target. Spall fracture is induced by the interaction of two strong tensile waves inside the target. As has been mentioned, spall damage is important for any fracture model, as it requires void-generation completely inside one material, which cannot physically be modelled by the artificial injection of a low density gas. The initial set-up for this test is shown in Figure 19. The flyer-plate and target are treated as separate materials, both obeying the Romenskii equation of state for copper. Both materials are damageable, with the damage parameters given in Table 6.

The computational domain spans $r = [0 : 20\text{ mm}]$, $z = [0 : 7\text{ mm}]$, and the test is run for $3 \mu\text{s}$ at a CFL of 0.6. Figure 20 shows this test, where a resolution of $500 \times 180$ cells with 2 levels of AMR is employed, giving an effective resolution of $10 \mu\text{m}$. The results show the method can handle this large spallation fracture, combined with the slide and separation of the two materials.

Similar to the 1D spallation case, the experimental validation for this test comes from the free surface velocity profile, this time of the scab that is formed after spallation. To match experiment, the profile is taken at $r = 0.5 \text{ mm}$. Comparison is also made with the Ghost Fluid method of Brauer et al. [16], who performed the same test with a variety of damage models, using a level set based approach. Four different resolutions are considered: 80, 40, 20 and 10 ($\mu\text{m}$). These velocity profiles are shown in Figure 21. It can be seen that this work matches the experimental oscillation frequency well, and improves with resolution. Moreover, this work matches the qualitative shape of the material separation and the damaged region found by Brauer et al. [16] with their level set based approach.

For other similar spallation tests on different materials, see for example Kanel et al. [33] and Czarnota et al. [20].

4.7.3. Tube Expansion Test

To validate the method in three dimensions, the tube expansion test from Vogler et al. [58] was considered. The test provides validation of all the components of the algorithm, utilising shear, void and fracture. The test consists of a tube containing a target plug and a projectile. As the projectile hits the target, the tube around them expands and fractures. Both the projectile and target consist of a cylinder of polycarbonate material, with the tube being made of AerMet steel. The tube has a length of 50.8 mm, an inner radius of 6.35 mm and a wall thickness of 3 mm. The two cylinders are identical, both having a radius of 6.35 mm and a length of 25.4 mm. The upper cylinder is given an initial downward velocity of $1.92 \text{ km}\text{s}^{-1}$. The material parameters for the test are laid out in Tables 1 and 6. Both the polycarbonate and steel are assumed to obey ideal plasticity, with yield stresses of 0.08 and 2.56 GPa respectively. Exploiting the symmetry of the problem, a quarter of the tube is modelled, with reflective boundaries on the $x$-, $y$- and $z$-axes. The test is run on a domain of $x = [0 : 20\text{ mm}]$, $y = [0 : 20\text{ mm}]$, $z = [0 : 52\text{ mm}]$, using a CFL 0.3 for a time of $30 \mu\text{s}$. A resolution of $32 \times 32 \times 80$ cells with 2 levels of AMR, each of refinement factor 2, is used.

The full test is shown in Figure 22, where each material is delineated by its $\phi = 0.5$ volume fraction surface, with the steel tube shown in grey, and the polycarbonate blocks in red and blue. Figure 23 shows the $z$-velocity, damage evolution and AMR mesh on a vertical slice of the domain. Taking a slice both allows the damage accumulation to be observed, and demonstrates the slide and void opening required for the polycarbonate blocks.

The experimental comparison for this test is the radial displacement profile measured by Vogler et al. [58], who give results up to $20 \mu\text{s}$ at three different positions along the length of the tube using both VISAR probes and photography. This work compares these measured values with those obtained here in Figure 24, and good agreement is observed. The 3D results are obtained by averaging the radial displacement over 20 different positions around the tube. Moreover, these
Figure 20: The 2D plate impact spallation test. The plots show the downward velocity in $m \cdot s^{-1}$, with the times given in $\mu s$. The test demonstrates the shear, void-generation and fracture algorithms all working together to enable this tough test to be modelled.

Figure 21: The plate impact spallation test free surface velocity profile. Four different resolutions are compared to experiment and previous numerical results and are found to match well, demonstrating good convergence to the experimental data.
Figure 22: The 3D tube expansion test. Times shown are in $\mu$s. The steel tube is depicted in grey and the two polycarbonate blocks are depicted in red and blue. The test examines the three-dimensional capabilities of the method. The work at hand proves to be a practical method to facilitate this kind of large, anisotropic fracture test.
Figure 23: A slice of the 3D tube expansion test. Each frame shows the (left) $z$–velocity, (right) damage evolution and (both) the AMR mesh. Times shown are in $\mu$s. This slice demonstrates the flux-modifiers working well to allow the blocks to slide and separate inside the tube, as well as depicting the formation of damage within the steel.

Figure 24: Experimental comparison for the tube expansion test. The radial displacement profiles of the tube wall are compared in 2D and 3D versions of this test. The 3D profiles are closer to the experimental results, reflecting the anisotropic nature of the fracture in this problem and demonstrating the necessity of a three dimensional algorithm for fracture studies.
results demonstrate the ability of the method to facilitate three dimensional simulations. This is especially important as many tests often exhibit significant differences when modelled using a fully three dimensional approach, compared to when modelled in two dimensions with radial source terms. This effect is shown in Figure 2 where it can be seen that the 3D profiles match the experimental results better than running the same test using the 2D model with radial symmetry. The ease with which the method can be extended to three dimensions enables this difference to be captured. At an even more fundamental level, a 2D approach can never capture the strain- and fracture-localisation that a 3D model can allow.

5. Conclusions

This work has outlined a new method to enable interface slide, void-opening, and material fracture in reduced-equation diffuse interface models. The model has been validated in one, two and three dimensions against experiment and previous simulations. The new model facilitates strenuous multi-material, multi-physics simulations in a pragmatic, scalable fashion. This is achieved by a set of flux-modifiers and interface seeding routines that enable material boundary conditions to be applied across diffuse interfaces. The model is general, capable of handling an arbitrary number of materials, in three dimensions, with a broad range of flux methods. The method is broadly applicable to any diffuse interface conservative update scheme, and it is not limited to the system of equations outlined here – the method could be suitably extended to any multi-phase system. Future work will focus on the inclusion of different boundary conditions such as static and dynamic rigid bodies and frictional boundaries, and the inclusion of additional multi-physics effects such as reactive fluids.

Appendix A. Damage Model Derivation

From the Clausius-Duhem inequality, irreversible damage requires

$$-Y(0)D(0) \geq 0.$$  \hfill (A.1)

Using the definitions for the internal energies, the elastic energy release rate is defined as

$$-Y(0) = \epsilon^{ua} + \frac{1}{\rho(0)} G^a_{(0)} \sigma^2.$$  \hfill (A.2)

The equivalent stress can be expressed as

$$\sigma^2_{eq} = \frac{3}{2} \|\text{dev} \sigma\|^2 = 6G^a_{(0)} \sigma^2 = (1 - D(0))^2 \sigma_{eq}^2,$$  \hfill (A.3)

where $\sigma^2_{eq}$ is the effective (undamaged) equivalent stress. Substituting this into the above:

$$-Y(0) = \frac{\sigma^2_{eq} - 1}{(1 - D(0))^2 2E^a_{(0)}} \frac{2E^a_{(0)} (1 - D(0))^2 \epsilon^{ua}}{\sigma^2_{eq}} + \frac{E^a_{(0)}}{33\rho(0)G^a_{(0)}}.$$

where the Youngs modulus $E^a_{(0)}$ has been introduced without loss of generality.

It is not immediately apparent that this matches the well-recognised expressions for $Y$ from the original works of Bonora [14], Lemaitre and Desmorat [36] and others, which assume the St. Venant-Kirchhoff model for the strain-energy density function, so here proof is provided.

Assume the undamaged cold energy is taken to be the logarithmic equation of state from [49], which closely resembles the St. Venant-Kirchhoff model:

$$\epsilon^{ua}_{(0)} = \frac{K^a_{(0)}}{2\rho(0)} \left[ \ln \left( \frac{\rho(0)}{\rho_0} \right) \right]^2,$$

$$p^{ua}_{(0)} = \frac{K^a_{(0)}}{\rho(0)} \left( \frac{\rho(0)}{\rho_0} \right) \ln \left( \frac{\rho(0)}{\rho_0} \right),$$

so that

$$\epsilon^{c(0)} = \frac{1}{2K_{(0)}} p^{ua}_{(0)}.$$  \hfill (A.5)

Finally, using the relationships between elastic moduli

$$\frac{E^a_{(0)}}{K_{(0)}} = 3 \left( 1 - 2\nu_{(0)} \right),$$

$$\frac{E^a_{(0)}}{2G^a_{(0)}} = 1 + \nu_{(0)}$$  \hfill (A.7)

and substituting all of the above, the elastic damage energy can be written

$$-Y(0) = \frac{1}{\rho (1 - D(0))^2 2E^a_{(0)}} R_l \left( \frac{\rho}{\sigma_{eq}} \right),$$

$$R_l \left( \frac{\rho}{\sigma_{eq}} \right) = \frac{3 \left( 1 - 2\nu_{(0)} \right) \rho_{(0)}}{\rho(0)} \left( \frac{\rho}{\sigma_{eq}} \right)^2 + \frac{2}{3} \left( 1 + \nu_{(0)} \right)$$  \hfill (A.8)
as required.

The variable $R_i$ is commonly referred to as the stress-triaxiality function. Note that $R_i = 1$ for uniaxial loading where $p/\sigma_e = \pm 1/3$. This result proves that the formulation conforms to the strain equivalence hypothesis \cite{36}, which states that the constitutive model for strain in the damaged state is equivalent to that for undamaged material except the stress is replaced with the effective stress, and implies the linear degradation of shear and bulk moduli:

$$G_{(i)} = (1 - D_{(i)}) \eta^{n}_{(i)}, \quad K_{(i)} = (1 - D_{(i)}) \kappa^{n}_{(i)}.$$ \hfill (A.9)

### Appendix B. Approximations for the Hencky Strain

Throughout the course of the algorithm presented here, such as in Section 3.1.2, it is necessary to calculate the strain from the deformation, and reconstruct the deformation from the strain. In this work the Hencky strain measure is employed. Although this measure admits a lot of benefits (as described by Bažant \cite{11} and Rezaee-Hajidehi et al. \cite{50}), its primary downside is its numerical complexity. This derives from the requirement to solve matrix exponential/matrix logarithm problems.

The author of Barton \cite{7} employs the approximation of Bažant \cite{11} to calculate the matrix logarithm required to evaluate the strain:

$$\text{dev} \left( \mathbf{H}' \right) = \ln \left( \mathbf{V} \right) \approx \frac{1}{2} \mathbf{H}^{(m)}_{(1,2)} \left( \mathbf{V}^{-1} \mathbf{V}^{T} \right),$$ \hfill (B.1)

where

$$\mathbf{H}^{(m)}_{(1,2)} \left( \mathbf{V} \right) = \frac{1}{2m} \left( \mathbf{V}^{m} - \mathbf{V}^{-m} \right).$$ \hfill (B.2)

To calculate the plastic update Barton \cite{7} employs a singular value decomposition (SVD), thus avoiding the need to calculate the matrix exponential. This gives the numerically exact solution, but is computationally expensive.

This work also uses the approximation of Bažant \cite{11} to calculate the strain, but employs a $(1, 1)$ Padé approximation to the matrix exponential to perform the plastic update:

$$\mathbf{V} = \exp \left( \text{dev} \left( \mathbf{H}' \right) \right) \approx \left( I - \frac{1}{2} \text{dev} \left( \mathbf{H}' \right) \right)^{-1} \left( I + \frac{1}{2} \text{dev} \left( \mathbf{H}' \right) \right).$$ \hfill (B.3)

For simulations involving plasticity, this is found to be sufficient since the norm $||\text{dev} \left( \mathbf{H}' \right)||$ is known not to exceed sufficiently small values for the materials of interest in physically realistic scenarios \cite{43}.

If it is required to perform simulations without the physical limitations of plasticity, thus allowing the norm $||\text{dev} \left( \mathbf{H}' \right)||$ to grow unchecked, the combination of approximations outlined here may be insufficient, and will lead to the accumulation of errors. In this case, either the SVD can be used in conjunction with the approximation of Bažant \cite{11}, or if the computational burden of a SVD is still to be avoided, then this work suggests the use of the $(2, 2)$ diagonal Padé approximation for both the calculation of the strain and the reconstruction of the deformation. To reconstruct the deformation, this work follows Moler and Loan \cite{43} in taking:

$$\mathbf{V} \approx \left( I - \frac{1}{2} \text{dev} \left( \mathbf{H}' \right) + \frac{1}{12} \text{dev} \left( \mathbf{H}' \right)^2 \right)^{-1} \left( I + \frac{1}{2} \text{dev} \left( \mathbf{H}' \right) + \frac{1}{12} \text{dev} \left( \mathbf{H}' \right)^2 \right).$$ \hfill (B.4)

To calculate the strain, this work follows Rezaee-Hajidehi et al. \cite{50} in taking:

$$\text{dev} \left( \mathbf{H}' \right) \approx \frac{3}{2} \mathbf{B}^{T} \mathbf{B}^{-1} \left( \mathbf{B}^{T} + 4 \mathbf{B} + 1 \right)^{-1},$$ \hfill (B.5)

where $\mathbf{B} = \mathbf{V}^{-1} \mathbf{V}^{T}$ is the left Cauchy-Green tensor. These higher order approximations are suitable for all of the tests presented here, even those which do not employ plasticity.

Bažant \cite{11} also presents another alternative method for calculating higher order approximations to the matrix logarithm, by taking linear combinations of the Padé approximations:

$$\text{dev} \left( \mathbf{H}' \right) \approx \frac{1}{2} \mathbf{H}^{(1,2)}_{(1,2)} \left( \mathbf{V}^{-1} \mathbf{V}^{T} \right) = \frac{1}{2} \left( 1.307 \mathbf{H}^{(n)}_{(1,2)} - 0.307 \mathbf{H}^{(o)}_{(1,2)} \right).$$ \hfill (B.6)

$$\text{dev} \left( \mathbf{H}' \right) \approx \frac{1}{2} \mathbf{H}^{(1,2)}_{(1,2)} \left( \mathbf{V}^{-1} \mathbf{V}^{T} \right) = \frac{1}{2} \left( 1.326 \mathbf{H}^{(n)}_{(1,2)} - 0.326 \mathbf{H}^{(o)}_{(1,2)} \right).$$ \hfill (B.7)

The latter of these was found to give results similar to the $(2, 2)$ Padé approximation, but the Padé approximations are preferred so as to avoid the use of a matrix square root.
Appendix C. Exact Solutions for Elastic Initial Value Problems

Exact solutions to the initial value problems in Sections 4.1 and 4.2 are found using the method proposed in Barton et al. [9] and Barton and Drikakis [8].

From the initial left and right states, an initial estimate of the states between the waves (a.k.a star-states) is determined using numerical solutions. The initial solution is used to determine the wave types (distinguishing shocks from rarefactions by checking for entropy jumps and converging or diverging characteristic wave speeds), and then the six wave speeds \( S_j \) for \( 1 \leq j \leq 6 \) (from the Rankine-Hugoniot conditions for shocks, or the eigenvalue evaluated at the tail of the wave for a rarefaction). New star-states either side of the contact can then be determined exactly by solving across the three waves on the left, from left to right, then the three waves on the right, from right to left. In the case of shocks, the solution is found from the Rankine-Hugoniot conditions:

\[
F(U^+ - U^-) = 0. \tag{C.1}
\]

where \( \pm \) indicate upstream/downstream states. For rarefaction waves the solution is found by evaluating

\[
\frac{\partial \omega}{\partial \xi} = \frac{r_j(W)}{r_j(W) \cdot \nabla W \lambda_j(W)}, \tag{C.2}
\]

where \( \lambda_j \) denotes the \( j \)-th eigenvalue, the speed \( \xi \) is defined within the range \( \lambda_j(W^-) \leq \xi < \lambda_j(W^+) \), \( \nabla W \) denotes the gradient operator with respect to components of the vector of primitive variables, \( W \), and \( r_j \) denotes the \( j \)-th eigenvector. Full details of how to solve the wave equations can be found in [9].

From the star-states next to the contact wave, the residual errors, \( \mathcal{R} \), in the required boundary conditions across the contact wave give a measure of the error in the wave speeds (since the number of boundary conditions across the contact equals the number of waves in the Riemann fan). The exact solution method follows an iterative procedure which, given the initial left and right states, seeks the exact wave speeds so as to minimise \( \mathcal{R} \). In the case of a solid/solid problem with stick conditions the required conditions are equal velocity, normal stress and traction. In the case of slip it is equal normal velocity and stress, and zero traction. In the case of the solid/vacuum problem there are only three waves, and the boundary conditions are zero normal stress and traction. The exact solution is determined by solving the non-linear system \( \mathcal{R}(S_1, S_2, \ldots, S_6) = 0 \) for the wave speeds using the Newton-Raphson method. For each new guess, the above procedure is repeated to determine a new value for the residuals until they fall below the threshold, which was here set to \( 10^{-9} \).
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