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Abstract

There have been many researchers studying how to enable unmanned aerial vehicles (UAVs) to navigate in complex and natural environments autonomously. In this paper, we develop an imitation learning framework and use it to train navigation policies for the UAV flying inside complex and GPS-denied riverine environments. The UAV relies on a forward-pointing camera to perform reactive maneuvers and navigate itself in 2D space by adapting the heading. We compare the performance of a linear regression-based controller, an end-to-end neural network controller and a variational autoencoder (VAE)-based controller trained with data aggregation method in the simulation environments. The results show that the VAE-based controller outperforms the other two controllers in both training and testing environments and is able to navigate the UAV with a longer traveling distance and a lower intervention rate from the pilots.
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1 Introduction

Multirotor unmanned aerial vehicles (UAVs) have achieved considerable success in the past few years due to their high maneuverability and vertical take-off and landing capabilities. The modern UAVs have been deployed in a wide range of applications such as remote inspection, precision agriculture, search and rescue, aerial photography, site surveying and package delivery [19, 20, 35, 36, 54]. Despite its success, autonomous navigation of UAVs with obstacle avoidance capability in outdoor environments remains a challenge especially when the environment becomes complex and unknown (e.g., GPS-denied riverine environments involve heavy foliage/forest canopy, see Fig. 1). In this paper, we developed a navigation policy which allows the UAV to fly in riverine environments solely relying on the visual inputs and is trained with machine learning algorithm. Our drone is able to navigate itself autonomously while avoiding collision with nearby obstacles in the simulation environments.

Traditional approaches to navigating a robot in complex and GPS-denied environments usually integrate the visual-inertial odometry (VIO) or simultaneous localization and mapping (SLAM) techniques [10, 50] with trajectory planning. The procedure consists of localizing the agent with perception sensors (e.g., LiDAR, camera), building a map of global or local environment, and planning feasible trajectories within the map. The optimal trajectory is then mapped to the control commands of the robot in order to reach the goal points as well as avoid collisions. While these planning-based approaches have been widely adopted by many scholars [11, 57], the algorithm itself can be very computationally intensive and does not guarantee the performance when environment is non-static. The separation of perception and control may also cause unexpected behaviors as pointed out in [31]. In our work, we designed a reactive controller of which the control commands are directly calculated from the visual inputs. The proposed controller is able to provide feasible solutions to the UAV navigation inside complex riverine environments efficiently and effectively.

Learning-based approaches have achieved great success in solving sequential decision-making problems, for example, in the field of autonomous driving [5] and playing computer games [34]. Among them, reinforcement learning (RL) has gained many attentions due to its strong capability and compelling results [37, 51]. Although proven successful in many
tasks, the RL approach is known to be sample inefficient and require a substantial amount of data in order to achieve good results, which makes it unsuitable for many safety-critical systems in the real world. On the other hand, the imitation learning (IL) \cite{1, 4}, also called learning from demonstrations (LfD), is another attractive approach for a robot to learn a safe control strategy by mimicking an expert’s behavior based on the demonstrations. The IL approach overcomes many of the limitations of reinforcement learning, and thus is adopted to learn a navigation policy in our work. We want to utilize the human knowledge and let the autonomous agent learn a good behavior directly and more efficiently from human demonstrators instead of the expensive trial-and-error methods used in the reinforcement learning.

In this paper, we built a learning pipeline and proposed several vision-based policies which allows the UAV to fly inside GPS-denied riverine environments. The controller computes yaw rate commands directly from visual inputs of a front facing camera and navigates the UAV in two-dimensional space with a fixed altitude. The UAV should learn a good behavior through the training data given by the human pilot and demonstrate its performance in novel environments which the agent has never seen before. To overcome the issues of classical supervised learning, we adopted an intervention-based data aggregation (DAgger) algorithm and trained different control policies which command the UAV to perform reactive maneuvers in the simulation environments. We compared the performance of a VAE-based controller with a linear regression-based controller and an end-to-end neural network controller trained from 15 human subjects in the simulation. We evaluated the performance of different controllers by deploying them in novel environments which the agent has never seen during the training. The simulation results show that the VAE-based controller outperforms the linear regression-based controller and end-to-end neural network controller with a lower intervention rate from the pilots and a longer distance traveled by itself. The VAE-based controller also generalizes well to the novel environments. In summary, the main contributions of this paper are:

1. We develop an imitation learning framework and use it to train navigation policies for the UAV flying inside GPS-denied riverine environments. The UAV only relies on a forward pointing camera to perform reactive maneuvers and navigate itself.
2. We compare the performance of different vision-based controllers trained from 15 human subjects in the simulation environments. Based on the results, we find out that the VAE-based controller outperforms a linear regression-based controller and an end-to-end neural network controller with a lower intervention rate from the pilots and a longer traveling distance.
3. We evaluate the performance of our trained control policies in novel environments which the agent has never seen during the training. The results show that the VAE-based controller generalizes well to the novel environments and can navigate the UAV autonomously.

It’s noted that while in this paper, we focus on the problem of UAV navigation in riverine environments, the proposed method can be applied to other complex environments which require vision-based solutions and human demonstrations can be collected to benefit the training and therefore allows the agent to learn a good behavior. Section 2 introduces the related works. Section 3 introduces our proposed method and experiment setup in the simulation environments. We provide the experimental results in Section 4 and our discussions in Section 5. Section 6 concludes the paper.
2 Related Work

There has been a wide variety of work done on navigating a UAV in challenging environments while assuring collision avoidance in the literature. A motion capture system is generally used indoors to get the accurate state of the UAV and then trajectory optimization-based methods can be applied to achieve safe maneuvers in cluttered indoor environments [33, 41]. For outdoor environments, the GPS and other exteroceptive sensors are commonly used to estimate the position of the robot [27, 46]. However, in real-world scenarios when the UAV is flying in heavy vegetation, foliage and forest canopy, the GPS signals will be significantly degraded or fully absent and therefore advanced navigation policy is necessary.

Early researches have attempted to navigate a rotorcraft inside riverine environments but still required intermittent GPS signal [7, 46]. Recent techniques which have been evolved by researchers to allow UAV navigating inside GPS-denied environments involve lidar-based and vision-based approaches. Carrying a lidar on multirotor aircraft may heavily impact the flight time due to a limited payload and power source [47], therefore making vision-based approach a popular choice [3, 9, 11, 32, 38, 45]. Two main categories of vision-based solutions include planning-based approaches [15, 22] and reactive approaches [38, 44]. For planning-based approaches, visual-inertial odometry [10] or simultaneous localization and mapping [50] are commonly used to localize the agent and build a map of the unknown environment. Path planning are performed after retaining a map of the environment and the optimal trajectory is selected to maneuver the robot [52, 58]. The drawback of this technique is that the state estimation may introduce bias into the system, and an incorrect map or localization result will significantly impact the planning performance and therefore leads to unsafe behaviors. Besides, planning-based approaches require a lot of processing power not only for the 3D mapping, but also calculating the optimal trajectory from the candidates [39, 53]. Visual-teach-and-repeat (VT&R) is another appealing method which allows the robot to operate in challenging environments relying on only visual inputs [12]. In the teaching pass, a human operator or a high-level mission planner provides a demonstrated path, and the map and keyframes from the visual odometry are recorded. In the repeating pass, the robot will localize and plan a path to track the pose of keyframes accordingly. The VT&R has been tested successful in indoor environments [56] and outdoor long-range rover autonomy by using stereo camera [12] and monocular vision [8], and can also deal with the seasonal changes of the environments [25]. However, the VT&R requires the robots to repeat a previously traversed route since it utilizes the maps built in the teaching phase. This method is useful under the scenario that the operation environments remain the same, such as an UAV emergency return-to-launch during a GPS failure [55]. However, the VT&R does not work in new environments in which no route has been demonstrated before, therefore cannot provide a generalizable performance.

On the other hand, a reactive approach directly generates motion commands based on sensor readings which can generally provide faster responses and require less computational resources. Existing researches have shown that a reactive controller is able to navigate a UAV in the forest [38, 44] and urban environments [31] successfully with visual inputs, and can generalize well to the new scenes different from the training environments. Traditional methods calculating optical flow [11, 29] or stereo vision [18, 32] provide depth estimation in the unknown environments. However, these techniques request powerful computing resource and add extra delay to the navigation tasks [38]. Since the success of deep neural network (DNN) in ImageNet image classification competition [26], increasing efforts have been spent on adopting DNN to learn low-dimensional control commands from high-dimensional image inputs with deep learning algorithms. Even though the training of deep learning methods takes a long time to converge due to its data-driven nature, the deep neural network structure allows it to generate control action directly from raw image data, and therefore, the total execution time is shorter than the classical perception, planning and control framework. The RL is one popular choice and a lot of work have been done in recent years. For example, Mnih et al. [34] used deep Q-network to train an agent playing Atari games based just on pixel image inputs and achieved super-human level performance. Levine et al. [30] used guided policy search with deep convolutional neural networks to train a robotic visuomotor policy that can perform a range of real-world manipulation tasks on unmodified objects. However, the RL algorithm is known to be sample inefficient and requires costly data collection procedure. This causes severe problems for training with a safety-critical system. In contrast, IL is another appealing approach which allows the agent to learn the expert’s behaviors from demonstrations and has proven to be useful for many real-world problems. For example, Bojarski et al. [5] proposed an end-to-end learning approach for self-driving cars and tested on the road. Giusti et al. [13] used the imitation learning approach for UAVs to traverse forest trails based on monocular visual perception of trees and foliage. These advantages make IL a good alternative to learn safe behaviors while expert demonstrations are available.

The classical behavioral cloning solves the IL as a supervised learning problem which assumes that the data is independent and identically distributed. This assumption does not hold on real-world data, therefore even small error may compound over time and lead the agent to
a state that it has never seen during the training. This shifted distribution may cause catastrophic failures when the agent does not know how to recover [40]. To overcome these problems, Ross et al. [42] proposed a non-regret online learning approach called data aggregation (DAgger) which learns optimal policy through multiple iterations. The DAgger solves the distribution shift issue by rolling out the learned policy in environments and collect new data from the learner’s own distribution. However, the DAgger has its own drawbacks, for example, the agent is allowed to execute the policy that is not fully trained while the expert does not have sufficient control authority. Human experts also lack the feedback from the system trained on which is likely to degrade the quality of the provided labels [43]. Considering these two facts, in this work, we deployed an intervention-based DAgger algorithm so that the human pilot can always take over the control when the UAV has reached an unsafe region and provide recovery actions. Relevant work [2, 14, 21] have shown that the intervention-based approach can learn a policy more effectively and achieve better performance.

3 Methodology

The proposed method is introduced in this section. We start with introducing the simulation environments designated for the training, then talk about different options for the vision-based control policies and explain our imitation learning framework. Finally, we discuss our human subject experiment.

3.1 Simulation Environments

The synthetic environments we used to train our navigation policies in were created in the Unreal Engine 4. The drone simulator is powered by the Microsoft AirSim [48] which provides useful tools for low-level UAV controls and computer vision and can be directly integrated into the Unreal Engine. High-fidelity riverine environments were designed in the Engine to simulate the real-world looks of rivers and foliage used for the training. These custom riverine environments or maps are divided into three difficulty levels (i.e., easy, medium, hard). In the easiest maps, rivers are wider and more straight while in the hardest maps, rivers are narrower and more curved. This variety avoids the issue of over-fitting to specificities of the simulation environments or maps. Example maps are displayed in Fig. 2.

3.2 Controller

Different from other researches which assume that the pilot has a global observability about the environment, we let the pilot share the same observability as the agent and only rely on the onboard camera to command the drone. For the vision-based navigation, we considered three different controller options in this paper: 1) a linear regression-based controller, 2) an end-to-end neural network controller, 3) a variational autoencoder-based controller and each of them is introduced in sequence.

3.2.1 Linear Regression-Based Controller

The design of our linear regression-based controller is inspired from the work in [11] and [44]. The raw image from the camera is first passed through a feature extraction script defined by human experts and tuned manually. The features extracted from the raw images are common visual features used in navigation (e.g., ground or aerial vehicles) and popular methods in the literature of computer vision. The reason why we want to investigate the performance of this controller is that, first it has proven to work on real UAV platforms [44], and second, unlike other complicated methods which use neural networks, this type of controller is more hand-crafted, easier to tune and also converges faster. The raw RGB image which has a resolution of $320 \times 240$ is first split into 6 vertical and 8 horizontal windows without overlap. The sliding windows not only help to accelerate the computation but also provide better results empirically since not all regions of the image have equal importance in making the decision for navigation. Then visual features are calculated for each small window. Four visual features are extracted from the image in this paper, which are:

1. **Hough Transform**: Hough transform is used to calculate the dominant lines in each window. A Hough transform is applied to a window across 15 angles. This yields a matrix who’s columns represent the angles and who’s rows represent pixel width of the image. The rows are then reduced down by averaging every five rows. Finally the largest two values for each angle are selected and arranged into a 30 element vector and used as the Hough transformed features for the window.

2. **Law’s Masks**: Law’s masks are used to get information about the textures in the image. The masks are selected based on their effectiveness in traditional machine vision applications which are $L5E5$, $L5S5$, $L5R5$, $E5E5$, $E5S5$, $E5R5$, $S5S5$, $S5R5$, $R5R5$. L represents for the level, E represents for the edge, R represents for the ripple and S represents for the spot. Each window is first converted to YCrCb colorspace and the Y channel is filtered with all the masks. The filtered windows are then averaged to get the 9-element feature vector.

3. **Structure Tensor**: Structure tensors represent the structures and shapes in a window. The coherency and orientation angle at each point in a window is first calculated...
and then we accumulate the coherency value with a 15-bin histogram for the entire window based on the angles. This yields features in the form of a 15-element vector.

4. **Optical Flow**: Optical flow feature shows the motion in the current frame compared to the previous one and works as a depth estimation to the image. In this paper, dense optical flow is calculated and the maximum, minimum and averaged magnitude of the optical flow in each window are taken to form a 3-element vector as our flow features.

The collected feature vectors for each window are stacked and form a big vector \( X \) for the whole image. The feature vector is normalized to have zero means and unit variances to balance the contributions of different visual features. After that, a ridge regression is performed on the data we collected from the human demonstrations and calculate the weight of different feature element. The controller outputs the control command and send it to the drone. The structure of our linear regression-based controller can be visualized in Fig. 3.

### 3.2.2 End-to-End Neural Network Controller

The second controller we considered is a pure end-to-end controller composed of neural networks. The end-to-end training combines the perception and control so the control policy is trained all once. The control command is generated autonomously from the pixel values read from the camera.

The design of our end-to-end network is similar to the one in [31]. We remove the prediction on the probability of collision in the final layer and take RGB images as the inputs instead of grayscale images in the original paper (see Fig. 5). The architecture of our network is a single convolutional neural network consists of a ResNet-8 with 3 residual blocks followed by dropout and ReLU activation functions. The output is then passed to a fully-connected layer to carry out yaw angular velocity prediction. The dimension of the input image is \( 64 \times 64 \) and the output is the control command to the UAV.

The structure of our end-to-end neural network is displayed in Fig. 4. When we decided the network structure for the end-to-end controller, we also considered other existing models such as the ResNet-34, ResNet-50 [16] and VGG-16 [49]. To decide which model fit our purpose the best, we trained different models on the same dataset and found out that the neural network in Fig. 4 can achieve an equivalent performance while it has a much smaller network size as well as fewer parameters to tune compared with the other candidates, therefore the training time is significantly reduced. As a result, we use this simple, lightweight and powerful neural network as one of the three controllers (Fig. 5).

### 3.2.3 Variational Autoencoder (VAE)-Based Controller

The third controller we considered is based on the variational autoencoder. The VAE is known to have a good capability to compress the data from high-dimensional space into
The extracted low-dimensional result, also called latent variables, normally represent for some dominant aspects of the original images (e.g., position, scale, rotation, lightning). The steps to training our VAE-based controller are twofold. First, we trained a VAE model based on the image data collected from the simulation environments. After the results of the VAE network is satisfying, we took the encoder network out from the VAE and used it to compute latent representations. The latent representations are regarded as the input to our controller network which is composed of neural network. Next, we trained our controller network by freezing the parameter values in pre-trained encoder network and only updated weights in the controller network based on the gradients.

\[
\mathcal{L} = \mathbb{E}_{q(z|X)}[\log(p(X|z))] - \beta D_{KL}[q(z|X)||p(z)]
\]  

(1)

Different types of VAE algorithms have been considered at the early stage, which include the vanilla-VAE [24], \(\beta-VAE_h\) [17], \(\beta-VAE_b\) [6], factor-VAE [23], and VAE-GAN [28]. Empirically, we found out the \(\beta-VAE_h\) works better than all the other structures in terms of the training stability and disentanglement ability, thus we adopted the \(\beta-VAE_h\) method to train our VAE model. The objective function can be seen in Eqn. Eq. 1, and \(\beta\) is selected to be 10. The architecture of our VAE network is presented in Fig. 6 which consists of 4 convolutional layers in encoder network and 4 transpose convolutional layers in decoder network. The reconstruction performance of our VAE is shown in Fig. 7. The reconstructed images look similar to the raw images which shows a good training result of the VAE. The structure of the VAE-based controller can be visualized in Fig. 8. The raw image is first resized to 64 × 64 and fed into the encoder network which was pre-trained on 200K images collected in the simulation environment, and then frozen during the training of controller network. The controller network is trained through the imitation learning. The latent representation has a dimension of 64 and the controller network is composed of fully-connected network which has two hidden layers. The output of the controller network is the control command to the UAV.

### 3.3 Learn from Demonstrations

The classical behavioral cloning does not perform well due to the distribution shift between the training and testing datasets and may cause catastrophic results. A more proper way to utilize the human knowledge is by taking the DAgger which the control policy is updated through multiple iterations. At each iteration, we execute the agent control policy and afterwards query human experts to provide correct commands. This method works well in many applications which typically has a slow dynamics and discrete action space.
However, there are several issues with the DAgger, for example, we have to let the agent control the robot at the early stage of the training which can be dangerous. Meanwhile, since the querying process is taken off-line, the experts lack the visual feedback from the environment which means they do not know how their corrective demonstrations will perform on the robots. Instead of querying an expert offline, the approach we take in this work is that, we query the expert in the real-time when the drone is flying in the simulation environment. The human expert or pilot has the authority to take over the control from the agent policy when he thinks the agent output may lead to a failure or unsafe situation. When the pilot takes over the control from the agent, the new demonstrations are appended to the training dataset. After a certain period of time when the pilot puts the drone back to the normal and safe condition, he can return the control back to the agent. The policy is retrained after each iteration as the normal DAgger is conducting. This method is also called intervention-based DAgger which the human expert can intervene the agent control online anytime. Another benefit with this method is that the expert has a continuous time to control the robot which is more natural in the real-life. This type of imitation learning approach has been adopted in the

Fig. 6 The architecture of variational autoencoder network

Fig. 7 The reconstructing performance of our VAE, which (a) are the sample images and (b) are the reconstructed images trained after 150 epochs
literature [2, 21] and proven beneficial [2, 21]. The structure of our adopted intervention-based DAgger framework is displayed in Fig. 9.

3.4 Human Subject Experiment

We realized the fact that allowing the human pilots to control the height makes the imitation learning quite challenging due to the multi-model behaviors from the human pilot and causes the state space becoming too large. Also, sometimes the pilot preferred to staying at extreme locations (e.g., very close to the water or high above the river) to increase the success rate but it’s lack of obstacles at these locations. Therefore, the learned policy is not useful under the normal situations. To address these issues and simplify the problem, we fixed the height of the UAV to 5 m and forward speed to 2 m/s which is achieved by a low-level controller. The yaw angular velocity was set to 0 by default. Therefore, without any input, the UAV will keep flying forward and not consider collisions along the way. We designed our vision-based controller to provide the UAV ability to avoiding obstacles along the river path based on the visual features and by generating the yaw rate control command. The human pilots were only allowed to adjust the yaw angular velocity during the demonstration. The maximum yaw angular rate was limited to 45 deg/s to avoid instability. The front facing camera data was gathered at 10 Hz and the control command was updated at the same rate.

To compare the performance of different controllers, we recruited 15 human subjects to collect demonstrated data in the simulation environments. The 15 human subjects were divided into 3 groups, and each group contains 5 people. Group one was trained with the linear regression-based controller, group two was trained with the end-to-end neural network controller, and group three was trained with the VAE-based controller. To ensure the results are compatible, we assigned both new pilots and experienced pilots in each group to balance the knowledge level of the human subjects. The expertise levels of the human subjects are given in Table 2. Each human subject was required to fly the drone in six maps and provide corrective demonstrations using the intervention-based DAgger method to collect training data. The difficulty levels of the maps are displayed in Table 1.

With three different controller options described above, we have two hypotheses which we want to test in this work:

**Hypothesis 1** The agent trained with a VAE-based controller can achieve a better performance than an agent trained with a linear regression-based controller and an agent trained with an end-to-end neural network controller using the same DAgger method and number of iteration.

**Hypothesis 2** The VAE-based controller generalizes well to the novel environments which the agent has never seen during the training compared to a linear regression-based controller and an end-to-end neural network controller.

Due to the strong capability of deep neural network and the outstanding performance of VAE in the task of computer vision, in the first hypothesis, we hypothesize that the

| Map 1 | Map 2 | Map 3 | Map 4 | Map 5 | Map 6 |
|-------|-------|-------|-------|-------|-------|
| Difficulty level | Easy  | Easy  | Medium | Medium | Hard  | Hard  |

![Fig. 9](image) A conceptual illustration of our intervention-based learning method
VAE-based controller will achieve the best performance among all three controller options if they are trained with the same imitation learning method and the level of training. Since the VAE compresses the high-dimensional visual inputs to low-dimensional latent representations, we believe that such compression will extract the key information from the raw data and makes the training more effective and efficient. In the second hypothesis, we want to test about the generalization capability of three controllers. Since the VAE is expected to extract the hidden dominant features in the latent space, we believe that such intermediate representations make the VAE learn a more general control policy and is less sensitive to the distribution shift between the training and testing datasets. Therefore, we have the hypothesis that the VAE-based controller will have a better performance compared to the other two controllers when deployed in the novel environment which the agent has never seen during the training. The evaluation metrics we used to compare the performance of different controller options and test our hypotheses as follows:

- Intervention rate from the human pilots during the training.
- Maximum distance that an agent can travel without human interventions.
- Average distance flown by the agent before a failure.
- Processing time for each frame to generate the control command.

4 Results

In this section, we present the results of three controllers trained from 15 human subjects in the simulation environments. Section 4.1 shows the results in training environments and Section 4.2 describes the performance for the three controllers in testing environments. The results will be used to evaluate the performance of different vision-based control policies navigating a UAV in riverine environments and also test our two hypotheses. All the simulations and training were running on an AMD Ryzen 3900X CPU, 64 GB RAM, and RTX 2080Ti GPU computer in the lab.

4.1 Training Results

As we mentioned in the previous section, each human subject group was trained with a specific controller type using the intervention-based DAgger approach. More specifically, group one was trained with the linear regression-based controller, group two was trained with end-to-end neural network controller, and group three was trained with the VAE-based controller. For each group, all three difficulty levels of the maps were utilized and the pilots were requested to navigate the drone inside each map along the river path with random initial positions and avoid collisions. Sample trajectories of the UAV flying in some environments are provided in Fig. 10.

Ideally, the performance can keep improving with more and more data collected from the environments as an increasing number of iteration. However, empirically we found out that the pilots had a difficult time to judge whether the decision made by the agent would lead to a collision or not as the training iteration increases and the agent policy performance gets improved. As a result, the corresponding demonstrations collected from the human at those iterations may degrade the agent performance and the retrained agent policy will actually become worse. Some early training results show that the pilots are able to provide accurate and good demonstrations up to 3 iterations and therefore, our training are terminated after 3 iterations.

To test our hypotheses, first we calculate the percentage of intervention from human pilots during the training for each controller type. The results are averaged among all human subjects in the same group and the mean and variance values are provided in Fig. 11. Based on the results, we observe that the intervention rate from human pilots decreases as the training iteration increases which shows the effectiveness of our imitation learning method. Since the hard maps contain sharp curves and therefore more challenging for the UAV to navigate, the intervention rate in these maps are higher than the intervention rate in the easy and medium maps. In addition, we can see that the VAE-based controller has the lowest intervention rate across various maps with different difficulty levels while the end-to-end neural network controller requires the most human intervention compared to the other two controllers. This remains true over different training iterations. We also performed a T-test and calculated the t-score and p-value about the intervention rate between the linear regression-based and VAE-based controller, as well as the end-to-end neural network and VAE-based controller. The results are provided in Table 3. We choose the significance level \( \alpha = 0.10 \) and a p-value smaller than \( \alpha \) means we can reject the null hypothesis. Based on the calculated T-test results, we find out that the VAE-based controller outperforms
the linear regression-based controller and end-to-end neural network controller with significance.

4.2 Testing Results

Next, we deployed the trained controllers into testing environments. An agent that has been trained to perform well in the training environments does not inherently guarantee to perform well in a target or novel environment. Therefore, we executed our controllers trained after 3 iterations in the testing environments which the agent has never seen during the training time to evaluate their performances in novel environments.

The maximum distance that the drone can fly by itself before a failure is displayed in Fig. 12. The testing map has a total length of 225 meters and we let the agent start from the same location every time. Since all the agents start from the same initial location, the scenes they experienced remain the same and therefore the results are compatible. The distances they traveled are averaged across 5 trials and sorted by the mean value. Based on the results, we can see that the VAE-based controller can achieve the longest maximum traveling distance while the end-to-end neural network controller has the shortest maximum traveling distance before a failure. In fact, two VAE-based controllers can almost reach the end of the river without any intervention or failure. The reason why the end-to-end neural network controller achieves the worst behavior is probably because the end-to-end method highly relies on the distribution of datasets, and therefore, when the testing dataset is different from the training dataset, it cannot provide consistent performance. The linear-regression-based controller achieves a better performance compared to the end-to-end neural network controller but still crashes earlier than a VAE-based controller. From this result, the VAE-based controller beats the other two controllers with significance and generalizes well to scenarios completely unseen at training time which support our two hypotheses.

The average distance traveled per failure for each controller type is shown in Fig. 13. An intervention from human pilot is performed and considered as a failure when the UAV is about to crash. The UAV started from random locations in the testing map and we counted the total distance it traveled and the number of failures it experienced. The average distances per failure are then calculated and sorted by the values. Similar to the results from the maximum distance, we can see from the figure that the VAE-based controller achieves a better performance compared to the linear regression-based controller and the end-to-end neural network controller with a higher average distance flown by itself.

Since the processing time for different maps varies slightly due to the rendering speed of the simulation, we only compared the processing time in the same map during testing. The processing time results are provided in Fig. 14 and the numeric values are shown in Table 4. Based on the results, we can see that the linear-regression-based controller takes the longest time to process due to the feature extraction part while the two neural network-based controllers can predict the control command at much faster rates. The VAE-based controller is slightly faster than the end-to-end neural network controller due to a simpler structure but the difference is negligible.

We further investigated the performance of our controllers under different lighting conditions and want to see how robust each controller is to the changes of environment. To achieve that, we selected the best controller from each human subject group based on its average distance performance in the testing map. This gives us three different controllers and their performances under the normal lighting condition. We then changed the lighting of the environment to a dark condition and a bright condition and deployed the controllers in the same map. The changes of the camera view can be seen in Fig. 15. The comparison results of three controllers under different lighting conditions are displayed in Fig. 16. We found out that the VAE-based controller is less sensitive to the environment lighting changes and has a robust performance. The linear-regression-based controller performance does not change much in the bright light but
suffers in the dark condition. The performance of end-to-end neural network controller degrades significantly for any lighting changes of the environment.

Another set of experiments were performed to investigate the effect of height errors on the controller performance. Since the UAV was commanded to fly at a fixed height during training, we want to see whether the controller is

**Fig. 11** Percentage of interventions from human pilots in (a) easy maps; (b) medium maps; and (c) hard maps during the training.

| Maps  | Test | t-score | p-value | t-score | p-value | t-score | p-value |
|-------|------|---------|---------|---------|---------|---------|---------|
| Easy  | t-test | 1.8785  | 0.08292 | 2.1900  | 0.08292 | 1.8785  | 0.08292 |
| Medium| t-test | 2.1600  | 0.08292 | 2.1600  | 0.08292 | 2.1600  | 0.08292 |
| Hard  | t-test | 1.8785  | 0.08292 | 1.8785  | 0.08292 | 1.8785  | 0.08292 |
robust enough when height error is introduced. We used the same setting from previous experiments which consists of three controllers under nominal conditions. During the experiment, we set the target height to 3m, 5m, 7m, 9m, respectively, where 5m is the height used for training and we calculated the average distance traveled per failure under different height conditions. One thing we noticed is that since the environment is unstructured, the drone sometimes flew above the river bank to avoid obstacles at high altitudes while no collisions occurred at those locations. In order to make the comparison fair, we restricted the UAV to fly along the river path and considered it a failure if the drone attempts to pass the river bound. The performance is plotted in Fig. 17. Based on the results, we can see that the controllers are robust to small height errors. The VAE-based controller outperforms the other two controllers under various height conditions. An interesting finding is that the linear-regression-based controller experienced less collisions at lower altitude which may due to the fact that the images at low altitude contain more edge and texture information. The performances of all three controllers dropped significantly when the drone was flying at 9m. This is due to the change of perspective and leads to a distribution shift issue which the images contain a large portion of sky and less visual features at high altitudes compared to the training data. One solution to it is to use a gimbal-stabilised camera to compensate for the perspective change similar to the one in [55] and collect more demonstration data at various altitudes. However, we didn’t implement it in this paper and will leave it as our future work.

Based on these results, we successfully tested our two hypotheses that the VAE-based controller is better than the linear regression-based controller and the end-to-end neural network controller in the task of navigating UAV inside our simulated riverine environments with a lower intervention rate from the human pilot, a longer maximum traveling distance before a failure, a longer average traveling distance per failure, and a faster processing time. The VAE-based controller also generalizes well to the novel environments and is robust to the lighting changes of the environment. For supplementary video see: https://www.youtube.com/watch?v=aPOqHHGbZgs

We also compared the performance of one of our VAE-based controller with a visual-teach-and-repeat controller in [8, 12]. The training and testing maps are different in terms of the river shape, landscapes and lightning condition. We plot the trajectories for both environments as well as sample images along the river in Fig. 18. From the figure, we can see that the training and testing map have quite different trajectories. We also select three metrics to evaluate

| Table 4 Numerical values for the processing time of three different controllers |
|--------------------------------------------------|
| Processing time per frame (s)               |
| Linear-Regression-Based Controller         | 0.0668 ± 0.0086 |
| End-to-End Neural Network Controller       | 0.0034 ± 0.0026 |
| VAE-Based Controller                        | 0.0028 ± 0.0020 |
the image similarity between two maps at a similar left-turn location (two sample images displayed in Fig. 18(a) and (b)). The metrics include the root mean squared error (RMSE), structural similarity index (SSIM), and perceptual hash (PHASH). The results of them are RMSE = 91.6 ([0,255], 0 means identical), SSIM = 0.112 ([0,1], 1 means identical), and PHASH = 0.507 ([0,1], 1 means identical), respectively, which shows that the visual inputs from the testing map can be considered novel compared to the training one. It’s noted that no new trajectory information should be provided in the testing map because we want to evaluate the generalization capability of the controller in novel environments which the agent has never seen before. Therefore, the VT&R agent used the stored trajectory from the training map and visual inputs to navigate in the testing map while the VAE-based controller only relied on the visual inputs. The trajectory in Fig. 18 (b) from the human is only used for visualizing the river path and not used by either controller. Based on the experiment result, we see that in the training map (263m long in total) the VT&R controller tracked the demonstrated route very precisely and reached the final point without a failure. The VAE-based controller also managed to navigate the vehicle to the final point without a crash, but since it learned a reactive behavior, the VAE-based controller does not necessarily need to follow the human trajectory. Then we tested the two controllers in the new environment (225m long in total) which both agents have never seen before. The VT&R cannot manage the task since the correct trajectory in this map was not provided. By contrast, our VAE-based controller was able to complete the mission. We didn’t plot the trajectory of VT&R controller in the testing map since it always failed at the beginning. We show that even VT&R works well in the demonstrated map, this method cannot be used in our case since it requires the robot to operate in the same environment.

5 Discussion

We trained different reactive navigation policies based on human demonstrations that can reliably control a drone from a single forward-looking camera. Compared with other approaches, our proposed controller requires no planning and localization in the environment, thus save a lot processing power and computing time. We didn’t perform any image pre-processing except the downsampling in order to increase the training speed. Results show that our controllers
can handle the noise pretty well and learn a robust control policy. We also observed that the non-collision can be achieved without the information of the current velocity of the UAV.

Based on the training and testing results, we find out that the end-to-end neural network controller performs bad in both training and testing environments. In order to understand why it happened, we plot the histogram of the pilot demonstration data in Fig. 19. The pilots are divided into three groups evenly and each column in the figure represents for the data trained from a different controller type. Based on the histogram results, we notice that the end-to-end neural network controller tends to overfit to the existing data in general and therefore does not generalize well to the new state-action pairs if their distributions are different. With a limited amount of data, the end-to-end neural network controller will result in a worse performance compared to the other two controller types. To improve its performance, more data needs to be collected to cover the distribution of the entire space, however, this can be extremely labor intensive since the demonstrations in our work are provided from human experts. It’s also observed that since the ridge regression is used to calculate the weight for the linear regression-based control, the shape of the predicted control command is more conservative and concentrates in the middle region compared to the other two neural network-based controllers. This causes the linear regression-based controller unable to generate aggressive enough commands when the drone needs a large yaw angular rate command in some maneuvers. The VAE-based controller, on the other hand, balances the distribution variance and the fitting performance, therefore compete the other two controllers.

We applied the method in [48] to investigate which part of the image is the most important for the neural network to make the decision. In Fig. 20, the VAE-based controller and end-to-end controller are supplied with the same image and we displayed the activation maps from both controllers. To make the comparison fair, we trained two controllers from the same human pilot, therefore the behavior is consistent. From the figures, we notice that the VAE-based controller concentrated on the vegetation on the right side, and it generated a left yaw command to avoid that region. In contrast, the end-to-end controller was less concentrated, attracted by different parts of the frame, and resulted in a near zero output that may lead the drone to crash. Based on this result, we believe that the VAE part benefits the controller to learn more important information from the high-dimensional visual inputs, therefore makes the training more efficient and the controller more effective. For supplementary video see: https://www.youtube.com/watch?v=xQW2wcYjHUs

To further investigate when the controller may lose its performance, we plot the locations where the drone commonly crashed in the simulation environments in Fig. 21. We observe that all three controllers are likely to fail and lead to a crash when the drone is flying towards thin tree branches and leaves (see Fig. 21 (a)) which the visual algorithm may not be able to detect them. After a large control command when the UAV is off by the river path too much
Fig. 19 Histogram of pilot demonstration data compared to the model prediction. The pilots are divided into three groups evenly, and each group contains five members. Each group is trained on a different controller type: (a) linear regression-based controller; (b) end-to-end neural network controller; and (c) VAE-based controller.
and there is no river in the field of view, the UAV may also generate unexpected behaviors (see Fig. 21 (b)). The shadow existing in the environment from the trees also confuses the control policy and lead to extensive or incorrect control commands (see Fig. 21 (c)). In addition, since the drone is flying at a constant forward speed, if the obstacle is right in front of the drone and too close, it’s hard to provide safe navigation even for human operators and usually lead to crashes. All of these common failure locations will be considered in the future work to improve our vision-based navigation policies.

6 Conclusion and Future Work

The paper presents an imitation learning framework and compares several vision-based control policies for the task of UAV autonomous navigation in complex outdoor environments. Training the agent in simulation allows us to demonstrate the capability of the developed framework and avoid unnecessary losses before deploying it in the real world. We introduce an intervention-based DAgger framework and use it to train a vision-based UAV capable of flying inside complex and GPS-denied riverine environments. We compare the performance of a VAE-based controller with a linear regression-based controller and an end-to-end neural network controller trained with human demonstrations in the simulation environments. The results show that the VAE-based controller outperforms the other two controller types in both training and testing processes and is able to navigate the UAV autonomously.

One drawback of our controller is that since we only train the high-level control command, the dynamic of the UAV is neglected thus the trained controller may not generalize well to other vehicle platforms with different sizes. Future works include incorporating low-level control and taking the UAV dynamics into considerations. The common failure locations in riverine environments will be further investigated and improved in the next generation of our vision-based control policies as a safety guarantee. In this work, we trained our controllers in static environments and did not consider dynamic objects. We’d like to see whether the controller can retain its performance under non-static environments by re-designing our simulation environments as a future work. The robustness of our controller can be further improved by adding a gimbal-stabilised camera and collecting more demonstration data at various height conditions. Another limitation of our work is that, even though our controllers perform well most of the time, a human operator is still required to monitor and intervene if the agent displays unsafe behaviors. In the future, we want to remove the human assistance by designing a recovery plan and a riskiness evaluation metric, therefore the recovery plan will be triggered if the risk level...
is too high and it will put the agent back to a safe state automatically and continue the mission. Eventually, we will implement the proposed method in real riverine experiments to evaluate its performance and demonstrate the framework can be used for the real autonomous navigation tasks.
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