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Abstract

A deep equilibrium model (DEQ) is implicitly defined through an equilibrium point of an infinite-depth weight-tied model with an input-injection. Instead of infinite computations, it solves an equilibrium point directly with root-finding and computes gradients with implicit differentiation. In this paper, the training dynamics of over-parameterized DEQs are investigated, and we propose a novel probabilistic framework to overcome the challenge arising from the weight-sharing and the infinite depth. By supposing a condition on the initial equilibrium point, we prove that the gradient descent converges to a globally optimal solution at a linear convergence rate for the quadratic loss function. We further perform a fine-grained non-asymptotic analysis about random DEQs and the corresponding weight-untied models, and show that the required initial condition is satisfied via mild over-parameterization. Moreover, we show that the unique equilibrium point always exists during the training.

1 INTRODUCTION

Deep equilibrium models (DEQs) (Bai et al., 2019) have recently emerged as a new neural network design paradigm. A DEQ is equivalent to an infinite-depth weight-tied model with input-injection. Different from conventional (explicit) neural networks, DEQs generate features by directly solving equilibrium points of implicit equations. DEQs also have the remarkable advantage that the gradients can be computed analytically by backpropagation only through the equilibrium point with implicit differentiation. Therefore, training a DEQ only requires constant memory.

DEQs have achieved impressive performance in various applications such as computer vision (Bai et al., 2020; Xie et al., 2022), natural language processing (Bai et al., 2019), and inverse problems (Gilton et al., 2021). Although the empirical success of DEQs has been observed in many recent studies, theoretical understandings of DEQs are still limited compared to conventional models. In this paper, we aim to establish the global convergence of the gradient descent (GD) associated with an over-parameterized DEQ, as a step towards understanding general DEQs.

A large body of work (Arora et al., 2019; Du et al., 2019; Li and Liang, 2018) has validated the effectiveness of over-parameterization in optimizing feedforward neural networks. The main idea is to investigate the property at initialization and bound the traveling distance of GD from the initialization (Nguyen, 2021). However, it remains unclear whether these results can be directly applied to DEQs. The implicit weight-sharing is the key challenge. Most standard concentration tools used in previous studies fail in DEQs. This is because these analyses rely on the independence of initial random weights and features, which is no longer the case in DEQs. Moreover, it remains unknown whether over-parameterization is sufficient to guarantee the well-posedness (Winston and Kolter, 2020; Revay et al., 2020) of the implicit mapping of a DEQ, which is crucial to the stability of the training process, e.g. (Kawaguchi, 2020) uses an extra softmax layer to resolve the well-posedness issue and achieves a global linear convergent rate. However, this result holds only for linear DEQs and it is difficult to be extended to nonlinear activations.

We start with the gradient analysis. We observe that, in the case of DEQs, the least singular value of the equilibrium points plays a key role in the gradient dynamic. Specifically, if the least singular values of the equilibrium points at all iterations can be lower bounded by a positive constant, then one can establish a corresponding version of
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the Polyak-Lojasiewicz inequality for DEQs, and thus the global convergence of GD can be obtained.

Our main results are based on the following observations. Firstly, we prove the global convergence of GD by supposing an initial condition on the lower bound of the least singular value of the initial equilibrium points. The perturbation of the weight matrices is small enough to ensure that the Lipschitz constant of the implicit layer transformation is smaller than 1. This means that, the unique equilibrium point always exists throughout the training. Our second observation is that, the required initial condition holds with a high probability for general Gaussian initialization. Note that the weight of a DEQ is implicitly re-used across layers. Thus, standard concentration inequalities, which are based on the independence of weight matrices and features, cannot be employed directly in this scenario of random DEQs analysis. In order to overcome the technical difficulty, we propose a novel probabilistic framework to approximate the empirical Gram matrix of the equilibrium point with a population Gram matrix induced from a weight-untied random network with infinite depth.

1.1 Related Work

Finite-depth Over-parameterized Feedforward Networks. Recently, over-parameterization has attracted much attention due to its effectiveness in optimizing finite-depth neural networks. [Jacot et al. (2018)] show that, for smooth activation and infinite wide neural networks, the trajectory of the gradient descent (GD) method could be well-captured by a kernel called the neural tangent kernel (NTK). For a finite-width feed-forward neural network with smooth activation, [Arora et al. (2019); Du et al. (2019); Li and Liang (2018)] prove that the neural networks’ dynamics are strongly related to a Gram matrix. For a finite-width feed-forward neural network with ReLU activation, [Allen-Zhu et al. (2019a); Zou and Gu (2019); Zou et al. (2020); Oymak and Sohlselkotabi (2020); Nguyen and Mondelli (2020)] estimate the changes of the activation patterns, and show that GD can converge to a global minimum despite the non-smoothness of activation and non-convexity of the objective function. The only condition that needs to satisfy is that the width of each layer is a polynomial of the number of training samples and the number of layers. In particular, [Nguyen (2021)] provides an alternative framework that only requires tracking the evolution of the last hidden layer rather than the activation pattern. In all previous works, a non-asymptotic analysis at initialization plays a fundamental role. Their analysis on the random initialization relies on the independence between the initial random weights and features. However, the weight matrix is implicitly shared in a DEQ. Thus, previous results do not directly apply to DEQs.

Finite-depth Over-parameterized Weight-tied Neural Networks. For over-parameterized weight-tied models, [Yang (2019); Yang (2020a,b)] investigate NTKs of the recurrent neural networks (RNNs) with infinite width by leveraging the “Gaussian conditioning trick” [Bolthausen (2014); Bayati and Montanari (2011)]. The similar technique is also used in the study on infinitely wide weight-tied autoencoders [Li and Nguyen (2018)]. These works reveal that infinitely wide Gaussian weight-tied neural networks are essentially Gaussian processes. However, their results do not apply to the regime of finite width. [Allen-Zhu et al. (2019b); Wang et al. (2021)] show that, for a RNN with finite width, GD can converge to a global minimum if the width of each layer is a polynomial of the number of training samples and the number of layers. However, their results do not apply to DEQs. This is because most upper bounds for the norm of the hidden units fail as the depth approaches infinity. Thus, a new analysis framework for the convergence of the implicit models is urgently needed.

Over-parameterized DEQs. The investigation of over-parameterized DEQs is still in the initial stage. [Feng and Kolter (2020)] consider the NTK of DEQs with infinite width. This study claims that the NTK of DEQs is equivalent to the corresponding weight-untied models in the regime of infinite width. This study also shows that DEQs have non-degenerate NTKs even in the infinite depth. This observation is similar with ours. However, the analysis on finite-width DEQs is not studied by [Feng and Kolter (2020)]. To conduct non-asymptotic analysis on finite-width DEQs, one of the key challenges is to estimate the least singular value of the equilibrium points. To the best of our knowledge, this problem has not been addressed in general settings. Two very recent works (Gao et al. (2022) and (Gao and Gao 2022)) consider simple cases in which the problem can be transferred into the estimation of the least singular value of features obtained from a single layer explicit network. Their results hold for specific predictions or special initialization. In contrast, we propose a novel probabilistic framework to estimate the least singular value of the equilibrium points in general settings. Please see detailed comparisons in the discussion of Section 4.

1.2 Contributions

Our contributions are summarized as follows.

1. We propose a novel probabilistic framework to analyze DEQs. Our framework addresses the technical challenges arising from the weight-sharing and the infinite depth. To the best of our knowledge, this is the first time a fine-grained non-asymptotic analysis on DEQs has been performed in a general setting.

2. We analyze the gradient dynamics of DEQs with the quadratic loss function. Under an initial condition
on the least singular value of the initial equilibrium points, we prove that the gradient descent converges to a global optimum at a linear rate. Based on our initial analysis, we show that the required initial condition is satisfied via mild over-parameterization.

(3) We show that the unique equilibrium point of an over-parameterized DEQ always exists throughout the training process, even without using any normalization or re-parameterization method.

2 PRELIMINARIES

Notations. We use $\mathcal{N}(0, I)$ to denote the standard Gaussian distribution. We let $[n] \triangleq [1, \ldots, n]$. For a vector $v$, $\|v\|_2$ is the Euclidean norm of $v$. For a matrix $A$, we use $A_{ij}$ denote its $(i, j)$-th entry. We use $\|A\|_F$ to denote the Frobenius norm and $\|A\|_2$ to denote the operator norm. If a matrix is positive semi-definite, we use $\lambda_{\min}(A)$ and $\sigma_{\min}(A)$ to denote its least eigenvalue and singular value, respectively. We let $\Theta(\cdot)$, $\Theta(\cdot)$ and $\Omega(\cdot)$ denote standard Big-O, Big-Theta, and Big-Omega notations, respectively. We use $\phi(\cdot)$ to denote the ReLU function, namely $\phi(x) = \max(x, 0)$.

2.1 Problem Setup

We define a vanilla deep equilibrium model (DEQ) with the transform at the $l$-th layer as

$$Z^{(l)} = \phi(WZ^{(l-1)} + UX),$$

where $X = [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n}$ denotes the training inputs, $U \in \mathbb{R}^{m \times d}$ and $W \in \mathbb{R}^{m \times m}$ are trainable weight matrices, and $Z^{(l)} \in \mathbb{R}^{m \times n}$ is the output feature at the $l$-th hidden layer. The output of the last hidden layer is defined by $Z^* = \lim_{l \to \infty} Z^{(l)}$. Therefore, instead of running the infinitely deep layer-by-layer forward propagation, $Z^*$ can be calculated by directly solving the equilibrium point of the following equation

$$Z^* = \phi(WZ^* + UX).$$

Let $y = [y_1, \ldots, y_n] \in \mathbb{R}^{n}$ denote the labels, and $\hat{y}(\theta) = a^\top Z^*$ be the prediction function with $a \in \mathbb{R}^m$ being a trainable vector and $\theta = \vec{(W, U, a)}$. The object of our interest is the empirical risk minimization problem with the quadratic loss function

$$\Phi(\theta) = \frac{1}{2} \|\hat{y}(\theta) - y\|_2^2.$$

To do so, we consider the gradient descent (GD) update $\theta_{\tau+1} = \theta_{\tau} - \eta \nabla \Phi(\theta_{\tau})$, where $\eta$ is the learning rate and $\theta_{\tau} = \vec{(W(\tau), U(\tau), a(\tau))}$ is the parameter we optimize over at step $\tau$. For notational simplicity, we omit the superscribe and denote $Z$ to be the equilibrium $Z^*$ when it is clear from the context. Moreover, the Gram matrix of the equilibrium point is defined by $G(\tau) \triangleq Z(\tau)\top Z(\tau)$ and we denote its least eigenvalue as $\lambda_\tau = \lambda_{\min}(G(\tau))$.

In this paper, we make the following assumptions on the random initialization and the input data.

Assumption 1 (Random initialization). Take $\sigma_w^2 < 1/8$. We assume that $W$ is initialized with an $m \times m$ matrix with i.i.d. entries $W_{ij} \sim \mathcal{N}(0, \frac{2\sigma_w^2}{m})$, $U$ is initialized with an $m \times d$ matrix with i.i.d. entries $U_{ij} \sim \mathcal{N}(0, 2/d)$, $a$ is initialized with a random vector with i.i.d. entries $a \sim \mathcal{N}(0, 1/m)$.

Assumption 2 (Input data). We assume that (i) $\|x_i\|_2 = \sqrt{d}$, for all $i \in [n]$, and $x_i \not\sim x_j$, for each pair $i \neq j \in [n]$, (ii) the labels satisfy $\|y_i\| = \mathcal{O}(1)$ for all $i \in [n]$.

2.2 Well-Posedness and Gradients

Well-Posedness. For the stability of the training of the DEQs, it is crucial to guarantee the existence and uniqueness of the equilibrium points (Winston and Kolter [2020], El Ghaoui et al. [2021]). It is equivalent to guarantee the well-posedness of the transformation defined in Eq. [1]. In order to ensure the well-posedness, it suffices to take $\|W(\tau)\|_2 < 1$, for all $\tau \geq 0$, with which Eq. [1] becomes a contractive mapping. From Lemma [1] we know that $\|W(0)\|_2 < 1$ holds with a high probability under Assumption [1]. Lemma [1] is a consequence of standard bounds concerning the singular values of Gaussian random matrices (Vershynin [2018]).

**Lemma 1.** Let $W$ be an $m \times m$ random matrix with i.i.d. entries $W_{ij} \sim \mathcal{N}(0, \frac{2\sigma_w^2}{m})$. With probability at least $1 - \exp(-\Omega(m))$, it holds that $\|W\|_2 \leq 2\sqrt{2}\sigma_w$.

In Section [3] we show that the condition of $\|W(\tau)\|_2 < 1$ always holds for $\tau \geq 0$. It is worth mentioning that the constraint on the spectral norm of $W(\tau)$ can be lightened by that on the spectral radius of $W(\tau)$ through special re-parameterization methods (Winston and Kolter [2020], Rezvay et al. [2020]). However, in this paper, we do not make extra assumptions on specific structures of weight matrices, and thus our constraint on the spectral norm of $W(\tau)$ is in general mild.

Gradients. The gradients of conventional neural networks are usually computed via backpropagation through all the intermediate layers. On the contrary, the gradients w.r.t. parameters of a DEQ are computed analytically via backpropagation only through the equilibrium point $Z$ by applying the implicit function theorem. Specifically, note that the equilibrium point of Eq. [2] is the root of the function

$$F(\tau) \triangleq Z(\tau) - \phi(W(\tau)Z(\tau) + UX(\tau)).$$
Let $J(τ) \triangleq \partial \text{vec}(F(τ))/\partial \text{vec}(Z(τ))$ denote the Jacobian matrix. One can derive that

$$J(τ) = I_m - D(τ)(I_n \otimes W(τ)),$$

where $D(τ) \triangleq \text{diag}([\text{vec}(\phi'(W(τ)Z(τ) + U(τ)X(τ)))]_i)$. Using the Lipschitz property of ReLU, it is easy to check that $J(τ)$ is invertible if $\|W(τ)\|_2 < 1$. The gradient of each trainable parameter is given by the following lemma.2

**Lemma 2.** If $J(τ)$ is invertible, the gradient of the objective function $Φ(τ)$ w.r.t. each trainable parameter is given by

$$\begin{align*}
&\text{vec}(\nabla \Phi(τ)) = (Z(τ) \otimes I_m)R(τ)\top(\hat{y}(τ) - y) \\
&\text{vec}(\nabla_{U} \Phi(τ)) = (X(τ) \otimes I_m)R(τ)\top(\hat{y}(τ) - y) \\
&\nabla_{a} \Phi(τ) = Z(τ)(\hat{y}(τ) - y),
\end{align*}$$

where $R(τ) = (a(τ) \otimes I_n)J(τ)\^{-1}D(τ)$. (3)

### 2.3 Polyak-Lojasiewicz Inequalities

Polyak-Lojasiewicz (PL) inequality (Polyak [1963]) is a commonly used recipe to prove linear convergence of GD algorithms [Nguyen and Mondelli [2020], Nguyen [2021]]. In order to obtain a corresponding version of PL inequalities for DEQs, our starting observation is that $Φ(τ)$ ties for DEQs, our starting observation is that $Φ(τ)$ is invertible if $\|W(τ)\|_2 < 1$. The gradient of each trainable parameter is given by the following lemma.1

**Lemma 2.** If $J(τ)$ is invertible, the gradient of the objective function $Φ(τ)$ w.r.t. each trainable parameter is given by

$$\begin{align*}
&\text{vec}(\nabla \Phi(τ)) = (Z(τ) \otimes I_m)R(τ)\top(\hat{y}(τ) - y) \\
&\text{vec}(\nabla_{U} \Phi(τ)) = (X(τ) \otimes I_m)R(τ)\top(\hat{y}(τ) - y) \\
&\nabla_{a} \Phi(τ) = Z(τ)(\hat{y}(τ) - y),
\end{align*}$$

where $R(τ) = (a(τ) \otimes I_n)J(τ)\^{-1}D(τ)$. (3)

#### 2.4 Challenges in initial analysis

The initial condition on the lower bound of $λ_0$ plays a fundamental role in our convergence result. It is hard to estimate $λ_0$ directly. A common way is to build a concentration inequality between the initial empirical Gram matrix $G$ and the corresponding population Gram matrix with easily estimated least eigenvalue. In the case of DEQs, we consider a population Gram matrix $K$ defined as follows.

**Definition 1.** We define the population Gram matrices $K^{(l)}$ of each layer recursively as

$$K^{(0)} = 0,$$

$$A^{(l)}_{ij} = \begin{bmatrix}
\sigma^2_u K^{(l-1)}_{i,i} + 1 & \sigma^2_u K^{(l-1)}_{i,j} + \frac{1}{d} x_i^\top x_j \\
\sigma^2_u K^{(l-1)}_{i,j} + \frac{1}{d} x_j^\top x_i & \sigma^2_u K^{(l-1)}_{j,j} + 1
\end{bmatrix},$$

$$K^{(l)}_{ij} = 2E_{(u,v) \sim N(0, \Lambda^{(l)}_{ij})} [\phi(u)\phi(v)]$$

for $l \geq 1$ and $(i, j) \in [n] \times [n]$. Letting $l \to \infty$, we define $K \triangleq K^{(\infty)}$ and $λ_0 \triangleq \lambda_{\text{min}}(K)$.

The population Gram matrix $K$ is induced from an infinite-depth weight-untied model. The convergence of $K^{(l)}$ for $l \to \infty$ and the positive definiteness of $K$ are deferred to Section 4.2. The least eigenvalue of $K$ is the fundamental quantity that determines the lower bound of $λ_0$.

Non-asymptotic analysis on DEQs is more difficult than explicit models. The weight-sharing is the key technical challenge, and one cannot resort to standard concentration tools. Specifically, note that initial $G_{ij}$ is implicitly defined as $z_i^\top z_j = \phi([W, U]|z_i, x_i^\top)\phi([W, U]|z_j, x_j^\top)$.

On one hand, one cannot directly apply the standard inequality like previous works. This is because they rely on the independence between initial weight matrices and features, which is no longer the case in DEQs. On the other hand, one cannot directly use the standard ε-net argument [Vershynin [2018]]. Note that $[W, U]$ is a short matrix, i.e. $[W, U] \in \mathbb{R}^{m \times (m+d)}$, and the size of ε-net for $[z_i^\top, x_i^\top]$ is too large for us to derive a mild over-parameterization condition. In order to overcome the technical challenge, we propose a novel probabilistic frame-
Where \( c \) can be fulfilled via over-parameterization. The complete proof is deferred to the supplementary material. The proof of this part is inspired by the framework proposed in [Nguyen 2021 Theorem 2.2]. The complete proof is deferred to the supplementary material. Next, we discuss how these initial conditions can be fulfilled via over-parameterization.

3 MAIN RESULTS

3.1 Global Convergence under an Initial Condition

Let \( \delta \) be any positive constant such that \( \| W(0) \|_2 + \delta < 1 \). We define the following quantities:

\[
\bar{\rho}_w = \| W(0) \|_2 + \delta, \quad \bar{\rho}_a = \| U(0) \|_2 + \delta, \quad \bar{\rho}_\alpha = \| \alpha(0) \|_2 + \delta.
\]

We first present the global convergence of GD by supposing the following condition on the least eigenvalue \( \lambda_0 \) of the initial Gram matrix \( G(0) \).

**Condition 1.** At initialization, it holds that

\[
\lambda_0 \geq \frac{4}{\delta} \max (c_w, c_a, c_u) \| X \|_F \| \dot{y}(0) - y \|_2,
\]

\[
\lambda_0^2 \geq 4(2 + \sqrt{2}) \rho_a^{-1} (c_w^2 + c_u^2) \| X \|_F^2 \| \dot{y}(0) - y \|_2,
\]

\[
\lambda_0 \geq 4 (c_w^2 + c_u^2) \| X \|_F^2,
\]

where \( c_w = \bar{\rho}_w (1 - \bar{\rho}_a), \ c_u = \bar{\rho}_u (1 - \bar{\rho}_a), \ c_a = \bar{\rho}_a (1 - \bar{\rho}_w). \)

The convergence result under Condition 1 is presented as follows.

**Theorem 1.** Consider a DEQ defined in Eq. (2). Suppose that Condition 1 holds at initialization. If the learning rate satisfies

\[
\eta < \min \left( \frac{2}{\lambda_0}, \frac{2(c_w^2 + c_u^2)}{(c_w^2 + c_u^2 + c_a^2)^2 \| X \|_F^2} \right),
\]

for every \( \tau \geq 0 \), the following holds

(i) \( \| W(\tau) \|_2 < 1 \), i.e. the equilibrium points always exist,

(ii) \( \lambda_\tau > \frac{1}{2} \lambda_0 \), and thus the PL condition holds as \( \| \nabla \Phi(\tau) \|_2 \geq \lambda_0 \Phi(\tau) \),

(iii) the loss converges to a global minimum as

\[
\Phi(\tau) \leq \left( 1 - \frac{\eta \lambda_0}{2} \right)^\tau \Phi(0).
\]

Theorem 1 shows that the unique equilibrium point always exists during the training, and GD converges to a global optimum under Condition 1. The proof of this part is inspired by the framework proposed in [Nguyen 2021 Theorem 2.2]. The complete proof is deferred to the supplementary material. Next, we discuss how these initial conditions can be fulfilled via over-parameterization.

3.2 Initial Condition

In this section, we aim to show that, Condition 1 holds under Assumptions 1 and 2 via over-parameterization. To do so, it suffices to derive a lower bound on \( \lambda_0 \), and upper bounds on \( \max (c_w, c_a, c_u) \), \( \bar{\rho}_a^{-1} \) and the initial loss \( \Phi(0) \), and put these bounds into Eq. (7)-Eq. (9) to obtain a specific condition on width \( m \).

Firstly, we present the lower bound of \( \lambda_0 \) as follows.

**Theorem 2.** If \( m = \Omega \left( \frac{n^2}{\lambda_0^2} \left( \log \frac{n}{\lambda_0^2} \right) \right) \), with probability at least \( 1 - t \), it holds that

\[
\lambda_0 \geq \frac{m}{2} \lambda_\ast.
\]

The proof of Theorem 2 is based on a concentration inequality between the empirical Gram matrix \( G \) and the population Gram matrix \( K \). Since that the weight matrices are implicitly re-used in DEQs for infinite times (see Eq. (1)), standard concentration tools are not applicable. In order to overcome the challenge arising from the weight-sharing and the infinite depth. We present a novel probabilistic framework. It is one of our core contributions. Detailed analysis is presented in Section 4.

Secondly, by standard bounds on the operator norm of Gaussian matrices [Vershynin 2018], we have w.p. \( \geq 1 - \exp\{-\Omega(m)\} \) that, \( \| W(0) \|_2 = O(1), \| U(0) \|_2 = O\left( \sqrt{m/d} \right) \) under Assumption 1. Thus, w.p. \( \geq 1 - \exp\{-\Omega(m)\} \), it holds that

\[
\bar{\rho}_w = O(1), \quad \bar{\rho}_a = O\left( \sqrt{\frac{m}{d}} \right),
\]

which implies that

\[
\max (c_w, c_u, c_a) = O\left( \sqrt{\frac{m}{d}} \right).
\]

By standard bounds on the norm of Gaussian vector [Vershynin 2018], we have w.p. \( \geq 1 - \exp\{-\Omega(m)\} \) that, \( \bar{\rho}_a^{-1} = O(1) \).

Thirdly, by using the property of the contractive mapping Eq. (1) and using the standard concentration argument, it is easy to show that w.p. \( \geq 1 - t \), it holds that

\[
\Phi(0) = \mathcal{O}(n).
\]

Putting all these bounds into Eq. (7)-Eq. (9), one can show that w.p. \( \geq 1 - t \), Condition 1 is satisfied for \( m = \Omega \left( \frac{n^2}{\lambda_0^2} \left( \log \frac{n}{\lambda_0^2} \right) \right) \).

4 ANALYSIS AT INITIALIZATION

For notational simplicity, we denote \( W(0) \) and \( U(0) \) by \( W \) and \( U \) in this section. The Gram matrices of the equilibrium point \( Z^{(l)} \) of the l-th layer are defined as \( G^{(l)} \).
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\((Z^{(l)})^\top Z^{(l)}\), for \(l \geq 1\). Without loss of generality, we assume that \(Z^{(0)} = 0\).

Our main idea is to establish the concentration inequality between the empirical Gram matrix \(G\) and the population Gram matrix \(K\). A simple case is to initialize DEQs as single-layer explicit models. Specifically, take \(\sigma_w^2 = 0\) and \(Z = \phi(UX)\). Using the standard Bernstein inequality, one can show that \(w.p. \geq 1 - t, \lambda_0 \geq m \bar{\lambda}_/2\), as long as \(m = \Omega\left(\hat{\lambda}^2 n^2 \log(n/t)\right)\) where \(\lambda_0 = \lambda_{\min}(K^{(1)})\). This case has been studied in many previous works (Nguyen and Mondelli 2020; Oymak and Soltanolkotabi 2020).

However, when \(\sigma_w^2 > 0\), previous random analyses on explicit networks cannot be directly applied to DEQs. This is due to the fact that these analyses rely on the independence of initial random weights and features, which is no longer the case in DEQs. In order to overcome these technical difficulties, we propose a novel probabilistic framework based on the following observations: \(K^{(l)}/m = K^{(l)}\), and \(G^{(l)}\) converge to \(K_{ij}, K^{(l)\top}_{ij}\), and \(G_{ij}\) at an exponential rate, respectively. Moreover, \(K\) is strictly positive definite. These observations imply that it suffices to take sufficiently large \(l\) and \(m\) to ensure that \(\|\frac{1}{m} G - K\|_F\) is smaller than \(\lambda_i\). Thus, one can lower bound \(\lambda_0\) by invoking Weyl’s inequality. Detailed analysis is given as follows.

4.1 Bound between infinite-depth and finite-depth weight-untied models

In the case of \(\phi = \text{ReLU}\), given any positive definite matrix \(A = \begin{bmatrix} 1 & x \\ x & 1 \end{bmatrix}\) with \(|x| \leq 1\), and two random variables \((u, v)^\top \sim N(0, A)\), as shown in (Daniely et al. 2016), it holds that

\[ \mathbb{E}[\phi(u)\phi(v)] = \frac{1}{2} Q(x), \]

where \(Q(x) = \frac{\sqrt{1 - x^2 + (x - \arccos x)^2}}{\pi} \).

Combining Eq. (11) with the homogeneity of ReLU, we can have more precise expressions of \(K^{(l)}\) as follows.

**Lemma 3.** Let \(\cos \theta^{(l)}_{ij} = \frac{\sigma_w^2 K^{(l-1)\top}_{ij} + d^{-1}x_i^\top x_j}{\sigma_w^2 K^{(l-1)\top}_{ij} + 1}\), and \(\rho^{(l)} = K^{(l)\top}_{ij}\). For \(l \geq 1\) and \((i, j) \in [n] \times [n]\), \(K^{(l)}_{ij}\) defined in Definition 2 can be written as

\[ K^{(l)}_{ij} = \rho^{(l)} Q \left( \cos \theta^{(l)}_{ij} \right), \]

with \(\rho^{(l)} = \frac{1 - \sigma_w^2}{1 - \sigma_w^2}\) and

\[ \cos \theta^{(l)}_{ij} = \left( 1 - \frac{1}{\rho^{(l-1)}} \right) Q \left( \cos \theta^{(l-1)}_{ij} \right) + \frac{1}{\rho^{(l-1)}} x_i^\top x_j. \]

**Theorem 3.** Under Assumptions 1 and 2, it holds that

(i) \(\|K - K^{(l)}\|_F = O\left(n\sigma_w^2 l\right)\), which implies that, for \(l \to \infty\), \(K^{(l)}\) converges to \(K\) with each entry

\[ K_{ij} = \frac{1}{1 - \sigma_w^2} Q(\cos \theta_{ij}), \]

where \(\cos \theta_{ij} = \sigma_w^2 Q(\cos \theta_{ij}) + (1 - \sigma_w^2) \frac{\rho_{ij}}{\rho_{ij}}\).

(ii) \(K\) is strictly positive definite, i.e. \(\lambda_i > 0\).

**Sketch of Proof.** (i) By Eq. (6) and Eq. (12), one can show that 
\[ \|K^{(l+1)} - K^{(l)}\|_F \leq \sigma_w^2 \|K^{(l)} - K^{(l-1)}\|_F + 2\sigma_w^2 l, \]

which implies that 
\[ \|K^{(l)\top} - K^{(l)}\|_F = O\left(l\sigma_w^2\right). \]

Note that \(\sigma_w < 1\). Thus \(K^{(l)}\) converges to a deterministic Gram matrix \(K\), and one can easily obtain Eq. (14) from Eq. (13) by letting \(l \to \infty\).

(ii) The proof of this part is similar with (Oymak and Soltanolkotabi 2020; Nguyen and Mondelli 2020). By performing the Hermite analysis on Eq. (14), one can show that \(K\) is strictly positive definite if \(\cos \theta_{ij} < 1\) for all \(i \neq j\). Using the fact that \(|Q(x)| \leq 1\), Eq. (14) implies that \(\cos \theta_{ij} < 1\) under Assumption 2. Please see the complete proof in the supplementary material.

4.2 Bound between infinite-depth and finite-depth weight-tied models

By leveraging the contractility of the transformation defined in Eq. (1) and by invoking the standard Bernstein inequality, we establish a concentration inequality between the Gram matrix of the \(l\)-th layer’s output and that of the initial equilibrium point as follows.

**Theorem 4.** Under Assumptions 7 and 2, with probability at least \(1 - n^2 \exp\{-\Omega\left(m\right)\}\), it holds

\[ \frac{1}{m} \|G - G^{(l)}\|_F = O \left( n \left(2\sqrt{2\sigma_w}\right)^l \right). \]

**Sketch of Proof.** Using the contractility of the implicit layer, it is easy to have \(w.p. \geq 1 - \exp\{-\Omega\left(m\right)\}, \|z_i^{(l)}\|_2 = O\left(\|z_i^{(1)}\|_2\right), \|z_i - z_i^{(1)}\|_2 = O\left(\frac{2\sqrt{2}\sigma_w}{\|z_i^{(1)}\|_2}\right). \)

Moreover, using Bernstein inequality, we have \(w.p. \geq 1 - \exp\{-\Omega\left(m^2\right)\}, |\frac{1}{m} (z_i^{(l)} - z_i^{(1)}) |^2 \leq t\). Let \(t\) be an absolute positive constant. Theorem 4 can be proved by applying the simple union bound. Please see the complete proof in the supplementary material.

4.3 Bound between weight-tied and weight-untied models with finite-depth

Due to the implicit weight-tied structure of DEQs, standard concentration inequalities built upon the independence cannot be directly applied. In order to overcome technical difficulties, we build necessary probabilistic tools for DEQs.
We first introduce Lemma 4, which provides the “fresh new randomness” for our analysis. The construction method in Lemma 4 is inspired by the previous work (Allen-Zhu et al., 2019b) on RNNs.

**Lemma 4.** For \( l \geq 1 \), \( G_{ij}^{(l+1)} \) can be reconstructed as \( G_{ij}^{(l+1)} = \phi(Mh)^\top \phi(Mh') \) such that

(i) \( h^\top h' = \frac{\sigma_w^2}{m} G_{ij}^{(l)} + \frac{1}{d} x_i^\top x_j \),

(ii) \( M \in \mathbb{R}^{m \times (2l+d+2)} \) is a rectangle matrix, and the entries of \( M \) are i.i.d. from \( N(0,2) \) conditioning on previous layers.

**Proof.** (i) Let \( V_l \in \mathbb{R}^{m \times 2l} \) denote a column orthonormal matrix using Gram-Schmidt as

\[
V_l = GS \left( z_1^{(1)}, \ldots, z_i^{(1)}, z_j^{(1)}, \ldots, z_j^{(1)} \right).
\]

For each \( i, j \), we define \( p \triangleq (I - V_{l-1})^\top z_i^{(l)} \) and \( q \triangleq (I - V_{l-1})^\top z_j^{(l)} \). We split \( q \) into two parts \( \eta = q^p + q^q \), where \( q^p \) is parallel to \( p \) and \( q^q \) is orthogonal to \( p \) as

\[
q^p = \frac{p^\top q}{\|p\|_2} p, \quad q^q = \left( I - \frac{p p^\top}{\|p\|_2^2} \right) q.
\]

First, we construct \( M \) as \( M = [M_1, \ldots, M_3, M_4] \) with

\[
M_1 = \sigma_w^{-1} \sqrt{m} W V_{l-1}, \quad M_2 = \sigma_w^{-1} \sqrt{m} W \frac{p}{\|p\|_2},
\]

\[
M_3 = \sigma_w^{-1} \sqrt{m} W \frac{q^q}{\|q^q\|_2}, \quad M_4 = \sqrt{d} U.
\]

Then, we construct \( h = [h_1^\top, h_2^\top, h_3^\top, h_4^\top]^\top \) with

\[
h_1 = \frac{\sigma_w}{m} V_{l-1}^\top z_i^{(l)}, \quad h_2 = \frac{\sigma_w}{m} \|p\|_2,
\]

\[
h_3 = 0, \quad h_4 = \frac{1}{\sqrt{d}} x_i,
\]

and \( h' = [h_1^\top, h_2^\top, h_3^\top, h_4^\top]^\top \) with

\[
h'_1 = \frac{\sigma_w}{m} V_{l-1}^\top z_j^{(l)}, \quad h'_2 = \frac{\sigma_w}{m} \|q^q\|_2,
\]

\[
h'_3 = 0, \quad h'_4 = \frac{1}{\sqrt{d}} x_j.
\]

It is easy to check that \( G_{ij}^{(l+1)} = \phi(Mh)^\top \phi(Mh') \) with \( h^\top h' = \frac{\sigma_w^2}{m} G_{ij}^{(l)} + \frac{1}{d} x_i^\top x_j \).

(ii) Let \( V_{l-1} \triangleq [v_1, \ldots, v_{2l-1}] \). Note that \( v_j \) only depends on the randomness of \( U \) and \( W_j [v_1, \ldots, v_{l-1}] \). This means that, conditioning on \( U \) and \( W_j [v_1, \ldots, v_{l-1}] \), \( W_j v_j \) is still an independent Gaussian vector. Similarly, we have \( W_j p \) and \( W_j q \) are also independent Gaussian vectors. Consequently, we prove that the entries of \( M \) are i.i.d. from \( N(0,2) \). \( \square \)

We stress that although \( M \) constructed in Lemma 4 has i.i.d. entries, it still depends on \( h \) and \( h' \). Thus, the standard Bernstein inequality cannot be directly applied. To address this issue, we perform the standard \( \varepsilon \)-argument (Vershynin, 2018) and leverage the “fresh new randomness” (Allen-Zhu et al., 2019b) provided in Lemma 4. The concentration inequality between \( \frac{1}{m} G_1^{(l)} \) and \( K_1^{(l)} \) is established as follows.

**Theorem 5.** Under assumptions 1 and 2 with probability at least \( 1 - n^2 \exp \left\{ -\Omega \left( m^8 \sigma_w^2 \right) \right\} + O(l^2) \), it holds that

\[
\left\| \frac{1}{m} G^{(l)} - K^{(l)} \right\|_F \leq n \left( 2\sqrt{2} \sigma_w \right)^l.
\]

**Sketch of Proof.** We give the main ideas of the proof.

It holds that \( | \frac{1}{m} G^{(l)} - K^{(l)} | \leq | \frac{1}{m} G^{(l)} - \mathbb{E} \left[ \frac{1}{m} G^{(l)} \right] | + | \mathbb{E} \left[ \frac{1}{m} G^{(l)} \right] - K^{(l)} | \) by the triangle inequality. Following Lemma 4, we reconstruct \( G^{(l)} = \phi(Mh)^\top \phi(Mh') \).

(i) For fixed \( h \) and \( h' \), using the Bernstein inequality, and on can show that w.p. \( \geq 1 - \exp \left\{ -\Omega(m \varepsilon^2) \right\} \), it holds that

\[
\left| \frac{1}{m} G^{(l)} - \mathbb{E} \left[ \frac{1}{m} G^{(l)} \right] \right| \leq \varepsilon.
\]

(ii) For all \( h \) and \( h' \), we apply the standard \( \varepsilon \)-net argument. Note that the size of \( \varepsilon \)-net for \( h, h' \) is at most \( \exp \left\{ O(l \log \frac{1}{\varepsilon}) \right\} \). Thus, one can derive that w.p.

\[
\geq 1 - \exp \left\{ -\Omega(m \varepsilon^2) + O(l \log \frac{1}{\varepsilon}) \right\} \}
\]

it holds that

\[
\left| \frac{1}{m} G^{(l)} - \mathbb{E} \left[ \frac{1}{m} G^{(l)} \right] \right| \leq \varepsilon.
\]

(iii) Substitute the choice of \( h \) and \( h' \) such that \( h^\top h' = \frac{\sigma_w^2}{m} G^{(l-1)} + \frac{1}{d} x_i^\top x_j \). Using the fact that \( \mathbb{E} \left[ \frac{1}{m} G^{(l)} \right] \) is determined by \( h^\top h' \), one can further derive that w.p.

\[
\geq 1 - l \exp \left\{ -\Omega(m \varepsilon^2) + O(l \log \frac{1}{\varepsilon}) \right\} \}
\]

\[
\left| \mathbb{E} \left[ \frac{1}{m} G^{(l)} \right] - K^{(l)} \right| \leq \sigma_w^2 \left| \frac{1}{m} G^{(l-1)} - K^{(l-1)} \right| + \varepsilon,
\]

which implies that

\[
\left| \frac{1}{m} G^{(l)} - K^{(l)} \right| \leq \sigma_w^2 \left| \frac{1}{m} G^{(l-1)} - K^{(l-1)} \right| + 2\varepsilon.
\]

Note that \( \sigma_w^2 < 1/8 \), and thus a simple induction argument works here.

Lastly, let \( \varepsilon = (2\sqrt{2} \sigma_w)^l \), and Theorem 5 can be proved by using the simple union bound. Please see the complete proof in the supplementary material. \( \square \)
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4.4 Proof of Theorem 2

Firstly, combining Theorems 3 and 5 one can show that w.p. $\ge 1 - n^2 \exp\{-l \log\left(\frac{m^2}{\sqrt{2} \sigma_w^2}\right)\}$, it holds

$$\frac{1}{m} G - K \le \frac{1}{m} (G - G^{(l)}) F + \frac{1}{m} (K - K^{(l)}) F + \frac{1}{m} \frac{1}{l} K$$

$$= \mathcal{O} \left( n \left( 2\sqrt{2} \sigma_w \right)^l \right) + \mathcal{O} \left( n \left( 2\sqrt{2} \sigma_w \right)^l \right) + \mathcal{O} \left( m^2 \sigma_w^2 \right)$$

$$= \mathcal{O} \left( n \left( 2\sqrt{2} \sigma_w \right)^l \right),$$

where the last equality comes from the fact that $l \sigma_w^2 \le <2\sqrt{2}, for l \ge 1.$

Next, we fix $l$ to omit the explicit dependence in $l$. Specifically, we take $l = \Theta \left( \log\left(\frac{1}{\lambda_0} \log\left(\sqrt{2}/4\sigma_w\right)\right) \right)$. The lower bound of $l$ is large enough to ensure that $\frac{1}{m} (G - K) F \le \frac{1}{2}$. Therefore, by Weyl's inequality, it holds that $\lambda_0 > \frac{1}{2} \lambda^*$. Meanwhile, the upper bound of $l$ guarantees that the probability does not decrease exponentially. Thus, one can use a mild over-parameterization condition on $m$ to ensure the high probability.

Consequently, one can show that, it holds w.p. $\ge 1 - t, \quad \lambda_0 \ge \frac{m}{2} \lambda^*, \text{as long as } m = \Omega \left( \frac{n^2}{\lambda^*} \log \frac{m}{\lambda^*} \right).$

Discussion on comparisons with Gao et al. (2022) and Gao and Gao (2022). In Gao et al. (2022), the prediction of an implicit network is formulated as a weighted summation of equilibrium points and explicit features i.e.

$$\hat{y} = a^\top Z + b^\top \phi(UX).$$

Therefore, it is hard to measure the contribution of the equilibrium point to the capacity of implicit models in their case. In contrast, we only use equilibrium points for predictions, and our result illustrates that arbitrary training label can be fitted only using equilibrium points. In a concurrent work (Gao and Gao, 2022) on ReLU implicit networks, they consider “a subset of initialization” which requires entries of $W$ to be non-negative. In their case, one can show that $Z = (I - W)^{-1} \phi(UX)$ at initialization. This implies that the initial equilibrium point is essentially a linear transformation of the explicit feature $\phi(UX)$. In contrast, we consider general Gaussian initialization which is commonly used in practice. The results of Gao et al. (2022) and Gao and Gao (2022) can be built upon the lower bound of the least singular value of $\phi(UX)$, which is given by previous works on explicit models. However, previous analyzes do not applied in our case. In order to address the technical problem, we propose a novel probabilistic framework. Therefore, our studies have distinct differences.

5 NUMERICAL EXPERIMENTS

In this section, we implement several numerical experiments to verify our main theoretical conclusions. We first evaluate our method on various datasets including synthetic data, MNIST, and CIFAR10. For constructing synthetic data, we uniformly generate $n = 1000$ data points from a
$d = 1000$ dimensional sphere with radius $\sqrt{d}$, and labels are generated from a one-dimensional standard Gaussian distribution. For each dataset of MNIST and CIFAR10, we randomly sample 500 images from each of class 0 and class 1 to generate the training dataset with $n = 1000$ samples. We use Gaussian initialization as suggested in Assumption 1 and $\sigma_0^2$ is set as 0.08. We normalize each data point as suggested in Assumption 2.

In the first experiment, we test how the width affects the convergence rate. As shown in Figure 6, the convergence speed becomes faster as $m$ increases, and the final training loss becomes smaller. We believe that the reason is as $m$ increases, Gram matrices become more stable. The second experiment verifies that $\|W(\tau)\|_2^2$ is smaller than 1 throughout the training, which implies that the unique equilibrium point always exists.

6 CONCLUSION

In this paper, we analyze the gradient dynamics of DEQs with the quadratic loss function. Under a specific initial condition, we prove that the GD converges to a global optimum at a linear rate. By performing a fine-grained analysis on Gaussian initialized DEQs, we further show that the initial conditions are satisfied via mild over-parameterization. Specifically, we present a new probabilistic framework to address the challenge arising from the weight-sharing and the infinite depth. To the best of our knowledge, it is the first time to analyze the equilibrium point of a random DEQ. Moreover, we show that the unique equilibrium points always exist during the training process. Our analysis is specific to ReLU DEQs. For future research, it would be interesting to generalize the result to other nonlinear activations. Moreover, it would be interesting to explore the generalization performance of over-parameterized DEQs based on our analysis at initialization.
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A USEFUL TECHNICAL LEMMASES

Lemma 5 (Weyl’s inequality). Let $A, B \in \mathbb{R}^{m \times n}$ with $\sigma_1(A) \geq \cdots \geq \sigma_r(A)$ and $\sigma_1(B) \geq \cdots \geq \sigma_r(B)$, where $r = \min(m, n)$. Then,

$$\max_{i \in [r]} |\sigma_i(A) - \sigma_i(B)| \leq \|A - B\|_F.$$

Lemma 6. Let us define $\circ$ as the Hadamard product. Given two positive semi-definite (PSD) matrices $A$ and $B$, it holds that

$$\lambda_{\min}(A \circ B) \geq \left(\min_i B_{ii}\right) \lambda_{\min}(A).$$

Lemma 7 [Daniely et al. (2016)]. Let $h_r(x) = \frac{1}{\sqrt{\pi}} (-1)^r e^{x^2/2} e^{-x^2/2}$ be normalized probabilist’s hermite polynomials. Let $\phi(\cdot)$ denote ReLU, we define $\mu_r(\phi) = \int_{-\infty}^{\infty} \phi(x) h_r(x) e^{-x^2/2} \sqrt{\pi} dx$. It holds that

$$Q(x) = \sum_{r=0}^{\infty} \mu_r^2(\phi)x^r = \frac{\sqrt{1-x^2} + (\pi - \arccos x)x}{\pi}.$$

Moreover, it holds that $\sup \{r : \mu_r^2(\phi) > 0\} = \infty$.

B PROOF FOR SECTION 3.1

We first present several useful inequalities. The proof mainly relies on basic norm inequalities and the Lipschitz property of ReLU.

Lemma 8. For each $s \in [0, \tau]$, suppose that $\|W(s)\|_2 \leq \rho_w$, $\|U(s)\|_2 \leq \rho_u$, and $\|a(s)\|_2 \leq \rho_a$. It holds that

$$\|Z(s)\|_F \leq c_u \|X\|_F,$$

and

$$\left\{ \begin{array}{l}
\|\nabla W\Phi(s)\|_F \leq c_u \|X\|_F \|\hat{y}(\tau) - y\|_2 \\
\|\nabla U\Phi(s)\|_F \leq c_u \|X\|_F \|\hat{y}(\tau) - y\|_2 \\
\|\nabla a\Phi(s)\|_2 \leq c_u \|X\|_F \|\hat{y}(\tau) - y\|_2.
\end{array} \right.$$  \hspace{1cm} (16)

Furthermore, for each $k, s \in [0, \tau]$, it holds that

$$\|Z(k) - Z(s)\|_F \leq \rho_a^{-1} (c_w \|W(k) - W(s)\|_2 + c_u \|U(k) - U(s)\|_2) \|X\|_F,$$

and

$$\|\hat{y}(k) - \hat{y}(s)\|_2 \leq (c_w \|W(k) - W(s)\|_2 + c_u \|U(k) - U(s)\|_2 + c_u \|a(k) - a(s)\|_2) \|X\|_F.$$  \hspace{1cm} (18)

Proof. (1) Proof of Eq. (15): Note that $Z(s) = \phi(W(s)Z(s) + U(s)X)$. Using the fact that $|\phi(x)| \leq |x|$, we have

$$\|Z(s)\|_F \leq \|W(s)Z(s)\|_F + \|U(s)X\|_F \leq \rho_w \|Z(s)\|_F + \rho_u \|X\|_F.$$

Note that $\|W(s)\|_2 \leq \rho_w < 1$, for each $s \in [0, \tau]$, and thus it holds

$$\|Z(s)\|_F \leq \frac{\rho_u}{1 - \rho_w} \|X\|_F = c_u \|X\|_F.$$

(2) Proof of Eq. (16): First, we have

$$\|J(\tau)^{-1}\|_2 \leq \frac{1}{1 - \rho_w},$$
and thus it holds that
\[ \| R(\tau) \|_2 \leq \| a(\tau) \|_2 \| J(\tau)^{-1} \|_2 \| D(\tau) \|_2 \leq \frac{\tilde{\rho}_a}{1 - \rho_w}. \]

Then, we have
\[
\begin{align*}
\| \nabla W \Phi(\tau) \|_F &= \| \text{vec}(\nabla W \Phi(\tau)) \|_2 \\
&= \| (Z(\tau) \otimes I_m) R(\tau)^\top (\hat{y}(\tau) - y) \|_2 \\
&\leq \| Z(\tau) \|_2 \| R(\tau) \|_2 \| \hat{y}(\tau) - y \|_2 \\
&\leq \frac{\tilde{\rho}_a \tilde{\rho}_a}{(1 - \rho_w)^2} \| X \|_F \| \hat{y}(\tau) - y \|_2, \\
\| \nabla U \Phi(\tau) \|_F &= \| \text{vec}(\nabla U \Phi(\tau)) \|_2 \\
&= \| (X(\tau) \otimes I_m) R(\tau)^\top (\hat{y}(\tau) - y) \|_2 \\
&\leq \frac{\tilde{\rho}_a}{1 - \rho_w} \| X \|_F \| \hat{y}(\tau) - y \|_2, \\
\| \nabla a \Phi(\tau) \|_2 &= \| Z(\hat{y}(\tau) - y) \|_2 \leq \frac{\tilde{\rho}_a}{1 - \rho_w} \| X \|_F \| \hat{y}(\tau) - y \|_2.
\end{align*}
\]

(3) Proof of Eq. (17):
\[
\begin{align*}
\| Z(k) - Z(s) \|_F &= \| \phi(W(k) Z(k) + U(k) X) - \phi(W(s) Z(s) + U(s) X) \|_F \\
&\leq \| W(k) Z(k) + U(k) X - W(s) Z(s) - U(s) X \|_F \\
&\leq \| W(k) Z(k) - W(k) Z(s) \|_F + \| W(k) Z(s) - W(s) Z(s) \|_F + \| U(k) X - U(s) X \|_F \\
&\leq \| W(k) \|_2 \| Z(k) - Z(s) \|_F + \| W(k) - W(s) \|_2 \| Z(s) \|_F + \| U(k) - U(s) \|_2 \| X \|_F \\
&\leq \tilde{\rho}_w \| Z(k) - Z(s) \|_F + \left( \frac{\tilde{\rho}_a}{1 - \rho_w} \| W(k) - W(s) \|_2 \| X \|_F + \| U(k) - U(s) \|_2 \| X \|_F \right)
\end{align*}
\]

Consequently, we have
\[ \| Z(k) - Z(s) \|_F \leq \tilde{\rho}_a^{-1} (c_w \| W(k) - W(s) \|_2 + c_u \| U(k) - U(s) \|_2) \| X \|_F \]

(4) Proof of Eq. (18):
\[
\begin{align*}
\| \hat{y}(k) - \hat{y}(s) \|_2 &= \| a(k) Z(k) - a(s) Z(s) \|_F \\
&\leq \| a(k) Z(k) - a(k) Z(s) \|_F + \| a(k) Z(s) - a(s) Z(s) \|_F \\
&\leq \| a(k) \|_2 \| Z(k) - Z(s) \|_F + \| a(k) - a(s) \|_2 \| Z \|_F \\
&\leq (c_w \| W(k) - W(s) \|_2 + c_u \| U(k) - U(s) \|_2 + c_u \| a(k) - a(s) \|_2) \| X \|_F,
\end{align*}
\]

where the last inequality follows from Eq. (17).\hfill \Box

### B.1 Proof of Theorem 1

**Proof.** We show by induction for every \( \tau > 0, \)
\[
\begin{align*}
\| W(s) \|_2 &\leq \tilde{\rho}_w, \quad \| U(s) \|_2 \leq \tilde{\rho}_a, \quad \| a(s) \|_2 \leq \tilde{\rho}_a, \quad s \in [0, \tau] \\
\lambda_s &\geq \frac{\lambda}{2}, \quad s \in [0, \tau] \\
\Phi(s + 1) &\leq (1 - \eta \frac{\lambda}{2^s}) \Phi(0), \quad s \in [0, \tau]
\end{align*}
\] (19)
For \( \tau = 0 \), it is clear that Eq. (19) holds. Assume that Eq. (19) holds up to \( \tau \) iterations.

(1) With the triangle inequality,

\[
\|W(\tau + 1) - W(0)\|_F \leq \sum_{s=0}^{\tau} \|W(s + 1) - W(s)\|_F
\]

\[
= \sum_{s=0}^{\tau} \eta \|\nabla W \Phi(s)\|_F
\]

\[
\leq \eta c_w \|X\|_F s^{\tau/2} \|\hat{y}(0) - y\|_2
\]

where the second inequality follows from Eq. (16), and the last one follows from induction assumption. Let \( u = \sqrt{1 - \eta \lambda_0/2} \). Then \( \|W(\tau + 1) - W(0)\|_F \) can be bounded with

\[
\frac{2}{\lambda_0}(1 - u^2)\frac{1 - u^{\tau + 1}}{1 - u} c_w \|X\|_F \|\hat{y}(0) - y\|_2 \leq \frac{4}{\lambda_0} c_w \|X\|_F \|\hat{y}(0) - y\|_2 \leq \delta, \quad \text{by Eq. (7).}
\]

With Weyl’s inequality, it is easy to have \( \|W(\tau + 1)\|_2 \leq \bar{\rho}_w < 1 \).

Using the similar technique, one can show that

\[
\|U(\tau + 1) - U(0)\|_F \leq \sum_{s=0}^{\tau} \|U(s + 1) - U(s)\|_F
\]

\[
= \sum_{s=0}^{\tau} \eta \|\nabla U \Phi(s)\|_F \leq c_u \|X\|_F s^{\tau/2} \|\hat{y}(0) - y\|_2
\]

\[
\leq \frac{4}{\lambda_0} c_u \|X\|_F \|\hat{y}(0) - y\|_2 \leq \delta, \quad \text{by Eq. (8).}
\]

\[
\|a(\tau + 1) - a(0)\|_F \leq \sum_{s=0}^{\tau} \|a(s + 1) - a(s)\|_F
\]

\[
= \sum_{s=0}^{\tau} \eta \|\nabla a \Phi(s)\|_F \leq c_a \|X\|_F s^{\tau/2} \|\hat{y}(0) - y\|_2
\]

\[
\leq \frac{4}{\lambda_0} c_a \|X\|_F \|\hat{y}(0) - y\|_2 \leq \delta, \quad \text{by Eq. (7).}
\]

By Weyl’s inequality, it holds that \( \|U(\tau + 1)\|_2 \leq \bar{\rho}_u \), and \( \|a(\tau + 1)\|_2 \leq \bar{\rho}_a \).

(2) Next, using Eq. (17), we have

\[
\|Z(\tau + 1) - Z(0)\|_F
\]

\[
\leq \bar{\rho}_a^{-1}(c_w \|W(\tau + 1) - W(0)\|_2 + c_u \|U(\tau + 1) - U(0)\|_2) \|X\|_F
\]

\[
\leq \frac{4}{\lambda_0} \bar{\rho}_a^{-1}(c_w^2 + c_u^2) \|X\|_F^2 \|\hat{y}(0) - y\|_2
\]

\[
\leq \frac{2 - \sqrt{2}}{2} \sqrt{\lambda_0}, \quad \text{by Eq. (8).}
\]
By Wely’s inequality, it implies that \( \sigma_{\min}(Z(\tau + 1)) \geq \sqrt{\frac{\lambda_\tau}{2}} \). Thus, it holds \( \lambda_{\tau + 1} \geq \frac{\lambda_\tau}{2} \).

(3) Furthermore, we define \( g = a(\tau + 1)^T Z(\tau) \) and note that

\[
\Phi(\tau + 1) - \Phi(\tau) = \frac{1}{2} \| \dot{y}(\tau + 1) - \dot{y}(\tau) \|^2 + (\dot{y}(\tau + 1) - g)^T (\dot{y}(\tau) - y) + (g - \dot{y}(\tau))^T (\dot{y}(\tau) - y).
\]

We bound each term of the RHS of this equation individually. Firstly, using Eq. (18), we have

\[
\| \dot{y}(\tau + 1) - \dot{y}(\tau) \|^2 \leq (c_w \| W(\tau + 1) - W(\tau) \|_2 + c_u \| U(\tau + 1) - U(\tau) \|_2 + c_u \| a(\tau + 1) - a(\tau) \|_2) \| X \| F
\]

\[
\leq \eta \cdot C_1 \| \dot{y}(\tau) - y \|^2_2,
\]

where \( C_1 = (c_w^2 + c_u^2 + c_a^2) \| X \|^2_F \).

Secondly, by Eq. (17), we have

\[
(g - \dot{y}(\tau))^T (\dot{y}(\tau) - y) \leq \| a(\tau + 1) \|_2 \| Z(\tau + 1) - Z(\tau) \|_F \| \dot{y}(\tau) - y \|_2
\]

\[
\leq (c_w \| W(\tau + 1) - W(\tau) \|_2 + c_u \| U(\tau + 1) - U(\tau) \|_2) \| X \|_F \| \dot{y}(\tau) - y \|_2
\]

\[
\leq \eta (c_w^2 + c_u^2) \| X \|^2_F \| \dot{y}(\tau) - y \|^2_2
\]

\[
\leq \eta \cdot C_2 \| \dot{y}(\tau) - y \|^2_2,
\]

where \( C_2 = (c_w^2 + c_u^2) \| X \|^2_F \).

Lastly, using the fact \( (a(\tau + 1) - a(\tau))^\top = -\eta \nabla_a \Phi(\tau) \), we have

\[
(g - \dot{y}(\tau))^\top (\dot{y}(\tau) - y)
\]

\[
= -\eta (\nabla_a \Phi(\tau) Z(\tau))^\top (\dot{y}(\tau) - y)
\]

\[
= -\eta (\dot{y}(\tau) - y)^\top Z(\tau)^\top Z(\tau)(\dot{y}(\tau) - y)
\]

\[
\leq -\eta \frac{\lambda_\tau}{2} \| \dot{y}(\tau) - y \|^2_2,
\]

where we use the induce assumption \( \lambda_{\tau} > \frac{\lambda_\tau}{2} \).

Putting all bounds together, we have

\[
\Phi(\tau + 1) = (1 - \eta(\lambda_\tau - \eta C_1^2 - 2C_2)) \Phi(\tau)
\]

\[
\leq (1 - \eta(\lambda_\tau - 4C_2)) \Phi(\tau), \quad \text{by the condition on } \eta
\]

\[
\leq \left( 1 - \eta \frac{\lambda_\tau}{2} \right) \Phi(\tau), \quad \text{by Eq. (9)}.
\]

\[\square\]

C PROOF FOR SECTION 4.1

C.1 Proof of Lemma 3

Proof of Lemma 3 By Eq. (6), it is easy to show that for all \( i, j \in [n] \) and \( l \geq 1 \),

\[
K_{ij}^{(l)} = K_{ji}^{(l)} , \quad K_{ii}^{(l)} = K_{jj}^{(l)}.
\]
Recall that we define \( \cos \theta_{ij}^{(l)} = \frac{\sigma_w^2 K_{ij}^{(l-1)} + \frac{1}{d} x_i^\top x_j}{\sigma_w^2 K_{ii}^{(l-1)} + 1} \) and it holds that

\[
\Lambda_{ij}^{(l)} = \begin{bmatrix}
\sigma_w^2 K_{ii}^{(l-1)} + 1, & \sigma_w^2 K_{ij}^{(l-1)} + \frac{1}{d} x_i^\top x_j, & \sigma_w^2 K_{jj}^{(l-1)} + 1
\end{bmatrix}
\]

\[
= \left( \sigma_w^2 K_{ii}^{(l-1)} + 1 \right) \begin{bmatrix}
1, & \cos \theta_{ij}^{(l)}, & 1
\end{bmatrix}
\]

For \( i = j, \Lambda_{ij}^{(l)} = \left( \sigma_w^2 K_{ii}^{(l-1)} + 1 \right) \begin{bmatrix}
1, & 1, & 1
\end{bmatrix} \). By the homogeneity of ReLU, we have

\[
K_{ii}^{(l)} = 2 \mathbb{E}_{(u,v) \sim \mathcal{N}(0, \Lambda_{ii}^{(l)})} [\phi(u)\phi(v)]
\]

\[
= 2 \left( \sigma_w^2 K_{ii}^{(l-1)} + 1 \right) \mathbb{E}_{(u',v') \sim \mathcal{N}(0, \begin{bmatrix} 1 & 1 & 1 \end{bmatrix})} [\phi(u')\phi(v')]
\]

\[
= \left( \sigma_w^2 K_{ii}^{(l-1)} + 1 \right) Q(1)
\]

Note that \( K_{ii}^{(0)} = 0 \), and it is easy to show that for all \( i \in [n] \) and \( l \geq 1 \), it holds

\[
\rho^{(l)} = K_{ii}^{(l)} = \frac{1 - \sigma_w^2}{1 - \sigma_w^2}.
\]

For all \( (i,j) \in [n] \times [n] \), we have

\[
K_{ij}^{(l)} = 2 \mathbb{E}_{(u,v) \sim \mathcal{N}(0, \Lambda_{ii}^{(l)})} [\phi(u)\phi(v)]
\]

\[
= 2 \left( \sigma_w^2 K_{ii}^{(l-1)} + 1 \right) \mathbb{E}_{(u',v') \sim \mathcal{N}(0, \begin{bmatrix} 1 & \cos \theta_{ij}^{(l)} & 1 \end{bmatrix})} [\phi(u')\phi(v')]
\]

\[
= \left( \sigma_w^2 K_{ii}^{(l-1)} + 1 \right) Q \left( \cos \theta_{ij}^{(l)} \right)
\]

Consequently, we prove Eq. (12).

By substituting Eq. (12) into the definition of \( \cos \theta_{ij}^{(l)} \), one can show that

\[
\cos \theta_{ij}^{(l)} = \frac{\sigma_w^2 K_{ij}^{(l-1)} + \frac{1}{d} x_i^\top x_j}{\sigma_w^2 K_{ii}^{(l-1)} + 1} = \left( K_{ij}^{(l-1)} - 1 \right) Q \left( \cos \theta_{ij}^{(l-1)} \right) + \frac{1}{d} x_i^\top x_j.
\]

Therefore, we have

\[
\cos \theta_{ij}^{(l)} = \frac{\left( \rho^{(l)} - 1 \right) Q \left( \cos \theta_{ij}^{(l-1)} \right) + \frac{1}{d} x_i^\top x_j}{\rho^{(l)}}.
\]

Letting \( l \rightarrow \infty \), Eq. (14) is proved. \( \square \)

C.2 Proof of Theorem \[3\]

Proof of Theorem \[3\] (i) About \( \| K - K^{(l)} \|_F \).
By the triangle inequality, we have
\[
\left| K_{ij}^{(l+1)} - K_{ij}^{(l)} \right| \\
= \left| \rho^{(l+1)} Q \left( \cos \theta_{ij}^{(l+1)} \right) - \rho^{(l)} Q \left( \cos \theta_{ij}^{(l)} \right) \right| \\
\leq \left| \rho^{(l+1)} \cos \theta_{ij}^{(l+1)} - \rho^{(l+1)} \cos \theta_{ij}^{(l)} \right| + \left| \rho^{(l)} \cos \theta_{ij}^{(l)} - \rho^{(l)} \cos \theta_{ij}^{(l)} \right| \\
\leq \rho^{(l+1)} \left| \cos \theta_{ij}^{(l+1)} - \cos \theta_{ij}^{(l)} \right| + \left| \rho^{(l)} - \rho^{(l+1)} \right| \\
= \sigma^2_w G_{ij}^{(l)} + \frac{1}{d} x_i^\top x_j - \left( \sigma^2_w G_{ij}^{(l-1)} + \frac{1}{d} x_i^\top x_j \right) + \left| 1 - \frac{\sigma^2_w 2^l}{1 - \sigma^2_w} \right| \\
\leq \sigma^2_w \left| K_{ij}^{(l)} - K_{ij}^{(l-1)} \right| + 2 \sigma^2_w ,
\]
where the first equality follows from the fact that \( \rho^{(l+1)} = \frac{\sigma^2_w G^{(l)}}{\sigma^2_w G_{ij}^{(l)} + d-1 x_i^\top x_j} + 1 \), and \( \cos \theta_{ij}^{(l+1)} = \frac{\sigma^2_w G_{ij}^{(l)} + d-1 x_i^\top x_j}{\sigma^2_w G_{ij}^{(l)} + 1} \).

Secondly, using the fact that \( |Q(x)| \leq 1 \), we have
\[
\left| \rho^{(l+1)} Q \left( \cos \theta_{ij}^{(l)} \right) - \rho^{(l)} Q \left( \cos \theta_{ij}^{(l)} \right) \right| \leq \left| \rho^{(l+1)} - \rho^{(l)} \right| = \sigma^2_w .
\]

Consequently, for \( l \geq 1 \), it holds that
\[
\left| K_{ij}^{(l+1)} - K_{ij}^{(l)} \right| \leq \sigma^2_w \left| K_{ij}^{(l)} - K_{ij}^{(l-1)} \right| + 2 \sigma^2_w .
\]
This implies that, for \( l \geq 1 \), we have
\[
\left| K_{ij}^{(l)} - K_{ij}^{(l-1)} \right| \leq (2l - 1) \sigma^2_w .
\]

Therefore, it holds that
\[
\left| K_{ij}^{(l)} \right| = O(1 \sigma^2_w ),
\]
which implies that
\[
\left\| K - K^{(l)} \right\|_F = O(n \sigma^2_w l).
\]

(ii) About the positive definiteness of \( K \).

The proof of this part is similar with those of [Oymak and Soltanolkotabi (2020); Nguyen and Mondelli (2020)] which are based on Hermite polynomials. We refer the reader to [Danielewicz et al. (2016)] for a detailed introduction about Hermite polynomials.

Following from Lemma 7, for \( (i, j) \in [n] \times [n] \), it holds that
\[
K_{ij} = \frac{1}{1 - \sigma^2_w} Q(\cos \theta_{ij}) = \frac{1}{1 - \sigma^2_w} \sum_{r=0}^{\infty} \mu^2_r(\phi)(\cos \theta_{ij})^r.
\]
Let $H = [h_1, \ldots, h_n]$ where $h_1, \ldots, h_n$ be unit vectors such that $\cos \theta_{ij} = h_i^\top h_j$ for all $(i, j) \in [n] \times [n]$. It is easy to check that $[(H^\top H)^{(\odot r)})]_{ij} = (h_i^\top h_j)^r$ holds for all $(i, j) \in [n] \times [n]$. Then, $K$ can be rewritten as

$$K = \frac{1}{1 - \sigma_w^2} \sum_{r=0}^{\infty} \mu_r^2(\phi) (H^\top H)^{(\odot r)}.$$  \hfill (20)

Following from Lemma 7, we show that $K$ is a sum of a series of PSD matrices. Thus, it suffices to show that $K$ is strictly positive definite if there exists a $r$ such that $\mu_r^2(\phi) \neq 0$ and $(H^\top H)^{(\odot r)}$ is strictly positive definite.

For any unit vector $v = [v_1, \ldots, v_n]^\top \in \mathbb{R}^n$, it holds that

$$v^\top (H^\top H)^{(\odot r)} v = \sum_{i,j} v_i v_j (h_i^\top h_j)^r$$

$$= \sum_{i,j} v_i v_j (\cos \theta_{ij})^r$$

$$= \sum_i v_i^2 + \sum_{i \neq j} v_i v_j (\cos \theta_{ij})^r$$

$$= 1 + \sum_{i \neq j} v_i v_j (\cos \theta_{ij})^r.$$

Let us define $\beta = \max_{i \neq j} |\cos \theta_{ij}|$. By Eq. (14), it holds that

$$|\cos \theta_{ij}| = \left| \sigma_w^2 Q(\cos \theta_{ij}) + (1 - \sigma_w^2) \frac{1}{d} x_i^\top x_j \right|$$

$$= \left| \sigma_w^2 Q(\cos \theta_{ij}) \right| + \left| (1 - \sigma_w^2) \frac{1}{d} x_i^\top x_j \right|$$

$$< \sigma_w^2 + 1 - \sigma_w^2 = 1.$$

for all $(i, j) \in [n] \times [n]$. The last inequality follows from that facts that $|Q(x)| \leq 1$ for $|x| \leq 1$ and $\max_{i \neq j} (\frac{1}{d} x_i^\top x_j) < 1$ (by Assumption 2). Therefore, it holds that

$$\beta < 1.$$

Taking $r > - \frac{\log(n)}{\log(\beta)}$, we have

$$\left| \sum_{i \neq j} v_i v_j (\cos \theta_{ij})^r \right| \leq \sum_{i \neq j} |v_i v_j| |\beta|^r \leq \left( \sum_i |v_i| \right)^2 |\beta|^r \leq n \beta^r < 1.$$

By Weyl’s inequality, it holds that $v^\top (H^\top H)^{(\odot r)} v > 0$, i.e. $(H^\top H)^{(\odot r)}$ is positive definite. Following from Lemma 7, it holds that $\mu_r^2(\phi) > 0$. Therefore, the positive definiteness of $K$ is proved.

D PROOF FOR SECTION 4.2

D.1 Proof of Theorem 4

Proof: Using standard bounds on the operator norm of Gaussian matrices, it holds w.p. $\geq 1 - \exp(-m),$

$$\left\| z_i^{(l+1)} - z_i^{(l)} \right\|_2 \leq 2 \sqrt{2} \sigma_w \left\| z_i^{(l)} - z_i^{(l-1)} \right\|_2,$$

Therefore, it holds that

$$\left\| z_i^{(l)} - z_i^{(l-1)} \right\|_2 = \mathcal{O}(\left\| z_i^{(1)} \right\|_2).$$
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and

\[ \|z_i - z_i^{(l)}\|_2 = O\left(\left(2\sqrt{2}\sigma_w\right)^l \|z_i^{(1)}\|_2 \right). \]

For \( z_i^{(1)} \), we have

\[ \mathbb{E}\left[\frac{1}{m} (z_i^{(1)})^\top z_i^{(1)}\right] = \mathbb{E}\left[\frac{1}{m} \phi(Ux_i)^\top \phi(Ux_i)\right] = 1. \]

Using Bernstein inequality, it holds w.p. \( \geq 1 - \exp\{-\Omega(m^2)\} \)

\[ \left|\frac{1}{m} (z_i^{(1)})^\top z_i^{(1)} - 1\right| \leq t. \]

Consequently, we have

\[ |G_{ij} - G_{ij}^{(l)}| = \left|z_i^\top z_j - (z_i^{(l)})^\top (z_j^{(l)})\right| \]

\[ \leq \|z_i\|_2 \|z_j - z_i^{(l)}\|_2 + \|z_i^{(l)}\|_2 \|z_i - z_j^{(l)}\|_2 \]

\[ \leq C \left(2\sqrt{2}\sigma_w\right)^L m (1 + \sqrt{t}). \]

where \( C \) is an absolute positive constant. Lastly, letting \( t \) be an absolute positive constant, we prove Theorem 4 by applying the simple union bound. \( \square \)

E PROOF FOR SECTION 4.3

In this section, we define \( \hat{G}_{ij}^{(l)} = E_{w \sim \mathcal{N}(0, I)}[\phi(w^\top h)\phi(w^\top h')] \). Combining Lemma 7 and the homogeneity of ReLU, we write \( \hat{G}_{ij}^{(l)} \) as

\[ \hat{A}_{ij}^{(l)} = h^\top h' \]

\[ \cos \hat{\theta}_{ij}^{(l)} = \frac{\hat{A}_{ij}^{(l)}}{\sqrt{\hat{A}_{ii}^{(l)} \hat{A}_{jj}^{(l)}}} \]

\[ \hat{G}_{ij}^{(l)} = \sqrt{\hat{A}_{ii}^{(l)} \hat{A}_{jj}^{(l)}} Q(\cos \hat{\theta}_{ij}^{(l)}) \]

By the triangle inequality, we have

\[ \left|\frac{1}{m} G_{ij}^{(l)} - K_{ij}^{(l)}\right| \leq \left|\frac{1}{m} G_{ij}^{(l)} - \hat{G}_{ij}^{(l)}\right| + \left|\hat{G}_{ij}^{(l)} - K_{ij}^{(l)}\right|. \]  (21)

E.1 Proof of Theorem 5

Lemma 9. For \( i = j \), with probability at least \( 1 - l \exp\{-\Omega(m\varepsilon^2) + O\left(\frac{1}{L}\right)\} \), it holds that

\[ \left|\frac{1}{m} G_{ii}^{(l)} - K_{ii}^{(l)}\right| \leq \varepsilon, \]  (22)

or equivalently, \( \left|\frac{1}{m} G_{ii}^{(l)} - \rho_{ii}^{(l)}\right| \leq \varepsilon. \)
Proof. Following Lemma 4, we reconstruct $G^{(l+1)}_{ii}$ as
\[ G^{(l+1)}_{ii} = \phi (Mh)^\top \phi (Mh), \]
where $\|h\|_2^2 = h^\top h = \frac{\sigma^2}{m} G^{(l)}_{ii} + 1$.

(1) For fixed $h$, by the standard Bernstein inequality, it holds w.p. $\geq 1 - \exp\{-\Omega(m\varepsilon^2)\}$,
\[ \left| \frac{1}{m} G^{(l+1)}_{ii} - G^{(l+1)}_{ii} \right| \leq \varepsilon. \]

(2) For all $h$, note that the $\varepsilon$-net size is at most $\exp\{O(l \log \frac{1}{\varepsilon})\}$. Therefore, it holds w.p. $\geq 1 - \exp\{-\Omega(m\varepsilon^2) + O(l \log \frac{1}{\varepsilon})\}$,
\[ \left| \frac{1}{m} G^{(l+1)}_{ii} - G^{(l+1)}_{ii} \right| \leq \varepsilon. \]

(3) Substitute the choice of $h$ such that $h^\top h = \frac{\sigma^2}{m} G^{(l)}_{ii} + 1$. We have
\[ \left| \frac{1}{m} G^{(l+1)}_{ii} - G^{(l+1)}_{ii} \right| = \sigma_w^2 \left| \frac{1}{m} G^{(l)}_{ii} - K^{(l)}_{ii} \right|. \]

And we have, w.p. $\geq 1 - \exp\{-\Omega(m\varepsilon^2) + O(l \log \frac{1}{\varepsilon})\}$,
\[ \left| \frac{1}{m} G^{(l+1)}_{ii} - K^{(l+1)}_{ii} \right| \leq \left| \frac{1}{m} G^{(l)}_{ii} - G^{(l)}_{ii} \right| + \left| G^{(l+1)}_{ii} - G^{(l+1)}_{ii} \right| \leq \sigma_w^2 \left| \frac{1}{m} G^{(l)}_{ii} - K^{(l)}_{ii} \right| + \varepsilon \]
which implies that with probability at least $1 - l \exp\{-\Omega(m\varepsilon^2) + O(l \log \frac{1}{\varepsilon})\}$, we have
\[ \left| G^{(l)}_{ii} - K^{(l)}_{ii} \right| \leq \frac{1 - \sigma_w^2}{1 - \sigma_w^2 \varepsilon}. \]

Lemma 10. For $i \neq j$, with probability at least $1 - l^2 \exp\{-\Omega(m\varepsilon^2) + O(l \log \frac{1}{\varepsilon})\}$, it holds that
\[ \left| \frac{1}{m} G^{(l)}_{ij} - K^{(l)}_{ij} \right| \leq \varepsilon. \]

Proof. Following Lemma 4, we reconstruct $G^{(l+1)}_{ij}$ as
\[ G^{(l+1)}_{ij} = \phi (Mh^\top \phi (Mh'), \]
where $h^\top h' = \frac{\sigma^2}{m} G^{(l)}_{ij} + \frac{1}{m} x_i^\top x_j$.

(1) For fixed $h$ and $h'$, by the standard Bernstein inequality, we have w.p. $\geq 1 - \exp\{-\Omega(m\varepsilon^2)\}$
\[ \left| \frac{1}{m} G^{(l+1)}_{ij} - G^{(l+1)}_{ij} \right| \leq \varepsilon. \]

(2) For all $h, h'$, note that the $\varepsilon$-net size is at most $\exp\{O(l \log \frac{1}{\varepsilon})\}$. Therefore, w.p. $\geq 1 - \exp\{-\Omega(m\varepsilon^2) + O(l \log \frac{1}{\varepsilon})\}$, it holds that
\[ \left| \frac{1}{m} G^{(l+1)}_{ij} - G^{(l+1)}_{ij} \right| \leq \varepsilon. \]
Moreover, note that

\[ n \text{Combing Lemmas 9 and 10 with the standard union bound, we have} \]

\[ \text{Now we are ready to prove Theorem 5.} \]

By applying the induction argument, one can show that for \( l \)

\[ \text{Substituting the choice of } \Omega \]

\[ \text{Thus, it holds that} \]

From the definition of \( \hat{G}^{(l)}(i) \), it holds that \( \hat{A}^{(l+1)}_{ij} \) = \( \frac{\sigma^2}{m} G^{(l)}_{ij} + 1 \). Applying Lemma 9, it holds w.p. \( 1 - l \exp \{-\Omega(m \varepsilon^2) + O(l \log \frac{1}{\varepsilon})\} \),

\[ \left| \sqrt{\hat{A}^{(l+1)}_{ii} A^{(l+1)}_{jj}} - \rho^{(l+1)} \right| = \left| \sqrt{\left( \frac{\sigma^2}{m} G^{(l)}_{ii} + 1 \right) \left( \frac{\sigma^2}{m} G^{(l)}_{jj} + 1 \right)} - \left( \frac{\sigma^2}{m} K^{(l)}_{ii} + 1 \right) \right| \leq \varepsilon. \]

Moreover, note that \( \sqrt{\hat{A}^{(l+1)}_{ii} A^{(l+1)}_{jj}} \cos \theta^{(l+1)}_{ij} = \hat{A}^{(l+1)}_{ij} = \frac{\sigma^2}{m} G^{(l)}_{ij} + \frac{1}{d} x_i^\top x_j \) and \( \rho^{(l+1)} \cos \theta^{(l+1)}_{ij} = \frac{\sigma^2}{m} K^{(l)}_{ij} + \frac{1}{d} x_i^\top x_j \). Thus, it holds that

Thus, w.p. \( 1 - l \exp \{-\Omega(m \varepsilon^2) + O(l \log \frac{1}{\varepsilon})\} \), it holds that

\[ \left| G^{(l+1)}_{ij} - K^{(l+1)}_{ij} \right| \leq \sigma^2_w \left| G^{(l)}_{ij} - K^{(l)}_{ij} \right| + \varepsilon. \]

Consequently, w.p. \( 1 - l \exp \{-\Omega(m \varepsilon^2) + O(l \log \frac{1}{\varepsilon})\} \), we have

\[ \left| \frac{1}{m} G^{(l+1)}_{ij} - K^{(l+1)}_{ij} \right| \leq \left| \frac{1}{m} G^{(l+1)}_{ij} - G^{(l)}_{ij} \right| + \left| G^{(l+1)}_{ij} - K^{(l)}_{ij} \right| \leq \varepsilon + \sigma^2_w \left| G^{(l)}_{ij} - K^{(l)}_{ij} \right|. \]

By applying the induction argument, one can show that for \( l \geq 1 \), it holds w.p. \( 1 - l^2 \exp \{-\Omega(m \varepsilon^2) + O(l \log \frac{1}{\varepsilon})\} \),

\[ \left| \frac{1}{m} G^{(l)}_{ij} - K^{(l)}_{ij} \right| \leq \varepsilon. \]

Now we are ready to prove Theorem 5.

**Proof of Theorem 5** Combing Lemmas 9 and 10 with the standard union bound, we have w.p. \( 1 - n^2 l^2 \exp \{-\Omega(m \varepsilon^2) + O(l \log \frac{1}{\varepsilon})\} \)

\[ \left\| \frac{1}{m} G^{(l)} - K^{(l)} \right\| \leq n \varepsilon. \]
Take $\varepsilon = \left(2\sqrt{2\sigma_w}\right)^I$ and notice that $\sigma_w^2 < \frac{1}{8}$. It holds w.p. $\geq 1 - n^2 l^2 \exp\{-\Omega(8^I\sigma_w^2 m) + O(l^2)\} \geq 1 - n^2 \exp\{-\Omega(8^I\sigma_w^2 m) + O(l^2)\}$, $\frac{1}{m} G^{(i)} - K^{(i)} \stackrel{F}{=} O\left( n \left(2\sqrt{2\sigma_w}\right)^I \right)$. 

□