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Abstract

This paper presents a novel shape-optimization technique for the design of mixing elements in single-screw extruders. Extruders enable the continuous production of constant-cross-section profiles. Equipped with one or several screw-shaped rotors, the extruder transports solid polymer particles towards the outlet. Due to shear heating, melting is induced and a melt stream is created, which can be further processed. While many variants of multi-screw extruders exist, a significant share of all extrusion machines is made up of single-screw extruders due to their comparatively low operating costs and complexity. While the reduced complexity yields economic benefits, single-screw extruders’ mixing capabilities, i.e., their ability to produce a melt with a homogeneous material and temperature distribution, suffer compared to multi-screw extruders. To compensate for this shortcoming, so-called mixing elements are added to the screw to enhance dynamic mixing by recurring flow reorientations. In view of the largely unintuitive flow characteristics of polymer melts, we present an optimization framework that allows designing these mixing elements numerically based on finite-element simulations of the melt flow. To reduce the computational demand required by shape optimization of a complete mixing section, we only focus on the shape optimization of a single mixing element. This paper presents advances in three aspects of numerical design: (1) A combination of free-form deformation and surface splines is presented, allowing to parameterize the mixing element’s shape by very few variables. (2) The combination of this concept with a linear-elasticity-based mesh update method to deform the computational domain without the need for remeshing is demonstrated. (3) A simple yet robust and sensitive new objective formulation to assess distributive mixing in laminar flows based on a measure for the interfacial area is proposed for the optimization.
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1. Introduction

In plastics processing, it is very common to generate plastics melt in screw-based units. One example are single-screw extruders, which are used to provide constant and homogeneous melt streams within profile extrusion. As another example, we refer to the injecting molding, and its screw-based plasticating units. Starting point are always solid polymer pellets, which are continuously inserted into the screw unit, whose purpose is to melt, mix, and pump the polymer material \textsuperscript{[1]}. For screw units, two design categories are popular: single-screw and twin-screw versions. It can be observed that single-screw extruders are more commonly used. This is mainly due to their easy and economical installation and operation. However, they also suffer from the drawback that the provided melt stream is inferior to twin-screw extruders in terms of homogeneity of both physical properties of the base melt or blends and distribution of additives. This often has a negative impact on the quality of the final plastics product. This situation is amplified by the fact that many additives can only be mixed into the fully molten material; and therefore are added towards the end of the extruder screw. In order to still achieve a homogeneous distribution of the additive within the melt, special screw elements that are responsible for mixing are included in this area.
Depending on the desired effects, we frequently distinguish between two types of mixing: dispersive and distributive mixing. While dispersive mixing describes breaking down agglomerates reducing particle clusters, distributive mixing describes homogenizing the particle distribution within the melt. In this work, we focus on enhancing distributive mixing by numerical design.

While achieving good mixing in turbulent flows is a comparably well-understood problem, obtaining similar effects in laminar flows – exactly the flow type predominant in extruders due to the high viscosity of polymer melts – is more challenging. In particular, within extruders, diffusion and turbulence are negligible, and shear remains the only dominant mixing mechanism [2]. Consequently, for the design of extruders, the theory of laminar mixing is particularly relevant [2, 3, 4]. Based on these findings, we can derive the design principles for extruder screws in general, and in particular for the mixing sections [1, 5]. In these mixing sections, obstacles – often cylindrically or rhomboidally shaped – are added to the screw as so-called dynamic mixing elements. Despite a long history of the field, the great variety of these mixing elements reported, e.g., by Gale [6], or Campbell and Spalding [7] indicate that designing an optimal mixing element shape is still an unsolved task. A good overview of recent works towards assessing the various designs and current approaches to create improved mixing elements can be found in [8].

In recent years, the design of mixing elements is increasingly aided by numerical simulation. Potente and Többen, e.g., investigate different designs of the Maddock mixer using unwound screw channels [9]. Over 5000 finite-element simulations are conducted to derive a functional that relates the pressure-throughput behavior of the studied mixers to specific design quantities like the helix angle. The study can be considered a first step in the direction of reduced-order modeling. Another example is the work by Celik et al. who – based on simulations – assess distributive mixing based on particle-tracking and dispersive mixing based on particle deformations [10]. Finite-element simulations are also used by Marschik et al. [11], as well as Roland et al. [12] to investigate the isothermal flow field around blockhead mixing screws and pineapple mixers, respectively. Both works also conduct computational design studies of the analyzed mixers.

In the literature listed above, the focus lies on the comparison of different, yet predefined mixing-element designs. Utilizing numerical methods to perform an actual design optimization is still out of reach. Instead, design optimization is so far primarily performed based on physical experiments.

Conversely, in many other areas, numerical design based on finite-element simulations is already very mature. Such simulation-based design frameworks – given that suitable initial designs are often available – typically rely on shape optimization. One essential aspect of shape optimization is finding suitable parameterizations of the computational domain. Among the common choices are radial basis functions [13, 14], neural networks [15], and free-form deformation [16, 17]. Also very widely used are parameterizations based on the spline-definition within CAD models. Using a linear-elasticity-based mesh update method to connect the boundary shape modifications to updates of the volumetric computational mesh, this technique is used by Elgeti et al. in the context of shape optimization of extrusion dies [18]. While these approaches are employed to find a low-dimensional parameterization, Hojjat et al., in contrast, focus on an extremely versatile shape parameterization using vertex-based shape modifications [19]. Due to the huge number of optimization variables, the vertex-based approach, however, relies upon the high efficiency of adjoint methods for shape optimization.

In view of these advances in numerical design, this study’s purpose is bridging the still existing gap between analysis and design in the field of mixing elements applying current methods of numerical shape optimization. In particular, we aim to shape-optimize an individual mixing element rather than a complete mixing section. The design is based on a representative subproblem: Instead of considering the flow through the entire mixing section, the optimization is based on a single mixing element. The paper is structured as follows: First, we review the general problem statement and introduce a novel objective formulation for distributive mixing in Sec. 2. In Sec. 3, we review Free-Form Deformation as a universal shape parameterization tool, before we outline the governing equations of the investigated flow and mesh-update problems in Sec. 4. The specific geometrical set-up is introduced in Sec. 5, leading up to the application case and corresponding experimental validation in Sec. 6. Finally, we conclude with a discussion of further steps in Sec. 7.

2. Shape optimization problem

To derive a computational model, we first review the general problem of designing mixing sections, which is: Find the optimal form, distribution, and number of mixing elements such that mixing is enhanced.
This problem can be mathematically formulated as a Partial Differential Equation (PDE)-constrained linear programming problem, which takes the following form:

\[
\begin{align*}
\min_{\alpha} & \quad J(\alpha) \\
\text{s.t.} & \quad F(\alpha) = 0 \quad \text{in } \Omega(\alpha), \quad (1a) \\
& \quad \alpha_i \geq \alpha_{\min,i}, \quad i = 1, \ldots, n_\alpha, \quad (1c) \\
& \quad \alpha_i \leq \alpha_{\max,i}, \quad i = 1, \ldots, n_\alpha. \quad (1d)
\end{align*}
\]

Here, \( J \) denotes the objective function – in this scenario describing the mixing quality –, \( \alpha \) the optimization parameters – here describing the form and distribution of mixing elements –, and \( F \) the PDE constraints defined on the computational domain \( \Omega \) – here, the PDE describes the flow solution inside the extruder. Furthermore, Eqs. (1c) and (1d) allow for bound constraints on the optimization parameters. Solving (1) yields the optimal mixing section's shape with respect to the chosen objective function. Due to the complexity of the considered problem, we restrict the optimization to an appropriate submodel, which will be described in the next section along with an illustration of the choices for \( J, \alpha, \) and \( F \).

2.1. Submodel choice

In an ideal situation, one would try to solve the general problem as stated above, thereby optimizing the complete mixing section consisting of several mixing elements. The problem with this approach is the curse of dimensionality. To simultaneously enable a varying number and position of all mixing elements, a very detailed shape parameterization is required.

These drawbacks motivate a split of the shape optimization problem, which is outlined by Eusterholz and Elgeti in [20] and reviewed in the following: Instead of solving one global shape optimization problem, we propose to solve two smaller problems sequentially: (1) Shape optimize a single mixing element using standard spline-based methods to determine an optimized shape, and (2) distribute these mixing elements on the screw body subsequently. With this, the final setup is one linear programming and one mixed integer programming problem. While both problems, being PDE-constrained, remain computationally expensive, the proposed split allows separating the many variables needed to shape-optimize a mixing element from the integer variables determining the number of elements. This split reduces the computational complexity of the optimization problem and allows to set up two simulations, each tailored to the different optimizations, yielding further performance gains. In this paper, we focus on the first, i.e., the mixing-element optimization, and demonstrate how the proposed framework already increases the extruder’s performance.

2.2. Objective function for distributive mixing

Whether or not a screw performs well will in this work be measured by it’s ability to enhance distributive mixing. To quantify mixing, scalar measures \( J \) need to be found. While the actual implementation will be described in Sec. 4, the proposed measure’s physical motivation is described in the following.

Typical measures for distributive mixing used in simulation often rely on tracking massless particles convected with the flow. Using the traces of these particles, distributive mixing is often evaluated based on residence time distribution or the concentration’s standard deviation, as summarized in [17]. Other measures inspired by Danckwerts’ early work [21] utilize pairwise correlation functions [22, 23, 24]. An improvement to such correlation functions was proposed by the group of Manas-Zloczower introducing Renyi entropies [23, 24]. While all these measures have proven to be suitable to assess mixing in well-mixed systems, we faced difficulties using such mixing indices to measure only subtle mixing increases. Since in our submodel, mixing is expected to be only slightly enhanced – as a consequence of investigating the influence of only a single mixing element – we revisit experimental evidence to propose a different measure. One common mixing measure in experiments is the increase in interfacial area. Using the interfacial area as a mixing measure is motivated by the observation that alternating layers of two materials become indistinguishable as soon as their so-called striation thickness approaches zero. As found in various studies [2, 3, 6, 25, 26] the striation thickness, or its inverse the interfacial area, is a well-known and proven quantifier for distributive laminar mixing [2]. Starting from the experimental reliability of this parameter, we derive an estimator that allows us to quantify the interface enlargement for moderate flow reorientations.
To estimate the interface enlargement numerically, we define rectangular areas at the inflow of the computational domain, track them towards the outflow, and compare their perimeter length before and after passing a mixing element. It should be noted that from a fluid mechanics point of view, in this approach we determine the increase of the cross-section perimeter length between the inlet and the outlet from the computational domain of different stream tubes. A distortion of the stream tube leads to larger perimeter increases and enlarged interfacial areas after flowing around a mixing element. A detailed description of the implementation and numerical approximations of this concept is given in Sec. 4.3.

3. Shape parameterization

The shape parameterization, i.e., the choice of optimization variables controlling the shape deformation, is essential for an effective yet fast shape optimization. One possible shape parameterization is given by the finite element mesh itself. However, the resulting large number of optimization variables requires sophisticated adjoint solvers [19]. Due to given constraints on the utilized code, but primarily motivated by the use of commercial simulation software in the industry, our approach relies on "black-box" optimization techniques, where we do not require an analytical evaluation of the Jacobian of our optimization problem [1]. While many techniques exist to solve such black-box optimization problems, a standard limitation is that the number of optimization variables has to be kept small. One way to ensure such a small number of optimization variables is using CAD shape representations. In using such CAD data, the key idea is to utilize the already existing geometry description based on non-uniform rational B-Splines (NURBS). These splines are based on a polynomial interpolation of typically only a few control points, which may be directly used as optimization variables [18]. For a thorough description of NURBS's theory, the reader is referred to the book of Piegl and Tiller [27]. With regard to the optimization of complete mixing sections it should be noted that although using CAD splines works well for shape optimizations where only minor shape changes are expected, it is in general not suitable for the shape optimization of mixing sections. The reason why mixing sections need a more versatile shape parameterization is that the number and position of the mixing parts should be variable. While CAD splines generally allow the deformation of existing geometry features, they do not offer the required variability to add new features, i.e., new mixing elements. Adding and subtracting mixing elements, however, may be achieved using trimmed NURBS, i.e., Boolean additions of multiple splines. Unfortunately, Boolean operations leads to more complex Mixed Integer Programming problems. In this work, however, we only focus on the single-mixing-element shape optimization as described in Sec. 2.1. Thus, a first reduction of the number of shape parameters can be achieved by limiting the parameterization to the surface representation of the mixing element; this can be viewed as an extension of Elgeti et al. [18]. However, even with this restriction to surface representations, the underlying NURBS models may still have to be reworked in order to ensure an appropriate, yet efficient enough resolution of the surface parameterization. In order to avoid this step, we resort to free-form deformation (FFD) [28], in this approach, the surface is embedded into a volume spline. Due to the individualizable choice of the number of control points of the volume spline, the number of optimization parameters can be selected by the user while at the same time, all deformations are guaranteed to be smooth. FFD is a shape deformation technique that is used in various fields to allow for either (a) a large parameter reduction or (b) smooth deformations.

The general three-step FFD workflow is depicted in Fig. 1. First, the object under consideration is embedded into a volume spline of arbitrary dimension; meaning that every point coordinate $x$ on the object is mapped to a specific parametric coordinate in the volume spline, denoted as $\Phi^{-1}(x)$. During the shape optimization process, the control points of the volume spline can be displaced, leading to a continuous displacement field which finally smoothly maps every initial surface point to a new, deformed configuration. This displacement is denoted via the deformation operator $D$. The resulting coordinates of the deformed object can be computed as

$$\hat{x} = D \circ \Phi (\phi^{-1}(x)).$$

Note that in the general case, $\Phi^{-1} : x \mapsto \xi$ can be obtained using Newton’s method solving $x = \Phi(\xi)$. Due to its aforementioned properties, FFD has recently gained much attention in shape optimization, often combined with model order reduction techniques [16] [17] [29]. In our case, we primarily utilize FFD to provide a robust interface to arbitrary CAD splines. The final and necessary reduction in parameters is achieved by defining a set of admissible degrees of freedom in advance that relates the movement of control point groups.
4. Governing equations

In this section, we describe the governing equations of the computational model. Next to the flow equations, this includes a PDE for mesh adaptation, and a transport equation to mimic particle tracking. Furthermore, we outline the discretization approach.

4.1. Flow equations

The governing equations for the computational model are the steady incompressible Navier-Stokes equations:

\[ \rho (u \cdot \nabla) u - \nabla \cdot \sigma = 0 \quad \text{in } \Omega, \]  
\[ \nabla \cdot u = 0 \quad \text{in } \Omega, \]  
\[ u = u_D \quad \text{on } \Gamma_{D,u}, \]  
\[ n \cdot \sigma = h_n \quad \text{on } \Gamma_{N,u}. \]

combined with a steady heat equation

\[ \rho c_p u \cdot \nabla T - \lambda \Delta T + \sigma \cdot \nabla u = 0 \quad \text{in } \Omega, \]  
\[ T = T_D \quad \text{on } \Gamma_{D,T}, \]  
\[ q = h_T \quad \text{on } \Gamma_{N,T}. \]

Here, \( q = -\lambda \nabla T \) denotes the heat flux, and \( \Gamma_{D,u} \) and \( \Gamma_{N,u} \) denote the Dirichlet and Neumann part of the boundary of the domain \( \Omega \) for the respective variables \( u \) – the flow field – and \( T \) – the temperature – represented by the
placeholder □. Using the same placeholder, \( h^\triangledown \) denotes the respective Neumann boundary fluxes. The material parameters density, specific heat, and thermal conductivity are given as \( \rho \), \( c_p \), and \( \lambda \). Finally using the rate-of-strain tensor, \( \varepsilon (\triangledown) = \frac{1}{2} \left( \nabla \triangledown + \nabla \triangledown^T \right) \), and the pressure \( p \), the stress tensor for Newtonian fluids, \( \sigma \), is modeled as:

\[
\sigma = -pI + 2\eta \varepsilon \left( \mathbf{u} \right).
\]

(5)

Both equation systems are coupled through viscous dissipation and the constitutive model for the viscosity \( \eta \) which depends on the shear rate \( \dot{\gamma} = \sqrt{2\varepsilon \left( \mathbf{u} \right)} \). As a constitutive model for the viscosity, we consider the three-parameter Carreau model [30] which, using the notation of [31], can be written as:

\[
\eta \left( \dot{\gamma} \right) = \frac{A}{(1 + B\dot{\gamma})^C},
\]

(6)

where \( A \) denotes the viscosity at zero shear rate, \( \frac{1}{B} \) indicates the transition to the shear-thinning regime and \( C \) describes the rate at which the viscosity decreases. While pressure corrections for the viscosity are not taken into account, a Williams-Landel-Ferry temperature correction is employed. Following the notation of Osswald and Rudolph [32], and noting that \( A = \eta_0 \), a correction for \( A \) is given as:

\[
\log \frac{A \left( T \right)}{A \left( T^* \right)} = \frac{8.86 \left( T^* - T_s \right)}{101.6 + T^* - T_s} - \frac{8.86 \left( T - T_s \right)}{101.6 + T - T_s}.
\]

(7)

In this temperature correction, \( T^* \) denotes the measurement temperature at which material parameters are determined and \( T_s \) denotes a reference temperature often chosen as a constant or pressure-dependent offset to the glass transition temperature.

4.2. Mesh adaptation

In Sec. 3 we introduced our approach to FFD, which is applied to the CAD surface representation. This entails a total of three steps until a volume mesh suitable for finite-element flow computations is obtained: (1) update the CAD representation using FFD, (2) adapt the spline surface mesh, \( \Gamma_{\text{spline}} \), accordingly by reevaluating the spline at the parametric coordinates connected to the FEM nodes, and (3) adjust the volume mesh to this deformation in order to enhance mesh quality. Step (3) is performed using the Elastic Mesh Update Method (EMUM) as described by Johnson and Tezduyar [33]. In EMUM, the volume mesh is treated as an elastic body reacting to displacements imposed at its boundaries. These displacements are exactly the displacements of the surface mesh (cf. Step (2)). EMUM’s governing equations, with the displacement \( z \) being the unknown, are given in Eqs. (8) to (9):

\[
\nabla \cdot \sigma_{\text{mesh}} = 0,\]

(8)

\[
\sigma_{\text{mesh}}(z) = \lambda_{\text{mesh}} \left( \text{tr} \varepsilon(z) \right) I + 2\mu_{\text{mesh}} \varepsilon(z).
\]

(9)

Note that \( \lambda_{\text{mesh}} \) and \( \mu_{\text{mesh}} \) are no longer used in their original sense as Lamé parameters, but they can be employed as free parameters that influence the mesh quality. To achieve optimal mesh relaxation, the boundary is partitioned into three parts as \( \Gamma = \Gamma_{\text{spline}} \cup \Gamma_{\text{fixed}} \cup \Gamma_{\text{slip}} \) as shown in Fig. 3. Tangential movement is allowed on \( \Gamma_{\text{slip}} \), whereas we restrict any movement on \( \Gamma_{\text{fixed}} \), and prescribe the displacement obtained from the spline deformation on \( \Gamma_{\text{spline}} \). Using this approach, we are able to use boundary-conforming meshes without the need for remeshing.

4.3. Mixing assessment using advection-based particle tracking

In Sec. 2.2 the novel objective formulation based on the deformation of stream tubes during the mixing is introduced. Based on this knowledge, in this section, we elaborate on how such an objective formulation can be implemented.

In general, stream tubes can be approximated via a discrete set of streamlines, which in turn can be determined by tracking a set of massless particles. However, the integration of particle paths is prone to errors, especially in the presence of no-slip boundary conditions. Therefore, instead of tracking individual particles, we consider each particle
as a scalar value that is advected through the flow field. In the following, we will explain how we set up the advection problems to study the movement of single particles.

First, we define a sampling region \( \Gamma_s \) as a portion of the inflow boundary \( \Gamma_{in} \) located upstream of the mixing element. This choice is depicted in Fig. 3 as the dotted area and marks the starting point of the evaluated stream lines. We restrict the sampling area to this area of the inflow to limit the computational demand. We choose this specific placement since we expect most mixing to happen in the vicinity of the mixing element. Within the sampling area, we refine the mesh such that the support of each shape function is reduced. To mimic a particle tracking approach, we then solve a set of steady advection equations for the scalar property \( c_j \):

\[
\begin{align*}
\mathbf{u} \cdot \nabla c_j &= 0 \quad \text{in} \quad \Omega, \\
c_j &= 0 \quad \text{on} \quad \Gamma_{in} \setminus \Gamma_s, \\
c_j(\mathbf{x}_i) &= \delta_{ij} \quad \forall \mathbf{x}_i \in \Gamma_s,
\end{align*}
\]

where \( j \) indicates an iteration over each mesh node located inside the sampling area \( \Gamma_s \). This approach leads to a set of \( n \) distributions of \( c_j \), \( j \in [1, n] \) at the outflow domain, with \( n \) being the number of nodes in \( \Gamma_s \). We make the assumption that given a sufficient resolution of \( \Gamma_{out} \), regardless of numerical diffusion, the maxima of \( c_j \) at \( \Gamma_s \) and \( \Gamma_{out} \) correspond to the same streamline. This notion of streamlines allows correlating particle positions between in- and outflow as a set of particle movement vectors. Projecting these vectors onto the outflow boundary plane, \( \Gamma_{out} \), one arrives at a set of two-dimensional displacement vectors \( \mathbf{d}_j : \mathbf{x}(\max c_j)_{\Gamma_{in}} \mapsto \mathbf{x}(\max c_j)_{\Gamma_{out}} \) that defines an inflow to outflow mapping for each particle.

In the limit of vanishing element sizes, this approach constructs a linear mapping \( A \), such that

\[
c(\mathbf{x}_{\text{out}}) = Ac(\mathbf{x}_{\text{in}}).
\]

In theory, using Eq. (13) enables applying correlation techniques known from image processing. Such methods, in general, quantify the correlation between inflow and outflow, but in addition allow investigating at which length scales mixing is enhanced. In the discretized framework, however, it is found that the condition that any two streamlines must not cross each other can be violated, especially when only evaluating the positions of maximal concentration \( \mathbf{x}(\max c_j) \).

To instead quantify laminar mixing based on the displacement vectors \( \mathbf{d} \), several options exist. Primitive choices like averaged \( L_1 \) or \( L_2 \) norm cannot predict mixing properly, especially since such measures indicate increased mixing even in cases where the melt is subjected to a uniform translational displacement. While a sensitivity against this can be incorporated by evaluating \( \text{var}(\mathbf{d}) \), we found that no combination of any of these measures is globally monotonous and sensitive at the same time. Therefore, we choose to quantify mixing by approximating the increase of the interfacial area between two virtual phases.

As discussed before, split \( \Gamma_s \) into \( m \times n \) rectangular non-overlapping subdomains which resemble stream tubes. The goal, again, is to compare the stream tube’s perimeter between inflow and outflow as a measure of the interfacial area increase. The approach for a total of \( k \) subdomains is as follows: Let \( X_k \) be the set of mesh nodes \( \mathbf{x}_k \) in the \( k \)th subdomain, \( D_k \) the set of displacement vectors \( \mathbf{d} \) for all nodes in \( X_k \), \( C \) an operator to construct the convex hull around a set of points, and \( \mathcal{L} \) a measure for the length of a curve. Then we can approximate the increase in interfacial area as the sum of the increase of all convex hull lengths as:

\[
J = \sum_{k=1}^{nm} \mathcal{L}(C(X_k)) - \mathcal{L}(C(X_k + D_k)).
\]

An illustration is given in Fig. 5 showing the convex hulls at the outflow of \( 2 \times 2 \) initially rectangular subdomains. The restriction to convex hulls here is motivated by the fact that a unique convex hull exists for each set of points, and so do computational frameworks to identify them [34, 35]. It should be noted that the proposed method, though exemplified on a box domain, can not only be applied to arbitrary domains with coplanar in- and outflows but is without modification also applicable to experiments.
4.4. Flow solver

All the presented governing equations for flow, temperature, and concentration fields are discretized using Newton’s method for linearization and Galerkin-Least-Squares (GLS)-stabilized linear finite elements. The resulting equation systems are solved iteratively using a preconditioned GMRES algorithm, implemented into the highly-parallel in-house flow solver. To account for the shear-thinning behavior, we internally couple the flow and heat equations in Gauss-Seidel fashion. Since these concentrations \( c_j \) (cf. Sec. 4.3) do not affect the flow field, we solve those sequentially in a weakly coupled fashion after converging the flow-temperature system. The complete framework consists of the building blocks shown in Fig. 2.

![Diagram of the optimization framework]

Figure 2: Optimization framework including mesh update modules, simulation and optimization driver.

5. Test case generation

In this section, we will introduce the chosen test case. In particular, we explain how this test case is derived as a sub part of the unwound screw channel. Finally, we detail on the utilized boundary conditions and give a list of the chosen material parameters.

In most screws, the flow channel features a regular pattern of several mixing elements. We make use of this pattern and segment the flow channel into non-overlapping rectangular domains such that each domain covers exactly one mixing element. These rectangular domains are the basis for our test case. Since due to the pattern, all such domains are equal, we only consider one.

As explained, the domain is constructed around one mixing element whose orientation is discussed in the following. In contrast to the box domain, the mixing element is not aligned with the \( y \)-axis, but rotated in negative \( z \) direction by \( 5.7^\circ \). This \( z \)-rotation models the mixing element’s angle of attack. This angle approximates the streamlines’ pitch around the screws rotational axis in an actual extruder. The pitch angle’s small magnitude – relating circumferential movement to actual throughput – reveals that the flow inside the extruder mainly follows the screw’s rotational movement. Consequently, we also neglect non-circumferential flow in our model.

The dimensions and general arrangement of our computational model are depicted in Fig. 3, where \( x \) corresponds to the extruder’s rotation axis. As the computational domain resembles a part of the unwound screw, the height matches the flow channel height of an actual 60mm screw, and the width resembles the distance between adjacent mixing elements. The domain length \( L \) is chosen empirically such that no backward flow over \( \Gamma_{\text{out}} \) into the domain occurs and satisfies \( \frac{L}{d} \approx 0.4 \).

The boundary conditions are discussed in the following. From the bore diameter \( d = 60 \text{ mm} \) and a rotational speed of \( 8.8 \text{ min}^{-1} \), we obtain a velocity at the top of \( v = 0.027 646 \text{ m s}^{-1} \). Prescribing this rotational movement at the top – known as barrel rotation or inverse kinematics – might appear intuitively questionable as the resulting flow field does not seem to resemble physical conditions. However, we follow the argumentation of Habla et al. [36], who prove frame invariance of the melt temperature and in general discuss the negligibility of centrifugal and Coriolis forces. At the inflow, we thus prescribe a linear velocity profile \( u = (0, \hat{v}, 0) \), with \( \hat{v} = \frac{0.027646}{0.0075} \text{ m s}^{-1} \). We apply slip boundary conditions on both sides of the flow channel, no-slip on the bottom and mixing element, and a stress-free boundary.
condition at the outflow. For the temperature, we apply Dirichlet boundary conditions on both screw (bottom) and barrel (top) with 494 K, and 488 K respectively.

The material properties correspond to $T^* = 473 \text{ K}$, and a reference temperature of $T_s = 237 \text{ K}$ is specified. The material is characterized by density $\rho = 736 \text{ kg m}^{-3}$, specific heat capacity $c_p = 2900 \text{ J kg}^{-1} \text{ K}^{-1}$, and thermal conductivity $\lambda = 0.4 \text{ W m}^{-1} \text{ K}^{-1}$. Finally, we prescribe $A = 9.472 \text{ Pa s}, B = 0.1871 \text{ s},$ and $C = 0.655$ as the Carreau model parameters.

6. Numerical examples

In this section, we present a validation of the objective function followed by a verification of the complete design approach. We start by assessing the objective function’s monotonicity and sensitivity – two main requirements for successful optimization – before we discuss mesh convergence. We then show numerical results and finally compare them to experimental data.

6.1. Objective evaluation

As stated in Sec. 4.3, we aim to quantify mixing based on the interfacial area. The interfacial area is computed as the summed-up lengths of the convex hulls around $m \times n$ particle sets. To define these particles sets, we first segment the inflow into $m \times n$ rectangular subdomains. Then, we track the particles covered by each of these subdomains and construct their convex hulls again at the outflow. Comparing each convex hull’s length between inflow and outflow, finally, gives a measure of mixing. Assuming $2 \times 2$ rectangular inflow subdomains, possible outflow convex hulls are shown in Fig. 5. Convex hulls, however, might be only an approximation of the actual particle sets’ boundaries. To understand its influence, we start by discussing two primitive flow patterns, and their influence on the initially rectangular convex hulls.

First, we consider a flow skew to the computational domain. Such a flow will simply shift all particles uniformly and will thus not cause mixing. Similarly, all convex hulls are uniformly displaced and thus – with no distortion between in- and outflow – no indication of increased mixing is expected. A second simple scenario is shear, i.e., Couette flow. In Couette flows, the linear velocity profile leads to linearly varying particle displacements and thus increased mixing. Again, the convex hull will follow the particle displacements. However, now, it will be deformed into a parallelogram shape. The parallelogram features an increased perimeter length, and thus correctly indicates increased mixing.

These two scenarios indicate the general applicability of our method for cases in which the particle sets’ boundaries are indeed convex. To further prove the objective’s suitability, we extend our analysis to non-convex situations. We obtain non-convex particle sets using an artificial example in which we mimic the influence of two counter-rotating vortices in the mixing element’s wake. These vortices are modeled as angular displacements. To resemble physically reasonable displacements, a smooth transition to the far field is ensured by scaling the imposed displacement as $\phi = \Delta \phi \max (0, \cos(r))$ as illustrated in Fig. 4. In particular, $r$ is chosen as min $\left(\frac{1}{2}h, \frac{1}{2}w\right)$, and $h$ and $w$ respectively denote the height and width of the shown section. A study with three angular offsets of varying degrees is shown in Fig. 5. In view of the increasing objective function value for increasing displacements, it is clearly visible that the approximate nature of the convex hull appears negligible for small offsets.
Figure 4: Schematic view of the imposed angular displacement imposed by the two vortices plotted over the horizontal domain symmetry line.

Figure 5: Sample convex hulls at $\Gamma_{out}$ constructed for a 2x2 split of the inflow domain $\Gamma_{s}$. Artificial displacements are introduced as rotational offsets, i.e., we first transform all points into polar coordinates and then impose the additional offset $\phi$. For the left half of the domain, we construct polar coordinates around $(\frac{1}{4}w, \frac{1}{2}h)$, whereas for the right half we choose $(\frac{3}{4}w, \frac{1}{2}h)$ which denote the corresponding rotation centers.

After studying the objective function for convex and slightly non-convex particle distributions, the remaining question is how well the objective function behaves for more pronounced flow reorientations. Figure 6 illustrates the results obtained from the vortex example for rotation angles $\Delta \phi$ up to 103.2°. It is seen that even for such strong vortices, the proposed objective function displays sensitivity and monotonic behavior.

Further tests using chaotic, i.e., random, flows are not conducted in view of the flow’s laminarity. Thus, we claim that the proposed objective function is not only justifiable – built on experimental evidence – but also numerically advantageous.
6.2. Mesh convergence study

To define a suitable computational mesh, we study mesh convergence by applying a sample configuration with \( \alpha = 10^\circ \), \( \beta = 15^\circ \), \( \gamma = 45^\circ \), height scaling of \( h = 0.9 \), a shrink ratio of \( s = 1.9 \) and zero global rotation around \( z \). We show convergence plots for the solution of our governing equations, but also of the objective function. More specifically, we focus on the objective function as the actual measure driving our optimization pipeline.

Since no analytical solution is available, we construct a very fine mesh (2.1 \( \times \) 10^6 elements) and compare the nodal relative root mean square error of the projected solution against this reference. To obtain a constant number of particle traces, the resolution at \( \Gamma_s \) and \( \Gamma_{out} \) is kept constant. As can be seen in Fig. 7, even for the coarse mesh, the relative error in the flow variables is below 8\%. Contrary to the small errors for velocity and temperature, the objective function shows a significant dependency on the mesh resolution as depicted in Fig. 8. In particular, the coarsest mesh seems unsuited. However, despite mesh convergence for velocity and temperature, the objective error levels out with increased mesh resolution. The observed plateau indicates that an even finer resolution of \( \Gamma_{out} \) or higher-order interpolation would be needed to track the particles more precisely. However, for the numerical studies, we assume that the obtained accuracy suffices and choose the mesh with 108,863 nodes and 586,076 elements.
6.3. Optimization and experimental verification

In this section we present the verification of the proposed design framework. To verify our approach, we first shape optimize one example mixing element. Then, an existing mixing section is combined with the obtained optimized mixing element, and finally mixing is assessed.

The chosen mixing element’s initial geometry is shown in the top left corner of Fig. 9. The shape optimization is driven by the Dakota library [37]. Dakota provides a variety of optimization algorithms, of which the ncsu_direct algorithm is chosen for its global convergence. After 193 iterations, an optimal configuration is found with an objective value of $J = -0.1078$. It should be noted that this objective function value has no direct physical interpretation. This optimized mixing element, as well as the assembled mixing sections used in the experimental verification, are also shown in Fig. 9.

Using the the initial and the numerically designed mixing sections, we verify our approach experimentally. Therefore, we measure the additive and temperature distribution using the experiment described by Hopmann et al. [8]. The additive distribution is evaluated at the nozzle using the average grey-scale value, $\mu_{\text{grey}}$. A lower value of $\mu_{\text{grey}}$ indicates increased homogeneity.

Given the laminarity of the flow and negligible effects of diffusion and heat conduction [2], it is expected that advection is also the dominant mechanism for heat exchange and thus – despite not being explicitly formulated in the objective – improvements towards a homogeneous temperature distribution will result from our approach. The experimental data, as shown in Figures 10a and 10b, confirms this assumption and shows good agreement with numerical results. Up to 5 °C temperature reduction and 25 % increase in distributive mixing is measured using the shape-optimized mixing element. It should be noted that the experimental results reveal surprisingly satisfying benefits in the off-design region as well.

We study temperature distributions at higher speeds than the design point. This is a consequence of the low design speed which causes high residence times, and thus the temperature distributions are strongly influenced by the extruder’s heat regulation system.

The usage of $\mu_{\text{grey}}$ (the average of all grey-scale values) in place of the typical $\delta_{\text{grey}}$ (the standard deviation of the grey-scale values) stems from the fact that the experimentally determined values of $\delta_{\text{grey}}$ do not reflect the visually
(a) Distributive mixing determined from experimental studies. The optimized geometry performs better not only in the desired, but also for off-design mass flows indicating the ability of the proposed simple objective to isolate and emphasize physically meaningful shape improvements.

(b) Temperature profiles at different radii determined with a thermocouple at 1000% \( \hat{v}_{\text{design}} \). Consistent with 10a, the optimized geometry provides enhanced homogenization of the temperature despite the fixed barrel temperature.

Figure 10: Experimental results obtained from reference and optimized geometry.

apparent differences between the samples. Figure 11 provides a more detailed view: The blue curves depict the distribution of grey-scale values for seven extrudate samples processed with the reference geometry. In contrast, the green curves show the grey-scale values for seven extrudate samples processed with the optimized mixer. A grey-scale value of 0 shows a purely black pixel, a value of 255 a purely white pixel. Above the plots, a representative extrudate sample is shown for both geometries. It is apparent that samples processed with the optimized geometry show a wider black brim along the circumference. In addition, radially distanced concentric black stripes appear on the samples processed with the optimized geometry, but not on the reference samples. This is the consequence of the increase in radial flow in the optimized geometry. However, the grey-scale distribution fails to become broader with the introduction of the optimized geometry. Instead, it appears shifted. Consequently, \( \delta_{\text{grey}} \) is not expected to change, while \( \mu_{\text{grey}} \) drops. In practical terms, this represents darker extrudate samples. As the amount of color batch

Figure 11: Comparison of grey-scale distributions for reference and optimized geometry at the design point for seven different samples with exemplary cross section images. For a detailed description of the experimental setup, the reader is referred to [8].
added remained constant during the experiments, the darkening represents a more efficient spreading of the color batch which is very much in agreement with the definition of good distributive mixing.

7. Conclusions and outlook

In the presented work, a finite-element-based shape optimization framework is developed. Using PDE-based mesh update methods, FFD, and a novel, experiment-inspired objective function based on interfacial area measurements, the resulting framework is used to optimize existing mixing elements. In addition, a verification of the proposed approach against experimental evidence is presented.

As in other disciplines, numerical design methods, again, proved to be a valuable design aid capable of identifying also counterintuitive shapes. In fact, the chosen framework repeatedly produces mixing elements with inclined top sections, as shown in Fig. 9. These reproducible results are unexpected in the sense that such mixing elements are not currently used in industrial practice. However, review of the very early literature on laminar mixing reveals that the new design is likely to produce flow patterns similar to pure instead of simple shear flow. Simple shear flow – obtained in, e.g., Couette flows – is significantly inferior in enhancing mixing compared to pure shear – which, being connected to elongation, occurs in tapering flow sections. With its inclined top, however, the shape-optimized mixing element features such a tapered design.

Given the overall good agreement of experimental and numerical results, and the unintuitive solutions obtained, we claim that the benefits of numerical design are demonstrated. Now, the logical extension towards an overall enhanced design of single-screw-extruder screws is to place a suitable number of mixing elements relative to each other such that the mixing becomes even more pronounced. We expect that a gradual phase shift in the sense of rotational offsets will be most efficient in providing better mixing. It should also be noted that the framework’s applicability towards the optimization of dispersive mixing, i.e., the reduction of agglomerates, is possible without modification, given a suitable objective function.

Finally, we would like to emphasize that the presented finding of tilted-top mixing elements might be crucial for industrial applications since – assuming the tilted top is the mixing booster – manufacturability is straightforward, but to the authors’ knowledge, such a geometry is not utilized yet.
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