LONG-RANGE SCATTERING THEORY FOR DISCRETE SCHRÖDINGER OPERATORS ON GRAPHENE

YUKIhide TADANO

Abstract. We consider a long-range scattering theory for discrete Schrödinger operators on the hexagonal lattice, which describe tight-binding Hamiltonians on the graphene sheet. We construct Isozaki-Kitada modifiers for a pair of the difference Laplacian on the hexagonal lattice and perturbed operators with long-range potentials. We prove that these modified wave operators exist and that they are asymptotically complete.

1. Introduction

The aim of the present paper is to consider a long-range scattering theory for discrete Schrödinger operators on graphene, that is, the hexagonal lattice. Unlike discrete Schrödinger operators on the square and triangular lattices, operators on the hexagonal lattice cannot be represented as an operator on the space of \( \mathbb{C}^1 \)-valued functions on \( \mathbb{Z}^2 \), but \( \mathbb{C}^2 \)-valued. Because of this aspect, a long-range scattering theory for this model cannot be treated as in [17]. In the present paper, we generalize the results of [17], and in particular we construct Isozaki-Kitada modifiers for the hexagonal lattice. For a short-range scattering theory for discrete Schrödinger operators on general lattices, including the hexagonal lattice, see [14]. See also [3] and [4] for spectral properties of discrete Schrödinger operators on general lattices.

Let \( \mathcal{H} = \ell^2(\mathbb{Z}^2; \mathbb{C}^2) \). For \( u \in \mathcal{H} \), we use the notation \( u = \left( \begin{array}{c} u_1 \\ u_2 \end{array} \right) \), \( u_1, u_2 \in \ell^2(\mathbb{Z}^2) \). The unperturbed discrete Schrödinger operator \( H_0 \) on graphene is described as the negative of the difference Laplacian

\[
H_0 u[x] = -\left( \begin{array}{c} u_2[x] + u_2[x - e_1] + u_2[x - e_2] \\ u_1[x] + u_1[x + e_1] + u_1[x + e_2] \end{array} \right), \quad x \in \mathbb{Z}^2, u \in \mathcal{H},
\]

where \( e_1 = (1, 0) \), \( e_2 = (0, 1) \). The derivation of \( H_0 \) is found in e.g. [2] and [3]. As is seen later, \( H_0 \) has purely absolutely continuous spectrum and \( \sigma(H_0) = \sigma_{ac}(H_0) = [-3, 3] \).
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For a function $V : \mathbb{Z}^2 \to \mathbb{R}^2$, the corresponding multiplication operator is also denoted by $V$:

$$\tag{1.2} Vu[x] = \begin{pmatrix} V_1[x]u_1[x] \\ V_2[x]u_2[x] \end{pmatrix},$$

where $V_1[x]$ and $V_2[x]$ are the first and second value of $V[x]$. We set $H = H_0 + V$. It is known that if $V$ is short-range, i.e., $|V[x]| \leq C(x)^{-\rho}$ for some $C > 0$ and $\rho > 1$, where $\langle x \rangle := (1 + |x|^2)^{\frac{1}{2}}$, the wave operators

$$W^\pm = \lim_{t \to \pm\infty} e^{itH}e^{-itH_0}$$

exist and $W^\pm$ are asymptotically complete, i.e., the range of $W^\pm$ equals to the absolutely continuous subspace of $H$. In the present paper, we assume the long-range condition below.

**Assumption 1.1.** The function $V$ has the following representation

$$V_1 = \ell + V_{s,1}, \ V_2 = \ell + V_{s,2},$$

where $\ell$ and $V_{s,j}$ satisfy

$$|\tilde{\partial}^\alpha V_\ell[x]| \leq C_\alpha \langle x \rangle^{-|\alpha|-\rho}, \ x \in \mathbb{Z}^2, \ \alpha \in \mathbb{Z}_+^2,$$

$$|V_{s,j}[x]| \leq C \langle x \rangle^{-1-\rho}, \ x \in \mathbb{Z}^2, \ j = 1,2$$

for some $\rho \in (0,1]$ and $C_\alpha, C > 0$. Here $\tilde{\partial}^\alpha = \tilde{\partial}^{\alpha_1}_{x_1} \tilde{\partial}^{\alpha_2}_{x_2}$, $\tilde{\partial}_{x_j} W[x] := W[x] - W[x-e_j]$.

**Remark 1.2.** The above assumption is invariant under the choice of isomorphism between the set of vertices of the hexagonal lattice and $\mathbb{Z}^2 \times \{1,2\}$ invariant under the canonical $\mathbb{Z}^2$ action. In particular, it follows that the difference between each pair of the nearest vertices is short-range. We note that the pair of potentials $V_1[x] = \langle x \rangle^{-1}$ and $V_2[x] = -\langle x \rangle^{-1}$, an analog of Wigner von-Neumann potentials, is not allowed under the above assumption. We also note that, for 1-dimensional discrete Schrödinger operators, embedded eigenvalues can occur even if $|V[x]| \leq C \langle x \rangle^{-1}, x \in \mathbb{Z}$ for some $C > 0$ (see [11]).

We give notations for the description of the main theorem. For a self-adjoint operator $S$ and an Borel set $I \subset \mathbb{R}$, $E_S(I)$ denotes the spectral projection of $S$ onto $I$ and $\mathcal{H}_{ac}(S)$ denotes the absolutely continuous subspace of $S$. The main theorem of this paper is the following.

**Theorem 1.3.** Assume that $V$ satisfies Assumption 1.1. Then for any open set $\Gamma \in [-3,3]\{0, \pm 1, \pm 3\}$, one can construct a Fredholm operator $J$ on $\mathcal{H}$ such that there exist modified wave operators

$$W^\pm_J(\Gamma) := \lim_{t \to \pm\infty} e^{itH}J e^{-itH_0}E_{H_0}(\Gamma)$$

and the following properties hold:

i) Intertwining property $HW^\pm_J(\Gamma) = W^\pm_J(\Gamma)H_0$.

ii) Partial isometries $\|W^\pm_J(\Gamma)u\| = \|E_{H_0}(\Gamma)u\|$.

iii) Asymptotic completeness $\text{Ran} W^\pm_J(\Gamma) = E_H(\Gamma)\mathcal{H}_{ac}(H)$.
The above theorem is an analog of [12] and [17] in the sense of a long-range scattering theory for discrete Schrödinger operators. For a long-range scattering theory for Schrödinger operators on the Euclidean space, see e.g. [6], [18] and references therein.

We observe spectral properties of the free operator $H_0$, and we show an abstract form of the operator $J$ in (1.3). By $\mathcal{F}: \mathcal{H} \to L^2(\mathbb{T}^2; \mathbb{C}^2)$, $\mathbb{T}^2 := (-\pi, \pi)^2$, we denote the discrete Fourier transform

\begin{equation}
(1.4) \quad \mathcal{F} u(\xi) = \begin{pmatrix} F u_1(\xi) \\ F u_2(\xi) \end{pmatrix}, \quad \xi \in \mathbb{T}^2,
\end{equation}

\begin{equation}
F u_j(\xi) = (2\pi)^{-1} \sum_{x \in \mathbb{Z}^2} e^{-ix\cdot\xi} u_j[x], \quad j = 1, 2.
\end{equation}

Then $\mathcal{F} \circ H_0 \circ \mathcal{F}^*$ is a multiplier by the matrix

\begin{equation}
(1.5) \quad H_0(\xi) = \begin{pmatrix} 0 & \overline{\alpha(\xi)} \\ \alpha(\xi) & 0 \end{pmatrix},
\end{equation}

where $\alpha(\xi) := -(1 + e^{i\xi_1} + e^{i\xi_2})$. Note that for each $\xi \in \mathbb{T}^2$, $H_0(\xi)$ is an Hermitian matrix.

In order to determine the spectrum $\sigma(H_0)$ of $H_0$, we consider the diagonalization of matrix at each point in the momentum space $\mathbb{T}^2$. We set a unitary matrix

\begin{equation}
U(\xi) := \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & \overline{\alpha(\xi)} \\ \alpha(\xi) & 1 \end{pmatrix}, \quad \xi \in \mathbb{T}^2 \setminus \{\alpha^{-1}(0)\}.
\end{equation}

Then $H_0(\xi)$ is diagonalized by $U(\xi)$; setting $p(\xi) := |\alpha(\xi)|$, we have

\begin{equation}
\tilde{H}_0(\xi) := U(\xi)^* H_0(\xi) U(\xi) = \begin{pmatrix} p(\xi) & 0 \\ 0 & -p(\xi) \end{pmatrix}, \quad \xi \in \mathbb{T}^2 \setminus \{\alpha^{-1}(0)\}.
\end{equation}

Since $\alpha^{-1}(0) = \{(\pm \frac{\pi}{2}, \pm \frac{\pi}{2})\}$, $\tilde{H}_0(\xi)$ and $U(\xi)$ are defined a.e. in $\mathbb{T}^2$. Furthermore $p$ is smooth outside $\alpha^{-1}(0)$ and the set of its critical points

\begin{equation}
(1.6) \quad \text{Cr} := \{\xi \in \mathbb{T}^2 \setminus \alpha^{-1}(0) \mid \nabla_{\xi} p(\xi) = 0\}
\end{equation}

\begin{equation}
= \{(0,0), (-\pi,0), (0,-\pi), (-\pi,-\pi)\}
\end{equation}

has Lebesgue measure zero. Thus $H_0$ has purely absolutely continuous spectrum (see [17, Proposition 1.2]) and

\begin{equation}
(1.7) \quad \sigma(H_0) = p(\mathbb{T}^2 \setminus \alpha^{-1}(0)) \cup (-p(\mathbb{T}^2 \setminus \alpha^{-1}(0))) = [-3, 3].
\end{equation}

Using the above $U$, $J$ is formally represented as

\begin{equation}
J = \mathcal{F}^* U(\cdot) \mathcal{F} \circ \begin{pmatrix} J_+ & 0 \\ 0 & J_- \end{pmatrix} \circ \mathcal{F}^* U(\cdot)^* \mathcal{F},
\end{equation}

where

\begin{equation}
J_{\pm} u[x] = (2\pi)^{-1} \int_{\mathbb{T}^2} e^{i\varphi_{\pm}(x,\xi)} F u(\xi) d\xi
\end{equation}

and $\varphi_{\pm}(x,\xi)$, $(x,\xi) \in \mathbb{R}^2 \times \mathbb{T}^2$, are outgoing and incoming solution of the eikonal equation

\begin{equation}
p(\nabla_x \varphi) + \tilde{V}_e(x) = p(\xi),
\end{equation}
where $\tilde{V}_\ell$ is a suitable smooth extension of $V_\ell$ onto $\mathbb{R}^2$. However there are two technical difficulties. One is the singularity of $p(\xi)$ at $\alpha^{-1}(0)$. The other is the singularity of $U(\xi)$. The latter is more crucial because we cannot prove that the difference $V_\ell - \mathcal{F}^* U \mathcal{F} \circ V_\ell \circ \mathcal{F}^* \mathcal{F}$ is short-range due to the singularity of $U(\xi)$. We will avoid the above difficulties in Subsection 2.1.

We describe the outline of this paper. The essential idea of proof is as follows; in order to make the above long-range scattering problem easier, we replace the free operator $H_0$ to a modified free operator $H'_0$ which can be diagonalized in the whole momentum space $T^2$. In Subsection 2.1, we construct the modified free operator $H'_0$, and the property of $H'_0$ is written in Lemma 2.1. Considering the long-range scattering theory for $H'_0$ instead of $H_0$, we can reduce the problem of long-range scattering for operators on $\mathcal{H}$ to that for operators on $\ell^2(\mathbb{Z}^2)$. Then we will see in Subsection 3.1 that the result of [17] is applicable to the above setting. Subsection 3.2 concerns a short-range scattering theory. This step is treated with the limiting absorption principle and Kato’s smooth perturbation theory. We also use a pseudodifferential calculus prepared in Subsection 2.2. In Appendix A, we show the limiting absorption principle by using the Mourre theory.
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2. Preliminaries

2.1. Construction of the modified free operator. Let us fix the open interval $\Gamma \subseteq [-3,3] \setminus \{0, \pm 1, \pm 3\}$ as in Theorem 1.3 and $\delta := \text{dist}(0, \Gamma) = \inf_{\lambda \in \Gamma} |\lambda|$. We construct a modified free operator

$$ H'_0 := \mathcal{F}^* \circ H'_0(\cdot) \circ \mathcal{F}, $$

where $H'_0(\xi) \in C^\infty(T^2; M_2(\mathbb{C}))$ is a simple symmetric matrix for each $\xi \in T^2$. We will choose $H'_0(\xi)$ so that $H'_0$ has the same spectral projection as $H_0$ in $[-3, -\frac{\delta}{3}] \cup [\frac{\delta}{3}, 3]$.

Let $\kappa \in C^\infty(\mathbb{R}_\geq 0; \mathbb{R}_\geq 0)$ be fixed such that $\text{supp} \kappa \subset [0, \frac{\delta^2}{4}]$ and $0 < E + \kappa(E)^2 < \frac{\delta^2}{4}$ for $E \in [0, \frac{\delta^2}{4}]$. Let us define

$$ (2.1) \quad H'_0(\xi) := \begin{pmatrix} \kappa(p(\xi))^2 & \alpha(\xi) \\ \alpha(\xi) & -\kappa(p(\xi))^2 \end{pmatrix} $$

Then $H'_0(\xi)$ has two eigenvalues

$$ (2.2) \quad \lambda_{\pm}(\xi) := \pm \left(\kappa(p(\xi))^2 + p(\xi)^2\right)^{\frac{1}{2}} $$

and the corresponding eigenvectors are

$$ f_{+}(\xi) = \begin{pmatrix} \kappa(p(\xi))^2 + \lambda_{+}(\xi) \\ \alpha(\xi) \end{pmatrix}, \quad f_{-}(\xi) = \begin{pmatrix} -\alpha(\xi) \\ \kappa(p(\xi))^2 + \lambda_{+}(\xi) \end{pmatrix}. $$
Therefore letting

\begin{equation}
U'(\xi) := \frac{1}{C(\xi)} \begin{pmatrix} \kappa(p(\xi)^2) + \lambda_+(\xi) & -\overline{\alpha(\xi)} \\ \overline{\alpha(\xi)} & \kappa(p(\xi)^2) + \lambda_+(\xi) \end{pmatrix},
\end{equation}

C(\xi) := \left\{ p(\xi)^2 + [\kappa(p(\xi)^2) + \lambda_+(\xi)]^2 \right\}^{\frac{1}{2}},

we learn that \( U'(\xi) \) is a unitary matrix-valued smooth function on \( \mathbb{T}^2 \) and

\begin{equation}
\tilde{H}_0'(\xi) := U'(\xi)^* H_0'(\xi) U'(\xi) = \begin{pmatrix} \lambda_+(\xi) & 0 \\ 0 & \lambda_-(\xi) \end{pmatrix}.
\end{equation}

Note that \( \lambda_{\pm}(\xi) = \pm p(\xi) \) for \( \xi \in p^{-1}\left((\frac{q}{2}, 3]\right) \) by the condition of \( \kappa \). Thus we obtain the following lemma.

**Lemma 2.1.** Let

\begin{equation}
H_0' := \mathcal{F}^* H_0' \mathcal{F}, \quad \tilde{H}_0' := \mathcal{F}^* \tilde{H}_0' \mathcal{F}, \quad U' := \mathcal{F}^* U' \mathcal{F}
\end{equation}

and

\begin{equation}
\lambda_{\pm} := F^* \lambda_{\pm}(-) F.
\end{equation}

Then

\begin{equation}
\tilde{H}_0' = (U')^* H_0' U' = \begin{pmatrix} \lambda_+ & 0 \\ 0 & \lambda_- \end{pmatrix},
\end{equation}

\begin{equation}
E_{H_0}(I) = E_{H_0'}(I), \quad I \in (-\infty, -\frac{\delta}{2}) \cup (\frac{\delta}{2}, \infty).
\end{equation}

In particular,

\begin{align}
e^{-itH_0} E_{H_0}(\Gamma) &= e^{-it\tilde{H}_0'} E_{H_0'}(\Gamma), \quad t \in \mathbb{R}, \\
\chi(H_0) &= \chi(H_0'), \quad \chi \in C^\infty_c(\Gamma).
\end{align}

### 2.2. Pseudodifferential calculus

In this subsection we prepare an assertion concerning the boundedness of pseudodifference operators on \( \mathbb{Z}^d \), \( d \geq 1 \). This lemma is an analog of symbol calculus of pseudodifferential operators on \( \mathbb{T}^2 \). The proof is given in Appendix B. See also [16, Theorem 4.7.10].

**Lemma 2.2.** Let \( m_1, m_2 \in \mathbb{R}, \ a : \mathbb{T}^d \times \mathbb{Z}^d \to \mathbb{C}, \ b : \mathbb{Z}^d \to \mathbb{C} \), and

\[
\text{Op}(a) u[x] = (2\pi)^{-d} \int_{\mathbb{T}^d} \sum_{y \in \mathbb{Z}^d} e^{i(x-y)\xi} a(\xi, y) u[y] d\xi,
\]

\[
\text{Op}(b) u[x] = b[x] u[x].
\]

Suppose that \( a(\cdot, y) \in C^\infty(\mathbb{T}^d) \) for \( y \in \mathbb{Z}^d \) and \( |\partial_\xi^j a(\xi, y)| \leq C_y^{-m_1}, \ |\partial_x^j b[x]| \leq C(x)^{-m_2} \) for \( x \in \mathbb{Z}^d, \ j = 1, \ldots, d \), where \( \partial_x^j b[x] = b[x] - b[x - e_j] \).

Then, \( \langle x \rangle^p [\text{Op}(b), \text{Op}(a)] \langle x \rangle^q \) is a bounded operator on \( \ell^2(\mathbb{Z}^d) \) if \( p + q = m_1 + m_2 \).
3. Proof of Theorem 1.3

First note that the properties i) and ii) are satisfied if the limits (1.3) exist. See [7] and [18] for the proofs.

We denote by $V_\ell$ the multiplication operator by $\begin{pmatrix} V_\ell [x] \\ V_\ell [x]^* \end{pmatrix}$ if there is no risk of confusion. Let

\begin{equation}
H_\ell' := H_0' + U' V_\ell (U')^* = U' \left( \tilde{H}_0' + V_\ell \right) (U')^*.
\end{equation}

Then it suffices to prove the following two assertions.

**Theorem 3.1.** One can construct a Fredholm operator $J$ such that there exist modified wave operators

\begin{equation}
W_{J,\ell}^{r,\pm} (\Gamma) := \text{s-lim}_{t \to \pm \infty} e^{itH' \ell} e^{-itH_0' E_{H_0'} (\Gamma)},
\end{equation}

exist and $\text{Ran} W_{J,\ell}^{r,\pm} (\Gamma) = E_{H_0'} (\Gamma) \mathcal{H}_{ac}(H'_\ell)$.

**Theorem 3.2.** There exist the wave operators

\begin{equation}
W_{s}^{r,\pm} (\Gamma) := \text{s-lim}_{t \to \pm \infty} e^{itH e^{-itH_0}} E_{H_0} (\Gamma),
\end{equation}

where $E_{H_0} (\Gamma)$ denotes the spectral projection of $H'_\ell$ onto the absolutely continuous subspace in $\Gamma$, and $\text{Ran} W_{s}^{r,\pm} (\Gamma) = E_{H} (\Gamma) \mathcal{H}_{ac}(H)$.

**Proof of Theorem 1.3.** It remains to prove $W_{J,\ell}^{r,\pm} (\Gamma) = W_{s}^{r,\pm} (\Gamma) W_{J,\ell}^{r,\pm} (\Gamma)$. For $u \in \mathcal{H}$, it follows from Lemma 2.1 that

\begin{align*}
e^{itH} e^{-itH_0} E_{H_0} (\Gamma) u & = e^{itH} e^{-itH_0} E_{H_0} (\Gamma) u \\
& = e^{itH} e^{-itH'_\ell} \cdot e^{itH'_\ell} e^{-itH_0} E_{H_0} (\Gamma) u.
\end{align*}

Note that by Theorem 3.1 there exist $T_\pm > 0$ such that for $\pm t > T_\pm$, $e^{itH'_\ell} e^{-itH_0} E_{H_0} (\Gamma) u = W_{J,\ell}^{r,\pm} (\Gamma) u + r_\pm (t)$ and $\|r_\pm (t)\|_{\mathcal{H}} \to 0$ as $t \to \pm \infty$. Thus we have for $\pm t > T_\pm$

\begin{equation}
\|e^{itH} e^{-itH_0} E_{H_0} (\Gamma) u - W_{s}^{r,\pm} (\Gamma) W_{J,\ell}^{r,\pm} (\Gamma) u\|_{\mathcal{H}}
\leq \left\| \left( e^{itH} e^{-itH'_\ell} - W_{s}^{r,\pm} (\Gamma) \right) W_{J,\ell}^{r,\pm} (\Gamma) u \right\|_{\mathcal{H}} + \|r_\pm (t)\|_{\mathcal{H}}.
\end{equation}

Since $W_{J,\ell}^{r,\pm} (\Gamma) u \in \text{Ran} W_{J,\ell}^{r,\pm} (\Gamma) = E_{H_0'} (\Gamma) \mathcal{H}_{ac}(H'_\ell)$, Theorem 3.2 implies that (3.4) tends to 0 as $t \to \pm \infty$. \hfill \Box

In the following, we prove Theorems 3.1 and 3.2.

3.1. Proof of Theorem 3.1. We reduce a long-range scattering problem on $\mathcal{H} = \ell^2(\mathbb{Z}^2, \mathbb{C}^2)$ into that on $\ell^2(\mathbb{Z}^2)$, which is considered in [17].

The existence and completeness of (3.2) are equivalent to those of

\begin{equation}
\tilde{W}_{J,\ell}^{r,\pm} (\Gamma) := \text{s-lim}_{t \to \pm \infty} e^{i\tilde{H}'_\ell} \tilde{J} e^{-i\tilde{H}_0} E_{\tilde{H}_0'} (\Gamma),
\end{equation}

where $\tilde{J} = (U')^* \cdot JU'$ and

\begin{equation}
\tilde{H}'_\ell := (U')^* H'_\ell U' = \tilde{H}_0' + V_\ell.
\end{equation}
Indeed, a direct calculus implies
\begin{equation}
W^\ell_{J,\ell}(\Gamma) = U'\tilde{W}^\ell_{J,\ell}(\Gamma)(U')^*.
\end{equation}
Set \( \tilde{J} = \begin{pmatrix} \tilde{J}_+ & 0 \\ 0 & -\tilde{J}_- \end{pmatrix} \), \( \tilde{J}_\pm \in \mathcal{B}(l^2(\mathbb{Z}^2)) \). Then the scattering problem of operators on \( \mathcal{H} \) is reduced to that on \( l^2(\mathbb{Z}^2) \):
\begin{equation}
\tilde{W}^\ell_{J,\ell}(\Gamma) = \lim_{t \to \pm \infty} \begin{pmatrix} e^{it(\lambda_++V_\ell)} \tilde{J}_+ e^{-it\lambda_+} E_{\lambda_+}(\Gamma) \\ 0 \\ e^{it(\lambda_-+V_\ell)} \tilde{J}_- e^{-it\lambda_-} E_{\lambda_-}(\Gamma) \end{pmatrix}.
\end{equation}
Therefore we obtain the following theorem by [17].

**Theorem 3.3.** There exist Fredholm operators \( \tilde{J} #, \# \in \{+, -\} \), of the form
\begin{equation}
\tilde{J} # v[x] = (2\pi)^{-1} \int_{\mathbb{R}^2} e^{i\varphi # (x, \xi)} F v(\xi) d\xi, \quad v \in l^2(\mathbb{Z}^2),
\end{equation}
such that the modified wave operators
\begin{equation}
W^\ell_{\varphi #}(\Gamma) := \lim_{t \to \pm \infty} e^{it(\lambda #+V_\ell)} \tilde{J} # e^{-it\lambda #} E_{\lambda #}(\Gamma)
\end{equation}
exist and they are partial isometries from \( E_{\lambda #}(\Gamma)\mathcal{H}_{ac}(\lambda #) \) onto \( E_{\lambda #}(\Gamma)\mathcal{H}_{ac}(\lambda #) \).

Note that each \( \varphi # (x, \xi) \) in (3.9) is constructed as a smooth function on \( \mathbb{R}^2 \times \mathbb{T}^2 \) which solves the eikonal equation
\begin{equation}
\lambda # (\nabla_x \varphi # (x, \xi)) + \tilde{V}_\ell (x) = \lambda # (\xi)
\end{equation}
on the outgoing and incoming regions, where \( \tilde{V}_\ell \in C^\infty(\mathbb{R}^2) \) is a suitable extension of \( V_\ell \). For detailed properties of \( \tilde{J}_\pm \) and \( \varphi_\pm \), see [17].

Let \( J := U'\tilde{J}(U')^* \), \( \tilde{J} := \begin{pmatrix} \tilde{J}_+ & 0 \\ 0 & -\tilde{J}_- \end{pmatrix} \). Then using Theorem 3.3 and (3.7), we obtain Theorem 3.1. \( \square \)

### 3.2. Proof of Theorem 3.2
Theorem 3.2 is proved by Proposition 3.4 and the Cook-Kuroda method. The proof of the next proposition is given in Appendix A.

**Proposition 3.4.** i) \( H \) and \( H'_\ell \) have at most finite discrete eigenvalues in \( \Gamma \) with counting their multiplicities.
ii) Let \( s > \frac{1}{2} \) and \( \chi \in C^\infty_c(\Gamma \setminus \sigma_{pp}(H)) \) (resp. \( \chi \in C^\infty_c(\Gamma \setminus \sigma_{pp}(H'_\ell)) \)). Then \( \langle x \rangle^{-s}\chi(H) \) (resp. \( \langle x \rangle^{-s}\chi(H'_\ell) \) is \( H \) (resp. \( H'_\ell \))-smooth.

According to Proposition 3.4 i) and a density argument, it suffices to show the existence of wave operators
\begin{equation}
\lim_{t \to \pm \infty} e^{itH} e^{-itH'} u,
\end{equation}
\begin{equation}
\lim_{t \to \pm \infty} e^{itH'} e^{-itH} v
\end{equation}
for \( u \in \mathcal{H}_{ac}(H'_\ell) \) and \( v \in \mathcal{H}_{ac}(H) \) such that
\begin{equation}
\chi(H'_\ell) u = u, \quad \psi(H) v = v
\end{equation}
with \( \chi \in C^\infty_c(\Gamma \setminus \sigma_{pp}(H'_\ell)) \) and \( \psi \in C^\infty_c(\Gamma \setminus \sigma_{pp}(H)) \). We prove the existence of (3.12) as \( t \to \infty \) only. The other cases are proved similarly.
By (3.14), we have
\[
e^{itH}e^{-itH'_{\ell}}u = e^{itH}(H'_{\ell})^3e^{-itH'_{\ell}}u
= e^{itH}(H\gamma)(H'_{0})\chi(H'_{0})e^{-itH'_{\ell}}u
+ e^{itH}(\chi(H'_{0})^2 - \chi(H)\chi(H'_{0}))\chi(H'_{0})e^{-itH'_{\ell}}u.
\]

Since \( H - H_{0} = V_{\ell} \) and \( H'_{\ell} - H'_{0} = (U'\gamma)^{\ast}V_{\ell}U' \) are compact operators, the Helffer-Sjöstrand formula implies that \( \chi(H) - \chi(H_{0}) = \chi(H) - \chi(H'_{0}) \) and \( \chi(H'_{\ell}) - \chi(H'_{0}) \) are compact. Thus \( \chi(H'_{0})^2 - \chi(H)\chi(H'_{0}) \) is also a compact operator. Note that \( u \in \mathcal{H}_{ac}(H'_{\ell}) \) implies \( e^{-itH'_{\ell}}u \rightarrow 0 \) weakly as \( t \rightarrow \infty \).

Thus the last term of (3.15) converges to 0 as \( t \rightarrow \infty \), and it suffices to prove the existence of the limit
\[
\lim_{t \rightarrow \infty} e^{itH}(H(H'_{0})\chi(H'_{0}))e^{-itH'_{\ell}}u.
\]

Now we use the Cook-Kuroda method. First note that
\[
e^{itH}(H\gamma)(H'_{0})\chi(H'_{0})e^{-itH'_{\ell}}u - e^{itH}(H\gamma)(H'_{0})\chi(H'_{0})e^{-itH'_{\ell}}u
= \int_{t'}^{t} \frac{1}{ds}(e^{isH}(H\gamma)(H'_{0})\chi(H'_{0})e^{-isH'_{\ell}}u)ds.
\]

A direct calculus implies
\[
\frac{d}{dt} \left( e^{itH}(H\gamma)(H'_{0})\chi(H'_{0})e^{-itH'_{\ell}}u \right)
= ie^{itH}(H\gamma)(H'_{0})\chi(H'_{0})e^{-itH'_{\ell}}u
= ie^{itH}(H\gamma)(H'_{0})\chi(H'_{0})e^{-itH'_{\ell}}u
= ie^{itH}(H\gamma)(H'_{0})\chi(H'_{0})e^{-itH'_{\ell}}u
= ie^{itH}(H\gamma)(H'_{0})\chi(H'_{0})e^{-itH'_{\ell}}u.
\]

where \( \gamma := \frac{1+i}{2} \) and
\[
A_{1} := \langle x \rangle^{\gamma}V_{\ell}\chi(H), \quad B_{1} := \langle x \rangle^{-\gamma}\chi(H'_{0})\chi(H'_{0}),
A_{2} := \langle x \rangle^{-\gamma}\chi(H), \quad B_{2} := \langle x \rangle^{\gamma}[V_{\ell}, \chi(H'_{0})(U'\gamma)^{\ast}U']\chi(H'_{0}).
\]

Then by a standard argument of short-range scattering theory (see, e.g., [15]), it suffices to prove that each \( A_{j}(B_{j}) \) is \( H(H'_{\ell}) \)-smooth, respectively.

The \( H'-\text{smoothness of} \ A_{1} \text{ and} A_{2} \) is a direct consequence of Proposition 3.4. For the \( H'_{\ell}-\text{smoothness of} \ B_{1} \text{ and} B_{2} \), note that
\[
B_{1} = \langle x \rangle^{-\gamma}\chi(H'_{0})(\langle x \rangle^{\gamma} \ast \langle x \rangle^{-\gamma}\chi(H'_{0})),
B_{2} = \langle x \rangle^{\gamma}[V_{\ell}, \chi(H'_{0})(U'\gamma)^{\ast}U']\langle x \rangle^{\gamma} \ast \langle x \rangle^{-\gamma}\chi(H'_{0}).
\]

Then it follows from Lemma 2.2 and Assumption 1.1 that \( \langle x \rangle^{-\gamma}\chi(H'_{0})\langle x \rangle^{\gamma} \) and \( \langle x \rangle^{\gamma}[V_{\ell}, \chi(H'_{0})(U'\gamma)^{\ast}U']\langle x \rangle^{\gamma} \) are bounded. Combining this and Proposition 3.4, we obtain the \( H'_{\ell}-\text{smoothness of} \ B_{1} \text{ and} B_{2} \).
Appendix A. Mourre Theory for $H$ and $H'_I$, and the Proof of Proposition 3.4

In this appendix, we review the Mourre theory, the limiting absorption principle and Kato’s smooth perturbation theory. Let $\Gamma \subseteq \sigma(H_0) \setminus \{0, \pm 1, \pm 3\}$ be an open interval as in Theorem 1.3. For a selfadjoint operator $A$ and $n \in \mathbb{N}$, let

$$C^n(A) = \{ S \in \mathcal{B}(\mathcal{H}) \mid \mathbb{R} \to \mathcal{B}(\mathcal{H}), t \mapsto e^{-itA}Se^{itA} \text{ is strongly of class } C^n \},$$

and $C^\infty(A) := \bigcap_{n \in \mathbb{N}} C^n(A)$. We denote by $\mathcal{C}^{1,1}(A)$ the set of the operators satisfying

$$\int_0^1 \| e^{-itA}Se^{itA} + e^{itA}Se^{-itA} - 2S \| \frac{dt}{t^2} < \infty. \quad (A.1)$$

Note that $C^2(A) \subset \mathcal{C}^{1,1}(A) \subset C^1(A)$. We denote by $B$ the Besov space $(\mathcal{D}(A), \mathcal{H})_{\frac{1}{2},1}$ obtained by real interpolation. We also denote by $B^*$ its dual.

The definition of real interpolation is found in [1, Section 2.3].

We recall the characterization of Kato smoothness; for a selfadjoint operator $H$ and an $H$-bounded operator $G$, we say that $G$ is $H$-smooth if

$$C_1 := \frac{1}{2\pi} \sup_{u \in \mathcal{D}(H)} \left\| Ge^{-itH}u \right\| dt < \infty. \quad (A.2)$$

It is known that there are other characterizations of $H$-smoothness and one of them is

$$C_2 := \sup_{\lambda \in \mathbb{R}, \varepsilon > 0} \| G\delta(\lambda, \varepsilon)G^* \| < \infty, \quad (A.3)$$

moreover $C_1 = C_2$, where $\delta(\lambda, \varepsilon) := \frac{1}{2\pi i} \left( (H - \lambda - i\varepsilon)^{-1} - (H - \lambda + i\varepsilon)^{-1} \right)$. For other characterizations, see [9].

In order to prove Proposition 3.4, we apply the two operators $H$ and $H'_I$ to Theorem A.1 described below with $I \subseteq \Gamma$ and a suitable conjugate operator $A$. The following theorem is a standard result of the Mourre theory and is due to [1, Proposition 7.1.3, Corollary 7.2.11, Theorem 7.3.1].

**Theorem A.1.** Let $S \in \mathcal{C}^{1,1}(A)$ and $I \subset \mathbb{R}$ be an open interval. Suppose that there exist a constant $c > 0$ and a compact operator $K$ on $\mathcal{H}$ such that

$$E_S(I)[S, iA]E_S(I) \geq cE_S(I) + K. \quad (A.4)$$

Then

i) $S$ has at most a finite number of eigenvalues in $I$ and each eigenvalues in $I$ has finite multiplicity.

ii) For any $\lambda \in \Gamma \setminus \sigma_{pp}(S)$, there exist the weak-$*$ limits in $\mathcal{B}(B, B^*)$

$$\text{w}^*- \lim_{\varepsilon \to +0} (S - \lambda \mp i\varepsilon)^{-1}, \quad (A.5)$$

and the convergence is locally uniform in $\Gamma \setminus \sigma_{pp}(S)$. In particular, for any $I' \subseteq \Gamma \setminus \sigma_{pp}(S)$, $S$ is purely absolutely continuous in $I'$ and

$$\sup_{\lambda \in I', \varepsilon > 0} \| (S - \lambda \mp i\varepsilon)^{-1} \|_{\mathcal{B}(B, B^*)} < \infty. \quad (A.6)$$
We define the conjugate operator $A$ by

\[
A := U' \circ \tilde{A} \circ (U')^* 
\]

(A.7)

\[
\tilde{A} := \begin{pmatrix} \tilde{A}_+ & 0 \\ 0 & \tilde{A}_- \end{pmatrix}, 
\]

(A.8)

\[
\tilde{A}_\pm := \frac{1}{2} \sum_{j=1}^{2} (F^*(\partial_{\xi_j} \lambda_{\pm})F \cdot x_j + x_j \cdot F^*(\partial_{\xi_j} \lambda_{\pm})F), 
\]

(A.9)

where $U'$ and $\lambda_{\pm}(\xi) \in C^\infty(T^2)$ are given by (2.2), (2.3), (2.5), (2.6). Then Nelson's commutator theorem with the positive selfadjoint operator $\langle x \rangle$ implies that $A$ is essentially selfadjoint on the Schwarz space on $Z^2$.

First we verify a relation between $A$ and the unperturbed operators $H_0$ and $H'_0$.

**Lemma A.2.** Both $H_0$ and $H'_0$ belong to $C^\infty(A)$. Moreover, let

\[
c := \min \left\{ \inf_{\xi \in \lambda^+_+(\Gamma)} |\nabla_{\xi} \lambda_+(\xi)|^2, \quad \inf_{\xi \in \lambda^-_-(\Gamma)} |\nabla_{\xi} \lambda_-(\xi)|^2 \right\}. 
\]

Then, $c > 0$ and

\[
E_{H_0}(\Gamma)[H_0, iA]E_{H_0}(\Gamma) \geq cE_{H_0}(\Gamma), 
\]

(A.10)

\[
E_{H'_0}(\Gamma)[H'_0, iA]E_{H'_0}(\Gamma) \geq cE_{H'_0}(\Gamma). 
\]

(A.11)

**Proof.** Note that the LHS (resp. RHS) of (A.10) equals to the LHS (resp. RHS) of (A.11) by the construction of $H'_0$.

Since $F^*H_0\mathcal{F}$ and $F^*H'_0\mathcal{F}$ are multipliers with smooth symbols on $T^2$ and $F^*A\mathcal{F}$ is a differential operator of degree 1 on $T^2$, $F^*[H_0, iA]\mathcal{F}$ and $F^*[H'_0, iA]\mathcal{F}$ are also multipliers with smooth symbols. Inductively we see that $H_0, H'_0 \in C^\infty(A)$.

For the proof of (A.11), a direct calculus implies

\[
(U')^*[H'_0, iA]U \begin{pmatrix} H'_0 & i \tilde{A} \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} |\nabla_{\xi} \lambda_+(D_x)|^2 & 0 \\ 0 & |\nabla_{\xi} \lambda_-(D_x)|^2 \end{pmatrix}, 
\]

\[
(U')^* E_{H'_0}(\Gamma)U' = E_{\tilde{H}'_0}(\Gamma) \begin{pmatrix} \chi_{\lambda^+_+(\Gamma)}(D_x) & 0 \\ 0 & \chi_{\lambda^-_+(\Gamma)}(D_x) \end{pmatrix}. 
\]
where $\chi_{\lambda_{\pm}^{-1}(\Gamma)}$ denote the characteristic function of $\lambda_{\pm}^{-1}(\Gamma)$. Therefore we obtain

$$E_{H_0'}(\Gamma)[H_0', iA]E_{H_0'}(\Gamma) = U'E_{H_0'}(\Gamma)[H_0', iA]E_{H_0'}(\Gamma)(U')^*$$

$$= U' \left( \begin{array}{cc} (\nabla_\xi \lambda_+(D_x) \chi_{\lambda_+^{-1}(\Gamma)}(D_x) & 0 \\ 0 & (\nabla_\xi \lambda_-(D_x) \chi_{\lambda_-^{-1}(\Gamma)}(D_x) \end{array} \right) (U')^*$$

$$\geq U' c E_{H_0'}(\Gamma)(U')^*$$

$$= cE_{H_0'}(\Gamma).$$

\[ \Box \]

We consider commutators of the perturbations $V_s$, $V_\ell$ and $U'V_\ell(U')^*$, and the conjugate operator $A$. The next lemma claims that the commutators are small in the sense of the Mourre theory, i.e., compact.

**Lemma A.3.** Let $V_s$ and $V_\ell$ satisfy the condition in Assumption 1.1 with $\rho > 0$. Then, for $W = V_s$, $V_\ell$ and $U'V_\ell(U')^*$,

$$(A.12) \quad \langle x \rangle^\rho [W, iA] \in \mathcal{B}(\mathcal{H}).$$

**Proof.** First note that

$$(A.13) \quad (U')^* [U'V_\ell(U')^*, iA]U' = [V_\ell, i\tilde{A}] = \left( \begin{array}{cc} [V_\ell, i\tilde{A}_+] & 0 \\ 0 & [V_\ell, i\tilde{A}_-] \end{array} \right).$$

Since $\tilde{A}_\pm = \text{Op}(\tilde{a}_\pm)$ with some functions $\tilde{a}_\pm$ on $\mathbb{T}^2 \times \mathbb{Z}^2$ satisfying the condition of Lemma 2.2 with $m_1 = 1$, it follows that $\langle x \rangle^{1+\rho}[V_\ell, i\tilde{A}_\pm]$ are bounded on $\ell^2(\mathbb{Z}^2)$. Since

$$[U'V_\ell(U')^*, iA] = U'[V_\ell, i\tilde{A}] (U')^*,$$

using Lemma 2.2 again shows (A.12) for $W = U'V_\ell(U')^*$. In order to show (A.12) for $W = V_\ell$ or $V_s$, note that $A$ has the representation

$$A = \left( \begin{array}{cc} \text{Op}(a_{11}) & \text{Op}(a_{12}) \\ \text{Op}(a_{21}) & \text{Op}(a_{22}) \end{array} \right),$$

where each $a_{ij}$ satisfies the condition of Lemma 2.2 with $m_1 = 1$. Then (A.12) for $W = V_\ell$ is a direct result of Lemma 2.2. The last case is also proved since $\langle x \rangle^\rho V_s A$ and $\langle x \rangle^\rho A V_s$ are bounded operators by Lemma 2.2.

\[ \Box \]

Using the above lemma, we see that the perturbations are of the class of $C^{1,1}(A)$.

**Lemma A.4.** Let $V_s$ and $V_\ell$ satisfy the condition in Assumption 1.1 with $\rho > 0$. Then $V_s$, $V_\ell$ and $U'V_\ell(U')^*$ belong to $C^{1,1}(A)$.

**Proof.** The proof is motivated by [14, Lemma 6.2]. First we remark that the operator $Au[x] := \langle x \rangle u[x]$ satisfies the condition of [5, Theorem 6.1]; the first condition is attained by the unitarity of $e^{-itA}$, $t \in \mathbb{R}$, on $\mathcal{H}$, and
the second one that $A^N \Lambda^{-N}$ is a bounded operator on $\mathcal{H}$ for some integer $N \geq 1$, follows from Lemma 2.2. Thus it suffices to show
\[(A.14) \quad \int_1^\infty \frac{d\lambda}{\lambda} \left\| \theta \left( \frac{A}{\lambda} \right) [W, iA] \right\|_{\mathcal{B}(\mathcal{H})} < \infty\]
for $W = \mathcal{V}_\ell$, $\mathcal{V}_\ell$ and $U/V_\ell (U')^*$ and some $\theta \in C_c^\infty((0, \infty))$ not identically zero. However this follows from Lemma A.3 and
\[\left\| \theta \left( \frac{A}{\lambda} \right) [W, iA] \right\|_{\mathcal{B}(\mathcal{H})} \leq \left\| \theta \left( \frac{A}{\lambda} \right) \Lambda^{-\rho} \right\|_{\mathcal{B}(\mathcal{H})} \|\Lambda^\rho [W, iA]\|_{\mathcal{B}(\mathcal{H})}\]
\[\leq C(\lambda)^{-\rho} \|\Lambda^\rho [W, iA]\|_{\mathcal{B}(\mathcal{H})}.\]
\[\square\]

We have confirmed that Theorem A.1 is applicable to $S = H$ or $H_\ell'$ and $A$ defined by (A.7), (A.8) and (A.9). Therefore we obtain the limiting absorption principle for $H_\ell'$ and $H$.

**Theorem A.5.** i) $H$ and $H_\ell'$ have finitely many eigenvalues with counting multiplicity in $\Gamma$.

ii) For any $I \Subset \Gamma \setminus \sigma_{pp}(H)$, $I' \Subset \Gamma \setminus \sigma_{pp}(H_\ell')$ and $s > \frac{1}{2}$,
\[\sup_{\lambda \in I, \varepsilon > 0} \left\| \langle x \rangle^{-s} (H - \lambda \mp i\varepsilon)^{-1} \langle x \rangle^{-s} \right\|_{\mathcal{B}(\mathcal{H})} < \infty,\]
\[\sup_{\lambda' \in I', \varepsilon > 0} \left\| \langle x \rangle^{-s} (H_\ell' - \lambda' \mp i\varepsilon)^{-1} \langle x \rangle^{-s} \right\|_{\mathcal{B}(\mathcal{H})} < \infty.\]

**Proof.** It remains to prove that $\mathcal{H}_s := \langle x \rangle^{-s} \mathcal{H} \subset B$ if $s > \frac{1}{2}$. However it is shown if we remark that $\mathcal{H}_1 \subset D(A)$ and hence $\mathcal{H}_s \subset (\mathcal{D}(A), \mathcal{H})^{1,\infty} \subset (\mathcal{D}(A), \mathcal{H})^{1,1} = B$. \[\square\]

**Proof of Proposition 3.4.** It suffices to show (A.3) for $G = (x)^{-s} \chi(H)$ and $\langle x \rangle^{-s} \chi(H_\ell')$. However this is proved by Theorem A.5 and the condition of $\text{supp} \chi$. \[\square\]

**Remark A.6.** Theorem A.5 may look like a direct consequence of [14]. However the above assertion is more concrete in that the set $T = \{0, \pm 1, \pm 3\}$ of threshold energies is explicitly determined.

**Remark A.7.** For any $\lambda \in \Gamma \setminus \sigma_{pp}(H)$, $\lambda' \in \Gamma \setminus \sigma_{pp}(H_\ell)$ and $s > \frac{1}{2}$, there exist the norm limits
\[\lim_{\varepsilon \downarrow 0} \langle x \rangle^{-s} (H - \lambda \mp i\varepsilon)^{-1} \langle x \rangle^{-s},\]
\[\lim_{\varepsilon \downarrow 0} \langle x \rangle^{-s} (H_\ell - \lambda' \mp i\varepsilon)^{-1} \langle x \rangle^{-s}.\]

For the proof, see e.g. [3] and [13].

**Appendix B. Proof of Lemma 2.2**

First we observe that
\[\text{Op}(a)u[x] = (2\pi)^{-d} \sum_{y \in \mathbb{Z}^d} A[x, y] u[y], \quad u \in \mathcal{S}(\mathbb{Z}^d),\]
where
\[ A[x, y] := \int_{T^d} e^{i(x-y)\cdot \xi} a(\xi, y) d\xi, \]

A direct calculus implies
\[ (\langle \cdot \rangle^p \langle \cdot \rangle^q) u[x] = (2\pi)^{-d} \sum_{y \in \mathbb{Z}^d} K[x, y] u[y], \]

where
\[ K[x, y] := \langle x \rangle^p \langle y \rangle^q (W[x] - W[y]) A[x, y]. \]

According to Young’s inequality, the boundedness of the operator follows from the inequalities
\[(B.1) \quad \sup_{y \in \mathbb{Z}^d} \sum_{x \in \mathbb{Z}^d} K[x, y] < \infty, \]
\[(B.2) \quad \sup_{x \in \mathbb{Z}^d} \sum_{y \in \mathbb{Z}^d} K[x, y] < \infty. \]

Let \( z := x - y, \ k := \sum_{j=1}^d |z_j|, \) and \( z^0 = 0, z^1, \ldots, z^k = z \) be a path from 0 to \( z \) in \( \mathbb{Z}^d \) such that \( |z^i - z^{i-1}| = 1 \) for \( i = 1, 2, \ldots, k. \) Then we learn
\[ |W[x] - W[y]| \leq \sum_{i=1}^k |W[z^i + y] - W[z^{i-1} + y]| \]
\[ \leq C \sum_{i=1}^k |z^i + y|^{-m_2} \]
\[ = C \sum_{i=1}^k \langle z^i + y \rangle^{-p} \langle z^i + y \rangle^{-q + m_1} \]
\[ \leq C' \sum_{i=1}^k \langle x - y - z^i \rangle^{|p|} \langle x \rangle^{-p} \langle z^i \rangle^{-q - m_1} \langle y \rangle^{-q + m_1} \]
\[ \leq C'' \langle x - y \rangle^M \langle x \rangle^{-p} \langle y \rangle^{-q + m_1}, \]

where \( M := |p| + |q - m_2|. \) Note that the second last inequality follows from
\[ \langle x + y \rangle \leq C_d \langle x \rangle, \]
\[ \langle x + y \rangle^{-1} \leq C_d \langle x \rangle^{-1} \]
for \( x, y \in \mathbb{R}^d. \) In order to estimate \( A[x, y], \) we observe for \( \alpha \in \mathbb{Z}^d_+ \)
\[ |(x - y)^\alpha A[x, y]| = |i| \int_{T^d} e^{i(x-y)\cdot \xi} \partial_\xi^\alpha a(\xi, y) d\xi | \leq C_\alpha \langle y \rangle^{-m_1}. \]

Thus we have
\[ |K[x, y]| \leq C'' \langle x - y \rangle^M \langle y \rangle^{-m_1} |A[x, y]| \leq C_{M,d} \langle x - y \rangle^{-d-1}. \]

Hence we obtain \((B.1)\) and \((B.2).\) \( \square \)
References

[1] W. Amrein, A. Boutet de Monvel, V. Georgescu: $C_0$-groups, commutator methods and spectral theory of N-body Hamiltonians. Progress in Mathematics, 135. Birkhäuser Verlag, Basel, 1996.

[2] K. Ando: Inverse scattering theory for discrete Schrödinger operators on the hexagonal lattice. Ann. Henri Poincaré 14 (2013), no. 2, 347-383.

[3] K. Ando, H. Isozaki, H. Morioka: Spectral properties of Schrödinger operators on perturbed lattices. Ann. Henri Poincaré 17 (2016), no. 8, 2103-2171.

[4] K. Ando, H. Isozaki, H. Morioka: Inverse Scattering for Schrödinger Operators on Perturbed Lattices. Ann. Henri Poincaré 19 (2018), 3397-3455.

[5] A. Boutet de Monvel, J. Sahbani: On the spectral properties of discrete Schrödinger operators: (The multi-dimensional case). Rev. Math. Phys. 11 (1999), 1061-1078.

[6] J. Dereziński, C. Gérard: Scattering Theory of Classical and Quantum N-Particle Systems. Springer Verlag, 1997.

[7] H. Isozaki, H. Kitada: Modified wave operators with time-independent modifiers. J. Fac. Sci. Univ. Tokyo Sect. IA Math. 32 (1985), no. 1, 77-104.

[8] H. Isozaki, I. Korotyaev: Inverse Problems, Trace Formulae for Discrete Schrödinger Operators. Ann. Henri Poincaré 13 (2012), 751-788.

[9] T. Kato: Wave operators and similarity for some non-selfadjoint operators. Math. Ann. 162 (1965/1966), 258-279.

[10] H. Kitada: Scattering theory for Schrödinger equations with time-dependent potentials of long-range type. J. Fac. Sci. Univ. Tokyo Sect. IA Math. 29 (1982), 353-369.

[11] W. Liu: Criteria for embedded eigenvalues for discrete Schrödinger operators. Preprint, arXiv:1805.02817, 2018.

[12] S. Nakamura: Modified wave operators for discrete Schrödinger operators with long-range perturbations. J. Math. Phys. 55 (2014), 112101 (8 pages).

[13] S. Nakamura: Microlocal properties of scattering matrices. Comm. Partial Differential Equations 41 (2016), no. 6, 8949-12.

[14] D. Parra, S. Richard: Spectral and scattering theory for Schrödinger operators on perturbed topological crystals. Rev. Math. Phys. 30 (2018), 1850009-1 – 1850009-39.

[15] M. Reed, B. Simon: The Methods of Modern Mathematical Physics, Volume III, Scattering Theory, Academic Press, 1979.

[16] M. Ruzhansky, V. Turunen: Pseudo-Differential Operators and Symmetries: Background Analysis and Advanced Topics, Pseudo-Differential Operators, Theory and Applications 2, Springer Basel AG, 2009.

[17] Y. Tadano: Long-range scattering for discrete Schrödinger operators. Preprint, arXiv:1605.02466, 2016.

[18] D. R. Yafaev: Mathematical scattering theory. Analytic theory. Mathematical Surveys and Monographs, 158. American Mathematical Society, Providence, RI, 2010.