Certain Petrov-Galerkin schemes are inherently stable formulations of variational problems on a given approximation space. This stability is primarily obtained by computing an optimal test basis for a given approximation space. Furthermore, these Petrov-Galerkin schemes are equipped with a robust a posteriori error estimate which makes them an ideal candidate for mesh adaptation. One could extend these Petrov-Galerkin schemes not only to have optimal test spaces but also optimal approximation spaces with respect to current estimates of the solution. These extensions are the main focus of this article. In this article, we provide a methodology to drive mesh adaptation to produce optimal meshes for resolving solution features and output functionals which we demonstrate through numerical experiments.

1 Introduction

Numerical discretization of Partial differential equations in an efficient and stable manner has been an essential technology in many industrial and academic applications. In terms of stability, over the last decade, Petrov-Galerkin schemes with optimal test function (Optimal PG schemes) has been a key development [1, 2, 3, 4, 5, 6, 7, 8]. Given a weak formulation of the underlying PDE and an approximation space, this framework aims to automatically compute a space of test functions such that the scheme is stable. It can be perceived as adapting the test functions for a given weak formulation to achieve stability which is contrary to the traditional perspective of finite elements where trial and the test functions are selected a priori. One other advantage of this framework is the presence of a residual based inbuilt error estimator.

Due to the presence of this inbuilt error estimator, PG schemes with optimal test functions are tailor-made for mesh optimization [6, 9, 10], such that the optimal test space can be complemented with an optimal approximation space. In recent times, metric-based mesh optimization have emerged as an interesting paradigm for meshes composed of simplexes [11, 12, 13, 14]. A significant advantage of these mesh optimization methods over conventional adaptive procedures such as element subdivision and edge swapping is the capability to globally optimize the mesh rather than local modification. It has been long known that anisotropic meshes have substantial advantages, enabling the resolution of anisotropic solution features, such as thin boundary layers and shocks, due to skewed elements aligned along with the solution feature [15, 16, 17, 18, 19, 20].

In the present paper, we propose and analyze a novel anisotropic mesh adaptation/optimization scheme based on the inbuilt error estimator of optimal PG schemes with discontinuous test and approximation spaces [2]. Our optimization framework uses the idea of analytic optimization [13, 14, 21] and local anisotropy computation [22]. In [13], the authors have proposed an analytic optimization technique using a $L^2$-norm error model. In the current paper, we extend the idea of analytic optimization to the inbuilt error estimator accompanying discontinuous Petrov-Galerkin (DPG) schemes, rather than using an extrinsic error model. The problem of discrete mesh optimization can be formulated as

$$\min_{\mathcal{V} \in \mathcal{T}_h} E_{disc} \quad \text{such that} \quad N = \text{const.}$$

(1)
where $E_{\text{disc}}$ is the error, obtained from a suitable model, and $N$ is the total degrees of freedom in the mesh. This optimization problem cannot easily be solved using analytic or semi-analytic tools. The question arises whether one can present a suitable reformulation of the above problem which is continuous in nature. If so, then there are various analytic variational optimization techniques at our disposal. The continuous mesh approach allows us to formulate a suitable problem using a continuous analogue of the discrete error estimator which in turn transforms the discrete problem in eq. (1) into a continuous one. While a mesh generated by continuous mesh model may not be provably optimal, it has been shown to be quite effective in terms of good approximation properties for higher order methods such as hybridized discontinuous Galerkin schemes (HDG schemes) [13], Embedded Discontinuous Galerkin schemes (EDG schemes) [23] and other high order finite element schemes [24].

In this article, the proposed continuous error model is based on the energy error estimate which accompanies optimal PG schemes i.e $E_{\text{disc}} = ||U - U_h||_{E,\Omega}$ for solution driven adaptations and a duality based error indicator using DPG* scheme [25, 26] for goal-oriented adaptations. Though in this paper we have focused on optimal PG schemes with discontinuous trial functions, it can be extended to the optimal PG schemes with continuous trial functions as long as the error estimate can be localized and has a polynomial representation.

The article is organized as follows. In section 2, we provide a brief introduction to DPG schemes, ultra-weak formulation of a scalar convection-diffusion equation, and DPG* scheme. In section 3, we recall mesh-metric duality; in section 4, we introduce the local optimization problem for computing the anisotropy, followed by sections 5 and 6, where we introduce the continuous optimization problem for the element size distribution. Finally, in section 7, we provide numerical results that shows the fidelity of the proposed method, followed by conclusion and outlook.

2 Discretization

In this section, we provide a brief description of Petrov-Galerkin schemes with optimal test functions and the associated inbuilt error estimator. We will restrict ourselves to two dimensional formulation and scalar problems. First, we present the optimal test function framework in a brief and abstract manner. We consider any inf-sup stable variational problem:

$$u \in (U, \langle \cdot, \cdot \rangle_U) : \quad \langle \mathcal{L} u, v \rangle = \langle f, v \rangle, \quad \forall v \in (V, \langle \cdot, \cdot \rangle_V)$$

where $\mathcal{L} : U \rightarrow V'$, $f \in V'$, $U$ and $V$ are Hilbert spaces with $U'$ and $V'$ being the respective dual spaces. One way to characterize Petrov-Galerkin Schemes with optimal test functions [2] is the following: Given $\| \cdot \|_V$ and $\| \cdot \|_U$, they satisfy

$$\| \mathcal{L} u \|_{V'} = \| u \|_E = \sup_{v \in V} \frac{|\langle \mathcal{L} u, v \rangle|}{\| v \|_V} \Rightarrow |\langle \mathcal{L} u, v \rangle| \leq \| u \|_E \| v \|_V$$

In a finite dimensional setting, given $U_h \subset U$, optimal PG schemes construct $V_h^{opt} = \mathcal{R}_V^{-1} \mathcal{L}(U_h)$ such that

$$u_h \in U_h : \quad \langle \mathcal{L} u_h, v_h \rangle = \langle f, v_h \rangle \quad \forall v_h \in V_h^{opt}$$

inherits the well-posedness, and furthermore

$$\| u - u_h \|_E = \min_{v \in U_h} \| u - v \|_E = \| \mathcal{L} u_h - f \|_{V'} = \| \mathcal{R}_V^{-1}(\mathcal{L} u_h - f) \|_V$$

(2)

where $\mathcal{R}_V : V \rightarrow V'$ is the Riesz map defined by the duality as $\langle \mathcal{R}_V v, v' \rangle = \langle v, v' \rangle_V \forall v' \in V$. Since $V$ is infinite-dimensional, it is not possible to explicitly compute $\mathcal{R}_V^{-1}$. In order to deal with this issue, a choice of enriched space $V_r \subset V (M = \dim (V_r) \geq \dim (U_h) = N)$ is employed over which the Riesz map is discretized and inverted. Since we are approximating the inverse of $\mathcal{R}_V$, we have $V_h$ which approximates $V_r^{opt}$. It also implies $V_h \subset V_r \subset V$. The discretization of the Riesz map is represented by a Gram matrix $G$ which is induced by the inner product on $V$.

$$G_{i,j} = \langle \psi_i, \psi_j \rangle_V$$

(3)

Here $\psi_i$ and $\psi_j$ represents the basis of enriched space $V_r$. The resulting discrete system on employing a finite dimensional trial basis $U_h$ and $V_r$ which we call as test search space can be shown to be equivalent to the following linear system [8] :

$$B^T G^{-1} B \tilde{x}_h = B^T G^{-1} l$$

(4)

where $u_h = \sum_{i=1}^N \langle \hat{x}_h \rangle \phi_i$ is the discrete solution with $\phi_i$ being the basis of the finite dimensional trial space $U_h$. $B$ is the enriched stiffness matrix where $B_{ij} = \langle \mathcal{L} \phi_j, \psi_i \rangle$ and $l$ is the enriched load vector with $l_i = \langle f, \psi_i \rangle$. Depending upon the variational formulation employed, $G$ might need a global assembly, if the test functions are continuous across the element boundaries. In the current work, we have employed an ultra-weak formulation with broken Sobolev spaces which results in block diagonal structure of $G$ and thus can be inverted locally for each element. However, this results
in introduction of additional skeleton variables. Using static condensation, one can solve globally for the skeleton variables, similar to methods such as hybridisable discontinuous Galerkin schemes \cite{27}. The residual based error estimator in eq. \ref{4} can be approximated due to discretization of $\mathcal{R}_h$ and is given by:

$$\hat{\psi} = \mathcal{G}^{-1}(B\hat{x}_h - l)$$ \hspace{2cm} (5)$$

where the dual of residual is approximated as $\varphi = \sum_{i=1}^{M} \hat{\psi}_i$, and hence the error in energy norm is approximated as

$$\|u - u_h\|_{E} \approx \|\varphi\|.\hspace{2cm} (6)$$

On employing polynomial basis functions for $V_h$, we obtain a polynomial representation of $\varphi$ (dual of the residual) which is called the error representation function. Later, in section 4, we will show how this polynomial representation is paramount to anisotropy computation required for the mesh adaptation.

Next we present the ultra-weak formulation of a scalar convection-diffusion problem. Let $T_h$ be the triangulation of the domain $\Omega$ where $\Omega \subset \mathbb{R}^2$ is a bounded connected Lipschitz domain. $\varepsilon_h^I$ denotes the set of all internal edges and $\varepsilon_h$ denotes the set of all edges. Consider the following function spaces

$$V_h := \{v \in L^2(\Omega) : v|_{\kappa} \in P^p(\kappa), \forall \kappa \in T_h\}$$  
$$\Sigma_h := \{\tau \in (L^2(\Omega))^d : \tau|_{\kappa} \in (P^p(\kappa))^d, \forall \kappa \in T_h\}$$  
$$\Lambda_h := \{\mu \in H^2(\varepsilon_h) : \mu|_{e} \in P^p(e), \forall e \in \varepsilon_h\}$$  
$$\omega_h := \{\mu \in L^2(\varepsilon_h) : \mu|_{e} \in P^p(e), \forall e \in \varepsilon_h\}$$

Consider a scalar second order convection-diffusive equation with Dirichlet boundary condition

$$-\varepsilon \nabla^2 u + \nabla \cdot \beta u = s(x), \quad x \in \Omega \subset \mathbb{R}^d$$  
$$u = g(x), \quad x \in \partial \Omega$$

Re-write as first order system:

$$\sigma = \varepsilon \nabla u, \quad x \in \Omega \subset \mathbb{R}^d$$  
$$-\nabla \cdot \sigma + \nabla \cdot \beta u = s(x), \quad x \in \Omega \subset \mathbb{R}^d$$  
$$u = g(x), \quad x \in \partial \Omega$$

We define the space $X_h = \Sigma_h \times V_h \times \Lambda_h \times \omega_h$ and formulate the DPG method as a discontinuous Galerkin discretization of eq. \ref{7} - eq. \ref{9}. Find $U_h = (\sigma_h, u_h, \lambda_h, \omega_h) \in X_h$ such that,

$$\frac{1}{\varepsilon} \int_{\Omega_h} \sigma_h \cdot \tau \, dx + \int_{\Omega_h} u_h \nabla \cdot \tau \, dx - \int_{\varepsilon_h^0} \lambda_h \|\tau \cdot n_e\| \, ds + \int_{\Omega_h} \sigma_h \cdot \nabla v \, dx - \int_{\Omega_h} \beta \cdot \nabla u_h \, dx -$$

$$\int_{\varepsilon_h} \sigma_h [v] \, ds + \int_{\varepsilon_h} |\beta \cdot n_e| \lambda_h [v] \, ds = \int_{\Omega} s(x) v \, dx - \int_{\partial \Omega} \beta \cdot n_e g(x) \, dx + \int_{\partial \Omega} \tau \cdot n_e g(x) \, dx$$

for all $(\tau, v) \in \mathbb{V}_h$. Also to reflect element by element computations, we have used

$$\int_{\Omega_h} \sigma_h \cdot \tau \, dx = \sum_{\kappa \in T_h} \int_{\kappa} \sigma_h \cdot \tau \, dx$$  
$$\int_{\varepsilon_h} \sigma_h [v] \, ds = \sum_{\kappa \in T_h} \int_{\partial \kappa} \sigma_h \, sgn(n_k) \, v \, ds$$  
$$\int_{\varepsilon_h^0} \lambda_h [\tau \cdot n_e] \, ds = \sum_{\kappa \in T_h} \int_{\partial \kappa \setminus \partial \Omega} \lambda_h \tau \cdot n_k \, ds$$

In above variational formulation, each face has a particular normal $n_e$ associated with it. Hence

$$sgn(n_k) = \begin{cases} 
1 & n_k = n_e \\
-1 & n_k = -n_e 
\end{cases}$$  \hspace{2cm} (10)$$
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where \( n_k \) is outward facing for an element \( k \in T_h \). In case of ultra-weak variational formulation of diffusion and convection-diffusion equations, we will have two components in error representation function. Thus, in this case we will represent error representation function for convection-diffusion problem and diffusion problem as \( (\psi_v, \psi_r) \).

DPG is widely implemented using aforementioned the normal equations, eq. (4), but in certain cases, the normal equation may lead to a very ill-conditioned linear system. For first order formulations, the normal equations lead to a stiffness matrix whose condition number scales with \( O(h^{-2}) \). It is a major problem especially for anisotropic adaptations as element size might get very small due to solution features. In order to cope with this situation, a discrete least square formulation (DLS) has been proposed in [29]. We have implemented this DLS formulation for L-shaped domain test case presented in section 6.

### 2.1 Brief introduction to DPG*

Next, we will provide a brief description of the DPG* method [23][9], which we have implemented for solving the dual problem. DPG* has already been utilized to drive isotropic goal oriented adaptations and an in-depth exposition can be found in [9]. Let the target functional be:

\[
J(u) = (j_\Omega, u) + (j_{\partial \Omega}, Cu)_{\partial \Omega} \equiv \int_{\Omega} j_\Omega u \, dx + \int_{\partial \Omega} j_{\partial \Omega} C u \, ds \tag{11}
\]

where \( j_\Omega \in L^2(\Omega) \) and \( j_{\partial \Omega} \in L^2(\partial \Omega) \) and \( C \) is a boundary operator on \( \partial \Omega \). For our purpose, we will assume that the target functional in eq. (11) is compatible with the primal problem, i.e. we assume that dual problem satisfies the compatibility condition [29] for linear problems given by:

\[
(L u, z) + (Au, C^* z)_{\partial \Omega} = (u, \mathcal{L}^* z) + (Cu, A^* z)_{\partial \Omega},
\]

where \( A \) is boundary operator that accompanies the strong form of the primal problem. \( \mathcal{L}^* \), \( A^* \) and \( C^* \) are called the adjoint operators of \( \mathcal{L} \), \( A \) and \( C \). With this compatibility condition, it can be noticed that for given \( \mathcal{L} \) and \( A \), only certain target functional are compatible. On assuming that the compatibility condition holds, the adjoint problem associated with the primal problem and the target functional mentioned in eq. (11) is given by:

\[
\mathcal{L}^* z = j_\Omega \quad \forall x \in \Omega \tag{13}
\]

\[
A^* z = j_{\partial \Omega} \quad \forall x \in \partial \Omega \tag{14}
\]

The discrete DPG* can be stated as follows: Find \( \hat{z}_h = \mathbb{G}^{-1} B \xi_h \in \mathbb{V}_h \) and \( \hat{\xi}_h \in \mathbb{X}_h \) such that

\[
B^T \mathbb{G}^{-1} B \xi_h = J(u_h) \quad \forall u_h \in \mathbb{X}_h \tag{15}
\]

where the discrete dual solution is given by \( z_h = \sum_{i=1}^{M} (\hat{z}_h)_i \psi_i \) where \( \psi_i \) represents the basis of the test search space. The dual solution \( z \) of the operator equation and associated boundary condition in eq. (13) and eq. (14) is approximated by \( z_h \). The error in target functional \( J \) is bounded by [9]:

\[
|J(u - u_h)| \leq \|\mathcal{L}^*\|^{-1} \|\mathcal{L} u_h - l\|_{\mathcal{L}^*} \|\mathcal{L}^* z_h - J\|_{\ell^1}, \tag{16}
\]

For diffusion and convection-diffusion problems with ultra-weak formulations, \( z_h \) has two components as \( z_h \in \mathbb{V}_h \). In eq. (15), one can replace the error in residual of the dual problem with an equivalent error estimator mentioned in Theorem 7.14 in [26] which we will reiterate next in eq. (17). Since, we are using DPG* to solve the dual problem mentioned in eq. (13) and eq. (14), we replace \( \mathcal{L} \) with \( \mathcal{L}^* \) in error estimator mentioned in Theorem 7.14 in (26).

\[
(\eta^*)^2 = \sum_{k \in T_h} \left(\|\mathcal{L}^*(v, \tau) - j_\Omega\|^2_{L^2(\kappa)} + \sum_{e \in e_k^h} h_e \|\tau \cdot n\|^2_{L^2(e)} + \sum_{e \in e_k} h_e^{-1} \|v\|^2_{L^2(e)}\right) \tag{17}
\]

Above estimator can be decomposed for each element \( k \in T_h \) as a refinement indicator [25] as presented in eq. (18).

\[
\eta^*_k = \left(\|\mathcal{L}^*(v, \tau) - j_\Omega\|^2_{L^2(\kappa)} + \sum_{e \in e_k^h \setminus \partial \Omega} h_e \|\tau \cdot n\|^2_{L^2(e)} + \sum_{e \in e_k \setminus \partial \Omega} h_e^{-1} \|v\|^2_{L^2(e)}\right)^{\frac{1}{2}} \tag{18}
\]

In eq. (17) and eq. (18), \( \mathcal{L}^* \) is adjoint operator, \( h_e \) is measure of size for edges in 2D and faces in 3D and \( \|v\| = v_k n_k + v_{k+1} n_{k+1}. \) One crucial point to be noticed here is that global stiffness matrix stays the same for both the primal and dual problem. The adjoint solution exists in approximate optimal test space \( \mathbb{V}_h \) as \( \hat{z}_h = \mathbb{G}^{-1} B \xi_h \) which is nothing but discrete analogue of \( z = \mathcal{R}^{-1} \mathcal{L} \xi \). Hence, if one needs to compute dual weighted residual (DWR) for error correction using the dual solution \( z_h \), they need to project \( z_h \) to a richer space in order to overcome Galerkin orthogonality. We execute this by performing a patch-wise reconstruction using test search space.
3 Mesh - Metric Duality

In this section, we present a brief overview of the metric based mesh representation and continuous mesh model. We have exploited these concepts in our proposed adaptation method. An in-depth exposition to these concepts can be found in [11] and [12]. Given a triangulation, both size and shape of an element can be characterized by a symmetric positive definite matrix of dimensions $2 \times 2$. Precisely, let $e_k$, for $k = 1, 2, 3$ denote the edges of the triangle, specified as vectors. Then, for any non-degenerate triangle, there exists a unique symmetric positive definite matrix

$$
\mathcal{M} = \begin{pmatrix}
m_{11} & m_{12} \\
m_{21} & m_{22}
\end{pmatrix}
$$

such that, for a given constant $C > 0$, we have

$$
e^T \mathcal{M} e = C, \quad k = 1, 2, 3 \tag{19}
$$

Here we call $\mathcal{M}$ as the metric tensor. Thus, it can inferred that the triangle is equilateral under norm induced by the metric,

$$
\|x\|_\mathcal{M} = \sqrt{x^T \mathcal{M} x}
$$

An equilateral triangular mesh element is said to be unit with respect to the metric. Next, we can associate a unit triangle with $C = 3$ with its circumscribing ellipse provided that the centroid of the triangle and origin of the ellipse coincide. This is illustrated in fig. 1.

![Figure 1: A unit triangle with $C = 3$ and its circumscribing ellipse](image)

The information about the aspect ratio, orientation of ellipse and the associated triangle is encoded within the eigenvectors and eigenvalues of $\mathcal{M}$. This can be illustrated by performing the spectral decomposition of the metric tensor as shown below.

$$
\mathcal{M} = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix} \begin{bmatrix}
\alpha_1 & 0 \\
0 & \alpha_2
\end{bmatrix} \begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix}
$$

The eigenvectors represents the principal axes of the ellipse whereas eigenvalues($\alpha_1$ and $\alpha_2$) are inverse of the square of principle lengths $h_1$ and $h_2$.

$$
\alpha_1 = \frac{1}{h_1^2}, \quad \alpha_2 = \frac{1}{h_2^2}
$$

This relation between eigensystem of metric tensor and the attributes of the ellipse motivates the reason behind encoding information for a desired triangulation in a metric field. From the relation between the area of the ellipse and the triangle, we have

$$
|\kappa| = \frac{3\sqrt{3}}{4} h_1 h_2 = \frac{3\sqrt{3}}{4d} \tag{20}
$$

where local mesh density is defined as $d = \frac{1}{h_1 h_2}$. Furthermore, we define aspect ratio as

$$
\beta = \sqrt{\frac{\alpha_2}{\alpha_1}} = \frac{h_1}{h_2} \tag{21}
$$
Now if we take \( \theta \) described above into account, we can describe an ellipse through its discrete metric using only three parameters \( d, \beta, \theta \) instead of three elements of the metric tensor. By doing this, we have neatly separated the anisotropy of the triangle and size which is inversely proportional to the local mesh density. Now assume that we have a method through which we can quantify the desirable properties of the triangulation, then we can encode this information in a discrete metric field and produce a metric conforming triangulation. In next section, we will precisely introduce such a method by employing the inbuilt error estimator mentioned in the previous section. A metric-based mesh generator produces a mesh using a continuous metric field \((\mathcal{M}(x))_{x \in \Omega}\) which can be generated by a suitable interpolation of the discrete metric field. Such a mesh generator will attempt to produce a triangulation conforming to this metric as closely as possible. The length of a vector under a continuous metric field is computed using the definition of length on Riemannian manifold. In the current work, we have employed freely available metric based mesh generator BAMG \cite{30}. The length of a vector \( e := x_2 - x_1 \) under a continuous metric field is computed as
\[
\|e\|_{\mathcal{M}} = \int_0^1 \sqrt{e^T \mathcal{M}(x_1 + t e) e} \ dt
\] (22)

4 Anisotropic error estimate

As mentioned in section 2, DPG methods with optimal test functions have an inbuilt residual based error estimator:
\[
\|U - U_h\|_{E,T_h}^2 = \|(\psi_v, \psi_T)\|_{V,h}^2 = \sum_{t \in T_h} \|\psi_i, \psi_T\|_k^2
\]
where \( U_h \in X_h \) represents the solution of convection-diffusion or diffusion problem and \((\psi_v, \psi_T)\) are the associated error representation functions. It has been already shown in \cite{31} \cite{32} \cite{33} that one can control the equivalence of the energy norm with the norm of their choice by varying the norm associated with the test space. In this section while presenting the anisotropic error estimate, we employ the natural inner product associated with \( H^1(T_h) \times H(div; T_h) \) which we will call standard V norm given by eq. (23) and a scaled version of V norm \( \| \| \) given by eq. (24). For a scalar convection diffusion problem and the diffusion problem with ultra weak formulation, \( \psi_v \in H^1(T_h) \) and \( \psi_T \in H(div; T_h) \), the standard V norm for \( k \in T_h \) is given by:
\[
\|(\psi_v, \psi_T)\|_{V,k}^2 = \|\psi_v\|^2 + \|\nabla \psi_v\|^2 + \|\psi_T\|^2 + \|\nabla \cdot \psi_T\|^2
\]
\[
= \int_{e_k(x)} (\psi_v(x))^2 + \psi_T(x) \cdot \psi_T(x) + (\nabla \psi_v(x) \cdot \nabla \psi_v(x) + (\nabla \cdot \psi_T(x))^2) \ dx
\] (23)
and the scaled V norm as
\[
\|(\psi_v, \psi_T)\|_{V,k}^2 = \|\psi_v\|^2 + \sqrt{|K|} \|\nabla \psi_v\|^2 + \|\psi_T\|^2 + \sqrt{|K|} \|\nabla \cdot \psi_T\|^2
\]
\[
= \int_{e_k(x)} (\psi_v(x))^2 + \psi_T(x) \cdot \psi_T(x) + \sqrt{|K|}(\nabla \psi_v(x) \cdot \nabla \psi_v(x) + (\nabla \cdot \psi_T(x))^2) \ dx
\] (24)

Here \(|K|\) represents the volume of the element \( k \in T_h \).

4.1 Anisotropy of Homogeneous polynomials

Definition 1. Let \( \bar{x} = (\bar{x}, \bar{y}) \in \Omega \) and \( i \in \mathbb{N} \). We say that a polynomial \( P_i(x) : \Omega \rightarrow \mathbb{R} \) is a homogeneous polynomial of order \( i \) located at \( \bar{x} \) if
\[
P(x) = \sum_{l=0}^{i} c_l (x - \bar{x})^l (y - \bar{y})^{i-l}
\]
(25)

In \cite{34}, Lemma 3.12, the following result on the boundedness of a homogeneous polynomial can be found. We mention this in the next lemma as it is one of the fundamental results which we will need in our anisotropic error estimator.

Lemma 1. Let \( P_i(x) : \Omega \rightarrow \mathbb{R} \) be a i th order homogeneous polynomial located at \( \bar{x} \), \( i \geq 2 \). Then there exist values \( A_i, \rho_i \) and \( \phi_i \in [0, 2\pi] \) such that
\[
|P_i(x,\bar{x})| \lesssim A_i (|x - \bar{x}|^T \mathcal{Q}, D_{\rho_i} Q_{\phi_i} (x - \bar{x})^2)
\] (26)
In particular one can choose

\begin{equation*}
Q_{\phi_i} = \begin{bmatrix}
\cos(\phi_i) & -\sin(\phi_i) \\
\sin(\phi_i) & \cos(\phi_i)
\end{bmatrix}, \quad D_{\rho_i} = \begin{bmatrix}
1 & 0 \\
0 & \rho_i^2
\end{bmatrix}
\end{equation*}

where

\begin{equation*}
\phi_i = \arg\max_{\phi} |P_{i,\bar{x}}(\xi(\phi))|
\end{equation*}

\begin{equation*}
A_i = \max_{\xi \in B} |P_{i,\bar{x}}(\xi(\phi_i))| \quad A_{i,\perp} = |P_{i,\bar{x}}(\xi(\phi_i - \pi/2))|
\end{equation*}

\begin{equation*}
\rho_i = \frac{A_i}{A_{i,\perp}}
\end{equation*}

**Figure 2:** Bound on an arbitrary fourth order polynomial.

In fig. 2, the graph denoted by the red continuous line represents fourth order polynomial whereas the graph denoted by the blue dotted line represents the bound mentioned in lemma 1. In order to obtain the anisotropic error estimator, we will be dealing with the polynomial representation of the error representation function which is computed locally due to broken test spaces as mentioned in section 2. Let the test space and the trial space be chosen as mentioned in section 2, then error representation functions \(\psi_v\) and \((\psi_{r})_{i,j}\) \(\forall i, j \in 1, 2\) are polynomial of order \(p + \delta p\) and hence, in eq. (23) \(e_k(x)\) is a polynomial of \(2(p + \delta p)\). Also let \(E_k\) be the circumscribing ellipse of the element \(K\) as shown in fig. 1.

\begin{equation*}
e_k(x) = \sum_{i=0}^{2(p+\delta p)} \frac{P_{i,\bar{x}_k}(x)}{\sum_{l=0}^{2(p+\delta p)} c_l (x - \bar{x}_k)(y - \bar{y}_k)^{-l}}
\end{equation*}

Equation (27) represents the decomposition of \(e_k(x)\) into homogeneous polynomials centred at the centroid \(\bar{x}_k\) of \(k \in T_h\). Since integrals of monomials whose cumulative power is odd over a symmetric interval about origin is zero, half of the monomials in eq. (27) gets dropped while integrating which can noticed in eq. (28).

\begin{equation*}
\int_{E_k} e_k(x) \, dx \leq \sum_{i=2, i \in Z^+_E} A_i \left( (x - \bar{x}_k)^T Q_{\phi_i} D_{\rho_i} Q_{\phi_i}^T (x - \bar{x}_k) \right)^\frac{1}{2} \, dx
\end{equation*}

In above expression, we have ignored \(i = 0\) as it represents a constant which acts as an offset to the bound and has no anisotropy. \(Z^+_E\) represents the set of positive even integers. We denote by \(h_1\) and \(h_2 = \frac{h_1}{\beta_{\rho,\delta}}\) the size of semi-axes of
sought ellipse $E_k, \beta, \alpha$ is the aspect ratio and the angle between the major axis of $E_k$ and x-axis is denoted by $\phi, \alpha$. Let $E := \{ \zeta \in R^2 ; |\zeta| \leq 1 \}$ be a closed unit ball. Then a mapping $F : E \rightarrow R^2$ can be defined as

$$F(\hat{x}) = Q_v S_v \hat{x} + \bar{x}_k$$

where $Q_v$ is the rotation matrix for rotation of angle $\phi, \alpha$ and

$$S_v = \begin{bmatrix} h_1 & 0 \\ 0 & h_2 \end{bmatrix} = h_1 \begin{bmatrix} 1 & 0 \\ 0 & 1/\sqrt{\alpha} \end{bmatrix}$$

If we treat $\bar{x}_k$ as origin and introduce polar coordinates $\hat{x} = [\cos(\theta) \sin(\theta)]^T$, we have $x - \bar{x}_k = Q_v S_v \hat{x} = Q_v \hat{S}_v [\cos(\theta) \sin(\theta)]^T$. On substituting $x - \bar{x}_k$ in eq. (28),

$$\int_{E_k} e_k(x) \, dx \leq \int_{E_k} e_k(x) \, dx \lesssim \sum_{i=2, i \in Z_k^+} A_i \lambda_k^{i+2} i + 2 \int_0^{2\pi} (g_i(\theta; \beta, \alpha, \phi - \phi_i))^2 \, d\theta$$

where $\lambda_k = \frac{1}{d_k}$ and $d_k$ is computed using the implied metric (computed using the vertices of $k \in T_h$, where $T_h$ is the current triangulation). The anisotropic properties $\{ \beta, \alpha, \phi \}$ are set by minimizing the error bound for $k \in T_h$.

$$\beta, \alpha, \phi = \arg \min_{\beta, \phi} \sum_{i=2, i \in Z_k^+} A_i \lambda_k^{i+2} i + 2 \int_0^{2\pi} (g_i(\theta; \beta, \alpha, \phi - \phi_i))^2 \, d\theta$$

where

$$g_i(\theta, \phi, \phi - \phi_i) = G_{11,i} \cos^2(\theta) + G_{22,i} \sin^2(\theta) + 2G_{12,i} \sin(\theta) \cos(\theta)$$

with

$$G_{11,i} = \beta(\cos^2(\phi - \phi_i) + \rho_i^{-2} \sin^2(\phi - \phi_i))$$

$$G_{12,i} = -\sin(\phi - \phi_i) \cos(\phi - \phi_i)(1 - \rho_i^{-2})$$

$$G_{22,i} = \beta(\sin^2(\phi - \phi_i) + \rho_i^{-2} \cos^2(\phi - \phi_i))$$

Next, we will briefly mention the procedure implemented for solving the minimization problem stated by eq. (30). From section 4.1, it can inferred that $g_i(\beta, \phi, \phi - \phi_i)$ is periodic in $\phi$ and $\beta \rightarrow \infty$ for $\beta \rightarrow \infty$. Hence, the continuity of $\beta$ with respect to $\beta$ and $\phi$ implies the existence of at least one minima. The minimum of eq. (30) is sought iteratively by performing an alternate search in $\beta$ and $\phi$. More details can be found in [section 7.2.22].

5 Continuous model of energy error estimate for H adaptation

When $U_h = (u, \alpha, \hat{u}, \hat{\alpha})$ is approximated with $X_h = \Sigma_h \times V_h \times \Lambda_h \times \omega_h$, using the DPG framework with optimal test functions, it has already been shown that $\|U - U_h\|_E$ is equivalent to the best approximation error under various test norms. In order to achieve this equivalence, the primary ingredient is the equivalence of prescribed test norm with optimal test norm. These salient results regarding equivalence of standard V norm and the optimal test norm are rigorously proved in [35]. In the present work, we have prescribed discontinuous trace approximations. It has already shown in [36] that this is a valid functional setting and is quasi optimal when compared to conforming trace approximations. Hence, we assume that $\|U - U_h\|_E = o(h^{p+1})$ which is essential for the proposed continuous error estimate. We have also used scaled V norm. The reason behind this scaling is the fact that this keeps the Gram matrix $G$ well behaved as the elements size starts reducing locally which in turn keeps the condition number of Global stiffness matrix tractable. This ill conditioning of the gram matrix is already mentioned in [32]. Other option to overcome this issue is to implement the DLS framework but it comes with added cost of solving a least squares problem.

Assumption 5.1: Let $T_h$ be a triangulation and $\eta_k$ be a local error estimate such that $\eta^2 = \sum_{k \in T_h} \eta_k^2$ and $\eta = O(h^s)$ i.e. error estimate converges at $s^{th}$ order [21]. We assume that local error estimate $\eta_k$ scales as $\eta_k = \bar{A}_k |K|^{(s+1)}$ where $A_k$ depends only upon the anisotropy of the element. Furthermore, the order of the method $s$ directly depends upon the polynomial degree of approximation $p$.

1To motivate the scaling $\eta_k \propto |K|^{(s+1)}$, recall that the global error estimate $\eta^2$ scales as $h^{2s} \propto |K|^s$, (we have a $s^{th}$ order method.) At the same time, the contribution from each individual sub-element scales with an additional factor of $K$, because the local domain of integration becomes smaller.
Verification of assumption 5.1 can be found in [section 8.1, [21]] where the authors have demonstrated this with a Laplace problem and in [section 3.2, [37]] where similar properties are studied for compressible flow problems. In present work, we have shown a similar demonstration solving the same Laplace problem as in [section 8.1, [21]] where the exact solution $u$ has the form $u = \sin(2\pi x)\sin(2\pi y)$ in fig. 3, fig. 4 and fig. 5 for $P = 1, 2, 3$ using the standard $V$ norm. Similar to the observation made in [21], there is very small dependence of maximal value of $A_k$ on element size whereas dependence of minimal value is not. However as already mentioned in [21], these elements with smallest error usually do not contribute too much to the total error.

Figure 3: Numerical Justification of assumption 5.1 using $P = 1$

Figure 4: Numerical Justification of assumption 5.1 using $P = 2$

Figure 5: Numerical Justification of assumption 5.1 using $P = 3$
Let \( \{ T_h \}_n \) be the sequence of triangulation employed, we would like to construct an error estimate which achieves global equality with the inbuilt energy error estimate asymptotically.

\[
\| U - U_h \|_{E,k}^2 \approx e_d(x_k) |K| \quad \text{for } x_k \in k, k \in T_h
\]  

where \( e_d(x_k) \) is the density of the error estimate. Thus Asymptotically \(( h \to 0)\), we would like to have

\[
\| U - U_h \|_{E,\Omega}^2 = \sum_{k \in T_h} e_d(x_k) |K| \to \int_{\Omega} e_d(x) \, dx
\]

Next, we define the error density function as following

\[
e_d(x) = \overline{A}(x) d(x)^{-\alpha s}
\]

where \( \alpha = \frac{3\sqrt{3}}{4} \). Using assumption 5.1 and apriori established order of convergence of energy estimate in \(6\), we can set \( s = p + 1 \).

Now we introduce the global continuous estimate \( E = \int_{\Omega} e_d(x) \, dx \) which will be the primary target of the optimization problem 5.1. In problem stated below, we will be treating \( \overline{A}(x) \) as a continuous function though it can only be computed in a discrete way on a triangulation. Also, we would like to introduce the notion of mesh complexity. We define the mesh complexity as

\[
N = \int_{\Omega} d(x) \, dx
\]

In the case of triangulation, we will have a discrete density field i.e. \( d(x) \) is piecewise constant. Hence, we have

\[
\int_{\Omega} d(x) \, dx \approx \sum_{k \in T_h} d(x_k) |k| = \frac{3\sqrt{3}}{4} Ne \quad \text{where } x_k \in k
\]

In above relation, we have used eq. (20) , \( Ne \) is the total number of elements in the mesh. Thus, if \( N \) is prescribed as a constraint, we can formulate a problem of minimizing continuous error at fixed cost i.e desired number of elements in the mesh.

**Problem 5.1:** Let \( N \) be the desired complexity and \( e_d(x) \) be the error density function. We seek a mesh density distribution \( d(x) : \Omega \to \mathbb{R}^+ \) on the next triangulation such that:

(a) \( N = \int_{\Omega} d(x) \, dx \).

(b) \( E = \int_{\Omega} e_d(x) \, dx \) is minimized.

In order to compute the minima of the mesh density distribution \( d(x) \) under the constraint of constant complexity \( N \), we will be employing calculus of variations. We begin by taking variation of the constraint in problem 5.1 with respect to \( d(x) \) which results in the following integral:

\[
\int_{\Omega} \delta d(x) \, dx = 0
\]

Next, on substituting error density function into global continuous error estimate and taking variation with respect to \( d(x) \),

\[
\delta E = -(p+1)\alpha \alpha^{(p+1)} \int_{\Omega} \overline{A}(x) d^{-(p+2)} \delta d(x) \, dx
\]

From eq. (35) and eq. (36), it can be implied that

\[
\overline{A}(x) d^{-(p+2)} = \text{const.}
\]

Hence again using the constraint, we obtain

\[
d^* = C\overline{A}(x)^{\frac{1}{p+2}}, \quad C = \frac{N}{\int_{\Omega} \overline{A}(x)^{\frac{1}{p+2}} \, dx}
\]

On substituting the expression for \( C \), we obtain the expression for the optimal density.

\[
d^*(x) = \frac{N\overline{A}(x)^{\frac{1}{p+2}}}{\int_{\Omega} \overline{A}(x)^{\frac{1}{p+2}} \, dx}
\]
Since, we are in a discrete setting in terms of triangulation, we will compute this desired density for each element \( k \in T_h \). This allows us to replace \( \mathcal{A}(x) \) with \( \mathcal{A}(x_k) \) and thus, we obtain

\[
\mathcal{A}(x_k) = \frac{\|U - U_h\|^2_{E,k}}{|K|^p+2} \tag{40}
\]

\[
d^*(x_k) = \frac{N\|U - U_h\|^2_{E,k}}{|K| \left( \sum_{k \in T_h} \|U - U_h\|^2_{E,k} \right)^{(p+2)/2}} \tag{41}
\]

\[
\sqrt{e(x_k, d^*)|K^*|} = \alpha \frac{(p+2)}{2} N^{-{(p+2)} \left( \sum_{k \in T_h} \|U - U_h\|^2_{E,k} \right)^{(p+2)/2}} \tag{42}
\]

\[
E^* = \sqrt{\sum_{k \in T_h} e(x_k, d^*)|K^*|} = \left( \frac{\alpha}{N} \right)^{\frac{p+1}{2}} \left( \sum_{k \in T_h} \|U - U_h\|^2_{E,k} \right)^{(p+2)/2} \tag{43}
\]

Finally, after computing \((\beta, \theta, d)\) for every element in \( T_h \), the discrete metric field can generated and can be passed on to the metric-based mesh generator to produce the desired triangulation.

### 5.1 Goal Oriented Adaptation

For Goal oriented adaptation, we use \( \tilde{\eta}_k = \eta_k \tilde{\eta}_k \) where \( \eta_k = \|U - U_h\|^2_{E,k} \) and \( \tilde{\eta}_k \) from eq. (18) in place of just \( \|U - U_h\|^2_{E,k} \) in above mentioned algorithm for global size computation whereas the anisotropy computation stays the same. We kept the value of \( s \) in this case also \( p + 1 \). In assumption 5.1, we require sufficient regularity but in many cases the regularity of both the dual and primal solution is questionable. Hence, we prefer to use \( s = p + 1 \) which is a pessimistic approach in place of \( s = 2p + 1 \). This results in overestimation of optimal area and hence might not be sufficiently refined initially. But this gets improved with subsequent adaptations. In [21], this has already been highlighted for non-regular solutions where the authors have used \( s = p + 1 \) which can be higher than the expected regularity of the solution. In that case, optimal area will be underestimated and with subsequent adaptation computed area will converge to the optimal one. In order to get the global density distribution, we have employed the DPG* based error estimator from [26], but this can be replaced with DWR error estimator using the reconstructed adjoint solutions. While reconstructing adjoint, we employ patchwise reconstruction, the details are documented in previous work [38, 39].

![Figure 6: Stencil representing the first level neighbours for patchwise reconstruction.](image-url)

### 5.2 Regularization

In the equation for optimal density eq. (40), \( \mathcal{A} \) can drastically reduce for an element if a posteriori error estimate or indicator has very low magnitude for the particular element. From eq. (39), it can be easily inferred that this can result...
in an excessively small value of density. Even though mesh generators might still produce a valid mesh but this could lead to excessive coarsening in certain parts of the domain. This might lead to a large value of a posteriori estimate in the next adaptation cycle which in turn can lead to refinement in the same region of the domain. Thus, it might lead to a cycle of alternative refinement and coarsening. One can overcome this by a simple regularization of parameter $A(x_k)$. The fundamental idea behind regularization is to determine a new local mesh size in such a way that the local error contribution is approximately same as that of the optimized mesh described this far. We attain this by employing the local optimal error $\sqrt{e(x_k, d^*)/|K^*|}$ mentioned in eq. (42) rather than the local error estimate on the current triangulation. An in-depth exposition to the idea of regularization can be found in [40].

6 Results

6.1 Boundary Layer

Sharp boundary layers are one of the most encountered features in flow fields. This test problem is selected in order to validate the fidelity of the proposed algorithm in presence of a boundary layer. In particular, we solve,

$$\beta \cdot \nabla u - \epsilon \nabla^2 u = s(x) \quad x \in \Omega = (0, 1)^2$$

$$u = 0 \quad x \in \partial \Omega$$

where $\beta = [1, 1]^T$. The source term $s(x)$ is selected in such a way that the exact solution is given by

$$u(x) = \left( x + \frac{e^{\frac{x}{\epsilon}} - 1}{1 - e^{\frac{x}{\epsilon}}} \right) \left( y + \frac{e^{\frac{y}{\epsilon}} - 1}{1 - e^{\frac{y}{\epsilon}}} \right).$$

(45)

The solution exhibits a sharp boundary layer near $x \approx 1, y \approx 1$ and its sharpness is determined by $\epsilon$. The smaller the value of $\epsilon$, the sharper will be the boundary layer (see fig. 7).

![Boundary Layer: Solution contour for two values of $\epsilon$](image)

(a) $\epsilon = 0.1$

(b) $\epsilon = 0.005$

Figure 7: Boundary Layer: Solution contour for two values of $\epsilon$

6.1.1 h-adaptations

Solution Based Refinement

In fig. [8] and fig. [9], we have presented the convergence results for the proposed $h$ adaptation algorithm for the standard $V$ norm and scaled $V$ norm associated with the test space. In $h$ adaptations, we start with an initial mesh of 32 elements. Between each adaptation cycle, $N$ is being increased by 30%. The growth in $N$ is arbitrarily chosen, a different choice in growth may result in different pre-asymptotic behaviour but should produce similar asymptotic result. In $h$ adaptations, it can be observed that there is an initial drop in the error at a rate more than the asymptotic rate. This pre-asymptotic drop is due to the fact that redistribution of dofs contributes significantly to the error reduction. The algorithm identifies the anisotropic features present in the solution field during these initial adaptations. Once, this identification is done in the first few adaptations, we reach the asymptotic region in convergence plot. The extent of this pre-asymptotic region also depends upon the resolution of the initial mesh. From fig. [10], it can be easily inferred that an increase in the resolution of the initial mesh results in fewer adaptations required to reach the asymptotic convergence ($n_{h_0}$ denotes the number of elements in the initial mesh). The rationale behind this is the fact that information for
local anisotropy minimization and analytic optimization is sampled at higher number of points which in turn enhances the performance of the algorithm. Though in pre-asymptotic region the convergence may depend on the initial mesh, asymptotically each of convergence plots in fig. 10 are very similar.

Also, one major advantage of the proposed \( h \) adaptation algorithm is the redistribution of the degrees of freedom when done at a fixed cost. In table 1 we have provided the results showing the drop in error in both \( L^2 \) and energy norm. One can think of this drop in error as an effect of reallocating the degrees of freedom from regions with smoother solution to regions with anisotropic features in the solution. It only takes very few adaptations to reach the saturation in terms of drop in error. The saturation is seen due to the fact that we have kept the DOFs fixed during this numerical experiment. After a few adaptations the algorithm identifies the regions where DOFs need to be reallocated along with local anisotropic modifications to the metric tensor. Once this optimal distribution is achieved, subsequent adaptations will not result in any further decrease in error. In fig. 11 it can be seen that the algorithm prescribes larger elements away form the boundary layer with most the degrees of freedom being allocated to the boundary layer.
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**Figure 8:** Convergence plots of (a) \( L^2 \) error in \( u_h \) and (b) Energy norm using standard \( V \) norm.
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**Figure 9:** Convergence plots of (a) \( L^2 \) error in \( u_h \) and (b) Energy norm using scaled \( V \) norm.
Finally, in fig. 12 we present the comparison of the continuous error estimate in eq. (43) with the in-built error estimate of the DPG scheme for various polynomial order for \( h \) adaptations. The purpose of this comparison is to show that the continuous estimate which drives the adaptation follows the inbuilt error estimate which is the very purpose of the presented adaptation algorithm. It can be observed that the convergence curve of the continuous error estimate follows the same trend as of the inbuilt error estimate for different polynomial orders.
6.1.2 Goal Oriented Adaptation - Opposite Boundary Layer

Similar to the primal problem, the dual problem is formulated by suitably choosing the target $J_1$ such that the exact solution $\eta_1$ to the dual problem is known. The target functional chosen here is a weighted volume integral of $u(x)$ over the domain.

$$J_1(u) = \int_\Omega j_\Omega(x) u(x) \, dx$$

(46)

In the above target, we can change the functional by prescribing $j_\Omega$. For the current linear set-up, we can write the corresponding dual problem as

$$-\beta \cdot \nabla \eta_1 - \epsilon \nabla^2 \eta_1 = j_\Omega(x)$$

$$\eta_1 = 0$$

$x \in \Omega = (0, 1)^2$

$x \in \partial \Omega$

(47)

(48)

where $\beta = [1, 1]^T$. With appropriately chosen $j_\Omega$, we can have

$$\eta_1(x) = \begin{pmatrix} -x + 1 + \frac{e^{1-x}}{1 - e^x} - 1 \\ -y + 1 + \frac{e^{1-y}}{1 - e^y} - 1 \end{pmatrix}$$

(49)

which will solve eq. (47) and eq. (48). A contour plot of both the primal and the dual solution is shown in fig. 13.
The anisotropy and the global size distribution are computed as mentioned in section 4 and section 5. In each adaptation cycle, we prescribe an increase of 30% in the mesh complexity ($N$). In fig. 14a, we show the convergence of the target functional by computing the actual error as we have both exact adjoint solution needed for computing $j$ and exact solution $u$. In fig. 14b, we have shown the convergence of dual weighted residual (DWR) error estimator for target functional. The rate of convergence for both error in the target function and DWR estimator is $2p + 1$ where $p$ is the polynomial order of approximation for the primal $u$. This super convergence is in accordance with the previous results in [40]. In fig. 15, we have shown the adapted mesh for $P = 2$ and $P = 3$. One important point to notice in these meshes are the presence of smaller elements near the bottom left corner. Since the dual variable has a boundary layer, the lower value of $\|U - U_h\|_{E,k}$ is being compensated by a larger value of $\eta_k^*$ mentioned in eq. (17) for the elements present near the bottom left corner. This difference can be noticed by comparing the meshes in fig. 15 and the solution adapted mesh shown in fig. 11.

Figure 13: Boundary Layer test case: Contour plot for the primal $u$ and adjoint $\eta_1$

Figure 14: Convergence plots for (a) error in target functional and (b) Dual Weighted Residual using scaled $V$ norm.
Next, we consider the same primal problem and the target is given by eq. (46) where
\[ j_\Omega(x) = e^{-\alpha((x-x_c)^2+(y-y_c)^2)} \] (50)

Here \((x_c, y_c) \in \Omega\) determines the location of the Gaussian peak and \(\alpha\) controls the steepness of the Gaussian peak. A similar problem have been mentioned in [41]. In the present iteration of the test case, we have considered \((x_c, y_c) = (0.99, 0.5)\). This point is located in the middle of one of the boundary layers. In fig. 16a and fig. 16b we have presented the primal solution and the dual solution. In fig. 17a and fig. 17b we have shown the convergence of the error and dual weighted residual (DWR). Here also we observe that the rate of convergence for both error in the target function and DWR estimator is \(2p + 1\) where \(p\) is the polynomial order of approximation for the primal \(u\). In this test case also, we prescribe an increase of 30% in the mesh complexity between each adaptation cycle.

In fig. 18 we have presented the adapted mesh for resolving the Gaussian peak. It can be easily inferred that only the right boundary layer near \(x = 1.0\) is resolved as the center of the peak lies in this boundary layer.
Next, we repeat the numerical experiment where we keep the complexity $N$ constant and then adapt the mesh. In this case also, we can notice that it just takes only few adaptation to achieve a drop of $5 - 6$ order of magnitude in the error of the target functional and the DWR estimator. In Table 2 we have tabulated the error and the DWR with adaptation.

Next, we repeat the numerical experiment where we keep the complexity $N$ constant and then adapt the mesh. In this case also, we can notice that it just takes only few adaptation to achieve a drop of $5 - 6$ order of magnitude in the error of the target functional and the DWR estimator. In Table 2 we have tabulated the error and the DWR with adaptation.

Next, we repeat the numerical experiment where we keep the complexity $N$ constant and then adapt the mesh. In this case also, we can notice that it just takes only few adaptation to achieve a drop of $5 - 6$ order of magnitude in the error of the target functional and the DWR estimator. In Table 2 we have tabulated the error and the DWR with adaptation.

Next, we repeat the numerical experiment where we keep the complexity $N$ constant and then adapt the mesh. In this case also, we can notice that it just takes only few adaptation to achieve a drop of $5 - 6$ order of magnitude in the error of the target functional and the DWR estimator. In Table 2 we have tabulated the error and the DWR with adaptation.
6.2 Inverse Tangent Test Case - Flux Target

Here, the governing primal PDE stays the same as in previous cases.

\[
\beta \cdot \nabla u - \epsilon \nabla^2 u = s(x) \quad x \in \Omega = (0, 1)^2 \\
u = 0 \quad x \in \partial \Omega
\]  
(51)

where \( \beta = [1, 1]^T \). The source term \( s(x) \) is selected in such a way that the exact solution is given by

\[u(x) = (\tan^{-1}(\alpha(x - x_1)) + \tan^{-1}(\alpha(x_2 - x))) \left(\tan^{-1}(\alpha(y - y_1)) + \tan^{-1}(\alpha(y_2 - y))\right)\]

where \( x_1 = y_1 = \frac{1.0}{\pi}, x_2 = y_2 = \frac{2.0}{\pi}, \alpha = 50.0 \) and \( \epsilon = 0.01 \). Here we focus on a flux target for the dual problem.

The target for this problem is

\[J(\sigma) = \int_{\partial \Omega} j_{\partial \Omega}(x) \sigma \cdot n ds\]  
(52)

where we have

\[j_{\partial \Omega} = \begin{cases} 1 & n = (1, 0) \\ 0 & \text{otherwise} \end{cases}\]  
(53)

Thus, we have taken the flux on the right most boundary as the target function. In this case, the dual problem has no source, while the weighting function \( j_{\partial \Omega}(x) \) appears as a boundary condition. Hence, the dual problem is as follows

\[-\beta \cdot \nabla \eta_1 - \epsilon \nabla^2 \eta_1 = 0 \quad x \in \Omega = (0, 1)^2 \\
\eta_1 = j_{\partial \Omega} \quad x \in \partial \Omega\]  
(54)\hspace{1cm}(55)

In fig. 19 we have presented the convergence in the target functional and DWR estimator which we followed by presenting the adapted mesh in fig. 20. Through this numerical example, we also wanted to show the need of regularization mentioned in section 5.2. In fig. 21 we have presented the adapted meshes from three subsequent adaptation and it can be quite easily noticed that alternate refinement and coarsening of mesh elements is taking place at the top left corner of the domain. This causes spurious oscillation in the convergence of the target function even though we are not in the pre-asymptotic region. If regularization is employed, these oscillation tend to disappear which can be seen in fig. 22. In fig. 23 we have presented the comparison of convergence in target functional with and without regularization employed. The convergence with regularization employed is much more smoother compared to oscillatory convergence without regularization. In current setup, the oscillations are not overwhelming but this can’t be guaranteed and will depend upon the nature of the problem. Hence, implementation of regularization is subjective and needs to be treated on a case by case manner.

![Figure 19: Convergence plots for (a) error in target functional and (b) Dual Weighted Residual with regularization (section 5.2) using scaled V norm.](image)
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Figure 20: Adapted mesh for (a) $P = 2$ and (b) $P = 3$ after 15$^{th}$ adaptation using scaled $V$ norm.

Figure 21: Oscillation in mesh during adaptation cycle without regularization using scaled $V$ norm.

Figure 22: Adaptation cycle with regularization using scaled $V$ norm.
6.3 Interior Line Singularity

\[-\nabla^2 u = s(x) \quad x \in \Omega = (0,1)^2\]
\[u = g_D \quad x \in \partial \Omega \quad (56)\]

Source term \(s(x)\) is chosen in such a way that the exact solution is given by:

\[u(x) = \begin{cases} 
\cos(\pi(y-0.5)) & x \leq \Theta y + 0.5 \\
\cos(\pi(y-0.5)) + (x - \Theta y - 0.5)^\gamma 2^\gamma & x > \Theta y + 0.5.
\end{cases} \quad (57)\]

The boundary condition \(g_D\) is set to be the exact solution. The regularity of the solution depends upon the parameter \(\gamma\) as the solution lies in fractional Sobolev space \(H^{(\gamma+0.5-\epsilon)}\) \(\forall \epsilon > 0\). Consequently, the optimal order of convergence of solution \(u\) in \(L^2\) norm is

\[\min(p+1, \gamma + 0.5 - \epsilon) \quad (58)\]

where \(p\) is the order of approximation. Figure 24 shows the convergence plots in \(L^2\) norm of the primary field variable \(u\) and the energy norm induced by the scaled \(V\) norm. The primary objective of performing this numerical experiment is to test the optimality of the meshes being produced by the proposed methodology. Since, the proposed methodology directly extracts information from the inbuilt estimator, optimality means that the mesh adapted for a given parameter \(\gamma\) should be sub-optimal for a different value of \(\gamma\). We will be demonstrating this with two different values of \(\gamma\) \((\gamma = 2.0\) and \(\gamma = 3.3)\).

To perform this test, we start with a isotropic mesh containing 32 elements and we increase \(N\) by 30\% in each adaptation. The meshes are initially adapted for \(\gamma_1\) and all the meshes in this adaptation run are saved. We, then solve the poisson problem on these saved meshes with \(\gamma_2\). In fig. 25 it can be observed that the optimal convergence order for primary field variable \(u\) as given by eq. (58) is only achieved in case of \(\gamma_1\). This sub-optimal behaviour can also be seen in the convergence plots for the energy error (fig. 26). This clearly demonstrates the strong dependence of mesh on the problem at hand which is achieved by directly utilizing the inbuilt error estimator. In fig. 27 and fig. 28 we have presented the solution for different \(\gamma\) and corresponding adapted mesh.
Figure 24: Convergence plots for different polynomial order of $L^2$ error in $u_h$ and Energy norm at $\gamma = 3.5$ using scaled V norm.

Figure 25: Convergence plots for optimal $\gamma_1$ and suboptimal $\gamma_2$ in $L^2$ norm of $u$ using scaled V norm.

Figure 26: Convergence plots for optimal $\gamma_1$ and suboptimal $\gamma_2$ in Energy norm using scaled V norm.
6.4 L-shaped Domain

\[-\nabla^2 u = s(x) \quad x \in \Omega = [-1, 1]^2 \setminus [0, 1] \times [-1, 0] \]
\[u = g_D \quad x \in \partial \Omega \quad (59)\]

Source term \(s(x)\) is chosen in such a way that the exact solution is given by:

\[u(x) = r^{\frac{2}{3}} \sin \left( \frac{2}{3} \theta \right) \quad \text{where} \quad \theta = \tan^{-1} \left( \frac{y}{x} \right) \quad \text{and} \quad r = \sqrt{x^2 + y^2} \quad (60)\]

Boundary condition \(g_D\) is the exact solution. L-shaped domain with a \(r^\alpha\) type solution exhibits corner singularity. For the present L-shaped domain, \(\alpha = \frac{2.0}{3.0}\). Through this numerical experiment, we wanted to demonstrate the behaviour of the proposed methodology in a presence of a singularity. Despite having a singular solution, it can be noticed that \(O(h^{p+1})\) is achieved for \(h\) adaptivity. We have presented the convergence in \(L^2\) and energy norm in fig. 29. The exponential grading of meshes is qualitatively visible from fig. 30. In [42] Theorem 4.4, the expression for the optimal grading of mesh elements for degree \(p\) polynomial approximation of \(u\) has been presented. The same analysis can be done with a focus on \(\sigma\) such that the optimal mesh can minimize \(L^2\) error in \(\sigma\). In this case the mesh grading comes out to be,

\[h(r) = Cr^\beta \quad (61)\]
where $C$ is a constant independent of $r$ and

$$\beta = 1 - \frac{\alpha}{p + 2} \tag{62}$$

Since the energy error is equivalent to composite $L^2$ error and the grading in $\sigma$ has a higher exponent than $u$, one can infer that the grading of the mesh is driven by $\sigma$ rather than $u$. In fig. 31 we present the variation of $\sqrt{\kappa}$ which is a measure of size of an element with respect to its distance from the singularity for different polynomial order using log-log axis. In order to obtain the approximation of the exponent $\beta$, we did a linear fit to the data and the slopes of the linear fit agrees with theoretical exponent mentioned in eq. (62).

![Figure 29: Convergence plots of (a) $L^2$ error in $u_h$ and (b) Energy norm using scaled $V$ norm](image)

![Figure 30: Adapted mesh for (a) $P = 2$ and (b) $P = 3$](image)
In section 2 we have mentioned about the importance of the discrete least square implementation. Here in fig. 32, we present quantitative result showing the growth of condition number for adapted meshes using normal equations and DLS implementation for two different polynomial orders. As mentioned earlier, condition number for the normal equations has quadratic growth rate whereas DLS results in linear growth. This has significant implications as using normal equations might limit the extent to which one can adapt the mesh especially when there is presence of strong features in solution.
7 Conclusion and outlook

We have presented a continuous \( h \) mesh model for driving mesh optimization for both solution based and target-based adaptation. Apart from being parameter free, the method directly utilizes the information from the inbuilt error estimator rather being depended on an error model which is not compatible with the numerical scheme. To this end we have been able to produce optimal approximation space in conjunction with optimal test space. We have presented numerical experiments for diffusion and convection-diffusion problems showing the feasibility of the method. In current set up, we have presented two-dimensional results but it is very much possible to extend this approach to three dimensional problem. In order to achieve this, it would be necessary to generalize the definitions of element shape and anisotropy of error estimator. The nature of minimization problem for computing the local anisotropy and mesh density stays the same. Also, a \( hp \) extension for the presented methodology is also very much viable and will be presented in future work.
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