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Abstract—Despite recent advances in deep-learning based semantic segmentation, automatic building detection from remotely sensed imagery is still a challenging problem owing to large variability in the appearance of buildings across the globe. The errors occur mostly around the boundaries of the building footprints, in shadow areas, and when detecting buildings whose exterior surfaces have reflectivity properties that are very similar to those of the surrounding regions. To overcome these problems, we propose a generative adversarial network based segmentation framework with uncertainty attention unit and refinement module embedded in the generator. The refinement module, composed of edge and reverse attention units, is designed to refine the predicted building map. The edge attention enhances the boundary features to estimate building boundaries with greater precision, and the reverse attention allows the network to explore the features missing in the previously estimated regions. The uncertainty attention unit assists the network in resolving uncertainties in classification. As a measure of the power of our approach, as of December 4, 2021, it ranks at the second place on DeepGlobe’s public leaderboard despite the fact that main focus of our approach — refinement of the building edges — does not align exactly with the metrics used for leaderboard rankings. Our overall F1-score on DeepGlobe’s challenging dataset is 0.745. We also report improvements on the previous-best results for the challenging INRIA Validation Dataset for which our network achieves an overall IoU of 81.28% and an overall accuracy of 97.03%. Along the same lines, for the official INRIA Test Dataset, our network scores 77.86% and 96.41% in overall IoU and accuracy. We have also improved upon the previous best results on two other datasets: For the WHU Building Dataset, our network achieves 92.27% IoU, 96.73% precision, 95.24% recall and 95.98% F1-score. And, finally, for the Massachusetts Buildings Dataset, our network achieves 96.19% relaxed IoU score and 98.03% relaxed F1-score over the previous best scores of 91.55% and 96.78% respectively, and in terms of non-relaxed F1 and IoU scores, our network outperforms the previous best scores by 2.77% and 3.89% respectively.

Index Terms—Semantic Segmentation, Attention, Deep Learning, Generative Adversarial Networks

I. INTRODUCTION

While a great deal of progress has already been made in the automatic detection of building footprints in aerial and satellite imagery, several challenges still remain. Most of these can be attributed to the high variability in how the buildings show up in such images in different parts of the world, by the effect of shadows on the sensed data, and by the presence of occlusions caused by nearby tall structures and high vegetation. Problems are also caused by the fact that the reflectivity signatures of several types of building materials are close to those for the materials that are commonly used for the construction of roads and parking lots.

With regard to the performance of the deep-learning based methods for discriminating between the buildings and the background, the commonly used metrics used for evaluating the algorithms only ensure that the bulk of the building footprints is extracted. The metrics do not enforce the requirement of contiguity of the pixels that belong to the same building. These problems related to enforcing the spatial contiguity constraint and to ensuring the quality of the building boundaries only become worse in the presence of confounding factors such as shadows, the similarity between the reflectivity properties of the building exteriors and their surroundings, etc.

We address these challenges in a new generative adversarial network (GAN) for segmenting building footprints from high-resolution remotely sensed images. We adopt an adversarial training strategy to enforce long-range spatial label contiguity, without adding any complexity to the trained model during inference. In our adversarial network, the discriminator is designed to correctly distinguish between the predicted labels and the ground-truth labels and is trained by optimizing a multi-scale L1 loss. The generator, an encoder-decoder framework with embedded uncertainty attention and refinement modules, is trained to predict one-channel binary maps with pixel-wise labels for building and non-building classes.

Our network incorporates several novel ideas, such as the Uncertainty Attention Unit that is introduced at each data abstraction level between the concatenation of the encoder feature map with the decoder feature map. This unit focuses on those feature regions where the network has not shown confidence during its previous predictions. That is likely to happen at the boundaries of the building shapes, in shadow...
areas, and in those regions of an image where the building pixel signatures are too close to the background pixel signatures.

Another novel aspect of our network is the Refinement Module that consists of a Reverse Attention Unit and an Edge Attention Unit. This module is introduced after each stage in the decoder to gradually refine the prediction maps. Starting with the bottleneck layer of the encoder-decoder network and using an Atrous Spatial Pyramid Pooling (ASPP) [3] layer, the network first predicts a coarse prediction map that is rich in semantic information but lacks fine detail (Figure 2). The coarse prediction map is then gradually refined by adding residual predictions obtained from the two attention units in each stage of decoding. The Edge Attention Unit amplifies the boundary features, and, thus, helps the network to learn precise boundaries of the buildings. And the Reverse Attention Unit allows the network to explore the regions that were previously classified as non-building, which enables the network to discover the missing building pixels in the previously estimated results.

In addition to the adversarial loss, we also use deep supervision (shown as thick arrows in Figure 2) in our architecture for efficient back propagation of the gradients through the deep network structure. By deep supervision, we refer to the losses computed for each intermediate prediction map. These losses are added to the final layer’s loss. Deep supervision guides the intermediate prediction maps to become more directly predictive of the final labels. We compute weighted dice loss and shape loss for the final prediction map as well as for each intermediate prediction map.

The power of our approach is best illustrated by its ranking at number 2 in the “DeepGlobe Building Extraction Challenge” at the following website:

https://competitions.codalab.org/competitions/18544#results

In the experimental results that we will report in this paper, the reader will see significant performance improvements over the previous-best results for four different datasets, two of which are known to be challenging (DeepGlobe and INRIA), and two others that are older but very well known in semantic segmentation research (WHU and the Massachusetts Buildings Dataset). While our performance numbers presented in the Results section speak for themselves, the reader may also like to see a visual example of the improvements in the quality of the building prediction maps produced by our framework. Figure 1 shows a typical example. Additionally, our results on the INRIA Aerial Image Labeling Dataset [1] demonstrate that our proposed network can be generalized to detect buildings in different cities across the world without being directly trained on each of them.

The rest of the paper is organized as follows. In Section II we review current state-of-the-art building segmentation algorithms and explain distinctive features of our proposed algorithm in relation to the past literature. Section III gives a detailed description of our network architecture and its various components. We explain our training strategy and the loss functions used in Section IV. In Section V we describe the datasets we have used for our experiments. Subsequently, in Section VI we provide detailed description of our experimental setup. In Section VII we compare the performance of our approach with other state-of-the-art methods. We conduct a detailed discussion about our results and present an ablation study involving various components of our network in Section VIII. Finally, we conclude and summarize the paper in Section IX.

II. RELATED WORKS

The past decade of research in image segmentation methods has witnessed the deep learning based approaches [9], [16]–[26] outperforming the more traditional approaches [27]–[36]. Inspired by the success of the deep learning based methods, more recently the researchers have focused on developing neural network based frameworks for detecting building footprints from high-resolution remotely sensed images [5], [37]–[39].

Mnih was the first to use a CNN to carry out patch-based segmentation in aerial images [1]. Saito et al. in [2] also used a patch based CNN for road and building detection from aerial images. However, the patch-based methods suffer from the problem of limited receptive fields and large computational
The patch-based approaches were soon surpassed by pixel-based methods that applied state-of-the-art neural network models, like the hierarchical fully convolutional network (FCN) and stacked U-Nets, to perform pixel-wise prediction of building footprints in aerial images. However, these approaches do not fully utilize the structural and contextual information of the ground objects that can help to distinguish the buildings from their heterogeneous backgrounds.

The shortcomings of the current state-of-the-art in deep learning based methods are being addressed by several ongoing research efforts. The work reported in addresses the problems caused by large variations in the building sizes in satellite imagery. On the other hand, the works reported in deal with the preservation of the sharpness of the building boundaries. There are also the works reported in that attempt to detect buildings even when only a part of a building is visible.

In order to leverage large-scale contextual information and extract critical cues for identifying building pixels in the presence of complex background and when there is occlusion, researchers have proposed methods to capture local and long-range spatial dependencies among the ground entities in the aerial scene. Several researchers are also using transformers, attention modules, and multi-scale information for this purpose. Recently, multi-view satellite images are also being used to perform semantic segmentation of points on ground.

GANs are also gaining popularity in solving semantic segmentation problems. In GAN-based approaches to building detection, the generator is basically a segmentation network that aims to produce building label maps that cannot be distinguished from the ground-truth ones by the discriminator. By training the segmentation and the discriminator networks alternatively, the likelihood associated with the joint distribution of all the labels that are possible at the different pixel locations can be maximized as a whole, which amounts to enforcing long-range spatial dependency among the labels. Using this logic, the authors illustrated how the use of adversarial learning can improve the performance of the existing benchmark semantic segmentation networks. Along roughly the same lines, the authors adopted adversarial training to detect buildings in overhead images where the segmentation network is a fully convolutional DenseNet model and the discriminator an autoencoder. In the authors used a SegNet model with a bidirectional convolutional LSTM as the segmentation network.

The work presented in this paper comes closest to the approach adopted in which the authors have proposed a GAN with spatial and channel attention mechanisms to detect buildings in high-resolution aerial imagery. In this contribution, the spatial and the channel attention mechanisms are embedded in the segmentation architecture to selectively enhance important features on the basis of their spatial information in the different channels. In contrast with, our framework focuses the attention units where they are needed the most — these would be the pixels where the predictions are being made with low probabilities.

Despite the successes of the previous contributions mentioned in this section, the predicted building label maps are still found lacking with regard to the overall quality of building segmentations. At the pixel level, we still have misclassifications at a higher rate at those locations where the classification accuracy is most important — at and in the vicinity of the boundaries of the buildings and where there are shadows.
and obscurations. Furthermore, the methods that have been proposed to date tend to be locale specific. That is, they do not generalize straightforwardly to the different geographies around the world without further training. In this paper, we aim to overcome these shortcomings with the help of uncertainty and refinement modules that we embed in the segmentation network of our adversarial framework. We show empirically that our model outperforms the state-of-the-models on well-known publicly available datasets [1], [15], [54], [71], [72].

III. PROPOSED ARCHITECTURE

In this section, we describe our proposed attention-enhanced generative adversarial network for detecting building footprints in remotely sensed images. The framework is composed of two parts: an attention-enhanced segmentation network (S) and a critic network (C). Our segmentation network, attention units and critic network are described in details in Sections III-A, III-B and III-C respectively.

A. Segmentation Network

Our segmentation framework (S), illustrated in Figure 2, is a fully convolutional encoder-decoder network that takes in a 3-channel remotely sensed image and generates a 1-channel prediction map in which each pixel value indicates that pixel’s probability of belonging to the building class.

S uses four strided convolutional (Conv) layers for encoding the input images. The kernel size is set to 7 for the first two layers and 5 for the next two. The stride is set to 2 in all the layers. The output of the encoder is a feature map at 1/16-th the spatial resolution of the input images. The number of channels goes up by a factor of 2 in each layer. The feature maps thus produced at the bottleneck layer of the network are processed by an ASPP module [3] to capture the global contextual information for more accurate pixel-wise predictions. The ASPP module consists of a 1 x 1 Conv layer, three 3 x 3 Conv layers with dilation rates of 2, 4, and 6, and a global context layer incorporating average pooling and bilinear interpolation. The resulting feature maps from the five layers of ASPP are concatenated and passed through another 3 x 3 Conv layer, where they form the output of the ASPP module that is fed directly into the decoder. In addition to that, we pass the feature maps from the ASPP module through a 1 x 1 Conv layer to produce the top-most prediction map that is low in resolution but rich in semantic information.

The decoder uses kernels with increasingly larger receptive fields (7,9 and 11) in order to enlarge the representational scope of each pixel. Each layer of the decoder uses a transpose convolution (ConvTranspose2d) to up-sample the incoming feature map while halving the number of feature channels.

Residual blocks are added after every downsampling and upsampling layer. Each residual block consists of a 1 x 1 Conv, followed by a 3 x 3 Conv and then another 1 x 1 Conv. Skip connections are used in a similar fashion as that of the U-Net [16] to concatenate the corresponding layers of the encoder and the decoder. As shown by the yellow boxes in Figure 2 an Uncertainty Attention Module is used for this concatenation at each abstraction level in network. This allows the network to focus on the features in those regions where the network has not shown confidence in the predictions made at the lower abstraction level. Detailed description of this module is presented in Section III-B2.

Batch normalization is used after each convolutional layer except the first layer of the encoder. After each batch normalization, Leaky ReLU with a leak slope of 0.2 is used in all downsampling blocks, and a regular ReLU has been used for all the upsampling layers.

We also apply a Refinement Module consisting of a Reverse Attention Unit and an Edge Attention Unit in each stage of the decoder. This module is used to learn residual predictions after every stage of decoding and gradually refine the prediction map estimated in the previous stage until the final prediction map is obtained. Details of this module are provided in Section III-B1.

B. Attention in Segmentation Network
in layers closer to the final output will contain accurate localization information about the objects in the image, but will be lacking in fine detail regarding those objects. On the other hand, the layers closer to the input will be rich in fine detail but with unreliable estimates of where exactly the object is located. The purpose of the Refinement Module is to fuse the fine detail from the lower-indexed layers with the spatial features in the higher-indexed layers with the expectation that such a fusion would lead to a segmentation mask that is rich in fine details and that, at the same time, exhibits high accuracy with regard to object localization.

Such a fusion in our framework is carried out by the Refinement Module that is used in each stage of the decoder for refining the prediction map gradually by recovering the fine details lost during encoding. This module does its work through two attention units: Reverse Attention Unit (RAU) and Edge Attention Unit (EAU). Through residual learning, both these units seek to improve the quality of the predictions made in the previous decoder level on the basis of the finer image detail captured during the current decoder level. What's important here is the fact that both these actions are meant to be carried out in those regions of an image where the accuracy of semantic segmentation is likely to be poor — e.g. in the vicinity of building boundaries, as can be seen in Figure 6.

For example, starting with the bottleneck, the encoded features extracted from the ASPP module predict the top-most prediction map that is at low resolution but rich in semantic information. The decoder starts with this coarse prediction map and looks back at it in the next layer of the decoder where additional image detail is available for improving the prediction probabilities that were put out by ASPP and for improving the edge detail associated with the predictions. The former is accomplished by RAU and the latter by EAU. While similar techniques have been used in the past to improve the output of semantic segmentation [73], [74] and object detection [75], we believe that ours is the first contribution that incorporates these ideas for a reliable extraction of building footprints in aerial and satellite imagery.

As shown in Figure 3 the Refinement Module concatenates the feature maps that are produced by RAU and EAU. The concatenated feature maps are then passed through two 3 × 3 Conv layers, and the output of the Refinement Module is then added to the upsampled upper-layer prediction to obtain a finer lower-level prediction, as shown in the figure. The circle with a plus sign inside it in the figure means an element-wise addition of the two inputs. Details regarding the two attention units are presented in the next two subsections.

a) Reverse Attention: The idea of reverse attention is to reconsider the predictions coming out of a lower-indexed layer in the decoder in light of the spatial details available at the current layer. This amounts to a backward look in the decoder chain and justifies the name of this attention unit.
Figure 4 illustrates how the reverse attention mechanism works. The RAU takes two inputs: (1) the upsampled version of the building prediction map produced by the previous decoder layer; and (2) the finer detailed Conv features copied over from the encoder side after they have been processed by the decoder logic in the current layer. As should be evident from the data flow arrows in Figure 2, the Reverse Attention Unit (RAU) guides the network to use the fine detail in the current layer of the decoder and reevaluate the building predictions coming out of the lower layer. We refer to these reassessed predictions as Reverse Attention Map. At the nth layer, the Reverse Attention Map is generated as follows:

\[ A^\text{R}_n = 1 - \text{Sigmoid}(U(P_{n-1})) \]  

where \( P_{n-1} \) is the building prediction map produced by the \((n-1)\)th layer and \( U(P_{n-1}) \) is its upsampled version that can be understood directly in the nth layer.

There is a very important reason for the subtraction in the equation shown above: As one would expect, the building detection probabilities are poor near the building edges and that’s exactly where we want to direct RAU’s firepower, hence the reversal of the probabilities in the equation shown above. As it turns out, this is another reason for “Reversal” in the name of this attention unit.

We now define a Reverse–Weighted Feature Map, \( F^\text{R}_n \), for the nth layer:

\[ F^\text{R}_n = A^\text{R}_n \otimes F_n \]  

where the symbol \( \otimes \) denotes element-wise multiplication, and \( F_n \) represents the convolutional feature maps of the nth layer.

b) Edge Attention: The purpose of the edge attention is to improve the quality of the boundary edges of the building predictions made by the previous layer of the decoder using the additional image detail available in the current layer.

Essential to the logic of what improves the boundary edges is the notion of contour extraction. At each layer on the decoder side, we want to extract the contours in the fine detail provided by the encoder side in order to improve the edges in the building prediction map yielded by the lower layer. Note that there is a significant difference between just detecting the edge pixels and identifying the contours. Whereas the former could yield just a disconnected set of pixels on the object edges, the latter is more likely to yield a set of connected boundary points — even when using just contour fragment (as opposed to, say, closed contours). On account of the need to make these calculations GPU compatible, at the moment the notion of contour extraction is carried out by applying the Sobel edge detector [76] to a building prediction map followed by a p-pixel dilation of the edge pixels identified in order to connect what would otherwise be disconnected pixels.

As shown in Figure 5, the Edge Attention Unit (EAU) takes two inputs: 1) the upsampled version of the building prediction map produced by the previous decoder layer; and 2) the finer detailed convolutional features copied over from the encoder side after they have been processed by the decoder logic in the current layer. The output of EAU consists of an edge-weighted feature map. If \( n \) denotes the index for the current layer in the decoder, the building prediction map produced by the previous layer, denoted \( P_{n-1} \), is first upsampled using bilinear interpolation to get \( U(P_{n-1}) \), which is then used to generate a binary decision map, \( B^\text{E}_n \), for the current layer as follows:

\[ B^\text{E}_n = \begin{cases} 1 & \text{if } \text{Sigmoid}(U(P_{n-1})) \geq 0.5 \\ 0 & \text{otherwise} \end{cases} \]  

Subsequently, the Sobel edge detector is applied to the binary decision map in order to detect edge fragments in the predicted binary map. As shown in Figure 5, the next step is to dilate the edge fragments produced by Sobel so that they become p-pixels wide. The edge dilation step connects what could otherwise be disjoint edge fragments. Typically, we dilate the edge pixels by a kernel of size \( 7 \times 7 \) to get a dilated edge map, \( D^\text{E}_n \), which leads to the edge attention map as defined by:

\[ A^\text{E}_n = \text{Sigmoid}(U(P_{n-1})) \otimes D^\text{E}_n \]  

The edge attention map could be thought of as a boundary confidence map. This confidence map is then multiplied with the nth layer feature map to obtain the edge-weighted features, \( F^\text{E}_n \) as shown below:

\[ F^\text{E}_n = A^\text{E}_n \otimes F_n \]  

where \( F_n \) is the nth layer feature map.

2) Uncertainty Attention: In general, a classical encoder-decoder network does not provide for feature selection when fusing together the high-level features going through decoder with the low-level features being copied over from the encoder side through the skip connections. A manifestation of this phenomenon is over-segmentation in the final output of the network that is caused by indiscriminately fusing the low-level features from the encoder with the high-level features in the decoder.

To mitigate such over-segmentations, we introduce an Uncertainty Attention Module (UAM) in every encoder-to-decoder skip connection, as shown by the yellow boxes in the middle of the ‘U’ in Figure 2. The purpose of these attention units is to mediate the level of inclusion for the encoder-generated low-level features when they are copied over to the decoder side. More specifically, we want the Uncertainty Attention Module to use the low-level detail made available by the encoder only in those regions of a prediction map where the
degree of uncertainty exceeds a threshold. Experience with such architectures tells us that we can expect the uncertainty to be relatively large in the vicinity of the object boundaries in the input images, as can be seen in Figure 8.

That raises the question of how to measure the degree of uncertainty associated with the predictions on the decoder side. As it turns out, that’s an easy thing to do by measuring the entropy associated with the building predictions in the different levels of decoder. We compute pixel-wise entropy in a prediction map to produce the uncertainty attention map at each level of our network as follows:

$$E(i) = -p_i \log(p_i) - (1 - p_i) \log(1 - p_i)$$  \hspace{1cm} (6)$$

where $p_i$ denotes the probability of the $i$th pixel belonging to the building class. This uncertainty attention map is then element-wise multiplied with the low-level feature maps in that specific layer to create an uncertainty-weighted low-level feature map, as shown in Figure 7.

Recent research [77] has shown that concatenating shallow encoder features with deep decoder features can adversely affect the predictions if the semantic gap between the features is large. And, it stands to reason that introducing uncertainty attention prior to concatenation has the possibility of amplifying this problem by injecting “noisy” encoder features in those regions of a building prediction map where the probabilities are low. We guard against such corruption of the prediction maps by using deep supervision (shown by thick arrows in Figure 2) that forces the intermediate feature maps to be discriminative at all levels of the decoder. Deep supervision [78]–[81] allows for more direct backpropagation of loss to the hidden layers of the network.

C. Critic Network

We now present the details regarding the critic network (C) in our framework. The network for C is essentially the same as the encoder in $S$ minus the residual blocks. Our experiments have shown that adding the residual blocks in C increase the parameter space of the model without any significant improvement in the performance of the critic.

C is supplied with two inputs: (a) 3-channel remotely sensed images masked by the corresponding ground-truth building labels; and (b) 3-channel remotely sensed images masked by the building labels generated by $S$. These masks (predicted and
the ground-truth) are created by element-wise multiplication of the one-channel label maps with the original RGB images, as shown in Figure 9. C extracts features from the predicted mask as well as the ground-truth mask at multiple scales, reshapes these multi-scale features into one-dimensional vectors and concatenate them together. Finally, C seeks to maximize the difference between the vectors created from the true instances and the predicted instances.

Fig. 9: Critic Framework

IV. TRAINING STRATEGY

The generator i.e. the segmentor (S) and the critic (C) in our proposed architecture are trained alternatively in an adversarial fashion. S tries to predict an accurate label map for the buildings present in the input image such that C cannot distinguish between the predicted map and the ground-truth map, whereas C aims to discriminate the predicted maps from the ground-truth maps. To train the network in an adversarial fashion, we calculate the multi-scale L_1 loss, as explained in Section IV-A, using the hierarchical features extracted from the multiple layers of C. This multi-scale L_1 loss, proposed by Xue et al. in [14], enables the network to capture the long and short range spatial relations between the pixels. First, we train C keeping the parameters of S fixed and try to minimize the negative of L_1 loss. Next, we keep the parameters of C fixed and train S minimizing the same L_1 loss. Moreover, we incorporate extra supervision in the form of weighted dice and shape losses to stabilize the training of S and boost its performance.

A. Adversarial Loss: Multi-scale L_1 Loss

We define our adversarial loss function L_1 as:

\[ L_1 = \frac{1}{N} \sum_{i=1}^{N} l_{mae}(f_C(x_i \circ S(x_i)), f_C(x_i \circ y_i)) \]  

where N is the batch size and x_i is the i^{th} image in a batch. The notation S(x_i) stands for the output label map of S, and y_i is the corresponding ground-truth label map. The notation x_i \circ S(x_i) stands for the original input sample masked by predicted map and x_i \circ y_i is the input image masked by the ground-truth label map. The notation f_C(x) stands for the features extracted from the image x in multiple layers of C and l_{mae} stands for the Mean Absolute Error (MAE) defined as:

\[ l_{mae}(f_C(x), f_C(y)) = \frac{1}{L} \sum_{k=1}^{L} ||f_C^k(x) - f_C^k(y)||_1 \]

where f_C^k(x) is the feature map extracted from the image x at the k^{th} layer of C, the subscript mae stands for “mean absolute error”, ‘L’ is the number of layers in C, and ||.||_1 represents \ell 1 norm.

B. Joint Dice and Shape Loss

The overall loss function used also includes dice and shape losses for stabilizing the training of S and for boosting its performance. We have observed that only using adversarial loss leads to unstable training of the GAN. The dice part of the loss, shown below in Eq. (9), optimizes the dice similarity coefficient (DSC) and the shape part of the same, shown in Eq. (10), minimizes the Hausdorff Distance (HD) [82] between the ground-truth and prediction.

Here is the formula used for the dice loss:

\[ L_{dice} = 1 - \left[ \alpha_1 \frac{2 \sum_{i}^{N} p_i g_i}{\sum_{i}^{N} p_i^2 + \sum_{i}^{N} g_i^2} + \alpha_2 \frac{2 \sum_{i}^{N} (1 - p_i) (1 - g_i)}{\sum_{i}^{N} (1 - p_i)^2 + \sum_{i}^{N} (1 - g_i)^2} \right] \]  

where \( \alpha_1 + \alpha_2 = 1 \), \( \alpha_1, \alpha_2 \geq 0 \), \( p_i, g_i \) represent, respectively, the i^{th} pixel of the ground-truth and the prediction map. This way, in addition to the contribution from the positive samples, we also ensure contribution from the negative samples. This becomes particularly useful if an entire sample is composed of only foreground or only background class. In our experiments, we set \( \alpha_1 = 0.8 \).

Regarding the shape loss, it helps the system keep a check on the shape similarity between the ground-truth and predicted building labels by minimizing the HD distance between them. Hausdorff Distance loss aims to estimate HD from the CNN output probability so as to learn to reduce HD directly. Specifically, HD can be estimated by the distance transform of ground-truth and segmentation. We compute the average shape loss as follows -

\[ L_{HD} = \frac{1}{N} \sum_{i=1}^{N} [(p_i - g_i)^2 (d_{p_i}^2 + d_{g_i}^2)] \]

where \( d_{p_i} \) and \( d_{g_i} \) are the taxicab (i.e. \ell 1) distance transforms of the ground-truth and predicted label maps.

V. DATASETS AND EVALUATION METRICS

In this paper, we show results on four publicly available datasets - Massachusetts Buildings (MB) Dataset [1], INRIA Aerial Image Labeling Dataset [13], WHU Building Dataset [54] and DeepGlobe Building Detection Dataset [71]. These datasets cover different regions of interest across the world and include diverse building characteristics. We have
used different evaluation metrics for different datasets in order to carry out a fair comparison with the other state-of-the-art methods.

A. Massachusetts Buildings Dataset

The Massachusetts Buildings (MB) Dataset [1] consists of 151 high-resolution aerial images of urban and suburban areas around Boston. Each image is 1500 × 1500 pixels and covers an area of 2250 × 2250 m². The dataset is randomly divided into training (137 tiles), validation (4 tiles), and testing (10 tiles) subsets.

We now elaborate on the metrics that we have used for comparisons. For the Massachusetts Buildings Dataset, we report relaxed as well as non-relaxed (i.e. regular) versions of F1-score and IoU score. We use the relaxed version of precision, recall, and F1-score to calculate the precision-recall break even point as in [1]. A relaxation factor of $\rho$ was introduced to consider a building prediction correct if it falls within a radius of $\rho$ pixels of any ground-truth building pixel. This relaxation factor is used to provide a realistic performance measure because the building masks in the Massachusetts Buildings Dataset are not perfectly aligned to the actual buildings in the images. The formula for the F1-measure is:

$$F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$

where

$$\text{precision} = \frac{tp}{tp + fp}$$

$$\text{recall} = \frac{tp}{tp + fn}$$

The relaxed version of precision denotes the fraction of predicted building pixels that are within a radius of $\rho$ pixels of a ground-truth building pixel, and the relaxed version of recall represents the fraction of the ground-truth building pixels that are within a radius of $\rho$ pixels of a predicted building pixel. To conduct a fair comparison with previous research [4, 11], we set $\rho = 3$.

B. INRIA Aerial Image Labeling Dataset

This dataset [15] features aerial orthorectified color imagery having a spatial resolution of 0.3m with a coverage of 810 km² and contains publicly available ground-truth labels for the building footprints in the training and validation subsets. The images range from densely populated areas like San Francisco to sparsely populated areas in the alpine regions of Austria. Thus, the dataset represents highly contrasting terrains and landforms. Moreover, the population centers in the training subset are different from those in the testing subset, which makes the dataset very appropriate for assessing a network’s generalization capability.

The training set contains 180 color image tiles of size 5000 × 5000, covering a surface of 1500 × 1500 m² each (at a 0.3m resolution). There are 36 tiles for each of the following regions: Austin, Chicago, Kitsap County, Western Tyrol and Vienna. Each tile has a corresponding one-channel label image indicating buildings (255) and the not-building class. The test set also contains 180 tiles but from different areas: Bellingham (WA), Bloomington (IN), Innsbruck, San Francisco and Eastern Tyrol.

The performance measures used for this dataset are: (a) Intersection over Union (IoU): number of pixels labeled as building in both the prediction and the ground truth, divided by the number of pixels labeled as pixel in the prediction or the ground-truth, and, (b) Accuracy (acc): percentage of correctly classified pixels. The metrics are defined as:

$$IoU = \frac{tp}{tp + fp + fn}$$  \hspace{1cm} (14)

$$acc = \frac{tp + tn}{tp + tn + fp + fn}$$  \hspace{1cm} (15)

where $tp$, $tn$, $fp$ and $fn$ represent the true positives, true negatives, false positives and false negatives respectively.

C. WHU Aerial Building Dataset

The WHU Aerial Building Dataset [54] covers an area of 450 km² around Christchurch, New Zealand (Figure 10) and consists more than 187,000 buildings. The original dataset having a ground resolution of 0.075m comes from the New Zealand Land Information services website. Ji et al. [54] has downsampled the images to 0.3m resolution and cropped them into 8189 non-overlapping tiles with 512 × 512 pixels. The dataset is divided into three parts — 4,736 tiles (130,500 buildings) for training, 1,036 tiles (14,500 buildings) for validation and 2,416 tiles (42,000 buildings) for testing. In this paper, we have used the following metrics for evaluating the performance of our proposed method on this dataset — IoU (Eq.14), Precision (Eq.12), Recall (Eq.13) and F1-score (Eq.11).

Fig. 10: The WHU Aerial Building Dataset in Christchurch, New Zealand. The boxes in blue, yellow and red represent the areas used for creating the training, validation and test sets, respectively.

D. DeepGlobe Building Dataset

The DeepGlobe Building Dataset [72] uses the SpaceNet Building Detection Dataset [71] (Challenge 2 of the SpaceNet Series). This dataset has been used for the DeepGlobe 2018
Satellite Image Understanding Challenge organised as a part of CVPR 2018 Workshops.

The DeepGlobe Dataset for building detection consists of Digital Globe’s WorldView-3 satellite images with 30 cm resolution. The dataset covers 4 different areas of interest (AOIs) with very different landscapes – Vegas, Paris, Shanghai and Khartoum. The training set has 3851 images for Vegas, 1148 images for Paris, 4582 images for Shanghai and 1012 images for Khartoum. In the test set, there are 1282, 381, 1528 and 336 images for Vegas, Paris, Shanghai and Khartoum respectively. Each image is of size 650 × 650 pixels and covers 200 × 200 m² area on the ground. Each region consists of high-resolution RGB, panchromatic, and 8-channel lower resolution multi-spectral images. In our experiments, we use pansharpened RGB images. Each image comes with its corresponding geojson file with list of polygons as building instances.

The dataset provides its own evaluation tool to compute F1-score as a performance measure. The F1-score is based on individual building object prediction. Each proposed building is a geospatially defined polygon label representing the footprint of the building. The proposed footprint is considered a “true positive” if the intersection over union (IoU) between the proposed and the ground-truth label is at least 0.5. For each labeled polygon, there can at most one “true positive”. The number of true positives and false positives are counted for all the test images, and the F1-score is computed from this aggregated count.

VI. EXPERIMENTAL SETTINGS AND DATA PREPARATION

Our entire segmentation pipeline involves the following steps – image preparation, training our GAN based segmentation model using the training and validation datasets, and, finally applying our trained model to predict building masks for the test images. In this paper, we have shown results on 4 different datasets. Due to the diverse characteristics of the datasets and for performing a fair comparison of our algorithm with other state-of-art methods on those datasets, we preprocess our data differently for each dataset. In this section, we first describe our experimental setup. Then, we give detailed explanation of the data processing strategies that we use for each dataset during training and inference.

A. Experimental Setup

We have trained our network on four Nvidia GeForce GTX 1080 Ti (11GB) GPUs with images of size 400 × 400 and batch size of 32. We used the Adam stochastic optimizer with an initial learning rate of 0.0005 and a momentum of 0.9. A poly-iter learning rate with a power of 0.9 was used for 200 epochs. The poly-iter learning rate is calculated as:

\[ lr = lr_0 \times \left(1 - \frac{i}{T_i}\right)^{power} \]  

where \( lr \) is the learning rate in the \( i^{th} \) iteration, \( lr_0 \) is the initial learning rate and \( T_i \) is the total number of iterations. To avoid overfitting, an L2 regularization was applied with a weight decay of 0.0002.

B. Data Augmentation

During training and inference, we carry out different data augmentation strategies on all four datasets. During training, we perform the following data augmentations – random horizontal flips, random vertical flips, random rotations, and color jitter.

To improve predictive performance of our algorithm, we apply a data augmentation technique during inference – popularly known as Test Time Augmentation (TTA). Specifically, it creates multiple augmented copies of each image in the test set, the model then makes a prediction for each; subsequently, it returns an ensemble of those predictions. We perform 5 different transformations on each test image – flipping the image horizontally and vertically, and rotating the image by 90°, 180° and 270°. This means we obtain 6 predictions for each image patch. We align these 6 predictions by applying appropriate inverse transformation, and produce the final prediction for each patch by averaging these predictions.

C. Creating Training, Test and Validation Datasets

The WHU and Massachusetts datasets provide training, validation and testing subsets.

The DeepGlobe dataset provides training and test subsets. We randomly divide the training set into 80/20 ratio with 80% images in the training dataset and 20% images in the validation dataset. This 80/20 subsets are formed such that the ratios of number of images in each of the 4 AOIs is maintained in the training and validation sets.

For the INRIA dataset, we take a different approach for creating the training, validation and test subsets. This dataset also provides training and testing subsets; however, the regions covered in the training and testing subsets are different. The regions in the training subset includes Austin, Chicago, Kitsap and West Tyrol; whereas, the test subset consists of image patches from Bellingham, Bloomington, Innsbruck, San Francisco and East Tyrol. It is evident that this dataset is created with the purpose of investigating how transferable models trained on one set of cities to another set of cities are; to fulfill the same purpose and make our model generalizable to any city in the world, we adopt a k-fold validation technique for training our model, and accordingly, we generate our train, test and validation subsets.

Following the suggestion of the authors of the INRIA dataset paper [15], we create a dataset of 25 images by taking out the first five tiles of each city from the training set (e.g., Austin1-5). In the original dataset paper [15], these 25 images serve as the validation dataset. So, throughout this paper, we have referred to these 25 images as INRIA Validation Dataset. However, most of the state-of-the-art papers have regarded these 25 images as INRIA Validation Dataset. Instead of using these 25 images as validation, we create a new validation dataset by performing a k-fold validation technique. In our paper, we report the performance of our algorithm on the INRIA Validation Dataset (Table V) as well as on the actual test dataset (Table VI).

The rest of the training data now consists of a total of 155 images with 31 images from each region. We split these images into 5 folds, one for each region. We train an ensemble of 5 models - each model being trained on 4 regions and
validated on the 5th region. Finally, we use an ensemble of 5 models to do prediction on the test images in the INRIA dataset. We compute the integral prediction for an input patch by averaging predictions for each of the models in the ensemble.

D. Patch Extraction and Prediction Fusion

During training, we use image patches of size $400 \times 400$. For the INRIA Aerial image Labeling Dataset and the Massachusetts Buildings Dataset, the images provided in the datasets are huge – $5000 \times 5000$ for the INRIA dataset and $1500 \times 1500$ for the Massachusetts dataset. To fit into the GPU memory, we extract a series of patches, of size $400 \times 400$, from the original RGB input images and the corresponding ground-truth label maps. The patches are extracted with 30% overlap so that different parts of the images are seen in multiple patches in different locations. The size of the images in the DeepGlobe dataset is $650 \times 650$ and that in the WHU dataset is $512 \times 512$. So instead of creating overlapping patches, for these two datasets, we randomly crop patches of size $400 \times 400$ as a part of the dynamic data augmentation process.

During inference, memory constraint of a 1080Ti GPU limits the maximum image size to be processed by our algorithm to $2000 \times 2000$. We could process whole images from the WHU, Massachusetts and DeepGlobe datasets in one pass. However, to evaluate the performance of our algorithm on the INRIA dataset, we extract patches of size $2000 \times 2000$ with 50% overlap, perform segmentation on individual patches and merge the predictions of individual patches into an integral prediction for the whole image. Weighted averaging is applied to merge the predictions in overlapping areas.

E. Post-processing

Once we have a prediction map for a whole test image, we binarize it to obtain our final building mask. The optimal threshold for binarization is determined by evaluating the respective metrics on the validation images of a specific dataset.

VII. Results

In this section, we present a comparison of our proposed framework with some of the state-of-the-work building segmentation approaches.

A. Quantitative Evaluation on the Massachusetts Buildings Dataset

Table I presents a relaxed F1-Score (ref. Section V-A) based comparison between the different frameworks on the Massachusetts Buildings Dataset. Our network without TTA
achieves a 0.53% performance improvement over the previous best performance [69] with a significantly deeper neural network using 158 layers. The non-TTA version of our algorithm outperforms the shallower version of their network (56 layers) by 0.92% in terms of relaxed F1-scores. With TTA, we outperform the previous best model by 1.29%.

Table II demonstrates that our proposed method outperforms other state-of-the-art approaches by at least 2.77% and 3.89% in terms of non-relaxed F1 and IoU scores respectively. Figure [11] presents our semantic segmentation result on 1500 × 1500 test image patches from the Massachusetts Buildings Dataset.

In Table III we report the relaxed F1 as well as relaxed IoU scores for our framework and compare the performance of the framework with some benchmark image segmentation approaches when adversarial loss is added to them [10]. Rows 5 and 6 show the performance of our vanilla generator (no attention) and our attention-enhanced generator (with attention) networks. It is clear that the addition of adversarial loss consistently offers better performance across all the metrics, and our attention-guided adversarial model performs best among all the adversarial networks as well.

| Method | Relaxed F1 |
|--------|------------|
| Mnih & Hinton [1] | 92.11 |
| Saito et al. [2] | 92.30 |
| DeepLab v3+ [10] | 92.65 |
| Khalel et al. [4] | 96.33 |
| MSMT-Stage-1 [158] | 96.04 |
| GAN-SCA [11] | 96.36 |
| Building A-Nets (56 layers) [69] | 96.40 |
| Zhang et al. [56] | 96.72 |
| Building A-Nets (158 layers) [69] | 96.78 |
| Our Method (no TTA) | 97.29 |
| Our Method + TTA | 98.03 |

TABLE I: Relaxed F1-scores of different deep learning based networks on the Massachusetts Buildings Dataset. TTA: Test Time Augmentation. The best results are highlighted in bold.

B. Quantitative Evaluation on the INRIA Aerial Image Labeling Dataset

As mentioned in Section VI-C, we adopt a k-fold validation strategy for training our network on the INRIA Dataset. In our experiments, k = 5. In Table IV we report the training as well as the validation IoU and accuracy scores of these 5 models. We also report the overall performance of each model on the INRIA Validation Dataset.

In Table V we compare the result of our framework with some of the state-of-the-art approaches on the INRIA Validation Dataset. Specifically, we report the IoU and accuracy scores for the different methods. Since the dataset comes with a disproportionately large number of true negatives for the background images, the accuracy numbers achieved with this dataset are generally high, as can be seen by the entries for accuracy in Tables IV, V. On the other hand, since the IoU metric takes into account both the false alarms and missing detections, we believe that that is a better metric of performance on this dataset.

For the individual cities, as shown in Table V, we have highlighted the highest valued entries for each of the two evaluation metrics. Our network achieves performance improvement of at least 3.42%, 0.56%, 6.05% and 1.92% over Austin, Kitsap, W. Tyrol and Vienna respectively. Our network also gives better accuracy for Austin, Kitsap and W. Tyrol. For Chicago, though our IoU and accuracy are smaller than [69] by 3.82% and 2.35% respectively, overall our algorithm outperforms [69] as well as other state-of-the-art methods by at least 3.24% and 0.33% in terms of IoU and accuracy respectively.

These results show that our network gives consistently good performance over all the cities in the INRIA Validation Dataset, while also yielding the best performance for a subset of the cities. Figures [12] and [13] illustrate some of our building segmentation results on the INRIA Validation and Test Dataset.

In Table VI we compare the performance of our framework with some other state-of-the-art methods on the official INRIA Test Dataset. Though we do not achieve best scores on this subset, our performance is pretty competitive with the state-

| Method | Relaxed F1 | Relaxed IoU |
|--------|------------|-------------|
| PSPNet | 89.52 | 81.2 |
| PSPNet + adv | 91.17 | 83.78 |
| FC-DenseNet | 94.33 | 89.27 |
| FC-DenseNet + adv | 95.59 | 91.55 |
| Our vanilla Generator | 94.11 | 91.64 |
| Our proposed Generator (S) | 96.82 | 94.79 |
| Our Method (S + C) | 98.03 | 96.19 |

TABLE II: Regular F1 and IoU scores for the state-of-the-art networks on the Massachusetts Buildings Dataset. TTA: Test Time Augmentation. The best results are highlighted in bold.

| Method | F1 | IoU |
|--------|----|----|
| DRNet | 79.50 | 66.0 |
| GMEDN | 65 | 70.39 |
| SRI-Net | 83.58 | 71.8 |
| ENRU-Net | 84.41 | 73.02 |
| MSCRF | 84.75 | 71.19 |
| Chen et al. | 84.72 | 73.49 |
| DS-Net | 84.91 | 73.79 |
| DS-Net | - | 74.43 |
| BMFR-Net | 85.14 | 74.12 |
| BRRNet | 85.36 | 74.46 |
| Liao et al. | 85.39 | 74.51 |
| Zhang et al. | 85.49 | - |
| Our Method (no TTA) | 86.98 | 76.97 |
| Our Method + TTA | 87.86 | 77.41 |

TABLE III: Comparison of benchmark image segmentation models with adversarial loss on the Massachusetts Buildings Dataset. adv represents adversarial loss. The scores of our method reflect the results of our algorithm using TTA. The best results are highlighted in bold.
Fig. 12: Results on the INRIA Aerial Image Labeling Validation Dataset. Column 1: Input image. Column 2: Ground-truth Label Map. Column 3: Predicted Label Map. Column 4: Green: True Positives; Blue: False Positives; Red: False Negatives; Grey: True Negatives.
**TABLE IV: Comparison of different models in our ensemble of k-fold training on the training and validation subsets of the INRIA Aerial Image Labeling Dataset. Val.: Validation. Acc.: Accuracy**

| Model | Train Cities | Train IoU | Train Acc. | Val. City | Val. IoU | Val. Acc. | INRIA Val. Dataset IoU | INRIA Val. Dataset Acc. |
|-------|--------------|-----------|------------|-----------|----------|-----------|------------------------|-------------------------|
| Model 1 | Austin, Chicago, Kitsap, W. Tyrol | 80.26 | 96.01 | Vienna | 78.24 | 94.13 | 79.47 | 96.54 |
| Model 2 | Austin, Chicago, Kitsap, Vienna | 81.86 | 96.74 | W. Tyrol | 79.32 | 98.29 | 97.15 | 97.23 |
| Model 3 | Austin, Chicago, W. Tyrol, Vienna | 82.93 | 94.11 | Kitsap | 70.26 | 99.22 | 81.74 | 97.14 |
| Model 4 | Austin, Kitsap, W. Tyrol, Vienna | 82.26 | 95.03 | Chicago | 72.63 | 92.46 | 82.97 | 95.38 |
| Model 5 | Chicago, Kitsap, W. Tyrol, Vienna | 79.66 | 95.29 | Austin | 80.29 | 96.78 | 77.45 | 96.37 |

**TABLE V: Comparison of state-of-the-art networks for the INRIA Validation Dataset. The best results are highlighted in bold.**

| Method | Evaluation Metrics | Austin | Chicago | Kitsap | W. Tyrol | Vienna | Overall |
|--------|---------------------|--------|---------|--------|---------|--------|---------|
| FCN (baseline) [15] | (IoU, Accuracy) | (47.66, 92.22) | (53.62, 88.59) | (33.70, 98.58) | (46.86, 95.83) | (60.60, 88.72) | (53.82, 92.79) |
| MLP (baseline) [15] | (IoU, Accuracy) | (61.20, 94.20) | (61.30, 90.43) | (51.50, 98.92) | (57.95, 96.66) | (72.13, 91.87) | (64.67, 94.42) |
| Mask R-CNN [11] | (IoU, Accuracy) | (65.63, 94.09) | (48.07, 85.56) | (54.38, 97.32) | (70.84, 98.14) | (64.40, 87.40) | (59.53, 92.49) |
| MSMT-Stage-1 [38] | (IoU, Accuracy) | (75.39, 95.99) | (67.93, 92.02) | (66.35, 99.24) | (74.07, 97.78) | (77.12, 92.49) | (73.31, 96.06) |
| SegNet+Multi-Task Loss [52] | (IoU, Accuracy) | (72.43, 95.71) | (77.08, 95.60) | (72.28, 95.81) | (64.34, 98.76) | (76.15, 94.84) | (74.49, 96.07) |
| 2-levels U-Nets [4] | (IoU, Accuracy) | (77.29, 96.69) | (68.52, 92.40) | (72.84, 99.25) | (75.38, 98.11) | (78.72, 93.79) | (74.55, 96.05) |
| U-Net [11] | (IoU, Accuracy) | (79.95, 97.10) | (70.18, 92.67) | (68.56, 99.31) | (76.29, 98.15) | (79.92, 94.25) | (76.16, 96.31) |
| GMEDN [45] | (IoU, Accuracy) | (80.53, 97.19) | (70.42, 92.86) | (68.47, 99.30) | (75.29, 98.05) | (80.72, 94.54) | (76.69, 96.43) |
| GAN-SCA [11] | (IoU, Accuracy) | (81.01, 97.26) | (71.73, 93.32) | (68.54, 99.30) | (78.62, 98.32) | (81.62, 94.84) | (77.75, 96.61) |
| SEResNeXt101-FPN-CPA [61] | (IoU, Accuracy) | (80.15, 97.18) | (69.54, 92.78) | (70.36, 99.32) | (80.83, 98.46) | (81.43, 94.67) | (77.29, 96.48) |
| Building-A-Nets [69] | (IoU, Accuracy) | (80.14, 96.91) | (79.31, 97.06) | (72.77, 96.99) | (74.55, 93.52) | (75.71, 98.09) | (78.73, 96.71) |
| Our Method | (IoU, Accuracy) | (83.78, 97.75) | (76.39, 94.83) | (73.25, 99.37) | (85.72, 98.91) | (83.19, 95.09) | (81.28, 97.03) |

C. Quantitative Evaluation on the WHU Building Dataset

In Table VII, we report the IoU, precision, recall and F1-scores obtained using our proposed algorithm on the WHU test dataset and compare these scores with some of the best performing state-of-the-art building segmentation approaches. As can be seen from Table VII, our proposed method outperforms the previous best scoring algorithm (ARC-Net [46]) by 0.51%, 0.34%, 0.15% and 0.29% in IoU, precision, recall and F1-score respectively. Figure 14 illustrates some qualitative results of our algorithm on the WHU dataset. The last column

---

**Fig. 13: Results on the INRIA Aerial Image Labeling Test Dataset. Row 1: Input image. Row 2: Predicted Label Map.**

**Fig. 14: Some qualitative results of our algorithm on the WHU dataset.**

---

of the art methods. Most of the state-of-the-art methods that perform better than us on the INRIA Test Dataset either use pretrained feature extraction networks [88], [89] as backbones or are significantly deeper than our proposed network. This shows effective generalization capability of our network. Notice the drop in both the accuracy and IoU values when applying the trained network to a set of different geographic areas. This is to be expected, since each city has some unique specifics.
in the figure shows the high degree of completeness (i.e. high number of true positives and true negatives, very few false positives and false negatives) in our segmentation results.

\textbf{D. Quantitative Evaluation on the DeepGlobe Building Dataset}

Table VIII illustrates the quantitative performance of our proposed algorithm on the DeepGlobe Building Dataset. Our algorithm achieves F1-scores of 0.896, 0.785, 0.687 and 0.613 over Vegas, Paris, Shanghai and Khartoum respectively. We outperform the previous best (published) F1-scores obtained by TernausNetV2 \cite{5} by 0.56\%, 0.51\%, 1.03\% and 1.65\% over Vegas, Paris, Shanghai and Khartoum respectively. Overall, our algorithm outperforms the popular TernausNetV2 network by 0.81\%.

To this end, we emphasize the fact that most of the state-of-the-art methods reported in Table VIII use multi-spectral information; whereas our algorithm uses only RGB images for building footprint extraction. We believe incorporating additional spectral information would further improve our algorithm’s segmentation performance.

In addition to the state-of-the-art methods reported in Table VIII, several other papers \cite{56, 92} have shown experimental results on the DeepGlobe Building Dataset. However, they have either chosen their own set of test images or have reported pixel-wise performance scores. In this paper, we report only those works which have reported object-wise performance scores on the test dataset provided by the original DeepGlobe 2018 Competition organizers during the development phase.

\textbf{VIII. Discussion on the Results and an Ablation Study}

The goal of this section is to present a comprehensive overview of the performance of our approach over all four datasets that takes into account the characteristics of each.
Subsequently, in a separate subsection, we present an ablation study to verify the effectiveness of the modules for the uncertainty attention and refinement, and also of the deep supervision that is used in our network.

A. Discussion

The results reported in Tables I–IX clearly demonstrate the effectiveness of our proposed algorithm in building segmentation from remotely sensed images. Owing to the Edge Attention Unit and the Hausdorff Loss used in our framework for training, we get accurate building boundaries, as can be seen in Figure 18. The Uncertainty Attention Module helps us to achieve high number of true positives and avoid false alarms (See column 4 of Figure 12) by giving more attention to the ambiguous regions of an aerial scene. Further, the Reverse Attention Unit assists us to identify the missing detections by refining the intermediate label maps in a top-down fashion. We also observe significant improvement in the predictive performance of our algorithm when TTA is applied. Tables I and II report scores for both TTA and non-TTA versions of our algorithm. Tables III–IX only report our TTA applied results.

With regard to the INRIA dataset, it is evident from Table V that the performance of our algorithm for the Chicago area is not the best. The buildings in Chicago are located very close to one another, and the network finds it difficult to clearly separate the building boundaries of adjacent buildings. We see the same situation in the San Francisco region – buildings in San Francisco area are also densely packed. Obviously,
Our framework needs further improvements in separating the buildings that are in close proximity to one another. We believe this issue arises as we use a dilation operator in our edge refinement module. Using an accurate contour extraction algorithm should help us in alleviating this problem.

In general, ground-truth label inconsistencies in the datasets hinder our training process to some extent, and also impact the overall evaluation scores. Specifically, in addition to the building masks being not perfectly aligned to the actual buildings, the Massachusetts Buildings Dataset also contains false labels. Some examples of noisy labels in the Massachusetts Dataset can be seen in column 2 of Figure 17. Moreover, in some of the images, the buildings encompassing playgrounds or parking lots are labeled as a single building instance without capturing the actual shape of the building (column 1 of Figure 17). However, our network identifies the building pixels accurately, as illustrated in row 3 of columns 1 and 2 of Figure 17. Similar noisy labels appear in the INRIA Aerial Image Labeling Dataset. Column 3 of Figure 17 shows an image patch over Vienna where in the ground-truth, smaller building structures close to one-another are clubbed as a one large building. Still, our network accurately predicts each smaller structure. Kitsap County not only has a very sparse distribution of buildings, but mis-labels are also prevalent in the dataset. This severely impacts the evaluation scores. Out of 5 images in the validation dataset, 2 of the images have false building labels. One such example is shown in column 4 of Figure 17. We achieve an IoU of 86.42% as opposed to 73.25% when we leave out those 2 images from the validation set. This kind of mis-labels are found through the training subset as well. However, our network is robust to such mis-labels as evident from the qualitative as well as quantitative results.

Our network yields across-the-board superior performance on the WHU Building Dataset. We believe that the main reason for that is the fact that the ground-truth building maps provided in the WHU dataset are more accurate. We should also mention the relatively low complexity of this dataset in relation to the other three datasets that cover more difficult terrains with high buildings, diverse topography, more occlusions and shadows.

For the DeepGlobe Dataset, our algorithm achieves the best results for Vegas and second highest F1-score for Paris. The images in the Vegas and Paris subsets are mostly collected from residential regions. Unlike the other two cities in the DeepGlobe dataset, the buildings in Vegas and Paris have

![Fig. 15: Qualitative results on the test subset of DeepGlobe Building Dataset. Row 1: Input image. Row 2: Predicted Label Map.](image)

| Method                  | Vegas | Paris | Shanghai | Khartoum | Overall |
|-------------------------|-------|-------|----------|----------|---------|
| Li et al. [49]          | 0.886 | 0.749 | 0.618    | 0.554    | 0.701   |
| Golovanov et al. [48]   | -     | -     | -        | -        | 0.707   |
| Zhao et al. [53]        | 0.879 | 0.753 | 0.642    | 0.568    | 0.713   |
| Hamaguchi et al. [50]   | -     | -     | -        | -        | 0.726   |
| TernausNetV2 [5]        | 0.891 | 0.781 | 0.680    | 0.603    | 0.739   |
| Ali_DI_Deep_Learning**  | -     | -     | -        | -        | 0.749   |
| Our Method              | 0.896 | 0.785 | 0.687    | 0.613    | 0.745   |

TABLE VIII: F1-scores for the state-of-the-art networks on the test subset of DeepGlobe Building Dataset. The best results are highlighted in bold. **Leading the DeepGlobe 2018 public leaderboard. Citation is unknown.
more unified architectural style. For Shanghai, our proposed method faced difficulty in correctly extracting buildings with green roofs or buildings that are of extremely small size. In Khartoum, there are many building groups, and it is hard to judge, even by the human eye, whether a group of neighboring buildings should be extracted entirely or separately in many regions.

B. Ablation Study

To verify the effectiveness of the Uncertainty Attention Module, the Refinement Module, and of the deep supervision technique we have used, we conducted ablation studies using the INRIA Aerial Validation Dataset. We trained 6 different architectures – (a) the vanilla Generator (VG — no attention, deep supervision or critic) (b) the base GAN architecture (BGA — VG + critic); (c) the base GAN architecture with deep supervision (DS); (d) the base GAN architecture with deep supervision and the Uncertainty Attention Module; (e) the base GAN architecture with deep supervision and the Refinement Module; and, (f) the base GAN architecture with Deep Supervision, the Uncertainty Attention Module and the Refinement Module. All the architectures were trained independently with identical training hyper-parameters. Test Time Augmentation is applied while evaluating the performance of the trained models on the validation images. As mentioned in Section VI-C for the INRIA dataset, all the experiments are conducted using our k-fold validation strategy.

The mean IoU scores for these 6 models are reported in Table IX. On adding the critic, the overall IoU of the Vanilla Generator improves by 0.82%. With deep supervision, we
Fig. 17: Noisy labels in the Massachusetts Buildings Dataset (columns 1, 2) and the INRIA Aerial Image Labeling Dataset (columns 3, 4). Row 1: Input Image. Row 2: Ground-truth Labels. Row 3: Predicted Labels. The red boxes represent the areas where noisy labels are present in the ground-truth label maps.

| Method                     | Austin | Chicago | Kitsap | W. Tyrol | Vienna | Overall |
|----------------------------|--------|---------|--------|----------|--------|---------|
| Vanilla Generator (VG)     | 77.52  | 69.08   | 65.69  | 76.89    | 79.45  | 75.31   |
| Base GAN Architecture (BGA) (VG + C) | 78.97  | 70.21   | 68.07  | 77.86    | 79.98  | 75.93   |
| BGA + DS                   | 80.31  | 71.77   | 68.86  | 79.67    | 80.18  | 77.89   |
| BGA + UAM + DS             | 81.56  | 73.86   | 70.64  | 81.49    | 81.87  | 79.36   |
| BGA + RM + DS              | 80.95  | 73.12   | 72.01  | 82.73    | 81.13  | 78.84   |
| BGA + UAM + RM + DS        | 83.78  | 76.39   | 73.25  | 85.72    | 83.19  | 81.28   |

TABLE IX: Mean IoU scores for the ablation studies performed on the INRIA Validation Dataset. C: Critic, DS: Deep Supervision, UAM: Uncertainty Attention Module, RM: Refinement Module.

achieve an overall improvement of 2.58% relative to the BGA. The Uncertainty Attention Module and the Refinement Module further improve the mean IoU scores by 1.89% and 1.22% respectively. Finally when we combine all these components, our model outperforms the baseline GAN model by 7.04%.

Figure 19 demonstrates the qualitative performance improvements obtained with the Uncertainty Attention Module and the Refinement Module. In the first row and second column of Figure 19 the large building is labeled incorrectly due to the presence of shadow and absence of global context in the base architecture. However, adding the Uncertainty Attention Module improves the segmentation result, as shown in row 1 and column 3 of Figure 19. Similar results can be seen in row 2, where the base network can not distinguish...
between roads and buildings since they are similar in color. On the contrary, the model with the Uncertainty Attention Module accurately identifies the building pixels. Column 4 of Figure 19 demonstrates results when we add the Refinement Module to the base GAN architecture. We can observe that the Refinement Module has identified precise building boundaries compared to the base model. When we incorporate both the Uncertainty Attention and the Refinement Modules, we can observe the overall improvement compared to the base module in column 5 of Figure 19.

IX. CONCLUSION

This paper has presented an attention-enhanced residual refining GAN framework for detecting buildings in aerial and satellite images. The proposed approach uses an Uncertainty Attention Module to resolve uncertainties in classification and a Refinement Module to refine the building labels. Specifically, the Refinement Module, whose main job is to refine intermediate prediction maps, uses an Edge Attention Unit to improve the quality of building boundaries and a Reverse Attention Unit to seek missed detections in the intermediate prediction maps. The results demonstrate the effectiveness of our building detection approach even when the buildings are present amidst complex background or are only partly visible due to the presence of shadows. The experimental evaluations that we have conducted in this paper also shows that the proposed method performs equally well on aerial as well as satellite images. In the future, we plan to investigate how to utilize multi-spectral information for further improvement of our network’s capability. Extensive investigations on more diverse datasets (like, roads) have been left for the future.
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