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ABSTRACT

Convolutional networks (ConvNets) have shown impressive capability to solve various vision tasks. Nevertheless, the trade-off between performance and efficiency is still a challenge for a feasible model deployment on resource-constrained platforms. In this paper, we introduce a novel concept termed multi-path fully connected pattern (MPFC) to rethink the interdependencies of topology pattern, accuracy and efficiency for ConvNets. Inspired by MPFC, we further propose a dual-branch module named dynamic clone transformer (DCT) where one branch generates multiple replicas from inputs and another branch reforms those clones through a series of difference vectors conditional on inputs itself to produce more variants. This operation allows the self-expansion of channel-wise information in a data-driven way with little computational cost while providing sufficient learning capacity, which is a potential unit to replace computationally expensive pointwise convolution as an expansion layer in the bottleneck structure.

1 Introduction

Convolutional layer has been widely applied in ConvNets as a basic building block to replace fully connected layer due to its high efficiency and powerful expressivity. Deeper (more layers) or wider (more channels) networks have been developed for higher performance, leading to larger model capacity and more computational overhead. As a result, tremendous resource consumption severely impedes the deployment of those large models on resource-constrained hardware environments for various vision applications. Therefore, how to trade off accuracy and efficiency becomes an important research topic in the field of model design.

Figure 1: The schema of dynamic clone transformer. GAP: global average pooling, FC: fully connected layer, Concat: concatenate feature maps along channel dimension.
In this paper, we propose a novel dual-branch module termed dynamic clone transformer (DCT). As depicted in Figure 1, DCT adopts parallel structure where one branch performs the replication operation to obtain more replicas of input channels and another branch adaptively generates global information to compensate another branch. DCT module can achieve the self-expansion of feature maps without much overhead while obtaining rich representational information in a data-driven way.

We notice that current bottleneck structure and variants [4–7] at least contain two steps with critical consumption in terms of computational cost and parameter count: contraction and expansion transformations using pointwise convolutional layers. In this paper, we make an attempt to exploit DCT module to reduce the computational cost of expansion process in the bottleneck building block while maintaining sufficient parameter capacity for a good model performance.

Specifically, using the DCT module to replace pointwise convolution as the expansion layer, we develop a novel efficient bottleneck variant named DCT-bottleneck. In the channel perspective, the DCT-bottleneck follows contraction and expansion design pattern while requiring less computational cost at the expansion stage compared to other bottleneck variants.

![Figure 2: Topology structure of different networks.](image)

Figure 2: Topology structure of different networks. a) Original Network; b) Increase the width of network; c) Duplicate nodes to increase the width of network; d) Multi-path fully connected structure (the second layer of network) where there are multiple paths between every pair of nodes from inputs and outputs, respectively. Note that the second layers of (c) and (d) are equivalent.

## 2 Related Work

Recent efforts to build compact ConvNets can be roughly categorized into efficient model design and model compression. Efficient model design aims to explore highly efficient convolution operators, building blocks and augmented modules to construct models with both high performance and efficiency. Model compression utilizes pruning strategy [8,9], low-bit representation [10,11] and other approaches [12,13] to shrink a large pre-trained model, which is usually used as a post-processing way.

### 2.1 Efficient Model Design

Composition of low-rank (1 × 3, 3 × 1) filters [13] or sparse filters [14] are proposed to approximate dense convolution filter. Those work indicates that less redundant filters can bring a great reduction of FLOPs and parameters while maintaining the performance of models. Group convolution has been viewed as a standard operator in modern compact models [14,15]. Depth-wise convolution is an extreme form of group convolution, in which each channel presents a group. ShuffleNetV1 [14] uses group convolution to replace 1 × 1 convolution and further introduces the operation of channel shuffle to improve cross-group information communication. MobilenetV1 [16] utilizes depth-wise convolution and pointwise convolution to construct a lightweight model for mobile platforms. As for the design pattern of compact building blocks, ResNet [4] adopts a bottleneck structure to alleviate the burden of heavy computation for channel expansion. MobileNetV2 [5] proposes inverted residual block and further improves the bottleneck structure.
2.2 Model Compression

Complementary to compact model design, model compression is another approach to further shrink pre-trained models. Network pruning [9] removes redundant and non-informative connections or channels. Model quantization [17] aims to represent stored weights at a low cost for model compression and calculation acceleration. Knowledge distillation [12] transfers refined knowledge from “teacher network” into “student network”, simplifying the process of suppressing redundant information. In addition, efficient convolution algorithms like FFT [18] and winograd [19] are explored to speed up the implement of convolutional layer without any modification of network design.

3 Method

In this section, we first introduce a novel topology pattern: multi-path fully connected (MPFC) structure. Inspired by the MPFC structure, we further propose the dynamic clone transformer as a lightweight expansion unit to improve the efficiency of bottleneck structure.

3.1 Multi-path Fully Connected Structure

Consider a network with \( m \) input nodes, \( n \) output nodes, and \( l \) intermediate nodes, as illustrated in Figure 2(a). We utilize the node graph to analyze the connectivity pattern of the network. Figure 2(a) can be used to describe the dependency relationship of stacking fully connected layers or channel-wise dependency relationship of regular convolutional layers. For simplicity, we regard the network in Figure 2(a) as three fully connected layers where each node represents a neuron. Thus, the overall computational cost of network is \( l(m + n) \). As we increase \( l \) to \( l + \Delta l \) for larger model capacity, as illustrated in Figure 2(b) additional overhead \( \Delta l(m + n) \) mainly coming from the current and previous layers is considerable if \( m \) and \( n \) are both large enough. To reduce extra burden, as shown in Figure 2(c) a simple solution is to duplicate intermediate nodes such that the additional overhead finally turns into \( \Delta l \times n \). Therefore, the replication operation can effectively increase the capacity of the network in a moderate way by confining the extra overhead within only the current layer.

It is seen that the replication operation is concerned with a more general connectivity pattern: multi-path fully connected (MPFC) structure as illustrated as Figure 2(d). Essentially, the proposed MPFC structure is an extension of conventional fully connected structure which allows multiple paths between every pair of nodes (channels or neurons) from inputs and outputs, respectively.

Formally, every output node of FC pattern can be written as:

\[
y_i = \sum_{j=1}^{s} w_{ij} x_j \quad i = 1, 2, 3, ...
\]

where \( x_j \) represents \( j \)-th input node, \( s \) denotes the number of input nodes. \( w_{ij} \) represents the weight or the connections between input and output nodes.

Correspondingly, every output node of MPFC pattern can be formulated as

\[
y_i = \sum_{k=1}^{p} \sum_{j=1}^{s} w_{ijk} x_j \quad i = 1, 2, 3, ...
\]

where \( p \) denotes the number of paths between every pair of nodes from inputs to outputs. It is seen that FC structure can be regarded as a special case of MPFC when \( p = 1 \). Theoretically, MPFC structure \((p > 1)\) has a more powerful representation ability than FC structure \((p = 1)\) given the same number of input and output nodes, since the former owns larger parameter capacity. In this paper, we postulate that low-dimension MPFC pattern can approximate the high-dimension FC pattern in terms of representation ability if configured properly. Motivated by this, we attempt to utilize the MPFC pattern to improve the efficiency of ConvNets, which will be discussed in section 3.2.

3.2 Dynamic Clone Transformer

For a regular convolutional layer, each output channel is actually connected to all input channels from the perspective of channel dimension, following a FC pattern. Given a regular convolutional layer with \( n \) convolutional filters \( F = \{f_1, f_2, ..., f_n\} \in \mathbb{R}^{d \times d \times c \times n} \), where \( d \times d \) is the size of filters and \( c \) is the number of input channels, the convolution operation can be formulated as

\[
Y = X \otimes F
\]
where $X$ and $Y$ are input data and output features of this layer, $\otimes$ denotes the convolution operator.

We propose the dynamic clone transformer (DCT) module aiming to improve the efficiency of regular convolutional layers. Referring to equation 3, our approach can be formulated as

$$X' = X \otimes F'$$  \hspace{1cm} (4)$$

$$Y = D \left( X', p \right) + \Psi \left( X', \theta \right)$$  \hspace{1cm} (5)$$

where $F'$ represents $n'$ convolutional filters ($n' = \frac{n}{p}$). The $D$ function performs the replication operation where $p$ denotes the replication ratio for channel expansion. The $\Psi$ function is used to generate dynamic coefficients.

We first project the input data $X \in \mathbb{R}^{d \times d \times c \times n}$ into $X' \in \mathbb{R}^{d \times d \times c \times n'}$ with a small amount of filters as shown in equation 4. Then we use DCT module to perform expansion operation for more channels, corresponding to equation 5. In equation 5, the feature map $X'$ is duplicated using the $D$ function. The second term $\Psi$ function in equation 5 is employed as a recalibrating component to compensate the first term and further enhance the representation ability of model. Note that $\theta$ denotes all trainable parameters for the recalibrating component. More details will be discussed in 3.3.

### 3.3 Implementations

The whole pipeline of dynamic clone transformer is illustrated as Figure 1. There are two main components: replicator and recalibrator.

**Replicator** We utilize a low-dimension MPFC pattern to modify the high-dimension FC pattern of channels in a regular convolutional layer, which can be implemented with a simple replication operation. Therefore, the replicator is used to duplicate the "squeezed" feature map, corresponding to the $D$ function in equation 5. The replication operation can effectively reduce the cost of expansion process yet also bring following side effects:

1. Drastic decrease of parameters amount can impair the representation ability of models.
2. Indiscriminate duplication may introduce more useless information. For example, dead and weak channels are also duplicated, most of which may have little value yet still occupy computational resource.

To avoid performance degradation without introducing much computational cost, the replicator requires more supplementary parameters.

**Recalibrator** In response to above issues, the recalibrator servers as a complementary component to ensure sufficient capacity for the whole building block and generates dynamic global context for all clones from the replicator. In this work, the recalibrator is implemented by a tiny network similar to SE module [20]. It is formulated as follows:

$$\Psi \left( X, \theta \right) = \sigma \left( h_2 \left( h_1 \left( \text{GAP} \left( X \right), \theta_1, r \right), \theta_2 \right) \right)$$  \hspace{1cm} (6)$$

where $\sigma$ and $h$ denote the sigmoid function and fully connected layer, respectively. GAP represents the operation of global average pooling. Reduce ratio $r$ is a hyper-parameter to adjust the capacity of the recalibrator network. The output of recalibrator is merged into "feature clones" from the replicator via summation operation. This procedure forces the recalibrator to learn example-independent patterns to modify original feature, and reactivate those dead or weak neurons in the replicator.

### 4 Network Design

#### 4.1 Separable Convolution

The separable convolution applied in MobileNetV1 [16] and Xception [21] has been proved very efficient, which factorizes a regular convolution into a spatial depth-wise convolution and a pointwise ($1 \times 1$) convolution. The depth-wise convolution applies a single convolutional filter independently for each channel of the inputs, extracting local spatial features. The pointwise convolution is used for information fusion for all input channels. This factorization
brings drastic reduction in computation and model size. However, the overhead of separable convolution is dominated by the pointwise convolution.

Suppose a separable convolutional layer takes \( M \) feature maps with a spatial size of \( D_f \times D_f \) as inputs, and outputs \( N \) feature maps of the same spatial size with appropriate padding. \( M \) and \( N \) denotes the number of the input and output channels, respectively. The filter size is \( D_k \times D_k \) and the stride is 1 for the depth-wise convolutional layer. The computational cost of separable convolution \( C_0 \) is

\[
D_f \times D_f \times D_k \times D_k \times M + D_f \times D_f \times M \times N
\]

where \( M \) and \( N \) are much larger than \( D_k \) especially in the deep layers of the ConvNets. As a result, the \( M \times N \) term becomes the denominator of computational cost \( C_0 \).

### 4.2 DCT-based Bottleneck

Bottleneck structure or other variants is widely used to squeeze the remaining room of efficiency for separable convolution layers by decoupling a high-dimensional transformation into two steps regardless of the order: contraction and expansion. In this paper, we combine the proposed dynamic clone transformer to modify the separable convolution, and further develop the efficient building block for our models.

As illustrated in Figure 3(a), our building block named DCT-bottleneck follows a contraction-expansion design pattern in the channel dimension, consisting of a \( 3 \times 3 \) depth-wise convolutional layer, two pointwise \((1 \times 1)\) convolutional layers and the proposed dynamic clone transformer module. From the perspective of channel dimension, the first pointwise convolution is used to compress the input feature maps into a low-dimension representation. The second pointwise convolution is used to obtain a linear combination of input feature maps. For the first channel expansion and feature reuse, we concatenate the feature maps generated by two pointwise convolutional layers, respectively. At last, the obtained feature maps are duplicated through the proposed dynamic clone transformer in an adaptive way, achieving the second expansion for channels. It is seen that the computational cost of expansion process is much less than that of contraction process for DCT-based bottleneck. The detailed structure named DCT-based bottleneck for our building block is shown in Table 1.

**Figure 3:** Different efficient building blocks based on separable convolution. a) Our DCT-based bottleneck structure; b) Inverted residual block in MobileNetV2.

| Input | Operator   | Output |
|-------|------------|--------|
| \( D_f^2 \times M \) | 3 \times 3 dwconv | \( D_f^2 \times M \) |
| \( D_f^2 \times M \) | 1 \times 1 conv2d | \( D_f^2 \times \frac{N}{2p} \) |
| \( D_f^2 \times \frac{N}{2p} \) | 1 \times 1 conv2d | \( D_f^2 \times \frac{N}{2p} \) |
| \( D_f^2 \times \frac{N}{2p} \) | DCT Module | \( D_f^2 \times N \) |

**Table 1:** The structure of DCT-based bottleneck.
Table 2: Network Architecture. The bottleneck denotes DCT-based bottleneck. #repeat denotes the repetition number of DCT-based bottleneck building blocks.

As the computation complexity of DCT module is negligible, the overall computational cost of DCT-based bottleneck is calculated as

\[
C_1 = D f^2 \times D h^2 \times M + D f^2 \times \frac{M N}{2p} + D f^2 \times \frac{N^2}{4p^2} \\
\approx D f^2 \times \left( \frac{M N}{2p} + \frac{N^2}{4p^2} \right)
\]

(8)

Assume \( M = N \) and \( p \geq 2 \), thus we have \( C_1 \leq \frac{16}{15} C_0 \). Obviously, DCT-based bottleneck shows better efficiency in terms of computational cost compared to the separable convolution layer.

4.3 Architecture Design

A new convolutional network, named DyClotNet, is constructed by stacking the DCT-based bottleneck building blocks. The overall architecture of the network is shown in Table 2. In order to control the scale of models, three hyper-parameters: width multiplier \( \alpha \), expansion ratio \( p \), reduction ratio \( r \) are introduced to configure the DyClotNets. The width multiplier \( \alpha \) is used to thin a network uniformly by scaling the number of channels at each layer. DyClotNet with width multiplier \( \alpha \) is noted as DyClotNet-\( \alpha \). Expansion ratio \( p \) and reduction ratio \( r \) are two crucial and complementary factors to strike a balance between efficiency and performance for building a compact and powerful instance of DCT-based bottleneck.

5 Conclusion

In this work, we present the DCT module, a lightweight architectural unit which can perform adaptive self-expansion for channels. Utilizing the DCT module to replace computationally expensive pointwise convolution as an expansion layer, we further develop an efficient and powerful building block termed DCT-based bottleneck.
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