Abstract

One-dimensional system of Brownian motions called Dyson’s model is the particle system with long-range repulsive forces acting between any pair of particles, where the strength of force is $\beta/2$ times the inverse of particle distance. When $\beta = 2$, it is realized as the Brownian motions in one dimension conditioned never to collide with each other. For any initial configuration, it is proved that Dyson’s model with $\beta = 2$ and $N$ particles, $X(t) = (X_1(t), \ldots, X_N(t)), t \in [0, \infty), 2 \leq N < \infty$, is determinantal in the sense that any multitime correlation function is given by a determinant with a continuous kernel. The Airy function $Ai(z)$ is an entire function with zeros all located on the negative part of the real axis $\mathbb{R}$. We consider Dyson’s model with $\beta = 2$ starting from the first $N$ zeros of $Ai(z)$, $0 > a_1 > \cdots > a_N, N \geq 2$. In order to properly control the effect of such initial confinement of particles in the negative region of $\mathbb{R}$, we put the drift term to each Brownian motion, which increases in time as a parabolic function: $Y_j(t) = X_j(t) + t^2/4 + \{d_1 + \sum_{\ell=1}^N (1/a_\ell)\}t, 1 \leq j \leq N$, where $d_1 = Ai'(0)/Ai(0)$. We show that, as the $N \to \infty$ limit of $Y(t) = (Y_1(t), \ldots, Y_N(t)), t \in [0, \infty)$, we obtain an infinite particle system, which is the relaxation process from the configuration, in which every zero of $Ai(z)$ on the negative $\mathbb{R}$ is occupied by one particle, to the stationary state $\mu_{Ai}$. The stationary state $\mu_{Ai}$ is the determinantal point process with the Airy kernel, which is spatially inhomogeneous on $\mathbb{R}$ and in which the Tracy-Widom distribution describes the rightmost particle position.
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1 Introduction

1.1 Dyson’s model: One-Dimensional Brownian Particle System Interacting through Pair Force $1/x$

To understand the time-evolution of distributions of interacting particle systems on a large space-time scale (thermodynamic and hydrodynamic limits) is one of the main topics of statistical physics. If the interactions among particles are short ranged, the standard theory is useful. If they are long ranged, however, general theory has not yet been established and thus detailed study of model systems is required [26].

In the present paper, we consider Brownian particles in one dimension with long-ranged repulsive forces acting between any pair of particles, where the strength of force is exactly equal to $1/x$ when the particle distance is $x$. If the number of particles is finite $N < \infty$, the system is described by $\Xi(t) = \sum_{j=1}^{N} \delta X_j(t), 2 \leq N < \infty$, where $X(t) = (X_1(t), \ldots, X_N(t))$ satisfies the following system of stochastic differential equations (SDEs);

$$dX_j(t) = dB_j(t) + \sum_{1 \leq k \leq N, k \neq j} \frac{1}{X_j(t) - X_k(t)} dt, \quad 1 \leq j \leq N, \quad t \in [0, \infty) \quad (1.1)$$

with independent one-dimensional standard Brownian motions $B_j(t), 1 \leq j \leq N$. The SDEs obtained by replacing the $1/x$ force in (1.1) by $\beta/(2x)$ with a parameter $\beta > 0$ were introduced by Dyson [4] to understand the statistics of eigenvalues of hermitian random matrices as particle distributions of interacting Brownian motions in $\mathbb{R}$. Corresponding to the special values $\beta = 1, 2$ and $4$, hermitian random matrices are in the three statistical ensembles with different symmetries, called the Gaussian orthogonal ensemble (GOE), the Gaussian unitary ensemble (GUE), and the Gaussian symplectic ensemble (GSE), respectively [5]. In particular for $\beta = 2$, that is the case of (1.1), if the eigenvalue distribution of $N \times N$ hermitian random matrices in the GUE with variance $\sigma^2$ is denoted by $\mu_{N, \sigma^2}^{\text{GUE}}$, we can show

$$\lim_{N \to \infty} \mu_{N, 2N/\pi^2}^{\text{GUE}}(\cdot) = \mu_{\text{sin}}(\cdot), \quad (1.2)$$

where $\mu_{\text{sin}}$ denotes the determinantal (Fermion) point process [24, 23] with the so-called sine kernel

$$K_{\text{sin}}(x) = \frac{1}{2\pi} \int_{|k| \leq \pi} dk e^{-ikx} = \frac{\sin(\pi x)}{\pi x}, \quad x \in \mathbb{R}. \quad (1.3)$$

That is, $\mu_{\text{sin}}$ is a spatially homogeneous particle distribution, in which the particle density is given by $\rho_{\text{sin}} = \lim_{x \to 0} K_{\text{sin}}(x) = 1$ and any $N_1$-point correlation function $\rho_{\text{sin}}(x_{N_1}), x_{N_1} = (x_1, \ldots, x_{N_1}) \in \mathbb{R}^{N_1}, N_1 \geq 2$, is given by a determinant of an $N_1 \times N_1$ real symmetric matrix;

$$\rho_{\text{sin}}(x_{N_1}) = \det_{1 \leq j, k \leq N_1} \left[ K_{\text{sin}}(x_j - x_k) \right].$$
Based on this fact known in the random matrix theory [17], Spohn [25] studied the equilibrium dynamics obtained in the infinite-particle limit \( N \to \infty \) of Dyson’s model (1.1). Since the \( 1/x \) force is not summable, in the infinite-particle limit \( N \to \infty \) the sum in (1.1) should be regarded as an improper sum, in the sense that for \( X_j(t) \in [-L, L] \) the summation is restricted to \( k \)'s such that \( X_k(t) \in [-L, L] \) and then the limit \( L \to \infty \) is taken. It is expected that the dynamics with an infinite number of particles can exist only for initial configurations having the same asymptotic density to the right and left [25, 13].

The problem, which we address in the present paper, is how we can control Dyson’s model with an infinite number of particles starting from asymmetric initial configurations. The motivation is again coming from the random matrix theory as follows. Consider the Airy function [1, 30]

\[
\text{Ai}(z) = \frac{1}{2\pi} \int_{\mathbb{R}} dk \ e^{\sqrt{-1}(zk+k^3/3)}.
\]  

(1.4)

It is a solution of Airy’s equation \( f''(z) - zf(z) = 0 \) with the asymptotics on the real axis \( \mathbb{R} \):

\[
\text{Ai}(x) \simeq \frac{1}{2\sqrt{\pi}x^{1/4}} \exp \left( -\frac{2}{3}x^{3/2} \right), \\
\text{Ai}(-x) \simeq \frac{1}{\sqrt{\pi}x^{1/4}} \cos \left( \frac{2}{3}x^{3/2} - \frac{\pi}{4} \right) \quad \text{in} \quad x \to +\infty.
\]  

(1.5)

In the GUE random matrix theory, the following scaling limit has been extensively studied:

\[
\lim_{N \to \infty} \mu_{N,N^{1/3} \left(2N^{2/3} + \cdot \right)} = \mu_{\text{Ai}}(\cdot),
\]  

(1.6)

where \( \mu_{\text{Ai}} \) is the determinantal point process such that the correlation kernel is given by [8, 28],

\[
K_{\text{Ai}}(y|x) = \int_{0}^{\infty} du \ \text{Ai}(u+x)\text{Ai}(u+y)
\]

\[
= \begin{cases} \\
\frac{\text{Ai}(x)\text{Ai}'(y) - \text{Ai}'(x)\text{Ai}(y)}{x-y}, & x \neq y \in \mathbb{R} \\
(\text{Ai}'(x))^2 - x(\text{Ai}(x))^2, & x = y \in \mathbb{R}.
\end{cases}
\]  

(1.7)

It is another infinite-particle limit different from (1.2) and is called the soft-edge scaling limit, since \( x^2/2t \simeq (2N^{2/3})^2/(2N^{1/3}) = 2N \) marks the right edge of semicircle-shaped profile of the GUE eigenvalue distribution (see, for example, [12]). The particle distribution \( \mu_{\text{Ai}} \) with the Airy kernel (1.7) is highly asymmetric: As a matter of fact, the particle density \( \rho_{\text{Ai}}(x) = K_{\text{Ai}}(x|x) \) decays rapidly to zero as \( x \to \infty \), but it diverges

\[
\rho_{\text{Ai}}(x) \simeq \frac{1}{\pi} (-x)^{1/2} \to \infty \quad \text{as} \quad x \to -\infty.
\]  

(1.8)
Let \( R \) be the position of the rightmost particle on \( \mathbb{R} \) in \( \mu_{\text{Ai}} \). Then its distribution is given by the celebrated *Tracy-Widom distribution* \(^{28}\)

\[
\mu_{\text{Ai}}(R < x) = \exp \left[ - \int_x^\infty (y-x)(q(y))^2 dy \right],
\]

where \( q(x) \) is the unique solution of the Painlevé II equation

\[
q'' = xq + 2q^3
\]
satisfying the boundary condition \( q(x) \simeq \text{Ai}(x) \) in \( x \to \infty \). Prähöfer and Spohn \(^{22}\) and Johansson \(^{11}\) studied the equilibrium fluctuation of this rightmost particle and called it the *Airy process*. Tracy and Widom derived a system of partial differential equations, which govern the Airy process \(^{29}\). See also \(^{2, 3}\). How can we realize \( \mu_{\text{Ai}} \) as the equilibrium state of Brownian infinite-particle system interacting through pair force \( 1/x \)? The initial configurations should be asymmetric, but what kinds of conditions should be satisfied by them? How should we modify the SDEs of original Dyson’s model \(^{11}\), when we provide finite-particle approximations for such asymmetric infinite particle systems?

In the present paper, as an explicit answer to the above questions, we will present a relaxation process with an infinite number of particles converging to the stationary state \( \mu_{\text{Ai}} \) in \( t \to \infty \). Its initial configuration is given by

\[
\xi_{A}(\cdot) = \sum_{a \in A} \delta_{a}(\cdot) = \sum_{j=1}^{\infty} \delta_{a_j}(\cdot),
\]

(1.9)
in which every zero of the Airy function \(^{14}\) is occupied by one particle. This special choice of the initial configuration is due to the fact that the zeros of the Airy function are located only on the negative part of the real axis \( \mathbb{R} \),

\[
A \equiv \text{Ai}^{-1}(0) = \left\{ a_j, j \in \mathbb{N} : \text{Ai}(a_j) = 0, 0 > a_1 > a_2 > \cdots \right\},
\]

(1.10)

with the values \(^{11}\) \( a_1 = -2.33 \ldots, a_2 = -4.08 \ldots, a_3 = -5.52 \ldots, a_4 = -6.78 \ldots, \) and that they admit the asymptotics \(^{11, 30}\)

\[
a_j \simeq \left( \frac{3\pi}{2} \right)^{2/3} j^{2/3} \quad \text{in} \quad j \to \infty.
\]

(1.11)

Then the average density of zeros of the Airy function around \( x \), denoted by \( \rho_{\text{Ai}^{-1}(0)}(x) \), behaves as

\[
\rho_{\text{Ai}^{-1}(0)}(x) \simeq \frac{1}{\pi} (-x)^{1/2} \to \infty \quad \text{as} \quad x \to -\infty,
\]

which coincides with \(^{18}\). The approximation of our process with a finite number of particles \( N < \infty \) is given by \( \Xi_{A}(t) = \sum_{j=1}^{N} \delta_{Y_j(t)} \) with

\[
Y_j(t) = X_j(t) + \frac{t^2}{4} + D_{\mathcal{A}_N} t, \quad 1 \leq j \leq N, \quad t \in [0, \infty),
\]

(1.12)
associated with the solution $X(t) = (X_1(t), \ldots, X_N(t))$ of Dyson’s model (1.1), where

$$D_{AN} = d_1 + \sum_{\ell=1}^{N} \frac{1}{a_\ell}. \tag{1.13}$$

Here $d_1 = A_i'(0)/A_i(0)$ and $A_N \equiv \{0 > a_1 > \cdots > a_N\} \subset A$ is the sequence of the first $N$ zeros of the Airy function. In other words, $Y(t) = (Y_1(t), Y_2(t), \ldots, Y_N(t))$ satisfies the following SDEs;

$$dY_j(t) = dB_j(t) + \left(\frac{t}{2} + D_{AN}t\right) dt + \sum_{1 \leq k \leq N \atop k \neq j} \frac{dt}{Y_j(t) - Y_k(t)}$$

$$= dB_j(t) + \sum_{1 \leq k \leq N \atop k \neq j} \left(\frac{1}{Y_j(t) - Y_k(t)} + \frac{1}{a_k}\right) dt + \left(\frac{t}{2} + d_1 + \frac{1}{a_j}\right) dt,$$

$$1 \leq j \leq N, \quad t \in [0, \infty), \tag{1.14}$$

where $B_j(t)$’s are independent one-dimensional standard Brownian motions.

For $Y(0) = x \in \mathbb{R}^N$, set $\xi^N(\cdot) = \sum_{j=1}^{N} \delta_{x_j}(\cdot)$ and consider the process $\Xi_A(t)$ starting from the configuration $\xi^N$. We consider a set of initial configurations $\xi^N$ such that they are in general different from the $N$-particle approximation of (1.9),

$$\xi^N_A(\cdot) = \sum_{a \in A_N} \delta_a(\cdot) = \sum_{j=1}^{N} \delta_{a_j}(\cdot), \tag{1.15}$$

but the particle density $\rho(x)$ of $\lim_{N \to \infty} \xi^N$ will show the same asymptotic in $x \to -\infty$ as (1.8). Because of the strong repulsive forces acting between particle pairs in (1.1), such confinement of particles in the negative region of $\mathbb{R}$ at the initial time causes strong positive drifts of Brownian particles. The coefficient (1.13) of the drift term $D_{AN}t$ added in (1.12), however, negatively diverges

$$D_{AN} \sim -\left(\frac{12}{\pi^2}\right)^{1/3} N^{1/3} \to -\infty \quad \text{as} \quad N \to \infty. \tag{1.16}$$

We will determine a class of asymmetric initial configurations denoted by $X^A_0$, which includes $\xi_A$ as a typical one, such that the effect on dynamics of asymmetry in configuration will be compensated by the additional drift term $D_{AN}t$ in the infinite-particle limit $N \to \infty$ and the dynamics with an infinite number of particles exists. Note that we should take $N \to \infty$ limit for finite $t < \infty$ in our process (1.12) to discuss non-equilibrium dynamics with an infinite number of particles. In the class $X^A_0$, when the initial configuration is specially set to be $\xi_A$, (1.9), we can prove that the dynamics shows a relaxation in the long-term limit $t \to \infty$ to the equilibrium dynamics in $\mu_{Ai}$. In the proof we use the special property of the systems (1.1)
and (1.14) such that the processes have space-time determinantal correlations. This feature comes from the fact that if and only if the strength of pair force is exactly equal to $1/x$ when the particle distance is $x$, i.e., iff $\beta = 2$, Dyson’s model is realized as the Brownian motions conditioned never to collide with each other [10, 12].

In order to explain the importance of the notion of entire functions for the present problem, we rewrite the results reported in our previous paper [13] for Dyson’s model with symmetric initial configurations below. Then the changes which we have to do for the systems with asymmetric initial configurations are shown. There the origin of the quadratic term $t^2/4$ in (1.12) will be clarified.

1.2 Processes with Space-time Determinantal Correlations and Entire Functions

In an earlier paper [13], we studied a class of a non-equilibrium dynamics of Dyson’s model with $\beta = 2$ and an infinite number of particles. As an example in the class, we reported a relaxation process, denoted here by $(\Xi(t), \mathbb{P}_{\sin})$, which starts from a configuration

$$\xi_Z(\cdot) = \sum_{a \in Z} \delta_a(\cdot), \quad (1.17)$$

in which every point of $Z$ is occupied by one particle, and converges to the stationary state $\mu_{\sin}$. This process $(\Xi(t), \mathbb{P}_{\sin})$ is determinantal, in the sense that there is a function $K_{\sin}(s, x; t, y)$ called the correlation kernel such that it is continuous with respect to $(x, y) \in \mathbb{R}^2$ for any fixed $(s, t) \in [0, \infty)^2$, and that, for any integer $M \geq 1$, any sequence $(N_m)_{m=1}^{M}$ of positive integers, and any time sequence $0 < t_1 < \cdots < t_M < \infty$, the $(N_1, \ldots, N_M)$-multitime correlation function $\rho_{\sin}(t_1, x_{N_1}^{(1)}; \cdots; t_M, x_{N_M}^{(M)})$, $x_{N_m}^{(m)} = (x_{(m)}^{(1)}, \ldots, x_{(m)}^{(N_m)}) \in \mathbb{R}^{N_m}$, $1 \leq m \leq M$, is expressed by a determinant of a $\sum_{m=1}^{M} N_m \times \sum_{m=1}^{M} N_m$ asymmetric real matrix;

$$\rho_{\sin}(t_1, x_{N_1}^{(1)}; \cdots; t_M, x_{N_M}^{(M)}) = \det_{1 \leq m, n \leq M} \left[ K_{\sin}(t_m, x_{j}^{(m)}; t_n, x_{k}^{(n)}) \right]. \quad (1.18)$$

The finite dimensional distributions of the process $(\Xi(t), \mathbb{P}_{\sin})$ are determined by $K_{\sin}$ through (1.18). It is expected that the correlation kernel $K_{\sin}$ is described by using the sine function as is the correlation kernel $K_{\sin}$ of the stationary distribution $\mu_{\sin}$ given by (1.3). It is indeed true. Set

$$f(z) = \sin(\pi z), \quad z \in \mathbb{C}, \quad (1.19)$$

and

$$p_{\sin}(t, x) = \frac{e^{-x^2/2t}}{\sqrt{2\pi t}}, \quad t \in \mathbb{R} \setminus \{0\}, \quad x \in \mathbb{C}. \quad (1.20)$$

When $t > 0$, $p_{\sin}(t, y - x)$ is the heat kernel: the solution of the heat equation $\partial u(t, x)/\partial t = (1/2)\partial^2 u(t, x)/\partial x^2$ with $\lim_{t \to 0} u(t, x)dx = \delta_y(dx)$, and is expressed
\[ p_{\sin}(t, y - x) = \frac{1}{2} \int_{\mathbb{R}} du e^{-\pi^2 u^2 t/2} \left\{ f(u x) f(u y) + f(u x + 1/2) f(u y + 1/2) \right\}. \]

For \( 0 < s < t \), by setting (1.20), the Chapman-Kolmogorov equation
\[ \int_{\mathbb{R}} dy p_{\sin}(t - s, z - y) p_{\sin}(s, y - x) = p_{\sin}(t, z - x) \tag{1.21} \]
can be extended to
\[ \int_{\mathbb{R}} dy p_{\sin}(-t, z - y) p_{\sin}(t - s, y - x) = p_{\sin}(-s, z - x). \tag{1.22} \]

Then \( \mathbb{K}_{\sin}(s, x; t, y) \) is given by
\[ \mathbb{K}_{f}(s, x; t, y) = \sum_{a \in f^{-1}(0)} \int_{\sqrt{-1} \mathbb{R}} \frac{dz}{\sqrt{-1}} \frac{1}{z - a} f'(a) p_{f}(t, y; 0, z) p_{f}(t, y; s, x), \quad s, t \geq 0, \quad x, y \in \mathbb{R} \tag{1.23} \]
with setting (1.19) and \( p_{f}(s, x; t, y) = p_{\sin}(t - s, y - x) \) with (1.20), where \( f^{-1}(0) \) denotes the zero set of the function \( f \); \( f^{-1}(0) = \{ z : f(z) = 0 \} \), \( f'(a) = df(z)/dz|_{z=a} \), and \( 1(\omega) \) is the indicator of a condition \( \omega \); \( 1(\omega) = 1 \) if \( \omega \) is satisfied, and \( 1(\omega) = 0 \) otherwise. In this paper \( \int_{\sqrt{-1} \mathbb{R}} dz \cdot \) means the integral on the imaginary axis in \( \mathbb{C} \) from \( -\sqrt{-1} \infty \) to \( \sqrt{-1} \infty \). The well-definedness of the correlation kernel \( \mathbb{K}_{\sin} \) and thus of the process \( (\Xi(t), \mathbb{P}_{\sin}) \) is guaranteed \[13\] by the fact that the sine function (1.19) is an entire function (i.e., analytic in the whole complex plane \( \mathbb{C} \)), and the order of growth \( \rho_{f} \), which is generally defined for an entire function \( f \) by
\[ \rho_{f} = \limsup_{r \to \infty} \frac{\log \log M_{f}(r)}{\log r} \quad \text{for} \quad M_{f}(r) = \max_{|z|=r} |f(z)|, \]
is one. (The type defined by \( \sigma_{f} = \limsup_{r \to \infty} \log M_{f}(r)/r^{\rho_{f}} \) is equal to \( \pi \) for (1.19). That is, the sine function (1.19) is an entire function of exponential type \( \pi \) \[16\]; \( M_{f}(r) \sim e^{\pi r} \) as \( r \to \infty \).) We can show that
\[ \mathbb{K}_{\sin}(t, x; t, y) \mathbb{K}_{\sin}(t, y; t, x) dx dy \to \xi_{Z}(dx) 1(x = y) \quad \text{as} \quad t \to 0, \]
since \( f^{-1}(0) = \sin^{-1}(0)/\pi = \mathbb{Z} \). It implies that the initial configuration (1.17) of the relaxation process \( (\Xi(t), \mathbb{P}_{\sin}) \) shall be regarded as the point-mass distribution on the zero set of the sine function (1.19). Moreover, we showed in \[13\], by noting
\[ \frac{1}{z - a} f'(a) = K_{\sin}(z - a), \]
if \( a \in f^{-1}(0) = \mathbb{Z} \) and \( z \neq a \) for (1.19), that
\[
K_{\sin}(s + \theta, x; t + \theta, y) \to K_{\sin}(t - s, y - x) \quad \text{as} \quad \theta \to \infty \tag{1.24}
\]
with the so-called extended sine kernel,
\[
K_{\sin}(t, x) = \begin{cases} 
\int_{0}^{1} du e^{\pi^2 u^2 t/2} \cos(\pi u x) & \text{if } t > 0 \\
K_{\sin}(x) & \text{if } t = 0 \\
-\int_{1}^{\infty} du e^{\pi^2 u^2 t/2} \cos(\pi u x) & \text{if } t < 0,
\end{cases} \tag{1.25}
\]
\( x \in \mathbb{R} \). The equilibrium dynamics in \( \mu_{\sin} \), first studied by Spohn [25], has been shown to be determinantal with the correlation kernel (1.25) by Nagao and Forrester [18].

This process is realized in the long-term limit of the relaxation process \( (\Xi(t), \mathbb{P}_{\sin}) \).

See also the Dirichlet form approach by Osada to the reversible process with respect to \( \mu_{\sin} \) [20, 21].

Now we set
\[
f(z) = \text{Ai}(z), \quad z \in \mathbb{C}. \tag{1.26}
\]
The Airy function \( \text{Ai}(z) \), (1.4), is another entire function, whose order of growth is \( \rho_f = 3/2 \) with type \( \sigma_f = 2/3 \); \( \max_{|z| = r} |f(z)| \sim \exp[(2/3)r^{3/2}] \) as \( r \to \infty \). For \( t > 0 \), we consider
\[
p_{\text{Ai}}(t, y|x) = \int_{\mathbb{R}} du e^{ut/2} f(u + x)f(u + y), \quad x, y \in \mathbb{R}, \tag{1.27}
\]
which is the solution of the differential equation;
\[
\frac{\partial}{\partial t} u(t, x) = \frac{1}{2} \left( \frac{\partial^2}{\partial x^2} - x \right) u(t, x) \quad \text{with} \quad \lim_{t \to 0} u(t, x) dx = \delta_y(dx).
\]
The integral \( \int_{\mathbb{R}} dz p_{\text{Ai}}(t, z|x) \) is given by
\[
g(t, x) = \exp \left( -\frac{tx}{2} + \frac{t^3}{24} \right). \tag{1.28}
\]
We find, for \( s < t < 0 \), \( g(s, x)p_{\text{Ai}}(t - s, y|x)/g(t, y) \) is equal to the transition probability density of
\[
B(t) + \frac{t^2}{4} \tag{1.29}
\]
from \( x \) at time \( s \) to \( y \) at time \( t \), \( x, y \in \mathbb{R} \), where \( B(t), t \in [0, \infty) \) is the one-dimensional standard Brownian motion. (See also [6] and references therein.) Then
for \( s, t \in \mathbb{R}, s \neq t, x, y \in \mathbb{C} \), we set
\[
q(s, t, y - x) = p_{\sin} \left( t - s, \left( y - \frac{t^2}{4} \right) - \left( x - \frac{s^2}{4} \right) \right) = \frac{1}{\sqrt{2\pi|t-s|}} \exp \left[ -\frac{(y - x)^2}{2(t-s)} + \frac{(t+s)(y-x)}{4} - \frac{(t-s)(t+s)^2}{32} \right],
\]
(1.30)
and as an extension of (1.27) we define
\[
p_{\Lambda}(t-s, y|x) = \frac{g(t,y)}{g(s,x)} q(s, t, y-x) = \frac{1}{\sqrt{2\pi|t-s|}} \exp \left[ -\frac{(y - x)^2}{2(t-s)} - \frac{(t-s)(y+x)}{4} + \frac{(t-s)^3}{96} \right].
\]
(1.31)
Corresponding to (1.21) and (1.22), we have the two sets of equalities
\[
\int_{\mathbb{R}} dy q(s, t, z - y) q(0, s, y - x) = q(0, t, z - x)
\]
(1.32)
\[
\int_{\mathbb{R}} dy q(t, 0, z - y) q(s, t, y - x) = q(s, 0, z - x)
\]
(1.33)
and
\[
\int_{\mathbb{R}} dy p_{\Lambda}(t - s, z|y) p_{\Lambda}(s, y|x) = p_{\Lambda}(t, z|x)
\]
(1.34)
\[
\int_{\mathbb{R}} dy p_{\Lambda}(-t, z|y) p_{\Lambda}(t - s, y|x) = p_{\Lambda}(-s, z|x)
\]
(1.35)
for \( 0 < s < t \).

Let \( \mathbb{K}_{\Lambda} \) be the function given by (1.23) with setting (1.26) and \( p_f(s, x; t, y) = p_{\Lambda}(t-s, y|x) \) with (1.31). We will prove that \( \mathbb{K}_{\Lambda} \) is well-defined as a correlation kernel and it determines finite dimensional distributions of an infinite particle system through a similar formula to (1.18). We denote this system by \( \Xi_{\Lambda}(t, P_{\Lambda}) \). The fact that \( p_{\Lambda} \) used in \( \mathbb{K}_{\Lambda} \) is a transform (1.31) of the transition probability density \( q \) of (1.29) is the origin of the quadratic term \( t^2/4 \) in (1.12). We can show that
\[
\mathbb{K}_{\Lambda}(t, x; t, y) \mathbb{K}_{\Lambda}(t, y; t, x) dx dy \to \xi_{\Lambda}(dx) 1(x = y) \quad \text{as} \quad t \to 0.
\]
By using the integral formula for (1.26)
\[
\frac{1}{z - a} \frac{f(z)}{f'(a)} = \frac{1}{(\Lambda'(a))^2} \int_0^{\infty} du \Lambda(u + z) \Lambda(u + a)
\]
for \( a \in \mathcal{A}, z \neq a \), and the fact that \( \{\Lambda_i(x+a)/\Lambda_i'(a), a \in \mathcal{A}\} \) forms a complete orthonormal basis for the space \( L^2(0, \infty) \) of square integrable functions on the interval \( (0, \infty) \) [27], we will prove that
\[
\mathbb{K}_{\Lambda}(s + \theta, x; t + \theta, y) \to \mathbb{K}_{\Lambda}(t - s, y|x) \quad \text{as} \quad \theta \to \infty,
\]
(1.36)
where $K_{Ai}$ is the so-called extended Airy kernel,

$$
K_{Ai}(t, y|x) = \begin{cases} 
\int_0^\infty du e^{-ut/2} \text{Ai}(u + x) \text{Ai}(u + y) & \text{if } t \geq 0 \\
-\int_\infty^0 du e^{-ut/2} \text{Ai}(u + x) \text{Ai}(u + y) & \text{if } t < 0,
\end{cases}
$$

(1.37)

$x, y \in \mathbb{R}$. We denote by $(\Xi_A(t), P_{Ai})$ the infinite particle system, which is determinant with the correlation kernel $K_{Ai}$ [9][19][15][12]. The Airy kernel (1.7) of $\mu_{Ai}$ is given by $K_{Ai}(y|x) = K_{Ai}(0, y|x)$ and thus $(\Xi_A(t), P_{Ai})$ is a reversible process with respect to $\mu_{Ai}$. The process $(\Xi_A(t), P_{Ai})$, which is determinantal with the correlation kernel $K_{Ai}$, is a non-equilibrium infinite particle system exhibiting the relaxation phenomenon from the initial configuration $\xi_A$ to the stationary state $\mu_{Ai}$.

Then consider the finite-particle system (1.12) again. Let $P_{Ai}^N$ be the distribution of the process $\Xi_A(t) = \sum_{j=1}^N \delta_{y_j(t)}$ starting from a configuration $\xi^N$. We denote by $\mathcal{M}$ the space of nonnegative integer-valued Radon measures on $\mathbb{R}$, which is a Polish space with the vague topology: we say $\xi_n$ converges to $\xi$ vaguely, if

$$
\lim_{n \to \infty} \int_{\mathbb{R}} \varphi(x) \xi_n(dx) = \int_{\mathbb{R}} \varphi(x) \xi(dx)
$$

for any $\varphi \in C_0(\mathbb{R})$, where $C_0(\mathbb{R})$ is the set of all continuous real-valued functions with compact supports. Any element $\xi$ of $\mathcal{M}$ can be represented as $\xi(\cdot) = \sum_{j \in \Lambda} \delta_{x_j}(\cdot)$ with an index set $\Lambda$ and a sequence of points in $\mathbb{R}$, $x = (x_j)_{j \in \Lambda}$ satisfying $\xi(I) = \sharp\{x_j : x_j \in I\} < \infty$ for any compact subset $I \subset \mathbb{R}$. For $A \subset \mathbb{R}$, we write the restriction of $\xi$ on $A$ as $(\xi \cap A)(\cdot) = \sum_{j \in \Lambda \cap x_j \in A} \delta_{x_j}(\cdot)$.

We put $\mathcal{M}_0 = \{\xi \in \mathcal{M} : \xi(\{x\}) \leq 1 \text{ for any } x \in \mathbb{R}\}$. We will prove that the finite particle process $(\Xi_A(t), P_{Ai}^N)$ is determinantal for any initial configuration $\xi^N \in \mathcal{M}_0$ and give the correlation kernel $K_{Ai}^N$ (Proposition 2.11). For $\xi \in \mathcal{M}$ with an infinite number of particles $\xi(\mathbb{R}) = \infty$, when $K_{Ai}^{[0,L]}$ converges to a continuous function as $L \to \infty$, the limit is written as $K_{Ai}$. If $P_{Ai}^{[0,L]}$ converges to a probability measure $P_{Ai}^\xi$ on $\mathcal{M}^{[0,\infty)}$, which is determinantal with the correlation kernel $K_{Ai}^{\xi}$, weakly in the sense of finite dimensional distributions as $L \to \infty$ in the vague topology, we say that the process $(\Xi_A(t), P_{Ai}^{\xi})$ is well defined with the correlation kernel $K_{Ai}^{\xi}$. (The regularity of the sample paths of $\Xi_A(t)$ will be discussed in the forthcoming paper [14].) We will give sufficient conditions for initial configurations $\xi \in \mathcal{M}_0$ so that the process $(\Xi_A(t), P_{Ai}^{\xi})$ is well defined (Theorem 2.5). We denote by $\mathcal{X}A$ the set of configurations $\xi$ satisfying the conditions and put $\mathcal{X}_0^A = \mathcal{X}A \cap \mathcal{M}_0$. It is clear that the configuration $\xi_A \in \mathcal{X}_0^A$. Then, if we consider the finite particle systems $\Xi_A(t) = \sum_{j=1}^N \delta_{Y_j(t)}, N \geq 2$, with (1.12) starting from the $N$-particle approximation of $\xi_A$, (1.15), we can prove $(\Xi_A(t), P_{Ai}^N) \to (\Xi_A(t), P_{Ai})$ as $N \to \infty$ in the sense of finite dimensional distributions (Theorem 2.6 (i)). That is, $(\Xi_A(t), P_{Ai}) = (\Xi_A(t), P_{Ai}^\xi)$ with (1.9). Moreover, we will show (1.36) and prove the relaxation phenomenon $(\Xi_A(t + \theta), P_{Ai}) \to (\Xi_A(t), P_{Ai})$ (Theorem 2.6 (ii)).
The paper is organized as follows. In Sect. 2 preliminaries and main results are given. Some remarks on extensions of the present results are also given there. In Sect. 3 the properties of the Airy function used in this paper are summarized. Section 4 is devoted to proofs of results.

2 Preliminaries and Main Results

For $\xi(\cdot) = \sum_{j \in \Lambda} \delta_{x_j}(\cdot) \in \mathcal{M}$, we introduce the following operations;

(shift) for $u \in \mathbb{R}$, $\tau_u \xi(\cdot) = \sum_{j \in \Lambda} \delta_{x_j+u}(\cdot)$,

(square) $\xi^{(2)}(\cdot) = \sum_{j \in \Lambda} \delta_{x_j^2}(\cdot)$.

We use the convention such that

$$\prod_{x \in \xi} f(x) = \exp \left\{ \int_{\mathbb{R}} \xi(dx) \log f(x) \right\} = \prod_{x \in \text{supp } \xi} f(x)^{\xi(\{x\})}$$

for $\xi \in \mathcal{M}$ and a function $f$ on $\mathbb{R}$, where $\text{supp } \xi = \{x \in \mathbb{R} : \xi(\{x\}) > 0\}$. For a multivariate symmetric function $g$ we write $g((x)_x \in \xi)$ for $g((x_j)_{j \in \Lambda})$.

2.1 Determinantal processes

As an $\mathcal{M}$-valued process $(\Xi(t), \mathbb{P}^\xi)$, we consider the system such that, for any integer $M \geq 1$, $f_m \in C_0(\mathbb{R})$, $\theta_m \in \mathbb{R}, 1 \leq m \leq M$, $0 < t_1 < \cdots < t_M < \infty$, the expectation of $\exp \left\{ \sum_{m=1}^{M} \theta_m \int_{\mathbb{R}} f_m(x) \Xi(t_m, dx) \right\}$ can be expanded by

$$\chi_m(x) = e^{\theta_m f_m(x)} - 1, \quad 1 \leq m \leq M,$$

as

$$\mathcal{G}^\xi[\chi] \equiv \mathbb{E}^\xi \left[ \exp \left\{ \sum_{m=1}^{M} \theta_m \int_{\mathbb{R}} f_m(x) \Xi(t_m, dx) \right\} \right]$$

$$= \sum_{N_1 \geq 0} \cdots \sum_{N_M \geq 0} \prod_{m=1}^{M} \frac{1}{N_m!} \int_{\mathbb{R}^{N_1}} \prod_{j=1}^{N_1} dx_j^{(1)} \cdots \int_{\mathbb{R}^{N_M}} \prod_{j=1}^{N_M} dx_j^{(M)}$$

$$\times \prod_{m=1}^{M} \prod_{j=1}^{N_m} \chi_m(x_j^{(m)}) \rho(t_1, x_j^{(1)}; \ldots ; t_M, x_j^{(M)}). \quad \text{(2.1)}$$

Here $\rho$'s are locally integrable functions, which are symmetric in the sense that $\rho(\ldots ; t_m, \sigma(x^{(m)}); \ldots ) = \rho(\ldots ; t_m, x^{(m)}; \ldots )$ with $\sigma(x^{(m)}) \equiv (x_{\sigma(1)}^{(m)}, \ldots , x_{\sigma(N_m)}^{(m)})$ for
any permutation $\sigma \in S_{Nm}, 1 \leq m \leq M$. In such a system $\rho(t_1, x^{(1)}; \ldots; t_M, x^{(M)})$ is called the $(N_1, \ldots, N_M)$-multitime correlation function and $\mathcal{G}^T[\chi]$ the generating function of multitime correlation functions. There are no multiple points with probability one for $t > 0$. Then we assume that there is a function $\mathbb{K}(s, x; t, y)$, which is continuous with respect to $(x, y) \in \mathbb{R}^2$ for any fixed $(s, t) \in [0, \infty)^2$, such that

$$\rho(t_1, x^{(1)}; \ldots; t_M, x^{(M)}) = \det_{1 \leq j \leq N_m, 1 \leq k \leq N_n} \left[ \mathbb{K}(t_m, x_j^{(m)}; t_n, x_k^{(n)}) \right]$$

for any integer $M \geq 1$, any sequence $(N_m)_{m=1}^M$ of positive integers, and any time sequence $0 < t_1 < \cdots < t_M < \infty$. Let $T = \{t_1, \ldots, t_M\}$. We note that $\Xi^T = \sum_{t \in T} \delta_t \otimes \Xi(t)$ is a determinantal (Fermion) point process on $T \times \mathbb{R}$ with an operator $\mathcal{K}$ given by

$$\mathcal{K}f(s, x) = \sum_{t \in T} \int_{\mathbb{R}} dy \mathbb{K}(s, x; t, y) f(t, y), \quad f(t, \cdot) \in C_0(\mathbb{R}), \ t \in T.$$ 

When $\mathcal{K}$ is symmetric, Soshnikov [24] and Shirai and Takahashi [23] gave sufficient conditions for $\mathbb{K}$ to be a correlation kernel of a determinantal point process. Though such conditions are not known for asymmetric cases, a variety of processes, which are determinantal with asymmetric correlation kernels, have been studied. See, for example, [29, 12]. If there exists a function $\mathbb{K}$, which has the above properties and determines the finite dimensional distributions of the process $(\Xi(t), \mathbb{P}_\xi)$, we say the process $(\Xi(t), \mathbb{P}_\xi)$ is determinantal with the correlation kernel $\mathbb{K}$ [13].

For $N \in \mathbb{N}$, the determinant of an $N \times N$ matrix $M = (m_{jk})_{1 \leq j, k \leq N}$ is defined by

$$\sum_{\sigma \in S_N} \text{sgn}(\sigma) \prod_{j=1}^N m_{j\sigma(j)}$$

where $\text{sgn}(\sigma)$ denotes the sign of permutation $\sigma$. Any permutation $\sigma$ consists of exclusive cycles. If we write each cyclic permutation as

$$c = \begin{pmatrix} a & b & \cdots & \omega \\ b & c & \cdots & a \end{pmatrix}$$

and the number of cyclic permutations in a given $\sigma$ as $\ell(\sigma)$, then the determinant of $M$ is expressed as

$$\det M = \sum_{\sigma \in S_N} \text{sgn}(\sigma) \prod_{c_j: 1 \leq j \leq \ell(\sigma)} (m_{ab} m_{bc} \cdots m_{\omega a}).$$

It implies that, with given $a_1, a_2, \ldots, a_N$, even if each element $m_{jk}$ of the matrix $M$ is replaced by $m_{jk} \times (a_j/a_k)$, the value of determinant is not changed. The above observation will lead to the following lemma.
Lemma 2.1 Let \((\Xi(t), \mathbb{P})\) and \((\tilde{\Xi}(t), \tilde{\mathbb{P}})\) be the processes, which are determinantal with correlation kernels \(K\) and \(\tilde{K}\), respectively. If there is a function \(G(s, x)\), which is continuous with respect to \(x \in \mathbb{R}\) for any fixed \(s \in [0, \infty)\), such that

\[
K(s, x; t, y) = G(s, x) \frac{G(s, x)}{G(t, y)} \tilde{K}(s, x; t, y), \quad s, t \in [0, \infty), \quad x, y \in \mathbb{R},
\]

then

\[
(\Xi(t), \mathbb{P}) = (\tilde{\Xi}(t), \tilde{\mathbb{P}})
\]

in the sense of finite dimensional distributions.

In literatures, (2.2) is called the gauge transformation and (2.3) is said to be the gauge invariance of the determinantal processes.

2.2 The Weierstrass canonical product and entire functions

For \(\xi^N \in \mathcal{M}_0, \xi^N(\mathbb{R}) = N < \infty\), with \(p \in \mathbb{N}_0 \equiv \mathbb{N} \cup \{0\}\) we consider the product

\[
\Pi_p(\xi^N, z) = \prod_{x \in \xi^N \cap \{0\}^c} G\left(\frac{z}{x}, p\right), \quad z \in \mathbb{C},
\]

where

\[
G(u, p) = \begin{cases} 
1 - u & \text{if } p = 0 \\
(1 - u) \exp \left[ u + \frac{u^2}{2} + \cdots + \frac{u^p}{p} \right] & \text{if } p \in \mathbb{N}.
\end{cases}
\]

The functions \(G(u, p)\) are called the Weierstrass primary factors. With \(\alpha > 0\) we put

\[
M_\alpha(\xi^N) = \left( \int_{\{0\}^c} \frac{1}{|x|^\alpha} \xi^N(dx) \right)^{1/\alpha}.
\]

For \(\xi \in \mathcal{M}_0\) with \(\xi(\mathbb{R}) = \infty\), we write \(M_\alpha(\xi, L)\) for \(M_\alpha(\xi \cap [-L, L])\), \(L > 0\), and put \(M_\alpha(\xi) = \lim_{L \to \infty} M_\alpha(\xi, L)\), if the limit finitely exists. If \(M_{p+1}(\xi) < \infty\) for some \(p \in \mathbb{N}_0\), the limit

\[
\Pi_p(\xi, z) = \lim_{L \to \infty} \Pi_p(\xi \cap [-L, L], z) = \prod_{x \in \xi \cap \{0\}^c} G\left(\frac{z}{x}, p\right), \quad z \in \mathbb{C}
\]

finitely exists. This infinite product is called the Weierstrass canonical product of genus \(p\) \cite{16}. The Hadamard theorem \cite{16} claims that any entire function \(f\) of finite order \(\rho_f < \infty\) can be represented by

\[
f(z) = z^m e^{P_\alpha(z)} \Pi_p(\xi_f, z),
\]

13
where $p$ is a nonnegative integer less than or equal to $\rho_f$, $P_q(z)$ is a polynomial in $z$ of degree $q \leq \rho_f$, $m$ is the multiplicity of the root at the origin, and $\xi_f = \sum_{x \in f^{-1}(0) \cap \{0\}} \delta_x$. We give two examples;

\[
\sin(\pi z) = \pi z \Pi_0(\xi, z), \quad \text{(2.7)}
\]
\[
\text{Ai}(z) = e^{d_0 + d_1 z} \Pi_1(\xi_A, z) \quad \text{(2.8)}
\]

with (1.17), (1.39) and

\[
d_0 = \log \text{Ai}(0) = -\log \left( \frac{3^{2/3} \Gamma(2/3)}{2} \right),
\]
\[
d_1 = \frac{\text{Ai}'(0)}{\text{Ai}(0)} = -\frac{3^{1/3} \Gamma(2/3)}{\Gamma(1/3)} = -\frac{3^{5/6} (\Gamma(2/3))^2}{2\pi}. \quad \text{(2.9)}
\]

For $\xi^N \in \mathfrak{M}_0$ with $\xi^N(\mathbb{R}) = N$ we put

\[
\Phi_p(\xi^N, a, z) \equiv \Pi_p(\tau - a \xi^N, z - a) = \prod_{x \in \xi^N \cap \{a\}} G \left( \frac{z - a}{x - a}, p \right), \quad a, z \in \mathbb{C}. \quad \text{(2.10)}
\]

With (1.15) we set

\[
\Phi_A(\xi^N, z) \equiv e^{d_1 z} \exp \left[ \int_{\mathbb{R}} \frac{z}{x} \xi^N \Pi_0(\xi^N, z) \right] \Pi_0(\xi^N, z) = e^{d_1 z} \exp \left[ \int_{\{0\}} \frac{z}{x} (\xi_A^N - \xi^N) \Pi_1(\xi^N, z), \quad z \in \mathbb{C}, \quad \text{(2.11)}
\]
\[
\Phi_A(\xi^N, a, z) \equiv \Phi_A(\tau - a \xi^N, z - a)
\]
\[
= e^{d_1 (z - a)} \exp \left[ \int_{\mathbb{R}} \frac{z - a}{x} \xi^N \Pi_0(\xi^N, a) \right] \Phi_0(\xi^N, a, z), \quad a, z \in \mathbb{C}. \quad \text{(2.12)}
\]

**Lemma 2.2** Let $\xi^N \in \mathfrak{M}_0$ with $\xi^N(\mathbb{R}) = N < \infty$ and $\xi^N(\{0\}) = 0$. Then for $a \in \text{supp} \xi^N, z \neq a,$

\[
\Phi_A(\xi^N, a, z) = \frac{1}{z - a} \Phi_A(\xi^N, z) \quad \text{(2.13)}
\]

where $\Phi_A(\cdot, a) = \partial \Phi_A(\cdot, z)/\partial z \bigg|_{z=a}$.

**Proof.** Since $1 - (z - a)/(x - a) = (x - z)/(x - a) = (1 - z/x)/(1 - a/x),$

\[
\Phi_A(\xi^N, a, z) = \frac{e^{d_1 z} \exp \left[ \int_{\mathbb{R}} \frac{z}{x} \xi^N \Pi_0(\xi^N - \delta_a, z) \right] \Pi_0(\xi^N - \delta_a, z)}{e^{d_1 a} \exp \left[ \int_{\mathbb{R}} \frac{a}{x} \xi^N \Pi_0(\xi^N - \delta_a, a) \right] \Pi_0(\xi^N - \delta_a, a)}. \quad \text{(2.14)}
\]
where the numerator is equal to $\Phi_A(\xi^N, z)/(1 - z/a)$. From (2.11), we have

$$
\frac{\partial}{\partial z} \Phi_A(\xi^N, z) = d_A \Phi_A(\xi^N, z) + e^{d_A} \int_{\mathbb{R}} \frac{1}{x} \xi^N_A(dx) \exp \left[ \int_{\mathbb{R}} \frac{z}{y} \xi^N_A(dy) \right] \Pi_0(\xi^N, z) + e^{d_A} \exp \left[ \int_{\mathbb{R}} \frac{z}{y} \xi^N_A(dy) \right] \int_{\mathbb{R}} \left( -\frac{1}{x} \right) \Pi_0(\xi^N - \delta_x, z) \xi^N(dx).
$$

Since $a \in \text{supp} \xi^N$ is assumed,

$$
\Phi'_A(\xi^N, a) = e^{d_A} \exp \left[ \int_{\mathbb{R}} \frac{a}{x} \xi^N(dx) \right] \left( -\frac{1}{a} \right) \Pi_0(\xi^N - \delta_a, a).
$$

It implies that the denominator of (2.11) is equal to $-a \Phi'_A(\xi^N, a)$. Then (2.13) is obtained.

For $\xi^N \in \mathcal{M}_n$ with $\xi^N(\mathbb{R}) = N$ we put

$$
M_A(\xi^N) = \int_{\mathbb{R}^c} \frac{1}{x} (\xi^N_A - \xi^N)(dx). \tag{2.15}
$$

For $\xi \in \mathcal{M}_n$ with $\xi(\mathbb{R}) = \infty$ we write $M_A(\xi, L)$ for $M_A(\xi \cap [-L, L]), L > 0$, and put $M_A(\xi) = \lim_{L \to \infty} M_A(\xi, L)$, if the limit finitely exists. For $\xi \in \mathcal{M}_n$, $p \in \mathbb{N}_0$, $a \in \mathbb{R}$, and $z \in \mathbb{C}$ we define $\Phi_p(\xi, a, z) = \lim_{L \to \infty} \Phi_p(\xi \cap [a - L, a + L], a, z)$ and $\Phi_A(\xi, a, z) = \lim_{L \to \infty} \Phi_A(\xi \cap [a - L, a + L], a, z)$, if the limits finitely exist. We note that $\Phi_p(\xi, a, z)$ finitely exists and is not identically 0, if $M_{p+1}(\tau_a \xi) < \infty$, and $\Phi_A(\xi, a, z)$ does and $\Phi_A(\xi, a, z) \neq 0$, if $|M_A(\tau_a \xi)| < \infty$ and $M_{2}(\tau_a \xi) < \infty$. For $\xi \in \mathcal{M}_n, a \in \text{supp} \xi$, the following equalities will hold, if all the entries of them finitely exist:

$$
\Phi_0(\xi, a, z) = \Pi_0(\xi, z) \Phi_0(\xi \cap \{0\}^c, a, 0) \left( \frac{z}{a} \right)^{\xi(\{0\})} \frac{a}{a - z},
$$

$$
\Phi_0(\xi \cap \{0\}^c, a, 0) = \Pi_0(\xi \cap \{-a\}^c, -a) \Phi_0(\xi^{(2)} \cap \{0\}^c, a^2, 0) 2^{1 - \xi(\{-a\})},
$$

and then

$$
\Phi_1(\xi, a, z) = e^{S(\xi, a, z)} \Pi_1(\xi, z) \Pi_1(\xi \cap \{-a\}^c, -a)
$$

$$
\times \Phi_0(\xi^{(2)} \cap \{0\}^c, a^2, 0) \left( \frac{z}{a} \right)^{\xi(\{0\})} \frac{a}{a - z}, \tag{2.16}
$$

where

$$
S(\xi, a, z) = \int_{\{a\}^c} \frac{z - a}{x - a} \xi(dx) - \int_{\{0\}^c} \frac{z}{x} \xi(dx) + \int_{\{0, -a\}^c} \frac{a}{x} \xi(dx). \tag{2.17}
$$
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Lemma 2.3 For \( a \in A, z \neq a \)
\[
\frac{1}{z - a} \frac{\text{Ai}(z)}{\text{Ai}'(a)} = \Phi_A(\xi_A, a, z).
\] (2.18)

Proof. By (2.8) and the definition (2.11),
\[
\text{Ai}(z) = e^{d_0} \Phi_A(\xi_A, z), \quad z \in \mathbb{C}.
\] (2.19)

As approximations of the Airy function we introduce functions
\[
\text{Ai}_N(z) = e^{d_0 + d_1 z} \prod_{\ell=1}^N \left(1 - \frac{z}{a_\ell}\right) e^{z/a_\ell}, \quad N \in \mathbb{N},
\] (2.20)

where \( 0 > a_1 > \cdots > a_N \) are the first \( N \) zeros of \( \text{Ai}(z) \). Since \( \xi_A^N = \sum_{j=1}^N \delta_{a_j} \) satisfies the condition of Lemma 2.2, (2.13) with (2.19) and \( \text{Ai}'_N(a_j) = e^{d_0} \Phi'_A(\xi_A^N, a_j) \) gives
\[
\frac{1}{z - a_j} \frac{\text{Ai}_N(z)}{\text{Ai}'_N(a_j)} = \Phi_A(\xi_A^N, a_j, z), \quad 1 \leq j \leq N.
\]

Taking \( N \to \infty \), we have (2.18). \( \blacksquare \)

2.3 Statement of results

For the solution \( X(t) = (X_1(t), X_2(t), \ldots, X_N(t)) \) of Dyson’s model (1.1) with \( \beta = 2 \) with the initial state \( X(0) = x \), we denote the distribution of the process \( \Xi(t) = \sum_{j=1}^N \delta_{X_j(t)} \) by \( \mathbb{P}^{\xi_N} \) with \( \xi_N = \sum_{j=1}^N \delta_{x_j} \). In [13] we proved that Dyson’s model (1.1) with \( \beta = 2 \) starting from any fixed configuration \( \xi_N \in \mathcal{M} \) is determinantal with the correlation kernel \( \mathbb{K}^{\xi_N} \) given by
\[
\mathbb{K}^{\xi_N}(s, x; t, y) = \frac{1}{2\pi \sqrt{-1}} \int_{\Gamma(\xi_N)} dz \int_{\sqrt{-1} \mathbb{R}} dw \sqrt{-1}
\times p_{\text{sin}}(s, x - z) \frac{1}{w - z} \prod_{x' \in \xi_N} \left(1 - \frac{w - z}{x' - z}\right) p_{\text{sin}}(-t, w - y)
-1(s > t)p_{\text{sin}}(s - t, y - x),
\] (2.21)

where \( \Gamma(\xi_N) \) is a closed contour on the complex plane \( \mathbb{C} \) encircling the points in \( \text{supp} \xi_N \) on \( \mathbb{R} \) once in the positive direction, and \( p_{\text{sin}} \) is given by (1.20). If \( \xi_N \in \mathcal{M}_0 \), by performing the Cauchy integrals (2.21) is written as
\[
\mathbb{K}^{\xi_N}(s, x; t, y) = \int_{\mathbb{R}} \xi_N(dx') \int_{\sqrt{-1} \mathbb{R}} \frac{dy'}{\sqrt{-1}} p_{\text{sin}}(s, x - x') \Phi_0(\xi_N, x', y') p_{\text{sin}}(-t, y' - y)
-1(s > t)p_{\text{sin}}(s - t, x - y).
\] (2.22)

Then the following is obtained for the process \( (\Xi_A(t), \mathbb{P}^{\xi_N}_A) \) with \( \Xi_A(t) = \sum_{j=1}^N \delta_{Y_j(t)} \), where \( Y(t) = (Y_1(t), \ldots, Y_N(t)) \) is given by (1.12).
Proposition 2.4  The process \((\Xi_A(t), \mathbb{P}_A^\xi)\), starting from any fixed configuration \(\xi^N \in \mathcal{M}_0\) with \(\xi^N(\mathbb{R}) = N < \infty\), is determinantal with the correlation kernel \(\mathbb{K}_A^\xi\) given by

\[
\mathbb{K}_A^\xi(s, x; t, y) = \int_{\mathbb{R}} \xi^N(dx') \int_{\sqrt{-1} \mathbb{R}} dy' q(0, s, x' - x') \Phi_A(\xi^N, x', y') q(t, 0, y' - y) - 1(s > t) q(t, s, x - y),
\]

where \(q\) is given by (1.30).

We introduce the following conditions:

(C.1) there exists \(C_0 > 0\) such that \(|M_A(\xi)| < C_0\),

(C.2) (i) there exist \(\alpha \in (3/2, 2)\) and \(C_1 > 0\) such that \(M_\alpha(\xi) \leq C_1\),

(ii) there exist \(\beta > 0\) and \(C_2 > 0\) such that

\[
M_1(\tau_{-\alpha}^2 \xi^{(2)}) \leq C_2(|a| \vee 1)^{-\beta}
\]

for all \(a \in \text{supp} \xi\).

We denote by \(\mathcal{X}_A\) the set of configurations \(\xi\) satisfying the conditions (C.1) and (C.2), and put \(\mathcal{X}_0^A = \mathcal{X}_A \cap \mathcal{M}_0\).

Theorem 2.5  If \(\xi \in \mathcal{X}_0^A\), the process \((\Xi_A(t), \mathbb{P}_A^\xi)\) is well defined with the correlation kernel

\[
\mathbb{K}_A^\xi(s, x; t, y) = \int_{\mathbb{R}} \xi(dx') \int_{\sqrt{-1} \mathbb{R}} dy' q(0, s, x' - x') \Phi_A(\xi, x', y') q(t, 0, y' - y) - 1(s > t) q(t, s, x - y),
\]

In the proof of this theorem, a useful estimate of \(\Phi_A\) in (2.24) is obtained (Lemma 4.3 (ii)). By virtue of it, we can see

\[
\mathbb{K}_A^\xi(t, x; t, y) \mathbb{K}_A^\xi(t, y; t, x) dx dy \to \xi(dx) 1(x = y)
\]

as \(t \to 0\) (2.25) in the vague topology. Then Theorem 2.5 gives an infinite particle system starting form the configuration \(\xi\).

The main result of the present paper is the following.

Theorem 2.6 (i) Let \(\xi^N(\cdot)\) be the configuration (1.15). Then

\[
(\Xi_A(t), \mathbb{P}_A^\xi) \to (\Xi_A(t), \mathbb{P}_A) \quad \text{as} \quad N \to \infty
\]

in the sense of finite dimensional distributions. Here the process \((\Xi_A(t), \mathbb{P}_A)\) is determinantal with the correlation kernel (1.23) with setting (1.26) and \(p_f(s, x; t, y) = p_A(t - s, y|x)\) with (1.31), that is

\[
\mathbb{K}_A^\xi(s, x; t, y) = \sum_{a \in A_i^{-1}(0)} \int_{\sqrt{-1} \mathbb{R}} dz \frac{dz}{\sqrt{-1}} p_A(s, x|a) \frac{1}{z - a} \frac{A_i(z)}{A_i'(a)} p_A(-t, z|y) - 1(s > t) p_A(s - t, x|y).
\]
Let \((\Xi_A(t), P_{Ai})\) be the process, which is determinantal with the extended Airy kernel \((1.37)\). Then

\[
(\Xi_A(t + \theta), P_{Ai}) \to (\Xi_A(t), P_{Ai}) \quad \text{as} \quad \theta \to \infty
\]

weakly in the sense of finite dimensional distributions.

### 2.4 Remarks on Extensions of the Results

1. By definition \((2.15)\), \(M_A(\xi_A) = 0\). The asymptotic property of the zeros \((1.11)\) implies

\[
\zeta^A(\alpha) \equiv \left( M_\alpha(\xi_A) \right)^\alpha = \sum_{\alpha \in A} \frac{1}{|a|^\alpha} < \infty, \quad \text{if} \quad \alpha > \hat{\rho}_f = \frac{3}{2}.
\]

In general, order of growth \(\rho_f\) of a canonical product \((2.5)\) is equal to the convergence exponent \(\hat{\rho}_f\) of the sequence of its zeros [16]. For \(\text{Ai}(z)\), \(\rho_f = 3/2\). The function \(\zeta^A(\alpha)\) may be called the Airy zeta function [30], which is meromorphic in the whole of \(\mathbb{C}\) [7]. Moreover, we know

\[
\zeta^A(2) = M_1(\xi_A^{(2)}) = \sum_{\alpha \in A} \frac{1}{\alpha^2} = d_1^2 < \infty
\]

with \((2.9)\). Then \(\xi_A\) satisfies the conditions \((C.1)\) and \((C.2)\): \(\xi_A \in \mathcal{X}^A\). Since \(\xi_A \in \mathcal{M}_0\), Theorem [2.5] guarantees the well-definedness of the infinite particle system \((\Xi_A(t), P_{\xi_A})\). (Its equivalence with \((\Xi(t), P_{Ai})\) is stated in Theorem [2.6(i)].) Note that the negative divergence \((1.16)\) of the drift term \(D_{\xi_A}\) of \((1.12)\) in \(N \to \infty\) for \(t < \infty\) corresponds to that \(\zeta^A(1) = -\sum_{\alpha \in A} (1/\alpha) = \infty\). This fact and \((2.29)\) mean that the Airy function has genus 1 [16, 30].

Examples of infinite particle configurations in \(\mathcal{X}_0^A\) other than \(\xi_A\) are given as follows. For \(\kappa > 0\), we put

\[
g^\kappa(x) = \text{sgn}(x)|x|^{\kappa}, \quad x \in \mathbb{R}, \quad \text{and} \quad \eta^\kappa(\cdot) = \sum_{\ell \in \mathbb{Z}} \delta_{g^\kappa(\ell)}(\cdot).
\]

For any \(\kappa > 1/2\) we can confirm by simple calculation that any configuration \(\xi \in \mathcal{M}_0\) with \(\text{supp} \xi \subset \text{supp} \eta^\kappa = \{g^\kappa(\ell) : \ell \in \mathbb{Z}\}\) satisfies \((C.2)(i)\) with any \(\alpha \in (1/\kappa, 2)\) and some \(C_1 = C_1(\alpha) > 0\) depending on \(\alpha\) and \((C.2)(ii)\) with any \(\beta \in (0, 2\kappa - 1)\) and some \(C_2 = C_2(\beta) > 0\) depending on \(\beta\). Assume that \(\xi \in \mathcal{M}_0\) is chosen so that \(\text{supp} \xi \subset \text{supp} \eta^\kappa\) for some \(\kappa > 1/2\) and \(|M_A(\xi)| < \infty\). Then \(\xi \in \mathcal{X}_0^A\). The fact \((1.11)\) implies that this assumption can be satisfied only if \(\kappa \in (1/2, 2/3]\).

2. If there exists, however, \(\beta' < (\beta - 1) \land (\beta/2)\) for \(\xi \in \mathcal{M}_0\) such that \(\sharp \{x \in \xi : \xi([x - |x|^{\beta'}, x + |x|^{\beta'}]) \geq 2\} = \infty\), then \(\xi\) does not satisfy the condition \((C.2)(ii)\). In order to include such initial configurations as well as those with multiple points in
our study of the process \((\Xi_A(t), \mathbb{P}^\xi_A)\) with \(\xi(\mathbb{R}) = \infty\), we introduce another condition for configurations:

(C.3) there exists \(\kappa \in (1/2, 2/3]\) and \(m \in \mathbb{N}\) such that

\[
m(\xi, \kappa) \equiv \max_{k \in \mathbb{Z}} \left( \left| g^\kappa(k), g^\kappa(k+1) \right| \right) \leq m.
\]

We denote by \(\mathcal{Y}^A_{\kappa,m}\) the set of configurations \(\xi\) satisfying (C.1) and (C.3) with \(\kappa \in (1/2, 2/3]\) and \(m \in \mathbb{N}\), and put

\[
\mathcal{Y}^A = \bigcup_{\kappa \in (1/2, 2/3]} \bigcup_{m \in \mathbb{N}} \mathcal{Y}^A_{\kappa,m}.
\]

Noting that the set \(\{\xi \in \mathcal{M} : m(\xi, \kappa) \leq m\}\) is relatively compact for each \(\kappa \in (1/2, 2/3]\) and \(m \in \mathbb{N}\), we see that \(\mathcal{Y}^A\) is locally compact.

In the present paper, we report our study of the relaxation process \((\Xi(t), \mathbb{P}^\xi_{Ai})\) from a special initial configuration \(\xi_A\) to the stationary state \(\mu_{Ai}\). We expect that \(\mu_{Ai}\) is an attractor in the configuration space \(\mathcal{Y}^A\) and \(\xi_A\) is a point included in the basin. Motivated by such consideration, we are interested in the continuity of the process with respect to initial configuration. We have found, however, that if \(\xi(\mathbb{R}) = \infty\), the weak convergence of processes in the sense of finite dimensional distributions can not be concluded from the convergence of initial configurations in the vague topology. Following the idea given by our previous paper [13], we introduce a stronger topology for \(\mathcal{Y}^A\).

Suppose that \(\xi, \xi_n \in \mathcal{Y}^A, n \in \mathbb{N}\). We say that \(\xi_n\) converges \(\Phi_A\)-moderately to \(\xi\), if

\[
\lim_{n \to \infty} \Phi_A(\xi_n, \sqrt{-1}, \cdot) = \Phi_A(\xi, \sqrt{-1}, \cdot) \quad \text{uniformly on any compact set of } \mathbb{C}. \quad (2.30)
\]

It is easy to see that (2.30) is satisfied, if the following two conditions hold:

\[
\lim_{L \to \infty} \sup_{n > 0} \lim_{M \to \infty} \left| M_A(\xi_n, M) - M_A(\xi_n, L) \right| = 0, \quad (2.31)
\]

\[
\lim_{L \to \infty} \sup_{n > 0} \left| M_2(\xi_n) - M_2(\xi_n, L) \right| = 0. \quad (2.32)
\]

By the similar argument given in [13], the following statements are proved.

(i) If \(\xi \in \mathcal{Y}^A\), the process \((\Xi_A, \mathbb{P}^\xi_A)\) is well defined.

(ii) Suppose that \(\xi, \xi_n \in \mathcal{Y}^A_{\kappa,n}, n \in \mathbb{N}\), for some \(\kappa \in (1/2, 2/3]\) and \(m \in \mathbb{N}\). If \(\xi_n\) converges \(\Phi_A\)-moderately to \(\xi\), then \((\Xi_A, \mathbb{P}^\xi_{Ai}) \to (\Xi_A, \mathbb{P}^\xi_A)\) weakly in the sense of finite dimensional distributions as \(n \to \infty\) in the vague topology.

Moreover, we can show \(\mu_{Ai}(\mathcal{Y}^A) = 1\). By this fact and the above mentioned continuity with respect to initial configurations, we can prove that the stationary
process \((\Xi_A(t), P_{A2})\), which is determinantal with the extended Airy kernel (1.37), is Markovian [14].

(3) As mentioned in Introduction, the purpose of the present paper is to give a method for asymmetric initial configurations to construct infinite particle systems of Brownian motions interacting through pair force \(1/x\). In order to clarify the results, we have concentrated on the case in this paper such that the initial configuration is \(\xi_A\) (Theorem 2.6) or its modification \(\xi \in X_0^A\); see the condition (C.1) with (2.15) (Theorem 2.5). In the former case the constructed infinite particle system \((\Xi_A(t), P_{A2})\) has the stationary measure \(\mu_{A2}\), which is obtained in the soft-edge scaling limit of the eigenvalue distribution in GUE well-studied in the random matrix theory. Thus we have specified the entire function used in our analysis in the form \(\Phi_A(\xi, z)\) given by (2.11), which is suitable for the Airy function (see (2.19)). The point of our method is to put the relationship between the entire function appearing in the correlation kernel \(K^\xi\), the “typical” initial configuration \(\xi_f\), and the drift term in the SDEs providing finite-particle approximations. By the same argument as reported here, the following will be proved. Let \(f\) be the entire function such that \(f(0) \neq 0\), it is expressed by the Weierstrass canonical product of genus one, \(\Pi_1(\xi_f, z)\), and the zeros can be labelled as \(0 < |x_1| < |x_2| < \cdots\). Then with \(\xi_f = \sum_{j=1}^{\infty} \delta_{x_j}\) we put

\[
D(\xi_f, N) = \sum_{j=1}^{N} \frac{1}{x_j}
\]

and introduce the \(N\)-particle system

\[
Y^f_j(t) = X_j(t) + D(\xi_f, N)t, \quad 1 \leq j \leq N, \quad t \in [0, \infty),
\]

where \(X(t) = (X_1(t), \ldots, X_N(t))\) is the solution of Dyson’s model (1.1) starting from the first \(N\) zeros of \(f\), \(X_j(0) = x_j, 1 \leq j \leq N\). Then \(\Xi_f(t) = \sum_{j=1}^{N} \delta_{Y^f_j(t)}\) converges to the dynamics in \(N \to \infty\), in the sense of finite dimensional distribution, which is determinantal with the correlation kernel

\[
K^\xi_f(s, x; t, y) = \int_{\mathbb{R}} \xi_f(dx') \int_{\mathbb{R}} \frac{dy'}{\sqrt{-1}} p_{\sin}(s, x-x')\Phi_1(\xi_f, x', y')p_{\sin}(-t, y'-y) - 1(s > t)p_{\sin}(s-t, x-y).
\]

Moreover, even if the initial configuration \(\xi\) is different from \(\xi_f\), but it satisfies the condition

\[
\left| \int_{-L}^{L} \frac{1}{x} (\xi_f - \xi)(dx) \right| < C_0
\]

for any \(L > 0\) with a positive finite \(C_0\) independent of \(L\), then the process starting from \(\xi\) is well-defined. In general, the obtained dynamics with an infinite number of particles is not stationary, while Theorem 2.6 gave the example which converges to a stationary dynamics \((\Xi_A(t), P_{A2})\) in the long-term limit.
3 Properties of the Airy Functions

3.1 Integrals

By the fact \( \text{Ai}''(x) = x \text{Ai}(x) \), the following primitive is obtained for \( c \neq 0 \) [30],

\[
\int du \, (\text{Ai}(c(u + x)))^2 = (u + x)(\text{Ai}(c(u + x)))^2 - \frac{1}{c}(\text{Ai}'(c(u + x)))^2, \tag{3.1}
\]

\[
\int du \, \text{Ai}(c(u + x))\text{Ai}(c(u + y)) = \frac{\text{Ai}'(c(u + x))\text{Ai}(c(u + y)) - \text{Ai}(c(u + x))\text{Ai}'(c(u + y))}{c^2(x - y)}. \tag{3.2}
\]

By setting \( c = 1 \) and integral interval be \([0, \infty)\) in (3.2), we obtain the integral

\[
\int_0^\infty du \, \text{Ai}(u + x)\text{Ai}(u + y) = \frac{\text{Ai}(x)\text{Ai}'(y) - \text{Ai}'(x)\text{Ai}(y)}{x - y},
\]

since \( \lim_{x \to \infty} \text{Ai}(x) = \lim_{x \to \infty} \text{Ai}'(x) = 0 \) by (1.5). If we set \( y = a \in \mathcal{A} \) and \( x = z \neq a \), then

\[
\int_0^\infty du \, \text{Ai}(u + z)\text{Ai}(u + a) = \frac{\text{Ai}(z)\text{Ai}'(a)}{z - a},
\]

since \( \text{Ai}(a) = 0 \). Then we have the expression

\[
\frac{1}{z - a} \frac{\text{Ai}(z)}{\text{Ai}'(a)} = \frac{1}{(\text{Ai}'(a))^2} \int_0^\infty du \, \text{Ai}(u + z)\text{Ai}(u + a) \tag{3.3}
\]

for \( a \in \mathcal{A}, z \neq a \).

3.2 Airy transform

The following integral formulas are proved [11].

Lemma 3.1 For \( c > 0, x, y \in \mathbb{R} \)

\[
\int_\mathbb{R} du \, e^{cu} \text{Ai}(u + x)\text{Ai}(u + y) = \frac{1}{\sqrt{4\pi c}} e^{-(x-y)^2/(4c) - c(x+y)^2/2 + c^3/12}, \tag{3.4}
\]

\[
\int_\mathbb{R} dy \int_\mathbb{R} du \, e^{cu} \text{Ai}(u + x)\text{Ai}(u + y) = e^{-cx+c^3/3}. \tag{3.5}
\]

Proof. Consider the integral

\[
I = \int_\mathbb{R} du \, e^{cx} \text{Ai}(u + x)\text{Ai}(u + y)
\]

\[
= \int_0^\infty du \, e^{cu} \text{Ai}(u + x)\text{Ai}(u + y) + \int_{-\infty}^0 du \, e^{cu} \text{Ai}(u + x)\text{Ai}(u + y).
\]
By the definition of the Airy function \((1.4)\), for any \(\eta > 0\),

\[
I = \int_0^\infty du e^{cu} \frac{1}{(2\pi)^2} \int_{\Im z = \eta} dz \int_{\Im w < c - \eta} dw e^{\sqrt{-1}((z^3/3+(u+x)z+w^3/3+(y+u)w)}
\]

\[
+ \int_{-\infty}^0 du e^{cu} \frac{1}{(2\pi)^2} \int_{\Im z = \eta} dz \int_{\Im w > c - \eta} dw e^{\sqrt{-1}((z^3/3+(u+x)z+w^3/3+(u+y)w)}
\]

\[
= \frac{1}{(2\pi)^2} \int_{\Im z = \eta} dz \int_{\Im w < c - \eta} dw e^{\sqrt{-1}(z^3/3+xz+w^3/3+yw)} \int_0^\infty du e^{\{c+\sqrt{-1}(z+w)\}u}
\]

\[
+ \frac{1}{(2\pi)^2} \int_{\Im z = \eta} dz \int_{\Im w > c - \eta} dw e^{\sqrt{-1}(z^3/3+xz+w^3/3+yw)} \int_{-\infty}^0 du e^{\{c+\sqrt{-1}(z+w)\}u}
\]

\[
= -\frac{1}{(2\pi)^2} \int_{\Im z = \eta} dz \int_{\Im w < c - \eta} dw e^{\sqrt{-1}(z^3/3+xz+w^3/3+yw)} \frac{1}{c+\sqrt{-1}(z+w)}
\]

\[
+ \frac{1}{(2\pi)^2} \int_{\Im z = \eta} dz \int_{\Im w > c - \eta} dw e^{\sqrt{-1}(z^3/3+xz+w^3/3+yw)} \frac{1}{c+\sqrt{-1}(z+w)}
\]

\[
= \frac{1}{(2\pi)^2} \int_{\Im z = \eta} dz \int_{\Im w < c - \eta} dw e^{\sqrt{-1}(z^3/3+xz)} \left\{ \int_{\Im w < c - \eta} dw - \int_{\Im w > c - \eta} dw \right\} e^{\sqrt{-1}(w^3/3+yw)}
\]

It is equal to the integral

\[
\frac{1}{2\pi} \int_{\Im z = \eta} dz e^{\sqrt{-1}(z^3/3+xz)} \frac{1}{2\pi \sqrt{-1}} \int_C dw e^{\sqrt{-1}(w^3/3+\sqrt{-1}yw)}
\]

where \(C\) is a closed contour on \(C\) encircling a pole at \(w = \sqrt{-1}c - z\) once in the positive direction. By performing the Cauchy integral, we have

\[
I = \frac{1}{2\pi} \int_{\Im z = \eta} dz e^{\sqrt{-1}(z^3/3+xz)} e^{\sqrt{-1}(\sqrt{-1}c-z)^3/3-y(c+\sqrt{-1}z)}
\]

\[
= \frac{1}{2\pi} e^{c^3/3-cy} \int_{\Im z = \eta} dz e^{-cz^2+\sqrt{-1}(x-y+c^2)z}.
\]

By performing a Gaussian integral, we have \((3.4)\). Since

\[
-\frac{1}{4c}(x-y)^2 - \frac{c}{2}(x+y) + \frac{c^3}{12} = -\frac{1}{4c} \left\{ y - (x - c^2) \right\}^2 - cx + \frac{c^3}{3},
\]

the Gaussian integration of \((3.4)\) with respect to \(y\) gives \((3.5)\). \(\blacksquare\)

By setting \(c = t/2 > 0\) in \((3.5)\) and \(c = (t-s)/2 > 0\) in \((3.4)\), respectively, we obtain the equalities

\[
\int_R dy \int_R du e^{uf} Ai(u+x)Ai(u+y) = g(t, x),
\]

\[
\int_R du e^{u(t-s)/2} Ai(u+x)Ai(u+y) = \frac{g(t, y)}{g(s, x)} q(s, t, y - x)
\]
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with (1.28) and (1.30). Thus we have defined \( g(t, x) \) for any \( t \in \mathbb{R} \) by (1.28) and \( p_{Ai}(s, x; t, y) \) for any \( s, t \in \mathbb{R}, s \neq t \) by (1.31). As special cases, we have

\[
\begin{align*}
p_{Ai}(t, y|x) &= g(t, y)q(0, t, y-x), \\
p_{Ai}(-t, y|x) &= \frac{1}{g(t, x)}q(t, 0, y-x), \quad t > 0, x, y, \in \mathbb{R}.
\end{align*}
\]

(3.6) (3.7)

If we take the \( c \to 0 \) limit in (3.5), we obtain

\[
\int_{\mathbb{R}} d\xi \int_{\mathbb{R}} dx \, \mathrm{Ai}(\xi - x) \mathrm{Ai}(\xi' - x) = 1.
\]

The expression (3.4) and the above result implies the orthonormality of the Airy function in the sense;

\[
\left( \int_{\mathbb{R}} du \, \mathrm{Ai}(u + x) \mathrm{Ai}(u + y) \right) dy = \delta_x(dy).
\]

(3.8)

The Airy transform \( f(x) \mapsto \varphi(\xi) \) is then defined by

\[
\varphi(\xi) = \int_{\mathbb{R}} dx \, f(x) \mathrm{Ai}(\xi + x),
\]

(3.9)

and the inverse transform is given by \( f(x) = \int_{\mathbb{R}} d\xi \varphi(\xi) \mathrm{Ai}(\xi + x) \). Now a parameter \( c \in \mathbb{C} \) is introduced and the family of functions are defined as \( \{w_c(x) = \mathrm{Ai}(x/c)/|c|\} \).

The Airy transform (3.9) is then generalized as

\[
\varphi_c(\xi) = \int_{\mathbb{R}} d\xi \, f(x)w_c(\xi + x) = \frac{1}{|c|} \int_{\mathbb{R}} dx \, f(x) \mathrm{Ai} \left( \frac{\xi + x}{c} \right).
\]

Lemma 3.2 The Airy transform with \( c \) of the normalized Gaussian function \( f(x) = e^{-x^2}/\sqrt{\pi} \) is given by \( \varphi_c(\xi) = |c|^{-1} e^{(\xi+1)/(24c^3)})/(4c^3) \mathrm{Ai}(\xi/c + 1/(16c^4)) \). That is,

\[
\int_{\mathbb{R}} dx \frac{1}{\sqrt{\pi}} e^{-x^2} \mathrm{Ai} \left( \frac{\xi + x}{c} \right) = \exp \left\{ \frac{1}{4c^3} \left( \xi + \frac{1}{24c^3} \right) \right\} \mathrm{Ai} \left( \frac{\xi}{c} + \frac{1}{16c^4} \right).
\]

(3.10)

Proof. By the definition of the Airy function (1.4),

\[
I = \int_{\mathbb{R}} dx \frac{1}{\sqrt{\pi}} e^{-x^2} \mathrm{Ai} \left( \frac{\xi + x}{c} \right)
\]

\[
= \int_{\mathbb{R}} dx \frac{1}{\sqrt{\pi}} e^{-x^2} \frac{1}{2\pi} \int_{\mathbb{R}} dk \, e^{\sqrt{-1}k^3/3+(\xi+x)k/c}
\]

\[
= \frac{1}{2\pi} \int_{\mathbb{R}} dk \, e^{\sqrt{-1}k^3/3+\sqrt{-1}\xi k/c} \frac{1}{\sqrt{\pi}} \int_{\mathbb{R}} dx \exp \left( -x^2 - \sqrt{-1}k \frac{x}{c} \right).
\]
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By performing the Gaussian integral we have
\[ I = \frac{1}{2\pi} \int_{\mathbb{R}} dk \exp \left( \sqrt{-1} \frac{k^3}{3} + \sqrt{-1} \frac{\xi k}{c} - \frac{k^2}{4c^2} \right). \]

By completing a cube, we find the equality
\[
\sqrt{-1} \frac{k^3}{3} + \sqrt{-1} \frac{\xi k}{c} - \frac{k^2}{4c^2} = \sqrt{-1} \frac{1}{3} \left( k + \sqrt{-1} \frac{1}{4c^2} \right)^3 \\
+ \sqrt{-1} \left( \frac{\xi}{c} + \frac{1}{16c^4} \right) \left( k + \sqrt{-1} \frac{1}{4c^2} \right) + \frac{1}{4c^3} \left( \xi + \frac{1}{24c^3} \right).
\]

By using the definition of the Airy function \((1.4)\), \((3.10)\) is obtained.

For \(t > 0, y, u \in \mathbb{R}\) we will obtain the equality
\[
\int_{\sqrt{-1} \mathbb{R}} \frac{dz}{\sqrt{-1}} \text{Ai}(u + z) q(t, 0, z - y) = \int_{\mathbb{R}} dx \frac{1}{\sqrt{\pi}} e^{-x^2} \text{Ai} \left( \sqrt{-2t} x + u + y - \frac{t^2}{4} \right)
\]
by changing the integral variable as \(z \mapsto x = (z - y + t^2/4) / \sqrt{-2t}\). If we set \(\xi = (u + y - t^2/4) / \sqrt{-2t}\) and \(c = 1 / \sqrt{-2t}\), the RHS is identified with the LHS of \((3.10)\). Since
\[
\frac{\xi}{c} + \frac{1}{16c^4} = u + y, \quad \frac{1}{4c^3} \left( \xi + \frac{1}{24c^3} \right) = \left( -\frac{t}{2} + \frac{t^3}{24} \right) - \frac{ut}{2},
\]
\((3.10)\) of Lemma 3.2 with \((1.28)\) gives
\[
\int_{\sqrt{-1} \mathbb{R}} \frac{dz}{\sqrt{-1}} \text{Ai}(u + z) q(t, 0, z - y) = g(t, y) e^{-ut/2} \text{Ai}(u + y), \quad t > 0, y, u \in \mathbb{R}.
\]

Combination with \((3.7)\) gives
\[
\int_{\sqrt{-1} \mathbb{R}} \frac{dz}{\sqrt{-1}} \text{Ai}(u + z) p_{\text{Ai}}(-t, z|y) = e^{-ut/2} \text{Ai}(u + y), \quad t > 0, y, u \in \mathbb{R} \quad (3.11)
\]

### 3.3 Fourier-Airy series

Let us consider the integral
\[
I_{\ell\ell'} = \int_0^\infty dx \text{Ai}(x + a_\ell) \text{Ai}(x + a_{\ell'}), \quad a_\ell, a_{\ell'} \in \mathcal{A}.
\]

In the case \(\ell \neq \ell'\), the formula \((3.2)\) gives
\[
I_{\ell\ell'} = \frac{\text{Ai}'(a_\ell) \text{Ai}(a_{\ell'}) - \text{Ai}(a_\ell) \text{Ai}'(a_{\ell'})}{a_\ell - a_{\ell'}} = 0,
\]

whereas if $\ell = \ell'$, the formula (3.1) gives $I_{\ell\ell} = (\text{Ai}'(a_\ell))^2$. Therefore the functions
\[ \left\{ \frac{\text{Ai}(x + a_\ell)}{\text{Ai}'(a_\ell)}, \ell \in \mathbb{N} \right\} \] (3.12)
form an orthogonal basis for $f \in L^2(0, \infty)$ (see Sect. 4.12 in [27]). The completeness of (3.12) is also established:
\[ \sum_{\ell \in \mathbb{N}} \frac{\text{Ai}(x + a_\ell)\text{Ai}(y + a_\ell)}{(	ext{Ai}'(a_\ell))^2} dy = \delta_x(dy), \quad x, y \in (0, \infty). \] (3.13)

Then for any $f \in L^2(0, \infty)$, we can write the expression
\[ f(x) = \sum_{\ell \in \mathbb{N}} c_\ell \frac{\text{Ai}(x + a_\ell)}{\text{Ai}'(a_\ell)}, \quad x \in [0, \infty), \]
and call it the Fourier-Airy series expansion. The coefficients $c_\ell$ of this expansion are determined by $c_\ell = \{ \int_0^\infty dx f(x)\text{Ai}(x + a_\ell) \}/\text{Ai}'(a_\ell)$.

4 Proof of Results

4.1 Proof of Proposition [2.4]

With (1.13) we put
\[ \tilde{g}(s, x) = \exp \left\{ -D_{AN} \left( \frac{D_{AN}s}{2} + \frac{s^2}{4} - x \right) \right\}, \quad s, x \in \mathbb{R}. \]

By the definition (1.31) of $q$, for $s > 0, x, x' \in \mathbb{R}$, we have
\[ \frac{p_{\text{sin}}(s, (x - D_{AN}s - s^2/4) - x')}{q(0, s, x - x')} \]
\[ = \exp \left[ -\frac{1}{2s} \left\{ \left( x - D_{AN}s - \frac{s^2}{4} - x' \right)^2 - \left( x - \frac{s^2}{4} - x' \right)^2 \right\} \right] \]
\[ = \exp \left[ -D_{AN}s \left( \frac{D_{AN}s}{2} + \frac{s^2}{4} - x + x' \right) \right] \]
\[ = \tilde{g}(s, x)e^{-D_{AN}x'}, \]

and for $t > 0, y, y' \in \mathbb{R}$, we have
\[ \frac{p_{\text{sin}}(-t, y' - (y - D_{AN}t - t^2/4))}{q(t, 0, y' - y)} = \frac{1}{\tilde{g}(t, y)}e^{D_{AN}y'}. \]
Similarly, we have
\[
p_{\sin}(s-t, (x-D_{AN} s - s^2/4) - (y-D_{AN} t - t^2/4))
\]
\[
q(t, s, y-x)
\]
\[
= \exp \left[ -\frac{1}{2(s-t)} \left\{ \left( x-y-D_{AN} (s-t) - \frac{s^2-t^2}{4} \right)^2 \right. \right.
\]
\[
- \left( \left( x - \frac{s^2}{4} \right) - \left( y - \frac{t^2}{4} \right) \right)^2 \right\}
\]
\[
= \exp \left[ -D_{AN} \left\{ \frac{D_{cAN}}{2} (s-t) + \frac{s^2-t^2}{4} - (x-y) \right\} \right] = \tilde{g}(s,x).
\]

Then we have
\[
\mathbb{K}^{\xi_1\xi_2} \left( s, x - D_{AN} s - \frac{s^2}{4}; t, y - D_{AN} t - \frac{t^2}{4} \right)
\]
\[
= \frac{\tilde{g}(s,x)}{\tilde{g}(t,y)} \left[ \int_{\mathbb{R}} \xi_1^{\xi_2} (dx') \int_{\sqrt{-1}\mathbb{R}} dy' \right.
\]
\[
\times q(0, s, x-x') e^{-D_{AN}x'} \Phi_0(\xi_1^{\xi_2}, x', y') e^{D_{AN}y'} q(t, 0, y'-y)
\]
\[
- 1(s > t) q(t, s, x-y) \right].
\]

The identity (2.12) implies
\[
e^{-D_{AN}x'} \Phi_0(\xi_1^{\xi_2}, x', y') e^{D_{AN}y'} = \Phi_A(\xi_1^{\xi_2}, x', y').
\]

By the gauge invariance of determinantal processes (Lemma 2.1), the proof is completed.

### 4.2 Proof of Theorem 2.5

First we prepare some lemmas for proving Theorem 2.5.

**Lemma 4.1** Let \( \alpha \in (1, 2) \) and \( \delta > \alpha - 1 \). Suppose that \( M_\alpha(\xi) < \infty \) and put \( L_0 = L_0(\alpha, \delta, \xi) = (2M_\alpha(\xi))^{\alpha/(\delta - \alpha + 1)} \). Then
\[
M_1(\xi, L) \leq L^\delta, \quad L \geq L_0.
\]

Since this lemma was proved as Lemma 4.3 in [13], here we omit the proof.

**Lemma 4.2** If \( \xi \) satisfies (C.2) (i) and (ii), for any \( \theta \in (\alpha \vee (2 - \beta), 2) \) there exists \( C = C(C_1, C_2, \theta) > 0 \) such that
\[
\left| \int_{[0,a]} \left( \frac{1}{x} - \frac{1}{x-a} \right) \xi(dx) \right| \leq C |a \vee 1|^{\theta-1}, \quad a \in \text{supp } (\xi - \delta_0). \tag{4.1}
\]
Proof. We divide \( \{0, a\}^c \) into three sets \( A_1 = \{ x \in \{0, a\}^c : |x| \leq |a|/2 \} \), \( A_2 = \{ x \in \{0, a\}^c : |a|/2 < |x| \leq 2|a| \} \), and \( A_3 = \{ x \in \{0, a\}^c : 2|a| < |x| \} \), and put

\[
I_j = \int_{A_j} \left| \frac{1}{x} - \frac{1}{x-a} \right| \xi(dx) \quad j = 1, 2, 3.
\]

When \( x \in A_1 \), \( |x^2 - a^2| \geq 3a^2/4 \) and \( |x+a| \leq 3|a|/2 \), and then

\[
I_1 = \int_{A_1} \frac{|a||x+a|}{|x||x^2 - a^2|} \xi(dx) \leq 2M_1 \left( \xi, \frac{|a|}{2} \right).
\]

By Lemma 4.1 for any \( \delta > \alpha - 1 \), we can take \( C > 0 \) such that

\[
I_1 \leq C|a \vee 1|^\delta. \tag{4.2}
\]

When \( x \in A_2 \), \( |x+a| \leq 3|a| \) and \( |a|/|x| \leq 2 \), and then

\[
I_2 = \int_{A_2} \frac{|a||x+a|}{|x||x^2 - a^2|} \xi(dx) \leq 6|a|M_1(\tau_a^2 \xi^{(2)}).
\]

From the condition (C.2) (ii)

\[
I_2 \leq 6C_2|a \vee 1|^{1-\beta}. \tag{4.3}
\]

When \( x \in A_3 \), \( |x-a| > |x|/2 \), and then

\[
I_3 = \int_{A_3} \frac{|a|}{|x||x-a|} \xi(dx) \leq 2^{a-1}|a|^{a-1}M_3(\xi)^a.
\]

From the condition (C.2) (i)

\[
I_3 \leq 2^{a-1}C_3|a \vee 1|^{a-1}. \tag{4.4}
\]

Combining the estimates (4.2), (4.3) and (4.4), we have (4.1). \( \Box \)

Lemma 4.3 (i) If \( \xi \) satisfies the conditions (C.2) (i) and (ii), for any \( \theta \in (\alpha \vee (2-\beta), 2) \) there exists \( C = C(C_1, C_2, \theta) > 0 \) such that

\[
|\Phi_1(\xi, a, \sqrt{-1}y)| \leq \exp \left[ C\{|y|^{\theta} \vee 1\} + (|a|^{\theta} \vee 1) \right], \tag{4.5}
\]

for \( y \in \mathbb{R} \) and \( a \in \text{supp} \xi \).

(ii) If \( \xi \) satisfies the conditions (C.1), (C.2) (i) and (ii), for any \( \theta \in (\alpha \vee (2-\beta), 2) \) there exists \( C = C(C_0, C_1, C_2, \theta) > 0 \) such that

\[
|\Phi_2(\xi, a, \sqrt{-1}y)| \leq \exp \left[ C\{|y|^{\theta} \vee 1\} + (|a|^{\theta} \vee 1) \right], \tag{4.6}
\]

for \( y \in \mathbb{R} \) and \( a \in \text{supp} \xi \).
Proof. We prove (i) of this lemma. From the condition (C.1) and the relation (2.12), (ii) is easily derived from (i). We first consider the case that \( a = 0 \in \text{supp} \xi \). Remind that
\[
\Phi_1(\xi, 0, z) = \Pi_1(\xi, z) = \exp \left[ \int_{|x|<\infty} \left\{ \log \left(1 - \frac{z}{x}\right) + \frac{z}{x} \right\} \xi(dx) \right].
\]
When \( 2|z| < |x| \), by using the expansion
\[
\log \left(1 - \frac{z}{x}\right) = -\sum_{k \in \mathbb{N}} \frac{1}{k} \left(\frac{z}{x}\right)^k,
\]
we have
\[
\left| \log \left(1 - \frac{z}{x}\right) + \frac{z}{x} \right| \leq \left| \frac{z}{x} \right|^2.
\]
Then
\[
|\Pi_1(\xi \cap [-2|z|, 2|z|^\circ], z)| \leq \exp \left\{ \left| \frac{z}{x} \right|^2 \right\} \int_{|x|>2|z|} \frac{1}{x} \xi(dx) \leq \exp \left\{ \left| \frac{z}{x} \right|^2 M_\alpha(\xi) \right\}.
\]
On the other hand \( |1 - z/x| \leq e^{\left|z/|z|\right|} \). Then
\[
|\Pi_1(\xi \cap [-2|z|, 2|z|], z)| \leq \exp \left\{ \left| \frac{z}{x} \right|^2 \right\} \int_{|x|\leq2|z|} \frac{1}{x} \xi(dx) = \exp \left\{ 2|z|M_1(\xi, 2|z|) \right\}.
\]
From (4.7) and (4.8), with the condition (C.2) (i) and Lemma 4.1, we see that for any \( \theta \in (\alpha \lor (2 - \beta), 2) \) there exists \( C = C(C_1, \theta) > 0 \) such that
\[
|\Phi_1(\xi, 0, z)| \leq \exp \left\{ C\{(|\theta|^\theta \lor 1) \} \right\},
\]
for \( z \in \mathbb{C} \) and \( a \in \text{supp} \xi \).

Next we consider the case that \( a \in \text{supp} \xi \) and \( a \neq 0 \). By the conditions (C.1) and (C.2) the equality (2.16) is valid. By (4.9)
\[
|\Pi_1(\xi, z)\Pi_1(\xi \cap (-a)^\circ, -a)| \leq \exp \left\{ C\{(|\theta|^\theta \lor 1) + (|a|^\theta \lor 1) \} \right\}.
\]
By the condition (C.2) (ii)
\[
|\Phi_0(\xi^{(2)} \cap \{0\}^\circ, a^2, 0)| \leq \exp \left\{ |a|^2M_1(\tau_{-a}^2\xi^{(2)}) \right\} \leq \exp \left\{ C_2(|a| \lor 1)^{2-\beta} \right\},
\]
and \( |(\sqrt{-1}y/a)^{\xi(\{0\})}a/(a - \sqrt{-1}y)| \leq 1 \). Now we evaluate \( S(\xi, a, z) \).
\[
S(\xi, a, z) = \int_{\{0, a\}^c} \left( \frac{z - a}{x - a} - \frac{z}{x} \right) \xi(dx)
\]
\[
+ \frac{(z - a)}{-a} \xi(\{0\}) - \frac{z}{a} + \frac{a}{-a} \xi(\{-a\})
\]
\[
= (z - a) \int_{\{0, a\}^c} \left( \frac{1}{x - a} - \frac{1}{x} \right) \xi(dx) - \frac{(1 + \xi(\{0\})z}{a} + 1 + \xi(\{0\}) + \xi(\{-a\}).
\]
From Lemma 4.2 and the fact \(1/a^2 \leq C_2\) and then \(|z/a| \leq 2\sqrt{C_2}|z|\), we have
\[
|S(\xi, a, z)| \leq C|z - a||a \vee 1|^{\alpha - 1} + 2\sqrt{C_2}|z| + 3 \leq C'|(|y| \vee 1) + (|a| \vee 1)^{\beta} \}
\]
for some \(C' > 0\). This completes the proof.

**Proof of Theorem 2.6** Note that \(\xi \cap [-L, L], L > 0\) and \(\xi\) satisfy (C.1) and (C.2) with the same constants \(C_0, C_1, C_2\) and indices \(\alpha, \beta\). By virtue of Lemma 4.3 (ii) we see that there exists \(C > 0\) such that
\[
|\Phi_A(\xi \cap [-L, L], a, \sqrt{-1}y)| \leq \exp \left[ C\left( (|y| \vee 1) + (|a| \vee 1)^{\beta}\right) \right],
\]
\(\forall L > 0, \forall a \in \text{supp} \xi, \forall y \in \mathbb{R}\). Since for any \(y \in \mathbb{R}\)
\[
\Phi_A(\xi \cap [-L, L], a, \sqrt{-1}y) \rightarrow \Phi_A(\xi, a, \sqrt{-1}y), \quad L \rightarrow \infty,
\]
we can apply Lebesgue’s convergence theorem to (2.23) and obtain
\[
\lim_{L \to \infty} K_{[\xi, [-L, L]]}^A(s, x; t, y) = K^\xi_A(s, x; t, y).
\]
Since for any \((s, t) \in (0, \infty)^2\) and any finite interval \(I \subset \mathbb{R}\)
\[
\sup_{x, y \in I} \left| K_{[\xi, [-L, L]]}^\xi(s, x; t, y) \right| < \infty,
\]
we can obtain the convergence of generating functions for multitime correlation functions (2.1): \(G_{[\xi, [-L, L]]}^\xi[\chi] \rightarrow G^\xi[\chi]\) as \(L \to \infty\). It implies \(P_{[\xi, [-L, L]]}^A \to P^\xi_A\) as \(L \to \infty\) in the sense of finite dimensional distributions. Then the proof is completed.

**4.3 Proof of Theorem 2.6**

(i) It is clear that \(\xi_A\) is an element of \(X^A_\infty\) (See the item (1) of Sect. 2.4.) Then by Theorem 2.5 \((\Xi_A(t), P^N_A) \to (\Xi_A(t), P^A)\) as \(N \to \infty\) in the sense of finite dimensional distributions, where \((\Xi_A(t), P^A)\) is the determinantal with the correlation kernel
\[
K^\xi_A(s, x; t, y) = \int_\mathbb{R} \xi_A(da) \int_{\sqrt{-1}\mathbb{R}} \frac{dz}{\sqrt{-1}} q(0, s, x - a) \Phi_A(\xi_A, a, z) q(t, 0, z - y) \chi(s > t) q(t, s, x - y).
\]
Using the equalities (3.6) and (3.7) and the definition (1.31), we have
\[
K^\xi_A(s, x; t, y) = \int_\mathbb{R} \xi_A(da) \int_{\sqrt{-1}\mathbb{R}} \frac{dz}{\sqrt{-1}} \frac{p_A(s, x|a)}{g(s, x)} \frac{1}{\sqrt{-1}I(a)} q(t, y) p_A(-t, z|y) \chi(s > t) q(t, s, x - y) g(t, y) \frac{p_A(-t, s - t, x|y)}{g(s, x)} \chi(s > t) q(t, s, x - y)
\]
\[
= \frac{g(t, y)}{g(s, x)} K_A^\xi(s, x; t, y)
\]
with (2.26), where we have used (2.18) of Lemma 2.3. By the gauge invariance, Lemma 2.1 \((\Xi_A(t), \mathbb{P}_A) = (\Xi_A(t), \mathbb{P}_{Ai})\) in the sense of finite dimensional distributions.

(ii) If we use the expression (3.3), (2.26) becomes

\[
\Xi_{Ai}(s, x; t, y) = \sum_{a \in A_i^{-1}(0)} \int_{\mathbb{R}} \frac{dz}{\sqrt{-1}} p_{Ai}(s, x|a) \times \frac{1}{(Ai'(a))^2} \int_0^\infty du \text{Ai}(u + z) \text{Ai}(u + a) p_{Ai}(-t, z|y) - 1(s > t) p_{Ai}(s - t, x|y).
\]

By (3.11), the first term of the RHS equals

\[
\sum_{a \in A_i^{-1}(0)} p_{Ai}(s, x|a) \frac{1}{(Ai'(a))^2} \int_0^\infty du e^{-ut/2 + ws/2} \text{Ai}(u + y) \text{Ai}(w + x) \sum_{\ell \in \mathbb{N}} \frac{\text{Ai}(u + a_\ell) \text{Ai}(w + a_\ell)}{(Ai'(a_\ell))^2}.
\]

Since \(s > 0\), we can use the expression (1.27) for \(p_{Ai}(s, x|a)\) and the above is written as

\[
\int_0^\infty du \int_{\mathbb{R}} dw e^{-ut/2 + ws/2} \text{Ai}(u + y) \text{Ai}(w + x) \sum_{\ell \in \mathbb{N}} \frac{\text{Ai}(u + a_\ell) \text{Ai}(w + a_\ell)}{(Ai'(a_\ell))^2}.
\]

From the completeness (3.13), the above gives

\[
\Xi_{Ai}(s, x; t, y) = K_{Ai}(t - s, y|x) + R(s, x; t, y)
\]

with the extended Airy kernel \(K_{Ai}\) given by (1.37) and

\[
R(s, x; t, y) = \int_0^\infty du \int_{-\infty}^0 dw e^{-ut/2 + ws/2} \text{Ai}(u + y) \text{Ai}(w + x) \times \sum_{\ell \in \mathbb{N}} \frac{\text{Ai}(u + a_\ell) \text{Ai}(w + a_\ell)}{(Ai'(a_\ell))^2}.
\]

Since for any fixed \(s, t > 0\) \(\lim_{\theta \to -\infty} |R(s + \theta, x; t + \theta, y)| \to 0\) uniformly on any compact subset of \(\mathbb{R}^2\), (1.36) holds in the same sense. Hence we obtain (2.27). This completes the proof.
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