Aether scalar tensor theory: Linear stability on Minkowski space.
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We have recently proposed a simple relativistic theory which reduces to modified Newtonian dynamics for the weak-field quasistatic situations applied to galaxies, and to cosmological behavior as in the ΛCDM model, yielding a realistic cosmology in line with observations. A key requirement of any such model is that Minkowski space is stable against linear perturbations. We expand the theory action to second order in perturbations on a Minkowski background and show that it leads to healthy dispersion relations involving propagating massive modes in the vector and the scalar sector. We use Hamiltonian methods to eliminate constraints present, demonstrate that the massive modes have Hamiltonian bounded from below and show that a nonpropagating mode with a linear time dependence may have unbounded Hamiltonian for wave numbers $k < \mu$ and bounded otherwise. The scale $\mu$ is estimated to be $\lesssim \text{Mpc}^{-1}$ so that the low momenta instability may only play a role on cosmological scales.

\section{I. INTRODUCTION}

The dark sector (DS) –dark matter and dark energy– plays a pivotal role in cosmology and astrophysics. As yet, the evidence for the DS comes exclusively via its inferred contribution to the gravitational fields that known matter is observed to experience. Thus, it is possible that the phenomena of dark matter and/or dark energy may arise from a modification to the gravitational interaction.

Typically, theories of gravity different to general relativity (GR) introduce new degrees of freedom into the gravitational sector beyond the metric tensor present in GR \cite{1, 2}. While these degrees of freedom may have an important role to play in explaining aspects of the DS, it is crucial that they do not also introduce instabilities that are incompatible with observation.

Observational constraints suggest that there exist regions of spacetime that can be approximated by highly symmetric solutions (for example geometry in the solar system can be described as a perturbed Minkowski spacetime, whereas the late universe on the largest scales can be described as perturbed de Sitter spacetime) and that these approximations persist for a proper time at least of the order $\tau_s$ (for example lower bounds on the age of the solar system or the period of A-domination in cosmology).

It is vital then that new degrees of freedom do not introduce instabilities that grow on timescales $\tau_c \ll \tau_s$. To probe this question, one can consider the propagation of small perturbations to the aforementioned highly symmetric solutions. Classically, some theories of gravity allow perturbative modes that grow exponentially, where the timescale $\tau_c$ of growth may depend on basic parameters in the theories which can lead to significant constraints on their viability \cite{3, 4}. Another possibility is that around some backgrounds, some perturbative modes can carry negative energy –either via wrong-sign kinetic terms (ghosts) or wrong-sign mass terms (tachyons). The former especially can signal pathological behavior in the quantum theory of these perturbations, signaling at the least that the background solution cannot be considered stable\cite{5}. If experimental constraints suggest that approximations to the background are long lived then this suggests that the theory of gravity in question is not healthy. Such considerations are therefore vital when considering the viability of a gravitational theory \cite{6, 16}.

We have recently proposed a relativistic theory which introduces additional fields in the gravitational sector in order to account for the dark matter phenomenon \cite{17}. The theory depends on the metric tensor $g_{\mu\nu}$ but also introduces a unit timelike vector field $A_{\mu}$ –called Aether in the past \cite{18} – and a noncanonical shift-symmetric scalar field $\phi$ into the gravitational sector. Hence, we refer to our proposal \cite{17} as aether scalar tensor: AeST.

The new degrees of freedom in AeST combine with the metric to produce modified Newtonian dynamics (MOND) phenomenology \cite{19, 20} in the quasistatic, weak-field limit relevant to galaxies while accounting for precision cosmological data \cite{21} comparably well to the cold dark matter (CDM) paradigm. The CDM-like cosmological behavior is unrelated to MOND but it is due to terms involving the new fields which have the same form as shift-symmetric $k$-essence and ghost condensate model \cite{34, 40}. This results in its cosmological energy density $\propto (1 + z)^3$ plus small decaying corrections which makes fitting large scale cosmological data possible.

Our goal is to study the linear stability of AeST on a Minkowski background and to establish that the theory is free of propagating ghost instabilities. In Sec II

\textsuperscript{1} We note that special cases have been constructed where the presence of a ghost does not lead to unstable behavior, see \cite{5}.

\textsuperscript{2} See \cite{22, 35} for alternative approaches to the construction of relativistic theories of gravity that contain MOND phenomenology.
we introduce the theory in detail; in Sec III we consider small fluctuations of the fields around a Minkowski background, and expand the action to quadratic order. There, we also discuss gauge transformations and separately compute the dispersion relations for tensor, vector, and scalar modes, determining at the same time the conditions on the theory parameters for these relations to be healthy. The case of scalar perturbations requires further treatment and in Sec IV we consider their Hamiltonian formulation. We discuss our findings and their interpretation in a cosmological setting in Sec V and conclude in Sec VI.

We use a metric signature $- + + +$ and curvature conventions of Wald [41]. We use brackets to denote antisymmetrization with the convention that $[A, B] = \frac{1}{2}(AB - BA)$.

II. THE THEORY

AeST depends on a metric $g_{\mu \nu}$ universally coupled to matter so that the Einstein equivalence principle is obeyed, a scalar field $\phi$ and a unit timelike vector field $A^\mu$. The action is

$$ \mathcal{S} = \int d^3x \frac{\sqrt{-g}}{16\pi G} \left\{ R - 2\Lambda - \frac{K_B}{2} F_{\mu \nu} F^{\mu \nu} + 2(2 - K_B) J^\mu \nabla_\mu \phi - (2 - K_B) \mathcal{Y} - \mathcal{F}(\mathcal{Y}, \mathcal{Q}) - \lambda (A^\mu A_\mu + 1) \right\} + S_m[g] \quad (1) $$

where $g$ is the metric determinant, $\nabla_\mu$ the covariant derivative, $R$ the Ricci scalar, $\Lambda$ is the cosmological constant, $\mathcal{G}$ is the bare gravitational strength, $K_B$ is a constant and $\lambda$ is a Lagrange multiplier imposing the unit timelike constraint on $A_\mu$. The matter action $S_m$ is assumed not to depend explicitly on $\phi$ or $A^\mu$. AeST has a function $\mathcal{F}(\mathcal{Y}, \mathcal{Q})$ which depends on the scalars $\mathcal{Q} = A^\mu \nabla_\mu \phi$ and $\mathcal{Y} = (g^{\mu \nu} + A^\mu A^\nu) \nabla_\mu \phi \nabla_\nu \phi$, while $J^\mu = A^\nu \nabla_\nu A^\mu$ and $F_{\mu \nu} = 2\nabla_\mu A_\nu$. The function $\mathcal{F}$ is subject to conditions so that the cosmology of AeST is compatible with $\Lambda$CDM on FRLW spacetimes and a MOND limit emerges in quasistatic situations.

On a flat FRLW background the metric takes the form

$$ ds^2 = -dt^2 + a^2(1 + \gamma_{ij} x^i dx^j) \quad (2) $$

where $a(t)$ is the scale factor and $\gamma_{ij}$ is a flat spatial metric. The vector field reduces to $A^\mu = (1, 0, 0, 0)$ while $\phi \to \tilde{\phi}$ (i) leading to $\mathcal{Q} \to \tilde{\mathcal{Q}} = \phi$ and $\mathcal{Y} \to 0$, so that we may define $K(\mathcal{Q}) \equiv -\frac{1}{2} \mathcal{F}(0, \mathcal{Q})$. We require that $K(\mathcal{Q})$ has a minimum at $\mathcal{Q}_0$ (a constant) so that we may expand it as $K = K_2 (\mathcal{Q} - \mathcal{Q}_0)^2 + \ldots$, where the $(\ldots)$ denote higher terms. This condition leads to $\tilde{\phi}$ contributing energy density scaling as dust $\sim a^{-3}$ akin to [32, 41], plus small corrections which tend to zero when $a \to \infty$. In principle, $K$ could be offset from zero at the minimum $\mathcal{Q}_0$, i.e. $K(\mathcal{Q}_0) = K_0$, however, such an offset can always be absorbed into the cosmological constant $\Lambda$ and thus we choose $K_0 = 0$ by convention, implying the same on the parent function $\mathcal{F}$.

In the quasistatic weak-field limit we may set the scalar time derivative to be at the minimum $\mathcal{Q}_0$, as is expected to be the case in the late universe. This means that we may expand $\phi = \mathcal{Q}_0 + \varphi$. Moreover, in this limit $\mathcal{F} \to (2 - K_B) \mathcal{J}(\mathcal{Y})$, with $\mathcal{J}$ defined appropriately as $\mathcal{J}(\mathcal{Y}) \equiv \frac{2\lambda}{\sqrt{1 - \mathcal{Q}_0}} \mathcal{F}(\mathcal{Y}, \mathcal{Q}_0)$. It turns out that MOND behavior emerges if $\mathcal{J} \to \frac{2\lambda}{\sqrt{|1 + \lambda_0 \eta|}} |\mathcal{Y}|^{3/2}$ where $\lambda_0$ is Milgrom’s constant and $\lambda_0$ is a constant which is related to the Newtonian/GR limit. Specifically, there are two ways that GR can be restored: (i) screening and (ii) tracking. In the former, the scalar is screened at large gradients $\tilde{\mathcal{V}}$, where $\tilde{\mathcal{V}} \leftrightarrow \tilde{\mathcal{V}}$ is the spatial gradient on a flat background $\gamma_{ij}$, and in the latter, $\lambda_0 \varphi$ becomes proportional to the Newtonian potential, leading to an effective Newtonian constant

$$ G_N = \frac{1 + \frac{\lambda_0}{2} \tilde{G}}{1 - \frac{K_B}{2} \tilde{G}}. \quad (2) $$

Screening may be achieved either through terms in $\mathcal{J} \sim \mathcal{Y}^p$ with $p > 3/2$ or through Galileon-type terms which must be added to (1). Either way, for our purposes in this article, we may model screening as $\lambda_0 \to \infty$.

III. LINEAR PERTURBATIONS AROUND MINKOWSKI SPACE

A. Perturbative setup

We are interested in spacetime regions which are well approximated by weak gravitational fields modeled as fluctuations on a Minkowski background $\eta_{\mu \nu}$ and that these regions exist in the late universe where the time derivative of the background field has settled in its minimum $\mathcal{Q}_0$, i.e. $\dot{\mathcal{Q}} \to \mathcal{Q}_0$. In addition, the size of these regions is taken to be much smaller than the size of the current cosmological horizon so that we may safely ignore the cosmological constant.

We expand the metric as $g_{\mu \nu} = \eta_{\mu \nu} - h_{\mu \nu}$, where $\eta_{00} = -1$ and $\eta_{ij} = \gamma_{ij}$, the vector field $\tilde{\mathcal{V}}$ as $A_\mu = \tilde{A}_\mu$.

3 Strictly speaking, to satisfy the Lagrange constraint we need $A_0$.
(-1 + \frac{1}{2}h^{00}, \vec{A}_i) and the scalar as ϕ = Q_0t + φ. Thus our degrees of freedom are the metric perturbation \( h^{\mu\nu} \), vector field perturbation \( \vec{A}_i \) (only its 3-dimensional part remains free) and the scalar field perturbation \( \varphi \), all of which are in general functions of both space and time. We raise/lower spatial indices with the spatial metric \( \gamma_{ij} \), i.e. \( \vec{A}^i = \gamma^{ij} \vec{A}_j \) and set \( |\vec{A}|^2 = \vec{A} \cdot \vec{A} = \vec{A}_i \vec{A}^i \) (and use similar notation for other spatial vectors).

**B. Gauge transformations**

Our perturbative variables are amenable to gauge transformations generated by a vector field \( \xi^\mu \). Generally, for a tensor A, its perturbation transforms as \( \delta A \rightarrow \delta A + L_\xi A \). Usually, on Minkowski space only the metric has a nonzero background value (\( \eta_{\mu\nu} \)), so that other fields besides the metric perturbation are gauge invariant on such a background; this is typical of dark fields, i.e. additional degrees of freedom which contribute to the energy density but do not mix with the metric perturbation through gauge transformations of this kind. In our case, however, both the vector field and the scalar field have nonzero background value: \( \vec{A}_\mu = (-1, 0, 0, 0) \) and \( \phi = Q_0t \), hence, their perturbations do transform. Specifically, parametrizing \( \xi^\mu \) as \( \xi^\mu = (\xi_T, \vec{\xi}) \), we have the usual metric gauge transformations

\[
h_{\mu\nu} \rightarrow h_{\mu\nu} + \nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu
\]

where \( \nabla_\mu \) is the covariant derivative associated with the Minkowski metric \( \eta_{\mu\nu} \). In 3 + 1 form the above transformations are explicitly given as

\[
h_{00} \rightarrow h_{00} - 2 \xi_T
\]

\[
h_{0i} \rightarrow h_{0i} + \dot{\xi}_i
\]

\[
h_{ij} \rightarrow h_{ij} + \nabla_i \xi_j + \nabla_j \xi_i
\]

The perturbations \( \vec{A} \) and \( \varphi \) transform as

\[
\vec{A} \rightarrow \vec{A} - \vec{\nabla}_T \xi
\]

\[
\varphi \rightarrow \varphi + Q_0 \xi_T
\]

Notice how the vector field transformation has the same form as gauge transformations in electromagnetism, however, the generator here is also a diffeomorphism.

With these gauge transformations at hand we can create the following gauge-invariant variables:

\[
\{ \nabla_\mu \varphi + Q_0 \vec{A}, \vec{A} - \frac{1}{2} \nabla_{00}, \varphi + \frac{1}{2} Q_0 h_{00} \}
\]

Hence, the fields \( \varphi \) and \( \vec{A} \) nontrivially mix with the metric perturbation through \( \xi_T \).

**C. The second order action**

Our aim is to then expand the action \( \mathcal{I} \) to second order in these fields. With these considerations, and having in mind the discussion in the previous section, we then expand the function \( \mathcal{F} \) as

\[
\mathcal{F} = (2 - K_B)\lambda_s \mathcal{Y} - 2K_2 (Q - Q_0)^2 + \ldots
\]

since \( \mathcal{F}(0, Q_0) = 0 \) by convention and \( \frac{\partial \mathcal{F}}{\partial \mathcal{Y}} |_{(0, Q_0)} = 0 \) at the minimum. The terms denoted by \( (\ldots) \) are higher order terms which do not contribute to the second order action. We particularly note that one of these is the MOND-type term \( \sim |\mathcal{Y}|^{3/2} \) as discussed in the previous section. This term does not contribute to the second order action but we return to it in the discussion section.

As an example, consider the function

\[
\mathcal{F} = - 2K_2 (Q - Q_0)^2 + \lambda_s \left\{ \mathcal{Y} - 2a_0 (1 + \lambda_s) \sqrt{\mathcal{Y}}
\right. \\

\left. + 2(1 + \lambda_s) a_0^2 \ln \left[ 1 + \frac{\sqrt{\mathcal{Y}}}{(1 + \lambda_s)a_0} \right] \right\}
\]

In the large \( \mathcal{Y} \) limit, the expansion \( \mathcal{F} \) is recovered and the leading correction is \( \sim \sqrt{\mathcal{Y}} \), while in the small \( \mathcal{Y} \) limit, the expansion is consistent with \( \mathcal{F} \) upon setting \( \lambda_s = 0 \) and the leading correction is the MOND term \( \frac{2\lambda_s}{3(1 + \lambda_s)a_0} |\mathcal{Y}|^{3/2} \) Notice the presence of \( \lambda_s \) as a relic of its influence on the observed value of Newton’s constant in strong gravity regimes.

Expanding \( \mathcal{I} \) to second order leads to

\[
S = \int d^4x \left\{ - \frac{1}{2} \partial_\mu h \partial^\mu h + \frac{1}{4} \partial_\mu h \partial^\mu h + \frac{1}{4} \nabla_\mu h \nabla^\mu h - \frac{1}{4} \nabla_\mu h \nabla^\mu h \nabla_\rho h \nabla^\rho h - K_B |\vec{A} - \frac{1}{2} \nabla h_{00}|^2 - 2K_B \nabla_\lambda (A_j) \nabla^\lambda (A_j) \right\}
\]

\[
+ (2 - K_B) \left[ (\vec{A} - \frac{1}{2} \nabla h_{00}) \cdot (\nabla \varphi + Q_0 \vec{A}) - (1 + \lambda_s) |\nabla \varphi + Q_0 \vec{A}|^2 \right] + 2K_2 |\varphi + \frac{1}{2} Q_0 h_{00}|^2 + \frac{1}{2} M_p^2 T_{\mu\nu} h^{\mu\nu}
\]

\[
(12)
\]

to second order, i.e. \( A_0 = -1 + \frac{1}{2} h^{00} - \frac{3}{8} (h^{00})^2 - \frac{1}{2} |\vec{A}|^2 - h^{0i} \vec{A}_i \)
where for convenience we have rescaled the action \( S \to 16\pi G S \). We have also omitted the determinant \( \sqrt{\gamma} \) in the measure since we are dealing with integrals on Minkowski spacetime, but can be understood to be present in all integrations.

We decompose the fields into scalar, vector and tensor harmonics as

\[
\begin{align*}
 h_{00} &= -2\Psi \\
 h_{0i} &= -\nabla_i \zeta - W_i \\
 h_{ij} &= -2\Phi \gamma_{ij} + D_{ij} \nu + 2\nabla_i V_j + H_{ij} \\
 \vec{A} &= \nabla \alpha + \vec{\beta}
\end{align*}
\]

where \( D_{ij} = \nabla_i \nabla_j - \frac{1}{3} \gamma_{ij} \nabla^2 \) is a traceless derivative operator. The modes \( \vec{W}, \vec{V} \) and \( \vec{\beta} \) are pure vector modes, that is, they are transverse: \( \nabla \cdot \vec{W} = \nabla \cdot \vec{V} = \nabla \cdot \vec{\beta} = 0 \), while the mode \( H_{ij} \) is a pure tensor mode, that is, transverse and traceless: \( \nabla_i H^i_j = H^i_i = 0 \).

The matter stress-energy tensor \( T_{\mu\nu} \) is likewise decomposed as

\[
\begin{align*}
 T_{00} &= \rho \\
 T_{0i} &= \nabla_i \theta + p_i \\
 T_{ij} &= P \gamma_{ij} + D_{ij} \Sigma^{(S)} + 2\nabla_i (\Sigma^{(V)}_{ij} + \Sigma^{(T)}_{ij})
\end{align*}
\]

where the scalar modes are the matter density \( \rho \), momentum divergence \( \theta \), pressure \( P \) and scalar shear \( \Sigma^{(S)} \), the vector modes are the matter vortical momentum density \( p_i \), and vector shear \( \Sigma^{(V)}_{ij} \), such that \( \nabla \cdot \vec{\beta} = \nabla \cdot \Sigma^{(V)} = 0 \), and the tensor mode is the tensor shear \( \Sigma^{(T)}_{ij} \), such that \( \nabla_i \Sigma^{(T)}_{ij} = \Sigma^{(T)}_{ij} = 0 \).

With this decomposition, the second order action splits into three distinct parts: one for the scalar modes \( S^{(S)} \), one for the vector modes \( S^{(V)} \) and one for the tensor modes \( S^{(T)} \). We consider each of these three one by one.

### D. Tensor modes

The perturbations to fields \( A_\mu \) and \( \phi \) do not contribute any tensor mode components and so the tensor mode action takes the form:

\[
S^{(T)} = \int d^4x \left\{ H^{ij} \dot{H}_{ij} - \vec{\nabla}^k H^{ij} \nabla_k H_{ij} + 32\pi \tilde{G} \Sigma^{(T)}_{ij} \dot{H}^{ij} \right\}
\]

(20)

This corresponds to the action for tensor modes present in general relativity, a result consistent with the earlier, more general calculation that tensor modes in the super-class of theories of which (11) is a special subset, propagate at the speed of light [42].

### E. Vector modes

We now consider vector modes, which are described by the action

\[
S^{(V)} = \int d^4x \left\{ -\frac{1}{2} \left( \dot{V}_i + W_i \right) \nabla^2 \left( \dot{V}^i + W^i \right) + K_B \left[ |\vec{\beta}|^2 - \nabla_i \beta_j \nabla^i \beta^j - \mathcal{M}^2 |\vec{\beta}|^2 \right]ight.
\]

\[
+ 16\pi G \left( \vec{\beta} \cdot \nabla - \Sigma^{(V)}_{ij} \vec{\nabla}^2 \nabla^i \right) \right\}
\]

(21)

where

\[
\mathcal{M}^2 = \frac{(2 - K_B)(1 + \lambda_s) Q_0^2}{K_B}
\]

(22)

The field \( \vec{\beta} \) decouples from the metric fields \( \dot{V} \) and \( W \) and describes two massive degrees of freedom with mass \( \mathcal{M} \). Clearly then we must require \( K_B > 0 \) to avoid ghosts and gradient instabilities. The mass term \( \mathcal{M} \) is also tachyonic if both \( 0 < K_B < 2 \) and \( \lambda_s > -1 \). Hence, stability considerations for the vector modes imply the following constraints on the parameter space of AeST:

\[
0 < K_B < 2, \quad \lambda_s > -1.
\]

(23)

Notice that to this order, the vector modes \( \vec{\beta} \) do not couple to matter and thus they are not expected to be generated by sources to leading order.

### F. Scalar modes

We now consider scalar perturbations. Considering only scalar modes in (12) and after some integrations by parts we find the action \( S^{(S)} \):

\[
\text{and similarly for } A^0. \text{ However, for all the other terms in (11), it is sufficient to expand } A_0 \text{ and } A^0 \text{ to first order.}
where we have defined the gauge-invariant variable $\chi$ as

$$\chi \equiv \varphi + Q_0 \alpha$$

that will be shown to play a prominent role in what follows.

$$S^{(S)} = \int \frac{d^4x}{(2\pi)^3} \left\{ 6 \left( \frac{1}{6} \nabla^2 \dot{\varphi} - \dot{\Phi} \right) \left( \frac{1}{6} \nabla^2 \dot{\varphi} + \Phi \right) + 4 \left( \frac{1}{6} \nabla^2 \dot{\varphi} + \Phi \right) \nabla^2 \zeta + 2 | \nabla \Psi |^2 - \frac{2}{3} \Phi \nabla^4 \nu + 4 \left( \nabla^2 \Phi + \frac{1}{6} \nabla^4 \nu \right) \Psi + \frac{1}{18} | \nabla (\nabla^2 \dot{\varphi}) |^2 + 2 K_2 \dot{\varphi}^2 - 4 K_2 Q_0 \dot{\varphi} \Psi + 2 K_2 Q_0 \Psi^2 + K_B | \nabla (\dot{\alpha} + \Psi) |^2 + 2 (2 - K_B) \nabla (\dot{\alpha} + \Psi) \cdot \nabla \chi - (2 - K_B) (1 + \lambda_s) | \nabla \chi |^2 - 16 \pi \hat{G} \dot{\rho} \Psi - 16 \pi \hat{G} \nabla^2 \theta \zeta - 48 \pi \hat{G} \Phi + \frac{16 \pi \hat{G}}{3} \nabla^4 \zeta \right\}$$

where fields in $[26]$ have a subscript $\tilde{k}$ to explicitly show their $\tilde{k}$ dependence as they are the Fourier modes of those in $[21]$ and $(c.c)$ means complex conjugate.

We now find the normal modes. It is sufficient to work in the Newtonian gauge by setting $\nu = \zeta = 0$. We set the time dependence of all perturbations to $e^{i \omega t}$ and rewrite $[26]$ as $\int dt \int \frac{d^3k}{(2\pi)^3} Z^\dagger U Z + (h.c)$, where $Z = \{ \Psi, \Phi, \alpha, \varphi \}$ and $U$ is a $4 \times 4$ matrix of coefficients which depend on $\omega$, $\tilde{k}$ and the other AeST parameters. The determinant of $U$ is found to be

$$\det U = 4k^6 \omega^2 \left\{ (2 - K_B) \left[ (2 + K_B \lambda_s) k^2 + 2 K_2 Q_0^2 (1 + \lambda_s) \right] - 2 K_2 K_B \omega^2 \right\}$$

so setting $\det U = 0$ gives the two dispersion relations

$$\omega^2 = 0$$

$$\omega^2 = c_s^2 k^2 + M^2$$

where the scalar speed of sound is

$$c_s^2 = \frac{(2 - K_B)}{K_2 K_B} (1 + \frac{1}{2} K_B \lambda_s)$$

Positivity of $c_s^2$ implies further stability conditions in addition to the ones found above for the vector modes. Specifically, since from $[23]$ we have $\lambda_s > -1$, then $1 + \frac{1}{2} K_B \lambda_s > 0$ leading to the condition

$$K_2 > 0.$$  

The other two would-be normal modes are nondynamical, i.e. they have no kinetic term and do not contribute a term involving $\omega$. This signifies the presence of constraints which are revealed through Hamiltonian analysis. We proceed to do so now as it also sheds more light on the $\omega = 0$ mode.

IV. HAMILTONIAN FORMULATION OF SCALAR MODES

We now move to the Hamiltonian description of scalar modes which serves a double purpose. It allows us to deconstrain the system by removing the redundant gauge and nondynamical degrees of freedom and further investigate the significance of the $\omega = 0$ normal mode. Starting from $[26]$, notice that out of the six fields, two $\{ \Psi$ and $\zeta \}$ do not contain time derivatives. We determine the canonical momenta (see Appendix $[$A$]$) for the other four
which are found to be
\begin{align}
P_\Phi &= -4 \left( 3\Phi + k^2 \zeta \right), \\
P_\nu &= \frac{1}{3} k^4 (\dot{\nu} + 2\zeta), \\
P_\chi &= 4K_2 [\dot{\chi} - Q_0 (\dot{\alpha} + \Psi)], \\
P_\alpha &= -4K_2 Q_0 \dot{\chi} + 2 \left( K_B k^2 + 2K_2 Q_0^2 \right) (\dot{\alpha} + \Psi) \\
& \quad + 2 \left( 2 - K_B \right) k^2 \chi, \\
\end{align}
and where we opted to use \( \chi \) rather than \( \varphi \) as the dynamical variable. Performing a Legendre transformation we then find the Hamiltonian density as

\begin{align}
\mathcal{H} &= -\frac{1}{24} |P_\Phi|^2 + \frac{3}{2k^4} |P_\nu|^2 + \frac{1}{8K_2} |P_\chi|^2 + \frac{1}{4k^2 K_B} |P_\alpha + Q_0 P_\chi|^2 - 2k^2 |\Phi - 1^2 \nu|^2 + 2 - \left( 2 + K_B \right) k^2 (2 + K_B \lambda_x) |\chi|^2 \\
& \quad - \frac{2 - K_B}{2K_B} \left[ (P_\alpha + Q_0 P_\chi) \chi^* + (P_\alpha^* + Q_0 P_\chi^*) \chi \right] + C_\Psi \Psi^* + C_\Phi \Psi + C_\zeta^* \zeta + C_\zeta \zeta^* 
\end{align}

Since the variables \( \Psi \) and \( \zeta \) are not dynamical, their function is to act as Lagrange multipliers imposing the constraints
\begin{align}
C_\Psi &\equiv 2k^2 \Phi - \frac{k^4}{3} \nu - \frac{1}{2} P_\alpha \approx 0 \\
C_\zeta &\equiv -P_\nu - \frac{k^2}{6} P_\phi \approx 0
\end{align}
which essentially cast \( \nu \) and \( P_\nu \) as functions of the other variables. As usual we use the symbol \( \approx \) to denote weakly vanishing constraints (those that vanish only on-shell)\(^{[43]}\). Notice also that the variable \( \alpha \) is cyclic, therefore its canonical momentum \( P_\alpha \) is conserved and is an integral of motion.

We require that the constraints are preserved by time evolution according to the Hamiltonian \( H = \int \frac{d^3k}{(2\pi)^3} \mathcal{H} \). We define the Poisson brackets on phase space as
\begin{align}
\{ f, g \} = (2\pi)^3 \int d^3k \left[ \sum_l \left( \frac{\delta f}{\delta X^I_l} \frac{\delta g}{\delta P_{X^I_l}} - \frac{\delta g}{\delta X^I_l} \frac{\delta f}{\delta P_{X^I_l}} \right) \right]
\end{align}
where \( I \) runs over \( \{ \Phi, \nu, \chi, \alpha \} \). The time evolution of a variable \( f \) is
\begin{align}
\dot{f} = \{ f, H \},
\end{align}
so we have
\begin{align}
\dot{C}_\Psi &= C_\zeta, \\
\dot{C}_\zeta &= 0.
\end{align}
Hence, the constraints are preserved by time evolution on-shell. Therefore as one might expect, the stability of the primary constraints in the absence of gauge fixing does not create new constraints. Having ensured the stability of constraints in the Hamiltonian, we can now simplify the system by employing gauge fixing.
the conformal Newtonian gauge and the content of the Einstein equation here dictating equality between metric potentials in this gauge. We may adopt these conditions alongside the constraints $G_\nu$, $G_P$, in the Hamiltonian \[ \text{[36]} \] and the primary constraints, yielding in addition

\[ P_\Phi \approx 0 \]

\[ \Phi \approx \frac{1}{4k^2} P_\alpha \]

so that the deconstrained Hamiltonian density is

\[
\mathcal{H}^{(\text{Dec})} = \frac{1}{8k^2} |P_X|^2 + \frac{1}{4k^2 K_B} |P_\alpha + Q_0 P_\chi|^2 - \frac{1}{8k^2} |P_\alpha|^2 \\
- \frac{2 - K_B}{2K_B} \left[ (P_\alpha + Q_0 P_\chi) \chi^* + (P_\alpha^* + Q_0 P_\chi^*) \chi \right] \\
+ \frac{2 - K_B}{K_B} k^2 (2 + K_B \lambda_s) |\chi|^2.
\]  

The Hamiltonian density $\mathcal{H}^{(\text{Dec})}$ is free of constraints but its form remains rather complicated. We can make an additional simplification by making a canonical transformation to canonical pairs $(P_X, X)$, $(P_Y, Y)$ defined via

\[
X = \sqrt{\frac{K_B k^2 (2 - K_B) + (2 - K_B) \mu^2}{K_B^2 (2 - K_B)}} Q_0 \mu k X + \frac{1}{2} \left( \frac{(2 - K_B) Q_0}{K_B} X + P_Y \right) - \frac{1}{2} \left( \frac{2 - K_B}{K_B} \right) \lambda_s \mu^2 P_Y
\]

\[
P_X = \sqrt{\frac{K_B k^2 (2 - K_B) + (2 - K_B) \mu^2}{K_B^2 k^2 (2 + K_B) \mu^2}} Q_0 \left[ \frac{Q_0}{K_B} X + \frac{1}{2} \left( \frac{2 - K_B k^2 + (2 - K_B)(1 + \lambda_s) \mu^2}{2 + K_B \lambda_s} \right) P_X \right]
\]

where we have also defined

\[
\mu^2 \equiv \frac{2K_B Q_0^2}{2 - K_B}
\]

This gives a Hamiltonian density

\[
\mathcal{H} = \frac{1}{4} |P_X|^2 + (c_2 k^2 + M_2) |X|^2 \\
+ \frac{(2 - K_B)^2 \lambda_s}{16 K_B k^2} \left[ 1 - \frac{k^2}{c_2^2 k^2 + M_2} \right] |P_Y|^2
\]

where

\[
k^2_\lambda = \frac{1 + \lambda_s}{\lambda_s} \mu^2
\]

We see then that the system can be cast in terms of two decoupled fields, $X$ and $Y$, with canonical momenta $P_X$ and $P_Y$ respectively, and each field corresponds to one of the normal modes in \[ \text{[23]} \]. Specifically, the field $X$ propagates the massive modes in \[ \text{[23]} \] while the field $Y$ corresponds to the nonpropagating $\omega = 0$ modes.

V. DISCUSSION

One notices that the sign of the $|P_Y|^2$ term in \[ \text{[59]} \] is not positive definite but rather depends on the relevant wave number $k$ and parameters $\lambda_s$ and $k_s$. Clearly as $k \to \infty$, $|P_Y|^2$ comes with a positive sign provided $\lambda_s > 0$, and negative otherwise, which provides an additional condition to the one found for vector modes in \[ \text{[23]} \]. Taking both scalar and vector mode conditions on the AeST parameters we require that

\[
0 < K_B < 2
\]

\[
K_2 > 0
\]

\[
\lambda_s > 0
\]

These conditions also imply that $G_N > \tilde{G}$ always.

More generally, when $k > k_s$ defined by \[ \text{[60]} \], the Hamiltonian density is positive while when $k < k_s$, negative Hamiltonian density can occur if the $|P_Y|^2$ term in \[ \text{[59]} \] becomes significant. The solutions for $\omega = 0$ correspond to $Y = A_0(\tilde{k}) t + B_0(\tilde{k})$ while $P_Y = A_0(\tilde{k})$. Thus the mode which could cause negative Hamiltonian densities is the one evolving linearly with $t$. Such instabilities are likely akin to Jeans-type instabilities and do not cause quantum vacuum instability at low momenta \[ \text{[43]} \].

As discussed in \[ \text{[17]} \], for a spherically symmetric static source of mass $M$, the transition between the MOND and an oscillatory $\mu$-dominated regime occurs at $r_C \sim \left( r_\text{M} \mu^{-2} \right)^{1/3}$ where $r_\text{M} \sim \sqrt{G_\text{M}}$. This MOND scale which signifies the transition between the Newtonian and MOND regimes on even smaller distances. Thus, on observational grounds $\mu^{-1}$ must be larger than $\sim$ Mpc, otherwise, the MOND regime would not occur at the
scales of galaxies at distances $\sim$ kpc (for the Milky Way $r_M \sim 8$ kpc). A system with a MOND scale of $\sim$ Mpc occurs if its mass is $\sim 10^{15} M_\odot$, which is much larger than typical masses of bound structures. Thus, for $\lambda_s \geq 1$, the scale $k_s$ is always hidden inside the MOND regime (i.e., $k_s < r_M^{-1}$) so that the negative Hamiltonian does not occur in the GR limit for all systems of interest.

At smaller wave numbers $< r_M^{-1}$, AeST enters the MOND regime (in which case $\lambda_s = 0$) which would signify that the $Y$-mode always has a negative Hamiltonian. However, then there exists a higher order term $\sim |Y|^{3/2}/a_0 = |\nabla \chi|^3/a_0$ that is not part of the analysis above, and which may stabilize the system.

To investigate this, we set $\lambda_s = 0$ in the expansion and add the MOND term

$$J_{NL} = \frac{2\lambda_s}{3(1+\lambda_s)a_0} |Y|^{3/2}$$

where the presence of $\lambda_s$ above is a relic of its influence on the observed value of Newton’s constant in the strong gravity regime so that

$$\mathcal{F} = (2 - K_B) J_{NL}(Y) - 2K_2 (Q - Q_0)^2 + \ldots$$

With this, the scalar mode action turns into

$$S^{(S,\text{new})} = S^{(S)} - (2 - K_B) \int d^4x J_{NL}$$

where $S^{(S)}$ is given by (21). Since $J_{NL}$ does not contain any time derivatives, the canonical momenta from section IV remain the same. Thus the Hamiltonian analysis of the previous sections follows through so that the deconstrained Hamiltonian is

$$\tilde{\mathcal{H}}^{(\text{new})} = \tilde{\mathcal{H}} + \frac{2(2 - K_B)\lambda_s}{3(1+\lambda_s)a_0} |\nabla \chi|^3$$

where $\tilde{\mathcal{H}}$ is given by (59) (with $\lambda_s = 0$) and $\chi$ is given by (53).

Observe that the nonlinear MOND term above comes with a positive sign and also, it will dominate $\tilde{\mathcal{H}}^{(\text{new})}$ for large $\chi$. Thus, it is suggestive that the MOND term may make $\tilde{\mathcal{H}}^{(\text{new})}$ to be bounded from below. Indeed, that turns out to be the case for wave numbers $k > \mu$, as we show in detail in Appendix A. At smaller wave numbers $k < \mu$ the MOND term is not sufficient to make the Hamiltonian bounded from below, however, that is the regime where the Minkowski approximation is expected to break down and expanding on FLRW (or even more specifically de Sitter) is more appropriate.

VI. CONCLUSION

We have expanded the action of a newly proposed AeST theory which has a MOND limit relevant for galactic systems and $\Lambda$CDM limit relevant for cosmology, to second order on Minkowski spacetime. We have identified the normal modes of the fluctuations and shown that the propagating vector modes are massive with mass given by (22) and speed of sound equal to the speed of light while the propagating scalar modes also have the same mass, (22), and speed of sound given by (30). We identified in addition, nonpropagating scalar modes with dispersion relation $\omega = 0$. We computed the deconstrained Hamiltonian of the scalar modes of AeST on this spacetime and via a canonical transformation have shown that it corresponds to a massive particle corresponding to the massive normal mode, and a massless particle corresponding to the mode $\omega = 0$. The latter may lead to negative Hamiltonian densities for wave numbers $k < k_s$ given by (60). However, as was discussed above, $k_s \lesssim$ Mpc$^{-1}$ so that such instabilities do not occur in the GR limit of the AeST for all systems of interest. Furthermore, the nonlinear MOND term creates a nontrivial minimum in the Hamiltonian density, so that it remains bounded from below for all wave numbers $k > \mu$. Performing the same analysis on de Sitter space is left for future investigation.
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Appendix A: Canonical momenta and Hamiltonian in Fourier space

Consider the position variable $X(t, \vec{x})$ with Fourier transform

$$X(t, \vec{x}) = \int \frac{d^3k}{(2\pi)^3} e^{i\vec{k} \cdot \vec{x}} X_{\vec{k}}(t)$$

(A1)

We assume that $X(t, \vec{x})$ is real which imposes $X_{\vec{k}}(t) = X_{-\vec{k}}(t)$. The canonical momentum conjugate to $X(t, \vec{x})$ is defined by

$$P(t, \vec{x}) \equiv \frac{\delta S}{\delta \dot{X}(t, \vec{x})}$$

(A2)

4 This is not to say that they propagate with the speed of light. We have defined $c_s^2$ as the coefficient of $k^2$ in the dispersion relation. Only in the limit $k \to \infty$ does the speed of sound equal to the propagation speed.
where \( S = \int dt d^3x L(t, \vec{x}) \) is the action expressed in terms of real space fields \( X(t, \vec{x}) \) and their time derivatives. We may also express \( S \) in Fourier space as \( S = \int dt \frac{d^3k}{(2\pi)^3} \hat{L}(t, \vec{k}) \) and define the canonical momentum conjugate to \( X_{\vec{k}}(t) \) as

\[
P_{\vec{k}}(t) = (2\pi)^3 \frac{\delta S}{\delta \dot{X}_{\vec{k}}(t)} \quad (A3)
\]

The two canonical momenta thus defined, \( P(t, \vec{x}) \) and \( P_{\vec{k}}(t) \), form a Fourier transform pair. The Hamiltonian then in Fourier space follows as

\[
H = \int \frac{d^3k}{(2\pi)^3} \left[ \frac{1}{2} \left( \dot{\hat{P}}_{\vec{k}} X^*_\vec{k} + \dot{\hat{P}}_{\vec{k}} X_{\vec{k}} \right) - \hat{\mathcal{L}}(t, \vec{k}) \right] \quad (A4)
\]

Note that,

\[
\frac{\delta}{\delta \dot{X}^*_\vec{k}(t)} \int d^3q \frac{1}{2} |\hat{X}^\dagger_{\vec{k}}|^2 = \frac{1}{2} \int d^3q \left[ \delta^{(3)}(\vec{k} + \vec{q}) \hat{X}_{\vec{k}}^\dagger \right. \\
+ \delta^{(3)}(\vec{k} - \vec{q}) \hat{X}_{\vec{k}} \bigg] \\
= \hat{X}_{\vec{k}} \quad (A5)
\]

which is useful for evaluating expressions.

**Appendix B: The nonlinear MOND term can make the Hamiltonian bounded from below**

Here we assess the potential of the nonlinear MOND term to make the Hamiltonian bounded from below. The dependence of the MOND term on \( \nabla X = \sqrt{|\nabla X|^2} \) means that we cannot use Fourier methods: the MOND term is inherently non-Fourier expandable. This is an issue which pertains to all field-based realizations of the MOND proposal and it is likely that a future model may be able to solve this by providing a different type of MOND term which is Fourier expandable. Nevertheless, we proceed using a naive Fourier space calculation followed by a robust real space calculation to show that the MOND term makes the Hamiltonian bounded from below.

Our conventions in this appendix is that fields with a \( \vec{k} \) (or similar) are in Fourier space and fields without, or with \( (\vec{x}) \) argument are in real space, so that for example,

\[
\chi(\vec{x}) = \int \frac{d^3k}{(2\pi)^3} e^{i\vec{k} \cdot \vec{x}} \chi_{\vec{k}} \quad (B1)
\]

\[
\chi_{\vec{k}} = \int d^3x e^{-i\vec{k} \cdot \vec{x}} \chi(\vec{x}) \quad (B2)
\]

1. **The naive Fourier space based calculation**

Although the MOND term is not strictly speaking Fourier expandable, let us make the naive assumption that in Fourier space we can express this as \( \nabla \chi(\vec{x}) \to k \chi_{\vec{k}} \). Then the Hamiltonian density \( \mathcal{H}_{\vec{k}}^{(new)} \) becomes

\[
\mathcal{H}_{\vec{k}}^{(new)} = \frac{1}{4} |\hat{P}_{\vec{k}} X_{\vec{k}}|^2 + |W_{\vec{k}}|^2 - |Z_{\vec{k}}|^2 \quad (B3)
\]

\[
+ \frac{2(2 - K_B)\lambda_a}{3(1 + \lambda_a)\alpha_0} k^3 (|\chi_{\vec{k}}|^2)^{3/2} \quad (B4)
\]

where we have introduced the new variables which are rescaled versions of the old ones:

\[
W_{\vec{k}} = \sqrt{c_s^2 k^2 + \mathcal{M}^2} X_{\vec{k}} \quad (B5)
\]

\[
Z_{\vec{k}} = \frac{1}{2\sqrt{2} k \sqrt{c_s^2 k^2 + \mathcal{M}^2}} \mathcal{P}_Y_{\vec{k}} \quad (B6)
\]

This is not a canonical transformation but it is sufficient for our purpose to determine whether \( \mathcal{H}_{\vec{k}}^{(new)} \) has a minimum. In these variables we have that

\[
\chi_{\vec{k}} = G_{W,\vec{k}} W_{\vec{k}} + G_{Z,\vec{k}} Z_{\vec{k}} \quad (B7)
\]

where the kernels \( G_{W,\vec{k}} \) and \( G_{Z,\vec{k}} \) are given by

\[
G_{W,\vec{k}} = \frac{\sqrt{K_B c_s^2 k^2 + \mathcal{M}^2}}{k \sqrt{2 K_B \sqrt{\mathcal{M}^2 + c_s^2 k^2}}} \quad (B8)
\]

\[
G_{Z,\vec{k}} = \frac{\sqrt{c_s^2 k^2}}{2 \mathcal{M} \sqrt{\mathcal{M}^2 + c_s^2 k^2}} \quad (B9)
\]

The extrema of the Hamiltonian are at \( P_{X,\vec{k}} = 0 \) and according to the conditions

\[
W_{\vec{k}} + \frac{(2 - K_B)\lambda_a}{(1 + \lambda_a)\alpha_0} k^3 |\chi_{\vec{k}}| G_{W,\vec{k}} \chi_{\vec{k}} = 0 \quad (B10)
\]

\[
- Z_{\vec{k}} + \frac{(2 - K_B)\lambda_a}{(1 + \lambda_a)\alpha_0} k^3 |\chi_{\vec{k}}| G_{Z,\vec{k}} \chi_{\vec{k}} = 0 \quad (B11)
\]

The trivial extremum is at \( P_{X,\vec{k}} = W_{\vec{k}} = Z_{\vec{k}} = 0 \) which corresponds to the saddle point found without the MOND term. However, the MOND term can introduce a nontrivial extremum which we now find. Combining the two conditions above yields,

\[
G_{Z,\vec{k}} W_{\vec{k}} + G_{W,\vec{k}} Z_{\vec{k}} = 0 \quad (B12)
\]

so that

\[
\chi_{\vec{k}} = - \left( G_{Z,\vec{k}}^{-1} G_{W,\vec{k}}^{-1} - G_{W,\vec{k}} \right) W_{\vec{k}} \quad (B13)
\]

We insert the above condition into \( (B10) \) so that assuming \( W_{\vec{k}} \neq 0 \) we find

\[
S_G (2 - K_B)\lambda_a k^3 |W_{\vec{k}}| = \frac{G_{W,\vec{k}}^{-1}}{(G_{Z,\vec{k}}^{-1} G_{W,\vec{k}}^{-1} - G_{W,\vec{k}})^2} \quad (B14)
\]

where \( S_G = \text{sign}[G_{Z,\vec{k}}^{-1} G_{W,\vec{k}}^{-1} - G_{W,\vec{k}}] \). Since \( G_{Z,\vec{k}}^{-1} G_{W,\vec{k}}^{-1} - G_{W,\vec{k}} = \frac{k^2 - \mu^2}{(2 - K_B)\mu^2 k^2} G_{W,\vec{k}}^{-1} \), we have that \( S_G = \text{Sign}(k^2 - \mu^2) \).
\( \mu^2 \). Hence, a nontrivial extremum exists if and only if \( k \geq \mu \).

Completing the calculation, we find
\[
W_k = \frac{\sqrt{2 - K_B (1 + \lambda_s)} a_0 \mu^4 \sqrt{\frac{K_B c_2^2 k^2 + M^2}{\lambda_s (k^2 - \mu^2)^2}}} \sqrt{M^2 + c_2^2 k^2}} e^{i\theta_k} \tag{B15}
\]
where \( \theta_k \) is an arbitrary phase, and this leads to
\[
\chi_k = -\frac{(1 + \lambda_s) a_0 \mu^2}{\lambda_s k (k^2 - \mu^2)} e^{i\theta_k} \tag{B16}
\]
and so we find that the Hamiltonian density at the nontrivial extremum takes the form
\[
\tilde{H}^{(\text{new})}_k = -\frac{(2 - K_B)(1 + \lambda_s)^2 a_0^2 \mu^6}{3 \lambda_s^2 (k^2 - \mu^2)^4} \tag{B17}
\]
This is of course negative but that is not an issue and in fact expected. The question is whether \( \tilde{H}^{(\text{new})}_k \) is a minimum. To determine this, we evaluate the Hessian (matrix of second derivatives) at the nontrivial extremum. It is sufficient to consider the subspace spanned by \( W_k \) and \( Z_k \) only. Letting \( A_k = \frac{3(2 - K_B) \lambda_s k}{2(1 + \lambda_s)} a_0^3 \) we find
\[
C = \begin{pmatrix}
1 + A_k G_{W,k}^2 |\chi_k| & A_k G_{W,k} G_{Z,k} |\chi_k| \\
A_k G_{W,k} G_{Z,k} |\chi_k| & -1 + A_k G_{Z,k}^2 |\chi_k|
\end{pmatrix}
\]
(B18)
which is symmetric, and thus, has real eigenvalues. We are interested in the sign of the eigenvalues. The two eigenvalues \( \sigma_{\pm} \) obey the characteristic polynomial
\[
\sigma_{\pm}^2 - (\text{tr} C) \sigma_{\pm} + \det C = 0 \tag{B19}
\]
Now, \( \sigma_+ + \sigma_- = \text{tr} C \) and \( \sigma_+ \sigma_- = \det C \) which explicitly gives
\[
\sigma_+ + \sigma_- = A_k \left( G_{W,k}^2 + G_{Z,k}^2 \right) |\chi_k| \tag{B20}
\]
\[
\sigma_+ \sigma_- = \frac{1}{2} \tag{B21}
\]
Thus both eigenvalues are positive and the \( \tilde{H}^{(\text{new})}_k \) is a minimum (provided that \( k \geq \mu \) so that it exists).

2. Real space calculation

We now address the same issue in real space. There, \( \chi \) is given by
\[
\chi(x) = \int d^3 y [G_W(x - \bar{y}) W(\bar{y}) + G_Z(x - \bar{y}) Z(\bar{y})] \tag{B22}
\]
where \( W(x) \) and \( Z(x) \) are the real space analog of \( W_k \) and \( Z_k \) respectively, and likewise for the kernels \( G_W(x) \) and \( G_Z(x) \).

Letting
\[
B_0 = \frac{(2 - K_B) \lambda_s}{(1 + \lambda_s) a_0} \tag{B23}
\]
the deconstrained Hamiltonian density in real space is thus
\[
\tilde{H}^{(\text{new})}(\bar{x}) = \frac{1}{4} P_X^2 + W^2 - Z^2 + \frac{2}{3} B_0 |\nabla \chi|^3 \tag{B24}
\]
To find the extrema, we take the functional derivatives of \( \tilde{H}^{(\text{new})}(\bar{x}) \) with respect to \( \{ P_X, W, Z \} \). This leads to the conditions \( P_X = 0 \) (as before) and
\[
\delta(\bar{y} - \bar{x}) W(\bar{x}) - B_0 G_W(\bar{y} - \bar{x}) \nabla \cdot (|\nabla \chi| |\nabla \chi|) = 0, \tag{B25}
\]
\[
\delta(\bar{y} - \bar{x}) Z(\bar{x}) + B_0 G_Z(\bar{y} - \bar{x}) \nabla \cdot (|\nabla \chi| |\nabla \chi|) = 0, \tag{B26}
\]
which are to be taken to hold in the sense of distributions. Combining the above two conditions, leads after manipulation to
\[
Z(\bar{x}) = -\int d^3 z \int d^3 y G_Z(\bar{x} - \bar{y}) G_W^{-1}(\bar{y} - \bar{z}) W(\bar{z}) \tag{B27}
\]
so that
\[
\chi = \int d^3 y G_{\chi}(\bar{x} - \bar{y}) W(\bar{y}) \tag{B28}
\]
where
\[
G_{\chi}(x) = -\frac{c_2^2}{2 M^2} \int \frac{d^3 k}{(2\pi)^3} \epsilon_i \vec{k} \vec{x} (k^2 - \mu^2) \sqrt{c_2^2 k^2 + M^2} \tag{B29}
\]
Consider now the nonlinear term \( |\nabla \chi|^3 = |\nabla \chi| (|\nabla \chi|^2) \) in the Hamiltonian and integrate it by parts to get
\[
\tilde{H}^{(\text{new})}(\bar{x}) \rightarrow \frac{1}{4} P_X^2 + W^2 - Z^2 - \frac{2}{3} B_0 \nabla \cdot (|\nabla \chi| |\nabla \chi|) \tag{B30}
\]
Thus, we use \( \text{B25} \) to eliminate the nonlinear term, leading to
\[
\tilde{H}^{(\text{extr})} = W^2 - Z^2 - \frac{2}{3} \chi \int d^3 y G_W^{-1}(\bar{y} - \bar{x}) W(\bar{y}) \tag{B31}
\]
Using the kernels, we may then go back to Fourier space to find
\[
\tilde{H}^{(\text{extr})} = -\frac{1}{3} (2 - K_B) \mu^2 \int \frac{d^3 k}{(2\pi)^3} k^2 \int \frac{d^3 k}{(2\pi)^3} k^2 |\chi_k|^2 \tag{B32}
\]
Interestingly, inserting the expression \( \text{B16} \) into the above equation yields the naive Fourier result \( \text{B17} \).
Provided $k > \mu$ then $\tilde{H}^{(\text{extr})} < 0$. For the opposite case $k < \mu$ it would seem that $\tilde{H}^{(\text{extr})}$ is positive, however, given that the trivial extremum is a saddle point, this is a contradiction. Rather, for $k < \mu$ the second extremum does not exist and the Hamiltonian remains unbounded from below. Back to the $k > \mu$ case, the nontrivial extremum is in fact a minimum, which is seen due to the fact that the nonlinear term $|\nabla V|^2$ in eq. (22) is positive, hence, by increasing $W$ or $Z$, the nonlinear term will dominate and always make the Hamiltonian positive. Thus the MOND term makes the Hamiltonian bounded from below for wave numbers $k > \mu$.

[1] Bhuvnesh Jain and Justin Khoury, Cosmological tests of gravity, Ann. Phys. (Amsterdam), 325:1479–1516, 2010.
[2] Timothy Clifton, Pedro G. Ferreira, Antonio Padilla, and Constantinos Skordis, Modified gravity and cosmology, Phys. Rept., 513:1–189, 2012.
[3] Michael D. Seifert and Robert M. Wald, A General variational principle for spherically symmetric perturbations in diffeomorphism covariant theories, Phys. Rev. D, 75:084029, 2007.
[4] Michael D. Seifert, Stability of spherically symmetric solutions in modified theories of gravity, Phys. Rev. D, 76:064002, 2007.
[5] Cédric Deffayet, Shinji Mukohyama, and Alexander Vikman, Ghosts without Runaway Instabilities, Phys. Rev. Lett., 128(4):041301, 2022.
[6] D. G. Boulware and Stanley Deser, Can gravitation have a finite range?, Phys. Rev. D, 6:3368–3382, 1972.
[7] Markus A. Luty, Massimo Porrati, and Riccardo Rattazzi, Strong interactions and stability in the DGP model, JHEP, 09:029, 2003.
[8] James M. Cline, Sangyong Jeon, and Guy D. Moore, The phantom menaced: Constraints on low-energy effective ghosts, Phys. Rev. D, 70:044543, 2004.
[9] Dmitri Gorbunov, Kazuya Koyama, and Sergei Sibiryakov, More on ghosts in DGP model, Phys. Rev. D, 73:044016, 2006.
[10] Antonio De Felice, Mark Hindmarsh, and Mark Trodden, Ghosts, instabilities, and superluminal propagation in modified gravity models, JCAP, 08:005, 2006.
[11] V. A. Rubakov and P. G. Tinyakov, Infrared-modified gravities and massive gravitons, Phys. Usp., 51:759–792, 2008.
[12] Diego Blas, Oriol Pujolas, and Sergey Sibiryakov, Models of nonrelativistic quantum gravity: The good, the bad and the healthy, JHEP, 04:018, 2011.
[13] Jose Beltran Jimenez, Ruth Durrer, Lavinia Heisenberg, and Mikjel Thorsrud, Stability of Horndeski vector-tensor interactions, JCAP, 10:064, 2013.
[14] Masud Chaichian, Josef Kluvan, Markku Oksanen, and Anca Turca, Can TeVeS be a viable theory of gravity?, Phys. Lett. B, 735:322–326, 2014.
[15] David Langlois and Karim Noui, Degenerate higher derivative theories beyond Horndeski: Evading the Ostrogradski instability, JCAP, 02:034, 2016.
[16] Jose Beltran Jimenez and Adria Delhom, Ghosts in metric-affine higher order curvature gravity, Eur. Phys. J. C, 79(8):656, 2019.
[17] Constantinos Skordis and Tom Zlosnik, New Relativistic Theory for Modified Newtonian Dynamics, Phys. Rev. Lett., 127(16):161302, 2021.
[18] Ted Jacobson and David Mattingly, Gravity with a dynamical preferred frame, Phys. Rev. D, 64:024028, 2001.
[19] M. Milgrom, A modification of the Newtonian dynamics as a possible alternative to the hidden mass hypothesis, Astrophys. J., 270:365–370, 1983.
[20] J. Bekenstein and Mordehai Milgrom, Does the missing mass problem signal the breakdown of Newtonian gravity?, Astrophys. J., 286:7–14, 1984.
[21] N. Aghanim et al., Planck 2018 results. VI. Cosmological parameters, Astron. Astrophys., 641:A6, 2020. [Erratum: Astron.Astrophys. 652, C4 (2021)].
[22] J. D. Bekenstein, Phase coupling gravitation: Symmetries and gauge fields, Phys. Lett., B202:497–500, 1988.
[23] R. H. Sanders, A stratified framework for scalar-tensor theories of modified dynamics, Astrophys. J., 480:492–502, 1997.
[24] Jacob D. Bekenstein, Relativistic gravitation theory for the MOND paradigm, Phys. Rev., D70:083509, 2004. [Erratum: Phys. Rev.D71,069901(2005)].
[25] R.H. Sanders, A tensor-vector-scalar framework for modified dynamics and cosmic dark matter, Mon. Not. Roy. Astron. Soc., 363:459, 2005.
[26] Ignacio Navarro and Karel Van Acoleyen, Modified gravity, dark energy and MOND, JCAP, 0609:006, 2006.
[27] T. G Zlosnik, P. G Ferreira, and G. D Starkman, Modifying gravity with the Aether: An alternative to dark matter, Phys. Rev., D75:044017, 2007.
[28] R. H. Sanders, Modified gravity without dark matter, Lect. Notes Phys., 720:375–402, 2007.
[29] Mordehai Milgrom, Bimetric MOND gravity, Phys. Rev., D80:123536, 2009.
[30] Eugene Babichev, Cedric Deffayet, and Gilles Esposito-Farese, Improving relativistic MOND with Galileon k-mouflage, Phys. Rev., D84:061502, 2011.
[31] Cedric Deffayet, Gilles Esposito-Farese, and Richard P. Woodard, Nonlocal metric formulations of MOND with sufficient lensing, Phys. Rev., D84:124054, 2011.
[32] R. P. Woodard, Nonlocal metric realizations of MOND, Can. J. Phys., 93(2):242–249, 2015.
[33] Justin Khoury, An alternative to particle dark matter, Phys. Rev., D91(2):024022, 2015.
[34] Luc Blanchet and Lavinia Heisenberg, Dark matter via massive (bi-)gravity, Phys. Rev. D, 91:103518, 2015.
[35] Sabine Hossenfelder, Covariant version of Verlinde’s emergent gravity, Phys. Rev. D, 95(12):124018, 2017.
[36] Clare Burrage, Edmund J. Copeland, Christian Käding, and Peter Millington, Symmetron scalar fields: Modified gravity, dark matter, or both?, Phys. Rev. D, 99(4):043530, 2019.
[37] Mordehai Milgrom, Noncovariance at low accelerations as a route to MOND, Phys. Rev. D, 100(8):084039, 2019.
[38] Fabio D’Ambrosio, Mudit Garg, and Lavinia Heisenberg, Non-linear extension of non-metricity scalar for MOND, Phys. Lett. B, 811:135970, 2020.
[39] Robert J. Scherrer, Purely Kinetic k-Essence as Unified Dark Matter, *Phys. Rev. Lett.*, 93:011301, 2004.

[40] Nima Arkani-Hamed, Hsin-Chia Cheng, Markus A. Luty, and Shinji Mukohyama, Ghost condensation and a consistent infrared modification of gravity, *JHEP*, 05:074, 2004.

[41] Robert M. Wald. *General Relativity*. Chicago University Press, Chicago, USA, 1984.

[42] Constantinos Skordis and Tom Zlosnik, Gravitational alternatives to dark matter with tensor mode speed equaling the speed of light, *Phys. Rev.*, D100(10):104013, 2019.

[43] Paul A. M. Dirac, Generalized Hamiltonian dynamics, *Proc. Roy. Soc. Lond. A*, 246:326–332, 1958.

[44] A. Emir Gumrukcuoglu, Shinji Mukohyama, and Thomas P. Sotiriou, Low energy ghosts and the Jeans’ instability, *Phys. Rev. D*, 94(6):064001, 2016.