Disorder-mediated Kondo effect in graphene
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We study the emergence of strongly correlated states and Kondo physics in disordered graphene. Diluted short-range disorder gives rise to localized midgap states at the vicinity of the system charge neutrality point. We show that long-range disorder, ubiquitous in graphene, allows for the coupling of these localized states to an effective (disorder averaged) metallic band. The system is described by an Anderson-like model. We use the numerical renormalization group method to study the distributions of Kondo temperatures $P(T_K)$. The results show that disorder can lead to long logarithmic tails in $P(T_K)$, consistent with a quantum Griffiths phase.
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The investigation of magnetic properties in graphene has triggered intense research activity [1,2]. The formation of local magnetic moments has been observed by experiments on graphene nanoribbon edges [3] and hydrogenated [4] and irradiated [4–6] graphene flakes. Low-temperature experiments on irradiated samples [4–6] give quite puzzling results. For low irradiation, Ref. [5] reports fingerprints of the Kondo effect in the resistivity. The reported Kondo temperature, obtained from the single-parameter scaling characteristic of conventional $S=1/2$ Kondo systems [7,8], is rather high, $T_K \approx 10\cdots 100$ K, with a weak dependence on the gate voltage, both for $p$ and $n$ doping. This is at odds with the theoretical analysis [9] that predicts an exponential dependence of $T_K$ with the chemical potential for $n$ doping and vanishing small Kondo effect for $p$ doping. Other experiments on irradiated graphene [4,6] observed a paramagnetic susceptibility consistent with $S=1/2$ magnetic local moments, without evidence of Kondo quenching, even at temperatures as low as 2 K [6].

The Kondo effect in graphene also poses new interesting theoretical questions [9–13]. The linear energy dependence of the graphene density of states and the occurrence of localized states is a physical realization of a pseudogap Kondo model, which is known to show a rich variety of quantum critical behavior as a function of the gate-controlled chemical potential [9,13]. What has been overlooked so far, is that disorder, ubiquitous in graphene, modifies this picture dramatically.

In this Rapid Communication, we present a systematic study of the Kondo effect in disordered graphene using the numerical renormalization group (NRG) method. Disorder provides a simple coupling mechanism leading to low-temperature Kondo screening. We find that the resulting distribution of Kondo temperatures $P(T_K)$ depends on the disorder strength and, in a more subtle manner, on the chemical potential. Interestingly, we show that, as the system enters the Kondo regime, long-range disorder can lead to logarithmic tails in $P(T_K)$, which are characteristic of a quantum Griffiths phase [14–16]. This scenario is much richer than the standard one in dirty metals, where the disorder is responsible mainly for a local modification of the band-impurity coupling constant [17–19]. Finally, we argue that the interplay of long-range disorder with localized (magnetic) states in graphene offers a scenario that conciliates the experimental findings of Refs. [4–6] regarding the Kondo effect.

Model Hamiltonian. At low concentrations, vacancies give rise to quasilocalized midgap states [20,21]. Since the latter are orthogonal to the conduction band $\pi$-like states, there is no hybridization and, hence, no mechanism allowing for Kondo physics. Recently, vacancy reconstructions with Jahn-Teller out-of-plane lattice distortions have been put forward as a coupling mechanism between localized and conduction band states [22–24]. The resulting effective model involves the coupling of the localized level with a $\pi$-character conduction band with a log-divergent hybridization function [22], whose rich phase diagram has been studied with NRG [24]. However, the special lattice reconstruction around the vacancy on which the model relies is not supported by most ab initio calculations [25–27]. Also, this model predicts a large suppression of $T_K$ at small doping [22] that is at odds with the experiment [5].

We follow an alternative route and investigate the effects of disorder, other than vacancies, ubiquitous in graphene samples [28]. For simplicity, we consider only long-range disorder due, for instance, to charge puddles or to charges trapped at the substrate. In this way, we avoid mechanisms that can give rise to additional localized states, potentially obscuring our analysis.

The nearest-neighbor tight-binding Hamiltonian for a monolayer graphene sheet with a single vacancy reads

$$H_v = -t \sum_{\langle i,j \rangle} \langle i | j \rangle + t \sum_{\langle i,j \rangle} \langle i | + \text{H.c.},$$

(1)

where $\langle \cdots \rangle$ indicates a sum over nearest-neighbor atomic sites and $t$ is the hopping term. The second term at the right-hand side of Eq. (1) decouples the site $v$ from the honeycomb lattice. We remove the latter state from the Hilbert space, mimicking a vacancy.

The solution of $H_v | \phi \rangle = \epsilon_\phi | \phi \rangle$ gives extended states with nonzero energy $|\epsilon| v \rangle$ and a single zero-energy quasilocalized state $|0 \rangle$ [21]. The wave function $|r(0)\rangle$ oscillates on the scale of the lattice parameter $a$ and decays with the inverse distance to the vacancy [20,26].

We introduce disorder by adding $U_{\mathrm{dis}} = \sum_{\langle i,j \rangle} \langle i | U_i | j \rangle$ to our model Hamiltonian. $U_i = U_{\mathrm{dis}}(r_i)$ is the local potential at the $i$th site for a given disorder realization. For simplicity, we consider $U_{\mathrm{dis}}$ to be a Gaussian correlated random local potential, namely, $\langle U_{\mathrm{dis}}(r_i)U_{\mathrm{dis}}(r_j) \rangle = \pi \xi^2 (\delta W)^2 (N_{imp}/A) \exp(-|r_i - r_j|^2/4\xi^2)$, characterized by
The density of scattering centers per unit area, disorder potential strength, and range, respectively. We take $\xi$ larger than the lattice parameter to ensure long-range disorder.

To single out the $|0\rangle$ state and to explicitly describe its coupling to the extended states that form the conduction band, we introduce the projection operators $P = \sum |v\rangle\langle v|$ and $Q = |0\rangle\langle 0|$, with $P + Q = 1$.

The single-particle model Hamiltonian $H = H_e + U_{\text{dis}}$ is written as $H = H_{PP} + H_{PQ} + H_{QP} + H_{QQ}$. The projection into the localized state reads

$$H_{QQ} = |0\rangle\langle 0| (H_e + U_{\text{dis}}) |0\rangle\langle 0| = |0\rangle \epsilon_0^{\text{dis}} |0\rangle,$$

where $\epsilon_0^{\text{dis}} = (0|U_{\text{dis}}|0)$. The energy shift of the localized state, $\epsilon_0^{\text{dis}}$, scales with $\delta W$ and can be either positive or negative, depending on the disorder realization potential. The coupling term is written as $H_{PQ} = \sum |v\rangle\langle v| U_{\text{dis}} |0\rangle\langle 0|$, since $H_e |0\rangle = 0$. The projection into extended states reads

$$H_{PP} = \sum |v\rangle\langle v| e_v + \sum_{v,v'} |v\rangle\langle v'| U_{\text{dis}} |v\rangle\langle v'|.$$

In general $\langle v| U_{\text{dis}} |v'\rangle \neq 0$. Hence, it is convenient to diagonalize $H_{PP}$ as $H_{PP} |\beta\rangle = \epsilon_\beta |\beta\rangle$ and write the Hamiltonian $H$ in the $\{|\beta\rangle\}$ basis. For that purpose we introduce the projection operator $P' = \sum_\beta |\beta\rangle\langle \beta|$, and write the single-particle model Hamiltonian as

$$H = H_{PP'} + H_{PQ} + H_{QP} + H_{QQ}.$$

While $H_{QQ}$ remains unchanged, the projection of $H$ into the extended states is now diagonal by construction. The modified coupling term reads

$$H_{PQ} = \sum_\beta |\beta\rangle\langle \beta| U_{\text{dis}} |0\rangle\langle 0| = \sum_\beta |\beta\rangle t_{\text{dis}} |0\rangle,$$

showing that long-range disorder provides a natural coupling mechanism between extended and localized states.

We use the tight-binding orbitals and site amplitudes $|i\rangle$ to calculate the Coulomb energy $U$ for double occupation of the midgap state. We find that $U$ scales with system size as $(\log L)^{-2}$, in agreement with scaling arguments using an envelope function approximation for $|i\rangle$ [22]. The standard literature values $U_{\text{local}}/t \approx 3.5$ for the graphene on-site Coulomb interaction [29] lead to $U$ of the order of $eV$ for a graphene sheet of $L \sim 1 \mu\text{m}$ on SiO$_2$, an estimate significantly larger than that of Ref. [22]. We stress that our model considers a single vacancy. For a realistic case of diluted vacancies, the midgap states become more localized and $U$ increases.

In summary, our model consists of a disordered Hamiltonian, $H_e + U_{\text{dis}}$, plus an interaction term to account for a double occupancy of the vacancy-generated states. The resulting Hamiltonian can be mapped into an Anderson-like model of a localized state coupled to a continuous band with an energy-dependent density of states $\rho_{\text{dis}}(\omega)$. We define $\omega = \epsilon - \mu(V_d)$, the energy relative to the Fermi level. The energy $\omega$ varies within the range $-D - \Delta \mu \leq \omega \leq D - \Delta \mu$, where $D$ is the half-bandwidth and $\Delta \mu = \mu(V_d) - \mu(0)$ is the Fermi energy relative to its value at the charge neutrality point $\mu(0)$.

In second quantization, the model Hamiltonian $H_A$ is cast as

$$H_A = H_{\text{state}} + H_{\text{band}} + H_{\text{coul}} - \delta \epsilon n_{\text{dis}},$$

where $\delta \epsilon = \epsilon_0^{\text{dis}} - \mu(V_d)$ is the midgap state energy relative to the Fermi level. The remaining notation is standard: $c^\dagger_{\alpha\sigma}$ ($c_{\alpha\sigma}$) creates (annihilates) an electron with spin $\sigma$ at the localized state and $n_{\text{dis}} = c^\dagger_{\alpha\sigma} c_{\alpha\sigma}$ is the number operator. The electron band states $\beta$ are treated in the energy representation. Accordingly, $c^\dagger_{\sigma\alpha}$ ($c_{\sigma\alpha}$) creates (annihilates) an electron with spin $\sigma$ and energy $\omega$ in the (disordered) graphene band. The coupling between the band and the localized state is written in terms of the hybridization function $\Gamma_{\text{dis}}(\omega) = \pi \sum_\sigma |t_{\text{dis}}|^2 \delta(\omega - \epsilon_\beta)$, and the latter is a key element in NRG logarithmic discretization of the conduction band [30].

Results. We study the model given by Eq. (6) using Wilson’s NRG method [31,32]. We calculate quantities that characterize the different phases of the system, such as the occupation $\langle n_{\text{dis}}(\omega) \rangle$ and the impurity magnetic moment $\Gamma(\omega) = T \chi_{\text{imp}}(T)/(g \mu_B)^2$, where $\chi_{\text{imp}}$ is the “impurity” (localized state) contribution to the magnetic susceptibility [31,32].

Before addressing disorder effects, it is instructive to discuss a simpler case. Let us consider $\rho(\omega) = \rho_0 |\omega - \Delta \mu|/D$, the density of states of pristine graphene, and $\Gamma_{\text{dis}}(\omega) = \Gamma_0 |\omega - \Delta \mu|/D$, where $\Gamma_0$ is chosen as the hybridization energy scale at the band edge [30]. This toy-model parametrization of $\Gamma_{\text{dis}}(\omega)$ is rather naive, but serves the purpose of guiding the discussion. We improve it below, when we address a realistic disorder model. Here, disorder manifests itself mainly by shifting $\epsilon_0^{\text{dis}}$.

For $\Delta \mu = 0$, corresponding to the charge neutrality point, the density of states vanishes as a power law $\rho(\omega) \sim |\omega|^\nu$. Quantum impurity models that display such feature are generally referred to as “pseudogapped models” [9,30,33–35] and present interesting properties such as a quantum phase transition (QPT) for a critical set of model parameters. For the pseudogap Anderson model with $r = 1$, the QPT occurs for particle-hole asymmetric situations and is characterized by a (unstable) fixed point with “valence fluctuation” properties: $m^2(T \to 0) = 1/6$ and $\langle n_{\text{dis}}(T \to 0) \rangle = 2/3$ [31,34]. A quantum phase transition occurs at $\delta \epsilon = \delta \epsilon_c$ separating “empty-orbital” $\langle n_{\text{dis}}(T \to 0) \rangle \sim 0$ and $m^2(T \to 0) \sim 1$ for $\delta \epsilon > \delta \epsilon_c$. Thus, the local-moment $\langle n_{\text{dis}}(T \to 0) \rangle \sim 1$ and $m^2(T \to 0) \sim 1/4$ for $\delta \epsilon < \delta \epsilon_c$.

This behavior is markedly different from that described by the usual $(r = 0)$ Anderson impurity model. In the latter, the band is metallic, leading to Kondo screening of the impurity magnetic moment for $\delta \epsilon$ in the range $-U < \delta \epsilon < 0$. For $-U < \delta \epsilon < 0$, the crossover to the Kondo regime is characterized by $\langle n_{\text{dis}}(T \to 0) \rangle \sim 1$ and $m^2(T \to 0) \sim 0$. The crossover energy scale is the Kondo temperature $T_K$. For $\delta \epsilon > 0$ and $\langle n_{\text{dis}}(T \to 0) \rangle \sim 0$, the system enters a different regime, characterized by an “empty-level” or “frozen-impurity” fixed
point [31] without Kondo screening, although \( m^2(T) \to 0 \) for \( T \to 0 \). The transition to the empty-level fixed point is associated with a crossover scale \( T^* \gg T_K \) of the order of \( T_K \) [31].

Long-range disorder changes this picture dramatically. Our microscopic disorder model gives rise to realization-dependent fluctuations in \( \varepsilon_0^{\text{dis}} \) and \( \Gamma_{\text{dis}}(\omega) \). It describes the low-energy physics of the system in terms of a disordered effective Anderson model [15,16,19,37]. For any given disorder realization, \( \Gamma_{\text{dis}}(\omega) \) requires \( \varepsilon_0^{\text{dis}} \) and \( \Gamma_{\text{dis}}(\omega) \) as an input. To this end, we proceed as follows.

We obtain the density of states by an exact diagonalization of the single-particle Hamiltonian \( H \) in a periodic honeycomb lattice of \( N_s \) sites, with a vacancy site at its center. We take \( N_s \gg 1 \) and approximate the continuum by the spectrum calculated at the superlattice \( \Gamma \) point \( (k = 0) \). We smoothen \( \rho_{\text{dis}}(\omega) = \sum_{\sigma} \delta(\omega - \varepsilon_{\sigma}) \) by making \( \rho_{\text{dis}}(\omega) \approx N(\omega) / \Delta E \), where \( N(\omega) \) is the number of band states in the energy window \( \omega = -\Delta E/2 \) and \( \omega = +\Delta E/2 \). Since \( N_s \) is finite, the spectrum of \( \varepsilon_{\sigma} \) has a small gap at low energies. Therefore, the choice of \( \Delta E \) is a compromise between the enhancement of the fluctuations due to disorder and the smearing of the finite-size gap. The same procedure is used to compute the effective energy-dependent coupling \( |t(\omega)|^2 \).

We define \( |t(\omega)|^2 \) as the average of \( |t_{\text{pol}}|^2 \) in the window \( \omega = -\Delta E/2 \leq \varepsilon_{\sigma} \leq \omega + \Delta E/2 \). The hybridization function is approximated as \( \Gamma_{\text{dis}}(\omega) \approx \pi |t(\omega)|^2 \rho_{\text{pol}}(\omega) \).

In Fig. 1 we show \( |t_{\text{pol}}|^2 \) for two disorder realizations for a disorder strength \( 6W = 0.316t \), range \( \xi = 3a \), system size \( N_s = 40 \times 40 \) and \( N_{\text{imp}} = N_s/10 \). The results show that \( |t(\omega)|^2 \) [Figs. 1(a) and 1(b)] is essentially independent of energy for large \( |\omega| \). Furthermore, we note that \( |t(\omega)|^2 \) becomes increasingly sensitive to fluctuations as \( |\omega| \) becomes smaller (the region with interest to Kondo physics), since the number of states in this energy range is relatively small. This can lead to larger fluctuations in \( |t(\omega) \sim 0)|^2 \). Thus, although the density of states retain, in general, the characteristic linear behavior near the charge neutrality point [Figs. 1(c) and 1(d)], fluctuations in \( |t(\omega \sim 0)|^2 \) lead to a “metallic” character (in the NRG sense) near the Fermi energy in \( \Gamma_{\text{dis}}(\omega) \), as shown in Fig. 1(f).

For every disorder realization we use the procedure described above to compute \( \Gamma_{\text{dis}}(\omega) \) [Figs. 1(e) and 1(f)]. The latter and \( \varepsilon_0^{\text{dis}} \) are used as inputs to the NRG calculations. We note that different choices of \( \Delta E \) do not appreciably alter the low-energy part of \( \Gamma_{\text{dis}}(\omega) \) as long as \( \Delta E \) is of the order of the finite-size-induced gap. The Kondo temperature \( T_K \) and \( T^* \) are obtained from the analysis of the behavior of the magnetic moment \( m^2(T) \) and the occupation \( \langle n_0 \rangle(T) \) versus \( T \) [36].

Figure 2 shows the NRG results for \( T_K \) (or \( T^* \)) and \( \langle n_0 \rangle \) for 10^3 disorder realizations. The single-particle parameters are the same as in Fig. 1, \( U = 0.5D \), and the system is at the charge neutrality point, \( \Delta \mu = 0 \). We have stopped the NRG calculations at scales of the order 10^{-20} D so this scale (dashed line) defines the “zero temperature.”

To contrast with Kondo pseudogap physics, Fig. 2 also shows results for the pseudogap toy model \( \Gamma(\omega) = \Gamma_0 |\omega| \), for different values of \( \Gamma_0 \). In this case (open symbols), both \( T^* \) and \( \langle n_0 \rangle \) versus the disorder-dependent \( \varepsilon_0^{\text{dis}} \) show “jumps,” marking the well-known quantum phase transitions [30] of the linear pseudogap Anderson model: For a fixed \( U \), they occur at critical values of the impurity level energy \( \varepsilon_0^{\text{dis}} = \varepsilon_0^\ast(\Gamma_0) \) separating empty-orbital \( (\varepsilon_0^{\text{dis}} > \varepsilon_0^\ast) \) and local-moment \( (\varepsilon_0^{\text{dis}} < \varepsilon_0^\ast) \) phases. The latter is characterized by vanishing \( T^* \) and \( \langle n_0 \rangle \rightarrow 1 \), while the former has nonzero \( T^* \) and \( \langle n_0 \rangle \rightarrow 0 \) [36].

The long-range disordered model (diamonds) shows important differences: Fluctuations in the disorder potential lead to Kondo ground states, characterized by \( \langle n_0 \rangle \rightarrow 0.8 \sim 1.0 \) with a nonvanishing \( T_K \). A striking consequence is that the sharp
The disorder fluctuations give rise to a distribution of the chemical potential $\Delta \mu$. Realization-dependent model parameters, characterized by $\alpha=0.43$, favor small occupations [Fig. 3(b)]. This behavior is very clear for $\Delta \mu = -0.05 D$, but changes qualitatively as $\Delta \mu$ increases. Already at $\Delta \mu = -0.02 D$, distinct “tails” in the distributions of $\langle n_0 \rangle$ and $\log(T^*)$ can be seen.

At $\Delta \mu = 0$, the distributions reflect the trends shown in Fig. 2, with $P(\log(T^*))$ displaying two clear features: a sharp peak at larger values of $T^*$ and a long log-distributed tail. The realizations contributing to the peak in $P(\log(T^*))$ lead to small values of $\langle n_0 \rangle$, which correspond to the “tail” in $P(\langle n_0 \rangle)$ shown in Fig. 3(b).

For $\Delta \mu > 0$, the disordered Kondo phase clearly dominates, characterized by $P(\log(T_K^*))$ with long logarithmic tails along with a sharp peak in $P(\langle n_0 \rangle)$ around $\langle n_0 \rangle \sim 1$. A more careful analysis (inset in Fig. 3) shows that, for small $T_K$, the Kondo temperature distributions follow a power-law behavior $P(T_K) \propto T_K^{(\alpha-1)}$ with $\alpha \sim 0.2–0.5$, depending weakly on $\Delta \mu$. Such behavior has been previously found in disordered Anderson systems [15,16], where the interpretation for the divergent behavior of $P(T_K)$ for small $T_K$ with nonuniversal exponents was given in terms of a quantum Griffiths phase and disorder-induced non-Fermi-liquid behavior [14,16].

The exponent $\alpha$ is known to depend on the disorder strength and one expects $\alpha<1$ and divergent behavior in $P(T_K)$ only for strong disorder [15,16]. Interestingly, in Fig. 3, the disorder strength was kept fixed giving $\alpha \sim 0.2–0.5$, with a weak dependency with $\Delta \mu$. This feature is a consequence of the increased broadening of the Kondo temperature distributions, shown in Fig. 3(a). As the system enters deeper in the Kondo regime (increasing $\Delta \mu$), small fluctuations in the single-particle parameters produces large fluctuations in the Kondo scale [16]. This leads to longer and flatter logarithmic tails, with smaller values of $\alpha$.

**Conclusions.** The effect of disorder in our system is twofold. First, it provides a simple mechanism, so far overlooked, to couple the localized state with the graphene band. Secondly, disorder fluctuations lead to a distribution of Kondo temperatures $P(T_K)$ with a power-law divergence at low $T_K$. This is consistent with the presence of a Griffiths phase and allows for the interesting possibility of detecting disorder-induced non-Fermi-liquid behavior [14] in transport experiments in graphene.

Assuming a very dilute vacancy concentration and that the resistivity is dominated by the localized states with the largest $T_K$, our simulations are consistent with experimentally measured $T_K$ of the order of a few Kelvin [5] with a weak dependence on $|\mu|$ as long as it stays close to the charge neutrality point. We find that the mean $T_K$ depends strongly on the disorder strength. For less disordered samples where, for instance, charge puddle fluctuations are smaller, $T_K$ would be dramatically suppressed and one expects to observe only local magnetic moments [36]. This picture offers a unified scenario to interpret the puzzle posed by experiments [4–6].

**Note added.** Recently we became aware of new STM measurements of Kondo-like resonances in Co adatoms on graphene deposited on a Ru(0001) substrate [38]. The Kondo effect is attributed in this case to an increase of rippling in the graphene sheet. These results are consistent with the main argument we make in this Rapid Communication: that long-range disorder can play an important role for the observation of the Kondo effect in graphene.

**Acknowledgments.** We acknowledge helpful discussions with E. Muccio, E. Miranda, and K. Ingersten. This research is supported by Brazilian funding agencies FAPERJ, FAPESP, and CNPq, and by the INCT–Nanomateriais de Carbono and PRP/USP–NAP Q-Nano initiatives.

[1] B. Uchoa, V. N. Kotov, N. M. R. Peres, and A. H. Castro Neto, Phys. Rev. Lett. 101, 026805 (2008).
[2] O. V. Yazyev, Rep. Prog. Phys. 73, 056501 (2010).
[3] C. Tao, L. Jiao, O. V. Yazyev, Y.-C. Chen, J. Feng, X. Zhang, R. B. Capaz, J. M. Tour, A. Zettl, S. G. Louie et al., Nat. Phys. 7, 616 (2011).
[4] K. M. McCreary, A. G. Swartz, W. Han, J. Fabian, and R. K. Kawakami, Phys. Rev. Lett. 109, 186604 (2012).
[5] J.-H. Chen, L. Li, W. G. Cullen, E. D. Williams, and M. S. Fuhrer, Nat. Phys. 7, 535 (2011).
[6] R. R. Nair, M. Sepioni, I.-L. Tsai, O. Lehtinen, J. Keinonen, A. V. Krasheninnikov, T. Thomson, A. K. Geim, and I. V. Grigorieva, Nat. Phys. 8, 199 (2012).
[7] T. A. Costi, A. C. Hewson, and V. Zlatic, J. Phys.: Condens. Matter 6, 2519 (1994).
[8] T. A. Costi, Phys. Rev. Lett. 85, 1504 (2000).
[9] M. Vojta, L. Fritz, and R. Bulla, Europhys. Lett. 90, 27006 (2010).
[10] K. Sengupta and G. Baskaran, Phys. Rev. B 77, 045417 (2008).
[11] P. S. Cornaglia, G. Usaj, and C. A. Balseiro, Phys. Rev. Lett. 102, 046801 (2009).
[12] B. Uchoa, T. G. Rappoport, and A. H. Castro Neto, Phys. Rev. Lett. 106, 016801 (2011).
[13] L. Fritz and M. Vojta, Rep. Prog. Phys. 76, 032501 (2012).
[14] A. H. Castro Neto, G. Castilla, and B. A. Jones, Phys. Rev. Lett. 81, 3531 (1998).
[15] E. Miranda and V. Dobrosavljević, Phys. Rev. Lett. 86, 264 (2001).
[16] E. Miranda and V. Dobrosavljević, Rep. Prog. Phys. 68, 2337 (2005).
[17] G. Zaránd and L. Udvardi, Phys. Rev. B 54, 7606 (1996).
[18] C. H. Lewenkopf and H. A. Weidenmüller, Phys. Rev. B 71, 121309(R) (2005).
[19] A. Zhuravlev, I. Zharekeshev, E. Gorelov, A. I. Lichtenstein, E. R. Mucciolo, and S. Kettemann, Phys. Rev. Lett. 99, 247202 (2007).
[20] V. M. Pereira, F. Guinea, J. M. B. Lopes dos Santos, N. M. R. Peres, and A. H. Castro Neto, Phys. Rev. Lett. 96, 036801 (2006).
[21] V. M. Pereira, J. M. B. Lopes dos Santos, and A. H. Castro Neto, Phys. Rev. Lett. 77, 115109 (2009).
[22] M. A. Cazalilla, A. Iucci, F. Guinea, and A. H. Castro Neto, arXiv:1207.3135.
[23] T. Kanao, H. Matsurura, and M. Ogata, J. Phys. Soc. Jpn. 81, 063709 (2012).
[24] A. K. Mitchell and L. Fritz, Phys. Rev. B 88, 075104 (2013).
[25] J. J. Palacios and F. Ynduráin, Phys. Rev. B 85, 245443 (2012).
[26] B. R. K. Nanda, M. Sherafat, Z. S. Popović, and S. Satpathy, New J. Phys. 14, 083004 (2012).
[27] M. Casartelli, S. Casolo, G. F. Tantardini, and R. Martinazzo, Phys. Rev. B 88, 195424 (2013).
[28] E. R. Mucciolo and C. H. Lewenkopf, J. Phys.: Condens. Matter 22, 273201 (2010).
[29] M. Schüler, M. Rössner, T. O. Wehling, A. I. Lichtenstein, and M. I. Katsnelson, Phys. Rev. Lett. 111, 036601 (2013).
[30] C. Gonzalez-Buxton and K. Ingersent, Phys. Rev. B 57, 14254 (1998).
[31] H. R. Krishna-murthy, J. W. Wilkins, and K. G. Wilson, Phys. Rev. B 21, 1003 (1980); 21, 1044 (1980).
[32] R. Bulla, T. A. Costi, and T. Pruschke, Rev. Mod. Phys. 80, 395 (2008).
[33] D. Withoff and E. Fradkin, Phys. Rev. Lett. 64, 1835 (1990).
[34] L. Fritz and M. Vojta, Phys. Rev. B 70, 214427 (2004).
[35] L. G. G. V. Dias da Silva, N. P. Sandler, K. Ingersent, and S. E. Ulloa, Phys. Rev. Lett. 97, 096603 (2006).
[36] See Supplemental Material at http://link.aps.org/supplemental/10.1103/PhysRevB.90.201101 for additional details of the calculations and on the numerical results.
[37] P. S. Cornaglia, D. R. Grempel, and C. A. Balseiro, Phys. Rev. Lett. 96, 117209 (2006).
[38] J. Ren, H. Guo, J. Pan, Y. Y. Zhang, X. Wu, H.-G. Luo, S. Du, S. T. Pantelides, and H.-J. Gao, Nano Lett. 14, 4011 (2014).