Electric-field-tunable electronic nematic order in twisted double-bilayer graphene
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Graphene-based moiré systems have attracted considerable interest in recent years as they display a remarkable variety of correlated phenomena. Besides insulating and superconducting phases in the vicinity of integer fillings of the moiré unit cell, there is growing evidence for electronic nematic order both in twisted bilayer graphene and twisted double-bilayer graphene (tDBG), as signaled by the spontaneous breaking of the threefold rotational symmetry of the moiré superlattices. Here, we combine symmetry-based analysis with a microscopic continuum model to investigate the structure of the nematic phase of tDBG and its experimental manifestations. First, we perform a detailed comparison between the theoretically calculated local density of states and recent scanning tunneling microscopy data [arXiv:2009.11645] to resolve the internal structure of the nematic order parameter in terms of the layer, sublattice, spin, and valley degrees of freedom. We find strong evidence that the dominant contribution to the nematic order parameter comes from states at the moiré scale rather than at the microscopic scale of the individual graphene layers, which demonstrates the key role played by the moiré degrees of freedom and confirms the correlated nature of the nematic phase in tDBG. Secondly, our analysis reveals an unprecedented tunability of the orientation of the nematic director in tDBG by an externally applied electric field, allowing the director to rotate away from high-symmetry crystalline directions. We compute the expected fingerprints of this rotation in both STM and transport experiments, providing feasible ways to probe it. Rooted in the strong sensitivity of the flat bands of tDBG to the displacement field, this effect opens an interesting route to the electrostatic control of electronic nematicity in moiré systems.

I. INTRODUCTION

Moiré superlattice materials have rapidly emerged as versatile platforms for studying strong correlation effects in highly tunable two-dimensional electronic systems [1–3]. Their low-energy electronic structure is determined by, and very sensitive to, the superlattice moiré potential originating from the rotational misalignment of the constituent layers and/or the mismatch between the lattice constants of these layers. Common to many known moiré superlattice systems—such as twisted bilayer graphene (tBG) [4–7], ABC-trilayer graphene with hexagonal boron nitride substrate (TDBG) [8, 9], twisted double-bilayer graphene (tDBG) [10–13], or transition metal dichalcogenide (TMD) heterostructures [14, 15]—is the presence of isolated moiré minibands with dramatically reduced bandwidths, often referred to as flat bands [16]. Since interaction effects are comparatively strong in these narrow bands, one generally expects the emergence in moiré systems of phenomena typically observed in strongly correlated bulk materials.

The most prominent correlation-driven phase observed in different multilayer moiré systems is the correlated insulating state found at integer fillings of the moiré unit cell [4, 17]. Additionally, tBG [5–7], TDBG [9], and very recently, twisted mirror-symmetric trilayer graphene [18, 19], also show robust evidence for superconductivity [20], inspiring several theoretical studies [21–53]. On the other hand, manifestations of superconducting behavior in other moiré systems, such as tDBG [51, 52, 54–57], appear to be more fragile [12, 13]. More recently, evidence for a universal rotational-symmetry-breaking phase at small twist angles has also been reported in tBG [58–62], tDBG [63], and TMD heterostructures [64]. The broken symmetry, which seems to occur only at specific—but not necessarily commensurate—carrier concentrations, is the characteristic threefold rotational symmetry of the triangular moiré superlattice.

Detailed scanning tunneling microscopy (STM) and spectroscopy (STS) data [58–61], as well as transport measurements [62], provide strong evidence for an intrinsic electronic nematic instability rather than an extrinsic origin for this effect, such as heterostrain [65–68]. Importantly, due to the hexagonal or trigonal symmetry of the graphene and TMD layers that make up the moiré superlattice, such nematic order is not of the conventional Ising type observed in bulk tetragonal correlated systems [69–72]. Instead, it is described by a two-component nematic...
order parameter [73], making it a much closer analogue of the classical nematic liquid-crystalline phase. While the observation of threefold rotational-symmetry breaking in three different classes of moiré systems hints at a possible universal character of the electronic nematic phase, many questions remain open, such as the microscopic mechanism behind this instability and its relevance for the insulating and superconducting states observed in the phase diagrams. Theoretically, much of the focus has been on nematicity in tBG, both in the normal state [26–28, 73–81] and in the superconducting state [22, 51, 53, 82–84], while the specific nematic properties of TDBG and TMD heterostructures remain little explored.

In this work, motivated by recent STM and STS measurements in tDBG [63], we investigate the microscopic properties and macroscopic manifestations of electronic nematicity in this particular moiré system. tDBG consists of two Bernal-stacked (i.e., AB-stacked) graphene bilayers that are twisted by an angle $\theta$ relative to one another [see Fig. 1(a)]. Phenomenologically, breaking of the threefold rotational symmetry ($C_3$) of tDBG can be accomplished by a large number of combinations of the available degrees of freedom: layer, sublattice, spin, and valley. Moreover, the $C_3$ symmetry can be broken at either the atomic scale of the graphene layers (which we dub graphene nematicity) or at the emergent scale of the moiré superlattice (which we refer to as moiré nematicity). Distinguishing between these two scenarios is important to elucidate whether the nematic instability observed in tDBG is inherited from an underlying instability of bilayer graphene or whether it is an actual correlation-driven instability associated with the flat bands. Indeed, it has been previously shown that bilayer graphene on its own can undergo a nematic transition [85, 86].

To answer this question, we adopt the frequently used [52, 63, 87–89] continuum-model [89–92] description of tDBG and identify the different possible nematic channels (i.e., irreducible representations with broken $C_3$ symmetry but preserved time-reversal and translational symmetries). Within each channel, we examine the most natural microscopic forms of the nematic order parameter consistent with the symmetry of the nematic channel; in particular, we focus on moiré nematicity, intravalley graphene nematicity, and intervalley graphene nematicity. While terms in the same channel transform under the same representation and hence, symmetry alone cannot distinguish between them, it is still sensible and relevant to ask whether there is a dominant order parameter.

We address this issue via a detailed comparison between the energy and position dependence of the STM $dI/dV$ maps reported in Ref. 63 with that of the theoretical local density of states (LDOS) characterizing the nematic phase generated by each nematic order parameter considered here—namely, moiré nematicity, intravalley graphene nematicity, and intervalley graphene nematicity. We show that the main quantitative and qualitative features observed in the STM data (such as the fact that the nematic anisotropy is maximum at energies corresponding to the valence flat band) can be very well described by a simple moiré nematic order parameter, and are not captured by the other graphene nematic order parameters. While there are many other possible forms for the order parameter that are not discussed here, the strong agreement between the theoretical LDOS and the experimental data suggests that the nematic instability in tDBG is a property of the emergent moiré degrees of freedom, and is thus likely to be on an equal footing with the correlated insulating state observed in this system. We note that while some of these conclusions have been put forward by us in Ref. 63, the present work considerably expands the theoretical analysis performed in that work.

A unique characteristic of tDBG, especially when compared to tBG, is the high degree of tunability of its electronic band structure by a perpendicular displacement field [89, 93–97]. Our symmetry analysis reveals that the electric field couples to the nematic director of a generic two-component nematic order parameter via a linear-cubic coupling in the free-energy expansion, thereby allowing the director to rotate away from the three high-symmetry crystalline directions. Focusing on the case of moiré nematicity, as supported by the STM data, we microscopically compute the coupling constant for tDBG and show that the director can rotate over a substantial range of about $10^\circ$ for experimentally accessible values of the displacement field. We further discuss the predicted experimental manifestations of the nematic director’s rotation in STM [63, 87, 88] and transport [98–100] measurements, disentangling it from effects caused by the changes in the band structure prompted by a changing displacement field. These results demonstrate the unique capabilities of moiré systems for electrostatic control of electronic nematicity.

This paper is organized as follows: we begin by carefully addressing the microscopic origin of the observed nematic order in tDBG by examining different possible microscopic realizations of nematic order (Sec. II). We then proceed by demonstrating that anisotropic charge redistribution on the moiré scale is consistent with—and best describes—the experimental data, as opposed to charge redistribution on the scale of the constituent graphene layers (Sec. III). In the final part of the paper, we turn to the electric-field control of nematic order (Sec. IV). Finally, concluding remarks are discussed in Sec. V. For completeness, all details of the continuum model used in this work are summarized in Appendix A.

II. MICROSCOPIC STRUCTURE OF THE NEMATIC ORDER PARAMETER

We first employ symmetry considerations to discuss the possible microscopic structures of the nematic or-
As a result, the displacement field is used in experiments as an integral tuning parameter for controlling the moiré gaps between the bands and the bandwidths \([89, 93–97]\). As \(D\) transforms under the \(A_2\) representation of \(D_3\), a finite displacement field lowers \(D_3\) down to the point group \(C_3\).

As opposed to tBG, the geometry of the carbon lattices in tDBG shows that twofold rotation perpendicular to the graphene layers, \(C_2\), is not an approximate symmetry at small twist angles \(\theta\) and is, in fact, strongly broken by the lattice. Accordingly, the combined symmetry \(C_2\Theta\), involving time-reversal, \(\Theta\), is not present either.

This explains the absence of Dirac cones in the band structure of tDBG, which is shown in Fig. 1(b). Here, we used the experimental parameters for which nematic order was found to be the strongest \([63]\). In particular, the chemical potential is set to slightly below half-filling \((\nu = 0.475)\) of the conduction flat band (CFB), which is energetically close to but separated from the valence flat band (VFB). Figure 1(b) also displays two occupied and two unoccupied remote bands (RV\(_j\) and RC\(_j\), respectively), and focuses on only one valley, since the bands arising from the other valley can be obtained by transformation under \(\Theta\). Note that the absence of \(C_2\) symmetry in tDBG has further-reaching consequences, e.g., for the possible superconducting phases and the pairing mechanisms \([51, 102, 103]\).

For the purpose of our symmetry analysis in tDBG, we start from the limit without a displacement field \((D = 0)\), where the system’s point group is \(D_3\). The nematic order parameter is then a vector \(\Phi = (\Phi_1, \Phi_2)^T \in \mathbb{R}^2\) that transforms under the two-dimensional \(E\) irreducible representation (“irrep”) of \(D_3\) and is time-reversal even. Such a vector is naturally represented as \(\Phi = \Phi (\cos 2\varphi, \sin 2\varphi)\), where the angle \(\varphi\) can be identified with the orientation of the nematic director \(\hat{n} = (\cos \varphi, \sin \varphi)\). Note that \(\varphi\) and \(\varphi + \pi\) both result in the same nematic order parameter, as expected. A nonzero \(\Phi\) breaks the threefold rotational symmetry, \(C_3\), of the moiré superlattice. Choosing, without loss of generality, \(\Phi_1\) and \(\Phi_2\) to transform as \(x\) and \(y\) under \(D_3\), and defining the complex-valued order parameter \(\tilde{\Phi} \equiv \Phi_1 + i\Phi_2\), one finds the transformation properties:

\[
\begin{align*}
C_3 & : \quad \tilde{\Phi} \rightarrow \omega \tilde{\Phi}, \quad \omega \equiv e^{2i\pi/3}, \\
C_{2x} & : \quad \tilde{\Phi} \rightarrow \tilde{\Phi}^*.
\end{align*}
\]

As discussed earlier, the twofold in-plane rotational symmetry described by Eq. (1b) is broken by a finite displacement field, which—as we will show in Sec. IV—allows one to rotate the nematic director away from the high-symmetry directions. For now, we assume that the \(C_{2x}\) symmetry is already broken explicitly by the electric field and study the properties of the LDOS inside the nematic phase as a function of the \(a\ priori\) arbitrary orientation of the nematic director.

We begin our discussion of the possible microscopic nematic order parameters via a real-space description using the continuum model \([89]\) (additional details can be found in Appendix A). Importantly, this model has been shown to reproduce well many experimental features of the band structure of tDBG \([11, 12, 63, 87, 88]\). In order to make the comparison with the STM data more accurate, in this section we consider a self-consistently calculated screened electric field \([63]\), instead of assuming a uniform difference in electrostatic energy between adjacent layers. In the
...continuum model, the relevant electronic field operators $c_{\sigma,\ell,s,q}(r)$ refer to electrons on the graphene layers that constitute the tDBG device, and are thus characterized by spin $\sigma = \uparrow, \downarrow$, sublattice $s = A, B$, layer $\ell = 1, 2, 3, 4$, valley $\eta = \pm$, and (continuum) position $r \in \mathbb{R}^2$. Within this framework, the nematic order parameter $\Phi$ will couple to two fermionic bilinears in the particle-hole channel (of the form $c^\dagger c$) that transform as the two components of the two-dimensional $E$ irrep of $D_3$. Since spin-orbit coupling (SOC) is small in graphene and we do not expect the onset of nematic order in tDBG to be accompanied by the simultaneous breaking of spin-rotational symmetry, we focus on spin-unpolarized nematic order parameters. Taken together, the coupling must be of the form

$$\mathcal{H}_\Phi = \int \mathcal{D}r \left[ \Phi \cdot \phi_{\ell,s,\eta}(r, \Delta r) \right. \times c^\dagger_{\sigma,\ell,s,\eta}(r + \Delta r)c_{\sigma,\ell,s,\eta}(r) + \textrm{H.c.} \left. \right]$$

(note that this form of $\mathcal{H}_\Phi$ is completely general and does not rely on any additional microscopic details. The two-component, matrix-valued function of two spatial coordinates $\phi_{\ell,s,\eta}(r, \Delta r)$ is only constrained by $C_3$ (as well as $C_{2z}$ if $D = 0$), time-reversal symmetry, and moiré translations $\phi(r + a^m_{\alpha}, \Delta r) = \phi(r, \Delta r)$. Here, $a^m_{\alpha} \propto (\sqrt{3}, -(-1)^j)^\mathbb{T}$, $j = 1, 2$, are the primitive vectors of the moiré superlattice.

The microscopic structure of the nematic order is encoded in the complicated nematic coupling function $\phi_{\ell,s,\eta}(r, \Delta r)$, which must transform as the $E$ irrep, like $\Phi$. Crucially, the $C_3$ symmetry operation acts not only on the internal degrees of freedom $s, \ell, \eta$ but also on the real-space structure of this function. Our goal will be to learn about the form of $\phi$ from the experimental STM data of Ref. 63. This will yield information about not only the microscopic structure of the nematic order but also the type of interactions (e.g., on the microscopic graphene scale of the individual bilayers or on the scale of the emergent moiré lattice) responsible for it. However, due to the multitude of internal degrees of freedom available—layer, sublattice, and valley—and the (technically infinite) variety of possible combinations of basis functions that transform as $E$, it is challenging to extract the exact form of $\phi$ directly from experiments. Thus, to shed light on the structure that best describes the STM data, we will consider three simple ansätze for $\phi$. Specifically, we concentrate on two opposite limits. The nematic order parameter can break $C_3$ symmetry at the scale of either the moiré superlattice (e.g., by making the effective tunneling of flat-band electrons between moiré unit cells directionally inequivalent) or the underlying carbon lattice of graphene. In the former case, it is the spatial dependence of $\phi$ that transforms nontrivially under $C_3$, whereas in the latter case, it is its dependence on the internal degrees of freedom. We refer to these two options as “moiré nematic” and “graphene nematic”, respectively. As the name suggests, moiré nematicity is insensitive to the local properties of the graphene layers. On the other hand, graphene nematicity focuses exclusively on the atomic scale, and is affected by the existence of the moiré superlattice only due to the imposed interlayer potential. Below, we will further distinguish two different types of graphene nematicity.

### A. Moiré nematic order

Although we work with a continuum model, it is natural to consider the possibility that the nematicity itself occurs at the moiré scale and hence, stems from an anisotropic deformation of the effective hopping amplitudes between different moiré unit cells. To capture this possibility, we focus on $\phi(r, \Delta r)$ in Eq. (2) with $\Delta r$ belonging to the moiré superlattice, i.e., $\Delta r = R_{p,q} = p a_1^m + q a_2^m$ ($p, q \in \mathbb{Z}$). As the $C_3$-symmetry breaking is encoded in the spatial dependence of $\phi$, we can restrict the nematic coupling function to be trivial (i.e., diagonal) in all other internal indices $\alpha \equiv (\sigma, \ell, s, \eta)$. Equation (2) then becomes

$$\mathcal{H}_\Phi = \frac{1}{2} \int \mathcal{D}r \sum_{p,q \in \mathbb{Z}} \Phi \cdot \phi_{p,q}(r) c^\dagger_{\alpha}(r + R_{p,q}) c_{\alpha}(r) + \textrm{H.c.}$$

Time-reversal and translational symmetries enforce, respectively, that $\phi_{p,q}(r) \in \mathbb{R}^2$ and that $\phi_{p,q}(r + a^m_{\alpha}) = \phi_{p,q}(r)$. In the absence of any prior knowledge about the detailed functional form of $\phi_{p,q}(r)$ on the continuum coordinate $r$, we work with an $r$-independent basis function such that $\phi_{p,q}(r) = \phi_{p,q}$. Thus, it is the dependence of $\phi_{p,q}$ on $p$ and $q$ that makes it transform under the $E$ irrep of $D_3$. With this choice of a spatially uniform $\phi_{p,q}$, the nematic coupling in Eq. (3) simply leads to a momentum-dependent shift of the energy spectrum $E_{n,k}$

![FIG. 2. Momentum dependence of the two components of the function $f(k)$. The first (second) component, as defined in Eq. (6), is plotted in the left (right) panel. The black curves correspond to the nodal lines across which the functions change sign, as can also be seen from the color map.](image-url)
of the continuum model

\[ E_{n,k} \rightarrow E_{n,k} + \Phi \cdot f(k), \quad f(k) = \sum_{p,q \in \mathbb{Z}} \phi_{p,q} \cos(k \cdot R_{p,q}). \]  

(4)

Here, \( k \) is the moiré momentum, which can be chosen to be in the first Brillouin zone (FBZ) of the moiré superlattice, and \( n \) labels the (technically infinitely many) bands of the continuum model without nematic order. Note that the combination of time-reversal symmetry and our restriction, in Eq. (3), to terms that are diagonal in \( \alpha \) results in \( f(k) = f(-k) \).

Constraining Eq. (3) to terms involving hopping matrix elements between only neighboring moiré unit cells, and enforcing \( \phi_{p,q} \) to transform as the \( E \) irrep, we obtain

\[ \phi_{p,q} = \begin{pmatrix} \delta_{p,1} \delta_{q,-1} - \delta_{p,1} \delta_{q,0} - \delta_{p,0} \delta_{q,1}, \sqrt{3} (\delta_{p,0} \delta_{q,1} - \delta_{p,1} \delta_{q,0}) \end{pmatrix}^T. \]  

(5)

Thereupon, setting \(|a_M, r| = 1\), we find

\[ f(k) = \begin{pmatrix} \cos k_y - \cos \frac{\sqrt{3} k_x}{2}, \sqrt{3} \sin \frac{\sqrt{3} k_x}{2} \sin \frac{k_y}{2} \end{pmatrix}^T. \]  

(6)

The momentum dependence of the two components of \( f(k) \) in the FBZ is illustrated in Fig. 2. As expected for a function that transforms as the \( E \) irrep, it behaves as \( f(k) \sim (k^2_x - k^2_y, 2k_x k_y)^T \) for small \( k \).

Figure 3(a) illustrates the Fermi surface in the absence of nematic order for a fractional occupation (\( \nu = 0.475 \)) of the CFB such that the chemical potential crosses the green flat band in Fig. 1(b). The moiré unit cell can be occupied by up to \( n_z = 4 \) electrons per band, associated with the two possible values of the spin and valley quantum numbers. We use the convention that \( \nu = 0 \) at charge neutrality whereas \( \nu = \pm 1 \) corresponds to full/empty flat bands. In Fig. 3(a), the blue and green Fermi surfaces correspond to the two different valleys, and are therefore related by a twofold rotation. Since the continuum model possesses \( \text{U}(1)_v \) valley symmetry, Fermi surfaces stemming from different valleys can cross. In Fig. 3(b), for simplicity, we show only the Fermi surfaces corresponding to one of the valleys, both in the absence (blue dashed lines) and presence (red solid lines) of moiré nematic order. The breaking of \( C_3 \) symmetry is evident and manifested as distortions of the Fermi pockets.

The fact that the moiré nematic order parameter corresponds to a simple momentum-dependent shift of the energy dispersion that is the same for all bands \( n \) in Eq. (4) does not imply that its effect on physical quantities, such as the STM \( dI/dV \) maps, is the same for all bands. In general, we expect that its effect is the strongest at energy levels either close to a van-Hove singularity or whose Bloch wavefunctions change rapidly as a function of momentum (which generically occurs when two bands come close to each other).

**FIG. 3.** (a) Fermi surfaces in the absence of nematic order at a filling of \( \nu = 0.475 \), corresponding to a chemical potential that crosses the conduction flat band of Fig. 1(b). The Fermi surfaces are obtained by diagonalizing the Hamiltonian independently in the two valleys, \( \eta = + \) (blue) and \( \eta = - \) (green), and are symmetric under \( C_3 \). (b, c) Focusing on the \( \eta = + \) valley’s Fermi surfaces (red lines), the \( C_3 \) symmetry of the original Fermi surfaces (blue dashed lines) is broken, albeit in different manners, by the (b) moiré nematic (\( \Phi = 0.5 \text{ meV} \)) and (c) intravalley graphene nematic (\( \Phi = 20 \text{ meV} \)) order. (d) In the presence of intervalley graphene nematic order, the valleys are no longer decoupled and the Fermi surfaces of both valleys must be considered together. Even without nematicity (blue dashed lines), the Fermi surfaces of panel (a) are reconstructed due to the intervalley coupling. In this case, the main effect of nematic order (set here to be of strength \( \Phi = 50 \text{ meV} \)) is seen near the \( \Gamma \) point (red lines).

### B. Intravalley graphene nematic order

The moiré nematic order parameter has a characteristic momentum dependence, but is trivial in all internal degrees of freedom (layer, valley, spin, and sublattice). We now consider the opposite limit of an entirely local order parameter, \( \phi(r, \Delta r) \propto \delta(\Delta r) \) in Eq. (2), whose nontrivial transformation properties under \( C_3 \) follow only from a nontrivial structure in the internal degrees of freedom. We name this type of order parameter graphene nematicity to emphasize its local character.

We start by noting that the \( \text{U}(1)_v \) valley transformation acts on the electronic operators as

\[ \text{U}(1)_v : \quad c(r) \rightarrow e^{i\eta_j \theta} c(r), \]  

(7)

where \( \eta_j \) are Pauli matrices in valley space and \( \theta \) is an arbitrary rotation angle. The nematic order parameter must transform under an irrep of \( \text{U}(1)_v \) and, hence, can
be separated into valley-diagonal, $\propto \eta_{\rho_z, z}$, [trivial representation of $U(1)_v$] or intervalley coherent nematic order, i.e., order parameters involving $\eta_{i, \sigma}$ [two-dimensional representation of $U(1)_v$]. To proceed, we discuss these two cases separately, and first examine the case of intravalley (i.e., valley-diagonal) order, deferring the discussion of interintervally order to Sec. IIIC below.

In order to construct the nematic order parameter, we further need to know the representation of the relevant symmetry operations on the internal degrees of freedom. Assuming $C_{2x}$ is broken explicitly by the displacement field, these are time-reversal ($\Theta$) and threefold rotational ($C_3$) symmetries. Using the conventions of Refs. [52, 89], we have

$$\Theta c(r) \Theta^\dagger = i\sigma_y \eta_z c(r)$$

for the action of the anti-unitary time-reversal symmetry and

$$C_3 : c(r) \rightarrow e^{i\frac{2\pi}{3}(\rho_z)_{\eta}^c} c(C_3 r)$$

for the (unitary) threefold rotational symmetry. Here, $\sigma_j$ and $\rho_j$ represent Pauli matrices in spin and sublattice spaces, respectively. Moreover, $\mathcal{L}$ is defined as $\mathcal{L} = \sigma_0 \gamma_0 \text{diag}(1, 0, 0, -1)$, where “diag” stands for a diagonal matrix with the four indicated entries, which are associated with the four layers $\ell = 1, 2, 3, 4$. It is straightforward to check that the continuum Hamiltonian defined in Ref. 52 and used in our numerics is invariant under Eqs. (8) and (9).

We are now in position to construct graphene (i.e., local) nematic order parameters that transform as the $E$ irrep. For the case of intravalley order parameters, Eq. (2) assumes the form

$$\mathcal{H}_\Phi^\text{inv} = \int_r \Phi \cdot \phi_\ell, s, s', \eta(r) c_{\sigma, \ell, s, \eta}^\dagger(r) c_{\sigma, \ell', s', \eta}^{}(r),$$

where $\phi_\ell, s, s', \eta(r) = \phi_\ell, s, s', \eta(r)$ and $\eta = \pm$ is the valley quantum number. Focusing on combinations that are also diagonal in the layer index $\ell$, i.e., devoid of any layer-hopping component, and taking, as above, $\phi_\ell, s, s', \eta(r)$ in Eq. (10) to be independent of $r$, we arrive at

$$\phi_\ell, s, s', \eta(r) = \delta_{\ell, \ell'} \psi_\ell (e^{i\alpha_\ell \eta \rho_x})_{ss'} (e^{i\alpha_\ell \eta \rho_y})_{ss'}$$

as the only remaining combination that displays the correct behavior under $C_3$ and $\Theta$. Here, $\psi_\ell, \alpha_\ell \in \mathbb{R}$ are undetermined layer weights and layer-rotation angles. Pursuing the simplest possible choice, we will consider the case with $\psi_\ell = 1$ and $\alpha_\ell = \alpha_0$; in this case, we can further set $\alpha_0 = 0$ without loss of generality. Intuitively, one can think of the nematic order parameter in Eq. (11) as an anisotropic change of the overlap of the Wannier states of the microscopic graphene sheets. In fact, projecting a distortion of the graphene hopping matrix elements onto the Dirac cones of a single layer of graphene leads exactly to $(\rho_x, \eta_\rho_y)$.

Comparing the nematically distorted Fermi surfaces in Fig. 3(c) to those presented in panels (a) and (b), we find that the intravalley graphene nematic order also breaks the threefold rotational symmetry of the moiré superlattice. However, it breaks $C_3$ symmetry in a different way than the moiré nematic order shown in panel (b), namely, by shifting the Dirac cones of the individual graphene layers away from the $K$ and $K'$ points. As a result, the intravalley nematic order parameter, to a good approximation, rigidly shifts the Fermi surfaces in momentum space without distorting them, in contrast to the case of moiré nematic order. Note that, to make the Fermi surface distortions in panels (b) and (c) comparable, we had to set the magnitude of the intravalley graphene nematic order parameter more than one order of magnitude larger than that of the moiré nematic order parameter. The reason for this discrepancy arises from the different form factors by which the nematic order parameter couples to the electronic degrees of freedom. Therefore, comparing $\Phi$ for different types of nematic order must be done with caution. Here, we choose to set the values of $\Phi$ such that similar amplitudes of Fermi surface distortions are obtained. Similar considerations apply for the case of intervalley graphene nematic order below.

C. Intervalley graphene nematic order

Next, we look into the intervalley coherent (IVC) version of the graphene nematic order parameter. Since $U(1)_v$ and $C_3$ symmetries are simultaneously broken by intervalley nematic order, we have to describe it as a $(2 \times 2)$ matrix-valued order parameter $\Phi_{ij}$, with its first (second) index transforming as a vector under $U(1)_v \simeq O(2)$ (under $C_3$). This also has consequences for the allowed orientations of the nematic director in the absence of a displacement field, as we will explain in Sec. IV A. Specifically, the symmetry representations in matrix notation are

$$U(1)_v : \Phi \rightarrow R^T(\vartheta) \Phi, \quad C_3 : \Phi \rightarrow \Phi \ R(2\pi / 3),$$

where $R_{j,j'}(\vartheta) = e^{i \vartheta \epsilon_{j,j'}}$ (with Levi-Civita symbol $\epsilon_{j,j'}$) is the matrix representation of the rotation of a two-dimensional vector by angle $\vartheta$. Focusing, as above, on a local order parameter, Eq. (2) becomes

$$\mathcal{H}_\Phi^{\text{IVC}} = \int_r \sum_{i,j=1,2} \Phi_{ij} \phi_{ij}(r) c_{\sigma, \ell, s, \eta}^\dagger(r) c_{\sigma, \ell', s', \eta'}^{}(r),$$

To further constrain the microscopic form of $\phi_{ij}$, we once again analyze $r$-independent and layer-diagonal order parameters,

$$\phi_{ij}(r) = \delta_{\ell, \ell'} \psi_\ell (\varphi_{ij})_{s, s', \eta, \eta'},$$

where $\psi_\ell, \alpha_\ell \in \mathbb{R}$ are undetermined layer weights and layer-rotation angles. Pursuing the simplest possible choice, we will consider the case with $\psi_\ell = 1$ and $\alpha_\ell = \alpha_0$; in this case, we can further set $\alpha_0 = 0$ without loss of generality. Intuitively, one can think of the nematic order parameter in Eq. (11) as an anisotropic change of the overlap of the Wannier states of the microscopic graphene sheets. In fact, projecting a distortion of the graphene hopping matrix elements onto the Dirac cones of a single layer of graphene leads exactly to $(\rho_x, \eta_\rho_y)$.
In this case, there is only one remaining explicit form for a nematic order parameter:

$$\varphi_{ij} = \left( \frac{\eta_x}{\eta_y} \right)_{ij}, \quad \psi_1 = \psi_4 = 0. \quad (14b)$$

Interestingly, symmetry (together with the intralayer nature of the order parameter) requires the order parameter to be restricted to the two inner layers, $\ell = 2, 3$. Note that a layer-dependent valley rotation, i.e., $\eta_{x,y} \rightarrow e^{i \alpha_{\ell} \phi_{x,y}}$ in Eq. (14), is, in principle, allowed. However, both the angles $\alpha_{\ell}$ and the relative weight, $\psi_1/\psi_2$, are a priori unknown; thus a natural starting point is to set $\psi_2 = \psi_3 = 1$ and $\alpha_2 = \alpha_3 = 0$ without loss of generality.

In order to study the impact of this type of nematicity, we first need to determine the possible stable configurations of $\Phi_{ij}$. Using the complex-vector notation, $\Phi_j = \Phi_{j1} + i \Phi_{j2}$, the most general free energy is

$$F_{\text{IVC}} = a \Phi^\dagger \hat{\Phi} + b_1 |\Phi^\dagger |^2 + b_2 |\hat{\Phi}^T \hat{\Phi}|^2 + O(\hat{\Phi}^6) \quad (15)$$

up to fourth order in $\hat{\Phi}$. Minimizing this free energy, we obtain two $U(1)_v$-inequivalent solutions, $\Phi = (1, \pm i)^T$ and $\Phi = e^{2i\varphi}(1, 0)^T$. In matrix form, they are then expressed as:

$$\Phi_{ij} = \begin{pmatrix} 1 & 0 \\ 0 & \pm 1 \end{pmatrix}_{ij}, \quad \Phi_{ij} = \begin{pmatrix} \cos 2\varphi & \sin 2\varphi \\ 0 & 0 \end{pmatrix}_{ij}. \quad (16)$$

While the first minimum in Eq. (16) preserves $C_3$ [modulo U(1)$_v$] and hence, cannot account for the experimental reports of threefold rotational symmetry breaking, the second one does indeed break it. The reason is that only the second option in Eq. (16) can lead to any $C_3$-breaking signal in U(1)$_v$-symmetric variables such as the spectrum and the LDOS.

Plugging this solution into Eq. (13) and reintroducing $\Phi = (\cos 2\varphi, \sin 2\varphi)$, the term in the Hamiltonian corresponding to the presence of IVC graphene nematic order is given by

$$H_{\text{IVC}} = \int \sum_{\ell=2,3} \Phi^\dagger \left( \frac{\eta_x}{\eta_y} \right)_{\eta,\eta'} (\eta_{x,y} (\rho_z)_{s,s}) \Phi^\dagger \left( \frac{\eta_x}{\eta_y} \right)_{\eta,\eta'} (\eta_{x,y} (\rho_z)_{s,s}), \quad (17)$$

where summation over repeated indices is implied; the explicit sum over $\ell$ is used to indicate that only $\ell = 2, 3$ contribute.

In Fig. 3(d), we plot the distortions of the Fermi surfaces resulting from the intervalley graphene nematic order in Eq. (17). Note that, in this case, because valley U(1)$_v$ symmetry is broken, it is not possible to associate a Fermi surface with a single valley. As a result, even the unperturbed Fermi surfaces in Fig. 3(d) (dashed lines) look different at first sight from those in panels (b), (c). When viewed as a two-valley model, the set of occupied electronic states (at zero temperature) in reciprocal space is formally given by the union $\mathcal{A} = \mathcal{A}_+ \cup \mathcal{A}_-$, where $\mathcal{A}_\pm \equiv \{ k \in \mathbf{F邹} | E_{n,k,\pm} - \mu \leq 0 \}$ defines the filled states in each valley; the boundary $\partial \mathcal{A}$ then delineates the Fermi surface. Thus, the form of the unperturbed Fermi surfaces shown in (d) can be regarded as a hybridization of the Fermi surfaces corresponding to different valleys shown in (a). Interestingly, the strongest effect of the intervalley graphene nematic order parameter in Eq. (17) occurs in the pocket around the $\Gamma$ point in Fig. 3(d). Furthermore, we observe that intervalley graphene nematic order does not translate to just a rigid shift of the Fermi surfaces, as opposed to its intravalley counterpart.

### III. LOCAL DENSITY OF STATES

A promising avenue to probe the nature of the nematic order parameter in tDBG is provided by STM measurements. This technique, which has been widely employed in moiré systems [58–61, 87, 88, 104], consists of scanning a sharp conducting tip across the sample and recording the variation of the ensuing tunneling current $I$ as a function of the applied bias voltage $V$ for different positions of the tip (Fig. 4). One can then locally extract the quantity $dI/dV$, which is expected to be proportional to the system’s local density of states (LDOS). Extensive and detailed real-space $dI/dV$ maps as a function of electronic filling and energy were reported in Ref. 63 for tDBG, revealing threefold rotational-symmetry breaking near half-filling of the CFB and strongly peaked at energies corresponding to the VFB.

In order to elucidate whether the STM data can be used to constrain the form of the nematic order parameter, we theoretically calculate the LDOS in tDBG for each of the three types of nematic order discussed in the previous section. To compute the LDOS within the continuum model, we note that, in momentum space, the interlayer coupling hybridizes the eigenstates at a Bloch vector $k$ in the moiré Brillouin zone with those at $q = k + G$, where $G = m_1 G^1 + m_2 G^2$ for $m_1, m_2 \in \mathbb{Z}$, $G^1, G^2$ being the moiré reciprocal lattice vectors defined by $a_M^0, G_M^1 = 2\pi \delta_{j,j'}$. Therefore, the continuum-model wavefunctions have the form

$$\Psi_n(k) = (\mathcal{U}_{n,k}(G_1), \mathcal{U}_{n,k}(G_2), \ldots, \mathcal{U}_{n,k}(G_t))^T. \quad (18)$$

While the set of reciprocal vectors $G_i$ is formally infinite, in practice, it is truncated so as to retain a limited (but large) number of $q$ points within a certain cutoff radius for the numerical diagonalization of the Hamiltonian (see Appendix A). Since the model is trivial in spin space (due to the negligible SOC) and diagonal in valley space (due to the small intervalley hopping terms present for small twist angles), each $\mathcal{U}$ term can be thought of as an eight-component column vector in layer and sublattice space:

$$\mathcal{U}_{n,k}(G) = \left( U_{n,k}^{A_1}(G), U_{n,k}^{A_2}(G), \ldots, U_{n,k}^{B_4}(G) \right)^T. \quad (19)$$
we obtain: with the experimental data, we project the LDOS onto

tunnel primarily to the topmost graphene layer, accordingly, in order to make reasonable comparisons

However, due to the experimental setup of the STM measurements, the electrons on the STM tip are expected to tunnel primarily to the topmost graphene layer, \( \ell = 4 \).

Accordingly, in order to make reasonable comparisons with the experimental data, we project the LDOS onto the topmost of the four graphene sheets. We obtain:

\[
D'(r, E) = \sum_{n,k} U_{n,k}^A(G) \delta(E - E_{n,k})
\]

Equation (20) can be generalized in a straightforward way to the situation where \( U(1) \), symmetry is broken—which is indeed the case for intervalley graphene nematic order—by extending the wavefunction \( U_{n,k} \) to a sixteen-component vector.

A. Theoretical results and comparison with STM data

We begin by computing the energy-dependent unperturbed LDOS maps (i.e., without nematicity), which are presented in the top row of Fig. 5. The band filling was set to \( \nu = 0.475 \)—corresponding to a chemical potential crossing the conduction flat band [CFB; see Fig. 1(b)]—so as to have the same filling for which STM measurements detected threefold rotational-symmetry breaking [63]. Moreover, when including nematic order, the strengths of the order parameters were set to \( \Phi = 0.5 \text{ meV, 20 meV, and 50 meV} \) for moiré nematic, intrav alley graphene nematic, and intervalley graphene nematic orders, respectively. Our calculations and discussions in this section complement and extend the results previously presented in Ref. 63.

The maps for the valence flat band (VFB) and the conduction flat band (CFB), shown in the columns associated with the energies \(-15 \text{ meV}\) and \(+1 \text{ meV}\), respectively, reveal that the LDOS is mostly concentrated at the ABAB moiré sites for both bands (blue dots). This is in perfect agreement with the experimental observations of Ref. 63 for filling fractions where nematic order is absent. On increasing the energy and moving away from the two flat bands, remarkably intricate triskelion structures emerge at the energies of the first set of remote bands around \(-37 \text{ and } +23 \text{ meV} \) (designated RV1 and RC1, respectively). These features, which were also observed experimentally, stand in contrast to the case of tBG, in which simpler circular bright spots corresponding to the AA stacking regions were reported [58]. Moving away from these energies to the second set of remote bands (RV2 and RC2), the spatial distribution of the LDOS maps changes significantly, as the LDOS is now peaked at the BAAC sites—a feature also seen experimentally in Ref. 63.

In the presence of nematic order, the threefold rotational symmetry of the LDOS that is clearly visible in the top row of Fig. 5 is patently broken. The most important feature is that the LDOS maps, for the energy corresponding to the VFB, now display prominent unidirectional stripes connecting the ABAB regions while the ABCA sites remain dark. The orientation of these stripes depends on the choice of the angle \( \varphi \) of the nematic director and can be generically controlled by the displacement field, as we demonstrate in Sec. IV. For concreteness, we have chosen \( \varphi = 0 \) in Fig. 5, which yields stripes that develop nearly parallel to one of the moiré crystal axes for all three types of nematic order. Although the magnitude of the nematic order parameter cannot be directly compared among the three ansätze, since their couplings to the unperturbed Hamiltonian are intrinsically different, the values of \( \Phi \) were chosen so as to produce comparable changes in the Fermi surface across all three cases (refer to Fig. 3).

While the \( C_3 \)-symmetry breaking manifests primarily at energies corresponding to the VFB, particularly for the cases of moiré and intervalley graphene nematic orders, the latter also strongly affects the LDOS at energies corresponding to the remote bands. In contrast, in the cases of intrav alley graphene and moiré nematic orders, a
Much weaker twofold anisotropy is visible for the remote bands. Given that the STM \(dI/dV\) maps reported in Ref. 63 find that the signatures of threefold rotational-symmetry breaking are pronounced only at energies corresponding to the flat bands, being essentially absent at the remote bands, we conclude that intervalley graphene nematic order is unlikely to explain the nematicity experimentally observed in tDBG. Interestingly, we note that although the orientation of the nematic director is kept fixed in our calculations, the orientation of the twofold anisotropy seen in the LDOS maps varies depending on the energy being probed.

In addition to studying the LDOS as a function of position, we can obtain a complementary perspective into the symmetry-broken phase by looking at the energy-dependent LDOS at the high-symmetry sites (ABAB, BAAC, and ABCA). This is shown in Fig. 6(a) for each of the three types of nematic order considered here, in comparison with the LDOS of the non-nematic state (dashed lines). Among the three ansätze, the moiré nematic order parameter causes the strongest change of the LDOS at the energies corresponding to the VFB. In contrast, the changes caused by intravalley graphene nematicity are hardly discernible at the three high-symmetry sites, whereas for the intervalley nematic case, the strongest changes occur at the remote bands. We confirmed that these conclusions are not affected by varying the magnitudes \(\Phi\) of the nematic order parameters.

As mentioned previously, the STM data of Ref. 63 found that the strongest changes caused by nematic order occur at the VFB. Thus, combined with the LDOS maps shown in Fig. 5, our results are consistent with and indicative of a moiré nematic order parameter, rather than either type of graphene nematic order. To further validate this conclusion, in Fig. 6(b), we zoom in on the energy dependence of the LDOS at the three high-symmetry sites for energies corresponding to the valence flat band. It is clear that only in the case of moiré nematic order, the peaks of the LDOS corresponding to the VFB move to different energies for different high-symmetry sites (red dots in the upper curve), in excellent agreement with the experimental observations [63]. For the other ansätze, the LDOS peaks are coincident and located at essentially the same energy for the three sites’ positions. The site-dependent LDOS peak splitting depicted in the upper curve correctly reproduces this important feature noted in the experimental STM \(dI/dV\) spectrum. Therefore, we conclude that the most likely
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FIG. 6. The LDOS (per spin) at the three inequivalent high-symmetry sites (insets in Fig. 5) as a function of energy ($E$) for the three different forms of nematic order. The curves, which are proportional to the theoretical prediction for the $dI/dV$ spectra in STM measurements, have been displaced vertically for the sake of visual clarity. The LDOS at each site in the absence of nematic order is represented by dashed lines. The band filling and the nematic order parameters’ magnitudes were set to the same values as in Fig. 3. (b) Zooming in on the spectrum near the Fermi level reveals that a site-dependent splitting of the VFB (valence flat band) peak, marked by the red dots, only occurs in the presence of moiré nematic order. Such a splitting is noticeably absent for the other two types of graphene nematic order regardless of the magnitude of the nematic order parameter.

B. Importance of the form factors

Many of our findings about the impact of the different forms of nematicity on the LDOS and on the Fermi surfaces are actually a consequence of the form factor encompassed by the matrix-valued function $\Phi$ in Eq. (2). As such, several of these results can be understood qualitatively from the distribution of the spectral weight of the wavefunctions in layer and sublattice spaces (see Eq. (19)). Let us define the spectral weights

$$P_n(\ell, s) \equiv \frac{1}{N_k} \sum_{k,G} \left[ U_{n,k}^{s,\ell}(G) \right]^* U_{n,k}^{s,\ell}(G), \quad (21)$$

where the summation over $k$ runs over a grid of $N_k$ momentum points in the moiré Brillouin zone and $U_{n,k}^{s,\ell}$ as defined in Eq. (19). Intuitively, $P_n$ provides information about the momentum-averaged weight of the wavefunction corresponding to band $n$ in each layer $\ell$ and sublattice $s$. Note that normalization of the wavefunctions implies that $\sum_{\ell,s} P_n(\ell, s) = 1$ by definition. Therefore, $P_n$, for a fixed $n$, may also be regarded as a discrete probability distribution.

Figure 7 displays the histograms of $P_n(\ell, s)$ associated with the two flat bands as well as the first valence and conduction remote bands. We see that the wavefunctions for the VFB (and to a lesser extent, the CFB) have a strong projection on the $B$ sublattice of the topmost ($\ell = 4$) layer, whereas those for the remote bands are more spread out. As discussed above, the tunneling of the electrons from the STM tip to the tDBG device takes place via the topmost layer. Since the VFB is the band with the largest spectral weight on this layer, the projected LDOS as shown in Fig. 6 and the $dI/dV$ spectra of STM measurements are naturally the largest for this band. It also makes the impact of the nematic order parameter most prominent in the VFB.

Furthermore, in the CFB and VFB, the wavefunctions are strongly polarized in one sublattice within each of the two dominant layers ($\ell = 1, 4$). This is consistent with our finding that the magnitude of the order parameter $\Phi$ has to be much larger in the case of intravalley graphene nematic order ($\propto \rho_{x,y}$) than for the moiré nematic order ($\propto \rho_0$) so that we obtain comparable effects on the Fermi surface and the LDOS in the two cases.

The layer dependence of the spectral weight of the different bands also conveniently explains why intervalley coherent graphene nematicity yields more pronounced effects at the remote bands. From Eq. (14b), which describes the IVC nematic order parameter, we see that $\psi_1 = \psi_2 = 0$, i.e., the nematic order parameter has no weight on the outer layers. As the spectral weight of the VFB (and also the CFB) is strongly peaked at the outer layers, the IVC nematic order parameter in Eq. (14)
only weakly affects the LDOS at the VFB (and CFB). By the same token, a large magnitude $\Phi$ of the intervalley graphene nematic order parameter is required to induce a significant distortion of the Fermi surfaces in Fig. 3(d).

IV. ELECTRIC-FIELD INDUCED ROTATION OF THE NEMATIC DIRECTOR

In our analysis so far, the orientation $\varphi$ of the nematic director or, equivalently, the phase of the complex-valued nematic order parameter $\hat{\Phi} = \Phi_1 + i \Phi_2 = |\Phi| e^{2i\varphi}$, has been treated as a free parameter. In this section, we analyze the constraints on $\varphi$ imposed by the $C_3$ and $C_{2x}$ symmetries of the problem. In particular, we focus on how the breaking of $C_{2x}$ by the applied displacement field can be used to tune and control the orientation of the nematic director in tDBG. Before discussing the case of tDBG specifically, we start with a general phenomenological model suitable for any moiré superlattice with a lattice point group that contains $C_3$ and $C_{2x}$.

A. Phenomenological analysis

For our symmetry-based discussion, let us first focus on nematic order parameters that are valley-diagonal (such as the moiré nematic and the intravalley graphene nematic orders). In these cases, we can neglect the U(1)$_v$ symmetry in Eq. (7), as the order parameter transforms trivially under it. Consequently, we only have to take into account the point-group symmetries, which form the group $D_3$ for tDBG without a displacement field ($D = 0$) [see Fig. 1(a)]. As readily follows from the action of these symmetry operations on the nematic order parameter $\hat{\Phi} = \Phi_1 + i \Phi_2$ [see Eq. (1)], with components $\Phi_j$ transforming under the irrep $E$ of $D_3$, the free-energy expansion to fourth order is [26, 106–108]

$$\mathcal{F} = \frac{a}{2} |\Phi|^2 + \frac{\gamma}{3} \text{Re}(\Phi^3) + \frac{u}{4} |\Phi|^4 + \mathcal{O}(\Phi^5).$$  \hspace{1cm} (22)

Note that the analogous third-order term $\text{Im}(\hat{\Phi}^3)$ transforms as the $A_2$ irrep of $D_3$ and is thus forbidden when $C_{2x}$ symmetry is present. Minimizing Eq. (22) yields two symmetry-inequivalent sets of director orientations, $\varphi_0 = \pi/6, \pi/2, 5\pi/6$, for $\gamma > 0$, and $\varphi_0 = 0, \pi/3, 2\pi/3$ for $\gamma < 0$. These correspond to bond order along one of the three high-symmetry nearest-neighbor directions [73]. As a result, $\hat{\Phi}$ is a 3-state Potts-nematic order parameter. In both cases, $C_3$ and two of the three in-plane twofold rotations [dashed black lines in the inset of Fig. 1(a)] are broken; as such, the residual point group is $C_2$ (generated by $C_{2x}$).

Once a displacement field is applied, $D \neq 0$, $C_{2x}$ is broken, and a term proportional to $\text{Im}(\hat{\Phi}^3)$ is allowed in Eq. (22):

$$\mathcal{F}_D = \frac{a}{2} |\Phi|^2 + \frac{\gamma}{3} \text{Re}(\Phi^3) + \frac{\eta}{3} \text{Im}(\Phi^3) + \frac{u}{4} |\Phi|^4 + \mathcal{O}(\Phi^5)$$

$$= \frac{a}{2} |\Phi|^2 + \frac{\gamma}{3} \text{Re}((1 - i\tilde{\gamma}/\gamma)\Phi^3) + \frac{u}{4} |\Phi|^4 + \mathcal{O}(\Phi^5),$$  \hspace{1cm} (23)

where $\tilde{\gamma}$ has to be an odd function of $D$, since $D$ transforms as the $A_2$ irrep of $D_3$. Of course, all other coefficients have to be even under $D \rightarrow -D$. As can be best seen from the second line of Eq. (23), the finite displacement field rotates the orientation of the nematic director away from the two distinct sets of high-symmetry orientations of $\varphi_0$ mentioned above. In particular, defining the director’s rotation as $\Delta \varphi \equiv \varphi - \varphi_0$, we obtain

$$\Delta \varphi = \frac{1}{6} \text{arg} (\gamma + i\tilde{\gamma}).$$  \hspace{1cm} (24)

While it readily follows from symmetry considerations that $\Delta \varphi (D)$ is an odd function of $D$, $\Delta \varphi (D) = -\Delta \varphi (-D)$, the strength of this effect can only be determined by a microscopic calculation. Clearly, the maximum possible rotation is $\Delta \varphi_{\text{max}} = \pm \pi/12 = \pm 15^\circ$.

As anticipated above, this analysis has to be modified for intervalley nematic order, which breaks both U(1)$_v$ and the point-group symmetry at the same time and hence, is described by the matrix-valued order parameter $\hat{\Phi}_j$ introduced in Sec. II C. Using the complex-vector representation, $\hat{\Phi}_j \equiv \Phi_{j1} + i \Phi_{j2}$, the most general free energy up to fourth order is given by Eq. (15), which does not involve a third-order term, irrespective of whether $C_{2x}$ is present or not. Thus, the intervalley nematic order parameter is not a 3-state Potts order parameter.

Due to the combination with U(1)$_v$, symmetry, the lowest-order terms that are sensitive to $\varphi$ in $\hat{\Phi} = e^{2i\varphi} (1, 0)^T$ are given by $g \text{Re}(\hat{\Phi}^T \hat{\Phi}^3)$ and $\bar{g} \text{Im}(\hat{\Phi}^T \hat{\Phi}^3)$. Since $C_{2x}$ implies $\bar{g} = 0$, when $D = 0$ we obtain two sets of six possible minima, $\varphi_0 = n(\pi/6)$ and $\varphi_0 = (\pi/12) + n(\pi/6)$, with...
n = 0, 1, 2, 3, 4, 5. Note that within each set, pairs of configurations are related by $U(1)_n$ and the order parameter manifold is isomorphic to $O(2) \times \mathbb{Z}_3$. As such, no true long-range intervalley nematic order is possible at finite temperature, although $U(1)_n$ symmetry is only an approximate symmetry, any small perturbation that breaks it will reduce the intervalley nematic order parameter to a $3\pi$-symmetry-breaking order parameter $\Phi^T \Phi$.

Once a finite displacement field is applied, $C_{2x}$ is broken and $\tilde{g}$ becomes nonzero, leading to a continuous rotation of $\varphi$, analogous to Eq. (24). Of course, since the $U(1)_n$ symmetry is only an approximate symmetry, any small perturbation that breaks it will reduce the intervalley nematic order parameter to a $3\pi$-symmetry-breaking order parameter, as in the intravalley graphene and moiré nematic cases.

**B. Microscopic analysis**

The phenomenological analysis presented above is very general and valid for any type of nematic order in an arbitrary triangular lattice. As such, it applies equally to tBG and to tDBG. What makes the latter system a more suitable candidate to observe the electric-field induced rotation of the nematic director is the fact that its band structure is strongly altered by the displacement field [93–97]. Indeed, it is the displacement field that is responsible for ensuring a nonzero gap between the CFB and the VFB [89]. This suggests that the cubic coefficient $\tilde{\gamma}$ (or $\tilde{g}$) may be sizable and comparable to $\gamma$ (or $g$) in tDBG.

To confirm this hypothesis, we compute the $D$-induced rotation of $\varphi$ microscopically within the continuum model, concentrating on the case of moiré nematic order, which explains well the experimental STM data. Owing to the straightforward shift of the dispersion in Eq. (4) caused by this type of nematic order, the relevant coefficients $\gamma$ and $\tilde{\gamma}$ in Eq. (23) have particularly simple forms. We start from the microscopic expression of the free energy in the presence of both moiré nematic order and an electric field,

$$\Delta F = -T \sum_{n,k} \log \left( 1 + e^{-(E_{n,k} - \mu + \Phi f(k))/T} \right),$$

(25)

where $T$ denotes temperature, and we have neglected a term quadratic in $\Phi$ that depends on the interaction but is irrelevant for our analysis. Here, $f(k)$ is given by Eq. (6). Note that the sum over $n$ involves all bands, including spin and valley degrees of freedom, which just yields an overall factor of four in this expression and below. Expanding Eq. (25) in $\Phi$, one obtains the third-order contribution

$$\Delta F_3 = \sum_{\mu_j=1,2} \prod_{j=1}^3 \Phi_{\mu_j} \left[ \frac{\sinh \left( \frac{\xi_{n,k}}{2T} \right)}{3T^2 \sinh^3 \left( \frac{\xi_{n,k}}{2T} \right)} \right] \prod_{j=1}^3 f_{\mu_j}(k),$$

(26)

with $\xi_{n,k} \equiv E_{n,k} - \mu$. Alternatively, one can arrive at this expression via a straightforward evaluation of the one-loop diagram in Fig. 8(a). Comparing with Eq. (23), we find the coefficients

$$\gamma + i \tilde{\gamma} = \frac{1}{4T^2} \sum_{n,k} \sinh^4 \left( \frac{\xi_{n,k}}{2T} \right) \left[ f_1(k) + i f_2(k) \right]^3. $$

(27)

In agreement with our phenomenological analysis, we see that $\tilde{\gamma} = 0$ if $E_{n,k} = E_{n,C_{2x},k}$, which is precisely the case for $D = 0$.

For the microscopic calculation of $\varphi$, we employ a continuum model in which the perpendicular electric field is constant and unscreened (unlike in Sec. II). In Fig. 8(b), we compute the rotation of the director $\Delta \varphi$, given by

**FIG. 8.** (a) One-loop Feynman diagram for the third-order contribution to the free energy in Eq. (26). The solid black lines represent the electronic Green’s function of the full continuum Hamiltonian with arbitrary $D$. (b) Variation of the angle of the nematic director, $\varphi$ (in degrees), and its rotation with respect to the high-symmetry direction, $\Delta \varphi = \varphi - 30^{\circ}$, as a function of the displacement field, calculated using Eq. (24) at $T = 5$ K. The blue squares indicate the results for $\Delta \varphi$ calculated with the chemical potential $\mu$ held constant at the value shown in Fig. 1(b), whereas the green circles denote the data obtained on working at a fixed filling of $\nu = 0.475$. The parameter $\Delta_0$ measures the difference in electrostatic energy between adjacent graphene layers, such that the net perpendicular electric field across the sample is given by $D = \Delta_0/L$, where $L$ is the interlayer separation. (c) Orientations of the nematic director for $\Delta_0 = -8.5$ meV (blue) and $+8.5$ meV (red), as specified by the endpoints of the constant-$\mu$ curve in panel (b). The symmetry-allowed values of $\varphi$ in the absence of a field are indicated in gray.
FIG. 9. (a) Band structure of tDBG for the $\eta = +$ valley at five different values of the displacement field $D = \Delta_0/L$. The band dispersions change appreciably with the field; note that without an applied electric field (central panel), the flat valence and conduction bands touch. The chemical potential is chosen appropriately for each $\Delta_0$ so as to maintain a constant filling of $\nu = 0.475$ of the CFB for all values of $D$. (b) Corresponding LDOS maps (in arbitrary units) after projecting onto the top layer, plotted over a 20 nm × 20 nm area, assuming a moiré nematic order parameter of strength $\Phi = 0.5$ meV, as in Fig. 5. These LDOS maps are computed at the energies for which the stripes are visually most pronounced [marked as gray dashed lines in (a)].
ergies in the VFB that yield the sharpest signatures of the stripes [dashed lines in Fig. 9(a)]. As the field is varied from negative to positive values, the stripes rotate by an angle much larger than $\Delta \varphi$. This implies that the band-structure effect not only amplifies the field-induced rotation of the nematic director, but it is also the dominant contributor to the change in the LDOS anisotropy.

D. Signatures in transport measurements

A hallmark of nematic phases is the existence of a sizable resistivity anisotropy. While this phenomenon has been seen in experiments on tBG [62], experimental investigation of the resistivity anisotropy in tDBG remain to be performed, to the best of our knowledge. As opposed to STM setups, transport measurements [98–100] can usually be performed in the presence of top and back gates (Fig. 10), which allow one to control both the displacement field and the electronic density independently [10–13]. This provides more flexibility in stabilizing and tuning nematic order.

It is straightforward to derive, using symmetry considerations, the conductivity tensor $\sigma_{\alpha\beta}$ relating the in-plane electric current $J_{\alpha}$ and the electric field $E_{\beta}$ ($\alpha, \beta = x, y$) via $J_{\alpha} = \sum_{\beta} \sigma_{\alpha\beta} E_{\beta}$. We find

$$\sigma = \begin{pmatrix} \sigma_0 + \lambda & \delta \\ \delta & \sigma_0 - \lambda \end{pmatrix},$$  \hspace{1cm} (28)

where $\lambda$ can only be nonzero if $C_3$ is broken, i.e., in the presence of nematic order, whereas $\delta \neq 0$ requires both $C_3$ and $C_{2\pi}$ to be broken. It follows that $\sigma^T = \sigma$ due to the assumption that time-reversal symmetry is preserved (in accordance with the Onsager relations). We emphasize that nematic order is essential to obtain a nontrivial conductivity tensor, $\sigma \neq \sigma_0$.

To experimentally extract the two nontrivial components of the conductivity in the nematic phase, we propose a strategy employed in previous experimental works [109]. In particular, we consider a current applied along a direction that makes an angle $\Omega$ with respect to a high-symmetry crystalline axis, taken here to be the axis of the $C_{2\pi}$ rotational symmetry. In principle, $\Omega$ can be varied in discrete intervals by using a so-called “sunbeam” pattern of Hall bars, as explained in Ref. 109. Writing $E = \sum_{j=1,2} E_j e_j(\Omega)$, and similarly for $J$, where $e_1(\Omega) = (\cos \Omega, \sin \Omega)^T$ and $e_2(\Omega) = (-\sin \Omega, \cos \Omega)^T$, we can define the longitudinal resistivity, $\rho_L(\Omega) \equiv E_1/J_1$, and the transverse resistivity, $\rho_T(\Omega) \equiv E_2/J_1$. From Eq. (28), we then have

$$\rho_L(\Omega) = \frac{1}{\sigma_0} - \frac{1}{\sigma_0} (\lambda \cos 2\Omega + \delta \sin 2\Omega),$$  \hspace{1cm} (29a)

$$\rho_T(\Omega) = \frac{1}{\sigma_0} (\lambda \sin 2\Omega - \delta \cos 2\Omega).$$  \hspace{1cm} (29b)

We see that both the longitudinal and transverse resistivities show oscillatory behaviors as a function of $\Omega$ if and only if $C_3$ is broken. Due to the additional $\Omega$-independent (and likely dominant) contribution in $\rho_L$, we expect $\rho_T$ to be better suited for the experimental identification and study of nematic order [109].

While it is clear by symmetry that $\delta$, and hence, the “phase offset” of the twofold oscillations of $\rho_T(\Omega)$, will depend on the displacement field as well as the orientation of the nematic director, a microscopic calculation is required to establish a direct relation. To this end, we employ a Boltzmann transport approach in the relaxation-time approximation [110]. Focusing, for notational simplicity, on the bands that lead to Fermi surfaces [one band for each valley $\eta = \pm$ and for each spin, denoted by CFB in Fig. 1(a)], we obtain

$$\sigma_{\alpha\beta} = \frac{2e^2 \tau}{V} \sum_{\eta=\pm} \left\langle \langle v_{\mathbf{k},\eta} \rangle, (30a)$$

where all the nonuniversal properties are encoded in the generalized average

$$\langle \ldots \rangle_\eta \equiv \frac{4}{TN} \sum_{\mathbf{k}} \frac{\tau_{\mathbf{k},\eta}/\tau}{\cosh^2\left(\frac{E^{p}_{\mathbf{k},\eta}-\mu}{2\tau}\right)} \ldots \hspace{1cm} (30b)$$

and in the velocities $v_{\mathbf{k},\eta} = \nabla_{\mathbf{k}} E^{p}_{\mathbf{k},\eta}$. Here, $N$ is the number of moiré unit cells, $V$ is the area of the moiré unit cell, $E^{p}_{\mathbf{k},\eta}$ is the band dispersion in the presence of nematic order, and $\tau_{\mathbf{k},\eta}$ is the relaxation-time scattering rate for
momentum $k$ in valley $\eta$. We further defined the average scattering rate $\tau = N^{-1} \sum_k \tau_{k,\eta}$, which is the same in both valleys, as a consequence of time-reversal symmetry.

For moiré nematicity, the impact of nematic order is readily computed since $E_{k,\eta}^\Phi = E_{k,\eta} + \Phi \cdot f(k)$ [see Eq. (4)], and thus, $\nu_{k,\eta} \rightarrow \nu_{k,\eta}^0 + \sum_j \Phi_j (\nabla f_j)(k)$, where $\nu_{k,\eta}^0$ is the velocity without nematicity. Expanding Eq. (30) to linear order in $\Phi$, we obtain

$$\sigma_{\alpha\beta} = \delta_{\alpha\beta} \sigma_0 + \frac{2e^2 \tau}{V} \sum_j T_{\alpha\beta}^{(j)} \Phi_j,$$

where $\sigma_0 = (2e^2 \tau) \sum_\eta \langle (\nu_{k,\eta}^0)_x (\nu_{k,\eta}^0)_y \rangle_{\eta,0}/V$ is the conductivity without nematic order, and we have introduced the third-rank tensor

$$T_{\alpha\beta}^{(j)} = \sum_{\tau = \pm} \left[ \langle (\nu_{k,\eta}^0)_\alpha \partial_{k,\tau} f_j(k) \rangle_{\eta,0} + (\alpha \leftrightarrow \beta) \right] - \frac{1}{T} \left( \langle (\nu_{k,\eta}^0)_\alpha (\nu_{k,\eta}^0)_\beta f_j(k) \tanh \frac{E_{k,\eta} - \mu}{2T} \rangle_{\eta,0} \right).$$

The extra subscript 0 in the average indicates that it is taken on average. We see that $T$ is symmetric in two of the three indices, $T_{\alpha\beta}^{(j)} = T_{\beta\alpha}^{(j)}$, in consistency with the Onsager relations. We make the very natural and common assumption that the impurities preserve the point group symmetries on average. Then, $T$ transforms as a vector under $C_3$ and $C_{2\pi}$, in all of its indices, which reduces the number of independent components to two. Choosing them to be $T_{xx}^{(1)}$ and $T_{xx}^{(2)}$, we recover the form of $\sigma$ in Eq. (28) with

$$\begin{align*}
\lambda &= \frac{2e^2 \tau}{V} \left( T_{xx}^{(1)} \Phi_1 + T_{xx}^{(2)} \Phi_2 \right), \\
\delta &= \frac{2e^2 \tau}{V} \left( T_{xx}^{(2)} \Phi_1 - T_{xx}^{(1)} \Phi_2 \right),
\end{align*}$$

Defining $T_{xx}^{(1)} + i T_{xx}^{(2)} = |\eta| e^{i \zeta}$, the transverse resistivity in Eq. (29b) acquires the simple form

$$\rho_T(\Omega) = \frac{2e^2 \tau}{V} |\eta| \Phi_0 \sin(2\Omega + 2\varphi - \zeta),$$

which is the central result of this section. In accordance with our symmetry-based discussion above, we see that $\rho_T \propto \Phi_0$, i.e., it is only nonzero in the presence of nematic order. Hence, the transverse resistivity provides an excellent tool to probe the latter, even if only one or a few generic $\Omega$ are accessible experimentally [62]. Interestingly, the phase offset of the twofold oscillations of $\rho_T(\Omega)$ also contains information about the degree of $C_{2\pi}$ breaking. As with the LDOS, there are two complementary effects—the orientation ($\varphi$) of the nematic director and the displacement-field-induced deformation of the band structure (related to the aforementioned band-structure effect) that breaks $C_{2\pi}$ symmetry, parametrized here by $\zeta$. Note that $\zeta = 0$ for $D = 0$ since $E_{C_{2\pi},k,\eta} = E_{k,\eta}$ implies that $T_{xx}^{(2)} = 0$.

To estimate the relative strengths of these two effects, we compute $\zeta(D)$ assuming a constant momentum-independent scattering rate, $\tau_{k,\eta} = \tau$, and using the eigenenergies $E_{k,\eta}$ obtained numerically from the continuum model with an unscreened displacement field $D = \Delta_0/L$. We find that as $\Delta_0$ is tuned from $-8$ to $+8$ meV, $\zeta$ varies between $\pm2.5^\circ$. Since this additional $D$-induced phase offset (by $\zeta$) of $\rho_T(2\Omega)$ in Eq. (34) is significantly smaller than that due to the direct rotation of the director $|\Delta| \sim \pi/2$ in the same range; see Fig. 8(b)], transverse resistivity measurements provide a convenient method to probe the nematic director $\varphi$ directly, as well as its dependence on the electric field.

V. DISCUSSION AND OUTLOOK

We investigated the nature of the nematic phase recently observed [63] experimentally in tDBG. A careful comparison between the STM data of Ref. 63 and theoretical calculations using the continuum model for the spatial and energy dependencies of the LDOS in the nematic phase reveal that the most likely candidate to explain the experimental observations is a moiré nematic order parameter. In this case, the nematic instability is driven by emergent degrees of freedom associated with the moiré superlattice, rather than being a byproduct of the known nematic instability that takes place in bilayer graphene [85]. This result suggests that the nematic phase is correlation-driven, and related to the physics of the moiré flat bands. Given that the same ingredients are present in several graphene-based moiré systems, this indicates that nematic order may be a more universal property of these types of systems, similar to the correlated insulating phases.

We also showed that, quite generally, for a system with threefold rotational symmetry that displays Potts-nematic order, an external electric field can be used to rotate the electronic nematic director, unlock it from the high-symmetry crystalline directions. This is in contrast to the more usual case of systems with fourfold rotational symmetry, where the director of the Ising-nematic order parameter is always fixed along high-symmetry directions, and only the magnitude of the order parameter can be tuned by external perturbations such as transverse strain or perpendicular magnetic fields [111]. This result highlights the higher degree of tunability of Potts-nematic order as compared to Ising-nematic order, making this system a closer electronic analogue to the continuous nematic order parameter of classical liquid crystals. Interestingly, previous work on tBG [73] has shown that a spontaneous breaking of the $C_{2\pi}$ symmetry can take place in uniaxially strained devices that have an underlying nematic instability, depending on whether the
external strain is compressive or tensile. Our current results show that a spontaneous electric field should emerge below this transition as well.

Finally, we demonstrated that this general coupling between the electric field and the nematic director is particularly sizable in tDBG, due to the sensitivity of its band structure to the displacement field. Specifically, we found that the nematic director can be rotated by about 10° by sweeping the displacement field over an experimentally accessible range of values. We showed that this electric-field-induced rotation of the nematic director is manifested most prominently in measurements of the transverse resistivity with respect to a generic axis that does not coincide with the high-symmetry crystalline axes. If other correlated graphene-based moiré superlattice systems which are strongly susceptible to displacement fields (such as twisted trilayer graphene [18, 19] or tDBG with alternative stacking configurations [89]), also exhibit nematic order, our proposed electrical control mechanism, in the limit of small θ, is \( G_i^{(1)} - G_i^{(2)} \) \((i = 1, 2)\). Note that the Dirac points of graphene are located at \( K_i^{(l)} = -\eta [2b_i^{(l)} + b_2^{(l)}]/3 \) in valley \( \eta = \pm 1 \) for the \( l \)-th BLG.

Labeling the two sublattices on layer \( \ell = 1, 2, 3, 4 \) by \( A_\ell, B_\ell \), the continuum Hamiltonian—at small twist angles \( \theta \ll 1 \)—is expressed in the Bloch basis of carbon’s \( p_z \) orbitals, \( (A_1, B_1, A_2, B_2, A_3, B_3, A_4, B_4) \) as

\[
H_{AB-AB} = \begin{pmatrix}
H_0(k_1) & S^{(1)}(k_1) \\
S(k_1) & H_0(k_1) \\
U & H_0(k_2) \\
S(k_2) & H_0(k_2)
\end{pmatrix} + V,
\]

where \( k_i = R(\pm \theta/2)(k - K_i^{(l)}) \) with \( \pm \) for \( l = 1, 2 \). Introducing the notation \( k_3 = \eta k_x \pm ik_y \), the various terms in \( H_{AB-AB} \) are given by 2 × 2 matrices:

\[
H_0(k) = \begin{pmatrix} 0 & -h v k_- \\
-h v k_+ & d \\
\end{pmatrix}, \quad H_0'(k) = \begin{pmatrix} d & -h v k_- \\
-h v k_+ & 0 \\
\end{pmatrix}, \\
S(k) = \begin{pmatrix} h v e k_+ & \gamma_1 \\
h v k_- & h v e k_+ \end{pmatrix}.
\]

Of these, \( H_0 \) and \( H_0' \) above are the Hamiltonians of monolayer graphene [112, 113], with a rescaled band velocity \( v = h v/a = 2.776 \text{ eV} \). The parameter \( d = 0.050 \text{ eV} \) accounts for a small additional on-site potential at the so-called dimer sites, where the \( A_1 \) atoms of the first layer are positioned directly above the \( B_2 \) atoms of the second [114]. The matrix \( S \) captures the interlayer coupling of AB-stacked BLG; \( \gamma_1 = 0.4 \text{ eV} \) denotes the coupling between the dimer sites, whereas \( v_3 \) and \( v_4 \) encode the diagonal hopping elements \( \gamma_3 = 0.32 \text{ eV} \) and \( \gamma_4 = 0.044 \text{ eV} \) as \( v_i = (\sqrt{3}/2)g_i/a \) \( (i = 3, 4) \) [114], and represent trigonal warping [115] of the energy band and electron-hole asymmetry, respectively, in AB-stacked BLG.

The couplings between the atoms in the second and third layers are encompassed by the moiré interlayer hopping matrix \( U \) in Eq. (A1) given by [91, 112, 113]

\[
U = \begin{pmatrix}
u & u' \\
u' & u
\end{pmatrix} + \begin{pmatrix} u & u' \omega^{-\eta} \\
u' \omega^{\eta} & u
\end{pmatrix} e^{i\eta (G_1^{(1)} + G_2^{(1)}) \mathbf{r}}, \quad \omega = e^{2\pi i/3}, \quad (A3)
\]

with \( u = 0.0797 \text{ eV} \) and \( u' = 0.0975 \text{ eV} \) [113]. It is noteworthy, however, that \( u \neq u' \) as this difference between the diagonal \( (u) \) and off-diagonal \( (u') \) amplitudes describes the crucial lattice relaxation effects [89, 113, 116–119]. In reciprocal space, the coupling \( U \) hybridizes the eigenstates at a Bloch vector \( \mathbf{k} \) in the moiré Brillouin zone.
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**Appendix A: Continuum model for tDBG**

In this appendix, we briefly summarize the continuum model [91] for tDBG introduced by Koshino [89] and tabulate the parameters employed for our calculations in the main text. The lattice vectors associated with each unrotated bilayer graphene (BLG) sheet are \( \mathbf{a}_1 = a(1,0) \) and \( \mathbf{a}_2 = a(1/2, \sqrt{3}/2) \), where \( a \approx 0.246 \text{ nm} \) is the lattice constant of graphene. Correspondingly, in momentum space, the two reciprocal lattice vectors are \( \mathbf{b}_1 = (2\pi/a)(1, -1/\sqrt{3}) \) and \( \mathbf{b}_2 = (2\pi/a)(0, 2/\sqrt{3}) \). Upon the application of a relative twist between the pair of BLGs, the lattice vectors of the \( l \)-th BLG are modified to \( \mathbf{a}_i^{(l)} = R(\pm \theta/2) \mathbf{a}_i \) with \( \mp \) for \( l = 1, 2 \), \( R(\theta) \) being the matrix for rotations by angle \( \theta \); their reciprocal lattice counterparts are then given by \( \mathbf{b}_i^{(l)} = R(\mp \theta/2) \mathbf{b}_i \). The reciprocal lattice vectors of the ensuing moiré pattern, in the limit of small \( \theta \), are \( G_i^{(1)} = \mathbf{b}_i^{(1)} - \mathbf{b}_i^{(2)} \) \((i = 1, 2)\).
with the states at \( q = k + G \), where \( G = m_1 G_1^M + m_2 G_2^M \) for \( m_1, m_2 \in \mathbb{Z} \).

As discussed in much detail in the main text, an important tuning knob in the system is the potential difference between the top and bottom graphene layers arising from the perpendicular displacement field applied in the experimental setup. Assuming that the electric field is constant, the interlayer asymmetric potential—\( V \) in Eq. (A1)—can be written as

\[
V = \text{diag} \left( \frac{3 \Delta_0}{2} \mathbb{I}, \frac{\Delta_0}{2} \mathbb{I}, -\frac{\Delta_0}{2} \mathbb{I}, -\frac{3 \Delta_0}{2} \mathbb{I} \right),
\]

(A4)

where \( \Delta_0 \) is the difference in electrostatic energy between adjacent layers, and \( \mathbb{I} \) indicates the \( 2 \times 2 \) unit matrix. This is indeed the parametrization for the model used in Sec. IV to study the effects of the displacement field.

For a more detailed comparison with the STM experiments, however, it is necessary to take electronic screening into consideration. The effect of an applied displacement field on the electronic structure of twisted double-bilayer graphene can be captured in the continuum model by requiring that the onsite energy for each monolayer Hamiltonian be a function of that layer’s vertical position \( z \) within the stack. In the limit of uniform screening, the interlayer potential difference is given simply by \( \Delta_0 = LD/\varepsilon \), where \( L \) is the \( c \)-axis lattice constant, \( D \) is the applied displacement field, and \( \varepsilon \) is the dielectric constant of the double-bilayer stack which we take to be \( \sim 12 \). To first order, the effect of screening can be described by a simple rescaling of the interlayer potential through the parameter \( \varepsilon \). In reality, however, the displacement field will tend to redistribute charge between the layers, thereby modulating the strength of the interlayer potential in a nonlinear fashion. We capture this in our model by self-consistently solving for the layer-dependent onsite energies in a manner that has previously proven successful for untwisted graphene multilayers \([120]\). In practice, this is achieved by initializing the calculation with an assumed set of layer potentials \( \Delta(z) \), and solving for the resulting charge density \( n(z) \) on each layer. This gives rise to a new set of layer potentials, \( \Delta'(z) \), given by the sum of the external displacement field and the field due to the redistributed charge densities \( n(z) \). We iterate this procedure until each \( \Delta'(z) \) matches the corresponding input \( \Delta(z) \) to within 1 meV and use this converged set of layer potentials for the calculations presented in the main text. Hence, for including a self-consistently calculated screened electric field, as in Sec. III, it is more convenient to use the formulation

\[
V = \text{diag} \left( \Delta_1 \mathbb{I}, \Delta_2 \mathbb{I}, \Delta_3 \mathbb{I}, \Delta_4 \mathbb{I} \right).
\]

(A5)

In this work, at a filling fraction of \( \nu = 0.475 \), we take the on-site potentials to be \( \Delta_1 = 4.079 \text{ meV} \), \( \Delta_2 = 1.021 \text{ meV} \), \( \Delta_3 = -1.537 \text{ meV} \), and \( \Delta_4 = -3.563 \text{ meV} \) for layers 1 through 4, respectively. For a generic value of \( \nu \), however, \( \Delta_i (i = 1, \ldots, 4) \) would assume different values.

Having established the structure of the Hamiltonian (A1), we carry out a numerical diagonalization in momentum space (keeping only finitely many wavevectors \( q \) within the cutoff circle \( |q - (K_{i1}^1 + K_{i2}^2)/2| < 4|G_i^M| \) ) to obtain the low-energy wavefunctions and eigenenergies \([121]\). This calculation can be performed independently for each valley because the intervalley coupling is negligible at small twist angles. The band structure obtained from such a computation is presented in Fig. 1(b).
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