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Abstract

We propose a method for computing the similarity of natural languages and for clustering them based on their lexical similarity. Our study provides evidence to be used in the investigation of the written intelligibility, i.e., the ability of people writing in different languages to understand one another without prior knowledge of foreign languages. We account for etymons and cognates, we quantify lexical similarity and we extend our analysis from words to languages. Based on the introduced methodology, we compute a matrix of Romance languages intelligibility.
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1. Introduction and Related Work

Determining degrees of similarity between the world’s languages is an intensely debated issue (Lebart and Rajman, 2000), many of the controversies in historical and comparative linguistics being centered on language classification (McMahon and McMahon, 2003). In spite of the fact that linguistic literature abounds in claims of classification of natural languages, McMahon and McMahon (2003) argue for the necessity of development of quantitative and computational methods in this field. Methods for comparing languages are constantly developed and periodically reassessed (Ringe et al., 2002; Alekseyenko et al., 2012; Atkinson et al., 2005; Barbacson et al., 2013) and many of them have crossed the discipline boundaries by borrowing computational tools from different fields (Bortolussi et al., 2011). Dyen et al. (1992) investigate the classification of Indo-European languages by applying a lexicostatistical method. Campbell (2003) analyzes various approaches used over time for establishing relationships between languages, emphasizing the popularity of the comparative method. Barbacson et al. (2013) show that the difficulty in the evaluation of the results regarding phylogenetic trees reconstruction resides in the variety of computational methods used and in the differences in datasets. McMahon and McMahon (2003) point out that in many situations the similarity of natural languages is a fairly vague notion, both linguists and non-linguists having rather intuitions about which languages are more similar to which others; in some cases, they are based on the very subjective opinions of the authors. If grouping of languages in linguistic families is generally accepted, the relationships between languages belonging to the same family are still controversial and are periodically investigated. Degrees of similarity between languages are far from being certain; values vary considerably from one researcher to another, not only for exotic languages, but even for extensively studied languages, many of which are closely related. According to Gooskens (2007), some genetically related languages are so close to each other, that the speakers are able to communicate without prior instruction. Gooskens et al. (2008) analyze several phonetic and lexical predictors of intelligibility and, to determine the relevance of each linguistic level, they correlate the intelligibility scores with lexical and phonetic distances. Their analysis leads to the conclusion that the two levels are to a large extent independent and that linguistic distances can successfully predict intelligibility between closely related languages. Regarding lexical distances, they account for the number of non-cognates, arguing that these words are basically unintelligible to listeners without prior knowledge of the considered language and that intelligibility is inversely related to the number of non-cognates. The language intelligibility problem is also mentioned in the report published in 2007 at the European Commission by the High Level Group on Multilingualism (HLGM), which emphasizes “a lack of knowledge about mutual intelligibility between closely related languages in Europe and the lack of knowledge about the possibilities for communicating through receptive multilingualism, i.e., where speakers of closely related languages each speak their own language”. In today’s context of European multilingualism and massive population mobility, a deeper insight into this matter might not have only a theoretical, cultural, communicative, educational or scientific impact, but an economic or business impact as well. In this paper we investigate the similarity of natural languages with respect to their written intelligibility, i.e., the ability of people writing in different languages to understand one another without prior knowledge of foreign languages. The written form of a language is found not only in literature, but in other various forms as well: movie subtitles, on-line news or communication networks (chats, for example). In a broadly accepted sense, a language $L_1$ is closer to a language $L_2$ when texts written in $L_2$ are easier understood by speakers of $L_1$ without prior knowledge of $L_2$. The reverse is also true. In other words, the higher the intelligibility degree between two languages, the closer they are.

1.1. Our Approach

Although there are multiple aspects that are relevant in the study of language relatedness, such as orthographic, phonetic, syntactic and semantic differences, in this paper we focus only on lexical similarity. The orthographic ap-
proach relies on the idea that sound changes leave traces in the orthography, and alphabetic character correspondences represent, to a fairly large extent, sound correspondences (Delmestri and Cristianini, 2010). The motivation of our approach is that, when people encounter a language for the first time in written form, it is more likely that they can distinguish and individualize words which resemble words from their native language. These words are probably either inherited from their mother tongue (etymons), or have a common ancestor with the words in their language (cognates). We propose a dictionary-based approach to automatically extract related words and a method for computing the lexical similarity of natural languages. Our approach implies a detailed investigation which comprises, besides quantitative aspects, a qualitative insight into the relatedness of languages and accounts not only for the number of related words, as it is usually done in lexicostatistics, but also for their forms, quantifying lexical similarity.

As a case study we choose a good candidate for European languages, namely the Romance family. We investigate the written intelligibility of the following Romance languages: Romanian, Italian, French, Spanish and Portuguese. Even though they are closely related, not only do degrees of similarity between any two Romance languages vary from one author to another, but their classification is also controversial. For example, McMahon and McMahon (2003) report two different results for the classification of Romanian within the Romance family, either marginal or more integrated within the group.

The paper is organized as follows: in Section 2 we present our approach and methodology. In Section 3 we report and analyze the results obtained for the Romance languages, and Section 4 is dedicated to conclusions and future work.

2. Algorithm and Methodology

In this section we briefly describe our method for determining lexical similarity between related languages, based on linguistic relationships identification and string similarity computation (see also Figure 1). The basic steps of our methodology are detailed below.

2.1. Algorithm

2.1.1. Preprocessing

Given a corpus $C$, we start by preprocessing the text.

Step 1. Data Cleaning. We perform basic word segmentation, using whitespace and punctuation marks as delimiters and we lower-case all words. We remove from our corpora tokens that are irrelevant for our investigation, such as dates, numbers and non-textual annotations marked by non-alphanumeric characters.

Step 2. Stop Words Removal. We focus on analyzing word content and, in order to obtain relevant results, we remove stop words from our corpora. We use the lists of stop words for Romance languages provided by the Apache Lucene\(^1\) text search engine library.

Step 3. Lemmatization. We use lemmas for identifying words’ definitions in dictionaries and for computing adequate distances between related words. We use the FreeLing\(^2\) language analysis tool suite (Padró and Stanilovsky, 2012; Padró, 2011; Padró et al., 2010; Atserias et al., 2006; Carreras et al., 2004) to lemmatize French, Italian, Spanish and Portuguese words and the DexOnline\(^3\) machine-readable dictionary to lemmatize Romanian words. DexOnline provides information regarding the words’ inflected forms and enables us to correctly identify lemmas where no part-of-speech or semantic ambiguities arise (in this case we consider the first occurred lemma).

Figure 1: Algorithm for determining the lexical similarity between a corpus in language Lingua and related languages

2.1.2. Relationships Identification

Step 1. Etymology Detection. For most words, etymological dictionaries offer a unique etymology, but when more options are possible for explaining a word’s etymology (there are words whose etymology was and remains difficult to ascertain), dictionaries may provide multiple alternatives. We account for all the given etymological hypotheses, enabling our method to provide more accurate results. We use electronic dictionaries to extract information regarding words’ etymologies and etymons for Romanian\(^3\).

---

\(^1\)http://lucene.apache.org

\(^2\)http://nlp.lsi.upc.edu/freeling

\(^3\)http://dexonline.ro
Step 2. Cognates Identification. Cognates are words in different languages having the same etymology and a common ancestor. The task of cognates identification is widely used in historical and comparative linguistics, in the study of language relatedness (Ng et al., 2010), phylogenetic inference (Atkinson et al., 2005) and in identifying how and to what extent languages changed over time. The main problem is the automatic detection of cognate pairs. For this reason, most previous works regarding languages’ intelligibility report results on a small number of cognate pairs, which are usually manually determined. We introduce an automatic strategy for detecting pairs of cognates between two given languages, which enables the identification of all cognate pairs for the studied corpora. Considering a set of words in a given language \(L_1\), to identify the cognate pairs between \(L_1\) and a related language \(L_2\), we first determine the etymologies of the given words. Then we translate in \(L_1\) all words without \(L_2\) etymology\(^8\). We consider cognate candidate pairs formed of input words and their translations. Using electronic dictionaries, we extract etymology-related information for the translated words. To identify cognates we compare, for each pair of candidates, the etymologies and the etymons. If they match, we identify the words as being cognates. We assume that etymons match even when they are different inflected forms of the same word.

In order to evaluate our automatic method for extracting etymology-related information and for detecting related words, we randomly excerpt 500 words for each of the considered languages (Romanian, French, Italian, Spanish and Portuguese) and we manually determine their etymologies. Then, we compare these results with the automatically obtained etymologies and compute the accuracy for etymology extraction for each language. We obtain the following results: 95.45% accuracy for Romanian, 98% for Italian, 96.6% for French, 98.2% for Spanish and 99.8% for Portuguese.

2.1.3. Linguistic Distances

We are interested in determining lexical similarity, but not only regarding the number of words having etymons or cognates in foreign languages, but also regarding the resemblance degrees between the related words. For measuring orthographic distances between words we use the following three metrics: edit distance (Levenshtein, 1965), longest orthographic distance between words (Dinu and Dinu, 2005) and form distance (Dinu and Dinu, 2005). Let \(C = \{w_1, w_2, \ldots, w_{N_{words}}\}\) be a corpus in \(L_1\) and let \(L_2\) be a related language. We assume, without any loss of generality, that the elements of \(C\) are ordered such that \(C_L = \{w_1, w_2, \ldots, w_{N_{etymology}}\}\) is the subset of \(C\) containing all the words that have an etymon or a cognate pair in \(L_1\).

We use the following notations: \(N_{words}\) is the number of token words in \(C\), \(N_{lingua}\) is the number of token words in \(C_L\), \(\lambda\) is the empty string and \(x_i\) is the etymon or cognate pair of \(w_i\) in \(L_2\). Given a string distance \(\Delta\), we define the distance between \(L_1\) and \(L_2\) (with frequency support from corpus \(C\)) as follows:

\[
\Delta(L_1, L_2) = 1 - \frac{N_{lingua}}{N_{words}} + \sum_{x_i=1}^{N_{lingua}} \frac{\Delta(w_i, x_i)}{N_{words}}
\]

Hence, the similarity between languages \(L_1\) and \(L_2\) is defined as follows:

\[
Sim(L_1, L_2) = 1 - \Delta(L_1, L_2)
\]

3. Application: Romance Languages

3.1. Corpora

A major problem in our investigation was the lack of an agreed corpus for Romance languages on which to apply our method. We decided to use three multilingual corpora:

- **George Orwell’s “1984” Novel**, translated in a large number of languages and widely investigated in NLP applications;
- **Europarl**, a parallel corpus extracted from the European Parliament web site with the main intended use as aid for statistical machine translation research (Tiedemann, 2012);
- **Content of Wikipedia**, the well-known multilingual web-based encyclopedia, collaboratively edited and comprising about 30 million articles in 287 languages.

In this paper, we focus on the most representative set of words for each language, as mutual intelligibility is highly related to the words’ level of usage. We assume that words which are part of the basic lexicon of a language \(L\) are more relevant in our study, as they are more likely to be recognized by non-speakers of \(L\) and contribute to the languages’ perceived proximity to a higher extent than the rest of the vocabulary. Therefore, we account only for words in our corpora that are part of each language’s basic lexicon. The basic lexicon represents the nucleus of a language’s vocabulary and it is generally regarded as an important source of supporting evidence in this field (Campbell, 2003). Some of the criteria that have been used over time for determining the composition of a basic lexicon are stated by Dinu (1996): the polysemy, the productivity (the number of derived words), the abundance of expressions and locutions in which the word is used, the degree of usage throughout the country’s territory and layers of society. For our experiments we use the representative vocabularies of Romance languages proposed by Sala (1988), which contain 2,588 distinct words for Romanian, 2,608 for Italian, 2,613 for Spanish, 2,309 for Portuguese and 2,561 for French. The words from the basic lexicons cover, in average, 55% of the total numbers of words in each corpus. In Table 1 we provide the number of type words, token words and lemmas for the three corpora and in Table 2 we report the number of type and token related words for each corpus.

\(^4\)http://www.sapere.it/sapere/dizionari
\(^5\)http://www.cnrtl.fr
\(^6\)http://lema.rae.es/drae
\(^7\)http://www.infopedia.pt/lingua-portuguesa
\(^8\)We translate Romanian words using Google Translate: http://translate.google.com
In this paper we propose an automatic method for determining natural languages intelligibility. We compute the intelligibility of Romance languages using 3 multilingual corpora: George Orwell’s “1984” novel, the Europarl parallel corpus and Wikipedia content. The positioning of French is interesting, especially in the Wikipedia data, where the
Western Romance languages are “split” by Romanian. The “1984” and Europarl data are closer to linguistic expectations, basically confirming decreasing similarity with Romanian from east to west. The different pattern shown by Wikipedia may be due to the fact that Wikipedia data does not provide a parallel corpus.

In our future work, we intend to develop the analysis of the basic lexicons to the entire corpora and to investigate the relationships between Romance languages and other language families. We also intend to develop a semi-automatic module for the word translation step in our method, based on a thorough preliminary analysis of the existing tools, such as GIZA++ (Och and Ney, 2003) or Moses (Koehn et al., 2007). We plan to investigate the semantic and part-of-speech ambiguities for the Romanian words and to improve the preprocessing step of our method with regard to lemmatization.
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