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Abstract

In this paper, we conduct systematic measurement studies to show that the high memory bandwidth consumption of modern distributed applications can lead to a significant drop of network throughput and a large increase of tail latency in high-speed RDMA networks. We identify its root cause as the high contention of memory bandwidth between application processes and network processes. This contention leads to frequent packet drops at the NIC of receiving hosts, which triggers the congestion control mechanism of the network and eventually results in network performance degradation.

To tackle this problem, we make a key observation that given the distributed storage service, the vast majority of data it receives from the network will be eventually written to high-speed storage media (e.g., SSD) by CPU. As such, we propose to bypass host memory when processing received data to completely circumvent this performance bottleneck. In particular, we design Lamda, a novel receiver cache processing system that consumes a small amount of CPU cache to process received data from the network at line rate. We implement a prototype of Lamda and evaluate its performance extensively in a Clos-based testbed. Results show that for distributed storage applications, Lamda improves network throughput by 4.7% with zero memory bandwidth consumption on storage nodes, and improves network throughput by up 17% and 45% for large block size and small size under the memory bandwidth pressure, respectively. Lamda can also be applied to latency-sensitive HPC applications, which reduces their communication latency by 35.1%.

1 Introduction

Memory access has become a bottleneck in the development of computer system architecture [17, 36]. Though memory capacity has increased dramatically, the memory bandwidth has not kept with CPU performance scaling [33, 41].

Device vendors and service providers are aware of the memory bandwidth problem and have been introducing new hardware and computation optimization to alleviate memory bandwidth [10, 31, 36]. For example, Direct Cache Access (DCA) and Data Direct I/O technology (DDIO) technologies were introduced to place the I/O data directly in the processor’s cache rather than main memory [12, 16, 23] (see Sec.2.2.1). The development of cache injection technique [4, 12, 13, 21] enables to access the cache directly to reduce memory bandwidth for applications like Key-Value [15, 28], RPC [14, 21, 40], etc. Processing-in-memory is another promising solution to place the processing logic closer to the memory, which reduces data movement during operation and utilize the internal bandwidth of chip [5, 11, 27, 39].

Moreover, the network process also needs to read/write memory. With the increasing deployment of distributed computation and storage systems, they demand for high-speed network to maintain good application-level performance. For example, storage nodes in the Cloud (Storage Area Network) SAN require 5-10 microseconds latency and 40-100 Gbps throughput [24]. Specifically, Remote Direct Memory Access (RDMA) [7] has been widely applied by current computation and storage systems [8, 10, 31, 32, 43, 44] for the high bandwidth and ultra-low latency. Meanwhile, applications maintain a high-level memory bandwidth usage, where the average memory throughput is over 90% in one production storage system.

However, the impact of high memory utilization on network performance is not well addressed in the literature. To reveal the influence of memory bandwidth contention between application and networking processes, we conduct extensive measurement studies on the leading techniques of DDIO, RDMA and RoCEv2 protocol in datacenter networks. We observe that the high memory bandwidth consumption will cause network throughput drop by 30%-50%, and tail-latency deteriorate by 2x (see Sec. 2.2.2). We then perform in-depth empirical analysis and identify the root cause. Specifically, the contention leads to frequent packet drops, and this problem can not be solved by DDIO write in the shared cache space (see Sec. 3). Packet drops trigger the congestion control mechanism of the network and eventually result in network
performance degradation and affects the performance of all applications in the datacenter.

We aim to release the network capacity by eliminating the impact of the high memory bandwidth consumption on networks. The objective is two-fold: 1) add no more memory to the host; and 2) reduce the bandwidth consumption of memory, such that we can scale to the future 200Gbps and 400Gbps networks (see Sec. 4.1). With regard to the storage system, we make a key observation that the vast majority of data it receives from the network will be eventually written to high-speed storage media (e.g., SSD). As such, we propose to bypass host memory when processing received data to completely circumvent this performance bottleneck.

In this paper, we propose Lamda, a novel system that allows remote devices to directly write data to storage media through processor’s cache, and hence prevents unnecessary memory accesses. Lamda introduces three key techniques: 1) To avoid memory contention between application and network processes, it ensures performance isolation by carefully assigning cache to application and network processes (see Sec. 4.3.1). The assigned cache space is proportional to the ration of incoming network data and local data used by the application. 2) To avoid ping-ponging data between main memory and cache, it realizes fast packet forwarding by using proper RDMA operations for small messages and large message respectively, and pipeline operation to speed up packets processing (see Sec. 4.3.2 and Sec. 4.3.3). 3) To avoid the system crash, it adopts the escape mechanism to exploit backup channel as the last resort for the system (see Sec. 4.3.4).

We implement and evaluate Lamda in a Clos-based testbed, both realistic storage and HPC systems. Results show that for distributed storage applications, Lamda improves network throughput by 4.7% with zero memory bandwidth consumption on storage nodes, and improves network throughput by up 17% and 45% for large block size and small size under the memory bandwidth pressure, respectively ((see Sec. 5.3.1)). For latency-sensitive HPC applications, Lamda reduces communication latency by 35.1% (see Sec. 5.3.2).

The contributions of this paper are summarized as follows:

- We conduct systematic measurement studies to understand the impact of memory bandwidth contention on the performance of high-speed networks and identify its root cause as the contention of memory between application and network processes. To the best of our knowledge, this is the first work that identifies this issue.
- To tackle this issue, we design Lamda, a novel host cache processing system that bypasses host memory and consumes a small amount of CPU cache to process received data from the network at line rate.
- We implement and evaluate Lamda through extensive experiments in a cluster with storage and computation applications to demonstrate its efficiency and efficacy.

2 Background and Motivation

2.1 Background

2.1.1 Memory bandwidth limitations

Memory subsystem directly impacts the performance of application systems. However, according to technology trend report, the performance growth of the current memory bandwidth has been degraded by 4x than CPU, and that of memory latency has been degraded by 6x [33] respectively. The memory bandwidth has become a bottleneck in the development of computer system under the Von Neumann architecture [17, 36].

More and more applications such as storage, big data processing, and high-performance computing, are memory bandwidth sensitive rather than memory capacity, which means that the performance of applications is limited by memory bandwidth [18]. Therefore, applications acquire more memory modules to maintain performance. However, due to the limitation of CPU channels, the number of memory modules that a single machine can support is limited. As a result, we have to separate applications to different clusters, which had low utilization (higher cost).

We show the bandwidth of memory from different manufacturers. As shown in Figure 1(a), when memory capacity grows by 50%, the rate of memory Read grows less than 30%. As shown in Figure 1(b), under the 1:1 read/write ratio, the rate of memory bandwidth grows by less than 20% when memory capacity grows by 50%. Therefore, in order to meet the need of memory bandwidth, we have to spend more money and waste part of the memory capacity.

We then evaluate the usage of memory bandwidth for stor-
Figure 4: Different approaches of DMA for transferring data

Figure 4(a) is a standard method to use traditional Direct Memory Access (DMA). This method is inefficient and costly in terms of access latency and memory bandwidth usage. For example, a server has 6.72 ns to process small packets at 100 Gbps, whereas every access to main memory takes 100 ns, 15× more expensive [13].

Figure 4(b) is a faster I/O technology Direct Cache Access (DCA). DCA exploits PCIe Transaction Layer Packet Processing Hint. It prefetches portions of I/O data to the processor’s cache. While this method of implementing DCA can efficiently prefetch the required parts of the I/O data, it is still inefficient in terms of memory bandwidth usage since the entire packet is DMA-ed to main memory [16, 23].

Figure 4(c) is Data Direct I/O technology (DDIO), which is also known as write-allocate-write-update-capable DCA. With DDIO, I/O devices perform DMA directly to/from Last Level Cache (LLC) rather than system memory. For packet processing applications, NICs can send/receive both RX/TX descriptors and the packets themselves via the LLC. Intel DDIO technology enables data delivery operations to be accomplished with a few trips to memory as possible [12].

2.2 Motivation
In this section, we study how to access memory to get the best performance out of the latest hardware.

2.2.1 Data access path
A standard method to transfer data from an I/O device to a processor is Direct Memory Access (DMA). In this mechanism, the processor provides an I/O device with a set of the memory address, aka receive descriptors. After that, I/O devices read/write data directly from/to the main memory without involving the processor. There are three different access methods:

- Figure 4(a) is a standard method to use traditional Direct Memory Access (DMA). This method is inefficient and costly in terms of access latency and memory bandwidth usage. For example, a server has 6.72 ns to process small packets at 100 Gbps, whereas every access to main memory takes 100 ns, 15× more expensive [13].
- Figure 4(b) is a faster I/O technology Direct Cache Access (DCA). DCA exploits PCIe Transaction Layer Packet Processing Hint. It prefetches portions of I/O data to the processor’s cache. While this method of implementing DCA can efficiently prefetch the required parts of the I/O data, it is still inefficient in terms of memory bandwidth usage since the entire packet is DMA-ed to main memory [16, 23].
- Figure 4(c) is Data Direct I/O technology (DDIO), which is also known as write-allocate-write-update-capable DCA. With DDIO, I/O devices perform DMA directly to/from Last Level Cache (LLC) rather than system memory. For packet processing applications, NICs can send/receive both RX/TX descriptors and the packets themselves via the LLC. Intel DDIO technology enables data delivery operations to be accomplished with a few trips to memory as possible [12].

2.2.2 The impact of the memory bandwidth pressure
To meet the application’s demand, network operators maintain a high bandwidth RDMA network running RoCEv2 protocol and deploy different congestion control algorithms under different application requirements even with DDIO enabled. As shown in Figure 5, DCQCN+PFC(CX4) means we used DCQCN of ConnectX-4 RNIC and deployed PFC to prevent packet loss. DCQCN(CX5) means we used DCQCN of ConnectX-5 RNIC and use the packet loss retransmission mechanism which is comes with the RNIC. DCQCN+PFC(CX5) means we used DCQCN of ConnectX-5 RNIC and deployed PFC to prevent packet loss. The client sends data to the server through RDMA write by Perftest tools [2]. Meanwhile, we simulate memory bandwidth pressure on the server through membw application from the RDT benchmark [3], which is a memory bandwidth benchmark for frequently reading and writing memory. Network throughput is severely affected by memory bandwidth pressure problem. For example, the network throughput of DCQCN+PFC(CX4) drops about 25.1% under the memory bandwidth pressure. The network throughput of DCQCN+PFC(CX5) drops about
46.1% under the memory bandwidth pressure. As shown in Figure 6, network latency is also severely affected by memory bandwidth pressure. The results are normalized according to the network latency with no memory bandwidth pressure. As shown in Figure 6(a), 99 percent network latency of DCQCN(CX5) deterioration by 2x, and 999 percent network latency worsened by 4x. As shown in Figure 6(b), 99 percent and 999 percent network latency of DCQCN+PFC(CX5) worsened by about 2x.

Under different network bandwidth and congestion algorithm configurations, the performance of the network will be affected by the memory bandwidth pressure problem. The reason is that network process also needs to consume memory bandwidth, and contention with the application for memory bandwidth. With the development of the network bandwidth, it occupies an increasing percentage of memory bandwidth, which will lead to more serious contention and make more seriously network performance degradation.

3 Understanding details of network performance fluctuations

This section discusses two questions: (1) Why network performance suffers from memory bandwidth pressure even with DDIO enabled? (2) Can we continue to take advantage of LLC under the memory bandwidth pressure?

Testbed. We use a testbed with the configuration shown in Table 1 running Centos 7.2 (Linux kernel-3.10.0) with Haswell. PFC PAUSE frames are disabled to avoid taking into account pause duration in the end-to-end latency. We rewrite the Mellanox RDMA tests to implement send and receive packets and generate memory bandwidth pressure with storage FIO test and perform precise cache management/partitioning (e.g., LLC way partitioning with CAT [3], Cache Allocate Technology presented by Intel). To monitor DDIO and its interaction with I/O devices, we use Intel Performance Counter Monitor (PCM) tool to count the number of PCIe write hits/misses (represented as an ItoM event) and PCIe read hits/misses (represented as a PCIeReadCur event).

3.1 Why network suffers?

This section scrutinizes the performance of DDIO in different scenarios and the goal is to find out why network performance is still affected by the memory bandwidth pressure problem with DDIO enabled. Generally, the I/O device data delivery operations using DDIO technology are achieved with fewer trips to memory, and in the ideal case, without any trips to memory. More specifically, there are two different write methods for DDIO write operation i.e. write allocate and write update. Intel announced that write update causes an in-place update in the cache and write allocate causes allocation in the last-level cache of the CPU’s caching hierarchy, but it did not mention the reason that DDIO is ineffective in the real scenarios which has been addressed in previous work [9, 13, 42]. Based on our experience, we speculate analyzing the difference between the two methods in real scenarios is the key to solving applications not taking advantage of DDIO.

The network performance affected by different write methods of DDIO are various. We assumed that write allocate requires more serial steps to trip the memory using an experiment in which we co-run an I/O intensive application and a cache-sensitive application on the same machine. We used an RDMA-based application as the I/O intensive application. Specifically, the server receives consecutive packets of 64KB at a 50 Gbps rate with four QPs using different memory buffer sizes (64KB-16MB). And for the cache and memory bandwidth sensitive application, we used membw. At the same time, we isolated the cache between the two applications with CAT, which limits different applications to a subset of LLC ways to perform precise cache management/partitioning. The DDIO is allocated to 0xC in 0xFFFFF LLC set-associativity (e.g., two of the twenty ways in Haswell processors). Each application was run on a different CPU core through taskset command to
avoid the impact of CPU process switching. ①Exp1 is configured with cache management/partitioning and DDIO enabled. ②Exp2 is configured without cache management/partitioning and DDIO enabled. ③Exp3 is configured without cache management/partitioning and DDIO disabled.

As shown in Figure 7(a), with the increase of memory occupied by data, the network throughput gradually decreases, and eventually stabilizes when the memory buffer size is larger than 2MB. Compared with Exp1, the average network throughput of Exp2 is decreased by about 10% when the memory buffer size is 512KB. However, when the memory buffer size is larger than 2MB (the default cache size used for DDIO), the network throughput of Exp1 and Exp2 are almost equal. As shown in Figure 7(b), When the buffer size of memory is less than 2MB, the cache miss rate of Exp1 gradually increases. The cache miss rate of Exp2 also gradually increases but always greater than that of Exp1. When the buffer size of memory is larger than 2MB, the cache miss rate of them are both about 100%. Exp3 has the worst network performance among them. The network throughput of Exp3 is decreased by about 29% and 17% compared with Exp1 and Exp2 respectively.

We can see that isolating cache between the applications through CAT can alleviate memory bandwidth pressure problem. When the buffer size of memory is less than 512KB, the whole memory required for the data can be mapped into the cache. Under such circumstances, when a network packet is received, the NIC will only access the LLC but not the memory since the arrival of data will trigger the write update of DDIO. When the memory buffer size is larger than 512KB, the whole memory required for the data cannot be mapped into the LLC, which means the cache line miss, thus trigger the write allocate of DDIO. This process will first invalidate part of the cache in LLC through the LRU algorithm, and it needs to flush part of the data from LLC to memory, contending with the application for memory bandwidth. The memory bandwidth pressure problem is severe with DDIO disabled indeed. Moreover, we have found that memory bandwidth pressure will affect network performance during DDIO write allocate.

3.2 Can we continue to take advantage of LLC?

This section scrutinizes cache contention in different isolation configurations among the DDIO, the network process and the application. The goal is to find out if we can continue to take advantage of LLC even if under memory bandwidth pressure.

Why we need to isolate the cache for application, DDIO and network? When an application is limited to using cache ways that are also used by DDIO, cache lines allocated in LLC for DDIO may evict the code/data of the application itself. This issue was discussed by Tootoonchian and Alireza Farshin et al. [13, 42]. They prove that overlapping any application with DDIO ways in LLC can reduce the performance of both applications. Specifically, the value for Model Specific Register (MSR) with the address of “0xC8B” indicate the LLC ways occupied by DDIO in the system. We need to set up LLCs for the application that does not overlap with it through CAT.

Meanwhile, the network and application share the cache also cause cache contention problem. Specifically, for run-to-completion thread model, each thread needs to process both the network I/O logic and the application’s main work logic. The coupling of code segments and data segments between the network and the application under the run-to-completion model makes it impossible to isolate cache between them. Therefore, the data between the network and the application will contend cache with each other, resulting in unnecessary memory bandwidth because of ping-pong data between the memory and cache.

Is isolating cache good enough? Previous works illustrate that applications that share the LLC without overlapping with I/O can get better application performance than with overlapping [6, 13, 42]. However, the network performance is also impacted by the memory bandwidth pressure problem after cache isolating. We further isolate network and application to analyze the impact on the memory bandwidth pressure.

We build a network-application isolated ping pong benchmark. We simulate network and the application through different processes and deploy them to the same physical node with
a shared receive memory pool. They are bound to different CPU cores and different LLC ways without overlapping. The client sends data to the network process and then network process notifies the application to process data under the different message sizes. ①Exp1: Application reads the data through the shared memory pool directly and then forwards it to the client. ②Exp2: Application sends the data through its own memory directly ③Exp3: Application copies the data from the shared memory pool to the fixed memory and then send it.

We measure the memory bandwidth of the physical node where the network and application are located. As shown in Figure 8, Exp1 consumes almost zero memory bandwidth but Exp2 consumes memory bandwidth in memory read direction. Although network and application are assigned to different LLC ways, this does not characteristics of LLC shared by all cores. Therefore, if the memory address is mapped into the cache allocated by network, the application can still cache hit the same memory address. In Exp1, the arrival of network data is written to the LLC through DDIO. When the application send data, NIC will read the data from the LLC directly and does not consume memory bandwidth. In Exp2, the application send data through its own memory. Since the memory address is not mapped into the cache, consuming memory bandwidth in read direction. When the NIC DMA data in read direction, if the memory address of the data is not in the cache, the memory will be accessed always. This is in contrast to the fact that DDIO forces the memory address to be mapped into the cache when the NIC receives data. Exp3 also consumes almost zero memory bandwidth. The reason is that Exp3 maps the memory address of the data into the cache through once memory copy. Since the destination memory address of the copy is always the same, an cache-to-cache copy also consumes zero memory bandwidth.

Through the above experiments, we know that relying on cache isolation between DDIO, network and application can still consume memory bandwidth. When sending data, the NIC will first send control information to the cache to determine whether the data is in the cache. If cache hits, the NIC will read data from cache directly. Otherwise, then the NIC will read data from the memory, consuming memory bandwidth in read direction. In the case where data needs to be sent multiple times such as data replication, loading the data into the cache first can greatly reduce the required memory bandwidth. Meanwhile, reasonable copying data between cache can avoid the impact under the memory bandwidth pressure.

4 Lamda

4.1 Design rationale

In this section, we describe the design goals and architecture of Lamda. Two goals dominate the Lamda:

- Minimizing performance impact on applications: The fluctuations of network performance including both throughput and latency could seriously hurt the predictability of application performance. As the network bottleneck shifting from network core to end-host in hundreds of Gbps network, the design and running of micro routing PCIe network in end-host are also significant for applications’ end-to-end performance.

- Minimizing the involvement of memory when processing received data: We make a key observation that in modern distributed applications such as distributed storage systems, HPC computing and big data analytics, memory is only an intermediate stop for the massive amounts of data received from the network. The eventual destination of these data is either high-speed storage media (e.g., SSD), or computation unit (e.g., GPU). As such, the network performance can gain substantially if we can minimize the involvement of memory on processing the received data.

4.2 Key ideas

We start by explaining the key ideas that make Lamda possible. The core insight of Lamda is that LLC of modern CPUs is usually large (tens of MB) and high performance (hundreds of GBps) and the most important point is that applications don’t take good advantage of it. Lamda could minimize memory bandwidth consumption and stabilize application performance by shifting the middle station from memory to cache for data forwarding, with good control of cache space usage. In detail, Lamda designs three key mechanisms:

- Cache isolation between network and applications: To ensure network performance and mitigate cache contention among applications and I/O devices, Lamda allocates dedicated cache group for IO devices and applications. During data forwarding, I/O devices would read or write data from or to dedicated cache group by DDIO. Then applications running over computing devices could also read or write data on same cache group but could not change the memory-to-cache mapping. When applications access their other memory area, cache swapping would be executed on their dedicated cache group, without generating unexpected cache swapping on cache group for IO devices and unnecessary memory bandwidth consumption. This mechanism is inspired by Alireza [13].

- Network buffering with small-size cache resident occupy To avoid memory bandwidth consumption from frequent cache swapping and worse memory bandwidth contention with computing devices when I/O devices forward data. Lamda first limits the address range and the whole size of memory area that I/O devices could access by DDIO, enforcing that the dedicated cache group
could always accommodate memory area accessed by I/O devices and cache swapping would almost never happen. Then Lamda loads the memory area to dedicated cache group periodically and make it always cache resident. Finally, Lamda limits the total size of in-flight inbound data at receiver-side and adapt to the total size of memory area that I/O devices could access. As a result, I/O devices would always access and hit the dedicated cache group for each I/O and execute cache write update, without experiencing heavy cache swapping, cache allocation and memory bandwidth contention under cache miss.

- **Cache recycle with fast forwarding during transient period:** To effectively limit the whole occupied memory area that IO devices could access, Lamda requires that the cache area be recycled quickly, i.e., applications should process the received data from network and release related cache area back to Lamda as much as possible. To achieve fast data forwarding, Lamda uses separated threads to handle network IO and builds efficient cache management for all kinds of data size.

### 4.3 Architecture

We take the distributed storage system as an example to describe Lamda in detail and describe the performance obstacles and our corresponding solutions. The overall architecture of Lamda is shown in the Figure 9. There are three main modules in Lamda: 1. shared circular buffer, which is size-limited and shared between network thread and work thread of application. 2. network thread, which handles network I/O and manage memory area that I/O devices could access by DDIO. 3. work thread, which executes applications’ tasks and interacts with I/O devices to accomplish data forwarding. We explain them separately through cache isolation, cache management, cache pipeline processing and fault recovery.

#### 4.3.1 Cache isolation between network and application

Lamda firstly splits CPU LLC into two cache groups by CAT tool, assigns them to network thread (which manages memory area that IO devices could access) and work thread (which executes applications’ tasks). To determine the cache size for I/O devices, a simple I/O model could be used for analysis. In the simple I/O model, the processing capability among computing devices, network devices and storage devices are matched. A cache recycle is defined as the total time $T$ cost by data size $S$ passing from network devices to computing devices / storage devices and return to network devices. In this assumption, the cache size $C$ for I/O devices could be computed as $C = T \cdot S$. In our storage application, $T$ is about 3 5 us for typical 4KB data under peak network throughput and $T$ is no more than 1 ms, finally the maximum value of $C$ is about 4MB. For 100Gbps network, 4MB cache area could sustain about 320 us without cache overflow which is enough to accomplish cache recycle. In our environment, we use 4 LLC cache groups (0xF0000) of 20 cache groups (0xFFFFF), which means 4MB of the total 20MB is used for I/O devices to execute DDIO alone. The rest 16 cache group are reserved for work thread to execute application tasks.

#### 4.3.2 Cache reuse between network and application

After isolating cache group, I/O devices acquire the dedicated cache group for DDIO and they expose the cache group as a shared circular buffer for applications to do data forwarding. Lamda need to effectively management these cache groups. The work thread of application needs to be responsible for memory registration and all control operations are handled by the network thread. The network thread is responsible for inserting/deleting/updating corresponding to the data address in the shared circular queue. We design different optimizations for different RDMA transfer semantics.

**Shared Receive Queue (SRQ) based small message optimization.** For small messages less than 8KB, we use a two-side RDMA Send/Receive operation through a shared receive buffer. The work thread of application applies for memory through a shared memory pool with the network thread and registers it. Then the network thread submits the address information to the SRQ. Each time a new network message is received, a receive request in the shared receive queue will be consumed. The network thread notifies the work thread after receiving the completion event notification from the NIC. When the work thread processes the message, the memory corresponding to the data is back to the shared buffer. Then the network thread adds receive request corresponding to the memory address to the shared receive queue again. In the storage node of our distributed storage system, when the network thread receives the message, a single work thread will process the message and place it to the disk directly. Under the network bandwidth of 100 Gbps, it takes 320 us for the 4MB shared receive buffer to be fully filled. Therefore, the shared
Receiver-side control based large message optimization. For large messages larger than 8KB, we use a one-side RDMA Read operation. Since the memory address of the data is changing every time, the incoming data cannot be written to the memory address corresponding to the work request in the receive queue. The receiver initiates a data read request, and the request carries the memory address of the sender’s data memory address. We use receiver-side control to ensure the total amount of in-flight data remains within a certain range so that the corresponding memory address can be completely mapped into the cache. The newly arrived message can trigger the write update of DDIO instead of writing allocation, so it can avoid the data being flushed back to the memory under the memory bandwidth pressure influence. The work thread of the application slice the data to avoid the influence of large blocks of data. When the data block size is larger than 128KB, it will divide the large data into multiple requests according to the granularity of 128KB.

4.3.3 Fast forwarding and pipeline processing

In the distributed storage system, when a network message arrives, a series of data operations including CRC calculation, de/serialization, and data format conversion need to be performed. Then the data will be further placed to the disk or other storage nodes. The data flow process can be abstracted into the producer-consumer model of the network and application, as shown in Figure 10. The producer module in the network thread pushes data to the shared circular buffer, and the consumer module of the work thread process the data and forward it.

By slicing the large message according to the granularity of 128KB, the overhead of software processing and the arrival of network messages are in pipeline. Ideally, as shown in Figure 9, the message enters the shared buffer through ① and then directly writes to the disk through ④. Producers and consumers are not one-to-one. Data put per producer can be processed by any consumer. Due to the performance limitation of a single CPU, multiple work threads are required to ensure the parallel of the pipeline. In detail, according to the software processing overhead of the application, the incoming bandwidth and outgoing bandwidth of the message in the cache could be matched by adjusting the number of work threads, so that the cache can be reused as much as possible to further avoid the consumption of memory bandwidth. For example, for 100Gbps network bandwidth and 4MB buffer size, we take a fixed size of 8KB to split the data block. If the production interval of each 8KB data block at full rate is 0.64 us, if the processing time of each IO thread is 6.4 us, 10 IO threads are required to ensure the complete parallelism of the pipeline. Therefore, no unnecessary memory bandwidth is consumed through fast forwarding and pipeline processing.

4.3.4 Escape mechanism

There is a cumulative effect in the process of fast-forwarding. In this scene, if the reclamation speed of memory address decreases, it will lead to disrupt the normal execution of the application-network pipeline, causing unpredictable performance fluctuations. The reason is that network packets may arrive out of sequence, and the storage application is processed strictly in order, which makes the memory address corresponding to the out-of-order data packet may not be recycled in time. And the sender cannot send new data if the receiver does not have available memory addresses.

Lamda use a FIFO queue to keep the total amount of concurrent in-flight data within a certain range size. Specifically, each network thread has an initial minimum request window. And multiple network threads dynamically limit their request window according to the maximum request window, which means that the total amount of window size can not exceed a threshold, a.k.a the size of the cache allocated to execute DDIO by CAT. Meanwhile, Lambda achieve a timeout escape mechanism to avoid deadlock. Specifically, if the receiver does not have a memory address available for a certain time interval (milliseconds-level), it will apply a new memory address from the spare memory pool to receive new network data. This will lead to a burst of memory bandwidth read/write, resulting in a slight memory bandwidth consumption. Meanwhile, the escape mechanism can avoid network throughput jitter and achieve high network utilization.

4.4 Performance optimization

The workflow of the distributed storage system is as shown in Figure 11. Compute nodes generate real data and each segment is assigned to a BlockServer for I/O processing. Each ChunkServer initiates the RPC servers, and storage operations are performed by issuing pre-registered RPCs from BlockServer to ChunkServer. After the data reaches the ChunkServer, it is processed and placed to the disk. Moreover, a mix of BlockServers and ChunkServers will be deployed on each physical machine.
4.4.1 Performance hindrance

Due to part of the processing overhead, and the performance of a single CPU is insufficient, we need more CPUs to fully utilize the pipeline performance of the network application. We found that the overhead barriers of the storage system suffered from interaction between the network layer and storage layer. The newly arrived network message cannot be directly used by the storage protocol, so the CPU needs a series of computational processing. Not only does it induce more latency, but also leads to the computational bottleneck of the CPU.

As shown in Figure 12, for an RPC initiated from the storage domain to the network domain, the discrete objects in the storage layer would be firstly serialized into a continuous byte stream for inter-node network communication. The byte stream had to be deserialized into structured data at the Chunkserver side. The mismatch between storage protocol and network protocol format required redundant de/serialization operated through Protobuf. The overhead brought by RPC is non-negligible.

Meanwhile, data movement between network and storage also cause data translation overhead. Typical storage write operation is shown in Figure 13. The data from Blockserver was transferred to a continuous network memory buffer through RDMA communication, and then it was sliced and copied to the SSD memory buffer according to the storage’s data format, and then placed to the SSD. In detail, multiple process tasks such as CRC, data format conversion, serialization, and deserialization are required, which is the root cause of storage system exhausting memory bandwidth.

4.4.2 Optimization methodology

Lamda achieves fast path through removing RPC at the Read/Write data operation and realizes inline processing of network message through full-link offloading by RNIC. Lamda eliminated the protocol translation overhead by targeting the Read/Write RPC operations. Specifically, we designed a customized data structure while maintaining the flexibility and performance to replace the protobuf during Read/Write RPC. At the same time, we customized a fast path for storage Read/Write operation by offloading storage protocol to the network, which took the advantage of the lightweight data header of Read/Write data structure.

Meanwhile, Lambda enables network message to be written directly to the SSD through the cache, while consuming zero memory bandwidth. The data translation overhead brings great pressure on memory bandwidth when processing data. The RDMA UMR (User Mode Registration) and CRC offloading were used to inline data format construction for the storage layer. It makes the overhead caused by memory copy and the CRC calculation offload to the communication phase, which also reduces CPU utilization and memory bandwidth consumption.

5 Evaluation

We evaluate the performance of Lamda to validates our design principles.

5.1 Testbed Setup

Network Topology: The testbed is a Clos network, which mimics a small-scale PoD in the production datacenter. The testbed consists of two ToR switches and one spine switch. Each server is configured with two Mellanox NIC and connects to two ToR switches for high availability.

Workload: For micro-benchmark, we use dual Mellanox ConnectX-5 card (50Gbps). RDMA traffic is generated by using the Mellanox PerfTest tool, for performance evaluation in RDMA. Then we use standard network benchmarks to further measure the memory bandwidth consumption of Lamda on the host. For application-benchmark, we use dual Mellanox ConnectX-6 cards (200Gbps) to support real high-performance application deployment environment. We use FIO benchmark tools to generate traffic for distributed storage system. And use MVAPICH benchmark [35] tools to verify Lamda performance for high-performance computing.
At the same time, we deploy the DCQCN that comes with Mellanox NIC and cancel the PFC to avoid the impact of PFC to the network latency.

5.2 Micro-benchmark

We seek to understand: (1) can Lamda match the throughput for fast forwarding? (2) how is the network performance of Lamda under the memory bandwidth pressure? (3) can Lamda adapt to reduce memory bandwidth consumption?

**Effectiveness of fast forwarding:** In order to evaluate Lamda performance for fast forwarding, we measure the optimization gain in terms of fast forwarding throughput and end-to-end latency per work thread. As shown in Figure 14, Lamda improves by up to 3.8x fast forwarding throughput per work thread of the application at most. For 4KB block size, Lamda increases 1.1x network throughput supported for fast forwarding while maintains the almost same application latency. For 128KB block size, Lamda increase 3.7x network throughput and reduces 7% application latency. By network storage co-design for critical paths and offloading storage protocols to the network, Lamda avoids the overhead of processing and the overhead of frequently writing/reading data to memory. Therefore, Lamda can greatly increase the forwarding throughput that per work thread can support, allowing it to match network throughput with fewer work threads.

**Network performance:** To evaluate the network performance of Lamda under the memory bandwidth pressure, we measure the network throughput and the PCIe average latency of the receiver. We simulate memory bandwidth pressure on the receiver using `membw` application, and then keep on sequentially sending messages of fixed size at the different memory buffer size.

As shown in Figure 15(a), with Lamda optimization, the loss of network throughput is little. The improvement of throughput is notable from 512KB memory buffer size, and it up by 32% under the 4MB. It protects the application with large memory buffer size requirement from performance degradation. The PCIe latency from NIC to the host represents the average latency of the NIC writing data. The PCIe latency of each write operation fluctuates heavily, so we gather the each write latency during processing and calculate the average latency as the evaluation metric. As shown in Figure 15(b), the average PCIe latency decreases with Lamda optimization, and its reduction is up to 60% under the 4MB memory buffer size. This improvement thanks to the receive side control that reduces the cache miss rate when the memory size requested by the application is larger than the DDIO allocated.

We then evaluate the cache miss rate at the receiver, which provides more insight into the achieved performance gain as motioned above. With the increasing of memory buffer size, the DDIO method gradually shifts from DDIO write update to write allocation. And the cache miss rate of the NIC also gradually increases as shown in Figure 16. At the memory buffer size from 4MB, the cache miss rate before the optimization is close to 100%. At this time, under the memory bandwidth pressure, the cache is ineffective for acceleration of memory access even though DDIO is enabled. The receive side control of Lamda makes the miss rate reduced to about 2%, which improves the throughput and shorts the average latency of PCIe prominently.

**Memory bandwidth consumption:** The improvement of application performance comes from the efficiency of memory bandwidth consumption. In other word, use less memory bandwidth to write more data. Therefore, we measure the memory bandwidth consumption of writing the same size data to verify the effect of cache reusing and optimization of RDMA two-side operation. We run the storage network benchmark and kill other processes such as memory recycling to avoid influence. Figure 17 shows that Lamda can greatly reduce the consumption of memory bandwidth to background
To evaluate the performance of Lamda under realistic application, we test Lamda under distributed storage application and high-performance computing application. For storage application, the deployed ratio of computing clients nodes and storage nodes is 1:3 in a mixed deployment, which means each physical node is both a client and a storage server. Client nodes send I/O requests with different block size, and storage nodes backup data and respond to the request of client. For high-performance application, each physical node deploys 8 processes, and a total of 32 processes for MPI communication.

5.3 Storage Application

Network throughput and memory bandwidth optimization: To illustrate the effectiveness of Lamda in the storage system, we use FIO to generate large block data (128KB) and access the storage application server. We evaluate the network throughput and the memory bandwidth during deployment. As shown in Figure 18(a), Lamda improves by up to 8.4% network throughput. And as shown in Figure 18(b), Lamda decrease nearly 83% memory bandwidth consumption in average. At the same time, Lamda can reduce network throughput and memory bandwidth jitter. The reason is that NIC could directly write data to the dedicated cache and data is forwarded to the SSD directly with Lamda, which can avoid extra memory access. Meanwhile, Lamda can avoid the calculation of CRC by the CPU, thereby avoiding once memory access. Therefore, Lamda can avoid twice memory access in total, and the data is directly written to the SSD through the cache, achieving nearly zero memory bandwidth consumption.

Application performance optimization: To evaluate the network performance, we select one of the storage application nodes under the memory bandwidth pressure. We evaluate the average network throughput and the average 99.9th end-to-end latency from FIO client to the storage node while varying FIO’s block size. As shown in Figure 19(a), Lamda increase 17% FIO’s average great network throughput under the large block size (128KB) using Receive-side control while increase 45% average great throughput under the small block size (8KB) using SRQ. Under same bandwidth pressure, small block are more sensitive to IOPS than large block and achieved more significant improvement in throughput when consuming less memory bandwidth under Lamda. As shown in Figure 19(b), for average latency of FIO, Lamda reduce up to 18.1% and 47% for large block size and small block size, respectively. As shown in Figure 19(c), for 99.9th tail latency, Lamda could reduce up to 63% and 92% for large block size and small block size, respectively. The reason is that Lamda ensure that data received from the network is always and completely written to the dedicated cache group, and then forwarded to the disk directly, avoiding extra latency induced by the bandwidth contention under heavy memory bandwidth pressure.

Escape mechanism optimization: Slow recycle of memory area could quickly consume all receive memory area and lead to no available area to hold inbound data, resulting in back pressure to sender and reducing remote send rate. Frequent slow recycle of memory area would seriously hurt performance of application and should be avoided. Through Lamda’s escape mechanism, FIO could always achieve stable and peak throughput about 200Gbps. It is worth noting that escape mechanism of Lamda hardly consumes additional memory bandwidth consumption (about 1GBps) in comparison with throughput achieved under normal case. In summary, the escape mechanism of Lamda is necessary and useful for exception case.

5.3.2 Compute Application

The field of High-Performance Computing (HPC) has been seeing steady growth during the last 25 years. Most of the parallel applications such as weather forecasting, earthquake simulations, and chemical simulations, continue to use Message Passing Interface (MPI) libraries conforming to the MPI Standard. Thus, ensuring the performance and quality of the MPI library is important to the progress of the HPC field. We also deployed Lamda with part of the MPI library, and we verify its effect by running MVAPICH benchmark. As shown in Figure 20, Lamda can reduce the communication time of the MPI library under the pressure of the memory bandwidth bottlenecks. For all-to-all and all-gather communication, Lamda can reduce latency by up to 35.1% and 25% than before respectively. For all-reduce communication, Lamda can reduce latency by up to 5.5% than before. Lamda can achieve better performance optimization for communication-intensive MPI library. The reason is that communication-intensive MPI library is more affected by network performance than computation-intensive MPI library.
6 Related work

Novel Network Architecture: Many works use FPGA for network programmability to minimize the number of data moves on the host. Fukuda [15] and Lim [28] use FPGA to implement a data cache, they use the memory in the programmable NIC as an extension of the host. StRoM [40] and FlexNIC [19] offload the application layer based on the programmable NIC. Fine-grained memory access operations can be achieved through the NIC. The NIC can aggregate or filter the passing data. NetDIMM [4] and Dagger [26] connect programmable NIC and CPU via the memory bus, which means the arrival of network packets is no longer transmitted through the traditional PCIe bus, but through the memory bus. It changes the way data flows to the host and completely offloads the RPC software protocol stack. PMNet [38] uses FPGA to implement a programmable data plane, which further extends the original data persistence operation to the NIC. After the NIC receives the data, it is directly written to the persistent memory.

Network System Optimization: Meanwhile, many works analyze the unknown details of the system to make us design more reasonable applications. Larsen [25] measures the overhead of descriptors in the process of DMA data of the NIC. It abandons the complex IO control that the hardware relied on the memory system. Farshin [13] studies the details of the direct cache access technology in Intel, which remind us that DDIO optimization can reduce the latency of I/O intensive network functions. It focuses on the cache contention between DDIO and application, but does not consider the impact of memory bandwidth pressure and does not study how to use the cache efficiently with application. Rolf [34] shows that PCIe, alongside its interaction with the root complex and device drivers, can significantly impact the performance of end-host networking. They propose a methodology to analyze the cost of PCIe in detail.

System & Network Co-Design: Recently, there have been increasing amount of work that adopts system and network co-design through SmartNIC, including RPC systems [30,37], storage system [21,22,29] and key-value stores [15,19,20]. When the application runs across machines, the endpoint of the data path is the NIC. They greatly reduce the number of data moves from the NIC to the host by separating part of tasks on the host.

7 Conclusion

This paper shows that memory bandwidth pressure on the host can significantly impact the performance of end-host networking. Past research has reported some of the findings in the context of specific applications such as KVS acceleration and DCA technology. In contrast, we systematically showed that the memory bandwidth cannot perform as needed with increasing link speeds. We present, to our knowledge, the first detailed methodology to understand the impact of memory bandwidth pressure on network traffic systematically. We also present Lambda, a cache-reused high-performance implementation of the methodology for a systematic evaluation in real systems. We showcase the ability of Lambda to maintain a high level of performance even in the high memory bandwidth pressure, whose network performance is hardly affected, and achieve a great application performance.
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