ABSTRACT
Designing and formulating an ideal pharmaceutical product is a very tedious job for a formulator as it comprises of multiple objectives. The traditional method followed for years is not only expensive and time consuming but it also needs lot of effort to be put in and in spite of that at times it proves to be unfavourable and unpredictable too. The recent approach to optimise i.e. to achieve the best combination of product and process characteristics under the given conditions is by using Design of Experiment (DoE). Design of Experiment (DoE) is an organised approach to determine the relationship between the factors (Xs) affecting a process and the output of that process (Ys). The recent optimisation methodologies include various approaches that come under the 2 main categories namely, simultaneous optimisation and sequential optimisation. Nowadays there are various software available to carry out the optimisation of pharmaceutical products.

Introduction
Earlier, pharmaceutical products were formulated by trial and error method. Whereas formulators knowledge and experience played a vital role in formulation of new dosage forms or modification of existing. At times when skill, wisdom and luck wouldn’t favour it would result in waste of energy, time and resources [1]. The traditional way of designing a new formulation involved studying the influence of composition and process variables on dosage form characteristics, changing one single/separate factor at a time (COST), while keeping others constant. The technique is also referred to as changing One Variable at a Time (OVAT) or One Factor at a Time (OFAT). Using this approach the solution to the problem may be achieved but it does not guarantee the true optimum concentration or process. The product obtained may be sub-optimal, as a better formulation may still exist for the studied conditions. Therefore this approach faced various limitations and hence came the modern optimisation technique, which involves systematic design of experiments (DoE) [2].

Limitations of traditional approach include [3]:
- Time consuming
- Energy utilising
- Uneconomical
- Unpredictable
- Unsuitable to plug errors
- Ill-suited to reveal interactions
- Yielding only workable solutions.

Optimisation is the process of finding the best way of using the existing resources while taking into account all the factors that influence decisions in any experiment. It allows finding of the best possible value dependant variable by changing certain independent variables.

The objectives of optimisation involved to maintain the quality, reduce manufacturing costs, and safety of public and industry. Whereas the significance of optimising a pharmaceutical product involved the discovery of important variables involved, cheaper and efficient way of formulating the product and improving the consistency and usefulness of quality specification in the formulation[4].

Design of Experiments
It is an organised method used to determine the relationship between the factors (Xs) affecting a process and the output of that process (Ys). Statistical DoE refers to the process of...
planning the experiment in such a way that suitable data can be collected and analysed statistically, resulting in a valid and objective conclusion. This approach is used to draw meaningful conclusions from experimental data [4].

Advantages of DoE [2]

- Requires less number of experiments to achieve an optimum formulation.
- Yields the best solution in the presence of other competing objectives.
- It helps in tracing and rectifying the problem in a remarkably easier manner.
- Lead to complete understanding of the formulation system.
- Helps in finding the important and unimportant input variables.
- Tests and enhances robustness of the experimental studies.
- It allows change of formulation ingredients or processes independently.
- Aids in determining experimental error.
- Can simulate the product or process behaviour using model equation(s).
- Save a significant amount of resources viz. effort, time, materials and cost.
- Evaluate and improve the statistical significance of the proposed model(s).
- It predicts the performance of formulations without preparing them.
- It estimates and detects the possible interactions and additive effects among the variables.
- Facilitates decision making by response mapping before next experimentation.
- Provides reasonable flexibility in experimentation to assess the product system.
- Furnish ample information on formula behaviour from one simultaneous study.
- It decouples signal from background noise which enables inherent error estimation.

Applications of DoE [1, 5]

- Dissolution testing
- Granulation
- Tablet formulation
- Coating of tablets
- Extrusion- Spheronisation (macro particulate dosage forms)
- Transdermal drug delivery system
- Microcapsule / Nanoparticle / Liposome formation (micro particulate dosage forms)
- Fast release dosage forms
- Oral controlled release formulations
- Non oral semisolids
- Miscellaneous formulations

Important terms used in DoE optimisation techniques [1, 5, 8]:

- Variables - These are the measurements, values, which are characteristics of the data.
  - Independent variables: The input variables, which are directly under the control of the formulator.
  - Dependant variables: These are the responses or the characteristics of the resulting products.
- Factor - It is an assigned variable e.g. concentration, temperature, emulsifier, gelling agent, and drug: polymer ratio, etc.
- Levels - These are the values assigned to the factors. They are indicated as low, middle and high.
- Response - It is the effect evaluated from the selected factors and assigned levels.
- Constraints – Restrictions set on the levels of a factor.
- Effect – Change observed in the response by varying the levels of a factor.
- Interaction – It occurs when the effect is not directly proportional to the change in the factor levels.
- Orthogonality – When the estimated effects are caused by the main factor of interest and are independent of interactions.
- Confounding- When one cannot assess how much of the observed effect is due to the concerned factor.
- Main effects- Factor effects averaged at all factor levels.
- Factor space – Dimensional space defined by the coded variables.
- Response surface – Graphical depiction of mathematical relationship between independent and dependent variables.

Design of Experiments Plan [1]

The steps involved in design of experiments plan include:

Defining the objective

The optimization objective, i.e., the property of interest is clearly defined (e.g., drug release from a compressed tablet). Selected response variables should be such that they provide maximum information with minimal experimental effort and time.

Choice of appropriate computer interface

The choice of apposite software is vital. The computer package selected for the purpose should ideally encompass the facilities of executing several experimental designs for screening as well as response surface optimization, generating design matrices and response surfaces, and conducting statistical analysis and graphics for model diagnostic analysis.
Screening of the factors and selection of their levels

The independent variables to be investigated should be quantifiable. These are first screened for the identification of the possible factors. Once selected as factors, these variables are investigated for their effect on the dependent variable. The study is usually carried out at two levels to determine the main effect and the possible interactions. Then, the levels of each variable are established either from the prior experience or from the pilot studies. Factor level selection should be judicious enough to include the optima in the region of interest.

Selecting the optimization methodology

Based on the choice of independent variables and type of response expected, a suitable statistical method is selected. A choice has to be exercised between the various simultaneous or sequential methodologies available. If no information is available on the type of response, a quadratic model should be preferred.

Generating the design matrix

The experimental runs are conducted as per the chosen experimental design and the data are collected. The number of experimental trials required is dictated by the selected design. To measure the inherent variability, a sufficient number of replicates should also be determined.

Conducting the experimental studies

The pharmaceutical dosage forms are formulated as per the selected design model and its requisite number of experiments and further evaluated for the desired response(s).

Finding the optimum

The experimental data are used for generation of a mathematical model and an optimum formula is determined using search methods and/or mathematical optimization methods. This is usually facilitated with the help of suitable computer software.

Validating the results

The predicted optimal formulations are formulated, responses evaluated and inferences drawn. The results are implemented in the process/product development cycle or subsequent planning.

Methodologies of optimisation [1, 5]
DOE can be classified into two types:

- **Simultaneous Optimisation**
  Here the experimentation is done before carrying out optimisation.

- **Sequential optimisation**
  In this case as the optimisation study proceeds experimentation work continues sequentially.

- **Artificial neural network [6]**
  This technique is now outdated and no longer used in the field of pharmaceuticals.

Simultaneous Optimisation

It is a model dependant technique and is generally termed as response surface methodology (RSM). Response surface is an area of space defined within upper and lower limits of the independent variables depicting the relationship of these variables to the measured responses. The designs in simultaneous optimisation are often known as response surface designs [1]. The designs frequently in use are:

- **Factorial design and modifications**
- **Central Composite design and modifications**
- **Mixture designs**
- **D-optimal designs**

- **Factorial design and modifications**
  These are the most frequently used response surface designs. This design allows evaluation of multiple factors simultaneously and they are based upon first-degree mathematical model. They fall in two categories: full and fractional.

  **Full factorial design [1]**
  
  Full fractional designs involve studying the effect of all the factors (n) at various levels (x), including the interactions amongst them, with the total number of experiments as xn. The simplest fractional design involves study of two factors at two levels, with each level coded suitably. FDs are said to be symmetric, if each factor has same number of levels, and asymmetric, if the number of levels differs for each factor.
  
  When the number of factors is 5 or more, a full factorial design requires a large number of runs and is not very efficient. Plackett-Burman design is usually a preferred choice in case of five or more factors.
Fractional factorial design [2]
One difficulty with factorial designs is that the number of combinations increases exponentially with the number of variables that need to be manipulated. Fractional factorial design is used to examine multiple factors effectively with fewer runs than the corresponding full factorial design. It works by assuming that some or all interactions are negligible so that these effects can be confounded with each other.

The types of fractional factorial designs are:
- **Homogenous fractional** - These are used when a large number of factors are to be screened efficiently and higher order interactions are assumed negligible.
- **Mixed level fractional** - These are used for evaluating variety of factors for main effects and higher level interactions are assumed negligible.
- **Box-Hunter** - These are straight forward fractional designs encompassing a wide range of resolutions.
- **Plackett – Burman** - These designs prove to be effective screening designs when only main effects are of interest. They economically detect large main effects, assuming all interactions negligible when compared with few main effects. These designs are also called as saturated designs as it investigates n*4 experiments i.e. 8, 12, 16, 20, etc that is suitable for studying up to 7, 11, 15, 19, etc factors respectively.
- **Taguchi** - They allow estimation of main effects while minimising variance and accurate results depend upon absence of any interactions.
- **Latin square** - These are a special case of fractional factorial design wherein there is one factor of interest called treatment factor and two or more blocking (or nuisance) factors. They enable isolation of real effect by counterbalancing the level of the real factor across levels of the nuisance factors.
- **Central composite design and modification [2,7]**: It is also known as Box-Wilson design; it is the most often used design for second-order models. It contains a factorial or fractional factorial design with centre points that is increased with a group of star points that allows estimation of curvature. If the distance from the centre of the design space to a factorial point is ±1 unit for each factor, the distance from the centre of the design space to a star point is |α| > 1. The precise value of α depends on certain properties desired for the design and on the number of factors involved. Similarly, the number of centre point runs the design is to contain also depends on certain properties required for the design.

| Central Composite Design Type          | Description                                                                                                                                                                                                 |
|----------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| **Circumscribed central composite design** | CCC designs are the original form of the central composite design. The star points are placed at some distance α from the centre based on the properties desired for the design and the number of factors in the design. The star points set new extremes for the low and high settings for all factors. Fig. 2 illustrates a CCC design. These designs have spherical, circular, or hyperspherical symmetry and require 5 levels for each factor. |
| **Inscribed central composite design**  | For those situations in which the limits specified for factor settings are truly limits, CCI design uses the factor settings as the star points and creates a factorial or fractional factorial design within those limits (i.e. a CCI design is a scaled down |
CCC design with each factor level of the CCC design divided by $\alpha$ to generate the CCI design). This design also requires five levels of each factor.

**Faced central composite design**

In this the star points are at the centre of each face of the factorial space, so $\alpha = \pm 1$. This variety requires three levels of each factor.

---

**Mixture designs [1]:**

In pharmaceutical formulations with multiple excipients, the characteristics of the finished product usually do not depend on the quantity of each substance but depends on their proportions. Here, the sum total of the proportions of all excipients is unity and none of the fractions can be negative. Therefore, the levels of the various components can be varied with the restriction that the sum total should not exceed one. In a two-component mixture, only 1 factor level can be independently varied, while in a three-component mixture, only two factor levels can be independently varied. The remaining factor level is chosen to complete the sum to one. Hence, they have often been described as experimental designs for the formulation optimisation. For process optimisation, designs like Factorial Designs and Central Composite Designs are preferred. There are several types of mixture designs, the most popular being the simplex designs. A simplex is the simplest possible $n$-sided figure in a $(n-1)$ dimensional space. It is represented as a straight line for two components, as a 2-D triangle for three components, as a 3-D tetrahedron for four components and so on. The design points are uniformly distributed over the factor space and form the lattice. The design point layout for three factors using various models is shown in Fig. 3, where each point refers to an individual experiment.

---

**Fig. 2:** Illustrates the three types of central composite designs for two factors. Note that the CCC explores the largest process space and the CCI explores the smallest process space. Both the CCC and CCI are rotatable designs, but the CCF is not. In the CCC design, the design points describe a circle circumscribed about the factorial square. For three factors, the CCC design points describe a sphere around the factorial cube.

**Fig. 3:** Simplex mixture designs Simplex lattice design for 3 components (A, B and C) system. [21]
• D-Optimal design \[1\]
If the experimental domain is of a definite shape, e.g., cubic or spherical, the standard experimental designs are normally used. However, in case the domain is irregular in shape, D-optimal designs can be used. These are non-classical experimental designs based on the D-optimum criterion, and on the principle of minimization of variance and covariance of parameters. The optimal design method requires that a correct model is postulated, the variable space defined and the number of design points fixed in such a way that will determine the model coefficients with maximum possible efficiency. These designs can be continuous, i.e., more design points can be added to it subsequently, and the experimentation can be carried out in stages. D-optimal designs are also used for screening of factors. Depending upon the problem, these designs can also be used along with factorial, central composite and mixture designs.

- **Sequential optimisation\[1,5\]**
Despite numerous merits of simultaneous approaches, there are situations where there is hardly any prior knowledge about the effects of variables. Such situations call for the application of the sequential methods. In sequential approach, optimization is attempted in a step-wise fashion. Experimentation is started at an arbitrary point in the experimental domain and responses are evaluated. An important aspect of sequential designs is to know when the goal has been accomplished.

**Advantages**
- No need of planning all the experiments simultaneously,
- Prior knowledge of the response surface not essential,
- Interactive.

**Disadvantages**
- Number of experiments to reach an optimum cannot be predicted,
- Optimum found may not be the global optimum,
- Robustness is not known,
- Unsuitable for multiple objective problems,
- Attainment of optimum is judged only by the expert developmental scientist,
- Mathematical model and complete response surface is not generated,
- Yields unreliable results when multiple optima exist, and
- Applicable only when response surface is continuous.

The experimental model includes:
- Steepest ascent (descent) methods
- Optimum path method
- Sequential simplex techniques
- Evolutionary operations (EVOP)
- Steepest ascent (descent) methods:
This design is a direct optimization method for first-order designs. These approaches are an amalgamation of model-independent and model-dependent methods. The direction of the steepest increase of the response in terms of coded variables is determined, and then experiments are carried out along this line. This is followed by measurement of the response and is continued until an optimum is reached.

- **Optimum path method**
This method is just analogous to steepest ascent method, where the optimum is also searched outside the experimental domain by extrapolation. Such situations arise when choosing a very extensive experimental domain is difficult or the possible experimental domain is not known at the beginning of the study. However, this method is used for searching the optimum by extrapolation from a second-order design along a curved path.

- **Sequential simplex techniques**
The technique consists of first generating data from \(n + 1\) experiments, where \(n\) is the number of independent variables or factors. Based on \(n + 1\) responses and predetermined rules, one result is eliminated and a new experiment is performed. A decision is made as a result of experimentation, eventually terminating the study at an optimal response.

- **Evolutionary operations (EVOP)**
It is a popular technique in several industrial processes. The underlying basis for this approach is that the production procedure (formulation and process) is continued till the desired results are generated by careful planning and continuous repetition. The process is run in such a way that it produces a product that meets all the specifications and at the same time, generates information on product improvement. Generally, these involve factorial and simplex designs requiring a large number of experiments. In a typical industrial process, this extensive experimentation is usually not a problem, since the process will be run repeatedly over and over again.

- **Artificial neural networks\[1,6\]**
The ANNs are model-independent computational paradigms that can simulate the neurological processing ability of the human brain. ANN is a computer-based learning system that can be applied to quantify a nonlinear relationship between causal factors and pharmaceutical responses by means of iterative training of data obtained from a designed experiment. The results obtained from implementation of an experimental design are used as input information for learning. Once trained, the neurons of an ANN may be used to forecast outputs from new sets of input conditions.
A typical ANN must have one input layer and one output layer, and may contain one or more hidden layers as depicted in Fig. 4. The information is passed from input layer to the output layer through hidden layer(s) by the network connections or synapses. Modelling starts with a random set of synaptic weights and proceeds in iterations. During each iteration, connection weights are adapted via selected modelling. The basis of such modelling technique is to minimize the error, i.e., the difference between the
momentary network signal and the aimed signal based on the experimental results. When the minimal "δ error" is obtained, learning is completed and connection weights become the memory units. After this, the test set of values can be applied on a learned ANN to evaluate it. Subsequently, it can be used for output prediction on the basis of the new input values. The modelling is invariably done via suitable computer software. ANNs require a great deal of iterative computations, the use of versatile computer software dedicated for the purpose becomes almost obligatory for their execution.

![Schematic diagram illustrating various parts of an Artificial Neural Network](image)

**Fig.4:** Schematic diagram illustrating various parts of an Artificial Neural Network

**Software for optimisation of pharmaceutical product [1, 6]**

**Choice of Computer Software Package**

When selecting DoE software, it is important to look for not only a statistical engine that is fast and accurate but also the following:

- A simple graphic user interface (GUI) that's intuitive and easy-to-use.
- A well-written manual with tutorials to get you off to a quick start.
- A wide selection of designs for screening and optimizing processes or product formulations.

**Computer software used for optimisation of pharmaceutical products**

**Table 2: Different software used in optimisation techniques**

| Software               | Features                                                                                           |
|------------------------|---------------------------------------------------------------------------------------------------|
| Design Expert          | Optimizing pharmaceutical formulations and processes; allows screening and study of influential variables for FD, FFD, BBD, CCD, PBD and mixture designs; provides 3D plots that can be rotated to visualize the response surfaces and 2D contour maps; numerical and graphical optimization |
| Mini Tab               | Powerful DoE software for automated data analysis, graphic and help features, MS-Excel compatibility, includes almost all designs of RSM                      |
| JMP                    | DoE software for automated data analysis of various designs of RSM, graphic and help features     |
| CARD                   | Powerful DoE software for automated data analysis, includes graphic and help features             |
| DoE PRO XL & DoE KISS  | MS-Excel compatible DoE software for automated data analysis using Taguchi, FD, FFD and PBD. The relatively inexpensive software, DoE KISS is, however, applicable only to single response variable. |
| MATREX                 | Excel compatible optimization software with facilities for various experimental designs and Taguchi design. |
| Cornerstone™           | DoE software with features for executing various experimental designs                                 |
| ECHIP                  | Used for designing and analyzing optimization experiments                                           |
| GRG2                   | Mathematical optimization program to search for the maximum or minimum of a function with or without constraints |
| DoE PC IV              | Used for designing the optimization experiments                                                   |
| STATISTICA             | ANN-based software based on GRN technique                                                          |
| NEMROD®                | Suitable for FDs and CCDs, has features for numerical optimization and graphic outputs            |
MODDE
Suitable for response surface modelling and evaluation of fitting of model

SPSS
Comprehensive statistical software with facilities for implementing experimental designs

OMEGA
Only for mixture designs; only program that supports multicriterion decision making by Pareto-optimality, up to six objectives and has various statistical functions

DoE WISDOM
Supports designs for screening, D-optimal, Taguchi and user defined designs, also options are available for pare to optimality charts

COMPACT
Optimization software for systematic DoE and response surface methodology studies with state-of-art mathematical search techniques

OPTIMA
Generates the experimental design, fits a mathematical equations to the data and graphically depicts response surfaces

XSTAT
Aids in selection of an experimental design, has modules for numerical optimization and graphic outcomes

FACTOP
Aids in the optimization of formulation using various FDs, and other designs through development of polynomials and grid search; includes computer-aided-education module for optimization

Table 3: Examples showing the use of optimisation techniques in formulation

| Sr No. | Drug                  | Design                      | Reference                                                                 |
|--------|-----------------------|-----------------------------|---------------------------------------------------------------------------|
| 1      | Olmesartan            | Full factorial design       | Vaddemukkala. Y; 2015.[10]                                               |
| 2      | Hyaluronidase         | Fractional factorial design | K. Narayanan; 2014. [11]                                                  |
| 3      | Emtricitabine         | Central composite design    | Singh G; 2014[12]                                                          |
| 4      | -                     | Plackett - Burman design    | Jain S; 2010[13]                                                          |
| 5      | Glicazide             | Taguchi design              | J. Varshosaz; 2008[14]                                                    |
| 6      | Okra tablet as a dietary supplement | D-optimal design | Mohamad Zen; 2015[15]                                                   |
| 7      | Ondansetron           | Artificial neural network   | Buket Aksu; 2014. [16]                                                   |
| 8      | Tenofovir             | Box- Behnken                | Kefilwe Matlhola; 2015[17]                                               |
| 9      | Prednisolone          | Face centred composite design | Saini R; 2012.[18]                                                   |
| 10     | Levoacetitrizine Dihydrochloride | Response surface method | Dhiman S; 2011. [19]                                                   |
| 11     | Glipizide             | circumscribed central composite design | Habibuddin M; 2015. [20]                                               |
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