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Abstract

Recently, the anchor-free object detection model has shown great potential for accuracy and speed to exceed anchor-based object detection. Therefore, two issues are mainly studied in this article: (1) How to let the backbone network in the anchor-free object detection model learn feature extraction? (2) How to make better use of the feature pyramid network? In order to solve the above problems, experiments show that our model has a certain improvement in accuracy compared with the current popular detection models on the COCO dataset, the designed attention mechanism module can capture contextual information well, improve detection accuracy, and use SEPC network to help balance abstract and detailed information, and reduce the problem of semantic gap in the feature pyramid network. Whether it is anchor-based network model YOLOv3, Faster RCNN, or anchor-free network model Foveabox, FSAF, FCOS, Our optimal model can get 39.5% COCO AP under the background of ResNet50.
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1. Introduction

With the rapid development of deep learning, object detection is a basic computer vision task that combines the two tasks of object location and recognition. On the one hand, the effect of object detection is related to the research of many high-level tasks such as object tracking and pedestrian re-recognition, which has strong theoretical value; on the other hand, object detection has strong application value in the con-text of transportation, security, medical treatment, etc., so it has always been one of the important re-search tasks of computer vision. Most of these algo-rithms use anchors to solve the scale and scale changes of the target. The main purpose of the anch-chor is to deter-
is complex. The designed scale-balanced pyramid helps to balance abstract and detailed information, and the stacked pyramid convolution directly extracts spatial and scale features, reducing the problem of large semantic differences in the feature pyramid network. Our method is improved on the FCOS model.

2. Related Work

The object detection model based on deep learning has been developed so far and can be divided into two branches: anchor-free and anchor-based. Anchor-based detectors. The current detection models can be divided into two categories: one-stage and two-stage detection. One-stage detection includes YOLOv2[5], YOLOv3[6], RetinaNet[7], SSD, DSOD[8], etc. Single-stage object detection is defined as a one-step completion. the algorithm does not need to generate a candidate frame, only needs to map the preset candidate frame to the feature map, the category probability and position coordinates of the object can be marked directly to locate the object frame, and transformed the problem into a regression problem. After a single test, the final test result can be directly obtained, so the speed tends to be faster. Two-stage detection includes RFN[9], FPN[10], Cascade R-CNN[11], Libra R-CNN[12], TridentNet[13], etc. The two-stage object detection algorithm defines the detection frame as a process from coarse to fine. The candidate frames are obtained through selective search and Region Proposal Network algorithms, and then the images in these candidate frames are used as input to judge the object category, and the positioning of the bounding box of the object position completed by regression, so the algorithm has better detection accuracy and precision. Anchor-free detectors. Although anchor-based detectors currently dominate, anchor-free detectors are still evolving. Recently, Anchor-free object detection algorithms have received a lot of attention, and they do not rely on pre-defined anchor frames. Compared with the traditional anchor-based method, anchor-free detectors don’t have artificial hyperparameters for the anchor frame configuration. The detection structure is usually simpler and has the potential to surpass the anchor-based method in terms of speed and accuracy. The object detection model based on anchor-free is mainly divided into a object detection model based on key points and a target detection model based on the central region. Early work such as DenseBox[14], and UnitBox[15] explored another direction of region proposal, and was used in scene text detection and pedestrian detection. Recent work has promoted the performance of anchor-free detectors, gradually surpass some anchor-based detectors. Most of these anchor-free detectors are one-stage. For example, CornerNet[16],CornerNet-Lite[17], ExtremeNet[18] and CenterNet[19] convert object detection into corner points for detection. FSAF[20], Guided Anchoring[21], FCOS[22] and FoveaBox[23] encode bbox into anchor points and decode into distance from point to
boundary.

3. Our network structure

In this section, we mainly describe the AGSFCOS object detection network model in detail. The AGFCOS network model mainly includes extract feature network, attention mechanism GC block, feature pyramid network, scale equalization pyramid network, and classification and regression modules. The basic structure of the network model is shown in Figure 1.

3.1. Feature extraction network

This paper does not involve the improvement of the feature extraction network, and chooses a model with a smaller number of layers can effectively reduce the training cost and test time, so the feature extraction network in this paper uses ResNet50 uniformly. The network structure of ResNet50 is shown in Fig.2, but this article only uses the features of the C3, C4, and C5 layers in the ResNet50 network structure, and then performs the features of the C3, C4, and C5 layers respectively (8, 16, 32) The down-sampling is shown in Figure 2.

![Figure 2 – the structure of ResNet50](image)

3.2. Attention mechanism-GC block

The features extracted from the feature extraction network are put into this module, which includes three sub-modules: context modeling, transformation features, and feature fusion. The attention mechanism module of GC block [24] is shown in the Fig.4, which is mainly divided into three steps:

1. First, input x is convoluted by 1 * 1 to get a value of 1 * h * W, and then the weight of attention can be obtained by passing it through the Softmax layer.
2. Then global attention pooling is used to model the context of the input features. This step allows the entire input to cover the receptive field to capture the dependency between channels.
3. Finally, the feature elements obtained from the above two steps are added element by element to complete the feature fusion.

![Figure 3 – GC block structure](image)

The specific expression is shown in Equation (1):

$$z_i = x_i + W_{v_2} ReLU(LN(W_{v_1} \sum_{j=1}^{N_p} e^{w_k x_j}) x_j))$$

(1)

Among them, $\frac{e^{w_k x_j}}{\sum_{m=1}^{N_p} e^{w_k x_m}}$ is the weight of global attention pooling, and $W_{v_2} ReLU(LN(W_{v_1}))$ represents the transformation of the bottom network structure. i is the index of the query location, j lists all the locations, $W_{v_1}$, and $W_{v_2}$ represent the linear transformation matrix. GC block models the context of the whole input feature, so the whole input feature can cover the receptive field, which is more capable of supplementing contextual information than the local receptive field of the ordinary convolutional layer. In addition, the network only extracts features through convolutional stacking, which will lead to a lack of diversity in the network extracted features, and the GC block com-posed of NLNet [25] and SENet [26] just compensates for the lack of diversity.

3.3. Feature Pyramid Network

Put the features obtained after using the GC block into the feature pyramid network. The feature pyramid is not used alone in the object detection model. It needs to be used together with the feature extraction backbone network, as shown in Figure 5. Figure 5 shows the feature pyramid network of FCOS network model, the backbone uses ResNet50.
to extract features. There are many down sampling stages in this part. Each down sampling operation will double the feature map on the original basis, so as to get many feature maps of different sizes. In AGSFCOS network model, only 1/8, 1/16, and 1/32 feature maps are used. From the left-most side of the figure, you can see the feature maps of the input image, which are C3, C4 and C5. After a 1 * 1 convolution, the top-level feature map C5 can get P5, and then C4 and P5 carry out feature fusion. But it can be seen from the figure that the size of C4 is twice that of P5, so we need to double P5 to get P4, and then combine with C4.

![Image](image-url)

**Figure 4** – The feature pyramid network structure of AGSFCOS

### 3.4. Scale-Equalizing Pyramid Network-SEPC

If only the feature pyramid network is used to complete the multi-scale strategy, there will be a large semantic gap in each layer, so in this paper, the scale-balanced pyramid network is used to alleviate such a problem [27]. Pyramid convolution performs 3D convolution in two dimensions of scale and space, but if each point in the figure is regarded as a feature point, then pyramid convolution can be considered as multiple different 2D convolution kernels. However, in the pyramid network, the scale of each layer is different. With the increase of the number of layers in pyramid network, the scale of the feature map will become smaller. Pyramid convolution sets different step sizes for multiple different convolution kernels to solve the problem of scale mismatch. For pyramid convolution with \( N = 3 \), the step size of the first kernel is 2, and the step size of the last kernel is 0.5. Then the output of pyramid convolution can be expressed as \( c(2) \):

\[
y'_l = w_1 * s0.5x^{l+1} + w_0 * x^l + w_{-1} * s2x^{l-1}
\]

(2)

Among them, \( w_1 \) represents a certain layer of the pyramid network, is three independent 2D convolution kernels, \( x \) is the input feature map, \( s2 \) represents the convolution with a step size of 2, \( s0.5 \) represents the convolution with a step size of 0.5, and then through an ordinary convolution with a step size of 1 plus a bilinear up sampling layer, it is realized as Equation (3):

\[
y'_l = upsample(w_1 * x^{l+1} + w_0 * x^l + w_1 * s2x^{l-1})
\]

(3)

Similar to traditional convolution, pyramid convolution also has zero padding. For the bottom layer ( ) of the pyramid, the last term of Equation (3) is invalid; for the top layer of the pyramid, the first term of Equation (3) is invalid. Although three convolution operations are performed on each layer of the pyramid, the calculation amount of the pyramid convolution is only 1.5 times that of the ordinary convolution. Four consecutive convolutions can be replaced by pyramid convolutions with three scales. In the deep neural network, the stacked pyramid convolution corresponds to the stacked convolution module, so it can bring less calculation. But each pyramid convolution still brings additional calculations. As an alternative, four pyramid convolution, classification and regression parts form the shared parameters of the head network. In order to obtain the results of both classification and regression, only 3*3 convolutions need to be added after four pyramid convolutions. Figure 5 is the structure diagram of PCONV, Figure 6 is the head network of the AGSFCOS network model designed by PCONV. The head network using PCONV only needs to go through three pyramid convolutions and the structure is simpler.

![Image](image-url)

**Figure 5** – The structure of PCONV

### 3.5. Classification and regression

Three loss functions were used in training the AGSF-COS model, including the loss function focal loss for classification [28], CIOU loss for regression [29] and the binary cross entropy loss of the center-ness strategy (Binary Cross Entropy loss, BCE loss).
3.5.1 Classification

The classification part of the AGSFCOS model is mainly divided into classification and center-ness. First, the features extracted by the multi-scale network are subjected to four 3*3 convolutions, and then the Focal Loss and the binary cross-entropy loss function are used to complete classification. As shown in Figure 7.

\[
L_{fl} = \begin{cases} 
-\alpha(1 - y')^{\gamma} \log y', & y = 1 \\
-(1 - \alpha)y'^{\gamma} \log(1 - y'), & y = 0 
\end{cases}
\]  

(4)

\(y'\) is the output of the activation function, with a value between 0 and 1. It can reduce the loss of easy to classify samples, and focus on more easy to misclassify and difficult samples. In addition, the balance factor can balance the positive and negative samples. In this paper, Center-ness is used to calculate the distance between each pixel and the object center point, which can be used to reduce the predicted points that are far away from the object center point. Center-ness will add a branch to each prediction layer, which is parallel to the classification. Center-ness can ensure that the predicted bounding box is as close to the center as possible, as shown in Equation (5).

\[
\text{centerness} = \sqrt{\frac{\min(l, r) \min(t, b)}{\max(l, r) \max(t, b)}}
\]  

(5)

Among them are the four predicted values of each pixel from the bounding box.

3.5.2 Regression

In this paper, we used CIOU Loss. CIOU Loss not only considers the overlapping area, but also considers the distance between the center points and the aspect ratio. Compared with GIOU Loss and IOU Loss, CIOU Loss can achieve better convergence and accuracy. CIOU Loss introduces a penalty term for the aspect ratio of the frame, which takes into account the aspect ratio of the frame. The definition is shown in Equation (6):

\[
L_{IoU} = 1 - IOU + \frac{\rho^2(h, b)}{c^2} + \alpha \upsilon
\]  

(6)

Among them, \(\upsilon = \frac{4}{\pi^2} (\arctan \frac{w}{h})^2 - \arctan \frac{w}{h})^2 \), \(\alpha = \frac{\upsilon}{(1-\text{IoU})+\upsilon}\) represent the Euclidean distance between two center points. \(c\) represents the diagonal distance of the smallest closed area that can contain both the prediction box and the ground truth box.

4. Experiments

AGSFCOS model experiment is completed on the mmdetection framework of the deep learning object detection toolbox based on pytorch. We use the COCO dataset to train the model and compare it with other models, the validation set has 5k images, and the test set has 123k images. In order to ensure a fair experimental comparison, all of our experiments are completed on a NVIDIA GeForce RTX 2080Ti. Training parameters: We use ResNet50 as the feature extraction network in this paper, batch size is set to 4, stochastic gradient descent (SGD) is used to train 12 epochs, the initial learning rate is set to 0.001, and it is reduced to one tenth of the original after the 8th and 11th epochs. The weight decay rate is set to 0.0001, and the momentum is 0.9, the image size is set to (800,1333). Evaluation indicators: The main performance evaluation indicators used in this article are average Precision, (AP), average Recall rate (AR). AP50 and AP75 represent the mAP value when the IOU threshold is 0.5 and 0.75, respectively. APS,
### Table 1 – Comparative experiment using GIOU LOSS and CIOU LOSS

| Method           | AP  | AP50 | AP75 | APS | APM | APL | AR  | ARS | ARM | ARL |
|------------------|-----|------|------|-----|-----|-----|-----|-----|-----|-----|
| FCOS             | 36.4| 54.5 | 38.9 | 20.2| 39.7| 47.4| 53.2| 33.5| 57.7| 67.8|
| +GC              | 37.1| 56.0 | 39.5 | 21.3| 40.5| 47.9| 53.5| 33.7| 57.9| 68.8|
| +GC+CIOU         | 37.5| 56.3 | 39.8 | 21.8| 41.0| 49.1| 53.7| 33.8| 58.2| 68.8|

Table 2 – Comparative experiments using GC BLOCK

| Method           | AP  | AP50 | AP75 | APS | APM | APL | AR  | ARS | ARM | ARL |
|------------------|-----|------|------|-----|-----|-----|-----|-----|-----|-----|
| FCOS             | 36.4| 54.5 | 38.9 | 20.2| 39.7| 47.4| 53.2| 33.5| 57.7| 67.8|
| +GC              | 37.1| 56.0 | 39.5 | 21.3| 40.5| 47.9| 53.5| 33.7| 57.9| 68.8|
| +GC+CIOU         | 37.5| 56.3 | 39.8 | 21.8| 41.0| 49.1| 53.7| 33.8| 58.2| 68.8|

Table 3 – Comparative experiments using SEPC

| Method          | AP  | AP50 | AP75 | APS | APM | APL | AR  | ARS | ARM | ARL |
|-----------------|-----|------|------|-----|-----|-----|-----|-----|-----|-----|
| FCOS            | 36.4| 54.5 | 38.9 | 20.2| 39.7| 47.4| 53.2| 33.5| 57.7| 67.8|
| +SEPC           | 39.5| 57.1 | 42.4 | 22.3| 43.2| 52.1| 55.5| 34.3| 60.6| 71.3|

Table 4 – AGSFOS vs. other state-of-the-art detectors

| Method          | Anchor-free | backbone | AP  | AP50 | AP75 | APS | APM | APL |
|-----------------|-------------|----------|-----|------|------|-----|-----|-----|
| Faster RCNN     | No          | ResNet50 | 36.2| 59.1 | 39.0 | 18.2| 39.0| 48.2|
| YOLOv2          | No          | Darknet-19| 21.6| 44.0 | 19.2 | 5.0 | 22.4| 35.5|
| YOLOv3          | No          | Darknet-53| 27.9| 49.2 | 28.3 | 10.5| 30.1| 43.8|
| SSD             | No          | ResNet101| 31.2| 50.4 | 33.3 | 10.2| 34.5| 49.8|
| Retinanet       | No          | ResNet50 | 36.3| 55.3 | 38.6 | 19.3| 40.0| 48.8|
| Foveabox        | Yes         | ResNet50 | 35.2| 54.0 | 38.4 | 20.3| 39.7| 47.5|
| FSAF            | Yes         | ResNet50 | 36.0| 55.5 | 37.7 | 19.6| 39.6| 48.2|
| FCOS            | Yes         | ResNet50 | 36.4| 54.5 | 38.9 | 20.2| 39.7| 47.4|
| AGSFCOS         | Yes         | ResNet50 | 39.5| 57.1 | 42.4 | 22.3| 43.2| 52.1|

APM, and APL represent the average accuracy of small objects, medium objects, and large objects. ARS, ARM, and ARL respectively represent the average recall rate of small objects, medium objects, and large objects.

#### 4.1. Comparison of different regression loss

As we mentioned before, when the model is regressing, we use CIOU LOSS instead of GIOU LOSS, which can achieve better convergence and accuracy. As can be seen from Table 1, FCOS model using CIOU LOSS can increase the AP value from 36.4% to 36.7%.

#### 4.2. Comparison with attention mechanism GC block

After the feature extraction network ResNet50, we use the attention mechanism module GC block, as can be seen from Table 2. After adding the GC block, the AP value increased by 0.7%, and the values of AR, ARS, ARM, and ARL added to the CIOU LOSS model increased by 0.5%, 0.3%, 0.5%, and 1% respectively. From the perspective of the improvement effect, the average recall rate of the improved model is still significantly improved, indicating that the improvement of the loss function and the addition of the attention mechanism module can effectively increase the recall rate.

#### 4.3. With or without SEPC

The deformable convolution is used to adapt to the corresponding irregularities between the actual features, and to maintain a balanced scale. The adaptability of the deformable convolution can handle the large inter-layer blurring of the feature pyramid. It can be seen from Table 3 that the AGSFCOS model using the SEPC module has a significant improvement in AP regardless of whether it is a middle, large or small target. ARS, ARM, and ARL have also increased by 1.2%, 0.9%, and 3.5%. The overall description of the effectiveness of the AGSFCOS model.
4.4. Comparison with State-of-the-art Detectors

We compared FCOS with other latest object detectors in the MS-COCO benchmark. For these experiments, as shown in Table 4, with ResNet50-GC-SEPC, the performance of our FCOS on RetinaNet with the same backbone network is 3.2% higher than in AP. Whether compared with anchor-based network models such as the one-stage model YOLO series or the two-stage model Faster RCNN, the detection results are still improved by 13% and 3.3%. Under the same backbone, compared with anchor-free object detection algorithms such as FSAF and Foveabox, the AP value of AGSFCOS still exceeds them. From the experimental results, it can be seen that the improvement effect of AGSFCOS on the average accuracy of large, medium and small targets is very obvious.

4.5. The Loss and AP for AGSFCOS

In Figure 8, the horizontal axis represents the number of iterations of AGSFCOS network model training, and the vertical axis represents the change in the loss value in the training process. The green line is the loss function change curve of Center-ness in the training of the AGSFCOS model, and the orange line is the regression. CIOU Loss function change curve, the blue line is the loss function change curve of Focal Loss. It can be seen from the figure that the regression loss function and classification loss function of the FCOS network model have a higher loss at the beginning, but after training 250,000 times, the curve stabilizes, and then the learning rate is reduced, and you can see that the loss curve has dropped significantly and then further tends to be smooth, and finally stop training at 350000 times. In Figure 9, the horizontal axis represents the training epoch, the vertical axis represents the change in the mAP value of the network model at epoch[0,12] at the end of each training, and the blue is the mAP value of the FCOS network model at epoch[0,12], the orange line is the change of the mAP value of the FCOS_CIOU network model on epoch[0,12], and the green line is the change of the mAP value of the FCOS_CIOU_GC network model on epoch[0,12]. The red line is the change of the AGSFCOS model on epoch[0,12]. It can be seen from Figure 9 that after epoch is 4, AGSFCOS far exceeds the mAP value of other models.

Figure 8 – Loss function of AGSFCOS model training

Figure 9 – Comparison of AP value in AGSFCOS, FCOS, FCOS_CIOU, FCOS_CIOU_GC

5. Conclusion

We propose an object detection model AGSFCOS based on anchor-free. As shown in the experiment, this model not only has advantages over anchor-based target detection models RetinaNet, Faster RCNN, YOLO and SSD, but also has advantages over anchor-free target detection models FSAF and Foveabox. In comparison, the AP values has also been improved. In view of its effectiveness and accuracy, we hope that the AGSFCOS model can effectively solve the alternative of anchor-based object detection. We also believe that the AGSFCOS model can be extended to solve other tasks.
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