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Abstract—An important preliminary procedure in multi-sensor data fusion is sensor registration, and the key step in this procedure is to estimate sensor biases from their noisy measurements. There are generally two difficulties in this bias estimation problem: one is the unknown target states which serve as the nuisance variables in the estimation problem, and the other is the highly nonlinear coordinate transformation between the local and global coordinate systems of the sensors. In this paper, we focus on the 3-dimensional asynchronous multi-sensor scenario and propose a weighted nonlinear least squares (NLS) formulation by assuming that there is a target moving with a nearly constant velocity. We propose two possible choices of the weighting matrix in the NLS formulation, which correspond to classical and weighted NLS estimation and maximum likelihood (ML) estimation, respectively. To address the intrinsic nonlinearity, we propose a block coordinate decent (BCD) algorithm for solving the formulated problem, which alternately updates different kinds of bias estimates. Specifically, the proposed BCD algorithm involves solving linear LS problems and nonconvex quadratically constrained quadratic program (QCQP) subproblems with special structures. Instead of adopting the semidefinite relaxation technique, we develop a much more computationally efficient algorithm based on the alternating direction method of multipliers (ADMM) to solve the nonconvex QCQP subproblems. The convergence of the ADMM to the global solution of the QCQP subproblems is established under mild conditions. The effectiveness and efficiency of the proposed BCD algorithm are demonstrated via numerical simulations.

Index Terms—Alternating direction methods of multipliers, block coordinate decent algorithm, nonlinear least square, sensor registration problem

I. INTRODUCTION

In the past decades, multi-sensor data fusion has attracted a lot of research interests in various applications, e.g., tracking system [2], [3]. Compared with the single sensor system, the performance can be significantly improved by integrating inexpensive stand-alone sensors into an integrated multi-sensor system, which is also a cost-effective way in practice. However, the success of data fusion not only depends on the data fusion algorithms but also relies on an important calibration process called sensor registration. The sensor registration process refers to expressing each sensor’s local data in a common reference frame, by removing the biases caused by the improper alignment of each sensor [4]. Consequently, the key step in the sensor registration process is to estimate the sensor biases.

A. Related Works

An early work [4] for sensor registration dates back to the 1980s, where the authors identified various factors which dominate the alignment errors in the multi-sensor system and established a bias model to compensate the alignment errors. Under the assumption that there exists a bias-free sensor, the maximum likelihood (ML) estimation approach [4]–[6] and the least squares (LS) estimation approach [7] were proposed. However, the bias-free sensor assumption is not practical and a more common situation in practice is that all sensors contain biases. For the general situation where all sensors are biased, various approaches have been proposed in the last four decades. From the perspective of parameter estimation, these approaches can be divided into three types: LS estimation [8], [9], ML estimation [6], [10], [11], Bayesian estimation [12]–[21]. Note that the sensor registration problem not only contains unknown sensor biases to be estimated, but also the target states, i.e., positions of the target at different time instances. The major differences among the above three types of approaches lie in the treatment for the unknown target states. For the LS approach, the target states are expressed as nonlinear functions of sensor biases in a common coordinate system, where the target states are eliminated and only sensor biases need to be estimated. As for the ML approach, a joint ML function for the sensor biases and the target states is formulated and maximized in an iterative manner (with two steps per iteration), i.e., one step to estimate the sensor biases and one step to estimate the target’s states. Instead of jointly estimating the sensor biases and the target states as in the ML approach, the (recursive) Bayesian approach exploits the Markov property of the transition of the target states between different time instances, i.e., the probability distribution of the target state at the next time instance only depends on the target state at the current time instance. The sensor biases and the target states are recursively estimated at every time instance.

Since sensor measurements are in its local polar coordinate system, the nonlinear coordinate transformation between
the local polar and global Cartesian coordinates introduces an intrinsic nonlinearity in the sensor registration problem. The approaches mentioned above adopted different kinds of approximation schemes to deal with the nonlinearity, i.e., using linear expansions to approximate some nonlinear functions [4–17] which usually leads to an uncontrolled model mismatch or using a large number of discrete samples (particles) to approximate some nonlinear functions which often requires an expensive computational cost when the number of sensors is large [18], [20], [21]. In addition to the schemes of dealing with the nonlinearity, many of the above works only consider the synchronous case, i.e., all sensors simultaneously measure the position of the target at the same time instance, which may not be always satisfied in many practical scenarios.

Recent works in [22], [23] proposed a semidefinite relaxation (SDR) based block coordinate descent (BCD) optimization approach to address the nonlinearity issue in the asynchronous sensor registration problem in the 2-dimensional scenario. The approach assumes the presence of one reference target moving at a nearly constant velocity (e.g., commercial planes and drones in the real world) and is effective in handling the nonlinearity while also guaranteeing an exact recovery of all sensor biases in the noiseless case. Consequently, it is interesting to explore such BCD algorithm in the 3-dimensional scenario, where more kinds of biases are involved and the estimation problem becomes even more highly nonlinear, i.e., more trigonometric functions with respect to different biases are multiplied together in the coordinate transformation. Furthermore, the BCD algorithm in [22], [23] needs to solve convex semidefinite programing (SDP) subproblems at each iteration, whose computational cost is $O(M^{1.5})$ (where $M$ is the total number of sensors). Such a high computational complexity limits the practical use of the BCD algorithm though it can well deal with the nonlinearity issue. An interesting question is, instead of solving SDPs, whether there is an algorithm which has a lower computational complexity and can solve the original nonconvex problem with a guaranteed convergence. This paper provides a positive answer to the above question.

B. Our Contributions

In this paper, we consider the 3-dimensional sensor registration problem, where more kinds of biases and noises are involved. Few works tackle the 3-dimensional registration problem except some notable works [1], [6], [7], [11], [12]. However, all of these works assume that sensors work synchronously. In this paper, we consider a practical scenario where all sensors are biased and work asynchronously. The major contributions are summarized as below:

• 3-dimensional asynchronous sensor registration: We consider the sensor registration problem in a general scenario, where sensors work asynchronously in 3-dimension and all sensors are biased. Such a scenario is of great practical interest but has not been well studied yet. Compared with most of existing researches which consider the 2-dimensional scenario, there are more kinds of sensor biases in the 3-dimensional scenario, i.e., polar measurement biases and orientation angle biases, which increases the intrinsic nonlinearity in the bias estimation problem.

• A weighted nonlinear least squares formulation: By exploiting the prior knowledge that the target moves with a nearly constant velocity, we propose a weighted nonlinear LS formulation for the 3-dimensional asynchronous multi-sensor registration problem, which takes different practical uncertainties into consideration, i.e., noise in sensor measurements and dynamic maneuverability in the target motion. The proposed formulation incorporates the covariance information of different practical uncertainties by appropriately choosing the weight matrix, which enables it to efficiently handle situations with different uncertainties.

• A computationally efficient BCD algorithm: We exploit the special structure of the proposed weighted nonlinear LS formulation and develop a computationally efficient BCD algorithm for solving it. The proposed algorithm alternately updates different kinds of biases by solving linear LS problems and nonconvex quadratically constrained quadratic program (QCQP) problems. Compared with the previous work [1] which utilizes the SDR-based technique for solving the nonconvex QCQP subproblems with a computational complexity of $O(M^{4.5})$, we develop a low computational cost algorithm based on the alternating direction method of multipliers (ADMM) for solving those QCQP subproblems with a global optimality guarantee (under mild conditions), which only requires a computational complexity of $O(M^2)$.

C. Organization and Notations

The organization of this paper is as follows. In Section II, we introduce basic models of sensor measurements and the target motion. In Section III, we propose a nonlinear LS formulation for estimating all kinds of biases. To effectively solve the proposed nonlinear LS formulation, we develop a BCD algorithm in Section IV. Numerical simulation results are presented in Section V.

We adopt the following notations in this paper. Normal case letters, lower case letters in bold, and upper case letters in bold represent scalar numbers, vectors, and matrices, respectively. $X^T$ and $X^{-1}$ represent the transpose of matrix $X$ and the inverse of invertible matrix $X$, respectively. $[X]_{i,j,m,n}$ represents the matrix formed by elements of matrix $X$ from rows $i$ to $j$ and columns $m$ to $n$. $x_n$ denotes the $n$-th component of $x$ and $\|x\|$ denotes the Euclidean norm of $x$. $E_w\{\cdot\}$ is the expectation operator with respect to random variable $w$. $\mathbb{R}^M$ represents the set of $M$-dimensional real vectors. Other notions will be explained when they appear for the first time.

II. SENSOR MEASUREMENT MODEL

Consider a 3-dimensional multi-sensor system with $M$ ($M > 1$) sensors located at different known positions $p_m \in \mathbb{R}^3, \forall m$. Assume there is a reference target moving with a nearly constant velocity in the space\footnote{Such a reference target can be selected from the branches of civilian airplanes.} and sensors measure the relative polar coordinates (i.e., range, azimuth, and elevation)
at different time instances in an asynchronous mode, i.e., polar coordinates of the target at different time instances are measured by different sensors. After a time period in which a set of local measurements are collected by sensors, all sensors’ measurements are sent to a fusion center and compactly, all sensors’ measurements are sorted and mapped onto a time axis, indexed by time instance \( k = 1, 2, \ldots, K \). Without loss of generality, we make the following (mild) regularity assumption.

Assumption 1. Assume that only one sensor observes the target at each time instance and every sensor has at least one measurement in the whole observation interval. In addition, the total number of observations is greater than the number of sensors, i.e., \( K \geq M + 1 \).

At time instance \( k \), let the corresponding sensor be indexed by \( s_k \in \{1, 2, \ldots, M\} \) and \( \xi_k = (x_k, y_k, z_k) \) be the position of the target in the global Cartesian coordinate system. Then this target’s position in sensor \( s_k \)'s local Cartesian coordinate system is denoted as \( \xi'_k \in \mathbb{R}^3 \), which can be expressed as a function with respect to \( \xi_k \) given as:

\[
\xi_k = R^{-1}(\xi_{sk} + \Delta \xi_{sk})(\xi_k - p_{sk}),
\]

where

\[
R(\alpha, \beta, \gamma) = R_z(\alpha)R_y(\beta)R_x(\gamma) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \beta & \sin \beta \\
0 & -\sin \beta & \cos \beta
\end{bmatrix}
\]

\[
\begin{bmatrix}
\cos \gamma & -\sin \gamma & 0 \\
\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

In the above, \( R(\alpha, \beta, \gamma) \) is a 3\( \times \)3 rotation matrix, which represents the coordinate rotation from the local to the global Cartesian coordinate systems, and parameters \( \alpha, \beta, \gamma \in [-\pi, \pi] \) there are rotation angles corresponding to roll, pitch, and yaw, respectively. Parameter \( \zeta_m = (\alpha_m, \beta_m, \gamma_m) \) in (1) is the presumed rotation angles which is measured by sensor \( m \)'s orientation system and \( \Delta \zeta_m = (\Delta \alpha_m, \Delta \beta_m, \Delta \gamma_m) \) is the unknown rotation angle biases. Note that \( \Delta \zeta_m \) is due to the imperfection of the orientation system of sensor \( m \) and we call them the orientation biases in this paper. Hence, the term \( \zeta_{sk} + \Delta \zeta_{sk} \) represents the true rotation angles of sensor \( s_k \).

In the following, we will discuss another category of sensor biases arising from imperfections in the sensor measurement system. Define the Cartesian-to-polar coordinate transformation function \( h(x, y, z) \) as

\[
h(x, y, z) = \begin{bmatrix}
\rho \\
\phi \\
\eta
\end{bmatrix} = \begin{bmatrix}
\sqrt{x^2 + y^2 + z^2} \\
\arctan(x, y) \\
\arctan(\sqrt{x^2 + y^2}, z)
\end{bmatrix},
\]

where \( \rho, \phi, \text{ and } \eta \) are polar coordinates corresponding to range, azimuth, and elevation, respectively. Then based on (1) and the fact \( R^{-1}(\cdot) = R^T(\cdot) \), the polar coordinates of \( \xi'_k \) measured by sensor \( s_k \) is denoted as \( z_k = (\rho_k, \phi_k, \eta_k) \), which can be expressed as

\[
z_k = h(\xi'_k) = \Delta z_{sk} + w_k = h(R^T(\Delta \xi_{sk} + \xi_{sk})(\xi_k - p_{sk})) - \Delta z_{sk} + w_k.
\]

In (3), \( \Delta z_m = (\Delta \rho_m, \Delta \phi_m, \Delta \eta_m) \) is the measurement biases of sensor \( m \); \( w_k \in \mathbb{R}^3 \) is the zero-mean Gaussian noise with

\[
w_k \sim \mathcal{N}(0, \text{diag}(\sigma^2_\rho, \sigma^2_\phi, \sigma^2_\eta)).
\]

where \( \sigma^2_\rho, \sigma^2_\phi, \text{ and } \sigma^2_\eta \) are variances corresponding to range, azimuth, and elevation, respectively.

In view of the measurement model in (3), there are two types of biases, i.e., orientation biases \( \Delta \zeta_{sk} \) and measurement biases \( \Delta z_{sk} \). Both of them affect the expression for the global Cartesian coordinates \( \xi_k \). For each sensor, there are in total six biases, i.e., \( \Delta \alpha_m, \Delta \beta_m, \Delta \gamma_m, \Delta \rho_m, \Delta \phi_m, \text{ and } \Delta \eta_m \). Each of these biases has a different impact on \( z_k \), and the geometric illustration of them is shown in Fig. 1. We note that there is an intrinsic ambiguity among these six kinds of biases, and this is formally stated in Proposition 1.

\[\text{Fig. 1: An illustration of different kinds of sensor biases.}\]

Proposition 1. Let \( c \in \mathbb{R} \), then any pair \((\Delta \gamma_{sk}, \Delta \phi_{sk})\) satisfying \( \Delta \gamma_{sk} + \Delta \phi_{sk} = c \) gives the same \( z_k \) in (3).

Proof. See Appendix A.

Proposition 1 states that biases \( \Delta \gamma \) and \( \Delta \phi \) cannot be distinguished since they are intrinsically coupled in the measurement model (3). Only their sum affects the measurements and they can be treated as one kind of bias [7]. In the rest part of this paper, we fix \( \Delta \phi_m = 0, \forall m \) and only consider estimating \( \Delta \gamma_m, \forall m \).

Consequently, the goal of the 3-dimensional multi-sensor registration problem is to determine sensor biases

\[
\theta_m = [\Delta \rho_m, \Delta \eta_m, \Delta \alpha_m, \Delta \beta_m, \Delta \gamma_m], \forall m,
\]

from sensor measurements \( \{z_k\}_{k=1}^K \). It is worth noting that determining the sensor biases solely from (3) is a challenging task since the target position \( \xi_k \) at time instance \( k \) is unknown. Any combination of \( \theta_{sk} \) and \( \xi_k \) can satisfy (3). However, by leveraging the fact that the target moves with nearly constant velocity, the registration problem can be addressed.

III. A WEIGHTED NONLINEAR LS FORMULATION

In this section, we first introduce the unbiased spherical-to-Cartesian coordinate transformation to represent local noisy measurements \( \{z_k\} \) in the common Cartesian coordinate system as well as the nearly-constant-velocity motion model for
the target. Then, we propose a weighted nonlinear least squares formulation for estimating sensor biases.

According to the sensor measurement model in (3), the target position \( \xi_k \) can be expressed by a nonlinear transformation with respect to \( z_k \) and \( \theta_{sk} \), given in Proposition 2.

**Proposition 2** (Unbiased Coordinate Transformation [24]).

Given the measurement model in (3), and suppose \( \theta_{sk} \) take the value of the true bias. Then, we have

\[
R(\zeta_{sk} + \Delta \zeta_{sk}) \bar{h}^{-1}(z_k + \Delta z_k) + p_{sk} + \varepsilon_k = \xi_k,
\]

where \( \varepsilon_k \) is a zero-mean random noise and

\[
\bar{h}^{-1}(z_k) = \begin{bmatrix}
\lambda_\phi^{-1} \lambda_n^{-1} \rho_k \cos \phi_k \cos \eta_k \\
\lambda_\phi^{-1} \lambda_n^{-1} \rho_k \sin \phi_k \cos \eta_k \\
\lambda_n^{-1} \rho_k \sin \eta_k
\end{bmatrix}
\]

is the unbiased polar-to-Cartesian transformation function with \( \lambda_\phi = e^{-\sigma_\phi^2/2} \) and \( \lambda_n = e^{-\sigma_n^2/2} \) being the compensation factors.

Note that \( \varepsilon_k \) in Proposition 2 compensates the effects of the Gaussian noise \( \eta_k \) (in \( z_k \)) after the nonlinear mapping \( R(\zeta_{sk} + \Delta \zeta_{sk}) \bar{h}^{-1}(\cdot) \) and \( \varepsilon_k \) can be viewed as a function of \( \varepsilon_k \). The compensation factors \( \lambda_\phi \) and \( \lambda_n \) in \( \bar{h}^{-1}(\cdot) \) ensures \( \mathbb{E}_{\varepsilon_k}[\varepsilon_k] = 0 \) but \( \varepsilon_k \) is no longer a Gaussian noise due to the nonlinear mapping.

Next, assume that the reference target moves with a nearly constant velocity [25], i.e.,

\[
\begin{align*}
\xi_{k+1} &= \bar{\xi}_k + T_k \xi_k + n_k, \\
\bar{\xi}_{k+1} &= \bar{\xi}_k + \bar{n}_k,
\end{align*}
\]

where \( \xi_k = [x_k, y_k, z_k]^T \in \mathbb{R}^3 \) and \( \bar{\xi}_k = [\bar{x}_k, \bar{y}_k, \bar{z}_k]^T \in \mathbb{R}^3 \) are the position and velocity of the target at time instance \( k \), respectively. \( T_k \geq 0 \) is the interval time between time instances \( k \) and \( k+1 \), and \( n_k \in \mathbb{R}^3 \) and \( \bar{n}_k \in \mathbb{R}^3 \) are the motion process noises for position and velocity at time instance \( k \), respectively. The process noises \( n_k \) and \( \bar{n}_k \) obey the Gaussian distribution

\[
\begin{align*}
n_k &\sim \mathcal{N}(0, qT_k^3/3I_3), \\
\bar{n}_k &\sim \mathcal{N}(0, qT_k^3I_3).
\end{align*}
\]

In the above, \( q \) is the value of the noise power spectral density of the target motion and \( \mathcal{N}(\mu, \Sigma) \) denotes the Gaussian distribution with mean \( \mu \) and covariance \( \Sigma \).

Combining Proposition 2 with the target motion model in (5), we can immediately connect the measurements at time instances \( k \) and \( k+1 \) with each other, given in Proposition 3.

**Proposition 3.** Given the measurement model in (3) and the target motion model in (5), and consider time instances \( k \) and \( k+1 \). Then, under Assumption 1, we have

\[
g_k(\theta_{sk}) + \varepsilon_k + T_k \bar{\xi}_k + n_k = g_{k+1}(\theta_{sk+1}) + \varepsilon_{k+1},
\]

where \( g_k(\theta_{sk}) = R(\zeta_{sk} + \Delta \zeta_{sk}) \bar{h}^{-1}(\xi_k + \Delta x_k) + p_{sk} \).

By Proposition 3, we can establish the following nonlinear equations for the sensor biases estimation problem:

\[
\begin{align*}
\varepsilon_k &= g_{k+1}(\theta_{sk+1}) - g_k(\theta_{sk}) - T_k \bar{\xi}_k, \quad \forall k, \\
\bar{n}_k &= \bar{\xi}_{k+1} - \bar{\xi}_k, \quad \forall k,
\end{align*}
\]

where \( \varepsilon_k = \varepsilon_{k+1} - \varepsilon_k - n_k \) is also a zero-mean random noise.

Equations in (7) is a combination of sensor measurement model (3) and target motion model (5). They can be regarded as the constructed measurement models for parameters \( \{\theta_m\} \) and \( \{\xi_k\} \), where \( \{\varepsilon_k\} \) and \( \{\bar{n}_k\} \) are the zero-mean noise.

Based on (7), we propose to minimize the squares of \( \varepsilon_k \) and \( \bar{n}_k \), which results in the following nonlinear least squares formulation for estimating sensor biases:

\[
\min_{\{\theta_m\}, \{\xi_k\}} \sum_{k=1}^{K-1} \left\| \begin{bmatrix} g_k(\theta_{sk}) - [g_{k+1}(\theta_{sk+1}) - T_k \bar{\xi}_k] \end{bmatrix} - \begin{bmatrix} \xi_{k+1} - \bar{\xi}_k \end{bmatrix} \right\|_{Q_k}^2,
\]

where \( \| \cdot \|_{Q_k} \) denotes the weighted \( \ell_2 \) norm associated with the positive definite symmetric matrix \( Q \), i.e., \( \|x\|_{Q_k} = x^T Q x \).

Notice that the LS form in (8) is derived from the nearly constant velocity model (5), where the term \( g_{k+1}(\theta_{sk+1}) - T_k \bar{\xi}_k \) represents the mismatch of the position of the target in the global coordinate system and the other term \( \xi_{k+1} - \bar{\xi}_k \) corresponds to the mismatch of the nearly constant velocity. The current LS formulation cannot be directly applied to handle reference targets with strong maneuverability, such as those performing a constant turn motion. However, the fundamental concept of linking measurements at different time instances using the maneuver motion model is still relevant and can be further explored for more practical scenarios.

The choices of the weight matrix \( Q_k \) in (8) could be either the identity matrix or the (approximate) covariance matrix of \( \varepsilon_k \) and \( \bar{n}_k \). More specifically, with \( Q_k = I \), \( \forall k \), problem (8) is a classical nonlinear LS problem based on the zero-mean property of noises \( \varepsilon_k \) and \( \bar{n}_k \). Instead, let \( R_k \) be the approximated covariance matrix with respect to \( \varepsilon_k \) given in [24], then problem (8) with

\[
Q_k = \begin{bmatrix} R_k + qT_k^3/3I & qT_k^3/2I \\
qT_k^3/2I & qT_k^3I \end{bmatrix}^{-1}
\]

becomes a weighted NLS estimation. It is worth mentioning that two comprehensive works [26], [27] have provided different formulations for evaluating \( \bar{h}(\cdot) \) and \( R_k \) to resolve the incompatibility issue in [24]. However, as the focus of this paper is to utilize optimization techniques to handle the nonlinearity in the bias estimation problem, we have chosen to use the basic version of the unbiased coordinate transformation [24]. Nevertheless, the optimization techniques developed in this paper are also applicable to other unbiased coordinate transformations.

The mathematical difficulty of solving problem (8) (no matter how to choose \( Q_k \)) lies in its nonlinearity, as \( g_k(\cdot) \) contains multiple products of trigonometric functions. In the next section, we will exploit the special structures of problem (8) and develop a BCD algorithm for solving it (with any positive definite matrix \( Q_k \)).

**IV. A Block Coordinate Descent Algorithm**

The proposed BCD algorithm iteratively minimizes the objective function with respect to one type of the biases with the others being fixed. The intuition of such decomposition is that different types of biases affect the measurements differently.
By dividing the optimization variables into multiple blocks according to the type of bias, we can leverage the distinct mathematical effects of each type of biases on problem (8). In particular, each subproblem with respect to one type of biases has a compact form, which can be solved uniquely under mild conditions. This enables us to develop a computationally efficient algorithm.

Let \( v = [\xi_1, \xi_2, \ldots, \xi_K]^T \), \( \Delta \rho = [\Delta \rho_1, \Delta \rho_2, \ldots, \Delta \rho_M]^T \), and similar to the other kinds of biases. The objective function in (8) can be expressed as \( f(v, \Delta \rho, \Delta \eta, \Delta \alpha, \Delta \beta, \Delta \gamma) \), and the proposed BCD algorithm at iteration \( t \) is

\[
\begin{align*}
\nu^{t+1} &= \arg \min_v f(v, \Delta \rho^t, \ldots, \Delta \gamma^t), \\
\Delta \rho^{t+1} &= \arg \min_{\Delta \rho} f(\nu^{t+1}, \Delta \rho, \ldots, \Delta \gamma^t), \\
\Delta \eta^{t+1} &= \arg \min_{\Delta \eta} f(\nu^{t+1}, \ldots, \Delta \eta_t, \ldots, \Delta \gamma^t), \\
\Delta \alpha^{t+1} &= \arg \min_{\Delta \alpha} f(\nu^{t+1}, \ldots, \Delta \alpha_t, \ldots, \Delta \gamma^t), \\
\Delta \beta^{t+1} &= \arg \min_{\Delta \beta} f(\nu^{t+1}, \ldots, \Delta \beta_t, \Delta \gamma^t), \\
\Delta \gamma^{t+1} &= \arg \min_{\Delta \gamma} f(\nu^{t+1}, \ldots, \Delta \beta^{t+1}, \Delta \gamma). 
\end{align*}
\]

In the next, we derive the solutions to the above subproblems (10a)–(10f). For simplicity, we will omit the iteration index \( t \) in the coming derivation.

A. LS Solution for Subproblems (10a) and (10b)

By (8), the following convex quadratic reformulation for subproblem (10a) is

\[
\min_v \| H_v v + c_v \|^2_Q, \quad (11)
\]

where \( H_v \in \mathbb{R}^{6(K-1) \times 3K} \) is the coefficient matrix, \( c_v \in \mathbb{R}^{6(K-1)} \) is the constant vector, and \( Q \in S_{++}^{6(K-1)} \) is a positive definite matrix. Detailed expressions of them are given in Appendix C-A of the Supplementary Material. Setting the gradient to be zero, the closed-form solution to subproblem (10a) is

\[
\nu^* = -(H_v^T Q H_v)^{\dagger} H_v^T Q c_v, \quad (12)
\]

where \( \dagger \) denotes the pseudo-inverse operator.

The subproblem (10b) for updating \( \Delta \rho \) also has a closed-form solution since its objective is also convex quadratic with respect to \( \Delta \rho \). Subproblem (10b) can be reformulated as

\[
\begin{align*}
\min_{\Delta \rho} \| H_\rho \Delta \rho + c_\rho \|^2_Q, 
\end{align*}
\]

where \( H_\rho \in \mathbb{R}^{6(K-1) \times M} \) is the coefficient matrix, and \( c_\rho \in \mathbb{R}^{6(K-1)} \) is the constant vector. Detailed expressions of them are given in Appendix C-B of the Supplementary Material. Similar to subproblem (10a), the closed-form solution of (10b) is

\[
\Delta \rho^* = -(H_\rho^T Q H_\rho)^{\dagger} H_\rho^T Q c_\rho. \quad (14)
\]

B. Solution for Subproblems (10c)–(10f)

Since \( g_k(\cdot') \) in (8) is linear with respect to the trigonometric functions of the angle biases, all the four subproblems (10c)-(10f) can be reformulated into a same QCQP form. For better presentation, we use \( \Delta \theta \in \Omega = \{ \Delta \eta, \Delta \alpha, \Delta \beta, \Delta \gamma \} \) to denote one kind of these angle biases and the corresponding subproblem can be reformulated as

\[
\begin{align*}
\min_{x \in \mathbb{R}^{2M}} \| H_\theta x + c_\theta \|^2_Q, \quad \text{s.t. } x \in C, \quad (15)
\end{align*}
\]

where \( x = [\cos \Delta \theta_1, \sin \Delta \theta_1, \ldots, \cos \Delta \theta_M, \sin \Delta \theta_M]^T \) and set \( C \) is defined as

\[
C = \{ x \in \mathbb{R}^{2M} | x_{2i}^2 + x_{2i-1}^2 = 1, \ i = 1, \ldots, M \}. \]

In (15), \( H_\theta \in \mathbb{R}^{6(K-1) \times 2M} \) is the coefficient matrix and \( c_\theta \in \mathbb{R}^{6(K-1)} \) is the constant vector. Detailed expressions of them are given in Appendix C-C of the Supplementary Material.

Problem (15) is a non-convex problem due to its non-convex equality constraints. In general, such class of problem is known to be NP-hard [28] and the SDR based approach [29], [30] was used to solve it. In particular, in [23], the authors utilized the SDR technique to solve a specific case of problem (15) where it can be reformulated as a complex QCQP, and proved that the SDR is tight, i.e., the global minimizer of the QCQP problem can be obtained by solving the SDR under a mild condition. This motivates us to ask whether problem (15) can also be globally solved and whether there are some efficient algorithms better than solving the SDR.

Note that the non-convex constraints in problem (15) enjoy an “easy-projection” property. In particular, let \( \text{Proj}_C(x) \) denote the projection of any non-zero point \( x \in \mathbb{R}^{2M} \) onto \( C \). Then \( \text{Proj}_C(x) \) admits the following closed-form solution:

\[
\text{Proj}_C(x) = \arg \min_{z \in C} \| x - z \|^2 = D_x^{-1} x,
\]

where \( D_x \) is a diagonal matrix defined as

\[
D_x = \text{Diag}(\sqrt{x_1^2 + x_2^2}, \ldots, \sqrt{x_{2M-1}^2 + x_{2M}^2}) \otimes I_2,
\]

and \( \otimes \) denotes the Kronecker product. Such “easy-projection” property together with recent results of the ADMM for non-convex problems [31] provides us a potential way of efficiently solving problem (15) with a guaranteed convergence. The choice of the ADMM algorithm over other potential methods such as the gradient projection (GP) method is discussed in Remark 1. In the next, we will apply the ADMM for solving it and also show that the ADMM is able to globally solve problem (15) under mild conditions.

**Remark 1 (ADMM versus GP).** Note that the GP method is a good option for solving problem (15), whose convergence to a stationary point can be guaranteed under the Kurdyka-Lojasiewicz framework [32]. In this paper, we choose the ADMM rather than the GP method for solving problem (15) because the ADMM shows a more stable numerical behavior than the GP method and in particular the ADMM is more stable to the choice of the step size than the GP method. This is particularly important for solving our interested problem (8) as we need to solve subproblems in the form of (15) many times in the proposed BCD algorithm.

Based on such “easy-projection” property, we introduce an auxiliary variable \( x = z \) to split problem (15), which makes
all subproblems in the ADMM iterations admit closed-form solutions. In particular, subproblem (15) is reformulated as

$$\min_{\tilde{x}, \mathbf{z}} \| \mathbf{H}_\theta \mathbf{z} + \mathbf{c}_\theta \|^2 + \tau \mathbf{C}(\mathbf{z}), \quad \text{s.t.} \quad \mathbf{x} = \mathbf{z},$$

(16)

where $\tau \mathbf{C}(\mathbf{z})$ is the indicator function for set $\mathbf{C}$, given as

$$\tau \mathbf{C}(\mathbf{z}) = \begin{cases} 0, & \text{if } \mathbf{z} \in \mathbf{C}, \\ \infty, & \text{otherwise.} \end{cases}$$

(17)

The augmented Lagrangian function for problem (16) is

$$L_\rho(\mathbf{x}, \mathbf{z}, \mathbf{\lambda}) = \| \mathbf{H}_\theta \mathbf{z} + \mathbf{c}_\theta \|^2 + \lambda^T (\mathbf{x} - \mathbf{z}) + \rho \| \mathbf{x} - \mathbf{z} \|^2 + \tau \mathbf{C}(\mathbf{z}),$$

(18)

where $\rho > 0$ is the penalty parameter and $\mathbf{\lambda} \in \mathbb{R}^{2M}$ is the Lagrange multiplier for the equality constraint $\mathbf{x} = \mathbf{z}$. Then, the ADMM updates at iteration $\ell$ are

$$\mathbf{x}^{\ell+1} = \min_{\mathbf{x}} L_\rho(\mathbf{x}, \mathbf{z}^\ell, \mathbf{\lambda}^\ell),$$

(19a)

$$\mathbf{z}^{\ell+1} = \min_{\mathbf{z}} L_\rho(\mathbf{x}^{\ell+1}, \mathbf{z}, \mathbf{\lambda}^\ell),$$

(19b)

$$\mathbf{\lambda}^{\ell+1} = \mathbf{\lambda}^\ell + \rho (\mathbf{x}^{\ell+1} - \mathbf{z}^{\ell+1}).$$

(19c)

Note that subproblem (19a) is an unconstrained strongly convex quadratic problem and subproblem (19b) is actually a projection problem, both of which can be solved in closed forms. Details are given in Algorithm 1.

Algorithm 1 ADMM for Solving Problem (16)

1: Initialize $\mathbf{x}^0, \mathbf{z}^0, \mathbf{\lambda}^0$ and $\rho > 0$
2: for $\ell = 0, 1, 2, \ldots, \rho$ do
3: $\mathbf{x}^{\ell+1} = - (\mathbf{H}_\theta^T \mathbf{QH}_\theta + \frac{\rho}{2} \mathbf{I})^{-1} (2 \mathbf{H}_\theta^T \mathbf{Qc}_\theta + \mathbf{\lambda}^\ell - \rho \mathbf{z}^\ell)/2$;
4: $\mathbf{z}^{\ell+1} = \text{Proj}_{\mathbf{C}}(\mathbf{x}^{\ell+1})$;
5: $\mathbf{\lambda}^{\ell+1} = \mathbf{\lambda}^\ell + \rho (\mathbf{x}^{\ell+1} - \mathbf{z}^{\ell+1})$;
6: end for
7: Output $\mathbf{x}^*, \mathbf{z}^*$

Next, we discuss the convergence property of Algorithm 1. Before doing this, we first study the structures of coefficients $\mathbf{H}_\theta$ and $\mathbf{c}_\theta$ in problem (15). Note that $\mathbf{H}_\theta$ and $\mathbf{c}_\theta$ can be viewed as random matrices/vectors and the randomness is caused by those zero-mean Gaussian noises, i.e., $\mathbf{w}_k$ in (3) and $\tilde{n}_k, \hat{n}_k$ in (5). To understand the effects of these noises, let us suppose that there is no noise, i.e., $\mathbf{w}_k = 0, \tilde{n}_k = \hat{n}_k = 0$, for all $k$, and all the other biases $\Omega \setminus \Delta \mathbf{H}$ and velocity $\mathbf{v}$ take the true values. Then by the same derivations in Appendix C of the Supplementary Material (with compensation factors $\lambda_\eta = \lambda_\varphi = 1$), we obtain new $\mathbf{H}_\theta$ and $\mathbf{c}_\theta$. Intuitively, $\mathbf{H}_\theta$ and $\mathbf{c}_\theta$ represent the “true” parts of $\mathbf{H}_\theta$ and $\mathbf{c}_\theta$ by removing measurement noise $\mathbf{w}_k$, motion process noises $\tilde{n}_k$ and $\hat{n}_k$, and errors of other biases and velocity. Consequently, the “errors” in $\mathbf{H}_\theta$ and $\mathbf{c}_\theta$ can be defined as

$$\Delta \mathbf{H}_\theta = \mathbf{H}_\theta - \mathbf{\tilde{H}}_\theta, \quad \Delta \mathbf{c}_\theta = \mathbf{c}_\theta - \mathbf{\hat{c}}_\theta.$$  

(20)

Technically, decomposing $\mathbf{H}_\theta$ and $\mathbf{c}_\theta$ in (20) provides a natural way of characterizing the convergence behavior of Algorithm 1, given in Theorem 1.

Theorem 1. Consider applying Algorithm 1 to solve problem (16) with a sufficiently large penalty parameter $\rho$, then

1) the sequence generated by Algorithm 1 has at least one limit point and each limit point is a stationary point of $L_\rho(\mathbf{x}, \mathbf{z}, \mathbf{\lambda})$ (defined in (21));
2) if $\Delta \mathbf{H}_\theta$ and $\Delta \mathbf{c}_\theta$ in (20) are sufficiently small, then $L_\rho(\mathbf{x}, \mathbf{z}, \mathbf{\lambda})$ has a unique stationary point $(\mathbf{x}, \mathbf{z}, \mathbf{\lambda})$ and the entire sequence generated by Algorithm 1 converges to $(\mathbf{x}, \mathbf{z}, \mathbf{\lambda})$; furthermore, if $\Delta \mathbf{H}_\theta = 0$ and $\Delta \mathbf{c}_\theta = 0$, then $\mathbf{x}$ is equal to the corresponding true bias.

Proof. See Appendix B. □

The first statement of Theorem 1 is a direct result of [31, Corollary 2], which ensures the convergence of the ADMM for a class of nonconvex problem (with a Lipschitz continuous gradient) over a compact manifold. The second statement of Theorem 1 on the uniqueness of the stationary point is due to the special structure of problem (16). The entire sequence convergence in Theorem 1 is a combined result of the general convergence of the ADMM in [31, Corollary 2] and the special structure of problem (16).

C. Proposed BCD Algorithm

The proposed BCD algorithm for solving problem (8) is summarized as Algorithm 2. Three remarks on its convergence, computational complexity, and comparison with other BCD variants are given in order.

Algorithm 2 Proposed BCD Algorithm for Problem (8)

Input: Sensor measurements $\{\mathbf{z}_k\}_{k=1}^{K}$
1: Initialize $\Delta \mathbf{\rho}^0, \Delta \mathbf{\eta}^0, \Delta \mathbf{\alpha}^0, \Delta \mathbf{\beta}^0, \Delta \mathbf{\gamma}^0$, and $\mathbf{v}^0$
2: for $t = 0, 1, 2, \ldots, \rho$ do
3: Update $\mathbf{v}^{t+1}$ by (12);
4: Update $\Delta \mathbf{\rho}^{t+1}$ by (14);
5: Sequentially update $\Delta \mathbf{\eta}^{t+1}, \Delta \mathbf{\alpha}^{t+1}, \Delta \mathbf{\beta}^{t+1}, \Delta \mathbf{\gamma}^{t+1}$ by Algorithm 1, respectively;
6: end for

Output: Sensor biases $\Delta \mathbf{\rho}^*, \Delta \mathbf{\eta}^*, \Delta \mathbf{\alpha}^*, \Delta \mathbf{\beta}^*, \Delta \mathbf{\gamma}^*$.

Convergence of Algorithm 2. The well-known convergence analysis of BCD [33], [34] shows that if all subproblems in the proposed BCD Algorithm 2 have unique solutions and can be globally solved, then the iterates can converge to a stationary point of the non-convex problem (8). The uniqueness and the global optimality of solutions $\mathbf{v}^*$ (in (12)) for subproblem (10a) and $\Delta \mathbf{\rho}^*$ (in (14)) for subproblem (10b) can be guaranteed if $\mathbf{H}_v$ and $\mathbf{H}_\rho$ are of full rank. For subproblems (10c)–(10f), the full rankness of $\mathbf{H}_\varphi$ together with sufficiently small $\Delta \mathbf{H}_\varphi$ and $\Delta \mathbf{c}_\varphi$ in (20) further ensure that each of the corresponding subproblems has a unique solution and can be numerically attained by the proposed ADMM Algorithm 1 (cf. Theorem 1). According to the definitions of $\mathbf{H}_v, \mathbf{H}_\rho$, and $\mathbf{H}_\varphi$ in Appendix C of the Supplementary Material and Assumption 1, we know that (i) $\mathbf{H}_v$ in (11) is always of full rank since each sensor has at least one measurement; (ii) $\mathbf{H}_\rho$ in (13) and $\mathbf{H}_\varphi$ in (15) are of full rank with probability one (whose proof is provided in Appendix D of the Supplementary Material). Based on the above discussion, we can conclude that Algorithm 2 can converge.
to a stationary point of the non-convex problem (8) if those $\Delta H_{\phi}$ and $\Delta c_{\phi}$ along the BCD iterates are all sufficiently small. Finally, we remark that this sufficient small condition provides a theoretical understanding for the convergence of Algorithm 2 and in general it depends on the initial point. Our numerical simulation results in Section V suggest that such a condition always holds in various scenarios by simply initializing all biases to be zeros. The results in the noiseless setting (Section V-A) even verify the global optimality of Algorithm 2.

Computational complexity of Algorithm 2. All subproblems in the proposed BCD updates (10a)–(10f) take two special forms, i.e., unconstrained linear LS problems (i.e., subproblems (11) and (13)) and quadratic programs with special non-convex constraints (i.e., subproblem (15)). It can be shown that the computational complexity of solving subproblem (11), (13), and (15) is $O(K^2 + K), O(M^2 + MK + M)$, and $O(I(2M)^2 + 2MK + 2M))$ (where $I$ is the total iteration number of the ADMM), respectively. It is worthwhile mentioning that the computational complexity of solving (15) by using the ADMM, which is $O(I(2M)^2)$, is generally much less than that of using the SDR technique, which is $O((2M)^{4.5})$ [29]. The computational time comparison in Table II (Section V-B2) demonstrates the much better computational efficiency of using the ADMM over the SDR based approach for solving subproblem (15).

BCD variants. Finally, we remark that there are several nice extensions of the BCD framework such as the block successive minimization method [35] and the maximum block improvement (MBI) method [36]. Both of them can be applied to solve problem (8) with guaranteed convergence (with a suitable approximation of the objective function). The sequential optimization version of MBI [36] can effectively handle nonconvex constraints. In this paper, we still use the basic version of BCD because the nonconvex BCD subproblems with respect to angle biases enjoy the unique solution property (cf. Theorem 1), which reveals an interesting insight into the considered bias estimation problem that the true bias can be recovered under the ideal case (i.e., $\Delta H_{\phi} = 0$ and $\Delta c_{\phi} = 0$). MBI also enjoys the same property of the uniqueness of the subproblems but it requires more computational cost than classical BCD. A parallel implementation of MBI can improve its computational efficiency but this is beyond the scope of this paper. Simulation results in Section V-A further show that all biases are exactly recovered by our proposed BCD Algorithm 2 in the noiseless case.

V. Simulation Results

In this section, we present simulation results to illustrate the performance of using our proposed BCD Algorithm 2 to solve the proposed formulation (8).

Scenario setting: We consider a scenario with four sensors and one target in the 3-dimensional space, as illustrated in Fig. 2. The locations and biases of each sensor are listed in Table I. The target moves with a nearly constant velocity $\mathbb{E}[\xi] = [0, 0.3, 0]$ km/s with the initial position being $[-30, -5, 8]$ km. The presumed rotation angle $\zeta_m$ is fixed at $(0^\circ, 0^\circ, 0^\circ)$ for all $m = 1, 2, 3, 4$. The sensors work in an asynchronous mode that four sensors measure the target positions every 10 s with different starting times, i.e., 2.5 s, 5 s, 7.5 s, 10 s, respectively. Moreover, each sensor sends 20 stamped measurements to a fusion center for sensor registration and the total observation last 210 s. All simulations are done on a laptop (Intel Core i7) with Matlab2018b.

Baseline approaches: We select three representative approaches in the literature and extend them to the considered 3-dimensional case where all sensors are biased and asynchronous. The first approach is the augmented state Kalman filtering (ASKF) approach [37] which treats sensor biases as the augmented states and uses the Kalman filter to jointly estimate sensor biases and target states. The second approach is the LS approach [7] which solves the proposed NLS estimate sensor biases and target states. The second approach is the ML approach [6], [11], which is originally proposed for the synchronously multi-sensor system [11] or for the scenario with one sensor being bias-free [6]. To extend it to the considered 3-dimensional case with a stable numerical behavior, we first estimate the target state by the smoothed Kalman filter (SKF) and then estimate sensor biases by the Gaussian-Newton method [33]. For simplicity, we refer this approach as SKF-GN.

Proposed algorithms’ parameter selection: In all of our following simulations, the parameters in the BCD and ADMM algorithms are selected as follows: the proposed BCD algorithm is initialized with all biases being zeros and the proposed ADMMs for solving subproblems (10c)–(10f) are also initialized with the corresponding angle biases being zeros; the penalty parameter $\rho$ in the ADMM is set to be the average of the diagonal elements of matrix $H_{\phi}^\dagger Q H_{\phi}$ in (15); the proposed BCD algorithm is terminated when the maximum difference between two consecutive BCD iterates is less than $10^{-5}$ and the ADMM is terminated when both primal and dual residuals are less than $10^{-9}$.

| Sensor | Position | $\Delta \rho$ | $\Delta \eta$ | $\Delta \alpha$ | $\Delta \beta$ | $\Delta \gamma$ |
|--------|----------|-------------|-------------|-------------|-------------|-------------|
| Sensor 1 | [0, -15, 0] | -0.5 | -2 | -2 | 1 | -1 |
| Sensor 2 | [-20, 5, 2] | 0.3 | 2 | 2 | -1 | -1 |
| Sensor 3 | [20, 5, 0] | -0.4 | -2 | 2 | -2 | 2 |
| Sensor 4 | [0, 10, -1] | -0.2 | -1 | -2 | -1 | 1 |

A. Global Optimality of Proposed BCD in the Noiseless Case

In this subsection, we test the convergence behavior of the proposed BCD for solving problem (8) with $Q_k = I$, $\forall k$. We consider the noiseless case with the measurement noise variance $\sigma_\rho^2 = 0$ km, $\sigma_\eta^2 = \sigma_\alpha^2 = 0$ and the target motion noise $q = 0$ m$^2$/s$^3$. In such a case, the true biases achieve a zero loss and hence they are a global solution of problem (8). Fig. 3 plots the optimization residuals over the number of iterations and the elapsed time. The optimization residuals for different kinds of biases are defined as the sum of the squared estimation error over all sensors, e.g., the optimization residual for the range bias is $\sum_{m=1}^{M} (\hat{\Delta} \rho_m - \Delta \rho_m)^2$, where $\Delta \hat{\rho}_m$ is
the estimated range bias of sensor $m$. The convergence curves in Fig. 3 demonstrate the global optimality of the proposed BCD algorithm in the noiseless case, i.e., the loss function converges to zero and the finally returned solution by the BCD algorithm is very close to the true biases. The similar convergence behavior has also been observed in many other scenarios. In particular, Fig. 4 shows the convergence curves of the proposed BCD algorithm in 20 randomly generated scenarios.

B. Estimation Performance in the Noisy Case

In this subsection, we evaluate the estimation performance of the proposed BCD algorithm in the noisy case. Note that the global optimality in the noisy case is generally hard to examine, as the global solution of the corresponding problem is unknown. However, our numerical results show that the solution found by the BCD algorithm achieves a pretty satisfactory estimation performance.

In the rest of simulations, we use the root mean square error (RMSE) as the estimation performance metric. The root of hybrid Cramer-Rao lower bound (RHCRLB) [7], [38] is used as the performance benchmark. The RMSEs and RHCRLBs in all of the following figures are obtained by averaging 100 independent Monte Carlo runs. We will compare the proposed BCD algorithm with the aforementioned three approaches under different setups.

1) Estimation Performance Comparison: In this part, we compare the estimation performance of different approaches with $\sigma_\rho = 0.05$ km, $\sigma_\eta = \sigma_\phi = 0.02^\circ$, and $q = 0.5$ m$^2$/s$^3$. Two different choices of $Q_k$ in the proposed formulation (8) are considered: one is $Q_k = I$ which corresponds to classical nonlinear LS estimation (referred as BCD-NLS), and the other is $Q_k$ in (9) which can be regarded as pseudo ML estimation (referred as BCD-PML). The RMSEs of the range bias of different sensors are shown in Fig. 5 and the RMSEs of different kinds of angle biases are shown in Fig. 6. We can observe that the two proposed approaches (i.e., BCD-NLS and BCD-PML) achieve much smaller RMSEs than the other three approaches. The main reason for this is that all the other three approaches utilize the linear approximation to deal with the nonlinearity, and such approximation usually results into a model mismatch which degrades the estimation performance.

Notice that the only difference between Linearized LS and BCD-NLS is the algorithm used for solving problem (8) with $Q = I$. More specifically, Linearized LS utilizes the linear approximation which admits a closed-form solution for estimating biases while BCD-NLS uses the proposed BCD algorithm to deal with the nonlinearity. Clearly, BCD-NLS achieves smaller RMSE. Furthermore, by incorporating the second-order statistics, BCD-PML achieves a smaller RMSE than BCD-NLS, which demonstrates the effectiveness of the proposed choice of $Q_k$ in (9).

2) Computational Time Comparison: In this part, we compare the computational time of different approaches. The averaged computational time of different approaches is sum-
In this paper, we have presented a weighted nonlinear LS formulation for the 3-dimensional asynchronous multi-sensor registration problem by assuming the existence of a reference target moving with a nearly constant velocity. By choosing appropriate weight matrices, the proposed formulation includes classical nonlinear LS and ML estimation as special cases. Moreover, we have proposed an efficient BCD algorithm for solving the formulated problem and also have developed a computationally efficient algorithm based on the ADMM to globally solve nonconvex subproblems with respect to angle biases in the BCD iteration. Numerical simulation results

3Under mild conditions, the SDR technique gives the same solution of problem (15) obtained by the proposed ADM. In particular, the proof in Appendix B can be modified to show that the SDR admits a unique rank-one solution if $\Delta H$ and $\Delta c$ in (15) are sufficiently small. This implies that the SDR technique and the ADMM give the same solution.

**TABLE II: Computational Time [second]**

| Method     | ASKF   | Linearized LS | SKF-GN | BCD-NLS | BCD-PML |
|------------|--------|---------------|--------|---------|---------|
|            | 0.03   | 0.02          | 0.16   | 34.61 (1309.21) | 33.28 (1289.54) |

Fig. 5: RMSE and RHCRLB for $\sigma_\rho = 0.05$ km, $\sigma_\eta = \sigma_\phi = 0.02^\circ$, and $q = 0.5$ m$^2$/s$^3$.

measurement noise level $(\sigma_\rho, \sigma_\phi, \sigma_\eta)$. Since the measurement noise level has similar impacts on the estimation performance of the four sensors, we only present the averaged RMSEs and RHCRLBs over four sensors. The comparison of the range biases is presented in Fig. 7 and the comparison of other biases is presented in Fig. 10. It can be observed that BCD-PML achieves the smallest RMSEs among all cases and BCD-NLS is a little worse than BCD-PML. For the other three approaches, due to the model mismatch error introduced by the linear approximation procedure, they all suffer a “threshold” effect when the measurement noise is small, i.e., $\sigma_\phi = \sigma_\eta = 0.02^\circ, \sigma_\rho = 0.01$ km. In contrast, the proposed BCD algorithm exploits the special problem structure and utilizes the nonlinear optimization techniques to deal with the nonlinearity issue. Therefore, BCD-NLS and BCD-PML do not have the ‘threshold’ effects and their RMSEs are quite close to RHCRLBs when the measurement noise level is small.

4) Impact of Target Motion Noise: In this part, we present some simulation results to illustrate the effect of the target motion noise on the estimation performance. We fix the measurement noise level to be $\sigma_\rho = 0.1$ km and $\sigma_\phi = \sigma_\eta = 0.1^\circ$ and change the values of the motion noise density $q$ in interval $[0.2, 2]$ m$^2$/s$^3$. Similar to Section V-B3, we compare the averaged RMSEs of the range in Fig. 8 and the RMSEs of other angle biases in Fig. 11. It can be observed that all approaches are somehow robust to the motion process noise. Similarly, we can observe that the proposed approaches perform better than the other three approaches and their RMSEs are very close to RHCRLBs.

5) Impact of Sensor Bias: To illustrate the effect of the bias level on the estimation performance (especially for the other three approaches which use the linear approximation), we present some simulation results with different levels of the sensor biases. Specifically, we fix $\sigma_\rho = 0.1$ km, $\sigma_\phi = \sigma_\eta = 0.1^\circ$, and $q = 0.5$ m$^2$/s$^3$, and change the bias values in Table I by multiplying them with a positive constant $c$, i.e., $c = 0.2, 0.5, 1, 2$. The averaged RMSEs of the range biases and other angle biases are compared in Figs. 9 and 12, respectively. In the case where the bias level is small, i.e., $c = 0.2$, all approaches have similar RMSEs since the linear approximation leads to a smaller model mismatch error. However, as $c$ increases, the RMSEs of the other three approaches increase very fast but the proposed two approaches are robust to the bias level.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented a weighted nonlinear LS formulation for the 3-dimensional asynchronous multi-sensor registration problem by assuming the existence of a reference target moving with a nearly constant velocity. By choosing appropriate weight matrices, the proposed formulation includes classical nonlinear LS and ML estimation as special cases. Moreover, we have proposed an efficient BCD algorithm for solving the formulated problem and also have developed a computationally efficient algorithm based on the ADMM to globally solve nonconvex subproblems with respect to angle biases in the BCD iteration.
(a) Elevation bias. (b) Roll bias. (c) Pitch bias. (d) Yaw bias.

Fig. 6: RMSE and RHCRLB for $\sigma_\rho = 0.05 \text{ km}$, $\sigma_\phi = \sigma_\eta = 0.02^\circ$, and $q = 0.5 \text{ m}^2/\text{s}^3$.

Fig. 7: RMSE and RHCRLB of range and elevation biases with different measurement noise levels $(\sigma_\rho, \sigma_\phi, \sigma_\eta)$.

Fig. 8: RMSE and RHCRLB range and elevation biases with different motion process noise levels $q$.

Fig. 9: RMSE and RHCRLB range and elevation biases with different bias levels $c$.

demonstrate the effectiveness and efficiency of the proposed formulation and the BCD algorithm. In particular, our proposed approaches can achieve significantly better estimation performance than existing celebrated approaches based on the linear approximation and our proposed approaches are the most robust to the sensor bias level.

It is important to note that the proposed formulation (8) implicitly assumes that all observed data are originated by a single moving target. Other important issues in practical multi-sensor systems such as missed detection, multiple targets, and clutters [40] are not considered. Such more complicated scenarios are of greatly practical interests, and dealing with the data association problem (with biased data) raised there is necessary [19]. Combining the developed optimization technique together with advanced multi-target tracking techniques [41] would be an interesting direction to further explore, especially for sensors on moving platforms. Finally, we remark that the use of the rotation matrix in (2) may lead to a gimbal lock problem when the pitch angle is $\pm 90^\circ$. However, in the context of this study, where sensors are fixed at a ground location with fixed positions and attitude angles, this issue can be avoided by pre-aligning the rotation angles between the local and global Cartesian coordinates being zeros. In contrast, for sensors mounted on moving platforms, it is advisable to use quaternions to prevent gimbal lock from occurring. Exploring techniques for compensating biases in quaternion representations would be an interesting future research.

**Appendix A**

**Proof of Proposition 1**

Since the result is independent with respect to noise $w_k$, we assume $w_k = 0$ for notational simplicity. Define $(r, \omega, \upsilon)$ such that $(r \cos \omega \cos \upsilon, r \sin \omega \cos \upsilon, r \sin \upsilon)^T = R_R^T (\beta_{s_k} + \Delta_{s_k}^\beta) R_R^T (\alpha_{s_k} + \Delta_{s_k}^\alpha)(\xi_k - p_{s_k})$. Then, by (3) and omitting
the subscripts \( k \) and \( s_k \), we have
\[
\begin{bmatrix}
\rho \\
\phi \\
\eta
\end{bmatrix} = h \begin{bmatrix}
r \cos (\omega - \gamma - \Delta \gamma) \\
r \sin (\omega - \gamma - \Delta \gamma) \\
r \sin \upsilon
\end{bmatrix} - \begin{bmatrix}
\Delta \rho \\
\Delta \phi \\
\Delta \eta
\end{bmatrix} \\
= \begin{bmatrix}
r - \Delta \rho \\
\omega - \gamma - \Delta \gamma - \Delta \phi \\
v - \Delta \eta
\end{bmatrix}.
\]
This completes the proof.

**APPENDIX B**

**PROOF OF THEOREM 1**

In this appendix, we use notation \( \Delta \hat{\theta} \) to denote the true value of the corresponding bias and define \( \mathbf{x}(\Delta \hat{\theta}) = \begin{bmatrix}
\cos \Delta \theta_1, \sin \Delta \theta_1, \ldots, \cos \Delta \theta_M, \sin \Delta \theta_M
\end{bmatrix}^T \). Also, for notational simplicity, we ignore the subscript \( \hat{\theta} \) of \( \mathbf{H}_\theta \) and \( \mathbf{c}_\theta \). Since the objective function in (15) is a quadratic function whose gradient is Lipschitz continuous and the constraint set \( \mathcal{C} \) is a smooth compact manifold, then by [31, Corollary 2], for a sufficiently large penalty parameter \( \rho \), the sequence \( \{\mathbf{x}'(\mathbf{z}'), \mathbf{z}'(\mathbf{x}')\} \) generated by Algorithm 1 has at least one limit point and any limit point is a stationary point of the augmented Lagrangian function \( L_\rho(\mathbf{x}, \mathbf{z}, \lambda) \). This completes the first statement in Theorem 1.

Next, we prove the second statement. From the definition of \( L_\rho(\mathbf{x}, \mathbf{z}, \lambda) \) in (18), its stationary point \( (\mathbf{x}, \mathbf{z}, \lambda) \) is defined as
\[
\frac{\partial L_\rho}{\partial \mathbf{x}} = 2\mathbf{H}^T \mathbf{Q}_H \mathbf{x} + 2\mathbf{H}^T \mathbf{Q}_c + \lambda + \rho \mathbf{x} - \rho \mathbf{z} = 0, \\
\frac{\partial L_\rho}{\partial \mathbf{z}} = -\lambda + \rho \mathbf{z} - \rho \mathbf{x} + \partial \mathcal{C}(\mathbf{z}), \\
\frac{\partial L_\rho}{\partial \lambda} = \mathbf{x} - \mathbf{z} = 0.
\]
In the above, \( \partial \mathcal{C}(\mathbf{z}) \) denotes the Fréchet subdifferential [42], and by Proposition 4 below, we have \( \partial \mathcal{C}(\mathbf{z}) = \mathbf{A} \mathbf{z} \), where \( \mathbf{A} = \text{Diag}(\eta) \otimes \mathbf{I}_2 \) and \( \eta \in \mathbb{R}^M \). Then, (21) can be simplified as follows:
\[
\mathbf{A} \mathbf{x} + \mathbf{b} + \Lambda \mathbf{z} = 0, \quad \mathbf{x} \in \mathcal{C}.
\]
Express \( x \) by \( \Delta \theta \), i.e., \( x = x(\Delta \theta) \). Then the constraint \( x \in C \) in (22) can be eliminated and the left-hand side of (22) can be regarded as a function with respect to \( \Delta H \), \( \Delta c \), \( \Delta \theta \), and \( \eta \), denoted as \( f(\Delta H, \Delta c, \Delta \theta, \eta) \); see (24) further ahead. Thus, (22) is further re-expressed as

\[
f(\Delta H, \Delta c, \Delta \theta, \eta) = 0.
\]

Then, by Proposition 5 below, there exist two continuous functions \( d_\theta(\Delta H, \Delta c) \) and \( d_\eta(\Delta H, \Delta c) \) in the neighborhood of \((\Delta H, \Delta c) = (0, 0)\) and these two functions are uniquely defined in this neighborhood such that

\[
f(\Delta H, \Delta c, \Delta \theta, \eta) = 0
\]

holds with \( \Delta \theta = d_\theta(\Delta H, \Delta c) \) and \( \eta = d_\eta(\Delta H, \Delta c) \). The uniqueness of these two functions implies that, for any sufficiently small \((\Delta H, \Delta c)\), \((\Delta \theta, \eta)\) is the only solution (depending on \((\Delta H, \Delta c)\)) such that (22) holds. Hence, by the equivalence between (21) and (22),

\[
(x, z, \lambda) = \left(x(\Delta \theta), x(\Delta \theta), [\text{Diag}(\eta) \otimes I_2]x(\Delta \theta)\right)
\]

is the unique stationary point of \( L_\theta(x, z, \lambda) \) (for sufficiently small \((\Delta H, \Delta c)\)). Furthermore, combining with [31, Corollary 2], we know that \((x, z, \lambda)\) is the unique limit point of the sequence \(\{x^t, z^t, \lambda^t\}\). By [31, Lemma 6], \(\{x^t, z^t, \lambda^t\}\) is bounded, and hence every subsequence of \(\{x^t, z^t, \lambda^t\}\) converges \((x, z, \lambda)\). Otherwise, there exists some subsequence of \(\{x^t, z^t, \lambda^t\}\) converging to a point which is different from \((x, z, \lambda)\) and this contradicts the fact that \((x, z, \lambda)\) is the unique limit point. As such, the entire sequence \(\{x^t, z^t, \lambda^t\}\) converges to \((x, z, \lambda)\).

Finally, if \( \Delta H = 0 \) and \( \Delta c = 0 \), \( f(0, 0, \Delta \theta, 0) \) corresponds to the gradient of \(\|Hx + c\|^2_2\) with respect to \( x \) at point \( x(\Delta \theta) \). Then, by Proposition 6, it is straightforward to check that \( f(0, 0, \Delta \theta, 0) = 0 \), where \( \Delta \theta \) corresponds to the true bias. Therefore, the unique stationary point \( x \) is \( x(\Delta \theta) \). This completes the proof of the second statement of Theorem 1.

**Proposition 4.** For the indicator function \( i_C(\cdot) \) defined in (17), its Fréchet subdifferential at point \( z \) is

\[
\partial i_C(z) = \{Az \mid A = \text{Diag}(\eta) \otimes I_2, \eta \in \mathbb{R}^M\}.
\]

**Proof.** We first reformulate the indicator function \( i_C(\cdot) \) as

\[
i_C(z) = \sum_{m=1}^{M} i(z_{2m-1}, z_{2m}),
\]

where

\[
i(x) = \begin{cases} 0, & \text{if } x \in U \triangleq \{u \in \mathbb{R}^2 \mid u_1^2 + u_2^2 = 1\}, \\ \infty, & \text{otherwise.} \end{cases}
\]

Then, the Fréchet subdifferential \( \partial i(\cdot) \) at point \( u \in \mathbb{R}^2 \) is the Fréchet normal cone of set \( U \) [42, Proposition 1.18], which is defined as

\[
\partial i(u) = \left\{ g \in \mathbb{R}^2 \mid \liminf_{u \to u^0} \frac{-g^T(u' - u)}{\|u' - u\|} \geq 0 \right\},
\]

where the notation \( u' \mathrel{\overset{\text{def}}{\to}} u \) represents \( u' \to u \) with \( u, u' \in U \). By expressing \( u = (\cos \theta, \sin \theta) \) and \( u' = (\cos \theta', \sin \theta') \) with \( \theta, \theta' \in [-\pi, \pi] \), we have

\[
\lim_{u \mathrel{\overset{\text{def}}{\to}} u} \frac{u' - u}{\|u' - u\|} = \lim_{\theta \mathrel{\overset{\text{def}}{\to}} \theta} \frac{(\cos \theta' - \cos \theta, \sin \theta' - \sin \theta)}{\sqrt{(\cos \theta' - \cos \theta)^2 + (\sin \theta' - \sin \theta)^2}} = \frac{1}{\sqrt{2}} \begin{pmatrix} \cos \theta' - \cos \theta \sin \theta' - \sin \theta \end{pmatrix}.
\]

Thus, (22) is further re-expressed as

\[
f(\Delta H, \Delta c, \Delta \theta, \eta) = 0
\]

where \( \theta \mathrel{\overset{\text{def}}{\to}} \theta^+ \) (or \( \theta \mathrel{\overset{\text{def}}{\to}} \theta^- \)) denotes that \( \theta' \) approaches \( \theta \) from \( \theta^+ \) (or \( \theta^- \)). In the above, (i) is due to \( \cos(\alpha - \beta) = \cos \alpha \cos \beta + \sin \alpha \sin \beta \), and (iii) is by the L'Hôpital's rule. Hence,

\[
\liminf_{u \mathrel{\overset{\text{def}}{\to}} u} \frac{-g^T(u' - u)}{\|u' - u\|} \geq 0 \Leftrightarrow \lim_{u \mathrel{\overset{\text{def}}{\to}} u} \frac{-g^T(u' - u)}{\|u' - u\|} = 0
\]

\[
\Leftrightarrow g^T \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} u = 0 \Leftrightarrow g = \eta u, \eta \in \mathbb{R},
\]

and \( \partial i(u) = \{\eta u \in \mathbb{R}^2 \mid \eta \in \mathbb{R}\} \).

For \( i_C(z) = \sum_{m=1}^{M} i(z_{2m-1}, z_{2m}) \), denoting

\[
u_m = \begin{pmatrix} z_{2m-1}, z_{2m} \end{pmatrix}^T, m = 1, 2, \ldots, M,
\]

we have

\[
\partial i_C(z) = \partial i(u_1), \partial i(u_2), \ldots, \partial i(u_M)
\]

\[
= \{Az \mid A = \text{Diag}(\eta) \otimes I_2, \eta \in \mathbb{R}^M\},
\]

where \( \otimes \) is the Kronecker product.

**Proposition 5.** Express \( x \) by \( \Delta \theta \), i.e., \( x = x(\Delta \theta) \), then (22) can be expressed as \( f(\Delta H, \Delta c, \Delta \theta, \eta) = 0 \), where

\[
f(\Delta H, \Delta c, \Delta \theta, \eta) = 2(\bar{H} + \Delta H)^T Q(\bar{H} + \Delta H)x(\Delta \theta) + 2(\bar{H} + \Delta H)^T Q(c + \Delta c) + [\text{Diag}(\eta) \otimes I_2]x(\Delta \theta).
\]

Further, there exist two continuous functions \( d_\theta(\Delta H, \Delta c) \) and \( d_\eta(\Delta H, \Delta c) \) in the neighborhood of \((\Delta H, \Delta c) = (0, 0)\) and these two functions are uniquely defined in this neighborhood such that \( f(\Delta H, \Delta c, d_\theta(\Delta H, \Delta c), d_\eta(\Delta H, \Delta c)) = 0 \).

**Proof.** By (20), we have \( H = \bar{H} + \Delta H \) and \( c = \bar{c} + \Delta c \). From Proposition 6 below, we know that (22) holds for \( \Delta H = 0, \Delta c = 0, \eta = 0, \) and \( x = x(\Delta \theta) \). This is equivalent to \( f(0, 0, \Delta \theta, 0) = 0 \). Moreover, by [43, Theorem 9.3], if the Jacobian matrix \( D_{\Delta \theta, \eta} \) of \( f(\Delta H, \Delta c, \Delta \theta, \eta) \) with respect to \( \Delta \theta \) and \( \eta \) is invertible at point \((\Delta H, \Delta c, \Delta \theta, \eta) = (0, 0, \Delta \theta, 0)\), then Proposition 5 holds. Next, we show that the Jacobian matrix \( D_{\Delta \theta, \eta} \) at \((0, 0, \Delta \theta, 0)\) is indeed invertible.

By (24), \( D_{\Delta \theta, \eta} \) is given as

\[
D_{\Delta \theta, \eta} = \begin{bmatrix} \frac{\partial f}{\partial \eta} & \frac{\partial f}{\partial \Delta \theta} \end{bmatrix} = [S\ GC] = [I_{2M} \ C] [S \ 0 \ C],
\]
where
\[ G = H^T Q H + \text{Diag}(\eta) \otimes I_2 ] \]
\[ S = \text{blkdiag}(s_1, s_2, \ldots, s_M), s_m = [\cos \Delta \theta_m, \sin \Delta \theta_m]^T, \]
\[ C = \text{blkdiag}(c_1, c_2, \ldots, c_M), c_m = [-\sin \Delta \theta_m, \cos \Delta \theta_m]^T. \]

Hence, at point \((\Delta H, \Delta c, \Delta \eta) = (0, 0, 0, 0)\), we have
\[
\text{rank } \left[ \begin{bmatrix} I_{2M} & G \end{bmatrix} \right] = 2M, \quad \text{rank } \left[ \begin{bmatrix} S & 0 \\ 0 & C \end{bmatrix} \right] = 2M, 
\]
which, together with Sylvester’s rank inequality [44], immediately implies \(\text{rank } (D_{\Delta \theta}, \eta) = 2M\) and thus \(D_{\Delta \theta}, \eta\) is invertible. This completes the proof.

**Proposition 6.** If \(\Delta H_{\theta} = 0\) and \(\Delta c_{\theta} = 0\), then we have \(H_{\theta} x(\Delta \theta) + c_{\theta} = 0\), where \(\Delta \theta\) is the true value of the corresponding bias.

**Proof.** According to the definitions of \(\Delta H_{\theta}\) and \(\Delta c_{\theta}\), and the derivations in Appendix C, we know that \(\Delta H_{\theta} = 0\) and \(\Delta c_{\theta} = 0\) hold when \(w_k = 0, n_k = n_k = 0\), for all \(k\), \(\lambda = \lambda_0 = 1\), and all the other biases \(\forall \Delta \theta \text{ and velocity } v\) take the true values. In this case, the constructed measurement equations in (7) become
\[
0 = g_{k+1}(\theta_{n+1}) - g_k(\theta_{n}), \quad -T_k \xi_k, \quad \forall k, \]
\[
0 = \xi_{k+1} - \xi_k, \quad \forall k, 
\]
where \(\theta_n, m = 1, 2, \ldots, M\), take the true bias values. Since problem (15) is an equivalent reformulation of problem (8) with respect to one type of bias \(\Delta \theta\), then the above equation can also be reformulated with respect to \(\Delta \theta\) as below
\[ H_{\theta} x(\Delta \theta) + c_{\theta} = 0, \]
where \(\Delta \theta\) corresponds to the true bias value. This completes the proof.
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**Supplementary Material**

**APPENDIX C**

**DERIVATIONS OF SUBPROBLEMS (10a)–(10f)**

Denote $Q = \text{blkdiag}(Q_1, Q_2, \ldots, Q_K)$, where $\text{blkdiag}(\cdot)$ is the diagonalization operation for stacking matrices $Q_1, \ldots, Q_K$ as a block diagonal matrix. Also, for $\Delta \vartheta \in \mathbb{R}^M$, define vector $\bar{x}(\Delta \vartheta) = [\cos \Delta \vartheta_1, \sin \Delta \vartheta_1, \ldots, \cos \Delta \vartheta_M, \sin \Delta \vartheta_M]^T$.

A. Derivation for Subproblem (10a)

With all biases being fixed, problem (8) with respect to velocities is reformulated as follows:

$$\min_{\xi_k} \sum_{k=1}^{K-1} \left\| c_{v,k} + H_{v,k} \left[ \xi_{k+1}^T, \xi_k \right] \right\|_{Q_v}^2,$$

where

$$c_{v,k} = [g_{k+1}(\theta_{sk+1}) - g_k(\theta_{sk})], \quad H_{v,k} = \begin{bmatrix} -T_k I_3 & 0 \\ 0 & -I_3 \end{bmatrix}.$$  

Compactly, defining $v = [\xi_1, \xi_2, \ldots, \xi_K]^T$, we then have an equivalent form for (25) as follows:

$$\min_v \| H_v v + c_v \|_{Q_v}^2,$$

where $c_v = [c_{v,1}^T, c_{v,2}^T, \ldots, c_{v,K-1}^T]^T$ and $H_v$ is a matrix with $[H_v]_{6k-5:6k,3k-2:3k+1} = H_{v,k}, \quad k = 1, 2, \ldots, K-1$, and all the other elements being zeros.

B. Derivation for Subproblem (10b)

With velocities and all the other biases being fixed (except $\Delta \rho$), problem (8) with respect to $\Delta \rho$ is reformulated as follows:

$$\min_{\Delta \rho} \sum_{k=1}^{K-1} \| h_{p,k+1} \Delta \rho_{sk+1} - h_{p,k} \Delta \rho_{sk} + c_{p,k+1} - c_{p,k} + v_{p,k} \|_{Q_k}^2,$$

where

$$h_{p,k} = [h_{p,k}^T, 0^T]^T, \quad c_{p,k} = [c_{p,k}^T, 0^T]^T,$$

$$v_{p,k} = [p_{sk+1}^T - p_{sk}^T - T_k \xi_k^T, \xi_{k+1}^T - \xi_k^T]^T,$$

$$\hat{h}_{p,k} = R(\zeta_{sk} + \Delta \zeta_{sk}) \left[ \begin{bmatrix} \lambda_0^{-1} \lambda_1^{-1} \cos \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_0^{-1} \lambda_1^{-1} \sin \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_1^{-1} \cos \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_1^{-1} \sin \phi_k \cos(\eta_k + \Delta \eta_{sk}) \end{bmatrix} \right],$$

$$\hat{c}_{p,k} = R(\zeta_{sk} + \Delta \zeta_{sk}) \left[ \begin{bmatrix} \lambda_0^{-1} \lambda_1^{-1} \rho_k \cos \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_0^{-1} \lambda_1^{-1} \rho_k \sin \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_0^{-1} \lambda_1^{-1} \rho_k \sin \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_0^{-1} \lambda_1^{-1} \rho_k \sin \phi_k \cos(\eta_k + \Delta \eta_{sk}) \end{bmatrix} \right].$$

Compactly, (27) can be equivalently formulated as

$$\min_{\Delta \rho} \| H_{\rho} \Delta \rho + c_{\rho} \|_{Q_{\rho}}^2,$$

where $H_{\rho}$ is a zero matrix except

$$[H_{\rho}]_{6k-5:6k, m} = \begin{cases} h_{p,m+1}, & \text{if } m = s_k + 1, \\ -h_{p,m}, & \text{if } m = s_k, \end{cases}$$

and $c_{\rho} = [c_{\rho,1}^T, \ldots, c_{\rho,K-1}^T]^T$ with $c_{\rho,k} = c_{p,k+1} - c_{p,k} + v_{p,k}$.

C. Derivation for Subproblems (10c)–(10f)

For notational simplicity, we firstly define $u_k$ as

$$u_k = \begin{bmatrix} \lambda_0^{-2} \lambda_1^{-2} (\rho_k + \Delta \rho_{sk}) \cos \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_0^{-2} \lambda_1^{-2} (\rho_k + \Delta \rho_{sk}) \sin \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_1^{-2} (\rho_k + \Delta \rho_{sk}) \sin \phi_k \cos(\eta_k + \Delta \eta_{sk}) \end{bmatrix},$$

which will be used in this subsection.

1) Subproblem (10c): With velocities and all other kinds of biases being fixed (except $\Delta \eta$), problem (8) with respect to $\Delta \eta$ is reformulated as follows:

$$\min_{\Delta \eta} \sum_{k=1}^{K-1} \| h_{\eta,k+1} \cos(\eta_{sk+1}) + h_{\eta,k+1}^* \sin(\eta_{sk+1}) \|_{Q_{\eta}}^2,$$

where

$$h_{\eta,k+1} = [(\bar{h}_{\eta,k})^T, 0^T]^T, \quad h_{\eta,k} = [(\bar{h}_{\eta,k})^T, 0^T]^T, \quad c_{\eta,k} = v_{\eta,k} + \bar{c}_{\eta,k},$$

and

$$\bar{h}_{\eta,k} = \begin{cases} \lambda_0^{-2} \lambda_1^{-2} (\rho_k + \Delta \rho_{sk}) \cos \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_0^{-2} \lambda_1^{-2} (\rho_k + \Delta \rho_{sk}) \sin \phi_k \cos(\eta_k + \Delta \eta_{sk}) \\ \lambda_1^{-2} (\rho_k + \Delta \rho_{sk}) \sin \phi_k \cos(\eta_k + \Delta \eta_{sk}) \end{cases}.$$

Letting $x = x(\Delta \eta)$, (29) can be equivalently reformulated as

$$\min_{\Delta \eta} \| H_{\eta} x + c_{\eta} \|_{Q_{\eta}}^2,$$

where $H_{\eta}$ is a zero matrix except

$$[H_{\eta}]_{6k-5:6k, m} = \begin{cases} h_{\eta,m+1}, & \text{if } m = 2s_k + 1, \\ -h_{\eta,m}, & \text{if } m = 2s_k - 1, \\ -h_{\eta,m}, & \text{if } m = 2s_k, \end{cases}$$

and $c_{\eta} = [c_{\eta,1}^T, c_{\eta,2}^T, \ldots, c_{\eta,K-1}^T]^T$.

2) Subproblem (10d): With velocities and all other kinds of biases being fixed (except $\Delta \alpha$), problem (8) with respect to $\Delta \alpha$ is reformulated as follows:

$$\min_{\Delta \alpha} \sum_{k=1}^{K-1} \| h_{\alpha,k+1} \cos(\alpha_{sk+1}) + h_{\alpha,k+1}^* \sin(\alpha_{sk+1}) \|_{Q_{\alpha}}^2,$$

where

$$h_{\alpha,k+1} = [(\bar{h}_{\alpha,k})^T, 0^T]^T, \quad h_{\alpha,k} = [(\bar{h}_{\alpha,k})^T, 0^T]^T, \quad c_{\alpha,k} = v_{\alpha,k} + \bar{c}_{\alpha,k}.$$  

Define notations

$$E_1 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad E_2 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad E_3 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

then $\hat{h}_{\alpha,k}, \hat{h}_{\alpha,k}^*$, and $\bar{c}_{\alpha,k}$ are expressed as

$$\hat{h}_{\alpha,k} = E_1 R(\alpha_{sk}) R_y(\beta_{sk} + \Delta \beta_{sk}) R_z(\gamma_{sk} + \Delta \gamma_{sk}) u_k, \quad \hat{h}_{\alpha,k}^* = E_2 R(\alpha_{sk}) R_y(\beta_{sk} + \Delta \beta_{sk}) R_z(\gamma_{sk} + \Delta \gamma_{sk}) u_k, \quad \bar{c}_{\alpha,k} = E_3 R(\alpha_{sk}) R_y(\beta_{sk} + \Delta \beta_{sk}) R_z(\gamma_{sk} + \Delta \gamma_{sk}) u_k.$
Letting $x = x(\Delta \alpha)$, (30) can be equivalently reformulated as
\[
\min_x \| H_\alpha x + c_\alpha \|_Q^2, \quad \text{s.t.} \ x \in C,
\]
where $H_\alpha$ is a zero matrix except
\[
[H_\alpha]_{6k-5:6k,m} = \begin{cases} 
  h_{\alpha,k+1}^c, & \text{if } m = 2s_{k+1} - 1, \\
  h_{\alpha,k+1}^s, & \text{if } m = 2s_{k+1}, \\
  -h_{\alpha,k}^c, & \text{if } m = 2s_k - 1, \\
  -h_{\alpha,k}^s, & \text{if } m = 2s_k,
\end{cases}
\]
and $c_\alpha = [c_{\alpha,1}^T, c_{\alpha,2}^T, \ldots, c_{\alpha,K-1}^T]^T$.

3) Subproblem (10e): With velocities and all other kinds of biases being fixed (except $\Delta \beta$), problem (8) with respect to $\Delta \beta$ is reformulated as follows:
\[
\min_{\Delta \beta} \sum_{k=1}^{K-1} \| h_{\beta,k+1}^c \cos \Delta \beta_{s_{k+1}} + h_{\beta,k+1}^s \sin \Delta \beta_{s_{k+1}} - h_{\beta,k}^c \cos \Delta \beta_{s_k} - h_{\beta,k}^s \sin \Delta \beta_{s_k} + c_{\beta,k} \|_Q^2,
\]
where
\[
h_{\beta,k}^c = [(h_{\beta,k}^c)^T, 0^T]^T, \quad h_{\beta,k}^s = [(h_{\beta,k}^s)^T, 0^T]^T,
\]
c_{\beta,k} = v_{\beta,k} + [c_{\beta,k}^T, 0^T]^T.

Then $h_{\beta,k}^c, h_{\beta,k}^s$, and $c_{\beta,k}$ are expressed as
\[
h_{\beta,k}^c = R_x(\alpha_{s_k} + \Delta \alpha_{s_k})R_y(\beta_{s_k} + \Delta \beta_{s_k})R_z(\gamma_{s_k} + \Delta \gamma_{s_k})u_k,
\]
\[
h_{\beta,k}^s = R_x(\alpha_{s_k} + \Delta \alpha_{s_k})R_y(\beta_{s_k} + \Delta \beta_{s_k})R_z(\gamma_{s_k} + \Delta \gamma_{s_k})u_k,
\]
and
\[
c_{\beta,k} = [c_{\beta,k}^T, 0^T]^T.
\]

APPENDIX D
FULL RANKNESS OF MATRICES $H_\rho$ AND $H_\theta$

This section is to show, under Assumption 1, matrices $H_\rho$ in (13) and $H_\theta$ in (15) are of full rank with probability one.

First, we note that the structures of $H_\rho$ and $H_\theta$ are closely related to a binary matrix $B \in \{0,1\}^{K \times M}$ (with $K > M$), where $K$ is the total number of measurements, and $M$ is the number of sensors. Each entry $B_{km} = 1$ represents that sensor $m$ has a measurement at time instance $k$, and $B_{km} = 0$ otherwise. Once $B$ is of full (column) rank, then it is not hard to show that $H_\rho$ and $H_\theta$ are also of full (column) rank (this will be discussed later). By Assumption 1, we know that each row of $B$ is a one-hot row vector. Then, by applying proper row permutation of $B$, we have
\[
B \xrightarrow{\text{row permutation}} \begin{bmatrix} 1 \\ * \end{bmatrix}
\]
and hence $B$ is always of full (column) rank.

Next, we discuss the relation between $B$ and matrices $H_\rho$ and $H_\theta$. We take $H_\alpha$ as an example and the analysis is similar for other matrices $H_\rho, H_\beta, H_\gamma, \text{ and } H_\eta$. First, we need to expand $B$ to a $6K \times 2$ matrix $G$, where 1 in the $k$-th row of $B$ is replaced by
\[
H_k = [h_{\alpha,k}^c, h_{\alpha,k}^s] \in \mathbb{R}^{6 \times 2}
\]
and 0 in $B$ is replaced by $0 \in \mathbb{R}^{6 \times 2}$. Vectors $h_{\alpha,k}^c$ and $h_{\alpha,k}^s$ are defined in Appendix C-C2. According to the definition of $H_k$, the event that $H_k$ is not of rank 2 is with zero probability, since this event requires that the measurement noise $w_k = (w_k^p, w_k^f, w_k^\phi)$ (contained in $(\rho_k, \phi_k, \eta_k)$) satisfies the following equation
\[
h_{\alpha,k}^c = Ch_{\alpha,k}^s
\]
for a constant $C \in \mathbb{R}$. To be specific, denote
\[
(x, y, z) = R_x(\alpha_{s_k})R_y(\beta_{s_k} + \Delta \beta_{s_k})R_z(\gamma_{s_k} + \Delta \gamma_{s_k})u_k,
\]
Then, we see that $(x, y, z)$ is uniquely determined by the polar coordinate $(w_k^p, w_k^f, w_k^\phi)$ and the above equation becomes
\[
y = -Cz \quad \text{and} \quad z = Cy.
\]
It is easy to check that the above linear equation (in terms of \(y\) and \(z\)) has the unique solution \(z = y = 0\). However, as \((w_1^\alpha, w_2^\alpha, w_3^\alpha)\) are continuous random variables, the event that \(z = y = 0\) happens is of zero probability.

Finally, let \(G_{k:l}\) denote the submatrix stacked by the rows of \(G\) from index \(k\) to \(l\) \((k \leq l)\). Then by Assumption 1 (i.e., each sensor has at least one measurement and \(K \geq M+1\)), we know that \(G_{1:6(K-1)}\) is of full (column) rank with probability one. Performing proper elementary row operations for \(G\), we get \(\tilde{G}\), where \(\tilde{G}_{6(k-1)+1:6k} = G_{6(k-1)+1:6k} - G_{6k+1:6(k+1)}\), \(k = 1, 2, \ldots, K-1\) and \(\tilde{G}_{6(K-1)+1:6K} = G_{6(K-1)+1:6K}\). Due to the above simple row operations and the fact that that \(H_k - H_{k'}\) (with \(k' \neq k\)) is of full (column) rank with probability one (which can be proved using the same argument as in the proof that \(H_k\) is of full column rank), one can show that \(G_{1:6(K-1)}\) is also of full (column) rank with probability one. Noticing that \(H_\alpha = \tilde{G}_{1:6(K-1)}\), we immediately obtain that \(H_\alpha\) is also of full (column) rank with probability one.

Finally, we use the following toy example to illustrate the above proof. Suppose that there are two sensors and three measurements. Without loss of generality, we assume that sensor 1 has measurement at time instance 1 and sensor 2 has measurement at time instance 2. Now there are two different cases where sensor 1 has measurement at time instance 3 and sensor 2 has measurement at time instance 3. We first consider the case where sensor 1 has measurement at time instance 3. In this case, we have

\[
G = \begin{bmatrix}
H_1 & 0 \\
0 & H_2 \\
H_3 & 0
\end{bmatrix}, \quad \tilde{G} = \begin{bmatrix}
H_1 & -H_2 \\
-H_3 & H_2 \\
H_3 & 0
\end{bmatrix}
\]

and

\[
H_\alpha = \begin{bmatrix}
H_1 & -H_2 \\
-H_3 & H_2
\end{bmatrix}.
\]

One can show that \(H_1 - H_3\) is of full (column) rank with probability one and hence \(H_\alpha\) in the above is also of full (column) rank with probability one. In the second case where sensor 2 has measurement at time instance 3, we have

\[
G = \begin{bmatrix}
H_1 & 0 \\
0 & H_2 \\
0 & H_3
\end{bmatrix}, \quad \tilde{G} = \begin{bmatrix}
H_1 & -H_2 \\
0 & H_2 - H_3
\end{bmatrix}
\]

and

\[
H_\alpha = \begin{bmatrix}
H_1 & -H_2 \\
0 & H_2 - H_3
\end{bmatrix}.
\]

Again, \(H_2 - H_3\) and \(H_\alpha\) in the above are of full (column) rank with probability one.