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Abstract

A weight system is a function on chord diagrams that satisfies the so-called four-term relations. Vassiliev’s theory of finite-order knot invariants describes these invariants in terms of weight systems. In particular, there is a weight system corresponding to the colored Jones polynomial. This weight system can be easily defined in terms of the Lie algebra $\mathfrak{sl}_2$, but this definition is too cumbersome from the computational point of view, so that the values of this weight system are known only for some limited classes of chord diagrams.

In the present paper we give a formula for the values of the $\mathfrak{sl}_2$ weight system for a class of chord diagrams whose intersection graphs are complete bipartite graphs with no more than three vertices in one of the parts.

Our main computational tool is the Chmutov–Varchenko recurrence relation. Furthermore, complete bipartite graphs with no more than three vertices in one of the parts generate Hopf subalgebras of the Hopf algebra of graphs, and we deduce formulas for the projection onto the subspace of primitive elements along the subspace of decomposable elements in these subalgebras. We compute the values of the $\mathfrak{sl}_2$ weight system for the projections of chord diagrams with such intersection graphs. Our results confirm certain conjectures due to S.K.Lando on the values of the weight system $\mathfrak{sl}_2$ at the projections of chord diagrams on the space of primitive elements.
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1 Introduction

Finite-order knot invariants, which were introduced in [16] by Vassiliev about 1990, can be expressed in terms of weight systems, that is, functions on chord diagrams satisfying the so-called Vassiliev four-term relations. In the paper [8], Kontsevitch proved that over a field of characteristic zero every weight system corresponds to some finite-order invariant.

There are multiple approaches to constructing weight systems. In particular, Bar-Natan [1] and Kontsevitch [8] suggested a construction of a weight system from a finite-dimensional Lie algebra endowed with an invariant nondegenerate bilinear form. The simplest case of this construction is the $\mathfrak{sl}_2$ weight system, which is constructed from the Lie algebra $\mathfrak{sl}_2$. Its values lie in the center of the universal enveloping algebra of $\mathfrak{sl}_2$. The center is isomorphic to the ring of polynomials in one variable (the Casimir element). In Vassiliev’s approach this weight system corresponds to a well-known knot invariant, the colored Jones polynomial. The value of the $\mathfrak{sl}_2$ weight system at a chord diagram of order $n$ is a monic polynomial of degree $n$ in the Casimir element.

The $\mathfrak{sl}_2$ weight system was studied in many papers. Despite the simplicity of the definition of this weight system, it is difficult to compute its value at a chord diagram by using this definition, because doing this involves computations in a noncommutative algebra. The Chmutov–Varchenko recurrence relations [5] significantly simplify these computations; however, using them in computations is laborious as well, and the explicit values of the $\mathfrak{sl}_2$ weight system are known only for chord diagrams of low order and for a small number of simple series of chord diagrams. In particular, the values of the $\mathfrak{sl}_2$ weight system at chord diagrams with complete intersection graph are unknown. The conjecture of Lando about the form of the corresponding polynomials has been proved only for the linear terms of these polynomials [2].

The Chmutov–Lando theorem [4] states that the value of the $\mathfrak{sl}_2$ weight system at a chord diagram depends only on the intersection graph of this chord diagram; i.e., if two chord diagrams have isomorphic intersecton graphs, then the values of the weight system at these chord diagrams coincide. This raises the following natural question, which was asked by Lando in [4]: Is it possible to extend this weight system to a polynomial graph invariant satisfying the four-term relations for graphs? E. Krasil’nikov showed that such an extension exists and is unique for all graphs with $n \leq 8$ vertices, but nothing is known about such an extension for graphs with more than eight vertices. One of the possible approaches to answer this question is to define a polynomial invariant for arbitrary graphs and then show that this invariant satisfies the four-term relations for graphs and coincides with the $\mathfrak{sl}_2$ weight system on the intersection graphs. To make this possible, it is necessary to have enough examples of the explicit values of the $\mathfrak{sl}_2$ weight system for various graph families. In our present paper we compute such values at the complete bipartite graphs such that the number of vertices in one of the parts is at most
three.

The quotient space of the vector space of chord diagrams by the four-term relations carries the structure of a connected graded commutative cocommutative Hopf algebra [8]. The same is true for the vector space of graphs. Further, the complete bipartite graphs generate a Hopf subalgebra in the Hopf algebra of graphs, and for any \( l = 0, 1, 2, \ldots, \), this Hopf subalgebra contains the Hopf subalgebra generated by complete bipartite graphs such that one of the parts contains no more than \( l \) vertices.

According to the Milnor–Moore theorem [14], each of these Hopf algebras is generated by its primitive elements and is a polynomial Hopf algebra in its primitive elements. As a consequence, in each of these Hopf algebras there is a well-defined projection onto the subspace of primitive elements along the space of decomposable elements. There is a universal formula which expresses this projection as a logarithm of the identity homomorphism ([10] [15]). However, this formula is cumbersome, and we construct its compact forms for the Hopf algebras of complete bipartite graphs with sizes of one of the parts at most 1, 2, and 3. Then we use these forms to explicitly compute the values of the \( \mathfrak{sl}_2 \) weight system at the projections on the subspace of primitive elements of the complete bipartite graphs with size of one of the parts at most \( l = 1, 2, 3 \). It turns out that these values are polynomials of degree at most \( l \). Thus, our computations confirm another conjecture of Lando, which states that if \( C \) is a chord diagram such that the circumference (that is, the length of the longest cycle) of its intersection graph is at most \( 2l, l \geq 1 \), then the value of the \( \mathfrak{sl}_2 \) weight system at its projection on the subspace of primitive elements is a polynomial of degree at most \( l \).

Note that the value of a multiplicative graph invariant can be uniquely reconstructed from the values of this invariant at the projections of graphs on the subspace of primitive elements. What is more, this invariant is often significantly simplified under the projection. For instance, it is known that the value of the \( \mathfrak{sl}_2 \) weight system at the projection of a chord diagram of order \( n \) on the subspace of primitive elements is a polynomial of degree less than or equal to \( \left\lfloor \frac{n}{2} \right\rfloor \), i.e., the degree of the polynomial is at least halved. In [12] the coefficient of the term of degree \( \frac{n}{2} \) was extended to arbitrary graphs satisfying the four-term relations for graphs. This gives the hope for the existence of such an extension for the other coefficients of the polynomial. (In [12], an extension of this coefficient for the more general case of binary delta-matroids was given.)

This paper is organized as follows. In Section 2 we give definitions of the Hopf algebras of chord diagrams and graphs and of their subalgebras that we are interested in. Our main new result here is explicit formulas for the projections of complete bipartite graphs with size of one of the parts at most three on the subspace of primitive elements. These formulas may be useful for computing such projections for other graph invariants.

In Section 3 we compute explicitly the values of the \( \mathfrak{sl}_2 \) weight system at the chord diagrams whose intersection graph is a complete bipartite graph with size of one of the parts at most three. Using this result and the projection formula from Section 2 we compute the values of the \( \mathfrak{sl}_2 \) weight system at the projections of such complete bipartite graphs on the subspace of primitive elements.

We follow the approach of [13]; see also [3].
2 Hopf algebras of graphs and chord diagrams

In this section we define the Hopf algebra of graphs and the Hopf algebra of chord diagrams modulo the four-term relations. We also define Hopf subalgebras generated by complete bipartite graphs in the Hopf algebra of graphs. Using the universal formula for the projection onto the subspace of primitive elements, we derive formulas for the projection onto the subspace of primitive elements in the Hopf algebras of complete bipartite graphs with no more than \( l \), \( l = 1, 2, 3 \) vertices in one of the parts.

A counital coassociative coalgebra over a field \( \mathbb{K} \) is a vector space \( C \) over \( \mathbb{K} \) together with \( \mathbb{K} \)-linear maps

\[
\mu: C \to C \otimes C \\
\varepsilon: C \to \mathbb{K}
\]

such that

\[
(id_C \otimes \mu) \circ \mu = (\mu \otimes id_C) \circ \mu, \\
(id_C \otimes \varepsilon) \circ \mu = id_C = (\varepsilon \otimes id_C) \circ \mu.
\]

A bialgebra over a field \( \mathbb{K} \) is a vector space \( B \) over \( \mathbb{K} \) endowed with two structures, that of a unital associative algebra over \( \mathbb{K} \) (with multiplication \( m \) and unit \( \eta \)) and that of a counital coassociative coalgebra (with comultiplication \( \mu \) and counit \( \varepsilon \)) such that

\[
\mu \circ m = (m \otimes \mu) \circ (id \otimes \tau \otimes id) \circ (\mu \otimes \mu), \\
\varepsilon \otimes \varepsilon = \varepsilon \circ m, \\
\eta \otimes \eta = \mu \circ \eta, \\
id = \varepsilon \circ \nu.
\]

Here by \( \tau: B \otimes B \to B \) we denote the linear map defined by \( \tau(x \otimes y) = y \otimes x, x, y \in B \).

A Hopf algebra over a field \( \mathbb{K} \) is an associative, unital, coassociative, and counital bialgebra \( H \) together with an antipode, that is, a \( \mathbb{K} \)-linear map \( S: H \to H \) such that (in the above notation)

\[
m \circ (S \otimes id) \circ \mu = \eta \circ \varepsilon = m \circ (id \otimes S) \circ \mu.
\]

Further on we assume that the characteristic of the ground field \( \mathbb{K} \) is zero.

2.1 Hopf algebras of graphs and chord diagrams

In this paper by a graph we mean an isomorphism class of finite simple graphs (i.e. finite graphs with no loops and multiple edges). Formal linear combinations of graphs form a vector space, which is graded by the number of graph vertices

We define the product of two graphs \( G_1 \) and \( G_2 \) as their disjoint union: \( G_1 G_2 := G_1 \sqcup G_2 \).

This multiplication is extended to the vector space of graphs by linearity. It preserves the grading. Thus, this vector space is endowed with the structure of a graded algebra.

By \( V(G) \) we denote the vertex set of a graph \( G \).
Any subset $U \subset V(G)$ induces a subgraph of $G$. We denote such a subgraph by $G|_U$. We define the comultiplication $\mu$ which acts on a graph $G$ as

$$
\mu(G) := \sum_{U \subset V(G)} G|_U \otimes G|_{V(G) \setminus U}.
$$

Both multiplication and comultiplication are extended to the vector space of graphs by linearity and preserve the grading. Thus, this vector space is endowed with both the structure of a graded algebra and that of a graded coalgebra. Moreover, the following assertion holds.

**Claim 1.** The multiplication and comultiplication defined above, together with the naturally defined unit, counit, and antipode, turn the vector space of graphs into a Hopf algebra.

This construction was introduced in [7].

By $G$ we denote the Hopf algebra of graphs. The set of all graphs with $n$ vertices generate a vector subspace $G_n$ in $G$. Thus,

$$
G = G_0 \oplus G_1 \oplus G_2 \oplus \ldots
$$

Let $A$ and $B$ be two vertices of a graph $G$. By $G'_{AB}$ we denote the graph obtained from $G$ by changing the adjacency between the vertices $A$ and $B$ in $\Gamma$, i.e., by deleting the edge $AB$ if it exists and adding the edge $AB$ otherwise. By $\tilde{G}_{AB}$ we denote the graph obtained from $G$ by changing the adjacency with $A$ of each vertex in $V(G) \setminus \{A, B\}$ joined with $B$. A four-term element in the space of graphs is a linear combination

$$
G - G'_{AB} - \tilde{G}_{AB} + \tilde{G}'_{AB},
$$

Note that all graphs in a four-term element have the same number of vertices.

Let $\mathcal{F}_n$ denote the quotient space of $G_n$ by the subspace spanned by the four-term elements containing $n$-vertex graphs. The graded Hopf algebra structure on $G$ induces a graded Hopf algebra structure on the space $\mathcal{F}$:

$$
\mathcal{F} = \mathcal{F}_0 \oplus \mathcal{F}_1 \oplus \mathcal{F}_2 \oplus \ldots
$$

Our description of the Hopf algebra structure on graphs follows [11].

**Definition 1.** A chord diagram of order $n$ (a chord diagram with $n$ chords) is an oriented circle together with $2n$ pairwise distinct points splitted into $n$ disjoint pairs considered up to orientation-preserving diffeomorphisms of the circle.

We connect the points belonging to the same pair by a segment of a line or of a curve, called a chord. (The shape of a chord is irrelevant, but it must have no common points with the circle except its endpoints.)

The vector space spanned by the chord diagrams is graded. Each component is spanned by diagrams of the same order.

A four-term element in the space of chord diagrams is the linear combination of diagrams which is shown in Fig. 1. The four diagrams in this combinations contain the same set of chords in addition to those shown in the figure, but the endpoints of all these chords must belong to the dashed arcs.

Equating four-term elements in spaces of graphs and chord diagrams to zero, we obtain four-term relations in the corresponding spaces.
Definition 2. An arc diagram of order $n$ is an oriented line together with $2n$ pairwise distinct points splitted into $n$ disjoint pairs, which is considered up to orientation-preserving diffeomorphisms of the line.

Each of these $n$ pairs of points is shown as an arc joining these points and lying in the upper half-plane.

Choosing a point on a chord diagram (different from the endpoints of all chords) and cutting the chord diagram at this point, we obtain an arc diagram, or an arc representation, of this chord diagram (see Fig. 2). A chord diagram may have up to $2n$ different arc representations, while an arc diagram uniquely determines the corresponding chord diagram.

The product of two chord diagrams $C_1$ and $C_2$ is the chord diagram corresponding to the arc diagram obtained by the concatenation of two arc representations of $C_1$ and $C_2$ (see Fig. 3). The multiplication of chord diagrams is well-defined (i.e., the result does not depend on the arc representations) modulo the four-term relations.

Let $C$ be a chord diagram. We denote its set of chords by $V(C)$. Let $C|_U$ denote the chord diagram consisting of all chords in the subset $U \subset V(C)$.

The comultiplication of chord diagrams is defined as

$$
\mu(C) := \sum_{U \subset V(C)} C|_U \otimes C|_{V(C) \setminus U}.
$$

Figure 3: Multiplication of chord diagrams.
Multiplication and comultiplication are extended to the vector space of chord diagrams by linearity and preserve the grading.

**Claim 2.** The multiplication and comultiplication defined above turn the quotient space of the vector space of chord diagrams by the four-term relations into a Hopf algebra.

We denote this Hopf algebra by $C$. In the sequel we will call it the *Hopf algebra of chord diagrams*, assuming that we consider chord diagrams up to four-term relations.

To each chord diagram $C$ we associate its *intersection graph* $\gamma(C)$. The vertices of $\gamma(C)$ correspond to the chords of the diagram, and two vertices $v_a$ and $v_b$ in $V(\gamma(C))$ are connected by an edge if and only if the corresponding chords in $V(C)$ intersect (i.e., their endpoints $a_1, a_2, b_1$, and $b_2$ are arranged on the circle in the order $a_1, b_1, a_2, b_2$).

**Claim 3 ([11]).** The map taking each chord diagram to its intersection graph extends to a graded homomorphism $C \to \mathcal{G}$ of Hopf algebras. This homomorphism descends to a graded homomorphism $C \to \mathcal{F}$ of Hopf algebras.

Note that not every graph can be realized as the intersection graph of a chord diagram. Besides, two distinct chord diagrams may have the same intersection graph.

### 2.2 The Hopf subalgebra generated by the complete bipartite graphs in the Hopf algebra of graphs and its Hopf subalgebras

**Definition 3.** A graph $G$ is a complete bipartite graph if the set $V(G)$ of its vertices can be partitioned into two subsets (parts) $U$ and $W$ so that any two vertices $v_1 \in V(G)$ and $v_2 \in V(G)$

1. are not connected by an edge if they belong to the same part ($v_1, v_2 \in U$ or $v_1, v_2 \in W$),
2. are connected by an edge if they belong to different parts ($v_1 \in U$ and $v_2 \in W$ or $v_1 \in W$ and $v_2 \in U$).

The complete bipartite graph with parts of sizes $n$ and $m$ is denoted by $K_{n,m}$. One of the parts of such a graph may be empty. Note that $K_{0,n} = K_{0,1}$. By $B$ we denote the Hopf subalgebra generated by all connected complete bipartite graphs in the Hopf algebra of graphs. Note that any subgraph of a complete bipartite graph is also a complete bipartite graph. Thus, the vector space of complete bipartite graphs is closed under comultiplication.

By $B^{(n)}$ we denote the Hopf subalgebra in $B$ generated by complete bipartite graphs with no more than $n$ vertices in one of the parts, $n = 0, 1, 2, 3, \ldots$:

$$B^{(0)} = \langle K_{0,1}, K_{1,1}, K_{1,2}, K_{1,3}, \ldots, K_{2,2}, K_{2,3}, \ldots K_{l,l}, K_{l,l+1}, \ldots \rangle.$$ 

These Hopf subalgebras are nested: $B^{(0)} \subset B^{(1)} \subset B^{(2)} \subset \ldots \subset B$.

In this paper we study the structure of the Hopf algebras $B^{(0)}$, $B^{(1)}$, $B^{(2)}$, and $B^{(3)}$. The Hopf algebra $B^{(0)}$ is generated by the graph $K_{0,1}$. The Hopf algebra $B^{(1)}$ is generated by the graphs of the form $K_{1,n}$ (the so-called *star graphs* $S_n$). The Hopf algebra $B^{(2)}$ is generated by the graphs of the forms $K_{1,n}$ and $K_{2,n}$. The Hopf algebra $B^{(3)}$ is generated by the graphs of the forms $K_{1,n}$, $K_{2,n}$, and $K_{3,n}$.
2.3 Primitive elements in the Hopf algebra of graphs

Definition 4. An element $p$ of a bialgebra is called primitive if $\mu(p) = 1 \otimes p + p \otimes 1$.

It is easy to show that primitive elements form a vector subspace in a bialgebra. Since any homogeneous component of a primitive element is primitive, such a vector subspace of a graded bialgebra is also graded.

Claim 4 (Milnor–Moore theorem [14]). Over a field of characteristic zero, each connected commutative cocommutative graded bialgebra is isomorphic to the polynomial bialgebra generated by its primitive elements.

(A graded bialgebra $A_0 \oplus A_1 \oplus A_2 \oplus \ldots$ over a field $\mathbb{K}$ is connected if $A_0 \cong \mathbb{K}$.)

Decomposable elements (i.e., products of homogeneous elements of lower degree) span a vector subspace in each homogeneous subspace of a graded bialgebra. It follows from the Milnor-Moore theorem that every homogeneous subspace is the direct sum of a subspace generated by decomposable elements and a subspace of primitive elements. Therefore, a projection $\pi$ of each homogeneous subspace to the subspace of primitive elements along the subspace generated by decomposable elements is well defined.

Claim 5 ([11, 15]). The projection $\pi(G)$ of any graph $G$ on the subspace of primitive elements along the subspace generated by decomposable elements in the Hopf algebra $\mathcal{G}$ is given by the formula

$$
\pi(G) := G - 1! \sum_{V_1 \cup V_2 = V(G)} G|_{V_1} \cdot G|_{V_2} + 2! \sum_{V_1 \cup V_2 \cup V_3 = V(G)} G|_{V_1} \cdot G|_{V_2} \cdot G|_{V_3} - \ldots,
$$

where $V(G)$ is the vertex set of $G$ and $V_1, V_2, V_3, \ldots$ are nonempty nonintersecting subsets of $V(G)$.

2.4 Projection onto the space of primitive elements in Hopf algebras of complete bipartite graphs.

The general formula (1) for the projection onto the subspace of primitive elements in the Hopf algebra of graphs is hard to use. But this formula can be significantly simplified in some special cases.
cases. We will derive an explicit projection formula in Hopf algebras of complete bipartite graphs in terms of the generating functions

\[ K_l(x) := \sum_{n=0}^{\infty} K_{l,n} \frac{x^n}{n!}, \]

\[ P_l(x) := \sum_{n=0}^{\infty} \pi(K_{l,n}) \frac{x^n}{n!} \]

for \( l = 0, 1, 2, 3 \). Note that, for \( l = 0 \), we have

\[ K_0(x) = \sum_{n=0}^{\infty} K_{0,n} \frac{x^n}{n!} = \sum_{n=0}^{\infty} K_{0,1} \frac{x^n}{n!} = \exp(K_{0,1}x). \]

Remark 1. Each graph \( K_{l,n} \) has \( n! \) automorphisms preserving the part of the graph that consists of \( l \) vertices (we call them selected vertices). In each summand of the generating functions (2) the denominator \( n! \) equals the number of such automorphisms of the corresponding graph, and the exponent of \( x \) equals the number of vertices of the corresponding graph.

Our first main result is the following theorem.

Theorem 1. In the case of the complete bipartite graphs \( K_{0,n}, K_{1,n}, K_{2,n}, \) and \( K_{3,n} \), the generating functions for projections are expressed in terms of the generating functions for graphs as follows:

\[ P_0(x) = \log K_0(x) = K_{0,1}x \]
\[ P_1(x) = K_1(x) \exp(-K_{0,1}x) \]
\[ P_2(x) = K_2(x) \exp(-K_{0,1}x) - (K_1(x) \exp(-K_{0,1}x))^2 \]
\[ = K_2(x) \exp(-K_{0,1}x) - P_1(x)^2 \]
\[ P_3(x) = K_3(x) \exp(-K_{0,1}x) - 3K_2(x)K_1(x) \exp(-K_{0,1}x)^2 + 2(K_1(x) \exp(-K_{0,1}x))^3 \]
\[ = K_3(x) \exp(-K_{0,1}x) - 3P_2(x)P_1(x) - P_1(x)^3 \]

(3)

The following definition is needed for the proof of Theorem 1.

The Stirling number of the second kind is the number of ways to partition a set of \( n \) labeled objects into \( m \) nonempty unlabeled subsets. It is denoted by \( \{n\}_{m} \), \( n, m \geq 0 \). Here are some examples:

\[ \{n\}_0 = 0, n \in \mathbb{N}; \{n\}_1 = 1, n \in \mathbb{N} \cup \{0\}; \{n\}_{n-1} = \binom{n}{2}, n \in \mathbb{N}; \{4\}_2 = 7. \]

Lemma 1. For any positive integer \( a \) and \( N \),

\[ \sum_{m=a}^{N+a} (-1)^{m-1}(m-1)! \binom{N}{m-a} = (-1)^{a-1}(a-1)!(-a)^N. \]

(5)

The proof of this lemma uses the following well-known fact (see, e.g., [6]).
Claim 6. Let \( k, N \in \mathbb{N} \cup \{0\} \), and let \( x^k \) denote the falling factorial:

\[
x^0 := x^0 = 1, \\
x^k := x(x-1)(x-2) \ldots (x-k+1).
\]

Then

\[
\sum_{k=1}^{N} \binom{N}{k} x^k = x^N.
\] (6)

Proof of Lemma 1. If \( a = m \), then the first summand in (5) is zero, since \( \binom{N}{0} = 0 \) if \( N \in \mathbb{N} \). Thus, we rewrite (6), replacing \( k \) by \( m - a \), as

\[
\sum_{m=a}^{N+a} \binom{N}{m-a} x(x-1)(x-2) \ldots (x-(m-a-1)) = x^N.
\]

We substitute \( x = -a \):

\[
\sum_{m=a}^{N+a} \binom{N}{m-a} (-a)(-a-1)(-a-2) \ldots (-1) = (-a)^N.
\]

To conclude the proof, it remains to multiply both sides by \( (-1)^{a-1}(a-1)! \).

Proof of Theorem 1. For \( l = 0 \), there is nothing to prove. Indeed, for \( n = 1 \), the graph \( K_{0,1} \) is a primitive element of the Hopf algebra of graphs; therefore, \( \pi(K_{0,1}) = K_{0,1} \). Further, for \( n \neq 1 \), the graph \( K_{0,n} \) is a decomposable element (since it is a disconnected graph); thus, \( \pi(K_{0,n}) = 0 \). Now consider \( l > 0 \).

1. If \( l = 1 \), then, by Claim 5

\[
\pi(K_{1,n}) = \sum_{m=1}^{n+1} (-1)^{m-1}(m-1)! \sum_{V_1 \sqcup V_2 \sqcup \ldots \sqcup V_m = V(K_{1,n})} K_{1,n}|_{V_1} \cdot K_{1,n}|_{V_2} \cdot \ldots \cdot K_{1,n}|_{V_m}.
\]

(By \( V_1 \sqcup V_2 \sqcup \ldots \sqcup V_m \) we denote a partition of \( V(K_{1,n}) \) into \( m \) disjoint nonempty subsets.)

Given \( m = 1, 2, \ldots, n+1 \), consider all possible partitions of \( V(K_{1,n}) \) into \( m \) nonempty subsets. One of these subsets contains the selected vertex, and the remaining \( m-1 \) subsets do not. We sum the products of subgraphs of \( K_{1,n} \) corresponding to the partitions. For each partition, by \( i \) \((0 \leq i \leq n-m+1)\) we denote the number of vertices belonging to the same subset as the selected vertex. The vertices of this subset induce a subgraph \( K_{1,i} \) of \( K_{1,n} \). There are \( \binom{n}{i} \) ways to choose these vertices. Furthermore, there are \( \binom{n-i}{m-1} \) partitions of the remaining \( n-i \) vertices into \( m-1 \) sets. There are no edges of \( K_{1,n} \) connecting these vertices. Therefore, for any such partition, the product of the corresponding graphs is just the disjoint union of \( n-i \) vertices, which is equal to the product of \( n-i \) copies of \( K_{0,1} \). It now follows that

\[
\pi(K_{1,n}) = \sum_{m=1}^{n+1} (-1)^{m-1}(m-1)! \sum_{i=0}^{n-m+1} \binom{n}{i} \binom{n-i}{m-1} K_{1,i} K_{0,1}^{n-i}.
\] (7)
If \( i > n - m + 1 \), then \( \{ n-i \}_{m-1} = 0 \), so we can change the summation limits in the second sum (without changing the value of (7)) as

\[
\pi(K_{1,n}) = \sum_{m=1}^{n+1} (-1)^{m-1}(m-1)! \sum_{i=0}^{n} \binom{n-i}{m-1} K_{1,i} n^{-i} K_{0,1}^{n-i}.
\]

Changing the order of summation, we obtain

\[
\pi(K_{1,n}) = \sum_{i=0}^{n} K_{1,i} n^{-i} \sum_{m=1}^{n+1} (-1)^{m-1}(m-1)! \binom{n-i}{m-1}.
\]

The application of Lemma 1 for \( a = 1 \) yields

\[
\pi(K_{1,n}) = \sum_{i=0}^{n} K_{1,i} n^{-i} (-1)^{n-i}.
\]

On the other hand,

\[
\mathcal{K}_1(x) \exp(-K_{0,1}x) = \left( \sum_{n=0}^{\infty} K_{1,n} \frac{x^{n+1}}{n!} \right) \left( \sum_{j=0}^{\infty} \frac{(-K_{0,1}x)^j}{j!} \right) .
\]

The coefficient of \( x^{n+1} \) in this expression equals

\[
\sum_{i=0}^{n} K_{1,i} \frac{(-K_{0,1})^{n-i}}{(n-i)!}.
\]

Therefore, the coefficient of \( \frac{x^{n+1}}{n!} \) equals (8), as required.

2. Suppose that \( l = 2 \). Now we consider the projections of \( K_{2,n} \) and partitions of \( V(K_{2,n}) \). There are two cases: in the first case, both selected vertices belong to the same part, and in the second, they belong to two different parts. Thus, \( \mathcal{P}_2 \) is the sum of the two expressions corresponding to these cases. For the first case, the reasoning is the same as for \( K_{1,n} \). Therefore, the first summand in \( \mathcal{P}_2 \) equals \( \mathcal{K}_2(x) \exp(-K_{0,1}x) \). Given a graph \( K_{2,n} \) and \( m = 1, \ldots, n+1 \), the second summand equals

\[
\sum_{m=2}^{n+2} (-1)^{m-1}(m-1)! \sum_{k=0}^{n} \sum_{i=0}^{k} \binom{n}{i, k-i, n-k} \binom{n-k}{m-2} K_{1,i} K_{1,k-i} K_{0,1}^{n-k},
\]

where \( k \) is the total number of vertices in the two parts containing selected vertices, and \( i \) and \( k-i \) are the numbers of vertices in each of these parts.

Now we argue as in case 1. We change the summation limits, replacing \( 0 \leq k \leq n-m+2 \) by \( 0 \leq k \leq n \), and the order of summation. Then, in view of the fact that \( \{ n-k \}_{m-2} = 0 \) for \( m > n-k \), we again change the summation limits, replacing \( 2 \leq m \leq n+2 \) by \( 2 \leq m \leq n-k+2 \). We obtain

\[
\sum_{k=0}^{n} \sum_{i=0}^{k} \binom{n}{i, k-i, n-k} K_{0,1}^{n-k} K_{1,i} K_{1,k-i} \sum_{m=2}^{n-k+2} (-1)^{m-1}(m-1)! \binom{n-k}{m-2}.
\]
The application of Lemma 1 for $a = 2$ yields

$$- \sum_{k=0}^{n} \sum_{i=0}^{k} \binom{n}{i, k - i, n - k} K_{1,i} K_{1,k-i} K_{0,1}^{n-k} (-2)^{n-k}. \tag{9}$$

On the other hand, let us consider the coefficient of $\frac{x^{n+2}}{n!}$ in the second summand on the right-hand side of (3). This summand equals

$$-(\mathcal{K}_1(x) \exp(-K_{0,1}x))^2 = -(\mathcal{K}_1(x)^2 \exp(-2K_{0,1}x)) =$$

$$- \sum_{i=0}^{\infty} K_{1,i} \frac{x^{i+1}}{i!} \sum_{j=0}^{\infty} K_{1,j} \frac{x^{j+1}}{j!} \sum_{a=0}^{\infty} \frac{(-2)^a K_{a,1}^a x^a}{a!},$$

and the coefficient of $\frac{x^{n+2}}{n!}$ in this expression equals

$$-n! \sum_{k=0}^{n} \sum_{i=0}^{k} K_{1,i} K_{1,k-i} \frac{1}{i!(k-i)!(n-k)!} (-2)^{n-k} K_{0,1}^{n-k}.$$

This is equal to (9), which concludes the proof of (3).

3. Let $l = 3$. The projection of $K_{3,n}$ equals

$$\pi(K_{3,n}) = \sum_{m=1}^{n+1} (-1)^{m-1} (m-1)! \sum_{k=0}^{n-m+1} \binom{n}{k} \binom{n-k}{m-1} K_{3,k} K_{0,1}^{n-k}$$

$$+ \sum_{m=2}^{n+2} (-1)^{m-1} (m-1)! \binom{3}{2} \sum_{k=0}^{n-m+2} \sum_{i=0}^{k} \binom{n}{i, k-i, n-k} \binom{n-k}{m-2} K_{2,i} K_{1,k-i} K_{0,1}^{n-k}$$

$$+ \sum_{m=3}^{n+3} (-1)^{m-1} (m-1)! \sum_{k=0}^{n-m+3} \sum_{i=0}^{k} \sum_{j=0}^{k-i} \binom{n}{i, j, k-(i+j), n-k} \binom{n-k}{m-3} K_{1,i} K_{1,j} K_{1,k-(i+j)} K_{0,1}^{n-k}.$$

Here the second summand corresponds to the partitions of $V(K_{3,n})$ such that two of the selected vertices belong to one part and the third, to another part. The binomial coefficient $\binom{3}{2}$ in the second summand is the number of ways to choose these two vertices. The further argument is the same as for $l = 1, 2$. 

3 The $\mathfrak{sl}_2$ Weight System

In this section we compute the values of the $\mathfrak{sl}_2$ weight system at the chord diagrams with intersection graph $K_{l,n}$, $l \leq 3$. Then we use Theorem 1 to compute the values of the $\mathfrak{sl}_2$ weight system at the projections of such complete bipartite graphs on the space of primitive elements.

The results which we obtain confirm a conjecture due to Lando, which states that if $G$ is the intersection graph of a chord diagram such that the length of the longest cycle of $G$ (the circumference of $G$) is at most $2l$, $l \geq 1$, then the value of the $\mathfrak{sl}_2$ weight system at the projection of this chord diagram on the subspace of primitive elements is a polynomial of degree at most $l$. 


3.1 Definition of the \( \mathfrak{sl}_2 \) weight system

Let \( R \) be a ring, and let \( A \) be an algebra over \( R \). A linear function \( w : \mathcal{C} \to A \) vanishing at any four-term element is called a weight system on \( \mathcal{C} \). We consider only the case where \( R = \mathbb{C} \) and \( A = \mathbb{C}[c] \).

Let \( g \) be a Lie algebra of finite dimension over \( \mathbb{C} \) endowed with a nondegenerate bilinear invariant form \( (\cdot, \cdot) \). (A form is invariant if \( ([x, y], z) = (x, [y, z]) \) for any \( x, y, z \in g \).) Let \( X = \{x_1, x_2, \ldots, x_m\} \) be an orthonormal basis of \( g \) with respect to this form. We use \( U(g) \) to denote the universal enveloping algebra of the Lie algebra \( g \). Consider the map \( w_X : \mathcal{C} \to U(g) \) defined as follows.

Suppose given a chord diagram \( C \) and an arc representation \( a \) of \( C \). Let \( V(a) \) be the set of all arcs of \( a \), and let \( \nu \) be a map \( \nu : V(a) \to \{1, 2, \ldots, m\} \). With the diagram \( a \) and the map \( \nu \) we associate the element \( w_X(a, \nu) \in U(g) \) obtained as follows: at both ends of each arc \( v \in V(a) \) we write the element \( x_{\nu(v)} \in X \) and multiply all written elements from left to right. We denote this product by \( w_X(a, \nu) \) and the sum of such products over all possible maps by \( w_X(a) \):

\[
    w_X(a) := \sum_{\nu} w_X(a, \nu). \tag{10}
\]

For example, the value of the weight system corresponding to a Lie algebra with orthonormal basis \( x_1, \ldots, x_m \) at the arc diagram shown in Fig. 5 equals

\[
    \sum_{i_1=1}^{m} \sum_{i_2=1}^{m} \sum_{i_3=1}^{m} \sum_{i_4=1}^{m} \sum_{i_5=1}^{m} x_{i_1} x_{i_2} x_{i_3} x_{i_4} x_{i_1} x_{i_3} x_{i_4} x_{i_5}.
\]

Claim 7. 1. For any \( C \in \mathcal{C} \) the result of this operation is determined uniquely and does not depend on the choice of an arc representation of \( C \).

2. For any \( a \), \( w_X(a) \in Z(U(g)) \), where \( Z(U(g)) \) is the center of the universal enveloping algebra.

3. The element \( w_X(a) \) does not depend on the choice of an orthonormal basis.

4. The map from chord diagrams to \( Z(U(g)) \) thus defined satisfies the four-term relations. Therefore, it extends to a homomorphism of commutative algebras.

Since we define the multiplication of chord diagrams as the concatenation of its arc representations, the weight system corresponding to any Lie algebra is multiplicative.
We consider this construction for the simplest case of a noncommutative Lie algebra, namely, for the Lie algebra $\mathfrak{sl}_2$. This Lie algebra is generated by three elements $x, y,$ and $z$ with relations

$$[x, y] = z,$$
$$[y, z] = x,$$
$$[z, x] = y.$$

The bilinear form is given by the relations

$$(x, x) = (y, y) = (z, z) = 1,$$
$$(x, y) = (y, z) = (z, x) = 0.$$

The center of the universal enveloping algebra $Z(U(\mathfrak{sl}_2))$ is isomorphic to the algebra of polynomials in the Casimir element $c = x^2 + y^2 + z^2 \in U(\mathfrak{sl}_2)$. Hence the formula (10) defines a map $w_{\mathfrak{sl}_2}: \mathbb{C} \to \mathbb{C}[c]$. This map is a homomorphism of algebras and is called the $\mathfrak{sl}_2$ weight system on $\mathbb{C}$.

This definition immediately implies the following assertion.

**Corollary 1.** The value of the weight system $\mathfrak{sl}_2$ on a chord diagram with only one chord equals $c$.

In [4] the following nontrivial statement, which links the $\mathfrak{sl}_2$ weight system with polynomial graph invariants, was proved. Note that its analogue for more complicated Lie algebras, e.g, for $\mathfrak{sl}_3$, turns out to be wrong.

**Claim 8.** The value of the $\mathfrak{sl}_2$ weight system at a chord diagram depends only on the intersection graph of this diagram.

To compute the values of the $\mathfrak{sl}_2$ weight system at chord diagrams, we use the multiplicativity of this weight system and the Chmutov–Varchenko recurrence relations. For simplicity, we will identify the value of the $\mathfrak{sl}_2$ weight system at a chord diagram with the diagram itself. As in Fig. 1 diagrams may contain other chords with endpoints on the dashed arcs; the sets of these additional chords must be the same for all terms of each equation.

**Claim 9** (Chmutov–Varchenko recurrence relations, [5]). Let $D$ be a chord diagram. Assume that its intersection graph is connected, i.e, $D$ is not a product of two chord diagrams of lower order. Then the following assertions hold.

1. If $D$ contains a leaf, i.e., a chord intersecting only one chord, then

$$w_{\mathfrak{sl}_2}(D) = (c - 1)w_{\mathfrak{sl}_2}(D'),$$

where $D'$ is the chord diagram obtained from $D$ by deleting the leaf:
2. The following equations hold:

\[
\begin{align*}
\text{graph 1} & = \text{graph 2} \quad \text{graph 3} \quad \text{graph 4} \quad \text{graph 5} \quad \text{graph 6} \\
\text{graph 7} & = \text{graph 8} \quad \text{graph 9} \quad \text{graph 10} \quad \text{graph 11} \quad \text{graph 12}
\end{align*}
\]

Now we will compute the values of the \(\mathfrak{sl}_2\) weight system on complete bipartite graphs with restricted size of one of the parts, using these recurrence relations.

3.2 The values of the \(\mathfrak{sl}_2\) weight system at the graphs \(K_{1,n}, K_{2,n},\) and \(K_{3,n}\).

Relation (11) implies the following assertion

**Corollary 2.** If the intersection graph of a chord diagram is a tree with \(n\) vertices, then the value of the \(\mathfrak{sl}_2\) weight system at this chord diagram equals \(c(c-1)^{n-1}\).

In particular, \(w_{\mathfrak{sl}_2}(K_{1,n}) = c(c-1)^{n}\) for \(n = 0, 1, 2, \ldots\).

The next theorem is the our main result about values of the \(\mathfrak{sl}_2\) weight system. Since its value at a chord diagram depends only on the intersection graph of this chord diagram, we use graphs as the arguments of the weight system. We set \(k_{i,j} = w_{\mathfrak{sl}_2}(K_{i,j}), i, j = 0, 1, 2, 3, \ldots\).

**Theorem 2.** The following relations hold:

\[
\begin{align*}
k_{0,n} & = c^n, \\
k_{1,n} & = c(c-1)^n, \\
k_{2,n} & = (c-3)k_{2,n-1} + c(c^n + (c-1)^{n-1}), n \geq 2, \\
k_{3,n} & = -2(c+3)k_{3,n-1} + 3c(c-6)k_{3,n-2} \\
& \quad + 2k_{2,n+2} + 11k_{2,n+1} - (12c^2 - 11c - 16)k_{2,n} \\
& \quad + (16c^3 - 55c^2 + 32c + 9)k_{2,n-1} - 3c(2c^3 - 11c^2 + 16c - 9)k_{2,n-2} \\
& \quad + c(c-1)^{n-2}(4c-1)(3c^2 - 2c + 1) - 8c^{n+1}, n \geq 3.
\end{align*}
\]

**Proof of the Theorem**

1. The equation \(k_{0,n} = c^n\) follows from the multiplicativity of the weight system.

2. The equation \(k_{1,n} = c(c-1)^n\) follows from the fact that the complete bipartite graph \(K_{1,n}\) is a tree.

3. To prove the recurrence relation (13) for \(k_{2,n}\), we use the multiplicativity of the weight system and the Chmutov–Varchenko relations (see Claim 9).

Consider the following chord diagram:
The intersection graph of this chord diagram is a complete tripartite graph with parts of sizes 1, 1, and \( n \) and hence we denote this chord diagram by \( K_{1,1,n} \) and the value of the \( \mathfrak{sl}_2 \) weight system at it by \( k_{1,1,n} \).

The first of the Chmutov–Varchenko six-term relations for a chord diagram with intersection graph \( K_{2,n} \) is

\[
\begin{align*}
K_{1,1,n-1} & = - K_{1,1,n-1} + K_{1,1,n-1} + K_{1,1,n-1} - K_{1,1,n-1} - K_{1,1,n-1} - K_{1,1,n-1} \\
\end{align*}
\]

The sum of the last three summands equals \((c - 2)k_{2,n-1}\). The first summand on the right-hand side equals \(c^{n+1}\). Therefore,

\[
k_{2,n} = c^{n+1} - k_{1,1,n-1} + (c - 2)k_{2,n-1}.
\] (15)

Now we will use the following Chmutov–Varchenko relation to compute the value of \( k_{1,1,n} \):

\[
\begin{align*}
\end{align*}
\]

We obtain the following relation between \( k_{1,1,n-1} \) and \( k_{2,n-1} \):

\[
(c - 1)k_{1,1,n-1} = ck_{1,n-1} - k_{1,n} + (c - 1)k_{2,n-1} + ck_{1,1,n-1} - ck_{2,n-1};
\] (16)

therefore,

\[
k_{1,1,n-1} = k_{2,n-1} - c(c - 1)^{n-1}.
\]

To conclude the proof of (13) it remains to substitute this expression for \( k_{1,1,n} \) into (15).

4. Now let us prove (14). The following equations follow from the Chmutov–Varchenko recurrence relations:

\[
\begin{align*}
\end{align*}
\]
We have six linear equations. Each chord diagram in these equations contains a collection of \( n \) nonintersecting chords represented by the parallel line segments in the figure. If we add Eqs. 4a–4f with \( n - 1 \) instead of \( n \) chords in each such collection and Eqs. 4c and 4f with \( n - 2 \) chords in each such collection, we obtain a system of 14 linear equations. We eliminate 13 variables and obtain the recurrence relation (14).

Solving the recurrence relations (13) and (14), we obtain the values of the \( \mathfrak{sl}_2 \) weight system at the complete bipartite graphs \( K_{2,n} \) and \( K_{3,n} \).

**Corollary 3.** The following relations hold:

\[
k_{2,n} = \frac{1}{6} c(4c - 3)(c - 3)^n + 3(c - 1)^n + 2c^{n+1}
\]

\[
k_{3,n} = \frac{1}{30} c(3(4c^2 - 11c + 6)(c - 6)^n
\]

\[
+ 10(4c - 3)(c - 3)^n + 6(3c^2 - 2c + 2)(c - 1)^n + 5c^{n+1}).
\]
Let \( \tilde{K}_l \) denote the exponential generating functions for the values of the weight system \( w_{sl_2} \) at the complete bipartite graphs \( K_{l,n} \) (\( l = 1, 2, 3 \)).

Relations (12), (17), and (18) give the following expressions for these generating functions.

Corollary 4. The following relations hold:

\[
\begin{align*}
\tilde{K}_1(x) &= xce^{(c-1)x} \\
\tilde{K}_2(x) &= x^2 \frac{c}{6} ((4c - 3)e^{(c-3)x} + 3e^{(c-1)x} + 2ce^{cx}) \\
\tilde{K}_3(x) &= x^3 \frac{c}{30} (3(4c^2 - 11c + 6)e^{(c-6)x} + 10(4c - 3)e^{(c-3)x} + 6(3c^2 - 2c + 2)e^{(c-1)x} + 5ce^{cx}).
\end{align*}
\]

3.3 The values of the \( sl_2 \) weight system at the projections \( \pi(K_{l,n}) \), \( l = 1, 2, 3 \).

Let \( \tilde{P}_l \) denote the exponential generating function for the values of the \( sl_2 \) weight system at the projections of the complete bipartite graphs \( K_{l,n} \) on the subspace of primitive elements. Combining Theorem 1 and Corollary 4, we obtain expressions for \( \tilde{P}_l \), \( l = 1, 2, 3 \).

Corollary 5. The following relations hold:

\[
\begin{align*}
\tilde{P}_1(x) &= cxe^{-x}, \\
\tilde{P}_2(x) &= \frac{1}{6} cx^2 \left((4c - 3)e^{-3x} - 6ce^{-2x} + 3e^{-x} + 2c\right), \\
\tilde{P}_3(x) &= \frac{1}{30} cx^3 \left((12c^2 - 33c + 18)e^{-6x} - c(60c - 45)e^{-4x} + (60c^2 + 40c - 30)e^{-3x}ight. \\
&\hspace{1cm} \left.- 45ce^{-2x} - (12c^2 + 12c - 12)e^{-x} + 5c\right).
\end{align*}
\]

For each \( \tilde{P}_l(x) \), the coefficient of each exponent is a polynomial in \( c \) of degree at most \( l \). This implies the following statement.

Claim 10. The following assertions hold:

1. The value \( w_{sl_2}(\pi(K_{1,n})) \) equals \((-1)^n c\)

2. The value \( w_{sl_2}(\pi(K_{2,n})) \) is a polynomial of degree less than or equal to 2. If \( n \geq 2 \), then the degree of this polynomial equals 2.

3. The value \( w_{sl_2}(\pi(K_{3,n})) \) is a polynomial of degree less than or equal to 3. If \( n \geq 3 \), then the degree of this polynomial equals 3.

This proves the following conjecture in the particular case of the graphs \( K_{1,n}, K_{2,n}, \) and \( K_{3,n} \).

Conjecture 1 (S.K.Lando). Suppose given a chord diagram \( C \). Let \( \pi(C) \) be its projection on the space of primitive elements, and let \( \gamma(C) \) be its intersection graph. Then \( w_{sl_2}(\pi(C)) \) is a polynomial of degree less than or equal to one half of the circumference (i.e., the length of the longest cycle) of \( \gamma(C) \).

For the case of complete bipartite graphs, this conjecture can be restated as follows.
Conjecture 2 (S.K. Lando). The value of the $\mathfrak{sl}_2$ weight system at the complete bipartite graph $K_{l,n}$ is a polynomial of degree $\min(l,n)$.

We also give formulas for the ordinary generating functions for the values of $w_{\mathfrak{sl}_2}$ at the projections of complete bipartite graphs onto the subspace of primitive elements. We denote such a generating function by $\tilde{P}_l$; then

$$\tilde{P}_l(s) = \sum_{n=0}^{\infty} w_{\mathfrak{sl}_2}(\pi(K_{l,n})) s^n.$$

Using the fact that the ordinary generating function corresponding to the exponential generating function $e^{ax}$ is $\frac{1}{1-as}$, we obtain the following result.

Theorem 3. The following relations hold:

\begin{align*}
\tilde{P}_1(s) &= \frac{cs}{1+s}, \\
\tilde{P}_2(s) &= \frac{cs((1+2s) + 2cs(1+s))}{(1+s)(1+2s)(1+3s)}, \\
\tilde{P}_3(s) &= \frac{cs((3s-1)(1+2s)(1+4s) - 2cs(5+21s+10s^2-12s^3) - 12c^2s^2(1+2s))}{(1+s)(1+2s)(1+3s)(1+4s)(1+6s)}.
\end{align*}
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