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Abstract

In recent years, Online Social Networks have become an important medium for people who suffer from mental disorders to share moments of hardship, and receive emotional and informational support. In this work, we analyze how discussions in Reddit communities related to mental disorders can help improve the health conditions of their users. Using the emotional tone of users’ writing as a proxy for emotional state, we uncover relationships between user interactions and state changes. First, we observe that authors of negative posts often write rosier comments after engaging in discussions, indicating that users’ emotional state can improve due to social support. Second, we build models based on SOTA text embedding techniques and RNNs to predict shifts in emotional tone. This differs from most of related work, which focuses primarily on detecting mental disorders from user activity. We demonstrate the feasibility of accurately predicting the users’ reactions to the interactions experienced in these platforms, and present some examples which illustrate that the models are correctly capturing the effects of comments on the author’s emotional tone. Our models hold promising implications for interventions to provide support for people struggling with mental illnesses.
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1. Introduction

In recent years, statistics from the World Health Organization (WHO) show a marked increase in the total number of people globally that suffer from mental disorders; 1 in 4 people are affected by these illnesses during their lives [2]. WHO’s latest report indicates that depression cases have grown 18% between 2005 and 2015, affecting 322 million people. Anxiety, in turn, affects 264 million people and bipolar disorder impacts around 60 million people. In their most severe form, these disorders can lead to suicide, approximately 800 thousand people commit suicide annually [3].

Despite these alarming numbers, many mental disorders go untreated. WHO reports that 3 out of every 4 affected people do not receive any type of treatment; 45% of the world population live in countries with less than 1 psychiatrist for every 100 thousand people. Moreover, health systems do not provide adequate treatment for such disorders. WHO shows that in low and medium income countries, between 76% and 85% of the people with mental disorders do not receive treatment, whereas this number ranges between 35% and 50% in high income countries.

The combination of scarce resources, social stigma associated with mental disorders [4] and reluctance to ask for help prevents most affected people from receiving much-needed assistance. To overcome these challenges, new ways of using communication systems have revolutionized the support offered to people who suffer from mental disorders, through chat, call or email helplines. More recently, Online Social Networks (OSNs) have been emerging as an important tool for modeling mental well-being, as researchers are realizing that people’s online behavior can be analyzed for mass mental-health screening provided that privacy issues are adequately observed [5, 6, 7, 8].

Originally focused on fostering friendships, dating and on image and video sharing, in recent years, many OSNs – and, in particular, Reddit – also started to connect people willing to share experiences related to mental disorders [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. Reddit is a forum website with social network features: it is composed of communities (subreddits) where users create and share content (including their experiences); ask questions about a wide range of subjects. A user can initiate a thread by publishing a post. The post can be replied by other users (or even by the post author) through comments. Comments, in turn, can be replied [2].
through other comments.

In this work, we aim to analyze whether Reddit mental health disorders communities help improve the health conditions of their users, and if so, how. Our main research questions are:

*Do online interactions in reddit mental health communities have a positive effect on the user emotional state? If so, can we model this effect and accurately predict it?*

To address these questions, we analyze the changes in the emotional state of a user over a thread by using their emotional tone – a proxy which can be computed using sentiment analysis tools. In other words, we analyze whether the act of seeking help in these networks is effective, and results in changes in user expression, once they are engaged on these communities. The main contributions of this article are:

1. We characterize the relationship between emotional tones of post, comments and the author’s last comment in our Reddit dataset. Our findings show that users typically reply to initial posts with a more positive tone comments, which can, in fact, alter the emotional state of those who started the discussion.

2. We predict the reaction of users in mental disorder online communities to the interactions experienced in these platforms. We build a recurrent neural network model to predict shifts in the emotional tone of the users. Our prediction model exhibit low error rates, in spite of the inherent task difficulty. Although the tone of the author’s last comment is strongly correlated with that of the comments in a thread, more extreme shifts in emotional tone depend on the messages’ contents and the order in which they appear.

3. We include illustrative examples of threads where there is improvement in the author’s emotional tone, which is accurately predicted by our models. Our results, which rely exclusively on posting and behavioral history gathered from social media websites, could provide supplementary data to be applied in clinical care, providing timely interventions and possibly reaching populations that are difficult to access through traditional clinical approaches.

4. We release all our code and scripts on a GitHub public repository.
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3 Code repository: [https://github.com/HenrySilvaCS/SentiMentalHealth](https://github.com/HenrySilvaCS/SentiMentalHealth)
In summary, we analyze the user’s sentiment shifts after interacting with their peers on Reddit. Our analysis, as well as the proposed models, could assist in interventions promoted by health care professionals to provide support to people suffering from mental health illnesses. Moreover, our work is of significant contribution to the growing literature on machine learning applications in mental health, and holds practical implications for early intervention and prevention of mental health disorders.

The rest of this paper is organized as follows. We first discuss related work in Section 2. Next, in Section 3 we present our approach for modeling emotional tone shifts, while in Section 4 we characterize the relationship between emotional tones of post, comments, and author’s last post in our Reddit data. We then describe the experimental setup used to evaluate the prediction model in Section 5, while Section 6 provides the model evaluation. Finally, in Section 7 we discuss the results, present our conclusions and discuss future work.

2. Related Work

In-person consultations have been historically complemented by various tools to assist people who suffer from mental health disorders. For example, volunteer-based crisis hotlines are widespread in many countries, such as Argentina, Brasil, United States, France, among others. Authors in [24] analyze conversations that took place via SMS with individuals related to the Crisis Trends organization. The study evaluated the counselors’ behavior given that their crucial role in supporting the individuals that use the service. One of the main conclusions is that the most effective counselors are more aware of the trajectory of the conversation, reply to the messages in a more creative fashion, without using generic sentences, and quickly identify the focus of the problem that the individual has, contributing to its solution. In contrast, we use machine learning models to automatically capture characteristics of the interactions that contribute to improving users’ emotional state in OSNs.

---

4https://www.casbuenosaires.com.ar/ayuda
5https://www.cvv.org.br/
6https://www.crisistextline.org/texting-in
7http://www.suicide-ecoute.fr/
8https://crisistrends.org/
The pervasiveness of OSNs in our daily lives has revolutionized the support offered to people who suffer from some type of mental disorder, pushing the medical community to understand how new technologies can be effective in identifying users who suffer from these illnesses and, at the same time, to measure the effectiveness of online interventions and the role played by social support in online communities. For instance, a set of works address the detection of anxiety, depression, bipolar depression and suicide risk in online social networks [15, 16, 17, 18, 25, 26, 19, 27, 20, 21, 28, 29, 30, 14], either through data characterization or machine learning algorithms for classification. By understanding, modeling and predicting the behavior of OSN users, these works can help propose policies that contribute to improving the live of those affected by these problems.

Among mental health studies using Reddit data, many papers address the problem of predicting mental health status through machine learning methods, such as Support Vector Machine (SVM) [31, 32, 33, 34], Logistic Regression [35, 36, 37] and Deep Learning [15, 38, 23, 39, 40]. Those papers framed their research questions as classification tasks, in contrast to our approach of predicting the effect of the social interactions as a regression task. For instance, authors in [40] applied a hierarchical Recurrent Neural Network (RNN) architecture to the classification of posts related to mental health. The work of [32] uses SVM for inferring stress expression in Reddit posts. Authors in [33] present a set of classification experiments for identifying depression in posts gathered from social media platforms. In [11], the authors analyze posts from the social media platform Reddit and develop classifiers to recognize and classify posts related to mental illness according to 11 disorder themes.

All the aforementioned studies focus on detecting people who suffer from some mental illnesses, classifying the type of their disorder, and analyzing how they behave and express themselves on various online social networks. Our work differs from those since we model a user’s “state” during the interval in which they interact in a thread to predict changes in emotional tone, which is, to our knowledge, the first attempt of the kind. Monitoring user activities and their interactions to predict granular emotional ups and downs affords more effective and timely interventions.

Characterizing an individual’s emotional state (e.g., sadness, happiness, anger, fear) can be useful in understanding psychological processes from mental health and depression [41, 42], since emotions and behavior may fluctuate rapidly as an individual interacts with the environment [43]. However, mea-
suring or assessing emotions is not always straightforward and there is a body of works that aims at providing some guidelines for emotions measurement [44]. Here, the emotional state of a user is measured by the emotional tone (EmT) [45], which is the balance between positive and negative emotion expressed in their messages.

3. Modeling Shifts in Emotional Tone

In what follows, we conduct an analysis which reveals interesting relationships between a user’s interactions and emotion changes in a subreddit. **Emotional tone.** Following a body of related work, we measure the intensity of emotion by means of sentiment scoring mechanisms [43, 46, 47]. From existing sentiment analysis tools, we choose VADER [48], a sentiment analysis tool based on rules and on a lexical dictionary built specifically from OSN data. VADER computes four variables from a given text: positive, negative, neutral and compound. Compound is the combination of three first lexical variables normalized between -1 (extremely negative) and +1 (extremely positive) and, hence, is the scalar value we assign as the emotional tone of a publication (i.e., post or comment).

**Prediction task.** Let \( p \) be the (opening) post (often referred to as OP), written by author \( u \), which initiates a thread. Within the thread, post \( p \) is followed by chronologically ordered comments \( c_1, c_2, \ldots \). It will be useful for us to denote by \( c_n \) the last comment made by \( u \) in that thread. Define
EmT(·) as the emotional tone of a post or comment. Given the sequence $S = (p, \ldots, c_{n-1})$, we aim to predict the emotional tone $\text{EmT}(c_n)$ of the last comment made by the thread author. In other words, we want to infer the effect on the user emotional state prompted by the comments in $S$, i.e., we aim to measure the impact that emotional and informational support from these communities may provide to their members. Figure 1 shows a diagram illustrating the model proposed to address this task. Posts and comments are fed as input to models that predict shifts in emotional tone.

**Model overview.** The input is the sequence $S = (p, c_1, \ldots, c_{n-1})$ of messages consisting of post $p$ and comments $c_1, \ldots, c_{n-1}$ from a thread, sorted in chronological order, without the last comment made by the post author ($c_n$). Each message $m \in S$ is passed to a pre-processing block that extracts (i) embeddings using DistilBERT [49], (ii) emotional tone using VADER, and (iii) a variable indicating whether $m$ was written by the post author. In that block, the only trainable component is a Fully Connected (FC) layer. Embeddings are then forwarded through a Gated Recurrent Unit (GRU) based recurrent neural network (RNN) that can be either unidirectional or bidirectional and can contain either 1 or 2 layers (2-layer bidirectional RNN is shown). Hidden states are concatenated and passed through a second FC layer to output the prediction $\hat{y} = \hat{\text{EmT}}(c_n)$ for the emotional tone of $c_n$. GRUs and second FC layer are also trainable.

**Limitations.** While we use emotional tone as a proxy for emotional state, it is not possible to evaluate whether there was a real improvement (or degradation) for the user due to the anonymity inherent to this OSN. Consequently, the metrics we use do not consider complex external aspects of the user’s life which could help us make this assessment. Also, we cannot identify activities other than post/comment writing that the user may have performed on other threads, such as reading and down/up-voting. Another valid concern is sentiment score misratings, which are more likely to happen when the text contains ambivalent tones. For instance, the text “Thank you. I am much worse now” presents a clear negative emotional tone, but due to the etiquette pattern “Thank you”, sentiment analysis tools like VADER might incorrectly infer an overall positive emotional tone. Since these are
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9We opted for GRUs because their performance is on par with LSTMs, but are computationally more efficient as they do not require a memory unit in addition to the state unit [50] [51]. Experiments with vanilla attention models did not improve the results further.
limitations intrinsic to such tools, we conducted a separate analysis on the impact of etiquette words, e.g., “Thanks”, “Thank you”, “Thx”, etc, in order to determine whether the model predictions could be severely affected by these types of misratings. After filtering out a set of predetermined etiquette words, we found that, for this specific dataset, fluctuations between the emotional tone of the original posts/comments and the emotional tone of the filtered ones were not significant. This is the case because: (i) there is a small fraction of posts/comments containing such etiquette patterns, and (ii) for the ones that did, removing the patterns did not change much the emotional tone. Therefore, we use the unfiltered data, since it makes the preprocessing simpler. For conciseness, the additional study is not included here.

Pre-processing. To train machine learning models for this task, we need to extract textual features from each publication. After experimenting with LIWC (Linguistic Inquiry and Word Count) features [52] and word embedding methods, we settled on using the latter. Particularly, we use Transformer architectures based on Deep Neural Networks, which achieve state-of-the-art performance in many NLP tasks. Since we envision the prediction task possibly as part of real time applications, we choose the pre-trained DistilBERT architecture, which is much lighter than BERT, the most popular variant [53]. We do not fine-tune DistilBERT parameters to our data, as we focus our efforts on designing and training networks that can use these embeddings as input to predict shifts in emotional tone.

Each message \( m \in S \) is forwarded through DistilBERT to yield an embedding \( e_m \in \mathbb{R}^{768} \). We then concatenate two hand-engineered features to \( e_m \): the emotional tone \( \text{EmT}(m) \), and a variable indicating whether \( m \)’s author is the post author. Together, these two features can provide emotional tone “snapshots” to the model. To avoid under-representing the hand-engineered features, we reduce the embedding dimensionality by passing it through a fully connected (FC) layer whose output size \( o \) is either 2, 14 or 62, so that the resulting feature vector \( x_m \) size is respectively 4, 16 or 64:

\[
x_m = [\text{FC}(e_m), \text{EmT}(m), \text{is\_post\_author}(m)] \in \mathbb{R}^{o+2}.
\] (1)

After pre-processing, each sequence \( S \) is represented by a matrix \( X = [x_p; x_c_1; \ldots; x_c_{n-1}] \in \mathbb{R}^{n \times (o+2)} \) and the scalar \( y = \text{EmT}(c_n) \). Since the number of comments varies across threads, we truncate longer matrices (0.4% of all threads, no more than 0.9% of any subreddit) to the first 64 rows and zero-pad shorter matrices, so that every matrix is \( 64 \times (o + 2) \). We use these
Table 1: Statistics of interactions on each subreddit. †Threads used in the prediction task have to satisfy some constraints described later, in Section 4.

| Subreddit       | Anxiety | Bipolar | Depression | SuicideWatch | Total   |
|-----------------|---------|---------|------------|--------------|---------|
| **Publications (numbers)** |         |         |            |              |         |
| Threads (posts)  | 25,574  | 15,825  | 70,950     | 29,486       | 141,835 |
| Comments         | 150,155 | 136,824 | 448,005    | 182,731      | 917,715 |
| Threads used in prediction task† | 11,956  | 8,165   | 30,039     | 12,957       | 63,117  |
| **Users (numbers)** |         |         |            |              |         |
| Unique users     | 36,616  | 11,363  | 85,706     | 38,121       | 154,114 |
| Users who post (posting users) | 16,394  | 6,043   | 41,813     | 20,844       | 78,499  |
| Users who comment (commenters) | 31,783  | 10,190  | 72,268     | 30,113       | 129,908 |
| **Others (median and max.)** |         |         |            |              |         |
| Posts per posting user | 1       | 92      | 1         | 247          | 1       | 247    |
| Comments per commenter | 2       | 1,665   | 3         | 2,326        | 2       | 3,999  | 2     | 4,018 |
| Comments in thread | 3       | 241     | 6         | 134          | 3       | 4,938  | 3     | 4,938 |
| Post length (in chars) | 692     | 24,952  | 576       | 28,840       | 594     | 39,863 | 715   | 36,683 | 634 | 39,863 |
| Comment length (in chars) | 213     | 9,791   | 188       | 9,796        | 148     | 9,997  | 146   | 9,947  | 164 | 9,997 |

representations to learn regression models and, in turn, to make predictions. Specifically, we choose to work with recurrent neural networks as a natural choice for processing sequences. These models will be described in detail in the Experimental Setup section.

Datasets. We gathered all posts, comments and metadata created between 2011 and 2017 from the four mental health related Reddit communities with the largest number of publications, namely Depression, SuicideWatch, Anxiety and Bipolar.  

We focus this study on the 2017 data, since during that year, there was an unprecedented volume of user interactions on these subreddits, which is important for training and testing our prediction models. We present some descriptive statistics of the dataset in Table 1. Depression is the largest community in number of unique users, while users in Bipolar are the most active, writing at least twice as often than users in other communities, which shows a stronger engagement in that subreddit.

Data is publicly available at [http://files.pushshift.io/reddit](http://files.pushshift.io/reddit)
4. Characterization of Emotional Tone Shifts

To study the effect of user interactions in a thread, we eliminate obvious confounders, such as simultaneous participation in multiple threads. To accomplish that, we select, for each user, the segments of threads started by them which:

- begin with a post and end with their last comment prior to becoming active in another thread,
- contain at least one comment from another user, and
- have less than 24 hours between consecutive publications.

We set the 24 hour limit to control for the effect that longer periods of time might have on the user emotional state. Figure 2 shows a toy example of the thread selection process for a given user. All threads were triggered by the same user. In this example, all messages in Thread 1 until the last comment from the post author are considered, whereas Thread 2 is truncated at the last comment from the post author prior to the overlap with Thread 3. Thread 3 is discarded due to the said overlap. Last, Thread 4 is discarded because the interval between its 2nd and 3rd comments exceeds 24 hours.

In what follows we investigate characteristics related to the emotional tone in this data.
Emotional tone in threads. We investigate how the emotional tone of (i) the posts, (ii) the last comment made by thread authors and (iii) the comments made by other users is distributed for each subreddit. In particular, instead of considering the set of all subreddit comments to study (iii), we take the average emotional tone in each thread to avoid overweighting longer threads. In our data, posts are more likely to express negative emotional tone, but last comments are more likely to exhibit the opposite sentiment. The median EmT of comments from others and that of last comments are higher than that of posts, indicating that the commenters are generally attempting to be supportive and cheer up the thread author. Moreover, the 1st, 2nd and 3rd quartiles of the last comments’ EmT are higher than those of the posts, thus suggesting an improvement on the emotional tone of the
thread authors. In what follows, we investigate this and other relationships in detail using the heatmaps shown in Figure 3.

**Relationship between post and last comment’s emotional tone.** We investigate shifts in emotional tone between the moment a user writes a post and the moment they write their last comment on the thread. $\text{EmT}(p)$ has negative mean, while $\text{EmT}(c_n)$ has positive mean and larger variance than the former (Fig. 3 (top)). High concentration in 2nd quadrant suggests emotional state improvement after interactions in a thread, i.e., authors of negative posts tend to write more positive comments at the end. In *Anxiety* and *Depression*, this tendency is even stronger. This variation corroborates the idea that comments written by other users may help those facing difficult situations. Moreover, low concentration in 4th quadrant indicates that decrease in emotional state is uncommon (ranging from 6.3 to 10.2% of the subreddit’s threads). Not surprisingly, there are few points in the 3rd quadrant, which suggests that, for some users, there is hardly any emotional state improvement after interactions in a thread.

**Relationship between post and other comments’ emotional tone.** The average emotional tone of comments in a thread has small positive mean and low variance (Fig. 3 (middle)). High concentration in 2nd quadrant shows that comments are on average slightly more positive than the post that initiated the thread.

**Relationship between last comment and other comments’ emotional tone.** Joint distribution in Fig. 3 (bottom) is similar to that of Fig. 3 (top), but slightly shifted towards more positive values in the $x$-axis. Positive emotional tone in the last comment is correlated with positive emotional tone in other comments. Interestingly, we also observe an average of about 18% of negative last comments, even when conditioning on a discussion thread that is positive on average. This suggests that, for some users in these communities, conversational engagement is insufficient to improve their emotional state.

Overall, our results indicate that being part of supportive online groups facing similar mental health disorders can create some improvement in emotional state. Whether that improvement is temporary or creates a lasting impact is a subject for future research.
5. Experimental Setup

To leverage information from the sequence of interactions represented by feature matrix $X$ for predicting $\text{EmT}(c_n)$, we build recurrent neural networks (RNNs) such as the one shown in Figure 1 using Gated Recurrent Units (GRUs). We test several architectures using grid search: FC output size $o \in \{2, 14, 62\}$, unidirectional and bidirectional, with 1 (without dropout) or 2 layers (dropout probability in $\{0.0, 0.1, 0.2, 0.5\}$), accounting for 30 configurations (see details in Appendix A). The hidden state of an RNN layer is half the size of $x_m$. Since this is a regression task, we pass a hidden state through another FC layer to obtain a scalar prediction $\hat{y}$ for $\text{EmT}(c_n)$. For unidirectional RNNs, we use the hidden state associated with the last comment in $S$. For bidirectional networks, we concatenate the last hidden states from the forward and backward passes.

**A task-specific loss function.** For regression tasks, mean squared error (MSE loss) and mean absolute error (L1 loss) are typical choices of loss function. *We found that training the model with these functions collapses predictions around the average*, preventing us from accurately forecasting more extreme values of $\text{EmT}(c_n)$. This is likely due to the inherent difficulty of predicting the user response (a common theme in social sciences), in which case it is “safer” to predict average behavior. To address this issue, we propose a **Weighted L1 loss**. Because the distribution of $y \in [-1, 1]$ is a bell-like curve, we bin observations w.r.t. $y$ and weight the absolute error for $(X, y)$ proportionally to the reciprocal of the number of elements in its bin. We use 10 equal-length bins.

**Train/validation/test sets.** We use an 80-10-10% random split, stratified by weight bins. Since threads are created over time, it may seem more natural to split them in chronological order instead. Yet, we observed that this produces higher error rates due to covariate shift (distribution of train and test splits differ). Hence, we advocate that models should be trained on threads from all the different months to capture seasonal differences.

**Training.** We consider both training a unique model from the entire dataset (MODEL) and training one per subreddit (MODEL-SUBREDDIT). We optimize model parameters using batch size 32 and optimizer Adam over 20 epochs, with early stopping after 3 epochs without improvements in the validation loss. Training for most configurations ends within 8 epochs. We set
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11 We also tested with 5 bins, obtaining similar results.
model parameters to those that yielded the minimum validation loss.

**Computational resources.** All experiments were run on free Google Colab instances (Intel(R) Xeon(R) CPU@2.30GHz, 4 threads, 26G memory). DistilBERT embeddings were computed on TPU nodes at ≈ 40 subreddit threads/s. Model training was done on nodes equipped with a Nvidia K80 GPU. Each model took 2 to 11min to train (average ≈ 7min). Most epochs took 20 to 50s (average ≈ 46 s). The complete grid search took 207min.

6. Prediction Evaluation

In this section, we evaluate the proposed model. First, we introduce three baselines used to evaluate the proposed model. Next, we present qualitative results, showing how responses \( y \) and their respective predictions are distributed, and quantitative results, using the Weighted L1 Losses as performance metrics, illustrated with some prediction examples. We then analyze the ability of the proposed model to predict large shifts in emotional tone. Last, we discuss important implications of this study and possible applications.

6.1. Baselines

To the best of our knowledge, this is the first work proposed to address this prediction task. In the absence of existing approaches, we consider two simple, but surprisingly effective heuristics, and a powerful regression model:

- **Mean:** outputs the average emotional tone in \( S \):
  \[
  \hat{y}_{\text{Mean}} = \frac{1}{|S|} \sum_{m \in S} \text{EmT}(m).
  \]

- **Last:** outputs the emotional tone of the last comment in \( S \):
  \[
  \hat{y}_{\text{Last}} = \text{EmT}(c_{n-1}).
  \]

- **XGBoost (XGB):** a gradient boosting ensemble of decision trees that achieves state-of-the-art performance in many prediction tasks [54]. As thread length varies and XGB requires a fixed-size input, we use a strategy widely used to aggregate features extracted by neural networks: we apply Max-Pooling and Average-Pooling to the message representations (along the time dimension) and concatenate the resulting vectors.
Each message $m$ in a thread $S = (p, c_1, \ldots, c_{n-1})$ is represented\textsuperscript{12} as $\tilde{x}_m = [e_m, \text{EmT}(m), \text{is\_post\_author}(m)] \in \mathbb{R}^{770}$. Hence,

$$\tilde{x} = \text{AVGPOOLING}([\tilde{x}_m]_{m \in S}) \oplus \text{MAXPOOLING}([\tilde{x}_m]_{m \in S}),$$

$$\hat{y}_{\text{XGB}} = \text{XGBPREDICT}(\tilde{x}) \quad \text{for} \quad \tilde{x} \in \mathbb{R}^{2 \times 770},$$

where $\oplus$ denotes concatenation. This captures both the overall characteristics of the messages in the thread as well as salient features present in any of the messages. For objective functions, we considered either the MSE or the Weighted L1 Loss (gradients and Hessians were derived and implemented based on the previously defined bins). However, the latter objective resulted in constant predictions. Therefore, we focus on the results for the MSE objective\textsuperscript{13}.

We tested many variants of these baselines that proved to be less accurate, e.g., considering only comments from the branch of the thread that includes the author’s last comment and/or excluding author’s comments from \textsc{Mean}. We therefore exclude them from this analysis.

6.2. Results

In the following figures/tables, we abbreviate Anxiety (ANX), Bipolar (BIP), Depression (DEP) and SuicideWatch (SUI) to avoid cluttering. We select, in each case, the model that achieved the lowest validation loss. The difference in loss between the selected hyperparameter setting and the others is at most 17.1\%, suggesting some level of robustness across settings.

Visual analysis. The advantage of the proposed model over the baselines can be visualized from the heatmaps shown in Figure [4], which display the joint distribution of true and predicted values using a color-coded Gaussian kernel density estimator along with 100 random threads from the test set (circle sizes are proportional to number of comments; which vary from 2 to 64). We observe that \textsc{Mean}’s predictions are highly concentrated in $[-0.2, 0.3]$.

\textsuperscript{12}The distinction between message $m$’s representation $\tilde{x}_m$ (used for generating XGB’s input $\tilde{x}$) and $x_m$ (used as the RNN’s input) is that the former uses the raw text embedding $e_m$, whereas the latter uses a linearly transformed version, $\text{FC}(e_m)$.

\textsuperscript{13}Other than that, we follow the same methodology used with the proposed model: we minimize the objective function with early stopping, perform hyper-parameter tuning and present the results of the model that yielded the minimum validation loss (see details in Appendix A).
Figure 4: Joint distribution of true and predicted values for MEAN, LAST, XGB and MODEL (color-code represents density) using a 2D Gaussian kernel density estimator. Each plot in a row includes 100 points illustrating predictions for the same randomly sampled threads (size represents number of comments; smallest is 2, largest is 64). MEAN and XGB collapse predictions around average \( y \). LAST exhibits high density areas far from the diagonal. MODEL is best at predicting more extreme values.

While LAST spans predictions over a wider range, they are not well concentrated along the diagonal. Particularly, it results in large errors (vertical distance to diagonal) for some threads with more extreme – especially negative – responses (e.g., see leftmost points on BIP and SUI plots). XGB predictions are even more concentrated around the average than MEAN. Although it yields the lowest L1 and MSE errors (see Appendix B), these
predictions have no practical value. Conversely, MODEL exhibits predictions spread along the diagonal, showing a good correspondence with the true values.

Table 2: Results w.r.t. the Weighted L1 Loss, which gives more weight to more extreme responses. MODEL is trained on entire 2017 dataset whereas MODEL-SUBREDDIT is trained on target subreddit (column). MODEL outperforms all the baselines by at least 12.9%.

| Predictor     | Weighted L1 Loss |
|---------------|------------------|
|               | ANX  | BIP  | DEP  | SUI  |
| MEAN          | .404 | .489 | .442 | .506 |
| LAST          | .421 | .513 | .447 | .542 |
| XGBOOST       | .415 | .500 | .452 | .523 |
| MODEL         | .327 | .401 | .341 | .432 |
| MODEL-SUBREDDIT | .412 | .491 | .423 | .473 |

**Quantitative results.** Table 2 shows, for each subreddit, the performance of the best model and the baselines on the test set, w.r.t. the Weighted L1 loss. Notably, MEAN performs best among the baselines, outperforming even XGB. This advantage is easily explained by Figure 4, while both tend to collapse predictions around average, MEAN does so less intensely, benefiting from lower error contributions on the extreme values, which carry more weight. MODEL, in turn, shows a sizable error reduction w.r.t. MEAN, which varies from 14.7% on SUI to 22.8% on DEP. We performed additional experiments to determine whether it is better to fit one model to each subreddit, indicated in Table 2 under the row MODEL-SUBREDDIT. The results show that the single model, trained on the entire data, performs better than the individual models.

In Appendix C, we perform experiments with two other subreddits, namely r/whatisthisthing and r/UnresolvedMysteries, to investigate if the model is not merely capturing a general trend in Reddit (e.g., an etiquette effect), but rather an improvement that is specific to mental health related subreddits. The results provide supporting evidence that predicted changes correspond to shifts in emotional tone.

**Prediction examples.** We illustrate three cases that visually stand out in Figure 4, where MODEL yields low, medium and high error, respectively. In the ANX plot, there is a short thread depicted by the closest point to the upper right corner, for which the emotional tone is \( \text{EmT}(c_n) = 0.88 \) and the prediction is \( \hat{y}_{\text{MODEL}} = 0.74 \). The author reports to have GAD (generalized anxiety disorder) and is seeking for help, but will be moving constantly during
the next few years. The commenter congratulates the author for seeking help, acknowledging that it was one of the hardest steps for himself. Then he points out that many therapists do online sessions and suggests the author to look for someone specialized in anxiety disorders. In the final comment, the author acknowledges the difficulty in recognizing that they needed help and thanks the commenter for the kind words. In this case, the proposed model correctly captures the effect of the interaction. In the BIP plot, the leftmost point shows a thread for which $\text{EmT}(c_n) = -0.85$, but the model predicts $\hat{y}_{\text{Model}} = 0.01$. The author complains that he would like to be moving faster but is physically unable to do so. A handful of comments report similar feelings, to which the author says he can relate to. At the end, a commenter shares their arthritis issues, to which the author replies “God dam* sounds irritating as hell”. In this specific case, we argue that the reply’s tone may not be representative of the author’s state (which is not clearly negative or positive). We investigated other discrepancies between the true and predicted values and found similar explanations. For instance, the point closest to the bottom right corner in SuicideWatch has $\text{EmT}(c_n) = 0.88$, but the model predicts $\hat{y}_{\text{Model}} = -0.92$. The author says that they are being laid off and is experiencing suicidal ideation. A comment encourages their to meditate, but the author is too worried about their future finances. Another comment points out that there will always be another job. The author finishes the thread with two replies, explaining how tiring is the process of applying for another job, and that he is disappointed, on the edge and depressed, but no longer thinking about suicide and thanking the commenters. Although the author’s status has improved, it is debatable whether the emotional tone associated with the last message (i.e., 0.88) accurately describes their state, since they are still very negative.

Next, in Table 3, we take a deeper look at a specific thread from Depression. Clearly, the encouragement provided by optimistic comments from other users leads to positive effects in the emotional tone of the thread author, corroborating our main findings from Figure 3. Moreover, our model yields a very accurate prediction, $\hat{y}_{\text{Model}} = 0.51$, for the thread’s author final $\text{EmT}(c_n) = 0.42$.

**Extreme reactions.** We investigate whether MODEL outperforms the baselines for extreme cases, namely when (i) the absolute shift in emotional tone $|\Delta \text{EmT}| = |\text{EmT}(c_n) - \text{EmT}(c_{\text{penultimate}})|$ between the author’s last and her second last comment is large and when (ii) $\text{EmT}(c_n)$ takes on extreme values. For this purpose, we compute statistics of the predictions for subsets of the
Table 3: Example thread extracted from *Depression*. Our model accurately predicted the final emotional tone ($\hat{y}_{\text{Model}} = 0.51$). This example also illustrates the gradual improvement of the user’s emotional tone while receiving positive supporting from his mates. We can observe that, by the end, their emotional tone has significantly improved.

| Post and Comments | EmT |
|-------------------|-----|
| **Author**: Can somebody drag me out of this depression? Show me that there is still somebody who cares out there... | -0.14 |
| **Commenter**: Hey, I care, I don’t know you, I may never meet you, or hear you speak, but you matter, just as much as everyone else, stay strong [raised fist emoji] | 0.77 |
| **Author**: You have no idea how happy I am to hear this. You know, when someone is desperately in need of somebody else, these actions help them a lot! God bless you! | 0.36 |
| **Commenter**: Any time, I know how it feels to be in need, I know it is hard, but you got this! [heart emoji] | -0.06 |
| **Commenter**: You are a beautiful soul, don’t worry you will be Ok, times will get better I promise. And I care!! :) I hope you smile and remember good people exist to take your hand through this. message me if you need to talk | 0.60 |
| **Author**: You lighten me up! So great that somebody really care about those desperate words I wrote here! I wish all the best for you you beautiful soul! | 0.42 |

Table 4: Performance on extreme test cases described in rows w.r.t. L1 loss Model, Mean and Last and XGB (best shown in bold). Last three columns show percentage of the subset’s threads in which Model outperforms each baseline (italic indicates < 50%).

| Subset of test set | L1 Loss (unweighted) | % Threads from subset in which Model outperforms |
|--------------------|----------------------|-------------------------------------------------|
|                    | Model | Mean | Last | XGB | Mean | Last | XGB |
| $\Delta \text{EmT} > 95^{th}$ perc. | .522 | .676 | .521 | **.499** | 71.1 | 50.8 | 51.4 |
| $\Delta \text{EmT} > +1.0$ | .583 | .743 | .544 | **.536** | 68.7 | 46.4 | 48.8 |
| $\Delta \text{EmT} > +0.8$ | **.469** | .788 | .668 | .685 | 89.1 | 73.1 | 78.2 |
| $\Delta \text{EmT} < 5^{th}$ perc. | **.426** | .558 | .563 | .610 | 61.3 | 60.6 | 65.4 |
| $\Delta \text{EmT} < -1.0$ | **.440** | .835 | .806 | .825 | 84.6 | 76.9 | 84.6 |
| $\text{EmT}(c_n) < -0.8$ | **.403** | .819 | .887 | .956 | 88.9 | 88.9 | 93.3 |

6311 threads in the test set. We consider as “large shifts” cases where
- $\Delta \text{EmT} > +0.808$ (95th percentile),
- $\Delta \text{EmT} < -0.564$ (5th percentile),
- $\Delta \text{EmT} > +1.0$ or
- $\Delta \text{EmT} < -1.0$.

We consider “extreme values” as cases where
- $\text{EmT}(c_n) > +0.8$ or
- $\text{EmT}(c_n) < -0.8$. 
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This time we use the average absolute error (L1 Loss) since results are already conditioned on extreme values. Table 4 shows the loss for MODEL, MEAN, LAST and XGB, and the percentage of threads from each subset such that MODEL outperforms each of the three baselines. In general, MODEL yields lower error than the baselines on all of the subsets, other than LAST and XGB on extremely positive shifts (top two rows). This is due to the fact that large improvements are often preceded by a very positive comment, although the converse is not necessarily true; by conditioning on high values of ∆EmT, we artificially favor LAST and XGB. On the other hand, since other users' comments tend to be positive in general, these baselines perform poorly on very negative shifts and on negative responses (three bottom rows). More importantly, considering the right panel of Table 4, MODEL outperforms all baselines when predicting extreme reactions in most threads, except for the specific subset of threads where ∆EmT > +1.0 (2nd row). Even in that subset, the percentage is close to 50% and the L1 loss difference is not large.

7. Discussion and Conclusions

In this work we consider a new, challenging task: to predict changes in the emotional tone (proxy for emotional state) of users after interactions in mental disorder online communities. The results from our prediction model indicated that, in spite of the inherent hardness of the task in hand, it is possible to predict with some accuracy the reaction of users to the interactions experienced in these platforms. The models we consider do not use any user features, hence can be implemented without harming their privacy and, as a byproduct, have the benefit of being applicable to users that have just joined a community.

A system capable of making accurate predictions can be used to assist users when composing comments, so as to increase the chance of making positive impacts on their readership. Possible ways to implement it are: as a service that runs in the backend of the online platform and returns the predicted emotional tone of the message’s response while the user is composing a message, in real-time; or as a browser extension, in which case it wouldn’t be limited to one specific website. Such system can be used in conjunction with empathic rewriting techniques [55].

The fact that model training can take up to a minute may cause the impression that it is not suitable for real time applications. However, once
the model is trained, it can process an entire thread including a comment that is being currently written in roughly 20ms.

There is room for improving the prediction model through the use of dilated RNNs, attention-based models and Transformers (this time for processing the sequence of comments). Particularly, attention models provide higher interpretability that can be used to pinpoint which comments were the most important for a given prediction. Another promising class of models is the Graph Neural Network, which could be used to process the content present in discussion trees along with their structure, instead of treating them as sequential inputs. We leave these investigations for future work.

We also showed that data from other mental health-related subreddits can improve predictions for a target subreddit. It is possible that other subreddits can be included for training. More data can also benefit the training of more complex models.

Finally, we underline that deep learning models have been successfully used to learn good latent representations (encodings) of the input data by training in one task and then using these encodings in another task [56, 57]. While most models for predicting mental health disorders from online data focus on non-temporal, textual data exclusively from the subject being predicted, our model attempts to capture the expected responses from a sequence of interactions. Significant deviations from the expected trajectory could be correlated with more severe illnesses and, hence, potentially useful for detection tasks. Moreover, the latent state sequences associated with each user can be used to obtain encodings. These temporal encodings can, in turn, be clustered so as to better understand the existing types of users, how they respond to interactions and to investigate which types of intervention work best for them.
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Appendix A. Hyperparameter Tuning and Experimental Details

Tables A.1 and A.2 list the hyperparameters values considered in the grid search, for the proposed model and XGBoost, respectively. We also include the best hyperparameter configuration in each case, i.e. the one that minimizes the objective function on the validation set, which consists of 10% of the entire data. Our python implementation uses the pytorch\textsuperscript{14} and xgboost\textsuperscript{15} libraries.

Table A.1: MODEL’s hyperparameter values tested in grid search and values in best configuration. Note*: dropout should not be used in the last layer and, thus, is always set to 0.0 when the number of layers is 1.

| Hyperparameter  | values       | best config. |
|-----------------|--------------|--------------|
| hidden size     | 4, 16, 64    | 64           |
| num layers      | 1, 2         | 2            |
| dropout*        | 0.0, 0.1, 0.2, 0.5 | 0.0   |
| num directions  | 1, 2         | 1            |

The experiments we perform have three main sources of uncertainty:

- the data split into training, validation and test sets;
- the initial weights of the neural network MODEL;

\textsuperscript{14}https://pytorch.org
\textsuperscript{15}https://xgboost.readthedocs.io
Table A.2: XGBoost’s hyperparameter values tested in grid search and values in best configuration. Note ∗: when the maximum number of estimators was set to 500, the fit continued until that number of trees were generated, although it could have finished earlier due to the early stopping mechanism.

| Hyperparameter        | values          | best config. |
|-----------------------|-----------------|--------------|
| learning rate         | $10^{-3}$, $10^{-2}$, $10^{-1}$ | $10^{-2}$    |
| max depth             | 1, 3, 5         | 5            |
| min child weight      | 1, 3, 5         | 1            |
| subsample             | 0.5, 0.7        | 0.7          |
| colsample by tree     | 0.5, 0.7        | 0.7          |
| n estimators          | 100, 200, 500   | 500*         |
| objective             | MSE, Weighted L1 Loss | MSE         |

- the initial value of XGB’s random state.

We reduce the variance of the results by controlling some of these sources of uncertainty. Specifically, the seeds for the random number generators are set before:

- splitting the training, validation and test sets;
- instantiating MODEL and XGB.

Note that the data split is done only once, whereas MODEL and XGB are instantiated once for every configuration in the hyperparameter tuning.

We conducted some experiments considering different splits of the data and different model initializations and the results did not change significantly, likely due to the large number of instances used for training and testing.

Appendix B. Results for other loss functions

Table B.1 shows the L1 and MSE losses for the baselines and for the proposed model. These were omitted from the main text because they fail to capture the quality of the results. Specifically, note that although XGBOOST-MSE yields the lowest L1 and MSE losses, it does so by collapsing predictions around the average, even more intensely than the second best baseline w.r.t. these metrics, MEAN (please refer to Figure 4).

Appendix C. Experiments on subreddits unrelated to mental health

We perform additional experiments to investigate if the model is not merely capturing a general trend in Reddit (e.g., an etiquette effect), but
Table B.1: Results w.r.t. L1 and MSE losses. Model is trained on entire 2017 dataset, whereas Model-Subreddit is trained on target subreddit (column).

| Predictor       | L1 Loss |       | MSE Loss |       |
|-----------------|---------|-------|----------|-------|
|                 | ANX     | BIP   | DEP      | SUI   | ANX | BIP | DEP | SUI |
| UNCHANGED       | .362    | .306  | .365     | .347  | .212 | .154 | .216 | .199 |
| MEAN            | .279    | .241  | .286     | .276  | .125 | .101 | .131 | .127 |
| LAST            | .299    | .295  | .312     | .330  | .148 | .146 | .162 | .181 |
| XGBOOST         | .236    | .231  | .256     | .265  | .091 | .088 | .106 | .115 |
| MODEL           | .281    | .276  | .312     | .340  | .125 | .128 | .156 | .185 |
| MODEL-SUBREDDIT | .334    | .254  | .318     | .302  | .182 | .106 | .159 | .151 |

rather an improvement that is specific to mental health related subreddits. More precisely, we analyze two different subreddits: r/whatisthisthissing and r/UnresolvedMysteries. whatisthisthissing follows a completely different dynamic to that seen on the original mental health subreddits, in which discussion threads tend to be longer, i.e., where the O.P. interacts multiple times with the commenters. UnresolvedMysteries, in turn, is taken as an example of subreddit that follows a similar dynamic to that of the original subreddits, but where major changes in the O.P.’s emotional tone are not expected, since the subreddit mainly revolves around discussing mysteries and other topics that are generally not related to an individual’s emotional aspects. We show that the proposed model has characteristics that make it suitable specifically for online mental health communities and, therefore, may not work on subreddits that follow different dynamics.

We crawled the 2017 data for each subreddit and applied the same filtering procedures to select the threads used in the original subreddits analyzed. We found that: out of the 53720 (resp. 1237) posts gathered from whatisthisthissing (resp. UnresolvedMysteries), 2.3% (resp. 44%) passed our filters. This underlines the aforementioned differences and similarities between these two subreddits and the original analyzed ones. We then proceeded to follow two alternative approaches: (i) use each new subreddit as a test set for our already trained model or (ii) train a new model using each new subreddit as a training set. Approach (ii) yielded worst results, likely due to the small number of samples on each dataset (respectively, 1237 and 3416 posts, compared to 63117 posts for the original model).

In these two subreddits, under the two different experimental setups, the proposed model is outperformed by at least one of the baselines. Results are shown in Table C.1. This can be seen as evidence for the case that our model is specifically suited for mental health related online forums, where there is a
Table C.1: Results w.r.t. the Weighted L1 Loss when predicting on control subreddits r/UnresolvedMysteries (UM) and r/WhatIsThisThing (WTT). Columns 2-3 correspond to MODEL trained on data from a specific subreddit. Columns 4-5 correspond to MODEL trained on the four original subreddits. MODEL is outperformed by LAST when trained with UM data and by all other predictors when trained with the WTT data. The original MODEL is also outperformed when tested on the two control subreddits.

| Predictor | Trained on Sub | Original Model |
|-----------|----------------|----------------|
|           | Subreddit      |                |
|           | UM  | WTT | UM  | WTT |
| UNCHANGED | .731 | .487 | .472 | .431 |
| MEAN      | .699 | .478 | .455 | .392 |
| LAST      | .633 | .439 | .475 | .375 |
| MODEL     | .688 | .507 | .476 | .382 |

clear dynamic regarding the emotional tone of users on interactive threads. In sum, we believe that the initial results regarding the number of filtered posts from each subreddit, coupled with the fact that the model was outperformed by at least one of the baselines on all experimental setups, provide evidence that, in the context of mental health online forums, the measured shifts do correspond to a good approximation of the user’s emotional tone. While there are some shortcomings regarding the accuracy of sentiment analysis methods, we show that, given the available tools for extracting sentiment score, it is possible to build a model that accurately predicts shifts in the user’s emotional tone.