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Abstract

This work is concerned with the study of the extreme rays of the convex cone of $3 \times 3$ quasiconvex quadratic forms (denoted by $C_3$). We characterize quadratic forms $f \in C_3$, the determinant of the acoustic tensor of which is an extremal polynomial, and conjecture/discuss about other cases. We prove that in the case when the determinant of the acoustic tensor of a form $f \in C_3$ is an extremal polynomial other than a perfect square, then the form must itself be an extreme ray of $C_3$; when the determinant is a perfect square, then the form is either an extreme ray of $C_3$ or polyconvex; and finally, when the determinant is identically zero, then the form $f$ must be polyconvex. The zero determinant case plays an important role in the proofs of the other two cases. We also make a conjecture on the extreme rays of $C_3$, and discuss about weak and strong extremals of $C_d$ for $d \geq 3$, where it turns out that several properties of $C_3$ do not hold for $C_d$ for $d > 3$, and thus case $d = 3$ is special. These results recover all previously known results (to our best knowledge) on examples of extreme points of $C_3$ that were proved to be such. Our results also improve the ones proven by the first author and Milton [Comm. Pure Appl. Math., Vol. 70, Iss. 11, Nov. 2017, pp. 2164-2190] on weak extremals in $C_3$ (or extremals in the sense of Milton) introduced in [Comm. Pure Appl. Math., Vol. XLIII, 63-125 (1990)].

In the language of positive biquadratic forms, quasiconvex quadratic forms correspond to nonnegative biquadratic forms and the results read as follows: If the determinant of the $y$ (or $x$) matrix of a $3 \times 3$ nonnegative biquadratic form in $x, y \in \mathbb{R}^3$ is an extremal polynomial that is not a perfect square, then the form must be an extreme ray of the convex cone of $3 \times 3$ nonnegative biquadratic forms ($C_3$); if the determinant is identically zero, then the form must be a sum of squares; if the determinant is a nonzero perfect square, then the form is either an extreme ray of $C_3$, or is a sum of squares.

The proofs are all established by means of several classical results from linear algebra, convex analysis (geometry), real algebraic geometry, and the calculus of variations.
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1 Introduction

Let us point out from the onset that as we are applied mathematicians, the paper is written in the applied mathematics/calculus of variations language. However, the subject is in the intersection of the fields of applied mathematics/calculus of variations and real algebraic geometry/convex geometry, thus we have drawn some appropriate links between those two fields of mathematics in terms of language and results that we can understand.

Quasicovex quadratic forms and sums of squares: From applied mathematics to real algebraic geometry. Quasiconvexity is a central subject in the calculus of variations and in applied mathematics. It was introduced by Morrey in 1952 [37,38] and has several equivalent definitions, among which the simplest looking one is as follows [18]: Let $n, N \in \mathbb{N}$, and let the function $f : \mathbb{R}^{N \times n} \to \mathbb{R}$ be Borel measurable and locally bounded. Then $f$ is said to be quasiconvex, if

$$f(\xi) \leq \int_{[0,1]^n} f(\xi + \nabla \varphi(x))dx,$$

(1.1)

for all matrices $\xi \in \mathbb{R}^{N \times n}$ and all functions $\varphi \in W_0^{1,\infty}([0,1]^n, \mathbb{R}^N)$. Under some appropriate growth conditions and some continuity conditions on the Lagrangian $f$, it is known that quasiconvexity of $f$ in the gradient variable is equivalent to the fact that the energy functional

$$E(y) = \int_{\Omega} f(x, y(x), \nabla y)dx$$

is weakly lower semicontinuous in an appropriate Sobolev space [37,38,19,18,5]; the weak lower semicontinuity of the energy $E$ in turn implies the existence of global minimizers for $E$ in the Sobolev space under consideration. The rank-one convexity condition, known to be a weaker than the quasiconvexity condition [49,48], occurs when considering the second variation of the energy functional $E(y)$. It reads as follows: Let $n, N \in \mathbb{N}$ and let $f : \mathbb{R}^{N \times n} \to \mathbb{R}$. Then $f$ is said to be rank-one-convex, if

$$f(\lambda A + (1 - \lambda)B) \leq \lambda f(A) + (1 - \lambda)f(B),$$

(1.2)

for all $\lambda \in [0,1]$ and $A, B \in \mathbb{R}^{N \times n}$ such that $\text{rank}(A - B) \leq 1$. In linear elasticity a necessary condition for a body containing a linearly elastic homogeneous material with elasticity tensor $C$ to be stable, when the displacement is fixed at the boundary, is the rank-one convexity condition. In elasticity, when the material phase separates the displacement field (with no cracking), the displacement must still be continuous across the phase boundaries. Such phase separation is most easily seen in shape memory materials such as Nitinol. A simple geometry for the phase separated material is a laminate of the phases, and the continuity of the displacement field forces the difference of the displacement gradient in one phase minus the displacement field in the second phase to be a rank-one tensor. Thus to avoid this layering transformation the energy $f$ as a function of the displacement gradient must be rank one.
convex. More generally, to avoid separation at the microscale into other geometries of possibly lower energy (with affine boundary conditions on the displacement $u$ at the boundary $\partial \Omega$ of the body) the energy $f(\nabla u(x))$ has to be a quasiconvex function of $\nabla u(x)$ [31].

It is known that in the case when $f$ is a quadratic form, it is quasiconvex if and only if it is rank-one convex [52, 53, 18], which reduces to the so-called Legendre-Hadamard condition:

$$f(x \otimes y) \geq 0, \quad \text{for all } x \in \mathbb{R}^N, y \in \mathbb{R}^n, \quad (1.3)$$

where $x \otimes y$ is the tensor product of the vectors $x$ and $y$ with $(x \otimes y)_{ij} = x_i y_j$, for $1 \leq i \leq N, 1 \leq j \leq n$. It is then clear that quasiconvex quadratic forms in applied mathematics correspond to nonnegative biquadratic forms in real algebraic geometry. Let $C_{N,n}$ denote the convex cone of $N \times n$ quasiconvex quadratic forms, where we set $C_n = C_{n,n}$. Another convexity condition in the calculus of variations is the polyconvexity condition introduced by Ball [3], which is known to be an intermediate condition between the standard convexity and quasiconvexity. A function $f: \mathbb{R}^{N \times n} \to \mathbb{R}$ is called polyconvex, if there exists a convex function $g: \mathbb{R}^K \to \mathbb{R}$ such that $f(\xi) = g(M_1, \ldots, M_K)$ where $M_i$ are all the minors (including the first order ones) of the matrix $\xi \in \mathbb{R}^{N \times n}$. Terpstra [51] proved that in the special case when $f$ is a quadratic form, then $f$ is polyconvex if and only if it can be written as a convex quadratic form plus a linear combination of the second order minors of $\xi$, see also [18]. This means that polyconvex quadratic forms in applied mathematics correspond to biquadratic forms that are sums of squares in real algebraic geometry. A characterization of symmetric polyconvexity has been recently given in [10]. Also, a characterization of rank-one (quasiconvex) quadratic forms depending only on the strain is given by Zhang [54] using Morse index. Ball showed that in the case $N = n$, the determinant of the gradient function $\nabla y$ is a Null-Lagrangian, and one has weak convergence of determinants $\det(\nabla y_m)$ under the weak convergence of the fields $\{y_m\}$ in a Sobolev space $W^{1,p}(n < p < \infty)$, thus the same classical theory of existence of global minimizers for convex Lagrangians goes through for polyconvex Lagrangians $f$ too [3]. There is no known algorithm that checks (analytically or even numerically) if the given function is quasiconvex or not, and it is surprisingly very complex even for simple functions $f$, while checking the polyconvexity of a function $f$ can be straightforward in many cases. This makes polyconvexity much easier to deal with. The present work continues the line of studying extreme rays and the so-called Milton extremals (or simply weak extremals) of $C_3$, initiated in [21] and further developed in [22, 23, 20]. Namely, we study the elements of $C_3$ that have an extremal acoustic tensor determinant as a polynomial, and characterize them. For the convenience of the reader, we next present definitions of weak and strong extremals (extreme rays) of $C_3$, (for the definition of the acoustic tensor see the paragraph right before Theorem ??).

**Definition 1.1.** A quasiconvex quadratic form $f(\xi): \mathbb{R}^{N \times n} \to \mathbb{R}$ $(f \in C_{N,n})$ is called

(i) A weak (or Milton) extremal, if one can not subtract a convex form from it, other then a multiple of itself, preserving the quasiconvexity of $f$.

(ii) An extreme ray of $C_{N,n}$ (or a strong extremal), if one can not subtract a quasiconvex form from it, other then a multiple of itself, preserving the quasiconvexity of $f$.
It is not difficult to prove that even the notion of weak extremality in $C_{N,n}$ has the Krein-Milman property \[35\]. Extremals (weak or strong) are known to play an important role in the theory of composites as suggested by the work \[35\], especially when bounding effective properties of composites (such as shear or bulk moduli in elasticity for instance), in particular, the simplest forms of extremals that are the $2 \times 2$ minors of $\xi$ (which are also Null-Lagrangians), are the basis of the so-called translation method of Murat and Tartar \[10,50\] or Cherkaev and Gibiansky \[13\], see also the works \[50,11,27,31,29,36\] and the books \[33,12\]. Special forms of extremals have been used by Kang and Milton in \[28\] to prove bounds on the volume fractions of two materials in a three dimensional body from boundary measurements. Extremal quasiconvex forms are also the best choice of quasiconvex functions for obtaining series expansions for effective tensors that have an extended domain of convergence, and thus analyticity properties as a function of the component moduli on this domain (see section 14.8, and page 373 of section 18.2 of \[34\]).

It is easy to see that any nontrivial extremal quadratic form (different from the square of a linear form or linear combination of $2 \times 2$ minors) is automatically an example of a quasiconvex quadratic form that is not polyconvex. Note, as proven by Terpstra \[51\], that a quadratic form is polyconvex if and only if it is the sum of a convex form and a linear combination of second order minors of the matrix $\xi$. It was an open question in the applied mathematics community to find an explicit example of a quadratic form that is not polyconvex, until Serre provided one \[15\] in 1981. Surprisingly such an example was already provided in linear algebra/real algebraic geometry community by Choi \[16\] six years earlier in 1975, which had not been known to the applied mathematics communities until very recent times (we believe until the year 2019). Two years later Choi and Lam provided another, even more beautiful explicit example of such a form in \[17\]:

$$f(\xi) = \xi_{11}^2 + \xi_{22}^2 + \xi_{33}^2 + \xi_{12}^2 + \xi_{23}^2 + \xi_{31}^2 - 2(\xi_{11}\xi_{22} + \xi_{22}\xi_{33} + \xi_{33}\xi_{11}),$$

(1.4)

where they prove that the new example is in fact an extreme ray (the first such explicit example) of $C_3$; see also \[15\]. In fact it is an open question whether weak and strong extremals of $C_3$ are the same, while for $C_d$, $d \geq 4$ they are different, see next section. The first author and Milton came up with the Choi-Lam example later in \[21\] being unaware of it (as the applied mathematics community was unaware of it) due to the lack of communication between the two communities/fields. Nonnegative biquadratic forms have been a central subject of interest in the real algebraic geometry community, such as extreme points of the convex cone $C_d$ \[16,17\], separability and inseparability of positive linear maps \[17,26,30\], maximal possible number of their zeros and connections with extremality \[41,11\]. In particular the problem of expressing a nonnegative homogeneous polynomial as a sum of squares is very famous in real algebraic geometry \[25,27,13,8,30,14\]. In 1888 Hilbert raised the question of whether any nonnegative polynomial over reals can be expressed as a sum of squares of rational functions, which was solved in the affirmative by Artin \[2\]. For the problem of sums of squares of polynomials we refer to the recent surveys by Blekherman and coauthors \[9,8\]. Another very important related problem in applied mathematics, concerning sixth order homogeneous polynomials in three variables and determinants of $y$–matrices of quadratic forms is, whether or not any such polynomial, in particular the well known Robinson’s polynomial, is a determinant of a $y$–matrix, and it is open as well \[13,11\]. In \[11\] the authors
construct the first examples of nonnegative biquadratic forms with a tensor in \((\mathbb{R}^3)^4\), that have maximal number of nontrivial zeros, namely ten of them. Note that by our result in Theorem 2.1 the latter are extreme rays of \(C_3\), as their \(y\)-matrix determinants are scalar multiples of the generalized Robinson’s polynomial \([11,43]\), which is an extremal polynomial.

Recall that an \(2n\)-homogeneous polynomial \(P(x)\) in the variable \(x = (x_1, x_2, \ldots, x_m)\) is said to be an extremal polynomial, if \(\deg(P) = 2n\), \(P(x) \geq 0\) for all \(x \in \mathbb{R}^m\), and \(P(x)\) cannot be split into the sum of two linearly independent polynomials \(P_1\) and \(P_2\) having the same properties.

Some of the above results were used in \([23]\) to come up with a sufficient condition for a form \(f(\xi) = \xi C \xi^T \in C_d\) to be a weak extremal, where \(\xi \in \mathbb{R}^{d \times d}\) and \(C \in (\mathbb{R}^d)^4\). Namely, let a rank-one matrix \(\xi \in \mathbb{R}^{d \times d}\) be given as \(\xi = x \otimes y\), where \(x, y \in \mathbb{R}^d, d \geq 3\). Then one can write \(f(\xi) = f(x \otimes y) = x T(y) x^T\), where \(T(y)\) is a \(d \times d\) matrix, called the acoustic tensor (or just \(y\)-matrix) of \(f\), with entries being quadratic forms in \(y\). The following results have been proven in \([23]\) (we combine Theorems 3.4-3.7 in one).

**Theorem 1.2.** Let the quadratic form \(f(\xi) = \xi C \xi^T\), where \(\xi \in \mathbb{R}^{d \times d}\) and \(C \in (\mathbb{R}^d)^4, d \geq 3\) be quasiconvex. Then

(i) If the determinant \(\det(T(y))\) is an irreducible (over the reals) extremal polynomial, then the form \(f\) is a weak extremal.

(ii) Assume \(d = 3\). If the determinant \(\det(T(y))\) is an extremal that is not a perfect square, then \(f\) is a weak extremal.

(iii) Assume \(d = 3\). If \(\det(T(y)) \equiv 0\) then the form \(f\) is either a weak extremal or polyconvex.

(iv) Assume \(d = 3\). If the determinant \(\det(T(y))\) is a perfect square (note that this automatically implies that it is an extremal polynomial as can be seen easily), then \(f\) is either a weak extremal, polyconvex, or the sum of a polyconvex and a weak extremal forms, where the extremal form has identically zero acoustic tensor determinant.

We improved the result in (ii) for forms having linear elastic orthotropic symmetry in \([20]\), showing that in fact under the extremality and non-square condition on the determinant \(\det(T(y))\), the form \(f\) must in fact be an extreme ray of \(C_3\). In the present manuscript we study forms \(f \in C_3\) in questions (ii)-(iv) for strong extremality, see Theorems 2.1-2.2 in the next section. We also conjecture about weak versus strong extremals of \(C_3\), about extremality or the vanishing property of the acoustic tensor determinant versus weak or strong extremality or polyconvexity of \(f(\xi)\) for \(d = 3\) and \(d \geq 4\), see next section.

## 2 Main Results

Let \(d \in \mathbb{N}, (d \geq 3)\) and \(C = (C_{ijkl}) \in (\mathbb{R}^d)^4\) be a fourth order tensor with usual symmetries:

\[ C_{ijkl} = C_{kjil} = C_{ilkj}, \quad 1 \leq i, j, k, l \leq d. \] (2.1)
In what follows we will regard the matrix $\xi = (\xi_{ij}) \in \mathbb{R}^{d \times d}$ as a $d^2$-vector so that the quadratic form $f(\xi)$ will be given by

$$f(\xi) = \xi C \xi^T = \sum_{1 \leq i,j,k,l \leq d} C_{ijkl} \xi_{ij} \xi_{kl}, \quad (2.2)$$

which will be applicable in the context of elasticity. As already noted, in the special case when $\xi = x \otimes y$ is a rank-one matrix, where $x, y \in \mathbb{R}^d$, the quadratic form $f$ reduces to

$$f(x \otimes y) = (y C y^T)x^T = xT(y)x^T, \quad (2.3)$$

where $T(y) = yCy^T \in \mathbb{R}^{d \times d}$ is the acoustic tensor (or simply the $y$–matrix) of $f$. Also, as mentioned above, it turns out that the determinant of $T(y)$ tells quite a lot about the form $f$, which is quite unexpected [23]. We will focus on the case when $\det(T(y))$ is an extremal polynomial. The following are the main results of the paper. The first theorem refers to the cases (ii) and (iv) in Theorem 1.2.

**Theorem 2.1.** Let $f(\xi) = \xi C \xi^T \in \mathcal{C}_3$, where $\xi \in \mathbb{R}^{3 \times 3}$ and $C \in (\mathbb{R}^3)^4$ is a fourth order tensor with usual symmetries as in (2.1). Assume that the determinant of the $y$–matrix of $f(x \otimes y)$ is an extremal polynomial. Then one has the following:

1. If $\det(T(y))$ is not a perfect square, then $f$ must be an extreme ray of $\mathcal{C}_3$.
2. If $\det(T(y))$ is a perfect square, then $f$ is either an extreme ray of $\mathcal{C}_3$ or polyconvex.

The next theorem refers to the case (iii) in Theorem 1.2. It will also be a major factor in the proof of the main Theorem 2.1.

**Theorem 2.2.** Let $f(\xi) = \xi C \xi^T \in \mathcal{C}_3$, where $\xi \in \mathbb{R}^{3 \times 3}$ and $C \in (\mathbb{R}^3)^4$ is a fourth order tensor with usual symmetries as in (2.1). Assume that the determinant of the $y$–matrix of $f(x \otimes y)$ is identically zero. Then $f$ must be a polyconvex form.

Several remarks are in order.

**Remark 2.3** (The case $d = 3$). Let $d = 3$. Note first that the Choi-Lam example in (1.4) gives

$$\det T(y) = y_1^4 y_2^2 + y_2^4 y_3^2 + y_3^4 y_1^2 - 3y_1^2 y_2^2 y_3^2,$$

which is known to be an extremal polynomial; this falls into Theorem 2.1. An example of a polyconvex $f$ that has a perfect square or zero determinant would be $f(\xi) = \sum_{i=1}^{3} \xi_{ii}^2$ or $f(\xi) = \xi_{11}^2$. However, we are not aware of an example of an $f$ that is non-polyconvex, is an extreme ray of $\mathcal{C}_3$ such that $\det(T(y))$ is a perfect square. We believe that if $f \in \mathcal{C}_3$ with $\det T(y)$ being a perfect square, then $f$ must in fact be polyconvex. However, at the moment we have no proof for the statement.

**Remark 2.4** (The case $d \geq 4$). Note that if one only assumes that $\det T(y)$ is an extremal polynomial (not necessarily irreducible), then $f(\xi)$ has to be neither a weak extremal of $\mathcal{C}_d$ nor polyconvex. A counterexample would be

$$f(\xi) = \xi_{11}^2 + \xi_{22}^2 + \xi_{33}^2 + \xi_{12}^2 + \xi_{23}^2 + \xi_{31}^2 - 2(\xi_{11} \xi_{22} + \xi_{22} \xi_{33} + \xi_{33} \xi_{11}) + \sum_{k=3}^{d} \xi_{kk}^2,$$
which has the acoustic tensor determinant
\[
\det T(y) = (y_1^4y_2^2 + y_2^4y_3^2 + y_3^4y_1^2 - 3y_1^2y_2^2y_3^2) \prod_{k=3}^{d} y_k^2,
\]
which is clearly an extremal polynomial. However, obviously \( f \) is neither a weak extremal nor polyconvex.

**Remark 2.5** (The case \( d \geq 4 \)). Another thing to note is that in the case \( d \geq 4 \), one can put together two copies of the Choi-Lam form to achieve an example \( f \in C_d \) that is a weak but not a strong extremal of \( C_d \). Namely, it is easy to see that the form
\[
f(\xi) = \xi_{11}^2 + \xi_{22}^2 + \xi_{33}^2 + \xi_{12}^2 + \xi_{23}^2 + \xi_{31}^2 - 2(\xi_{11}\xi_{22} + \xi_{22}\xi_{33} + \xi_{33}\xi_{11})
+ \xi_{22}^2 + \xi_{33}^2 + \xi_{44}^2 + \xi_{23}^2 + \xi_{34}^2 + \xi_{41}^2 - 2(\xi_{22}\xi_{33} + \xi_{33}\xi_{44} + \xi_{44}\xi_{22})
\]
is a weak extremal of \( C_d \). This implies that weak and strong extremals of \( C_d \) are in general different for \( d \geq 4 \).

**Remark 2.6** (The case \( d \geq 4 \)). Taking again the Choi-Lam example \( f(\xi) \) we have \( \det T(y) \equiv 0 \) for \( d \geq 4 \). This shows that Theorem 2.2 fails for \( d \geq 4 \).

Finally, we make following conjecture.

**Conjecture 2.7** (The case \( d = 3 \)). Any non-polyconvex weak extremal \( f \in C_3 \) is an extreme ray of \( C_3 \). Moreover, if \( f \in C_3 \) is a non-polyconvex extreme ray of \( C_3 \), then \( \det T(y) \) is an extremal polynomial different from a perfect square.

The motivation behind this conjecture is the yet unproven fact that any nonnegative sixth degree homogeneous polynomial \( P(y) \) in three variables \( (y \in \mathbb{R}^3) \) is necessarily the determinant of the acoustic tensor \( T(y) \) of an element \( f \in C_3 \), e.g., \([11,43,41]\). A weaker statement, that every real multivariate polynomial has a symmetric determinantal representation is known to be true, and was recently proven by Helton, McCullough, and Vinnikov \([24]\), see also \([42,46]\).

### 3 Proof of Theorem 2.1

**Proof of Theorem 2.1**. We will be utilizing Theorem 2.2 in the proof here; the proof of which is postponed until Section 4. We will be carrying out some steps applicable to both cases in Theorem 2.1 and at the same time considering each case separately if necessary. Assume in contradiction that \( f \) is not an extreme ray of \( C_3 \), thus there exists a form \( f_1 \in C_3 \) such that \( f_1 \) and \( f \) are linearly independent satisfying the inequalities
\[
0 \leq f_1(x \otimes y) \leq f(x \otimes y), \quad \text{for all } x, y \in \mathbb{R}^3. \tag{3.1}
\]
We will prove that in the first case this is not possible, while in the second case this leads to the conclusion that \( f \) is polyconvex. Denote \( f(x \otimes y) = xT(y)x^T \), \( f_1(x \otimes y) = xT_1(y)x^T \),
Consider the determinant \( \det(T(y) - \lambda T^1(y)) \) as a polynomial in \( \lambda \in \mathbb{R} \):

\[
P(\lambda) = \det(T(y) - \lambda T^1(y)) = \det(T(y)) - \lambda \sum_{i,j=1}^{3} t_{ij}(y)\text{cof}(T(y))_{ij} + \lambda^2 \sum_{i,j=1}^{3} t_{ij}(y)\text{cof}(T^1(y))_{ij} - \lambda^3 \det(T^1(y)),
\]

which will be a key factor in the analysis. The determinant above gives rise to the coefficients of \( \lambda^k \), for \( k = 0, 1, 2, 3 \) that are homogeneous polynomials of \( y \) of degree six, which turn out to have to satisfy certain monotonicity properties proven in [Lemma 4.1, 20] and given in the lemma below.

**Lemma 3.1.** Let \( n \in \mathbb{N} \) satisfy \( n \geq 2 \) and let \( A, B \in \mathbb{M}_{sym}^{n \times n} \) be symmetric positive semi-definite matrices such that \( A \geq B \) in the sense of quadratic forms. Then for any integers \( 1 \leq k < m \leq n \) one has the inequality

\[
\frac{1}{\binom{n}{m}} \sum_{M_m(B)} M_m(B)\text{cof}_A(M_m(B)) \leq \frac{1}{\binom{n}{k}} \sum_{M_k(B)} M_k(B)\text{cof}_A(M_k(B)),
\]

where the number \( \binom{n}{m} \) is the binomial coefficient, and the sum \( \sum_{M_m(B)} \) is taken over all \( m \)-th order minors \( M_m(B) \) of \( B \), and \( \text{cof}_A(M_m(B)) \) denotes the cofactor of the minor in the matrix \( A \), obtained by choosing the same rows and columns as to get the minor \( M_m(B) \) in \( B \).

Due to (3.1), we have \( T(y) \geq T^1(y) \) for all \( y \in \mathbb{R}^3 \) in the sense of quadratic forms, thus Lemma 3.1 implies the inequalities

\[
0 \leq 3 \det(T^1(y)) \leq \sum_{i,j=1}^{3} t_{ij}(y)\text{cof}(T^1(y))_{ij} \leq \sum_{i,j=1}^{3} t^1_{ij}(y)\text{cof}(T(y))_{ij} \leq 3 \det(T(y)), \quad y \in \mathbb{R}^3.
\]

Hence the polynomials \( 3 \det(T^1(y)), \sum_{i,j=1}^{3} t_{ij}(y)\text{cof}(T^1(y))_{ij}, \sum_{i,j=1}^{3} t^1_{ij}(y)\text{cof}(T(y))_{ij} \), being in between zero and the extremal polynomial \( 3 \det(T(y)) \) must be scalar multiples of \( \det(T(y)) \), i.e., we have

\[
\det(T^1(y)) = \alpha \det(T(y)),
\]

\[
\sum_{i,j=1}^{3} t_{ij}(y)\text{cof}(T^1(y))_{ij} = \beta \det(T(y)),
\]

\[
\sum_{i,j=1}^{3} t^1_{ij}(y)\text{cof}(T(y))_{ij} = \gamma \det(T(y)),
\]

for some \( \alpha, \beta, \gamma \geq 0 \).

Consequently we get from (3.2) and (3.5) the key identity

\[
\det(T(y) - \lambda T^1(y)) = (1 - \gamma \lambda + \beta \lambda^2 - \alpha \lambda^3) \det(T(y)) = \varphi(\lambda) \det(T(y)), \quad y \in \mathbb{R}^3, \lambda \in \mathbb{R}.
\]
Indeed, for \( \alpha > 0 \) we have by the conditions \( \alpha, \beta, \gamma \geq 0 \) that \( \varphi(\lambda) \geq 1 \). Choosing a point \( y^0 \in \mathbb{R}^3 \) such that \( \det(T(y^0)) > 0 \), we have for any \( \lambda \in (0, 1) \) by Lemma 3.1 that

\[
\varphi(\lambda) = \frac{1}{\det(T(y^0))} \det(T(y^0) - \lambda T^1(y^0)) \\
= \frac{1}{\det(T(y^0))} \det[(1 - \lambda)T(y^0) + \lambda(T(y^0) - T^1(y^0))] \\
\geq (1 - \lambda)^3,
\]

as \( T(y^0) \geq T^1(y^0) \) in the sense of quadratic forms. Note also that the equality \( \alpha = 0 \) is impossible as it would mean by (3.5) that

\[
\det(\varphi(y)) = \alpha \det(T(y)) = 0, \quad y \in \mathbb{R}^3,
\]

i.e., the quasiconvex form \( f^1 \) has an identically zero acoustic tensor determinant. By Theorem 2.2 it must be polyconvex. Invoking again the characterization theorem for polyconvex quadratic forms by Terpstra [51], we infer that \( f \) is a scalar multiple of the characteristic polynomial of the symmetric matrix \( B \), thus the roots of \( \varphi(\lambda) \) are real as \( \varphi \) is a scalar multiple of the characteristic polynomial of the symmetric matrix \( B^{-1/2}AB^{-1/2} \). On the other hand (3.7) implies that all three roots of \( \varphi \) belong to the interval \([1, \infty)\). Denoting them by \( 1 \leq \lambda_1 \leq \lambda_2 \leq \lambda_3 \) we have

\[
\varphi(t) = (1 - \gamma \lambda + \beta \lambda^2 - \alpha \lambda^3) = -\alpha(\lambda - \lambda_1)(\lambda - \lambda_2)(\lambda - \lambda_3),
\]

and we have by Vieta’s theorem the formulae

\[
\alpha = \frac{1}{\lambda_1 \lambda_2 \lambda_3}, \quad \beta = \frac{\lambda_1 + \lambda_2 + \lambda_3}{\lambda_1 \lambda_2 \lambda_3}, \quad \gamma = \frac{\lambda_1 \lambda_2 + \lambda_2 \lambda_3 + \lambda_3 \lambda_1}{\lambda_1 \lambda_2 \lambda_3}, \quad \lambda = \frac{\lambda_1 \lambda_2 \lambda_3}{\lambda_1 \lambda_2 \lambda_3}, \quad (3.8)
\]
which will be utilized in the next steps. Next introduce the biquadratic form

\[ g(x \otimes y) = f(x \otimes y) - \lambda_1 f^1(x \otimes y). \]

The strategy from here on is to either prove that \( g \) is identically zero, which will imply that \( f_1 \) is a multiple of \( f \), or otherwise to arrive at a contradiction in the case when \( \det(T(y)) \) is not a perfect square, or prove that \( f \) is polyconvex in the case when \( \det(T(y)) \) is a perfect square. We have from (3.6) that \( \det(S(y)) \equiv 0 \) for \( y \in \mathbb{R}^3 \), where \( S(y) = (s_{ij}(y))_{1 \leq i,j \leq 3} \) is the acoustic tensor of \( g \), i.e. \( g(x \otimes y) = xS(y)x^T \). Note that as \( f \) and \( f_1 \) are linearly independent, then the form \( g \) is not identically zero. Next we aim to prove that the diagonal entries of the cofactor matrix \( \text{cof}(S(y)) \) are nonnegative. If they all vanish identically, then there is nothing to prove. Assume for instance \( \text{cof}(S(y))_{33} \) does not vanish identically, then the set \( \{ y \in \mathbb{R}^3 : \text{cof}(S(y))_{33} = 0 \} \) is a null set, thus because \( \det(S(y)) \equiv 0 \), the last row of \( S \) must be a linear combination of the first two for a.e. \( y \in \mathbb{R}^3 \), thus we obtain the form

\[
S(y) = \begin{bmatrix}
s_{11} & s_{12} & rs_{11} + qs_{12} \\
s_{12} & s_{22} & rs_{12} + qs_{22} \\
s_{s11} + qs_{12} & rs_{12} + qs_{22} & r^2s_{11} + q^2s_{22} + 2rqs_{12}
\end{bmatrix}, \quad (3.9)
\]

where the linear combination coefficients \( r \) and \( q \) are rational functions given by

\[
r(y) = \frac{\text{cof}(S(y))_{13}}{\text{cof}(S(y))_{33}}, \quad q(y) = -\frac{\text{cof}(S(y))_{23}}{\text{cof}(S(y))_{33}}. \quad (3.10)
\]

Note that (3.9) also yields the form of the cofactor matrix \( \text{cof}(S) : 
\]

\[
\text{cof}(S) = \begin{bmatrix}
r^2 \cdot \text{cof}(S)_{33} & rg \cdot \text{cof}(S)_{33} & -r \cdot \text{cof}(S)_{33} \\
rg \cdot \text{cof}(S)_{33} & q^2 \cdot \text{cof}(S)_{33} & -q \cdot \text{cof}(S)_{33} \\
-r \cdot \text{cof}(S)_{33} & -q \cdot \text{cof}(S)_{33} & \text{cof}(S)_{33}
\end{bmatrix}. \quad (3.11)
\]

Now using the equality \( f = g + \lambda_1 f_1 \) and formula (3.2) we get

\[
\det(T(y)) = \det(S(y) + \lambda_1 T^1(y)) \\
= \det(S(y)) + \lambda_1 \sum_{i,j=1}^3 t_{ij}^1(y)\text{cof}(S(y))_{ij} + \lambda_1^2 \sum_{i,j=1}^3 s_{ij}(y)\text{cof}(T^1(y))_{ij} + \lambda_1^3 \det(T^1(y)) \\
= \lambda_1 \sum_{i,j=1}^3 t_{ij}^1(y)\text{cof}(S(y))_{ij} + \lambda_1^2 \sum_{i,j=1}^3 s_{ij}(y)\text{cof}(T^1(y))_{ij} + \lambda_1^3 \det(T^1(y)),
\]

hence owing to the first equality in (3.5) we obtain

\[
\sum_{i,j=1}^3 t_{ij}^1(y)\text{cof}(S(y))_{ij} = \left( \frac{1}{\lambda_1} - \lambda_1^2 \alpha \right) \det(T(y)) - \lambda_1 \sum_{i,j=1}^3 s_{ij}(y)\text{cof}(T^1(y))_{ij}. \quad (3.12)
\]
We have further utilizing the first two identities in (3.5), that
\[ \sum_{i,j=1}^{3} s_{ij}(y) \text{cof}(T^1(y))_{ij} = \sum_{i,j=1}^{3} (t_{ij} - \lambda_1 t_{ij}^1)(y) \text{cof}(T^1(y))_{ij} \]
\[ = (\beta - 3\lambda_1 \alpha) \det(T(y)), \] (3.13)
thus owing back to (3.12) we obtain
\[ \sum_{i,j=1}^{3} t_{ij}^1(y) \text{cof}(S(y))_{ij} = \left( \frac{1}{\lambda_1} + 2\lambda_1^2 \alpha - \lambda_1 \beta \right) \det(T(y)). \] (3.14)
Consequently recalling (3.8) and (3.11) we get from (3.14) after some simple algebra,
\[ \text{cof}(S(y))_{33} \cdot [(−r, −q, 1)T^1(y)(−r, −q, 1)^T] = \frac{(\lambda_2 - \lambda_1)(\lambda_3 - \lambda_1)}{\lambda_1 \lambda_2 \lambda_3} \det(T(y)). \] (3.15)
The last equality suggests considering the following cases separately.

**Case 1:** \( \lambda_1 < \lambda_2. \)
**Case 2:** \( \lambda_1 = \lambda_2 < \lambda_3. \)
**Case 3:** \( \lambda_1 = \lambda_2 = \lambda_3. \)

**Case 1.** In this case by the fact that \( \det(T(y)) > 0 \) a.e. in \( \mathbb{R}^3 \) and by the positive semidefiniteness of \( T^1(y) \), the equality (3.15) immediately implies that \( \text{cof}(S(y))_{33} \geq 0 \) for all \( y \in \mathbb{R}^3 \). Therefore we have \( \text{cof}(S(y))_{ii} \geq 0 \) for all \( y \in \mathbb{R}^3, i = 1, 2, 3 \). Consider next the following two cases.

**Case 1a:** One of the diagonal entries of \( S(y) \) is definite.
**Case 1b:** All of the diagonal entries of \( S(y) \) are indefinite.

**Case 1a.** In this case if say \( s_{11}(y) \) is positive semidefinite, then we get by Silvester’s criterion that \( S(y) \) is positive semidefinite, thus the form \( g \) will become a quasiconvex quadratic form that has zero acoustic tensor determinant, thus by Theorem 2.2 it must be polyconvex. As \( g \) is not identically zero, it must be a sum of squares, containing at least one square, thus the condition \( f = \lambda_1 f^1 + g \) will imply that \( f \) is not a weak extremal, which contradicts Theorem 1.2 in the case when \( \det(T(y)) \) is not a perfect square. Considering the case when \( \det(T(y)) \) is a perfect square, note that part (iv) of Theorem 1.2 together with Theorem 2.2 imply that \( f \) has to be either a weak extremal or polyconvex. The case of a weak extremal is again ruled out by the equality \( f = \lambda_1 f^1 + g \) as \( f^1 \) is quasiconvex and \( g \) is nonzero and polyconvex. Thus we conclude that \( f \) is polyconvex. Now, in the case when all of \( s_{ii}(y) \) are negative semidefinite, then again by Silvester’s criterion we have that \( S(y) \) must be negative semidefinite. Recall next the following classical linear algebra (convex analysis) theorem. It has to do with the fact that the convex cone of all \( n \times n \) positive semidefinite symmetric matrices is self-dual.

**Theorem 3.2.** Let \( n \in \mathbb{N} \) and let \( A = (a_{ij}), B = (b_{ij}) \in \mathbb{R}^{n \times n} \) be symmetric positive semidefinite matrices. Then the inner product of \( A \) and \( B \) is nonnegative:
\[ A : B = \sum_{i,j=1}^{n} a_{ij} b_{ij} \geq 0. \]
Note next that (3.13) implies the equality
\[ \sum_{i,j=1}^{3} s_{ij}(y) \text{cof}(T^1(y))_{ij} = \frac{\lambda_2 + \lambda_3 - 2\lambda_1}{\lambda_1\lambda_2\lambda_3} \det(T(y)), \]  
where the right hand side is strictly positive a.e. in \( \mathbb{R}^3 \), while the left hand side is nonpositive due to Theorem 3.2 and the fact that \( S \) is negative semidefinite and \( \text{cof}(T^1) \) is positive semidefinite. This gives a contradiction.

**Case 1b.** We start by recalling the following theorem by Marcellini [Corollary 1.32].

**Theorem 3.3 (Marcellini).** Let \( Q_1 \) and \( Q_2 \) be two quadratic forms in \( \mathbb{R}^n \), with \( Q_2 \) indefinite. If \( Q_1(\xi) = 0 \) for every \( \xi \) such that \( Q_2(\xi) = 0 \), then there exists \( \lambda \in \mathbb{R} \) such that \( Q_1 = \lambda Q_2 \).

From the fact that \( \text{cof}(S)_{33} = s_{11}s_{22} - s_{12}^2 \geq 0 \), we have \( s_{12}(y) = 0 \) whenever \( s_{11}(y) = 0 \). As \( s_{11} \) is indefinite, we have by Marcellini’s theorem that
\[ s_{12} = a_{12}s_{11} \quad \text{for some} \quad a_{12} \in \mathbb{R}. \]  
(3.17)

We aim to prove next that \( s_{22} \) is a multiple of \( s_{11} \) as well. To that end we recall another lemma proven in [23].

**Lemma 3.4.** Assume \( Q(\xi) \) is an indefinite quadratic form in \( n \) variables that vanishes at a point \( \xi^0 = (\xi_1^0, \xi_2^0, \ldots, \xi_n^0) \). Then given any open neighbourhood \( U \) of the point \( \xi^0 \) there exist two open subsets \( U_1, U_2 \subset U \) such that
\[ Q(\xi) < 0, \quad \xi \in U_1 \quad \text{and} \quad Q(\xi) > 0, \quad \xi \in U_2. \]

Let us prove that \( s_{11}(y) = 0 \) implies \( s_{22}(y) = 0 \). Assume in contradiction \( s_{11}(y^0) = 0 \) and \( s_{22}(y^0) \neq 0 \) for some \( y^0 \in \mathbb{R}^3 \). Let the open neighborhood \( U \) of \( y^0 \) be such that \( s_{22} \) does not vanish and does not change sign in \( U \). Then by Lemma 3.4, the form \( s_{11} \) admits both positive and negative values within \( U \), thus we can find a point \( y^1 \in U \) such that \( s_{11}(y^1)s_{22}(y^1) < 0 \), which contradicts the condition \( \text{cof}(S)_{33} = s_{11}s_{22} - s_{12}^2 \geq 0 \). Consequently \( s_{11}(y) = 0 \) implies \( s_{22}(y) = 0 \), thus again by Marcellini’s theorem above we get
\[ s_{22} = a_{22}s_{11} \quad \text{for some} \quad a_{22} \in \mathbb{R}. \]  
(3.18)

The above analysis carried out for all other diagonal elements of the cofactor matrix \( \text{cof}(S) \) yields the form of the matrix \( S \):
\[ S(y) = s_{11}(y) \cdot \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{12} & a_{22} & a_{23} \\ a_{13} & a_{23} & a_{33} \end{bmatrix}, \]  
(3.19)
where the matrix $A = (a_{ij})$ has zero determinant and nonnegative second order principal minors, thus by Silvester’s criterion it is either positive or negative semidefinite. In both cases we have by (3.16) that

$$s_{11}(y) \cdot [A : \text{cof}(T^1(y))] = \frac{\lambda_2 + \lambda_3 - 2\lambda_1}{\lambda_1\lambda_2\lambda_3} \det(T(y)), \quad (3.20)$$

where the right hand side of (3.20) takes strictly positive values a.e. in $\mathbb{R}^3$, while the left hand side does not, due to the constant sign of the inner product $A : \text{cof}(T^1(y))$, the semi-definiteness of $s_{11}$, and Lemma 3.4. This does finish Case 1b.

**Case 2.** Like in Case 1 we first prove that all diagonal entries of $\text{cof}(S)$ are nonnegative. For the entry $\text{cof}(S)_{33}$ we have that it is either identically zero, or if not then the zero set $\{y \in \mathbb{R}^3 : \text{cof}(S)_{33}(y) = 0\}$ has zero Lebesgue measure, thus the steps leading to (3.15) go through and we obtain by (3.15) that

$$\text{cof}(S(y))_{33} \cdot [(-r, -q, 1)T^1(y)(-r, -q, 1)^T] = 0. \quad (3.21)$$

For the points $y \in \mathbb{R}^3$ with $\text{cof}(S(y))_{33} \neq 0$ we will get that $(-r, -q, 1)T^1(y)(-r, -q, 1)^T = 0$, hence, as the vector $(-r, -q, 1) \neq 0$ we obtain $\det(T^1(y)) = 0$ by the positive semi-definiteness of $T^1$. Consequently as the zero determinant set $\{y : \det(T^1(y)) = 0\}$ is the same as the set $\{y : \det(T(y)) = 0\}$, which is a null set, then $\text{cof}(S(y))_{33} \equiv 0$. This argument yields the conditions:

$$\text{cof}(S(y))_{11} = \text{cof}(S(y))_{22} = \text{cof}(S(y))_{33} \equiv 0. \quad (3.22)$$

Once (3.22) is established we will get the desired results following the steps in Case 1a and Case 1b, where (3.10) and the fact that the coefficient $\frac{\lambda_2 + \lambda_1 - 2\lambda_3}{\lambda_1\lambda_2\lambda_3}$ on the right hand side is positive were used.

**Case 3.** The proof of this case immediately follows from (3.5), (3.6), and (3.8). Indeed bearing in mind that $\alpha > 0$ and $\det(T^1) = \alpha \det(T) > 0$ a.e. in $\mathbb{R}^3$, putting together (3.5), (3.6), and (3.8) and making the change of variables $t = \frac{\lambda}{\lambda_1}$, we obtain

$$\det((\lambda_1 T^1)^{-1/2}T(\lambda_1 T^1)^{-1/2} - tI) = (1 - t)^3, \quad t \in \mathbb{R}, \ y \in \mathbb{R}^3.$$

The last identity implies that the diagonal form of the symmetric matrix $(\lambda_1 T^1)^{-1/2}T(\lambda_1 T^1)^{-1/2}$ must coincide with the identity matrix for all $y \in \mathbb{R}^3$, thus we get $T = \lambda_1 T^1$, i.e., $T^1$ is a multiple of $T$.

\[ \square \]

### 4 Proof of Theorem 2.2

*Proof of Theorem 2.2.* Let us mention that some parts of the proof are borrowed from [23] with minor changes, but we choose to repeat them here for the convenience of the reader.

Assume the quadratic form $f(\xi) = \xi C \xi^T = x^T T(y) x$ is quasiconvex such that $\det(T(y)) \equiv
0 for $\mathbf{y} \in \mathbb{R}^3$. We will basically prove here that if the entries of a symmetric matrix $\mathbf{T}(\mathbf{y})$ are quadratic forms in $\mathbf{y} \in \mathbb{R}^3$, such that $\mathbf{T}(\mathbf{y})$ is positive semidefinite for all $\mathbf{y} \in \mathbb{R}^3$ and $\det(\mathbf{T}(\mathbf{y})) \equiv 0$, then the biquadratic form $f(\mathbf{x} \otimes \mathbf{y}) = x^T \mathbf{T}(\mathbf{y}) \mathbf{x}$ is a sum of squares. We can without loss of generality assume that the third row of $\mathbf{T}$ is a linear combination of the first two for a.e. $\mathbf{y} \in \mathbb{R}^3$ with rational coefficients $a(\mathbf{y})$ and $b(\mathbf{y})$, thus due to the symmetry, the matrix $\mathbf{T}(\mathbf{y})$ must have the form

$$\mathbf{T}(\mathbf{y}) = \begin{bmatrix} t_{11} & t_{12} & at_{11} + bt_{12} \\ t_{12} & t_{22} & at_{12} + bt_{22} \\ at_{11} + bt_{12} & at_{12} + bt_{22} & a^2t_{11} + b^2t_{22} + 2abt_{12} \end{bmatrix}, \quad (4.1)$$

where the rational functions $a$ and $b$ are given by

$$a = \frac{\text{cof}(\mathbf{T})_{13}}{\text{cof}(\mathbf{T})_{33}}, \quad b = -\frac{\text{cof}(\mathbf{T})_{23}}{\text{cof}(\mathbf{T})_{33}}. \quad (4.2)$$

For the form $f$ we get

$$f(\mathbf{x} \otimes \mathbf{y}) = x_1^2t_{11} + 2x_1x_2t_{12} + x_2^2t_{22} + 2x_1x_3(at_{11} + bt_{12}) + 2x_2x_3(at_{12} + bt_{22}) + x_3^2(a^2t_{11} + b^2t_{22} + 2abt_{12}). \quad (4.3)$$

Next we have from the fact $\det \mathbf{T}(\mathbf{y}) = 0$ for all $\mathbf{y} \in \mathbb{R}^3$ that

$$\text{rank(cof}(\mathbf{T}(\mathbf{y}))) \leq 1, \quad \text{for all } \mathbf{y} \in \mathbb{R}^3. \quad (4.4)$$

In order to make sense of (4.2) with no fear about the denominators vanishing, we need to consider the case $\text{cof}(\mathbf{T}(\mathbf{y}))_{33} \equiv 0$ for all $\mathbf{y} \in \mathbb{R}^3$ separately. Thus assume first it is the case. Observe that if one of the diagonal elements of $\mathbf{T}(\mathbf{y})$ is identically zero, then by the positive semidefiniteness of $\mathbf{T}(\mathbf{y})$ the elements in the same row and column of $\mathbf{T}(\mathbf{y})$ must be identically zero too, thus $f(\mathbf{x} \otimes \mathbf{y})$ becomes a $2 \times 2$ form, and its quasiconvexity automatically implies convexity. Assume now that all diagonal entries of $\mathbf{T}(\mathbf{y})$ are nonzero positive semidefinite quadratic forms in $\mathbf{y} \in \mathbb{R}^3$. By the positive semi-definiteness of $\text{cof}(\mathbf{T}(\mathbf{y}))$, we then have

$$\text{cof}(\mathbf{T}(\mathbf{y}))_{33} = \text{cof}(\mathbf{T}(\mathbf{y}))_{32} = \text{cof}(\mathbf{T}(\mathbf{y}))_{31} \equiv 0, \quad \mathbf{y} \in \mathbb{R}^3. \quad (4.5)$$

The conditions (4.5) imply that the matrix obtained from $\mathbf{T}(\mathbf{y})$ by removing the last row has rank at most one. We will obtain a more explicit form of $\mathbf{T}(\mathbf{y})$ by means of the following representation lemma proven in [23].

**Lemma 4.1.** Assume $\mathbf{x} \in \mathbb{R}^d$ and $\mathbf{A}(\mathbf{x}) = (a_{ij}(\mathbf{x}))$, $i = 1, \ldots, m$, $j = 1, \ldots, n$ is an $m \times n$ matrix with polynomial coefficients, such that each entry $a_{ij}(\mathbf{x})$ is a homogeneous polynomial of degree $2p$, where $m, n, d, p \in \mathbb{N}$. If $\text{rank}(\mathbf{A}(\mathbf{x})) \leq 1$ for all $\mathbf{x} \in \mathbb{R}^d$, then there exist homogeneous polynomials $b_i(\mathbf{x})$ and $c_j(\mathbf{x})$, such that $a_{ij}(\mathbf{x}) = b_i(\mathbf{x})c_j(\mathbf{x})$, for $i = 1, \ldots, m$, $j = 1, \ldots, n$. 


If \( t_{11}(y) \) is irreducible in the field of reals, then by Lemma 4.1 and the obtained rank conditions, the matrix \( T(y) \) must have the form
\[
\begin{bmatrix}
P & \alpha P & \beta P \\
\alpha P & \alpha^2 P & \alpha \beta P \\
\beta P & \alpha \beta P & Q
\end{bmatrix}, \quad \alpha, \beta \in \mathbb{R}, \tag{4.6}
\]
where \( P \) and \( Q \) are nonzero positive semidefinite quadratic forms and \( \alpha, \beta \in \mathbb{R} \) with \( \alpha \neq 0 \). In the same way if \( t_{11}(y) \) is reducible in the field of reals, then it must be the square of a linear form, thus again by Lemma 4.1 and the obtained rank conditions the matrix \( T(y) \) must have the form
\[
\begin{bmatrix}
l_1^2 & l_1 l_2 & l_1 l_3 \\
l_1 l_2 & l_2^2 & l_2 l_3 \\
l_1 l_3 & l_2 l_3 & Q
\end{bmatrix}, \tag{4.7}
\]
where \( Q \) is a nonzero positive semidefinite quadratic form and \( l_1, l_2, l_3 \) are linear forms with \( l_1 \) and \( l_2 \) nonzero. In the situation of (4.6) we have that
\[
0 \leq \text{cof}(T(y))_{11} = \alpha^2 P(y)(Q(y) - \beta^2 P(y)),
\]
thus
\[
Q(y) - \beta^2 P(y) \geq 0,
\]
which implies, that the form \( Q(y) - \beta^2 P(y) \) is convex, i.e.,
\[
Q(y) = \beta^2 P(y) + R(y), \tag{4.8}
\]
where \( R(y) \) is convex. Consequently we get
\[
f(x \otimes y) = P(y)(x_1 + \alpha x_2 + \beta x_3)^2 + R(y)x_3^2
\]
is polyconvex. In the situation of (4.7), similarly we get that
\[
Q(y) = l_3^2(y) + R(y),
\]
where \( R \) is convex and thus
\[
f(x \otimes y) = (l_1(y)x_1 + l_2(y)x_2 + l_3(y)x_3)^2 + R(y)x_3^2,
\]
and is thus polyconvex. In what follows we will assume that all diagonal entries of both matrices \( T(y) \) and \( \text{cof}(T(y)) \) are nonzero. Note that this in particular implies that any of the three rows of \( T \) is a linear combination of the remaining two, as we have for the third row in (4.1). The rank condition (4.4) implies by Lemma 4.1 that the cofactor matrix \( \text{cof}(T) \) has the form
\[
\text{cof}(T) = \begin{bmatrix}
c_1 d_1 & c_1 d_2 & c_1 d_3 \\
c_2 d_1 & c_2 d_2 & c_2 d_3 \\
c_3 d_1 & c_3 d_2 & c_3 d_3
\end{bmatrix}, \tag{4.9}
\]

for some homogeneous polynomials \( c_i(y) \) and \( d_i(y) \), \( i = 1, 2, 3 \) and \( y \in \mathbb{R}^3 \). As all diagonal entries of \( \text{cof}(T(y)) \) are polynomials of degree four, and \( \deg(c_jd_j) \leq 4 \) for \( i, j = 1, 2, 3 \), we must in fact have

\[
\deg(c_jd_j) = 4, \quad \text{for all} \quad i, j = 1, 2, 3. \tag{4.10}
\]

The cofactor matrix \( \text{cof}(T(y)) \) must be positive semidefinite for all \( y \in \mathbb{R}^3 \) given that \( T(y) \) is such, thus we get the set of inequalities

\[
c_i(y)d_i(y) \geq 0, \quad \text{for all} \quad y \in \mathbb{R}^3, \quad i = 1, 2, 3. \tag{4.11}
\]

Next we aim to come up with a more explicit form of \( \text{cof}(T(y)) \) using the obtained conditions \((4.9)-(4.11)\). To that end we consider the cases \( \deg(c_1) = 0,1,2 \) separately (note that the case \( \deg(c_1) > 2 \) implies \( \deg(d_1) < 2 \) and we can consider \( d_1 \) instead of \( c_1 \)).

Case 1: \( \deg(c_1) = 0 \).
Case 2: \( \deg(c_1) = 1 \).
Case 3: \( \deg(c_1) = 2 \).

Next we examine each case in detail.

Case 1. In this case we have from \((4.10)\) that

\[
c_i(y) = c_i \in \mathbb{R}, \quad \deg(d_i) = 4 \quad \text{for all} \quad i = 1, 2, 3,
\]

which gives by \((4.12)\)

\[
a(y) = \frac{c_i}{c_3} = a \in \mathbb{R} \quad \text{and} \quad b(y) = -\frac{c_i}{c_3} = b \in \mathbb{R}. \]

Consequently we get by \((4.3)\)

\[
f(x \otimes y) = t_{11}(y)(x_1 + ax_3)^2 + 2t_{12}(y)(x_1 + ax_3)(x_2 + bx_3) + t_{22}(y)(x_2 + bx_3)^2. \tag{4.12}
\]

Terpstra has proven in \([51]\) the following classical result.

**Theorem 4.2** (Terpstra). Any \( 2 \times n \) (or \( n \times 2 \)) quasiconvex quadratic form is polyconvex.

Note that Terpstra’s theorem implies that any \( 2 \times n \) (or \( n \times 2 \)) nonnegative biquadratic form \( Q(x, y) \) is in fact a sum of squares. Introducing the new independent variables \( X_1 = x_1 + ax_3 \) and \( X_2 = x_2 + bx_3 \) we have that the \( 2 \times 3 \) biquadratic form

\[
g(X, y) = t_{11}(y)X_1^2 + 2t_{12}(y)X_1X_2 + t_{22}(y)X_2^2
\]

is nonnegative, thus by Terpstra’s theorem above \( g \) must be the sum of squares of 2-homogeneous forms that are linear combinations of \( X_iiy_j \), i.e., \( f \) is polyconvex.

Case 2. On one hand we similarly have from \((4.10)\) that

\[
\deg(c_i) = 1, \quad \deg(d_i) = 3 \quad \text{for all} \quad i = 1, 2, 3. \tag{4.13}
\]

On the other hand we have from \((4.11)\) that \( c_i \) must divide \( d_i \) for each \( 1 \leq i \leq 3 \), thus we get the form of \( \text{cof}(T) \):

\[
\text{cof}(T) = \begin{bmatrix}
c_1^2P & c_1c_2Q & c_1c_3R \\
c_1c_2P & c_2^2Q & c_2c_3R \\
c_1c_3P & c_2c_3Q & c_3^2R
\end{bmatrix}, \tag{4.14}
\]
where \( c_i(y) \) are linear forms and \( P(y), Q(y), R(y) \) are positive semidefinite quadratic forms. Again we get from (4.2) that \( a(y) = \frac{c_1(y)}{c_3(y)} \) and \( b(y) = -\frac{c_2(y)}{c_3(y)} \), and utilizing (4.3):

\[
f(x \otimes y) = \frac{1}{c_3^2} \left[ t_{11}(y)(x_1c_3 + x_3c_1)^2 + 2t_{12}(y)(x_1c_3 + x_3c_1)(x_2c_3 - x_3c_2) + t_{22}(y)(x_2c_3 - x_3c_2)^2 \right].
\]

The goal is to show that we can obtain necessary factorizations and abbreviations to end up with a 2 \( \times \) 3 nonnegative biquadratic form that then must be polyconvex by Terpstra’s theorem. Consider the biquadratic form \( g \) in the variables \( y \) and \( X = (X_1, X_2) \) given by

\[
g(X, y) = t_{11}(y)X_1^2 + 2t_{12}(y)X_1X_2 + t_{22}(y)X_2^2.
\]

We have that \( g(x_1c_3 + x_3c_1, x_2c_3 - x_3c_2, y) = \frac{f(x \otimes y)}{c_3^2} \geq 0 \) for all \( x, y \in \mathbb{R}^3 \) such that \( c_3(y) \neq 0 \), thus we obtain

\[
g(x_1c_3 + x_3c_1, x_2c_3 - x_3c_2, y) \geq 0, \quad \text{for all } x, y \in \mathbb{R}^3,
\]

by continuity as the set \( c_3(y) = 0 \) is just a hyperplane in \( \mathbb{R}^3 \). For any fixed \( y \in \mathbb{R}^3 \) such that \( c_3(y) \neq 0 \) and for any fixed values \( X_1, X_2 \), we can find values \( x_1, x_2, x_3 \in \mathbb{R} \) such that \( x_1c_3 + x_3c_1 = X_1 \) and \( x_2c_3 - x_3c_2 = X_2 \) (for instance take \( x_1 = \frac{X_1}{c_3(y)} \), \( x_2 = \frac{X_2}{c_3(y)} \), and \( x_3 = 0 \)), thus again by continuity we get from (4.17) the condition

\[
g(X, y) = t_{11}(y)X_1^2 + 2t_{12}(y)X_1X_2 + t_{22}(y)X_2^2 \geq 0 \quad \text{for all } X \in \mathbb{R}^2, y \in \mathbb{R}^3.
\]

Hence \( g \) is a 2 \( \times \) 3 nonnegative biquadratic form, and by Terpstra’s theorem it must be a sum of squares of 2-homogeneous forms in \( X_iy_j \):

\[
g(X, y) = t_{11}(y)X_1^2 + 2t_{12}(y)X_1X_2 + t_{22}(y)X_2^2 = \sum_{k=1}^{6} (a_k(y)X_1 + b_k(y)X_2)^2,
\]

where \( a_k(y) \) and \( b_k(y) \) are linear forms in \( y \). Thus we discover

\[
f(x \otimes y) = \frac{1}{c_3^2} \sum_{k=1}^{6} (a_k(x_1c_3 + x_3c_1) + b_k(x_2c_3 - x_3c_2))^2 = \frac{1}{c_3^2} \sum_{k=1}^{6} [c_3(a_kx_1 + b_kx_2) + x_3(a_kc_1 - b_kc_2)]^2.
\]

Equating the coefficients of \( x_3^2 \) in the original form of \( f \) and in (4.20) we get the key equality

\[
\sum_{k=1}^{6} (a_kc_1 - b_kc_2)^2 = c_3^2t_{33}.
\]

The condition (4.21) in particular implies that \( a_k(y)c_1(y) - b_k(y)c_2(y) = 0 \) for all \( k = 1, 2, \ldots, 6 \) whenever \( c_3(y) = 0 \). Since \( c_3 \) is linear, this means that \( c_3 \) divides \( a_kc_1 - b_kc_2 \) for all \( k \), thus we get

\[
a_k(y)c_1(y) - b_k(y)c_2(y) = h_k(y)c_3(y), \quad k = 1, 2, \ldots, 6,
\]

\[
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for some linear forms \( h_k(y) \). Plugging the obtained forms of \( a_k c_1 + b_k c_2 \) back into (4.20), we obtain

\[
f(x \otimes y) = \sum_{k=1}^{6} (a_k x_1 + b_k x_2 + h_k x_3)^2,
\]

i.e., \( f \) is polyconvex.

**Case 3.** We have due to (4.6) that obtain \( f \) i.e., for some linear forms \( h \) one of the normal forms:

\[
Q
\]

In the first case we have thus \( P \)

**Proof of Lemma 4.3.**

\( \psi \)

product too (by the unique factorization over the field of reals). In the case

**Case 3b:** \( c_3(y) \) is indefinite.

**Case 3a:** \( c_3(y) \) is positive semidefinite.

**Case 3a.** It is easy to verify that the steps (4.15)-(4.21) go through in this case too, thus we have

\[
\sum_{k=1}^{6} (a_k c_1 - b_k c_2)^2 = c_3^2 t_{33},
\]

where \( a_k \) and \( b_k \) are linear forms for \( k = 1, 2, \ldots, 6 \). Equality (4.24) and positivity of both sides imply that

\[
a_k(y)c_1(y) - b_k(y)c_2(y) = 0, \quad \text{whenever} \quad c_3(y) = 0, \quad \text{for some} \quad y \in \mathbb{R}^3.
\]

Next we prove the following simple lemma.

**Lemma 4.3.** Let \( Q(y) \) be an indefinite quadratic form in the variable \( y \in \mathbb{R}^3 \) and let \( P(y) \) be a third order homogeneous polynomial. If \( P(y) = 0 \) whenever \( Q(y) = 0 \) for some \( y \in \mathbb{R}^3 \), then \( Q \) must divide \( P \).

**Proof of Lemma 4.3.** As \( Q \) is indefinite, we can without loss of generality assume that it has one of the normal forms:

\[
Q(y) = y_1^2 - y_2^2, \quad \text{or} \quad Q(y) = y_1^2 + y_2^2 - y_3^2.
\]

In the first case we have \( Q = (y_1 - y_2)(y_1 + y_2) \) and thus \( P(y) = 0 \) whenever one of the linear forms \( y_1 - y_2 \) or \( y_1 + y_2 \) vanishes, thus obviously \( P \) is divisible by both, and hence by their product too (by the unique factorization over the field of reals). In the case \( Q(y) = y_1^2 + y_2^2 - y_3^2 \) we can separate the multiple of \( y_3^2 \) within \( P \) and write

\[
P(y) = (y_1^2 + y_2^2 - y_3^2)l(y) + y_3 \varphi(y_1, y_2) + \psi(y_1, y_2),
\]

where \( l \) is a linear form in \( y \), and \( \varphi \) and \( \psi \) are homogeneous forms in \( y_1 \) and \( y_2 \) of degree two and three, respectively. Now for any \( y_1, y_2 \in \mathbb{R} \) such that \( y_1^2 + y_2^2 > 0 \), by choosing \( y_3 = \pm \sqrt{y_1^2 + y_2^2} \) we get the system

\[
\pm \sqrt{y_1^2 + y_2^2} \cdot \varphi(y_1, y_2) + \psi(y_1, y_2) = 0,
\]

which implies first \( \psi(y_1, y_2) = 0 \) and then \( \varphi(y_1, y_2) = 0 \), i.e., \( \psi \) and \( \varphi \) identically vanish and thus \( P = Ql \).
Consequently, applying the lemma for the pairs $a_kc_1 - bkc_2$ and $c_3$ we get

$$a_kc_1 - bkc_2 = c_3h_k, \quad k = 1, 2, \ldots, 6,$$

(4.28)

for some linear forms $h_k$. Owing back to the form of $f$ in (4.20) we arrive at

$$f(x \otimes y) = \sum_{k=1}^{6} (a_kx_1 + b_kx_2 + h_kx_3)^2,$$

utilizing (4.28), i.e., $f$ is polyconvex.

**Case 3b.** We can assume without loss of generality that all forms $c_i$ and $d_i$ are semidefinite (positive or negative). We divide this case further into two possible cases.

**Case 3ba:** $c_3(y)$ is reducible in the field of reals.

**Case 3bb:** $c_3(y)$ is irreducible in the field of reals.

**Case 3ba.** As $c_3$ is semidefinite and reducible, it must be a multiple of the square of a linear form, i.e., $c_3(y) = \sigma l^2(y)$, where $\sigma \in \{-1, 1\}$ and $l(y)$ is linear. Again, we can easily verify that the steps (4.15)-(4.21) go through in this case too, thus we have

$$\sum_{k=1}^{6} (a_kc_1 - bkc_2)^2 = c_3^2t_{33} = l^4t_{33},$$

(4.29)

where $a_k$ and $b_k$ are linear forms for $k = 1, 2, \ldots, 6$. Equality (4.29), the linearity of $l$, and positivity of both parts of the equality imply that all the $3-$homogeneous forms $a_kc_1 - bkc_2$ contain a factor of $l$ for all $k$. After factoring an $l^2$ out in (4.29) we get for the same reason that all of the forms $a_kc_1 - bkc_2$ contain a factor of $l^2$, i.e., $c_3$. Denoting $a_kc_1 - bkc_2 = c_3h_k$ for $k = 1, 2, \ldots, 6$ we again end up with the form

$$f(x \otimes y) = \sum_{k=1}^{6} (a_kx_1 + b_kx_2 + h_kx_3)^2,$$

by (4.20), hence $f$ is polyconvex.

**Case 3bb.** We assume without loss of generality that $c_i$ and $d_i$ are all irreducible and semidefinite for $i = 1, 2, 3$. From the fact that the cofactor matrix $\text{cof}(T)$ is symmetric, we have the set of equalities

$$c_id_j = cjd_i \quad \text{for all} \quad i, j = 1, 2, 3.$$

(4.30)

In the case when $c_1$ and $d_1$ are linearly independent, we get from the equality $c_id_i = d_1c_i$, $i = 2, 3$, from the irreducibility of the factors in it, and from the unique factorization of homogeneous polynomials in the field of reals, that $c_2 = \alpha c_1$ and $c_3 = \beta c_1$ for some nonzero $\alpha, \beta \in \mathbb{R}$. Again, the steps (4.15)-(4.21) go through and thus (4.20) yields the polyconvex form for $f$:

$$f(x \otimes y) = \sum_{k=1}^{6} [a_kx_1 + b_kx_2 + \frac{x_3}{\beta}(a_k - \alpha b_k)]^2.$$
In what follows we can assume that $c_i$ and $d_i$ are linearly dependent for all $i = 1, 2, 3$. After a change of sign in all of $c_i$ and $d_i$ if necessary, multiplying all of $d_i$ by the same factor we can assume that all of $c_i$ are irreducible, positive semidefinite, and

$$d_i = c_i \quad \text{for all} \quad i = 1, 2, 3. \quad (4.31)$$

Recall next that by (4.9) we have

$$c_3^2 + t_{12}^2 = t_{11}t_{22}, \quad c_2^2 + t_{13}^2 = t_{11}t_{33}, \quad c_1^2 + t_{23}^2 = t_{22}t_{33}, \quad (4.32)$$

where we aim at examining the above conditions by factoring in the complex field as

$$(t_{12} + ic_3)(t_{12} - ic_3) = t_{11}t_{22}. \quad (4.33)$$

Because each of the factors above is a second order homogeneous polynomial in $y$, the factors on the right hand side are purely real and the factors on the left hand side have nonzero imaginary parts, then again by the unique factorization in the field of complex numbers, we discover that both multipliers $t_{12} + ic_3$ and $t_{12} - ic_3$ must be reducible, and thus both $t_{11}$ and $t_{22}$ must split into the product of two linear forms with complex coefficients as well, i.e.,

$$t_{11} = (u_1 + iu'_1)(v_1 - iv'_1), \quad t_{22} = (u_2 + iu'_2)(v_2 - iv'_2), \quad (4.34)$$

where $u_1, v_1, u'_1, v'_1$ are real linear forms. From the fact that $t_{11}$ is real we get $u_1v'_1 = v_1u'_1$, which eventually implies from the unique factorization and positive semidefiniteness of $t_{11}$ that we can choose $u_1, v_1, u'_1, v'_1$ so that $u_1 = v_1$ and $u'_1 = v'_1$, which also gives $t_{11} = (u_1 + iu'_1)(u_1 - iu'_1)$. This observation for all $k = 1, 2, 3$ will lead to the forms

$$t_{kk} = u_k^2 + u_k'^2, \quad k = 1, 2, 3. \quad (4.35)$$

Also, it is straightforward that examining all the equalities in (4.32) like in the steps (4.33)–(4.34) we get the possible forms for $t_{ij}$:

$$t_{ij} = u_iu_j + \sigma_{ij}u'_iu'_j, \quad 1 \leq i < j \leq 3, \quad (4.36)$$

where $\sigma_{ij} \in \{-1, 1\}$, and $\sigma_{ij} = \sigma_{ji}$ for $1 \leq i < j \leq 3$. In the case when an even number of $\sigma_{ij}, (i \neq j)$ are negative (which means zero or two of them), then by changing the sign of one of the linear forms $u'_i$, we can assume without loss of generality that all $\sigma_{ij}$ are positive. Hence taking into account the forms of $t_{ij}$ in (4.35) and (4.36), we get

$$f(x \otimes y) = \sum_{i,j=1}^{3} x_i x_j t_{ij}(y)$$

$$= (x_1u_1(y) + x_2u_2(y) + x_3u_3(y))^2 + (x_1u'_1(y) + x_2u'_2(y) + x_3u'_3(y))^2,$$

i.e., $f$ is polyconvex. It remains to analysis the case when an odd number of $\sigma_{ij}, (i \neq j)$ are negative, in which case we can again assume without loss of generality that $\sigma_{ij} = -1$ for all
1 ≤ i < j ≤ 3. In this situation we need to further analyze the off-diagonal elements of the cofactor matrix in (4.9). Recall that we have the following identities:

\[
\begin{cases}
t_{kk} = u_k^2 + u_k'^2, & k = 1, 2, 3, \\
t_{ij} = u_i u_j - u_i' u_j', & 1 ≤ i < j ≤ 3, \\
c_k = u_i u_j' + u_j u_i', & \{i, j\} = \{1, 2, 3\}.
\end{cases}
\]  

(4.37)

Consequently, given the values of the entries of \( T \), and the values of \( c_i \) in (4.37), for the off-diagonal elements of the cofactor matrix \( \text{cof}(T) \) we get the following set of identities:

\[
\begin{aligned}
u_1'(u_2'u_3' - u_2 u_3) &= u_1(u_2 u_3' + u_3 u_2'), \\
u_2'(u_1'u_3' - u_1 u_3) &= u_2(u_1 u_3' + u_3 u_1'), \\
u_3'(u_1'u_2' - u_1 u_2) &= u_3(u_1 u_2' + u_2 u_1').
\end{aligned}
\]

(4.38)

Note first that if the linear forms \( u_i \) and \( u_i' \) are collinear, i.e., \( u_i' = \lambda u_i \) for some \( \lambda \in \mathbb{R} \), then we can separate the variable \( x_1 u_1 \) from the bi-quadratic form \( f(x \otimes y) \) by extracting a perfect square, ending up with another nonnegative form \( g \), depending only on the vector variables \( (x_2, x_3) \) and \( y \). Hence by Terpstra's theorem (Theorem 4.2), the form \( g \), being \( 2 \times 3 \), must be a sum of squares, thus so must be \( f \) too, i.e., \( f \) is polyconvex. In what follows we assume that none of the pairs \( (u_i, u_i') \) is linearly dependent, in particular none of the forms \( u_i \) and \( u_i' \) is identically zero for \( i = 1, 2, 3 \). Observe that as \( u_1 \) and \( u_1' \) are linear forms, then from the first equality in (4.38) we get that \( u_2'u_3' - u_2 u_3 \) must be divisible by \( u_1 \) and \( u_2 u_3' + u_3 u_2' \) must be divisible by \( u_1' \). Let \( u_2'u_3' - u_2 u_3 = v_1 u_1 \), thus we also have \( u_2 u_3' + u_3 u_2' = v_1 u_1' \), for some linear form \( v_1 = v_1(y) \). By analogous observations for the second and third identities in (4.38) we arrive at the set of equalities:

\[
\begin{aligned}
u_1'u_2'u_3 - u_2 u_3 &= v_1 u_1, & u_2 u_3' + u_3 u_2' &= v_1 u_1', \\
u_1'u_3 - u_1 u_3 &= v_2 u_2, & u_1 u_3' + u_3 u_1' &= v_2 u_2', \\
u_1'u_2 - u_1 u_2 &= v_3 u_3, & u_1 u_2' + u_2 u_1' &= v_3 u_3',
\end{aligned}
\]

(4.39)

for some linear forms \( v_1, v_2, \) and \( v_3 \). Multiplying the first identity by \( u_2' \), the second identity by \( u_2 \) in the first row of (4.39) and adding the obtained equalities together we get

\[ u_3'(u_2^2 + u_2'^2) = v_1 (u_1 u_2' + u_1' u_2). \]

Consequently, utilizing the second identity in the third row of (4.39), and keeping in mind that the form \( u_3' \) is nonzero, we derive from the last equality:

\[ u_2^2 + u_2'^2 = v_1 v_3. \]

Finally, note that the lest equality is equivalent to

\[ (u_2 + i u_2')(u_2 - i u_2') = v_1 v_3, \]

which by the unique factorization is possible if and only if the forms \( u_2 \) and \( u_2' \) are collinear, i.e., we are back in the first situation and hence \( f \) is polyconvex. This completes the proof of Theorem 2.2.
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