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Abstract
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1 Introduction

Quasi-triangular Hopf (and quasi-Hopf) Quantum Universal Envelopping (QUE) algebras \[3, 4, 11, 16, 17, 18, 23, 27\] provide the natural framework for two-dimensional integrable models solvable through the Algebraic Bethe Ansatz (or Quantum Inverse Scattering Method (QISM)) \[1, 10, 12, 14, 19, 22, 24, 28\]. At the root of this approach to quantum integrable models are two basic formulas. The first expresses commutation relations for the operator valued entries of a matrix \(T\) (the quantum monodromy matrix) as,

\[ R_{12} T_1 T_2 = T_2 T_1 R_{12} \,, \]

where \(T_1 \in \text{End} (V_1) \otimes A_R\) and \(T_2 \in \text{End} (V_2) \otimes A_R\). \(A_R\) is an associative algebra, \(V_i, i = 1, 2, \ldots\) are finite dimensional vector spaces, and \(R_{12} \in \text{End} (V_1 \otimes V_2)\) is the so-called numerical \(R\)-matrix. The second formula is the Yang-Baxter equation in \(V_1 \otimes V_2 \otimes V_3\) for the \(R\)-matrix itself,

\[ R_{12} R_{13} R_{23} = R_{23} R_{13} R_{12} \,, \]

where \(R_{12}, R_{13}, R_{23}\) act in the tensor product \(V_1 \otimes V_2 \otimes V_3\), their action being equal to \(R\) in the two spaces with corresponding indices and being the identity in the omitted third space.

The matrix elements of \(T\) generates an associative algebra \(A_R\) with quadratic defining relations \([1]\). \(A_R\) inherits a Hopf algebra structure with co-multiplication \(\delta\) defined by,

\[ \delta (T_{ik}) = \sum_k T_{ik} \otimes T_{kj} \,, \]

\[ \delta (1) = 1 \otimes 1 \,, \]

or in compact notations, \(\delta (T_i) = T_i \otimes T_i\). As stressed in \([4, 11]\) this algebraic picture is dual to the one of quasi-triangular Hopf QUE-algebras.

In \([4, 5]\), but also in a more elementary way in the beautiful paper \([6]\), Drinfeld introduced the notion of twisting (or deformation) for quasi-Hopf algebras and quasi-triangular quasi-Hopf algebras. Let \((A, \Delta, \epsilon, S, R, \Phi)\) be a quasi-triangular quasi-Hopf algebra over \(\mathbb{C}\) and \(F \in A \otimes A\) an invertible element such that \((\epsilon \otimes \text{id}) F = (\text{id} \otimes \epsilon) F = 1\). The twist of \(A\) generated by \(F\) defines a new quasi-triangular quasi-Hopf algebra \(\tilde{A}, \tilde{\Delta}, \tilde{\epsilon}, \tilde{S}, \tilde{R}, \tilde{\Phi}\), having the same elements and product law as \(A\), and such that in particular,

\[ \tilde{R}_{12} = F_{21} R_{12} F_{12}^{-1} \,, \]

\[ \tilde{\Phi}_{123} = F_{23} F_{1,23} \Phi_{123} F_{12,3}^{-1} F_{12}^{-1} \,, \]

\[ \tilde{\Delta}(x) = F_{12} \Delta(x) F_{12}^{-1} \,, \quad x \in A \,, \]

where we adopted the following compact notations for the co-multiplication actions on \(F\)'s,

\[ (1 \otimes \Delta) F = F_{1,23} \,, \]

\[ (\Delta \otimes 1) F = F_{12,3} \,. \]

The Hopf algebra case is given by putting the value of \(\Phi\) equal to the identity.
An important class of twists is given by elements $F \in \mathcal{A} \otimes \mathcal{A}$ relating two Hopf algebraic structures on $\mathcal{A}$, namely twists such that $\Phi = \tilde{\Phi} = 1$. Such twists have already been used in the context of quantum algebras \cite{3,4,8,23,29,20}, in particular in \cite{23} to relate two different presentations of quantum affine algebras.

Another important class of twists (which is central in \cite{3}) is given by elements $F \in \mathcal{A} \otimes \mathcal{A}$ relating a (non-co-commutative) co-multiplication $\Delta$ to a co-commutative one $\Delta_0$. It is shown in \cite{3} (Proposition 3.16) that if $\mathcal{G}$ is a finite dimensional simple Lie algebra over $\mathbb{C}$ with fixed invariant scalar product associated to a given element $t \in \mathcal{G} \otimes \mathcal{G}$, the standard quasi-triangular quantization of the universal envelopping algebra $(\mathcal{U}\mathcal{G}, \Delta_0)$ as defined in \cite{3}, namely the quasi-triangular Hopf QUE-algebra over $\mathbb{C}[[h]]$, $(\mathcal{U}(\mathcal{G})_h, \Delta, R, S, \epsilon)$, is related, up to isomorphism, by a twist $F$, to the quasi-triangular quasi-Hopf algebra $(\mathcal{U}(\mathcal{G})_h, \Delta_0, R_0, S, \epsilon, \Phi_0)$, where $\Delta_0$ is the standard co-commutative co-multiplication of $\mathcal{U}\mathcal{G}$, $R_0 = e^{\frac{ht}{2}}$, and $\Phi_0$ is defined by means of the Knizhnik-Zamolodchikov system of equations \cite{21}. Similar results for the case of quantum affine algebras are announced in \cite{9}. However, explicit universal formulas for such twists are not available yet.

In the triangular case where $R_{21}R_{12} = 1$, it is shown in \cite{3} (Proposition 3.6), that any triangular quasi-Hopf QUE-algebra over $\mathbb{C}[[h]]$ can, by a suitable twist, be brought into the form $R = 1$ and $\Phi = 1$.

If applied to the triangular Hopf QUE-algebra situation, it means that the corresponding twist $F$ belongs to both of the classes defined above, namely, it relates the quantum co-multiplication $\Delta$ to some co-commutative one $\Delta_0$ (since $\tilde{R} = 1$) and both $\Phi$ and $\tilde{\Phi}$ are equal to the identity. Such twists will be called factorizing twists, referring in particular to the fact that they factorize the $R$-matrix as,

$$R_{12} = F_{21}^{-1} F_{12}. \quad (3)$$

In the dual picture, for a Yang-Baxter type algebra $\mathcal{A}_R$, a twist $F$ will leave unchanged the co-multiplication $\delta$ while deforming the product law between the (quantum operator) entries of the $T$-matrices as,

$$T_1 \ast_F T_2 = F_{12} T_1 \cdot T_2 F_{12}^{-1}, \quad (4)$$

with $\tilde{R}_{12} = F_{21} R_{12} F_{12}^{-1}$, the relation (1) being covariantly changed as,

$$\tilde{R}_{12} T_1 \ast_F T_2 = T_2 \ast_F T_1 \tilde{R}_{12}. \quad (5)$$

Note that, $R_{12}$ stands for the representation of some universal $R$-matrix as, $R_{12} = (\rho_1 \otimes \rho_2)R$, while $F_{12} = (\rho_1 \otimes \rho_2)F$, $\rho_1$ and $\rho_2$ being two representations of $\mathcal{A}$.

The elements of $\mathcal{A}_R$ being generated by the matrix elements of arbitrary (finite) products of the $T$-matrices as $T_q = T_1 T_2 \cdots T_n$ where $q = (1, 2, ..., n)$, defining the operation $\ast_F$ on $\mathcal{A}_R$ amounts to give the value of the twist $F$ on such tensor products of representations. In other words, to achieve this definition, one needs to construct arbitrary left and right co-multiplication actions on $F \in \mathcal{A} \otimes \mathcal{A}$ leading to representations of $F$ on arbitrary products of the $T$-matrices $T_q$.

For triangular Hopf algebras $\mathcal{A}$, a factorizing twist $F$ corresponding to the above Drinfel’d’s theorem, namely such that $\tilde{R} = 1$ and $\tilde{\Phi} = 1$, gives the following relation in the algebra $\mathcal{A}_R$,

$$T_1 \ast_F T_2 = T_2 \ast_F T_1, \quad (6)$$

where we used the decomposition (3) of the $R$-matrix in terms of the twist $F$. This is the dual counterpart of $\Delta_0$ being co-commutative on $\mathcal{A}$. The corresponding $\Phi$ and $\tilde{\Phi}$ being equal to the
identity, $F$ satisfies the following cocycle relation,

$$F_{23} F_{1,23} = F_{12} F_{12,3} .$$

More generally, a twist $F$, realizing the deformation of a non-commutative co-multiplication $\Delta$ to a co-commutative one $\Delta_0$, will put into correspondence a non-co-commutative (or non-commutative) algebraic context with a co-commutative (or commutative) one.

In our opinion, this simple observation has not been used up to now in its full strength in the investigation of quantum integrable models associated to quantum algebras, in particular in the framework of the Algebraic Bethe Ansatz. This is probably mainly due to the fact that the knowledge of the corresponding twists $F$, namely, in particular their representation theory relevant to these models, is far from being as well known as for the corresponding $R$-matrices. Indeed, the co-multiplication action on $F$ is not in general of multiplicative type as it is the case for $R$-matrices of quasi-triangular Hopf algebras.

This feature makes the problem of computing representation theory of twists $F$ quite involved, not speaking about universal formulas in $\mathcal{A} \otimes \mathcal{A}$.

Typical examples of Hopf QUE-algebras arising in the context of Algebraic Bethe Ansatz are quantum affine algebras and their associated Yangians. They lead in particular to trigonometric and rational spectral parameter dependent solutions of the Yang-Baxter equation \cite{3, 16}. Such solutions are for example associated to intertwining operators between irreducible tensor products of finite dimensional irreducible modules $V_i (\lambda_i)$ of quantum affine algebras \cite{2}.

In such representations, the $R$-matrix $R_{12} (\lambda_1, \lambda_2)$ is an element of $\text{End} (V_1 (\lambda_1) \otimes V_2 (\lambda_2))$ depending on two spectral parameters $\lambda_1$ and $\lambda_2$. In the irreducible case, this $R$-matrix is unitary \cite{2, 13}, namely,

$$R_{21} (\lambda_2, \lambda_1) R_{12} (\lambda_1, \lambda_2) = 1 ,$$

and satisfies the Yang-Baxter equation,

$$R_{12} (\lambda_1, \lambda_2) R_{13} (\lambda_1, \lambda_3) R_{23} (\lambda_2, \lambda_3) = R_{23} (\lambda_2, \lambda_3) R_{13} (\lambda_1, \lambda_3) R_{12} (\lambda_1, \lambda_2) ,$$

where $\lambda_1, \lambda_2, \lambda_3$ are spectral parameters attached to the vector spaces $V_1, V_2$ and $V_3$ respectively.

Although quantum affine algebras are quasi-triangular rather than triangular Hopf QUE-algebras, for such unitary $R$-matrices, associated to finite dimensional irreducible representations, it is possible to define (see section 2.4) the notion of factorizing $F$-matrices in much the same way as the notion of factorizing twists arises for triangular Hopf algebras. As part of their definition, such factorizing $F$-matrices decompose the associated unitary $R$-matrix as,

$$R_{12} (\lambda_1, \lambda_2) = F_{21}^{-1} (\lambda_2, \lambda_1) F_{12} (\lambda_1, \lambda_2) ,$$

with $F_{12} (\lambda_1, \lambda_2) \in \text{End} (V_1 (\lambda_1) \otimes V_2 (\lambda_2))$.

Moreover, for irreducible finite tensor product of finite dimensional irreducible modules $V_q (\lambda_q) \equiv V_1 (\lambda_1) \otimes \cdots \otimes V_N (\lambda_n)$, ($q \equiv 1, 2, \ldots, n$) and $\lambda_q \equiv (\lambda_1, \ldots, \lambda_n)$, one can define the action of the permutation group $S_n$ induced by the R-matrix. Let $R^\sigma_q (\lambda_q)$ be the $R$-matrix associated to the element $\sigma \in S_n$. A factorizing $F$-matrix acting in the tensor product $V_q (\lambda_q)$ gives the following decomposition of the $R$-matrix,

$$R^\sigma_q (\lambda_q) = F_{\sigma(q)}^{-1} (\lambda_{\sigma(q)}) F_q (\lambda_q) ,$$

(11)
where \( \lambda_{\sigma(q)} \equiv (\lambda_{\sigma(1)}, \ldots, \lambda_{\sigma(n)}) \), which generalizes (3).

If explicitly constructed, such factorizing \( F \)-matrices are expected to provide new insights in the investigation of the associated quantum integrable models, more specifically in the context of the Algebraic Bethe Ansatz. Indeed, these factorizing \( F \)-matrices relate non co-commutative (or non commutative) calculus to co-commutative (or commutative) one.

The purpose of this article is to show that in some elementary interesting cases like the Yang-Baxter type algebras associated to the irreducible \( N \)th tensor products of the fundamental representations of the Yangians \( Y(sl_2) \) and the quantum affine algebra \( U_q(\hat{sl}_2) \), i.e., associated to the inhomogeneous XXX and XXZ spin \( \frac{1}{2} \) quantum chains of length \( N \), it is possible to construct explicitly the relevant \( F \)-matrices satisfying eq. (11) and to use them in the context of Algebraic Bethe Ansatz.

As first applications, we will show that for the inhomogeneous XXX and XXZ spin \( \frac{1}{2} \) quantum chains of length \( N \), the obtained \( F \)-matrices can be used to diagonalize the generating matrix of scalar products of quantum states of these models and to construct the complete set of eigenvectors of the diagonal matrix entries of the \( T \)-matrix \( T(\lambda) \) in the finite chain situation. It will also appear that these \( F \)-matrices have very simple algebraic properties leading to a natural basis for the XXX \(-\frac{1}{2}\) quantum spin chain of length \( N \) corresponding to co-commutative representations of the monodromy matrix \( T(\lambda) \). In such a basis, the operator entries of the \( T \)-matrix take a form that can be identified as a ”diagonal dressing” of the corresponding operators for the Gaudin model [14].

As a consequence, we will argue that these results should be relevant for the computation of correlation functions in the framework developed by Izergin and Korepin [15, 22].

This article is organized as follows:

In section 2 we recall some basic definitions and properties of Drinfel’d twists for quasi-bialgebras, quasi-Hopf algebras, and quasi-triangular quasi-Hopf and Hopf algebras. The case of triangular Hopf algebras leads to the notion of factorizing twists in section 2.3. In section 2.4 we define the notion of factorizing \( F \)-matrices associated to irreducible finite dimensional modules of quantum affine algebras.

Using these results, we construct, in section 3, explicit and compact expressions of such \( F \)-matrices associated to the irreducible \( N \)th tensor products of the fundamental representations of the Yangians \( Y(sl_2) \) and the quantum affine algebra \( U_q(\hat{sl}_2) \), i.e., corresponding to the inhomogeneous XXX and XXZ spin \( \frac{1}{2} \) quantum chains of length \( N \).

In section 4, the main algebraic properties of the above constructed \( F \)-matrices are given, including their inversion, unitary and crossing symmetries. Moreover it is shown that the (operator) diagonal entries of the quantum monodromy matrix \( T(\lambda) \) can be diagonalized by means of such \( F \)-matrices. Similarly, we obtain that the pseudo-vacuum expectation value of any \( T \)-matrix product, \( T_q \), can be diagonalized by using a specific \( F \)-matrix, namely,

\[
<T_1 T_2 \ldots T_n> = F_{12 \ldots n}^{-1} \otimes_{i=1}^{n} <T_i> F_{12 \ldots n},
\]

where \( <T_i> \) are diagonal matrices depending on the model.

Note that \( <T_1 T_2 \ldots T_n> \) contains all possible scalar products of quantum states of the model. This formula separates the contributions to these scalar products coming on the one hand from
the $R$-matrix (contained in $F$), and on the other hand coming from the specific model (contained in $< T_i >$’s). Finally, very simple difference equations are obtained for these $F$-matrices.

In section 5, we study the inhomogeneous $XXX - \frac{1}{2}$ quantum spin chain of length $N$ in the $F$-basis, i.e., in the basis generated by the column vectors of the inverse of the $F$-matrices. It is shown that, in this basis, the operator entries of the quantum monodromy matrix take very simple forms, in contrast to the usual basis. In particular, the off-diagonal entries of the quantum monodromy matrix, i.e., the $B(\lambda) = T_{12}(\lambda)$ and $C(\lambda) = T_{21}(\lambda)$ operators, that can be considered as creation and annihilation operators of quantum states of the model, are given as sums of only $N$ elementary quasi-local operators, instead of their usual expressions which are given as sums containing up to $2^{N-1}$ such terms. Namely, in this basis, we have for example,

$$B(\lambda; \xi_1 \ldots \xi_N) = \sum_{i=1}^{N} S^-_i \Delta_i(\lambda; \xi_1, \ldots, \xi_N),$$

where the variables $\xi_i$ are the inhomogeneity parameters on the spin chain, $S^-_i$ are usual Pauli matrices $\sigma^-$ acting at site $(i)$, and $\Delta_i$’s are diagonal matrices acting on all sites but $(i)$.

This leads to a remarkable interpretation of the $XXX - \frac{1}{2}$ model as a "diagonal dressing" of the corresponding Gaudin model.

The use of this $F$-basis also leads to a simplified formula for the $F$-matrix itself.

Some conclusions and perspectives, in particular with regards to the computation of correlation functions of these models are also given in the last section.

# 2 Drinfel’d twists

The purpose of this section is to give the characterizing properties of representation theory of Drinfel’d twists associated to finite dimensional irreducible representations of (quasi-triangular) quantum affine algebras and which factorize the corresponding unitary $R$-matrices in these representations as in eqs. (10, 11). They are given in section 2.4. Matrices acting in these modules and satisfying this set of properties will be called factorizing $F$-matrices.

Before doing this, we first recall, for completeness and also to fix our notations, the basic definitions and properties of Drinfel’d twists for quasi-bialgebras and quasi-Hopf algebras in section 2.1. The case of quasi-triangular Hopf algebras is treated in section 2.2. Then in section 2.3, we describe the case of triangular Hopf algebras. There we define the notion of factorizing twists relating the quantum non-co-commutative co-multiplication $\Delta$ to a co-commutative one $\Delta_0$ and we give their main properties. Then, this is used in section 2.4 as a guideline to define the notion of factorizing $F$-matrices associated to finite dimensional irreducible modules of (quasi-triangular) quantum affine algebras whose $R$-matrices are unitary in these representations [2, 13].

## 2.1 General Properties of Drinfel’d twists

All definitions and results (and their proofs) given in this subsection are taken from the Drinfel’d article [4]. We recall them here only for completeness and to fix our notations.

**Definition 2.1** By a quasi-bialgebra over $k$ ($k$ being a field of characteristic zero) is meant a set $\mathcal{B}_A = (A, \Delta, \epsilon, \Phi)$ where $A$ is an associative $k$-algebra with unity, $\Delta$ a homomorphism $A \to A \otimes A$, $\epsilon$ a homomorphism $A \to k$ and $\Phi$ an invertible element of $A \otimes A \otimes A$ such that,

$$(id \otimes \Delta)\Delta(a) = \Phi (\Delta \otimes id)\Delta(a) \Phi^{-1}, \quad a \in A,$$
We have the following proposition,

**Proposition 2.1** Suppose given a quasi-bialgebra $B_A$ and an invertible element $F \in A \otimes A$ such that $(\epsilon \otimes \text{id}) F = (\text{id} \otimes \epsilon) F = 1$. Put,

$$\tilde{\Delta}(a) = F \Delta(a) F^{-1}, \ a \in A,$$

$$\Phi = (1 \otimes F) (\text{id} \otimes \Delta) F (\Delta \otimes \text{id}) F^{-1} (F^{-1} \otimes 1).$$

Then the set $\tilde{B}_A = (\tilde{A}, \tilde{\Delta}, \epsilon, \tilde{\Phi})$ is also a quasi-bialgebra obtained by twisting the set $B_A$ via the element $F$. The element $F$ itself is called a twist. Twisting via $F_1$ and then via $F_2$ is equivalent to twisting via $F_2 F_1$.

**Definition 2.2** By a quasi-Hopf algebra is meant a quasi-bialgebra $B_A$ for which there exists $\alpha, \beta \in A$ and a bijective anti-homomorphism $S$ (antipode) of $A$ such that,

$$\sum_i S(b_i) \alpha c_i = \epsilon(a) \alpha,$$

$$\sum_i b_i \beta S(c_i) = \epsilon(a) \beta,$$

for $a \in A$ and $\Delta(a) = \sum_i b_i \otimes c_i$, and,

$$\sum_i X_i \beta S(Y_i) \alpha Z_i = 1,$$

$$\sum_j S(P_j) \alpha Q_j \beta S(R_j) = 1,$$

$$\Phi^{-1} = \sum_j P_j \otimes Q_j \otimes R_j.$$

**Proposition 2.2** The property of being quasi-Hopf is preserved by twisting.

Further important properties of quasi-Hopf algebras are given in [4]. Let us now turn to the cases of quasi-triangular and triangular quasi-Hopf algebras, for which is introduced the notion of $R$-matrix.

**Definition 2.3** By a quasi-triangular quasi-Hopf algebra is meant a set $H_A = (A, R, \Delta, \epsilon, \Phi)$ where $B_A = (A, \Delta, \epsilon, \Phi)$ is a quasi-hopf algebra and $R \in A \otimes A$ is an invertible element such that,

$$R \Delta(a) = \sigma \circ \Delta(a) R, \ a \in A,$$

$$\sigma : A \otimes A \rightarrow A \otimes A,$$

$$\sigma : x \otimes y \mapsto y \otimes x.$$
together with,
\[
(\Delta \otimes \text{id}) \, R = \Phi_{321} \, R_{13} \, \Phi_{132}^{-1} \, R_{23} \, \Phi_{123},
\]
\[
(\text{id} \otimes \Delta) \, R = \Phi_{231}^{-1} \, R_{13} \, \Phi_{213} \, R_{12} \, \Phi_{123}^{-1}.
\]

It is said triangular if in addition \( R_{21} \, R_{12} = 1 \).

The twisting of \( \mathcal{H}_A \) is defined similarly as for quasi-Hopf algebras, supplemented with the definition of the twisted \( R \)-matrix as,
\[
\tilde{R} = F_{21} \, R_{12} \, F_{12}^{-1}.
\]

(14)

Here, for simplicity, we have introduced standard tensorial notations that we will use in all the rest of this article. They are defined as follows.

**Definition 2.4** Let \( A \) be an associative \( k \)-algebra with unity, and \( X \in A \otimes^n \) be denoted by
\[
X_{12...n} = \sum_i x^{(1)}_i \otimes x^{(2)}_i \otimes \ldots \otimes x^{(n)}_i,
\]
\[
= \sum_i x^{(1)}_1 \, x^{(2)}_2 \, \ldots \, x^{(n)}_n,
\]
where each element \( x^{(k)}_k \) acts in the \( k \)-th copy of \( A \) of the tensor product \( A \otimes^n \) as \( x^{(k)} \) and as the identity in all other copies of \( A \) in the tensor product. Then we have for any set \((\alpha_1, \alpha_2, \ldots, \alpha_n)\) which is a permutation of the set \((1, 2, \ldots, n)\),
\[
X_{\alpha_1 \alpha_2 \ldots \alpha_n} = \sum_i x^{(1)}_{\alpha_1} \, x^{(2)}_{\alpha_2} \, \ldots \, x^{(n)}_{\alpha_n},
\]
where each element \( x^{(k)}_{\alpha_k} \) acts in the \( \alpha_k \)-th copy of \( A \) in the tensor product \( A \otimes^n \) as \( x^{(k)} \) and as the identity in all other copies of \( A \) in the tensor product.

Now, let \( \sigma \in S_n \) be an arbitrary element of the permutation group of \( n \) elements \( S_n \), and \( \sigma = \sigma_{\beta_1} \, \sigma_{\beta_2} \ldots \, \sigma_{\beta_p} \) a decomposition of it in terms of simple transpositions \( \sigma_{\beta_k} \) of \((\beta_k, \beta_k+1)\).

We have,

**Definition 2.5** Let \( \sigma \in S_n \) and arbitrary element \( X \in A \otimes^n \). We define the action of \( S_n \) on \( A \otimes^n \) as,
\[
\sigma \,(X_{12 \ldots n}) = X_{\sigma(1) \, \sigma(2) \ldots \sigma(n)}.
\]

This action is equivalent to the adjoint action of the operator \( P_{i+1} \, P_i \) being the transposition of the \( i \)-th and \((i+1)\)-th copies in the tensor product \( A \otimes^n \), namely,
\[
\sigma \,(X_{12 \ldots n}) = P_{i+1} \, P_i \, X_{12 \ldots n} \, (P_{i+1} \, P_i)^{-1},
\]
\[
(P_{i+1} \, P_i)^{-1} = (P_{i+1} \, P_i),
\]
\[
\sigma_i \,(X_{12 \ldots n}) = P_{i+1} \, P_i \, X_{12 \ldots n} \, P_{i+1} \, P_i.
\]
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Now, as in the quasi-Hopf case we have the property,

**Proposition 2.3** The property of being quasi-triangular or triangular quasi-Hopf algebra is preserved by twisting.

Moreover, the following Theorem shows that any triangular quasi-Hopf Quantum Universal Enveloping Algebra over \( k[[h]] \) is a deformation of the trivial Hopf Quantum Universal enveloping algebra over \( k[[h]] \).

**Theorem 2.1 (Drinfel’d)** Any triangular quasi-Hopf Quantum Universal Enveloping Algebra over \( k[[h]] \) can, by a suitable twist, be brought into the form \( R = 1 \) and \( \Phi = 1 \).

This ends the list of general definitions and properties of twists we will use in the subsequent sections. We now turn to the Hopf algebra situation which will be relevant to quantum integrable models solvable by the Algebraic Bethe Ansatz.

### 2.2 Drinfel’d Twists and Quasi-Triangular Hopf Algebras

**Definition 2.6** A quasi-Hopf algebra \( B_A = (A, \Delta, \epsilon, \Phi) \) for which \( \Phi = 1 \) is called a Hopf algebra.

Similarly, a quasi-triangular (resp. triangular) quasi-hopf algebra \( H_A = (A, R, \Delta, S, \epsilon, \Phi) \) with \( \Phi = 1 \) is called a quasi-triangular (resp. triangular) Hopf algebra.

Note that if \( \Phi = 1 \), then the co-multiplication \( \Delta \) is co-associative, namely,

\[
(\Delta \otimes \text{id}) \Delta(a) = (\text{id} \otimes \Delta) \Delta(a) , \quad a \in A .
\]

(15)

Moreover for quasi-triangular Hopf algebra, the \( R \) operator satisfies the Yang-Baxter equation,

\[
R_{12} R_{13} R_{23} = R_{23} R_{13} R_{12} .
\]

(16)

The following proposition gives the behaviour of quasi-triangular Hopf algebra under twisting.

**Proposition 2.4 (Drinfel’d)** The property of being quasi-triangular Hopf algebra is preserved by twisting via an invertible element \( F = \sum_i f_i \otimes f_i \in A \otimes A \) such that \( (\epsilon \otimes \text{id}) F = (\text{id} \otimes \epsilon) F = 1 \) and satisfying the cocycle condition,

\[
(F \otimes 1) (\Delta \otimes \text{id}) F = (1 \otimes F) (\text{id} \otimes \Delta) F .
\]

(17)

Moreover, \( u = \sum_i f_i S(f_i) \) is invertible and the twisted antipode is given by \( \tilde{S}(a) = u S(a) u^{-1} \), while the co-multiplication, \( R \)-matrix and co-unit change according to the same rule as in the quasi-triangular quasi-Hopf situation. Such a twist \( F \) will be called an admissible twist.

Moreover, if \( F \) is an admissible twist, then \( G_{12} = F_{21} R_{12} \) is also an admissible twist with \( \tilde{\Delta}^F(a) = \sigma \circ \tilde{\Delta}^G(a) \).

We now introduce some convenient notations for the co-multiplication action for any element \( X \in A \otimes A \), \( X = X_{12} = \sum_i a_i \otimes b_i \), as,

\[
(\Delta^{n-2} \otimes \text{id}) X = X_{1...n-1, n} ,
\]

\[
(\text{id} \otimes \Delta^{n-2}) X = X_{1, 2...n} .
\]

(18)
where we have for any integer $p$,

$$
\Delta^{(p)}(a) = (\Delta^{(p-1)} \otimes \text{id}) \Delta(a) = (\text{id} \otimes \Delta^{(p-1)}) \Delta(a), \quad a \in A.
$$

For later use, consider now the element $\tilde{X}_{12} = X_{21} = \sum_i b_i \otimes a_i$. We have the following co-multiplication action on it,

$$
(\Delta^{(n-2)} \otimes \text{id}) \tilde{X} = \tilde{X}_{1\ldots n-1, n},
\quad = X_{n, 1\ldots n-1},
$$

and similarly,

$$
(id \otimes \Delta^{(n-2)}) \tilde{X} = \tilde{X}_{1, 2\ldots n},
\quad = X_{2\ldots n, 1}.
$$

We have the following proposition,

**Proposition 2.5** Let $F$ be an admissible twist for a given Hopf algebra $H_A = (A, R, \Delta, \epsilon)$, and let the twisted co-multiplication be given as $\tilde{\Delta}(a) = F \Delta(a) F^{-1}$, $a \in A$. Define for any integer $n$ the “total” twist $F_{12\ldots n} \in A^{\otimes n}$ as,

$$
F_{12\ldots n} = F_{12} F_{12, 3} \ldots F_{12\ldots n-1, n} = F_{12\ldots n-1} F_{12\ldots n-1, n}.
$$

It satisfies,

$$
F_{12\ldots n} \Delta^{(n-1)}(a) F_{12\ldots n}^{-1} = \tilde{\Delta}^{(n-1)}(a), \quad a \in A.
$$

Moreover we have the cocycle relation,

$$
F_{1, 2\ldots n-1} F_{12\ldots n-1, n} = F_{2} \ldots n-1, n F_{1, 23\ldots n}.
$$

Hence we obtain the following alternative expression for the total twist $F_{12\ldots n}$,

$$
F_{12\ldots n} = F_{n-1} n F_{n-2, n-1} n \ldots F_{1, 23\ldots n} = F_{23\ldots n} F_{1, 23\ldots n}.
$$

**Proof** — First we prove (22) by induction on $n$. It is true by definition for $n = 2$. Suppose it is true up to some $n \geq 2$. Then we have for any $a \in A$,

$$
\Delta^{(n)}(a) = (\Delta^{(n-1)} \otimes \text{id}) \Delta(a),
\quad = (\Delta^{(n-1)} \otimes \text{id}) (F^{-1} \tilde{\Delta}(a) F),
\quad = (\Delta^{(n-1)} \otimes \text{id}) (F^{-1}) (\Delta^{(n-1)} \otimes \text{id}) \tilde{\Delta}(a) (\Delta^{(n-1)} \otimes \text{id}) (F).
$$

Then applying the relation (22) for $n$ we have,

$$
\Delta^{(n-1)}(a) = F_{12\ldots n}^{-1} \tilde{\Delta}^{(n-1)}(a) F_{12\ldots n},
$$

with,

$$
F_{12\ldots n} = F_{12} F_{12, 3} \ldots F_{12\ldots n-1, n} = F_{12\ldots n-1} F_{12\ldots n-1, n}.
$$
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So we have,
\[
\Delta^{(n)}(a) = F_{12...n, n+1}^{-1} F_{12...n}^{-1} \Delta^{(n)}(a) F_{12...n} F_{12...n, n+1},
\]
which proves the first part of the proposition. Then recall that admissible twists satisfy the cocycle relation,
\[
F_{23} F_{1,23} = F_{12} F_{12,3}.
\]
Applying the operation \((id \otimes \Delta^{(n-3)} \otimes id)\) to it we get exactly \((23)\).

Let
\[
G_{12...n} = F_{n-1} ... F_{n-2, n-1} n \ldots F_{1, 23...n} = G_{23...n} F_{1, 23...n},
\]
then obviously, \(G_{123} = F_{123}\) by the elementary cocycle relation. Suppose it is so up to \((n-1)\) spaces, namely, \(G_{12...p} = F_{12...p},\) \(p \leq n - 1.\) Then we have the following chain of identities,
\[
G_{12...n} = G_{23...n} F_{1, 23...n} = F_{23...n} F_{1, 23...n},
\]
which used first the induction hypothesis, then the definition of the total \(F\), then the cocycle relation, then again the induction hypothesis and finally the definition of the total \(F\).

\[\Box\]

### 2.3 Drinfel’d Twists and Triangular Hopf Algebras

We are now interested in the case of triangular Hopf algebras. We have the following proposition,

**Proposition 2.6** Let \(\mathcal{H}_A = (A, R, S, \Delta, e)\) be a triangular Hopf algebra. Then for any integer \(n\) and for any element \(\sigma\) in the permutation group \(S_n\) decomposed in a minimal way in terms of simple transpositions as \(\sigma = \sigma_{\beta_1} \sigma_{\beta_2} \ldots \sigma_{\beta_p}\), where \(\sigma_k\) interchange the \(k\)th and the \((k+1)\)th copies of \(A\) in the tensor product \(A^\otimes n\), we can define a map from \(S_n\) to \(A^\otimes n\) which associate in a unique way an element \(R^\sigma_q = R^\sigma_{12...n} \in A^\otimes n\) to any element \(\sigma \in S_n\), \(q = (12 \ldots n)\), and satisfying,
\[
R^\sigma_{12...n} \Delta^{(n-1)}(a) = \sigma \circ \Delta^{(n-1)}(a) R^\sigma_{12...n}.
\]

It is given as,
\[
R^\sigma_q = P^\sigma_q \bar{R}^\sigma_q^{-1},
\]
\[
\bar{R}^\sigma_q = \bar{R}^\sigma_{\beta_1} \bar{R}^\sigma_{\beta_2} \ldots \bar{R}^\sigma_{\beta_p},
\]
\[
P^\sigma_q = P_{\beta_1, \beta_1 + 1} P_{\beta_2, \beta_2 + 1} \ldots P_{\beta_p, \beta_p + 1},
\]
where \(\bar{R}^\sigma_{i,i+1} = R_{i,i+1} R_{i,i+1}^\ast\) being the \(R\) operator and \(P_{i, i+1}\) being the transposition operator of the \(i\)th and \((i+1)\)th copies in the tensor product \(A^\otimes n\).
Moreover, $\hat{R}_q^\sigma$ does not depend on the chosen decomposition of the element $\sigma \in S_n$. It gives a representation of the permutation group $S_n$ in $A^\otimes n$ and the composition law for the operators $R$ are given by,

\begin{align}
\hat{R}_q^{\sigma_1 \sigma_2} &= \hat{R}_q^{\sigma_1} \hat{R}_q^{\sigma_2}, \\
R_q^{\sigma_1 \sigma_2} &= R_{\sigma_2(q)} R_q^{\sigma_2}.
\end{align}

In particular let us define,

\begin{align}
(\Delta^{(n-2)} \otimes \text{id}) R &= R_1 \ldots n-1, n, \\
(\text{id} \otimes \Delta^{(n-2)}) R &= R_{1, 2} \ldots n,
\end{align}

we have,

\begin{align}
R_1 \ldots n R_1 \ldots n, 0 &= R_{\sigma(1)} \ldots \sigma(n), 0 \ R_1^\sigma \ldots n, \\
R_1^\sigma \ldots n R_0, 1 \ldots n &= R_0, \sigma(1) \ldots \sigma(n) \ R_1^\sigma \ldots n.
\end{align}

**Proof** — Recall first that $\hat{R}_q^\sigma$ as defined above provides a representation of the permutation group $S_n$ due to the Yang-Baxter equation and unitarity for the operator $R$. Hence to any element $\sigma \in S_n$ we can associate a unique operator $\hat{R}_q^\sigma$. In particular it doesn’t depend on the particular decomposition of the element $\sigma$ in terms of simple transpositions. The same is true for the permutation operator $P^\sigma_q$. Hence $R_q^\sigma$ is also uniquely defined.

Recall also the fact that $\hat{R}_q^{\sigma_i} = P_{i, i+1} R_{i, i+1}$ commutes with $\Delta^{(n-1)}$. This follows from the Definition (2.3) rewritten as,

\[ P_{12} R_{12} \Delta(a) = \Delta(a) P_{12} R_{12}, \quad a \in A, \]

and the co-associativity of the co-multiplication $\Delta$.

Hence we have for any permutation $\sigma \in S_n$, with $q \equiv (1 \ldots n)$,

\[ \hat{R}_q^\sigma \Delta^{(n-1)}(a) = \Delta^{(n-1)}(a) \hat{R}_q^\sigma, \quad a \in A. \]

It leads to the desired relation for $R_q^\sigma = P_q^\sigma \hat{R}_q^{-1}$. Equations (32, 33) follows from the definition. Equation (31) follows from eq. (30). □

For example let us consider the cyclic permutation $\sigma_c$,

\[ \sigma_c(X_{12} \ldots n) = X_2 \ldots n_1, \]

we have, $q = (12 \ldots n)$,

\[ R_q^{\sigma_c} = R_{1n} \ldots R_{12} = R_{1, 23} \ldots n, \]

\[ = (\text{id} \otimes \Delta^{(n-2)}) R, \]

and similarly,

\[ R_q^{\sigma_c^{-1}} = R_{1n} \ldots R_{n-1} n = R_{12} \ldots n-1, n, \]

\[ = (\Delta^{(n-2)} \otimes \text{id}) R. \]

We now define the notion of factorizing twist $F$. 

Definition 2.7 Let \( \mathcal{H}_A = (A, R, S, \Delta, \epsilon) \) be a triangular Hopf algebra, and \( F \) an admissible twist such that \( \tilde{R} = 1 \). Then \( R = F_{21}^{-1} F_{12} \) and the deformed co-multiplication \( \tilde{\Delta} \) is co-commutative.

Such a twist will be called “factorizing” twist.

We have the following fundamental property of “factorizing” twists.

Proposition 2.7 Let \( \mathcal{H}_A = (A, R, S, \Delta, \epsilon) \) be a triangular Hopf algebra, and \( F \) a “factorizing” twist for it. For any integer \( n \), let us consider the total twist \( F_q = F_{12} \ldots n, q = (12 \ldots n) \).

For any element \( \sigma \in S_n \) it satisfies,

\[
F_{\sigma(q)} R^\sigma_q = F_q ,
\]

where \( F_{\sigma(q)} = F_{\sigma(1)} \ldots \sigma(n) \). Equivalently, we also have,

\[
\tilde{R}^\sigma_q = F_q^{-1} F^\sigma_q F_q .
\]

This relation is directly related to the co-commutativity of the deformed co-multiplication by \( F \).

In particular we have,

\[
\begin{align*}
R^\sigma_q F_{0, q} & = F_{0, \sigma(q)} R^\sigma_{q} , \\
R^\sigma_q F_{q, 0} & = F_{\sigma(q), 0} R^\sigma_{q} , \\
F_{q, 0} R_{0, q} & = F_{0, q} , \\
F_{0, q} R_{q, 0} & = F_{q, 0} ,
\end{align*}
\]

where we have used the notations (18) for the co-multiplication actions on \( F \) and \( R \), and \( (0) \) is an additional copy of \( A \). Moreover, using the co-multiplication \( \tilde{\Delta}(a) = F_{12} \Delta(a) F_{12}^{-1} \), we can define \( \tilde{F}_{q, 0} = F_q F_{0, q} F_q^{-1} \) and similarly, \( \tilde{F}_{0, q} = F_q F_{0, q} F_q^{-1} \). They verify,

\[
F_{12} \ldots n = \tilde{F}_{1} \ldots n-1, n F_{12} \ldots n-1 ,
\]

and

\[
F_{12} \ldots n = \tilde{F}_{1, 23} \ldots n F_{23} \ldots n ,
\]

and hence we have for any permutation \( \sigma \in S_n, q = (12 \ldots n) \),

\[
\begin{align*}
\tilde{F}_{0, q} & = \tilde{F}_{0, \sigma(q)} , \\
\tilde{F}_{q, 0} & = \tilde{F}_{\sigma(q), 0} .
\end{align*}
\]

Proof — We first prove eqs. (39 - 42). The proof is straightforward from the formula \( R = F_{21}^{-1} F_{12} \) by applying to it various co-multiplication action on the right or on the left to the required power, and the use of the Proposition (2.6) and relations (19, 20).

Let us now prove equation (37) in the case of the transposition of the first two elements \( \sigma_{12} \) and
for the cyclic permutation $\sigma_c$. This follows from eqs. (35, 40) and the definition of the total twist $F_{12} \ldots n$. Indeed, we have for the transposition $\sigma_{12}$, using eq. (40) we just proved,

\begin{equation*}
F_{213} \ldots n R_{12} = F_{21} F_{21}, 3 \ldots F_{21} \ldots n-1, n R_{12},
\end{equation*}

\begin{equation*}
= F_{21} F_{21}, 3 \ldots F_{21} \ldots n-2, n-1 R_{12} F_{12} \ldots n-1, n,
\end{equation*}

\begin{equation*}
= F_{21} R_{12} F_{12}, 3 \ldots F_{12} \ldots n-1, n,
\end{equation*}

\begin{equation*}
= F_{12} F_{12}, 3 \ldots F_{12} \ldots n-1, n = F_{123} \ldots n.
\end{equation*}

For the cyclic permutation $\sigma_c$ we have similarly from eqs. (35, 20), and the formula $R = F_{21}^{-1} F_{12}$,

\begin{equation*}
F_{12}, 23 \ldots n = F_{23} \ldots n, 1 R_{12}, 23 \ldots n,
\end{equation*}

\begin{equation*}
= F_{23} \ldots n, 1 R_{12}^{\sigma_c} \ldots n.
\end{equation*}

Now multiplying by $F_{23} \ldots n$ on the left we obtain,

\begin{equation*}
F_{23} \ldots n F_{12}, 23 \ldots n = F_{23} \ldots n F_{23} \ldots n, 1 R_{12}^{\sigma_c} \ldots n.
\end{equation*}

Hence leading to,

\begin{equation*}
F_{12} \ldots n = F_{23} \ldots n, 1 R_{12}^{\sigma_c} \ldots n,
\end{equation*}

\begin{equation*}
= \sigma_c(F_{12} \ldots n) R_{12}^{\sigma_c} \ldots n,
\end{equation*}

which is the desired relation.

So, for $\hat{R}_q^{\sigma}$, associated to the transposition of the first two elements $\sigma_{12}$ and for the cyclic permutation $\sigma_c$,

\begin{equation*}
\hat{R}_q^{\sigma} = P_q^{\sigma} R_{q}^{\sigma-1} F_q^{\sigma},
\end{equation*}

\begin{equation*}
= F_{q}^{-1} P_q^{\sigma} F_q.
\end{equation*}

Now we use the well known fact that the permutation group $S_n$ is generated by the cyclic permutation $\sigma_c$ and the transposition of the first two elements $\sigma_{12}$. Using this, together with the fact that $\hat{R}_q^{\sigma}$ gives a representation of $S_n$, shows that any such $\hat{R}_q^{\sigma}$ operator can be decomposed as an ordered product of $\hat{R}_q^{\sigma}$'s associated to $\sigma_{12}$'s and $\sigma_c$'s. It follows, $P_q^{\sigma}$ being also a representation of $S_n$, that the relations (28) and (27) are true for any permutation $\sigma \in S_n$.

Finally, eqs. (35, 34) follow from eqs. (33, 36).

\section{2.4 Representation theory for admissible twists: F-matrices}

We will now give the characterizing properties of representation theory of a particular class of Drinfel’d twists associated to finite dimensional irreducible evaluation representations of (quasi-triangular) quantum affine algebras and which factorize the corresponding (unitary) $R$-matrices in these representations as in eqs. (10, 11). Matrices acting in these modules and satisfying this set of properties will be called factorizing $F$-matrices.

It is the unitarity of the $R$-matrix which allows to introduce the notion of factorizing $F$-matrices in much the same way as the notion of factorizing twists is defined for triangular Hopf algebras.
in section 2.3.

Let us now fix some notations. Following [13], let \( V \) be a finite dimensional irreducible \( \mathcal{U}_q(\hat{G}) \) module with \( \pi_V : \mathcal{U}_q(\hat{G}) \to \text{End}(V) \). Using the element \( d \) of \( \mathcal{U}_q(\hat{G}) \) it is possible to define an automorphism \( D_z \) of \( \mathcal{U}_q(\hat{G}) \otimes \mathbb{C}[z, z^{-1}] \) and a new representation, \( \pi_V(z) : \mathcal{U}_q(\hat{G}) \to \text{End}(V) \otimes \mathbb{C}[z, z^{-1}] \) by the formula, \( \pi_V(z)(a) = \pi_V(D_z(a)) \), \( a \in \mathcal{U}_q(\hat{G}) \).

Hence, from the finite dimensional module \( V \), we get a one-parameter family of finite dimensional modules \( V(z) \) connected by the action of the automorphism \( D_z \) (with \( V = V(1) \)).

Let \( R(z) \) be the corresponding \( R \)-matrix satisfying the Yang-Baxter equation,

\[
R_{12}(z) \ R_{13}(zw) \ R_{23}(w) = R_{23}(w) \ R_{13}(zw) \ R_{12}(z),
\]

and the co-multiplication relation,

\[
R^VW(z) \ \pi_V(zw) \otimes \pi_W(w)(\Delta(a)) = \pi_V(zw) \otimes \pi_W(w)(\sigma \Delta(a)) \ R^VW(z).
\]

It is shown in [3, 13] that, in the irreducible finite dimensional case, this \( R \)-matrix is unitary,

\[
R_{21}(z^{-1}) \ R_{12}(z) = 1.
\]

For any integer \( n \) let us consider an irreducible tensor product of \( n \) finite dimensional modules \( V_i(z_i) \), all being connected by the automorphism \( D_z \), \( V_q = V_1(z_1) \otimes V_2(z_2) \otimes \ldots \otimes V_n(z_n) \). Elements of \( \text{End}(V_q) \) are denoted as \( X_{12...n}(z_1, z_2, \ldots, z_n) \). Moreover, to simplify formulas, we will not write explicitly the \( z_i \)’s dependence everywhere. So, unless another dependence on the \( z_i \)’s is specified, we assume the following identification \( X_{12...n}(z_1, z_2, \ldots, z_n) \equiv X_{12...n} \). It means that to any module \( V_i \) is associated the parameter \( z_i \).

**Definition 2.8** Let \( n \) be an integer and \( \sigma \in S_n \) an arbitrary element of the permutation group with \( n \) elements. Let \( X \in \text{End}(V_q) \), \( V_q = V_1(z_1) \otimes V_2(z_2) \otimes \ldots \otimes V_n(z_n) \). We define the extended action of the symmetry group \( S_n \) on \( \text{End}(V_q) \) as,

\[
\sigma(X_{12 \ldots n}(z_1, z_2, \ldots, z_n)) = X_{\sigma(1)\sigma(2)\ldots\sigma(n)}(z_{\sigma(1)}, z_{\sigma(2)}, \ldots, z_{\sigma(n)}).
\]

Let \( \sigma \in S_n \) be decomposed in a minimal way into an ordered product of simple transpositions as, \( \sigma = \sigma_{\beta_1} \ldots \sigma_{\beta_p} \), then we can define, \( \mathcal{P}_q^\sigma = \mathcal{P}_{\beta_1} \beta_{i+1} \ldots \mathcal{P}_{\beta_p} \beta_{i+1} \) where \( \mathcal{P}_{i \ i+1} \) is the permutation operator in \( V_i(z_i) \otimes V_{i+1}(z_{i+1}) \) acting on any element \( X \in \text{End}(V_q) \) as,

\[
\mathcal{P}_{i \ i+1} X_{1 \ i+1 \ldots n}(z_1, \ldots, z_i, z_{i+1}, \ldots, z_n) \mathcal{P}_{i \ i+1} = X_{1 \ i+1 \ldots n}(z_1, \ldots, z_{i+1}, z_i, \ldots, z_n).
\]

Here is now the well known analogue of Proposition (2.9) (see [3, 13]).

**Proposition 2.8** Let \( R \) be an \( R \)-matrix, associated to irreducible finite dimensional evaluation representation of a quantum affine algebra, satisfying Yang-Baxter equation and unitarity relation. Then, for any integer \( n \) and to any element \( \sigma \) in the permutation group \( S_n \) decomposed in a minimal way in terms of simple transpositions as \( \sigma = \sigma_{\beta_1} \sigma_{\beta_2} \ldots \sigma_{\beta_p} \), we can associate in
In particular for the cyclic permutation \( \sigma \), define "partial" we have, 

For any integer \( n \) 

\[ R^\sigma_R = P_0 \sigma R_0^{-1}, \]

\[ R^\sigma_R = R_{\beta_1} \sigma R_{\beta_2} \ldots R_{\beta_p}, \]

\[ P_0^\sigma = P_{\beta_1, \beta_1+1} P_{\beta_2, \beta_2+1} \ldots P_{\beta_p, \beta_p+1}, \]

where \( R^\sigma_R = P_{i,i+1} R_{i,i+1}(z_i, z_{i+1}) \), \( R_{i,i+1}(z_i, z_{i+1}) \) being the \( R \)-matrix acting in \( V_i(z_i) \otimes V_{i+1}(z_{i+1}) \) as \( R \) and as the identity in all other modules in the tensor product \( V_q \). Moreover \( R^\sigma_R \) gives a representation of the extended permutation group action \( S_n \) in \( End(V_q) \). In particular for the cyclic permutation \( \sigma \), 

\[ \sigma_c(X_{12 \ldots n}(z_1, \ldots, z_n)) = X_{2 \ldots n1}(z_2, \ldots, z_n, z_1), \]  

we have, 

\[ R^\sigma_{12 \ldots n}(z_1, \ldots, z_n) = R_{1n}(z_1, z_n) \ldots R_{12}(z_1, z_2) = R_{1,23 \ldots n}(z_1, z_2, \ldots, z_n), \]  

and similarly, 

\[ R^\sigma_{12 \ldots n} = R_{1n}(z_1, z_n) \ldots R_{n-1,n}(z_{n-1}, z_n) = R_{12 \ldots n-1,n}(z_1, \ldots, z_{n-1}, z_n). \]  

Moreover, it satisfies, for any element \( \sigma \in S_n \), 

\[ R^\sigma_R R_0 = R_0 \sigma(q) R^\sigma_R, \]

\[ R^\sigma_R R_0 = R_{\sigma(q), 0} R^\sigma_R. \]

**Definition 2.9** By factorizing \( F \)-matrices is meant a set of invertible elements \( F \in End(V_q) \), associated to irreducible finite dimensional modules \( V_q = V_1(z_1) \otimes V_2(z_2) \otimes \ldots \otimes V_n(z_n) \), defined for any integer \( n \) and such that for any element \( \sigma \in S_n \), 

\[ F_{\sigma(1) \ldots \sigma(n)}(z_{\sigma(1)}, \ldots, z_{\sigma(n)}) R^\sigma_{1 \ldots n}(z_1, \ldots, z_n) = F_{1 \ldots n}(z_1, \ldots, z_n), \]

or in compact notations, \( F_{\sigma(q)} R^\sigma_R = F_q \), with \( q = (12 \ldots n) \). 

Now the characterizing properties of these "factorizing" \( F \)-matrices is given in the following proposition to be used when constructing explicit examples in the next section.

**Proposition 2.9** For any integer \( n \), let \( F_{1 \ldots n}(z_1, \ldots, z_n) \) be factorizing \( F \)-matrices. We define "partial" \( F \)-matrices through the formulas,

\[ F_{1,2 \ldots n}(z_1, z_2, \ldots, z_n) = F_{2 \ldots n}(z_2, \ldots, z_n) F_{1 \ldots n}(z_1, \ldots, z_n); \]

\[ F_{1 \ldots n-1,n}(z_1, \ldots, z_{n-1}, z_n) = F_{1 \ldots n-1}(z_1, \ldots, z_{n-1}) F_{1 \ldots n}(z_1, \ldots, z_n). \]

They satisfy, 

\[ F_{2 \ldots n-1,n}(z_2, \ldots, z_{n-1}, z_n) F_{1,2 \ldots n}(z_1, z_2, \ldots, z_n) = F_{1,2 \ldots n-1}(z_1, z_2, \ldots, z_{n-1}) F_{1 \ldots n-1,n}(z_1, \ldots, z_{n-1}, z_n), \]
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\[ R_1^\sigma \ldots n (z_1, \ldots, z_n) F_0, 1 \ldots n (z_0; z_1, \ldots, z_n) = \]

\[ = F_0, \sigma(1) \ldots \sigma(n) (z_0; z_{\sigma(1)}, \ldots, z_{\sigma(n)}) R_1^\sigma \ldots n (z_1, \ldots, z_n), \quad (56) \]

\[ R_1^\sigma \ldots n (z_1, \ldots, z_n) F_1 \ldots n, 0 (z_1, \ldots, z_n; z_0) = \]

\[ = F_{\sigma(1)} \ldots \sigma(n), 0 (z_{\sigma(1)}, \ldots, z_{\sigma(n)}; z_0) R_1^\sigma \ldots n (z_1, \ldots, z_n), \quad (57) \]

\[ F_1 \ldots n, 0 (z_1, \ldots, z_n; z_0) R_0, 1 \ldots n (z_0; z_1, \ldots, z_n) = \]

\[ = F_0, 1 \ldots n (z_0; z_1, \ldots, z_n), \quad (58) \]

\[ F_0, 1 \ldots n (z_0; z_1, \ldots, z_n) R_1 \ldots n, 0 (z_1, \ldots, z_n; z_0) = \]

\[ = F_1 \ldots n, 0 (z_1, \ldots, z_n; z_0). \quad (59) \]

Conversely, suppose we have defined for any \( n \) sets of matrices \( F_1, 2 \ldots n (z_1; z_2, \ldots, z_n) \) and \( F_1 \ldots n, 1, n (z_1, \ldots, z_{n-1}; z_n) \) such that they coincide for \( n = 2 \) and such that they satisfy the above properties \([53, 54]\). Then it is possible to define recursively a set of factorizing \( F \)-matrices as,

\[ F_1 \ldots n (z_1, \ldots, z_n) = F_2 \ldots n (z_2, \ldots, z_n) F_1, 2 \ldots n (z_1; z_2, \ldots, z_n), \quad (60) \]

or equivalently, due to the cocycle relation \([53]\),

\[ F_1 \ldots n (z_1, \ldots, z_n) = F_1 \ldots n, 1 (z_1, \ldots, z_{n-1}) F_1 \ldots n, 1, n (z_1, \ldots, z_{n-1}; z_n). \quad (61) \]

**Proof** — We use simplified notations, namely, without writing the explicit \( z_i \)'s dependence. First, the cocycle relation \([53]\) follows from the definition as,

\[ F_2 \ldots n, 1, n F_1, 2 \ldots n = F_2^{-1} \ldots n, 1 F_2 \ldots n F_2^{-1} \ldots n, 1 F_1, 2 \ldots n, \]

\[ = F_2^{-1} \ldots n, 1 F_2 \ldots n, \]

\[ = F_2^{-1} \ldots n, 1 F_1 \ldots n, 1 F_1^{-1} \ldots n, 1 F_2 \ldots n, \]

\[ = F_1, 2 \ldots n, 1 F_1 \ldots n, 1. \]

Equation \([56]\) follows from the fundamental relation \([54]\) applied to the tensor product of \( (n+1) \) modules \( V(z_i) \). Let \( q = (012 \ldots n) \), and \( \sigma \in S_n \) acting only in the subset \( q' = (12 \ldots n) \). Then we obtain,

\[ F_0, \sigma(1) \ldots \sigma(n) R_1^\sigma \ldots n = F_0 \ldots n, \]

hence leading to,

\[ R_0^\sigma \ldots n, 1 F_0 \ldots n, 1 = F_0, \sigma(1) \ldots \sigma(n) R_1^\sigma \ldots n, 1 F_0 \ldots n, \ldots, \sigma(1) \ldots \sigma(n) R_1^\sigma \ldots n, 1. \]

Equation \([57]\) follows from a similar argument.

To obtain \([58]\), let us write again the fundamental relation \([54]\) for the element \( \sigma_c \in S_{n+1} \) acting in \( (01 \ldots n) \) as, \( \sigma_c(X_0 \ldots n) = X_1 \ldots n, 0 \). We have,

\[ F_1 \ldots n, 0 F_1, 2 \ldots n = F_0, 1 \ldots n. \]
Then multiplying on the left by $F_{1}^{-1} \ldots n$, we get the desired relation. Equation (59) is obtained in the same way.

Conversely, let eqs. (53 - 54) be satisfied, then by induction on $n$ one can prove in the same way as in Proposition (2.5) that the total $F$-matrix $F_{12} \ldots n$ can be well defined by the two equivalent ordered products,

$$F_{12} \ldots n = F_{n-1} n F_{n-2}, n-1 n \ldots F_{1}, 23 n ;$$
$$= F_{12} F_{12}, 3 \ldots F_{12} n-1, n .$$

To prove the fundamental relation (54) it is enough to prove it for the permutation of the two first elements $\sigma_{12}$ and for the cyclic permutation $\sigma_{c}$. This can be done as in the proof of Proposition (2.7). We have,

$$F_{213} \ldots n R_{12} = F_{21} F_{21}, 3 \ldots F_{21} n-1, n R_{12} ;$$
$$= F_{21} F_{21}, 3 \ldots F_{21} n-2, n-1 R_{12} F_{12} n-1, n ;$$
$$= F_{21} R_{12} F_{12}, 3 \ldots F_{12} n-1, n ;$$
$$= F_{12} F_{12}, 3 \ldots F_{12} n-1, n = F_{123} \ldots n .$$

For the cyclic permutation $\sigma_{c}$ we have similarly from eq. (59),

$$F_{1}, 23 \ldots n = F_{23} n, 1 R_{1}, 23 \ldots n ;$$
$$= F_{23} n, 1 R_{12}^{\sigma_{c}} \ldots n .$$

Now multiplying by $F_{23} \ldots n$ on the left we obtain,

$$F_{123} \ldots n = F_{23} n F_{23} n, 1 R_{12}^{\sigma_{c}} \ldots n ;$$
$$= F_{23} n_{1} R_{12}^{\sigma_{c}} \ldots n .$$

**Corollary 2.1** Let $F_{1} \ldots n$ be factorizing $F$-matrices and $\tilde{F}_{1}, 2 \ldots n = F_{1} \ldots n F_{2}^{-1} \ldots n$ and similarly $\tilde{F}_{1} \ldots n-1, n = F_{1} \ldots n F_{1}^{-1} \ldots n-1$. They satisfy,

$$\tilde{F}_{1}, 2 \ldots n \tilde{F}_{2} \ldots n-1, n = \tilde{F}_{1} \ldots n-1, n \tilde{F}_{1}, 2 \ldots n-1 ;$$
$$\tilde{F}_{0}, 1 \ldots n = \tilde{F}_{0}, \sigma(1) \ldots \sigma(n) ; \forall \sigma \in S_{n} ;$$
$$\tilde{F}_{1} \ldots n, 0 = \tilde{F}_{\sigma(1)} \ldots \sigma(n), 0 ; \forall \sigma \in S_{n} ;$$
$$\tilde{F}_{1} \ldots n, 0 F_{1} \ldots n R_{0}, 1 \ldots n = \tilde{F}_{0}, 1 \ldots n F_{1} \ldots n .$$

Conversely, suppose we have defined sets of matrices $\tilde{F}_{1}, 2 \ldots n$ and $\tilde{F}_{1} \ldots n-1, n$ for any integer $n$ satisfying the above properties with $F_{1} \ldots n = \tilde{F}_{1} \ldots n-1, n \ldots \tilde{F}_{12} 3 F_{12}$ or equivalently due to the cocycle relation, $F_{1} \ldots n = \tilde{F}_{1}, 2 \ldots n \ldots F_{n-1} n$, then this set of matrices define factorizing $F$-matrices.

**Remark 2.1** The above proposition and its corollary show that the construction of factorizing $F$-matrices is reduced to the construction of the partial $F$-matrices $F_{12} \ldots n-1, n$ and $F_{1} 2 \ldots n$ for any integer $n$ provided they satisfy the properties (53 - 54). We will use this point of view in the next section.
Remark 2.2 Suppose given a set of factorizing \( F \)-matrices \( F_1 \ldots n \). Let \( S_1 \ldots n \) be a set of matrices defined for any integer \( n \geq 2 \) such that for any element \( \sigma \in S_n \), \( S_1 \ldots n = S_{\sigma(1)} \ldots \sigma(n) \). Then, \( F_1^S \ldots n = S_1 \ldots n F_1 \ldots n \) are also factorizing \( F \)-matrices. Note however that the relation between \( F_1^S \ldots n, F_1^S \ldots n-1, n \) and \( F_1, 2 \ldots n, F_1 \ldots n-1, n \) are not simple. For example,

\[
F_1^S, 2 \ldots n = F_2^{-1} \ldots n S_2^{-1} \ldots n S_1 \ldots n F_1 \ldots n,
\]

(62)

while,

\[
F_1, 2 \ldots n = F_2^{-1} \ldots n F_1 \ldots n.
\]

(63)

The relations for the matrices \( \tilde{F} \) is simpler. We have,

\[
\tilde{F}_1^S, 2 \ldots n = S_1 \ldots n \tilde{F}_1, 2 \ldots n S_2^{-1} \ldots n.
\]

(64)

Remark 2.3 Two sets of factorizing \( F \)-matrices \( F_1 \ldots n \) and \( G_1 \ldots n \) are related by a set of completely symmetric \( S \)-matrices, \( G_1 \ldots n = S_1 \ldots n F_1 \ldots n \); indeed, it follows from the fundamental relation (54) that,

\[
R_{\sigma(q)} = G_{\sigma(q)}^{-1} G_q = F_{\sigma(q)}^{-1} F_q,
\]

(65)

leading to the relation,

\[
G_q F_q^{-1} = G_{\sigma(q)} F_{\sigma(q)}^{-1} = S_q = S_{\sigma(q)}.
\]

(66)

3 Factorizing \( F \)-matrices associated to \( Y(sl_2) \) and \( U_q(\hat{sl}_2) \)

The purpose of this section is to construct explicitly factorizing \( F \)-matrices, in the sense of Definition (2.9), acting in the irreducible \( n \)th tensor products of the spin-\( \frac{1}{2} \) (finite dimensional) irreducible representation of the quantum affine Hopf algebra \( U_q(sl_2) \) and of its associated Yangian \( Y(sl_2) \). To achieve this we will make use of the Proposition (2.9) of the last section. These representations correspond to the integrable Heisenberg XXX and XXZ spin-\( \frac{1}{2} \) inhomogeneous quantum chains of length \( n \).

We first recall the basic properties of the \( R \)-matrices associated to these finite dimensional irreducible fundamental representations in section 3.1. Then four sets of factorizing \( F \)-matrices are constructed in section 3.2, together with their relations.

3.1 \( R \)-matrices associated to spin-\( \frac{1}{2} \) module of \( Y(sl_2) \) and \( U_q(\hat{sl}_2) \)

The fundamental (two-dimensional) spin-\( \frac{1}{2} \) representation of \( U_q(\hat{sl}_2) \) is associated to modules \( V(z) \) such that \( \text{dim } V(z) = 2 \). The \( R \)-matrix acting in \( V(\lambda) \otimes V(\mu) \) is given as the following \( 4 \times 4 \)-matrix (up to a scalar factor to be discussed later on),

\[
R(\lambda, \mu) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & b(\lambda, \mu) & c(\lambda, \mu) & 0 \\
0 & c(\lambda, \mu) & b(\lambda, \mu) & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

(67)
Corresponding quantum integrable models related to this class of $R$-matrices are the spin-$\frac{1}{2}$ XXX model for which $b$ and $c$ are rational functions of $\lambda$ and $\mu$,

$$b (\lambda, \mu) = \frac{\lambda - \mu}{\lambda - \mu + \eta}, \quad c (\lambda, \mu) = \frac{\eta}{\lambda - \mu + \eta}, \quad (68)$$

or the spin-$\frac{1}{2}$ XXZ model for which they are trigonometric functions of the difference $\lambda - \mu$,

$$b (\lambda, \mu) = \frac{\sinh(\lambda - \mu)}{\sinh(\lambda - \mu + \eta)}, \quad c (\lambda, \mu) = \frac{\sinh(\eta)}{\sinh(\lambda - \mu + \eta)}, \quad (69)$$

where $\eta \in \mathbb{C}$ is the quantum deformation parameter. For the trigonometric case, it is useful to introduce other notations as, $e^\lambda = u$, $e^\mu = v$ with $z = \frac{u}{v}$ and $e^\eta = q$. The $R$-matrix is depending on $\lambda, \mu$ only through $z$, leading to,

$$b (z) = \frac{q(z^2 - 1)}{z^2q^2 - 1}, \quad c (z) = \frac{z(q^2 - 1)}{z^2q^2 - 1}. \quad (70)$$

As it is well known, the rational $R$-matrix can be obtained as a special limit of the trigonometric one.

Let us now list briefly the main properties of these $R$-matrices that we will use in the following

The above $R$-matrices satisfy the Yang-Baxter equation,

$$R_{12} (\lambda_1, \lambda_2) R_{13} (\lambda_1, \lambda_3) R_{23} (\lambda_2, \lambda_3) = R_{23} (\lambda_2, \lambda_3) R_{13} (\lambda_1, \lambda_3) R_{12} (\lambda_1, \lambda_2),$$

the unitary condition (provided it has no singularity and is invertible, namely, if $b (\lambda_1, \lambda_2) \neq \pm c (\lambda_1, \lambda_2)$),

$$R_{12} (\lambda_1, \lambda_2) R_{21} (\lambda_2, \lambda_1) = 1, \quad (71)$$

and the crossing symmetry relation,

$$(\gamma \otimes 1) R_{12} (\lambda_1, \lambda_2) (\gamma \otimes 1) = R_{21}^t (\lambda_2, \lambda_1) \rho (\lambda_1, \lambda_2), \quad (72)$$

with $\rho (\lambda_1, \lambda_2)$ being a scalar function, and $\gamma$ a $2 \times 2$ matrix such that $\gamma^2 = 1$, $\gamma^t = \pm \gamma$, the upperscript $t_j$ meaning the usual transposition of matrices in the corresponding space ($j$).

For the rational case,

$$\lambda_1^\gamma = \lambda_1 - \eta, \quad \gamma = \sigma^y, \quad \rho (\lambda_1, \lambda_2) = \frac{\lambda_1 - \lambda_2 - \eta}{\lambda_1 - \lambda_2},$$

and for the trigonometric case,

$$\lambda_1^\gamma = \lambda_1 - \eta + i\pi, \quad \gamma = \sigma^x, \quad \rho (\lambda_1, \lambda_2) = \frac{\sinh(\lambda_1 - \lambda_2 - \eta)}{\sinh(\lambda_1 - \lambda_2)},$$

where $\sigma^x$ and $\sigma^y$ are the standard Pauli matrices. Finally let us note also some useful symmetries of the $R$-matrices. First we have,

$$R_{12}^{t_1 t_2} (\lambda_1, \lambda_2) = R_{12} (\lambda_1, \lambda_2), \quad (73)$$

$$R_{21} (\lambda_1, \lambda_2) = R_{12} (\lambda_1, \lambda_2), \quad (74)$$

$$(\sigma^x \otimes \sigma^x) R_{12} (\lambda_1, \lambda_2) = R_{12} (\lambda_1, \lambda_2) (\sigma^x \otimes \sigma^x). \quad (75)$$
For the rational case this last equation is true for any Pauli matrix. Moreover, denoting by $e^{(ii)}_3$ the elementary $2 \times 2$-matrices such that $(e^{(ij)}_3)_{kl} = \delta_{lk}\delta_{ij}$ acting non-trivially only in the $\alpha$-th space,

$$R_{12} (\lambda_1, \lambda_2) e^{(ii)}_1 e^{(ii)}_2 = e^{(ii)}_1 e^{(ii)}_2 , \quad (76)$$

$$e^{(ii)}_1 e^{(ii)}_2 R_{12} (\lambda_1, \lambda_2) = e^{(ii)}_1 e^{(ii)}_2 . \quad (77)$$

Let us now translate this list of properties for the elementary $R$-matrices to ordered products of them (corresponding to the co-multiplication action). From the Yang-Baxter equation for the $R$-matrix we get,

**Proposition 3.1** We define as in Proposition (2.8) the $R$-matrices acting in $V(\lambda_1) \otimes \ldots \otimes V(\lambda_n)$.

$$R_{12} \ldots n-1, n = R_{12} \ldots n-1, n (z_1, \ldots, z_{n-1}; z_n),$$

$$R_{12} \ldots n-1, n = (z_1, \ldots, z_n) \ldots R_{12} (z_1, z_2), \quad (78)$$

They satisfy the following cocycle relation,

$$R_2 \ldots n-1, n R_1, 2 \ldots n = R_1, 2 \ldots n-1 R_1 \ldots n-1, n , \quad (80)$$

and the unitarity relation,

$$R_{12} R_{21} = 1 . \quad (81)$$

**Proof** — Let us first prove the unitarity relation. We have, from the elementary relation $R_{12} R_{21} = 1$,

$$R_{12} \ldots n R_{23} \ldots n, 1 = R_{12} \ldots n R_{13} \ldots n, 1 ,$$

leading to the relation by induction on $n$. Note that the condition $b (\lambda_1, \lambda_j) \neq \pm c (\lambda_1, \lambda_j)$, $j = 2, \ldots, n$ is necessary to ensure invertibility of the $R$-matrix.

The cocycle relation is also proven by induction on $n$. First it reduces to the Yang-Baxter relation for $n = 3$. Suppose it is verified up to some integer $n$. Then we have, for the set of $n$ modules labelled by $(13 \ldots n+1)$, the cocycle relation is verified, namely,

$$R_{3} \ldots n, n+1 R_{13} \ldots n, n+1 .$$

Let us now consider $(n+1)$ modules labelled by the set $(123 \ldots n+1)$, we have,

$$R_2 \ldots n, n+1 R_{12} = R_2 n+1 R_3 \ldots n, n+1 R_1 n+1, 3 \ldots n+1 R_{12} ,$$

$$R_1, 3 \ldots n R_2 n+1 R_{13} \ldots n, n+1 R_{12} ,$$

$$R_1 n+1 R_{12} R_1 n+1 R_2 n+1 R_3 \ldots n, n+1 ,$$

$$= R_1, 3 \ldots n R_{12} R_1 n+1 R_2 n+1 R_3 \ldots n, n+1 .$$

$\square$
Remark 3.1 For $R$-matrices which are representations of a universal $R$-operator associated to a quasi-triangular Hopf algebra, this cocycle relation follows from the corresponding universal cocycle relation,

$$ R_{12} \left( \Delta \otimes \text{id} \right) R = R_{23} \left( \text{id} \otimes \Delta \right) R. \quad (82) $$

The crossing symmetry of the elementary $R$-matrix leads to the following Proposition.

Proposition 3.2

$$ \gamma_0 R_{0, 1 \ldots n} (\lambda_0^s; \lambda_1, \ldots, \lambda_n) \gamma_0 = \rho(\lambda_0; \lambda_1, \ldots, \lambda_n) R_{1 \ldots n, 0}^{t_0} (\lambda_0^s; \lambda_1, \ldots, \lambda_n), \quad (83) $$

or equivalently,

$$ R_{0, 1 \ldots n} (\lambda_0; \lambda_1, \ldots, \lambda_n) \gamma_0 R_{0, 1 \ldots n}^{t_0} (\lambda_0^s; \lambda_1, \ldots, \lambda_n) \gamma_0 = \rho(\lambda_0; \lambda_1, \ldots, \lambda_n) \mathbf{1}, \quad (84) $$

where $\rho(\lambda_0; \lambda_1, \ldots, \lambda_n) = \prod_{i=1}^{n} \rho(\lambda_0, \lambda_i)$, and $\gamma_0$ is the matrix $\gamma$ of eq. (72) acting in space 0.

Proof — We have, $R_{0, 1 \ldots n} = R_{0n} \ldots R_{01}$, hence, using simplified notations,

$$ \gamma_0 R_{0, 1 \ldots n} (\lambda_0^s; \lambda_1, \ldots, \lambda_n) \gamma_0 = \gamma_0 R_{0n} (\lambda_0^s, \lambda_n) \gamma_0 \ldots \gamma_0 R_{01} (\lambda_0^s, \lambda_1) \gamma_0, $$

$$ = \rho(\lambda_0, \lambda_n) R_{n0}^{t_0}(\lambda_n, \lambda_0) \ldots \rho(\lambda_0, \lambda_1) R_{10}^{t_0}(\lambda_1, \lambda_0), $$

$$ = \rho(\lambda_0; \lambda_1, \ldots, \lambda_n) (R_{10} \ldots R_{n0})^{t_0}, $$

$$ = \rho(\lambda_0; \lambda_1, \ldots, \lambda_n) R_{1 \ldots n, 0}^{t_0}. $$

Proposition 3.3 Let us define the operation $\dagger$ on elements $X_{1 \ldots n} (\lambda_1, \ldots, \lambda_n)$ belonging to the space $\text{End} (V(\lambda_1) \otimes \ldots \otimes V(\lambda_n))$ as,

$$ X_{1 \ldots n}^\dagger (\lambda_1, \ldots, \lambda_n) = X_{1 \ldots n}^{t_1} (\lambda_1, \ldots, \lambda_n). \quad (85) $$

We have,

$$ R_{0, 1 \ldots n}^\dagger = R_{0, 1 \ldots n}^{-1} = R_{1 \ldots n, 0}. \quad (86) $$

Proof — First we remark that the relation is true for the elementary $R$-matrix, namely, $R_{0i}^\dagger = R_{0i}$. Then,

$$ R_{0, 1 \ldots n}^\dagger = (R_{0n} \ldots R_{01})^\dagger, $$

$$ = R_{01}^\dagger \ldots R_{0n}^\dagger, $$

$$ = R_{10} \ldots R_{0n}, $$

$$ = R_{1 \ldots n, 0} = R_{0, 1 \ldots n}^{-1}. $$

$\square$
Definition 3.1 We now define the $2^{n+1} \times 2^{n+1}$ matrix $R_{0, \ldots, n}$ as a $2 \times 2$ matrix in module $V_0(\lambda_0)$ whose entries are $2^n \times 2^n$ matrices acting in $V_1(\lambda_1) \otimes \cdots \otimes V_n(\lambda_n)$ as,

$$R_{0, \ldots, n} = \begin{pmatrix} A_{1, \ldots, n}(\lambda_0 ; \lambda_1, \ldots, \lambda_n) & B_{1, \ldots, n}(\lambda_0 ; \lambda_1, \ldots, \lambda_n) \\ C_{1, \ldots, n}(\lambda_0 ; \lambda_1, \ldots, \lambda_n) & D_{1, \ldots, n}(\lambda_0 ; \lambda_1, \ldots, \lambda_n) \end{pmatrix}_{[0]}.$$  

(87)

Whenever it is not ambiguous we will write,

$$A_{1, \ldots, n}(\lambda_0 ; \lambda_1, \ldots, \lambda_n) = A_{1, \ldots, n}(\lambda_0) = A(\lambda_0),$$

and so on for $B, C, D$. With these notations we have,

$$R^\dagger_{0, 1, \ldots, n} = \begin{pmatrix} A^\dagger_{1, \ldots, n}(\lambda_0) & C^\dagger_{1, \ldots, n}(\lambda_0) \\ B^\dagger_{1, \ldots, n}(\lambda_0) & D^\dagger_{1, \ldots, n}(\lambda_0) \end{pmatrix}_{[0]}.$$  

(88)

For later use we now give triangularity properties of the $2^n \times 2^n$ matrices $A, B, C, D$.

Proposition 3.4 The $2^n \times 2^n$ matrices $A_{1, \ldots, n}$ and $C_{1, \ldots, n}$ are upper triangular matrices while $B_{1, \ldots, n}$ and $D_{1, \ldots, n}$ are lower triangular. Moreover, $B_{1, \ldots, n}$ and $C_{1, \ldots, n}$ have only zeros on their diagonal. We also have for the diagonal part of $A_{1, \ldots, n}$ and $D_{1, \ldots, n}$,

$$\text{diag} (A_{1, \ldots, n}(\lambda_0)) = \otimes_{i=1}^{n} \begin{pmatrix} 1 & 0 \\ 0 & b(\lambda_0, \lambda_i) \end{pmatrix}_{[i]} ,$$

and,

$$\text{diag} (D_{1, \ldots, n}(\lambda_0)) = \otimes_{i=1}^{n} \begin{pmatrix} b(\lambda_0, \lambda_i) & 0 \\ 0 & 1 \end{pmatrix}_{[i]} .$$

Proof — By induction on $n$. The proposition is true for $n = 1$ from the definition of the $R$-matrix. Let it be true for $n - 1$. Then using,

$$R_{0, 1, \ldots, n} = R_{0n} R_{0, 1, \ldots, n-1} ,$$

and writing this relation as a $2 \times 2$ matrix identity in space 0,

$$B_{1, \ldots, n}(\lambda_0) = B_{1, \ldots, n-1}(\lambda_0) \otimes \begin{pmatrix} 1 & 0 \\ 0 & b(\lambda_0, \lambda_n) \end{pmatrix}_{[n]} + D_{1, \ldots, n-1}(\lambda_0) \otimes \begin{pmatrix} 0 & c(\lambda_0, \lambda_n) \\ c(\lambda_0, \lambda_n) & 0 \end{pmatrix}_{[n]} ,$$

where the second term in the above tensor product is a matrix in module $V_n(\lambda_n)$. Hence, if $B_{1, \ldots, n-1}(\lambda_0)$ and $D_{1, \ldots, n-1}(\lambda_0)$ are lower triangular matrices, so is $B_{1, \ldots, n}(\lambda_0)$. Moreover, if $B_{1, \ldots, n-1}(\lambda_0)$ has only zeros on the diagonal it is also the case for $B_{1, \ldots, n}(\lambda_0)$. Similarly,

$$D_{1, \ldots, n}(\lambda_0) = B_{1, \ldots, n-1}(\lambda_0) \otimes \begin{pmatrix} 0 & c(\lambda_0, \lambda_n) \\ c(\lambda_0, \lambda_n) & 0 \end{pmatrix}_{[n]} + D_{1, \ldots, n-1}(\lambda_0) \otimes \begin{pmatrix} b(\lambda_0, \lambda_n) & 0 \\ 0 & 1 \end{pmatrix}_{[n]} .$$

Then, since $B_{1, \ldots, n-1}(\lambda_0)$ is strictly lower triangular, the first term in this sum is also lower triangular. $D_{1, \ldots, n-1}(\lambda_0)$ being lower triangular, the second term is also lower triangular, leading to the desired result. Then the diagonal part of $D_{1, \ldots, n}(\lambda_0)$ can be obtained from the above relation since we have,

$$\text{diag} (D_{1, \ldots, n}(\lambda_0)) = \text{diag} (D_{1, \ldots, n-1}(\lambda_0)) \otimes \begin{pmatrix} b(\lambda_0, \lambda_n) & 0 \\ 0 & 1 \end{pmatrix}_{[n]} ,$$

leading to the result by induction on $n$. The result for the matrices $A_{1, \ldots, n}$ and $C_{1, \ldots, n}$ are obtained in a similar way.  

\[\square\]
Finally, let us give the symmetry relations induced by the elementary relation (75).

**Proposition 3.5** Let \( C = C_1 \ldots n = \sigma_1^x \ldots \sigma_n^x \). Then \( C^2 = 1 \) and \([C_01 \ldots n, R_0, 1 \ldots n] = 0\).

It follows that,
\[
C A (\lambda_0) C = D (\lambda_0),
C B (\lambda_0) C = C (\lambda_0).
\]

**Remark 3.2** \( C_1 \ldots n \) relates upper triangular matrices in \( V_1(\lambda_1) \otimes \ldots \otimes V_n(\lambda_n) \) to lower triangular ones.

### 3.2 Factorizing \( F \)-matrices associated to irreducible tensor products of the spin-\( \frac{1}{2} \) module of \( Y(sl_2) \) and \( \mathcal{U}_q(sl_2) \)

Section 3.1 provides us with all the necessary ingredients to give explicit factorizing \( F \)-matrices associated to the \( R \)-matrices (67).

The first very simple fact we can show is the following,

**Lemma 3.1** Let \( b (\lambda_1, \lambda_2) \neq 0 \), and also \( b (\lambda_1, \lambda_2) \neq \pm c (\lambda_1, \lambda_2) \), then the \( R \)-matrix (67) is unitary if and only if there exists an invertible matrix \( F_{12} (\lambda_1, \lambda_2) \) such that,
\[
F_{21} (\lambda_2, \lambda_1) R_{12} (\lambda_1, \lambda_2) = F_{12} (\lambda_1, \lambda_2).
\]

Moreover a particular choice of \( F_{12} (\lambda_1, \lambda_2) \) is a lower triangular matrix in \( V_1(\lambda_1) \otimes V_2(\lambda_2) \), given as,
\[
F(\lambda_1, \lambda_2) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & c (\lambda_1, \lambda_2) & b (\lambda_1, \lambda_2) & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix},
\]

or equivalently,
\[
F_{12} = e_{1}^{(11)} + e_{1}^{(22)} R_{12} = e_{2}^{(22)} + e_{2}^{(11)} R_{12}.
\]

**Proof** — If an invertible \( F_{12} \) exists, then \( R_{12} \) is unitary,
\[
R_{21} R_{12} = F_{12}^{-1} F_{21} F_{21}^{-1} F_{12} = 1.
\]

Conversely, if \( R_{12} \) is unitary with \( b (\lambda_1, \lambda_2) \neq \pm c (\lambda_1, \lambda_2) \) and \( b (\lambda_1, \lambda_2) \neq 0 \), then we have the relations,
\[
b (\lambda_1, \lambda_2) b (\lambda_2, \lambda_1) + c (\lambda_1, \lambda_2) c (\lambda_2, \lambda_1) = 1,
b (\lambda_1, \lambda_2) c (\lambda_2, \lambda_1) + c (\lambda_1, \lambda_2) b (\lambda_2, \lambda_1) = 0.
\]

Using these relations, we directly obtain the equation (89). Moreover the determinant of the matrix \( F_{12} (\lambda_1, \lambda_2) \) is equal to \( b (\lambda_1, \lambda_2) \). Hence it is invertible if and only if \( b (\lambda_1, \lambda_2) \neq 0 \). □
Remark 3.3 If $R$ is some unitary $R$-matrix which admits a decomposition by factorizing $F$-matrices, then,

$$P_{12} R_{12} (\lambda_1, \lambda_2) = F_{12}^{-1} (\lambda_2, \lambda_1) P_{12} F_{12} (\lambda_1, \lambda_2).$$

It means that if the point $\lambda_1 = \lambda_2$ is regular, the matrix $P_{12} R_{12}$ has the same spectrum as $P_{12}$. Note however that at different spectral parameters, the above factorization is not a similarity transformation for $P_{12} R_{12}$. Hence, the spectrum of $P_{12} R_{12}$ is not restricted in general to the one of the permutation operator $P_{12}$. This is due to the non-trivial spectral parameter dependence. In our example (67), note that at the point $\lambda_1 = \lambda_2$, $R_{12} = P_{12}$ which cannot be decomposed by an invertible $F_{12}$.

Remark 3.4 $F_{12} (\lambda_1, \lambda_2) = F_{12} (\lambda_1 - \lambda_2)$ is not unique since we can obtain another solution to the above factorization problem by multiplying it on the left by a completely symmetric $4 \times 4$ matrix $S_{12} (\lambda_1, \lambda_2) = S_{21} (\lambda_2, \lambda_1)$. Moreover two different solutions to this factorisation problem for the $R$-matrix (67) are necessarily related by such an $S_{12}$ matrix.

Remark 3.5 Since $\sigma^x \otimes \sigma^x$ commutes with the $R$-matrix, the matrix $F_{12} = \sigma^x \otimes \sigma^x F_{12} \sigma^x \otimes \sigma^x$ also factorizes the $R$-matrix (67). It is given as an upper triangular matrix in $V_1(\lambda_1) \otimes V_2(\lambda_2)$,

$$F_{12} = e^{(22)}_1 + e^{(11)}_1 R_{12} = e^{(11)}_2 + e^{(22)}_2 R_{12}. \quad (93)$$

Similarly, using the fact that $R_{12}^{t_1 t_2} = R_{12}$, we obtain,

Lemma 3.2

$$G_{12} (\lambda_1, \lambda_2) = (F_{12}^{t_1 t_2} (\lambda_2, \lambda_1))^{-1}, \quad (94)$$

is also factorizing the $R$-matrix (67). It satisfies, $F_{12} G_{12}^{-1} = \Delta_{12}^{-1}$ with $\Delta_{12} = \Delta_{21}$ being the following diagonal matrix,

$$\Delta(\lambda_1, \lambda_2) = \begin{pmatrix} 1 & b^{-1}(\lambda_2, \lambda_1) \\ b^{-1}(\lambda_1, \lambda_2) & 1 \end{pmatrix}_{[12]}. \quad (95)$$

Proof — By direct computation using the unitarity of the $R$-matrix written as in equations (92). \qed

Remark 3.6 The formula (94) for $F_{12}$ involves the $R$-matrix and for example the projectors $e^{(11)}_1$ and $e^{(22)}_1$ acting in the vector space $V_1$ only. Hence one can expect the representation of the partial $F$-matrix $F_{1, 2 \ldots n}$ (which corresponds to the comultiplication action in second space which here acts only on $R$) to be given as,

$$F_{1, 2 \ldots n} = e^{(11)}_1 + e^{(22)}_1 R_{1, 2 \ldots n}. \quad (96)$$

Similarly, one can expect also from the second part of the formula (94),

$$F_{2 \ldots n, 1} = e^{(22)}_1 + e^{(11)}_1 R_{2 \ldots n, 1}. \quad (97)$$
This remark leads to the construction of the corresponding factorizing $F$-matrices acting in the
tensor product $V_1(\lambda_1) \otimes \ldots \otimes V_n(\lambda_n)$ as,

**Proposition 3.6** Let the partial $F$-matrices be given as,

\begin{align*}
F_{1, \ldots, n} &= e^{(11)}_1 + e^{(22)}_1 R_{1, \ldots, n} , \\
F_{n, 1, \ldots, n-1} &= e^{(11)}_n + e^{(22)}_n R_{\lambda_1, 2, \ldots, n-1} . 
\end{align*}

They define a set of factorizing $F$-matrices in the sense of Definition (2.5) for the $R$-matrix
(57) provided the $\lambda_i$’s in $V_1(\lambda_1) \otimes \ldots \otimes V_n(\lambda_n)$ are such that, $b (\lambda_i, \lambda_j)$ and $c (\lambda_i, \lambda_j)$ are
finite, $b (\lambda_i, \lambda_j) \neq 0 \quad \forall i \neq j$ and $b (\lambda_i, \lambda_j) \neq \pm c (\lambda_i, \lambda_j) \quad \forall i \neq j$. Moreover in this case,
$F_{1, \ldots, n} (\lambda_1, \ldots, \lambda_n)$ is a lower triangular matrix with determinant equal to $\Pi_{i<j} b (\lambda_i, \lambda_j)$ and
is left invariant by the uniform shift $\lambda_i \rightarrow \lambda_i + \delta$ for any $\delta \in \mathbb{C}$.

Similarly, $F_{n, 1, \ldots, n-1}$ is an upper triangular matrix.

**Proof** — We apply Proposition (2.9). First we have that the two sets of partial $F$-matrices
 coincide for $F_{12}$ by construction.

Then, let us prove the cocycle relation. We have,

\begin{align*}
F_{2, \ldots, n-1, n} F_{1, 2, \ldots, n} &= \left( e^{(22)}_n + e^{(11)}_n R_{2, \ldots, n-1, n} \right) \left( e^{(11)}_1 + e^{(22)}_1 R_{1, 2, \ldots, n} \right) = \\
&= e^{(11)}_1 e^{(22)}_n + e^{(22)}_1 e^{(22)}_n R_{1, 2, \ldots, n-1, n} + e^{(11)}_1 e^{(11)}_n R_{2, \ldots, n-1, n} + e^{(22)}_1 e^{(11)}_n R_{1, 2, \ldots, n-1, n} .
\end{align*}

Using (57) in the second and third terms, and Propositin (3.1) in the last one this is rewritten as

\begin{align*}
&+ e^{(22)}_1 e^{(11)}_n R_{1, 2, \ldots, n-1} R_{1, \ldots, n-1, n} = \left( e^{(11)}_1 + e^{(22)}_1 R_{1, 2, \ldots, n-1} \right) \left( e^{(22)}_n + e^{(11)}_n R_{1, \ldots, n-1, n} \right) , \\
&= F_{1, 2, \ldots, n-1} F_{1, \ldots, n-1, n} ,
\end{align*}

completing the proof of the cocycle relation for $F$.

Now, the symmetry relations (56, 57) are direct consequences of the symmetry relations (52, 53) for the $R$-matrix itself. For example, for any $n \in S_n$,

\begin{align*}
R_{1, \ldots, n}^\sigma F_{0, 1, \ldots, n} &= R_{0, 1, \ldots, n} \left( e^{(11)}_0 + e^{(22)}_0 R_{0, 1, \ldots, n} \right) , \\
&= \left( e^{(11)}_0 + e^{(22)}_0 R_{0, \sigma(1), \ldots, \sigma(n)} \right) R_{1, \ldots, n}^\sigma , \\
&= F_{0, \sigma(1), \ldots, \sigma(n)} R_{1, \ldots, n}^\sigma .
\end{align*}

Finally, we have to prove that these $F$-matrices indeed factorize the $R$-matrices. It is sufficient
to prove eq. (58). Using unitarity of the $R$-matrix, we have,

\begin{align*}
F_{2, \ldots, n, 1} R_{1, 2, \ldots, n} &= \left( e^{(22)}_1 + e^{(11)}_1 R_{1, 2, \ldots, n, 1} \right) R_{1, 2, \ldots, n} , \\
&= e^{(22)}_1 R_{1, 2, \ldots, n} + e^{(11)}_1 , \\
&= F_{1, 2, \ldots, n} .
\end{align*}
What remains to be proven is the invertibility of $F$ and its lower triangularity. Writing $F_{0, \ldots, n}$ as a $2 \times 2$ matrix in space zero, we obtain,

$$F_{0, \ldots, n} (\lambda_0; \lambda_1, \ldots, \lambda_n) = \begin{pmatrix} 1 & 0 \\ C_{1, \ldots, n}(\lambda_0; \lambda_1, \ldots, \lambda_n) & D_{1, \ldots, n}(\lambda_0; \lambda_1, \ldots, \lambda_n) \end{pmatrix}$$

(98)

Hence the determinant of $F_{0, \ldots, n}$ is equal to the determinant of $D_{1, \ldots, n}(\lambda_1, \ldots, \lambda_n)$, namely

$$\det F_{0, \ldots, n} = \prod_{i=1}^{n} b(\lambda_i, \lambda_i),$$

(99)

which leads to the desired result for the total $F$-matrix $F_{1, \ldots, n}$,

$$\det F_{1, \ldots, n} = \prod_{i<j} b(\lambda_i, \lambda_j).$$

(100)

It is non zero if and only if all $b(\lambda_i, \lambda_j)$ are non zero, namely, if and only if all $\lambda_i$'s are different.

Being a product of lower triangular matrices (which follows from eq. (98) and Proposition (3.4)), $F_{12, \ldots, n}$ is also lower triangular. The fact that $F_{n, \ldots, 21}$ is upper triangular follows from the same arguments.

By construction the total $F$-matrix is depending on the $\lambda_i$'s through the $R$-matrices $R_{j, j+1, \ldots, n}$. These $R$-matrices are depending on the $\lambda_k$ for $k \geq j$'s only through the differences $\lambda_j - \lambda_k$. This means that the total $F$-matrix is depending on the $\lambda_i$'s only through the differences $\lambda_i - \lambda_j$ for $i < j$, leading to the invariance of $F_{1, \ldots, n}(\lambda_1, \ldots, \lambda_n)$ under a uniform arbitrary shift $\lambda_i \rightarrow \lambda_i + \delta$ for any $\delta \in \mathbb{C}$.

\textbf{Proposition 3.7} Let $\mathcal{F}_{1, \ldots, n} = C_{1, \ldots, n} F_{1, \ldots, n} C_{1, \ldots, n}$. It defines a set of upper-triangular factorizing $F$-matrices. In particular, we have,

$$\mathcal{F}_{1,2,\ldots,n} = C_{1,\ldots,n} F_{1,2,\ldots,n} C_{1,\ldots,n},$$

$$\mathcal{F}_{2,\ldots,n,1} = C_{1,\ldots,n} F_{2,\ldots,n,1} C_{1,\ldots,n},$$

$$\begin{pmatrix} A_{2,\ldots,n}(\lambda_1; \lambda_2, \ldots, \lambda_n) & B_{2,\ldots,n}(\lambda_1; \lambda_2, \ldots, \lambda_n) \\ 0 & 1 \end{pmatrix}$$

(11)

Proof — Straightforward from the invariance of the $R$-matrix under the action of $C$. 

\textbf{Proposition 3.8} $G_{1,\ldots,n} = (F_{n,\ldots,1}^{t_1})^{-1}$ define a set of factorizing $F$-matrices.

Proof — We use Proposition (3.3). The invertibility of $G$ follows from the one of $F$. Then we first prove that $G$'s indeed factorize the $R$-matrices. Let us first note that,

$$G_{1,2,\ldots,n} = (F_{n,\ldots,2,1}^{t_1})^{-1},$$

$$G_{2,\ldots,n,1} = (F_{1,\ldots,n,2}^{t_1})^{-1}.$$
For the decomposition of $R_{1, 2 \ldots n}$, we have,

$$R_{1, 2 \ldots n} G_{1, 2 \ldots n}^{-1} = R_{1, 2 \ldots n} F_{n}^{t_{n} \ldots t_{1}},$$

$$= (R_{n}^{t_{n} \ldots t_{2}, 1})^{-1} F_{n}^{t_{n} \ldots t_{1}},$$

$$= (F_{n} \ldots 2, 1 R_{n}^{-1} \ldots 2, 1) F_{n}^{t_{n} \ldots t_{1}},$$

$$= F_{1, n} \ldots 2,$$

$$= G_{2}^{-1} \ldots n, 1,$$

where we used the relation,

$$R_{n}^{t_{n} \ldots t_{2}, 1} = (R_{n1} \ldots R_{21})^{t_{n} \ldots t_{1}},$$

$$= R_{21} \ldots R_{n1},$$

$$= R_{2} \ldots n, 1 = R_{1, 2 \ldots n}^{-1}.$$

The symmetry properties follow from the same argument. For the cyclic permutation $\sigma_{c}$, we have,

$$R_{1, 2 \ldots n} G_{0, 1 \ldots n} = R_{1, n}^{t_{n} \ldots t_{2}} (F_{n}^{t_{n} \ldots t_{1}, 0})^{-1},$$

$$= [(R_{n} \ldots 2, 1 F_{n} \ldots 1, 0)^{t_{0} \ldots t_{n}}]^{-1},$$

$$= (F_{n}^{t_{n} \ldots t_{0}})^{-1},$$

$$= G_{0} \ldots n, 1,$$

as it should be and similarly for the permutation of the two first elements $\sigma_{12},$

$$R_{12} G_{0, 1 \ldots n} = R_{12}^{t_{12}} (F_{n}^{t_{12} \ldots t_{0}})^{-1},$$

$$= [(R_{21} F_{n} \ldots 1, 0)^{t_{0} \ldots t_{n}}]^{-1},$$

$$= [F_{n}^{t_{0} \ldots t_{n}}]^{-1},$$

$$= G_{0} \ldots 213 \ldots n.$$

It remains to prove the cocycle relation for $G$. It follows from the one for $F$ by taking its total transposition and then its inverse.

\[\square\]

### 4 Factorizing $F$-matrices and Algebraic Bethe Ansatz

The purpose of this section is to use the factorizing $F$-matrices constructed in section 3 in the context of Algebraic Bethe Ansatz for the $XXX$ and $XXZ$ spin-$\frac{1}{2}$ quantum chains of length $N$.

As first application, we will show that the generating matrix of scalar products of quantum states, namely, $\langle 0 | T_{1}(\lambda_{1}) \ldots T_{n}(\lambda_{n}) | 0 \rangle$, where $| 0 \rangle$ is the (ferromagnetic) pseudo-vacuum reference state, and $T_{i}(\lambda_{i})$ the quantum monodromy matrix associated to the (auxiliary) space $V_{i}(\lambda_{i})$, can be diagonalized by the total $F$-matrix $F_{1 \ldots n}$ defined in \[\text{[36, 37]}.\] Moreover, the (operator) diagonal entries of the quantum monodromy matrix, namely the operators $A_{1 \ldots N} (\lambda_{0})$ and $D_{1 \ldots N} (\lambda_{0})$ can also be diagonalized by means of $F_{1 \ldots N}$ and $F_{1 \ldots N}$ respectively, independently of $\lambda_{0}$. This is described in section 4.1. To make these properties effective in applications, additional properties of the $F$-matrices $F_{1 \ldots N}$ and $F_{1 \ldots N}$ are also derived in section 4.2. This include in particular the behaviour of $F$-matrices by inversion and crossing transformations, leading to simple difference equations for the partial $F$-matrices.
4.1 Factorizing $F$-matrices and the Quantum Monodromy Matrix

Let us first give two general properties of factorizing $F$-matrices when applied to the quantum monodromy matrix.

**Proposition 4.1** Let $T_i(\lambda_i) \in \text{End} \left( V_i(\lambda_i) \right) \otimes \mathcal{A}_R$ such that,

$$R_{ij} \left( \lambda_i, \lambda_j \right) T_i(\lambda_i) T_j(\lambda_j) = T_j(\lambda_j) T_i(\lambda_i) R_{ij} \left( \lambda_i, \lambda_j \right),$$

(101)

where, $R_{ij} \left( \lambda_i, \lambda_j \right) \in \text{End} \left( V_i(\lambda_i) \otimes V_j(\lambda_j) \right)$ is a unitary $R$-matrix satisfying the Yang Baxter equation. Then for any permutation $\sigma \in S_n$, we have,

$$R^\sigma_1 \ldots n \left( \lambda_1, \ldots, \lambda_n \right) T_1(\lambda_1) \ldots T_n(\lambda_n) = T_{\sigma(1)}(\lambda_{\sigma(1)}) \ldots T_{\sigma(n)}(\lambda_{\sigma(n)}) R^\sigma_1 \ldots n \left( \lambda_1, \ldots, \lambda_n \right).$$

(102)

We define,

$$T_1 \ldots n = T_1 \ldots n \left( \lambda_1, \ldots, \lambda_n \right) = T_1(\lambda_1) \ldots T_n(\lambda_n).$$

Let $F_{12} \ldots n$ be a set of factorizing $F$-matrices associated to the $R$-matrix. Define,

$$\tilde{T}_1 \ldots n = F_1 \ldots n T_1 \ldots n F_1^{-1} \ldots n,$$

it verifies for any element $\sigma \in S_n$,

$$\tilde{T}_1 \ldots n = \tilde{T}_{\sigma(1)} \ldots \sigma(n),$$

hence giving a completely symmetric presentation of the operators entries of the product of monodromy matrices $T_1(\lambda_1) \ldots T_n(\lambda_n)$.

**Proof** — It is sufficient to remark that $\tilde{R}^\sigma_1 \ldots n$ commutes with the product $T_1(\lambda_1) \ldots T_n(\lambda_n)$, leading to,

$$\mathcal{P}^\sigma_1 \ldots n R^\sigma_1 \ldots n T_1 \ldots n = T_1 \ldots n \mathcal{P}^\sigma_1 \ldots n R^\sigma_1 \ldots n,$$

hence leading to the relation,

$$R^\sigma_1 \ldots n T_1 \ldots n = T_{\sigma(1)} \ldots \sigma(n) R^\sigma_1 \ldots n,$$

which, using the factorization of $R^\sigma_1 \ldots n$ in terms of $F_1 \ldots n$, can be rewritten as,

$$F_1 \ldots n T_1 \ldots n F_1^{-1} \ldots n = F_{\sigma(1)} \ldots \sigma(n) T_{\sigma(1)} \ldots \sigma(n) F_{\sigma(1)}^{-1} \ldots \sigma(n).$$

\[ \square \]

**Proposition 4.2** Let us consider quantum $L$-operators $L_{0i} \left( \lambda_0, \lambda_i \right) \in \text{End} \left( V_0(\lambda_0) \otimes V_i(\lambda_i) \right)$ verifying,

$$R_{ij} \left( \lambda_i, \lambda_j \right) L_{ik} \left( \lambda_i, \lambda_k \right) L_{jk} \left( \lambda_j, \lambda_k \right) = L_{jk} \left( \lambda_j, \lambda_k \right) L_{ik} \left( \lambda_i, \lambda_k \right) R_{ij} \left( \lambda_i, \lambda_j \right),$$

$$R_{jk} \left( \lambda_j, \lambda_k \right) L_{ik} \left( \lambda_i, \lambda_k \right) L_{ij} \left( \lambda_i, \lambda_j \right) = L_{ij} \left( \lambda_i, \lambda_j \right) L_{ik} \left( \lambda_i, \lambda_k \right) R_{jk} \left( \lambda_j, \lambda_k \right).$$

The associated monodromy matrix is defined as,

$$T_{0, 1 \ldots n} \left( \lambda_0 ; \lambda_1, \ldots, \lambda_N \right) = L_{0N} \left( \lambda_0, \lambda_N \right) \ldots L_{01} \left( \lambda_0, \lambda_1 \right).$$

(103)
Let,
\[ \tilde{T}_{0, 1 \ldots N}(\lambda_0 ; \lambda_1, \ldots, \lambda_N) = F_1 \ldots N \tilde{T}_{0, 1 \ldots N}(\lambda_0 ; \lambda_1, \ldots, \lambda_N) F_1^{-1} \ldots N. \]

It satisfies,
\[ \tilde{T}_{0, 1 \ldots N}(\lambda_0 ; \lambda_1, \ldots, \lambda_N) = \tilde{T}_{0, \sigma(1) \ldots \sigma(N)}(\lambda_0 ; \lambda_{\sigma(1)}, \ldots, \lambda_{\sigma(N)}). \quad (104) \]

**Proof —** Straightforward from the definitions

As it is well known (see for example [15]), for the two-dimensional quantum integrable models associated to the $R$-matrix (57), the quantum monodromy matrix is given as the following $2 \times 2$ matrix of operators,

\[ T_i(\lambda_i) = \begin{pmatrix} A(\lambda_i) & B(\lambda_i) \\ C(\lambda_i) & D(\lambda_i) \end{pmatrix}. \]

It satisfies in particular Proposition (4.1). One of the crucial ingredient of the Algebraic Bethe Ansatz method is the existence of a reference state (or pseudo-vacuum state) denoted $|0\rangle$, and its dual $<0|$, such that we have the following action of the operator entries of the quantum monodromy matrix,

\[
\begin{align*}
A(\lambda)|0\rangle &= a(\lambda)|0\rangle, &<0|A(\lambda) &= a(\lambda)<0|, \\
B(\lambda)|0\rangle &\neq 0, &<0|B(\lambda) &= 0, \\
C(\lambda)|0\rangle &= 0, &<0|C(\lambda) &\neq 0, \\
D(\lambda)|0\rangle &= d(\lambda)|0\rangle, &<0|D(\lambda) &= d(\lambda)<0|.
\end{align*}
\]

As a first application of factorizing $F$-matrices constructed in the last section, we have the following proposition.

**Proposition 4.3** Let $F_1 \ldots n(\lambda_1, \ldots, \lambda_n)$ be defined as in Proposition (3.4). We have,

\[
<0|T_1(\lambda_1) \ldots T_n(\lambda_n)|0\rangle = \quad F_1^{-1} \ldots n(\lambda_1 \ldots \lambda_n) \otimes_{i=1}^{n} <0|T_i(\lambda_i)|0\rangle \quad F_1 \ldots n(\lambda_1 \ldots \lambda_n),
\]

with,

\[
<0|T_i(\lambda_i)|0\rangle = \begin{pmatrix} a(\lambda_i) & 0 \\ 0 & d(\lambda_i) \end{pmatrix}. \]

Hence, the factorizing $F$-matrices defined in Proposition (3.6) diagonalize the matrix generating all scalar products of quantum states.

**Proof —** Let us first remark that the $2^n \times 2^n$ matrix $<0|T_1(\lambda_1) \ldots T_n(\lambda_n)|0\rangle$ is a lower triangular matrix while the matrix $<0|T_n(\lambda_n) \ldots T_1(\lambda_1)|0\rangle$ is an upper triangular matrix. These two properties are easily proved by induction on $n$.

Then, $F_1 \ldots n$ being a lower triangular matrix, it follows that the matrix,

\[
F_1 \ldots n(\lambda_1 \ldots \lambda_n) <0|T_1(\lambda_1) \ldots T_n(\lambda_n)|0\rangle = F_1^{-1} \ldots n(\lambda_1 \ldots \lambda_n),
\]
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where we have defined the matrices, the $F$ matrix algebra (contained in coming on the one hand from the non trivial commutation relations of the quantum monodromy. Thus above diagonalization separates the contributions to the scalar products of quantum states. In particular we have, Algebraic Bethe Ansatz, like for example the Sine-Gordon model. 

Remark 4.1 The matrices $< T_1 (\lambda_1) \ldots T_n (\lambda_n) | 0 >$ generate all scalar products of quantum states. In particular we have,

$$ < 0 | C (\lambda_1) \ldots C (\lambda_n) B (\lambda_{n+1}) \ldots B (\lambda_{2n}) | 0 > =$$

$$ = tr_{1 \ldots 2n} (\Lambda^+_1 \ldots 2n < 0 | T_1 (\lambda_1) \ldots T_{2n} (\lambda_{2n}) | 0 > ),$$

$$ = tr_{1 \ldots 2n} (F_1 \ldots 2n (\lambda_1 \ldots \lambda_{2n}) \Lambda^+_1 \ldots 2n F^{-1}_{1 \ldots 2n} (\lambda_1 \ldots \lambda_{2n}) D_1 \ldots 2n ),$$

where we have defined the matrices,

$$ \Lambda^+_1 \ldots 2n = \sigma^+_1 \ldots \sigma^+_n \sigma^-_{n+1} \ldots \sigma^-_{2n},$$

$$ D_1 \ldots 2n = \bigotimes_{i=1}^n \begin{pmatrix} a (\lambda_i) & 0 \\ 0 & d (\lambda_i) \end{pmatrix} [i].$$

Thus above diagonalization separates the contributions to the scalar products of quantum states coming on the one hand from the non trivial commutation relations of the quantum monodromy matrix algebra (contained in $F$) and on the other hand from the specific model (contained in the $< 0 | T_i (\lambda_i) | 0 >$'s). This should be useful in the computation of correlation functions in the framework developed by Izergin and Korepin [15]. In particular, let us note that the space dependence of the correlators is entirely contained in the pseudo-vacuum expectation values of individual $T_i^x y (\lambda_i)$'s corresponding to the monodromy operator from site $x$ to site $y$ on the lattice. In our formula, these contributions appear only through diagonal matrices.

Remark 4.2 Note that the above Proposition applies not only to the Heisenberg quantum spin chains but also to other integrable models associated to the same $R$-matrix and solvable by the Algebraic Bethe Ansatz, like for example the Sine-Gordon model.

The next application of the factorizing $F$-matrices $F_1 \ldots N$ is specific to the XXX and XXZ spin-$\frac{1}{2}$ inhomogeneous quantum chains of length $N$. From the point of view of the Quantum inverse Scattering Method, these models are fundamental models associated to the $R$-matrices defined in [17]. Indeed, to each site $i$ of the lattice, $i = 1, \ldots N$, we can associate a quantum $L$-operator given simply in terms of the corresponding $R$-matrix as,

$$ L_{0i} (\lambda_0, \xi_i) = R_{0i} (\lambda_0, \xi_i).$$

(105)

We will refer to the parameter $\lambda_0$ as the spectral parameter and to the parameters $\xi_i$ as the inhomogeneity parameters.

The quantum monodromy operator is then,

$$ T_{0, 1 \ldots N} (\lambda_0 ; \xi_1, \ldots, \xi_N) = L_{0N} (\lambda_0, \xi_N) \ldots L_{01} (\lambda_0, \xi_1),$$

$$ = R_{0, 1 \ldots N} (\lambda_0 ; \xi_1, \ldots, \xi_N)$$
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Hence the quantum space of states of the model is \( \mathcal{H}_N \simeq \bigotimes_{i=1}^N \mathcal{H}_i \), where \( \mathcal{H}_i \simeq \mathbb{C}^2 \) for all \( i \).

For later use we define the ferromagnetic reference state \( |0\rangle \) (hereafter also called the pseudo-vacuum) as the tensor product,

\[
|0\rangle = \bigotimes_{i=1}^N |0_i\rangle,
\]

For these models we have,

\[
a(\lambda) = \prod_{i=1}^N a_i(\lambda, \xi_i), \quad a_i(\lambda, \xi_i) = 1, \\
d(\lambda) = \prod_{i=1}^N d_i(\lambda, \xi_i), \quad d_i(\lambda, \xi_i) = b(\lambda, \xi_i).
\]

Using the notations introduced in the last section, we have:

**Proposition 4.4** Let \( F_1 \ldots N (\xi_1, \ldots, \xi_N) \) be the total \( F \) operator acting in \( \mathcal{H}_N \). Let its conjugated matrix by \( C_1 \ldots N = \bigotimes_{i=1}^N \sigma_i^\dagger \) be denoted by \( \mathbf{F}_1 \ldots N (\xi_1, \ldots, \xi_N) \). They satisfy for any spectral parameter \( \lambda \),

\[
F_1 \ldots N (\xi_1, \ldots, \xi_N) D_1 \ldots N (\lambda ; \xi_1, \ldots, \xi_N) F_1^{-1} \ldots N (\xi_1, \ldots, \xi_N) = \bigotimes_{i=1}^N \begin{pmatrix} b(\lambda, \xi_i) & 0 \\ 0 & 1 \end{pmatrix},
\]

\[
F_1 \ldots N (\xi_1, \ldots, \xi_N) A_1 \ldots N (\lambda ; \xi_1, \ldots, \xi_N) F_1^{-1} \ldots N (\xi_1, \ldots, \xi_N) = \bigotimes_{i=1}^N \begin{pmatrix} 1 & 0 \\ 0 & b(\lambda, \xi_i) \end{pmatrix}.
\]

and similarly,

\[
F_1 \ldots N (\xi_1, \ldots, \xi_N) A_1^\dagger \ldots N (\lambda ; \xi_1, \ldots, \xi_N) F_1^{-1} \ldots N (\xi_1, \ldots, \xi_N) = \bigotimes_{i=1}^N \begin{pmatrix} 1 & 0 \\ 0 & b(\xi_i, \lambda) \end{pmatrix},
\]

\[
F_1 \ldots N (\xi_1, \ldots, \xi_N) D_1^\dagger \ldots N (\lambda ; \xi_1, \ldots, \xi_N) F_1^{-1} \ldots N (\xi_1, \ldots, \xi_N) = \bigotimes_{i=1}^N \begin{pmatrix} b(\xi_i, \lambda) & 0 \\ 0 & 1 \end{pmatrix}.
\]

**Proof** — It is enough to prove the above relation for \( D_1 \ldots N \). We will do the proof by induction on \( N \). The relation is true for \( N = 2 \) as can be checked by direct computations using the matrix \( F_{12} \) given in [12], the formula,

\[
D_{12} (\lambda_0 ; \xi_1, \xi_2) = \begin{pmatrix}
 b(\lambda_0, \xi_1) b(\lambda_0, \xi_2) & 0 & 0 & 0 \\
 0 & b(\lambda_0, \xi_1) & 0 & 0 \\
 0 & c(\lambda_0, \xi_1) c(\lambda_0, \xi_2) & b(\lambda_0, \xi_2) & 0 \\
 0 & 0 & 0 & 1
\end{pmatrix}.
\]
and the fact that,

\[ b(\lambda_0, \xi_1) c(\xi_1, \xi_2) + c(\lambda_0, \xi_1) c(\lambda_0, \xi_2) b(\xi_1, \xi_2) = b(\lambda_0, \xi_2) c(\xi_1, \xi_2), \]
due to the Yang-Baxter equation for the \( R \)-matrix.

Let the property be verified for \( n - 1 \) spaces. Taking into account the decomposition of the total \( F \)-matrix as \( F_{1...n} = F_{2...n} F_{1,2...n} \), we want to compute \( F_{1...n} D_{1...n}(\lambda_0) \). Let us consider this matrix product as a \( 2 \times 2 \) matrix in space one whose matrix entries are \( 2^{n-1} \times 2^{n-1} \) matrices. We get, using simplified notations, namely not writing explicitly the spectral parameter dependence \((\lambda_1, \ldots, \lambda_n)\),

\[
F_{1...n} D_{1...n}(\lambda_0) = F_{2...n} \begin{pmatrix} 1 & 0 \\ C_{2...n}(\lambda_1) & D_{2...n}(\lambda_1) \end{pmatrix} [1] D_{1...n}(\lambda_0),
\]

where,

\[
X_{2...n} = b(\lambda_0, \lambda_1) D_{2...n}(\lambda_0),
\]

\[
Y_{2...n} = b(\lambda_0, \lambda_1) C_{2...n}(\lambda_1) D_{2...n}(\lambda_0) + c(\lambda_0, \lambda_1) D_{2...n}(\lambda_1) C_{2...n}(\lambda_0),
\]

\[
Z_{2...n} = D_{2...n}(\lambda_1) D_{2...n}(\lambda_0).
\]

Now using the Yang-Baxter equation written in simplified notations as,

\[
R_{01}(\lambda_0, \lambda_1) R_{0,2...n}(\lambda_0) R_{1,2...n}(\lambda_1) = R_{1,2...n}(\lambda_1) R_{0,2...n}(\lambda_0) R_{01}(\lambda_0, \lambda_1),
\]

we obtain the following relation for \( D \) and \( C \) operators,

\[
b(\lambda_0, \lambda_1) C_{2...n}(\lambda_1) D_{2...n}(\lambda_0) + c(\lambda_0, \lambda_1) D_{2...n}(\lambda_1) C_{2...n}(\lambda_0) = D_{2...n}(\lambda_0) C_{2...n}(\lambda_1),
\]

and,

\[
D_{2...n}(\lambda_0) D_{2...n}(\lambda_1) = D_{2...n}(\lambda_1) D_{2...n}(\lambda_0).
\]

This leads to the relation,

\[
F_{1...n} D_{1...n}(\lambda_0) = F_{2...n} \begin{pmatrix} b(\lambda_0, \lambda_1) & 0 \\ 0 & 1 \end{pmatrix} [1] D_{2...n}(\lambda_0) F_{1,2...n},
\]

\[
= \begin{pmatrix} b(\lambda_0, \lambda_1) & 0 \\ 0 & 1 \end{pmatrix} [1] F_{2...n} D_{2...n}(\lambda_0) F_{2^{-1}} F_{1...n}.
\]

Applying the recursion relation to \( D_{2...n}(\lambda_0) \) leads to the desired result, namely,

\[
F_{1...N} D_{1...N}(\lambda_0) = \otimes_{i=1}^{N} \begin{pmatrix} b(\lambda_0, \lambda_i) & 0 \\ 0 & 1 \end{pmatrix} [i] F_{1...N}.
\]

The relation for \( A_{1...N} \) follows from the above one by conjugaison by the operator \( C_{1...N} \).

For \( A^\dagger \) and \( D^\dagger \) we use the Proposition \((8.2)\) from which we obtain that these operators are proportional to \( D \) and \( A \) respectively but with shifted spectral parameters. \( \Box \)
Remark 4.3 The above result shows that there exists a factorizing $F$-matrix diagonalizing the operator $A$ and another (different) one diagonalizing the operator $D$. A natural question is whether there exists a factorizing $F$-matrix diagonalizing the operator $A + D$ which contains the Hamiltonian and the series of conserved charges. We conjecture this question to have a positive answer.

Remark 4.4 The effective diagonalization of the operator $D$ and $A$ would require that we are in fact able to obtain the inverse matrix $F^{-1}_1 ... N$. This is a $2^N \times 2^N$ matrix, where $N$ is the size of the lattice. Hence, even if it is a lower triangular matrix, this is a non trivial problem. It will be solved in the next section.

4.2 Algebraic Properties of Factorizing $F$-matrices

First we recall that following the Proposition (3.3), we have,

$$F^\dagger_1 ... n (\lambda_1, \ldots, \lambda_n) = F^{-1}_1 ... n (-\lambda_1, \ldots, -\lambda_n).$$

Let us also define the diagonal matrix,

$$\Delta_1 ... n = \Delta_1 ... n (\lambda_1, \ldots, \lambda_n),$$

$$\Delta_1 ... n = \prod_{i<j} \Delta_{ij}(\lambda_i, \lambda_j),$$

(106)

where,

$$\Delta_{ij}(\lambda_i, \lambda_j) = \begin{pmatrix} 1 & b^{-1}(\lambda_j, \lambda_i) \\ b^{-1}(\lambda_i, \lambda_j) & 1 \end{pmatrix}_{[ij]}.$$

We have,

Lemma 4.1

$$\Delta^\dagger_1 ... n = \mathcal{C}_1 ... n \Delta_1 ... n \mathcal{C}_1 ... n,$$

$$\Delta_{\sigma(1)} ... \sigma(n) = \Delta_1 ... n, \forall \sigma \in S_n.$$

Proof — It follows trivially from the same properties for the elementary matrix $\Delta_{12}$ which can be checked by direct computation.

Proposition 4.5 The following formula for the inverse of $F_1 ... n$ defined in Proposition (3.4) holds,

$$F^{-1}_1 ... n = \mathcal{C}_1 ... n F^\dagger_1 ... n \mathcal{C}_1 ... n \Delta_1 ... n.$$  

(107)
Proof — By induction on \( n \). The property is true for \( n = 2 \) as can be checked by direct computation. Suppose it is true for \( n \). Then we want to prove that,

\[
F_{01 \ldots n}^{-1} = C_{01 \ldots n} F_{01 \ldots n}^{\dagger} C_{01 \ldots n} \Delta_{01 \ldots n}.
\]

Factorizing \( F_{01 \ldots n} \) as \( F_{01 \ldots n} F_{01 \ldots n}^{\dagger} \) and assuming the property to be true for \( n \), we can see it is enough to prove that,

\[
F_{01 \ldots n} C_{01 \ldots n} F_{01 \ldots n}^{\dagger} C_{01 \ldots n} = F_{01 \ldots n}^{-1} \Delta_{01 \ldots n}^{-1} \quad (108)
\]

where we defined,

\[
\Delta_{01 \ldots n}^{-1} = \Delta_{01 \ldots n} \Delta_{1 \ldots n}^{-1}.
\]

This equality can be proven by writing every object as a \( 2 \times 2 \) matrix in space 0. We have,

\[
F_{01 \ldots n} (\lambda_0) = \begin{pmatrix} 1 & 0 \\ C (\lambda_0) & D (\lambda_0) \end{pmatrix}_{[0]},
\]

\[
F_{01 \ldots n}^{\dagger} (\lambda_0) = \begin{pmatrix} 1 & C^{\dagger} (\lambda_0) \\ 0 & D^{\dagger} (\lambda_0) \end{pmatrix}_{[0]},
\]

with \( C (\lambda_0) = C_{1 \ldots n} (\lambda_0 ; \xi_1, \ldots, \xi_n) \) and similarly for \( D (\lambda_0) \). Then using the unitarity of the \( R \)-matrix, we have,

\[
C (\lambda_0) A^{\dagger} (\lambda_0) + D (\lambda_0) B^{\dagger} (\lambda_0) = 0,
\]

and hence we get,

\[
F_{01 \ldots n} C_{01 \ldots n} F_{01 \ldots n}^{\dagger} C_{01 \ldots n} = \begin{pmatrix} A^{\dagger} (\lambda_0) & 0 \\ 0 & D (\lambda_0) \end{pmatrix}_{[0]}.
\]

In order to compute the right hand side of the equation (108), let us first note that,

\[
\Delta_{01 \ldots n}^{-1} = \begin{pmatrix} C & 0 \\ \tilde{D} (\lambda_0) & \tilde{D} (\lambda_0) \end{pmatrix}_{[0]}.
\]

Then it is sufficient to use formulas given in Proposition (4.4) to obtain the desired result. \( \Box \)

Proposition 4.6 For the factorizing \( F \)-matrix defined in Proposition (3.6), we have the following identity,

\[
F_{1 \ldots n} F_{1 \ldots n}^{\dagger} \ldots F_{n \ldots 1}^{\dagger} = \Delta_{1 \ldots n}^{-1}.
\]

It follows that the two factorizing \( F \)-matrices defined in the last section, namely \( F_{1 \ldots n} \) in Proposition (3.6) and \( G_{1 \ldots n} \) in Proposition (3.8), are related by,

\[
G_{1 \ldots n} = \Delta_{1 \ldots n} F_{1 \ldots n}.
\]
Proof — This follows from the fact that,

\[ F^\dagger_1 \ldots n = C_1 \ldots n F^t_1 \ldots n \]  

which is proven by induction on \( n \). Let this property be true for \( n - 1 \). Then, to prove it for \( n \) we just need to prove the identity,

\[ F^\dagger_1, 2 \ldots n = C_1 \ldots n F^t_1, 2 \ldots n C_1 \ldots n. \]

We have,

\[
F^\dagger_1, 2 \ldots n = (e_1^{(11)} + e_1^{(22)} R_1, 2 \ldots n)^\dagger,
\]

\[
= e_1^{(11)} + R^\dagger_1, 2 \ldots n e_1^{(22)}. 
\]

Similarly,

\[
C_1 \ldots n F^t_1 \ldots n C_1 \ldots n = C_1 \ldots n (e_1^{(22)} + e_1^{(11)} R_1, 2 \ldots, t_1 \ldots n C_1 \ldots n,
\]

\[
= C_1 \ldots n (e_1^{(22)} + R^{t_1 \ldots n} C_1 \ldots n e_1^{(11)}) C_1 \ldots n,
\]

\[
= e_1^{(11)} + R_{2 \ldots n, 1} e_1^{(22)},
\]

leading to the result. \( \square \)

We are now interested in the behaviour of the \( F \)-matrices given in Proposition (3.6) under crossing symmetry. We have the following Proposition.

**Proposition 4.7** Under the transformation \( \lambda_0 \rightarrow \lambda_0^s \) the partial \( F \)-matrix \( \tilde{F}_0, 1 \ldots n \) following from Proposition (3.6) verifies the relation,

\[
\tilde{F}_0, 1 \ldots n (\lambda_0) \gamma_0 \tilde{F}^t_{0, 1} \ldots n (\lambda_0^s) \gamma_0 = \Theta_0 \Delta^{-1}_{0, 1} \ldots n, \quad (109)
\]

where, \( \tilde{F}_0, 1 \ldots n = F_1 \ldots n F_0, 1 \ldots n F^{-1}_1 \ldots n \) and \( \Theta_0 \) is the following \( 2 \times 2 \) matrix acting in space \( 0 \),

\[
\Theta_0 = \begin{pmatrix} \rho (\lambda_0; \lambda_1 \ldots \lambda_n) & 0 \\ 0 & 1 \end{pmatrix}_{[0]}.
\]

Proof — We have, using simplified notations as \( q \equiv (1 \ldots n) \),

\[
F_{0, q} (\lambda_0^s) = e_0^{(11)} \gamma_0 + e_0^{(22)} R_{0, q} (\lambda_0^s) 
\]

\[
= e_0^{(11)} \gamma_0 + \rho (\lambda_0) e_0^{(22)} \gamma_0 R_{q, 0} (\lambda_0) \gamma_0. 
\]

Then using the fact that \( \gamma_0 e_0^{(11)} \gamma_0 = e_0^{(22)} \), we get,

\[
F_{0, 1 \ldots n} (\lambda_0) \gamma_0 F^t_{0, 1} \ldots n (\lambda_0^s) \gamma_0 = \rho (\lambda_0) e_0^{(11)} R_{q, 0} (\lambda_0) e_0^{(11)} + e_0^{(22)} R_{0, q} (\lambda_0) e_0^{(22)},
\]

\[
= \Theta_0 \begin{pmatrix} A^\dagger (\lambda_0) & 0 \\ 0 & D (\lambda_0) \end{pmatrix}_{[0]},
\]

leading to the result. \( \square \)
We also have the following difference equation for the \( F \)-matrices, involving twice the shift associated to crossing and denoted by \( \lambda_0 \rightarrow \lambda_0^{ss} \).

**Proposition 4.8**

\[
R_{0,q}^{t_0} (\lambda_0^{ss}) F_{q,0}^{t_0} (\lambda_0) = F_{q,0}^{t_0} (\lambda_0^{ss}) (\rho (\lambda_0))^{-1} (\lambda_0) e_0^{(11)} + e_0^{(22)},
\]

where we used the simplified notations with \( q \equiv (1 \ldots n) \).

**Proof** — We have from the crossing symmetry of the \( R \)-matrix,

\[
R_{0,q} (\lambda_0) = \rho (\lambda_0) \gamma_0 (R_{0,q}^{-1} (\lambda_0))^{t_0} \gamma_0,
\]

leading to the relation for double shifts,

\[
(R_{0,q}^{t_0} (\lambda_0^{ss}))^{-1} = \rho^{-1} (\lambda_0) \rho (\lambda_0) (R_{0,q}^{-1} (\lambda_0))^{t_0}.
\]

We have also from the definition of the \( F \)-matrices,

\[
F_{q,0}^{t_0} (\lambda_0) = e_0^{(22)} + (R_{0,q}^{-1} (\lambda_0))^{t_0} e_0^{(11)},
\]

leading to the result. \( \Box \)

5 \( F \)-basis for the \( XXX^{-\frac{1}{2}} \) quantum chain

The purpose of this section is to study the operator algebra generated by the quantum monodromy matrix entries in the basis generated by the column vectors of the inverse of the \( F \)-matrix \( F_{1 \ldots N} \) defined in Proposition (3.6) acting in \( \mathcal{H}_N \).

The idea we would like to advertize, here in this very simple example, is that this basis is particularly convenient in the sense that the explicit expressions for the operator entries of the quantum monodromy matrix are far more simple in this basis than in the original one. This will also results in a more explicit formula for these \( F \)-matrices themselves. In all this section, \( F_{1 \ldots n} \) stands for the factorizing \( F \)-matrices defined in Proposition (3.6).

5.1 The \( F \)-basis and Algebraic Bethe Ansatz : Outlook

The general philosophy of the Algebraic Bethe Ansatz is that one concentrate on the (quadratic) commutation relations of the operator entries of the quantum monodromy matrix rather than on their explicit action in the space of quantum state \( \mathcal{H}_N \), which, in some sense, is obtain as a byproduct of the representation theory of this Yang-Baxter algebra (see for example [22]). In fact the explicit expressions of the operator entries of the quantum monodromy matrix are too complicated to be used efficiently in this context. More precisely, in the case of the \( XXX^{-\frac{1}{2}} \) model, the quantum monodromy operator is a \( 2 \times 2 \) matrix with entries \( A, B, C, D \) which are obtained as a sums of \( 2^{N-1} \) operators which themselves are products of \( N \) local operators on the quantum chain. As an example, the \( B \) operator is given as,

\[
B_{1 \ldots N} (\lambda) = \sum_{i=1}^{N} S_i^- \Omega_i + \sum_{i \neq j \neq k} S_i^- (S_j^- S_k^+) \Omega_{ijk} + \text{higher terms}, \quad (110)
\]
where the matrices $\Omega_i$, $\Omega_{ijk}$, are diagonal operators acting respectively on all sites but $i$, on all sites but $i,j,k$, and the higher order terms involves more and more exchange spin terms like $S_j^- S_k^+$. It means that the $B$ operator return one spin somewhere on the chain, this operation being however dressed non-locally and with non-diagonal operators by multiple exchange terms of the type $S_j^- S_k^+$.

We first would like to argue that in the $F$-basis, the $B$ and the $C$ operators of the $XXX_{1\over 2}$ model should have a much simpler expression than in the original basis. This is already true for the operator $D$ which becomes diagonal in the $F$-basis since we have from the last section,

$$
F_1 \ldots N (\xi_1, \ldots, \xi_N) D_{1 \ldots N} (\lambda ; \xi_1, \ldots, \xi_N) F_{1 \ldots N}^{-1} (\xi_1, \ldots, \xi_N) =
\hat{D}_{1 \ldots N} (\lambda ; \xi_1, \ldots, \xi_N) = \bigotimes_{i=1}^N \begin{pmatrix} b (\lambda, \xi_i) & 0 \\ 0 & 1 \end{pmatrix}.
$$

Note here that for convenience we will take the following conventions for the spectral parameter dependence: parameters associated to lattice sites, namely to the quantum space of states, will be denoted by $\xi_i$ while spectral parameters associated to the (so called auxiliary) matrix spaces will be denoted by parameters $\lambda_i$. Using the unitarity and the crossing symmetries of the $R$-matrix we have also obtained that,

$$
A^\dagger (\lambda_0) B (\lambda_0) + C^\dagger (\lambda_0) D (\lambda_0) = 0,
$$

(111)

together with

$$
C^\dagger (\lambda_0) = - \rho^{-1} (\lambda_0) B (\lambda_0^s)
$$

(112)

which leads to the fact that

$$
A^\dagger (\lambda_0) B (\lambda_0) = \rho^{-1} (\lambda_0) B (\lambda_0^s) D (\lambda_0).
$$

(113)

Going to the $F$-basis, $A^\dagger$ and $D$ becomes diagonal matrices, leading to the relation,

$$
\hat{B} (\lambda_0) = \rho^{-1} (\lambda_0) C (\hat{D}^\dagger)^{-1} (\lambda_0) C \hat{B} (\lambda_0^s) \hat{D} (\lambda_0).
$$

(114)

Hence the behaviour of the $B$ operator under the shift $\lambda_0 \rightarrow \lambda_0^s$ is given in the $F$-basis by the action of diagonal matrices. The same is true for the operator $C$. This means that their explicit expressions should simplify in this basis. Indeed, due to the fact that the total spin operator commutes with the $R$-matrix, we have the following formulas for the operators $A$, $B$, $C$ in terms of the operator $D$ and the total spin operator,

$$
C_{1 \ldots N} (\lambda) = \left[ S^+_1 \ldots N, D_{1 \ldots N} (\lambda) \right],
$$

$$
B_{1 \ldots N} (\lambda) = \left[ D_{1 \ldots N} (\lambda), S^-_1 \ldots N \right],
$$

$$
A_{1 \ldots N} (\lambda) = D_{1 \ldots N} (\lambda) - \left[ S^+_1 \ldots N, \left[ S^-_1 \ldots N, D_{1 \ldots N} (\lambda) \right] \right].
$$

(115)

This means that in the $F$-basis all the above operators are given in terms of a diagonal matrix $\hat{D}$ and of the total spin operator in this basis. So, if the expression of the total spin operator in the $F$-basis is simple so will be the expressions of $\hat{A}$, $\hat{B}$, $\hat{C}$. Since the $F$-matrices constructed in section 3 are functions of the $R$ matrix it is possible to compute explicitly $\hat{S}$ the total spin operator in the basis given by $F$. This is done in the next section.
5.2 The Total Spin Operator in the $F$-basis

The total spin operator $S^{\alpha}_{1 \ldots N}$, $\alpha = 1, 2, 3$ is defined as,

$$S^{\alpha}_{1 \ldots N} = \sum_{i=1}^{N} S^{\alpha}_i,$$

where $S^{\alpha}_i$ is the $\alpha$ component of the spin operator at site $i$. The value of the spin operator in the $F$-basis is given as,

$$\tilde{S}^{\alpha}_{1 \ldots N} = F_{1 \ldots N}^{\dagger} S^{\alpha}_{1 \ldots N} F_{1 \ldots N}^{-1},$$

where, $F_{1 \ldots N} \equiv F_{1 \ldots N}(\xi_1 \ldots \xi_N)$. We have the following instructive result for $N = 2$:

**Lemma 5.1** We have, $\tilde{S}^{\pm}_{12} = S^{\pm}_{12} \Delta_{12}$, where $\Delta_{12} (\xi_1, \xi_2)$ is the diagonal matrix defined in the last section as,

$$\Delta_{12} (\xi_1, \xi_2) = \begin{pmatrix} 1 & b^{-1}(\xi_2, \xi_1) \\ b^{-1}(\xi_1, \xi_2) & 1 \end{pmatrix},$$

and such that $\Delta_{12} (\xi_1, \xi_2) = \Delta_{21} (\xi_2, \xi_1)$.

**Proof** — By direct computation of products of $4 \times 4$ matrices. $\square$

In order to give the result for $\tilde{S}^{\alpha}_{1 \ldots N}$ in a closed form, let us first prove the following Lemma.

**Lemma 5.2**

$$\tilde{S}^{\pm}_{1 \ldots N} = S^{\pm}_{1 \ldots N} \Delta_{12},$$

where $\Delta_{12} = \Delta_{21}$, $\Delta_{12} (\xi_1, \xi_2)$ is the diagonal matrix defined in the last section as,

$$\Delta_{12} = \begin{pmatrix} 1 & b^{-1}(\xi_2, \xi_1) \\ b^{-1}(\xi_1, \xi_2) & 1 \end{pmatrix},$$

and such that $\Delta_{12} (\xi_1, \xi_2) = \Delta_{21} (\xi_2, \xi_1)$.

**Proof** — We first recall the following property of $F$-matrices taken from Proposition [H,6],

$$F_{1 \ldots n}^{-1} = F_{n \ldots 1}^{t_1 \ldots t_n} \Delta_{1 \ldots n}. $$

Hence,

$$\tilde{S}^{-}_{1 \ldots n} = F_{1 \ldots n} S^{-}_{1 \ldots n} F_{n \ldots 1}^{t_1 \ldots t_n} \Delta_{1 \ldots n},$$

$$= F_{2 \ldots n} F_{1, 2 \ldots n} S^{\alpha}_{1 \ldots n} F_{n \ldots 2, 1}^{t_1} F_{2 \ldots n}^{t_1} \Delta_{1, 2 \ldots n}. $$
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We have,
\[ F_{n \ldots 2, 1} = e_{1}^{(22)} + e_{1}^{(11)} R_{n \ldots 2, 1} . \] (119)

Therefore,
\[ F_{n \ldots 2, 1}^{t_{1} \ldots t_{n}} = e_{1}^{(22)} + R_{n \ldots 2, 1}^{t_{1} \ldots t_{n}} e_{1}^{(11)} , \]
\[ = e_{1}^{(22)} + R_{n \ldots 2, 1}^{t_{1}} e_{1}^{(11)} . \]

Hence we obtain,
\[ \tilde{S}_{1}^{-} \ldots n = \]
\[ = F_{2 \ldots n} \left( e_{1}^{(11)} + e_{1}^{(22)} R_{1, 2 \ldots n} \right) S_{1}^{-} \ldots n \left( e_{1}^{(11)} + R_{2 \ldots n, 1} e_{1}^{(11)} \right) F_{2 \ldots n}^{-1} \Delta_{1, 2 \ldots n} , \]
\[ = F_{2 \ldots n} \left[ S_{1}^{-} + e_{1}^{(22)} R_{1, 2 \ldots n} S_{1}^{-} \ldots n e_{1}^{(22)} + e_{1}^{(11)} S_{1}^{-} \ldots n R_{2 \ldots n, 1} e_{1}^{(11)} \right] \cdot F_{2 \ldots n}^{-1} \Delta_{1, 2 \ldots n} , \]

where we used the commutation of \( S_{1}^{-} \ldots n \) with the \( R \)-matrix \( R_{1, 2 \ldots n} \), the unitarity of the \( R \)-matrix and the elementary relations,
\[ e_{1}^{(11)} S_{1}^{-} = 0 \quad S_{1}^{-} e_{1}^{(11)} = S_{1}^{-} S_{1}^{-} e_{1}^{(22)} = 0 \quad e_{1}^{(22)} S_{1}^{-} = S_{1}^{-} . \] (120)

Therefore we have,
\[ \tilde{S}_{1}^{-} \ldots n = F_{2 \ldots n} \left[ S_{1}^{-} + e_{1}^{(22)} R_{1, 2 \ldots n} S_{1}^{-} \ldots n e_{1}^{(22)} + e_{1}^{(11)} S_{1}^{-} \ldots n R_{2 \ldots n, 1} e_{1}^{(11)} \right] \cdot F_{2 \ldots n}^{-1} \Delta_{1, 2 \ldots n} . \]

Now recall that \( R_{2 \ldots n, 1} = R_{1, 2 \ldots n}^{\dagger} \) to get,
\[ \tilde{S}_{1}^{-} \ldots n = \left[ S_{1}^{-} + e_{1}^{(22)} D_{2 \ldots n} (\xi_{1}) \tilde{S}_{1}^{-} \ldots n + e_{1}^{(11)} \tilde{S}_{1}^{-} \ldots n C \tilde{D}_{2 \ldots n} \left( \xi_{1} \right) C \right] \Delta_{1, 2 \ldots n} , \]
where we used the diagonalization of \( D_{2 \ldots n} \) and \( A_{2 \ldots n}^{\dagger} \) by \( F_{2 \ldots n} \) from Proposition [4.4]. \( \Box \)

**Remark 5.1** The only term in \( \tilde{S}_{1}^{-} \ldots n \) containing \( S_{1}^{-} \) is given as \( S_{1}^{-} \Delta_{1, 2 \ldots n} \). But we also know that for any permutation \( \sigma \in S_{n} \),
\[ R_{1}^{\sigma} \ldots n S_{1}^{\sigma} \ldots n = S_{1}^{\sigma} \ldots n R_{1}^{\sigma} \ldots n , \]
\[ = S_{\sigma(1)}^{\alpha} \ldots \sigma(n) R_{1}^{\sigma} \ldots n , \]
since the total spin operator commutes with the \( R \)-matrices and is also completely symmetric under permutations of \( S_{n} \). Hence for any element \( \sigma \in S_{n} \),
\[ \tilde{S}_{1}^{\alpha} \ldots n = \tilde{S}_{1}^{\alpha(1)} \ldots \sigma(n) . \] (121)

So, by an elementary symmetry argument, we should have the following Proposition.

**Proposition 5.1**
\[ \tilde{S}_{1}^{-} \ldots N = \sum_{i=1}^{N} S_{1}^{-} \Delta_{i}^{N} , \] (122)
where \( \Delta_{i}^{N} = \prod_{j \neq i, j=1}^{N} \Delta_{ij} \).
Proof — By induction on $n$ using the last Lemma. Indeed, the proposition is true for $n = 2$ from the first Lemma. Let it be true for $n - 1$. Then from the above Lemma, we obtain, applying the induction hypothesis to $\tilde{S}^{-}_{2 \ldots N}$,

\[
\tilde{S}^{-}_{1 \ldots n} = S^{-}_{1} \Delta_{1}, 2 \ldots n + e^{(22)}_{1} \tilde{D}_{2 \ldots n} (\xi_{1}) \sum_{i = 2}^{n} S^{-}_{i} (\prod_{j \neq i, j = 2}^{n} \Delta_{ij}) \Delta_{1}, 2 \ldots n + e^{(11)}_{1} \sum_{i = 2}^{n} S^{-}_{i} (\prod_{j \neq i, j = 2}^{n} \Delta_{ij}) C \tilde{D}_{2 \ldots n} (\xi_{1}) C \Delta_{1}, 2 \ldots n .
\]

Now we have the following equality for diagonal matrices involved in the above formula,

\[
e^{(11)}_{1} \Delta_{1}, 2 \ldots N = C (\tilde{D}_{2 \ldots n} (\xi_{1}))^{-1} e^{(11)}_{1} C,
\]

\[
e^{(22)}_{1} \Delta_{1}, 2 \ldots N = \tilde{D}_{2 \ldots n} (\xi_{1}) e^{(22)}_{1}.
\]

We also have,

\[
S^{-}_{i} \prod_{j \neq i, j = 2}^{n} \Delta_{ij} = S^{-}_{i} \otimes_{j \neq i} \left( \begin{array}{cc} 1 & 0 \\ 0 & b^{-1} (\xi_{j}, \xi_{i}) \end{array} \right)_{[j]} .
\]

We finally obtain the result using $e^{(11)}_{1} + e^{(22)}_{1} = 1$.

Remark 5.2 This formula defines the action of $S^{-}_{1 \ldots N}$ in the $F$-basis as a quasi-local operator since each $S^{-}_{i}$ in the above sum is “dressed” by a diagonal matrix acting on all sites but $i$.

In the same way we obtain,

Proposition 5.2

\[
\tilde{S}^{+}_{1 \ldots N} = \sum_{i = 1}^{N} S^{+}_{i} \Delta_{i}^{N} ,
\]

and,

\[
\tilde{S}^{z}_{1 \ldots N} = \sum_{i = 1}^{N} S^{z}_{i} = S^{z}_{1 \ldots N} .
\]

Proof — The formula for $\tilde{S}^{+}_{1 \ldots N}$ follows along the same arguments as the one for $\tilde{S}^{-}_{1 \ldots N}$. Hence we give here only the derivation for $\tilde{S}^{z}_{1 \ldots N}$. It is obtain from the fact that $S^{z}_{1 \ldots N}$ commutes with any partial $F$-matrix, namely we have,

\[
F_{1, 2 \ldots n} S^{z}_{1 \ldots n} = (e^{(11)}_{1} + e^{(22)}_{1}) R_{1, 2 \ldots n} S^{z}_{1 \ldots n} ,
\]

since $S^{z}_{1 \ldots N}$ commutes with the $R$-matrix of the $XXX-\frac{1}{2}$ model and also with the diagonal matrices $e^{(11)}_{1}$ and $e^{(22)}_{1}$. Hence, $S^{z}_{1 \ldots N}$ commutes with the total $F$-matrix $F_{1 \ldots N}$.

Remark 5.3 The components of $\tilde{S}^{z}_{1 \ldots N}$ obey the same commutation relations as the one of $S^{z}_{1 \ldots N}$ which can be checked by direct computation using some identities of rational functions.
5.3 The Monodromy Matrix and the $F$-matrix in the $F$-basis

Using the results of the last section, we can now compute the values of the operators $A$, $B$, $C$, $D$ and hence of the quantum monodromy matrix in the $F$-basis. First recall that,

$$F_{1 \ldots N} (\xi_1, \ldots, \xi_N) D_{1 \ldots N} (\lambda; \xi_1, \ldots, \xi_N) F_{1 \ldots N}^{-1} (\xi_1, \ldots, \xi_N) =$$

$$= \tilde{D}_{1 \ldots N} (\lambda; \xi_1, \ldots, \xi_N) = \otimes_{i=1}^{N} \begin{pmatrix} b(\lambda, \xi_i) & 0 \\ 0 & b^{-1}(\xi_j, \xi_i) \end{pmatrix} [i].$$

Then we have the following Proposition.

**Proposition 5.3** The operator $\tilde{B}$ representing the operator $B$ in the $F$-basis is given by,

$$\tilde{B}_{1 \ldots N} (\lambda) = \sum_{i=1}^{N} S_i^- c(\lambda, \xi_i) \otimes_{j \neq i} \begin{pmatrix} b(\lambda, \xi_j) & 0 \\ 0 & b^{-1}(\xi_j, \xi_i) \end{pmatrix} [j].$$

Similarly we have for the operator $\tilde{C}$,

$$\tilde{C}_{1 \ldots N} (\lambda) = \sum_{i=1}^{N} S_i^+ c(\lambda, \xi_i) \otimes_{j \neq i} \begin{pmatrix} b(\lambda, \xi_j) b^{-1}(\xi_i, \xi_j) & 0 \\ 0 & b^{-1}(\xi_j, \xi_i) \end{pmatrix} [j],$$

and for the operator $\tilde{A}$,

$$\tilde{A}_{1 \ldots N} (\lambda) = \tilde{D}_{1 \ldots N} (\lambda) +$$

$$+ \sum_{i=1}^{N} S_i^+ c(\lambda, \xi_i) \otimes_{j \neq i} \begin{pmatrix} b(\lambda, \xi_j) b^{-1}(\xi_i, \xi_j) & 0 \\ 0 & b^{-1}(\xi_j, \xi_i) \end{pmatrix} [j] + \sum_{i \neq j} S_i^+ S_j^- \cdot$$

$$\cdot c(\lambda, \xi_i) c(\lambda, \xi_j) b^{-1}(\xi_i, \xi_j) \otimes_{k \neq i, k \neq j} \begin{pmatrix} b(\lambda, \xi_k) b^{-1}(\xi_i, \xi_k) & 0 \\ 0 & b^{-1}(\xi_k, \xi_j) \end{pmatrix} [k].$$

**Proof** — We have from equations (115),

$$\tilde{B}_{1 \ldots N} (\lambda) = \left[ \tilde{D}_{1 \ldots N} (\lambda), \tilde{S}_{1 \ldots N}^- \right],$$

$$\tilde{C}_{1 \ldots N} (\lambda) = \left[ \tilde{S}_{1 \ldots N}^+, \tilde{D}_{1 \ldots N} (\lambda) \right].$$

This leads to,

$$\tilde{B}_{1 \ldots N} (\lambda) = \left[ \tilde{D}_{1 \ldots N} (\lambda), \sum_{i=1}^{N} S_i^- \Delta_i^N \right] = \sum_{i=1}^{N} \left[ \tilde{D}_{1 \ldots N} (\lambda), S_i^- \Delta_i^N \right],$$

$$= \sum_{i=1}^{N} S_i^- \left[ \tilde{D}_{1 \ldots N, i-1, i+1, \ldots N} (\lambda) - \tilde{D}_{1 \ldots N} (\lambda) \right] \Delta_i^N,$$

leading to the result since we also have,

$$\begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \cdot \begin{pmatrix} b & 0 \\ 0 & 1 \end{pmatrix} = b \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$

The computation for $\tilde{C}$ is similar. For $\tilde{A}$ we use the relation,

$$A (\lambda) = D (\lambda) + \left[ S_{1 \ldots N}^+, B_{1 \ldots N} (\lambda) \right],$$

which rewritten in the $F$-basis leads to the result.

\[ \square \]
At this point several remarks are in order.

**Remark 5.4** We wish to stress that the operators \( \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D} \) satisfy the same quadratic commutation relations as the one satisfied by \( A, B, C, D \).

**Remark 5.5** The operators \( \tilde{B} \) and \( \tilde{C} \) are reduced to sums of only \( N \) elementary operators which is to be compared to their expressions in the original basis where they are given as sums of \( 2^N \) terms involving much more complicated operators. Here, they are given essentially as sums on sites of the corresponding spin operator at each site dressed diagonally. In fact the action of \( F \) essentially reduces the sum \((110)\) to a term similar in structure to the first term of \((110)\). It really means that the factorizing \( F \)-matrices we have constructed solve the combinatorial problem induced by the non-trivial action of the permutation group \( S_N \) given by the \( R \)-matrix. In the \( F \)-basis the action of the permutation group on the operators \( \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D} \) is trivial. Moreover the operator \( \tilde{A} + \tilde{D} \) which contains the Hamiltonian of the model together with the series of conserved quantities is now a quasi-bi-local operator.

**Remark 5.6** The operators \( B \) and \( C \) in the \( F \)-basis can be viewed as a diagonal dressing of the corresponding operators in the Gaudin model. The same is true for the Hamiltonian of the inhomogeneous XXX 1/2 model in the \( F \)-basis compared to the Hamiltonian of the Gaudin model. The “linearization” limit of the XXX 1/2 model, given by taking the parameter \( \eta \) going to zero, indeed reproduce the Gaudin model from the above formula. In this limit, all diagonal “dressing” matrices are sent to the identity matrix. Hence the XXX 1/2 model rewritten in the \( F \)-basis can be interpreted as a “diagonal dressing” of the Gaudin model.

**Remark 5.7** It can be shown that the pseudo-vacuum state is left invariant, namely, it is an eigenvector of the total \( F \)-matrix with eigenvalue 1. Hence, in particular the Algebraic Bethe Ansatz can be carried out also in the \( F \)-basis. Moreover for the scalar products of the quantum states of the model, we have,

\[
< 0 | C (\lambda_1) \ldots C (\lambda_n) B (\lambda_{n+1}) \ldots B (\lambda_{2n}) | 0 > =
\]

\[
= < 0 | \tilde{C} (\lambda_1) \ldots \tilde{C} (\lambda_n) \tilde{B} (\lambda_{n+1}) \ldots \tilde{B} (\lambda_{2n}) | 0 > .
\]

This should shed some new lights on the Gaudin formula for these scalar products here in the case of the XXX 1/2 model.

Using this remarks, an interesting exercise is to compute the first Bethe state given as the action of \( \tilde{B} (\lambda) \) on the pseudo vacuum state. It can be shown directly that Bethe equations for this state are equivalent to the condition for this state to be highest weight with respect to \( \tilde{S} \). Finally, we wish to come back to the problem of the computation of the factorizing \( F \)-matrices defined in section 3. There we obtained factorizing \( F \)-matrices from an ordered product of partial \( F \)-matrices like \( F_{1, 2 \ldots n} \). These object are given in term of the \( R \)-matrix \( R_{1, 2 \ldots n} \). However this object is highly non trivial to compute explicitly since it involves in fact sums of \( 2^{n-1} \) terms. In contrast, the partial \( F \)-matrices in the \( F \)-basis can be obtained explicitly, while they also lead to the construction of factorizing \( F \)-matrices \( F_{12 \ldots n} \). We have,

\[
F_{1 \ldots n} = \tilde{F}_{1, 2 \ldots n} F_{2 \ldots n} = \tilde{F}_{1, 2 \ldots n} \tilde{F}_{2, 3 \ldots n} \ldots \tilde{F}_{n-1 n} .
\]
where,
\[
\tilde{F}_{1, \ldots, n} = F_{2, \ldots, n} \tilde{F}_{1, \ldots, n} F_{2, \ldots, n}^{-1}
\]
\[
= \begin{pmatrix}
1 & 0 \\
\tilde{C}_{2, \ldots, n} (\xi_1) & \tilde{D}_{2, \ldots, n} (\xi_1)
\end{pmatrix}
\]

is a very simple object to compute from the results of this section. Hence using the $F$-basis we have also obtained a more explicit and elementary formula for the $F$-matrix itself. These results are relevant to the algebraic structure of the correlation functions of this model.
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