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Abstract
An answer to the question: Can, in general, the adoption of a given symmetry induce a further symmetry, which might be hidden at a first level? has been attempted in the context of differential geometry of locally homogeneous spaces. Based on É. Cartan’s theory of moving frames, a methodology for finding all symmetries for any $n$-dimensional locally homogeneous space is provided. The analysis is applied to 3-dimensional spaces, whereby the embedding of them into a 4-dimensional Lorentzian manifold is examined and special solutions to Einstein’s field equations are recovered.

The analysis is mainly of local character, since the interest is focused on local structures based on differential equations (and their symmetries), rather than on the implications of, e.g., the analytic continuation of their solution(s) and their dynamics in the large.
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1 Introduction
A long time ago, a not well known discovery was made (for details, see: [II]): in the Bianchi Type III cosmological prototype, a fourth Killing vector field of the 3-dimensional locally homogeneous space has been discovered and the adoption of that, through proper prolongation, has led to a special (of the Kinnersley
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type, see [2]) solution to the Einstein’s field equations (EFEs). Prompted by this, a question has arisen: Can, in general, the adoption of a given symmetry induce a further symmetry, which might be hidden at a first level? At least to the best of the authors’ knowledge, the only work discussing the homogeneous case in 3 dimensions is [3]; but the treatment is not systematic (i.e., no general method, applicable to n dimensions, is presented), and from a very different point of view. Also, another similar work is to be found in [4], but the topological issues put severe limitations on the results.

The idea of symmetry, as realised through the context and the applications of group theory, has been proven to be extremely fruitful in many aspects and in many fields of research. From the realm of differential equations to the areas of geometry and topology, and from simple (or even complex) technical problems to modern physical theories, symmetry has been a most significant component in the effort towards understanding the nature of versatile problems and, consequently, providing a solving process –to some extent, at least.

Of course, although the interest in the present paper is focused on both the Riemannian geometry of locally homogeneous spaces (LHS), from a pragmatic point of view, and the EFEs within the context of the former, the following short thoughts seem to be quite general.

In a very broad sense, one could say that there are two cases where the idea of symmetry is implemented:

**C1** In the first case, symmetry can be considered as an exact assumption which can lead to a simplified, compared to the initial, problem with the hope of an equally simple and exact, as a statement, solution. A typical example for this case is the adoption of some symmetry (as an accurate assumption) upon solving the EFEs. Indeed, the existence of some Killing vector field(s) (KVF(s)) leads (in many instances) to analytic, closed in form, solutions to the EFEs –see [5] for a panoramic view on this issue.

**C2** In the second case, symmetry is a (usually “hidden”) feature characterising a given system the implementation of which can clarify as well as simplify the problem to be solved. Here, the archetype is the discovery (using various standard methods) of, e.g., some Lie-point symmetries admitted by a system of differential equations; their existence signals a reduction (again, using standard methods) of the initial system to a simpler final system. At a conceptual level, one could say that the initial differential equations are given modulo some kind of redundancy, and that symmetry —through the reduction process— results in an irreducible, yet equivalent, system of differential equations, unveiling —at the same time— the true degrees of freedom.

A synthesis of these two cases (perhaps, best imagined through the merging of their corresponding examples—which are not chosen arbitrarily) can serve as the

---

1It is deemed appropriate to quote the abstract of reference [3]: We derive necessary and sufficient tensor conditions for the existence of a four parameter isometry group $G_4$ which acts multiply transitively on a Riemannian $V_3$. We then apply these results to determine which spatially homogeneous cosmological models have induced 3-metrics which are invariant under such a four parameter group.

2It is well known that Sophus Lie gave to the notion of continuous symmetry a rigorous meaning by inventing the theory of continuous groups of transformations and applying his ideas to the theory of differential equations in order to generalise Evarist Galois’ theory on algebraic equations. Hence, the word archetype is the most appropriate.
thread leading to a third case, worth to be studied per se. Indeed, a reasonable question will be whether the adoption of a given symmetry, and no other, might lead to the discovery of another, extra symmetry.

Returning to the thematics of interest, which is the Riemannian geometry of the LHS in \( n \) dimensions, the aforementioned considerations can be restated as follows:\(^3\)

Generally, a (pseudo)Riemannian geometry \((\mathcal{M}, g)\), where \( \mathcal{M} \) is a smooth \( n \)-dimensional manifold, and \( g \) a smooth metric tensor field, defined throughout \( \mathcal{M} \), defines a LHS in \( n \) dimensions if the Lie algebra of KVF\( s \) spans the tangent space at all points of \( \mathcal{M} \). Then, locally, the space is completely described by the structure constants of the underlying Lie algebra. These constants satisfy algebraic constraints coming from the Jacobi identity. Of course, the KVF\( s \) satisfy the conditions:

\[
\mathcal{L}_{\xi} g = 0 \tag{1.0.1}
\]

Now, it is easy to adapt the previous general comments on symmetries. In principle, there are two ways to consider a symmetry expression like \( \mathcal{L}_{\xi} g = 0 \):\(^2\)

- **HC\(_1\)** Either as a system of partial differential equations (PDEs) of the 1st order which, given some KVF\( s \) \( \{\zeta\} \) as an initial symmetry assumption, is to be solved in terms of the metric tensor field components.

- **HC\(_2\)** Or as a system of PDEs of the 1st order which, given a smooth metric tensor field, is to be solved in terms of the unknown(s) \( \{\zeta\} \).

One could say that for the case of LHS, and since all the KVF\( s \) are given each time (by virtue of the very definition for a locally homogeneous Riemannian geometry), the first possibility describes exactly the state of affairs, while the second is empty (or meaningless). But, on the other hand, the question posed earlier still remains:

*Let an \( n \)-fold \( \{\xi_A\} \) of KVF\( s \), corresponding to a given Lie algebra \( \mathfrak{g}_n \), be the only initial symmetry assumption for a locally homogeneous Riemannian geometry in \( n \) dimensions. Let also a metric tensor field \( g_{\text{red.}} \) which solves (1.0.1). Under such a setting, are there other, non trivial solutions to the system \( \mathcal{L}_{\zeta} g_{\text{red.}} = 0 \), in terms of some KVF\( s \) \( \{\zeta\} \)?*

The paradigm of Bianchi Type III (see, e.g., \[1\]), surprisingly enough, rendered this question not only non trivial —because the answer there is affirmative—but also justified —since the discovery of the extra KVF has led to a special solution to EFEs for that prototype \[1, 2\]).

Another perspective leading to this question is provided by the following general comments:

Suppose that one wants to solve a symmetry condition of the form \( \mathcal{L}_{\zeta} g = 0 \) by implementing formal solving processes for systems of PDEs. Then, in principle, two equally formal and associated problems will appear.

The first problem, which is twofold in nature, is that (after a formal solving process) redundant degrees of freedom might emerge—as the paradigm of the Schwarzschild space time shows. Indeed, substitution of all the three KVF\( s \) (defining the Lie algebra of the group \( \text{SO}(3, \mathbb{R}) \) acting multiply transitively on

\(^2\)The following discussion is not rigorous; it rather offers a flavour, on general grounds, of what is going to be the central scope of this paper. Therefore, a naive approach in both the formalism and definitions/terminology is adopted.
2-dimensional subspaces) into the symmetry condition, results in a metric tensor field with one spurious component; then, a general coordinate transformation (GCT) must be implemented in order to absorb this component. The twofold nature of this problem is to be found in the fact that, modulo a few instances, no one knows in advance if and how many spurious degrees might appear; moreover it is not always easy to find the needed GCT(s).

The second problem is that a potential redundancy renders the search for further induced symmetries much harder—and such further symmetries might exist, as the example of the Bianchi Type III homogeneous space shows.

However, this is not the end of the story. The consequences of this simple question, posed for any LHS in \( n \) dimensions (which is the objective of Section 3), have important implications:

\( I_1 \) One realises that it is necessary to know all the initial symmetries in a given setting, especially when the existence of some of them is a mere consequence of the adoption of the rest.

\( I_2 \) Knowledge of the full symmetry group is tantamount to the knowledge of not only the full gauge freedom but also of the true degrees of freedom—see [6].

\( I_3 \) Points \( I_1 \) and \( I_2 \) remain valid even when global/topological considerations enter the analysis—see [7, 8].

Section 2 provides some, necessary for the development in Sections 3 and 4, mathematical preliminaries; essentially, elements from É. Cartan’s theory of moving frames are presented. The objective of Section 3 is to answer in detail the previous question (in its last form) for any LHS in \( n \) dimensions and to discuss in full the implications of the extra symmetry (when present) along the lines described above. In Section 4 two simple applications are given: (a) the methodology is applied in the special case when \( n = 3 \) (i.e., Bianchi prototypes), and (b) the embedding of the 3-dimensional LHS into a 4-dimensional Lorentzian manifold (Bianchi cosmological models) is considered. Then, the extra symmetry (when present, and by means of proper prolongations) is used to lead to special, vacuum (i.e., Ricci flat) solutions to EFEs, which might be of interest. It should be stressed that the character of the present study is local because the desired result is to communicate the basic ideas in the simplest possible form, and thus to avoid more technical, subtle matters related to topological issues. On the other hand, many results are independent of the topology. Of course, again, the methodology is susceptible of proper modifications in order to remain valid when global considerations are to be taken into account, and this might be the goal of a future work.

### 2 É. Cartan’s theory of moving frames: Elements

For the sake of both completeness and logical continuity, a short collection of elements (i.e., basic notions, definitions, and results) from É. Cartan’s theory of moving frames will be given. It is meant, of course, that the purpose of this short presentation is not to give a detailed account on the theory; it rather serves as a reference collection. For extended and versatile treatments on the
subject, see e.g., the last two from references [9]. The original reference is, of course, [10].

Conventions adopted. Lower case Latin indices are used for any coordinate space in $n$ dimensions, while capital Latin indices for either any (co)tangent space in $n$ dimensions or any $n$ parametric group space. Both classes of indices have as their domain of definition the set $\{1, 2, \ldots, n\}$.

Let $\mathcal{R}$ be a (semi)Riemannian space described by the pair $(\mathcal{M}, \mathbf{g})$, where $\mathcal{M}$ is an $n$ dimensional, simply connected Hausdorff and $C^\infty$ manifold and $\mathbf{g}$ is a $C^m$ metric tensor field on it that is a non degenerate, covariant tensor field of order 2, with the property that at each point of $\mathcal{M}$ one can choose a frame of $n$ real vectors $\{\mathbf{e}_1, \ldots, \mathbf{e}_n\}$, such that $\mathbf{g}(\mathbf{e}_A, \mathbf{e}_B) = \eta_{AB}$ where $\eta$ (called frame metric) is a (possibly constant) symmetric matrix with prescribed signature.

The totality of the sets $\{\mathbf{e}_A\}$ (i.e., the sets for every point on the manifold) determines the $GL(n, \mathbb{R})$ frame bundle over $\mathcal{M}$ and defines the tangent bundle $T(\mathcal{M})$ of $\mathcal{M}$. Thus, the matrix $\eta$ simply reflects the inner products of the vectors in the tangent bundle.

Another fundamental notion is that of the cotangent bundle $T^*(\mathcal{M})$ of $\mathcal{M}$ which, as a linear vector space, is the dual to $T(\mathcal{M})$. Indeed, if $\{\theta^A\}$ denotes the basis of the cotangent space at a point on the manifold, then in a similar manner, the totality of the sets $\{\theta^A\}$ (i.e., the sets for every point on the manifold) determines the $GL(n, \mathbb{R})$ coframe bundle over $\mathcal{M}$ and defines the cotangent bundle $T^*(\mathcal{M})$ of $\mathcal{M}$.

The duality relation is realised through a linear operation called contraction ($\cdot$):

$$e_A \cdot \theta^B = \delta^B_A$$  \hspace{1cm} (2.0.2)

where $\delta^B_A$ is the Kronecker delta.

Élie Cartan has given a formulation of Riemannian geometry in terms of some basic $p$-forms (which are totally antisymmetric $p$ tensors; by definition, the coframe vectors are 1-forms) and the four basic operations acting upon them: the wedge product ($\wedge$), the exterior differentiation ($d$), the contraction ($\cdot$) with a frame vector (field) $\mathbf{e}$ and the Lie derivative ($\mathcal{L}_\mathbf{e}$) with respect to a frame vector (field) $\mathbf{e}$.

Some very important properties are (for any $p$-form $\alpha$, any $q$-form $\beta$, and any frame vector(s) $\mathbf{e}$):

$$e_{,A}(\alpha \wedge \beta) = (e_{,A}\alpha) \wedge \beta + (-1)^p \alpha \wedge (e_{,A}\beta)$$  \hspace{1cm} (2.0.3a)

$$d(\alpha \wedge \beta) = (d\alpha) \wedge \beta + (-1)^p \alpha \wedge (d\beta)$$  \hspace{1cm} (2.0.3b)

$$\mathcal{L}_\mathbf{e}d\alpha = d\mathcal{L}_\mathbf{e}\alpha$$  \hspace{1cm} (2.0.3c)

$$\mathcal{L}_\mathbf{e}\alpha = e_{,A}d\alpha + d(e_{,A}\alpha)$$  \hspace{1cm} (2.0.3d)

$$\mathcal{L}_\mathbf{e}(\alpha \wedge \beta) = (\mathcal{L}_\mathbf{e}\alpha) \wedge \beta + \alpha \wedge (\mathcal{L}_\mathbf{e}\beta)$$  \hspace{1cm} (2.0.3e)

$$\mathcal{L}_\mathbf{e}_1(e_{2,A}\alpha) = (\mathcal{L}_\mathbf{e}_1e_2)A\alpha + e_{2,A}(\mathcal{L}_\mathbf{e}_1\alpha)$$  \hspace{1cm} (2.0.3f)

Returning to the description of Riemannian geometry, the necessary equations are provided by É. Cartan’s structure equations (CSEs):

---

*The adoption of this assumption is prompted by a potential implementation of Poincaré’s Lemma. Alternatively, this constraint can be replaced by another one, less restrictive, by considering simply connected neighbourhoods of a given point on the manifold instead.*
(A) The first set, when the torsion vanishes, reads:

\[ d\theta^A + \Gamma^A_B \wedge \theta^B = 0 \]  
(2.0.4a)

where the \( \Gamma^A_B \) define the connexion 1-forms:

\[ \Gamma^A_B = \gamma^A_{BM} \theta^M \]  
(2.0.4b)

and the quantities \( \gamma^A_{BM} \) are called Ricci rotation coefficients (or spin connexion coefficients within the context of Newman-Penrose formalism).

(B) The second set reads:

\[ \Omega^A_B = d\Gamma^A_B + \Gamma^A_M \wedge \Gamma^M_B \]  
(2.0.5a)

where the \( \Omega^A_B \) define the curvature 2-forms:

\[ \Omega^A_B = \frac{1}{2} R^A_{BMN} \theta^M \wedge \theta^N \]  
(2.0.5b)

and the quantities \( R^A_{BMN} \) define the Riemann tensor.

(C) Taking into account the exterior differential calculus (EDC), the action of a \( d \) upon the first set results in the third set:

\[ (d\Gamma^A_B + \Gamma^A_N \wedge \Gamma^N_B) \wedge \theta^B = 0 \]  
(2.0.6a)

or, by virtue of the second set:

\[ R^A_{BMN} \theta^B \wedge \theta^M \wedge \theta^N = 0 \]  
(2.0.6b)

which are nothing but the Jacobi identities.

(D) Taking into account the EDC, the action of a \( d \) upon the second set results in, by virtue of the second set itself, the fourth set:

\[ d\Omega^A_B = \Omega^A_M \wedge \Gamma^M_B - \Gamma^A_M \wedge \Omega^M_B \]  
(2.0.7)

which are nothing but the Bianchi identities.

(E) The frame metric \( \eta \), which is used to raise and lower (co)frame indices, and is subject to the metricity condition:

\[ d\eta_{AB} = \Gamma_{AB} + \Gamma_{BA} \]  
(2.0.8)

It is also used to define the first fundamental form, \( g \):

\[ g = \eta_{AB} \theta^A \otimes \theta^B \]  
(2.0.9)

\[ ^5 \text{Or algebraic Bianchi identities, or cyclic identities.} \]
At this point, a comment is deemed necessary. If:

$$\mathcal{L}_{e_A} e_B = [e_A, e_B] = D^M_{AB} e_M$$

(2.0.10a)

where the quantities $D^M_{AB}$ are called structure functions, then, by using the basic properties given a few lines back, it can easily be proven that:

$$d\theta^A = -\frac{1}{2} D^M_{AB} \theta^M \wedge \theta^B = 0$$

(2.0.10b)

i.e., $\gamma^A_{[BM]} \equiv \frac{1}{2}(\gamma^A_{BM} - \gamma^A_{MB}) = -\frac{1}{2} D^A_{BM}$

This formalism provides a very elegant, powerful, and simple formulation not only for the isometry condition but also for its integrability conditions. In fact, this formulation becomes even simpler when the frame metric is constant on its entire domain of definition (rigid frame metric). Indeed, following [11], the isometry condition:

$$\mathcal{L}_\zeta g = 0$$

(2.0.11)

is completely equivalent to the statement:

$$\mathcal{L}_\zeta (\eta_{AB} \theta^A \otimes \theta^B) = \eta_{AB} ((\mathcal{L}_\zeta \theta^A) \otimes \theta^B + \theta^A \otimes (\mathcal{L}_\zeta \theta^B)) = 0$$

(2.0.12)

since $d\eta_{AB} = 0$; i.e., the Lie dragging, with respect to a KVF $\zeta$, of the first fundamental form vanishes. Because the set of coframe vectors $\{\theta^A\}$ constitutes a basis in the cotangent space, it follows that:

$$\mathcal{L}_\zeta \theta^A = F^A_B \theta^B$$

in general: $dF^A_B \neq 0$

(2.0.13)

for some non constant quantities $F^A_B$; essentially these are related to the KVF $\zeta$, and thus are to be determined. Upon substitution of this allocation to (2.0.12), it is:

$$\mathcal{L}_\zeta g = 0 \iff \begin{cases} \mathcal{L}_\zeta \theta^A = F^A_B \theta^B \\ \eta_{AM} F^M_B + \eta_{MB} F^M_A = 0 \end{cases}$$

(2.0.14)

Once again, taking into account the EDC and the CSEs, the action of a $d$ upon (2.0.14) results in the primary integrability condition:

$$\mathcal{L}_\zeta \Gamma^A_M = F^A_M \Gamma^M_B - \Gamma^A_{MB} F^M_B = 0$$

(2.0.15)

In a similar manner, taking into account the EDC and the CSEs, the action of a $d$ upon (2.0.15) results in the secondary integrability condition:

$$\mathcal{L}_\zeta \Omega^A_M = F^A_M \Omega^M_B - \Omega^A_{MB} F^M_B$$

(2.0.16)

The integrability conditions of (2.0.16) are empty, by virtue of the Bianchi identities. 

In summary:

$$\mathcal{L}_\zeta g = 0 \quad \text{plus} \quad \text{Integrability Conditions} \quad \iff \begin{cases} g = \eta_{AB} \theta^A \otimes \theta^B \\ dh_{AB} = 0 \\ \mathcal{L}_\zeta \theta^A = F^A_B \theta^B, \quad \text{in general:} \quad dF^A_B \neq 0 \\ \eta_{AM} F^M_B + \eta_{MB} F^M_A = 0 \\ \mathcal{L}_\zeta \Gamma^A_M = F^A_M \Gamma^M_B - \Gamma^A_{MB} F^M_B \\ \mathcal{L}_\zeta \Omega^A_M = F^A_M \Omega^M_B - \Omega^A_{MB} F^M_B \quad \text{plus} \quad \text{CSEs} \end{cases}$$

(2.0.17)
3 LHS and induced KVF s: the full symmetry group

The starting point is the following:

**Definition 3.0.1.** Let a structure \((\mathcal{M}, g, G_r)\) be such that:

- \(H_1\): \(\mathcal{M}\) is an \(n\) dimensional, simply connected, Hausdorff and \(C^\infty\) manifold,
- \(H_2\): \(g\) is a \(C^m\) metric tensor field, defined on the entire manifold that is a non degenerate, covariant tensor field of order 2, with the property that at each point of \(\mathcal{M}\) one can choose a frame of \(n\) real vectors \(\{e_1, \ldots, e_n\}\), such that \(g(e_A, e_B) = h_{AB}\) where \(h_{AB}\) is a (possibly constant) symmetric matrix of Euclidean signature,
- \(H_3\): \(G_r\) is a local Lie group of transformations (associated with a Lie algebra \(\mathfrak{g}_r\)) acting simply transitively on \(\mathcal{M}\). Therefore, \(n = r\) and a bijective mapping between the set of group parameters and (at least) some neighbourhoods of points on the manifold can be established.

Then this structure defines an \(n\) dimensional locally homogeneous space (for rigorous accounts see [9], and for generalisations like curvature homogeneous spaces, see [12]).

First, let \(U_p\) be an open neighbourhood of a given, albeit arbitrary, point \(p \in \mathcal{M}\), such that two conditions are met: (a) the set of group parameters corresponding to the identity group element is a proper subset of \(U_p\), and (b) if the Lie algebra \(\mathfrak{g}_n\), as a (real) linear vector space, is spanned by the set of KVF s \(\{\xi_A\}\), then none of its members has singular points on \(U_p\).

The set \(\{\xi_A\}\) can serve as the frame vectors on \(\bigcup_{q \in U_p} T_q(\mathcal{M})\); consequently, the set comprised of their duals, say, \(\{\phi^A\}\):

\[\xi_A \cdot \phi^B = \delta^B_A \quad (3.0.18)\]

can also serve as the coframe vectors on \(\bigcup_{q \in U_p} T_q^*(\mathcal{M})\), and it can be used to describe the local Riemannian geometry along the lines of É. Cartan’s theory. Now, since:

\[\forall \quad \xi_A, \xi_B \in \mathfrak{g}_n : [\xi_A, \xi_B] = \mathcal{C}^{AB}_M \xi_M \quad (3.0.19)\]

where \(\mathcal{C}^{AB}_M\) are the structure constants corresponding to the Lie algebra \(\mathfrak{g}_n\), a Lie differentiation with respect to \(\xi_A\) of the duality relation \((3.0.18)\) results in:

\[\xi_A \phi^B = -\mathcal{C}^{BM}_A \phi^M, \quad \forall \ A, B \in \{1, \ldots, n\} \quad (3.0.20)\]

and thus, a first fundamental form like:

\[g = H_{AB} \phi^A \otimes \phi^B \quad (3.0.21)\]

would not trivially solve the symmetry condition:

\[\xi_A g = 0 \quad (3.0.22)\]

but, rather, there would be differential constraints upon the (non constant) \(H_{AB}\). Therefore, such an adoption would not offer much towards the search for
an irreducible (i.e., without spurious degrees of freedom) metric tensor field and with all its symmetries known, simply because one would face a similar, to the initial, problem: that of solving a system of PDEs for $H_{AB}$.

A simplification towards the solution to this problem is provided by the basis of the algebra $\tilde{g}_n$ of the reciprocal —to $G_n$— local Lie group of transformations $\tilde{G}_n$, spanned by, say, $\{X_A\}$ and having the defining property:

\[(\forall \xi_A \in \tilde{g}_n) \land (\forall X_B \in \tilde{g}_n) : L_{\xi_A} X_B \equiv [\xi_A, X_B] = 0 \quad (3.0.23a)\]

\[(\forall X_A, X_B \in \tilde{g}_n) : [X_A, X_B] = -C_{AB}^M X_M \quad (3.0.23b)\]

where (3.0.23b) reflect the initial conditions (say $\{X_A|_{q \in U_p} = X_0^A\}$) needed for a solution to the system of PDEs (3.0.23a).

At this point, an assumption is needed; the domain of definition $S_X$, determined by the solution to the system of PDEs (3.0.23a), is supposed to be such that: (a) no member of the set $\{X_A\}$ has singular points on $S_X$, and (b) the set of group parameters corresponding to the identity group element is a proper subset of the set $(\bigcup_{q \in U_p} T_q(M)) \cap S_X \equiv K$.

Under the previous assumption, the set $\{X_A\}$ can now serve as the frame vectors on $\bigcup_{q \in K} T_q(M)$, while the set comprised of their duals, say, $\{\sigma^A\}$:

\[X_A \bullet \sigma^B = \delta_A^B \quad (3.0.24)\]

which is also characterised by the property:

\[L_{\xi_A} \sigma^B = 0, \quad \forall A, B \in \{1, \ldots, n\} \quad (3.0.25)\]

following immediately by a Lie differentiation with respect to $\xi_A$, of (3.0.24) and implementation of (3.0.23a), can serve as the coframe vectors on $\bigcup_{q \in K} T_q(M)$.

Moreover, given the fact that all the inner products amongst the frame vectors $\{X_A\}$ are, by virtue of (3.0.23a), constant (or dependent on outer variable(s)), it is deduced that the frame metric is also constant (or dependent on outer variable(s)).

Thus, a first fundamental form like:

\[g_{\text{red.}} = h_{AB} \sigma^A \otimes \sigma^B \quad (3.0.26)\]

defines a smooth metric tensor field throughout $\bigcup_{q \in K} T_q^\ast(M)$, which trivially satisfies, the equivalent to, the isometry condition:

\[L_{\xi_A} g_{\text{red.}} = h_{MN} \left( (L_{\xi_A} \sigma^M) \otimes \sigma^N + \sigma^M \otimes (L_{\xi_A} \sigma^N) \right) \equiv 0 \quad (3.0.27a)\]

\[dh_{AB} = 0 \quad (3.0.27b)\]

rendering the homogeneity manifest.

Both problems, i.e., that of an irreducible form for the compatible metric tensor field $g$, and that of the knowledge of the full symmetry group of the latter, have been reduced to the search for an irreducible form for the frame metric $h$ and its symmetries.

\[6\] See the first of references [9].

\[7\] Here, outer stands for variables irrelevant to $M$ and without any prejudice regarding their character.
3.1 Irreducible forms for the frame metric tensor field in \(n\)-dimensional LHS

In the calculus on differentiable manifolds, there are two distinct categories\(^8\) of gauge freedom. Both categories can be given the structure of a (local) continuous group—along, with their disconnected components, corresponding to discrete symmetries\(^9\).

\(GF_1\) The category related to changes in local coordinate systems in a given atlas on the manifold, constituting the *diffeomorphisms* group.

\(GF_2\) The category related to changes in basis in the tangent space, i.e., the group associated with the (co)tangent bundle. This could also be thought of as being the symmetry group of the CSEs\(^{10}\). Further, there is always a residual, yet trivial, freedom: that reflected in the action of the group \(GL(n, \mathbb{R})\).

Although a rare phenomenon, nothing prevents these two categories from having common members; frame basis changes inducing diffeomorphisms might exist. If \(O(h)\) and \(o(h)\) are a Lie group and its Lie algebra respectively\(^{11}\) described in \(GF_2\) category:

\begin{align*}
O(h) &= \{ Q^A_B : h_{AB}Q^A_MQ^B_N = h_{MN} \}, \quad \text{in general: } dQ^A_B \neq 0 \quad (3.1.1a) \\
o(h) &= \{ q^A_B : h_{AM}q^M_B + h_{MB}q^M_A = 0 \}, \quad \text{in general: } dq^A_B \neq 0 \quad (3.1.1b)
\end{align*}

then it is clear that an irreducible frame metric is presupposed, for spurious degrees of freedom in \(h\) might lead to a different group.

Apparently, category \(GF_2\)—by its definition, as a symmetry of the metric tensor field \(h\)—should not contribute to the search for an irreducible form for the latter. On the other hand, the residual freedom provided by \(GL(n, \mathbb{R})\), as it stands, does not suffice; not only it does not cover the case where \(h\) might depend on irrelevant parameters, but it might also lead to wrong results. For instance, since \(SO(n_1, n-n_1, \mathbb{R}) \triangleleft GL(n, \mathbb{R})\) (i.e., a subgroup), rotations can be used to diagonalise any matrix \(h_{AB}\) with signature \((n_1, n-n_1)\), but this is a general result only when the homogeneity corresponds to an abelian group—as it is well known. The solution towards the search for an irreducible form for the frame metric in an \(n\)-dimensional LHS is provided by the following:

**Proposition 3.1.1.** Let a LHS be characterised by a Lie algebra (3.0.19), along with a fundamental form:

\[ g_{\text{red.}} = h_{AB}\sigma^A \otimes \sigma^B \quad (3.1.2) \]

defined throughout \( \bigcup_{q \in K} T^*_q(M) \). Then, a class of irreducible frame metrics is given, in infinitesimal form, by the family:

\[ \{ h_{AB} + h_{AM}C^M_{NB}\varepsilon^N + h_{MB}C^M_{NA}\varepsilon^N \} \quad (3.1.3) \]

where the set \( \{ \varepsilon^N \} \) is a collection of, at most \(n\), functions depending on the outer variables of \(h\)—if any—multiplied by parameters close to zero.

\(^8\)Here, the word *categories* stands for a class or division of things regarded as having particular shared characteristics; a class which might have a structure like that of a group.

\(^9\)See: [5], the last two of references [9] and, of course, [10].

\(^{10}\)Irrespectively of a torsion and/or a metric tensor field on the tangent space.

\(^{11}\)Of order \(n(n-1)/2\). The disconnected, to the identity, components of the initial continuous group have been neglected.
Proof. Let $F$ be the set:

$$
F = \left\{ (S^A_B : U_{AB} \to Y_{AB}, \ U_{AB}, Y_{AB} \subseteq \mathbb{R}, \ \text{analytic } \forall \ A, B) \right\} \quad (3.1.4)
$$

i.e., the set of all, structure constants form preserving, invertible matrices, with each component of which defining a different, analytic mapping from a subset of $\mathbb{R}$ to another subset. In total, $n^2$ analytic mappings and two families $\{U_{AB}\}$ and $\{Y_{AB}\}$, with $n^2$ members each, of subsets of $\mathbb{R}$ are needed.

It should be obvious that $F$ defines multi parametric subsets of $GL(n, \mathbb{R})$: each for every $n^2$-tuple of points, say $\{w^\alpha\}_{\alpha \in \{1, \ldots, n^2\}}$, on the family of sets $\{U_{AB}\}$. This set, endowed with the usual operations, can be given the structure of a local Lie group; its corresponding Lie algebra $\mathfrak{g}$ will be spanned by a subspace of $\mathfrak{gl}(n, \mathbb{R})$.

A trivial calculation proves that the set:

$$
\{ \tilde{X}_B \} = \left\{ X_A (S^{-1})^A_B, \ S^A_B \in F \right\} \quad (3.1.5)
$$

preserves the manifest homogeneity of the first fundamental form:

$$
g_{\text{red.}} = h_{AB} \sigma^A \otimes \sigma^B \quad \tilde{g}_{MN} = \tilde{h}_{MN} = h_{AB} (S^{-1})^A_M (S^{-1})^B_N \quad (3.1.6)
$$

It is trivial to prove\footnote{As within the context of differential equations –see the 7th from references [9].} that this relation defines an equivalence class for frame metrics; i.e., $h_{AB}$ and $\tilde{h}_{AB}$ determine the same local Riemannian geometry –yet a redundancy, hidden in the matrices $S^A_B$, might (dis)appear at will.

Next, it would be most useful to find the Lie algebra $\mathfrak{g}$, and for this scope it is necessary to consider those matrices which are connected to the identity:

$$
S^A_B(0) = \delta^A_B \quad (3.1.7)
$$

Then, substitution to:

$$
S^A_B(w^\alpha)C^B_{MN} = C^A_KLS^K_M(w^\alpha)S^L_N(w^\alpha) \quad (3.1.8)
$$

The proof of that statement is trivial; one has only to consider the CSEs corresponding to two first fundamental forms, $g$ and $\tilde{g}$ in terms of the same coframe vectors, with frame metrics related as in (3.1.4), and the defining property of the matrices $S^A_B$, i.e., that of the structure constants form preservation.
and differentiation with respect to each particular parameter $w^{\alpha_i}$ at zero, results in:

$$\lambda^A_{(\alpha_i)B} C^B_{MN} = \lambda^Q_{(\alpha_i)M} C^A_{QN} + \lambda^Q_{(\alpha_i)N} C^A_{MQ}$$

(3.1.10a)

where:

$$\lambda^A_{(\alpha_i)B} \equiv \left. \frac{d S^A_B(w^\alpha)}{d w^{\alpha_i}} \right|_{w^\alpha = 0}, \quad \alpha_i \in \{1, \ldots, n^2\}$$

(3.1.10b)

are the requested generators. The number of independent solutions to this linear system determines the number of the independent parameters (i.e., the upper bound for $\alpha_i$—say $q \leq n^2$), and thus the number of the generators of $\mathfrak{f}$. Essentially, $\mathfrak{f}$ defines the automorphism group corresponding to $G_n$. Due to the Jacobi identities, the space of solutions to (3.1.10) can be written as:

$$\{\lambda^A_{(\alpha_i)B}\} = \{C^A_{(a_i)B}, E^A_{(\alpha_j)B}\}, \quad \left\{ \begin{array}{l} a_I \in \{1, \ldots, n\} \\ \alpha_J \in \{n + 1, \ldots, q\} \end{array} \right.$$

(3.1.11)

The subset of $\{C^A_{(a_i)B}\}$, as generators, defines a Lie algebra corresponding to the inner automorphism group; a subgroup of the automorphism group.

Since the interest is focused on the infinitesimal form for the transformation of the frame metrics (3.1.7), it suffices to consider automorphic group elements near the identity:

$$S^A_B(w^\alpha) \simeq \delta^A_B + w^{\alpha_i} \lambda^A_{(\alpha_i)B}, \quad w^{\alpha_i} \to 0$$

(3.1.12)

Then, condition (3.1.7) becomes (up to the first order):

$$\tilde{h}_{AB} \simeq h_{AB} - h_{AM} \lambda^M_{(\alpha_i)A} w^{\alpha_i} - h_{MB} \lambda^M_{(\alpha_i)B} w^{\alpha_i}, \quad w^{\alpha_i} \to 0$$

(3.1.13)

At this point, it is necessary to remember that these changes upon the form of the frame metric can be divided into two categories: those which are induced by diffeomorphisms, and those which are symmetries of the frame metric (i.e., they leave it form invariant as a Lorentz transformation leaves form invariant the Minkowski metric on the tangent space). Since an irreducible form for $h_{AB}$ is not known (as this is the desired result), it is not possible—at this stage—to identify which part(s) of (3.1.13) belong to the first and which to the second category. But, the first category must be induced by equally infinitesimal transformations.

It is, therefore, deemed appropriate to find which generators, contributing to (3.1.12), are induced by infinitesimal GCTs.

By construction, the set $\bigcup_{q \in \mathcal{K}} T_q(M)$ not only contains the set $\{X_A\}$, without any singular points, but also constitutes a real vector space. Thus, the generator of any desired infinitesimal GCT will be a linear combination of those vector fields. There are two possibilities for this linear combination: having either constant or non constant coefficients. The first possibility not only ensures, in principle, the existence of well defined vector fields, throughout $\bigcup_{q \in \mathcal{K}} T_q(M)$, but also preserves the form invariance of the initially adopted KVFs; indeed, the Lie derivative of the KVFs with respect to any generator of the desired GCTs vanishes if and only if the coefficients in the linear combination are constant. The second possibility, which corresponds to a kind of self similarity of the initially adopted KVFs, leads to a more rich structure. Yet, this second possibility is more restrictive in the following sense: a linear combination with non constant
coefficients might not be well defined everywhere. Also, the resulted freedom, being of local character (with respect to $\bigcup_{q \in K} T^*_q(M)$), can not be extended in many cases—like that of embedding to higher dimensions. For all these reasons, the first possibility—which obviously constitutes a minimum requirement—is adopted.

Let $\Pi_{\alpha_i}$ be a member of a class of vector fields operating as generators for a family of infinitesimal (i.e., multi parametric) GCTs:

$$\Pi_{\alpha_i} = \Sigma^A_{\alpha_i} X_A, \quad d \Sigma^A_{\alpha_i} = 0 \quad (d \Sigma^A_{\alpha_i} = 0 \iff \mathcal{L}_{\Pi_{\alpha_i}} \xi_A = 0) \quad (3.1.14a)$$

$$\{x^a\} \to \{\tilde{x}^a\} : \tilde{x}^a + w^a_{\alpha_i} \Pi_{\alpha_i} (x^b), \quad w^a_{\alpha_i} \to 0 \quad (3.1.14b)$$

The quantities $\Sigma^A_{\alpha_i}$ may (and will) depend on those outer parameters upon which $h$ is dependent. Before continuing, a simple observation: by (3.1.12), the infinitesimal version of (3.1.14a) can easily be read off:

$$\tilde{\sigma}^A \simeq \sigma^A + w^a_{\alpha_i} \lambda^A_{(\alpha_i)B} \sigma^B, \quad w^a_{\alpha_i} \to 0 \quad (3.1.15)$$

Thus, if the change in form of the coframe vectors is supposed to be induced by (3.1.14b), then the condition:

$$\mathcal{L}_{\Pi_{\alpha_i}} \sigma^A = \lambda^A_{(\alpha_i)B} \sigma^B \quad (3.1.16)$$

must hold on $\bigcup_{q \in K} T^*_q(M)$. By virtue of the Jacobi identities, the integrability condition of (3.1.16) is empty, thus this system always admits a well defined solution of the form (3.1.14b). Therefore, the setting of the system (3.1.14b) and (3.1.16) is well posed and always admits a solution, because of both the definition for the set $\bigcup_{q \in K} T^*_q(M)$ and its (empty) integrability conditions.

Using, (3.1.14a), (3.0.24), and a few standard properties of the Lie derivative, it is inferred that:

$$C^A_{MB} \Sigma^M_{\alpha_i} = \lambda^A_{(\alpha_i)B}, \quad \text{and thus: } \alpha_i = a_I \quad (3.1.17)$$

In other words, only the inner automorphisms can be induced by infinitesimal diffeomorphisms—cf. [6]. Substitution of the last result to (3.1.13) and the allocation $\varepsilon^N \equiv -\Sigma^N_{\alpha_i} w^a_{\alpha_i}$ complete the proof. Q.E.D.

At this point, it should be stressed, once again, that a non constant linear combination for the generators $\Pi_{\alpha_i}$ (i.e., $d \Sigma^A_{\alpha_i} \neq 0$) would have led to both inner and outer automorphisms (the rich structure mentioned earlier in the last part of the proof), but then one would be in position of implementing that structure only in the case where the study would exclusively be restricted on the homogenous spaces per se, without any ambition to consider them as a part of a more complex system—like when a homogeneous space is embedded into another higher dimensional space.

Therefore, from this point of view, the Proposition offers a class rather than a unique family of irreducible frame metrics. Although it seems that not the entire “symmetry (i.e., inner and outer automorphisms) of the symmetry (i.e., Lie group of transformations acting simply transitively)” is exploited, a use of which would be done at the expense of a restricted study, the results are based on the least minimum requirement and are valid, without any modification, even within other more complex frameworks—see, e.g., the third reference of [6].

---

14 See, Section 2.
The Proposition defines a class of geometrically equivalent and irreducible frame metrics—provided that the entire freedom represented by the descriptors $\{\varepsilon^A\}$ has been implemented. This result stands on its own right: indeed, it has been proven that a (sub)group of the automorphism group—that of the inner automorphisms—not only is induced by the action of another local Lie group—that of diffeomorphisms—but also gives a geometric definition of gauge symmetries. Of course, this is not quite a new result; the symmetry of the symmetry is of central importance in many research works. An indicative idea of the general interest might be found in [6] and the references therein. On the other hand though, in many instances, there is a kind of disagreement on what is (or should be) considered as gauge freedom; see the results found in [8] as they are opposed to those in the first of references [6].

In any case, the first goal towards the discovery of the full symmetry group, i.e., the irreducible form for the frame metric, has been achieved.

### 3.2 Induced Symmetry

Let, again, a LHS be characterised by a Lie algebra (3.0.19), along with a fundamental form:

$$g_{\text{irred.}} = h_{\text{irred.}}^{AB} \sigma^A \otimes \sigma^B$$

(3.2.1)

defined throughout $\bigcup_{q \in K} T^q(M)$. It is meant that the freedom provided by the inner automorphisms (sub)group of $G_n$ has been implemented in order to cast the frame metric in an irreducible (though not unique) form.

If a metric tensor field $g_{\text{irred.}}$ admits a KVF(s) $\zeta$, irrelevant to the initial KVF s which describe homogeneity, then the system of the Killing equations:

$$\mathcal{L}_\zeta g_{\text{irred.}} = 0$$

(3.2.2)

is completely equivalent to:

$$\mathcal{L}_\zeta g_{\text{irred.}} = 0$$

(3.2.3)

for the corresponding first fundamental form $g$. Following [11], this system is, in turn, equivalent to:

$$\mathcal{L}_\zeta g_{\text{irred.}} = 0 \quad \text{⇔} \quad \begin{cases} g_{\text{irred.}} = h_{\text{irred.}}^{AB} \sigma^A \otimes \sigma^B \\ dh_{\text{irred.}}^{AB} = 0 \\ \mathcal{L}_\zeta \sigma^A = \Psi^A_B \sigma^B, \quad \text{in general:} \quad d\Psi^A_B \neq 0 \\ h_{\text{irred.}}^{AM} \Psi^M_B + h_{\text{irred.}}^{MB} \Psi^M_A = 0 \\ \mathcal{L}_\zeta \Gamma^A_B = \Psi^A_M \Gamma^M_B - \Gamma^A_M \Psi^M_B - d\Psi^A_B \\ \mathcal{L}_\zeta \Omega^A_B = \Psi^A_M \Omega^M_B - \Omega^A_M \Psi^M_B \\ \text{plus CSEs} \end{cases}$$

(3.2.4)

A further simplification is possible by two observations:

**Ob1** Because of: (3.0.23b) , (3.0.24), the first set of the CSEs becomes:

$$d\sigma^A = \frac{1}{2} \phi^A_{MN} \sigma^M \wedge \sigma^N$$

(3.2.5)

also, cf. (2.0.10).
The condition \( h^\text{irred.}_{AM} \Psi^M_B + h^\text{irred.}_{MB} \Psi^M_A = 0 \) denotes the antisymmetry, in its indices, of the matrix \( \Psi_{AB} = h^\text{irred.}_{AM} \Psi^M_B \). Therefore, the latter can be parametrized by an antisymmetric matrix:

\[
\begin{align*}
    h^\text{irred.}_{AM} \Psi^M_B &= F_{AB} \Rightarrow \Psi^A_B &= h^\text{irred.}_{AB} F_{MB} & (3.2.6a) \\
    F_{(AB)} &= 0 & (3.2.6b)
\end{align*}
\]

Using these observations, (3.2.4) assumes its simplest form:

\[
\begin{align*}
    g^\text{irred.}_{AB} &= h^\text{irred.}_{AB} \sigma^A \otimes \sigma^B \\
    dh^\text{irred.}_{AB} &= 0 \\
    \mathcal{L}_\zeta \sigma^A &= h^\text{irred.}_{MN} F_{NB} \sigma^B, \quad \text{in general: } dF_{AB} \neq 0 \\
    F_{(AB)} &= 0 \\
    d\sigma^A &= \frac{1}{2} C^A_{MN} \sigma^M \wedge \sigma^N \\
    \gamma^A_B &= \gamma^A_{BM} \sigma^M, \gamma^A_{[BM]} = \frac{1}{2} C^A_{BM} \\
    h^\text{irred.}_{AS} \gamma^S_{BM} + h^\text{irred.}_{SB} \gamma^S_{AM} &= 0 \\
    \mathcal{L}_\zeta \Gamma^A_B &= (h^\text{irred.}_{MN} F_{NM}) \Gamma^A_M - \Gamma^A_M (h^\text{irred.}_{MN} F_{NB}) - h^\text{irred.}_{AB} dF_{NB} \\
    \Omega^A_B &= \frac{1}{2} \Omega^A_{BMN} \sigma^M \wedge \sigma^N \\
    \Omega^A_B &= d\Gamma^A_B + \Gamma^A_M \wedge \Gamma^M_B \\
    \mathcal{L}_\zeta \Omega^A_B &= (h^\text{irred.}_{MN} F_{NM}) \Omega^A_M - \Omega^A_M (h^\text{irred.}_{MN} F_{NB})
\end{align*}
\]

The merits of this approach are both simplicity and clarity. Simplicity, because the last integrability condition imposes algebraic constraints upon the matrix \( F_{AB} \) —something which renders the solving process, regarding the other steps, easier. Clarity, for the nature of the matrix \( F_{AB} \) encodes much information: since it is antisymmetric, only up to \( n(n - 1)/2 \) independent components may exist, each for every extra KVF \( \zeta \). Thus, if \( F_{AB} = 0 \) then the only KVF s admitted by the space are those given initially. On the other hand, when the number of components is the maximum, then the total number of the admitted KVF s is: \( n \) (those expressing homogeneity) + \( n(n - 1)/2 \) (those corresponding to the matrix \( F_{AB} = n(n + 1)/2 \), i.e., the case of maximally symmetric spaces [9].

4 LHS in 3 dimensions, and applications: Bianchi cosmological prototypes and special solutions to EFEs

Conventions adopted. Lower case Greek indices are used for any coordinate space in 4 dimensions. It is assumed that all 3 dimensional LHS have metric tensor fields of Euclidean signature: \((+, +, +)\).

This section is divided into two parts: in the first part, the analysis developed in the previous section, i.e., the Proposition regarding the irreducible form for the frame metric \( h \) along with the symmetry system \( (3.2.7) \), is applied when \( n = 3 \). In this case (which is of physical interest), there are nine distinct
continuous Lie groups of transformations associated with nine real Lie algebras. These groups and their algebras have been classified by L. Bianchi \(^{15}\)—although S. Lie found them first (see the corresponding reference in [9]). Thus, the Bianchi Types I-IX emerged.

In the second part, the results found in the first part are used in the search for special solutions to the EFEs. No new—to the literature—solutions are obtained, yet this pedantic application carries the ambition to exhibit a simple application of the entire analysis, something which might be of interest in other areas.

4.1 Bianchi Types

For every Bianchi Type, the information given includes the structure constants \(C_{E A B}^F\) of the corresponding Lie algebra, the Killing vector fields \(\{\xi_A\}\), the set of both left invariant fields \(\{X_A\}\), and right invariants \(\{\sigma_A\}\)—as in [13]—and an irreducible form for the frame metric \(h^{\text{irred.}}_{AB}\) along with the further KVF(s). Of course, a local coordinate system \(\{x^A\} = \{x, y, z\}\) has been adopted to express not only all these vector fields with the coordinate basis \(\partial_{x^A} \equiv \partial/\partial x^A\), but also the dual basis \(\{dx^A\}\). Also, Bianchi Types VI and VII are each a family of groups parametrized by \(q\) within the limits given.

Finally, it should be stressed that only the most generic case will be of interest each time. To this end, the initial reducible frame metric will be assumed to be the most general:

\[
h^{\text{red.}}_{AB} = \begin{pmatrix}
\tilde{h}_{11} & \tilde{h}_{12} & \tilde{h}_{13} \\
\tilde{h}_{12} & \tilde{h}_{22} & \tilde{h}_{23} \\
\tilde{h}_{13} & \tilde{h}_{23} & \tilde{h}_{33}
\end{pmatrix}
\]

i.e., neither further relations amongst the \(\tilde{h}_{ij}\) nor discriminating cases will be considered. The only restriction is that all the frame metrics \(h\) (i.e., both reducible and irreducible) are supposed to be positive definite. It is obvious, that specialization—like that corresponding to biaxial symmetry (i.e., \(\tilde{h}_{11} = \tilde{h}_{22}\)), etc.—on the frame metric components may lead to further symmetries.

**Bianchi Type I**

This type is characterised by:

\[
\begin{align*}
C_{E A B}^F &= 0 & (4.1.a) \\
\{\xi_A\} &= \{\partial_x, \partial_y, \partial_z\} & (4.1.b) \\
\{X_A\} &= \{\partial_x, \partial_y, \partial_z\} & (4.1.c) \\
\{\sigma_A\} &= \{dx, dy, dz\} & (4.1.d) \\
h^{\text{irred.}}_{AB} &= \begin{pmatrix}
\tilde{h}_{11} & 0 & 0 \\
0 & \tilde{h}_{22} & 0 \\
0 & 0 & \tilde{h}_{33}
\end{pmatrix} & (4.1.e)
\]

---

\(^{15}\) L. Bianchi:
1. Mem. della Soc. Italiana delle Scienze Ser. 3a, 11, (1897), 267.
2. *Lezioni Sulla Teoria Dei Gruppi Continui Finiti Di Transformazioni*, Spoerri, Pisa, 1918
Although all the structure constants vanish, the action of the group $GL(3,\mathbb{R})$ can still be implemented. In fact, the maximum number (i.e., 3) of GCTs can be used to bring the frame metric to a diagonal form; the degrees of freedom left are just the three eigenvalues of the matrix. This is the only case with such a singular behaviour—a characteristic feature of all the abelian prototypes, irrespectively of the dimensions.

There are three more KVF s:

\[ \{ \zeta_A \} = \left\{ -\frac{x}{h_{22}} \partial_y + \frac{w}{h_{33}} \partial_z, -\frac{x}{h_{11}} \partial_x + \frac{w}{h_{33}} \partial_z, -\frac{w}{h_{11}} \partial_x + \frac{w}{h_{22}} \partial_y \right\} \quad (4.1.2) \]

Therefore, Bianchi Type I admits a $G_6$ local Lie group of transformations, with the corresponding algebra (only non vanishing commutators are given):

\[
\begin{align*}
[\zeta_1, \zeta_2] &= \frac{1}{h_{33}} \zeta_3 \\
[\zeta_2, \zeta_3] &= \frac{1}{h_{11}} \zeta_1 \\
[\zeta_3, \zeta_4] &= \frac{1}{h_{22}} \zeta_2 \\
[\zeta_2, \zeta_4] &= -\frac{1}{h_{11}} \zeta_1 \\
[\zeta_1, \zeta_3] &= \frac{1}{h_{22}} \zeta_2 \\
[\zeta_3, \zeta_1] &= -\frac{1}{h_{11}} \zeta_1 \\
[\zeta_2, \zeta_1] &= \frac{1}{h_{33}} \zeta_3 \\
[\zeta_3, \zeta_2] &= -\frac{1}{h_{22}} \zeta_2
\end{align*}
\]

(4.1.3)

Of course, the space is maximally symmetric—as expected.

**Bianchi Type II**

This type is characterised by:

\[
C_{123}^1 = 1 \\
\{ \xi_A \} = \{ \partial_y, \partial_z, \partial_x + z \partial_y \} \\
\{ X_A \} = \{ \partial_y, x \partial_y + \partial_z, \partial_x \} \\
\{ \sigma_A \} = \{ dy - x dz, dz, dx \} \\
h_{AB}^{irred} = \begin{pmatrix} h_{11} & 0 & 0 \\ 0 & h_{22} & h_{23} \\ 0 & h_{23} & h_{33} \end{pmatrix}
\]

Only two, out of the available three, GCTs can be used. There is one more KVF:

\[
\zeta = \frac{z h_{22} + x h_{33}}{h_{22} h_{33} - h_{23}^2} \partial_x + \frac{z^2 h_{22} - x^2 h_{33}}{2(h_{22} h_{33} - h_{23}^2)} \partial_y - \frac{z h_{23} + x h_{33}}{h_{22} h_{33} - h_{23}^2} \partial_z
\]

(4.1.5)

Therefore, Bianchi Type II admits a $G_4$ local Lie group of transformations, with the corresponding algebra (only non vanishing commutators are given):

\[
\begin{align*}
[\xi_2, \xi_3] &= \xi_1 \\
[\xi_2, \xi] &= \frac{h_{23}}{h_{22} h_{33} - h_{23}^2} \xi_2 + \frac{h_{22}}{h_{22} h_{33} - h_{23}^2} \xi_3 \\
[\xi_3, \xi] &= \frac{h_{23}}{h_{22} h_{33} - h_{23}^2} \xi_2 + \frac{h_{22}}{h_{22} h_{33} - h_{23}^2} \xi_3
\end{align*}
\]

(4.1.6)
Bianchi Type III

This type is characterised by:

\[ C^1_{13} = 1 \]  
\[ \{\xi_A\} = \{\partial_y, \partial_z, \partial_x + y\partial_y\} \]  
\[ \{X_A\} = \{e^x\partial_y, \partial_z, \partial_x\} \]  
\[ \{\sigma^A\} = \{e^{-x}dy, dz, dx\} \]  
\[ h_{AB}^{\text{irred.}} = \begin{pmatrix} h_{11} & h_{12} & 0 \\ h_{12} & h_{22} & 0 \\ 0 & 0 & h_{33} \end{pmatrix} \]  

Only two, out of the available three, GCTs can be used. There is one more KVF:

\[ \zeta = \frac{y}{h_{33}} \partial_y + \left( \frac{y^2}{2h_{33}} - \frac{e^{2x}h_{22}}{2(h_{11}h_{22} - h_{12}^2)} \right) \partial_y + \frac{e^xh_{12}}{h_{11}h_{22} - h_{12}^2} \partial_z \]  

Therefore, Bianchi Type III admits a \( G_4 \) local Lie group of transformations, with the corresponding algebra (only non vanishing commutators are given):

\[ [\xi_1, \xi_3] = \xi_1 \quad [\xi_1, \zeta] = \frac{1}{h_{33}} \xi_3 \quad [\xi_3, \zeta] = \zeta \]  

Bianchi Type IV

This type is characterised by:

\[ C^1_{13} = C^2_{23} = C^3_{32} = 1 \]  
\[ \{\xi_A\} = \{\partial_y, \partial_z, \partial_x + (y + z)\partial_y + z\partial_z\} \]  
\[ \{X_A\} = \{e^x\partial_y, xe^x\partial_y + e^x\partial_z, \partial_x\} \]  
\[ \{\sigma^A\} = \{e^{-x}dy - xe^{-x}dz, e^{-x}dz, dx\} \]  
\[ h_{AB}^{\text{irred.}} = \begin{pmatrix} h_{11} & 0 & 0 \\ 0 & h_{22} & 0 \\ 0 & 0 & h_{33} \end{pmatrix} \]  

All the three available GCTs can be used to bring the frame metric to a diagonal form; the degrees of freedom left are just the three eigenvalues of the matrix. There is no further KVF, since the integrability conditions imply that \( F_{AB} = 0 \).

Bianchi Type V

This type is characterised by:

\[ C^1_{13} = C^2_{23} = 1 \]  
\[ \{\xi_A\} = \{\partial_y, \partial_z, \partial_x + y\partial_y + z\partial_z\} \]  
\[ \{X_A\} = \{e^x\partial_y, e^x\partial_z, \partial_z\} \]  
\[ \{\sigma^A\} = \{e^{-x}dy, e^{-x}dz, dx\} \]  
\[ h_{AB}^{\text{irred.}} = \begin{pmatrix} h_{11} & h_{12} & 0 \\ h_{12} & h_{22} & 0 \\ 0 & 0 & \sqrt{h_{11}h_{22} - h_{12}^2} \end{pmatrix} \]
All the three available GCTs can be used to bring the frame metric to a block diagonal form. There are three more KVF s:

\[
\zeta_1 = \frac{z}{h^{1/3}} \partial_x + \left( \frac{y^2 h_{11} h_{12} + 2 y z h_{11} h_{22} + z^2 h_{12} h_{22} + e^{2x} h_{12}}{2 h} \right) \partial_y \\
+ \left( -\frac{y^2 h_{11}^2 - 2 y z h_{11} h_{12} + z^2 (h_{11} h_{22} - 2 h_{12}^2)}{2 h} \right) \partial_z
\]

\[
\zeta_2 = \frac{y}{h^{1/3}} \partial_x + \left( -\frac{2 y^2 h_{12}^2 + y^2 h_{11} h_{22} - 2 y z h_{12} h_{22} - z^2 h_{22}^2 + e^{2x} h_{12}}{2 h} \right) \partial_y \\
+ \left( \frac{y^2 h_{11} h_{12} + 2 y z h_{11} h_{22} + z^2 h_{12} h_{22} + e^{2x} h_{12}}{2 h} \right) \partial_z
\]

\[
\zeta_3 = -\left( \frac{y h_{12} + z h_{22}}{h^{2/3}} \right) \partial_y + \left( \frac{y h_{11} + z h_{12}}{h^{2/3}} \right) \partial_z
\]

\[
h = (h_{11} h_{22} - h_{12}^2)^{3/2}
\]

Therefore, Bianchi Type V admits a $G_6$ local Lie group of transformations, with the corresponding algebra (only non vanishing commutators are given):

\[
[\xi_2, \xi_3] = \xi_2 \quad \quad [\xi_1, \xi_3] = \xi_1
\]

\[
[\xi_2, \xi_1] = -\frac{h_2}{h^{1/3}} \xi_3 + \frac{h_3}{h^{1/3}} \xi_2
\]

\[
[\xi_1, \xi_1] = -\frac{h_2}{h^{1/3}} \xi_3 + \frac{h_3}{h^{1/3}} \xi_2
\]

\[
[\xi_2, \xi_2] = \frac{h_2}{h^{1/3}} \xi_3 + \frac{h_3}{h^{1/3}} \xi_2
\]

This result is in full agreement with the fact that the space is not only of constant curvature but also conformally flat.

**Bianchi Type VI**

This type is characterised by:

\[
C_{13}^1 = 1, C_{23}^2 = q(\neq 0, 1)
\]

\[
\{\xi_A\} = \{\partial_y, \partial_z, \partial_x + y \partial_y + q z \partial_z\}
\]

\[
\{X_A\} = \{e^x \partial_y, e^{q z} \partial_z, \partial_x\}
\]

\[
\{\sigma^A\} = \{e^{-z} d y, e^{-q z} d z, d x\}
\]

\[
h_{AB}^{\text{irred}}|_{q \neq -1} = \begin{pmatrix}
    h_{11} & 0 & 0 \\
    0 & h_{22} & 0 \\
    0 & 0 & h_{33}
\end{pmatrix}
\]

\[
h_{AB}^{\text{irred}}|_{q = -1} = \begin{pmatrix}
    h_{11} & h_{12} & 0 \\
    h_{12} & h_{11} & 0 \\
    0 & 0 & h_{33}
\end{pmatrix}
\]

All the three available GCTs can be used to bring the frame metric to a diagonal form if $q \neq -1$, and to a block diagonal form if $q = -1$. There is no further
KVF, since the integrability conditions imply that \( F_{AB} = 0 \), for every value of the group parameter within the range given (and for both sectors: \( q \neq -1 \), and \( q = -1 \)).

**Bianchi Type VII**

This type is characterised by:

\[
C_{123}^2 = 1, C_{13}^1 = -1, C_{23}^2 = q(q^2 < 4) \quad (4.1.15a)
\]

\[
\{\xi_A\} = \{\partial_y, \partial_z, \partial_x - z\partial_y + (y + qz)\partial_z\} \quad (4.1.15b)
\]

\[
\{X_A\} = \{A_1\partial_y - B\partial_z, B\partial_y + A_2\partial_z, \partial_x\} \quad (4.1.15c)
\]

\[
\{\sigma^A\} = \{C_1 dy - Ddz, Ddy + C_2dz, dx\} \quad (4.1.15d)
\]

where:

\[
A_{1,2} = e^{kz \cos(ax)} \pm kB, B = -\frac{1}{a}e^{kz \sin(ax)}, \quad (4.1.15f)
\]

\[
C_{1,2} = e^{-kz \cos(ax)} \mp kD, D = -\frac{1}{a}e^{-kz \sin(ax)}, \quad (4.1.15g)
\]

\[
k = \frac{q}{2}, a = \frac{1}{2}(4 - q^2)^{1/2} \quad (4.1.15h)
\]

\[
h_{irred.}^{AB} = \begin{pmatrix} h_{11} & 0 & 0 \\ 0 & h_{22} & 0 \\ 0 & 0 & h_{33} \end{pmatrix} \quad (4.1.15i)
\]

All the three available GCTs can be used to bring the frame metric to a diagonal form. There is no further KVF, since the integrability conditions imply that \( F_{AB} = 0 \), for every value of the group parameter within the range given (and for both sectors: \( q \neq 0 \), and \( q = 0 \)).

**Bianchi Type VIII**

This type is characterised by:

\[
C_{23}^1 = -C_{31}^2 = -C_{12}^3 = -1 \quad (4.1.16a)
\]

\[
\{\xi_A\} = \left\{ \frac{e^{-x}}{2}\partial_x + \frac{1}{2}(e^x - y^2e^{-x})\partial_y - ye^{-x}\partial_z, \partial_z, \right. \]

\[
\frac{e^{-x}}{2}\partial_x - \frac{1}{2}(e^x + y^2e^{-x})\partial_y - ye^{-x}\partial_z \}
\]

\[
\{X_A\} = \left\{ \frac{1}{2}(1 + x^2)\partial_x + \frac{1}{2}(1 - 2xy)\partial_y - x\partial_z, -x\partial_x + y\partial_y + \partial_z, \right. \]

\[
\frac{1}{2}(1 - x^2)\partial_x + \frac{1}{2}(-1 + 2xy)\partial_y + x\partial_z \}
\]

\[
\{\sigma^A\} = \{dx + (1 + x^2)dy + (x - y - x^2y)dz, 2xdy + (1 - 2xy)dz, \}
\]

\[
dx + (-1 + x^2)dy + (x + y - x^2y)dz \}
\]

\[
h_{irred.}^{AB} = \begin{pmatrix} h_{11} & 0 & 0 \\ 0 & h_{22} & 0 \\ 0 & 0 & h_{33} \end{pmatrix} \quad (4.1.16c)
\]

All the three available GCTs can be used to bring the frame metric to a diagonal form; the degrees of freedom left are just the three eigenvalues of the matrix.
The generators of those infinitesimal GCTs define the \( \mathfrak{so}(2,1) \) Lie algebra. There is no further KVF, since the integrability conditions imply that \( F_{AB} = 0 \).

**Bianchi Type IX**

This type is characterised by:

\[
C_{23}^1 = C_{31}^2 = C_{12}^3 = 1
\]

\[
\{ \xi_A \} = \{ \partial_y, \cos(y)\partial_x - \cot(x)\sin(y)\partial_y + \frac{\sin(y)}{\sin(x)}\partial_z, \\
- \sin(y)\partial_x - \cot(x)\cos(y)\partial_y + \frac{\cos(y)}{\sin(x)}\partial_z \}
\]

\[
\{ X_A \} = \{ - \sin(z)\partial_x + \frac{\cos(z)}{\sin(x)}\partial_y - \cot(x)\cos(z)\partial_z, \\
\cos(z)\partial_x + \frac{\sin(z)}{\sin(x)}\partial_y - \cot(x)\sin(z)\partial_z, \partial_z \}
\]

\[
\{ \sigma_A \} = \{ - \sin(z)dx + \sin(x)\cos(z)dy, \cos(z)dx + \sin(x)sin(z)dy, \\
\cos(x)dy + dz \}
\]

\[
\eta^{\text{irred.}}_{AB} = \begin{pmatrix}
 h_{11} & 0 & 0 \\
 0 & h_{22} & 0 \\
 0 & 0 & h_{33}
\end{pmatrix}
\]

All the three available GCTs can be used to bring the frame metric to a diagonal form; the degrees of freedom left are just the three eigenvalues of the matrix. The generators of those infinitesimal GCTs define the \( \mathfrak{so}(3) \) Lie algebra. There is no further KVF, since the integrability conditions imply that \( F_{AB} = 0 \).

At this point, it should be noted that all the results found thus far are in full agreement with those concerning the corresponding generic cases, in reference [3]. This coincidence on the results obtained via different approaches exhibits the correctness of the method.

### 4.2 Application: special solutions to the EFEs

As it is mentioned in the Introduction, in many instances symmetry can be considered as an exact assumption towards a simplification of the problem under consideration. Of course, the EFEs—as a system of entangled PDEs of the 2nd order—constitute a prominent example where this practice is applied. Thus, various prototypes characterised by some symmetry (of either higher order, like locally homogeneous space(times), or lower order, like space times with axial symmetry, etc.) emerge, offering a useful insight into some basic features of both the mathematical structure and the physical system described by the theory.

In mathematical cosmology, spatial homogeneity is—in most studies—a sine qua non approximation to reality, since the adopted symmetry is not of higher order (thus the corresponding theory is not that much artificial), yet this order is enough for a simplification of the initial system.
For the development, the following would be useful:

**Definition 4.2.1.** Let a structure \((\mathcal{M} \times \mathbb{R}, (^{(4)}g, G_3))\) be such that:

**SH**\(_1\) \(\mathcal{M}\) is a 3 dimensional, (usually) simply connected, Hausdorff and \(C^\infty\) manifold,

**SH**\(_2\) \((^{(4)}g)\) is a \(C^n\) metric tensor field, defined on the entire product space that is a non degenerate, covariant tensor field of order 2, with the property that at each point of \(\mathcal{M} \times \mathbb{R}\) one can choose a frame of 4 real vectors \(\{e_1, \ldots, e_4\}\), such that \(g(e_\alpha, e_\beta) = \eta_{\alpha\beta}\) where \(\eta_{\alpha\beta}\) is a (possibly constant) symmetric matrix of Lorentzian signature,

**SH**\(_3\) \(G_3\) is a local Lie group of transformations (associated with a Lie algebra \(\mathfrak{g}_3\)) acting simply transitively on \(\mathcal{M}\).

Then this structure defines a spatially (and locally) homogeneous space time.

A standard choice for the first fundamental form, associated with \((^{(4)}g)\), is (in a local coordinate system \(\{x^\alpha\} = \{t, x, y, z\}\)):

\[
^{(4)}g = \eta_{\alpha\beta} \theta^\alpha \otimes \theta^\beta
\]

\[
\eta_{\alpha\beta} = \begin{pmatrix} -1 & 0 \\ 0 & \ h_{AB}^{\text{irred}}(t) \end{pmatrix}
\]

\[
\{\theta^\alpha\} = \{N(t)dt, N^A(t)dt + \sigma^A\}
\]

where each pair \((h_{AB}^{\text{irred}}, \{\sigma^A\})\) is to be attributed according to the Bianchi Type chosen. It should be noted that, now, there is one outer parameter entering the frame metric \(h_{AB}^{\text{irred}}\), which is of a time like character.

Regarding the KVFs, representing the action of \(G_3\) at an infinitesimal level, a common technique is to “promote” them —by construction (or definition) of the spatially homogeneous prototype— into KVFs of the product space; this is done, at a local level, by adding a zero (temporal) component:

\[
\{\xi_A = \xi^a_A(x^b) \partial_a\} \rightarrow \{(^{(4)}\xi_A = 0\theta_0 + \xi^a_A(x^b) \partial_a\}
\]

The result of this technique is that the prolonged vector fields are KVFs of the metric tensor field \((^{(4)}g)\), as well:

\[
\mathcal{L}_{(^{(4)}\xi_A)}(^{(4)}g) = 0
\]

Of course, this is the right point for one to ask whether such a technique could (or should) be implemented for the further KVFs \(\{\xi_A\}\) —if any.

The fact that there is a subclass of the Szekeres family in which the induced metric tensor field \(g\), defined on 3 dimensional space like hypersurfaces (which are conformally flat), is invariant under a \(G_6\) while the metric tensor field \((^{(4)}g)\) is not invariant under any isometry group \(G_6\) (see [14]) clearly shows that —in general— such a technique should not be implemented; at least, not when the goal is to find general solutions to EFEs with the initial symmetry setting.

On the other hand, prolonging structures is a very subtle and delicate matter. If one observes those cases which do admit further KVFs (i.e., Bianchi Types I, II, III, and V), one will see that both the KVF(s) \(\{\xi_A\}\), and the enlarged Lie algebra \(\mathfrak{g}_{A+B}\) (i.e., the algebra spanned by the set \(\{\xi_A\} \cup \{\xi_B\}\)) depend on the
components of the irreducible frame metric $h_{\text{irred.}}$; this is tantamount to the fact that they all be time dependent. Time dependence is an admissible feature when KVF s are concerned, but not when it refers to the (enlarged) Lie algebra. Thus, the only reasonable and minimum requirement is that the structure constants of the enlarged Lie algebra must be valid in the 4 dimensional product space. The corresponding commutators can be thought of as being systems of PDEs with initial conditions described by the eigenvalues of the irreducible frame metric $h_{\text{irred.}}$ at a given instant of time. This constraint will have much impact on the form of the metric tensor field $(4)\mathbf{g}$, through the extended symmetry condition:

$$\mathcal{L}(\zeta_A^{(4)}\mathbf{g}) = 0$$

(4.2.4)

for the aforementioned initial conditions must be preserved on time. Since the irreducible frame metric $h_{\text{irred.}}$ (at a point) is a positive definite matrix, it will have three strictly positive eigenvalues (or eigenfunctions at a given instant of time), say $\{\lambda_1, \lambda_2, \lambda_3\}$. Yet, this is not enough information because in many types the automorphism group is not adequate to diagonalise the matrices under consideration. Thus, in most cases the irreducible frame metric $h_{\text{irred.}}$ (at a point) will be fully equivalent to the set $\{\lambda_1, \lambda_2, \lambda_3\} \cup \{\text{off diagonal components}\}$ (the 2nd set, estimated at a given instant of time), where $\lambda_i > 0$.

Naturally, two (or more) branches emerge:

$B_1$ The first is characterised by the fact that the set $\{\lambda_1, \lambda_2, \lambda_3\}$ is sufficient; then, without any loss of generality, one can set: $\lambda_1 = \lambda_2 = \lambda_3 = 1$ (i.e., $h_{\text{irred.}} \to \delta_{AB}$)

$B_2$ The other(s) is(are) characterised by the fact that the set $\{\lambda_1, \lambda_2, \lambda_3\}$ is not sufficient, but rather arbitrary constant values must be assigned to the off diagonal terms --along with some convenient and positive values for the set $\{\lambda_1, \lambda_2, \lambda_3\}$.

So, in order to prolong the extra KVF(s) a series of steps is needed:

$S_1$ The matrix $h_{\text{irred.}}$, at a given instant of time, is diagonalised. Thus, the three strictly positive eigenvalues $\{\lambda_i\}$ are associated with the diagonal components $h_{\text{irred.}}^{AA}$, while the off diagonal components are parametrized by a constant --say $S$.

$S_2$ The substitutions $\{h_{\text{irred.}}^{AA} \to \lambda_A, h_{\text{irred.}}^{\text{off diagonal}} \to S\}$ are applied to the extra KVF s, $\{\zeta_A\}$.

$S_3$ A proper prolongation for the KVF(s) $\{\zeta_A\}$ is considered:

$$\{\zeta_A = \zeta_A^a (h_{\text{irred.}}^{AB}(t), x^b) \partial_u \to \{^{(4)}\zeta_A = \zeta_A^a (\lambda_i, S, x^b) \partial_u \}$$

and various branches must be discriminated along the lines above.

Finally, the demand on constancy upon the structure coefficients determined by all the commutators of the enlarged Lie algebra, together with (4.2.4) will result in constraints not only upon the quantities $\zeta_A^0 (t)$ but also on the metric tensor field $(4)\mathbf{g}$ as well. Of course, even in the case where the extra symmetry can

---

16 In those Bianchi Types where the frame metric has not been brought to a diagonal form, there is only one off diagonal term.
be promoted to the product space, this by no means implies that the resulted metric tensor fields \( g \) will be consistent with the EFEs.

With all these in mind, one can explore the possibility of adopting the full symmetry group admitted by \( M \), as a symmetry for the product space endowed with a metric tensor field satisfying the EFEs for the vacuum (i.e., Ricci flat) case. Indeed, since—as stated earlier—out of the nine Bianchi Types only I, II, III and V admit further KVF s, only these four cases have to be considered. Leaving the tedious but straightforward calculations aside, it is found:

**Bianchi Type I**: Adoption of \( g_6 \) corresponding to (4.1.3) as a symmetry on the product space leads to one branch only, that of \( \lambda_1 = \lambda_2 = \lambda_3 = 1 \). Then, according to the steps described above, the extra KVF s result in trivial subclasses like conformally flat or Minkowski space time—as special members of the Kasner family of solutions [5].

**Bianchi Type II**: Adoption of \( g_4 \) corresponding to (4.1.6) as a symmetry on the product space leads to two branches: one for \( S = 0 \) and one for \( S \neq 0 \). In any case, the result is trivial leading to either a special member of the Taub family of solutions [5] or space times with symmetry higher than the Taub family—but incompatible with the EFEs.

**Bianchi Type III**: Adoption of \( g_4 \) corresponding to (4.1.9) as a symmetry on the product space leads to two branches: one for \( S = 0 \) and one for \( S \neq 0 \). Demanding the ensuing space times to be solutions to the EFEs, the first branch results in special members of the Ellis-MacCallum family, while the second leads to special members of the Kinnersley family. It is very interesting that both special families constitute 2 disjoint classes of solutions with Type III symmetry—see [1].

**Bianchi Type V**: Adoption of \( g_6 \) corresponding to (4.1.13) as a symmetry on the product space leads to two branches: one for \( S = 0 \) and one for \( S \neq 0 \). In any case, the result is trivial leading to either a special member of the Joseph family of solutions [5] or space times with symmetry higher than the Joseph family—but incompatible with the EFEs.

### 5 Discussion

A quite old discovery in the area of special solutions to the EFEs was the spark for inspiration towards a simple question: that of whether the imposition of a symmetry, as a working hypothesis, can induce further symmetry. The framework chosen is not abstract; it is that of differential geometry of locally homogeneous spaces, since these are of interest in many areas of physical theories with a geometrical flavour. Indeed, almost any such physical theory implements symmetry, in many instances, as an exact assumption; analytical cosmological prototypes in gravitation constitute a prominent example.

Both the initial question, adapted to this framework, and the analysis toward its answer, turn out to be quite fruitful. In the present work, the initial problem is divided into two parts: the first part concerns the need for an irreducible form for the system upon which the assumption of symmetry is implemented, while the second part concerns the search for induced symmetries admitted by that (irreducible) system. In the literature (see e.g., [5]) these induced symmetries,
when they exist, are called internal and have played an important rôle in the various classification schemes for space times in General Relativity per se. The first part of the problem, i.e., the need for an irreducible form, has led to a Proposition which attributes a geometric nature to the gauge degrees of freedom. From this point of view, this work is closely related to the spirit of [5]. On the other hand, and in contrast to previous work presented in [3, 4], the analysis is quite general and applicable to any number of dimensions. Moreover, the gauge degrees of freedom have been detached, in a way, from the context of classical dynamics and have been given a purely geometrical character.

The second part of the problem exhibits the merits and the power of a frame approach to symmetries. Indeed, prompted by [11], the use of É. Cartan’s moving frames even when dealing with symmetries rendered the search for these clearer: the initial and induced symmetry are separated in both qualitative and quantitative terms (cf. comments on the matrix $F_{AB}$ in the symmetry system, Section 3). Thus, combining the two parts, the initial problem has been solved.

At the level of applications, only a sample regarding spatially homogeneous space times has been given, since the simplest cases (i.e., when the number of dimensions is 3) either have already been attacked in the literature or have led to trivial cases. Yet, this is done in order not only to exhibit in a manifest way the consistency and the truth of the analysis by fully recovering Szafron’s results, but also to provide a pedantic example –as the 3-dimensional Bianchi types constitute, due to the simplicity of the calculations. Indeed, for the $n = 4$ case there are 30 real Lie algebras or “Bianchi Types” and such a presentation not only would be very tedious and complicated to follow, but also it would not offer more, compared to the $n = 3$ case, regarding the comprehension. Besides, the paradigm of the Bianchi Type III justifies the cause: in a concise and uniform way, two very special and completely disjoint classes of results naturally emerged. So, even if the particular example is old enough, this special feature revitalises the interest in the method.

Worth mentioning is the fact that in those Bianchi Types where extra KVF(s) exist, two very special features manifest themselves:

- The totality of the KVF(s), leading to non-trivial cases upon embedding into a 4-dimensional Lorentzian space, forms a $g_4$ Lie algebra (corresponding to a $G_4$ group), implying locally rotationally symmetric space times (LRS) (see, e.g., [15]). By no means, this fact should be interpreted as if LRS were exhausting the extra symmetry, when existing, for this phenomenon is an accidental feature taking place only because the number of (spatial) dimensions is 3. Therefore, when $n > 3$ richer groups may be found, which obviously will include (generalised) LRS as special sub cases.

- The extra KVF(s) present a smooth behaviour –something which makes feasible the hope of extending the present analysis in order to include global/topological considerations.

An extended analysis based in this very last feature, as well as applications to higher dimensions or in cases where the degree of symmetry is lower, might be the objective of a future work.
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