A Modified Algorithm for Sequence Alignment Using Ant Colony System
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In this study, we use the Ant Colony System (ACS) to develop a heuristic algorithm for sequence alignment. This algorithm is certainly an improvement on ACS-MultiAlignment, which was proposed in 2005 for predicting major histocompatibility complex (MHC) class II binders. The numerical experiments indicate that this algorithm is as much as 2,900 times faster than the original ACS-MultiAlignment algorithm. We also compare this algorithm to the other approaches such as Gibbs sampling algorithm using numerical experiments. The results show that our algorithm finds the best value prompter than Gibbs approach.

1. Introduction

Many algorithms in bioinformatics attempt to obtain an optimal alignment of a set of sequences. In most situations, such problems remain unsolved because they are \(\mathcal{NP}\)-hard in complexity. To obtain an optimal alignment, the algorithm should be designed so that the corresponding alignment has an optimal score. For this purpose, some evolutionary algorithms\(^1\)−\(^4\) and the Gibbs sampling method\(^18\) have been proposed.

The Ant Colony System (ACS), introduced by Dorigo, et al.\(^8\), exploits a collective memory consisting of pheromone trails of ants try to obtain an optimal solution. The ACS can find a better solution to many combinatorial optimization problems, such as the traveling salesman problem (TSP)\(^6\)−\(^8\), the sequential ordering problem\(^10\), the vehicle routing problem\(^5\), and other\(^14\),\(^17\),\(^19\).
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Recently, an ACS-based algorithm named ACS-MULTIALIGNMENT was proposed\(^13\) to obtain a better alignment of a dataset of peptides of major histocompatibility complex (MHC) class II molecules. As pointed out by the authors in Ref. 13, their algorithm converges to better alignments and is one of the most advanced predictors currently in use. On the other hand, ACS-MULTIALIGNMENT is extremely time-consuming compared to the Gibbs sampling method. In this study, we attempt to improve the convergence speed and predictive accuracy of ACS-MULTIALIGNMENT.

The search method proposed in this paper shares a certain similarity with other approaches such as the Gibbs sampler in that all of these methods obtain a better alignment with the same objective function. The main difference between other evolutionary algorithms and our approach is that they use an explicit predicting evaluation in fitness function.

The purpose of this paper is twofold: (1) to modify ACS-MULTIALIGNMENT and (2) to verify the effectiveness of the proposed algorithm using numerical experiments.

The remainder of this paper is organized as follows. The conventional ACS algorithm is reviewed in Section 2. Section 3 is devoted to a modified algorithm for aligning sequences. In section 4, the results of numerical experiments are reported, and the new algorithm is evaluated by comparison with the ACS-MULTIALIGNMENT and the Gibbs method. Our conclusions are presented in the last section.

2. Conventional ACS Algorithm

ACS was originally proposed to solve the Traveling Salesman Problem (TSP). The idea behind ACS comes from the observation of the behavior of colonies of ants that almost always succeed in obtaining the shortest path from the nest to the food source by cooperating through pheromone trails.

Let us briefly review the ACS algorithm in the case of the TSP problem. Suppose that we are given a set of \(n\) cities \(c_1, c_2, \ldots, c_n\) on an undirected graph. We look for a tour in which a traveling salesperson visits each of the cities exactly once so that he/she travels the minimum total distance. The key to the problem is how to choose the next city \(c_j\) from current city \(c_i\) at each step. The frame-
work of the ACS algorithm is as follows: Suppose that we are at the \( t \)th iteration. There exists a predetermined parameter \( q_0 \in (0, 1) \). Ant \( k \) at city \( c_i \) chooses the next city \( c_j \) according to the following rules: At the beginning, a real number \( q \) is randomly generated following a uniform distribution over \((0, 1)\). If \( q > q_0 \), then ant \( k \) at city \( c_i \) chooses the next city \( c_j \) from the following set with the highest probability (see Eq. (2)):

\[
\arg \max_{j \in N_k(t)} \left[ \tau_{ij}(t) \right]^\alpha \left[ \eta_{ij} \right]^\beta,
\]

(1)

where \( N_k(t) \) is the set of unvisited cities at iteration \( t \), \( \tau_{ij}(t) \) is the real-valued pheromone on the path between the cities \( c_i \) and \( c_j \) (or path \( (i, j) \) briefly), \( \eta_{ij} \) is defined as the reciprocal of the distance \( d_{ij} \) between cities \( c_i \) and \( c_j \). The exponents \( \alpha \) and \( \beta \) are predetermined parameters. If \( q \leq q_0 \), ant \( k \) chooses the next city \( c_j \) with the following probability:

\[
p^k_{ij}(t) = \frac{[\tau_{ij}(t)]^\alpha[\eta_{ij}]^\beta}{\sum_{l \in N_k(t)}[\tau_{il}(t)]^\alpha[\eta_{il}]^\beta} \quad \text{for all} \quad j \in N_k(t).
\]

(2)

After ant \( k \) moves from city \( c_i \) to city \( c_j \), the pheromone on path \( (i, j) \) is updated according the following update rule:

\[
\tau_{ij}(t) = (1-\rho)\tau_{ij}(t) + \rho \Delta \tau_{ij},
\]

(3)

where \( \Delta \tau_{ij} \) and \( \rho \in (0, 1) \) are predetermined parameters. Once all the ants complete their tours, the current best tour among them can be selected. The pheromone on every path \( (i, j) \) of the current best tour is updated according the following global update rule:

\[
\tau_{ij}(t+1) = (1-\rho)\tau_{ij}(t) + \rho \Delta \tau_{ij}(t),
\]

(4)

where \( \Delta \tau_{ij}(t) \) is usually set to \( Q/D_t \). The numerator \( Q \) is a parameter and the denominator \( D_t \) is the total distance of the current best tour. The ACS algorithm can be summarized as follows:

**Algorithm ACSFORTSP**

**Step 1** set all parameters.

**Step 2** repeat until each ant \( k \) has completed a tour.

for each ant \( k (k = 1, \ldots, m) \) do

select the next city \( j \) from current city \( i \) with probability \( p^k_{ij}(t) \) of Eq. (1) and Eq. (2).

(local pheromone update)

update pheromone \( \tau_{ij}(t) \) on path \( (i, j) \) according to Eq. (3).

**Step 3** (global pheromone updating)

update pheromone \( \tau_{ij}(t+1) \) on each path of the current best tour according to Eq. (4).

**Step 4** go to **Step 2** and repeat until the stop criteria is satisfied.

3. A Modified Algorithm for Sequence Alignment

In this section, we first review an ACS-based algorithm\(^{13}\) designed for sequence alignment of MHC class II. Then, we consider a method to improve the algorithm.

Suppose that \( n \) sequences \( s_j (j = 1, \ldots, n) \) are given. The length of \( s_j \) is denoted by \( |s_j| \). Generally, molecules can bind peptides of very different lengths \( L \). The different lengths of peptides further complicate the problem. There exist class I and class II in MHC molecules. In most situations, the peptide binding the motifs in MHC class II is assumed to have a fixed length of nine amino acids, that is \( L = 9 \). A detailed discussion on this assumption can be found in, for instance, Ref. 13.

We denote the \( i,j \)th nucleotide from the starting position in sequence \( s_j \) by \( s_{j,i,j} \). The aim of this study is to determine a better starting point \( s_{j,i,j} \) for each sequence \( s_j \).

For a starting point \( i_j \) in each sequence \( s_j \), where \( i_j + L - 1 \leq |s_j| \), we define a binding core as a matrix \( M \) as follows:

\[
M(s_{1,i_1}, \ldots, s_{n,i_n}) = \begin{pmatrix}
s_{1,i_1} & s_{1,i_1+1} & \cdots & s_{1,i_1+L-1} \\
s_{2,i_2} & s_{2,i_2+1} & \cdots & s_{2,i_2+L-1} \\
\vdots & \vdots & \ddots & \vdots \\
s_{n,i_n} & s_{n,i_n+1} & \cdots & s_{n,i_n+L-1}
\end{pmatrix}.
\]

(5)

Note that \( M \) has \( L \) columns. If each starting point \( i_j \) for each sequence \( s_j \) is given, that is \((s_{1,i_1}, \ldots, s_{n,i_n})\) is given, then a unique matrix \( M \) can be determined. Therefore, solving the problem is equal to obtaining a locally optimal matrix \( M \) with an objective function. In bioinformatics, the objective function
associated with an alignment \( (s_{1,i_1}, \ldots, s_{n,i_n}) \) is defined by the fitness (energy) of the alignment as follows:

\[
E(s_{1,i_1}, \ldots, s_{n,i_n}) = \sum_{j=1}^{L} \sum_{d=1}^{20} \left\{ \text{FRQ}(d, j) \times \text{PSSM}(d, j) \right\},
\]

where \( \text{FRQ}(d, j) \) is the occupancy number for amino acid \( d \) at position \( j \) in the alignment, i.e., column \( j \) in matrix \( M \) of Eq. (5). \( \text{PSSM}(d, j) \) is defined as follows:

\[
\text{PSSM}(d, j) = \ln \frac{Q(d, j)}{P(d)},
\]

where \( P(d) \) is the background frequency of amino acid \( d \), which is obtained from the SWISS-PROT database \(^3\). Altschul, et al. \(^2\) calculated \( Q(d, j) \) as follows:

\[
Q(d, j) = \frac{aF(d, j) + bG(d, j)}{a + b}.
\]

Here, \( F(d, j) \) is the observed frequency, which can be calculated using the sequence weighting method \(^{11}\), \( G(d, j) \) is the pseudo-count frequency, \( a \) the mean number of different amino acids in the alignment, and \( b \) the weight on the pseudo-count correction. One can use Henikoff-Henikoff \(^{12}\) sequence weighting scheme to calculate the weight. In this research, for the sake of comparison of efficiency of the algorithms we set \( b = 50 \) the same value as in Ref. 13). Detailed information about the calculation of Eq. (6)–Eq. (8) can be found in Ref. 1, 9), 11), 13), 16).

The reason for applying the ACS algorithm in this study is to exploit its excellent searching ability in order to maximize the objective \( E(\cdot) \) of Eq. (6) over the set of all feasible alignments.

### 3.1 ACS-MultiALIGNment Algorithm

The study by Karpenko, et al. \(^{13}\) is the first to apply ACS to alignment of sequences of MHC class II molecules. The algorithm can be summarized as follows. As a pre-procedure, a dummy sequence with only one residue is placed at the top of the given sequence with index 0. All ants start from this dummy sequence and look for their suitable positions on sequence 1. After moving from sequence 0 to sequence 1, all ants look for suitable positions on the next sequence (sequence 2) from sequence 1, and continue doing so until they arrive at the last sequence, i.e., until they complete a tour. The position visited by an ant is considered the starting point of an alignment. Once a tour is completed, an alignment \( (s_{1,i_1}, s_{2,i_2}, \ldots, s_{j,i_j}, \ldots, s_{n,i_n}) \) is determined. Associated with this alignment, the pheromone on a path from position \( s_{j,i_j} \) on sequence \( j \) to position \( u_{j+1,i_{j+1}} \) on sequence \( j+1 \) is defined by

\[
\eta(s_{j,i_j}, u_{j+1,i_{j+1}}) = \frac{1}{n|E(s_{1,i_1}, s_{2,i_2}, \ldots, s_{j,i_j}, u_{j+1,i_{j+1}}, s_{j+1,i_{j+2}}, \ldots, s_{n,i_n})|}.
\]

Note that \( E(s_{1,i_1}, s_{2,i_2}, \ldots, s_{j,i_j}, u_{j+1,i_{j+1}}, s_{j+2,i_{j+2}}, \ldots, s_{n,i_n}) \) is considered the pseudo-distance between the two points. Thus, pheromone \( \eta(s_{j,i_j}, u_{j+1,i_{j+1}}) \) is given by the reciprocal of the pseudo-distance, which is analogous to \( \eta_{ij} \) used in Eq. (1), Eq. (2), and Step 2 in the ACSFORTSP algorithm. Based on a similar discussion, an aligning algorithm named ACS-MULTIALIGNMENT was proposed in Ref. 13).

Initially, ACS-MULTIALIGNMENT randomly chooses an alignment for each ant \( k \). A function value \( E_0^k \) associated with each alignment is calculated by Eq. (6). On each path, between two consecutive sequences \( s_j \) and \( s_{j+1} \), the initial pheromone \( \tau_0 \) is assigned as follows:

\[
\tau_0 := \frac{1}{n \max\{E_0^k | k \in \{1, \ldots, m\}\}}.
\]

The complete algorithm is listed below.

**Algorithm ACS-MULTIALIGNMENT**

**Step 1:** form an initial feasible solution \( (s_{1,i_1}^k, \ldots, s_{n,i_n}^k) \) for each ant \( k, k = 1, \ldots, m. \)

/* where \( i_j \) is the starting position in sequence \( s_j. */

calculate the function value \( E_0^k \). Set \( \tau_0 := \frac{1}{n|E_0^k|}, \)

where \( E_0 := \max_k\{E_0^k\}. \)

for each pair \( (s_{j,i_j}^k, s_{j+1,i_{j+1}}^k), j = 0, 1, \ldots, n-1, i_j \in PS_j. */

**Step 2:** for each sequence \( j (j = 0, 1, \ldots, n-1) \) do

for each ant \( k (k = 1, \ldots, m) \) do

set \( r := s_{j,i_j}^k, */ r \) is the current position of ant \( k \) in
Step 4: go to ACS-MultiAlignment
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sequence \( j \) */

generate \( p \in (0, 1) \) randomly,

then, choose a starting position \( u \) in sequence \( j \) as follows.

if \( p \leq p_0 \), compute \( \max_{u \in PS_{j+1}} \{ \tau(r, u) \times (\eta(r, u))^3 \} \)

and obtain \( u_0 \) such that

\( \tau(r, u_0) \times (\eta(r, u_0))^3 \in \arg \max_{u \in PS_{j+1}} \{ \tau(r, u) \times (\eta(r, u))^3 \} \);

if \( p > p_0 \), compute probabilities

\[
p(r, u) = \frac{\tau(r, u) \times (\eta(r, u))^3}{\sum_{k \in PS_{j+1}} \tau(r, k) \times (\eta(r, k))^3}
\]

for each \( u \in PS_{j+1} \),

and choose \( u_0 \) from \( PS_{j+1} \) with the above probabilities.

set \( s_{j+1,i+1}^k := u_0 \), and move ant \( k \) from sequence \( j \) to sequence \( j + 1 \).

\[
\tau(s_{j,i+1}^k, s_{j+1,i+1}^k) := (1 - \rho_l)\tau(s_{j,i+1}^k, s_{j+1,i+1}^k) + \rho_l \frac{1}{n|E|^{\tau_{best}}}
\]

/* local pheromone update */

end of each ant \( k \)

end of each sequence \( j \)

move all ants back to sequence 0.

Step 3: compute \( E_{best} := \max_{k_1,\ldots,k_n} E(s_{1,i+1}^k,\ldots,s_{n,i+1}^k) \), and obtain an ant \( k_\ast \) such that

\( E(s_{1,i+1}^k,\ldots,s_{n,i+1}^k) = E_{best}; \)

for each path from position \( s_{j,i+1}^k \) to position \( s_{j+1,i+1}^k \) \((j = 0, 1, \ldots, n - 1)\) do

\[
\tau(s_{j,i+1}^k, s_{j+1,i+1}^k) := (1 - \rho_g)\tau(s_{j,i+1}^k, s_{j+1,i+1}^k) + \rho_g \frac{1}{n|E_{best}|}
\]

/* global pheromone update */

end of each path

Step 4: go to Step 2 and repeat several times.

Although ACS-MultiAlignment is a heuristic algorithm, it is easy to prove that for any given \( \varepsilon > 0 \) if the pheromone \( \tau(\cdot, \cdot) \) in the algorithm is positive and bounded, say, \( \tau(\cdot, \cdot) \in [b_l, b_u] \) with \( 1 > b_u \geq b_l > 0 \), then the algorithm converges to an optimal solution after \( \lceil \frac{\ln \varepsilon}{n \ln (1 - b_u^{-1})} \rceil + 1 \) iterations with a probability \((1 - \varepsilon)^{13}\).

A computational performance and behavior of ACS-MultiAlignment has been reported in Ref. 13). According to that study, ACS-MultiAlignment is one of the most advanced predictors currently in use and the algorithm can converge to better alignments in practice. Despite these advantages, ACS-MultiAlignment still has some drawbacks. In fact, the algorithm is very time-consuming. This shortcoming might be a significant barrier to the practical use of the algorithm.

3.2 Modification of ACS-MultiAlignment Algorithm

ACS-MultiAlignment is considered to be a faithful imitation of ACS. The starting position in a sequence corresponds to a city; two starting positions in the consecutive sequences is analogous to a path between two cities in TSP. The pheromone in TSP is dropped on a path between two cities, because the aim of the algorithm is to determine the best route that consists of the paths. In this study, we are going to obtain a better alignment, which is determined by starting positions of the sequences.

In ACS-MultiAlignment, a path between two points in two consecutive sequences is constructed to establish a route and the pheromone is placed on this path. Suppose that the pheromones are to be placed in two sequences \( s_{j1} \) and \( s_{j2} \). The number of feasible positions are \(|s_{j1}| - L + 1\) in sequence \( s_{j1} \), and \(|s_{j2}| - L + 1\) in sequence \( s_{j2} \). Note that the total number of feasible paths between the two sequences \( s_{j1} \) and \( s_{j2} \) are \(|s_{j1}| - L + 1 \times |s_{j2}| - L + 1\). Thus, determining a better path between sequences \( s_{j1} \) and \( s_{j2} \) implies searching for the one in \(|s_{j1}| - L + 1 \times |s_{j2}| - L + 1\) feasible paths.

However, an alignment is decided from the starting positions in the sequences. That is, an alignment is not necessarily represented by a path between two consecutive sequences. The fashion in ACS-MultiAlignment might not be efficient to construct a path of two starting positions and assign the pheromone on the path. In our new method, the pheromone is directly delivered to the starting positions. This modification reduces the computational time of assigning pheromones and decreases the number of the candidate paths and routes in search space.
In the new algorithm in this study, the pheromone is directly assigned at the starting position. Thus, the number of feasible starting positions between the two sequences \( s_{j1} \) and \( s_{j2} \) is \( (|s_{j1}| - L + 1) + (|s_{j2}| - L + 1) \). Note that \( (|s_{j1}| - L + 1) + (|s_{j2}| - L + 1) \) is generally much less than \( (|s_{j1}| - L + 1) \times (|s_{j2}| - L + 1) \) in the problem.

In ACS-MultiAlignment, the value of \( \eta_{ij} \) in Eq. (1) is taken as the reciprocal of the pseudo-distance suggested in ACS. To enhance the efficiency of calculation, the value \( \eta_{ij} \) in the modified algorithm is calculated by the ratio of likelihoods as follows:

\[
\eta_{ij} = \frac{P_{ij}}{\prod_{l=1}^L P_{ij+l-1}}, \tag{11}
\]

where \( u_{j+1, i_{j+1}} \) stands for the \( l \)th peptide from position \( i_{j+1} \) in sequence \( s_{j+1} \).

The parameters \( m \) and \( p \) in expression of Eq. (3) are important to obtaining a better solution. Those two parameters are also sensitive to convergence of the algorithm. A wrong setting of the parameters may put obstacles in convergence. To circumvent this problem, we change expression of Eq. (3) of a local pheromone update as follows:

\[
\tau_{ij}(t) = (1 - \rho \gamma^\omega)\tau_{ij}(t) + \rho \gamma^\omega \Delta \tau_0 \tag{12}
\]

where \( \gamma \) is randomly chosen from (0,1) and \( \omega \) is the number of iterations in which the algorithm has not found a current best solution. Based on the above discussion, we now propose a modified algorithm under the name ACS-SearchAlignment as follows:

Algorithm ACS-SearchAlignment

**Step 1:** form an initial feasible solution \( (s_{1,i_1}^k, \ldots, s_{n,i_n}^k) \) for each ant \( k = 1, \ldots, m \).

/* where \( i_j \) is the starting position in sequence \( s_j \) */

calculate the function value \( E_{0,k} = E_{max} \). set \( \tau_{0} := E_{max} \), \( E_{best} = -\infty \), \( \omega = 0 \).

for all \( s_{i_j}^k, j = 1, \ldots, n \) do set \( \tau(s_{i_j}^k) = \tau_{0} \).

/* \( P_{S_j} \) is a set of possible starting positions for each sequence \( j \) */

set parameters \( \alpha, \rho, p_0 \) and \( \beta \).

**Step 2:** randomly choose one sequence \( j \) from \( j \in \{1, \ldots, n - 1, n\} \) do

for each ant \( k (k = 1, \ldots, m) \) do

generate \( p \in (0,1) \) randomly, then, choose a starting position \( u \) for position \( j \) as follows:

if \( p \leq p_0 \), compute \( \tau(u) \eta(u)^\beta \) and obtain \( u_0 \) such that \( \tau(u_0)\eta(u_0)^\beta = \arg \max_{u \in P_{S_j}} \tau(u)\eta(u)^\beta \), where \( \eta(u) \) is calculated by (11);

if \( p > p_0 \), compute \( \frac{\tau(u) \eta(u)^\beta}{\sum_{u \in P_{S_j}} \tau(u) \eta(u)^\beta} \) and choose \( u_0 \) from the above probabilities.

set \( s_{i_j}^k := u_0 \).

\( \tau(s_{i_j}^k) := (1 - \rho \gamma^\omega)\tau(s_{i_j}^k) + \rho \gamma^\omega \tau_0 \);

/* global pheromone update */

if \( i < n \), move ant \( k \) from sequence \( j \) to sequence \( j + 1 \);

if \( i = n \), move ant \( k \) from sequence \( j \) to sequence 1.

end of each ant \( k \)

end of choose sequence \( j \)

**Step 3:** compute \( E_{current} := \max_{k=1,\ldots,m} E(s_{1,i_1}^k, \ldots, s_{n,i_n}^k) \),

if \( E_{current} > E_{best} \), \( E_{best} := \) \( E_{current} \);

obtain an ant \( k \) such that \( E(s_{1,i_1}^k, \ldots, s_{n,i_n}^k) = E_{current} \);

for all \( s_{i_j}^k \) do

\( \tau(s_{i_j}^k) := (1 - \rho)\tau(s_{i_j}^k) + \rho E_{best} \).

else \( \omega = \omega + 1 \)

/* global pheromone update */

**Step 4:** go to **Step 2** and repeat several times.

In this algorithm, at Step 2, a sequence is randomly chosen. We allow the same sequence to be chosen more than twice, because the alignment when the sequence is chosen the first time is usually different from the alignment when the same sequence is chosen the second time. Thus, two different alignments associated with the same sequence have different objective function values in most cases. In our method, both the local and global pheromone are updated in a different way to ACS-MultiAlignment in which the pheromone on a path is increased.
by local update at Step 2. Conversely, in our algorithm the pheromone is reduced in the local updating procedure because, usually \( \tau_0 < \tau(s_{j+1}, j+1) \). The global pheromone is updated only if \( E_{current} \) is equal to the maximum during the calculation.

4. Numerical Experiments

We report a computational experimental study of the proposed algorithm in this section. The experiments were conducted on a Windows PC with 2.19 GHz, and 248 MB RAM at Department of Computer Science and Systems Engineering, Muroran Institute of Technology.

We first present the experimental results with a small-scale dataset. Second, we discuss the issue of parameter setting. Then, we make a comparison between ACS-MULTIALIGNMENT and our method, and between the Gibbs sampling method and our method by using the datasets used in Ref. 13). Finally, we evaluate the performance of our algorithm using several benchmark datasets.

4.1 Results with a Small-Scale Dataset

ACS-SEARCHALIGNSM was tested with a dataset consisting of only five sequences. From the results, it was confirmed that our algorithm ACS-SEARCHALIGNSM worked very well. Table 1 shows the input and output in detail.

The optimal value of problem is 32.6366 in units under the objective function \( E(\cdot) \) of Eq. (6). The parameters we used here were \( m = 10, \alpha = 1.8, \beta = 0.5, p_0 = 0.1 \). The algorithm was implemented five times. The optimal value of 32.6366 is obtained from the ACS-SEARCHALIGNSM.

4.2 Parameter Setting

Some parameters in ACS are fundamentally important for the performance of the algorithm. The parameter \( p \) is considered to control the volatile quantity of pheromone at each step. According to this study, the convergence of the algorithm is mainly affected by the values of \( p \) and \( \beta \). The dataset we employed was the same as that used in Ref. 13), which has 67 sequences. In this study, unless noted otherwise the parameters for ACS-SEARCHALIGNSM were set to the values \( m = 10, \alpha = 1.8, \beta = 0.5, p_0 = 0.1 \), while \( \beta = 0.4 \) to 0.6. The parameter \( b \) in the definition of \( Q(i, j) \) in Eq. (8) was set to \( b = 50 \).

Parameters in ACS are usually sensitive. The following performance of the algorithms is observed: Increasing the values \( m \) and \( \rho \) may result in much more time to convergence, and a better value of the objective function. A too small or too big value of parameter \( \beta \) can lead a bad objective value.

4.3 Comparison between ACS-MULTIALIGNMENT and Our Method

In this section, we compare the behavior of ACS-MULTIALIGNMENT and our algorithm using numerical experiments. Both algorithms were implemented with a dataset which was extracted from a benchmark and used in Ref. 13). The algorithms were implemented 600 iterations in this experiment.

The parameter values for ACS-MULTIALIGNMENT was set to the same as suggested in Ref. 13), which are believed to be the best settings according to the study. Note that in both algorithms the number of ants in each iteration was 3, i.e., \( m \).

Table 2 makes a comparison between ACS-MULTIALIGNMENT and ACS-SEARCHALIGNSM in CPU time and objective function values. The experimental results in this table show that our algorithm is much faster than ACS-MULTIALIGNMENT. The approximation functions of CPU time for both algorithms were linear to the number of iterations, which were \( T(n) = 0.044n \) (s) for ACS-SEARCHALIGNSM and \( T(n) = 123n \) (s) for ACS-MULTIALIGNMENT.

Here \( n \) stands for the number of iteration. Thus, in that sense ACS-SEARCHALIGNSM might be estimated about 2,900 times faster than ACS-MULTIALIGNMENT.
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Figure 1 depicts that both the algorithms have a similar behavior with respect to the iterations.

4.4 Comparison between Gibbs Method and Our Method

The Gibbs sampling method was introduced into bioinformatics by Lawrence, et al.\(^{15}\), and is one of the most successful tools used to identify motifs and alignments in sequences. Extensive comparisons have been made between the Gibbs sampling method and other methods. Nielsen, et al.\(^{18}\) reported that the Gibbs method has a better ability to predict motifs than other methods according to their numerical experiments on benchmark datasets.

In this section, instead of directly comparing with other methods, we only compare our ACS-SEARCHALIGNMENT and the Gibbs sampling method. A dataset used for this comparison was the same as that used in Ref.\(^{13}\). The total number of iterations for each implementation was set up to 1,000.

There are two distinct Monte Carlo moves used in Gibbs algorithm. In the first, a new start point for the alignment of a sequence is randomly selected. The alignment of a sequence is shifted a random number of positions. This move is called the single sequence move. The second is the phase shift move: a window of the alignment is shifted a random number of residues to the left or right.

In this study, we used a combination of these two moves. In the phase shift move, a feasible range of the shift move is decided by the length of the shortest sequence. Therefore, when the length of a sequence is too short, then the feasible range of a shift move will be too small to move. To implement a phase shift move well, we randomly divide the sequences into some smaller partitions, and each partition was independently shifted.

In Gibbs sampling, the probability \( p_g \) of accepting a path between the current and the immediately previous move is given as

\[
p_g = \min\left\{ 1, e^{\frac{\Delta E}{T}} \right\},
\]

where \( \Delta E \) is the energy difference between the current and the immediately previous move and \( T \) is a scalar, which indicates the current temperature of the system; \( T \) decreases during the implementation. In this study, \( T \) was lowered according to the equation

\[
T_k = \max\{rT_{k-1}, 10^{-100}\},
\]

where \( r < 1 \), \( T_0 \) is a predetermined parameter.

To choose a suitable value of \( r \), the Gibbs algorithm was implemented five times with each value of \( r = 0.1, 0.2, \ldots, 0.9 \).

Table 3 shows the maximum function value and an average of the maximum function values in the five implementations.

No significant difference between the maximal values was observed when \( r \) was varied from 0.1 to 0.9. For \( r = 0.9, 0.99, 0.999, 0.9999 \), the four average values for five implementations of the Gibbs sampling method are plotted in Fig. 2. These outcome indicate that when the value of \( r \) is set to 0.9999, the Gibbs sampling method finds the best solution.

Relatively, the values of \( r \) between 0.8 to 0.9 were believed to be better for obtaining the maximum function value. Thus, we set the value of \( r \) to \( r = 0.8, 0.9, 0.9999 \) in this comparison.

For each value of \( \beta = 0.4, 0.5, 0.6 \) the ACS-SEARCHALIGNMENT was implemented five times. For each value of \( r = 0.8, 0.9, 0.9999 \), the Gibbs sampling

\( \begin{array}{cccccccccc}
\text{value of } r & 0.1 & 0.2 & 0.3 & 0.4 & 0.5 & 0.6 & 0.7 & 0.8 & 0.9 \\
\hline
\text{Average} & -1184.6 & -1200.1 & -1216.9 & -1185.9 & -1225.9 & -1218.4 & -1218.7 & -1193.8 & -1205.1 \\
\text{Max.} & -1182.4 & -1199.5 & -1196.5 & -1159.1 & -1194.1 & -1196.3 & -1192.8 & -1184.6 & -1159.4 \\
\end{array} \)
algorithm was also implemented five times.

In the left panel of Fig. 3 the 30 curves are the results of the 30 implementations. The 15 dotted-dashed (blue) curves demonstrate the calculation results for ACS-SearchAlignment, while the 15 solid (red) curves present the results of Gibbs sampling. It can be seen that the 15 dotted-dashed curves almost dominate the 15 solid curves between iteration 0 to iteration 400. This indicates that ACS-SearchAlignment obtained a better solution faster than the Gibbs sampling method.

In the right panel of Fig. 3 each curve shows the average values of each five implementations. It can be seen that the ACS-SearchAlignment obtained a better average value faster than the Gibbs sampling.

Table 4 exhibits an average CPU time (seconds) in the five implementations. It was observed that our algorithm ACS-SearchAlignment花费 slightly more time than the Gibbs sampling method for each single iteration in the experiments.

4.5 Evaluation of ACS-SearchAlignment on IEDB

To investigate the behavior of our ACS-SearchAlignment algorithm in detail, we extracted five independent datasets from IEDB and performed further numerical experiments.

ACS-SearchAlignment was implemented once for each dataset with $\beta = 0.6$ and the Gibbs sampling algorithm was also implemented once for each dataset with $r = 0.9999$.

Table 5 shows the maximum value obtained by ACS-SearchAlignment and the Gibbs sampling method for each dataset. The numbers in the total iterations column are, as the name suggests, the total number of iterations in the implementation. The numbers in the max value column indicate the maximum values of objective function, obtained from the corresponding algorithm through
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Fig. 4 Behavior of ACS-SearchAlignment and Gibbs sampling: Plasmodium Falciparum case.

Fig. 5 Behavior of ACS-SearchAlignment and Gibbs sampling: Plasmodium Falciparum case.

Fig. 6 Behavior of ACS-SearchAlignment and Gibbs sampling: From data1 to data4 case.

three implementations. The numbers in the iteration column mark the iteration number when the algorithm obtained the maximum for the first time during the calculation.

Figure 4 shows the behavior of the algorithms in 2000 iterations in detail for dataset Plasmodium Falciparum, the one with largest size in the experiments.

ACS-SearchAlignment obtained the maximum of $-4074.4$ at iteration 1694, while the Gibbs algorithm obtained the maximum of $-4072.7$ at iteration 1962.

Next we discuss the issue of execution time for finding a better solution. We run the algorithms for 500 seconds with each dataset, and tracked the change of the values of objective function.

Figure 5 shows the situation in detail for dataset Plasmodium Falciparum. The results for the other datasets are shown in Fig. 6. The horizontal axis is for CPU time and the vertical axis is for the incumbent best values of the objective function.

The setting of parameters $\beta$ and $\tau$ were same as in Table 5. For the other datasets in Table 5 we also conducted the experiments and obtained similar results on execution time. Consequently, these results show that our algorithm finds a better solution faster than Gibbs algorithm.

5. Conclusion

We have proposed an ACS-based algorithm, ACS-SearchAlignment, for identifying alignment in sequences. Numerical experiments indicate that:

1. ACS-SearchAlignment is as much as 2,900 times faster than the previous version, ACS-MultiAlignment [13];
2. ACS-SearchAlignment obtains a better alignment promter than the
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Gibbs sampling method in time.

Therefore, according to the experiments in this study, ACS-SearchAlignment is promising to be as good as the Gibbs sampling method, which is one of the most competent predictors currently in use.
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