**S1 Induction to the elastic net model**

The elastic net [1] is a generalization of LASSO [2] and ridge regression [3], which does continuously shrinkage and automatic variable selection simultaneously. Mathematically, the logistic regression with the elastic net regularization is to minimize the negative log-likelihood penalized by the linear combination of the $L_1$ and $L_2$ penalties as follows:

$$
\min_{\beta} -L(\beta; x_1, \cdots, x_n) + \lambda(\alpha||\beta||_1 + (1 - \alpha)||\beta||_2),
$$

where $||\beta||_1$ and $||\beta||_2$ are respectively the sum of the absolute value and the sum of square of each element in $\beta$, and $\lambda$ and $\alpha$ are two tuning parameters. The elastic net is reduced to LASSO when $\alpha$ is 1, and to ridge regression when $\alpha$ is 0.

The elastic net is designed to overcome the limitations of LASSO in two aspects:

- in the "large p, small n" case, which means the number of features are much more than the number of samples, LASSO will select at most $n$ variables before it saturates [1].
- if there are high correlations between a group of features, LASSO will select only one variable from the group [2].

Compared to LASSO, the additional $L_2$ penalty contributes to the selection of correlated features. Meanwhile, the elastic net also takes advantage of convex optimization, which is well studied and can be solved fast. In this study, the logistic regression with elastic net regularization is implemented by the glmnet [4] package in R.

**S2 Results of the elastic net model**

We trained the elastic net model using datasets with three sizes: 1-fold (3 million bases), 5-folds and 50-folds. It took about 10 minutes, 30 minutes and 4 hours training the model for the 3 datasets, respectively.
To tune the hyperparameters $\lambda$ and $\alpha$, we used the cross-validation method. The $\lambda$ was tuned by the cv.glmnet function in glmnet package, and $\alpha$ was tuned by maximizing the AUC as described in Methods. Based on the 1-fold dataset, $\lambda$ and $\alpha$ were tuned to be $4 \times 10^{-6}$ and 0.1, respectively. The coefficients of the trained model were shown in Table S1. In this set of parameters, the elastic net model merely removed two variables ($x_{17}$ and $x_{61}$).

We noted that the glmnet package reported a convergence warning and selected no feature at all, in the case of $\alpha$ equals 1, or, the LASSO setting. It was different from the results of the liblinear package (see Table 1). We hypothesized that the difference was caused by the optimization techniques adopted by the two packages.

We assessed the elastic net model in two aspects: consistency and empirical discrimination power. First, following Ewing et al. [5] and Li et al. [6], we assessed the consistency of error rates predicted by the elastic net, as shown in Figure S1. Trained on the 1-fold dataset, the bias between the predicted scores and observed scores of the elastic net was less than that of the AIC and BIC method (see Figure2a). Trained on the 5- and 50-folds data, the elastic net model showed similar consistencies. Compared with the 1-fold data, they both had larger biases when predicted scores were less than 20, and had less biases when predicted scores were larger than 25.

![Figure S1: The observed quality scores versus the predicted ones of the elastic net model by different sizes of training sets. The predicted scores, or equivalently, the predicted error rates of the test dataset were calculated according to the model learned from the training dataset, and the observed (aka. empirical) ones were calculated as -10*log10 [(total mismatches)/(total bp in mapped reads)].](image.png)

Second, we compared the empirical discrimination power of the elastic net with that of the $L_1$ regularization, as shown in Figure S2. Like the $L_1$ method,
the empirical discrimination power of the elastic net increased as the sizes of training sets increased. The 5- and 50-folds data respectively increased the empirical discrimination power by 5% and 9% over the 1-fold data on average. Meanwhile the empirical discrimination power of the 50-folds data using the elastic net was close to that of the 5-folds data using the $L_1$ regularization.

Figure S2: Empirical discrimination powers for the elastic net model with three training sets and for the $L_1$ regularization with the 5-folds dataset. The x-axis is the $-\log_{10}(\text{error rate})$ in the range between 3.3 and 3.7. The y-axis is the empirical discrimination power defined as the largest proportion of bases whose empirical error rate is less than $10^{-x}$. 1x, 5x, 50x indicates that the model is trained with 1-, 5-, 50-folds of 3 million bases, respectively.

In sum, the elastic net model indeed selected more features than LASSO did. In fact, almost all features were selected in this dataset. In terms of computational time, consistency and empirical discrimination power, the glmnet package performed no better than the liblinear package did.
Table S1: The coefficients of the 74 predictive variables of the elastic net model. We denote these 74 variables by $x = (x_0, x_1, \ldots, x_{74})$. The details of the variables in each row are described in Methods. Meanwhile, '-' implies that the method has removed the feature.
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