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Abstract. We present a space-time multiscale method for a parabolic model problem with an underlying coefficient that may be highly oscillatory with respect to both the spatial and the temporal variables. The method is based on the framework of the Variational Multiscale Method in the context of a space-time formulation and computes a coarse-scale representation of the differential operator that is enriched by auxiliary space-time corrector functions. Once computed, the coarse-scale representation allows us to efficiently obtain well-approximating discrete solutions for multiple right-hand sides. We prove first-order convergence independently of the oscillation scales in the coefficient and illustrate how the space-time correctors decay exponentially in both space and time, making it possible to localize the corresponding computations. This localization allows us to define a practical and computationally efficient method in terms of complexity and memory, for which we provide a posteriori error estimates and present numerical examples.
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1. Introduction

In this paper, we study numerical solutions to a parabolic equation of the form

\[ \dot{u} - \nabla \cdot (A \nabla u) = f, \]

on a given bounded domain and with a coefficient \( A \) that varies rapidly in both space and time. Such an equation arises in several applications, such as heat transfer, transport of groundwater, and the modeling of pressure in compressible flows. It is well-known that classical finite element methods only lead to reasonable approximations if the variations of \( A \) are resolved by the underlying discretization. If the coefficient is highly oscillatory in space and time, these conditions are quite severe and computations quickly become unfeasible.

Multiscale methods generally aim to circumvent this problem and construct appropriate coarse-scale spaces with improved approximation properties compared to classical finite element methods by including problem-dependent fine-scale information. Some of these approaches emerged from analytical homogenization theory, such as the Heterogeneous Multiscale Method (HMM) [13, 1] or the Multiscale Finite Element Method [19]. The analysis of these methods is based on analytical homogenization and therefore requires assumptions on the coefficient such as scale separation or periodicity. To overcome these restrictions on a theoretical level, so-called numerical homogenization methods were developed. For the elliptic setting, prominent examples include generalized (Multiscale) Finite Element Methods [7, 6, 14], the Localized Orthogonal Decomposition method (LOD) [29, 18], Rough
Polyharmonic Splines [35], or gamblets [32]. For an overview on numerical homogenization techniques, we also refer to [33, 30, 4]. In this contribution, we propose a space-time multiscale method based on the framework of the Variational Multiscale Method [21, 23, 22] and the above-mentioned LOD method that is an extension of the Variational Multiscale Method with a particular focus on appropriate localization. Our construction further relies on a space-time Petrov–Galerkin discretization as, e.g., considered in [39, 38] and treats highly varying coefficients in both space and time.

Note that the LOD has previously been employed for various time-dependent problems, including parabolic-type problems [27, 28, 3] and wave-type equations [2, 36, 26, 25, 16]. However, all these works treat underlying coefficients that only depend on spatial variables and are independent of time, such that the corresponding LOD methods fail to take rapid temporal variations into account.

In the context of space- and time-varying coefficients for parabolic problems, the approach in [34] deals with multiscale effects by an appropriate coordinate transformation. This however, requires the solution of global fine-scale problems. More recently, locally defined space-time multiscale methods for parabolic equations have been considered, for instance, in [10, 37], and in [20] in connection with moving channels.

The main goal of this paper is to start from the basic ideas of the LOD and introduce and analyze a multiscale method that deals with arbitrary space- and time-dependent coefficients and still allows for the favorable localization properties of the LOD. To this end, we construct a Petrov–Galerkin method that is based on a decomposition of the solution space into a coarse approximation space and the remainder space. The general idea is to enrich the coarse space by appropriate functions from the remainder space. This is done by the solution of so-called corrector problems that are themselves parabolic-type problems. They are totally independent of each other in both spatial and temporal sense and therefore allow for parallel computations. The approach results in a coarse-scale representation of the differential operator with the great advantage that it can be efficiently applied to multiple source functions on the right-hand side. We also present and analyze a localized version of the method and illustrate its practical feasibility.

The remaining parts of the paper are structured as follows. In Section 2, we introduce the weak formulation and a classical space-time finite element discretization for a parabolic model problem, along with necessary assumptions. Section 3 is devoted to the construction of the space-time multiscale method and the error analysis for the ideal method. We then motivate and introduce a localized variant of the method and prove a posteriori localization estimates (Section 4). Finally, we discuss details regarding implementation (Section 5) and provide numerical examples in Section 6 before we conclude in Section 7.

Notation. In the following, $C$ denotes a generic constant that is independent of the mesh sizes $h, H$ and the time steps $\tau, T$. $C$ might change from line to line in the estimates. Further, we write $a \lesssim b$ if there exists a constant $C$ such that $a \leq C b$.

2. Model Problem and Discretization

We consider a parabolic equation of the form

\begin{align}
\dot{u} - \nabla \cdot (A \nabla u) &= f, \quad \text{in } \Omega \times (0, T], \\
u &= 0, \quad \text{on } \Gamma \times (0, T], \\
u(0) &= 0, \quad \text{in } \Omega.
\end{align}
on a polygonal (or polyhedral) domain $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, with boundary $\Gamma := \partial \Omega$. Further, $T > 0$ denotes the final time. The coefficient $A$ describes a (possibly highly oscillatory) diffusion and $f \in L^2(H^{-1})$ denotes the source function of the system. We have in mind a coefficient $A: \Omega \times (0, T) \to \mathbb{R}^{d \times d}$ that depends on both the spatial and temporal variables. We emphasize that the choice of zero initial data is to simplify the presentation and nonzero initial data can be considered as well with just a few alterations throughout this work.

2.1. Weak formulation. Let $H^1_0(\Omega)$ be the classical Sobolev space with zero trace on $\Gamma$ and the norm

$$\|v\|_{H^1_0(\Omega)} = \|\nabla v\|_{L^2(\Omega)}, \quad v \in H^1_0(\Omega).$$

Its dual space is denoted with $H^{-1}(\Omega)$. Moreover, let $L^2(0, T; B)$ be the standard Bochner space with norm

$$\|v\|_{L^2(0,T;B)} = \left( \int_0^T \|v\|_B^2 \, dt \right)^{1/2},$$

where $B$ is a Banach space with norm $\| \cdot \|_B$. Throughout this paper, we frequently abbreviate occurring Bochner spaces without the interval and the domain and write, e.g., $L^2(H^1_0) := L^2(0, T; H^1_0(\Omega))$. Further, the following assumptions are made on the data.

**Assumption 2.1 (Regularity).** The diffusion coefficient $A \in L^\infty(\Omega \times (0, T); \mathbb{R}^{d \times d})$ satisfies

$$0 < \alpha := \inf_{(x,t) \in \Omega \times (0,T)} \inf_{v \in \mathbb{R}^d \setminus \{0\}} \frac{A(x,t)v \cdot v}{v \cdot v} \leq \sup_{(x,t) \in \Omega \times (0,T)} \sup_{v \in \mathbb{R}^d \setminus \{0\}} \frac{A(x,t)v \cdot v}{v \cdot v} =: \beta < \infty,$$

and we set $\beta := \|A\|_{L^\infty(\Omega \times (0,T))}$.

In order to discretize (2.1), we first express the model in weak form and consider the following space-time formulation: find $u \in L^2(H^1_0) \cap H^1(H^{-1})$ with $u(0) = 0$ such that

$$\int_0^T \langle \dot{u}, v \rangle + a(t; u, v) \, dt = \int_0^T \langle f, v \rangle \, dt$$

for all $v \in L^2(H^1_0)$. Hereby, $\langle \cdot, \cdot \rangle$ denotes the duality pairing of $H^{-1}(\Omega)$ and $H^1_0(\Omega)$, which reduces to the $L^2$-inner product if the function in the first component additionally is in $L^2(\Omega)$. Further, $a(t; \cdot, \cdot): H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R}$ denotes the bilinear form defined by

$$a(t; v, w) := \int_{\Omega} A(\cdot, t) \nabla v \cdot \nabla w \, dx$$

for almost all $t \in (0, T)$. In the following, we will drop the explicit $t$-dependence in the bilinear form $a(t; \cdot, \cdot)$ and simply write $a(\cdot, \cdot)$ when $a$ is considered in connection with an integral in time. If Assumption 2.1 holds, problem (2.2) has a unique solution, see, e.g., [38].

Next, we introduce a discretized setting based on the weak form (2.2) by means of a classical finite element method. Therefore, we introduce finite element spaces for the spatial and temporal domains separately and then combine them to particular space-time finite element spaces. We then define the corresponding Petrov–Galerkin discretization and finish this section by discussing problems that occur with the standard approach in the setting where the oscillations in the coefficient are not resolved.
2.2. A classical space-time finite element method. Let \( \{ K_h \}_{h>0} \) be a family of regular partitions (or meshes) of the domain \( \Omega \) into simplices in the sense of [11, Ch. 2 & 3]. Further, we assume shape regularity and quasi-uniformity of the meshes. For an element \( K \in K_h \), we let \( h_K := \text{diam}(K) \) and further define the mesh size as the largest diameter of the partition, i.e., \( h := \max_{K \in K_h} h_K \). We construct a classical finite element space using continuous piecewise affine functions by defining

\[
V_h := \{ v \in H^1_0(\Omega) : v \|_K, K \in K_h, \text{ is a polynomial of degree } \leq 1 \},
\]

where \( \mathbb{1}_S \) is the indicator function of some set \( S \). Let \( N_h \) be the set of interior nodes of \( V_h \) and denote with \( \{ \varphi_x \}_{x \in N_h} \) the set of nodal basis functions corresponding to the mesh \( K_h \).

For the temporal discretization, let \( \tau > 0 \) be some time step and set \( t_i = i\tau, i = 0, \ldots, n_t \). For simplicity, we assume that \( t_{n_t} = T \). We denote with \( J_\tau \) the partition of the time interval \([0,T]\) into sub-intervals \([t_{i-1},t_i], i = 1, \ldots, n_t \). Based on this partition, we introduce two discrete spaces \( \hat{V}_\tau \) and \( V_\tau \) for the temporal discretization of the trial and test space, respectively. Precisely, we have that

\[
\hat{V}_\tau := \{ v \in H^1(0,T) : v \|_I, I \in J_\tau, \text{ is a polynomial of degree } \leq 1 \text{ and } v(0) = 0 \}
\]

with nodal basis \( \{ \zeta_i \}_{i=1}^{n_t} \) with respect to \( J_\tau \), and

\[
V_\tau := \{ v \in L^2(0,T) : v \|_I, I \in J_\tau, \text{ is constant} \}
\]

with piecewise constant local basis functions \( \{ \chi_i \}_{i=1}^{n_t} \), where \( \chi_i = \mathbb{1}_{[t_{i-1},t_i]} \).

At this point, we restrict the possible choices of coefficients \( A \). Note that the following assumption is not severe and aims at avoiding technicalities in the later parts of this paper.

**Assumption 2.2 (Structure of \( A \)).** We assume that for almost all \( x \in \Omega \), \( A(x, \cdot) \) is piecewise constant on the (fine) intervals \( I \in J_\tau \).

Based on the above definitions of spatial and temporal finite element spaces, we now introduce the corresponding tensor-product space-time finite element spaces with respect to the domain \( \Omega \times (0,T) \). We set

\[
\hat{V}_{h,\tau} := V_h \times \hat{V}_\tau, \quad V_{h,\tau} := V_h \times V_\tau
\]

for the trial and test space, respectively. Note that the basis functions that span the trial space \( \hat{V}_{h,\tau} \) are \( \{ \varphi_x \zeta_i \}_{x \in N_h, i=1,\ldots,n_t} \), so-called *pyramids* in space-time, while for the test space we have the basis \( \{ \varphi_x \chi_i \}_{x \in N_h, i=1,\ldots,n_t} \), so-called *tents* in space-time.

With the discrete space-time finite element spaces (2.3), we now seek a discrete solution \( u_{h,\tau} \in \hat{V}_{h,\tau} \) such that

\[
\int_0^T \langle \dot{u}_{h,\tau}, v_{h,\tau} \rangle + a(u_{h,\tau}, v_{h,\tau}) \, dt = \int_0^T \langle f, v_{h,\tau} \rangle \, dt
\]

for all \( v_{h,\tau} \in V_{h,\tau} \). Note that, with the explicit choices of the temporal discretization, we can reformulate (2.4) in terms of a classical time-stepping scheme. To this end, we decompose the trial function as a sum of its temporal basis functions, i.e.,

\[
u_{h,\tau} = \sum_{j=1}^{n_t} u_{h}^j \zeta_j
\]
with \( u_h^i \in V_h \) and use test functions of the form \( v_{h,i} = v_h \chi_i \) with \( v_h \in V_h \). Inserting these expressions into \( (2.4) \), we obtain

\[
\int_{t_i-1}^{t_i} \langle u_h^{i-1} \zeta_{i-1}, v_h \rangle + \langle u_h^i \zeta_i, v_h \rangle + a(u_h^{i-1} \zeta_{i-1}, v_h) + a(u_h^i \zeta_i, v_h) \, dt = \int_{t_i-1}^{t_i} \langle f, v_h \rangle \, dt
\]

for all \( v_h \in V_h \) and for \( i = 1, 2, \ldots, n_t \), where \( \zeta_{i-1} \) and \( \zeta_i \) remain due to their support on \([t_{i-1}, t_i]\). By further evaluating the integrals, we obtain the well-known Crank–Nicolson scheme: for \( i = 1, 2, \ldots, n_t \), find \( u_h^i \in V_h \) such that

\[
\langle u_h^i, v_h \rangle + \frac{\tau}{2} a(t_{i-1/2}; u_h^i, v_h) = \int_{t_{i-1}}^{t_i} \langle f, v_h \rangle \, dt + \langle u_h^{i-1}, v_h \rangle - \frac{\tau}{2} a(t_{i-1/2}; u_h^{i-1}, v_h)
\]

for all \( v_h \in V_h \), where we set \( t_{i-1/2} := (i - 1/2) \tau \) and explicitly use Assumption 2.2.

It is well-known that the Crank–Nicolson scheme is unconditionally stable, see, e.g., [24, Ch. 7]. Nevertheless, within this work, we rely on the space-time formulation \((2.4)\) and aim for a stability estimate with respect to the spaces \( V_{tr} := L^2(0, T; H_0^1) \cap H^1(0, T; H^{-1}) \) and \( V_{te} := L^2(0, T; L^2) \). The well-posedness directly follows from the inf-sup estimate for the bilinear form \( \mathcal{A} : V_{tr} \times V_{te} \rightarrow \mathbb{R} \) defined by

\[
\mathcal{A}(v, w) := \int_0^T \langle \dot{v}, w \rangle + a(v, w) \, dt
\]

that is stated in the following lemma. First, however, we define appropriate norms on \( V_{tr} \) and \( V_{te} \), respectively, that read

\[
\|v\|^2_{V_{tr}} := \int_0^T \|\dot{v}(t, \cdot)\|^2 + \|\nabla v(t, \cdot)\|^2_{L^2(\Omega)} \, dt, \quad \|v\|^2_{V_{te}} := \int_0^T \|\nabla v(t, \cdot)\|^2_{L^2(\Omega)} \, dt,
\]

where \( \overline{v} := \sum_{i=1}^{n_t} (\tau^{-1} \int_{t_{i-1}}^{t_i} v(s, \cdot) \, ds) \chi_i \) is the mean with respect to the temporal discretization. We emphasize that these are norms due to the Friedrichs inequality. In the following, the mean \( \langle \cdot \rangle \) is always taken with respect to the (fine) time step \( \tau \).

**Lemma 2.3** (Inf-sup condition). The bilinear form \( \mathcal{A} \) fulfills

\[
\inf_{v_{h,\tau} \in V_{h,\tau}} \sup_{w_{h,\tau} \in V_{h,\tau}} \frac{\mathcal{A}(v_{h,\tau}, w_{h,\tau})}{\|v_{h,\tau}\|_{V_{tr}} \|w_{h,\tau}\|_{V_{te}}} \geq c_\mathcal{A}
\]

with \( c_\mathcal{A} = \min\{\alpha, \sqrt{\alpha/\beta}\} \), where here and in the following we implicitly exclude zero in the infimum and supremum.

**Proof.** The lemma follows directly from [39, Prop. 2.9] when the \( H_0^1 \)-norm \( \|\nabla \cdot\|_{L^2(\Omega)} \) is used instead of \( \|A^{1/2} \nabla \cdot\|_{L^2(\Omega)} \) and the last term in the definition of the norm in \( V_{tr} \) is omitted. \( \square \)

From Lemma 2.3, we directly obtain the well-posedness of \((2.4)\) with stability estimate

\[
\|u_{h,\tau}\|_{V_{tr}} \leq c_\mathcal{A}^{-1} \|f\|_{L^2(H^{-1})},
\]

see, e.g., [5]. If the solution \( u \) of \((2.2)\) is sufficiently regular, one can, for instance, show an error estimate of the form

\[
\|u - u_{h,\tau}\|_{V_{te}} \leq C (h^s + \tau^r) (\|u\|_{L^2(0,T;H^{1+s}(\Omega))} + \|u\|_{H^{1+s}(0,T;L^2(\Omega))})
\]

with \( s \in (0, 1] \), see, e.g., [17, 41]. However, in the presence of an oscillatory coefficient \( A \) on a scale \( \varepsilon \), the right-hand side of \((2.7)\) behaves like \((h + \tau)/\varepsilon^s \) due to the scaling in the
norms. That is, the error estimate is only reliable in the regime \( h + \tau < \varepsilon \) and otherwise leads to unsatisfactory results.

Therefore, the space \( \hat{V}_{h,\tau} \) is not suited for the approximation of (2.2) in an under-resolved setting with \( h + \tau \geq \varepsilon \), which is a well-known issue with varying coefficients. A possible solution for this difficulty is provided in the following section.

3. A Space-Time Multiscale Method

The goal of this section is to establish a multiscale method that efficiently solves (2.2) independently of rapid space-time variations in the diffusion coefficient. To this end, we first introduce some notation for the discretization. Let \( V_H \) be a finite element space defined analogously to \( V_h \) in Section 2.2, but with larger mesh size \( H > h \). Moreover, we assume that the mesh \( K_h \) is a refinement of \( K_H \) such that \( V_H \subset V_h \). The set of interior nodes of \( V_H \) is given by \( \mathcal{N}_H \). We will commonly refer to \( V_H \) as the coarse-scale space and to \( V_h \) as the fine-scale space.

For the temporal discretization, let \( T > \tau > 0 \) be some coarse time step and set \( T_i = i \tau \), \( i = 0, 1, \ldots, N_t \), where for simplicity we again assume that \( T_{N_t} = T \). Similar to Section 2.2, we let \( \mathcal{J}_T \) denote the coarse partition of the time domain \([0, T]\) into sub-intervals \([T_{i-1}, T_i]\), \( i = 1, 2, \ldots, N_t \). Given this partition, we define the coarse trial and test spaces \( \hat{V}_T \) and \( V_T \), respectively, by

\[
\hat{V}_{T,\tau} := V_H \times \hat{V}_T, \quad V_{T,\tau} := V_H \times V_T.
\]

Let us mention that with regard to possible fine oscillations in the diffusion coefficient \( A \), we assume that \( h \) and \( \tau \) (as well as the respective spaces) are fine enough to resolve these fine quantities, while \( H \) and \( T \) are parameters on an under-resolved coarse scale.

We emphasize that we reuse the notation from Section 2 in the following and write \( \{\varphi_{x,y}\}_{x \in \mathcal{N}_H, y=1,\ldots,N_t} \) (pyramids) and \( \{\varphi_{x,y}\}_{x \in \mathcal{N}_H, y=1,\ldots,N_t} \) (tents) for the canonical basis functions of the (coarse) spaces \( \hat{V}_{H,T} \) and \( V_{H,T} \), respectively.

In the following subsections, we derive a method based on a clever decomposition of the fine spaces \( \hat{V}_{h,T} \) and \( \hat{V}_{h,T} \), each into a coarse and a fine subspace. These decompositions allow us to construct an alternative and more sophisticated decomposition for the trial space, which incorporates suitable fine quantities into the coarse space.

3.1. Quasi-interpolation and space decompositions. A straight-forward decomposition consists in separating the trial space \( \hat{V}_{h,T} \) into the coarse space \( \hat{V}_{H,T} \) and a fine-scale remainder space. Therefore, let \( \mathcal{J}_H: L^2(\Omega) \to V_H \) be a projective quasi-interpolation operator that maps into the finite element space \( V_H \). That is, \( \mathcal{J}_H \) fulfills

\[
(3.1a) \quad H^{-1} \| (\text{Id} - \mathcal{J}_H) v \|_{L^2(K)} + \| \nabla \mathcal{J}_H v \|_{L^2(K)} \leq \bar{C}_{\text{int}} \| \nabla v \|_{L^2(\Omega)}, \quad v \in H^1_0(\Omega),
\]

\[
(3.1b) \quad \| \mathcal{J}_H v \|_{L^2(K)} \leq \bar{C}_{\text{int}} \| v \|_{L^2(\mathcal{N}(K))}, \quad v \in L^2(\Omega),
\]

\[
(3.1c) \quad \mathcal{J}_H \circ \mathcal{J}_H = \mathcal{J}_H,
\]

where \( \mathcal{N}(K) \) is the set of interior nodes of \( K \).
Lemma 3.1 (Stable interpolation). It holds that
\begin{equation}
\| \mathcal{J}_{H,T} v \|_{V_e} \leq C_{int} \| v \|_{V_e}
\end{equation}
for all \( v \in V_{\mathrm{te}} \) with \( C_{\text{int}} \) from (3.3). If \( T \leq CH \), there exists a constant \( \tilde{C}_{\text{int}} \) such that

\[
\| \hat{\mathcal{J}}_{H,T} v \|_{V_{\mathrm{te}}} \leq \tilde{C}_{\text{int}} H^{-1} \| v \|_{V_{\mathrm{te}}}
\]

for \( v \in V_{\mathrm{tr}} \).

**Proof.** For any \( v \in V_{\mathrm{te}} \) and \( i = 1, \ldots, N_t \), we have

\[
\| \mathcal{J}_{H,T} v \|_{[T_{i-1},T_i]}^2 \leq \int_{T_{i-1}}^{T_i} \| \nabla \mathcal{J}_{H,T} v \|_{L^2(\Omega)}^2 \, dt = \int_{T_{i-1}}^{T_i} \int_{T_{i-1}}^{T_i} | \nabla \mathcal{J}_{H,T} v |^2 \, ds \, dt
\]

\[
\leq C_{\text{int}} \| v \|_{[T_{i-1},T_i]}^2 \|
\]

using Jensen’s inequality and (3.3a). Globally, we thus have

\[
\| \mathcal{J}_{H,T} v \|_{V_{\mathrm{te}}} \leq C_{\text{int}} \| v \|_{V_{\mathrm{te}}}
\]

For the proof of (3.5), recall that \( \mathcal{J}_H = \pi_H \circ \Pi_H \). Further, we note that

\[
\| \mathcal{J}_H v \|_{H^{-1}(\Omega)} \leq \| \Pi_H v \|_{L^2(\Omega)} \leq C \| \Pi_H v \|_{L^2(\Omega)} = C \sup_{w \in L^2(\Omega)} \frac{\langle \Pi_H v, w \rangle}{\| w \|_{L^2(\Omega)}}
\]

\[
\leq C \sup_{w_H \in V_H} \frac{\langle v, w_H \rangle}{\| w_H \|_{L^2(\Omega)}} \leq C \sup_{w_H \in V_H} \frac{C_{\text{inv}} \langle v, w_H \rangle}{\| \nabla w_H \|_{L^2(\Omega)}} \leq C_{st} H^{-1} \| v \|_{H^{-1}(\Omega)}
\]

using the stability of \( \pi_H \) (cf. [15, Lem. 6.1]), the stability of the projection \( \Pi_H \), and the inverse inequality

\[
\| \nabla v_H \|_{L^2(\Omega)} \leq C_{\text{inv}} H^{-1} \| v_H \|_{L^2(\Omega)}, \quad v_H \in V_H.
\]

Let now \( v \in V_{\mathrm{tr}} \). With the \( H^1 \)-stability of the nodal interpolation in time [12, Thm. 1], the \( L^2 \)-stability of the local \( L^2 \)-projection (\( \cdot \)), and the Friedrichs inequality on each coarse interval, we obtain

\[
\| \hat{\mathcal{J}}_{H,T} v \|_{V_{\mathrm{te}}}^2 = \int_0^T \| \frac{d}{dt} \hat{\mathcal{J}}_{H,T} v \|_{H^{-1}(\Omega)}^2 \, dt + \int_0^T \int_{\Omega} | \nabla \hat{\mathcal{J}}_{H,T} v |^2 \, dx \, dt
\]

\[
\leq C_{\text{st}} \| \hat{\mathcal{J}}_{H,T} v \|_{H^{-1}(\Omega)} \| \hat{\mathcal{J}}_{H,T} v \|_{H^{-1}(\Omega)} + 2 C_T \int_0^T \| \nabla \mathcal{J}_H v \|_{L^2(\Omega)}^2 \, dt
\]

Utilizing the stability of \( \mathcal{J}_H \) (cf. (3.3)), (3.6), and the inverse inequality (3.7), we further estimate

\[
\int_0^T \| \frac{d}{dt} \mathcal{J}_H v \|_{H^{-1}(\Omega)}^2 \, dt + 2 C_{\text{st}} \| \mathcal{J}_H v \|_{L^2(\Omega)}^2 \| \hat{\mathcal{J}}_{H,T} v \|_{H^{-1}(\Omega)}^2 \, dt
\]

\[
\leq C_{\text{st}} H^{-2} \int_0^T \| \frac{d}{dt} v \|_{H^{-1}(\Omega)}^2 \, dt + 2 C_{\text{int}} \int_0^T \| \nabla v \|_{L^2(\Omega)}^2 \, dt
\]

\[
+ C C_{\text{inv}}^2 C_{\text{st}}^2 \left( \frac{T^2}{H^4} \right) \int_0^T \| \frac{d}{dt} v \|_{H^{-1}(\Omega)}^2 \, dt.
\]
With $T \leq CH$, we finally get
\[ \|\tilde{\mathcal{H}}_{H,T} v\|_{V^r_t}^2 \leq \tilde{C}_{\text{inf}}^2 H^{-2} \|v\|_{V^r_t}^2. \]

3.2. Ideal method. In this subsection, we introduce a space-time multiscale method based on a correction of coarse functions by appropriate fine-scale functions. The proposed method is based on the Variational Multiscale Method, which was developed in [21, 22], and incorporates ideas from the LOD method introduced in [29]. The main idea is to decompose the solution into a coarse part in $\hat{V}_{H,T}$ and a remainder part in $\hat{W}_{H,T}$ and then consider (2.2) for test functions in the coarse test space $V_{H,T}$ and the fine test space $W_{H,T}$ separately. Consequently, we arrive at two equations, one on the coarse scale and one on the fine scale. The coupling of these two equations can be seen as a correction of the coarse-scale part by appropriate fine functions, whose main purpose is to include the fine-scale space-time behavior of the diffusion coefficient into the coarse-scale problem. This leads to a coarse-scale space with improved approximation properties.

We phrase the method (3.8) below in the classical framework of the Variational Multiscale Method. Note that the second equation (3.8b) defines the correction operator $\mathcal{Q}: \hat{V}_{H,T} \to \hat{W}_{H,T}$ that is employed in the first equation (3.8a). Altogether, the (ideal) multiscale method reads: find $\bar{u}_{H,T} = u_{H,T} + \mathcal{Q} u_{H,T} \in (\text{Id} + \mathcal{Q}) \hat{V}_{H,T}$ such that

\begin{equation}
(3.8a) \quad \int_0^T \langle \frac{d}{dt} (\text{Id} + \mathcal{Q}) u_{H,T}, v_{H,T} \rangle + a((\text{Id} + \mathcal{Q}) u_{H,T}, v_{H,T}) \, dt = \int_0^T \langle f, v_{H,T} \rangle \, dt,
\end{equation}

\begin{equation}
(3.8b) \quad \int_0^T \langle \frac{d}{dt} \mathcal{Q} u_{H,T}, w_{h,T} \rangle + a(\mathcal{Q} u_{H,T}, w_{h,T}) \, dt = -\int_0^T \langle \bar{u}_{H,T}, w_{h,T} \rangle + a(u_{H,T}, w_{h,T}) \, dt
\end{equation}

for all $v_{H,T} \in V_{H,T}$ and $w_{h,T} \in W_{H,T}$. Note that (3.8) is well-posed, which follows from the fact that (3.8) is equivalent to (2.4) with slightly adjusted right-hand side $\int_0^T \langle f, \mathcal{I}_{H,T} v_{h,T} \rangle \, dt$ and the existence and uniqueness of the correction operator $\mathcal{Q}: \hat{V}_{H,T} \to \hat{W}_{H,T}$ in (3.8b) as well as the boundedness of $\mathcal{I}_{H,T}$; cf. Lemma 3.1. Existence and uniqueness of $\mathcal{Q}$ are a direct consequence of Lemma 3.3, which is proved below. We emphasize that this construction results in an alternative decomposition $\hat{V}_{H,T} = (\text{Id} + \mathcal{Q}) \hat{V}_{H,T} + \hat{W}_{H,T}$, where the first space turns out to have favorable approximation properties.

With the well-posedness of (3.8), we can state the following theorem that quantifies the error between the solution $u_{h,T} \in \hat{V}_{h,T}$ of (2.4) and the solution $\bar{u}_{H,T} = (\text{Id} + \mathcal{Q}) u_{H,T}$ of the ideal method (3.8).

**Theorem 3.2** (Error of the ideal method). Assume that $f \in L^2(L^2) \cap H^1(H^{-1})$. Then the error between the solutions $u_{h,T}$ and $\bar{u}_{H,T}$ satisfies
\begin{equation}
\|\bar{u}_{H,T} - u_{h,T}\|_{V^r_t} \leq C(h + T) \|f\|_{L^2(L^2) \cap H^1(H^{-1})}.
\end{equation}

**Proof.** Since $\bar{u}_{H,T} - u_{h,T} \in \hat{V}_{h,T}$, we get with the inf-sup condition in Lemma 2.3 the existence of a function $v \in \hat{V}_{h,T}$ with $\|v\|_{V^r_t} = 1$ such that
\begin{equation}
\eta \|\bar{u}_{H,T} - u_{h,T}\|_{V^r_t} \leq \mathfrak{L}(\bar{u}_{H,T} - u_{h,T}, v) = -\int_0^T \langle f, \mathcal{I}_{H,T} v \rangle \, dt
\end{equation}

where we also use (3.8a) and (2.4). To bound the right-hand side of (3.10), we compute
\[ \left| \int_0^T \langle f, (\text{Id} - \mathcal{I}_{H,T}) v \rangle \, dt \right| = \left| \int_0^T \langle f, (\text{Id} - \mathcal{I}_{H}) v + (\mathcal{I}_{H} - \mathcal{I}_{H,T}) v \rangle \, dt \right| \]
The combination of Theorem 3.2 and (2.7) directly provides an estimate for the full error $u - \tilde{u}_{H,T}$. If $h$ and $\tau$ are chosen such that any fine quantities are resolved, the order $O(H + \tau)$ can be maintained for the full error as well.

3.3. Well-posedness of the corrections. In order to avoid an explicit characterization of the spaces $\hat{W}_{h,\tau}$ and $W_{h,\tau}$ and to prove well-posedness of the corrections, we reformulate (3.8b) as a constraint problem posed in the full discrete space $\hat{V}_{h,\tau}$ and with test functions in $V_{h,\tau}$. For $z \in \hat{V}_{h,\tau}$, its correction $Qz$ can equivalently be characterized as a function in $\hat{V}_{h,\tau}$ that solves

\begin{equation}
\mathcal{A}(Qz, v) + \sum_{i=1}^{N_t} \int_{T_{i-1}}^{T_i} \langle \lambda_i, \mathcal{I}_H v \rangle \, dt = -\mathcal{A}(z, v)
\end{equation}

\begin{equation}
\sum_{j=1}^{N_t} \langle \mathcal{I}_H Qz(T_j), \mu_j \rangle = 0,
\end{equation}

for all $v \in V_{h,\tau}$, $\mu_j \in V_H$, $j = 1, \ldots, N_t$, where $(\lambda_1, \ldots, \lambda_{N_t}) \in V_H \times \ldots \times V_H$ are the associated Lagrange multipliers. The following lemma states the well-posedness of (3.11) and therefore also the well-posedness of (3.8b).

**Lemma 3.3** (Existence and uniqueness of the correction). Problem (3.11) has a unique solution $(Qz, \lambda_1, \ldots, \lambda_{N_t}) \in \hat{V}_{h,\tau} \times V_H \times \ldots \times V_H$ and

\begin{equation}
\|Qz\|_{V_{H}} \leq c_{\mathcal{A}}^{-1} \sqrt{2} \max\{1, \beta\} \|z\|_{V_{h,\tau}}.
\end{equation}

**Proof.** Recall the definition of the bilinear form $\mathcal{A}$ in (2.6) and let further

$$
\mathcal{B}_i(\lambda_i, w) := \int_{T_{i-1}}^{T_i} \langle \lambda_i, \mathcal{I}_H w \rangle \, dt, \quad 1 \leq i \leq N_t,
$$

$$
\mathcal{C}_j(v, \mu_j) := \langle \mathcal{I}_H v(T_j), \mu_j \rangle, \quad 1 \leq j \leq N_t.
$$

By [8, Cor. 2.1], the well-posedness of (3.11) and the estimate (3.12) follow from Lemma 2.3, the inf-sup conditions (3.13) and (3.14), as well as an upper bound for the right-hand side of (3.11a), which are proved below.
Inf-sup condition for \( \sum_i \mathcal{B}_i \). Let \((\lambda_1, \ldots, \lambda_{N_t}) \in V_H \times \ldots \times V_H\) be arbitrary and nonzero. The explicit piecewise constant choice \( w = \sum_{i=1}^{N_t} \lambda_i \mathbb{1}_{[T_{i-1}, T_i)} \in V_{h,T} \) then yields

\[
\sup_{w \in V_{h,T}} \frac{\sum_{i=1}^{N_t} \int_{T_{i-1}}^{T_i} \langle \lambda_i, J_t w \rangle \, dt}{\| (\lambda_1, \ldots, \lambda_{N_t}) \|_{V_H \times \ldots \times V_H} \| w \|_{V_t}} \geq \frac{\sum_{i=1}^{N_t} \| \lambda_i \|_{L^2(\Omega)}^2}{(\sum_{i=1}^{N_t} \| \nabla \lambda_i \|_{L^2(\Omega)}^2)^{1/2} \left( \sum_{i=1}^{N_t} \| \nabla \lambda_i \|_{L^2(\Omega)}^2 \right)^{1/2}} \geq C_{\text{inv}}^{-1} H^2 \tau^{1/2} > 0
\]

using the norm \( \| (\lambda_1, \ldots, \lambda_{N_t}) \|^2_{V_H \times \ldots \times V_H} = \sum_{i=1}^{N_t} \| \nabla \lambda_i \|^2_{L^2(\Omega)} \) and the inverse inequality (3.7). Therefore, we directly get

\[
(3.13) \quad \inf_{(\lambda_1, \ldots, \lambda_{N_t}) \in V_H \times \ldots \times V_H} \sup_{w \in V_{h,T}} \frac{\sum_{i=1}^{N_t} \mathcal{B}_i(\lambda_i, w)}{\| (\lambda_1, \ldots, \lambda_{N_t}) \|_{V_H \times \ldots \times V_H} \| w \|_{V_t}} \geq C_{\text{inv}}^{-1} H^2 \tau^{1/2}.
\]

Inf-sup condition for \( \sum_j \mathcal{C}_j \). To show this inf-sup condition, we choose \((\mu_1, \ldots, \mu_{N_t}) \in V_H \times \ldots \times V_H\) and set \( \eta_j(t) = (t/T - j + 1) \mathbb{1}_{[T_{j-1}, T_j)} + (j - T + 1) \mathbb{1}_{(T_j, T_{j+1}]} \). With the choice \( v = \sum_{j=1}^{N_t} \mu_j \eta_j \in \dot{V}_{h,T} \), we compute

\[
\| v \|^2_{V_t} = \int_0^T \| \sum_{j=1}^{N_t} (\nabla \mu_j) \eta_j \|^2_{L^2(\Omega)} + \| \sum_{j=1}^{N_t} \mu_j \eta_j \|^2_{H^{-1}(\Omega)} \, dt
\]

\[
\leq 2 \int_0^T \sum_{j=1}^{N_t} \left( \| \nabla \mu_j \|^2_{L^2(\Omega)} \eta_j^2 + \| \mu_j \|^2_{L^2(\Omega)} \eta_j^2 \right) \, dt
\]

\[
\leq \sum_{j=1}^{N_t} \left( 2T \| \nabla \mu_j \|^2_{L^2(\Omega)} + \frac{4}{T} \| \mu_j \|^2_{L^2(\Omega)} \right).
\]

Therefore, we have that

\[
\| v \|_{V_t} = \left\| \sum_{j=1}^{N_t} \eta_j \mu_j \right\|_{V_t} \leq \left( 2T \sum_{j=1}^{N_t} \| \nabla \mu_j \|^2_{L^2(\Omega)} \right)^{1/2} + \left( \frac{4}{T} \sum_{j=1}^{N_t} \| \mu_j \|^2_{L^2(\Omega)} \right)^{1/2}.
\]

Using this, Young’s inequality, and the inverse inequality (3.7), we obtain

\[
\sup_{v \in \dot{V}_{h,T}} \frac{\sum_{j=1}^{N_t} \langle \mathcal{J}_h v(T_j), \mu_j \rangle}{\| v \|_{V_t} \| (\mu_1, \ldots, \mu_{N_t}) \|_{V_H \times \ldots \times V_H}} \geq \frac{\sum_{j=1}^{N_t} \| \mu_j \|^2_{L^2(\Omega)}}{\sum_{j=1}^{N_t} \| \mu_j \eta_j \|_{V_t} \left( \sum_{j=1}^{N_t} \| \nabla \mu_j \|^2_{L^2(\Omega)} \right)^{1/2}} \geq \frac{\sum_{j=1}^{N_t} \| \mu_j \|^2_{L^2(\Omega)}}{(T \, C_{\text{inv}}^{-2} H^{-2} + 2 \tau^{-1} + C_{\text{inv}}^{-2} H^{-2}) \sum_{j=1}^{N_t} \| \mu_j \|^2_{L^2(\Omega)}} =: \gamma(H, \tau) > 0.
\]

As above, taking the infimum yields

\[
(3.14) \quad \inf_{(\mu_1, \ldots, \mu_{N_t}) \in V_H \times \ldots \times V_H} \sup_{v \in \dot{V}_{h,T}} \frac{\sum_{j=1}^{N_t} \mathcal{C}_j(v, \mu_j)}{\| v \|_{V_t} \| (\mu_1, \ldots, \mu_{N_t}) \|_{V_H \times \ldots \times V_H}} \geq \gamma(H, \tau).
\]
Bound of the right-hand side. The final step consists in proving a stability bound for the right-hand side of (3.11a) as a function in the dual space of $V_{te}$. We choose an arbitrary function $v \in V_{h,\tau}$ and compute

$$
\mathcal{A}(z, v) \leq \left( \| \dot{z} \|_{H^{-1}(\Omega)} + \bar{\beta} \| \nabla \mathcal{E} \|_{L^2(\Omega)} \right) \| v \|_{V_{te}} \leq \sqrt{2} \max \{ 1, \bar{\beta} \} \| z \|_{V_{tr}} \| v \|_{V_{te}}.
$$

With the above inf-sup conditions and the bound of the right-hand side, we can now apply [8, Cor. 2.1], which finalizes the proof. \hfill \Box

Remark 3.4 (Additional correction operator). The arguments in the proof of Lemma 3.3 also imply that the correction operator $C: V_{h,\tau} \rightarrow W_{h,\tau}$, defined by

$$
(3.15) \quad \mathcal{A}(v, Cw) = -\mathcal{A}(v, w)
$$

for all $v \in \hat{W}_{h,\tau}$, is well-defined and

$$
(3.16) \quad \| Cw \|_{V_{te}} \leq c^{-1}_{A} \sqrt{2} \max \{ 1, \bar{\beta} \} \| w \|_{V_{te}}.
$$

With Lemma 3.3 and Remark 3.4, we can show the following inf-sup condition for the spaces $\hat{W}_{h,\tau}$ and $W_{h,\tau}$, which will be of use in the analysis of the localized version of the method in the next section.

Lemma 3.5 (Inf-sup condition). It holds

$$
\inf_{v_{h,\tau} \in \hat{W}_{h,\tau}} \sup_{w_{h,\tau} \in W_{h,\tau}} \frac{\mathcal{A}(v_{h,\tau}, w_{h,\tau})}{\| v_{h,\tau} \|_{V_{tr}} \| w_{h,\tau} \|_{V_{te}}} \geq \tilde{c}_{A}
$$

with $\tilde{c}_{A} := c_{A}^{2}/(\sqrt{2} \max \{ 1, \bar{\beta} \})$.

Proof. Let $v \in \hat{W}_{h,\tau}$. With (3.15) and (3.16) and since $C$ is surjective, we have that

$$
\sup_{w \in W_{h,\tau}} \frac{\mathcal{A}(v, w)}{\| w \|_{V_{te}}} = \sup_{w \in V_{h,\tau}} \frac{\mathcal{A}(v, -Cw)}{\| Cw \|_{V_{te}}} \geq \sup_{w \in V_{h,\tau}} \frac{c_{A} \mathcal{A}(v, w)}{\sqrt{2} \max \{ 1, \bar{\beta} \} \| w \|_{V_{te}}} \geq \tilde{c}_{A} \| v \|_{V_{tr}},
$$

using Lemma 2.3 in the last step. \hfill \Box

4. A localized multiscale method

This section is devoted to introducing a localized variant of the ideal multiscale method presented in Section 3. We emphasize that the non-localized method is based on auxiliary corrector problems on the entire fine space-time grid, which is not feasible in terms of computational complexity and memory. However, one observes that a corrected function $Qz$ decays exponentially fast away from the support of the underlying function $z$, see Section 6.1. Without a great impact on the approximation property, it is therefore possible to restrict the fine-scale computations to local spatial patches around the corresponding node and a limited number of coarse time steps. This is referred to as localization in space and localization in time, respectively. We first discuss the details about how a correction can be computed for one coarse interval at a time, which motivates the temporal localization. Then we introduce the local patches to which we restrict the computation of the corrections for all coarse basis functions. Finally, we combine the two ideas and end this section by stating a space- and time-localized multiscale method and presenting corresponding error bounds.

We emphasize that in view of (3.8b) and due to linearity, only so-called basis correctors need to be computed, i.e., $QA^{i}_{x}$, where $A^{i}_{x} = \varphi x \zeta_{i} \in \hat{V}_{h,\tau}$, $x \in N_{H}$, $i \in \{ 1, \ldots, N_{l} \}$ is
a coarse (nodal) space-time basis function with \( \text{supp}(\Lambda^{1}_x) = N(x) \times [T_{i-1}, T_{i+1}] \). In the following, we often abbreviate \( \Lambda = \Lambda^{i}_x \) when referring to one particular basis function.

4.1. Localization in time. Let \( \Lambda \in \hat{V}_{h,T} \) be a space-time basis function as above. In this subsection, we construct \( \mathcal{Q}\Lambda \) by a sequential approach. We divide the integral in (3.11) into local integrals over \([T_{j-1}, T_{j}]\), \( j = i, \ldots, N_t \) and define for given \( j \) the local version of \( \hat{V}_{h,T} \) by

\[
\hat{V}_{h,T}^j := \{ v \mathbb{1}_{\Omega \times [T_{j-1}, T_{j}]} : v \in \hat{V}_{h,T} \}.
\]

Further, we denote with \( \xi_j \in \hat{V}_{h,T}^j \), \( \xi_j(T_{j-1}) = 0 \) the solution to the auxiliary problem

\[
\int_{T_{j-1}}^{T_j} \langle \dot{\xi}_j, v \rangle + a(\xi_j, v) + \langle \lambda_j, \mathcal{J}_h v \rangle \, dt = -\int_{T_{j-1}}^{T_j} \langle \dot{\Lambda}, v \rangle + a(\Lambda, v) - \langle \frac{1}{T_{j-1} - T_{j-2}} \xi_j(T_{j-2}), v \rangle \, dt,
\]

(4.1a)

\[
\langle \mathcal{J}_h \xi_j(T_j), \mu \rangle = 0,
\]

(4.1b)

for all \( v \in V_{h,T}, \mu \in V_{h,T} \), where \( \lambda_j \in V_{h,T} \) is the associated Lagrange multiplier. For \( j = i \), we explicitly set \( \xi_{i-1}(T_{i-1}) = 0 \) such that the third and the fourth term on the right-hand side of (4.1a) vanish. Note that the functions \( \{\xi_j\}^{N_t}_{j=i} \) are constructed such that

\[
\mathcal{Q}\Lambda = \sum_{j=i}^{N_t} (\xi_j + \frac{T_{j-1} - T_{j-2}}{T_{j-1} - T_{j-2}} \xi_j(T_{j-2})) \mathbb{1}_{[T_{j-1}, T_{j}]}.
\]

We emphasize that \( \Lambda \) only has support on \([T_{i-1}, T_{i+1}]\). That is, \( \mathcal{Q}\Lambda \mathbb{1}_{[0,T_{i-1}]} \equiv 0 \) and for \( j \geq 2 + i \) the first two terms in (4.1a) (and also in (3.11a)) disappear. Consequently, \( \mathcal{Q}\Lambda \) will begin to decay due to the parabolic nature of the problem.

Due to the decay property of \( \mathcal{Q}\Lambda \), there will be an \( \ell \in \mathbb{N} \) such that for \( j \geq \ell + i \), the sequential functions \( \xi_j \) will be of negligible size compared to the error of the ideal method. Hence, it suffices to restrict the computations to \( \{\xi_j\}^{\ell+i}_{j=i} \). That is, we choose the temporally localized corrector function as \( \mathcal{Q}\Lambda \mathbb{1}_{[0,T_{\ell+i-1}]} \). From here on, we will refer to \( \ell \) as the \textit{temporal localization parameter}. We remark that simply restricting the computations will make the function discontinuous in time, and thus it will no longer be a function in \( \hat{V}_{h,T} \). However, this can easily be circumvented by setting

\[
\mathcal{Q}_{\infty,\ell}\Lambda := \mathcal{Q}\Lambda \mathbb{1}_{[0,T_{\ell+i-1}]} + \frac{T_{\ell+i-1} - T_{\ell+i}}{T_{\ell+i}} \mathcal{Q}\Lambda (T_{\ell+i-1}) \mathbb{1}_{(T_{\ell+i-1}, T_{\ell+i})},
\]

i.e., we extend the solution by one time step, where it linearly goes down to zero.

4.2. Localization in space. For the spatial localization of (3.11), we first introduce the element-based patches to which the support of \( \mathcal{Q}\Lambda \) is to be restricted. Given \( N(K) \) as defined in (3.2) for an element \( K \in \mathcal{K}_h \), we define the patch \( N^k(K) \) of size \( k \) as

\[
N^1(K) := N(K), \quad N^k(K) := N(N^{k-1}(K)), \text{ for } k \geq 2.
\]

An example of how the patches spread across the grid with increasing \( k \) is illustrated in Figure 4.1. With these coarse element patches defined, we can as well define localized fine-scale spaces for an element \( K \in \mathcal{K}_h \) by

\[
\hat{V}^K_{h,T,k} := \{ w \in \hat{V}_{h,T} : \text{supp}(w) \subseteq N^k(K) \},
\]

\[
V^K_{h,T,k} := \{ w \in V_{h,T} : \text{supp}(w) \subseteq N^k(K) \},
\]
and analogously the localized remainder spaces $\hat{\mathcal{W}}_{\mathcal{H},\tau,k}$ and $W_{\mathcal{H},\tau,k}$, as well as $\tilde{V}^K_{\mathcal{H},k}$ and $V^K_{\mathcal{H},k}$.

Let now $i \in \{1, \ldots, N_t\}$ and $D_{K,i} = K \times [T_{i-1}, T_i]$. For such a space-time element, we introduce the element restricted correction operator $Q^K,i v \in \hat{W}_{\mathcal{H},\tau}$ that solves

$$\int_0^T \langle \frac{d}{dt} Q^K,i v, w \rangle + a(Q^K,i v, w) \, dt = - \int_{T_{i-1}}^{T_i} \langle \dot{v}, w \rangle_K + a(v, w)_K \, dt, \quad w \in W_{\mathcal{H},\tau},$$

where the subscript $K$ on the right-hand side indicates that corresponding integrals are taken over the element $K \in \mathcal{K}_H$ instead of the entire domain $\Omega$. As in Section 3.3, these problems can also be defined as constraint problems and are well-posed. Note that we retain the global correction operator by summing all local contributions, i.e.,

$$Q_v = \sum_{K \in \mathcal{K}_H, 1 \leq i \leq N_t} Q^{K,i}_v.$$

For $k \in \mathbb{N}$, we may restrict the correction to an element patch by defining $Q^K,i v \in \hat{W}^K_{\mathcal{H},\tau}$ as the solution to

$$\int_0^T \langle \frac{d}{dt} Q^K,i v, w \rangle + a(Q^K,i v, w) \, dt = - \int_{T_{i-1}}^{T_i} \langle \dot{v}, w \rangle_K + a(v, w)_K \, dt, \quad w \in W^K_{\mathcal{H},\tau,k}.$$

We emphasize that solvability of this localized problem follows in analogy with the global case. Once again, we sum over all elements to obtain a corresponding global version by

$$Q_{k,\infty} v := \sum_{K \in \mathcal{K}_H, 1 \leq i \leq N_t} Q^{K,i}_k v.$$

Having defined the spatially localized correction operator $Q_{k,\infty}$, we can replace $Q \Lambda$ by $Q_{k,\infty} \Lambda$ in the construction of the multiscale method. In the following, we refer to $k$ as the spatial localization parameter.

4.3. Localization in space and time. We can now combine the spatial and temporal localization procedures from the previous subsections to create a localized variant of the space-time multiscale method introduced in Section 3.

Let $k \in \mathbb{N}$ and $\ell \in \mathbb{N}$ be given localization parameters in space and time, respectively. Further, we define for $j = 1, \ldots, N_t$ and any $K \in \mathcal{K}_H$ the restricted version of $\hat{V}^K_{\mathcal{H},\tau,k}$ by

$$\hat{V}^{K,j}_{\mathcal{H},\tau,k} := \{ v \in \Omega \times [T_{j-1}, T_j] : v \in \hat{V}^K_{\mathcal{H},\tau,k} \}.$$
Now let \( D_{K,i} = K \times [T_{i-1}, T_i] \) be a fixed space-time element and \( \Lambda \in \hat{V}_{H,T} \) a nodal basis function whose support overlaps with \( D_{K,j} \). Further, let \( \xi_{j,k}^{K,i} \in \hat{V}_{h,T,k} \), \( \xi_{j,k}(T_{j-1}) = 0 \) be the solution to
\[
\int_{T_{j-1}}^{T_j} \langle \frac{d}{dt} \xi_{j,k}, v \rangle + a(\xi_{j,k}, v) + \langle \lambda_{j,k}, \mathcal{J}v \rangle \, dt
\]
(4.4a)
\[
= - \int_{T_{i-1}}^{T_i} \langle \hat{\Lambda}, v \rangle_K + a(\Lambda, v)_K \, dt
\]
\[
+ \int_{T_{j-1}}^{T_j} \langle \frac{1}{T_j-T_{j-1}} \xi_{j-1,k}(T_{j-1}), v \rangle - a(\frac{T_{j-1}}{T_j-T_{j-1}} \xi_{j-1,k}(T_{j-1}), v) \, dt,
\]
(4.4b)
\[
\langle \mathcal{J} \xi_{j,k}^{K,i}(T_j), \mu \rangle = 0
\]
for all \( v \in V_{h,T,k} \) and \( \mu \in V_H \), where \( \lambda_{j,k}^{K,i} \in V_{h,k}^K \) is the associated Lagrange multiplier. Moreover, we have the initial condition \( \xi_{i-1,k}(T_{i-1}) = 0 \). The localized space-time basis corrector \( Q_{k,\ell} \Lambda \) is then defined as
\[
Q_{k,\ell} \Lambda = \sum_{K \in \mathcal{K}_{h,T,1} \leq N_t, D_{K,i} \cap \text{supp}(\Lambda) \neq \emptyset} Q_{K,i}^{k,\ell} (\Lambda \mathbb{1}_{D_{k,i}})
\]
(4.5)
\[
:= \sum_{K \in \mathcal{K}_{h,T,1} \leq N_t, D_{K,i} \cap \text{supp}(\Lambda) \neq \emptyset} \left( \sum_{j=i}^{i+\ell-1} \left( \xi_{j,k}^{K,i} + \frac{T_j-T_{j-1}}{T_j-T_{j-1}} \xi_{j-1,k}(T_{j-1}) \right) \mathbb{1}_{(T_{j-1},T_j)} + \frac{T_{i+\ell-1}}{T_{i+\ell-1}} \xi_{i+\ell-1,k}(T_{i+\ell-1}) \mathbb{1}_{(T_{i+\ell-1},T_{i+\ell})} \right).
\]
We emphasize that this construction also allows to define \( Q_{k,\ell} \), and thus \( Q_{k,\ell} \), for any function \( v_{H,T} \in \hat{V}_{H,T} \) by replacing \( \Lambda \) by \( v_{H,T} \) in (4.4) and (4.5).

4.4. Localized space-time multiscale method. With the localized correction operator \( Q_{k,\ell} \) defined in the previous subsection, the proposed localized multiscale method reads: find \( \hat{u}_{H,T,k,\ell} = u_{H,T,k,\ell} + Q_{k,\ell}u_{H,T,k,\ell} \in (\text{Id} + Q_{k,\ell})\hat{V}_{H,T} \) such that
\[
\int_0^T \langle \frac{d}{dt}(\text{Id} + Q_{k,\ell})u_{H,T,k,\ell}, v_{H,T} \rangle + a((\text{Id} + Q_{k,\ell})u_{H,T,k,\ell}, v_{H,T}) \, dt = \int_0^T \langle f, v_{H,T} \rangle \, dt
\]
(4.6)
for all \( v_{H,T} \in V_{H,T} \).

In the following subsection, we investigate the localization procedure by means of an a posteriori error estimate and then investigate the error of the localized multiscale method.

4.5. Well-posedness and error of the localized method. Let \( D_{K,i} = K \times (T_{i-1}, T_i), K \in \mathcal{K}_H, i = 1, \ldots, N_t \) be local space-time elements. Further, we define an error estimator for the spatial decay,
\[
\delta_{k,\ell}^{D_{K,i}} := \sup_{v_{H,T} \in V_{H,T}} \frac{\| Q_{k,\ell}^{D_{K,i}}(v_{H,T} \mathbb{1}_{D_{K,i}}) \mathbb{P}_H(K) \|_{V_{H,T}}} {\| v_{H,T} \mathbb{1}_{D_{K,i}} \|_{V_{H,T}}},
\]
(4.7)
an error estimator for the temporal decay,

\[ (4.8) \quad \vartheta_{k,\ell}^{D_{k,i}} := \left( T^{-1/2} H + T^{1/2} \right) \sup_{v_{H,T} \in V_{H,T}} \frac{\| \nabla Q_{k,\ell}^{k,i}(v_{H,T} \mathbb{1}_{D_{k,i}})(T_{i+\ell-1}) \|_{L^2(\Omega)}}{\| v_{H,T} \mathbb{1}_{D_{k,i}} \|_{V_T}}, \]

as well as

\[ \delta_{k,\ell} := \sup_{K \in \mathcal{K}_H} \sup_{i=1,\ldots,N_t} \delta_{k,\ell}^{D_{k,i}}, \quad \vartheta_{k,\ell} := \sup_{K \in \mathcal{K}_H} \sup_{i=1,\ldots,N_t} \vartheta_{k,\ell}^{D_{k,i}}. \]

Since the corrections \( Q_{k,\ell}^{k,i} \) numerically show a rapid decay in space and time away from the element \( D_{k,i} \), we expect the spatial and temporal error indicator to decay as well when \( k \) and \( \ell \) are increased. This is due to the fact that the ring \( N^k(K) \setminus N^{k-3}(K) \) is further away from the element \( K \) if \( k \) is increased and \( T_{i+\ell-1} \) is further away from \([T_{i-1}, T_i]\) if \( \ell \) is increased.

We emphasize that \( \delta_{k,\ell} \) and \( \vartheta_{k,\ell} \) can be computed by solving small (coarse-scale) eigenvalue problems. In particular, we can adjust the localization parameters \( k \) and \( \ell \) in order to obtain numbers \( \delta_{k,\ell} \) and \( \vartheta_{k,\ell} \) that are smaller than a certain threshold. We employ these estimators in the a posteriori bounds derived below.

**Lemma 4.1 (A posteriori localization error).** Let \( Q \) be the correction operator defined in (3.8b) and \( Q_{k,\ell} \) its localized version defined by (4.5) with \( k \geq 3 \) and \( \ell \geq 1 \). Then

\[ \| (Q - Q_{k,\ell}) v_{H,T} \|_{V_T} \leq c_{\text{int}}^{-1} C_{\text{int}}(C_{\eta} H^{-1} + 1) C(k^{(d-1)/2} \ell^{1/2} \delta_{k,\ell} + k^{d/2} \vartheta_{k,\ell}) \| v_{H,T} \|_{V_T}. \]

**Proof.** Let \( K \in \mathcal{K}_H \) and \( 1 \leq i \leq N_t \). Further, let \( Q^{k,i}_{k,\ell} \) be the correction operator defined in (4.2) and \( Q^{k,i}_{k,\ell} \) its space- and time-localized variant as given in (4.5). Due to the definition of \( Q^{k,i}_{k,\ell} \) and \( Q^{k,i}_{k,\ell} \), we have that

\[ (Q^{k,i}_{k,\ell} - Q^{k,i}_{k,\ell}) (v_{H,T} \mathbb{1}_{D_{k,i}}) \in \hat{W}_{h,T}, \]

where \( D_{k,i} = K \times (T_{i-1}, T_i) \) as above. Now, let \( \eta \in C^0(\Omega) \) be a cutoff function with

\[ 0 \leq \eta \leq 1, \quad \eta \geq 0, \quad \eta \geq 0, \quad \| \nabla \eta \|_{L^\infty(\Omega)} \leq C_{\eta} H^{-1}. \]

For the moment, we abbreviate \( \rho := Q^{k,i}_{k,\ell} (v_{H,T} \mathbb{1}_{D_{k,i}}), \rho_{k,\ell} := Q^{k,i}_{k,\ell} (v_{H,T} \mathbb{1}_{D_{k,i}}), \) and \( v := v_{H,T} \mathbb{1}_{D_{k,i}}. \) Further, we write \( R^k(K) := N^k(K) \setminus N^{k-3}(K) \). Let \( I_h : C^0(\Omega) \to V_h \) be the (spatial) nodal interpolation operator with respect to \( K_h \). Note that \( I_h \circ I_h = I_h \) and, by standard interpolation and inverse estimates, there exists a constant \( C_I \) such that

\[ \| \nabla (I_h q) \|_{L^2(K)} \leq C_I \| \nabla q \|_{L^2(K)} \]

for any \( K \in \mathcal{K}_H \) and any piecewise quadratic polynomial \( q \) (with respect to the mesh \( K_h \)). Let now \( w \in W_{h,T} \). Observe that \( I_h w = w, \mathcal{J}_{H,T} w = 0, \) and thus

\[ w = (I_h - \mathcal{J}_{H,T}) w = (I_h - \mathcal{J}_{H,T}) I_h w = (I_h - \mathcal{J}_{H,T}) I_h (1 - \eta) w. \]

Using this equality, we compute

\[ A(\rho - \rho_{k,\ell}, w) = A(\rho - \rho_{k,\ell}, (I_h - \mathcal{J}_{H,T}) I_h (1 - \eta) w) + A(\rho_{k,\ell}, (I_h - \mathcal{J}_{H,T}) I_h (1 - \eta) w) \]

\[ = -A(v, (I_h - \mathcal{J}_{H,T}) I_h (1 - \eta) w) + A(v, (I_h - \mathcal{J}_{H,T}) I_h ((1 - \eta) w)) \]

\[ - A(v, (I_h - \mathcal{J}_{H,T}) I_h ((1 - \eta) w)) - A(\rho_{k,\ell}, (I_h - \mathcal{J}_{H,T}) I_h (\eta w)) \]

\[ - A(\rho_{k,\ell} \mathbb{1}_{[T_{i+\ell-1}, T_{i+\ell}]}, (I_h - \mathcal{J}_{H,T}) I_h ((1 - \eta) w)) \]

\[ (4.9) \]

\[ \text{with} \quad C_{\text{int}} := c_{\text{int}}^{-1} C_{\text{int}}. \]
Lemma 3.5 there exists a function $w$ such that

$$
\|w\|_{H^1} \leq \beta \left( \|\rho_{k,\ell} w(T_{i+\ell-1},T_{i+\ell})\|_{V_{i+\ell}} + \|\rho_{k,\ell} w(T_{i+\ell-1},T_{i+\ell})\|_{V_i} \right).
$$

Next, we bound the terms on the right-hand side of (4.9). Using the definition of $\rho_{k,\ell}$ and (3.3a), we get

$$
\|\rho_{k,\ell} w(T_{i+\ell-1},T_{i+\ell})\|_{V_i} = \left( \int_{T_{i+\ell-1}}^{T_{i+\ell}} \rho_{k,\ell}(T_{i+\ell-1}) \|w\|_{H^1}^2 \, dt \right)^{1/2} \leq C \|\rho_{k,\ell}(T_{i+\ell-1})\|_{L^2} \|w\|_{H^1}.
$$

The last ingredient for the final estimate is a bound of $\|(\text{Id} - \mathcal{J}_{H,T})(\eta w)\|_{V_i}$ for some space-time subdomain $D$. Since $\mathcal{J}_{H,T} \circ \mathcal{J}_{H,T} = \mathcal{J}_{H,T}$, we have that $\|(\text{Id} - \mathcal{J}_{H,T})(\eta w)\|_{L^2(V_i)} = \|\mathcal{J}_{H,T}\|_{L^2(V_i)}$; see, e.g., [40]. With the product rule, the bounds on $\eta$, the Friedrichs inequality, and (3.4), we therefore obtain

$$
\|(\text{Id} - \mathcal{J}_{H,T})I_h(\eta w)\|_{V_i} \leq \|(\text{Id} - \mathcal{J}_{H,T})\|_{L^2(V_i)} C I \|\eta w\|_{V_i} \leq C \|\mathcal{J}_{H,T}\|_{L^2(V_i)} I \|\eta w\|_{V_i}.
$$

Going back to (4.9) and using (4.10), (4.11), as well as the error estimators defined in (4.7) and (4.8), we obtain

$$
\mathcal{A}(Q^{K,i}(v_{H,T}\mathbb{1}_{D_{K,i}}) - Q_{k,\ell}^{K,i}(v_{H,T}\mathbb{1}_{D_{K,i}}), w) 
\leq \beta C \|\mathcal{J}_{H,T}\|_{L^2(V_i)} (C I \|\eta w\|_{V_i}) \|w\|_{V_i} \leq C \|\mathcal{J}_{H,T}\|_{L^2(V_i)} I \|\eta w\|_{V_i}.
$$

Finally, we sum (4.12) over all $K \in K_{H,T}$ and $i = 1, \ldots, N_t$. Therefore, we note that with Lemma 3.5 there exists a function $w \in W_{H,T}$, $\|w\|_{V_i} = 1$ such that

$$
\mathcal{A}(Q - Q_{k,\ell})v_{H,T} \leq \mathcal{A}((Q - Q_{k,\ell})v_{H,T}, w) 
= \sum_{K \in K_{H,T}} \sum_{i=1}^{N_t} \mathcal{A}((Q^{K,i} - Q_{k,\ell}^{K,i})(v_{H,T}\mathbb{1}_{D_{K,i}}), w) 
\leq \beta C \|\mathcal{J}_{H,T}\|_{L^2(V_i)} (C I \sum_{K \in K_{H,T}} \sum_{i=1}^{N_t} \|w\|_{V_i} \|w\|_{V_i}) \leq C \|\mathcal{J}_{H,T}\|_{L^2(V_i)} I \|\eta w\|_{V_i}.
$$
Proof. Let where we use a discrete Cauchy–Schwarz inequality and \( \| w \|_{V_\omega} = 1 \) in the last step. We remark that \( w \) in the first and second term on the left-hand side of (4.12) is supported on \( O(k^{d-1}) \) and \( O(k^d) \) elements, respectively, which leads to the stated pre-factors due to the global overlap.

Remark 4.2 (Localization error). For fixed choices of the localization parameters \( k \) and \( \ell \), the error indicators \( \delta_{k,\ell} \) and \( \vartheta_{k,\ell} \) can be explicitly computed without much effort. For large enough localization parameters, we expect these values to be reasonably small such that the error estimate in Lemma 4.1 is of order \( O(H + T) \). This is expected by our numerical experiments, which indicate an exponential decay in both \( k \) and \( \ell \). Finally, we emphasize that decay in space is theoretically and practically observed in the elliptic setting [29] and, additionally, parabolic equations naturally decay exponentially in time [24, Ch. 7].

Provided that the localization error estimated in Lemma 4.1 is sufficiently small (which can be verified using the estimators \( \delta_{k,\ell} \) and \( \vartheta_{k,\ell} \)), we can now also provide an a posteriori justification for the well-posedness of the localized multiscale method given in (4.6).

Lemma 4.3 (A posteriori inf-sup condition). Let \( T \leq CH \) and assume that \( k \) and \( \ell \) are large enough such that

\[
(4.13) \quad \| (Q - Q_{k,\ell}) v_{H,T} \|_{V_T} \leq \frac{c_{A}}{2\beta C_{\text{int}}} H \| v_{H,T} \|_{V_T}.
\]

Then, the following inf-sup condition holds,

\[
(4.14) \quad \inf_{v_{H,T} \in V_{H,T}} \sup_{w_{H,T} \in V_{H,T}} \frac{\mathcal{A}((I + Q_{k,\ell})v_{H,T}, w_{H,T})}{\| (I + Q_{k,\ell})v_{H,T} \|_{V_T} \| w_{H,T} \|_{V_\omega}} \geq \hat{c}_A
\]

with \( \hat{c}_A := c_A / (2\hat{C}_{\text{int}} C_{\text{int}}) \). In particular, problem (4.6) is well-posed.

Proof. Let \( v_{H,T} \in \tilde{V}_{H,T} \). Note that with (3.5) and the definition of \( Q_{k,\ell} \), we have that

\[
(4.15) \quad \| v_{H,T} \|_{V_T} = \| v_{H,T} \|_{V_T} \leq C_{\text{int}} H^{-1} \| v_{H,T} \|_{V_T}.
\]

Further, by Lemma 2.3, there exists a function \( w \in V_{H,T} \) such that

\[
\mathcal{A}((I + Q_{k,\ell})v_{H,T}, w) \geq c_A \| (I + Q_{k,\ell})v_{H,T} \|_{V_T} \| w \|_{V_\omega}.
\]

Using this, (4.13), and (4.15), we compute

\[
\sup_{w_{H,T} \in V_{H,T}} \frac{\mathcal{A}((I + Q_{k,\ell})v_{H,T}, w_{H,T})}{\| (I + Q_{k,\ell})v_{H,T} \|_{V_T} \| w_{H,T} \|_{V_\omega}} \geq \frac{\mathcal{A}((I + Q_{k,\ell})v_{H,T}, \mathcal{J}_{H,T} w)}{\| (I + Q_{k,\ell})v_{H,T} \|_{V_T} \| \mathcal{J}_{H,T} w \|_{V_\omega}} \geq \frac{\mathcal{A}((I + Q_{k,\ell})v_{H,T}, w)}{C_{\text{int}} \| (I + Q_{k,\ell})v_{H,T} \|_{V_T} \| w \|_{V_\omega}} \geq \frac{c_A}{C_{\text{int}}} - \frac{c_A}{2C_{\text{int}}} \geq \frac{c_A}{2C_{\text{int}}}.
\]

With Lemma 4.1 and Lemma 4.3, we can now quantify the error of the proposed localized multiscale method.
Theorem 4.4 (Error of the practical method). Suppose that the assumptions of Lemma 4.3 hold. Further, let $u_{h,T} \in \hat{V}_{h,T}$ be the solution to (2.4), $\hat{u}_{h,T}$ the coarse part of the solution to (3.8), and $\hat{u}_{h,T,k,\ell} = (\text{Id} + Q_{k,\ell})u_{h,T,k,\ell}$ the solution to (4.6). Then

$$
\|u_{h,T} - \hat{u}_{h,T,k,\ell}\|_{V_{T}} \lesssim (H + T) \|f\|_{L^2(L^2) \cap H^1(H^{-1})} + H^{-1}(k^{(d-1)/2} + k^{d/2} \delta_{k,\ell}) \|u_{h,T}\|_{V_{T}}.
$$

That is, if $k$ and $\ell$ are chosen large enough and with the decay of the error estimators, we retain a convergence rate of order $O(H + T)$.

Proof. Let $R_{h,T} : \hat{V}_{h,T} \to (\text{Id} + Q_{k,\ell})\hat{V}_{h,T}$ be the Ritz projection defined for $v_{h,T} \in \hat{V}_{h,T}$ by

$$
\mathcal{A}(R_{h,T}v_{h,T}, w_{h,T}) = \mathcal{A}(v_{h,T}, w_{h,T})
$$

for all $w_{h,T} \in V_{h,T}$. Since $R_{h,T} \circ R_{h,T} = R_{h,T}$, we have $\|\text{Id} - R_{h,T}\|_{L(\hat{V}_{h,T})} = \|R_{h,T}\|_{L(\hat{V}_{h,T})}$; see, e.g., [40]. Using this, we compute

$$
\|u_{h,T} - (\text{Id} + Q_{k,\ell})u_{h,T,k,\ell}\|_{V_{T}} = \|(\text{Id} - R_{h,T})u_{h,T}\|_{V_{T}}
$$

$$
= \|(\text{Id} - R_{h,T})(u_{h,T} - (\text{Id} + Q_{k,\ell})u_{h,T})\|_{V_{T}}
$$

$$
\leq \|R_{h,T}\|_{L(\hat{V}_{h,T})} \|u_{h,T} - (\text{Id} + Q_{k,\ell})u_{h,T}\|_{V_{T}}.
$$

where $u_{h,T} \in \hat{V}_{h,T}$ is the coarse-scale part of the solution to the ideal method (3.8). With the inf-sup condition (4.14) and (4.17), we obtain

$$
\|R_{h,T}\|_{L(\hat{V}_{h,T})} = \sup_{v_{h,T} \in \hat{V}_{h,T}} \frac{\|R_{h,T}v_{h,T}\|_{V_{T}}}{\|v_{h,T}\|_{V_{T}}}
$$

$$
\leq c_{\mathfrak{A}}^{-1} \sup_{v_{h,T} \in \hat{V}_{h,T}} \sup_{w_{h,T} \in V_{h,T}} \|v_{h,T}\|_{V_{T}} \|\mathcal{A}(R_{h,T}v_{h,T}, w_{h,T})\|_{V_{T}}
$$

$$
= c_{\mathfrak{A}}^{-1} \sup_{v_{h,T} \in \hat{V}_{h,T}} \sup_{w_{h,T} \in V_{h,T}} \|v_{h,T}\|_{V_{T}} \|\mathcal{A}(v_{h,T}, w_{h,T})\|_{V_{T}}
$$

$$
\leq c_{\mathfrak{A}}^{-1}\sqrt{\max\{1, \beta\}}.
$$

Using Theorem 3.2 and Lemma 4.1, we further get

$$
\|u_{h,T} - (\text{Id} + Q_{k,\ell})u_{h,T}\|_{V_{T}} \leq \|u_{h,T} - (\text{Id} + Q)u_{h,T}\|_{V_{T}} + \|(Q - Q_{k,\ell})u_{h,T}\|_{V_{T}}
$$

$$
\lesssim (H + T) \|f\|_{L^2(L^2) \cap H^1(H^{-1})} + H^{-1}(k^{(d-1)/2} + k^{d/2} \delta_{k,\ell}) \|u_{h,T}\|_{V_{T}}.
$$

The combination of (4.18)–(4.20) completes the proof. \qed

Remark 4.5. Note that the norm $\|u_{h,T}\|_{V_{T}}$ on the right-hand side of (4.16) may be further bounded using $u_{h,T} = \hat{u}_{h,T} + \delta_{h,T}$, (3.5), and Lemma 2.3, i.e.,

$$
\|u_{h,T}\|_{V_{T}} \leq \hat{C}_{\text{int}} H^{-1} \|\text{Id} + Q\|_{V_{T}} \|u_{h,T}\|_{V_{T}} \leq c_{\mathfrak{A}}^{-1}C_{\text{int}} \hat{C}_{\text{int}} H^{-1} \|f\|_{L^2(H^{-1})}.
$$

5. IMPLEMENTATION

This section is devoted to implementation aspects of the proposed localized multiscale method as introduced in (4.6) including some details on the solution of the localized corrector problems. In this section, we denote the coarse time discretization as before by $0 = T_0 < T_1 < \cdots < T_N := T$, and on each coarse temporal interval $[T_{j-1}, T_j]$ we
introduce an internal finer discretization \( t_i := T_{j-1} + i \tau, 0 \leq i \leq n_t \) with \( t_{n_t} := T_j \), with uniform fine time step \( \tau \).

First, we show how the localized sequential functions from problem (4.4) are solved. We restrict the detailed explanation to the first coarse temporal interval and then comment on the computations of the remaining intervals. Let \( K \in \mathcal{K}_H \) be a coarse element and \( \Lambda \in \hat{V}_{h,T} \) a basis function which does not vanish on \( K \times (0, T_1) \). On the first coarse interval, we seek \( \xi_{1,k}^{K,1} \in \hat{V}_{h,T,k}^K \) with \( \xi_{1,k}^{K,1}(0) = 0 \) such that

\[
(5.1a) \quad \int_0^{T_1} \langle \frac{d}{dt} \xi_{1,k}^{K,1}, v \rangle + a(\xi_{1,k}^{K,1}, v) + \langle \lambda_{1,k}^{K,1}, J_H v \rangle \, dt = -\int_0^{T_1} \langle \hat{\Lambda}, v \rangle_K + a(\hat{\Lambda}, v)_K \, dt,
\]

\[
(5.1b) \quad \langle J_H \xi_{1,k}^{K,1}(T_1), \mu \rangle = 0
\]

for all \( v \in V_{h,T,k}^K, \mu \in V_h \), where \( \lambda_{1,k}^{K,1} \in v_{h,T,k}^K \) is the associated Lagrange multiplier. Note that the computations are performed on the spatial patch \( N^k(K) \).

For illustrative purposes, we only consider one element \( K \in \mathcal{K}_H \) in the following and a fixed spatial localization parameter \( k \in \mathbb{N} \). Further, we emphasize that the choice of the nodal interpolation operator in time allows for sequential computations from one coarse time interval to another. In particular, we only require the value of \( \xi_{1,k}^{K,1} \) at \( T_1 \) to compute the solution on \([T_1, T_2]\) etc.

Note that throughout this section, we use the same notation for discrete functions and corresponding vectors, and abbreviate \( \xi = \xi_{1,k}^{K,1} \) and \( \lambda = \lambda_{1,k}^{K,1} \). Let \( M_h \) and \( M_H \) be the localized mass matrices corresponding to the patch \( N^k(K) \) and the spaces \( V_{h,k}^K \) and \( V_{h,T,k}^K \), respectively. Besides, \( I_H \) denotes the matrix representation of \( J_H \{ N^k(K) \} \) and \( \{ S_h^i \}_{i=1}^{n_t} \) are the localized stiffness matrices with the coefficient evaluated at times \( t_{i-1/2}, i = 1, \ldots, n_t \).

The scheme (5.1a) now reduces to seeking vectors \( \lambda \) and \( \{ \xi^i \}_{i=1}^{n_t} \) with \( \xi^0 = 0 \) such that

\[
(5.2) \quad (M_h + \frac{\tau}{2} S_h^i) \xi^i = (M_h - \frac{\tau}{2} S_h^{i-1}) \xi^{i-1} - \tau I_H^T M_H \lambda + F^i
\]

for \( i = 1, 2, \ldots, n_t \), where \( F^i = M_{h,k}(\Lambda(t_i) - \Lambda(t_{i-1})) + \frac{\tau}{2} (S_{h,k}^i \Lambda(t_i) + S_{h,k}^{i-1} \Lambda(t_{i-1})) \), where \( M_{h,k}, S_{h,k}^i \), and \( S_{h,k}^{i-1} \) are the mass matrix and stiffness matrices corresponding to \( V_{h,k}^K \) localized to the element \( K \). The scheme can be rephrased to the matrix system

\[
(5.3) \quad \begin{bmatrix} A & B \\ C & 0 \end{bmatrix} \begin{bmatrix} \xi \\ \lambda \end{bmatrix} = \mathcal{F},
\]

with \( \xi = [(\xi^1)^T, \ldots, (\xi^{n_t})^T]^T, B = [I_H^T M_H, \ldots, I_H^T M_H]^T, \mathcal{F} = [(F^1)^T, \ldots, (F^{n_t})^T]^T, \) and the block matrix \( A \) describes the Crank–Nicolson scheme with entries

\[
A_{ij} = \begin{cases} M_h + \frac{\tau}{2} S_h^i, & \text{if } i = j, \\ -M_h + \frac{\tau}{2} S_h^{i-1}, & \text{if } i = j + 1. \end{cases}
\]

Note that the entries in the matrices and vectors defined above are themselves matrices and vectors and hence we have, e.g., \( A \in \mathbb{R}^{n_x \times n_x \times n_t \times n_x \times n_t} \), where \( n_x \) denotes the number of fine degrees of freedom on the patch \( N^k(K) \).

Since also condition (5.1b) needs to be satisfied, the system (5.3) changes to

\[
(5.4) \quad \begin{bmatrix} A & B \\ C & 0 \end{bmatrix} \begin{bmatrix} \xi \\ \lambda \end{bmatrix} = \begin{bmatrix} \mathcal{F} \\ 0 \end{bmatrix},
\]
where the matrix $C = [C_1, \ldots, C_{n_t}]$ is such that $C_i = 0$ for $i = 1, 2, \ldots, n_t - 1$ and $C_{n_t} = I_H$. From now on, a row where each element itself is a matrix will be referred to as a block-row. For instance, the matrix $C$ can be called a block-row.

To solve (5.1), we need to solve the matrix system (5.4). The reason why we need to solve a linear system of block matrices is that we have a constraint at time $T_1$ in addition to the initial condition. If solved naively, this would mean that we need to solve a huge system if $\tau$ is small. However, this can be avoided by the procedure outlined below. In particular, we employ the Schur complement method (see, e.g., [42, Sect. 1.1]) to this block matrix.

Multiplying the first equation in (5.4) from the left side by $-CA^{-1}$, and using the condition $C\xi = 0$ from the second equation, we arrive at $CA^{-1}B \lambda = CA^{-1}F$.

At this point, recall that $C_i = 0$ for $i = 1, \ldots, n_t - 1$ and only $C_{n_t} = I_H \neq 0$. Hence, it suffices to compute the last block-row of $A^{-1}B$ and apply the localized interpolant to it. This is equivalent to computing the solution to the system $AX = B$ and extracting the last block-row from $X$. Further, we note that $A$ solely describes the Crank–Nicolson scheme and we can therefore obtain $X$ sequentially, similar to (5.2). With $X$ computed, it holds that $CA^{-1}B = I_H X_{n_t}$. Likewise, we can for the right-hand side solve $AY = F$ sequentially, and get $CA^{-1} = I_H Y_{n_t}$. We consequently find $\lambda$ as the solution to $I_H X_{n_t} \lambda = I_H Y_{n_t}$. With $\lambda$ computed, $\xi$ can be obtained as the solution to $A\xi = F - B\lambda$, which can once again be solved sequentially with the Crank–Nicolson scheme. This gives the first contribution $\xi_{1,1}^K = \xi$. Note that in order to obtain $\xi$, $N_x + 2$ parabolic problems need to be solved in the interval $[0, T_1]$, where $N_x$ refers to the number of coarse degrees of freedom in the patch $N^k(K)$. We emphasize that parallelization is possible.

This procedure is repeated on the intervals $[T_{j-1}, T_j]$ for $j = 2, \ldots, \ell$ with similar computations, but with different right-hand sides; cf. (4.4). With the correctors for each coarse interval computed, we can construct the full localized corrector as described in (4.5). We summarize the main steps for the computation of the operator $Q_{k,\ell}$ in Algorithm 1. We emphasize here that the for-loops over $K \in \mathcal{K}_H$ and $i = 1, \ldots, N_t$ can be computed in a parallel manner, since the corresponding correctors are completely independent of each other. This means that the proposed method is fully parallel in both space and time except for the (cheap) final coarse-scale computations.

The final step to compute the solution to (4.6) consists in assembling the corresponding coarse matrices with the coarse trial space $(\text{Id} + Q_{k,\ell})\tilde{V}_{H,\tau}$ and the test space $V_{H,\tau}$. Once computed, (4.6) can be solved as a sequential scheme that involves information on the $\ell + 1$ previous coarse approximations (due to the temporal support of the correctors). This is an extremely fast scheme and can be used for multiple right-hand sides (cf. Section 6.3) without recomputing correctors.

6. Numerical Examples

In this section, we present numerical examples that illustrate the performance of the proposed localized space-time multiscale method. For all our examples, we consider the domain $\Omega = [0, 1] \times [0, 1]$. The values of the (scalar) coefficients $A$ used in the examples are generated randomly within the interval $[0.01, 0.1]$ and are piecewise constant on an underlying mesh on the scale $\varepsilon_x$ in space and $\varepsilon_t$ in time. For computational convenience,
Algorithm 1: Computation of the correction operator $Q_{k,\ell}$.

1. Choose localization parameters $k, \ell$;
2. for $K \in \mathcal{K}_H$ do
3. Compute local matrices $I_H, M_H, M_h$ and $\{S_i^h\}_{i=1}^n$;
4. for $i = 1, 2, \ldots, N_t$ do
5. for basis functions $\Lambda \in \hat{V}_{H,T}$ s.t. $\text{supp}(\Lambda) \cap D_{K,i} \neq \emptyset$ do
6. for $j = i, i+1, \ldots, \min\{i + \ell - 1, N_t\}$ do
7. Construct $A, B,$ and $F$ from (5.3);
8. Solve $AX = B$ sequentially;
9. Solve $AY = F$ sequentially;
10. Solve $I_H X_n \lambda = I_H Y_n$;
11. Solve $A \xi = F - B \lambda$ sequentially;
12. Set $\xi_{j,k} = \xi$;
13. Construct the operator $Q_{k,\ell}$ by (4.5);

the diffusion is also periodic in time and the period length coincides with the time step $T$. For all our numerical experiments, we set $h = \tau = 2^{-7}, \varepsilon_x = \varepsilon_t = 2^{-5}$, and $T = 1.25$.

First, we provide an example that illustrates how the localization error and the corresponding error indicators decay exponentially in both spatial and temporal sense, which justifies the above localization procedure. We then investigate the performance of our localized multiscale method with an example that shows the convergence behavior of first order with respect to the coarse mesh size and the coarse time step. Last, we show an example where the method is used repeatedly for several different right-hand sides by computing the coarse matrices in (4.6) once and reusing them effectively.

6.1. Localization error and decay of basis correctors. The first example illustrates how a basis corrector is affected by the spatial localization parameter $k$ and temporal localization parameter $\ell$, respectively. Here, we choose the coarse basis function $\Lambda \in \hat{V}_{H,T}$ associated to the node $x = (0.5, 0.5)$ and the time point $t = T$, compute the corresponding non-localized basis corrector $Q\Lambda$, and compare it with either the corrector $Q_{k,\infty}\Lambda$ that is only localized in space or $Q_{\infty,\ell}\Lambda$ with localization solely in time.

For this example, we use $H = T = 2^{-3}$, and let $k$ and $\ell$ vary between 1 and 8. The errors are measured in the (relative) trial norm $\|\cdot\|_{V_{tr}}$ and are plotted in Figure 6.1 with respect to $k$ and $\ell$, respectively. Figure 6.1A shows the exponential decay of the localization error $(Q - Q_{k,\infty})\Lambda$ with increasing $k$ and in Figure 6.1B the exponential decay of the error $(Q - Q_{\infty,\ell})\Lambda$ can be observed. We also present the decay of the error indicators $\delta_{k,\infty}$ and $\vartheta_{\infty,\ell}$, which show the same decay rates as the spatial and the temporal localization errors, respectively. This justifies the use of these indicators in order to determine whether localization parameters need to be adjusted. Since constants are neglected, some tuning will be needed if the indicators should be used as absolute bounds of the error.

Apart from the error curves, we also present in Figure 6.2 an illustration of the basis corrector $Q\Lambda$ at the time points $T_j + \tau, j = 0, \ldots, 3$. These time points are the first fine time steps within the first four coarse temporal intervals, respectively. Here, we clearly see
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Figure 6.1. Relative localization errors for a fixed basis function $\Lambda$ and values of the error indicators with respect to varying parameters $k$ or $\ell$.

a quick temporal decay after the first two intervals (on which the function $\Lambda$ is supported) and the spatial decay of the corrector as well.

6.2. Full method. The second example illustrates how the proposed localized multiscale method from Section 4 converges with first order in space and time. For this example, the coarse parameters $H = \mathcal{T}$ vary within $\{2^{-2}, 2^{-3}, \ldots, 2^{-6}\}$. We further set $k = \lfloor \log_2(H) \rfloor$ for the localization in space and $\ell = 4$ for the localization in time.

We compute the solution $\tilde{u}_{H,T,k,\ell}$ to (4.6) with $f \equiv 1$ and compare it to a reference solution $u_{h,\tau}$, computed with (2.4), which resolves the oscillation scales. We measure the error in the relative trial norm, i.e., $\|\tilde{u}_{H,T,k,\ell} - u_{h,\tau}\|_{V_{h,\tau}} / \|u_{h,\tau}\|_{V_{h,\tau}}$, and plot it together with a reference line $O(H)$ in Figure 7.1 (left). One observes that the convergence rate of Theorem 3.2 is maintained even with the applied localization. For a comparison, we also present the errors in the relative $L^2(H_{0,h})$-norm, which leads to very similar relative errors.

6.3. Multiple right-hand sides. As a final example, we demonstrate how the method can be used to efficiently compute the solution to a new system in which the source function is different. We choose $H = \mathcal{T} = 2^{-4}$ and, as above, we set $k = \lfloor \log_2(H) \rfloor$ and $\ell = 4$.

To demonstrate the performance, we run the method for 8000 systems where the source function is randomized. In particular, it is chosen as $f(t, x) = \tilde{f}(x) + a + bt + ct^2$, where $a, b, c$, and $\tilde{f}(x)$ are uniformly distributed random variables taking values from 0 to 1 for all nodes $x \in N_h$ in the fine mesh. For each right-hand side, the relative error between the computed solution $\tilde{u}_{H,T,k,\ell}$ and the reference solution $u_{h,\tau}$ is measured in the trial norm and stored. These 8000 errors are then plotted in a histogram, depicted in Figure 7.1 (right). One observes that the values always fall in the range of $[0.0685, 0.0845]$, which shows how the method can be consistently and reliably reused for new source functions. Once the coarse-scale representation is computed, for each right-hand side only $N_t$ matrix systems of size $N_x \times N_x$ need to be solved, where $N_x$ denotes the total number of degrees of freedom on the coarse scale. In contrast, using a combination of the Crank–Nicolson scheme combined with a classical finite element method (cf. (2.4)) on a fine scale that resolves the oscillations in the coefficient would require $n_t$ solutions of an $n_x \times n_x$ matrix system, where $n_x$ and $n_t$ are the fine global degrees of freedom in space and time, respectively. The method therefore provides a huge speed-up when multiple right-hand sides are considered.
7. Conclusions

In this work, we have presented and analyzed a space-time multiscale method for a parabolic model problem where the diffusion coefficient is highly oscillatory in both space and time. The proposed method is based on the framework of the Variational Multiscale Method and adopts ideas from the Localized Orthogonal Decomposition method. The approach computes a coarse-scale representation of the differential operator which appropriately incorporates fine-scale features by so-called corrections. These corrections are completely independent of each other and allow for parallel computations in space and in time. The coarse representation comes along with great approximation properties, even in the under-resolved scheme, where oscillations in the coefficient are not resolved, and allows us to efficiently compute approximations for multiple different right-hand sides. We have proved first-order convergence for an ideal method and illustrated the exponential decay of the corrections in both space and time, which motivated a localized version of the method that is computationally very efficient. We have showed a posteriori estimates for the localization error and presented an error estimate for our localized multiscale method. Finally, numerical examples have been provided that demonstrate the decay properties and the convergence of the proposed method.
While the presented theoretical estimates and numerical considerations certainly show the potential of our approach, a remaining question is still whether reliable a priori localization estimates can be shown. This is addressed in future research.
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