Laminar transpiration cooling experiments in hypersonic flow
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Abstract
The mixing between the coolant and the boundary-layer gas downstream of an injector—for transpiration/film cooling—has been extensively studied for turbulent flows; however, only a handful of studies concerning laminar mixing exist, particularly in hypersonic flows. In this paper, the concentration of the coolant gas at the wall and the heat flux reduction downstream of a transpiring injector in a hypersonic laminar flow are experimentally measured and examined. Experiments are performed in the Oxford High Density Tunnel at Mach 7. A flat-plate model is coated with pressure-sensitive paint (PSP) to spatially resolve the film and obtain a film effectiveness based on coolant concentration. Thin-film arrays are installed to measure the heat flux reduction. Six different cases are studied featuring nitrogen and helium as the coolant gas, where the blowing ratio is varied from 0.0406% to 0.295%. The unit Reynolds number of the flow is $12.9 \times 10^6 \text{ m}^{-1}$. A coolant concentration of up to 95% is achieved immediately (2 mm) downstream of the injector. The film concentration drops in a monotonic fashion farther downstream; however, a constant film coverage of 5–20 mm immediately downstream of the injector is observed in cases with a higher blowing ratio. A film coverage above 15% over three injector lengths is present even for the lowest blowing ratio. Heat flux reduction is achieved in all cases. The concentration effectiveness obtained from PSP is compared with the thermal film effectiveness calculated from the heat flux reduction. The latter is found to be higher than the former for all data points. Finally, a collapse of the thermal effectiveness is achieved and a modified analytical correlation is proposed.
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1 Introduction

Hypersonic vehicles are subject to extremely high heat fluxes due to aerodynamic heating (van Driest 1956), which becomes detrimental for the vehicle at very high Mach numbers. Different types of Thermal Protection Systems (TPS) are therefore in use today that protect the vehicles from overheating. Although these state-of-the-art heat mitigation techniques—such as heat sinks (passive) and ablation (semi-passive)—are successful for vehicles operated at present, these conventional thermal protection systems often have a low degree of re-usability, especially when the vehicle experiences high peak heating. This constraint results in a higher cost of payload transfer. A re-usable, high-performing thermal protection system could therefore drive this cost down, making space and hypersonic flight more accessible. The pursuit of a novel, re-usable TPS is critical to both present and future hypersonic flight. Transpiration cooling is a promising, candidate technology that could enable a re-usable TPS for hypersonic vehicles such as rockets or spaceplanes. In particular, it could be employed in conjunction with conventional thermal protection systems for vehicle parts that experience high peak heating such as leading edges or control-fin joints (e.g. the joint between the fuselage and a stabiliser or canard). Transpiration cooling is an active cooling method where a coolant gas is injected through a porous material into the boundary-layer. The cooling process comprises three different effects (see Fig. 1): (a) heat from the wall is convected out by the fluid; (b) the coolant gas creates a film (blue) that insulates the wall underneath from the hot cross-flow; and (c) the coolant film protects the wall from free-stream Oxygen and thereby prevents oxidation of the wall, which enables the wall material to operate at a higher temperature enhancing radiative cooling and reduces recombination heating. The success of the latter two processes depends on the coolant film that is formed on and downstream of the injector. This protective film loses its concentration in the stream-wise direction and
eventually diminishes at a downstream location as it mixes with the incoming hypersonic cross-flow (see the concentration gradient, $C(y)$ in Fig. 1). In practice, transpiration cooling would act as a dual-mode protection system that would protect the vehicle from both heat and oxidation.

For successful application of this technology on a vehicle, it is necessary to first understand the fundamental mechanics of the subprocesses. The majority of the studies in the literature are therefore concerned with a common goal of understanding—and in some cases predicting—the mixing between the coolant gas and the external cross-flow. This mixing problem of transpiration cooling can be divided in two regions: (1) on the porous injector and (2) downstream of the injector. Authors have correlated the blowing ratio of the coolant gas, i.e. the ratio between the coolant mass flux and the free-stream mass flux (Eq. 1), with the cooling effectiveness in various conditions with different gasses. There is a vast amount of work in the literature on this topic spanning more than 50 years (Goldstein 1971; Fujiwara et al. 2017). However, most studies are concerned with turbulent flows only, and there is a need for developing additional experimental techniques to further understand the underlying physics of the problem of mixing in transpiration/film cooling.

A hypersonic vehicle may fly through all three flow regimes, i.e. laminar, transitional, and turbulent, and therefore cooling in each flow regime could become important for such a vehicle. What is more, a hypersonic vehicle could experience its highest peak heating in the laminar regime (Hermann et al. 2019b). Despite this need, only a handful of studies on film cooling or transpiration cooling in a laminar boundary-layer are available in the literature, experimental and numerical studies combined. Heufer and Olivier (2008a) proposed a correlation factor based on the energy equation similar to Goldstein (1971) but with a laminar velocity profile. The authors validated the correlation factor numerically and experimentally using a slot injector on a flat-plate in laminar, supersonic flows and achieved a collapse of the data. Different slot geometries and coolant gasses were used in the experiments by Hombsch and Olivier (2013) in supersonic flows, where the authors demonstrated that film cooling was much more effective in laminar flows than turbulent ones, and a correlation was proposed. Keller et al. (2015) performed direct numerical simulations to investigate the influence of different coolant gasses in a Mach 2.6, laminar flow over a flat-plate and compared the simulation to the data from Hombsch and Olivier (2013) and demonstrated a collapse of the data for different gasses by multiplying the correlation factor by the ratio of specific heat capacities raised to the exponent of 0.33. The success of film cooling in laminar, hypersonic flows was demonstrated by Heufer and Olivier (2008b) where a flat-plate model was used featuring a slot injector. Gülhan and Braun (2010) further demonstrated the high efficiency of transpiration cooling downstream of a porous injector in laminar, hypersonic flows over a flat-plate. One of the earlier experimental studies was conducted by Richards and Stollery (1979), where tangential injection was employed to cool a flat-plate in a hypersonic boundary-layer at Mach 10. The authors proposed a discrete-layer theory based on heat conduction. All of these studies, however, concern heat flux reduction only, not the concentration of the coolant gas at the wall. Since the heat and mass transfer analogy does not apply to laminar flows (Kays et al. 2005), the coolant gas’s concentration distribution on the wall becomes a compelling quantity in order to understand the mixing process in laminar boundary-layers. However, experimental data on the concentration distribution, particularly in laminar, hypersonic flows, are not available in the literature.

In this paper, the concentration of the transpiring coolant gas at the wall downstream of the injector—along with the corresponding heat flux reduction—is experimentally measured and examined in a laminar, hypersonic boundary...
layer. This is the first time the distribution of the coolant’s concentration at the wall downstream of a transpiring injector in a laminar hypersonic flow is reported. A flat-plate model is used in the Oxford High Density Tunnel (HDT) at Mach 7. This model allows to investigate the mixing problem without any geometric complexity and contributes to the existing, large body of work in the literature based on flat-plate geometries (e.g. Heufer and Olivier 2008a; Hombsch and Olivier 2013; Hermann et al. 2019b; Gülhan and Braun 2010). A porous injector made of partially sintered zirconium diboride (ZrB$_2$) is used (diameter of its pores is below 10 μm). The coolant film concentration at the wall downstream of the injector is spatially resolved using Pressure-sensitive Paint (PSP). The corresponding heat flux reduction is measured with thin-film gauges.

2 Methodology

The experiments were conducted in the Oxford High Density Tunnel (HDT) that was operated in Ludwieg tube mode (McGilvray et al. 2015; Wylie and McGilvray 2019; Wylie 2020) at Mach 7. Data were acquired on an NI PXIe-8135 controller with NI PXIe-6368 acquisition cards at 2 MS/s/channel. A flat-plate model was employed that was mounted at an angle of attack of AoA = 0°. For reference, the core flow diameter ranges from 280 to 320 mm at the nozzle exit and from 200 to 240 mm at an axial location 418 mm downstream thereof (Wylie 2020). The experimental model and diagnostic methods are discussed in Sects. 2.1, 2.2, 2.3, and 2.4.

2.1 Flat-plate model

A flat-plate model with a top surface area of 577 mm × 125 mm was employed (see Fig. 2a). The top plates were made of C250 tooling plates (roughness Ra of 0.4 microns). The joints between the plates were made flush by centring dowel pins and any gap between the joints was filled with cement to ensure a smooth finish. A porous injector (made of ZrB$_2$) of 39.5 mm × 39.5 mm was placed on the symmetry line of the plate at x = 160 mm from the leading edge (see Fig. 2b for microstructure). A plenum was attached underneath the porous injector and pipework was in place to feed in the injection gas. The plenum was fitted with a thin (φ0.0762 mm), fast-response K-type thermocouple (in-house, response time < 1 ms) and a Kulite pressure transducer (HEL-375-35BARA) in order to measure the temperature and pressure of the coolant gas, respectively. The model featured a coat of the porous, fast-response pressure-sensitive paint (PSP) (Sellers et al. 2016) from Innovative Scientific Solutions, Inc. (ISSI) on the surface downstream of the porous injector—starting at x = 200 mm from the leading edge—on one side of the symmetry line. This is a three-component, single-luminophore PSP that has a response time under 100 μs, a pressure sensitivity of 0.6% per kPa, and a range of 0–200 kPa. The PSP coat had an area of interrogation of 140 mm × 37 mm. On the other side of the symmetry line, Macor-based platinum thin-film arrays were instrumented upstream (6 active gauges from x = 96 mm to 116 mm) and downstream (16 active gauges from x = 230 mm to 358 mm) of the injector. The plate was further instrumented with four flush-mounted Kulite pressure transducers (XCS-093-5A) at locations x = 46 mm, 160 mm, 232 mm, and 325 mm.
In addition to measuring heat flux, the thin-film arrays were employed to determine the boundary-layer state, i.e. laminar, transitional, or turbulent, with no injection.

### 2.2 Flow condition and blowing ratios

The blowing ratio, i.e. the ratio of the injected coolant mass flux to the boundary-layer edge mass flux, is defined as

\[
F = \frac{\rho_c u_c}{\rho_e u_e},
\]

where the subscripts ‘c’ and ‘e’, respectively, denote coolant quantities at the surface and the edge quantities. \(\rho\) and \(u\) are density and velocity, respectively. The blowing parameter, on the other hand, is given by the equation

\[
B_h = \frac{F}{St_0},
\]

where \(St_0\) is the Stanton number on the injector at \(F = 0\). In Table 1, the six blowing ratios used in this study are presented along with their respective blowing parameters. Nitrogen was used as the coolant gas for Cases 1 to 4 and helium for Cases 5 to 6. The Mach number, unit Reynolds number, total pressure, and total temperature were, respectively, \(M = 7\), \(Re_u = 12.9 \times 10^6\) m\(^{-1}\), \(p_0 = 1.738\) MPa, and \(T_0 = 470.1\) K. Further details on the calculation of flow quantities are presented in “Appendix 1” and an uncertainty analysis for relevant quantities are given in “Appendix 3”.

The outflow distribution of the employed porous injector was characterised by hot-wire anemometry with air injection. Details of the process can be found in Ifti et al. (2022). The obtained velocity map is illustrated in Fig. 3.

The excitation of PSP luminophores is quenched by oxygen, and therefore, an increase in oxygen partial pressure, \(p_{O_2}\), results in a lower intensity, \(I\), of the emitted radiation, and vice versa. This characteristic can be expressed in the power law form of the Stern–Volmer equation (Quinn et al. 2011) as

\[
I = I_0 e^{-k [O_2]}.
\]

### Table 1 Overview of blowing cases. Flow condition: \(Re_u = 12.9 \times 10^6\) m\(^{-1}\), \(p_0 = 1.738\) MPa, and \(T_0 = 470.1\) K. Uncertainties in \(F\) and \(B_h\) are, respectively, ±11.0% and ±29.5%.

| Case | \(F\) [%] | \(B_h\) [-] | Coolant gas |
|------|-----------|-------------|-------------|
| 1    | 0.0406    | 1.49        | N\(_2\)      |
| 2    | 0.0818    | 2.99        | N\(_2\)      |
| 3    | 0.153     | 5.59        | N\(_2\)      |
| 4    | 0.295     | 10.8        | N\(_2\)      |
| 5    | 0.0416    | 1.52        | He           |
| 6    | 0.08      | 2.93        | He           |

\(x = 168\) mm, \(x = 250\) mm, and \(x = 332\) mm. In addition to measuring heat flux, the thin-film arrays were employed to determine the boundary-layer state, i.e. laminar, transitional, or turbulent, with no injection.

### 2.3 Measurement of wall coolant concentration

The relative coolant concentration on the wall was measured by pressure-sensitive-paint (PSP). A Luminus PT-120-TE UV high-power LED was positioned above the model. The LED was turned on for approximately 5 s before each shot. The LED temperature rises when it is operated, which was measured by its built-in thermistor. The LED intensity is a linear function of its temperature, and therefore the recorded intensity was scaled by the measured LED temperature rise to allow for repeatable illumination between shots. The emitted radiation passed through a UV bandpass filter with a central wavelength of 390 nm and a full width at half maximum of 125 nm. The luminochrome in the porous fast-response pressure-sensitive paint is excited by the UV radiation and achieves a higher state of energy that results in an emission in the red wavelength spectrum as it returns to its ground state. The emitted radiation from the PSP reflected off a flat mirror and was captured by a high-speed camera (Photron FASTCAM Mini AX200 type 900K) that was fitted with a red filter (550 nm) and placed outside the test section (Hermann et al. 2018). The images were captured at a frame rate of 6400 fps, shutter speed of 156.25\(\mu\)s, a bit depth of 12, and a resolution of 1024 \(\times\) 512. The acquisition of images was started before the flow arrival and continued for the whole duration of the test. The images were spatially transformed to a rectangle that represents the physical geometry of the flat-plate model and passed through an image stabilisation algorithm prior to post-processing. A schematic of the PSP setup is illustrated in Fig. 4.

The excitation of PSP luminophores is quenched by oxygen, and therefore, an increase in oxygen partial pressure, \(p_{O_2}\), results in a lower intensity, \(I\), of the emitted radiation, and vice versa. This characteristic can be expressed in the power law form of the Stern–Volmer equation (Quinn et al. 2011) as
Here, $I_{\text{ref}}$ refers to the intensity reference value taken before the flow arrival. The coefficients, $c_1$, $c_2$, and $n$ were determined by a regression analysis from calibration data. For the current experiments, the reference value were taken prior to the flow arrival when the test section was near vacuum (approximately 80 Pa). A pixel-by-pixel calibration was performed by collecting data from a shot without injecting any coolant gas. The pressure values were obtained from the average pressure measured by the surface-mounted Kulites. Five data points are obtained from five different flow conditions for pressure, $p_{O_2}$, and intensity ratio, $I_{\text{ref}}/I$, and an additional data point is obtained from the data acquired prior to the flow arrival. Calibration data were collected on a daily basis to reduce the effect of PSP degradation. The R-squared value (coefficient of determination) for each pixel was calculated to quantify the quality of regression. The spatially averaged (across all pixels) R-squared value for these calibrations is $R^2 \geq 0.99$. Since the same calibration is applied to all the other shots with gas injection, a trace of the film can be identified as the quenching is influenced by the film. Injected nitrogen or helium gas hinders the quenching by displacing air in the boundary-layer. Comparing a case with air injection and one with a foreign gas injection at the same blowing ratio, in this case nitrogen or helium, gives a measure of how much air is displaced by the foreign gas, i.e. to what extent the foreign gas is forming a film. A concentration film effectiveness is defined as

$$\eta_c = \frac{C_C - C_e}{C_C - C_e} = 1 - \frac{p_{O_2, \text{foreign gas}}}{p_{O_2, \text{air}}},$$

where $C$ is the concentration and subscript ‘w’ stands for concentration at the wall; $p_{O_2, \text{air}}$ and $p_{O_2, \text{foreign gas}}$ are oxygen partial pressures with air and foreign gas injections, respectively, at the same blowing ratio. A concentration film effectiveness of $\eta_c = 1$ corresponds to a full displacement of the air by the foreign gas, whereas $\eta_c = 0$ indicates that no displacement of air is achieved and the film is fully diminished. Since $\eta_c$ is calculated for every pixel, it yields a spatial map of the whole film downstream of the porous injector. Essentially, this film effectiveness based on coolant concentration quantifies the physical presence of the film in terms of its concentration. Unlike in the case of turbulent flow, this effectiveness is not equivalent to the thermal effectiveness as the heat and mass transfer analogy cannot be assumed in laminar flows. Equation (4) is strictly a measure of relative concentration.

### 2.4 Heat flux measurement and determination of boundary-layer state

The thin-film arrays measure the heat flux along the streamwise direction. As the flow convects over the plate, the temperature of the Macor rises. This recorded temperature rise, $\Delta T$, is used to compute the wall heat flux, $\dot{q}_w$, by applying the impulse response convolution approach of Oldfield (2008). The thermal product of Macor is $\sqrt{\gamma c_p k} = 1705 \text{ Jm}^{-2}\text{K}^{-1}\text{s}^{-0.5}$ (Macor data sheet). The impulse response is calculated with an assumption of heat conduction into a one-dimensional semi-infinite slab. According to Schultz and Jones (1973), this assumption is valid as long as the thermal penetration depth during the test is shorter than the thickness of the material. For Macor, this minimum depth is 2.65 mm over a time period of 600 ms. The Macor arrays installed in the flat-plate had a minimum depth of 7 mm.

The heat flux measurement had two purposes: (a) to quantify the heat flux reduction by transpiration cooling and (b) to determine the boundary-layer state. The latter was achieved by measuring the heat flux without coolant injection and comparing it to Eckert’s heat flux correlations for laminar and turbulent boundary layers over a flat plate (Eckert 1956), respectively, expressed as

$$St_{\text{lam}}^* = \frac{0.332}{\sqrt{Re_x^*}}(Pr_x^*)^{-2/3}$$

and

$$St_{\text{turb}}^* = \frac{0.332}{\sqrt{Re_x^*}}(Pr_x^*)^{-2/3}$$
The Stanton number, $St^*$, is evaluated at Eckert’s reference temperature. The effect of different coolant gases can be taken into account by multiplying the correlation factor, $\xi$, by the ratio of the specific heat capacities of the free-stream gas and the coolant gas, $c_p/c_{p,c}$, with an appropriate exponent, which has been demonstrated by Keller et al. (2015). Hombsch and Olivier (2013) proposed the correlation obtained from experimental data for blowing ratios ranging from 2.2% to 10.7% expressed as

$$\eta_{th} = \begin{cases} 
1 & \text{for } \xi \leq 0.96, \\
1 + 0.38(\xi - 0.96)^{-1.6} & \text{for } \xi > 0.96.
\end{cases}$$

(8)

3 Results and discussion

Contour plots of oxygen partial pressure, $p_{O_2}$, are presented in Fig. 6a–f for all blowing cases (see Table 1). Figures of the corresponding concentration effectiveness, $\eta_c$, obtained from Eq. (4), are, respectively, illustrated in Fig. 6g–l. The origin of the $x$ and $y$ axes is shown in Fig. 2. These contour plots show the physical trace of the film that is spatially resolved. As blowing ratio, $F$, increases for a given coolant gas, the oxygen partial pressure decreases (Cases 1–4 for nitrogen and Cases 5–6 for helium). This is expected as the injected gas forms a film downstream and displaces the air in the boundary layer, and this process is more successful with higher mass flux of the coolant gas. The plots of concentration effectiveness, on the other hand, visualise the film in terms of the relative concentration of the coolant gas. As expected, the coolant concentration is higher immediately downstream of the injector and gradually reduces downstream with higher values of $x$. The cases with the highest blowing ratio for nitrogen and helium, i.e. Case 4 and Case 6, respectively, exhibit a concentration effectiveness of approximately 1 ($\eta_c \approx 0.95$) immediately downstream of the injector ($x = 200$ mm to $x = 240$ mm). This indicates that the air is almost fully displaced here and a coolant coverage close to 100% is achieved at this location. With rising blowing ratio, the ‘V’ shape of the film becomes more prominent, which is consistent with the results shown in Hermann et al. (2018). This is due to the Mach angle effect emanating from the two corners of the model as shown in Fig. 12. A two-dimensional (2D) flow can only be assumed within this ‘V’ shaped zone (see “Appendix 4”) due to the aspect ratio of the model. In contrast to the non-uniform film coverage discussed in Ifiti et al. (2019), the film trace in the current results does not demonstrate noticeable non-uniformities.
This is expected because the injector (UHTC-7, see Fig. 3) employed in the current experiments has a significantly more uniform (Ifti et al. 2022, standard deviation of 25.1%, see) outflow than the one used in Ifti et al. (2019).

The difference between nitrogen and helium injection can be seen by comparing Cases 1 and 2 (Fig. 6g, h) to Cases 5 and 6 (Fig. 6k, l), respectively. The blowing ratios are matched approximately between Cases 1 and 5 as well as Cases 2 and 6.
Cases 2 and 6. A clear difference between the two gases is observed. For approximately the same blowing ratio, the cases with helium injection forms a much stronger film downstream of the injector. This is consistent with the findings reported in the literature, e.g. Richards and Stollery (1979), where helium was shown to be more effective in terms of the heat flux reduction versus nitrogen. However, the results in this paper demonstrate that this is not only due to the gas’s thermal properties but also the physical trace of the film itself. This effect can be attributed to the higher plenum pressure, $p_{\text{inj}}$, required for helium injection compared to nitrogen for the same blowing ratio. Since helium’s molecular weight is lower than that of nitrogen, a higher plenum pressure is required to achieve the same mass flux through the injector. This leads to two differences at the exit: helium exits at a higher velocity due to its lower density at a given edge pressure, $p_e$, and helium contains more gas particles than nitrogen since a higher plenum pressure results in a higher mole number; in other words, the higher mole number would lead to a larger volume for helium at the exit. Combined, these two effects result in a seven times higher volumetric flow rate, $\dot{Q}$, of helium when its mass flow rate, $m$, is matched with nitrogen. This higher volumetric flow rate of helium compared to nitrogen accounts for the better film coverage of helium, which has been noted by Gülhan and Braun (2010) and Hombsch and Olivier (2013) as well.

In the case with the highest blowing ratio for either gas, i.e. Case 4 and Case 6, the coolant likely diffuses laterally and therefore the film is wider than the span of the injector (injector edge is at $z = 40 \text{ mm}$). This effect could also be due to the detachment of the boundary-layer over the injector at these high blowing ratios (Murray et al. 2017) and the resulting kidney vortices at the span-wise edges of the injector (Haven and Kurowsaka 1997).

The span-wise averaged values of the concentration effectiveness are plotted versus the stream-wise direction, $x$, in Fig. 7 (solid lines). The average is taken between $z = 50 \text{ mm}$ and $z = 60 \text{ mm}$ (2.5 mm short of the centreline to avoid noise at the edge resulting from the image stabilisation) assuming a two-dimensional film. As seen in Fig. 6, this assumption is valid all the way up to $x = 300 \text{ mm}$. The blowing ratio is increased by a factor of 2 (approximately) between the cases for a particular gas (see Table 1). In addition to the absolute values of the concentration effectiveness, a clear discrepancy is noticeable in the shape of the $\eta_c$ profile. Cases 1 and 2 exhibit a traditional, concave downward, monotonic fall with larger $x$ values, whereas the curves in Cases 3 and 4 start as a plateau downstream of the injector at $x = 200 \text{ mm}$, drop 10 mm to 20 mm downstream, and follow a concave downward trend after an inflection. The plateaus in Cases 3 and 4 are close to $\eta_c = 0.9$, i.e. almost a full coverage of the coolant gas exists immediately downstream of the injector for these
relatively higher blowing ratios. The plateau itself indicates a discrete region, where the coolant gas and the boundary-layer gas are still separate. The curves follow a downward trend as the two gas layers start to mix with each other. In contrast, Cases 1 and 2—the cases with the lowest blowing ratios—do not exhibit this discrete region and the start is at \( \eta_c \approx 0.5 \) and \( \eta_c \approx 0.75 \) downstream of the injector, which indicates that the mixing already started upstream on the injector. Essentially, with increasing blowing ratio, i.e. coolant mass flux, the film coverage improves on the injector as well as downstream thereof (Cases 1 to 4). With enough coolant mass flux (Cases 3 and 4), a discrete layer is achieved. The coverage of this discrete layer is also dependant on the blowing ratio (Case 3 versus Case 4). As already shown in the contour plots in Fig. 6, the cases with helium injection (Cases 5 and 6) feature a better film coverage than their nitrogen counterparts (Cases 1 and 2), which is visible in Fig. 7 as well. The trend of the curves for Cases 5 and 6 is slightly dissimilar to those of Cases 1 and 2 due to the higher volume and the different form factor of the helium film. The discrete region is not present in Cases 5 and 6; however, Case 6 features a slope immediately downstream of the injector that is close to a plateau. This trend indicates that a discrete region can be formed similar to the nitrogen cases, i.e. Cases 3 and 4, with helium too if the blowing ratio is high. Overall, a remarkable film coverage above 15% can be achieved up to three injector lengths (3 \times 39.5 \text{ mm}) downstream of the injector with these relatively low blowing ratios. For reference, a shot-to-shot repeatability of the concentration effectiveness is given in “Appendix 2”.

Figure 7 also shows the thermal effectiveness, \( \eta_{th} \), for all cases. For the cases with the highest blowing ratio for either gas, i.e. Case 4 and Case 6, the thermal effectiveness is above one at locations nearer to the injector. This is due to negative heat flux at those locations for these cases. The thermal effectiveness is the isothermal cooling effectiveness according to Eq. (7), and therefore a negative Stanton number with injection, i.e. \( St_e < 0 \), would lead to an effectiveness value of \( \eta_{th} > 1 \). Essentially, Eq. (7) is not valid at these particular locations and blowing ratios. This effect of over-cooling close to the injector can be observed in the work by Keller et al. (2015), Heufer and Olivier (2008a, b), and Hombsch and Olivier (2013)—all in supersonic or hypersonic flows. The experimentally obtained isothermal cooling effectiveness reported by Heufer and Olivier (2008a, b) and Hombsch and Olivier (2013) are higher than unity immediately downstream of the slot injector. Simulations performed by Keller et al. (2015) yielded an isothermal cooling effectiveness greater than 1.2 within one slot-length downstream of the slot injector when helium was employed as the coolant gas. In this work, values of \( \eta_{th} \) that are greater than one are assigned a value of unity (see Cases 4 and 6 in Fig. 7). The results for thermal effectiveness show that cooling is achieved for all cases and the blowing ratios used in the current tests did not result in transpiration heating as reported by Tanno et al. (2016), where higher blowing ratios were used.

It can be further observed in Fig. 7 that the thermal effectiveness, \( \eta_{th} \), is generally higher than the concentration effectiveness, \( \eta_c \), and can be larger by up to 0.3. A noticeable scatter is present in the data for the thermal effectiveness; however, the trend of \( \eta_{th} > \eta_c \) is consistent for the majority of the data points. This is expected since the flow is laminar and the mixing process is not expedited by turbulent mixing and the heat and mass transfer analogy does not apply. In absence of turbulent mixing, the coolant film is diffused into the boundary-layer gas, which is a slower process than turbulent mixing. Hence, a better thermal effectiveness is achieved.

In Fig. 8, the thermal effectiveness, \( \eta_{th} \), is plotted versus the correlation factor, \( \xi \). A scaling factor of \( (c_{p,c}/c_{p,g})^{0.75} \) is used to account for the helium cases. For the current dataset, an exponent of 0.75 was more successful in collapsing the data than the exponent of 0.33 used by Keller et al. (2015). It can be seen that the data points from Cases 5 and 6 that were assigned a value of 1 fall below \( \xi (c_{p,c}/c_{p,g})^{0.75} = 0.96 \), where the theoretical value is 1. This demonstrates again that Eq. (7) would not apply to these locations. For the remaining cases, a satisfactory collapse of the data is achieved. However, the trend deviates from the correlation by Hombsch and Olivier (2013), i.e. Eq. (9). This is not surprising as the blowing ratios and flow conditions in Hombsch and Olivier (2013) were different (higher blowing ratios, lower Mach numbers). A modified correlation for the data in this work is proposed as follows:

\[
\eta_{th} = \begin{cases} 
1 & \text{for } \xi \leq 0.96, \\
[1 + 0.4(\xi - 0.96)]^{-1} & \text{for } \xi > 0.96.
\end{cases}
\tag{10}
\]

![Fig. 8 Thermal effectiveness, \( \eta_{th} \), versus correlation factor, \( \xi \), at \( Re_u = 12.9 \times 10^6 \text{ m}^{-1} \). Present work represents Eq. (10)](image-url)
The current set of data further demonstrates the difficulty in achieving a general correlation for this mixing problem in laminar flows as opposed to turbulent flows. Since turbulent mixing does not occur in laminar flows, the mixing process is dominated by diffusion and shear-layer effects.

4 Conclusion

The concentration data obtained from pressure-sensitive paint (PSP) show an excellent film coverage for relatively low blowing ratios reaching up to 95% of coolant concentration immediately downstream of the injector. Even 100 mm downstream of the injector, the coolant concentration was found to be approximately 20% for the lowest blowing ratio of 0.0406% with nitrogen injection and approximately 50% for the lowest blowing ratio of 0.0416% with helium injection. For the highest blowing ratio for nitrogen and helium, i.e. 0.295% and 0.08%, respectively, the coolant concentration was, respectively, 70% and 65%, approximately, 100 mm downstream of the injector. For the same blowing ratio, helium forms a more formidable film compared to nitrogen due to its seven times higher volumetric flow rate. For both gases, the film monotonically decays with downstream distance; however, in cases with relatively higher blowing ratios, the film concentration remains constant immediately downstream of the injector, indicating formation of a discrete layer of binary gas. The film eventually starts to decay monotonically further downstream. In all six cases, a heat flux reduction is achieved downstream of the injector. For the cases with the highest blowing ratio, both with nitrogen and helium, a negative heat flux was recorded immediately downstream of the injector. The effectiveness based on coolant concentration obtained from PSP and the thermal effectiveness acquired from the thin-film arrays are compared. It is shown that the latter is generally higher than the former. Finally, a collapse of the thermal effectiveness is achieved and a modified correlation is proposed. The results published here add to the insight of how downstream mixing occurs in a laminar hypersonic boundary layer. Further, these results could aid the validation process of numerical and analytical tools that aim to model various phenomena involving laminar mixing in high-speed flows.

Appendix 1: Calculation of flow quantities

In the Ludwieg tube mode, pre-heated pressurised air is released into an evacuated test section by opening a plug valve. The air flows through a plenum and then is accelerated by a Laval nozzle before reaching the test section, where the flat-plate model is mounted. For the current experiments, a fill pressure of $P_{\text{fill}} = 2000$ kPa and a fill temperature of $T_{\text{fill}} = 500$ K are selected. The pressure in the plenum upstream of the Laval nozzle is measured and approximated as the total pressure, $p_0$. The total temperature, $T_0$, is measured in the test section using differentially heated aspirated thermocouples as described in a previous work by Hermann et al. (2019a). When a shot is fired, the sudden opening of the plug valve releases expansion waves that travel upstream and reflect back downstream. Each of these reflected expansion waves causes a drop in $p_0$ and $T_0$, resulting in a change of the flow condition as shown in Figs. 9 and 10. This feature of the tunnel enables testing at multiple quasi-steady conditions—each lasting for approximately 30 ms—from one single shot. These quasi-steady conditions are henceforth referred to as Conditions 1, 2, 3, 4, and 5 (annotated in Figs. 9 and 10). The Condition 0 is not considered as it is relatively unsteady.

Since $\text{AoA} = 0^\circ$, the edge Mach number, $M_e$, is equal to the free-stream Mach number, $M_\infty = 7$. The static edge pressure, $p_e$, is measured by the pressure transducers instrumented on the flat plate.

The edge velocity is calculated by the equation

$$u_e = M_e \sqrt{RT_e},$$

where $\gamma$ and $R$ are, respectively, the isentropic exponent and specific gas constant of air. The edge unit Reynolds number is obtained from the equation

$$Re_u = \frac{\rho u_e}{\mu(T_e)},$$

where $\mu(T_e)$ is the dynamic viscosity of the flow. Since $T_e < 89$ K, Keyes’ viscosity model (Keyes 1952), given as

$$\mu(T_e) = \frac{1.488 \times 10^{-6} \sqrt{T_e}}{1 + \frac{122.1}{T_e} \times 10^{-5/\gamma}},$$

is employed. The obtained transient unit Reynolds number is plotted in Fig. 10.

The blowing ratio, i.e. the ratio of the injected coolant mass flux to the boundary-layer edge mass flux, is defined as

$$F = \frac{\rho_c u_c}{\rho_e u_e},$$

where the subscript ‘$c$’ denotes coolant quantities at the surface. Due to continuity, the mass flux in the plenum and the mass flux injected into the boundary layer are equal; hence,

$$\rho_c u_c = \rho_{\text{inj}} u_{\text{inj}},$$

where the subscript “inj” stands for quantities inside the plenum. The density of the coolant can be obtained from the ideal gas law,

$$\rho_{\text{inj}} = \frac{P_{\text{inj}}}{R_e T_{\text{inj}}},$$
where \( R_c \) is the specific gas constant of the coolant gas. Substituting Eqs. (12), (14), (15), (16), and \( p_{\text{out}} = p_e \) in the integrated version of the Darcy–Forchheimer equation (Ifti et al. 2022) yields a form of the Darcy–Forchheimer equation that is directly dependent on the blowing ratio and unit Reynolds number given as follows:

\[
p_{\text{inj}}^2 - p_e^2 = \frac{R_e u(T_e) \mu_e(T_{\text{inj}})}{K_D} F + \frac{(R_e u(T_e))^2}{K_F} F^2.
\]

The values of permeability coefficients, \( K_D \) and \( K_F \), are given in Table 2 along with their uncertainties.

With a known unit Reynolds number, \( R_{e_u} \), and a plenum pressure, \( p_{\text{inj}} \), the positive solution to Eq. (17) with respect to \( F \) directly yields the blowing ratio. Note that the gas temperature, \( T_{\text{inj}} \), measured by the thermocouple in the plenum is close to room temperature, and therefore, the coolant gas viscosity, \( \mu_e(T_{\text{inj}}) \), is calculated using Sutherland’s model (Sutherland 1853) with appropriate constants for the coolant gas in use. When HDT is fired, a constant gas pressure is set in the plenum by the gas injection system in the HDT. This plenum pressure, \( p_{\text{inj}} \), is measured during each test by the pressure transducer fitted in the plenum. In Fig. 10, the transient blowing ratios obtained from Eq. (17) are illustrated for six different plenum pressures (Cases 1 to 6). Since the unit Reynolds number drops over time during the whole test period, the blowing ratio increases over time. Similar to the unit Reynolds number, the blowing ratio remains almost constant over each condition, from Condition 1 to Condition 5. As a result, five different blowing ratios are achieved from one single shot.

### Appendix 2: Repeatability

Shot-to-shot repeatability in the final span-wise averaged concentration effectiveness is demonstrated in Fig. 11. Here, results from two shots, 1190 and 1199, independently calibrated by shots, 1191 and 1198, respectively, are plotted. The results are within \( \eta_c = \pm 0.05 \).

### Appendix 3: Uncertainty analysis

The Kulites were calibrated against a reference pressure gauge (Infcon CDG025D) within the range of operation for the test campaign. The systematic uncertainties from installation effects for the Kulites and the reference...
gauge are estimated to be ±1% and ±0.5%, respectively. The reference gauges has a reading error of ±0.2%. The final systematic uncertainty for the calibrated Kulites are \(\sqrt{1^2 + 0.5^2 + 0.2^2} = 1.14\)%, which represents the uncertainties in the measured static pressure, \(p_e\), and the plenum pressure, \(p_{inj}\). The uncertainty in the total temperature, \(T_0\), and hence the edge temperature, \(T_e\), is estimated to be ±3 K assuming steady state (Hermann et al. 2019a). Error propagation according to Moffat (1988) yields uncertainties of ±3.34% and ±9.95% for the edge velocity, \(u_e\), and edge density \(\rho_e\), respectively. An uncertainty of ±11.0% in \(F\) is obtained by an error propagation in Eq. (17) with the uncertainties in \(p_e\), \(p_{inj}\), \(T_e\), \(u_e\), \(\rho_e\), \(K_D\) and \(K_F\) (see Table 2) as input sources.

With an estimated uncertainty of ±9.5% in the wall heat flux, \(\dot{q}_w\) (Hermann et al. 2019a), a further error propagation yields uncertainties of ±25.6% for the Stanton number, \(St\), and ±29.5% for the blowing parameter, \(B_H\).

As reported in Ewenz Rocher et al. (2022), the overall uncertainty in the PSP intensity ratio, \(I_{ref}/I\), is ≤2%. Since it is calibrated with pressure data obtained from the Kulites, the final error in the pressure measurements from PSP is \(\leq \sqrt{2^2 + 1.14^2} = ±2.3\)%. According to Eq. (4), this results in an uncertainty of ≤±5% in \(\eta_c\).

The flat-plate model was mounted on a custom-made table in the test section, which has been used in several campaigns before Hermann et al. (2018); Ewenz Rocher et al. (2022) for an angle of attack of AoA = 0°. Its relative positioning with respect to the tunnel is consistent with the automated traverse employed in Wylie (2020). The incoming flow can be misaligned with respect to the model by up to –0.4° (Wylie 2020, Chapter 5). A conservative estimate of ±0.4° of uncertainty in the angle of attack results in uncertainties of up to 7.1% and 2.0% in the edge pressure, \(p_e\), and the edge temperature, \(T_e\), respectively.

**Appendix 4: Mach angle analysis**

Results of a Mach angle analysis for the flat-plate model at Mach 7 are shown in Fig. 12. The Mach cones emanating from the two corners meet at a distance of \(x = 433\) mm from the leading edge. The green zone between the two cones is free of disturbance stemming from the corners, and therefore, a 2D flow can be assumed here.
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