Semi-supervised structured output prediction by local linear regression and sub-gradient descent
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Abstract—We propose a novel semi-supervised structured output prediction method based on local linear regression in this paper. The existing semi-supervise structured output prediction methods learn a global predictor for all the data points in a data set, which ignores the differences of local distributions of the data set, and the effects to the structured output prediction. To solve this problem, we propose to learn the missing structured outputs and local predictors for neighborhoods of different data points jointly. Using the local linear regression strategy, in the neighborhood of each data point, we propose to learn a local linear predictor by minimizing both the complexity of the predictor and the upper bound of the structured prediction loss. The minimization problem is solved by sub-gradient descent algorithms. We conduct experiments over two benchmark data sets, and the results show the advantages of the proposed method.

I. INTRODUCTION

Traditional machine learning methods learn model to predict binary class labels, or a continuous response [1], [2], [3], [4], [5], [6], [7], [8], [9], [10]. However, in many machine learning applications, the forms of outputs of the prediction are structured. The structured outputs include vector, tree nodes, graph, sequence, etc. For example, in the part-of-speech tagging problem of natural language processing, given a sequence of words, we want to predict the tags of the part-of-speech of the words, and the output of the prediction is a sequence of parts-of-speech [11], [12]. In real-world application, many outputs are not available for the training data points, leading to the problem of semi-supervised structured output prediction. Many works have been done for the problem of semi-supervised structured output prediction. Altun et al. [13] proposed the problem of semi-supervised learning with structured outputs. Brefeld and Scheffer [14] proposed to solve the problem of semi-supervised structured output prediction by learning in the space of input-output space, and using co-training method. Suzuki et al. [15] proposed a hybrid method to solve the problem of semi-supervised structured output learning. Jiang et al. [16] proposed to regularize the structured outputs by the manifold constructed from the input space directly.

All the above semi-supervised structured output prediction methods learn one single predictor for the entire data set, ignoring the different local distributions of different neighborhoods of data points. However, from our observation, the local distributions of different neighborhoods of the data may be significantly different, and this might have a significant effect to the prediction of structured outputs. Thus using one single global predictor for all the different neighborhoods are not suitable. In this paper, we learn multiple local linear structured output predictor for different neighborhoods to model the local distributions, instead of learning one single predictor for the entire data [17], [18], and we also propose to learn the missing structured outputs for a semi-supervised data set simultaneously. For each data point, the local distribution around this data point by its k nearest neighborhood was presented, and
we try to model it by learning a local linear structured output predictor. In order to create a local linear structured output predictor, we minimize an upper bound of the structured losses of the data points in this neighborhood, as well as the squared $\ell_2$ norm of the predictor parameter vector. Some data points are shared by different neighborhoods, playing the role of bridging different local distributions. To solve the problem, we develop an iterative algorithm by using the gradient descent method.

The rest parts of this paper are organized as follows. In section III the proposed maximum top precision similarity learning method is introduced. In section III the experiments in four benchmark data sets are shown. In section IV the paper is concluded with future works.

II. PROPOSED METHOD

Suppose we have a training set $\mathcal{X} = \mathcal{L} \cup \mathcal{U}$, where $\mathcal{L} = \{(x_i, y_i)\}_{i=1}^n$ contains $l$ labeled data points, $\mathcal{U} = \{x_i\}_{i=l+1}^n$ contains $n = n - l$ unlabeled data points, and $x_i$ and $y_i \in \mathcal{Y}$ are the input vector and structured output of the $i$-th data point respectively. We propose to learn a local predictor for the neighborhood of each data points, and present the neighborhood of the $i$-th data point as the set of its $k$ nearest neighbors, $\mathcal{N}_i$. Given a candidate structured output, $y_i$, and an input feature vector, $x_j \in \mathcal{N}_i$, we use a joint representation $\Phi(x_j, y_i) \in \mathbb{R}^m$ to match them, and then we use a local linear predictor to predict the structured outputs for the data points in $\mathcal{N}_i$,

$$y^*_j = \arg\max_{y_j \in \mathcal{Y}} w^T \Phi(x_j, y_j), \quad \forall \; j : x_j \in \mathcal{N}_i. \quad (1)$$

We propose to learn the complete outputs simultaneously, $\{y_i\}_{i=1}^n$, for all the data points. We also assume that the outputs of the data points in $\mathcal{L}$ are equal to the true outputs, i.e., $y_i = \overline{y}_i$, for $i : (x_i, \overline{y}_i) \in \mathcal{L}$.

In each neighborhood, $\mathcal{N}_i$, we learn $w_i$ and $y_i | x_j \in \mathcal{N}_i$ jointly by minimizing a structured loss function $\Delta$ and the squared $\ell_2$ norm of $w_i$ simultaneously

$$\min_{w_i, y_i | x_j \in \mathcal{N}_i} \frac{1}{k} \sum_{j : x_j \in \mathcal{N}_i} \Delta(y_i, y^*_j) + \frac{C}{2} \|w_i\|_2^2, \quad (2)$$

$$s.t. \quad y_i = \overline{y}_i, \quad j : (x_j, \overline{y}_i) \in \mathcal{L},$$

where $C$ is a scale parameter. The upper bound of $\Delta(y_j, y^*_j)$ is given as

$$\Delta(y_j, y^*_j) \leq w^T \left( \Phi(x_j, y^*_j) - \Phi(x_j, y_j) \right) + \Delta(y_j, y^*_j), \quad (3)$$

where

$$z^*_j = \arg\max_{y_j \in \mathcal{Y}} [w^T \left( \Phi(x_j, y^*_j) - \Phi(x_j, y_j) \right) + \Delta(y_j, y^*_j)]. \quad (4)$$

We approximate the upper bound of the structured loss based on the lower bound approximation method of the structure learning of the Bayesian network [19], [20]. Fan et al. [19] proposed to tighten the upper and lower bounds of the breadth-first branch and bound algorithm for the learning of Bayesian network structures. The informed variable groupings are used to create the pattern databases to tighten the lower bound, while the anytime learning algorithm is used to tighten the upper bound. These strategies show good performance in the learning process of the Bayesian network structures. The work of [19] is a contribution of major significance to the bound approximation community, and our upper bound approximation method is also based on these strategies. Fan et al. [20] further proposed to improve the lower bound function of static k-cycle conflict heuristic for the learning of Bayesian network structures. This work is used to guide the search of the most promising search spaces. It uses a partition of the random variables of a data set, and their research methodologies are based on the importance of the partition. A new partition method was proposed, and it uses the information extracted from the potentially optimal parent sets.

The minimization problem can be transferred to be the following problem,

$$\min_{w_i, y_i | x_j \in \mathcal{N}_i} \frac{1}{k} \sum_{j : x_j \in \mathcal{N}_i} \left[ w^T \left( \Phi(x_j, z^*_j) - \Phi(x_j, y_j) \right) + \Delta(y_j, z^*_j) \right] + \frac{C}{2} \|w_i\|_2^2$$

$$s.t. \quad y_i = \overline{y}_i, \quad j : (x_j, \overline{y}_i) \in \mathcal{L}. \quad (5)$$

We propose to combine them into one single problem over the entire data set,

$$\min_{w_i, y_i | x_j \in \mathcal{N}_i} \sum_{i=1}^n \left( \frac{1}{k} \sum_{j : x_j \in \mathcal{N}_i} \left[ w^T \left( \Phi(x_j, z^*_j) - \Phi(x_j, y_j) \right) + \Delta(y_j, z^*_j) \right] + \frac{C}{2} \|w_i\|_2^2 \right)$$

$$s.t. \quad y_i = \overline{y}_i, \quad i : (x_i, \overline{y}_i) \in \mathcal{L}. \quad (6)$$

To solve the problem in (6), we use an iterative algorithm. In each iteration, we first update $w_i | x_j \in \mathcal{N}_i$, and then update $y_i | x_j \in \mathcal{N}_i$ one by one.

- Updating $w_i$ by sub-gradient descent algorithm If we only consider $w_i | x_j \in \mathcal{N}_i$, the problem in (6) is transferred to

$$\min_{w_i | x_j \in \mathcal{N}_i} \sum_{i=1}^n \left( \frac{1}{k} \sum_{j : x_j \in \mathcal{N}_i} \left[ w^T \left( \Phi(x_j, z^*_j) - \Phi(x_j, y_j) \right) \right] + \frac{C}{2} \|w_i\|_2^2 \right)$$

$$+ \frac{C}{2} \|w_i\|_2^2 = g(w_i). \quad (7)$$

We use the sub-gradient descent algorithm to update $w_i$, and the sub-gradient function of $g(w_i)$ is

$w_{i+1} = w_i - \nabla g(w_i)$.
\[ \nabla g(w_i) = \frac{1}{k} \sum_{j : x_j \in N_i} \left[ (\Phi(x_j, z_{i,j}^*) - \Phi(x_j, y_j)) \right] + C w_i, \]

and \( w_i \) is updated as follows,

\[ w_i \leftarrow w_i - \eta \nabla g(w_i). \tag{9} \]

- **Updating** \( y_i \). If we only consider \( y_i \), the problem of (6) is transferred to

\[
\begin{align*}
\min_{y_i} & \frac{1}{k} \sum_{j : x_j \in N_i} \left[ \Delta(y_j, z_{i,j}^*) - w_{i,j}^T \Phi(x_j, y_j) \right] \\
\text{s.t.} & \quad y_i \geq \overline{y}_i, \quad i : (x_j, \overline{y}_j) \in L.
\end{align*}
\tag{10}
\]

We solve the \( n \) outputs one by one, and the problem in (10) is reduced to be

\[
\begin{align*}
\min_{y_i} & \frac{1}{k} \sum_{i' : x_i \in N_i} \left[ \frac{1}{k} \Delta(y_{i'}, z_{i',i}^*) - w_{i',i}^T \Phi(x_{i'}, y_{i'}) \right] \\
\text{s.t.} & \quad y_i \geq \overline{y}_i, \quad i : (x_i, \overline{y}_i) \in L,
\end{align*}
\tag{11}
\]

with regard to only one output. We discuss the solution of this problem in two cases.

- \( (x_i, \overline{y}_i) \in L \):

\[ y_i = \overline{y}_i. \tag{12} \]

- \( x_i \in U \):

\[
\begin{align*}
y_i = \arg\min_{y \in Y} & \sum_{i' : x_i \in N_i'} \left( \frac{1}{k} \Delta(y_{i'}, z_{i',i}^*) - w_{i',i}^T \Phi(x_{i'}, y_{i'}) \right) \\
\text{s.t.} & \quad (x_i, \overline{y}_i) \in L.
\end{align*}
\tag{13}
\]

We develop an iterative algorithm to learn the local structured output predictor and the outputs jointly, as given in Algorithm 1.

- **Algorithm 1.** Iterative training algorithm of semi-supervised learning of local structured output predictor.

  - **Inputs:** Training set, \( \mathcal{X} \).
  - **Inputs:** Maximum iteration number, \( T \).
  - **Initialize** \( (w_i, y_i) \).
  - **For** \( t = 1, \ldots, T \):
    - Update the upper bound parameters
    - For \( i = 1, \ldots, n \):
      - For \( j : x_j \in N_i \):
        - Update \( z_{i,j}^* \) according to (4)
      - Update the local predictor parameters
    - For \( i = 1, \ldots, n \):
      - Update \( w_i \) according to (9)
    - Update the structured outputs
  - For \( i = 1, \ldots, n \):

\[
\Phi(x, y) = x \otimes y. \tag{14}
\]

The loss function between \( y \) and \( y^* \), \( \Delta(y, y^*) \), is defined as the height of their first common ancestor.

- **SUN data set:** The class labels of this image data set is organized as a tree structure. The tree has 15 different leaves [21]. For each class, we randomly select 200 images from the data set to conduct our experiments, thus there are 3,000 images in our data set in total. The structured output of a data point is a leave of the tree. We code it as a vector \( x \). The joint representation is given as the tensor product of \( x \) and \( y \).

We use two benchmark data sets in our experiments.

- **SUN data set:** This data set contains 300 sentences, and each sentence is used as a data point in our experiment [22]. The length of each sentence is 9, and the corresponding output of a sentence, \( y \), is a sequence of labels of non-name and named entities. The joint representation \( \Phi(x, y) \) of a sentence, \( x \), and a sequence of labels, \( y \), is defined as the histogram of state transition, and a set of emission features. The loss function to compare \( y \) and \( y^* \) is defined as a 0-1 loss.

We use the 10-fold cross validation strategy to split the training and test subsets. The training set is also randomly split to be a labeled set and an unlabeled set. The average structured loss over the test set is used to evaluate the performance of the proposed algorithm.

### III. Experiments

#### A. Experiment setup

We compare the proposed algorithm to the algorithms proposed by Altun et al. [13], Brefeld and Scheffer [14], Suzuki et al. [15], and Jiang et al. [16]. Our algorithm is named as semi-supervised local structured output prediction algorithm (SSLSOP). The average losses of the compared algorithms over three different data sets are given in Table 1.

It is obvious that the proposed algorithm outperforms all competing algorithms significantly.

We are also interested in the running time of the proposed method, SSLSOP, and its competing methods. The running time of these methods over four benchmark data sets are given in Table 2.

#### B. Experimental results

We compare the proposed algorithm to the algorithms proposed by Altun et al. [13], Brefeld and Scheffer [14], Suzuki et al. [15], and Jiang et al. [16]. Our algorithm is named as semi-supervised local structured output prediction algorithm (SSLSOP). The average losses of the compared algorithms over three different data sets are given in Table 1. It is obvious that the proposed algorithm outperforms all competing algorithms significantly.

We are also interested in the running time of the proposed method, SSLSOP, and its competing methods. The running time of these methods over four benchmark data sets are given in Table 2.
consumes the second shortest running time over three data sets. As shown in Fig. 1, which illustrates the running time of the compared algorithms over the four data sets, SLSL SOP outperforms the other methods. The least time consuming algorithm is the one proposed by Altun et al. \[13\], however, its prediction results are not accurate.

IV. CONCLUSION

In this paper, we investigate the problem of semi-supervised learning of structured output predictor. To handle the problem of diverse of the local distributions, we propose to learn local structured output predictors for neighborhoods of different data points. Moreover, we also propose to learn the missing outputs of the unlabeled data points. We build a new minimization problem to learn the local structured output predictors and the missing structured outputs simultaneously. This problem is modeled as the joint minimization of the local predictor complexity and the local structured output loss. The problem is optimized by gradient descent, and we design an iterative algorithm to learn the local predictors. The experiments are implemented over benchmark data sets including natural image classification data set and sentence part-of-speech tagging data set. In the future, we will study how to fit the proposed algorithm to big data sets, by using big data processing framework, such as Map-Reduce of Hadoop software. We also want to apply the proposed method to various applications, such as computational biology \[23\], \[24\], \[25\], \[26\], computer vision \[28\], natural language processing, information retrieval \[29\], \[30\], \[31\], importance sampling \[32\], \[33\], nanotechnology \[34\], \[35\], and multimedia information processing \[36\].
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