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Abstract

Topic modeling has found wide application in many problems where latent structures of the data are crucial for typical inference tasks. When applying a topic model, a relatively standard pre-processing step is to first build a vocabulary of frequent words. Such a general pre-processing step is often independent of the topic modeling stage, and thus there is no guarantee that the pre-generated vocabulary can support the inference of some optimal (or even meaningful) topic models appropriate for a given task, especially for computer vision applications involving “visual words”. In this paper, we propose a new approach to topic modeling, termed Vocabulary-Selection-Embedded Correspondence-LDA (VSEC-LDA), which learns the latent model while simultaneously selecting most relevant words. The selection of words is driven by an entropy-based metric that measures the relative contribution of the words to the underlying model, and is done dynamically while the model is learned. We present three variants of VSEC-LDA and evaluate the proposed approach with experiments on both synthetic and real databases from different applications. The results demonstrate the effectiveness of built-in vocabulary selection and its importance in improving the performance of topic modeling.

1. Introduction

Topic modeling was originally developed for organizing, interpreting and summarizing large collections of unstructured textual information in document analysis. Typical formulations include Latent Semantic Indexing (LSI) [19], Probabilistic Latent Semantic Indexing (PLSI) [13], Latent Dirichlet Allocation (LDA) [6] and some related approaches [16, 12, 7]. Over the years, it has been generalized to various applications with other data types, with different motivations and modified modeling techniques. For example, it can be used for analyzing cross-collection textual data [27, 20, 8], paired text and image data [4, 11, 9], and biological or medical data [22, 25, 26]. Nevertheless, the basic idea of topic modeling remains the same, which is to find the hidden structure of the given data by discovering the latent topics. The latent topics are defined as collections/distributions of co-occurring (general-sense) words.

In general, a topic model is a generative hierarchical probabilistic model, and exact inference is intractable for raw data from real applications except for trivial cases. Therefore, in real applications, raw data are typically pre-possessed to create conditioned data with some simplifying properties: real-valued feature vectors may be discretized and represented by indices from a finite set; and a finite vocabulary needs to be determined where each word should have sufficient occurrences in the data to support distribution-based modeling and analysis.

For textual documents, typically a vocabulary is formed by counting the number of occurrences of each word and removing a standard list of stop-words and other words that rarely appear in the corpus [9]. For visual documents (images), feature representations such as color histograms, SIFT descriptors [15], etc., are extracted first, then followed by a proper discretization process like $k$-means clustering, to form a raw vocabulary with a reasonable size. The clusters with very few samples may be removed to yield the final vocabulary. As such, the visual words of each image consist of indices corresponding to the final set of $k$-means centers [29, 24]. Similar steps are followed for processing biological documents like neuroimaging data, where functional regions are parsed and then represented by a list of terms from which the vocabulary is built [31].

However, such general techniques for pre-processing the raw data are independent of subsequent topic modeling, which raises the question of whether the discovered topic model is heavily biased by the predefined vocabulary, not reflecting the true latent semantic structures we set out to find. In practice, there are other unanswered questions, like, what is the reasonable size for a vocabulary? what is the optimal set of words to use for a given vocabulary size? etc. Ultimately, it appears that a better solution would be to address the topic modeling and the vocabulary-forming tasks jointly in order to obtain optimal results.
To this end, in this paper we propose a new topic-modeling approach termed Vocabulary-Selection-Embedded Correspondence-LDA (VSEC-LDA), which simultaneously addresses the task of latent structure discovery and the task of selecting a suitable vocabulary for supporting model-learning. Both synthetic and real data are used to evaluate the performance of VSEC-LDA. The improved performance of our approach in modeling and processing image-text documents and related tasks not only indicates that a better latent structure can be learned by our model but also shows potential of our model for diverse applications.

2. Related Work

In recent years, a lot of efforts have been made to generalize original topic models to various applications. Many of them focus on modifying the model structure to better fit the specific data arising from the target applications. Generally, the modification may happen in three different forms: introduction of proper priors or topic-word distributions, utilization of multi-modal topic models, and a combination of the above two.

For the first form, [5] develops the correlated topic model, which replaces the Dirichlet prior with a logistic normal distribution. As an extension, [18] replaces the Dirichlet prior with a non-parametric setting. Additionally, [3] proposes the nested Chinese restaurant process (nCRP) model by introducing an nCRP prior to a tree. Furthermore, [10] introduces an additional prior to the topic-word distribution to discover interpretable topics, and [21] proposes a words embedding space and uses the cosine similarity between the word and topic vector as the criteria to pick the word which yields better topic cohesion. Some other works [2, 28, 8] introduce constraints to the topic-word distribution so that the model can capture the sharing aspect among the topics and/or the words. The above works have showed their valuable usage in modeling cross-collection textual data. For the second form, some attempts have been made for better fitting data from various sources while capturing the correlation among different modalities. Corr-LDA [4] models the conditional correspondence between visual and textual words through discrete indexing that links topics of textual words to visual words. In [23], the model learns a regression from the topics in one modality to those in the other, thus the topic correspondence between different modalities is based on the sets of topics describing each modality rather than one-to-one relationship. The idea has been extended to the scenario where different modalities only have loose correspondence by introducing Markov random field to topic model [14]. In a separate line of work, such dual-modal LDA models have been generalized to multi-modal LDA [1, 9] to allow learning from multiple views.

While the previous efforts are comprehensive and have provided valuable insights, many approaches also have their limitations. For example, regardless of different model structures, they typically do not consider the construction of vocabulary and modeling at the same time. Instead, for continuous data, they first extract a set of descriptors, then a codebook is created by clustering all the local descriptors using \(k\)-means, and each descriptor is quantified into a word accordingly. In a separate stage, these discrete words with finite size are fed into the model for learning. Indeed, such a general vocabulary construction pipeline can achieve dimensional reduction, which will alleviate the model workload by quantizing continuous data into discrete format and removing low-frequency descriptors. However, ideally, a model should be able to dynamically select the vocabulary according to its objective. In contrast to previous works, our model incorporates 1) the ability to associate vocabulary construction with model learning, and 2) flexibility in determining the words for each modality. Thus, as we will show, our model not only improves the quality of the estimated topics, but also further reduces computational complexity.

3. Vocabulary-Selection-Embedded Corr-LDA

We build our core model VSEC-LDA based on the established Corr-LDA approach [4], through embedding a dynamic word selection component in latent topic learning. We choose Corr-LDA as the basic building block due to the following two considerations: 1) Corr-LDA has demonstrated performance in many applications with dual modalities and such a dual-modality model can be generalized to multi-modality easily; and 2) Our primary goal is to design an approach embedding vocabulary selection in a typical topic model, not focusing on various topic modeling structures. Due to the page limit, we show the details of two different variants in the supplemental material to further demonstrate the generalization of our method. Our work is based on the assumption that some words in the vocabulary may contribute to the latent model differently than some other words, and possibly some are even detrimental to learning a meaningful topic model, especially if the learning starts from a general-purpose large vocabulary (which is often the case for applications involving visual words built on top of visual features). In this section, we first introduce the architecture of the core VSEC-LDA model, and then describe the word selection and learning process, and at last discuss the tunable threshold in the model. A summary of the notations used throughout the paper is provided in Table 1.

3.1. The VSEC-LDA Model

Figure 6 shows the graphical representation of our proposed VSEC-LDA model (a higher-resolution version is
Table 1. A summary of notations used

| Symbol | Description |
|--------|-------------|
| \( w_i, v_i \) | The \( i \)-th text word and visual word in the corpus, respectively. |
| \( D \) | The number of documents in the corpus. |
| \( K \) or \( E \) | The number of topics in the model. \( E = 0 \) in Model I and Model III |
| \( C \) or \( S, T \) | The number of unique visual words and unique textual words, respectively. \( S = 0 \) in Model I and Model III |
| \( R \) | The number of components in each topic distribution, \( R = 1 \) in Model I and Model II and \( R = 2 \) in Model III |
| \( \phi \) | A \( K \times M \) or \( E \times M \) matrix indicating topic-visual word distribution. |
| \( \theta \) | A \( D \times K \) or \( D \times E \) matrix indicating topic multinomial distribution over words. |
| \( \psi \) | A \( (K + E) \times N \) matrix indicating textual topic-text word distribution (multinomial). |
| \( \pi \) | For Model III. A \( R \times (K + E) \) matrix indicating sub-region-topic distribution. |
| \( \alpha, \beta, \gamma, \eta, \delta \) | Model hyper-parameters. |
| Count matrix for model inference |
| \( M_{d,v}, N_{d,v} \) | \# of \( v \) and \( w \) in the \( d \)-th doc. |
| \( M_{d,k} \) | \# of \( v \) in \( d^{th} \) doc that are assigned to topic \( k \). |
| \( N_{d,k} \) | \# of \( w \) in \( d^{th} \) doc that are assigned to topic \( k \). |
| \( N^{st}_{k}, M^{st}_{k} \) | The normalized counting matrix used in filtering non-contributing words. |

The number of documents in the corpus.

The number of topics in the model.

The number of unique visual words and unique textual words, respectively.

The number of components in each topic distribution, \( R = 1 \) in Model I and Model II and \( R = 2 \) in Model III.

The number of visual words assigned to each topic.

The number of textual words assigned to each topic.

The normalized counting matrix used in filtering non-contributing words.

In the core model (Model I, shown within the red dash line), each document \( d \) is comprised of two modalities: the visual modality consisting of a set of visual words \( \{ v_{1}^{d}, v_{2}^{d}, \ldots, v_{M_{d}}^{d}, v_{f,1}^{d}, \ldots, v_{f,IM_{d}}^{d} \} \) and the textual modality which consists of a set of textual words \( \{ w_{1}^{d}, w_{2}^{d}, \ldots, w_{N_{d}}^{d}, w_{f,1}^{d}, \ldots, w_{f,IN_{d}}^{d} \} \), where \( M_{d} \) and \( N_{d} \) are the number of relevant visual and textual words in document \( d \), respectively; \( IM_{d} \) and \( IN_{d} \) are the number of irrelevant visual and textual words in document \( d \), respectively. Relevance in this context refers to whether the words contribute to the underlying latent topics to be learned. Textual and visual words are correlated in the latent topic space: Each topic of textual words has a corresponding topic of visual words. The generative process of relevant words in our model is similar to that in Corr-LDA, except that the visual words are drawn from a multinomial distribution parameterized by \( \phi \) instead of a multivariate Gaussian distribution. As for irrelevant words, we assume they are drawn from an uniform distribution (this is for simplicity of discussion; the only real constraint is that they do not contribute to the latent topics in any significant way). We summarize the generative process of each document \( d \) in Model I as follows:

1. Sample topic proportion \( \theta_{d} \sim \text{Dirichelet}(\theta_{d} | \alpha) \) for each document \( d \).
2. For each relevant visual word \( v_{m}, m \in \{1, \ldots, M\} \),
   (a) Sample topic indicator variable \( z_{m} \) from \( \text{Multi}(\theta_{d}) \).
   (b) Sample the visual word \( v_{m} \) from \( \text{Multi}(\phi_{z_{m}}) \).
3. For each irrelevant visual word \( v_{im}, im \in \{1, \ldots, IM_{d}\} \), sample the visual word \( v_{im} \) from \( \text{Uni}(1, \ldots, IM_{d}) \).
4. For each relevant textual word \( w_{n}, n \in \{1, \ldots, N\} \),
   (a) Sample topic indicator variable \( y_{n} \) from \( \text{Multi}(m_{1}^{d}, m_{2}^{d}, \ldots, m_{K}^{d}) \), where \( m_{d}^{k} \) represents the number of times that \( k \)-th topic appear in current document \( d \).
   (b) Sample the textual word \( w_{n} \) from \( \text{Multi}(\psi_{y_{n}}) \).
5. For each irrelevant textual word \( w_{in}, in \in \{1, \ldots, IN_{d}\} \), sample the textual word \( w_{in} \) from \( \text{Uni}(1, \ldots, IN_{d}) \).

Intuitively, from the generative process of this model, it could be learned that for each document \( d \), it consists of two different sets of words for both modalities - one set links to some specific topics through topic-word distribution and topic proportion associated with current document \( d \), and the other set does not link to any specific topics (i.e., the irrelevant words can be associated with any topics undifferentiated). Therefore, we can update the vocabulary by removing irrelevant words in the learning process based on the distinctive behaviors of the relevant and irrelevant

Figure 1. The generative model in VSEC-LDA. The area within the red dash line is Model I (the core model). The area within the blue dash line represents Model II, which deals with multiple modalities. The area within the black dash line is Model III, targeting neuro-image analysis.
words, and maximize the likelihood of training data regardless of the presentation of the irrelevant words. The joint distribution of the visual/textual words and the latent topics is:

$$p(v, w, z, \theta) = p(\theta|\alpha)(\prod_{m=1}^{M} p(z_m|\theta)p(v_m|z_m, \phi)))$$

$$\times \prod_{n=1}^{N} p(y_n|v)p(w_n|y_n, \psi).$$

(1)

### 3.2. Learning the Model

Since exact inference for the model is intractable, one can rely on one of the usual approximate inference methods, such as variational inference [6], expectation propagation [17], or Gibbs sampling [12]. We use Gibbs sampling for its benefit in avoiding local optima while yielding relatively simple algorithms. There are three parameters to be inferred, two topic-word distributions $\phi$ and $\psi$, and one topic proportion for each document $\theta$. These parameters do not need to be directly updated, because they can be integrated out while sampling the topic indicator variables $z_m$ and $y_n$. It is worth emphasizing that the model do not know which words are irrelevant or relevant. Thus, all words are considered in the inference process until after vocabulary selection is conducted.

To initialize the model, first we randomly assign visual topic indicator $z_m$ and textual topic indicator $y_n$ with values drawn from Uniform(1,...,K) for every document $d$. Then, $M_{d,k}$ and $N_{d,k}$ are initialized via counting the number of times that topic $k$ appears in the visual modality and the textual modality, respectively. After that, $M_{d,c}$ and $N_{d,t}$ are filled with the frequency that word $c$ and word $t$ has in current document $d$. We also initialize all the entries in the count matrix used during model inference that have a value zero, by setting them to some small number to avoid numeric stability issues. After initialization, the model iterates through the following steps until convergence:

1. Updating hidden topic $z$ and $y$

(a) For each visual word $v_m$ in document $d$, update the corresponding topic $z_m$, conditioned on 1) the current estimation of topic-visual word distribution $\phi$, 2) the current assignment of topics $z_d$, and 3) the current estimation of textual assignment of topics $y_d$.

$$p(z_m = k|v, w, z_{-m}, y_d) \propto p(z_m = k|v_m = c)\phi p(y|z_{-m})$$

$$\times \frac{M_{d,k,m} + \alpha_k}{M_d + K\alpha - 1} \frac{M_{k,c} + \beta_c}{M_k + C\beta - 1} \frac{N_{d,k} + \gamma_t}{N_k + T\gamma - 1}.$$  

(2)

(b) For each textual word $w_n$ in document $d$, update the corresponding topic $y_n$, conditioned on 1) the current estimation of topic-textual word distribution $\psi$, 2) the current assignment of visual topics $z_d$, and 3) the current assignment of visual topics $y_d$.

$$p(y_n = k|v, w, y_{-n}, z_d) \propto p(y_n = k|w, z)p(w_n = t|\psi)$$

$$\propto \frac{M_{d,k} N_{k,t} - \beta_t}{M_d N_k + T\gamma - 1}.$$  

(3)

(c) Estimate current model parameters by the following equations,

$$\theta_{k,d} = \frac{M_{k,d} + \alpha}{M_d + K\alpha}$$  

(4)

$$\phi_{k,c} = \frac{M_{k,c} + \beta}{M_k + C\beta}$$  

(5)

$$\psi_{k,t} = \frac{N_{k,t} + \gamma}{N_k + T\gamma}$$  

(6)

followed by computing negative log likelihood using Eq. (7) and Eq. (8). Note that a lower score indicates better model fitting.

$$NLL_c = -\exp\left\{-\sum_{d=1}^{D}\sum_{c=1}^{M_{d,c}}\sum_{k=1}^{K}\phi_{k,c}\theta_{k,d}\right\}$$  

(7)

$$NLL_t = -\exp\left\{-\sum_{d=1}^{D}\sum_{t=1}^{N_{d,t}}\sum_{k=1}^{K}\psi_{k,t}\theta_{k,d}\right\}$$  

(8)

Repeat step (a)-(c) until the negative log-likelihood converges or is lower than the predefined threshold $\zeta$.

2. Filtering non-contributing words

(a) Compute the entropy of each visual word $v_m$ across all the topics. The probability of a certain visual word being picked by a given topic is derived from the current estimation of topic-visual word distribution $\phi$, which can be approximated by the normalized counting matrix $M_{k,m}$ (Eq. (9)). Then, words with greater than predefined threshold entropy (the choice of the threshold will be discussed in the next subsection) are removed from the current vocabulary, and $M_{k,m}^{ct}$, $M_{d,c}$ are updated by deducting the count that is associated with the removed visual words.

$$\text{Entropy}(v_m) \approx -\sum_{k=1}^{K} M_{k,m}^{ct} \log(M_{k,m}^{ct})$$

subject to $\sum_{k=1}^{K} M_{k,m}^{ct} = 1, \forall m \in [1, C]$  

(9)
3.3. Threshold for Vocabulary Selection

Intuitively, one can rank the entropy of all the words and set the threshold to the point where there is a sharp change (the cut-off point) in the ranked entropy. However, this may have potential issues if the cut-off point happens to be at the tail of the ranked entropy, which indicates the majority of the words will be removed. Practically speaking, for any general feature selection and clustering problem, it is reasonable to assume that noise cannot dominate over useful data (or a data-driven learning approach may focus on only the noise). Thus we assume that irrelevant words are the minority and accordingly use this to guide the selection of the cut-off point (e.g., it should not remove more than 30% of the words). Further, in our experiments, it was observed that the cut-off point does not change too much from one iteration to another. Therefore, the threshold is determined from the ranked entropy at the first iteration and it will remain the same throughout the inference process.

Another practical issue is, if we keep removing words according to the threshold, the model may get trapped into the situation where only few words left and thus the partition of words (according to topics) may more likely become disjoint, which is not a desired property for topic models. In our implementation, each time the vocabulary selection is employed, we allow the model to learn without vocabulary selection till some local optimum is reached, and then invoke an iteration of vocabulary selection. Furthermore, in additional to the vocabulary selection threshold, we utilize the threshold $\zeta$ to terminate the training if the model has converged. These steps help to avoid having too few words left. Note that the partition of words primarily depends on the predefined hyper-parameter $\alpha$ of Dirichlet distribution. The parameter $\alpha$ controls the the topic distribution (i.e., how words are related to the topics). The smaller $\alpha$ is, the more disjoint the partition of words may be. Therefore, avoiding using an extremely small $\alpha$ plus the above strategies together will alleviate the concern of having too few words with disjointed topic distributions.

3.4. Variants of VSEC-LDA

Model I can be extended to different variants, and we illustrated two here: Model II and Model III, targeting different applications/purposes. Model II shown in blue dash line in Fig. 6 considers the situation when more than one visual modality is available, and is equivalent to the core model if one of the visual modality is removed. The generative process for each visual modality is the same as that in the core model, and the visual modality is independent of each other. For the textual modality, a relevance variable $r$ is introduced to monitor the relevance between the textual modality and two visual modalities.

Model III (in black dash line in Fig. 6) is for a neuroscience application on analyzing the correspondence between neural activities and brain functions. This model uses GC-LDA as the building block, which employs $R = 2$ components for each topic distribution. This allows the model to learn topics where a single cognitive function is associated with spatially-discontiguous patterns of activation. One can refer to [25] for more details. With the vocabulary embedded, the text words associated with one topic are more correlated than GC-LDA.

Due to the page limitation, we will elaborate the two variants in the supplemental material.

4. Evaluation

We evaluate our model using both synthetic and real data. Experiments with synthetic data allow us to explicitly check if the model can identify the ideal vocabulary. With real data, we compare Model I to Corr-LDA with different configurations on Corel-5K and SUN [30] databases; Model II is compared with VELDA, a multi-modalities topic model on Wikipedia POTD database; and Model III is compared with GC-LDA on the Neurosynth database.

4.1. Experiments with synthetic database

We use simulations to test if the proposed method can remove non-contributing words in the vocabulary as well as learn the model. The synthetic database used in the simulations is formed by following the generative process of the
core model mentioned in the previous section. To be specific, the number of topic $K$ is 20, and the relevant textual and visual words have a size of 80 and 800 respectively. The vocabulary size of irrelevant words in the modalities varies from 20-140 and 200-1400, respectively. We generated 8000 documents for each corpus. For each document $d$, we first draw topic proportion $\theta_d$ from Dirichlet distribution, then we draw each relevant visual word from multinomial distribution $\phi$. For textual word, first we derive topic proportion given the corresponding visual word, then relevant textual word is drawn from multinomial distribution $\psi$. After relevant part is generated, irrelevant words are drawn from two uniform distributions corresponding to each modality. At last, we randomly select 90% of the corpus as the training set and the remaining 10% as the testing set. Additionally, we fix the model hyper-parameter to be: $\alpha = 0.2$, $\beta = 0.1$ and $\gamma = 0.1$. We set the parameter for Dirichlet distribution to be relatively small, as the experiment with synthetic data only serves as a proof-of-concept. Thus we expect that each document links to some topics, and each topic only picks part of the relevant words with high probability.

We ran the simulation 50 times for each synthetic database. In each experiment, 20 iterations of inference are conducted to yield an initial estimation for all parameters before applying vocabulary selection. Vocabulary selection is performed when the model reaches a local plateau. The experiment automatically terminates when no more words is filtered out and the likelihood stabilizes.

Fig. 2 shows the number of filtered irrelevant words with fixed and dynamic filtering threshold for one synthetic database. It illustrates that 1) irrelevant words in both visual and textual modalities can be removed by the algorithm and 2) fixed and dynamic thresholds produce similar results. Thus, in the following experiments, we use the fixed threshold to alleviate computational complexity.

We also test the limitation of vocabulary selection by experiments with synthetic databases of various number of irrelevant words. We set the maximum training iteration to be 150 and use the fixed filtering threshold for all experiments for fair comparison. Table 2 shows part of the results given by 50 rounds of experiments for each synthetic database (full results are shown in supplementary material). With the constraint of maximum training iteration, the filtering component starts to see difficulty when irrelevant words become dominant compared to relevant word in the corpus, which is intuitive. Moreover, The trend of average negative log-likelihood, which is used to measure the quality of modeling, also verify the efficiency of our model. The details are presented in the supplementary material.

### 4.2. Experiments with Real databases

Since our model is a multi-modality model, we use Corr-LDA, VELDA, and GC-LDA as baselines, which are all multi-modality models. We first conduct experiments comparing our Model I with Corr-LDA on two real databases with various configurations. Then, we compare the two variants with another two baselines: VELDA and GC-LDA respectively to show the generalization ability of our model.

#### 4.2.1 Real databases and Experimental Settings

We use four widely used benchmarks in this paper and the statistic are detailed in the following:

1. **Corel 5K** contains 4500 and 499 images in the training set and testing set, respectively. Each image is manually annotated with 1 to 5 tags. The word vocabulary contains 260 words. 2. **SUN** is a large scene understanding database. We build a balanced subset by selecting images from four categories with 4,749 images in total, and around 1,000 images in each category. We have 647 words in the textual vocabulary. 3. **Wikipedia POTD** is a set of pictures with descriptions from Wikipedia. We use the database provided by [9], which has 2,274 documents for training and 250 for testing. There are 1,000 and 997 words for two visual modalities respectively. The textual modality has 3224 words. 4. **Neurosynth** is a publicly available database consisting of data automatically extracted from a large collection of functional magnetic resonance imaging (fMRI) publications. The database employed here has 11,362 total publications, which has on average 35 peak activation tokens (viewed as a visual modality), and 46 word tokens

| Database     | Corel 5K | SUN | Wikipedia POTD | Neurosynth |
|--------------|----------|-----|----------------|------------|
| Size (words) | 260      | 647 | 3224           | 46         |
(viewed as a textual modality) after preprocessing.

We follow [11, 29] to restrict visual vocabulary to SIFT descriptors. We build three visual vocabularies of size 1,200, 1,500 and 1,700 for Corel-5K and 1,000, 1,500 and 2,000 for SUN, respectively. We use the Wikipedia POTD and Neurosynth database provided by the author without further preprocessing. For fair comparison, we fix the hyper-parameters to typical settings: \( \alpha = 1, \beta = 0.1 \) and \( \gamma = 0.1 \) and tune the number of topics \( K \) for Model I and Corr-LDA. We test both methods with different settings: 1) filtering both modalities/ one modality, 2) doing/not doing re-estimation of hyper-parameters. In the comparison experiments with VELDA and GC-LDA, we simply following their settings for fairness.

4.2.2 Results and Analysis

The textual vocabulary is built with tags/objects, which are typically from a pre-processing step for Corel-5K and SUN databases. Hence we keep them all to avoid over-filtering. Therefore, in the following experimental analysis, if not specified otherwise, only the visual modality gets filtered.

Test set likelihood. It is used for evaluating the generalization performance of a topic model. If a model fit the data better, it should assign a higher likelihood to the test set. We compute the per-image average negative log-likelihood of the test set with various hidden topic number \( K \) to check 1) the capability of our model to fit the data and 2) the robustness of our model to various \( K \).

Fig. 3 illustrates the results conducted on Corel-5K. As expected, VSEC-LDA provides a better fit than Corr-LDA on the test data regardless of the initial vocabulary size. Also, the larger the vocabulary size is, the larger the negative log likelihood is for Corr-LDA. This implies that a dense vocabulary is beneficial for learning the model. On the other hand, our approach achieves similar optimal likelihood across different settings of the initial size, and it is lower than that of Corr-LDA. This phenomenon implies our method can achieve a reasonable vocabulary size robustly. For Corel 5K, when the visual vocabulary size is 1200, the optimal average negative log-likelihood given by both method are similar. However, Corr-LDA fails to fit the data well for the other two vocabulary size settings. In this sense, 1200 is the optimal visual vocabulary size for Corel-5K.

Image annotation performance. After a model is trained, given an image without its captions, one can use the model to compute a distribution over textual word conditioned on the visual word, given by \( p(w|v) \). This distribution reflects a prediction of the missing tag for the image.

We show some examples of image annotation in the supplementary material. But if a predicted caption is accurate may be subjective, we employ “perplexity” as an objective measure. Perplexity is introduced from conventional language modeling to evaluate the uncertainty of the predicted captions. It is equivalent algebraically to the inverse of of the geometric mean per-word likelihood. Similar to negative log likelihood measurement, a lower perplexity score indicates a better predictive performance.

\[
\text{perplexity} = \exp\left(-\frac{\sum_{d=1}^{D} \sum_{n=1}^{M_d} \log p(w_n|v_d)}{\sum_{d=1}^{M_d}} \right)
\] (11)

Fig. 4 shows the predictive perplexity of Corel-5K (similar trend for SUN) with various topics \( k \), where we notice that our model always achieves a lower value than Corr-LDA. It is worth mentioning that, with the initial visual vocabulary size increasing (from left to right in Fig. 4), both methods gradually reach lower perplexity value, and the difference between the methods decreases. This is because when the number of topics \( k \) increases, words close to each other (in terms of having similar probability given the topic-word distribution under the same topic) will have a higher chance of being assigned to different topics.

Text-based image retrieval. If a model is learned well, the relationship between visual and textual words should be tight, meaning given one modality, it can refer to the other modality. Thus, we consider text-based image retrieval task: Given the textual word of an image, attempt to retrieve its accompanying image from the image set. To be specific, given a textual query \( Q = 1, 2, \ldots, q \), we compute a relevance score for image \( i \) by the following formula:

\[
score_i = p(T|\theta_i) = \prod_{q=1}^{Q} p(q|\theta_i) = \prod_{q=1}^{Q} \left( \sum_{k=1}^{K} \theta_{i,k} \right)
\] (12)

where \( p(q|\theta_i) \) is the probability of the \( q \)-th query word under the distribution \( p(q|C)p(C|\theta) \). Having the score of each image at hand, we return a list of images ranked in descending order by conditional likelihood. Since we know the corresponding image for each textual query list, the position of the ground-truth image in the ranked list is considered as a measurement: An image is correctly retrieved if it appears in the top \( t \) percent of the image test set, and the error rate is computed by Eq. (13).

\[
err\_rate(e) = 1 - \frac{\sum_{i=1}^{D} \left( \frac{\text{rank}_i}{D} < e \right)}{D}, e \in [0, 1]
\] (13)

where \( \text{rank}_i \) is the rank of the retrieved image \( i \) in the ranking list. Here we only present the results of Model II and VELDA on Wikipedia POTD as an example to show both the performance improvement and demonstrate the generalization ability of our model. More experiment results and analysis of Model I and Corr-LDA with various configurations can be found in the supplemental material. Since the vocabulary size of all the three modalities
Figure 3. The average held-out likelihood on Corel-5K along with different number of topics \( k \) of Corr-LDA and VSEC-LDA. From left to right, the visual vocabulary size range from 1200 to 1700, while the textual vocabulary size is fixed at 260. The average held-out likelihood of both methods increases along with the growing vocabulary. For our method, we achieve similar optimal likelihood values with visual vocabulary of different initial size.

Figure 4. Predictive perplexity on Corel-5K along with different number of topics \( k \) of Corr-LDA and VSEC-LDA. From left to right, the visual vocabulary size ranges from 1200 to 1700. The number of topics \( k \) ranges from 30 to 120. For most cases, both methods achieve their own optimal solution when the number of topics \( k \) is around 50.

Figure 5. Retrieval error rate by the percentage of POTD database.

is around or more than 1000, we consider removing irrelevant words from all modalities. Results of the error rate of POTD are shown in Fig. 5. The figure depicts the retrieval errors averaged over all testing queries. A better performance is equivalent to lower error rate. Curves are closer to the bottom left corner. From the curve, it is obvious that our method achieve a much lower error rate than that of VELDA approach. We also compute the recall on the top 10\% level. Model II gets 59.2\% (148/250) of images correctly retrieved in the top 10\% level. Model II improves retrieval performance by 14.8\% or 5.6\% if compared with the results reported in the original paper.

Table 3. Examples of top-10 textual words retrieved by one topic.

| Topic 28 | VSEC-LDA                                                                 | GC-LDA                                                                 |
|---------|---------------------------------------------------------------------------|------------------------------------------------------------------------|
|         | sentences, grammatical, sentence attended, touch, sounds, listening        | sentences, sentence, comprehension, listened, vision                    |
|         | sentence_comprehension, listened, vision                                   |                                                                        |
|         | VSEC-LDA                                                                 | GC-LDA                                                                 |
|         | attended, touch, sounds, listening                                       | sentences, sentence, comprehension                                      |
|         |                                                                   | input, slowly                                                          |
|         |                                                                   | modality, touch, listening, melody                                      |

Table 3. Examples of top-10 textual words retrieved by one topic. (More examples in Supplemental Materials.)

5. Conclusion

We proposed VSEC-LDA, a new topic model with integrated vocabulary selection. Existing topic models generally require a data pre-processing step before learning the models. This step is typically independent of the model learning step and thus does not necessarily support finding an optimal topic model for a given problem. The proposed approach uses entropy-based metrics to account for the relevant importance of the words to the model and dynamically determine the relevant words while learning the model. Experiments with synthetic databases show that the proposed model can select the relevant words effectively. Real-data-
based experiments also demonstrate improved performance of the proposed model in different applications.

References

[1] Amr Ahmed and Eric P Xing. Staying informed: supervised and semi-supervised multi-view topical analysis of ideological perspective. In Proceedings of the 2010 Conference on Empirical Methods in Natural Language Processing, pages 1140–1150. Association for Computational Linguistics, 2010.

[2] David Andrzejewski, Xiaojin Zhu, and Mark Craven. Incorporating domain knowledge into topic modeling via dirichlet forest priors. In Proceedings of the 26th annual international conference on machine learning, pages 25–32. ACM, 2009.

[3] David M Blei, Thomas L Griffiths, and Michael I Jordan. The nested chinese restaurant process and bayesian nonparametric inference of topic hierarchies. Journal of the ACM (JACM), 57(2):7, 2010.

[4] David M Blei and Michael I Jordan. Modeling annotated data. In Proceedings of the 26th annual international ACM SIGIR conference on Research and development in information retrieval, pages 127–134. ACM, 2003.

[5] David M Blei, John D Lafferty, et al. A correlated topic model of science. The Annals of Applied Statistics, 1(1):17–35, 2007.

[6] David M Blei, Andrew Y Ng, and Michael I Jordan. Latent dirichlet allocation. Journal of machine Learning research, 3(Jan):993–1022, 2003.

[7] Wray Buntine and Aleks Jakulin. Applying discrete pca in data analysis. In Proceedings of the 20th conference on Uncertainty in artificial intelligence, pages 59–66. AUAI Press, 2004.

[8] Changyou Chen, Wray Buntine, Nan Ding, Lexing Xie, and Lan Du. Differential topic models. IEEE Transactions on Pattern Analysis & Machine Intelligence, 36(1):1–15, 2014.

[9] Tao Chen, Hany M SalahEldeen, Xiangnan He, Min-Yen Kan, and Dongyuan Lu. Velda: Relating an image tweet’s text and images. In SIGIR conference on Research and development in information retrieval, pages 111–120. ACM, 2015.

[10] Thomas L Griffiths and Mark Steyvers. Finding scientific topics. Proceedings of the National academy of Sciences, 101(suppl 1):5228–5235, 2004.

[11] Thomas Hofmann. Probabilistic latent semantic analysis. In Proceedings of the Fifteenth conference on Uncertainty in artificial intelligence, pages 289–296. Morgan Kaufmann Publishers Inc., 1999.

[12] Yangqing Jia, Mathieu Salzmann, and Trevor Darrell. Learning cross-modality similarity for multimodal data. In Computer Vision (ICCV), 2011 IEEE International Conference on, pages 2407–2414. IEEE, 2011.

[13] David G Lowe. Distinctive image features from scale-invariant keypoints. International journal of computer vision, 60(2):91–110, 2004.

[14] Thomas Minka and John Lafferty. Expectation-propagation for the generative aspect model. In Proceedings of the Eighteenth conference on Uncertainty in artificial intelligence, pages 352–359. Morgan Kaufmann Publishers Inc., 2002.

[15] Thomas P Minka. Expectation propagation for approximate bayesian inference. In Proceedings of the Seventeenth conference on Uncertainty in artificial intelligence, pages 362–369. Morgan Kaufmann Publishers Inc., 2001.

[16] John Paisley, Chong Wang, David M Blei, et al. The discrete infinite logistic normal distribution. Bayesian Analysis, 7(4):997–1034, 2012.

[17] Christos H Papadimitriou, Prabhakar Raghavan, Hisao Tamaki, and Santosh Vempala. Latent semantic indexing: A probabilistic analysis. Journal of Computer and System Sciences, 61(2):217–235, 2000.

[18] Michael Paul and Roxana Girju. Cross-cultural analysis of blogs and forums with mixed-collection topic models. In Proceedings of the 2009 Conference on Empirical Methods in Natural Language Processing: Volume 3-Volume 3, pages 1408–1417. Association for Computational Linguistics, 2009.

[19] James Petterson, Wray Buntine, Shravan M Narayanamurthy, Tibério S Caetano, and Alex J Smola. Word features for latent dirichlet allocation. In Advances in Neural Information Processing Systems, pages 1921–1929, 2010.

[20] Jonathan Pritchard, Matthew Stephens, and Peter Donnelly. Inference of population structure using multilocus genotype data. Genetics, 155(2):945–959, 2000.

[21] Duangmanee Putthividhya, Hagai T Attias, and Srikantan S Nagarajan. Topical regression multi-modal latent dirichlet allocation for image annotation. 2010.

[22] Duangmanee Putthividhya, Hagai Thomas Attias, and Srikantan S Nagarajan. Supervised topic model for automatic image annotation. In Acoustics Speech and Signal Processing (ICASSP), 2010 IEEE International Conference on, pages 1894–1897. IEEE, 2010.

[23] Timothy Rubin, Oluwasanmi O Koyejo, Michael N Jones, and Tal Yarkoni. Generalized correspondence-lda models (gc-lda) for identifying functional regions in the brain. In Advances in Neural Information Processing Systems, pages 1118–1126, 2016.

[24] M Selvi, K Thangaramya, MS Saranya, K Kulothungan, S Ganapathy, and A Kannan. Classification of medical dataset along with topic modeling using lda. In Nanoelectronics, Circuits and Communication Systems, pages 1–11. Springer, 2019.

[25] Ivan Titov and Ryan McDonald. Modeling online reviews with multi-grain topic models. In Proceedings of the 13th international conference on World Wide Web, pages 111–120. ACM, 2008.
Advances in neural information processing systems, pages 1982–1989, 2009.

Xiaogang Wang and Eric Grimson. Spatial latent dirichlet allocation. In Advances in neural information processing systems, pages 1577–1584, 2008.

Jianxiong Xiao, James Hays, Krista A Ehinger, Aude Oliva, and Antonio Torralba. Sun database: Large-scale scene recognition from abbey to zoo. In 2010 IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pages 3485–3492. IEEE, 2010.

Tal Yarkoni, Russell A Poldrack, Thomas E Nichols, David C Van Essen, and Tor D Wager. Large-scale automated synthesis of human functional neuroimaging data. Nature methods, 8(8):665, 2011.

Supplementary material

6. Generative process for the other two variants of VSEC-LDA

For completeness, we present the generative process for the other two variants here. Only the steps that are different from Model I are shown here for brevity. The Model II, which has 3 modalities in total, the generative process for each visual word in both visual modalities is the same as Model I. Note the two visual modalities are independent of each other. The generative process for each textual word is summarized as following:

1. Sample a relevance distribution \( \lambda \) from \( \text{Dir}(\eta) \)

2. For each relevant textual word \( w_n, n \in \{1, ..., N \} \)
   
   (a) Sample relevance type \( r_m \) from \( \text{Mult}(\lambda_w) \)
   
   (b) If \( r_m = 0 \), sample topic indicator variable \( y_n \) from \( \text{Multinomial}( m^0_{m_d}, ..., m^0_{m_d}, ..., m^0_{m_d}) \), where \( m^0_{m_d} \) represents the number of times that \( k \)-th topic from the first visual modality appear in current document \( d \).
   
   (c) If \( r_m = 1 \), repeat previous step, but consider the topic from the second visual modality.
   
   (d) Sample the textual word \( w_n \) from \( \text{Multinomial}( \psi_{y_n}) \).

3. For each irrelevant textual word \( w_{in}, in \in \{1, ..., IN_d \} \)
   
   (a) Sample the textual word \( w_{in} \) from \( \text{Uniform}(1, ..., IN_d) \).

Model III presented in our paper has a subregion-topic distribution with \( R \) components. So for each visual word, it first draws a subregion indicator from multinomial distribution, then samples the visual word from corresponding topic distribution. The more clear illustration of the model is shown in Fig. 6.

7. More experiment results

In this section, we will further demonstrate the improved performance of our model compared with baselines by more experiment results with both synthetic database and real database.

7.1. Experiments with synthetic database

The full results of testing the limitation of vocabulary selection is shown in Table 5. The maximum training iteration is 150 and fixed filtering threshold is applied for all experiments regarding fair comparison. With the constraint of maximum training iteration, the filtering component starts to see difficulty when irrelevant words become dominant compared to relevant word in the corpus, which is intuitive.

Moreover, Figure 8 illustrates the trend of average negative log-likelihood, which is used for measuring the quality of modeling (the lower the value is, the better the quality is), along with the inference iterations on one training set. The black curve represents the Corr-LDA performs on corpus of both relevant and irrelevant words, while the blue curve represents VSEC-LDA (without re-estimation step) performs on the same corpus. It is obvious that our method gave better results than Corr-LDA. Moreover, if we conduct re-estimation step, VSEC-LDA (green curve) performs even better than Corr-LDA (red curve) on corpus without irrelevant words. We also tried to randomly select words from the given corpus to form a new corpus, and applied Corr-LDA to the new corpus. The result (pink curve) shows it achieves better fitting than Corr-LDA with original corpus, but by simply randomly selecting words, it cannot get optimal result.

7.2. Experiment with real database

We show some examples of image annotation from SUN in Table 4. Both Corr-LDA and our model can capture the majority objects (captions) in the given image. But the retrieved textual words are more correlated given by our model.

We also conduct experiment to test the text-based image retrieval performance of Model I and Corr-LDA on SUN. We consider filtering words on both modalities or only visual modality for SUN, of which textual vocabulary size is 695. Results of the error rate of SUN are shown in Fig. (7). Each figure depicts the retrieval errors averaged over all testing queries. For all figures, better performance is equivalent to lower error rate. Curves are closer to the bottom left corner. In general, our method with re-estimation step (red and blue curve) performs the best, followed by the baseline (black curve). Our method without re-estimation step (red curve) performs slightly worse than the baseline. This phenomenon demonstrates performing filter and model parameter estimation simultaneously sometimes leads to a
Figure 6. The generative model in VSEC-LDA. The area within the red dash line is Model I (the basic model). The area within the blue dash line represents Model II, which deals with multiply modalities. The area within the black dash line is Model III, targeting neuro-image analysis.

| Groudtruth: | Groudtruth: | Groudtruth: |
|-------------|-------------|-------------|
| house building mountain | sky mountain ground | trees grass bottles bag |
| pole vineyard window trees | grass river water tree | tree truck tent bicycle |
| VSEC-LDA: | VSEC-LDA: | VSEC-LDA: |
| house tree mountain grass window | sky cloud mountains grass water | bicycle grass tent |
| Corr-LDA: | Corr-LDA: | Corr-LDA: |
| building trees window | sky mountain trees | tree tent bicycle |

Table 4. Example images from the test set of SUN and their automatic annotations under different models.

Sub-optimal parameter estimation for the model. Therefore, re-estimating the model parameter with filtering component turned off is an intuitive way to achieve optimal estimation. It is worth mentioning that, with filtering component performing on both the modalities or one of them, our method performed differently, and the best performance achieved when the filtering component only conducted the visual modality. This is not surprising since the words we used to build our vocabulary are not the raw tags/objects, and have been pre-processed. Moreover, we found regardless the difference initial conditions, we got similar relevant textual words when the model converged, only around 30 words being filtered. Thus if excessive filtering is applied, the performance will depreciate.

Table 6 shows the top 10 words according to the topic distributions learned by Model III and GC-LDA respectively for sample topics (topic28 and topic 57). Here there is no groundtruth for direct evaluation as before, and thus we rely on examining how relevant the words are. By looking at how the textual words are related to each topic, we may identify the function of the activated area in the brain.
Figure 7. Retrieval error rate by the percentage of the ranked list considered.

| # of irrelevant words | 40/400 | 60/600 | 80/800 | 100/1000 | 120/1200 | 140/1400 |
|-----------------------|--------|--------|--------|----------|----------|----------|
| # of filtered textual words | 40 ± 2 | 59 ± 2 | 72 ± 5 | 86 ± 7 | 105 ± 7 | 121 ± 7 |
| # of filtered visual words | 392 ± 9 | 587 ± 11 | 775 ± 8 | 966 ± 15 | 1089 ± 12 | 1121 ± 15 |

Table 5. Mean and standard deviation of number of irrelevant words being filtered via 50 rounds experiments. When the number of irrelevant words is greater than 1.5 times of relevant words, it is challenging for the filtering component to do its job within limited iterations.

Figure 8. The trend of average negative log likelihood versus with the inference iterations. The corpus is of 80/800 relevant words and 100/1000 irrelevant words. The black curve represents the Corr-LDA performance; the blue curve represents the VSEC-LDA(without re-estimation step);the pink curve represents Corr-LDA conducts on a subset of the original corpus with randomly selected words; the red curve represents Corr-LDA with only the relevant word and the blue one shows VSEC-LDA with re-estimation step.

| topic | VSEC-LDA | GC-LDA |
|-------|----------|--------|
| topic28 | sentences, grammatical, sentence attended, touch, sounds, listening sentence, comprehension, listened, vision | sentences, sentence, comprehension, semantic, input, slowly modality, touch, listening, melody |
| topic57 | movement, finger, timing, imitation motor_control, preparation, adjustment response, selection, tapping, executed | motor, movement, finger sensory, sensorimotor, visual imitation, visually, eight, motor_control |

Table 6. Examples of top-10 textual words retrieved by two topics, respectively.

Similar to topic 28, in topic 57, the topic-word distribution learned by GC-LDA produce word ‘eight’, which is not related to any of other words.

topic28 by VSEC-LDA and GC-LDA respectively. It is obvious the words given by our model are all related to sentence understanding, while GC-LDA gives words like ‘slowly’ and ‘input’, which are not related to the given