THE LEAST PRIME IDEAL IN A GIVEN IDEAL CLASS

NASER T. SARDARI

Abstract. Let $K$ be a number field with the discriminant $D_K$ and the class number $h_K$, which has bounded degree over $\mathbb{Q}$. By assuming GRH, we prove that every ideal class of $K$ contains a prime ideal with norm less than $h_K^2 \log(D_K)^2$ and also all but $o(h_K)$ of them have a prime ideal with norm less than $h_K \log(D_K)^{2+\epsilon}$. For imaginary quadratic fields $K = \mathbb{Q}(\sqrt{-D})$, by assuming Conjecture 1.2 (a weak version of the pair correlation conjecture), we improve our bounds by removing a factor of $\log(D)$ from our bounds and show that these bounds are optimal.
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1. Introduction

1.1. Motivation. One application of our main result addresses the optimal upper bound on the least prime number represented by a binary quadratic form up to a power of the logarithm of its discriminant. Giving sharp upper bound of this form on the least prime or the least integer representable by a sum of two squares is crucial in the analysis of the complexity of some algorithms in quantum compiling. In particular, Ross and Selinger’s algorithm for the optimal navigation of $z$-axis rotations in $SU(2)$ by quantum gates [RS14] and its $p$-adic analogue for finding the shortest path between two diagonal vertices of LPS Ramanujan graphs [Sar17]. In [Sar17], we proved that these heuristic algorithms run in polynomial time under a Cramér type conjecture on the distribution of the inverse image of the integers representable as a sum of two squares by a binary quadratic form; see [Sar17 Conjecture 1.4]. In this paper, we fix the fundamental discriminant $D < 0$, and prove that by assuming the generalized Riemann hypothesis a form of this Cramér type...
conjecture holds for all but $o(h(D))$ of binary quadratic forms with discriminant $D$ where $h(D)$ is the class number of $\mathbb{Q}(\sqrt{D})$. As a result, we prove that under GRH the above proposed algorithms give a probabilistic polynomial time algorithm for navigating $SU(2)$ and $PSL_2(\mathbb{Z}/q\mathbb{Z})$. We give a version of our main theorem for the imaginary quadratic fields $\mathbb{Q}(\sqrt{D})$ in what follows. Let $H_D$ be the equivalence class of the binary quadratic forms with discriminant $D$ and $\tilde{H}_D$ denote the family of the unramified Hecke character associated to the ideal class group of $\mathbb{Q}(\sqrt{D})$. Let $R(D, X)$ denote the number of the classes of the binary quadratic forms of discriminant $D$ that does not represent any prime number $p$ where $1 < p < X$.

**Theorem 1.1.** Let $X > D^\alpha$ for some $\alpha > 0$. Assume GRH holds for $L(s, \chi)$ where $\chi \in \tilde{H}_D$ then

$$R(D, X) \ll \frac{h(D)^2 \log(|D|)^2}{X}. $$

Moreover, by assuming Conjecture 1.2 we have

$$R(D, X) \ll \frac{h(D)^2 \log(|D|)}{X}. $$

The following conjecture is a weak version of the pair correlation conjecture for the family of the Hilbert characters associated to $\mathbb{Q}(\sqrt{D})$.

**Conjecture 1.2.** Let $\tilde{w}$ be a fixed smooth weight function where support $\tilde{w} \subset [1, 2]$ and $\hat{w}(s) := \int_0^\infty x^{s-1} w(x) \frac{dx}{x}$ be its Mellin transform. Assume GRH holds for $L(s, \chi)$ where $\chi \in \tilde{H}(D)$ and $T > D^\alpha$ for some $\alpha > 0$, then

$$\frac{1}{h(D)} \sum_{\chi \in H(D)} \sum_{\gamma \in \gamma_D} T^{i(\gamma - \gamma')} \hat{w}(1/2 + i\gamma) \hat{w}(1/2 + i\gamma') \ll \log(D),$$

where $1/2 + i\gamma$ and $1/2 + i\gamma'$ are zeros of $L(s, \chi)$. Moreover, $\ll$ is independent of $\alpha$ and $D$ and only depends on $w$.

**Remark 1.3.** We expect the main term of (1.1) comes from the diagonal terms $\gamma_D = \gamma_D'$. This is of order $\log(D)$ that is the number of the low lying zeros of $L(s, \chi)$ in a bounded interval.

For $A \in H_D$, let $p_A$ be the smallest prime number representable by the class $A$.

**Corollary 1.4.** Assume GRH holds for $L(s, \chi)$ where $\chi \in \tilde{H}_D$ then for every $A \in H_D$ we have

$$|p_A| \ll h(D)^2 \log(|D|)^2,$$

and also for all $A \in H_D$ but $o(h(D))$ of them, we have

$$|p_A| \ll h(D) \log(|D|)^{2+\epsilon},$$

Moreover by assuming Conjecture 1.2 we have $|p_A| \ll h(D)^2 \log(|D|)$ and $|p_A| \ll h(D) \log(|D|)^{1+\epsilon}$ for every and all but $o(h(D))$ of $A \in H_D$. Moreover, these bounds are optimal.

**Remark 1.5.** Littlewood [Litt28] proved that under GRH

$$L(1, \chi_D) \ll \log\log(D).$$
Hence by the class number formula, under GRH and Conjecture 1.2, almost all quadratic forms represent a prime number smaller than
\[
\sqrt{|D|} \log(|D|) \log \log(|D|) f(D),
\]
where \( f(D) \) is any increasing function where \( f(D) \to \infty \) as \( D \to \infty \).

Recently, Thorner and Zaman established [TZ17, Theorem 1.2] the analogue of the Linnik’s Theorem for the binary quadratic forms of fixed discriminant. They proved that every positive definite binary quadratic form of discriminant \( D \) represents a prime number \( p \ll D^{694} \) without any assumptions. Next, we show that our bounds are optimal and compatible with the random model for the prime numbers known as Cramér’s model.

**Proposition 1.6.** Assume that a positive proportion of the binary quadratic forms of discriminant \( D < 0 \), represent a prime number less than \( X \) then
\[
h(D) \log D \ll X.
\]

**Proof.** Let \( r(n, D) \) denote the sum of the representation of \( n \) by all the classes of binary quadratic forms of discriminant \( D \)
\[
r(n, D) = \sum_{Q \in H_D} r(n, Q).
\]

By the classical formula due to Dirichlet we have
\[
r(n, D) = w_D \sum_{d|n} \chi_D(d),
\]
where,
\[
w_D = \begin{cases} 
6 & \text{if } D = -3 \\
4 & \text{if } D = -4 \\
2 & \text{if } D < -4.
\end{cases}
\]

This means that the multiplicity of representing a prime number \( p \) by all the binary quadratic forms of a fixed negative discriminant \( D < -4 \) is bounded by 4
\[
r(p, D) \leq 4. \tag{1.2}
\]
Assume that a positive proportion of binary quadratic forms represent a prime number smaller than \( X \). Let \( N(X, D) \) denote the number of pairs \((p, Q)\) such that \( p \) is a number less than \( X \) and \( Q \in H_D \) is a representative of a binary quadratic form of discriminant \( D \). We proceed by giving a double counting formula for \( N(X, D) \).

By our assumption a positive proportion of binary quadratic forms of discriminant \( D < -4 \) represent a prime number less than \( X \), then
\[
h(D) \ll N(X, D). \tag{1.3}
\]
On the other hand,
\[
N(X, D) = \sum_{p < X} r(p, D).
\]

By inequality (1.2),
\[
N(X, D) \leq 4\pi(X).
\]
By the above inequality and inequality (1.3), we obtain
\[
h(D) \ll \pi(X).
\]
By Siegel’s lower bound $D^{1/2-\varepsilon} \ll h(D)$, the above inequality is equivalent to

$$h(D) \log(D) \ll X.$$  

This completes the proof of our proposition.  

We cite the following formulation of the Cramér model from [Sou07].

**Cramér’s model 1.7.** The primes behave like independent random variables $X(n)$ ($n \geq 3$) with $X(n) = 1$ (the number $n$ is ‘prime’) with probability $1/\log n$, and $X(n) = 0$ (the number $n$ is ‘composite’) with probability $1 - 1/\log n$.

Note that each class of the integral binary quadratic forms is associated to a Heegner point in $SL_2(\mathbb{Z})\backslash \mathbb{H}$. By the equidistribution of Heegner points in $SL_2(\mathbb{Z})\backslash \mathbb{H}$, it follows that almost all classes of the integral quadratic forms has a representative $Q(x,y) := Ax^2 + Bxy + Cy^2$ such that the coefficients of $Q(x,y)$ are bounded by any function growing faster than $\sqrt{D}$:

$$\max(\vert A \vert, \vert B \vert, \vert C \vert) < \sqrt{D}\psi(D),$$

for any function $\psi(D)$ defined on integers such that $\psi(D) \to \infty$ as $D \to \infty$. We show this claim in what follows. We consider the set of representative of the Heegner points inside the Gauss fundamental domain of $SL_2(\mathbb{Z})\backslash \mathbb{H}$ and denote them by $z_\alpha$ for $\alpha \in H(D)$. They are associated to the roots of a representative of a binary quadratic form in the ideal class group. By the equidistribution of Heegner points in $SL_2(\mathbb{Z})\backslash \mathbb{H}$ and the fact that the volume of the Gauss fundamental domain decay with rate $y^{-1}$ near the cusp, it follows that for almost all $\alpha \in H(D)$ if $z_\alpha = a + ib$ is the Heegner point inside the Gauss fundamental domain associated to $\alpha$ then

$$|a| \leq 1/2,$$

$$\sqrt{3}/2 \leq b \leq \psi(D),$$

where $\psi(D)$ is any function such that $\psi(D) \to \infty$ as $D \to \infty$. Let $Q_\alpha(x,y) := Ax^2 + Bxy + Cy^2$ be the quadratic forms associated to $\alpha \in H(D)$ that has $z_\alpha$ as its root. Then

$$z_\alpha = \frac{-B \pm i\sqrt{D}}{2A},$$

where $a = \frac{-B}{2A}$ and $b = \frac{\sqrt{D}}{2A}$. By inequality (1.4), we have

$$|B| \leq |A|,$$

$$\frac{\sqrt{D}}{2\psi(D)} \leq A < \sqrt{D},$$

By the above inequalities and $D = B^2 - 4AC$, it follows that

$$\max(\vert A \vert, \vert B \vert, \vert C \vert) < \sqrt{D}\psi(D).$$

This concludes our claim. Next, we give a heuristic upper bound on the size of the smallest prime number represented by a binary quadratic forms of discriminant $D$ that satisfies (1.6). Since $D$ is square-free, there is no local restriction for representing prime numbers. So, by the Cramér’s model and consideration of the Hardy-Littlewood local measures, we expect that for a positive proportion of the
classes of the binary quadratic forms \( Q \) there exists an integral point \((a, b) \in \mathbb{Z}^2\) such that \(\| (a, b) \|^2 < L(1, \chi_D) \log(D)\) and \(Q(a, b)\) is a prime number. We have

\[
Q(a, b) = Aa^2 + Bab + Cb^2 \leq \max(|A|, |B|, |C|) \| (a, b) \|^2 \ll \sqrt{D} L(1, \chi_D) \psi(D) \log(D).
\]

We may take \(\psi(D)\) to be any constant in the above estimate. Therefore, we expect that almost all quadratic forms of discriminant \(D\) represent a prime number less than \(h(D) \log(D)^{1+\varepsilon}\). In \([\text{Sar18}]\), we proved unconditionally that a positive proportion of the binary quadratic forms of discriminant \(D < 0\) represent a prime number smaller than any fixed scalar multiple of the optimal size \(h(D) \log(D)\), where \(h(D)\) is the class number of \(\mathbb{Q}(\sqrt{-D})\). By a similar analysis, we expect that almost all ideal class of the a bounded degree number field \(K\) with discriminant \(D_K\) contain a prime number less than \(h_K \log(D_K)^{1+\varepsilon}\).

1.2. Repulsion of the prime ideals near the cusp. As we noted above, based on the Cramér’s model we expect that the split prime numbers randomly distributed among the ideal classes of \(\mathbb{Q}(\sqrt{D})\). By comparing with the coupon collector’s problem, we may expect that every ideal class contain a prime ideal of size \(h(D)D^\varepsilon\). Note that Cramér conjecture states that every short interval of size \(\log(X)^{2+\varepsilon}\) contains a prime number. By Linnik’s conjecture, every congruence class modulo \(q\) contains a prime number less than \(q^{1+\varepsilon}\). This shows that small prime numbers covers all the short interval and congruence classes. However, small primes of size \(h(D)D^\varepsilon\) are not covering all the classes of binary quadratic forms. For example, the least prime number represented by \(Q(x, y) = Dx^2 + y^2\) is bigger than \(D\) compared to \(\sqrt{D} \log(D)^{2+\varepsilon}\) that is the upper bound for almost all binary quadratic forms under GRH. This feature is different from the analogues conjectures for the size of the least prime number in a given congruence classes modulo an integer (Linnik’s conjecture) and the distribution of prime numbers in short intervals (Cramér’s conjecture). We call this new feature the repulsion of small primes by the cusp. In fact, the binary quadratic forms with the associated Heegner point near the cusp repels prime numbers. This can be seen in equation (1.7), where \(\max(|A|, |B|, |C|)\) could be as large as \(D\) near the cusp whereas for a typical binary quadratic form it is bounded by \(D^{1/2+\varepsilon}\). This shows that both bounds for the almost all and every class of binary quadratic forms in Corollary 1.4 are sharp.

Finally, by the one to one correspondence between the classes of the binary quadratic forms with discriminant \(D\) and the ideal classes of \(\mathbb{Q}(\sqrt{D})\), we prove a Minkowski’s bound on the least prime ideal in a given ideal class of \(\mathbb{Q}(\sqrt{D})\). More precisely, let \(D < 0\) be square-free and \(D \equiv 1 \mod 4\). Let \(H(D)\) denote the ideal class group of \(\mathbb{Q}(\sqrt{D})\) and \(N_{\mathbb{Q}(\sqrt{D})}(x + y\sqrt{D}) = x^2 - Dy^2\) be the norm of the imaginary quadratic field \(\mathbb{Q}(\sqrt{D})\). Given an integral ideal \(I \subset \mathcal{O}_{\mathbb{Q}(\sqrt{D})}\), let \(q_I(x, y)\) be the following class of the integral binary quadratic form defined up to the action of \(SL_2(\mathbb{Z})\)

\[
q_I(x, y) := \frac{N_{\mathbb{Q}(\sqrt{D})}(xa + y\beta)}{N_{\mathbb{Q}(\sqrt{D})}(I)} \in \mathbb{Z},
\]

where \(x, y \in \mathbb{Z}\), and \(I \cong (\alpha, \beta)\mathbb{Z}\) identifies the integral ideal \(I\) with \(\mathbb{Z}^2\). It follows that \(q_I\) only depends on the ideal class \([I] \in H(D)\). This gives an isomorphism between
H(D) and HD (the class of binary quadratic forms of discriminant D). In fact in our main theorem, we prove this type of generalized Minkowski’s bounds for every number fields. More precisely, let K be a number field with the discriminant DK and the class number hK, which has bounded degree over Q. Let HK be the ideal class group of K and HDK be the character group of the ideal class group HK that is also identified with the maximal unramified characters (Hilbert characters) of the number field K; see [Hec20]. Minkowski proved that every A ∈ HK contains an integral ideal of norm \(|D_K|^{1/2}\) where the implicit constant in O only depends on the degree of K over Q. Let R(K, T) denote the number of A ∈ HK that does not contain a prime ideal p where 1 < N_K(p) < T. We prove the following generalization of the Minkowski’s bound for any number field K with bounded degree over Q.

**Theorem 1.8.** Let K be as above. Assume GRH holds for L(s, χ) where χ ∈ \(\hat{H}_K\) then

\[ R(K, T) \ll \frac{h_K^2 \log(|D_K|)^2}{T}. \]

For A ∈ HK, let pA be the smallest prime ideal inside the class A. The following is an immediate corollary of Theorem 1.8.

**Corollary 1.9.** Assume GRH holds for L(s, χ) where χ ∈ \(\hat{H}_K\) then for every A ∈ HK we have

\[ |p_A| \ll h_K^2 \log(|D_K|)^2, \]

and also for all A ∈ HK but o(hK) of them, we have

\[ |p_A| \ll h_K \log(|D_K|)^{2+\epsilon}. \]

**Proof.** By choosing \(T \gg h_K^2 \log(D_K)^2\) in Theorem 1.8, we deduce that \(R(K, T) = 0\). This shows that for every A ∈ HK we have \(|p_A| \ll h_K^2 \log(|D_K|)^2\). For the next inequality, let \(X = h_K \log(|D_K|)^{2+\epsilon}\) and apply Theorem 1.8 to obtain

\[ R(K, X) \ll \frac{h_K^2 \log(|D_K|)^2}{X} \leq \frac{h_K}{\log(|D_K|)^\epsilon} = o(h_K), \]

which concludes Corollary 1.9. \(\blacksquare\)

1.3. **Method and Statement of results.** Our strategy of the proof is based on Selberg’s method [Sel43] for investigating the distribution of primes in short intervals. By Cramér’s conjecture, every short interval of size \(\log(X)^{2+\epsilon}\) inside the large interval \([X, 2X]\) contains a prime number. Selberg proved that by assuming the Riemann hypothesis almost all short intervals of size \(\log(X)^{2+\epsilon}\) in the large interval \([X, 2X]\) contain a prime number. By assuming the Riemann hypothesis, Selberg gave a sharp upper bound up to a power of \(\log(X)\) on the variance of the number of prime numbers inside a short interval. The result follows from Chebyshev’s inequality and this sharp upper bound on the variance. Heath-Brown showed that this extra \(\log(X)\) can be removed by assuming Montgomery’s pair correlation conjecture [HB82, Corollary 4]. Namely, by assuming Riemann hypothesis and the pair correlation conjecture for the Riemann zeta function almost all short intervals of size \(\log(X)^{1+\epsilon}\) in the large interval \([X, 2X]\) contain a prime number. Similarly,
by assuming GRH for the Dirichlet L-function $L(s, \chi)$ with conductor $q$, Montgomery [Mon71, Theorem 17.1], gave a sharp upper bound up to a factor of $\log(q)$ on the variance of the number of prime numbers distributed in difference congruence classes modulo $q$. It follows that the least prime in almost all congruence classes modulo $q$ is less than $\varphi(q)\log(q)^{2+\varepsilon}$. Our result follows from the analogues upper bound on the variance of the number of prime ideals in ideals classes. By assuming, Conjecture 1.2 on the distribution of the low lying zeros of the family of Hecke L-function associated to $\mathbb{Q}(\sqrt{D})$ we also save a factor of $\log(D)$.

Acknowledgements. I would like to thank Professor Roger Heath-Brown my mentor at MSRI for several insightful and inspiring conversations during the Spring 2017 Analytic Number Theory program at MSRI. This material is based upon work supported by the National Science Foundation under Grant No. DMS-1440140 while the author was in residence at the Mathematical Sciences Research Institute in Berkeley, California, during the Spring 2017 semester.

2. Hecke L-functions

2.1. Functional equation. In this section, we review the basic properties of the Hecke L-functions with Grössencharaktere, known as Hecke characters. In particular, the functional equation of the unramified characters (Hilbert characters) associated to the ideal class group of a number field $K$ over $\mathbb{Q}$ and Weil’s explicit formula. We begin by introducing some notations. Recall that $K$ is a number field of the bounded degree $n = r_1 + 2r_2$ over $\mathbb{Q}$ with the discriminant $D_K$ and the class number $h_K$. We write $N_K$ for the norm forms defined on $K$. Let $H_K$ be the ideal class group of $K$ and $\hat{H}_K$ be the character group of the ideal class group $H_K$ that is also identified with the the maximal unramified characters (Hilbert characters) of the number field $K$; see [Hec20]. Assume that $\chi \in \hat{H}_K$ is a Hilbert character. Let

$$L(s, \chi) := \sum_a \chi(a)N_K(a)^{-s},$$

for $\Re(s) > 1$ where the sum is over integral ideals $a$ of the ring of integers $O_K$. By the unique factorization of the ideals into the prime ideals, $L(s, \chi)$ has an Euler product for $\Re(s) > 1$

$$L(s, \chi) = \prod_p \left(1 - \chi(p)N_K(p)^{-s}\right)^{-1}.$$  

Hecke proved that $L(s, \chi)$ satisfies the following functional equation; see [Duk89, equation (1.2.2)]

$$L(s, \chi) = w(\chi)A^{1-2s}G(1-s, \chi_\infty)L(1-s, \bar{\chi}),$$

where $|w(\chi)| = 1$, $A^2 = |D_K|\pi^{-n-2}\gamma^2$ and $G(1-s, \chi_\infty)$ is the contribution of the gamma factor at $\infty$. Since we assumed that $\chi$ is a Hilbert character then $\chi$ has trivial weight and $\chi_\infty = 1$ and we have

$$G(s, \chi_\infty) := \left(\frac{\Gamma\left(\frac{1}{2}s\right)}{\Gamma\left(\frac{1}{2}(1-s)\right)}\right)^{r_1}\left(\frac{\Gamma(s)}{\Gamma(1-s)}\right)^{r_2}.$$  

From the above functional equation, we obtain the following asymptotic formula for the number of the zeros of $L(s, \chi)$; see [Kow03, Proposition 2.3.1].
Proposition 2.1. We have
\[ N(\chi, T) = \frac{T}{2\pi} \log \left( \frac{|D_K|}{(2\pi e)^n} \right) + O\left( \log(T^n |D_K|) \right), \]
for \( T \geq 2 \), the estimate being uniform in all parameters.

2.2. Weil’s explicit formula. We cite the following version of the explicit formula for the Hecke L-function with Grössencharaktere. [Kow03, Proposition 2.3.5]

Proposition 2.2. Let \( w : (0, \infty) \to \mathbb{C} \) be a \( C^\infty \) function with compact support, let \( \hat{w}(s) = \int_0^{\infty} w(x)x^{s-1}dx \), be its Mellin transform, which is entire and decays rapidly in vertical strips. Let \( \varphi(x) = \frac{1}{x}w\left(\frac{1}{x}\right) \).
Assume that \( \chi \in \hat{H}_K \) is a Hilbert character. Then we have
\[ \sum_n \Lambda(n)w(N_K(n)) + \bar{\chi}(a)\varphi(N_K(a)) = (\log |D_K|)w(1) + \delta(\chi) \int_0^\infty w(x)dx \]
\[ - \sum_{\rho} \hat{w}(\rho) + \frac{1}{2\pi i} \int_{\mathbb{R}(s)=-1/2} \frac{G'(s, \chi_K)}{G(s, \chi_K)} \hat{w}_T(s)ds + \text{Res}_{s=0}(\mathbb{L}'(\chi, s)\hat{w}(s)), \]
where \( \delta(\chi) = 1 \) if \( \chi \) is trivial and is 0 otherwise, and the sum over zeros includes multiplicity.

3. Proof of Theorem 1.8
Proof. Let \( w(x) \) be a fixed positive real valued smooth compactly supported function supported on the interval \([1, 2]\) such that \( \int_1^2 w(x)dx = 1 \) and let \( w_T(x) := w(x/T) \). For an ideal class \( A \in H_K \), we define
\[ \psi_A(w_T) := \sum_{n \in A} \Lambda(n)w_T(N_K(n)), \]
where \( \Lambda(n) \) is the generalized von Mangoldt function defined by
\[ \Lambda(n) = \begin{cases} \log N_K(p), & n = p^k \text{ for some prime ideal } p \subset \mathcal{O}_K, \\ 0, & \text{otherwise}. \end{cases} \]
Moreover, for every Hilbert character \( \chi \in \hat{H}_K \), we define
\[ \psi_\chi(w_T) := \sum_n \chi(n)\Lambda(n)w_T(N_K(n)). \]
Finally, we define
\[ \psi(w_T) := \sum_n \Lambda(n)w_T(N_K(n)), \]
which is associated to the trivial character on \( H_K \) and also the sum of \( \psi_A(w_T) \) over \( A \in H_K \). It follows from the explicit formula in Proposition 2.2 that by assuming GRH for the Dedekind zeta function \( \zeta_K \); see [LO77, Theorem 1.1]
\[ |\psi(w_T) - T| \leq C_0 T^{1/2} \log(D_K T^n). \]
In particular, if $T \gg \log(D_K)^{2+\varepsilon}$ then
\[ \psi(w_T) = T(1 + o(1)). \]

By the orthogonality of characters, we express $\psi_A(w_T)$ in terms of $\psi_A(w_T)$
\[
\psi_A(w_T) := \frac{1}{h_K} \sum_{\chi \in H_K} \bar{\psi}(A) \psi_A(w_T).
\]

We define $\text{Var}(K, w_T)$ as
\[
\text{Var}(K, w_T) := \sum_{A \in H_K} |\psi_A(w_T) - \frac{1}{h_K} \psi(w_T)|^2.
\]

We use equation (3.4) and obtain
\[
\text{Var}(K, w_T) = \sum_{A \in H_K} \left| \frac{1}{h_K} \sum_{\chi \neq \text{id}} \bar{\psi}(A) \psi_A(w_T) \right|^2
\]
\[= \frac{1}{h_K^2} \sum_{\chi_1, \chi_2 \neq \text{id}} \psi_{\chi_1}(w_T) \bar{\psi}_{\chi_2}(w_T) \sum_{A \in H_K} \bar{\psi}_{\chi_2}(A).
\]

By the orthogonality of characters,
\[
\sum_{A \in H_K} \bar{\psi}_{\chi_2}(A) = \delta(\chi_1, \chi_2) := \begin{cases} 
1 & \text{if } \chi_1 = \chi_2, \\
0 & \text{otherwise}.
\end{cases}
\]

Hence, only the diagonal terms $\chi_1 = \chi_2$ contribute to $\text{Var}(K, w_T)$ and we obtain
\[
(3.6) \quad \text{Var}(K, w_T) = \frac{1}{h_K} \sum_{\chi \neq \text{id}} |\psi_{\chi}(w_T)|^2.
\]

By applying the explicit formula (2.6), we relate $|\psi_{\chi}(w_T)|$ to the zeros of $L(s, \chi)$
\[
\psi_{\chi}(w_T) = -\psi_{\chi}(\varphi_T) + (\log|D_K|)w_T(1) + \delta(\chi) \int_0^\infty w_T(x)dx - \sum_\rho \hat{w}_T(\rho) + \frac{1}{2\pi i} \int_{\Re(s)=-1/2} \frac{G'(s, \chi_{\infty})}{G(s, \chi_{\infty})} \hat{w}_T(s)ds + \text{Res}_{s=0}\left(-\frac{L'}{L}(\chi, s)\hat{w}_T(s)\right),
\]

where $\hat{w}_T$ is the Mellin transform of $w_T$ defined as $\hat{w}_T(s) := \int_0^\infty x^s w_T(x) \frac{dx}{x}$, and $\varphi_T(x) := \frac{1}{2} w_T(x)$. Next, we analyze the terms on the right hand side of (3.7). Since our weight function $w$ is supported on $[1, 2]$, then $w_T$ is supported on $[T, 2T]$ and also $\varphi_T$ is supported on $[1/2T, 1/T]$. Hence the first and the second terms vanishes in (3.7)

\[
\psi_{\chi}(\varphi_T) = \sum_n \chi(n) \Lambda(n) \varphi_T(N_K(n)) = \sum_n \chi(n) \Lambda(n) \frac{1}{N_K(n)} w \left( \frac{1}{T N_K(n)} \right) = 0.
\]

Since $\int w(x)dx = 1$, then

\[
(3.8) \quad \delta(\chi) \int_0^\infty w_T(x)dx = \delta(\chi) T.
\]
Recall that $w_T(x) := w(x/T)$ then $\hat{w}_T(s) = T^s \hat{w}(s)$. Moreover, by GRH all the non-trivial zeros $\rho$ of $L(s, \chi)$ are on the critical line $\text{Re}(z) = 1/2$. Hence,
\[
\sum_{\rho} \hat{w}_T(\rho) = \sum_{\rho = 1/2 + i\gamma} T^{1/2 + i\gamma} \hat{w}(1/2 + i\gamma) \leq T^{1/2}\left( \sum_{\gamma} |\hat{w}(1/2 + i\gamma)| \right),
\]
where $\rho = 1/2 + i\gamma$ is a zero of $L(s, \chi)$. Note that the smooth sum $\sum_{\gamma} |\hat{w}(1/2 + i\gamma)|$ over the zeros of $L(s, \chi)$ is localized on a fixed interval on the critical line $\text{Re}(z) = 1/2$. Therefore it is bounded (up to a constant depending on $w$) by the number of zeros of the $L(s, \chi)$ in a fixed interval. By Proposition 2.4, the number of low lying zeros in a fixed interval is bounded by the logarithm of the conductor of $L(s, \chi)$. Therefore,
\[
\left| \sum_{\rho} \hat{w}_T(\rho) \right| \ll T^{1/2} \log(|D_K|),
\]
where the implicit constant in \ll only depends on the smooth weight function $w$ and $n = [K : \mathbb{Q}]$. Finally, we analyze the contribution of the gamma factors in the Weil’s explicit formula. We have
\[
\int_{\Re(z) = -1/2} \frac{G'(s, \chi)}{G(s, \chi)} \hat{w}_T(s) ds \leq T^{-1/2} \int_{\Re(z) = -1/2} \frac{G'(s, \chi)}{G(s, \chi)} \hat{w}(s) ds.
\]
By equation (2.4), we have
\[
\frac{G'(s, \chi)}{G(s, \chi)} = r_1 \left( \frac{\Gamma'(s/2)}{\Gamma(s/2)} - \frac{\Gamma'((1-s)/2)}{\Gamma((1-s)/2)} \right) + r_2 \left( \frac{\Gamma'(s)}{\Gamma(s)} - \frac{\Gamma'(1-s)}{\Gamma(1-s)} \right).
\]
By Stirling’s formula, it follows that
\[
\left| \frac{G'(-1/2 + it, \chi)}{G(-1/2 + it, \chi)} \right| \ll n \log(1 + |t|),
\]
where the implied constant is absolute. Hence,
\[
\left| \int_{\Re(z) = -1/2} \frac{G'(s, \chi)}{G(s, \chi)} \hat{w}_T(s) ds \right| = O(T^{-1/2}),
\]
where the implied constant in $O$ depends only on $n$ and the smooth function $w$. Finally, we have
\[
\text{Res}_{s=0} \left( - \frac{L'}{L}(\chi, s) \hat{w}_T(s) \right) = \text{Res}_{s=0} \left( - \frac{L'}{L}(\chi, s) T^s \hat{w}(s) \right) = \begin{cases} O(\log(T)^{r_1 + r_2 - 1}) & \text{if } \chi \text{ is nontrivial} \\ O(\log(T)^{r_1 + r_2 - 2}) & \text{if } \chi \text{ is the trivial character} \end{cases},
\]
where the implicit constant in $O$ only depends on $w$. By combining upper bounds (3.11), (3.12), (3.11) and (3.12), we obtain
\[
|\psi_x(w_T) - \delta \chi T| = O(T^{1/2} \log(|D_K|)).
\]
By using the above upper bound in equation (3.6), we obtain
\[
\text{Var}(K, w_T) \ll T \log(D_K)^2.
\]
Recall from equation (3.5),
\[
\text{Var}(K, w_T) = \sum_{Q \in H_D} \left| \psi_Q(w_T) - \frac{\psi(w_T)}{h_K} \right|^2 \geq R(K, T) \left| \frac{\psi(w_T)}{h_K} \right|^2
\]  
(3.15)

By equation (3.13), \( |\psi(w_T)| \sim T \). Therefore,
\[
\text{Var}(K, w_T) \gg R(K, T) h_K^2.
\]  
(3.16)

By inequalities (3.14) and (3.16), we obtain
\[
R(K, T) \frac{h_K^2}{h_K^2} \ll T \log(D_K^2).
\]  
(3.17)

Hence,
\[
R(K, T) < \frac{h_K^2 \log(D_K^2)}{T}.
\]

This concludes the proof of our theorem. 

4. Proof of Theorem 1.1

Proof. The first inequality is a consequence of Theorem 1.8. For the second inequality, we follow a similar method as in the proof of Theorem 1.8 and define the variance \( \text{Var}(Q(\sqrt{D}), w_T) \) as in (3.5). By identity (3.6), we obtain
\[
\text{Var}(Q(\sqrt{D}), w_T) = \frac{1}{h(D)} \sum_{\chi \neq \text{id}} |\psi(\sqrt{D})|^2.
\]  
(4.1)

We apply Weil’s explicit formula as in (3.7) and obtain
\[
\psi(\chi(w_T)) = -\psi(\varphi_T) + (\log |D|) w_T(1) + \delta(\chi) \int_{\mathbb{R}} w_T(x) dx - \sum_{\rho} \hat{w_T}(\rho) +
\]
\[
+ \frac{1}{2\pi i} \int_{\Re(s)=-1/2} \frac{G'(s, \chi_\infty)}{G(s, \chi_\infty)} \hat{w_T}(s) ds + \text{Res}_{\rho=0} \left( - \frac{L'}{L}(\chi, s) \hat{w_T}(s) \right).
\]

As before, the first and the second terms vanishes in the above formula and by applying the bounds (3.8), (3.11) and (3.12), we have
\[
\psi(\chi(w_T)) - \delta(\chi)T = \sum_{\gamma} T^{1/2+i\gamma} \hat{w}(1/2 + i\gamma) + O(\log(T)^{r_1+r_2-1}).
\]

We square the above identity and obtain
\[
|\psi(\chi(w_T)) - \delta(\chi)|^2 = \sum_{\gamma} T^{1+i(\gamma + \gamma') \chi} \hat{w}(1/2 + i\gamma) \hat{w}(1/2 + i\gamma') + O(T^{1/2} \log(T)^{r_1+r_2}).
\]

By averaging the above identity over \( \chi \neq \text{id} \), we obtain
\[
\text{Var}(Q(\sqrt{D}), w_T) = \frac{1}{h(D)} \sum_{\chi \neq \text{id}} \sum_{\gamma, \gamma'} T^{1+i(\gamma + \gamma') \chi} \hat{w}(1/2 + i\gamma) \hat{w}(1/2 + i\gamma') + O(T^{1/2} \log(T)^{r_1+r_2}).
\]

By Conjecture 1.2, we obtain
\[
\text{Var}(Q(\sqrt{D}), w_T) \ll T \log(D).
\]
The above inequality save a factor of $\log(D)$ comparing to the inequality (3.14). This concludes the second inequality in Theorem 1.1.
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