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Abstract

Let \(\mathbb{Z}\{t\}\) be the ring of arithmetic power series that converge on the complex open unit disc. A classical result of Harbater asserts that every finite group occurs as a Galois group over the quotient field of \(\mathbb{Z}\{t\}\). We strengthen this by showing that every finite split embedding problem over \(\mathbb{Q}\) acquires a solution over this field. More generally, we solve all \(t\)-unramified finite split embedding problems over the quotient field of \(\mathcal{O}_K\{t\}\), where \(\mathcal{O}_K\) is the ring of integers of an arbitrary number field \(K\).

1 Introduction

The inverse Galois problem (IGP) over a field \(K\) asks whether all finite groups occur as Galois groups over \(K\). By Hilbert’s irreducibility theorem, a positive answer to the classical IGP over the field of rational numbers \(\mathbb{Q}\) would follow from a positive answer to the IGP over the rational function field \(\mathbb{Q}(t)\).

In [Har84b], [Har84a] and [Har88], Harbater introduced and studied a family of fields which “approximate” the field \(\mathbb{Q}(t)\): Given a positive number \(r\), consider the ring \(\mathbb{Z}_r[[t]]\) of continuous complex valued functions on the closed disc of radius \(r\) that are holomorphic on the interior and whose Taylor expansion has only integer coefficients. For each \(r < 1\), \(\mathbb{Z}_r[[t]]\) properly contains the ring \(\mathbb{Z}[t]\) of polynomials.
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over the integers, while for each \( r \geq 1 \), \( \mathbb{Z}_r[[t]] \) coincides with \( \mathbb{Z}[t] \). Intuitively, the bigger \( r(\leq 1) \) is, the closer \( \mathbb{Z}_r[[t]] \) is to \( \mathbb{Z}[t] \), and hence the closer the quotient field \( \text{Quot}(\mathbb{Z}_r[[t]]) \) is to \( \mathbb{Q}(t) \). Harbater also considered a “final” object of this family, closest to \( \mathbb{Z}[t] \) - the ring \( \mathbb{Z}\{t\} = \bigcap_{r<1} \mathbb{Z}_r[[t]] \) of arithmetic power series which converge on the open unit disc. Harbater proved that the IGP has a positive solution over the quotient field of each of the rings \( \mathbb{Z}_r[[t]] \), \( r < 1 \), and \( \mathbb{Z}\{t\} \).

In order to prove this result, Harbater introduced his “patching” method, which enables one to patch realizations of cyclic groups over these fields into a realization of a group generated by them. The patching of Galois groups has since become a central method in Galois theory, leading to several major results. For example, the solution of Abhyankar’s conjecture by Harbater and Raynaud, and Pop’s solution over \( K(X) \) of all finite split embedding problems over \( K \), for any ample (or large) field \( K \), cf. [Pop96]. A finite split embedding problem (FSEP) \( \Gamma \rtimes G \to \Gamma \) over \( K \) is given by a finite Galois extension \( L \) of \( K \) with Galois group \( \Gamma \) acting on a finite group \( G \). A solution to this embedding problem over a regular extension \( E \) of \( K \) is a Galois extension \( F \) of \( E \) containing \( L \), such that \( \text{Gal}(F/E) \cong \Gamma \rtimes G \), and the restriction of automorphisms from \( F \) to \( EL \) coincides with the projection onto \( \Gamma \).

The solvability of split embedding problems is a much stronger Galois theoretic property than merely the realization of finite groups. It has been extensively studied in recent years, for example in [Pop96], [HS05], [Par09], [BSHH10], [Pop10]. In [FP11] it is shown that for each \( r < 1 \), the quotient field \( E_r \) of \( \mathbb{Z}_r[[t]] \) is ample and hence every FSEP over \( E_r \) is solvable over \( E_r(X) \), from which, using the fact that \( E_r \) is Hilbertian, one can deduce the solvability of every FSEP over \( E_r \) itself, thus extending Harbater’s solution of the IGP over \( E_r \). However, the field \( E = \text{Quot}(\mathbb{Z}\{t\}) \), which is the most interesting within this family (being closest to \( \mathbb{Q}(t) \)) remained outside the scope of the results of [FP11]. It is unknown whether \( E \) is ample, see discussion after Theorem 6.7. Nevertheless, in this work we show that every FSEP over the rational numbers \( \mathbb{Q} \) is solvable over \( E \). More generally, we prove the following result on the solvability of split embedding problems over \( E \) (which generalizes Harbater’s solution of the IGP over \( E \)).

**Main Theorem.** Let \( E'/E \) be a finite Galois extension with group \( \Gamma \) acting on a finite group \( G \), and suppose the prime \( t \) of \( E \) is unramified in \( E' \). Then the FSEP \( \Gamma \rtimes G \to \Gamma \) has a solution.

For the field \( E \) the methods of [FP11] fail altogether. Therefore, here we take a different path – we exploit the axiomatic approach to patching developed by Haran-Jarden-Völklein in [HV96], [HJ98a], and
where we replace the “analytic rings” constructed there by a new type of rings of power series with special properties, generalizing the rings used by Harbater in [Har84b]. In order to deal with the Galois action defined by a given FSEP, we work with rings of power series whose coefficients belong to the ring of integers of a certain number field. This Dedekind domain usually does not have the nice properties of $\mathbb{Z}$ (most notably, it need not be factorial), which leads to more delicate number theoretic constructions than in [Har84b], which, in particular, yield a stronger matrix factorization result.

In the recent work [Poi10], Poineau applies patching of analytic Berkovich spaces in order to extend Harbater’s solution of the IGP from $E$ to the quotient field $E_K$ of $\mathcal{O}_K\{t\}$, where $K$ is an arbitrary number field with ring of integers $\mathcal{O}_K$. Using our constructions we are able to generalize that result as well, replacing the field $E$ in our Main Theorem with $E_K$ (Theorem 6.7). Moreover, we show that our solutions are regular over $K$.
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2 Analytic fields

In this section we define the analytic rings needed for the patching machinery and prove some of their basic properties.

2.1 Rings of convergent power series

We start by defining rings of convergent power series.

**Definition 2.1.** A norm on a ring $R$ is a map $|| \cdot || : R \to \mathbb{R}_{\geq 0}$ such that $|| \pm 1 || = 1$, $|| x || = 0$ iff $x = 0$, $|| x + y || \leq || x || + || y ||$, and $|| xy || \leq || x || \cdot || y ||$ for all $x, y \in R$. If moreover $|| x + y || \leq \max\{|| x ||, || y ||\}$, then $|| \cdot ||$ is called ultrametric. A norm is an absolute value if it satisfies $|| xy || = || x || \cdot || y ||$ for all $x, y \in R$. An absolute value that is not ultrametric is archimedean.

**Remark 2.2.** Fix an algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$. The field of complex numbers $\mathbb{C}$ is complete with respect to the usual archimedean absolute value $|\cdot|$. The restriction of this absolute value to $\mathbb{Q}$ extends to a norm on $\overline{\mathbb{Q}}$, by

$$|| x || = \max_{\sigma \in \text{Hom}(\overline{\mathbb{Q}}, \mathbb{C})} |\sigma(x)|,$$
where Hom(\(\tilde{Q}, C\)) denotes the set of all embeddings of \(\tilde{Q}\) into \(C\). Note that if \(K\) is a number field (that is, a finite extension of \(Q\)), then

\[
||x|| = \max_{\sigma \in \text{Hom}(K, C)} |\sigma(x)|
\]

for each \(x \in K\), and Hom\((K, C)\) is the finite set of embeddings of \(K\) into \(C\).

**Notation 2.3.** For each \(r > 0\), let \(C^r[[t]]\) be the ring of continuous complex functions on the closed disc of radius \(r\) around the origin which are holomorphic on the interior of the disc. Then \(C^r[[t]]\) is complete with respect to the uniform norm \(\cdot \) on the closed disc of radius \(r\). Note that

\[
C_{r-1}[[t]] := \bigcap_{r < 1} C^r[[t]] = \left\{ \sum_{n=0}^{\infty} a_n t^n \in C[[t]] : \limsup_{n \to \infty} |a_n|^{1/n} \leq 1 \right\}
\]

is the ring of holomorphic functions on the open unit disc. We will identify each \(\sigma \in \text{Hom}(\tilde{Q}, C)\) with its extension \(\sigma \in \text{Hom}(\tilde{Q}[[t]], C[[t]])\) given by \(\sigma(\sum_{n=0}^{\infty} a_n t^n) = \sum_{n=0}^{\infty} \sigma(a_n) t^n\). For \(r > 0\) put

\[
\tilde{Q}_r[[t]] := \bigcap_{\sigma \in \text{Hom}(\tilde{Q}, C)} \sigma^{-1}(C^r[[t]])
\]

\[
= \left\{ f \in \tilde{Q}[[t]] : \sigma(f) \in C^r[[t]] \text{ for all } \sigma \in \text{Hom}(\tilde{Q}, C) \right\}.
\]

We also put

\[
\tilde{Q}\{t\} := \bigcap_{r < 1} \tilde{Q}_r[[t]].
\]

For a subring \(R\) of \(\tilde{Q}\), put

\[
R_r[[t]] := \tilde{Q}_r[[t]] \cap R[[t]]
\]

and

\[
R\{t\} := \tilde{Q}\{t\} \cap R[[t]].
\]

**Remark 2.4.** If \(R \subseteq Q\), then

\[
R\{t\} = R[[t]] \cap C_{-1}[[t]]
\]

is the ring of power series in \(R[[t]]\) that converge on the open unit disc, and thus coincides with the ring denoted by \(R\{t\}\) in \([\text{Har84b}]\).
Remark 2.5. If $R$ is a subring of a number field $K$, then the fact that $\text{Hom}(K, \mathbb{C})$ is finite implies that

$$R\{t\} = \left\{ \sum_{n=0}^{\infty} a_n t^n \in R[[t]] \mid \limsup_{n \to \infty} ||a_n||^{1/n} \leq 1 \right\}.$$ 

In particular, if $f = \sum_{n=0}^{\infty} a_n t^n \in R[[t]]$ satisfies $||a_n|| < C$ for all $n \geq 0$, for some constant $C$, then $f \in R\{t\}$. ■

2.2 A Weierstrass division theorem

For the rest of this section, fix a number field $K$ and let $R = \mathcal{O}_K$ be its ring of integers. We show that the rings of power series just defined satisfy a variant of the Weierstrass division theorem.

Lemma 2.6. For each $0 \neq g \in R$ there exists a positive bound $C_g \in \mathbb{R}$ such that for each $f \in K$ there exists $h \in R$ satisfying $||f - gh|| < C_g$.

Proof. Let $b_1, \ldots, b_n \in R$ be an integral basis of $K$. In particular, $K = \sum_{i=1}^{n} b_i \mathbb{Q}$. Let $C_1 = \sum_i ||b_i||$. For $f_1 \in K$, write $f_1 = \sum_i \lambda_i b_i$ with $\lambda_1, \ldots, \lambda_n \in \mathbb{Q}$, take $\mu_1, \ldots, \mu_n \in \mathbb{Z}$ such that $|\lambda_i - \mu_i| \leq \frac{1}{2}$ for each $1 \leq i \leq n$ and put $h = \sum_i \mu_i b_i \in R$. Then $||f_1 - h|| = ||\sum_i (\lambda_i - \mu_i) b_i|| \leq \sum_i |\lambda_i - \mu_i| \cdot ||b_i|| \leq \frac{1}{2} C_1 < C_1$.

Now let $C_g = C_1 \cdot ||g||$. Given $f \in K$, let $f_1 = \frac{f}{g} \in K$. By the previous paragraph there exists $h \in R$ such that $||f_1 - h|| < C_1$, hence $||f - gh|| \leq ||g|| \cdot ||f_1 - h|| < C_g$. ■

We will in several places use the constant $C_1$, which is just $C_g$ for $g = 1$.

Let $\mathcal{F}$ be the family of non-trivial valuations on $K$ (corresponding to the maximal ideals of $R$, i.e. the non-archimedean primes of $K$). For each $a \in R$, let $\mathcal{F}_a$ be the finite subfamily of valuations which are positive on $a$. For each $v \in \mathcal{F}$, denote the valuation ring of $v$ (in $K$) by $R_v$.

Lemma 2.7. Let $0 \neq g \in R$ and let $C_g$ be the bound given by Lemma 2.6. For $0 \neq a \in R$ and $f \in R[\frac{1}{a}]$ there exists $h \in R[\frac{1}{a}]$ such that $f - gh \in R$ and $||f - gh|| < C_g$.

Proof. The strong approximation theorem \cite[Chapter 10, Theorem 4.1]{Cas86} gives an element $h \in K$ such that $v(h - \frac{f}{g}) \geq 0 \geq v(\frac{1}{g})$ for each $v \in \mathcal{F}_a$, and $v(h) \geq 0$ for each $v \in \mathcal{F} \setminus \mathcal{F}_a$. Since $R$ is integrally closed, so is $R[\frac{1}{a}]$. It follows that $R[\frac{1}{a}] = \bigcap_{v \in \mathcal{F} \setminus \mathcal{F}_a} R_v$, hence $h \in R[\frac{1}{a}]$. Let $v \in \mathcal{F} \setminus \mathcal{F}_a$. Then $v(f) \geq 0$ (since $f \in R[\frac{1}{a}]$), hence $v(h - \frac{f}{g}) \geq \min(v(h), v(\frac{1}{g})) = v(\frac{1}{g})$. We conclude that $v(h - \frac{f}{g}) \geq v(\frac{1}{g})$.
holds for all $v \in \mathcal{F}$, hence $f - gh \in \bigcap_{v \in \mathcal{F}} R_v = R$, as needed. By Lemma 2.4, we may subtract an element of $R$ from $h$ to assume that $\|f - gh\| < C_g$.

The following proposition can be viewed as a form of “Weierstrass division”.

**Proposition 2.8.** Let $0 \neq a \in R$ and let $A = R[t] \{\frac{1}{a}\}$. Let $D$ be either $R[\frac{1}{a}] \{t\}$ or $R[\frac{1}{a}][[t]]$. Then for each $0 \neq g \in D$ we have

$$D = A + g \cdot (1 + tD).$$

**Proof.** Write $g = \sum_{i=m}^{\infty} g_i t^i$ with $g_m \neq 0$. Let $f = \sum_{i=0}^{\infty} f_i t^i \in D$. It suffices to find $h \in D$ with constant term 1 and such that $f - gh \in A$. Put $\hat{f} = \sum_{i=m}^{\infty} f_i t^{i-m}$. Then $f - t^m \hat{f} \in R[\frac{1}{a}][t] \subseteq A$. Replace $f$ with $\hat{f}$ and $g$ with $t^{-m}g$ to assume that $m = 0$. Since $a \in R[\frac{1}{a}]$, we may multiply $g$ and $f$ with a power of $a$ to assume that $g_0 \in R$.

We now recursively construct the coefficients of $h$ as follows: Put $h_0 = 1$. Suppose we have constructed $h_0, \ldots, h_{n-1} \in R[\frac{1}{a}]$. Let $b_n := f_n - \sum_{i+j=n, j \neq n} g_i h_j$. Apply Lemma 2.7 to find $h_n \in R[\frac{1}{a}]$ such that $b_n - g_0 h_n \in R$. If $D = R[\frac{1}{a}][[t]]$ we also assume (by Lemma 2.7) that $\|b_n - g_0 h_n\| < C_{g_0}$. If $D = R[\frac{1}{a}] \{t\}$, we instead apply Lemma 2.6 and subtract an element of $R$ from $h_n$ to assume that $\|h_n\| < C_1$, where $C_1$ is the constant defined there.

Write $h = \sum_{i=0}^{\infty} h_i t^i \in R[\frac{1}{a}][[t]]$. Then the $n$-th coefficient of $f - gh$ is $b_n - g_0 h_n \in R$, hence $f - gh \in R[[t]]$. If $D = R[\frac{1}{a}][[t]]$ then $h \in R[\frac{1}{a}][[t]] = D$ and the coefficients of $f - gh$ are bounded, hence $f - gh \in R(t) \subseteq A$ (by Remark 2.5). If $D = R[\frac{1}{a}] \{t\}$ then the coefficients of $h$ are bounded, hence $h \in R[\frac{1}{a}] \{t\} = D$. Since also $f, g \in D$, we conclude that $f - gh \in D \cap R[[t]] = R(t) \subseteq A$.

**Corollary 2.9.** Let $0 \neq a \in R$ and let $D$ be either $R[\frac{1}{a}] \{t\}$ or $R[\frac{1}{a}][[t]]$. Let $Q$ be the localization of $D$ by the multiplicative subset $R\{t\} \setminus \{0\}$. Then $Q$ is a field. Equivalently, for each $g \in D$ there exists $0 \neq h \in D$ such that $gh \in R\{t\}$.

**Proof.** The equivalence of the two assertions is clear. Let $0 \neq g \in D$. By Proposition 2.3 there exists $h \in 1 + tD, r \in R\{t\}[\frac{1}{a}]$ such that $0 = r + gh$. Then $0 \neq h \in D$ and $gh = -r \in R\{t\}[\frac{1}{a}]$. Replace $h$ with $ha^n$ for a sufficiently large $m \in \mathbb{N}$ to get $gh \in R\{t\}$.

### 2.3 Analytic rings

We now construct the analytic rings and fields for the patching machinery. For the rest of this section we fix the following setup:
Setup 2.10. Let $I$ be a finite index set. For each $i \in I$ let $a_i$ be a non-invertible element of $R$ such that $a_i, a_j$ are co-prime (as elements of the Dedekind domain $R$) for distinct $i, j \in I$. For each $J \subseteq I$, set $a_J = \prod_{j \in J} a_j$ (for $J = \emptyset$ put $a_\emptyset = 1$) and let $R_J = R[a_J^{-1}]$. For each $i \in I$, set $a'_i = a_{I \setminus \{i\}}, z_i = a'_i/a_i, R_i = R_{I \setminus \{i\}}$ and $R'_i = R_{\{i\}}$.

Lemma 2.11. For each $J \subseteq I$ the ring $R_J$ equals $R[z_j : j \in J]$ (the subring of $K$ generated over $R$ by all $z_j$ with $j \in J$).

Proof. Since $R$ is a Dedekind domain, so is its overring $R[z_j : j \in J]$, see [FJOS] Proposition 2.4.7, which therefore equals the intersection of the valuation rings $R_v$ of $K$ lying above it. Since the $a_i$ are coprime, $R[z_j : j \in J] \subseteq R_v$ if and only if $v(a_i) = 0$ for each $j \in J$, equivalently, if and only if $v(a_j) = 0$. Thus $R[z_j : j \in J] = \bigcap_{v \in \mathcal{F} \setminus \mathcal{F}_J} R_v = R[a_J^{-1}] = R_J$.

Lemma 2.12. The intersection $\bigcap_{i \in I} R_i$ equals $R$.

Proof. Let $v \in \mathcal{F}$. If there exists $i \in I$ such that $v(a'_i) > 0$ then $v(a_j) > 0$ for some $j \neq i$, hence (since $a_k$ is co-prime to $a_j$ for each $k \neq j$) we have $v(a'_i) = 0$, which implies that $\bigcap_{k \in I} R_k \subseteq R_I = R[a_I^{-1}] \subseteq R_v$. If $v(a'_i) = 0$ for all $i \in I$, then also $\bigcap_{k \in I} R_k \subseteq R_v$. Thus $\bigcap_{k \in I} R_k \subseteq \bigcap_{v \in \mathcal{F}} R_v = R$.

Proposition 2.13. For each $i \in I$ and $y \in R_I$ there exist $y_i \in R_i$ and $y'_i \in R'_i$ such that $y = y_i + y'_i$.

Proof. Let $y \in R_I$. By Lemma 2.11 we have $R_I = R[z_j : j \in I], R_i = R[z_j : j \neq i]$ and $R'_i = R[z_i]$. Thus without loss of generality we may assume that $y$ is a monomial of the form $b \prod_{j \in I} z_j^{e_j}$ with $b \in R$ and $e_j$ a non-negative integer for each $j \in I$. We list the elements of $I$ as $\{i_1, \ldots, i_n\}$ such that $i = i_1$ and $e_{i_2} \leq e_{i_3} \leq \ldots \leq e_{i_n}$. Note that for distinct $j, k \in I$ we have

$$z_j \cdot z_k = \frac{\prod_{l \in I} a_l}{a_j^2} \cdot \frac{\prod_{l \in I} a_l}{a_k^2} = \frac{\prod_{l \in I} a_l}{a_j^2 a_k^2} = \prod_{l \neq j,k} a_l^2 \in R.$$

Thus, we have

$$z_{i_2}^{e_{i_2}} \cdot z_{i_3}^{e_{i_3}} = (z_{i_2} \cdot z_{i_3})^{e_{i_2}} \cdot z_{i_3}^{e_{i_3} - e_{i_2}} = c \cdot z_{i_3}^{e_{i_3} - e_{i_2}}$$

for some $c \in R$. Replace $b$ with $b \cdot c$ and $e_{i_3}$ with $e_{i_3} - e_{i_2}$ to assume that $e_{i_2} = 0$. Proceeding by induction we may assume that $e_{i_2} = e_{i_3} = \ldots = e_{i_{n-1}} = 0$. So $y = b \cdot z_{i_1}^{e_{i_1}} \cdot z_{i_n}^{e_{i_n}}$. If $e_{i_n} \geq e_{i_1}$ then $y \in R[z_{i_1}] \subseteq R[z_j : j \neq i_1] = R[z_j : j \neq i_1] = R_i$, and if $e_{i_n} < e_{i_1}$ then $y \in R[z_{i_1}] = R[z_i] = R'_i$, as needed.
For the rest of this section, set $D = R\{t\}$ and $E = \text{Quot}(D)$. We wish to construct “analytic fields” over $E$.

**Construction 2.14.** Suppose the index set $I$ contains 1 (as a symbol) and let $J \subseteq I$. If $1 \notin J$, put $D_J = R_J\{t\}$ and if $1 \in J$ put $D_J = R_J[[t]]$. For each $i \in I$, let $D_i = D_{I \setminus \{i\}}$ and $D'_i = D_{\{i\}}$. We view all these rings as contained in the common ring $D_I = R_I[[t]]$. Note that $D_\emptyset = R\{t\} = D$, $D_1 = D_{I \setminus \{1\}} = R_1\{t\}$, $D'_1 = D_{\{1\}} = R'_1[[t]]$ and $D_i = D_{I \setminus \{i\}} = R_i[[t]]$, $D'_i = D_{\{i\}} = R'_i\{t\}$ for each $i \neq 1$.

Let $Q_J = \text{Quot}(D_J)$, and note that $Q_\emptyset = \text{Quot}(R\{t\}) = E$. Let $Q = \text{Quot}(D_I)$ and for each $i \in I$ put $Q_i = Q_{I \setminus \{i\}} = \text{Quot}(D_i)$, $Q'_i = \bigcap_{j \neq i} Q_J$. Note that $E, D'_i \subseteq Q'_i$ for each $i \in I$, since $D'_i \subseteq D_J$ for each $i \neq j \in I$.

For the rest of this section we fix the notation of Construction 2.14.

**Proposition 2.15.** The intersection $\bigcap_{i \in I} Q_i$ equals $E$.

**Proof.** Let $y \in \bigcap_{i \in I} Q_i$. For each $i \in I$, by Corollary 2.9 there exists $p_i \in R\{t\}$ such that $p_i y \in D_i$. Put $p = \prod_{i \in I} p_i$. Then $py \in \bigcap_{i \in I} R_i[[t]]$ and $py \in D_1 \subseteq K\{t\}$. It follows from Lemma 2.12 that $py \in R\{t\}$, hence $y = \frac{py}{p} \in \text{Quot}(R\{t\}) = E$. □
For any domain $R$ we denote the $t$-adic absolute value on $R[[t]]$ by $| \cdot |_t$. That is, we let $|f|_t = e^{-\nu_t(f)}$, where $\nu_t$ is the (normalized) $t$-adic valuation on $R[[t]]$. Recall that $C_1$ is the constant $C_g$ from Lemma 2.6 for $g = 1$.

**Proposition 2.16.** For each $f \in D_I$ and $i \in I$ there exist $g = \sum_{n=0}^{\infty} g_i t^n \in D'_I, h = \sum_{n=0}^{\infty} h_i t^n \in D_i$ such that $f = g + h$ and $|g|_t \leq |f|_t$ and $|h|_t \leq |f|_t$. Moreover, if $i = 1$ then $|h|_t < C_1$ and if $i \neq 1$ then $|g|_t < C_1$, for all $n \geq 0$.

**Proof.** Let $f = \sum_{n=m}^{\infty} f_i t^n \in D_I$ with $f_m \neq 0$. For each $n \geq m$, Proposition 2.13 gives $g_n \in R'_i, h_n \in R_i$ such that $f_n = g_n + h_n$. By Lemma 2.6 we may add an element of $R$ to $g_n$ and subtract it from $h_n$ to assume that: If $i = 1$ then $|h_n| < C_1$, and if $i \neq 1$ then $|g_n| < C_1$. Then $g = \sum_{n=m}^{\infty} g_i t^n \in D'_I, h = \sum_{n=m}^{\infty} h_i t^n \in D_i$ satisfy $f = g + h$. Moreover, if $i = 1$, then $h \in R_i \{t\} = D_i$, $g \in R'_i \{t\} = D'_i$, and if $i \neq 1$ then $g \in R'_i \{t\} = D'_i$, $h \in R_i \{t\} = D_i$. Clearly, $|g|_t \leq |f|_t$, $|h|_t \leq |f|_t$.

**Construction 2.17.** Consider the case where $K$ is a finite Galois extension of a subfield $K_0$ with $a_i, a_I \in K_0^\times$, and suppose there is an action of $\Gamma = \text{Gal}(K/K_0)$ on the set $I$, such that $a_i^\gamma = a_I^\gamma$ for all $i \in I, \gamma \in \Gamma$. Since $R$ is the ring of integers of $K$, $\Gamma$ acts on $R$. Since $a_I \in K_0$ we have $a_i^\gamma = a_I$ for all $\gamma \in \Gamma$, hence $\Gamma$ acts on $R_I = R[a_I^{-1}]$.

For each $J \subseteq I$ and $\gamma \in \Gamma$ we have $R_J^\gamma = R[\frac{1}{a_I}]^\gamma = R[a_I^{-1}] = R_J^\gamma$.

The action of $\Gamma$ on $R_I$ extends to an action of $\Gamma$ on $R_I[[t]]$ (coefficient-wise). Let $J$ be a subset of $I$ and let $\gamma \in \Gamma$. If $1 \in J$, then also $1 = 1^\gamma \in J^\gamma$, hence $D_J^\gamma = R_J[[t]]^\gamma = (R_J)^\gamma[[t]] = R_{J^\gamma}[[t]] = D_{J^\gamma}$. Suppose $1 \notin J$. Then $1 = 1^\gamma \notin J^\gamma$. If $f \in D_J$, then $\sigma(f) \in C_1[[t]]$ for all $\sigma \in \text{Hom}(K, \mathbb{C})$. Since $\sigma(f^\gamma) = (\sigma \circ \gamma)(f)$ and $\sigma \circ \gamma \in \text{Hom}(K, \mathbb{C})$, $f^\gamma \in R_{J^\gamma}[[t]]$ also satisfies $\sigma(f^\gamma) \in C_1[[t]]$ for all $\sigma \in \text{Hom}(K, \mathbb{C})$. Thus in this case as well we have $D_J^\gamma = D_{J^\gamma}$.

Thus the action of $\Gamma$ extends to $Q = \text{Quot}(D_I)$ (by $\frac{f}{g}^\gamma = \frac{f^\gamma}{g^\gamma}$), satisfying $Q_i^\gamma = Q_i, (Q'_i)^\gamma = Q'_i^\gamma$ for all $i \in I, \gamma \in \Gamma$. Note also that $E^\gamma = E$ for each $\gamma \in \Gamma$, since $R^\gamma = R$.

3 Matrix factorization

We now combine the additive decomposition $D_I = D_I + D'_I$ of Proposition 2.10 with the “Weierstrass division” of Proposition 2.8 and some completeness arguments to get a matrix factorization result for the quotient fields of our analytic rings (Corollary 3.1).
Remark 3.1. Let $D$ be a domain, equipped with a norm $|\cdot|$. For each $n \geq 1$, $|\cdot|$ extends to a metric on the ring of $n \times n$-matrices $\text{Mat}_n(D)$, by $|(a_{ij})|_{1 \leq i,j \leq n} = \max_{1 \leq i,j \leq n} |a_{ij}|$, satisfying $|a + b| \leq |a| + |b|$ and $|ab| \leq n|a||b|$ (and if $|\cdot|$ is ultrametric, then $|a + b| \leq \max\{|a|,|b|\}$. Clearly, $D$ is complete w.r.t. $|\cdot|$ if and only if $\text{Mat}_n(D)$ is complete for each $n \geq 1$.

Proposition 3.2. Let $A$ be a domain equipped with an ultrametric absolute value $|\cdot|$ and let $A_0$ be a dense subring, such that $A = A_0 + gA$ for each $0 \neq g \in A_0$. Put $E = \text{Quot}(A)$, $E_0 = \text{Quot}(A_0)$ and let $E_1, E_2$ be subfields of $E$ such that $E_0 \subseteq E_2$. Let $n \in \mathbb{N}$ and suppose that:

(i) The localization $(A_0 \setminus \{0\})^{-1}A$ equals $E$.

(ii) For each $b \in \text{Mat}_n(A)$ with $|b - 1| < 1$ (where $1$ is the identity matrix of rank $n$) there exist $b_1 \in \text{GL}_n(E_1), b_2 \in \text{GL}_n(E_2)$ such that $b = b_1b_2$.

Then $\text{GL}_n(E) = \text{GL}_n(E_1) \cdot \text{GL}_n(E_2)$.

Proof. Let $b \in \text{GL}_n(E)$. By (i) there exists $0 \neq h \in A_0$ such that $hb \in \text{Mat}_n(A)$. If $hb = b_1b_2$ with $b_1 \in \text{GL}_n(E_1), b_2 \in \text{GL}_n(E_2)$, then $b = b_1b_2$, where $b_2 = \frac{1}{h}b_2' \in \text{GL}_n(E_2)$. So we may assume that $b \in \text{Mat}_n(A)$. Let $0 \neq d = \det(b) \in A$. Let $b' \in \text{Mat}_n(A)$ be the adjugate matrix of $b$, so that $bb' = d1_n$. By (i) again, there exists $0 \neq f \in A, 0 \neq g \in A_0$ such that $\frac{1}{d} = \frac{f}{g}$. Set $b' = fbb'$. Then $b' \in \text{Mat}_n(A)$ and $bb' = g1_n$. Put

$$V = \{a' \in \text{Mat}_n(A) : ba' \in g\text{Mat}_n(A)\} \quad \text{and} \quad V_0 = V \cap \text{Mat}_n(A_0).$$

Then $V$ is an additive subgroup of $\text{Mat}_n(A)$ and $g\text{Mat}_n(A) \leq V$. Since $A = A_0 + gA$, we also have $\text{Mat}_n(A) = \text{Mat}_n(A_0) + g\text{Mat}_n(A)$, hence $V = V_0 + g\text{Mat}_n(A)$. Since $A_0$ is dense in $A$, $\text{Mat}_n(A_0)$ is dense in $\text{Mat}_n(A)$, hence $g\text{Mat}_n(A_0)$ is dense in $g\text{Mat}_n(A)$. It follows that $V_0 = V_0 + g\text{Mat}_n(A_0)$ is dense in $V = V_0 + g\text{Mat}_n(A)$. Since $b' \in V$, there exists $a_0 \in V_0$ with $|b' - a_0| < 1$. In particular, $a_0 \in \text{Mat}_n(A_0)$ and $ba_0 \in g\text{Mat}_n(A)$.

Put $a = \frac{1}{g}a_0 \in \text{Mat}_n(E_0)$. Then $ba = \frac{1}{g}ba_0 \in \text{Mat}_n(A)$ and $|1 - ba| = |\frac{1}{g}b(b' - a_0)| \leq \frac{1}{g}|b||b' - a_0| < 1$. By (ii), there exist $b_1 \in \text{GL}_n(E_1), b_2 \in \text{GL}_n(E_2)$ such that $ba = b_1b_2$. In particular, $\det(a) \neq 0$, hence $a \in \text{GL}_n(E_0)$. Thus $b = b_1b_2$ for $b_2 = b_2'a^{-1} \in \text{GL}_n(E_2)\text{GL}_n(E_0) = \text{GL}_n(E_2)$.}

Lemma 3.3. Let $D$ be a domain complete with respect to a norm $|\cdot|$. Let $(a_k)_{k=1}^{\infty}$ be a sequence of matrices in $\text{Mat}_n(D)$ such that $\sum_{k=1}^{\infty} |a_k| < \infty$. Then the infinite products $\ldots \cdot (1 + a_2) \cdot (1 + a_1)$ and
(1 + a_1) · (1 + a_2) · . . . both converge in Mat_n(D). Moreover, if each 1 + a_i is invertible, so is each of the products.

Proof. The proof is verbally the same as the proof of [Har84b, Lemma 2.2] (where the lemma is proven for specific complete normed domains).

Remark 3.4. If (f_k)_{k \in \mathbb{N}} is a sequence in \mathbb{C}_r[[t]] that converges both with respect to |·|_r in \mathbb{C}[[t]] and with respect to |·| in \mathbb{C}_r[[t]], then the two limits coincide. Indeed, if g \in \mathbb{C}_r[[t]] with \|g - f_k\|_r \to 0, then, writing \(f_k = \sum_{n=0}^{\infty} f_{kn}t^n\) and \(g = \sum_{n=0}^{\infty} g_{nt}t^n\), the Cauchy integral formula implies that \(|g_{nt} - f_{kn}| \leq \|g - f_k\|_r r^{-n} \to 0\) as \(k \to \infty\). Since \(f_k\) converges also \(t\)-adically, the sequence \((f_{kn})_{n \in \mathbb{N}}\) is eventually constant for every \(k\), and therefore eventually equal to \(g_k\). Hence, \(g\) is also the limit of \((f_k)_{k \in \mathbb{N}}\) with respect to \(|·|_r\).

For the rest of this section we use the notation of Construction 2.14.

Proposition 3.5. Let \(n \in \mathbb{N}\) and let \(b \in \text{Mat}_n(D_I)\) satisfy \(|b - 1|_r < 1\). Then for each \(i \in I\) there exist \(b'_i \in \text{GL}_n(Q'_i)\) and \(b_i \in \text{GL}_n(Q_i)\) such that \(b = b'_ib_i\).

Proof. Let \(C_1\) be given by Lemma 2.16. By Proposition 2.10, for each \(y \in \text{Mat}_n(D_I)\) there exist \(y^+ \in \text{Mat}_n(D'_I)\) and \(y^- \in \text{Mat}_n(D_I)\) such that \(y = y^+ + y^-\) and \(|y^+|_r \leq |y|_r\), \(|y^-|_r \leq |y|_r\). Moreover, if \(i = 1\) and \(\lambda\) is a coefficient of one of the entries of \(y^-\), then \(||\lambda|| < C_1\). Similarly, if \(i \neq 1\) and \(\lambda\) is a coefficient of an entry of \(y^+\), then \(||\lambda|| < C_1\).

Write \(y_1 = b - 1\) and \(c = |y_1|_r < 1\). We recursively define a sequence of matrices \((y_j)_{j=1}^{\infty} \subseteq \text{Mat}_n(D_I)\) by setting

\[y_{j+1} = y_j^+y_j^- - y_j^+y_j - y_jy_j^- + y_j^+y_j^-\cdot \quad (3.5.1)\]

Since \(|·|_r\) is ultrametric it follows by induction that \(|y_{j+1}|_r \leq |y_j|^2\) and \(|y_j^+|_r \leq |y_j|_r \leq c^{2^{j-1}} < 1\) for each \(j \geq 1\). Thus \(\det(1 - y_j^+) \equiv \det(1) \equiv 1 \mod (t)\), hence \(1 - y_j^+\) is invertible in the ring Mat_n(R'_i[[t]]) (which is complete with respect to \(|·|_r\) for all \(j\)). Moreover, \(\sum_j |y_j^+|_r < \infty\). By Lemma 3.3 \(\cdots \cdot (1 - y_1^+) \cdot (1 - y_1^-)\) converges to a matrix \(p'_i \in \text{GL}_n(R'_i[[t]])\). Similarly, \(\cdots \cdot (1 - y_i^-) \cdot (1 - y_i^-)\) converges to a matrix \(p_i \in \text{GL}_n(R_i[[t]])\). In particular, \(\det(p_i), \det(p'_i) \neq 0\). By (3.5.1) we have

\[1 + y_{j+1} = (1 - y_j^+)(1 + y_j)(1 - y_j^-),\]

hence

\[1 + y_{j+1} = (1 - y_j^+) \cdot \cdots \cdot (1 - y_1^+) \cdot b \cdot (1 - y_1^-) \cdots \cdot (1 - y_j^-)\]
for all $j$. Taking the $t$-adic limit, we get $1 = p_1^j \cdot b \cdot p_i$.

Suppose $i \neq 1$. Since $|y_j^{|t|} \leq c^{2j-1} \leq c^j$ for all $j$, it follows
that each of the entries of $y_j^+$ is divisible by $t^j$. Let $0 < r < 1$ and
suppose $f \in D'_i$ is one of the entries of $y_j^+$.
Then we may write $f = t^j(\sum_{m=0}^{\infty} f_mt^m)$, hence for each $\sigma \in \mathrm{Hom}(K, \mathbb{C})$ we have $|\sigma(f)|_r \leq r^j(\sum_{m=0}^{\infty} C_1 r^m) = r^j \frac{C_1}{1-r}$. It follows that $|\sigma(y_j^+)|_r \leq r^j \frac{C_1}{1-r}$. (where $\sigma(y_j^+)$ is the matrix obtained by applying $\sigma$ to all of the entries). Thus, $\sum_{j=1}^{\infty} |\sigma(y_j^+)|_r \leq \sum_{j=1}^{\infty} r^j \cdot \frac{C_1}{1-r} = r \cdot \frac{C_1}{1-r} < \infty$. By Lemma 3.3, $\ldots \cdot (1 - \sigma(y_j^+)) \cdot (1 - \sigma(y_j^+))$ converges w.r.t. $| \cdot |$ to an element of $\mathrm{Mat}_n(\mathbb{C}_{\sigma}[[t]])$, which by Remark 3.4 must equal $\sigma(p_i')$. We conclude that $p_i' \in \mathrm{Mat}_n(D'_i)$. Note that since $i \neq 1$, $p_i \in \mathrm{GL}_n(R_0[[t]]) = \mathrm{GL}_n(D_i)$.

Similarly, if $i = 1$ we get that $p_i \in \mathrm{Mat}_n(D_i), p_i' \in \mathrm{GL}_n(D'_i)$. Thus in both cases, $p_i \in \mathrm{Mat}_n(Q_i), p_i' \in \mathrm{Mat}_n(Q'_i)$ and since $\det(p_i) \neq 0, \det(p_i') \neq 0$ we conclude that $p_i \in \mathrm{GL}_n(Q_i), p_i' \in \mathrm{GL}_n(Q'_i)$. Write $b_i = p_i^{-1}, b_i' = (p_i')^{-1}$. Then $b = b_i \cdot b_i'$.

**Corollary 3.6.** For each $i \in I$ and $n \in \mathbb{N}$ we have
$$\mathrm{GL}_n(Q_i) = \mathrm{GL}_n(Q'_i) \cdot \mathrm{GL}_n(Q_i) = \mathrm{GL}_n(Q_i) \cdot \mathrm{GL}_n(Q'_i).$$

**Proof.** Let $i \in I$ and put $A = D_i, A_0 = R\{1\} \cdot R_i, E = Q_i, E_1 = Q'_i, E_2 = Q_i$. Then $A$ is complete with respect to the ultrametric absolute value $| \cdot |_t$, and $A_0$ is $| \cdot |_t$-dense in $A$, since $A_0$ contains the ring $R_0[[t]]$. By Proposition 2.3, $A = A_0 + gA$ for each $0 \neq g \in A$. Clearly, $E_0 = \mathrm{Quot}(A_0) \subseteq E_2$. Condition (i) of Proposition 3.2 holds by Corollary 2.9 and condition (ii) holds by Proposition 3.5, thus $\mathrm{GL}_n(Q) = \mathrm{GL}_n(Q'_i) \cdot \mathrm{GL}_n(Q_i)$. Consequently, $\mathrm{GL}_n(Q) = \mathrm{GL}_n(Q')^{-1} = \mathrm{GL}_n(Q_i)^{-1} \mathrm{GL}_n(Q'_i)^{-1} = \mathrm{GL}_n(Q_i) \mathrm{GL}_n(Q'_i)$. □

**Remark 3.7.** It is unknown to the authors whether the above matrix factorization results hold for the base rings. That is, whether $\mathrm{GL}_n(D_i) = \mathrm{GL}_n(D_i) \mathrm{GL}_n(D'_i)$ for $i \in I$. In the case where $K = \mathbb{Q}$, the answer is positive, and a proof is given in [Har84a] Proposition 2.3. However, that proof does not generalize to arbitrary number fields (the critical point is that for $\mathbb{Z}$, the bound $C_1$ given by Lemma 2.6 is 1, which ensures invertibility of certain convergent power series on the open unit disc). However, for our constructions to work, matrix factorization over the quotient fields is precisely the needed result. □

### 4 Cyclic extensions

As before, let $K$ be a number field with ring of integers $R = \mathcal{O}_K$, and let $n = [K : \mathbb{Q}]$. In this section we construct cyclic Galois extensions
of $E = \text{Quot}(R\{t\})$ and embed them into the quotient fields of our analytic rings.

**Remark 4.1.** We associate to $K$ its Minkowski space $K_\mathbb{R}$, defined as follows. Let $\rho_1, \ldots, \rho_r \in \text{Hom}(K, \mathbb{R})$ denote the real, and $\sigma_1, \bar{\sigma}_1, \ldots, \sigma_s, \bar{\sigma}_s \in \text{Hom}(K, \mathbb{C})$ the complex embeddings of $K$ into $\mathbb{C}$. Then $K_\mathbb{R} = \mathbb{R}^r \times \mathbb{C}^s$, and we have an embedding $\iota: K \to K_\mathbb{R}$ given by

$$\iota(x) = (\rho_1(x), \ldots, \rho_r(x), \sigma_1(x), \ldots, \sigma_s(x))$$

for each $x \in K$. Note that $n = r + 2s$. We identify $K_\mathbb{R}$ with $\mathbb{R}^n$ via the standard isomorphism $\mathbb{C} \to \mathbb{R}^2$.

For any $\mathbb{R}$-basis $B = (b_1, \ldots, b_n)$ of $\mathbb{R}^n$, the norm on $\mathbb{R}^n$ defined by

$$\left\| \sum_i x_i b_i \right\|_B = \max_i |x_i|, \quad x_1, \ldots, x_n \in \mathbb{R}$$

is equivalent to the Euclidean norm $| \cdot |_{\mathbb{R}^n}$. In particular, $| \cdot |_{\mathbb{R}^n}$ is equivalent to $| \cdot |_{e}$, where $e$ is the standard basis of $\mathbb{R}^n$, so the norms $| | \cdot ||$ (see Remark 2.2) and $| \cdot |_{\mathbb{R}^n} \circ \iota$ are equivalent on $K$.

**Lemma 4.2.** If $a \neq 0$ is a non-invertible element of $R$, then there exists $0 \neq b \in \mathbb{Z}[\frac{1}{a}]$ with $|b| < 1$.

**Proof.** Since $a^{-1}$ is not integral over $\mathbb{Z}$, $\mathbb{Z}[a^{-1}]$ is not finitely generated as a $\mathbb{Z}$-module. Thus (in the notation of Remark 4.1) $\iota(\mathbb{Z}[a^{-1}])$ is subgroup but not a lattice of $\mathbb{R}^n$, i.e. a non-discrete subgroup [Neu99 Proposition I.4.2]. Since the norm induced on $K$ by $| \cdot |_{\mathbb{R}^n}$ is equivalent to $| | \cdot ||$, the claim follows. \qed

**Proposition 4.3.** Let $K$ be a number field with ring of integers $R = \mathcal{O}_K$. Let $k \in \mathbb{N}$ and suppose that $K$ contains a root of unity of order $k$. Let $a \in R \setminus R^\times$ and $A = R[\frac{1}{a}]$. Put $B = A\{t\}$, $E = \text{Quot}(R\{t\})$, and $L = \text{Quot}(B)$. Then there exists a Galois extension $F$ of $E$ contained in $L$, with $\text{Gal}(F/E) \cong \mathbb{Z}/k\mathbb{Z}$.

**Proof.** Consider the polynomial $p(X) = X^k - (1 - k^2 t)$. We first claim it has a root in $\mathbb{Z}[[t]]$. Indeed, $p'(1) = k, p(1) = k^2 t \in p'(1)^2 t \mathbb{Z}[[t]]$. By the general Hensel’s Lemma [Eis95 Theorem 7.3] (for the $t$-adically complete domain $\mathbb{Z}[[t]]$), there exists $f(t) \in \mathbb{Z}[[t]]$ with $p(f(t)) = 0$. Now view $f(t)$ as a formal power series in $\mathbb{C}[[t]]$, algebraic over $\mathbb{C}[t]$.

By [Art68 Theorem 2.14], the field of formal power series in $\mathbb{C}((t))$ which converge at some non-zero point is algebraically closed in $\mathbb{C}((t))$, in particular $f(t)$ converges at some non-zero point. Thus, there exists $r > 0$ such that $f(t)$ converges on the open disc of radius $r$ around the origin.
By Lemma 4.2 there exists $0 \neq b \in A$ with $\|b\| < 1$, hence also $|\text{norm}_{K/Q}(b)| < 1$, which implies that $b \notin R$ (otherwise $\text{norm}_{K/Q}(b) \in \mathbb{Z}$). Thus there exists a non-archimedean prime $p$ of $R$ such that $v_p(b) < 0$ (where $v_p$ is the corresponding discrete valuation on $K$).

Let $m \in \mathbb{N}$ be a sufficiently large integer such that $||b^m|| < r$ and $v_p(b^m) < -v_p(k^2)$. Put $g(t) = f(tb^m) \in A[[t]]$. Then for each $\lambda \in \mathbb{C}$ with $|\lambda| < 1$ we have $|\lambda \cdot \sigma(b^m)| < r$, hence $\sigma(g)(\lambda) = f(\lambda \cdot \sigma(b^m))$ converges. It follows that $g(t) \in B$. Moreover, $g(t)$ is a root of the polynomial $q(X) = X^k - (1 - (k^2 \cdot b^m)t) \in E[X]$.

We next claim that $q(X)$ is irreducible over $E$. Let $O$ be the completion of the localization $R_p$. By our assumptions, $\frac{1}{b^m k^2} \in pR_p$, hence by [Par10, Lemma 1.5(a)], the element $s = \frac{1}{b^m k^2} - t$ is a prime element of the ring $O[[t]]$, hence defines an $s$-adic valuation $w_s$ on $\Omega = \text{Quot}(O[[t]])$. Then $w_s(s) = 1$ and $w_s(c) = 0$ for each constant $c \in K^\times$. By the generalized Eisenstein Criterion [Cas86, Section 6, Theorem 2.1], the polynomial $r(X) = \frac{1}{b^m k^2} \cdot q(X) = \frac{1}{b^m k^2} \cdot X^k - (\frac{1}{b^m k^2} - t) \in O[[t]][X]$ is irreducible over $\Omega$, hence $q(X)$ is irreducible over $\Omega$ and hence irreducible over the subfield $E$.

Let $F$ be the splitting field of $q(X)$ over $E$. Since $K \subseteq E$ contains a primitive $k$-th root of unity, $F/E$ is a Kummer extension with Galois group $\mathbb{Z}/k\mathbb{Z}$. Since $q(X)$ has a root $g(t) \in L$, we have $F \subseteq L$. \[\square\]

5 Algebraic extensions of rings of power series

Let $R$ be an integral domain with quotient field $K$. Let $R[[t]]$ be the ring of formal power series over $R$, viewed as a subring of

$$B := \bigcup_{0 \neq a \in R} R[[\frac{t}{a}]]$$

(the union taken inside $K((t))$). Put $F = \text{Quot}(B)$. The goal of this section is to show that $F$ is separably closed in $K((t))$. This result may be viewed as an arithmetic version of the theorem of Artin [Art68, Theorem 2.14] concerning convergent power series (with respect to an absolute value). Our proof is an adaptation of the proof of [Par08, Proposition 3.10].

**Lemma 5.1.** Let $h(Y) = p_d Y^d + \ldots + p_1 Y + p_0 \in K[[t]][Y]$ be a polynomial over $K[[t]]$. Suppose that for each $0 \leq k \leq d$ we have $p_k = \sum_{n=0}^{\infty} b_{k,n} t^n$, where $\{b_{k,n}\} \subseteq K$ satisfy $b_{0,0} = 0, b_{1,0} = 1, b_{2,0} = \ldots = b_{d,0} = 0$. Suppose $y = \sum_{n=0}^{\infty} a_n t^n \in K[[t]]$ is a root of $h$. Then for each $n \geq 1$, $a_n$ is a sum of products of the form $\pm b_{k,j_0} a_{j_1} a_{j_2} \cdots a_{j_k}$,
Lemma 3.9] that almost all of the coefficients are zero is not used in the proof.

Proof. The proof is the same as the proof of [Par08, Lemma 3.8], with $F$ there replaced by $K$ here. Note that the assumption in [Par08, Lemma 3.9] that almost all of the coefficients are zero is not used in the proof.

Remark 5.2. Let $y(t) = \sum_{n=0}^{\infty} a_n t^n \in K[[t]]$. If $y(at) \in B$ for some $0 \neq a \in R$, then $y(t) \in B$. Indeed, $y(at) \in B$ implies the existence of $b \in R$ such that $y(at) \in R[\left[\frac{1}{t}\right]]$, which implies that $y(t) \in R[\left[\frac{1}{at}\right]] \subseteq B$.

Proposition 5.3. The field $F$ is separably closed in $K((t))$.

Proof. Let $y = \sum_{n=1}^{\infty} a_n t^n \in K((t))$ be separably algebraic over $F$.

Part A. A shift of $y$

Let $y_1, y_2, \ldots, y_d$ with $y_1 = y$ be the distinct conjugates of $y$ over $F$. Then $y \in F$ if and only if $d = 1$, so suppose $d \geq 2$. Let $v$ be the $t$-adic valuation on $K((t))$. Extend $v$ to the algebraic closure of $K((t))$ and let $r = \text{max}\{v(y - y_i) : i = 2, \ldots, d\}$ ($\neq \infty$), $s = r + 1$. Let $y'_i = t^{-s} (y_i - \sum_{n=1}^{s} a_n t^n)$ for each $1 \leq i \leq d$. Then $y'_1, \ldots, y'_d$ are the distinct conjugates of $y'_1$ over $F$. Moreover, $v(y'_i) \geq 1$, hence for each $2 \leq i \leq d$ we have $v(y'_i - y'_1) = v(y_i - y_i) - s \leq r - s = -1$, hence $v(y'_i) \leq -1$.

Since $K(t) \subseteq F$ we may replace each $y_i$ with $y'_i$ to assume that $v(y) \geq 1$ and $v(y_i) \leq -1$ for each $2 \leq i \leq d$. In particular, $y = \sum_{n=0}^{\infty} a_n t^n$ with $a_0 = 0$ and $y_1, \ldots, y_d$ are the roots of an irreducible polynomial $h(Y) = p_d Y^d + \ldots + p_1 Y + p_0 \in F[Y]$.

Part B. The values of the coefficients

Multiplying by the common denominator, we may assume that $p_i \in B$ for all $i$. Thus for each $0 \leq i \leq d$ there exists $0 \neq \alpha_i \in R$ such that $p_i \in R[\left[\frac{1}{\alpha_i}\right]]$. Without loss of generality $a = \alpha_i$ is independent of $i$. By Remark 5.2 if $y(at) \in B$ then so is $y(t)$. Thus we may replace each $p_i(t)$ with $p_i(at)$ to assume that $p_i(at) \in R[\left[\frac{1}{\alpha_i}\right]]$.

By [Par08, Lemma 3.8] we have $e := v(p_1) < v(p_i)$ for each $i \neq 1$. Divide the $p_i$ by $t^e$ to assume that $v(p_1) = 0 < v(p_i)$ for each $i \neq 1$. Therefore for each $0 \leq k \leq d$ we have $p_k = \sum_{n=0}^{\infty} b_{k,n} t^n$, where $b_{k,n} \in R$, $b_{1,0} \neq 0$, and for each $k \neq 1$ we have $b_{k,0} = 0$. Put $\beta = b_{1,0}$.

By Remark 5.2 it suffices to show that $\tilde{y}(t) = y(\beta t) \in B$. The substitution $t \mapsto \beta t$ defines an automorphism of $K((t))$, hence the following equality follows from $h(y) = 0$:

$$\frac{p_d(\beta t)}{\beta} \tilde{y}^d + \ldots + \frac{p_1(\beta t)}{\beta} \tilde{y} + \frac{p_0(\beta t)}{\beta} = 0.$$
The coefficients in this equality are all in $R[[t]]$, in particular
\[
\frac{p_1(\beta t)}{\beta} = \frac{\beta + b_{1,1}\beta t + \ldots}{\beta} = 1 + b_{1,1}t + \ldots,
\]
hence without loss of generality we may assume that $\beta = 1$.

**Part C. The coefficients $a_n$**

By Lemma 5.1 for each $n$, $a_n$ is a sum of products of the form $\pm b_{k,j_0}a_{j_1}a_{j_2} \cdots a_{j_k}$, with $0 \leq k \leq d, 0 \leq j_0 \leq n, 0 < j_1, \ldots, j_k < n$ such that $j_0 + j_1 + \ldots + j_k = n$.

We now claim that $a_n \in R$ for all $n \geq 0$. Indeed, $a_0 = 0 \in R$. Assume that $a_m \in R$ for each $0 \leq m \leq n - 1$. Then, each summand in $a_n$ belongs to $R$, hence $a_n \in R$. Thus $y(t) \in R[[t]] \subseteq B \subseteq F$.  

**Corollary 5.4.** Suppose $K_0$ is a number field and $K$ is a finite Galois extension of $K_0$. Let $R_0$ be the ring of integers of $K_0$, and let $R$ be the ring of integers of $K$. Put $E = \text{Quot}(R(t))$ and let $F$ be a finite Galois extension of $E$. Suppose $\phi$ is a $K$-rational place of $F$ extending the place $t \mapsto 0$ of $E$, and that $\phi$ is unramified in $F/E$. Then there exists an $E$-embedding of $F$ into $\text{Quot}(R[\frac{1}{a}[t]])$, for some $0 \neq a \in R_0$.

**Proof.** Since $\phi$ is $K$-rational and unramified in $F/K(t)$, the completion of $F$ at $\phi$ is isomorphic to $K((t))$, and therefore we can assume that $E \subseteq F \subseteq K((t))$. Since $E = \text{Quot}(R(t)) \subseteq \text{Quot}(R[[t]])$, Proposition 5.3 implies that $F \subseteq \text{Quot}(R[\frac{1}{b}[t]])$ for some $0 \neq b \in R$. Let $0 \neq a = \text{norm}_{K/K_0}(b) \in R_0$. Then $R[\frac{1}{b}][t] \subseteq R[\frac{1}{a}][t]$, hence $F \subseteq \text{Quot}(R[\frac{1}{a}][t]) \subseteq \text{Quot}(R[\frac{1}{a}[t]]).$  

6 Solution of split embedding problems

In this section we finally prove our Main Theorem. We start by recalling a few definitions:

**Definition 6.1.** Let $E_0/K_0$ be a regular field extension. A finite split embedding problem (FSEP) over $E_0$ is an epimorphism $\Gamma_1 \times H \to \Gamma_1$, where $\Gamma_1 = \text{Gal}(F_1/E_0)$ for some finite Galois extension $F_1$ of $E_0$, and $\Gamma_1$ acts on the finite group $H$. A solution to the FSEP $\Gamma_1 \times H \to \Gamma_1$ is a finite Galois extension $F$ of $E_0$ that contains $F_1$, such that $\text{Gal}(F/E_0) \cong \Gamma_1 \times H$ and the restriction of automorphisms from $F$ to $F_1$ coincides with the projection from $\Gamma_1 \times H$ onto $\Gamma_1$. Let $K$ be the algebraic closure of $E_0$ in $F_1$. The solution $F$ is $K_0$-regular if $K$ is algebraically closed in $F$. 
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Note that any FSEP \( \text{Gal}(L_0/K_0) \times H \rightarrow \text{Gal}(L_0/K_0) \) over \( K_0 \) gives rise to an FSEP \( \text{Gal}(E_0L_0/E_0) \times H \rightarrow \text{Gal}(E_0L_0/E_0) \) over \( E_0 \), and \( \text{Gal}(E_0L_0/E_0) \cong \text{Gal}(L_0/K_0) \). A solution over \( E_0 \) to an embedding problem over \( K_0 \) is a solution to the induced embedding problem over \( E_0 \).

**Lemma 6.2.** Suppose \( E_0/K_0 \) is regular, \( E/E_0 \) is a finite Galois extension, and \( \text{Gal}(E/E_0) \) acts on a finite group \( G \). Let \( E' \) be a finite Galois extension of \( E_0 \) that contains \( E \), let \( \text{res}: \text{Gal}(E'/E_0) \rightarrow \text{Gal}(E/E_0) \) be the restriction map, and let \( h: G' \rightarrow G \) be an epimorphism of groups. Suppose \( \text{Gal}(E'/E_0) \) acts on \( G' \) such that \( h(\sigma) = h(\sigma)^{\text{res}(\gamma)} \) for all \( \gamma \in \text{Gal}(E'/E_0), \sigma \in G' \). If the FSEP

\[
\text{Gal}(E'/E_0) \times G' \rightarrow \text{Gal}(E'/E_0)
\]

has a \( K_0 \)-regular solution, then so does

\[
\text{Gal}(E/E_0) \times G \rightarrow \text{Gal}(E/E_0).
\]

**Proof.** The proof is verbally the same as the proof of [HJ98b, Lemma 1.1] (where the lemma is proven for rational function fields, but the proof works for arbitrary regular extensions).

**Proposition 6.3.** Let \( K \) be a number field and let \( R = \mathcal{O}_K \) be its ring of integers. Then \( R[t] \) is the compositum of \( \mathbb{Z}\{t\} \) and \( R \).

**Proof.** Let \( f = \sum_{i=0}^{\infty} f_it^i \in R\{t\} \) and let \( z = (z_1, \ldots, z_n) \in R^n \) be an integral basis of \( K \). Let \( \iota: K \rightarrow K_\mathbb{R} \) be the embedding of \( K \) into its Minkowski space (Remark 4.1). By [Neu99, Proposition 1.5.2], \( \iota(z) = (\iota(z_1), \ldots, \iota(z_n)) \) is an \( \mathbb{R} \)-basis of \( K_\mathbb{R} \). By Remark 4.1, \( ||\cdot|| = ||\cdot||_{e} \circ \iota \) and \( ||\cdot||_{\iota(z)} \circ \iota \) are equivalent on \( K \), hence there exists \( c \in \mathbb{R} \) such that

\[
||\iota(x)||_{\iota(z)} \leq c \cdot ||x||
\]

for each \( x \in K \).

For each \( i \), let \( f_i = \sum_{k=1}^{n} f_{ik}z_k, f_{ik} \in \mathbb{Z} \). Then \( |f_{ik}| \leq ||\iota(f_k)||_{\iota(z)} \leq c||f_i|| \). Thus, \( \lim_{i} |f_{ik}|^{1/i} \leq \lim_{i} ||f_i||^{1/i} \leq 1 \), so \( g_k := \sum_{i} f_{ik}t^i \in \mathbb{Z}\{t\} \) for \( k = 1, \ldots, n \), hence \( f = \sum_{k} g_kz_k \in \mathbb{Z}\{t\} \cdot R \).

We shall need the following technical lemmas:

**Lemma 6.4.** Let \( K_0 \) be a number field, let \( K \) be a finite Galois extension of \( K_0 \), let \( R = \mathcal{O}_K \) be the ring of integers of \( K \), and let \( 0 \neq b \in R \). There exists a primitive element \( z \in R \setminus R^\times \) of \( K/K_0 \) such that all of its conjugates over \( K_0 \) are pairwise co-prime. Moreover, each of the conjugates of \( z \) is co-prime to \( b \).

**Proof.** Set \( n = [K : K_0] \), let \( R = \mathcal{O}_K \) be the ring of integers of \( K_0 \) and let \( \mathcal{F}_b \) be the family of primes ideals of \( R \) which contain \( b \). By
there exist infinitely many prime ideals of \( R_0 \) which are totally split in \( K/K_0 \). Choose such a prime \( p \) of \( R_0 \), with the additional property that all of the primes \( q_1, \ldots, q_n \) of \( R \) which lie over \( p \) do not belong to the (finite) family \( \mathcal{F}_b \). Since the ideal class group of a number field is finite, there exists an integer \( h \) such that \( q_1^h \) is a principal ideal of \( R \), and we denote a generator of this ideal by \( z \). It follows that \( z \) has \( n \) distinct conjugates and that all of the conjugates are pairwise co-prime. In particular, \( z \) is a primitive element of \( K/K_0 \), and since \( z \) generated a proper ideal, \( z \in R \setminus R^\times \). Since \( q_1, \ldots, q_n \) are not in \( \mathcal{F}_b \), each of the conjugates of \( z \) is co-prime to \( b \).

\[ \text{Lemma 6.5.} \] Let \( K_0 \) be a number field and \( K \) a finite Galois extension of \( K_0 \). Let \( R \) be the ring of integers of \( K \) and let \( 0 \neq a_1 \in R \). Let \( J \) be a finite index set with \( 1 \notin J \). Then for each \( j \in J \) there exists a primitive element \( a_j \in R \setminus R^\times \) of \( K/K_0 \) such that the sequence \( \{a_1\} \cup \{a_j^\gamma\}_{j \in J, \gamma \in \text{Gal}(K/K_0)} \) consists of pairwise co-prime elements.

\[ \text{Proof.} \] Let \( J = \{j_1, \ldots, j_m\} \). Suppose we constructed \( a_{j_1}, \ldots, a_{j_{k-1}} \) (for \( 1 \leq k \leq m \)). Then write \( b = a_1 \cdot \prod_{1 \leq i \leq k-1, \gamma} a_{j_i}^\gamma \) and apply Lemma 6.4 to produce the primitive element \( a_{j_k} \). By induction, the elements obtained \( \{a_j^\gamma\}_{j \in J, \gamma \in \text{Gal}(K/K_0)} \) are pairwise co-prime and also co-prime to \( a_1 \).

We are now ready to formulate and prove our Main Theorem:

\[ \text{Definition 6.6.} \] Let \( K_0 \) be a field, and \( E_0 \) an extension of \( K_0 \) contained in \( K_0((t)) \). An FSEP \( \text{Gal}(F_1/E_0) \times H \Rightarrow \text{Gal}(F_1/E_0) \) is \text{-unramified} if the \( t \)-adic valuation is unramified in \( F_1/E_0 \).

\[ \text{Theorem 6.7.} \] Let \( A \) be the ring of integers of a number field \( K_0 \) and let \( E_0 = \text{Quot}(A(t)) \). Then every \( t \)-unramified finite split embedding problem over \( E_0 \) has a \( K_0 \)-regular solution.

\[ \text{Proof.} \] Let \( F_1/E_0 \) be a finite Galois extension, such that the place \( \phi : t \to 0 \) of \( E_0 \) is unramified in \( F_1/E_0 \), and assume that \( \text{Gal}(F_1/E_0) \) acts on a non-trivial group \( H \). Let \( K \) be the algebraic closure of \( K_0 \) in \( F_1 \). We wish to solve the problem \( \text{Gal}(F_1/E_0) \times H \Rightarrow \text{Gal}(F_1/E_0) \) regularly over \( K_0 \).

Let \( R = \mathcal{O}_K \) be the ring of integers of \( K \), and let \( E = \text{Quot}(R[t]) \). First observe that \( E \subseteq F_1 \). Indeed, by Proposition 6.3 we have \( R[t] = \mathbb{Z}[t] \cdot R \subseteq E_0 \cdot K \subseteq F_1 \). Moreover, this shows that \( E = E_0 \cdot K \). Since \( R[t] \subseteq K[[t]] \) we have \( E \subseteq K((t)) \), hence \( E/K \) is a regular extension. Similarly, \( E_0/K_0 \) is a regular extension.

\[ \text{Part A. Enlarging } K \]
This part is the proof of [HJ98b, Proposition 4.2]. Extend $\phi$ to $F_1$, and let $F_1$ be the corresponding residue field. Then $F_1$ is a finite Galois extension of $K_0$ that contains $K$. Let $K' = F_1(\zeta_k)$, where $k = |H|$ and $\zeta_k$ is a primitive $k$-th root of unity. Let $F_1' = F_1K', E' = EK'$. Then $\phi$ extends to a $K'$-rational place $\phi'$ of $F_1'$, unramified over $E'$. Moreover, $F_1'/E_0$ is a Galois extension and its Galois group acts on $H$ via the restriction $\text{Gal}(F_1'/E_0) \to \text{Gal}(F_1/E_0)$. By Lemma 6.2 and Proposition [HJ98b] we may replace $F_1, E, K$ with $F_1', E', K'$ to assume that $\phi$ is a $K'$-rational place of $F_1'$, unramified over $E'$, and that $\zeta_k \in K$. Let $F_1' = K_0(\zeta_k)$, where $k = |H|$ and $\zeta_k$ is a primitive $k$-th root of unity. Let $F_1' = F_1K_0, E' = EK_0$. Then $\phi$ extends to a $K'$-rational place $\phi'$ of $F_1'$, unramified over $E'$. Moreover, $F_1'/E_0$ is a Galois extension and its Galois group acts on $H$ via the restriction $\text{Gal}(F_1'/E_0) \to \text{Gal}(F_1/E_0)$. By Lemma 6.2 and Proposition [HJ98b] we may replace $F_1, E, K$ with $F_1', E', K'$ to assume that $\phi$ is a $K'$-rational place of $F_1'$, unramified over $E'$, and that $\zeta_k \in K$. Put $\Gamma = \text{Gal}(K/K_0)$. Since $E_0/K_0$ is regular, $E_0$ and $K$ are linearly disjoint over $K_0$, thus $\text{Gal}(E/E_0)$ is isomorphic to $\Gamma$ by restriction of automorphisms. Put $G_1 = \text{Gal}(F_1/E_0)$.

**Part B. Patching data**

By Corollary 5.4 we may assume that $F_1 \subseteq \text{Quot}(R[[t]])$, for some $0 \neq a_1 \in A$. We extend $(E, F_1)$ to a patching data $\mathcal{E} = (E, F_i, Q_i, Q; G_i, G_i)_{i \in I}$ in the sense of [HJ98b, Definition 3.1], as follows: Write $H$ as

$$H = \{\tau_j : j \in J\} \tag{6.7.1}$$

with the index set $J$ of cardinality as of $H$ such that 1 (as a symbol) does not belong to $J$. Set $I_2 = J \times \Gamma$ and let $\Gamma$ act on $I_2$ by $(j, \gamma)\gamma = (j, \gamma^\gamma)$. Identify $(j, 1) \in I_2$ with $j$, for each $j \in J$. Then every $i \in I_2$ can be uniquely written as

$$i = j^\gamma \text{ with } j \in J \text{ and } \gamma \in \Gamma. \tag{6.7.2}$$

Let $I = \{1\} \cup I_2$ and extend the action of $\Gamma$ on $I_2$ to $I$ by $1^\gamma = 1$ for each $\gamma \in \Gamma$.

By Lemma 6.3, for each $j \in J$ we find a primitive element $c_j \in R \setminus R^\times$ of $K/K_0$, such that the elements $\{c_j^\gamma\}_{j \in J, \gamma \in \Gamma}$ are pairwise co-prime and also co-prime to $a_1$. For each $i \in I \setminus \{1\}$, we define an element $a_i \in R$ by writing $i = j^\gamma$ for some $j \in J, \gamma \in \Gamma$ and letting
$a_i = c_j$. Then $a_i^\gamma = a_i^* \gamma$ for each $i \in I, \gamma \in \Gamma$ (note that this also includes the case of $i = 1$). We now use the analytic rings given by Setup 2.10 and Construction 2.14. Note that (using the notations of Setup 2.10) $a_i = \prod_{j \in J} a_i = a_i \cdot \prod_{j \in J} \norm{K/K_0}(a_j) \in K_0^\times$. Extend the action of $\Gamma$ to $Q$ by Construction 2.17. Then $Q_i^\gamma = Q_i^\gamma$ and $(Q_i^\gamma)^\gamma = Q_i^\gamma$ for all $i \in I$ and $\gamma \in \Gamma$.

PART C. Groups
This part repeats Part D of the proof of [HJ98b, Proposition 4.1].

Since $F_1 \subseteq Q$ is a Galois extension of $E_0$, it is $\Gamma$-invariant. The action of $\Gamma$ on $K$ is faithful, hence it is faithful on each of the fields $E \subseteq F_1 \subseteq Q$. Thus we may identify $\Gamma$ with its image in $\Gal(F_1/E_0)$. Then $\Gal(F_1/E_0) = \Gamma \ltimes G_1$, where $\Gamma$ acts on $G_1$ by conjugation in $\Gal(F_1/E_0)$. Thus $$(a^\tau)^\gamma = (a^\gamma)^\tau \text{ for all } a \in F_1, \tau \in G_1, \text{ and } \gamma \in \Gamma. \quad (6.7.3)$$

The given action of $\Gal(F_1/E_0)$ on $H$ restricts to actions of its subgroups $G_1$ and $\Gamma$ on $H$. Let $G = G_1 \ltimes H$ with respect to this action, and let $\Gamma$ act on $G$ componentwise by its action on $G_1$ and $H$. Then $\Gal(F_1/E_0) \ltimes H = (\Gamma \ltimes G_1) \ltimes H = \Gamma \ltimes (G_1 \ltimes H) = \Gamma \ltimes G$.

Let $i \in I_2$. Use (6.7.2) to write $i = j^\gamma$ with unique $j \in J$ and $\gamma \in \Gamma$. Then define $\tau_i = \tau_j^\gamma \in H$ and observe that $\tau_i^\gamma = \tau_i^\gamma$ for all $i \in I_2$ and $\gamma \in \Gamma$. \hfill (6.7.4)

By (6.7.1),

$$H = \langle \tau_i : i \in I_2 \rangle. \quad (6.7.5)$$

For each $i \in I_2$ let $G_i = \langle \tau_i \rangle \leq H$. Then,$$G = \langle G_i : i \in I \rangle \text{ and } H = \langle G_i : i \in I_2 \rangle; \quad (6.7.6)$$

$G_i^\gamma = G_i^\gamma$ for all $i \in I$ and $\gamma \in \Gamma$; \hfill (6.7.7)

$|I| \geq 2$. \hfill (6.7.8)

PART D. Solution of $\Gal(F_1/E_0) \ltimes H \to \Gal(F_1/E_0)$
Let $j \in J$. Since by the reductions made in PART A, $K$ contains a primitive $k$-th root of unity, and $|G_j|$ divides $k = |H|$, Proposition 4.3 gives a cyclic extension $F_j/E$ with group $G_j = \langle \tau_j \rangle$, such that $F_j \subseteq \Quot(R_j \{t\}) = \Quot(D_j') \subseteq Q_j' \subseteq Q$.

For an arbitrary $i \in I_2$ there exist unique $j \in J$ and $\gamma \in \Gamma$ such that $i = j^\gamma$ (by (6.7.2)). Let $F_i = F_j^\gamma$. Since $\gamma$ acts on $Q$ and leaves
$E$ invariant, $F_i$ is a Galois extension of $E$ and $F_i \subseteq Q'_i$. The isomorphism $\gamma: F_j \rightarrow F_i$ gives an isomorphism $\text{Gal}(F_j/E) \cong \text{Gal}(F_i/E)$ which maps each $\tau \in \text{Gal}(F_j/E)$ onto $\gamma \circ \tau \circ \gamma^{-1} \in \text{Gal}(F_i/E)$. In particular, it maps $\tau_j$ onto $\gamma \circ \tau_j \circ \gamma^{-1}$. We may therefore identify $G_i$ with $\text{Gal}(F_i/E)$ such that $\tau_i$ coincides with $\gamma \circ \tau_j \circ \gamma^{-1}$. This means that $(y^\gamma)^\tau = (y^\tau)^\gamma$ for all $y \in F_j$ and $\tau \in G_j$.

By Proposition 2.15 we have $\bigcap_{i \in I} Q_i = E$, and by Corollary 3.6 for $n = |G|$ we have $\text{GL}_n(Q) = \text{GL}_n(Q_i) \cdot \text{GL}_n(Q')$ for each $i \in I$. By (6.7.6) we have $G = \langle G_i : i \in I \rangle$. Thus $\mathcal{E} = \langle E, F_i, Q_i, Q; G_i, G \rangle_{i \in I}$ is a patching data in the sense of [HJ98b, Definition 3.1].

Since $F_i$ is invariant under $\Gamma$, it follows that for all $i \in I$ and $\gamma \in \Gamma$ we have $F_i^\gamma = F_i^\tau$. Moreover, $(a^\tau)^\gamma = (a^\gamma)^\tau$ for all $a \in F_i$ and $\tau \in G_i$. This generalizes (6.7.3).

We have shown that $\Gamma$ acts properly on $\mathcal{E}$, in the sense of [HJ98b, Definition 3.1]. By [HJ98b, Corollary 3.4(e)] the “compound” $F \subseteq Q$ of $\mathcal{E}$ is a solution for the split embedding problem $\text{Gal}(F_1/E_0) \times H \rightarrow \text{Gal}(F_1/E_0)$. Since $K \subseteq F \subseteq Q \subseteq K((t))$ and $K((t))/K$ is regular, so is $F/K$. 

The field $E = \text{Quot}(\mathbb{Z}\{t\})$ is Hilbertian by [EP12, Proposition 4.3]. In [DD99] it is conjectured that every FSEP over a Hilbertian field is solvable. This has been proven for function fields over ample fields in [Pop96, HJ98b]. The field $E$ above can be viewed as an analogue of the (non-ample) field $K((x))(t)$ of rational functions over the complete (and hence ample) field $K((x))$ (where $K$ is some field), see discussion in [Har88, p. 855]. However, it is unclear from this analogy how to prove the non-amenleness of $E$. Moreover, unlike the function field case where all geometric primes play an equivalent role, in $E$ the prime $t \mapsto 0$ is distinguished, which leads to the ramification constraint of Theorem 6.7. More precisely, in the function field case, if $t \mapsto 0$ is ramified then one chooses a non-ramified point $a \in K$ and applies the automorphism $t \mapsto t + a$ of $K[t]$ to assume that $t \mapsto 0$ is unramified (see [HJ98b, Proof of Proposition 4.2(a)]). In contrast, the map $t \mapsto t + a$ does not extend to an automorphism of $\mathbb{Z}\{t\}$ (and not even to a $\mathbb{C}$-automorphism of $\mathbb{C}_{1-[[t]]}$) for any $a \neq 0$. Nevertheless, Theorem 6.7 gives our main objective:

**Corollary 6.8.** If $K$ is a number field with ring of integers $\mathcal{O}_K$, then every finite split embedding problem over $K$ has a $K$-regular solution over $\text{Quot}(\mathcal{O}_K\{t\})$.

**Proof.** Let $E = \text{Quot}(\mathcal{O}_K\{t\})$ and let $\text{Gal}(L/K) \times H \rightarrow \text{Gal}(L/K)$ be an FSEP over $K$. Since $E/K$ is regular and $L/K$ is algebraic, the $t$-adic valuation is totally inert in $EL/E$, so that the induced embedding
problem $\text{Gal}(EL/E) \times H \rightarrow \text{Gal}(EL/E)$ over $E$ is $t$-unramified. Thus the claim follows from Theorem 6.7.
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