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Abstract—Designing efficient sparse recovery algorithms that could handle noisy quantized measurements is important in a variety of applications—from radar to source localization, spectrum sensing and wireless networking. We take advantage of the approximate message passing (AMP) framework to achieve this goal given its high computational efficiency and state-of-the-art performance. In AMP, the signal of interest is assumed to follow certain prior distribution with unknown parameters. Previous works focused on finding the parameters that maximize the measurement likelihood via expectation maximization—an increasingly difficult problem to solve in cases involving complicated probability models. In this paper, we treat the parameters as unknown variables and compute their posteriors via AMP. The parameters and signal of interest can then be jointly recovered. Compared to previous methods, the proposed approach leads to a simple and elegant parameter estimation scheme, allowing us to directly work with 1-bit quantization noise model. We then further extend our approach to general multi-bit quantization noise model. Experimental results show that the proposed framework provides significant improvement over state-of-the-art methods across a wide range of sparsity and noise levels.

Index Terms—1-bit compressive sensing, multi-bit compressive sensing, channel estimation, approximate message passing, parameter estimation

I. INTRODUCTION

Compressive sensing allows us to recover a large signal family with sparse prior information at lower sampling rates [1]–[4]. In this paper, we are interested in recovering a sparse signal $x \in \mathbb{R}^N$ given the measurement matrix $A \in \mathbb{R}^{M \times N}$ and the heavily quantized measurements $y \in \mathbb{R}^M$. The problem itself is ill-posed, and we have to rely on the sparse prior of the signal for recovery. In the extreme case where $y \in \{-1,+1\}^M$, we have the classic “1-bit compressive sensing (CS)” problem originally proposed in [5]. This 1-bit CS set-up actually arises from a few practical applications. One such application involves the channel estimation problem in the massive multiple-input–multiple-output (MIMO) communication system, where the channel matrix is approximately sparse in the angle domain, and quantized measurements are acquired using low-cost low-resolution analog-to-digital converters (ADC) [6], [7].

As the number of quantization bits increases, power consumption of the ADC grows exponentially, along with the drastically increased cost and difficulty in hardware design [8]. Currently, these issues make it either too expensive or impractical to deploy high-resolution ADCs in base stations and portable devices [9]. As a result, there has been a growing interest in low-resolution ADCs that output 1 ~ 4 bits in recent years [10]–[12]. Particularly, 1-bit ADC is much preferred in wideband millimeter wave communication systems that require high sampling frequency [13]–[16].

Under the Bayesian setting illustrated in Fig. 1, approximate message passing (AMP) can be employed to perform probabilistic inference on the factor graph of sparse signal recovery task [18]–[20]. The distribution parameters in AMP are unknown in practice, and hence, need to be estimated. In this paper, we shall focus on developing new recovery methods within the AMP framework [17], [21], [22]. We are especially motivated from the fact that AMP is computationally efficient for large-scale problems and achieves state-of-the-art performances in channel estimation from low-bit measurements [7], [10], [12], [23], [24]. Compared to previous AMP approaches that either manually tune the noise parameter or rely on an approximated noise model, our approach works with the true quantization noise model and automatically estimates the parameters on the fly.

Inspired by the long history of treating the distribution parameters as random variables in mathematical statistics [25], we proposed an extension to AMP with additive-white-Gaussian-noise (AWGN) model in [26], where the posteriors of the signal and parameters were computed and used for recovery. There are two main drawbacks of this approach: it was not designed to handle heavily quantized measurements, and it relied on standard gradient descent to find the parameters (which implied incremental searches and was thus computationally intensive). In this paper, we incorporate the
quantization noise model and present a computationally efficient approach to perform parameter estimation. Experimental results show that the proposed AMP with built-in parameter estimation (AMP-PE) generally performs much better than other state-of-the-art methods, and matches the performance of the oracle AMP where the true distribution parameters are known.

A. Prior Art

Depending on how the sparse prior is enforced on $x$, various approaches have been proposed to solve the 1-bit CS problem. The $l_1$-norm $\|x\|_1$ was minimized in [5] subject to linear inequality constraints produced by 1-bit measurements and a nonlinear ($l_2$) norm constraint. Linear and convex programming formulations that minimize the $l_1$-norm subject to convex constraints can also be derived [27, 28]. With a suitably constructed data-fidelity term for quantized measurements, the $l_1$-norm can also be used as a regularizer to promote sparse solutions [29, 30]. The binary iterative hard thresholding (BIHT) algorithm was proposed in [31], and it imposed a constraint on the sparsity of the signal, i.e. $\|x\|_0 \leq E$, where $E$ is the number of nonzero entries in $x$. BIHT can be further generalized to quantized iterative hard thresholding (QHT) for multi-bit measurements [32].

Alternatively, the sparse prior can be interpreted from a probabilistic perspective and then utilized in the signal recovery process via AMP [21]. Its denoising formulation was first introduced in [33], then studied extensively in [34–36], and its Bayesian formulation in the form of belief propagation was later introduced in [17]. In this paper, we adopt the Bayesian formulation termed “generalized approximate message passing” (GAMP) [17]. In order to estimate distribution parameters, expectation maximization (EM) [37] was used to maximize the measurement likelihood in [38–40] or the Bethe free entropy in [41, 42]. However, these approaches often involve a high level of computational complexity in cases of complicated probability models such as the quantization noise model. As a result, AWGN model was adopted in [7], [23], [43], [44] to approximate the quantization noise model, which leads to sub-optimal performance. The approach in [12] adopted the true quantization noise model but assumed the noise distribution parameter was already known, i.e. it needed to be manually tuned. In this paper, by treating the parameters as random variables and recovering them jointly with the signal, we design a new GAMP-based algorithm with wider applicability that can directly work with any complicated quantization noise model.

Researchers have proposed and analyzed a few AMP algorithms to solve the 1-bit CS problem with different quantization noise models [45–49], where the noise parameters were either pre-specified or needed to be tuned manually. The noise $\nu$ was added before quantization in [31], [46], [48], whereas it was added after quantization in [47]. In this paper, we work with quantized measurements from the ADC whose input-referred noise is added before quantization. In Section IV we shall further extend the 1-bit quantization noise model to a general quantization noise model for multi-bit measurements.

When entries of the measurement matrix $A$ are i.i.d. zero-mean Gaussian, the asymptotic behavior of AMP in the large system limit can be characterized by state evolution, which predicts how the variables in AMP evolve through the iterations [21, 50]. The GAMP formulation adopted in this paper also agrees with the state evolution [17], and consistent parameter estimation can be guaranteed [40]. A new belief propagation formulation termed “vector approximate message passing” (VAMP) was proposed in [51], and its state evolution applies to a broader class of random matrices $A$ that are right-orthogonally invariant. Although it is still an open question as to how the state evolution analysis can be established for general measurement matrices, AMP has been employed with success in real applications like channel estimation [7], [10], [12] and phase retrieval [52, 53]. In practice, operations like damping and mean removal are quite effective in preventing divergence of the algorithm for non-Gaussian measurement matrices [54, 55].

B. Main Contributions and Paper Outline

Following the practice of treating distribution parameters as variables in mathematical statistics [25], we perform parameter estimation in a simpler fashion by maximizing their posteriors in AMP. This allows us to consider the true quantization noise model using the proposed AMP-PE framework, where all distribution parameters can be efficiently estimated. This is different from previous AMP-based approaches that either manually tune the noise parameter or use an approximated noise model. Building upon our earlier work with AWGN model in [26], we offer the following main contributions:

- 1-bit and multi-bit quantization noise models are incorporated to AMP-PE to pave the way for channel estimation in the massive MIMO systems with multi-bit ADCs.
- A computationally efficient approach that combines EM and the second-order method is proposed to perform parameter estimation. To the best of our knowledge, this is the first AMP approach that could estimate the noise variance in a true quantization noise model.
- State evolution analysis is derived, and it empirically predicts the performance of AMP-PE for the random Gaussian measurement system in the large system limit as $N \to \infty$ and $M/N$ is fixed.

This paper proceeds as follows. In Section II we introduce the AMP-PE framework. Section III presents the sparse signal model, the 1-bit quantization noise model, and discusses how the distribution parameters can be estimated efficiently. In Section IV we extend our approach to the multi-bit quantization noise model. Next, we derive in Section V the state evolution recursions, and empirically verify that they predict the performance of AMP-PE for large random Gaussian matrices. We then compare AMP-PE with other state-of-the-art methods in Section VI and conclude the paper with a discussion in Section VII. Additional experimental results and discussions are given in the Supplemental Material.

II. AMP WITH BUILT-IN PARAMETER ESTIMATION

This section introduces the extended AMP-PE framework from our earlier work [26] where the distribution parameters
were treated as unknown variables. As shown in Fig. 2, the factor graph can be divided into three blocks: the signal prior block that contains the signal distribution parameters $\lambda = \{\lambda_1, \cdots, \lambda_L\}$, the measurement system block that contains the signal of interest $x = [x_1 \ x_n \ \cdots \ x_N]^T$, and the noise prior block that contains the noise distribution parameters $\theta = \{\theta_1, \cdots, \theta_K\}$. Inference tasks that compute the posteriors $p(\lambda | y)$, $p(x | y)$, $p(\theta | y)$ rely on the “messages” passed among different nodes. Taking the messages between the factor node $\Phi_m$ and the variable node $x_n$ for example, we use the following notations:

- $\Delta_{\Phi_m \rightarrow x_n}$ denotes the message from $\Phi_m$ to $x_n$.
- $\Delta_{x_n \rightarrow \Phi_m}$ denotes the message from $x_n$ to $\Phi_m$.

Both $\Delta_{\Phi_m \rightarrow x_n}$ and $\Delta_{x_n \rightarrow \Phi_m}$ can be viewed as functions of $x_n$, and they are expressed in the “log” domain throughout this paper.

Starting with the measurement system block, we can write the messages exchanged among the nodes in the $(t+1)$-th message passing iteration as follows:

$$
\Delta^{(t+1)}_{\Phi_m \rightarrow x_n} = C + \log \int \Phi_m (y_m, x, \theta) \times \exp \left( \sum_{j \neq n} \Delta^{(t)}_{x_j \rightarrow \Phi_m} + \sum \Delta^{(t)}_{\theta_k \rightarrow \Phi_m} \right) d\theta d(x \setminus x_n),
$$

$$
\Delta^{(t+1)}_{x_n \rightarrow \Phi_m} = \sum_i \Delta^{(t+1)}_{x_i \rightarrow \Phi_m},
$$

$$
\Delta^{(t+1)}_{\Omega_n \rightarrow x_n} = C + \log \int \Omega_n (x_n, \lambda) \cdot \exp \left( \sum_i \Delta^{(t+1)}_{\lambda_i \rightarrow \Omega_n} \right) d\lambda,
$$

$$
\Delta^{(t+1)}_{x_n \rightarrow \Phi_m} = \Delta^{(t+1)}_{\Omega_n \rightarrow x_n} + \sum_{i \neq m} \Delta^{(t)}_{\Phi_m \rightarrow \Phi_i} x_n,
$$

where $C$ (by abuse of notation$^1$) denotes a normalization constant that does not depend on the messages in the previous $t$-th iteration, $x \setminus x_n$ is the vector $x$ with its $n$-th entry $x_n$ removed.

$^1$Note that the $C$ in $\Delta^{(t+1)}_{\Phi_m \rightarrow x_n}$ and the $C$ in $\Delta^{(t+1)}_{x_n \rightarrow \Phi_m}$ are in fact different, they are both some constants in the $(t+1)$-th iteration.

The noise prior distribution $\Phi_m (y_m, x, \theta) = p(y_m | x, \theta)$ is encoded at the factor node $\Phi_m$, and the signal prior distribution $\Omega_n (x_n, \lambda) = p(x_n | \lambda)$ is encoded at the factor node $\Omega_n$.

In the signal prior block, the messages exchanged among the nodes in the $(t+1)$-th iteration are:

$$
\Delta^{(t+1)}_{\Omega_n \rightarrow \lambda_i} = C + \log \int \Omega_n (x_n, \lambda) \times \exp \left( \sum_{i \neq n} \Delta^{(t)}_{\lambda_i \rightarrow \Omega_n} \right) d\lambda d(x),
$$

$$
\Delta^{(t+1)}_{\lambda_i \rightarrow \Omega_n} = C + \sum \Delta^{(t+1)}_{\lambda_i \rightarrow \lambda_j},
$$

where $\lambda \setminus \lambda_i$ is the set $\lambda$ with its element $\lambda_i$ removed.

In the noise prior block, we have the following messages in the $(t+1)$-th iteration:

$$
\Delta^{(t+1)}_{\theta_k \rightarrow \Phi_m} = C + \log \int \Phi_m (y_m, x, \theta) \times \exp \left( \sum_j \Delta^{(t+1)}_{x_j \rightarrow \Phi_m} + \sum \Delta^{(t)}_{\theta_k \rightarrow \Phi_m} \right) d\theta d(x),
$$

$$
\Delta^{(t+1)}_{\theta_k \rightarrow \Phi_m} = \sum_{i \neq n} \Delta^{(t+1)}_{\theta_i \rightarrow \theta_k},
$$

where $\theta \setminus \theta_k$ is the set $\theta$ with its element $\theta_k$ removed.

The posteriors of the signal $x$ and the distribution parameters $\lambda, \theta$ can then be expressed as

$$
p(x_n | y) \propto \exp \left( \sum_{i \neq n} \Delta^{(t+1)}_{x_i \rightarrow \Phi_m} + \sum \Delta^{(t+1)}_{\lambda_i \rightarrow \Omega_n} \right), \quad (1a)
$$

$$
p(\lambda_i | y) \propto \exp \left( \sum \Delta^{(t+1)}_{\lambda_i \rightarrow \lambda_j} \right), \quad (1b)
$$

$$
p(\theta_k | y) \propto \exp \left( \sum m \Delta^{(t+1)}_{\theta_k \rightarrow \theta_k} \right). \quad (1c)
$$

A. Parameter Estimation

The distribution parameters $\lambda, \theta$ can be estimated by maximizing the posteriors in (1a) and (1c):

$$
\hat{\lambda}^{(t+1)}_l = \arg \max_{\lambda_l} p(\lambda_l | y) = \arg \max_{\lambda_l} \sum \Delta^{(t+1)}_{\lambda_l \rightarrow \lambda_j} \quad (2a)
$$

$$
\hat{\theta}^{(t+1)}_k = \arg \max_{\theta_k} p(\theta_k | y) = \arg \max_{\theta_k} \sum \Delta^{(t+1)}_{\theta_k \rightarrow \theta_k} \quad (2b)
$$

We shall combine EM and the second-order method to find the maximizing parameters in (2a), (2b), which turns out to be a much simpler alternative to previous EM-based approaches that maximize the measurement likelihood [39, 40]. As discussed later in Section III-E this subtle modification allows us to consider the much more complicated quantization noise models that often arise from applications such as channel estimation in the massive MIMO systems.

Using the estimated parameters $\hat{\lambda}$ and $\hat{\theta}$, we can further simplify the messages passed from the factor nodes to the variable nodes as follows:

$$
\Delta^{(t+1)}_{\Phi_m \rightarrow x_n} = C + \log \int \Phi_m (y_m, x, \hat{\theta}^{(t)}_m) \times \exp \left( \sum_{j \neq n} \Delta^{(t)}_{x_j \rightarrow \Phi_m} \right) d(x \setminus x_n), \quad (3a)
$$
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\[
\Delta^{(t+1)}_{\Delta n \rightarrow x_n} = C + \log \Omega_n \left( x_n, \hat{\lambda}^{(t+1)} \right),
\]

\[
\Delta^{(t+1)}_{\Delta n \rightarrow \lambda_i} = C + \log \int \Omega_n \left( x_n, \hat{\lambda}^{(t)} \right) \exp \left( \Delta^{(t+1)}_{x_n \rightarrow \lambda_i} \right) dx_n,
\]

\[
\Delta^{(t+1)}_{\Phi_m \rightarrow \theta_k} = C + \log \int \Phi_m \left( y_m, x, \theta_k, \hat{\theta}^{(t)} \right) \exp \left( \sum_j \Delta^{(t+1)}_{x_j \rightarrow \Phi_m} \right) dx,
\]

where \( \hat{\lambda}^{(t)}, \hat{\theta}^{(t)} \) are the estimated parameters from the previous \( t \)-th iteration.

Exact message passing is generally difficult to compute, so approximated message passing (AMP) is often a good alternative. In the latter case, the distributions are approximated by a family of simpler distributions such as the Gaussians in AMP, where a chosen divergence measure such as the Kullback-Leibler divergence between the true and approximated distributions is minimized \([56]-[58]\). In this paper, only the messages \( \Delta_{\Phi_m \rightarrow x_n} \) and \( \Delta_{x_n \rightarrow \Phi_m} \) are computed using the GAMP formulation that adopts the Gaussian approximations \([17]\). The rest of the messages are computed exactly according to the above formulas.

III. 1-Bit Compressive Sensing via AMP

In this section, we present the sparse signal model and the 1-bit quantization noise model under the Bayesian setting. We then show how both the signal and the distribution parameters can be jointly recovered via AMP.

- **Sparse signal model**: The entries of the sparse signal \( x \) are assumed to be i.i.d.

\[
p(x|\lambda) = \prod_n p(x_n|\lambda) .
\]

We can first use the Bernoulli distribution to model the outcome of determining whether \( x_n \) is nonzero, and then use the Gaussian mixture distribution to model the nonzero entries. As shown in Fig. 3, the Bernoulli and Gaussian mixture (BGM) distribution is used to model the sparse signal \( x_n \):

\[
p(x_n|\lambda) = (1 - \kappa) \cdot \delta(x_n) + \kappa \cdot \sum_{i=1}^I \xi_i \cdot \mathcal{N}(x_n|\mu_i, \gamma_{x_i}),
\]

where \( \delta(x_n) \) is the Dirac delta function, \( \kappa \) is the probability that \( x_n \) takes a non-zero value, \( \xi_i \) is the Gaussian mixture weight, \( \mu_i \) and \( \gamma_{x_i} \) are the mean and variance of the \( i \)-th Gaussian component, \( \mathcal{N}(x_n|\mu_i, \gamma_{x_i}) \) is the Gaussian probability density function, and \( I \) is the number of mixture components. The parameter set \( \lambda \) is then

\[
\lambda = \{ \kappa, \xi_i, \mu_i, \gamma_{x_i} \mid i = 1, \cdots, I \} .
\]

In order to accommodate the case that \( x_n \) follows some heavy-tailed distribution like the Cauchy distribution, we choose the first Gaussian component to be zero-mean, i.e. \( \mu_1 = 0 \), and ensure its variance \( \gamma_{x_1} \) is large enough to cover the domain of \( x_n \). In practice, we can initialize \( \gamma_{x_1} \) with a reasonably large number like the variance of the least-squares solution. As shown later in the experiments, this zero-mean Gaussian component proves effective in compensating for the mismatch between the BGM distribution and other distributions like the Cauchy or Laplace distribution.

- **1-bit quantization noise model**: The noisy 1-bit measurements \( y \) are given by

\[
y = \mathcal{Q}(Ax + w) ,
\]

where \( \mathcal{Q}(\cdot) \) is the quantizer, \( w \) is the i.i.d. additive white Gaussian noise (AWGN) with \( w_m \sim \mathcal{N}(0, \gamma_w) \), and \( \gamma_w \) is the noise variance. The noise \( w \) is added to the noiseless measurements \( z = Ax \) before quantization. As shown in Fig. 4, the quantizer \( \mathcal{Q} \) produces 1-bit output by computing the sign of an input \( z_m + w_m \):

\[
y_m = \mathcal{Q}(z_m + w_m) = \begin{cases} +1 & \text{if } z_m + w_m > 0 , \\ -1 & \text{if } z_m + w_m \leq 0 \end{cases}.
\]

From (8), we can see that the magnitude information is lost in 1-bit CS. In this case, the parameter set \( \theta \) is simplified to

\[
\theta = \{ \gamma_w \} .
\]

The proposed AMP with built-in parameter estimation (AMP-PE) algorithm is summarized in Algorithm 1. The damping and mean removal operations are often incorporated in AMP algorithms to ensure the convergence for ill-conditioned or non-zero-mean measurement matrices \([54], [55]\). Note that in (13a)-(13b) and (16a)-(16b), we need to...
compute the posterior means and variances of $z$ and $x$ respectively. For the sparse signal model and 1-bit quantization noise model introduced earlier, their expressions can be concisely derived as shown in the rest of this section. Certain detailed derivations are deferred to Appendix \[A\].

A. Nonlinear Updates for Sparse Signal Model

The BGM model in (5) is chosen as the sparse signal prior. The posterior mean and variance of the signal $x_m$ in (16a) and (16b) from Algorithm [1] are derived in this subsection. To simplify the notations, we remove the superscript "($t$)" that denotes AMP iteration in the following derivations.

The distribution $\exp (\sum_m \Delta \Phi_{m \rightarrow x_n})$ in (1a) is approximated by a Gaussian distribution $\mathcal{N}(x_n|r_n, \tau_r)$ in GAMP, where $r_n$ is a "dummy" variable and can be viewed as a Gaussian-noise corrupted version of $x_n$ with variance $\tau_r$. According to the sum-product message passing, the posterior of the signal $x$ in (1a) can then be approximated as

$$p(x_n|y, A) \approx \frac{1}{\Psi(r_n, A)} p(x_n|A) \cdot \mathcal{N}(x_n|r_n, \tau_r),$$

where $\Psi(r_n, A)$ is the normalizing constant

$$\Psi(r_n, A) = \int p(x_n|A) \cdot \mathcal{N}(x_n|r_n, \tau_r) \, dx_n. \tag{10}$$

We can compute posterior mean of $x_n$ in (16a)

$$\hat{x}_n = \mathbb{E} [x_n|r_n, \tau_r, A] = \int x_n \cdot p(x_n|y, A) \, dx_n. \tag{11}$$

The posterior expectation of $x_n^2$ is

$$\mathbb{E} \left[ x_n^2 | r_n, \tau_r, A \right] = \int x_n^2 \cdot p(x_n|y, A) \, dx_n. \tag{12}$$

The posterior variance of $x_n$ in (16b) is then

$$\tau_x = \mathbb{E} \left[ x_n^2 | r_n, \tau_r, A \right] - \left( \mathbb{E} [x_n|r_n, \tau_r, A] \right)^2.$$

B. Nonlinear Updates for 1-Bit Quantization Noise Model

Under the 1-bit quantization noise model in (7), the posterior mean and variance of the noiseless measurement $z_m$ in (13a) and (13b) from Algorithm [1] are derived in this subsection. Since the noisy measurement $y_m$ is binary, we can compute its probability as

$$\Pr(y_m = 1|z_m, \theta) = \int_0^\infty \mathcal{N}(u|z_m, \gamma_u) \, du,$$

$$\Pr(y_m = -1|z_m, \theta) = 1 - \int_0^\infty \mathcal{N}(u|z_m, \gamma_u) \, du.$$

The prior distribution of $z_m$ can be computed via sum-product message passing, and it is approximated by a Gaussian distribution $\mathcal{N}(z_m|q_m, \tau_q)$ in GAMP, where $q_m$ is another "dummy" variable and can be viewed as a Gaussian-noise corrupted version of $z_m$ with variance $\tau_q$. Using the Bayes’ theorem, we can approximate the posterior of $z_m$ as

$$p(z_m|y_m, \theta) \approx \frac{1}{\mathcal{U}_0(q_m, y_m, \theta)} p(y_m|z_m, \theta) \cdot \mathcal{N}(z_m|q_m, \tau_q),$$

Algorithm 1 The AMP-PE algorithm

Input: $\hat{x}^{(0)}, \tau_x^{(0)}, q^{(0)}, \tau_q^{(0)}, \mathcal{A}^{(0)}, \theta^{(0)}$

1: for $t = 0, 1, \cdots, T$ do
2: Output nonlinear update: For each $m = 1, \cdots, M$
3: $s_m^{(t)} = \frac{1}{\tau_q} \left( \mathbb{E} \left[ z_m | q_m^{(t)}, \tau_q^{(t)}, y_m, \theta^{(t)} \right] - q_m^{(t)} \right) \tag{13a}$
4: $\tau_s^{(t)} = \frac{1}{M} \sum_m \frac{1}{\tau_q^{(t)}} \left( 1 - \frac{1}{\tau_q^{(t)}} \mathbb{V} \left[ z_m | q_m^{(t)}, \tau_q^{(t)}, y_m, \theta^{(t)} \right] \right) \tag{13b}$
5: Input linear update: For each $n = 1, \cdots, N$
6: $\tau_r^{(t)} = \frac{1}{N} \| \mathcal{A} \|^2 \cdot \frac{1}{\tau_s^{(t)}} \tag{14a}$
7: $r_n^{(t)} = x_n^{(t)} + \tau_r^{(t)} \sum_m A_{nm} \cdot s_m^{(t)}. \tag{14b}$
8: Output linear update: For each $m = 1, \cdots, M$
9: $\hat{s}_m^{(t+1)} = \mathbb{E} \left[ z_m | q_m^{(t)}, \tau_q^{(t)}, \mathcal{A}^{(t+1)} \right] \tag{16a}$
10: $\tau_x^{(t+1)} = \frac{1}{N} \sum_n \mathbb{V} \left[ x_n | q_n^{(t)}, \tau_r^{(t)}, \mathcal{A}^{(t+1)} \right]. \tag{16b}$
11: if $\hat{x}^{(t+1)}$ reaches convergence then
12: $\hat{x} = \hat{x}^{(t+1)}$ and break;
13: else 
14: end if 
15: end for
16: return The recovered signal $\hat{x}$;

where $\mathcal{U}_0(q_m, y_m, \theta)$ is the normalizing constant

$$\mathcal{U}_0(q_m, y_m, \theta) = \int p(y_m|z_m, \theta) \cdot \mathcal{N}(z_m|q_m, \tau_q) \, dz_m. \tag{19}$$

We can compute the posterior mean of $z_m$ in (13a) as

$$\mathbb{E} \left[ z_m | q_m, \tau_q, y_m, \theta \right] = \int z_m \cdot p(z_m|y_m, \theta) \, dz_m. \tag{20}$$

The posterior expectation of $z_m^2$ is

$$\mathbb{E} \left[ z_m^2 | q_m, \tau_q, y_m, \theta \right] = \int z_m^2 \cdot p(z_m|y_m, \theta) \, dz_m. \tag{21}$$

The posterior variance of $z_m$ in (13b) is then

$$\mathbb{E} \left[ z_m^2 | q_m, \tau_q, y_m, \theta \right] - \left( \mathbb{E} \left[ z_m | q_m, \tau_q, y_m, \theta \right] \right)^2.$$
C. Parameter Estimation for Sparse Signal Model

We now show how to estimate the signal prior parameters \( \lambda \) in (2a). Combining (2a), (3c), (5) and (6) yields
\[
\hat{\lambda} = \arg \max_{\lambda} \sum_{n} \log \left[ (1 - \kappa) \cdot N(r_n|0, \tau_r) + \kappa \xi_i \cdot N(r_n|\mu_i, \gamma_{xi} + \tau_r) \right]. \tag{22}
\]
The detailed derivation is given in the Supplemental Material. Standard gradient descent was previously used to solve the above in (22) in [26]. However, incremental searches along the gradient direction significantly slow down the algorithm—a major disadvantage when the problem size is large. In this paper, we shall rely on EM to estimate the signal prior \( \lambda \), and then switch to the second-order method to estimate the noise prior parameters \( \theta \). The second-order method computes the search step size adaptively based on the current solution, which is more computationally efficient.

Next, we turn our focus to the “inner” parameter estimation (PE) iteration indexed by “e”. In the \((e + 1)\)-th PE iteration, we use EM to solve (22); the dummy variable \( r_n \) is treated as the observation, and the latent variable \( c(r_n) \in \{0, 1, \cdots, l\} \) decides which mixture component \( r_n \) is from. Let \( f(\lambda) \) be the objective function from the expectation step. We maximize \( f(\lambda) \) in the \((e + 1)\)-th PE iteration as follows
\[
\hat{\lambda}^{(e+1)} = \arg \max_{\lambda} f(\lambda). \tag{23}
\]
Detail expression of \( f(\lambda) \) is given in (51) of Appendix A-C. The mixture weights \( \kappa, \xi_i \), the Gaussian mean \( \mu_i \) and variance \( \gamma_{xi} \) that maximize \( f(\lambda) \) all have closed-form update formulas.

D. Parameter Estimation for 1-Bit Quantization Noise Model

We next present how to estimate the noise prior parameters in (25) for the 1-bit quantization noise model. Combining (25), (3a), (8) and (9), we have
\[
\hat{\theta} = \arg \max_{\theta} g_1(\theta) = \arg \max_{\theta} \sum_{m} \log \left[ \mathcal{U}_0(q_m, y_m, \theta) \right]. \tag{24}
\]
where \( g_1(\theta) = \log p(\theta|y) \). The detailed derivation is given in the Supplemental Material. We could not obtain a closed-form update for the noise variance \( \gamma_w \) that maximizes \( g_1(\theta) \). Instead, we seek to maximize the second-order approximation of \( g_1(\theta) \) at the estimated \( \theta^{(e)} \) from the previous \( e \)-th PE iteration
\[
g_1(\theta) \approx g_1(\theta^{(e)}) + g_1^{(1)} \cdot (\theta - \theta^{(e)}) + \frac{g_1''}{2} \cdot (\theta - \theta^{(e)})^2, \tag{25}
\]
where \( g_1^{(1)}, g_1'' \) are the first and second order derivatives of \( g_1(\theta) \) with respect to \( \gamma_w \).

Note that the second-order method does not always give us the maximizing solution. We should use gradient descent to solve it occasionally when \( g_1'' \geq 0 \), since the second-order method would give us the minimizing solution in that case. When \( g_1'' < 0 \), the update for \( \gamma_w \) can then be obtained as
\[
\gamma_w^{(e+1)} = \gamma_w^{(e)} - \frac{g_1^{(1)}}{g_1''}. \tag{26}
\]

E. Comparison with Previous EM-based Approaches

In this subsection, we discuss the differences between the proposed AMP-PE approach and previous approaches that also utilize an EM-style strategy to estimate the distribution parameters. First, AMP-PE only uses EM to estimate the signal prior parameters, it then switches to the second-order method to estimate the noise prior parameter. Whereas previous approaches use EM to estimate both the signal prior and noise prior parameters [38], [39], [41]. Second, AMP-PE maximizes the posteriors of parameters in a different fashion. In the signal prior block, the dummy variable \( r_n \) is treated as the observation, and its mixture label \( c(r_n) \) is treated as the hidden variable. This leads to the objective function \( f(\lambda) \) in (23). In the noise prior block, the objective function is \( g_1(\theta) \) in (24). Previous approaches essentially try to maximize the likelihood of measurements. The noisy measurement \( y_m \) is treated as the observation, the signal \( x_n \) and the noiseless measurement \( z_m \) are treated as the hidden variables. This leads to the following drastically different objective functions of previous approaches:
\[
\max_{\lambda} \sum_{n} \int p(x_n|y, \lambda^{(e)}) \log p(y, x_n|\lambda) \, dx_n, \quad (27)
\]
\[
\max_{\theta} \sum_{m} \int p(z_m|y_m, \theta^{(e)}) \log p(y_m, z_m|\theta) \, dz_m. \quad (28)
\]

For the BGM model in (5), the optimization problem in (27) can be solved easily with closed-form solutions. However, when it comes to the quantization noise model in (9), the problem in (28) does not have closed-form solutions. Its objective function is much more complicated and computationally prohibitive compared to the one from AMP-PE in (24). We offer the detailed derivation of (28) in Appendix A-D.

IV. Multi-Bit Compressive Sensing via AMP

With our new formulation, the 1-bit compressive sensing problem can be generalized to the multi-bit setting in a straightforward fashion when we increase the accuracy level of the quantizer \( \ell \). Within the AMP framework, the sparse signal model is kept intact. The only adjustment required is to update the quantization noise model.

Multi-bit quantization noise model: Let \( B \) denote the number of bits of the quantized measurement \( y_m \in \{b_i \mid i = 1, \cdots, 2^B\} \), where \( b_i \) is the quantization symbol. As shown in Fig. 5, the quantizer \( \ell \) can be written as
\[
y_m = \ell(z_m + w_m) = b_i, \quad \text{if } z_m + w_m \in [a_{i-1}, a_i), \quad (29)
\]
where \( a_{i-1} \) and \( a_i \) are the lower and upper bounds for the quantizer \( \ell \) to output \( b_i \). Under the pre-quantization noise model \( w_m \sim N(0, \gamma_w) \), the parameter set \( \theta \) contains the noise variance \( \theta = \{\gamma_w\} \).

We only offer here the concise equation updates and leave the detailed derivations to Appendix B.
A. Nonlinear Updates for Multi-Bit Quantization Noise Model

For the multi-bit quantization noise model in [39], the posterior mean and variance of the noiseless measurement \( z_m \) in (13a) and (13b) from Algorithm [1] are derived as follows. We can first compute probability of the noisy measurement \( y_m \) as

\[
\Pr (y_m = b_i|z_m, \theta) = \int_{a_{i-1}}^{a_i} N(u|z_m, \gamma_w) \, du.
\]

We shall assume that \( y_m = b_i \) in the following derivations. According to the sum-product message passing, the posterior of \( z_m \) can be approximated as

\[
p(\theta|y_m, \theta) \approx \frac{1}{\mathcal{V}_0(q_m, y_m, \theta)} p(y_m|z_m, \theta) \cdot N(z_m|q_m, \tau_q),
\]

where \( q_m \) is a dummy variable in AMP as before and can be viewed as a Gaussian-noise corrupted version of \( z_m \) with variance \( \tau_q \), while \( \mathcal{V}_0(q_m, y_m, \theta) \) is the normalizing constant

\[
\mathcal{V}_0(q_m, y_m, \theta) = \int p(y_m|z_m, \theta) \cdot N(z_m|q_m, \tau_q) \, dz_m. \tag{30}
\]

We can compute the posterior mean of \( z_m \) in (13a) as

\[
\mathbb{E}[z_m|q_m, \tau_q, y_m, \theta] = \int z_m \cdot p(z_m|y_m, \theta) \, dz_m, \tag{31}
\]

and the posterior expectation of \( z_m^2 \) as

\[
\mathbb{E}[z_m^2|q_m, \tau_q, y_m, \theta] = \int z_m^2 \cdot p(z_m|y_m, \theta) \, dz_m. \tag{32}
\]

The posterior variance of \( z_m \) in (13b) can be expressed as

\[
\mathbb{E}[z_m^2|q_m, \tau_q, y_m, \theta] = (\mathbb{E}[z_m|q_m, \tau_q, y_m, \theta])^2.
\]

B. Parameter Estimation for Multi-Bit Quantization Noise Model

Similarly, we can show how to estimate the noise prior parameters in [28] for the multi-bit quantization noise model. Combining (28), (29) and (30) yields

\[
\hat{\theta} = \arg \max_\theta g_2(\theta) = \arg \max_\theta \sum_m \log \left[ \mathcal{V}_0(q_m, y_m, \theta) \right]. \tag{33}
\]

where \( g_2(\theta) = \log p(\theta|y) \). Since no closed-form solution could be obtained, we opt for maximizing the second-order approximation of \( g_2(\theta) \) at \( \theta^{(e)} \) from the previous \( e \)-th PE iteration

\[
g_2(\theta) = g_2(\theta^{(e)}) + g_2' \cdot (\theta - \theta^{(e)}) + \frac{g_2''}{2} \cdot (\theta - \theta^{(e)})^2, \tag{34}
\]

where \( g_2', g_2'' \) are the first and second order derivatives of \( g_2(\theta) \) with respect to \( \gamma_w \). When \( g_2'' \geq 0 \), standard gradient descent can be employed to update \( \gamma_w \). When \( g_2'' < 0 \), the update for \( \gamma_w \) is then

\[
\gamma_w^{(e+1)} = \gamma_w^{(e)} - \frac{g_2'}{g_2''}. \tag{35}
\]

C. Channel Estimation from Low-Resolution ADCs

We next introduce the channel estimation problem in a single-user MIMO system with low-resolution ADCs. Although the channel impulse response matrix \( H \) from transmitters to receivers is dense in the antenna domain, it can be made sparse by transforming it to the angular domain.

Following the problem setup in [13], we let \( N_t \) denote the number of antennas at the transmitter, \( N_r \) denote the number of antennas at the receiver, and \( L \) denote the number of symbol intervals in the delay spread. The quantized measurements \( y_d \in \mathbb{C}^{N_r} \) from the receivers at time \( d \) are:

\[
y_d = \mathcal{Q} \left( \sum_{l=0}^{L-1} H_l o_d[l] + w_d \right), \tag{36}
\]

where \( \mathcal{Q} \) is the quantizer that operates on the real and complex coefficients separately, \( H_l \in \mathbb{C}^{N_r \times N_t} \) is the \( l \)-th channel matrix in the antenna domain, \( o_d \in \mathbb{C}^{N_t} \) is the transmitted symbol at time \( d \), and \( w_d \) is the i.i.d. AWGN noise.

As discussed in [11], the channel matrix \( H_l \) can be transformed into its sparse form \( X_l \in \mathbb{C}^{N_r \times N_t} \) in the angular domain:

\[
H_l = S_{N_t} \cdot X_l \cdot S_{N_r}^\dagger, \tag{37}
\]

where \( S_{N_t} \in \mathbb{C}^{N_r \times N_r} \) and \( S_{N_r} \in \mathbb{C}^{N_t \times N_t} \) are the steering matrices for the receiver and transmitter arrays respectively, and they are constructed from unitary discrete Fourier transform (DFT) matrices.

Substituting (37) into (36) and letting \( A_d(\cdot) \) denote the resulting linear measurement operator, we can simplify the notations of the quantized measurement model as follows

\[
y_d = \mathcal{Q}(A_d(x) + w_d). \tag{38}
\]

The channel estimation problem tries to recover the sparse channel coefficient vector \( x \) from the quantized measurements \( \{y_d|d = 1, \cdots, N_d\} \) that are collected at different times.

V. STATE EVOLUTION ANALYSIS

The asymptotic behavior of the AMP algorithm in the large system limit can be described by the state evolution recursions when \( A \) is a random Gaussian matrix [17], [40], [50]. State evolution tracks how the variables evolve through the message passing iterations. In particular, the asymptotic mean squared error (MSE) of the recovered signal \( \hat{x} \) is a direct indication of AMP’s performance: \( \text{MSE}(\hat{x}) = \frac{1}{n} \|x - \hat{x}\|_2^2 \).
Following the state evolution analysis in [17], [40], we demonstrate that the proposed AMP-PE approach for the 1-bit and multi-bit CS problems also obeys the state evolution equations. Specifically, the state evolution recursions occur between the following two sets of variables:

- Output channel variables \( \{Z, Q, W, Y\} \): The quantized measurement \( Y \) depends on the noiseless measurement \( Z \), the pre-quantization noise \( W \) and the quantizer \( \mathcal{Q}(\cdot) : Y = \mathcal{Q}(Z + W) \), where \( W \sim N(0, \gamma_w) \). The two variables \((Z, Q) \sim N(0; K_q)\), where \( Q \) is a dummy variable and \( K_q \in \mathbb{R}^{2 \times 2} \) is the covariance matrix. The distribution parameter set \( \Theta = \{ \gamma_w \} \).
- Input channel variables \( \{X, R\} \): The signal \( X \) follows the distribution in (5) with mean \( \mathbb{E}[X] = 0 \) and variance \( \text{Var}[X] = \nu_x \). The dummy variable \( R \) depends on \( X \) and follows the distribution \( p(R|X) = N(R|X, \tau^2) \). The distribution parameter set \( \Lambda = \{ \kappa, \xi_t, \mu, \gamma_\xi, \gamma_t \} \).

State evolution recursions of the AMP-PE approach are summarized in Algorithm 2 and can be empirically verified by the Monte Carlo simulation. We summarize our finding as follows.

**Finding 1.** Let the initial AMP-PE estimation \( \hat{x}^{(0)} = 0 \) and the state evolution recursions be initialized with \( X^{(0)} = 0 \), \( \tau^x_x = \nu_x \) in Algorithm 2. In the large system limit as \( N \to \infty \) while the sampling ratio \( \beta = \frac{M}{N} \) is fixed, the MSE of AMP-PE estimation \( \hat{x}^{(t+1)} \) is predicted by \( \tau^{x^{(t+1)}}_x \) in (40b):

\[
\text{MSE}(\hat{x}^{(t+1)}) \approx \tau^{x^{(t+1)}}_x.
\]

The expectations in (39c), (40b) and (40c) are computed using the Monte Carlo simulation. Note that the covariance matrix \( K_q \) has the following form [17]:

\[
K_q^{(t)} = \begin{bmatrix}
\beta^{-1} \cdot \nu_x & \beta^{-1} \cdot \nu_x - \tau_q^{(t)} \\
\beta^{-1} \cdot \nu_x - \tau_q^{(t)} & \beta^{-1} \cdot \nu_x - \tau_q^{(t)}
\end{bmatrix}.
\]

Since \((Z, Q) \sim N(0; K_q)\), we can get

\[
p(Q) = N(0; \beta^{-1} \cdot \nu_x - \tau_q^{(t)})
\]

\[
p(Z|Q) = N(Q; \tau^2_Q).
\]

During the simulation, the variables \( \{Z, Q, W, Y\} \) can be generated in the order of dependency \( Q \rightarrow Z \rightarrow W \rightarrow Y \) and the variables \( \{X, R\} \) can be generated in the order \( X \rightarrow R \). The parameter estimation problems in (39b) and (40a) are solved by the second-order method and EM respectively in the same way as before.

We next compare the MSES of AMP-PE estimations with the state evolution recursions for random Gaussian measurement matrix. Here, the matrix \( A \) has i.i.d. entries: \( A_{mn} \sim N(0, \frac{1}{N}) \) and the nonzero entries of \( x \) are independently generated from \( N(0, 1) \). We vary the signal length \( N \in \{1000, 5000, 10000\} \) and fix the sampling ratio \( \beta = \frac{M}{N} = 2 \). The sparsity level \( \frac{K}{N} \) of the signal \( x \) is set to 50% and white Gaussian noise \( w \) is added to \( z = Ax \) such that the pre-quantization (pre-QNT) SNR=30dB. The quantized measurement \( y_m \) is computed as \( y_m = Q(z_m + w_m) \). For each experimental setting, we run 100 random trials and compute the MSE of the recovered signal \( \hat{x} \) in every iteration of the AMP-PE algorithm.

**Algorithm 2** The AMP-PE state evolution

**Input:** \( \tau^{x^{(0)}}_x, K^{(0)}_x \).

1. When \( t = 0 \), \( \tau^{x^{(0)}}_x = \nu_x \), and the covariance matrix \( K^{(0)}_x \) of the variables \( \{X, \tilde{X}^{(0)}\} \) is

\[
K^{(0)}_x = \begin{bmatrix}
\nu_x & \nu_x - \tau^{x^{(0)}}_x \\
\nu_x - \tau^{x^{(0)}}_x & \nu_x - \tau^{x^{(0)}}_x
\end{bmatrix} = \begin{bmatrix}
\nu_x & 0 \\
0 & 0
\end{bmatrix}.
\]

2. For \( t = \{0, 1, \ldots, T\} \) do:

3. **Output update:**

\[
\tau^{q^{(t)}}_q = \beta^{-1} \cdot \tau^{x^{(t)}}_x, \quad K^{(t)}_q = \beta^{-1} \cdot K^{(t)}_x
\]

\[
\theta^{(t)} = \arg\max_\theta p(\theta|Q, \tau^{q^{(t)}}_q, Y).
\]

\[
\tau^{q^{(t)}}_q = \mathbb{E}\left[\frac{1 - \tau^{q^{(t)}}_q}{\tau^{q^{(t)}}_q} \text{Var}\left[Z|Q, \tau^{q^{(t)}}_q, Y, \theta^{(t)}\right]^{-1}\right],
\]

where the expectation \( \mathbb{E}[\cdot] \) is with respect to the variables \( \{Z, Q, W, Y\} \).

4. **Input update:**

\[
\hat{A}^{(t)} = \arg\max_\Lambda p(\Lambda|R, \tau^{q^{(t)}}_q),
\]

\[
\tau^{q^{(t)}}_q = \mathbb{E}\left[\text{Var}\left[X|R, \tau^{q^{(t)}}_q, \hat{A}^{(t)}\right]^{-1}\right].
\]

5. **End for**

6. **Return** The predicted MSE values \( \{\tau^{x^{(0)}}_x, \tau^{x^{(1)}}_x, \ldots, \tau^{x^{(T)}}_x\} \).

Fig. 3 depicts a comparison of the MSES from AMP-PE and the state evolution recursions. The MSES from AMP-PE are illustrated by the shaded area between the two lines corresponding to “mean-MSE ± standard deviation” across 100 random trials. Convergence is reached after around 10 iterations in this case. Since state evolution is derived in the large system limit as \( N \to \infty \), state evolution recursions are more accurate in predicting the MSES from AMP-PE as \( N \) gets larger. As shown in Fig. 3(a) we can see that state evolution recursions could accurately predict the MSES of AMP-PE estimations when \( N = 10000 \).

With \( N \) set to 10000, we perform comparisons under different pre-QNT SNRs \( \in \{30dB, 20dB, 10dB\} \) and different sparsity levels \( \frac{K}{N} \in \{10\%, 50\%, 100\%\} \). The results are given in the Supplemental Material. In particular, we would like to highlight the results shown in Fig. 2(a) where pre-QNT SNR=10dB and \( \frac{K}{N} = 100\% \). For 1-bit CS and 2-bit CS, we can see that state evolutions do not always fall within the confidence regions in the first few iterations. Since \( N \) is already large enough, the finite sample effect no longer plays a major role here. The main reason for this deviation is that
the parameter estimation problems in [15], [18] and [39b],[40a]
are nonconvex. The computed maximizing parameters are only
locally optimal; hence, they are slightly different between
the AMP-PE algorithm and its state evolution. As shown in
the Supplemental Material, such deviation could be corrected
when both the AMP-PE and its state evolution use the same
ground-truth parameters. Analyzing the nonconvex optimization
landscape is an NP-hard problem [60], [61], the reason
why the deviation becomes more pronounced in the low-SNR
or high-sparsity-level regimes remains an open question.

VI. EXPERIMENTAL RESULTS

This section offers detailed comparisons between the pro-
posed AMP with built-in parameter estimation (AMP-PE)
algorithm and other state-of-the-art sparse recovery methods
such as QIHT [32], OMP [62], [63], CoSaMP [64], l1-norm
minimization (L1-Min) [65], [66], and the AMP with an
approximated AWGN model (AMP-AWGN) [38], [39]. The
proposed AMP-PE works with the true quantization noise
model, and it recovers the signal and parameters jointly. On
the other hand, methods like QIHT, OMP, CoSaMP and L1-
Min require extensive parameter tuning processes. In order
for OMP, CoSaMP, L1-Min and AMP-AWGN to work with
quantization measurements, the quantization symbol \( b_i \)
is replaced by the value \( \frac{2x_i + \eta}{\eta} \), according to the quantizer defined
in [29]. This is the typical approximation scheme that has been
adopted in the literature [7], [23], [43], [44]. Additionally,
results from AMP-PE with the true distribution parameters
(AMP-Oracle) are provided as reference when available, they
correspond to the best results that could be obtained under the
AMP framework.

In our experiments, signals of varying sparsity levels are
recovered from quantized measurements under different noise
levels. The normalized mean squared error (NMSE) of the
recovered signals are computed to evaluate all the methods.
Experimental results show that the proposed AMP-PE gen-
erally performs much better than the other methods across
various sparsity and noise levels. Reproducible code and data
are available at https://github.com/shuai-huang/1Bit-CS.

A. 1-Bit and Multi-Bit Compressive Sensing

For the sparse signal recovery experiments, the signal length
is set to \( N = 1000 \). We first fix the sparsity level \( \frac{k}{N} = 50\% \)
and vary the sampling ratio \( \frac{M}{N} \in \{0.25, 0.5, 0.75, 1, 2, \cdots, 10\} \). We
would like to see how AMP-PE holds up against the mismatch
between the assumed BGM prior and the actual signal prior.
We thus generate nonzero entries of \( x \) from three different
distributions: (i) Gaussian distribution \( N(0,1) \); (ii) Cauchy
distribution with density function \( p(x) = \frac{1}{\pi} \cdot \frac{1}{x^2 + 1} \); and (iii)
Laplace distribution with density function \( p(x) = \frac{1}{2 \exp(-|x|)} \).

Entries of the measurement matrix \( A \) are randomly gen-
erated from the distribution \( N(0, 1) \). We add white Gaussian
noise \( w \sim N(0, \gamma_w) \) to the noiseless measurements \( z = Ax \)
before quantization. The noise variance \( \gamma_w \) is chosen such
that the pre-QNT SNR of \( z + w \) varies from 30dB, 20dB to 10dB. The 1-bit measurement \( y_m \) is obtained by applying the
element-wise quantizer \( Q : \gamma_m = Q(z_m + w_m) \). For each combi-
nation of \( \frac{M}{N} \) pre-QNT SNR, the average NMSE across 100
random trials is again computed for each method.

When the nonzero entries of \( x \) are generated from the
Gaussian distribution, the recovery results are shown in Fig.
[13] All methods are initialized with an all-zero vector \( x^{(0)} = 0 \).
For the signal prior in AMP-PE and AMP-AWGN, the initial
sparsity ratio is set to \( \kappa = 0.1 \), the number of Gaussian
mixtures is set to \( l = 2 \), and the initial Gaussian mixture
means as well as variances are estimated from the least-
Squares solution via k-means clustering. For the noise prior
in AMP-PE and AMP-AWGN, the initial noise variance is
set to \( \gamma_w = 10^{-6} \). Damping operations are only applied to the
estimated input and output parameters. Take \( \lambda^{(r+1)}_t \) for
example. After it is computed in [15], it goes through the
following damping operation:

\[
\lambda^{(r+1)}_t = \lambda^{(r)}_t + \eta \cdot (\hat{\lambda}^{(r+1)}_t - \hat{\lambda}^{(r)}_t),
\]

where the damping rate \( \eta = 0.2 \).

From Fig. [13] we can see that the proposed AMP-PE matches the performance of the oracle AMP. Since AMP-PE
adopts the true quantization noise model, it performs much
better than AMP-AWGN where an approximated AWGN
model is used. For QIHT, OMP and CoSaMP, the sparsity
level \( \frac{k}{N} \) is assumed to be known. For the L1-Min approach,
we tune its regularization parameter on a separate training
When nonzero entries are generated from the Cauchy distribution, the number of Gaussian mixtures is set to $I = 5$, and the rest of initial parameter settings are kept the same as in the Gaussian case. AMP-PE and AMP-AWGN adopt the BGM distribution in Eq. (5) as the sparse signal prior. The first Gaussian component in the BGM prior has zero-mean and a variance that is large enough to cover the domain of $x$. This allows AMP-PE and AMP-AWGN to overcome the mismatch between BGM and Cauchy distribution in the sparse signal model. We can see that AMP-PE, AMP-AWGN and L1-Min generally perform better than QIHT, OMP and CoSaMP. When the pre-QNT SNR is 30dB or 20dB, AMP-PE has much better and robust performances than AMP-AWGN and L1-Min, especially when more measurements become available. When the pre-QNT SNR is 10dB, performances of AMP-PE, AMP-AWGN and L1-Min tend to be similar, with AMP-PE in the slight lead.

When nonzero entries are generated from Laplace distribution, the proposed AMP-PE does not require any parameter tuning – it treats the distribution parameters as variables and jointly recovers them along with the signal of interest. When the pre-QNT SNR is 30dB, we can observe that AMP-PE and QIHT perform much better than others as the sampling ratio $\frac{M}{N}$ increases, since they could work with quantized measurements directly. AMP-PE is more robust to noise than QIHT when the pre-QNT SNR level is reduced to 20dB and 10dB. In general, AMP-PE achieves state-of-the-art performances in all cases.

Finally, we vary the sparsity level $\frac{E}{N} \in \{10\%, 50\%, 100\%\}$, and perform the recovery experiments with 2-bit and 3-bit measurements. The results are also given in the Supplemental Material. When the sparsity level $\frac{E}{N}$ is small, AMP-PE generally performs significantly better than the other methods, especially when the sampling ratio $\frac{M}{N}$ increases. For the multi-bit experiments, similar conclusions can be drawn: AMP-PE achieves leading performances across various sparsity and noise levels.

**B. Complexity and Runtime Comparisons**

The computational complexities of AMP-PE, AMP-AWGN, QIHT, CoSaMP and L1-Min are all $O(MN)$, whereas the
computational complexity of OMP is $O(EMN)$. We compare the runtimes of different algorithms on a workstation equipped with “Intel Xeon CPU E5-2650 (2.30GHz)” and 128 GB RAM. One CPU core is reserved for testing. We investigate how the runtime scales with respect to the problem size $N$, aka the signal length. We fix the sparsity level $\frac{M}{N} = 50\%$, the sampling ratio $\frac{M}{N} = 5$, and set the pre-QNT SNR=30dB. We vary the problem size $N \in \{200, \cdots, 10000\}$, and compute the average runtime across 100 random trials for each method. Due to the higher complexity of OMP, we only run the experiments with $N \leq 5000$ for OMP.

The runtime comparisons are shown in Fig. 10. When $N$ is relatively small ($N \leq 2000$), the complexities of AMP-PE and AMP-AWGN are dominated by the parameter estimation operations. Their runtimes are thus longer compared to the other methods that use pre-specified parameters. However, when $N$ is relatively large ($N \geq 3000$), the complexities of AMP-PE and AMP-AWGN are dominated by the linear and nonlinear updates in Algorithm 1. Numerical experiments show that their runtimes are shorter than the other methods. Although the AWGN model adopted by AMP-AWGN leads to sub-optimal performances, it is simpler than the true quantization noise model adopted by AMP-PE. Hence, AMP-AWGN is always faster than AMP-PE.

C. Channel Estimation

Our final experiment is on estimating the massive MIMO channel introduced in Section IV-C from heavily quantized measurements [67]. Specifically, there are 4 clusters in the channel with a delay spread of $L = 16$ symbol intervals. The transmitter has $N_t = 64$ antennas, and the receiver has $N_r = 64$ antennas. The dimensionality of the channel coefficient vector $x$ is then $N = N_t N_r L = 65536$. Let $\mathcal{F} \in \mathbb{C}^{N_d}$ denote the training sequence used by the transmitter with its $k$-th entry $\mathcal{F}[k] = \frac{1}{\sqrt{N}} f_{k1} + \frac{1}{\sqrt{N}} f_{k2} \cdot i$. The following two transmission sequences are used:

- Random quadrature-phase-shift-keying (QPSK) [68]: $f_{k1}$ and $f_{k2}$ follow i.i.d. Rademacher distribution.
- Random Gaussian: $f_{k1}$ and $f_{k2}$ follow i.i.d. Gaussian distribution $N(0, 1)$.

The training symbols $o_{k}$ in (36) are transmitted at different times: $1 \leq d \leq N_d$, where $N_d$ varies from 256 to 8192. Grouping the symbols together, we have an $N_t \times N_d$ matrix $O = [o_1 \cdots o_{N_d}]$. The first row of $O$ is the training sequence $\mathcal{F}$, the $i$-th row of $O$ is obtained by circularly shifting $\mathcal{F}$ with step size $(i-1)L$. At the receiver, this produces different numbers of measurements $M = N_t N_d$, and the sampling ratio $\frac{M}{N}$ thus varies from 0.25 to 8. We add white Gaussian noise $w$ to the noiseless measurements $z$ so that the pre-QNT SNR of $z + w$ decreases from 30dB, 10dB to 5dB, corresponding to the low-noise (SNR>22dB), moderate-noise (22dB>SNR>6dB) and high-noise regimes (SNR≤6dB) as recommended in [69].

Since the noiseless measurement $z$ is obtained through a linear operator $A(\cdot)$ in this case: $z = A(x)$, we thus focus on comparing the approaches that could work with linear operators directly, i.e. AMP-PE, AMP-AWGN, QIHT and L1-Min. Since we do not know the true distribution parameters, we could not compare them with AMP-oracle. For the two training sequences (random QPSK and random Gaussian), the resulting measurement matrices have zero-means. However, the entries in both matrices are not independent and identically distributed Gaussian variables. We thus need additional damping operations to achieve the best performances of AMP-PE and AMP-AWGN. Apart from the damping operations in [44]
on the estimated input and output parameters, the damping operation is also applied on the recovered \( \hat{x}_{t+1} \) after its computation in (16a):

\[
\hat{x}_{t+1} = \hat{x}_t + \eta \cdot (\hat{x}_{t+1} - \hat{x}_t),
\]

where the damping rate \( \eta \) is set to 0.1. The parameters of QIHT and L1-Min are tuned to achieve their best performances. The average NMSE across 100 random trials is computed for each method. The recovery results from 1-bit measurements are shown in Fig. 10.

For the two transmission sequences, we can see that the performances under random QPSK and random Gaussian sequences are generally similar. For the three noise regimes, we can see that AMP-PE performs significantly better than the other methods in the low-noise (pre-QNT SNR=30dB) and moderate-noise (pre-QNT SNR=10dB) regimes. The performances of AMP-PE and AMP-AWGN become similar in the high-noise regime (pre-QNT SNR=5dB), indicating that the AWGN model is a good approximation of the quantization noise model when the noise level is high.

For the 2-bit and 3-bit recovery experiments, AMP-PE also achieves similar leading performances. The recovery results are given in the Supplemental Material.

VII. CONCLUSION

Taking a probabilistic perspective, we explore the 1-bit and multi-bit compressive sensing problems via the proposed AMP-PE framework where the signal and noise distribution parameters are treated as variables and jointly recovered. This leads to a much simpler method to estimate the parameters by maximizing their posteriors. It allows us to venture into the more complicated quantization noise area that is computationally prohibitive for previous AMP methods. An efficient approach that combines EM and the second-order method is then introduced to compute the maximizing parameters. For random Gaussian measurement matrices, the performance of AMP-PE can be accurately predicted through state evolution analysis. Extensive realistic experimental results show that AMP-PE generally performs much better than other state-of-the-art sparse recovery methods across a wide range of sparsity and noise levels.

The stability (or reliability) of an algorithm is a key factor in deciding its adoption in practical applications. AMP has long been criticized on its lack of convergence guarantees for general measurement matrices. The damping and mean removal operations have been proposed to alleviate this issue, and are often shown to be quite effective. Initialization also plays an important role in both ensuring the convergence and recovering an accurate signal. In our experiments, we observe that the parameter initialization (rather than the variable initialization) correlates most closely to the algorithm’s success. Previous works often overlooked the influence of this initialization issue, and they focused on establishing the convergence conditions for a specific class of random matrices. We believe that it would be worth pursuing how the initialization affects the algorithm’s convergence behavior. Additionally, the state evolution of VAMP holds for a broader class of measurement matrices than AMP, and we would like to further investigate VAMP-based algorithm in our future work. Notwithstanding these drawbacks, our proposed framework offers an efficient joint recovery of the signal and parameters from a probabilistic perspective, and pushes forward the state-of-the-art performance level in 1-bit and multi-bit compressive sensing problems.

APPENDIX A

AMP-PE UPDATE EQUATIONS FOR 1-BIT CS

A. Nonlinear Updates for Sparse Signal Model

The normalizing constant \( \Psi(r_n, A) \) in (11) is

\[
\Psi(r_n, A) = (1 - \kappa)\mathcal{N}(r_n|0, \tau_r) + \sum_i \kappa \xi_i \cdot \mathcal{N}(r_n|\mu_i, \gamma_{xi} + \tau_r).
\]

The posterior mean of \( x_n \) in (11) is

\[
x_n = \frac{1}{\Psi(r_n, A)} \sum_i \kappa \xi_i \cdot N(r_n|\mu_i, \gamma_{xi} + \tau_r) \frac{\mu_i \tau_r + r_n \gamma_{xi}}{\gamma_{xi} + \tau_r}.
\]

The posterior mean of \( x_n^2 \) in (12) is

\[
\mathbb{E}[x_n^2|r_n, \tau_r, A] = \frac{1}{\Psi(r_n, A)} \sum_i \kappa \xi_i \cdot N(r_n|\mu_i, \gamma_{xi} + \tau_r) \times \left( \frac{\gamma_{xi} \tau_r}{\gamma_{xi} + \tau_r} + \left( \frac{\mu_i \tau_r + r_n \gamma_{xi}}{\gamma_{xi} + \tau_r} \right)^2 \right).
\]

B. Nonlinear Updates for 1-Bit Quantization Noise Model

To simplify the notations, we define the following terms

\[
\bar{q}_m := \frac{q_m}{\sqrt{\tau_q + \gamma_w}},
\]

\[
h_0(q_m) := \int_{-\infty}^0 \mathcal{N}(u|q_m, \tau_q + \gamma_w) \, du = \frac{1}{2} \text{erfc} \left( \frac{1}{2} \cdot \bar{q}_m \right),
\]

where \( \text{erfc}(\cdot) \) is the complementary error function. The normalizing constant \( \mathcal{U}_0(q_m, y_m, \theta) \) in (19) is then

\[
\mathcal{U}_0(q_m, y_m, \theta) = (1 - h_0(q_m)) \delta(y_m - 1) + h_0(q_m) \delta(y_m + 1).
\]

We further define the following terms

\[
h_1(q_m) := \int_{-\infty}^0 z_m \int_0^z \mathcal{N}(u|z_m, \gamma_w) \, du \cdot \mathcal{N}(z_m|q_m, \tau_q) \, dz_m
\]

\[
= q_m \cdot h_0(q_m) - \tau_q \cdot \mathcal{N}(q_m|0, \tau_q + \gamma_w),
\]

\[
h_2(q_m) := \int_{-\infty}^0 z_m \int_0^z \mathcal{N}(u|z_m, \gamma_w) \, du \cdot \mathcal{N}(z_m|q_m, \tau_q) \, dz_m
\]

\[
= (q_m^2 + \tau_q) \cdot h_0(q_m)
\]

\[
- \frac{q_m \cdot \tau_q^2 + 2 \tau_q \gamma_w}{\tau_q + \gamma_w} \cdot \mathcal{N}(q_m|0, \tau_q + \gamma_w),
\]

\[
\mathcal{U}_1(q_m, y_m, \theta) := (q_m - h_1(q_m)) \delta(y_m - 1) + h_1(q_m) \delta(y_m + 1),
\]

(49)
$U_2(q_m, y_m, \theta) := (q_m^2 + \tau_q - h_2(q_m)) \delta(y_m - 1) + h_2(q_m) \delta(y_m + 1)$.

The posterior mean of $z_m$ in (20) is
\[
\mathbb{E}[z_m | q_m, \tau_q, y_m, \theta] = \frac{1}{U_0} U_1.
\]

The posterior mean of $z_m^2$ in (21) is
\[
\mathbb{E}[z_m^2 | q_m, \tau_q, y_m, \theta] = \frac{1}{U_0} U_2.
\]

C. Parameter Estimation for Sparse Signal Model

The objective function $f(\lambda)$ from the expectation step is
\[
f(\lambda) = \sum_n \psi_0(r_n) \cdot \log [(1 - \kappa) \cdot N(r_n, 0, \tau_r)] + \sum_i \psi_i(r_n) \cdot \log [\kappa \xi_i \cdot N(r_n, \mu_i, \gamma_{xi} + \tau_r)],
\]
where $\psi_0(r_n), \psi_i(r_n)$ are posteriors of the latent variable $c(r_n)$:
\[
\psi_0(r_n) = \frac{1}{\Psi_c(r_n)} \cdot (1 - \kappa^{e(c)}) \cdot N(r_n, 0, \tau_r),
\]
\[
\psi_i(r_n) = \frac{1}{\Psi_c(r_n)} \cdot \xi_i^{e(c)} \cdot N(r_n, \mu_i^{e(c)}, \gamma_{xi}^{e(c)} + \tau_r),
\]
\[
\Psi_c(r_n) = (1 - \kappa^{e(c)}) \cdot N(r_n, 0, \tau_r) + \sum_i \kappa^{e(c)} \xi_i^{e(c)} \cdot N(r_n, \mu_i^{e(c)}, \gamma_{xi}^{e(c)} + \tau_r).
\]

Note that the first Gaussian component is zero-mean, i.e. $\mu_i = 0$. The mixture weights $\kappa, \xi_i$ the Gaussian mixture mean $\mu_i$ and variance $\gamma_{xi}$ that maximize $f(\lambda)$ have the following closed-form update equations:
\[
k^{(e+1)} = \sum_n \frac{\sum_i \psi_i(r_n)}{\sum_n \psi_0(r_n) + \sum_i \psi_i(r_n)},
\]
\[
\xi_i^{(e+1)} = \sum_n \frac{\sum_i \psi_i(r_n)}{\sum_n \psi_0(r_n) + \sum_i \psi_i(r_n)},
\]
\[
\mu_i^{(e+1)} = \sum_n \frac{\psi_i(r_n) \cdot r_n}{\psi_i(r_n) \cdot \gamma_{xi}^{e(c)} + \tau_r} \quad \text{for } i \geq 2,
\]
\[
\gamma_{xi}^{(e+1)} = \frac{\sum_i \psi_i(r_n) \cdot (r_n - \mu_i^{(e+1)})^2}{\sum_n \psi_i(r_n)} - \tau_r.
\]

D. Parameter Estimation for 1-Bit Quantization Noise Model

We compute the first and second order derivatives of $h_0(q_m)$ in (46) with respect to $\gamma_w$ as follows:
\[
\frac{\partial h_0}{\partial \gamma_w} = \frac{\tilde{q}_m}{2 \sqrt{2\pi} (\gamma_w + \tau_q)} \cdot \exp \left( - \frac{\tilde{q}_m^2}{2} \right),
\]
\[
\frac{\partial^2 h_0}{\partial \gamma_w^2} = \frac{\tilde{q}_m^2 - 3 \tilde{q}_m}{4 \sqrt{2\pi} (\gamma_w + \tau_q)^2} \cdot \exp \left( - \frac{\tilde{q}_m^2}{2} \right).
\]

We also maximize the second order approximation of $g_1(\theta)$ in (25). The first and second order derivatives of $g_1(\theta)$ with respect to $\gamma_w$ are
\[
g_1'(\gamma_w) = \sum_m \frac{1}{U_0} \frac{\partial U_0}{\partial \gamma_w}
\]
\[
g_1''(\gamma_w) = \sum_m \frac{1}{(U_0)^2} \left[ \frac{\partial U_0}{\partial \gamma_w} \right]^2 + \frac{1}{U_0} \frac{\partial^2 U_0}{\partial \gamma_w^2},
\]
where the first and second order derivatives of $U_0$ with respect to $\gamma_w$ are
\[
\frac{\partial U_0}{\partial \gamma_w} = - \frac{\partial h_0}{\partial \gamma_w} \cdot \delta(y_m - 1) + \frac{\partial h_0}{\partial \gamma_w} \cdot \delta(y_m + 1),
\]
\[
\frac{\partial^2 U_0}{\partial \gamma_w^2} = - \frac{\partial^2 h_0}{\partial \gamma_w^2} \cdot \delta(y_m - 1) + \frac{\partial^2 h_0}{\partial \gamma_w^2} \cdot \delta(y_m + 1).
\]

E. Comparison with Previous EM-based Approaches

For the 1-bit quantization noise model, we derive detailed expression of the objective function in (28) used by previous EM-based approaches for parameter estimation. We first define the following terms
\[
\tilde{z}_m := \frac{z_m}{\sqrt{\gamma_w}},
\]
\[
\tilde{h}_0(z_m) := \int_{z_m}^{0} N(u | z_m, \gamma_w) \, du = \frac{1}{2} \text{erfc} \left( \frac{1}{\sqrt{2}} \cdot \frac{1}{\gamma_w} \cdot \tilde{z}_m \right),
\]
\[
\tilde{U}_0(z_m, y_m, \theta) := (1 - \tilde{h}_0(z_m)) \delta(y_m - 1) + \tilde{h}_0(z_m) \delta(y_m + 1).
\]

Since $p(y_m, z_m, \theta) = p(y_m | z_m, \theta) \cdot N(z_m | q_m, \tau_q)$, the objective function in (28) can also be changed to
\[
\sum_m \int p(z_m | y_m, \theta^{(i)}) \log p(y_m | z_m, \theta) \, dz_m = \sum_m \frac{1}{U_0(q_m, y_m, \theta^{(i)})} \times \int p(y_m | z_m, \theta^{(i)}) \cdot N(z_m | q_m, \tau_q) \cdot \log \tilde{U}_0(z_m, y_m, \theta) \, dz_m.
\]

It is much more complicated than the objective function of the AMP-PE approach, which is simply $\sum_m \log [U_0(q_m, y_m, \theta)]$ in (24).

APPENDIX B

AMP-PE UPDATE EQUATIONS FOR MULTI-BIT CS

A. Nonlinear Updates for Multi-Bit Quantization Noise Model

Let $\tilde{a}_i, \tilde{a}_{i-1}$ be defined as follows
\[
\tilde{a}_i := \frac{a_i}{\sqrt{\gamma_w + \tau_q}},
\]
\[
\tilde{a}_{i-1} := \frac{a_{i-1}}{\sqrt{\gamma_w + \tau_q}}.
\]

The normalizing constant $V_0(q_m, y_m, \theta)$ in (50) is
\[
V_0(q_m, y_m, \theta) = \frac{1}{2} \left( \text{erf} \left( \frac{1}{\sqrt{2}} (\tilde{a}_i - \tilde{q}_m) \right) - \text{erf} \left( \frac{1}{\sqrt{2}} (\tilde{a}_{i-1} - \tilde{q}_m) \right) \right),
\]
where erfc$(\cdot)$ is the error function.

We further define the following terms:
\[
V_1(\tilde{q}_m, y_m, \theta) := \int z_m \cdot p(y_m | z_m, \theta) N(z_m | q_m, \tau_q) \, dz_m = q_m \cdot V_0(q_m, y_m, \theta) - \tau_q N(a_i | q_m, \tau_q + \gamma_w) + \tau_q N(a_{i-1} | q_m, \tau_q + \gamma_w),
\]
\[
(57)
\]
\[
\mathcal{V}_2(q_m, y_m, \theta) := \int z_m^2 \cdot p(y_m | z_m, \theta) N(z_m | q_m, \tau_q) \, dz_m
\]
\[
= (\tau_q + q^2_m) \cdot \mathcal{V}_0(q_m, y_m, \theta) - \frac{\tau_q^2 a_i - q_m}{\tau_q + \gamma_w} + 2\tau_q q_m \mathcal{N}(a_i | q_m, \tau_q + \gamma_w) + \frac{\tau_q^2 a_{i-1} - q_m}{\tau_q + \gamma_w} + 2\tau_q q_m \mathcal{N}(a_{i-1} | q_m, \tau_q + \gamma_w).
\]

The posterior mean of \( z_m \) in (31) is
\[
\mathbb{E} [z_m | q_m, \tau_q, y_m, \theta] = \frac{1}{\mathcal{V}_0} \mathcal{V}_1.
\]

The posterior expectation of \( z_m^2 \) in (32) is
\[
\mathbb{E} [z_m^2 | q_m, \tau_q, y_m, \theta] = \frac{1}{\mathcal{V}_0} \mathcal{V}_2.
\]

**B. Parameter Estimation for Multi-Bit Quantization Noise Model**

We maximize the second order approximation of \( g_2(\theta) \) in (34). The first and second order derivatives of \( g_2(\theta) \) with respect to \( \gamma_w \) are

\[
g'_2(\gamma_w) = \sum_m \frac{1}{\mathcal{V}_0} \frac{\partial \mathcal{V}_0}{\partial \gamma_w},
\]

\[
g''_2(\gamma_w) = \sum_m \frac{1}{(\mathcal{V}_0)^2} \left[ \frac{\partial^2 \mathcal{V}_0}{\partial \gamma_w^2} \right]^2 + \frac{1}{\mathcal{V}_0} \frac{\partial^2 \mathcal{V}_0}{\partial \gamma_w^2},
\]

where the first and second order derivatives of \( \mathcal{V}_0 \) with respect to \( \gamma_w \) are

\[
\frac{\partial \mathcal{V}_0}{\partial \gamma_w} = -\frac{a_i - q_m}{2(\tau_q + \gamma_w)} N(a_i | q_m, \tau_q + \gamma_w),
\]

\[
+ \frac{a_{i-1} - q_m}{2(\tau_q + \gamma_w)} N(a_{i-1} | q_m, \tau_q + \gamma_w),
\]

\[
\frac{\partial^2 \mathcal{V}_0}{\partial \gamma_w^2} = \frac{3(a_i - q_m)}{4(\tau_q + \gamma_w)^3} N(a_i | q_m, \tau_q + \gamma_w),
\]

\[
- \frac{(a_i - q_m)^3}{4(\tau_q + \gamma_w)^3} N(a_i | q_m, \tau_q + \gamma_w),
\]

\[
- \frac{3(a_{i-1} - q_m)}{4(\tau_q + \gamma_w)^3} N(a_{i-1} | q_m, \tau_q + \gamma_w),
\]

\[
+ \frac{(a_{i-1} - q_m)^3}{4(\tau_q + \gamma_w)^3} N(a_{i-1} | q_m, \tau_q + \gamma_w).
\]
Supplementary Material

The Supplemental Material contains additional derivations of the formulas and experimental results for the paper “Approximate Message Passing with Parameter Estimation for Heavily Quantized Measurements”.
A. Parameter Estimation in Signal Prior

We first derive (22) that is used to find the maximizing parameters of the signal prior. As discussed earlier, the distribution $\exp\left\{\sum_m \Lambda_{\Phi_m \rightarrow x_m}^{(t+1)}\right\}$ in (1a) is approximated by a Gaussian distribution $\mathcal{N}(x_n|r_n, \tau_r)$ in GAMP, where $r_n$ is a “dummy” variable. We then have

$$\exp\left\{\sum_m \Lambda_{\Phi_m \rightarrow x_m}^{(t+1)}\right\} \approx \mathcal{N}(x_n|r_n, \tau_r). \quad (59)$$

We need the following messages to derive the posterior distribution $p(\lambda|y)$

$$\Lambda_{x_n \rightarrow \Omega_n}^{(t+1)} = \sum_i \Lambda_{\phi_i \rightarrow x_n}^{(t+1)}, \quad (60)$$

$$\Delta_{\Omega_n \rightarrow \lambda_i}^{(t+1)} = C + \log \int [\Omega_n (x_n, \lambda_i, \lambda_i) \times \exp(\Delta_{x_n \rightarrow \Omega_n}^{(t+1)})] \, dx_n. \quad (61)$$

Combing (59), (60), (61), we have

$$\Delta_{\Omega_n \rightarrow \lambda_i}^{(t+1)} = C + \log \int [\Omega_n (x_n, \lambda_i, \lambda_i) \times \mathcal{N}(x_n|r_n, \tau_r)] \, dx_n. \quad (62)$$

Since the BGM signal prior $\Omega_n(x_n, \lambda)$ is

$$\Omega_n(x_n, \lambda) = p(x_n|\lambda) = (1 - \kappa) \cdot \delta(x_n) + \kappa \cdot \sum_{i=1}^I \xi_i \cdot \mathcal{N}(x_n|\mu_i, \gamma_{x_i}). \quad (63)$$

Plugging (63) into (62) and dropping the superscript to simplify the notations, we can get

$$\Delta_{\Omega_n \rightarrow \lambda_i} = C + \log \left[ (1 - \kappa) \cdot \mathcal{N}(r_n|0, \tau_r) + \sum_i \kappa \xi_i \cdot \mathcal{N}(r_n|\mu_i, \gamma_{x_i} + \tau_r) \right]. \quad (64)$$

The maximizing parameter $\lambda$ can then be computed as

$$\hat{\lambda} = \arg \max_{\lambda} p(\lambda|y) = \arg \max_{\lambda} \sum_n \Delta_{\Omega_n \rightarrow \lambda_i}$$

$$= \arg \max_{\lambda} \sum_n \log \left[ (1 - \kappa) \cdot \mathcal{N}(r_n|0, \tau_r) + \sum_i \kappa \xi_i \cdot \mathcal{N}(r_n|\mu_i, \gamma_{x_i} + \tau_r) \right]. \quad (65)$$

B. Parameter Estimation in Noise Prior

We next derive (24) that is used to find the maximizing parameters of the noise prior. The following change of variable is performed in GAMP formulation:

$$p(y_m|\theta) = \int p(y_m|x, \theta) p(x) \, dx$$

$$= \int p(y_m|z_m, \theta) p(z_m) \, dz_m. \quad (66a)$$

We first have

$$p(y_m|x, \theta) = \Phi_m(y_m, x, \theta), \quad (67)$$

$$p(x_f) \propto \exp \left( \Delta_{x_j \rightarrow \Phi_m}^{(t+1)} \right). \quad (68)$$

Using (66a), we can get

$$\Delta_{\Phi_m \rightarrow \theta_k}^{(t+1)} = C + \log \int \Phi_m(y_m|x, \theta_k, \theta_k) \, dx$$

$$= C + \log \int \Phi_m(y_m|x, \theta_k, \theta_k) \, dx$$

$$= C + \log \left[ \Phi_m(y_m, x, \theta_k, \theta_k) \times \exp \left( \sum_j \Delta_{x_j \rightarrow \Phi_m}^{(t+1)} \right) \right] \, dx,$$}

where $C$ is some normalization constant. In the GAMP formulation, the prior distribution of $z_m$ is approximated by a Gaussian

$$p(z_m) \approx \mathcal{N}(z_m|q_m, \tau_q), \quad (70)$$
where \( q_m \) is another “dummy” variable with variance \( \tau_q \). Using (66b), we can get

\[
\Delta_{\Phi_m \rightarrow \theta_k}^{(t+1)} = C + \log p\left(y_m | \theta_k, \hat{\theta}_k^{(t)} \right)
\]

\[
= C + \log \int p\left(y_m | z_m, \theta_k, \hat{\theta}_k^{(t)} \right) p(z_m) \, dz_m
\]

\[
= C + \log \int p\left(y_m | z_m, \theta_k, \hat{\theta}_k^{(t)} \right) \cdot \mathcal{N}(z_m | q_m, \tau_q) \, dz_m
\]

\[
= C + \log \mathcal{U}_0 \left(q_m, y_m, \theta_k, \hat{\theta}_k^{(t)} \right).
\]

Using (71) to compute \( \Delta_{\Phi_m \rightarrow \theta_k}^{(t+1)} \) is easier than using (69). We thus use (71) to calculate the posterior \( p(\theta | y) \).

Dropping the superscript to simplify the notations, we can compute the maximizing parameters \( \theta \) as follows

\[
\hat{\theta} = \arg \max_{\theta} \quad p(\theta | y) = \arg \max_{\theta} \sum_m \Delta_{\Phi_m \rightarrow \theta_k} = \arg \max_{\theta} \sum_m \log \mathcal{U}_0(q_m, y_m, \theta).
\]
B State Evolution Analysis

With the signal length $N$ set to 10000, we compare the MSEs of AMP-PE estimations and the state evolution recursions under different pre-QNT SNRs $\in \{30\text{dB}, 20\text{dB}, 10\text{dB}\}$ and different sparsity levels $\frac{E}{N} \in \{10\%, 50\%, 100\%\}$. The results are shown in Fig. 11.

Fig. 11. Comparisons of the MSEs of AMP-PE estimations and the state evolution recursions for random Gaussian measurement matrices. The sampling ratio $\beta = \frac{M}{N} = 2$, the sparsity level of the signal $\frac{E}{N} \in \{10\%, 50\%, 100\%\}$. The pre-quantization SNR varies from 30dB, 20dB to 10dB.
When the pre-QNT SNR level is low or the sparsity level is high, the state evolution does not always match the MSEs of empirical experiments. This is caused by the nonconvexity of the parameter estimation problems. The computed maximizing parameters are only locally optimal; hence, they are slightly different between the AMP-PE algorithm and its state evolution. In Fig. 12, we can empirically verify it by comparing the results obtained using the estimated parameters with the results obtained using the true parameters. Fig. 12(a) shows that state evolution does not always fall within the confidence region in the first few iterations. Fig. 12(b) shows that the deviation could be corrected by using the true parameters.

Fig. 12. Comparison of the results obtained using the estimated parameters and the true parameters. The signal length $N = 10000$, the sampling ratio $\beta = \frac{M}{N} = 2$, the sparsity level of the signal $\frac{E}{N} = 100\%$, pre-quantization SNR=10dB.
C 1-BIT AND MULTI-BIT COMPRESSIVE SENSING

A. Signal with the Bernoulli-Gaussian Mixture Prior

Fig. 13. Comparison of different approaches in solving 1-bit CS. Nonzero entries of the signal follow the Gaussian distribution. The sampling ratio $\frac{M}{N} \in \{0.25, \cdots, 10\}$ and the sparsity level $\frac{E}{N} = \{10\%, 50\%, 100\%\}$. The pre-quantization SNR varies from 30dB, 20dB to 10dB.
Fig. 14. Comparison of different approaches in solving 2-bit CS. Nonzero entries of the signal follow the Gaussian distribution. The sampling ratio $\frac{M}{N} \in \{0.25, \cdots, 10\}$ and the sparsity level $\frac{E}{N} \in \{10\%, 50\%, 100\\%\}$. The pre-quantization SNR varies from 30dB, 20dB to 10dB.
Fig. 15. Comparison of different approaches in solving 3-bit CS. Nonzero entries of the signal follow the Gaussian distribution. The sampling ratio $\frac{M}{N}$ varies from 0.25 to 10 and the sparsity level $\frac{E}{N}$ varies from 10%, 50%, 100%. The pre-quantization SNR varies from 30dB, 20dB to 10dB.
B. Signal with the Bernoulli-Cauchy Mixture Prior

Fig. 16. Comparison of different approaches in solving 1-bit CS. Nonzero entries of the signal follow the Cauchy distribution. The sampling ratio $\frac{M}{N} \in \{0.25, \cdots, 10\}$ and the sparsity level $\frac{E}{N} \in \{10\%, \ 50\%, \ 100\%\}$. The pre-quantization SNR varies from 30dB, 20dB to 10dB.
Fig. 17. Comparison of different approaches in solving 2-bit CS. Nonzero entries of the signal follow the Cauchy distribution. The sampling ratio $M/N \in \{0.25, \cdots, 10\}$ and the sparsity level $E/N = \in \{10\%, 50\%, 100\%\}$. The pre-quantization SNR varies from 30dB, 20dB to 10dB.
Fig. 18. Comparison of different approaches in solving 3-bit CS. Nonzero entries of the signal follow the Cauchy distribution. The sampling ratio $M/N \in \{0.25, \cdots, 10\}$ and the sparsity level $E/N \in \{10\%, 50\%, 100\\%\}$. The pre-quantization SNR varies from 30dB, 20dB to 10dB.
C. Signal with the Bernoulli-Laplace Mixture Prior

When nonzero entries are generated from the Laplace distribution, the results are shown in Fig. 19. We can see that AMP-PE achieves leading performances across different noise and sparsity levels. When the pre-QNT SNR is 30dB, we can see that AMP-PE and QIHT perform much better than other sparse recovery methods as the sampling ratio \( \frac{M}{N} \) increases, since they could work with quantized measurements directly. However, QIHT is not robust to noise. When the pre-QNT SNR is reduced to 10dB, we can see that QIHT performs worse than the other methods as the sampling ratio \( \frac{M}{N} \geq 7 \).

Fig. 19. Comparison of different approaches in solving 1-bit CS. Nonzero entries of the signal follow the Laplace distribution. The sampling ratio \( \frac{M}{N} \in \{0.25, \cdots, 10\} \) and the sparsity level \( \frac{E}{N} \in \{10\%, 50\%, 100\%\} \). The pre-quantization SNR varies from 30dB, 20dB to 10dB.
Fig. 20. Comparison of different approaches in solving 2-bit CS. Nonzero entries of the signal follow the Laplace distribution. The sampling ratio \( \frac{M}{N} \in \{0.25, \cdots, 10\} \) and the sparsity level \( \frac{E}{N} \in \{10\%, 50\%, 100\%\} \). The pre-quantization SNR varies from 30dB, 20dB to 10dB.
Fig. 21. Comparison of different approaches in solving 3-bit CS. Nonzero entries of the signal follow the Laplace distribution. The sampling ratio $\frac{M}{N} \in \{0.25, \cdots, 10\}$ and the sparsity level $\frac{E}{N} \in \{10\%, 50\%, 100\\%\}$. The pre-quantization SNR varies from 30dB, 20dB to 10dB.
The results from the channel estimation experiments with 2-bit and 3-bit measurements are shown in Fig. 22 and 23.

Fig. 22. Comparison of different approaches in solving channel estimation from 2-bit measurements. The sampling ratio $\frac{M}{N} \in \{0.25, \ldots, 8\}$. Two transmission sequences are used: random QPSK and random Gaussian. The pre-quantization SNR varies from 30dB, 10dB to 5dB.

Fig. 23. Comparison of different approaches in solving channel estimation from 3-bit measurements. The sampling ratio $\frac{M}{N} \in \{0.25, \ldots, 8\}$. Two transmission sequences are used: random QPSK and random Gaussian. The pre-quantization SNR varies from 30dB, 10dB to 5dB.
The recovered channels from 2-bit measurements when pre-QNT SNR=10dB and the sampling ratio $\frac{M}{N} = 8$ are shown in Fig. 24 and Fig. 25.
Fig. 25. The magnitudes of recovery error $|x - \hat{x}|$ between the true channel coefficients $x$ and the recovered channel coefficients $\hat{x}$ from 2-bit measurements produced with the random QPSK training sequence. The pre-QNT SNR=10dB and the sampling ratio $\frac{M}{N} = 8$. 