Deep Learning Model for Industrial Leakage Detection Using Acoustic Emission Signal
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Abstract: Intelligent fault diagnosis methods have replaced time consuming and unreliable human analysis, increasing anomaly detection efficiency. Deep learning models are clear cut techniques for this purpose. This paper’s fundamental purpose is to automatically detect leakage in tanks during production with more reliability than a manual inspection, a common practice in industries. This research proposes an inspection system to predict tank leakage using hydrophone sensor data and deep learning algorithms after production. In this paper, leak detection was investigated using an experimental setup consisting of a plastic tank immersed underwater. Three different techniques for this purpose were implemented and compared with each other, including fast Fourier transform (FFT), wavelet transforms, and time-domain features, all of which are followed with 1D convolution neural network (1D-CNN). Applying FFT and converting the signal to a 1D image followed by 1D-CNN showed better results than other methods. Experimental results demonstrate the effectiveness and the superiority of the proposed methodology for detecting real-time leakage inaccuracy.
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1. Introduction

Plastic and composite tanks are widely used in the modern automotive industry. These tanks are fuel tanks, Adblue tanks, water tanks, hydraulic tanks, etc. They offer several advantages over conventional steel tanks, such as lower weight, higher corrosion resistance, better crash performance, etc. These tanks can be used to store highly hazardous substances that can contaminate the environment easily. Therefore, they need to be checked regarding whether they leak or not. There are several ways of detecting leakage of tanks in the automotive industry. As the tanks are big in volume, some leakage test methods are far too expensive, time consuming, and impractical. The easiest, most economical, and most used method is the manual visual based leakage inspection. The tank is immersed in water and pressurized. If bubbles are seen evolving from the tank, the tank is leaking and is to be rejected. The automotive industry has been reluctant to set standards to the bubbles seen in order for the tank to be rejected. The most secure way for the automotive industry was to set the standard as “one should see no bubbles underwater.” The current practice of having a human dependency on critical leakage detection brings a few concerns regarding the reliability due to the tiresome nature of the monotonous test observation. Moreover, manual visual inspection is also time consumptive and results in an undetermined duration of the complete inspection.
Most of the techniques used for fault detection without manual intervention can be divided into three major categories: model-based [1,2], signal-based [3], and knowledge-based. Fault detection systems usually employ artificial neural networks (ANNs) or other classifiers to better identify detection rates. Such intelligent systems consist of three main parts: data acquisition, feature extraction, and data classification. In terms of feature extraction, four major classes of signal processing are used: time-domain [4], frequency domain [5,6], enhanced frequency [7–10], and time-frequency analysis [11,12]. Deep learning methods have outstanding performances in image classification, computer vision, and fault detection. Convolution neural network (CNN) structure is a type of deep neural network [13,14]. Furthermore, the most popular approach for detecting water leak is to use acoustic sensors or a pressure transducer attached to the surface of a pipe [15–18]. Although many of the works mentioned above have achieved good results in fault detection, there is still plenty of room for improvement. For instance, in some studies, the classifier was trained for a specific type of data, which means it may achieve high accuracy on similar data while performing poorly with another type of data. Additionally, when analyzing a highly complex system, the choice of suitable feature functions requires considerable machinery expertise and abundant mathematical knowledge. As deep learning works best with unstructured data, most researchers try to apply deep learning as anomaly detection.

The main reason for comparing these techniques is to show fast Fourier transform’s (FFT’s) efficiency in distinguishing crack in underwater tanks. In a faulty tank, bubbles burst in different frequency components, necessitating application of a method investigating these signals in the frequency-domain. Time-domain features consider the signal in several batches and then assigns a value to each of them, resulting in missing some of the information. The results show that time-domain features achieve less accuracy in detecting the fault. The proposed work is based on acoustic emission measurements and a machine learning technique to develop an intelligent fault diagnosis system. This work can be employed to find cracks in industrial components such as immersed underwater tanks.

This paper is organized as follows: Section 2 describes the mathematical review of FFT, wavelet, and statistical features and the methodology of the proposed fault detection in tanks by applying the 1D-CNN method. Section 3 explains the experimental setup and the way data were obtained. In Section 4, the experimental results and analysis are given. Finally, the conclusion is given in Section 5.

2. Methodology

The framework of the proposed methodology is summarized in Figure 1. Raw data collected from hydrophone sensors were arranged in batches and labeled against healthy and faulty states. Three different features, including FFT, wavelet, and time-domain features, were extracted from the acoustic emission signals. Then, machine learning method was applied in this fault diagnosis, as it is a strong tool in specifying the presence of the fault in the tank, learning from the training dataset, and determining the possibility of being faulty or healthy in regard to the test sample. In other words, machine learning identifies whether each input instance belongs to the normal tank or the cracked one. Finally, all three methods were compared with each other in terms of accuracy. In this section, these techniques are introduced with a brief introduction to the 1D-CNN method.
2.1. Fast Fourier Transform

The Fourier transform was applied to the acoustic signals acquired from hydrophones in healthy and faulty states to obtain the frequency spectrum. The signal’s spectrum is a powerful tool in specifying the tanks’ fault, as it contains all the frequency components. Thus, a burst of bubbles happening randomly could be easily detected and investigated.

Fourier transform is part of the frequency-domain analysis where it decomposes a signal as a function of time into the frequencies that it comprises. Actually, the FFT is called the frequency domain representation of the original signal. The inputs of this transformation are the buckets of data that contain specific numbers of data and are the spatial domain equivalent, while the output is an image in the Fourier or the frequency domain [19]. Having short computational time and capability to extract the most prevalent frequency components of a signal makes this method attractive for most applications. A Fourier transform pair is often written as $f(x) \leftrightarrow F(w)$, or $F(f(x)) = F(w)$, where $F$ is the Fourier transform operator. If $f(x)$ is thought of as a signal (i.e., input data), then it is called $F(w)$ as the signal’s spectrum. The definition of FFT is shown in Equation (1).

$$F(w) = \frac{1}{N} \sum_{x=0}^{N-1} f(x)e^{-2\pi iwx/N}$$  \hspace{1cm} (1)

A tank in a healthy or a faulty state has different data distributions in the signal’s specification in the fault detection context. The FFTs of healthy and faulty acoustic signals recorded by the hydrophones are depicted in Figure 2. It reveals that, apart from the similarity in major peaks occurring at 200, 400, 600, and 800 Hz for both states, there were minor transient changes visible in the FFT spectrum around 100–150 Hz and 800–900 Hz. In this way, a burst of bubbles, which were happening randomly, could be easily detected and investigated by having access to all the frequency components.
2.2. Wavelet Transform

The wavelet transform (WT) is an efficient time-frequency analysis and a useful tool for signal and image processing applications [20]. The characteristic of the time-frequency analysis technique meets the requirement for analyzing non-stationary signals. The image can be decomposed at different levels of resolution using a wavelet transform. Wavelet decomposition contains different window sizes and can be processed from low resolution to high resolution. In the current study, the wavelet transform was applied to show its efficiency in recognizing leakage in different types of tanks and was compared with other methods. The effects of wavelet with one level of decomposition on the raw input signal in faulty and healthy states are shown in Figures 3 and 4.

Figure 2. Comparison of FFT spectrum for healthy and faulty states.

Figure 3. Wavelet output of a healthy signal.
The wavelet decompositions into approximation and detail coefficients of hydrophone sensor signals in healthy and faulty states are shown in Figure 5. The obtained signals during separate healthy and faulty states of the tank were distinct in wavelet decompositions when they were compared with each other.

The above finding reveals that wavelet transforms can also be used as an effective tool for identifying faulty tanks in terms of accuracy, as the experimental results show this method did not provide promising accuracy compared with FFT followed by 1D-CNN. In Table 1, previous research works applying various feature extraction techniques are listed.
Table 1. Previous research efforts in anomaly detection using three signal-processing techniques.

| Signal Analysis | Feature | Sensor Used | Process |
|-----------------|---------|-------------|---------|
| **Time-domain** | Root mean square (RMS) | Acoustic emission (AE) and power | Monitoring grinding operation [21] |
| | Skewness | Vibration | Condition monitoring for milling [22] |
| | Kurtosis | AE | Tool flank wear recognition [23] |
| **Frequency-domain** | FFT | Vibration | Fault diagnosis of the rotating machine [24] |
| | FFT | Vibration | Bearing fault diagnosis [25] |
| | FFT | Vibration, AE, force | Tool wear monitoring [26] |
| **Wavelet** | Morlet wavelet | Piezoelectric sensor | Delamination detection [27] |
| | Daubechies-4 | Vibration | Structural damage detection [28] |
| | Daubechies-4 | Power | Power quality monitoring [29] |

2.3. Statistical Features

The acoustic emissions obtained from the immersed underwater tank were time-domain measurements of the tank’s activity pressurized at specific time intervals. Analyzing these measurements directly did not yield satisfactory results. Furthermore, the measured signals’ sampling frequency was 100 kHz, and, thus, each sample contained a huge number of data points. Quantification of the acoustic emission (AE) signals’ statistical features was needed to reduce the dimensions of the original data. Using time-domain statistical features greatly reduced computational complexity and discriminated between the signals associated with the feature space’s different structural integrity conditions. All of these benefits were achieved, while FFT followed by 1D-CNN performed better in terms of accuracy. The time-domain statistical features extracted from AE signals in this study consisted of mean value, standard deviation (SD), root mean square (RMS), kurtosis (K), crest factor (C), skewness (S), and peak-to-peak (PPV) values. The mathematical representation of these statistical features is given in Table 2, where $x_i$ is the acoustic emission signal.

Table 2. Statistical time-domain features.

| Features          | Expression                                      |
|-------------------|-------------------------------------------------|
| Mean value        | $\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i$     |
| Standard deviation | $SD = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2}$ |
| Kurtosis          | $K = \frac{1}{N} \sum_{i=1}^{N} \frac{(x_i - \bar{x})^4}{\sigma^4}$ |
| Skewness          | $S = \frac{1}{N} \sum_{i=1}^{N} \frac{(x_i - \bar{x})^3}{\sigma^3}$ |
| Root mean square  | $RMS = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2}$ |
| Crest factor      | $C = \frac{\text{max value}}{\text{RMS}}$      |
| Peak-to-peak (PPV) value | $\text{PPV} = \text{max value} - \text{min value}$ |

The gained values of statistical features extracted from AE signals are shown in Table 3. These features projected the AE signals into a reduced feature space. Label 1 and label 0 indicate faulty and healthy signals, respectively, where the original matrix was $15,240 \times 7$. 
Table 3. Statistical features values.

| Label | Mean   | STD    | Skewness | Kurtosis | RMS    | Peak-to-Peak | Crest-Factor |
|-------|--------|--------|----------|----------|--------|--------------|--------------|
| 1     | −0.00303 | 0.932716 | 0.001772 | −1.55262 | 0.932721 | 3.166601     | 1.694493     |
| 1     | 0.001391 | 0.934791 | −0.00174 | −1.55813 | 0.934792 | 3.135015     | 1.649781     |
| 1     | 0.004578 | 0.942283 | −0.00174 | −1.50837 | 0.942295 | 3.411634     | 1.81576      |
| 1     | −0.00252 | 0.936973 | 0.000309 | −1.52431 | 0.936976 | 3.431415     | 1.81483      |
| 0     | 5.40 × 10^{-5} | 0.813413 | −0.00043 | −1.56246 | 0.813413 | 2.636973     | 1.594723     |
| 0     | 0.001712 | 0.813213 | 0.002127 | −1.57254 | 0.813215 | 2.619106     | 1.583342     |
| 0     | 0.001307 | 0.815626 | 0.001999 | −1.57703 | 0.815627 | 2.609215     | 1.582571     |
| 0     | 0.000724 | 0.812949 | 0.002658 | −1.57934 | 0.812949 | 2.607301     | 1.604661     |

2.4. Convolution Neural Network

In this case study, after feature extraction, it was necessary to utilize a tool that could receive a huge volume of data for processing. Deep-learning technology, particularly the convolutional neural network (CNN), can process the data. CNNs work the same way whether they have one, two, or three dimensions. The difference is the structure of the input data and how the filter moves across the data. In this paper, we proposed applying an accurate fault detection system named 1D-CNN. In 1D-CNN, the kernel moves in one direction, and the input and the output data of that is two-dimensional. It also works well for the analysis of time-series data. Our input data to the 1D-CNN had one channel. The proposed approach could classify the input features samples acquired from the hydrophone sensors and make a prediction model. The 1D-CNN could achieve an elegant classification and fault detection accuracy due to it learning to extract the optimal features and conduct appropriate training. One point to note is that the gained data had a structured type with a leakage failure mode and a crack type of fault. Thus, analysis could be done with a data-driven approach such as 1D-CNN, and there was no need to use a complicated analysis of the tank structure and the physics models.

The convolutional neural network is a multi-stage neural network composed of some filter stages and one classification stage. The filter stage is designed to extract features from the inputs, including the convolution and the pooling layers. The final layer, the classification part, is a multi-layer perceptron composed of several fully connected or dense layers. A dropout layer can also be used between two layers to reduce the model’s complexity and prevent over-fitting. The function of each type of layer [30] has been described as follows.

The convolution layer convolves the input local regions with filter kernels, followed by the activation unit to generate the output features. Each filter uses the same kernel, also known as weight sharing, to extract the local feature of the input local region. One filter corresponds to one frame in the next layer, and the number of frames is called the depth of this layer.

After the convolution operation, activation function can be defined, such as tanh, sigmoid, or relu. Sigmoid layer combines numbers to range of (0 to 1), and it is historically popular in literature. It is common to add a pooling layer after a convolutional layer in the CNN architecture as well. It functions as a down-sampling operation that reduces the spatial size of the features and the network parameters. The most commonly used pooling layer is the max-pooling layer, which performs the local max operation over the input features. It can reduce the parameters and obtain location invariant features at the same time. As mentioned earlier, the dropout layer is added to prevent over-fitting. Over-fitting describes random error or noise instead of the underlying relationship. When a model is excessively complex, such as having too many parameters relative to the number of observations, an over-fitted model has poor predictive performance, as it overreacts to minor fluctuations in the training dataset.

The dense layer is a linear operation in which every input is connected to every output by weight, generally followed by a non-linear activation function such as relu, tanh, or sigmoid. Actually, a dense layer or a fully connected layer classifies the input to the pre-defined labels. In 1D-CNN, kernel slides...
along one dimension, and data acquired from hydrophones are a type of data that require kernel sliding in only one dimension and that have spatial properties. As one part of deep learning, CNN has a strong mathematical background, which can receive all the signal frequency components and process them. An overview of a sample 1D-CNN includes input signal, convolution layer, max-pooling layer, dropout layer, relu as activation function, fully connected layer, and sigmoid function with binary cross-entropy, which is shown in Figure 6.

![1D-CNN Structure](image)

**Figure 6.** 1D-CNN structure.

3. Experimental Procedure

3.1. Experimental Set-Up

A healthy and a faulty plastic round tank were immersed in a water-filled chamber separately and pressurized with air (0.3 bars) to demonstrate the hydrophone-based detection system, as shown in Figure 7. The selection of hydrophones was critical for detecting bubbles produced by the tanks’ leakage submerged in water. High-quality hydrophones were selected for this task with high sensitivity and wide-band. The shielding against noise was an important aspect of hydrophone selection. The Bruel and Kjaer 8103 hydrophone is suitable for high-frequency laboratory and industrial purposes to collect experimental data.

![Experimental Setup](image)

**Figure 7.** Schematic illustration of the experimental setup.

Four hydrophones were fused to the Nexus amplifier using BNC (Bayonet Neill–Concelman) connectors. The Nexus amplifier’s output was connected to the national instrument (NI) data acquisition card model 9215, and the sampling rate was configured as 100 K samples. Once the signal was acquired, a digital band-pass filter was applied with cut-off frequencies of 500 Hz to 4 kHz.
The hydrophone was situated at a different height from the water’s surface, and data were collected in two different conditions, a healthy state in which we had an intact tank and a faulty state in which we had a crack in the tank. The defected tank had a hole of 70 µm, and the raw signal was collected with a sample rate of 100 kHz. In this experiment, the results from four sensors show us that repeatability was the same for all of them, thus, for data analysis, we applied the output of one of these sensors. One more point to note is that the accuracy of the proposed model does not depend on the sensors’ location. Healthy and faulty signals recorded by these hydrophones are shown in Figures 8 and 9.

In [31], leakage detection of a spherical water storage tank in a chemical industry using acoustic emissions was investigated. In this paper, four acoustic emission sensors, which are considered expensive sensors in the industry, each with a 1 MHz sampling rate, were applied. This ensured we created a dataset with high precision in the result, while our analysis was done with the datasets
gained from one of these sensors and with the sampling rate of 100 K. Data in our experiment were transmitted to a frequency domain in which failure modes could be identified better and mitigate the dependency of our work on the sensor’s location.

3.2. Dataset and Algorithm

It should be noted that our experiment is considered as a binary classification, and a binary classifier is categorized as an instance of supervised learning. In supervised learning, we have a set of input data and labels, and our task is to map each data point to its specific label. A binary classifier classifies elements into two groups, healthy (no bubble) or faulty (bubble). It is also important to know that the dataset fed into the 1D-CNN model is divided into three groups: training, test, and validation datasets. This classification is that developing a model always involves tuning its configuration, i.e., choosing the number of layers or the size of layers (called the hyper-parameters of the model). The tuning was conducted by using the performance of the model on the validation data. In essence, this tuning is a form of learning—searching for a good configuration in some parameter space.

The training set contained a known output and the model learned on this data to be generalized to other data later on. The validation dataset was used to evaluate our model, and, finally, the test dataset was used to test our model just once. In this paper, as shown in Table 4, we considered 70% of our dataset as training and validation datasets and 30% of the remaining as test datasets.

| Table 4. Statistical time-domain features. |
| --- | --- |
| Variables | Quantity |
| Data | 127 samples |
| Number of buckets | 120 |
| Each bucket | (100,000, 1) |
| Full data array | (15,240, 100,000) |
| Full label array | (15,240, 1) |
| Train data | (2172, 1000) |
| Validation data | (1070, 1000) |
| Test data | (1598, 1000) |

We had 127 samples from two classes. Each sample was a matrix of $1 \times 12,000,000$ array. The data were organized as each matrix of $1 \times 12,000,000$ into 120 matrixes of 100,000 arrays ($1 \times 100,000$). We had 15,240 matrixes of 100,000 arrays. This created an excellent dataset for testing our models. We assigned zero to no bubble samples and one to bubble samples. As the number of healthy samples (107 samples) in the sound situation was much higher than the number of faulty ones (20 samples), we equaled the number of healthy and faulty samples to have a fair investigation. In this regard, we used pandas.dataframe.sample to get a random sample of items from an object’s axis with a specific fraction. Here, we used a fraction of 19% on the faulty data. As mentioned earlier, we considered the portion of the training dataset more because we needed to split our training dataset into a training and a validation dataset to tune the hyper-parameters and avoid over-fitting. In this model, we did not need to normalize the datasets, as we had one failure condition, and all the environment parameters were the same for all the methods. We did not have multiple loads to normalize them; we extracted one feature from a fixed condition.

In the following Algorithm 1, the algorithm of FFT-1D-CNN in the form of pseudo-code is given.
Algorithm 1 Pseudo-code of FFT_1D CNN Algorithm

**Input:** Raw healthy and faulty signals  
**Output:** Binary value  

**Step 1:** Calling raw input samples (127 samples) one by one, each sample would be as follows:  
\[(x_{11} \ldots x_{1l}) \in M_{1 \times 12,000,000}(\mathbb{R})\], Where \(M_{1 \times 12,000,000}(\mathbb{R})\) is the vector of 1\times12,000,000 over \(\mathbb{R}\).  

**Step 2:** Extracting the name of each sample  

**Step 3:** Assigning 0 and 1 labels to each sample  
If the filename starts with bubble, then  
\[\text{label} = 1\]  
else \[\text{label} = 0\]  

**Step 4:** Splitting each sample into 120 equal size buckets, each bucket would have the following shape:  
\[(x_{11} \ldots x_{1k}) \in M_{1 \times 100,000}(\mathbb{R})\], Where \(M_{1 \times 100,000}(\mathbb{R})\) is the vector of 1\times100,000 over \(\mathbb{R}\). Each bucket is obtained during batch processing \((i-1) \times \Delta + 1 \rightarrow (i \times \Delta)\), where \(\Delta\) is the sampling rate 100 kHz and \(i = 1, \ldots, 120\), corresponds to the number of batches at time \(T = 1\) sec.  

**Step 5:** Calculating FFT of each bucket, the collected FFT values of all buckets (127 \times 120) can be arranged in a the matrix as  
\[
\begin{pmatrix}
    x_{11} & \cdots & x_{1l} \\
    \vdots & \ddots & \vdots \\
    x_{n1} & \cdots & x_{nl}
\end{pmatrix} 
\in M_{15,240 \times 1000}(\mathbb{R}), \text{where } M_{15,240 \times 1000}(\mathbb{R}) \text{ is the vector of } 15,240 \times 1000 \text{ over } \mathbb{R}.
\]

**Step 6:** Making equal the number of healthy and faulty samples so that the FFT matrix size would be 4840 \times 1000.  

**Step 7:** Specifying training, validation, and test datasets. Each dataset would be as follows:  
The training dataset is a vector of 2172 \times 1000, and the validation dataset would be a vector of 1070 \times 1000.  
Moreover, the test dataset is 1598 \times 1000.  

**Step 8:** Expanding the shape of training, validation, and test datasets so they would be as follows:  
The training dataset is a vector of 2172 \times 1000 \times 1. The validation dataset would be a vector of 1070 \times 1000 \times 1.  
Moreover, the test dataset would be 1598 \times 1000 \times 1.  

**Step 9:** Creating a sequential model  

**Step 10:** Defining the proper layers  
- 1D max pooling layer with length 2  
- Flatten layer  
- 2 dense layers with the capacities of 128 and 64, following with sigmoid activation function  
- Adding L2 regularization with the weight-coefficient value of 0.001  
- Dropout layer  
- Dense layer with the capacity of 1, following with sigmoid activation function  

**Step 11:** Compiling the model:  
Specifying binary cross-entropy as loss function and Adam as an optimizer, finally calling compile () function on the model  

**Step 12:** Fitting the model:  
A sample of data should be trained by calling the fit () function on the model.  

**Step 13:** Making a prediction  
Generating predictions on new data by calling evaluate () function. The output of this step would be two values, 0 and 1, with their accuracy as follows:  
If \(\text{index} = 1\) then  
the related value shows the accuracy of fault detection,  
else  
it shows healthy accuracy.  
End
Two other methods, wavelet and time-domain features followed by 1D-CNN, have the same procedure; only the size of the input matrix for the 1D-CNN model is different because of the impact of the applied method, which creates a different output matrix and needs to act accordingly. The structure of the 1D-CNN and the number of layers is the same in all three signal-processing methods.

Our goal was to achieve a model that generalizes (i.e., performs well on never before seen data), but over-fitting is the central obstacle. What is observed can be controlled; therefore, it is crucial to measure the proposed model’s generalization power. In the following section, over-fitting in our model and the strategy applied to mitigate that and maximize the generalization are shown.

4. Experimental Results and Analysis

A better model on the training data is not necessarily a model that will do better on data it has never seen before. The first plots of validation accuracy and loss showed over-fitting in our model (Figure 10). In precise terms, the following plots were over-fitting in the FFT, followed by the 1D_CNN technique. The training accuracy increased linearly over time until it reached nearly 100%, whereas the validation accuracy stalled at 70–72%. The validation loss reached its minimum after about ten epochs and then started increasing, whereas the training loss kept decreasing linearly until it reached nearly zero. The number of epochs was a hyper-parameter that defined the number of times the learning algorithm worked through the entire training dataset.

![Figure 10. Accuracy and loss model of FFT_1D-CNN.](image)

Clearly, after the tenth epoch, we had over-optimized the training data and ended learning representations specific to the training data and thus did not generalize to data outside of the training set. In the other two methods, over-fitting before tuning the hyper-parameters was also visible. They are shown in the following plots (Figures 11 and 12).

![Figure 11. Accuracy and loss model of time-domain features 1D-CNN.](image)
To find the optimal configuration, we needed to regularize the model and tune the hyper-parameters that neither under-fit nor over-fit.

It was required to modify the model, train repeatedly, and evaluate the validation data (not the test data at this point). Several modification items were:

- Adding dropout layers;
- Trying different architectures, e.g., adding or removing layers;
- Adding L1 and/or L2 regularization;
- Trying different hyper-parameters (such as the number of units per layer or the optimizer’s learning rate) to find the optimal configuration;
- Optionally, iterating on feature engineering, e.g., adding new features or removing features that were not informative.

Thanks to L2 regularization and adding dropout layers, our plots were no longer over-fitting; the training curves were closely tracking the validation curves, as is obvious in the figures below from Figures 13–15. We obtained an accuracy of about 87% or 88% in the model of FFT_1D-CNN, about 52% in the model of time-domain features_1D-CNN, and, finally, 54% in the model of wavelet_1D-CNN.
In this model, we used adaptive moment estimation (Adam) as the main efficient optimization algorithm to update network weights iteratively based on training data. Adam has superiority compared with the other optimizers; it is straightforward to implement, computationally efficient, has few memory requirements, is invariant to diagonal rescale of the gradients, is well suited for problems that are large in terms of data and/or parameters; it is appropriate for non-stationary objectives as well as for problems with very noisy/or sparse gradients, and hyper-parameters have intuitive interpretation and typically require little tuning.

We also needed to specify the loss function to evaluate a set of weights. In this case, we used logarithmic loss, which is defined in Keras as binary cross-entropy for a binary classification problem. It is worth mentioning that, in all the mentioned methods, after tuning the hyper-parameters, evaluation was performed by computing the trained model’s accuracy on a held-out validation dataset. Finally, the best hyper-parameter combination in terms of validation accuracy could be tested on a held-out test dataset. A summary of the results regarding changing some hyper-parameters in the 1D-CNN model is mentioned in the Table 5.

Table 5. Impact of the different parameters and methods on the accuracy of the model.

| Parameters Methods         | Activation Function (Tanh) | Dropout (0.5) | Having 2 Dense Layers | Having 2 Convolution Layers | Optimizer Stochastic Gradient Descent (SGD) |
|----------------------------|---------------------------|---------------|-----------------------|-----------------------------|---------------------------------|
| FFT_1D-CNN                 | 74.53                     | 81.66         | 83.85                 | 83.55                       | 56.45                           |
| Wavelet_1D-CNN             | 47.68                     | 47.68         | 47.68                 | 47.68                       | 47.68                           |
| Time-domain features_1D-CNN | 52.88                     | 53.69         | 53.94                 | 56.45                       | 48.19                           |
Stochastic gradient descent (SGD) was not a good optimizer compared with Adam optimizer. In other words, Adam optimizer outperformed every other optimization algorithm. Furthermore, using a smaller dropout value of 20% provided a good starting point. It is worth mentioning that a value of dropout that was too low had minimal effect, and a value too high resulted in under-learning by the network. As specified in Table 6, the total number of layers used in the proposed 1D-CNN architecture was 12.

Table 6. Structure of the 1D-CNN model.

| Layer | Name         | Specification |
|-------|--------------|---------------|
| 1     | Convolution  | 2 × 2 × 1     |
| 2     | Relu         | N/A           |
| 3     | Max pooling  | 2 × 2         |
| 4     | Flatten      | 998           |
| 5     | Dense        | 128           |
| 6     | Sigmoid      | N/A           |
| 7     | Dense        | 64            |
| 8     | Sigmoid      | N/A           |
| 9     | Dropout      | 20%           |
| 10    | Fully Connected | 1             |
| 11    | Sigmoid      | N/A           |
| 12    | Classification | Binary cross-entropy |

The summary of the parameters used in the FFT_1D-CNN method is described in Table 7.

Table 7. Impact of the different parameters on the methods.

| Layers   | Methods               | FFT             | Wavelet        | Time Domain       |
|----------|-----------------------|-----------------|----------------|-------------------|
|          |                       | Shape Param     | Shape Param    | Shape Param       |
| Conv 1D  |                      | (None, 999, 2) 6 | (None, 6, 2) 6 | (None, 999, 2) 6  |
| MaxPooling1 |                  | (None, 449, 2) 0 | (None, 2) 0   | (None, 449, 2) 0  |
| Flatten  |                      | (None, 998) 0   | (None, 6) 0   | (None, 998) 0     |
| Dense    |                      | (None, 128) 127,872 | (None, 128) 896 | (None, 128) 127,872 |
| Dense    |                      | (None, 64) 8256 | (None, 64) 8256 | (None, 64) 8256   |
| Dropout  |                      | (None, 64) 0    | (None, 64) 0   | (None, 64) 0      |
| Output (Dense) |              | (None, 1) 65   | (None, 1) 65   | (None, 1) 65      |
| Total Params |                   | 136199         | 9223          | 136199            |

“None” in the above table means that it did not have a pre-defined number. For example, it could be the batch size we used during training and made flexible by not assigning any value. Because of this reason, we could change the size of our batch. The model inferred the shape from the context of the layers. The numbers of epochs and batches were also highly dependent on the types and the quantity of input raw data. It means that fewer epochs may lead to the best result for one method, and, for the other, more epochs are required. For the proposed model, various epochs and batches were tested where the epoch’s best number was 100.

In this experiment, the performance of applied methods was analyzed in terms of accuracy. It was observed that 1D-CNN based on FFT had higher prediction accuracy (86.42%) than the other signal
processing techniques presented in Table 8. It is interesting to note that, in higher epochs, the accuracy of 1D-CNN based on wavelet overtook the accuracy of 1D-CNN based on time domain features, while FFT-1D-CNN showed its superiority in all different conditions. As mentioned earlier, we did not evaluate our model with the test data for a number of times. We only evaluated once the best model gained from the training and the validation datasets on the test dataset. In the following, the results of evaluation on the test model are mentioned.

Table 8. The fault detection performance of the proposed methods on the test dataset.

| Methods                        | Accuracy (%) | Epoch = 50 | Epoch = 100 |
|--------------------------------|--------------|------------|-------------|
| 1 FFT_1D-CNN                   | 84.23        | 86.42      |
| 2 Wavelet_1D-CNN               | 52.88        | 54.57      |
| 3 Time-domain Features_1D-CNN  | 54.32        | 53.94      |

5. Conclusions

This research primarily aimed to detect leakage in fluid tanks after production, virtually using a hydrophone sensor and deep learning algorithm. Acoustic-based leak detection technology is recognized as an effective approach to implementing a true real-time leak monitoring system due to its high leak-detection speed and ease of retrofitting. For improving the prediction model, some other points are worth considering, such as fine-tuning of the hyper-parameters in CNN architecture, which was also done in our work, increasing the sampling rate of sensors, or using expensive sensors which can provide higher precision.

From the engineering perspective, it is acceptable to consider a trade-off between cost and accuracy. The probability of fault with the accuracy of more than 75% is acceptable, while the cost of that experiment is also low.

In this paper, two main phases were done in order to be able to detect the presence of the fault in the plastic tank.

1. Three types of feature extraction methods, i.e., FFT transform, wavelet, and time-domain features of the signal, were implemented to differentiate healthy and faulty states.
2. 1D-CNN-based architecture was used to determine leakage along with the three different feature extraction methodologies.

Results show that the FFT-based feature extraction technique can effectively detect leakage in plastic and composite tanks. These results were gained by analyzing a dataset from one of these sensors, regardless of its location. Reducing costs and having an acceptable accuracy for detecting leakage can be an achievement in engineering considerations.
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