Controllable energy angular spectrum method
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Abstract: A controllable energy method, which considers the undersampling issue of the transfer function and valid spectral energy of a source signal, is proposed to implement angular spectrum diffraction calculation in near and far fields. The proposed method provides an optimized frequency boundary \( f_{CE} \) within which it always keeps controllable energy to be diffracted. The controllable energy angular spectrum method significantly reduces the number of samples while having the same accuracy as previous angular spectrum methods, implying a higher calculation efficiency. The new perspective of analyzing spectral energy is shown to improve the performance of relevant diffraction calculations.

1. Introduction

Scalar diffraction theory plays a pivotal role in optical information processing by providing the fundamental computational method of light wave propagation, called the Rayleigh–Sommerfeld diffraction formula [1]. In numerical calculations, the Rayleigh–Sommerfeld method is generally classified into three for implementation [2–4]: the single Fourier transform, three Fourier transform based on the impulse response, also known as the convolution-based method, and double Fourier transform based on a transfer function, also known as the angular spectrum (AS) method. The single Fourier transform and three Fourier transform (or convolution-based) methods are based on the Fresnel approximation, whereas the double Fourier transform (or AS) method is strictly derived from the Rayleigh–Sommerfeld formula. The single Fourier transform method produces a target plane with a different size from the source plane because the sampling interval changes with the diffractive distance, whereas the convolution-based and AS methods maintain the same size of two parallel planes. In most cases, we expect that diffraction calculations yield a target plane of the same size as the source plane. Consequently, the AS method has become significant in the field of numerical diffraction computation.

However, the AS method has a well-known limitation that produces considerable aliasing distortion due to undersampling at long-distance diffraction, which has been revealed in many studies [4–8]. Over the past decade, scholars have proposed their own approaches on how to enable the AS method to be performed over a wide diffraction range, such as the band-limited AS method by Matsushima [5], wide-window AS method by Yu [6], wide-range AS method by Kim [7], band-extended AS method [8] and adaptive sampling AS method [9] by Zhang. In addition, by drawing on the AS diffraction method at long-distance, scholars have further developed methods applied in the off-axis destination plane [10, 11], oblique illumination [12] and the polygon-based holograms of large size [13]. Therefore, an accurate and effective AS method is required to utilize diffraction calculations widely.

2. Sampling analysis of previous AS methods

Figure 1(a) shows a diffraction propagation scheme from the source plane to the target plane in the \((x,y,z)\) system. Mathematically, this can be described using the AS method as follows:

\[
\begin{align*}
 u(x, y) &= \mathcal{F}^{-1} \left\{ A(f_x, f_y) \cdot H(f_x, f_y) \right\} \\
 A(f_x, f_y) &= \mathcal{F}[u_0(x, y)],
\end{align*}
\]  

(1)
where $u_0(x, y)$ and $u(x, y)$ are the complex amplitude distribution in the source and destination window sampled by $N_x \times N_y$, respectively, the operators $\mathcal{F}$ and $\mathcal{F}^{-1}$ are the fast Fourier transform (FFT) and inverse FFT, respectively. $A(f_x, f_y)$ and $H(f_x, f_y)$ are also known as angular spectrum and transfer function, respectively. $H(f_x, f_y)$ is given by

$$H(f_x, f_y) = \exp\left( jkz\sqrt{1 - (\lambda f_x)^2 - (\lambda f_y)^2} \right),$$

where $\lambda$ is the wavelength, $k = 2\pi/\lambda$, $j = \sqrt{-1}$, $z$ is the propagation distance, and $(f_x, f_y)$ is the frequency coordinates. In the numerical computation, a considerable error, resulting from the circular convolution in Eq. (1), can be avoided by doubling the number of samples of the source window and padding the outer area with zeros, as shown the zero-padding window of Fig. 1(a), which the reason of zero-padding has been widely discussed in [4,5,9].

For simplicity, the following discussion is based on the one-dimensional (1D) case, as shown in Fig. 1(b). From Eq.(2), the phase of transfer function, defined as $\phi(f_x) = k z \sqrt{1 - (\lambda f_x)^2}$ in 1D, increases as $z$ gets farther and $f_x$ gets greater. For satisfying the sampling theorem, $\phi(f_x)$ is restricted to

$$1/2\pi|\partial\phi/\partial f_x|_{\text{max}} \leq 1/2\Delta f.$$(3)

$\Delta f = 1/2N\Delta_x$ is the frequency sampling pitch, where $\Delta_x$ is the spatial sampling pitch, and $N$ is the number of samples of the source window, and $2N$ is the number of samples after double zero-padding. A critical distance $z_c = 2N\Delta_x^2/\lambda$ was clearly given in [4,8], which implies that Eq.(2) will be undersampled for greater than $z_c$.

Now, we briefly review the development of various long-distance AS methods. The band-limited AS method [5] presented the first strict derivation of Eq. (3) that the frequency boundary without undersampling, denoted by $f_{BL}$, depends on

$$f_{BL} = N\Delta_x/z\lambda.$$ (4)

The core of the band-limited AS method is to let $H(f_x) = 0$ for everywhere $f_x > f_{BL}$ without changing the number of samples and sampling interval. To intuitively illustrate, Fig. 2 shows a two-dimensional (2D) frequency domain sampling profile for a square window ($2N_x = 2N_y = 2N$). In Fig. 2(a), $f_{max} = 1/2\Delta_x$ is the maximum frequency that can be recorded by the zero-padding plane, which always satisfies $f_{BL} < f_{max}$ when $z > z_c$. At a very long distance, the calculation results of the band-limited AS method will gradually fail because the number of valid frequency samples,

$$N_{BL} = 2f_{BL}/\Delta f = 4N\Delta_x f_{BL} = 4(N\Delta_x)^2/z\lambda,$$ (5)

becomes very small. The wild-window AS method [6] forces the valid number of samples to be $2N$, which means frequency sampling interval will change, denoted by $\Delta_{fww}$. The authors stated...
that the width of the calculation window size $S_x \times S_y$ increased with $z$, as shown in the red dotted line region of Fig. 2(b). The advantage of the wild-window AS method over the band-limited AS method is that the frequency boundary is extended from $f_{BL}$ to $f_{WW}$. However, the wild window AS method requires two convolution operations because FFT is unavailable after changing the frequency sampling interval to be $\Delta f_{WW}$, which is quite time-consuming [6, 14]. The wild-range AS method [7] and adaptive-sampling AS method [9] follow the valid frequency region given in Eq.(4), $f_{BL}$. However, the difference is that the former forces the number of samples to be $2N$ by a new interval $\Delta f_{WR}$, as shown in Fig. 2(c), whereas the latter holds the original sampling interval $\Delta f_{BL}$ constant and uses only the valid number of samples $N_{BL}$ to calculate, as shown in Fig. 2(d). Owing to the change in sampling interval (in the wild-range AS method ) and the change in sampling number (in the adaptive-sampling AS method), both employ the nonuniform-FFT (NUFFT) technology [15, 16] instead of FFT, and their computational efficiency is better than that of the wild-window AS method but their calculational quality is similar to that of the band-limited AS method. The band-extended AS method [8] significantly improves on all previous methods and gives a comprehensive analysis of the boundary frequency

$$f_{BE} = \sqrt{\frac{N}{2\lambda z}},$$  \hspace{1cm} (6)
most significant improvement of the band-extended AS method is the use of NUFFT under the frequency region of $f_{BE}$, which makes calculations more economical than in the wild-window AS method and makes results more accurate than in the band-limited, wild-range, and adaptive-sampling AS methods. Table 1 summaries the differences between these AS methods, where the texts highlighted in red means to keep parameters constant, whereas the texts highlighted in green mean to adjust parameter as the distance changes. The wild-window and band-extended AS methods have better quality as distance increases due to their wide band, whereas the adaptive-sampling AS method has the lowest workload due to the smallest number of samples.

Table 1. The list of comparisons between all AS methods.

| Methods                  | Boundary      | Number | Interval | Load | Quality |
|--------------------------|---------------|--------|----------|------|---------|
| Band-limited AS [5]      | $f_{BL} \cdots f_{max}$ | 2$N$   | $\Delta f$ | Middle | Worse   |
| Wild-window AS [6]       | $f_{WW}$      | 2$N$   | $\Delta f_{WW}$ | High | Better  |
| Wild-range AS [7]        | $f_{BL}$      | 2$N$   | $\Delta f_{WR}$ | Middle | Worse   |
| Adaptive-sampling AS [9] | $f_{BL}$      | $N_{BL}$ | $\Delta f$ | Low  | Worse   |
| Band-extended AS [8]     | $f_{BE}$      | 2$N$   | $\Delta f_{BE}$ | Middle | Better  |
| Controllable-energy AS 4 | $f_{CE}$      | $N_{CE}$ | $\Delta f_{CE}$ | Low  | Better  |

1 The first two methods are implemented by FFT and two convolutions, whereas the last four are implemented by NUFFT.
2 Change in quality with the longer distance.
3 Boundary for computing is $f_{max}$ but the valid one is $f_{BL}$, zero-padding between $f_{BL}$ and $f_{max}$.
4 The proposed method that keeps spectral energy proportion constant.

3. The proposed method

As discussed above, the abovementioned AS methods emphasized the limitation of $H(f_x, f_y)$ in Eq.(2) in the undersampling problem of long-distance and derived the boundary frequency based on Eq. (3). However, to date, the effect of $A(f_x, f_y)$ in Eq. (1) has not been closely examined. We argue that, in addition to the transfer function, spectral energy plays a paramount role in diffraction. Thus, in this study, we propose a synthetic adaptive sampling method on the premise that renders the effective energy proportion of spectral $A(f_x, f_y)$ unchanged, named controllable-energy AS method, which has a frequency boundary $f_{CE}$ always between $f_{BL}$ and $f_{BE}$, as shown in Fig. 3.

For a 1D aperiodic signal $u_0(x)$, its spectrum is $A(f_x)$. The energy spectral density is define as $S(f_x) = |A(f_x)|^2$, and Parseval’s theorem states that the signal energy in the spatial domain can be expressed by the energy in the frequency domain, as follows:

$$\int_{-\infty}^{\infty} |u_0(x)|^2 dx = E(f_x) = 2 \int_0^{f_x} S(f_x) df_x, \quad 0 \leq f_x \leq f_{max}$$

which represents the distribution of signal energy as a function of frequency [17]. Notably, the double integral in Eq. (7) is because the spectrum is normally symmetrically distributed around the zero-frequency.

Figure 3 is an exemplary spectrum distribution of a simple aperture with 758 samples (the entire source window has 1024 samples) obtained directly by FFT. The black and red curves represent the energy spectral density and spectral energy, respectively, which both indicate the energy is mainly concentrated in the low-frequency components. Although the source signal
contains the band \([0, f_{\text{max}}]\), a considerable amount of high-frequency energy is invalid due to the undersampling issue of the transfer function, e.g., the band \([f_{BE}, f_{\text{max}}]\) in the band-extended AS method, \(E_{\text{inv}}\), as shown in the gray shaded area in Fig. 3. Even within the optimized frequency boundary \(f_{BE}\), there are still some redundant sampling points since the high frequencies extremely close to \(f_{BE}\) have generally little energy and contribute little to the diffractive results.

From Eq. (7), we define the spectral energy within \(f_{BE}\) as \(E_{BE} = 2 \int_{0}^{f_{BE}} S(f_x) \, df_x\) and the spectral energy within the proposed frequency boundary \(f_{CE}\) as \(E_{CE} = 2 \int_{0}^{f_{CE}} S(f_x) \, df_x\); therefore, we introduce a user-defined factor \(\eta\) to determine the proportion of \(E_{CE}\) to \(E_{BE}\), which can be mathematically expressed by

\[
E_{CE} \geq \eta E_{BE}, \quad 0 \leq \eta \leq 1.
\] (8)

This equation is the kernel of the proposed method, which suggests that the spectral energy the proposed method used is always proportional to that used by the band-extended AS method. Thus, we mainly seek the frequency boundary \(f_{CE}\) that just satisfies Eq. (8) from 0 to \(f_{\text{max}}\).

To quickly find \(f_{CE}\), we can search from \(f_{BL}\) given in Eq. (4), because the energy within \(f_{BL}\) is always less than \(E_{BE}\). Algorithm 1 provides the pseudocode to search the appropriate value of \(f_{CE}\), where \([·]\) rounds numbers to upper integers of their argument. Theoretically, \(\eta\) can be any value between 0 and 1, which depends on the quality of results a user wants. Empirically, the quality of results using \(f_{CE}\) as boundary are very consistent with those of using \(f_{BE}\) when \(\eta > 0.9\). However, a major advantage of the proposed controllable-energy AS method is that the number of samples is well below that of the band-extended AS method, but their computational accuracies are the same, which implies that the computational efficiency of the proposed controllable-energy AS method is able to well above that of the band-extended AS method.

We now analyze the number of samples of the proposed controllable-energy AS method. Under the constraint of the boundary frequency \(f_{CE}\) searched by Eq. (8), we define a new sampling interval of frequency as \(\Delta_{CE} = 2f_{CE}/N_{CE}\), where \(N_{CE}\) is the number of samples of the controllable-energy AS method, as shown in Fig. 2(f). As a result, Eq. (3) becomes

\[
\lambda \frac{zf_{CE}}{\sqrt{1-(\lambda f_{CE})^2}} \leq \frac{N_{CE}}{4f_{CE}},
\]

\[
\Rightarrow N_{CE} \geq \frac{4\lambda z f_{CE}^2}{\sqrt{1-(\lambda f_{CE})^2}}.
\] (9)
Algorithm 1 Searching for $f_{CE}$ based on the given value of $\eta$.

1: $\eta \leftarrow 0.995$ \hspace{1cm} \text{User-defined value (between 0 and 1)}
2: $E_{BE} \leftarrow 2 \times \sum_{m=0}^{[f_{BE}/\Delta_f]} |A(m\Delta_f)|^2 \cdot \Delta_f$
3: $j \leftarrow \lfloor f_{BL}/\Delta_f \rfloor$
4: $E_{CE} \leftarrow 2 \times \sum_{m=0}^{j} |A(m\Delta_f)|^2 \cdot \Delta_f$
5: \textbf{while} $E_{CE} \leq \eta E_{BE}$ \textbf{do}
6: \hspace{1cm} $j \leftarrow j + 1$
7: \hspace{1cm} $E_{CE} \leftarrow E_{CE} + 2|A(j\Delta_f)|^2 \cdot \Delta_f$
8: \textbf{end while}
9: \textbf{return} $f_{CE} \leftarrow j\Delta_f$

Considering that $(\lambda f_{CE})^2 \ll 1$ holds in most of cases, and taking the minimum value of $N_{CE}$, then

$$N_{CE} \approx \left\lfloor 4 \lambda z f_{CE}^2 \right\rfloor,$$

As mentioned above, there is $N\Delta_x/\lambda^2 = f_{BL} \leq f_{CE} \leq f_{BE} = \sqrt{N/2\lambda z}$, which indicates that $N_{BL} \leq N_{CE} \leq 2N$ always exists. Therefore, the effective angular spectrum of the source window with the sampling interval $\Delta_{f_{CE}}$ and the number of samples $N_{CE}$ can be discretely calculated as follows:

$$A_{CE}(f_x) = \text{NUFFT}_3\{u_0(x)\},$$

where $x = i\Delta_x, i \in [0, N)$ and $f_x = m\Delta_{f_{CE}}, m \in [0, N_{CE}]$. The operation $\text{NUFFT}_3\{\cdot\}$ denotes NUFFT, which has been effectively used by many scholars to overcome the limitation when either sampling interval or number of samples of the input signal does not match those of the spectrum [7–9, 18–20]. Herein, we adopt the type-3 NUFFT proposed by Lee and Greengard [16]. Based on Eq. (11), the diffraction field by the proposed controllable-energy AS method can be obtained as follows

$$u(x) = \text{NUFFT}_3^{-1}\{A_{CE}(f_x) \cdot H(f_x)\},$$

where the superscript $^{-1}$ denotes inverse NUFFT. The proposed controllable-energy AS method can be readily expanded to the 2D case.

4. Results

As a comparison, we use the signal-to-noise ratio (SNR) as the evaluation criterion in this manuscript, which is widely used in the previous methods [5–9]. Considering the amplitude of diffraction field by the analytical Rayleigh–Sommerfeld diffraction integral as reference data and the amplitude of diffraction field by the adaptive-sampling AS, band-extended AS, and proposed controllable-energy AS methods as evaluation data, Fig. 4 shows the evaluation results with the parameters of wavelength $\lambda = 532\text{nm}$, pixel pitch $\Delta_x = 1\mu\text{m}$, source window samples $N = 1024$, and aperture samples 758, propagating from $z_c(= 3.8\text{mm})$ to $500z_c$.

From Fig. 4(a), under $\eta = 0.995$, the results of the proposed controllable-energy AS method and the band-extended AS method performed well as the distance increased, and both were highly consistent, whereas the adaptive-sampling AS method results worsened at longer distances due to the sharp shrinking of the boundary frequency $f_{BL}$, see Eq. (4). Moreover, Fig. 4(b) shows that the number of samples of the proposed controllable-energy AS method significantly reduced, even when holding 99.5% energy of $E_{BE}$, whereas the band-extended AS method always maintained $2N$ samples. In the subgraph of Fig. 4(b), with the current parameters, the proposed controllable-energy AS method had the same number of samples as the adaptive-sampling AS.
method within around $25z_c$, which indicated they had the same boundary frequency because the spectral energy of the adaptive-sampling AS method, $E_{AS}$, was greater than $0.995E_{BE}$. At a longer distance than $25z_c$, the adaptive-sampling AS method lost more energy so that while loop in Algorithm 1 was launched to search the proposed frequency boundary $f_{CE}$. To keep a steady proportion of energy, $N_{CE}$ needs to automatically increase with distance but not more than $2N$. How fast $N_{CE}$ increases depends on the value of $\eta$ and how much high-frequency energy the source signal has.

Fig. 4. Results comparison for the adaptive-sampling AS, band-extended AS and proposed controllable-energy AS methods ($\eta=0.995$) between $z = z_c$ and $z = 500z_c$. (a) Comparison of the SNR of amplitude values, and (b) comparison of the number of samples used for calculation.

Overall, the comparison of these methods revealed that the proposed controllable-energy AS method had a lighter workload than the band-extended AS method without a loss of computational accuracy. We further implemented the proposed method for an arbitrary triangle, as shown in Fig. 5(a). The triangle lies in the plane $z = 0$, with the vertexes $(0.05, 0.15, 0), (0.1, 0.05, 0), (0.2, 0.1, 0)$, where the unit is millimeter (mm). Figure 5(b) shows the rasterized triangle on the plane with size $L_x \times L_y$, which is parallel to the target plane. The number of pixels and sampling interval were 1024 x 1024 and 1 mm x 1 mm, respectively.

Figures 6(a-d) depict diffraction results of the convolution-based (three Fourier transforms) method, adaptive-sampling AS method, band-extended AS method and proposed method with $\eta = 0.97$ at the position $z = 20z_c$, respectively. For comparing the quality of results, we took the diffraction filed obtained by the convolution-based method as reference. From Fig.6(b), the adaptive-sampling AS method induces noises because of the loss of high frequency information. However, the proposed method offers the same high accuracy as the band-extended AS method, as shown in Figs.6(c) and (d). Under the environment of CPU with AMD Ryzen 5 3600 @3.59GHz, the detailed results are listed in Table 2. Owing to the reduction in the number of sampling, the elapsed times of the adaptive-sampling AS and the proposed method were 0.86 s and 1.06 s, respectively, whereas that of the band-extended AS method was 4.33 s, i.e., approximately 4 times acceleration by the proposed method. Note that, the elapsed time is not linearly related to
the number of sampling because the interpolation required in the NUFFT technology takes a constant expense [15, 16].

Table 2. Comparison of results at different distances and $\eta$.

| $z$      | $\eta$ | Adaptive-sampling AS | Extended-band AS | Controllable-energy AS (Proposed) |
|----------|--------|----------------------|------------------|-----------------------------------|
| $20z_c$  | 0.97   | 30.7                 | 52.1             | 51.4                              |
|          |        | 0.86                 | 4.33             | 1.06                              |
|          |        | 102 x 102            | 2048 x 2048      | 448 x 448                         |
| $2z_c$   | 0.99   | 37.3                 | 37.4             | 37.2                              |
|          |        | 1.3                  | 4.4              | 1.00                              |
|          |        | 683 x 683            | 2048 x 2048      | 406 x 406                         |

Fig. 5. An arbitrary triangle with vertexes $(0.05, 0.15, 0)$mm, $(0.1, 0.05, 0)$mm, $(0.2, 0.1, 0)$mm is used for the diffraction calculation. (a) Schematic diagram of the triangle in the three dimension coordinates system. (b) The rasterization of the triangle in the two dimensional plane.

As a discussion, it is worth noting that the spectral energy suggested by the proposed method is determined by the value of $\eta$ and the spectral energy of the band-extended method, see Eq. (8), but this does not exclude a broader application. In Fig. 6(d), the factor of $\eta$ can be further reduced depending on the user’s requirement for image quality because a processed image is acceptable to human eyes if its peak-SNR is greater than 30 dB [21], which implies a smaller number of samples. Moreover, the spectral energy $E_{BE}$ in Eq. (8) can be replaced with the spectral energy within the frequency boundary $f_{BL}$ at the closer position, because the accuracy of the adaptive-sampling method and the band-extended method is almost the same within a distance of about $10z_c$. By doing so, Eq. (8) is rewritten as

$$E_{CE} \geq \eta E_{BL}, \quad 0 \leq \eta \leq 1,$$

where $E_{BL} = 2 \int_0^{f_{BL}} S(f_x) df_x$. This indicates that we can further compress the spectral region of $f_{CE}$. Unsurprisingly, if $f_{CE} < f_{BL}$, the computational effort will be significantly reduced. For some intensive calculation cases in the frequency domain, such as the calculation of the polygon-based hologram [13], the proposed method offers flexibility in choosing the trade-off between efficiency and accuracy. To simply confirm this application, Figs. 6(e-h) provide the diffraction results for the triangle in Fig. 5 at $z = 2z_c$. Figure 6(h) was obtained based on Eq.
Fig. 6. Diffraction results of the triangle obtained by different methods at $z = 20z_c$ and $z = 2z_c$. The baseline of the comparison is the convolution-based method.

$\eta = 0.99$. From Table 2, the number of sampling by the proposed method is smaller than that of the adaptive-sampling AS method with the comparable quality.

5. Conclusion

In conclusion, we proposed controllable-energy method to perform diffraction calculations at near to far distances based on the adaptive-sampling AS method [9] and the band-extended AS method [8]. The proposed method can effectively reduce the number of samples compared with the band-extended AS method while maintaining higher accuracy than the adaptive-sampling AS method. We further confirmed that the proposed method can be flexibly adapted to the user’s needs, resulting in more economical computations.

This study verified the effectiveness of the proposed controllable-energy AS method in the diffraction calculation. Moreover, significantly, it developed a new perspective of considering the spectrum energy in the diffraction propagation issues rather than just considering the undersampling problem, which may provide some insights for related studies.
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