I. INTRODUCTION

The Haldane model is a celebrated two-dimensional periodic tight-binding model, characterized by a quantum Hall effect caused by the breaking of time-reversal symmetry with zero magnetic flux through the unit cell [1]. Recently, there have been proposals for engineering the Haldane model with ultracold atoms in optical lattices by means of artificial gauge fields [2,3] and to study the associated topological quantum states in the presence of sharp boundaries [4]. In fact, these systems represent a very interesting platform for simulating solid-state physics [5].

The Haldane model is characterized by exotic quantum phases, with different Chern numbers, depending on the value of the phase $\varphi$ of the next-nearest tunneling amplitude $t_{ij}$. In the contemporary literature, a very popular approximation for estimating the effect of the vector potential $A$ on the tunneling coefficients is the so-called Peierls substitution, in which the tight-binding coefficients $t_{ij}$ are simply replaced by $t_{ij} \exp(i e \int_A \cdot \mathbf{dr})$ [6–21]. Other approaches make use of a simplified basis of localized functions, constructed by means of approximate atomic orbitals [4].

In this paper we go beyond these approximate methods and present two independent calculations of the tight-binding parameters for the Haldane model discussed in Refs. [2,4]. In particular, we show that, within the next-nearest neighbors approximation, the tunneling coefficients can be directly written in terms of gauge-invariant measurable properties of the spectrum (namely, the gap at the Dirac point and the bandwidths) or computed \textit{ab initio} by using the maximally localized Wannier functions (MLWFs) [22,23]. The real character of the next-nearest neighbor tunneling $t_0$ amplitude and the phase structure of the next-nearest-neighbor tunneling $t_1$ are obtained as a direct consequence of the symmetries of the lattice. Notably, the two approaches present a remarkable agreement and evidence the breakdown of the Peierls substitution. As a matter of fact, we advance that the phase acquired by the next-nearest tunneling amplitude $t_1$ is quantitatively different from that predicted by the Peierls substitution and presents a pronounced dependence on the intensity of the underlying scalar potential. Moreover, both the amplitudes of $t_0$ and $t_1$ turn out to be dependent on the intensity of $A$, which is contrary to the assumptions made behind the Peierls substitution.

II. MODEL

Let us start from the following single-particle, minimal-coupling Hamiltonian in two dimensions:

$$H_0 = \frac{1}{2m}(|\mathbf{p} - \mathbf{A}(\mathbf{r})|^2 + V_L(\mathbf{r})).$$

with $\mathbf{r} = (x, y)$, $\mathbf{p} = -i\hbar \nabla$, and $V_L(\mathbf{r})$ being the following honeycomb potential [4,23,24]:

$$V_L(\mathbf{r}) = sE_R \left\{ 2 \cos((b_1 - b_2) \cdot \mathbf{r}) + 2 \sum_{i=1}^{2} \cos(b_i \cdot \mathbf{r}) \right\},$$

where the vectors $b_{1/2} = (\sqrt{3}/2k_L)(e_x \pm \sqrt{3}e_y)$ generate the reciprocal lattice, $k_L$ is the laser wavelength, and $s$ is the amplitude of the potential in units of the recoil energy $E_R = \hbar^2 k_L^2 / 2m$ [25]. Notice that, though this specific realization is characterized by degenerate potential wells, an imbalance can be easily produced by introducing a suitable phase [2,24]. The corresponding Bravais lattice, $B = \{ j_1 \mathbf{a}_1 + j_2 \mathbf{a}_2 | j_1, j_2 = 0, \pm 1, \pm 2, \ldots \}$, with lattice constant $a$ [such that $k_L = 4\pi / (3\sqrt{3}a)$ [24]], is generated by the two basis vectors $\mathbf{a}_{1/2} = (2\pi / 3k_L)(e_x, \mp \sqrt{3}e_y)$, obeying $\mathbf{a}_1 \cdot \mathbf{b}_j = 2\pi \delta_{ij}$. As for the vector potential, we consider the same expression discussed in Refs. [2,4] corresponding to the Coulomb gauge.
The Bravais lattice associated to the honeycomb potential in Fig. 1). The parameter \( \alpha \) of the vector potential in units of \( \frac{\pi}{2} \) along the same direction are conjugate pairs (solid and dashed lines); from the latter follows the equivalence of the hopping amplitudes separated by \( 2\pi/3 \) radians. When sites A and B are degenerate, the system is also invariant under rotations by \( \pi \) radians around the center of any elementary cell; this implies that \( t_0 \) is real.

\[
A(r) = \alpha h_{kL} \left( \sin[(b_2 - b_1) \cdot r] + \frac{1}{2} \sin(b_2 \cdot r) - \frac{1}{2} \sin(b_1 \cdot r) \right) e_\theta - \frac{\sqrt{3}}{2} \sin(b_2 \cdot r) e_\theta
\]

(3)

that has the same symmetry as the underlying honeycomb potential (see Fig. 1). The parameter \( \alpha \) represents the amplitude of the vector potential in units of \( h_{kL} \).

### III. Tight-Binding Expansion

The tight-binding model is constructed from the many-body Hamiltonian \( \mathcal{H}_0 = \int d \mathbf{r} \psi^\dagger(\mathbf{r}) \mathcal{H}_0 \psi(\mathbf{r}) \), by expanding the field operator on a basis of localized functions, \( \psi(\mathbf{r}) \equiv \sum_j \hat{a}_j \psi_j(\mathbf{r}) \), with the usual commutation rules [\( \hat{a}_j, \hat{a}_j^\dagger \] = \( \delta_{jj'} \hat{b}_{jj'} \). Then, by restricting the analysis to the two lowest bands, \( \mathcal{H}_0 \) can be written as [23]

\[
\mathcal{H}_0 = \sum_{\nu \nu'} t^\nu_{\nu'} \sum_j \langle w_{j \nu} | \mathcal{H}_0 | w_{j' \nu'} \rangle,
\]

(4)

where the matrix elements \( \langle w_{j \nu} | \mathcal{H}_0 | w_{j' \nu'} \rangle \) correspond to tunneling amplitudes between different lattice sites (except for the special case \( j' = j, \nu' = \nu \), representing the onsite energies). These matrix elements depend only on \( j' - j \) due to the translational invariance of the lattice. The spectrum of \( \mathcal{H}_0 \) can be obtained by considering the following transformation from coordinate to momentum space, \( \hat{b}_{\nu k} = (1/\sqrt{S_B}) \sum_j e^{-i\mathbf{R}_j \cdot \mathbf{r}} \hat{a}_{j \nu} \), yielding

\[
\mathcal{H}^0_{\nu k} = \sum_{\nu \nu'} t^\nu_{\nu'} \int d \mathbf{r} h_{\nu \nu'}(\mathbf{r}) \hat{b}_{\nu k}^\dagger \hat{b}_{\nu' k},
\]

(5)

with \( h_{\nu \nu'}(\mathbf{r}) = \sum_j e^{i\mathbf{R}_j \cdot \mathbf{r}} \langle w_{j \nu} | \mathcal{H}_0 | w_{j' \nu'} \rangle \) and \( S_B \) indicating the first Brillouin zone [23]. By truncating the above expression to next-nearest neighbors as usual \([1,2]\), we define

\[
h_{\nu \nu'}(\mathbf{r}) = \langle w_{0 \nu} | \mathcal{H}_0 | w_{0 \nu'} \rangle \equiv E_{\nu

(6)

The first term corresponds to the onsite energies:

\[
h^0_{\nu \nu'}(\mathbf{r}) = \langle w_{0 \nu} | \mathcal{H}_0 | w_{0 \nu'} \rangle \equiv E_{\nu

(7)

The last term has only off-diagonal elements, corresponding to the hopping toward the three nearest-neighbor sites (see Fig. 1). Thanks to the symmetries of the Hamiltonian \( (1) \), the three tunneling amplitudes are equal. By defining \( t_0 = \langle w_{0 \nu} | \mathcal{H}_0 | w_{0 \nu'} \rangle \), we can write

\[
h^1_{\nu \nu'}(\mathbf{r}) = t_0 (1 + e^{i\mathbf{R}_1 \cdot \mathbf{r}} + e^{-i\mathbf{R}_1 \cdot \mathbf{r}}) \equiv t_0 Z_0(\mathbf{r}) \equiv \zeta(\mathbf{r})
\]

(8)

and \( h^2_{\nu \nu'}(\mathbf{r}) = \zeta^*(\mathbf{r}) \). Finally, by defining

\[
t_{1\nu} = \langle w_{0 \nu} | \mathcal{H}_0 | w_{0 \nu' \pm \mathbf{R}_1} \rangle \equiv |t_{1\nu}| e^{i\varphi_{\nu'}},
\]

(9)

and taking again into account the symmetries of the system (see Fig. 1), the second term—corresponding to next-nearest tunneling between homologous sites—can be cast in the following form:

\[
h^1_{\nu \nu'}(\mathbf{r}) = |t_{1\nu}| \left\{ 2 \cos(k \cdot (a_1 + a_2) + \varphi_{\nu'}) + 2 \sum_{i=1,2} \cos(k \cdot a_i - \varphi_{\nu'}) \right\} \equiv |t_{1\nu}| F_{\nu}(k).
\]

(10)

Notice that in general the onsite energies and the tunneling coefficients depend on the amplitudes of both the scalar and vector potentials: \( E_{\nu} = E_{s,\alpha}(\mathbf{r}), t_0 = t_0(s,\alpha), |t_{1\nu}| = |t_{1}(s,\alpha), \varphi_{\nu'} = \varphi_{s,\alpha}(\mathbf{r}) \). This is a direct consequence of the fact that the optimal choice for the basis of localized functions \( \psi_j(\mathbf{r}) \) depends on the properties of the overall structure of the Hamiltonian \( (1) \). By defining

\[
\epsilon_{\nu}(\mathbf{r}) = E_{\nu} + |t_{1\nu}| F_{\nu}(k),
\]

(11)

we can write

\[
h_{\nu \nu'}(\mathbf{r}) = \left( \begin{array}{ccc} \epsilon_A(k) & \zeta(k) & \zeta^*(k) \\ \zeta^*(k) & \epsilon_B(k) & \zeta(k) \\ \zeta(k) & \zeta^*(k) & \epsilon_A(k) \end{array} \right),
\]

(12)
that is equivalent to the expression discussed in Ref. [2]. However, we remark that here we have not made explicit use of the Peierls substitution and that the dependence of Eq. (10) on the phase \( \varphi_\nu \) is a consequence of the symmetries of the full potential.

Finally, by diagonalizing the matrix \( h_{\nu\nu}(k) \) and defining \( f_{\nu}(k) = \langle \psi_{\nu}(k) | \hat{H}_0 | \psi_{\nu}(k) \rangle / 2 \), we get the following expression for the spectrum of the lowest two bands:

\[
\epsilon_{\pm}(k) = f_+(k) \pm \sqrt{| \epsilon + f_-(k) |^2 + | z(k) |^2},
\]

that is a function of \( |t_0|, |t_1|, \) and \( \varphi_\nu \).

IV. RESULTS

In the following we will consider for simplicity the degenerate case \( \epsilon = 0 \) (\( E_A = E_B \)), corresponding to the potential in Eq. (2). In this case, thanks to the symmetries of the system, we have \( |t_1| = |t_0| \equiv |t|, \varphi_A = -\varphi_B \equiv \varphi \), and \( \langle \psi_{\nu\nu} | \hat{H}_0 | \psi_{\nu\nu} \rangle = \langle \psi_{\nu\nu} | \hat{H}_0 | \psi_{\nu\nu} \rangle \) (when \( A \) and \( B \) are equivalent the system is invariant under rotation by \( \pi \) radians around the center of any cell; see Fig. 1). The latter implies that \( t_0 \) is real. Remarkably, in this case the two tunneling amplitudes \( t_0 \) and \( |t_1| \) and the phase \( \varphi \) can be expressed in terms of specific properties of the spectrum. Let us start by noticing that \( f_+(0) = 6|t_1| \cos \varphi, f_-(0) = 0, |z(0)| = 3|t_0| \). In addition, we indicate with \( k_D \) the position of the Dirac points [23] and define \( \Delta_{\pm} \equiv \pm(\epsilon_{\pm}(k_D) - \epsilon_{\pm}(0)) \), that correspond to the two bandwidths when the tunneling coefficients satisfy the hierarchy \( |t_1| \ll |t_0| \). Then, we have

\[
t_0 = (\Delta_+ + \Delta_- + \delta_D) / 6, \tag{14}
\]

with \( \delta_D \equiv \epsilon_{\pm}(k_D) - \epsilon_{\pm}(0) \) being the gap at the Dirac points, due to the presence of the vector potential. Also, at, e.g., \( k_D = (1,0)k_L \), we have \( f_+(k_D) = -3|t_1| \cos \varphi, f_-(k_D) = 3\sqrt{3}|t_1| \sin \varphi, |z(k_D)| = 0 \), yielding [2]

\[
\delta_D = 6\sqrt{3}|t_1| \sin \varphi. \tag{15}
\]

Another relation containing \( |t_1| \) and \( \varphi \) is

\[
\Delta_+ - \Delta_- = 18|t_1| \cos \varphi. \tag{16}
\]

Then, by combining Eqs. (15) and (16), we get

\[
|t_1| = \frac{1}{18} \sqrt{(\Delta_+ - \Delta_-)^2 + 3\delta_D^2}, \tag{17}
\]

\[
\varphi = \tan^{-1} \left[ \frac{\sqrt{3} \delta_D}{\Delta_+ - \Delta_-} \right]. \tag{18}
\]

Eqs. (14), (17), and (18) represent an important contribution of this work: they provide a way to connect the value of the tunneling amplitudes to gauge-invariant measurable properties of the spectrum. Moreover, they also provide a straightforward method for computing the tunneling amplitudes, as the exact Bloch spectrum can be readily computed by means of a standard Fourier decomposition [23,24], even in the presence of a vector potential [26]. We remark that, in principle, the same approach can be generalized to the nondegenerate case or to other tight-binding models.

In addition, we compare these values with those computed \textit{ab initio} from their definition in terms of the matrix elements \( \langle \psi_{j\nu} | \hat{H}_0 | \psi_{f\nu} \rangle \). To this end, we make use of the MLWFs for composite bands [22], which are defined through the following unitary mixing of the two lowest Bloch bands:

\[
w_j\nu (r) = \frac{1}{\sqrt{2B}} \int_{S_B} d\mathbf{k} e^{-i\mathbf{k}\mathbf{r}} \sum_{m=1}^2 U_{m\nu} (\mathbf{k}) \psi_m (\mathbf{r}), \tag{19}
\]

with \( R_j \in \mathbb{B}, \psi_m \) being the eigenfunctions of the Hamiltonian (1) [8] and \( U_{m\nu} (\mathbf{k}) \) being 2 \( \times \) 2 unitary matrices, which are periodic in \( \mathbf{k} \) space and minimizing the spread of \( w_j\nu (\mathbf{r}) \) [22]. In the present case, the MLWFs are obtained by modifying the code discussed in Ref. [23] in order to include a vector potential. The MLWFs turn out to be complex due to the breaking of the time reversal symmetry, and this explains the emergence of a phase factor in the tunneling coefficients [26].

In Figs. 2 and 3 we show the behavior of \( t_0 \), \( |t_1| \) and \( \varphi \) as a function of the amplitude \( \alpha \) of the vector potential, for different values of the intensity \( s \) of the honeycomb lattice. The agreement between the values obtained via the MLWFs and those extracted from the spectrum is remarkable [27]. From these figures we can identify two regimes as a function of \( \alpha \): (i) for small enough values, \( \alpha \lesssim 1 \), where \( t_0 \) and \( |t_1| \) are almost constant and the phase \( \varphi \) is linear in \( \alpha \); and (ii) for \( \alpha \gtrsim 1 \) where the dependence on \( \alpha \) is less trivial. In the latter case, the prediction of the Peierls substitution is represented by the blue (dotted) line, that is almost indistinguishable from the vertical axis.

![FIG. 2.](image-url) (Color online) Tunneling amplitudes \( t_0 \) (black full squares) and \( |t_1| \) (red empty squares) for \( s = 5,10,20 \) (from left to right), as calculated from the MLWFs (points) and from the exact spectrum (lines). The agreement is remarkable. The horizontal blue (dotted) lines represent the values corresponding to the Peierls substitution. The values of the tunnelings are given in units of \( E_R \).

![FIG. 3.](image-url) (Color online) Plot of the phase \( \varphi \) as a function of the amplitude \( \alpha \) of the vector potential, for \( s = 5,10,20 \), as calculated from the MLWFs (points) and from the exact spectrum (lines). The prediction of the Peierls substitution is represented by the blue (dotted) line, that is almost indistinguishable from the vertical axis.
Haldane model, as this model requires a vector potential with next-to-leading tunneling coefficients [23].

remark that the present tight-binding model is accurate only for of the amplitude MLWFs (points) and from the exact spectrum (lines), as a function

The results just discussed are surprising, as the use of the Peierls substitution is well established in the literature and it has always been considered as a solid rule for constructing the Haldane model [1,2]. However, a more careful analysis reveals that the breakdown of the Peierls substitution in the Haldane model could have been foreseen. In fact, we recall that the Peierls substitution is valid only for slowly varying regime. This is particularly evident from Fig. 4, where we plot the behavior of the angular coefficient in the linear regime, \( d\phi/d\alpha \) as a function of \( s \). This figure provides further evidence that the Peierls substitution does not even provide a reasonable estimate for the order of magnitude of \( \phi \) in the linear regime.

V. DISCUSSION

The results just discussed are surprising, as the use of the Peierls substitution is well established in the literature and it has always been considered as a solid rule for constructing the Haldane model [1,2]. However, a more careful analysis reveals that the breakdown of the Peierls substitution in the Haldane model could have been foreseen. Indeed, the presence of a generic vector potential may significantly affect both the Bloch eigenfunctions \( \psi_{mk} \) and the gauge transformation \( U_{im} \) entering Eq. (19). A clear consequence of this can be found in the change of magnitude of the tunneling coefficients \( t_0 \) and \( t_1 \) with respect to the intensity of the vector potential, as depicted in Fig. 2. Therefore, we conclude that in general both the scalar and vector potentials must be treated on equal footing, and all the parameters \( t_0, t_1, \) and \( \phi \) must be considered as dependent on both \( s \) and \( \alpha \).

VI. CONCLUSIONS

We have presented two independent approaches for calculating the tight-binding parameters for the Haldane model with ultracold atoms [2]. The first is based on \( ab \) initio MLWFs and the second in terms of gauge-invariant properties of the spectrum, summarized in Eqs. (14), (17), and (18). The latter provides a straightforward approach whenever the spectrum can be measured or computed with sufficient accuracy. The results obtained with both methods present a remarkable agreement and demonstrate the failure of the Peierls substitution in predicting quantitative and even qualitative properties of the tunneling coefficients of the Haldane model. A similar breakdown should be expected in any physical system where the vector gauge field varies on the same scale as the lattice, regardless of the system being cold atoms in optical lattices or electrons in a solid. We believe that, besides their conceptual significance, the results presented in this work are of practical relevance, as they allow for quantitative descriptions guiding the current research activity in this field.

Note added in proof. Recently, an experimental realization of the Haldane model with ultracold atoms has been reported in [28]. This experiment exploits a method for creating the artificial gauge field that is different from the one discussed in the present work.
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