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The devices used for human position detection in mechanical safety mainly include safety light curtain, safety laser scanner, safety pad, and vision system. However, these devices may be bypassed when used, and human or equipment cannot be distinguished. To solve this problem, a depth camera is proposed as a human position detection device in mechanical safety. The process of human position detection based on depth camera image information is given; it mainly includes image information acquisition, human presence detection, and distance measurement. Meanwhile, a human position detection method based on Intel RealSense depth camera and MobileNet-SSD algorithm is proposed and applied to robot safety protection. The result shows that the image information collected by the depth camera can detect the human position in real time, which can replace the existing mechanical safety human position detection device. At the same time, the depth camera can detect only human but not mobile devices and realize the separation and early warning of people and mobile devices.

1. Introduction

Mechanical safety is the state and condition that the human is protected from external factors under various states of using machinery from human needs. Aiming at achieving mechanical safety in the mechanical design stage and use stage, three steps are mainly adopted: intrinsic safety measures, safety protection and supplementary protection measures, and risk reduction of use information [1]. The purpose of using safety protection and supplementary protection devices is to prevent moving parts from causing danger to human. When using safety protection devices related to the approach speed of human parts, first, we need to accurately detect the presence or position of human. At present, the detection devices of human existence in mechanical safety mainly include safety light curtain, safety laser scanner, safety pad, and vision system. When using these devices, the orientation, angle, height, and other factors of the detection area and the possibility of bypassing need to be considered. For example, when using a safety light curtain, a human may climb in from the lowest beam, cross over from the highest beam, cross between two beams, etc. [2]. In addition, most of these devices belong to hardware devices and have no function of object recognition. The detection of human existence is artificially specified, that is, only a human appears in the detection area. However, vision-based object detection can make up for the above shortcomings, using the camera to collect images and combined with the object detection algorithm for accurate human detection.

Intelligent plant pays more attention to the automation and flexibility of product manufacturing and use a large number of mobile devices such as industrial robots and AGV. In order not to affect the passage of AGV and other mobile devices, it is necessary to remove the safety fence and set a certain dangerous area through the safety laser scanner. When a human enters the dangerous area, the robot slows down or stops to protect human safety. For AGV and other mobile devices, the moving path is planned in advance, which generally will not affect the work of the robot. However, in addition to detecting human, the laser scanner also detects AGV and other mobile devices, resulting in triggering the deceleration or stop of the robot and affecting the work efficiency.
Scholars have carried out research on human position detection based on depth camera, because in many detection scenarios, not only accurate human detection but also human position measurement is required. Compared with ordinary cameras, the biggest feature of depth camera is that it can collect depth information for position measurement. At the same time, it also has functions such as voice recognition, gesture recognition, and facial expression recognition. Moreover, compared with some hardware devices that can realize position measurement, it can realize accurate detection of human based on image information. At present, the widely used depth cameras mainly include Intel RealSense and Microsoft Kinect. These cameras have the characteristics of small overall size, strong environmental perception, image acquisition accuracy, and low price. Mathé et al. [3] determined the position between the surgeon and the robot through Kinect to prevent the robot from interfering with the doctor's work. Tupper and Green [4] used RealSense combined with the Mask R-CNN [5] algorithm to determine the relative position relationship between pedestrians and cameras to realize pedestrian proximity detection. Jian et al. [6] realized human recognition and position measurement through depth camera combined with cascade classifier AdaBoost and RGB-D image. Based on the 3D skeleton information obtained by Kinect, Li et al. [7] registered with the SMPL model to obtain the real posture of a human. Yu et al. [8] used deep camera Kinect to detect human position in the study of robot automatic avoidance of pedestrians. Li et al. [9] proposed a human posture tracking system based on dual Kinect, which can determine the human position by obtaining accurate and stable joint position trajectory. To sum up, the depth camera can accurately detect the position of human within a certain distance and range and can be applied to the detection of human existence or position in mechanical safety. This paper presents the human position detection process based on depth camera and takes Intel RealSense depth camera combined with MobileNet-SSD [10] algorithm as an example to give the human position detection method, which is applied to robot safety protection.

2. Human Position Detection Method Based on Depth Camera Image Information

2.1. Human Position Detection Process. The human position detection process based on depth camera image information is shown in Figure 1, which mainly includes image information acquisition, human presence detection, distance measurement, and other links. Firstly, human image information is collected by depth camera. Secondly, the human presence detection is realized according to the collected image information and the human detection algorithm. Finally, the distance is measured through the detection information and the depth information provided by the depth camera to determine the human position.

2.1.1. Image Information Acquisition. The depth camera generally includes RGB camera and infrared laser emission module. Before image acquisition, it is necessary to establish

![Diagram](https://via.placeholder.com/150)

Figure 1: Human position detection process based on depth camera image information.

the communication between the vision software library and the camera, and then, the vision software library drives the camera through the program to realize the acquisition of color image, depth image and infrared data. And the collected images are converted into corresponding image data for follow-up work.

2.1.2. Human Presence Detection. Human presence detection belongs to the category of object detection. Object detection mainly includes machine learning and deep learning algorithms. The machine learning detection algorithm firstly selects the detection region based on the sliding window traversal and then extracts the characteristics of the image in the sliding window, such as HOG (histogram of oriented gradient), Haar, and LBP (local binary patterns); finally, SVM (support vector machine), AdaBoost, and other classifiers are used to classify the extracted features to realize human presence detection [11–12]. The deep learning detection algorithm realizes object detection through the self-learning characteristics of multilayer convolutional neural network. The detection accuracy and speed are significantly improved compared with the machine learning detection algorithm [13–15]. At present, human presence detection algorithms based on deep learning mainly include Faster R-CNN [16], SSD [17], and YOLO [18]. In addition, based on the consideration of industrial scenes related to mechanical safety, the human detection algorithm used in this paper must meet the requirements of real-time detection and ensure a certain detection accuracy.

2.1.3. Distance Measurement. Depth camera distance measurement mainly includes binocular stereo vision, structured-light, and time of flight (TOF) method. The camera depth using binocular stereo vision does not need to project external active light source. It obtains images of the object measured from different positions by binocular camera, calculates the position deviation (i.e., parallax) between the
corresponding pixels of the two images and obtains three-dimensional information of the object. Reference [19] combines object detection and binocular distance measurement to detect and measure the distance of the front object of the engineering vehicle, so that the engineering vehicle can work safely and independently. Structural-light method uses a specific wavelength of invisible infrared light as the light source to illuminate the object and then obtains the position and depth information of the object according to the returned optical distortion image. Reference [20] bases on the structured-light; a high-performance, small volume, and modular structural-light 3D camera is designed, which can directly obtain 3D data. TOF is to continuously transmit light pulses to the observed object, then receive the light pulses reflected from the object, and calculate the distance between the measured object and the camera by detecting the flight (round trip) time of the light pulses. In reference [21], TOF camera is used to provide the distance information and three-dimensional coordinates of the object in real time, and the geometric structure of the three-dimensional object is reconstructed based on the distance information and camera parameters.

3. Human Position Detection Method Based on RealSense Image Information

Mechanical safety requires high real-time detection of human position. It is necessary to quickly detect the human position under the condition of ensuring a certain accuracy. Based on the measurement of accuracy and speed, this paper selected RealSense depth camera and MobileNet-SSD algorithm to realize human position detection. Firstly, the real-time color image and depth image of human are obtained by using RealSense depth camera. Then, the MobileNet-SSD algorithm is used to detect the human according to the color image. Finally, the pixel value corresponding to the depth image is obtained according to the detected pixel position information, and the distance between the human and the camera is calculated to determine the human position.

3.1. RealSense Image Information Acquisition. The steps of acquiring color image and depth image with RealSense depth camera are as follows:

1. Declare RealSense pipe stream object
2. Create a configuration object, define the image pixel size, and specify the number of frames read by the camera and the type of image collected
3. Use the pipe stream object to open the configuration and start cyclic reading of video frames
4. Create an alignment object so that the depth aligns the colors
5. Read video frames, align processing video frames, and get aligned depth images and color images
6. Get camera built-in parameters from color images
7. Data format conversion of color images for human existence detection

3.2. Human Existence Detection Based on MobileNet-SSD.
MobileNet SSD algorithm changes the backbone network of the original SSD algorithm from VGG to MobileNet network. The network structure is shown in Figure 2. Based on streamlined architecture, MobileNet uses depthwise separable convolutions instead of standard convolutions to build lightweight deep neural networks. Depthwise separable convolutions decomposes the standard convolution into depthwise convolution, and 1×1 pointwise convolution plays the role of filtering and linear combination, respectively, while reducing the amount of parameters and calculation. The network detection speed has been greatly improved and is suitable for mobile terminals.

Table 1 shows the detection performance of common target detection algorithms on the general dataset VOC2012, FPS (frame per second) in the table is used to measure the detection speed of the algorithm, and mAP (mean average precision) is used to measure the detection
Table 1: Performance of common target detection algorithms on VOC2012 dataset.

| Object detector | Backbone | FPS  | mAP (%) |
|-----------------|----------|------|---------|
| Faster R-CNN    | VGG16    | 5    | 70.4    |
| YOLO            | GoogleNet| 45   | 57.9    |
| SSD             | VGG16    | 46   | 75.8    |
| MobileNet-SSD   | MobileNet| >46  | 72.7    |
| YOLOv2          | DarkNet19| 40   | 73.4    |

accuracy of the algorithm; the larger the FPS, the faster the
detection speed, and the larger the mAP, the more accurate
the detection. From the table, we can find that the algo-
rithms of MobileNet-SSD not only has the absolute advan-
tage of detection speed but also has good detection
accuracy, and the mAP is as high as 72.7%, which fully meets
the needs of human presence detection.

In this paper, OpenCV [22] (an open source computer
vision and machine learning software library) is used to load
MobileNet-SSD model to realize human detection. OpenCV
integrates a module called DNN, which is specially used to
realize the related functions of deep neural network. When
OpenCV loads the relevant detection model, the DNN mod-
ule will rewrite the detection model to make the operation
efficiency of the model higher.

The MobileNet-SSD model loaded by OpenCV requires
two model files; one is the binary description file and the
other is the model text file. The general process of OpenCV
loading MobileNet-SSD model to realize target detection is
shown in Figure 3, and the specific steps are as follows.

1. Load the MobileNet-SSD model. Using the “dnn.read-
   NetFromCaffe()” method to load the model. The two
   parameters of the method are the text file and descrip-
   tion file of the model, respectively

2. Read the image and format the image data. Using the
   “dnn.blobFromImage()” method to achieve image
   format conversion, the converted data can be used
   for network broadcast, that is, it can be used by the
   loaded model

3. Use the image as the input of the model. Using the
   “dnn.setInput()” method to load the image

4. Forward broadcast. Using the “dnn.forward()”
   method to complete forward broadcast, that is,
   model prediction. The predicted result is a four-
dimensional matrix, focusing on the data of the third
   and fourth dimensions. The third dimension is the
detected target, and the fourth dimension is the
detected information of each target. The information
mainly includes the target category number, confi-
dence level, and object location

5. Traverse all the predicted results to judge whether
   the confidence of each target is greater than the given
   confidence threshold. If it is greater than the given
   threshold, it is considered that the prediction is
correct, and the target position and target category
are drawn on the original image. If it is less than
the given threshold, it is considered that the predic-
tion is wrong, and continue to traverse

The human body detection effect of MobileNet-SSD is
shown in Figure 4. It can be seen from the figure,
MobileNet-SSD has a general effect on small target detec-
tion, but for the scene proposed in the paper, the human
body belongs to large targets, so it does not affect the overall
detection effect. In addition, the test video is used to measure
the MobileNet-SSD, and the measured detection speed is
about 25 FPS; the reason for the large difference from the
data in Table 1 is that the performance of the computer
and the output frame rate of the video will have a great
impact on the detection speed, but it is clear that
MobileNet-SSD has good timeliness; because for video pro-
cessing, it is generally considered that 12.5 FPS is real time.
The measured results are shown in Figure 5.

3.3. Human Distance Measurement. RealSense depth camera
is mainly composed of left camera, right camera, infrared
projector, and RGB camera, as shown in Figure 6. RealSense
uses binocular stereo vision to measure distance [23–25],
which is shown in Figure 7. Camera L and Camera R are left
and right cameras, respectively. Image planes are the imag-
ing planes of two cameras, which are located in front of
the camera plane and parallel to the camera plane. Baseline
represents the camera baseline; \( P' \) and \( P \) represent the
two projections of the space point \( P \) to be measured on the
imaging plane. Based on the principle of similar triangles,
distance measurement is calculated as follows:

\[
Z = \frac{f b}{x_L - x_R},
\]

where \( Z \) is the measured distance, mm; \( f \) is the the cam-
era focus, mm; \( b \) is the center distance of the left and right
cameras, mm; \( x_L \) is the \( x \) coordinate of point \( P' \) on the image
plane, mm; and \( x_R \) is the \( x \) coordinate of point \( P \) on the
image plane, mm.

4. Application Case of Robot Safety Protection

Figure 8 is a schematic diagram of the mechanical safety
protection system of a robot in a production line, Figure 9
is a physical image, and Figure 10 is a mechanical safety pro-
tection monitoring system of a robot for real-time monitor-
ing of the system status.

In order not to affect the passage of AGV, the traditional
safety fence is removed. According to the distance between a
human and machine, a hierarchical early warning system is
constructed by using laser scanner. The range of human
activities is divided into four areas: early warning area I,
early warning area II, early warning area III, and dangerous
area. Protect human safety by projecting light subtitles,
broadcasting warning voice, robot deceleration or stop, etc.
When people intrude into the early warning area I, the light
projection subtitle “Early warning area I” appears on the
ground, and the voice broadcast “You have entered the early warning area I”, as shown in Figure 11(a). When people invade the early warning area II, the light projection subtitle “Early warning area II” appears on the ground, the voice broadcast “You have entered the early warning area II”, and the speed of 1 axis of the robot automatically decreases to 70% of the working speed. The monitoring system is shown in Figure 11(b). When people invade the early warning area III, the light projection caption “Early warning area III” appears on the ground, the voice broadcast “You have entered the early warning area III”, and the speed of 1 axis of the robot automatically decreases to 20% of the working speed. The monitoring system is shown in Figure 11(c). When people invade the dangerous area, the robot stops, and the monitoring system is shown in Figure 11(d). Therefore, the hierarchical mechanical safety protection system can realize early risk early warning under the condition of ensuring human safety, significantly reduce the number of downtime, and improve the working efficiency of the machine.

However, the AGV frequently enters the early warning area III and early warning area II in the working process. Because the laser scanner cannot recognize that the object entering the early warning area III and early warning area II is human or AGV, the robot is frequently in a deceleration
state, affecting the working efficiency. However, if the RealSense camera is installed at the robot and combined with the MobileNet-SSD algorithm to measure the distance between the human and the robot in real time, the corresponding signal is given to control the motion state of robot according to the distance, and the RealSense camera does not monitor the AGV position information, so it can realize the early warning when the human enters the early warning area, but AGV does not alarm when entering the early warning area. The real-time status of the monitoring system when AGV enters the early warning area is shown in Figure 12.
Figure 9: Mechanical safety protection system.

Figure 10: Machinery safety protection monitoring system of robot.
5. Discussion

5.1. Advantages of Using Depth Camera to Realize Human Position Detection

(1) Using depth camera to detect human position has cost advantages over safety carpet, safety light curtain, and safety laser scanner.

(2) Compared with human position detection devices such as safety carpet and safety light curtain, the depth camera can measure the distance between human and hazard sources in real time and carry out hierarchical early warning as described in Section 2.

(3) When the depth camera is used as the human position detection device, it can detect the human position without detecting the position of the movable equipment, so as to achieve the early warning of separation between the human and the movable equipment.

(4) When using the safety light curtain or safety pad as the human position detection device, it is necessary to prevent people from crossing the detection area of the detection device. If people are already in the dangerous area, they cannot be detected. If multiple depth cameras are fused to increase the field of view, detection blind area can be eliminated.

5.2. Detection Range of Depth Camera. The detection range of depth camera is limited. For example, the field of view (FOV) of RealSense depth camera is $85 \times 58^{\circ}$, namely, $85^{\circ}$ in horizontal direction and $58^{\circ}$ in vertical direction. The detection distance is $0.1 \sim 10$ m. If we want to build a detection area larger than the FOV of camera, only using a single depth camera cannot meet the detection requirements.

Figure 11: Real-time status of monitoring system.

(a) People invade the early warning area I

(b) People invade the early warning area II

(c) People invade the early warning area III

(d) People invade the dangerous area
However, the fusion of multiple depth cameras can increase the field of view and expand the range of the detection area. At present, scholars have carried out research on fusion system of multiple depth cameras. For example, Yan et al. [26] used four depth cameras to build a tracking system and used the FOV method to track and match the motion characteristics of objects, so as to solve the problem of object switching in overlapping areas between multiple cameras; In order to solve the problem of blurred image when detecting parts with a single camera, Wan [27] studied the methods of multicamera calibration and image mosaic and used the good panoramic mosaic image for detection. Hayat et al. [28] proposed a cost-effective 360° panorama generation system, which could process single view and three-dimensional panoramas, and eliminated the splicing gap of overlapping areas between adjacent cameras.

5.3. Minimum Distance between Man and Machine. There are some limitations in the measurement of man-machine distance. For example, if a part of the human (such as hands and legs) enters the dangerous area and the body trunk is in the safe area, the measured man-machine distance cannot judge whether it enters the dangerous area. Therefore, it is necessary to further measure the man-machine minimum distance. The man-machine minimum distance can be obtained by calculating the distance between each part of the human and the robot body. Taking the man-machine minimum distance as the judgment basis of whether to enter the dangerous area is one of the important directions of man-machine cooperative safety research. At present, scholars have carried out such research, such as Chen and Song [29] separated the human depth image from the collaborative space background, generated the point cloud, and clustered the point cloud using the k-nearest neighbor algorithm to find the minimum distance between man and machine. Wang et al. [30] established a man-machine distance model in a cooperative environment based on the structural features of the robot and the human bone features extracted by three-dimensional vision sensors and iteratively calculated the minimum man-machine distance based on this model.

6. Conclusion

(1) The Intel RealSense depth camera combined with MobileNet-SSD algorithm can detect human position in real time and replace the mechanical safety human position detection devices such as safety carpet, safety light screen, and safety laser scanner in specific application scenarios.

(2) When the depth camera is used as the position detection device of human, it can only detect human but not movable devices and realize the separation and early warning of human and movable devices.
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