Abstract

Data pre-treatment plays a significant role in improving data quality, thus allowing extraction of accurate information from raw data. One of the data pre-treatment techniques commonly used is outliers detection. The so-called 3σ method is a common practice to identify the outliers (using triple standard deviation as upper and lower limits). However, as shown in the manuscript, it does not identify all outliers, resulting in possible distortion of the overall statistics of the data. This problem can have a significant impact on further data analysis and can lead to reduction in the accuracy of predictive models. There is a plethora of various techniques for outliers detection, however, aside from theoretical work, they all require case study work.

In this work, two types of outliers were considered: short-term (erroneous data, noise) and long-term outliers (mainly malfunctioning for longer periods of time). The data used were taken from the vacuum distillation unit (VDU) of an Asian refinery and included data points from 40 physical sensors (temperature, pressure and flow rate). We used a modified method for 3σ thresholds to identify the short-term outliers. More specifically, sensors data are divided into chunks determined by change points and 3σ thresholds are calculated within each chunk representing near-normal distribution. We have shown that piece-wise 3σ method offers a
better approach to short-term outliers detection than $3\sigma$ method applied to the entire time series. Nevertheless, this does not perform well for long-term outliers (which can represent another state in the data). In this case, we used principal component analysis (PCA) with Hotelling’s $T^2$ statistics to identify the long-term outliers. The results obtained with PCA were subject to DBSCAN clustering method. The outliers (which were visually obvious and correctly detected by the PCA method) were also correctly identified by DBSCAN which supported the consistency and accuracy of the PCA method.
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1. **Introduction**

In most applications making use of historic data, data pre-treatment is needed to ensure quality. One of the steps in data pre-treatment is identification and removal or correction of outliers in the data. Hawkins (1980) defines an outlier as ‘an observation which deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism’.\[1\] Outlier correction is important because outliers may alter the distribution of data points in datasets, potentially distorting findings from data analysis and reducing the accuracy of predictive models. Blázquez-García *et al.* (2021) performed a state-of-the-art review of outlier/anomaly detection in time series, particularly a taxonomy of outliers.\[2\] Two classes of outliers of particular interest in this work are point and subsequence outliers. Point outliers are usually noise or erroneous data which behave unusually in a specific time instant, particularly when compared to neighbouring records.\[3\] Subsequence outliers refer to consecutive points in time whose joint behaviour is unusual.

Methods for identifying outliers must take into account the type and properties of the data at hand. Generally, the available methods can be classified into two categories: univariate and multivariate outliers detection. Univariate detection methods consider a single, time-dependent variable, while multivariate detection methods work with more than one time-dependent variable simultaneously. Some of the techniques for univariate outlier detection are based on constant or piece-wise models (applying basic statistical measures such as standard deviation, median or median absolute deviation),\[4,5\] B-splines,\[6\] exponentially weighted moving average,\[7\] Gaussian mixture models,\[8\] or autoregressive integrated moving average.\[9\] Some of the multivariate techniques make use of long short-term memory neural
networks (LSTMs),[10] or principal component analysis (PCA).[11] Data can have varied sources which makes it challenging to create a universal method to determine outliers, thus, case studies provide information on suitable methods for certain types of data.

The data used in this work are taken from the vacuum distillation unit (VDU) of a petroleum refinery operating in China. This example consists of 40 physical sensors of 3 types: temperature (23 sensors), pressure (2 sensors) and flow rate (15 sensors), as shown in Figure 1. Two types of outliers are typical in data of this sort. Firstly, there might be outliers related to noise or erroneous records which include point and obvious outliers, so-called short-term outliers. Secondly, outliers might arise from the malfunctioning sensors that deviate from the overall trend, so-called long-term outliers. A literature review of data with similar origins showed that many works either use the $3\sigma$ method (described in the 2. Methods section) for outliers detection,[12–14] or do not pre-treat their data at all.[15–17] For example, Rogina et al. (2011) performed statistical analysis, including upper and lower quartile of the data sets,[18] and showed that there were records below/above the lower/upper quartile, respectively. However, the authors decided not to treat the outliers (for example imputation or correction).

This work focuses on the VDU case study, in particular identification of short- and long-term outliers. The 2. Methods section provides a justification for the studies carried out in this work and theoretical background for techniques used. 3. Results and Discussion: Case Study section is divided into two parts: short-term outliers detection and long-term outliers detection. For short-term outliers, we applied the $3\sigma$ method to entire time series and a piece-wise approximated $3\sigma$ method, coupled with change point detection. For long-term outliers, we applied PCA to identify the long-term outliers coupled with DBSCAN clustering.
2. Methods

2.1. Statement of the problem

Data pre-treatment is an important step towards extracting useful information from data, particularly those collected from chemical processing plants. For example, statistical inference based on mean and standard deviation is a common approach to measure and control the fluctuation of an industrial process in this context, but the presence of outliers can significantly distort the mean response.[19] This distortion can have negative consequences for process control, particularly when the number of data samples is small and the mean is sensitive to outliers. A population central tendency can be estimated well through the sample mean at which one outlier is negligible compared to a substantial sample population.[20] The median is a more reliable descriptor of population central tendency.

There are different potential sources of outliers in chemical plant data. In this work, two types of outliers, presented in Figure 2, are of relevance. Short-term outliers are sporadic outliers that are caused by measurement errors, such as random fluctuations of the signal or sudden events in the process detected by the sensor (Figure 2a). These usually manifest as
single, isolated, data points deviating from the overall statistics. Long-term outliers can originate from faulty or malfunctioning sensors. Unlike short-term outliers, long-term outliers span over longer periods such as hours or days. An example of long-term outlier was shown in Figure 2b. Additionally, a short-term outlier is present within the long-term outlier shown.

**Figure 2.** An example of (a) short-term and (b) long-term outliers (short-term outlier present within the long-term outlier).

The most common method to determine outliers in data is the so-called $3\sigma$ method.[21] This method uses the three-fold standard deviation or median absolute deviation as upper and lower limits for the data, i.e. any data above or below these limits, respectively, are classed as outliers. The major drawback of this method is that it relies on standard deviation of the entire time series which can be heavily influenced by the outliers themselves (especially long-term outliers).[22] We discuss this issue in more detail in the 3. Results and Discussion: Case Study.
section below. Other significant effects are natural fluctuations of the signals as an effect of changes in the chemical process, or changes in the level of noise. The mean or median used as the baseline in the 3σ method can be heavily skewed by these factors, producing over- or under-estimated upper and lower limits. While it may be possible to identify the long-term outliers (such as in Figure 2b) with the 3σ method, other less obvious outliers (such as in Figure 2a or short-term outlier present within the long-term outlier in Figure 2b) are undetectable.

2.2. Short-term outliers

Our analysis initially focuses on short-term outliers. The 3σ method is modified so that instead of applying it on the entire time series, the data is segmented into smaller pieces with near-normal distribution of data on each of which the 3σ method is applied separately. The start and end points for the pieces are considered as change points and, hence, our first concern is how to determine these change points.

Several change point detection methods exist.[23–26] They are classified into supervised methods (e.g. multi-class classifiers, binary class classifiers and virtual classifiers, with techniques such as decision tree,[27] nearest neighbour,[28] support vector machine,[27] Naïve Bayes,[29] and hidden Markov model[29]), and unsupervised methods (e.g. likelihood ratio,[30,31] subspace model,[32] probabilistic methods,[33] kernel based methods,[34] graph based methods,[35] and clustering[36]). Methods based on the likelihood ratio were shown to be a good approach for detecting both single and multiple change points in the entire time series, with reasonable performance vs computational cost trade-off.[37–39] Off-line change point detection methods assume that the entire data sequence is available for the analysis. On the contrary, on-line change point detection analyses an incoming data stream in real-time to identify the change points.

A ready-to-use algorithm incorporating likelihood ratio methods for change point analysis is available in the R programming language in the ‘changepoint’ package.[40] It offers a lot of versatility for the user, e.g. regarding the choice of cost and penalty functions, distribution statistics, as well as number of change points to be determined. For this work, we have adapted the ‘cpt.mean’ module of the ‘changepoint’ package in Python. Its principles are described herein.

We consider a one-dimensional time series, \( t_{1:N} = (t_1, ..., t_N) \) with a change point occurring at a time index \( \tau \in \{1, ..., N-1\} \), resulting in two subsets
of \{t_1, \ldots, t_r\} and \{t_{r+1}, \ldots, t_N\} with statistical properties \(\theta_{0:\tau}(\mu_{1:r}, \sigma_{1:r}^2)\) and \(\theta_{r:N}(\mu_{r:N}, \sigma_{r:N}^2)\), respectively, where \(\mu\) is the mean and \(\sigma\) is the standard deviation of the sample. Two scenarios are considered:

- Null hypothesis (with no change point occurring) \(H_0: \theta_0 = \theta_1 = \cdots = \theta_{N-1} = \theta_N\), and
- Alternative hypothesis (with change point occurring) \(H_1: \theta_0 = \theta_1 = \cdots = \theta_{r-1} = \theta_r \neq \theta_{r+1} = \theta_{r+2} = \cdots \theta_{N-1} = \theta_N\).

Under the assumption that the data is sampled from a known distribution, a normal distribution in our case, the likelihood of observing the data under the hypotheses \(H_0\) and \(H_1\) can be calculated as follows:

\[
H_0: \mathcal{L}(H_0) = p(x|H_0) = \prod_{i=t_0}^N p(x_i|\theta_0) \quad (1)
\]

\[
H_1: \mathcal{L}(H_1) = p(x|H_1) = \prod_{i=t_0}^r p(x_i|\theta_1) \prod_{j=r+1}^N p(x_j|\theta_2) \quad (2)
\]

where \(\mathcal{L}\) is likelihood. A higher likelihood \(\mathcal{L}(H_0)\) indicates a stronger \(H_0\) hypothesis and a less probable change point: To compare the two likelihoods, it is convenient to work with the log-likelihood ratio:

\[
\mathcal{R}_\tau = \log \left( \frac{\mathcal{L}(H_1)}{\mathcal{L}(H_0)} \right) = \sum_{i=1}^r \log p(x_i|\theta_1) + \sum_{j=r+1}^N \log p(x_j|\theta_2) - \sum_{k=1}^N \log p(x_k|\theta_0) \quad (3)
\]

The log-likelihood ratio can be employed to search for time instances where change points occur. A generalised log-likelihood ratio \(G\) can be defined as the maximum of \(\mathcal{R}_\tau\) for all possible \(\tau\):

\[
G = \max_{1 \leq \tau \leq N} \mathcal{R}_\tau \quad (4)
\]

In what follows, we assume that the time series data within each of the pieces are normally distributed:

\[
f(x|\mu,\sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-(x-\mu)^2/2\sigma^2} \quad (5)
\]

In that instance, a change point can correspond to a change in mean, \(\mu\), or change in variance, \(\sigma^2\). In this manuscript, we only consider changes in mean as these are the most natural consequences of changes in a chemical process. Thus,
Null hypothesis (no change point): \( \mathcal{L}(H_0) = \left( \frac{1}{\sqrt{2\pi\sigma^2}} \right)^N \prod_{i=1}^{N} \exp \left[ -\frac{(x_i - \mu_0)^2}{2\sigma^2} \right] \)

and,

Alternative hypothesis with change point at \( \tau \):

\[
\mathcal{L}(H_1) = \left( \frac{1}{\sqrt{2\pi\sigma^2}} \right)^N \prod_{i=1}^{\tau} \exp \left[ -\frac{(x_i - \mu_1)^2}{2\sigma^2} \right] \prod_{j=\tau+1}^{N} \exp \left[ -\frac{(x_j - \mu_2)^2}{2\sigma^2} \right]
\]

Hence, \( \mathcal{R}_\tau \) is reduced to the following three-term equation:

\[
\mathcal{R}_\tau = \log \left( \frac{\mathcal{L}(H_1)}{\mathcal{L}(H_0)} \right) \propto -\frac{1}{2\sigma^2} \left[ \sum_{i=1}^{\tau} (x_i - \mu_1)^2 - \sum_{j=\tau+1}^{N} (x_j - \mu_2)^2 + \sum_{k=1}^{N} (x_k - \mu_0)^2 \right]
\]  (6)

An example of this approach applied to a selected signal from the VDU is presented in Figure 3. Equation 6 is applied to the entire time series with varying \( \tau \in \{1, \ldots, N-1\} \), producing a sequence of \( \mathcal{R}_\tau \) values (green line in Figure 3). The global maximum (associated with Equation 4) determines the position of a single change point at \( t = 3545 \).

Figure 3. An example of detecting single change point; black line – original time series, green line – calculated \( \mathcal{R}_\tau \), red vertical line – detected change point.
The approach described above can also be applied to detect multiple change points online where $\mathcal{R}_\tau$ is calculated with more data added with a sliding window. The principles are similar to those of Adaptive sliding WINdow (ADWIN).[41] Here we summarise the key concepts, with Figure 4 showing a pseudocode of the algorithm. ADWIN uses a variable length sliding window of recent observations and discard older records in the window upon the evidence that these older observations vary significantly from the rest of the window. Herein, we use a threshold at which the maximal value $G$ indicates a change point. A number of various information criteria were studied in the literature, for example $AIC$, $MAICE$, $SIC$, $BIC$.[26] However, these have to be optimised against the properties of the time series under consideration, which is a drawback. The data studied in this manuscript cover a range of physical quantities, including flow rate, temperature and pressure. As discussed in later parts of this manuscript, they vary in their statistics, and this makes it impractical to use a single information criterion. Hence, a less constraining parameter is introduced, namely the minimum length of a piece $L_{\text{min}}$. A candidate for a change point is again identified via an extremum (as $G$ from Equation 4). Starting from the position of a potential change point (change in the sign of $dR/dt$), it is assumed that for the length of $L_{\text{min}}$ (e.g. in case of data with frequency of 1 minute, 1 hour window is $L_{\text{min}}=60$), no other maxima are present. Secondly, we define the number of data points added incrementally in each iteration (also related to the time step and sampling resolution) is denoted as $n$.

The search for change points starts with taking the first $n$ data points (step 1 in Figure 4) to calculate the $\theta_0$ statistics (i.e. $\mu_0$). After that, the next $n$ data points are taken (step 2 in Figure 4). $\theta_1$ statistics (i.e. $\mu_1$) are calculated for the added data, and $\theta_2$ statistics (i.e. $\mu_2$) are calculated for all data (either from starting point or the last identified change point). Equation 6 is used to evaluate $\mathcal{R}_\tau$ (step 3 in Figure 4). This procedure is iterated until a function of $\mathcal{R}_\tau$ reaches $G$ (a candidate for a change point, step 4 in Figure 4). From this point, the iterations of the algorithm (steps 2-4) check whether the condition of $L_{\text{min}}$ is met: a) if no other $G$ is detected within $L_{\text{min}}$, the potential change point is recorded and the algorithm starts over from step 1, where $\mu_0$ begins at that change point; b) if a new maximal value $G$ was detected, the latest $G$ becomes a new candidate for a change point, and iterations continue.
1. Initialise
Take the first \( n \) observations for \( \mu_0 \).

2. New datum
Take the next \( n \) observations to calculate \( \mu_1 \) and \( \mu_2 \).

3. Evaluate \( R_t \)
Use equation 6 using the above \( \mu_0, \mu_1 \) and \( \mu_2 \).

4. Repeat step 2 until extremum observed and check for \( L_{\text{min}} \)
Calculate new \( R_t \) for the condition in equation 4, and then continue for the piece equal to \( L_{\text{min}} \).

   If: No new \( G \) from equation 4 was observed within \( L_{\text{min}} \) – time at step 4 is a changepoint + replace \( \mu_0 \) with a value at new changepoint \( \tau = t_n \) so \( \mu_0 = \mu_n \).

   If: New \( G \) from equation 4 was observed within \( L_{\text{min}} \) – continue scanning until a new condition in step 4.

Arguments:

\( n \): (int) Time step for scanning (or resolution), e.g. \( n = 10 \) means taking datum every \( 10^3 \) point into the distribution (resolution)

\( L_{\text{min}} \): (int) Minimum length of the piece between two changepoints

Figure 4. Algorithm for on-line multiple change point search.

The mean-based change point detection described above was applied to the same signal as discussed above, and the results are shown in Figure 5 (\( n = 10, \ L_{\text{min}} = 60 \)). Unfortunately, the ground truth of change points is not available in our application, \textit{i.e.} it is not possible to assess whether the change points detected are associated with actual changes in the chemical process that may result in changes in the signal. Nevertheless, the detected change points can serve as an indicator of significant variations in the data.
2.3. Long-term outliers

Principal component analysis (PCA) was used to identify long-term outliers. All sensors’ data are scaled with zero-mean and unit-variance. Principal component analysis (PCA) decomposes the historical data matrix $X \in \mathbb{R}^{N \times M}$ with $N$ as length of the dataset and $M$ as number of sensors, the columns of which we assume to have zero mean and unit norm:

$$X^T X P_i = \lambda_i P_i$$  \hspace{1cm} (8)

so that:\cite{20,42}

$$X = T_1 P_1^T + T_2 P_2^T + \cdots + T_A P_A^T + E$$  \hspace{1cm} (7)

Here, each $T_i \in \mathbb{R}^N$ is a score vector, $E \in \mathbb{R}^{N\times M}$ is a residual matrix of minimal norm, and $P_i \in \mathbb{R}^M$ are orthonormal vectors obtained as the eigenvectors of the covariance of matrix $X$ with associated eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_A$. The score vectors are obtained as

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Detected change points and estimated pieces through on-line change points search approach (as depicted in \textbf{Figure 4}); black line – original time series, green line – estimated runs, red vertical lines – detected change points.}
\end{figure}
Typically, \( A \leq M \leq N \) and often just a small number of principal components \( A \) is retained (such as \( A = 2 \)). An approximation to \( X \) using PCA is obtained by simply dropping the residual matrix:

\[
\hat{X} = T_1 P_1^T + T_2 P_2^T + \cdots + T_A P_A^T \tag{10}
\]

PCA is a popular tool to visualise high-dimensional data sets, using the \( i \)-th entries of the score vectors as coordinates to represent the \( i \)-th row of the data matrix. This projection approach can highlight outliers; hence, it is referred to as an outlier map. Practically, the first two principal components are used to create such visualisation.[43,44] In this manner, an outlier is defined as a data point far from the data in subspace spanned by the two eigenvectors.

A measure to quantify how much a point deviates from the overall data set, Hotelling’s \( T^2 \) statistics can be used.[45] \( T^2 \) statistics can be used to detect periods during which sensor faults occurred. Generally, Hotelling’s \( T^2 \) measures the variation of each sample in the PCA model:

\[
T^2(i) = t_i A^{-1} t_i^T \tag{11}
\]

where \( A = \text{diag}[\lambda_1, \lambda_2, \ldots, \lambda_A] \) and \( t_i \) is \( i \)-th observation of \([T_1, T_2, \ldots, T_A]\). A threshold for \( T^2 \) can be calculated by using \( F \) distribution at \((1 - \alpha)\) confidence level:

\[
T_\alpha = \frac{(M^2 - 1)A}{M(M - A)} F_\alpha(A, M - A) \tag{12}
\]

where \( F_\alpha(A, M - A) \) is a critical value with \( A \) and \( M - A \) degrees of freedom. Time points at which \( T^2(m) > T_\alpha \) are classed as outliers.

The outlier map constructed based on the first two principal components should produce at least two clusters: 1) the main cluster which contains points within the confidence threshold, 2) other clusters which are related to outliers. The main cluster should have a centroid at \((0, 0)\), assuming the sensors data were zero-mean and unit-variance centred before using PCA.

In order to identify clusters with little to no supervision, we use the DBSCAN algorithm.[46] As will be seen in the 3. Results and Discussion: Case Study section below, this density-based algorithm is well suited for this task as the points corresponding to the first two principal components (which form the outlier map) indeed appear in clusters of high density.
While the DBSCAN algorithm requires some parameter choices (namely a search radius and the number of points required to form a dense region), it is often the case that the same parameter settings are useful over a range of scenarios provided that the data is consistently normalised.

3. Results and Discussion: Case Study

3.1. Short-term outliers

The time series data taken from the distributed control system in the VDU cover a range of dates from July 1, 2016 (00h:00m) until May 12, 2020 (21h:06m), 1,409 days in total. The frequency of the measurements is one reading per minute, which equates to 2,028,780 data points per sensor. For the 40 sensors available, the total dataset consists of 81,151,200 data points.

As described in 2.1. Statement of the problem section, the most common method to determine outliers in the data is based on a $3\sigma$ criterion, using the mean and standard deviation of the entire signal. Standard deviation can be significantly affected by noise in the data and differ significantly across different sensors. For example, measurements that are more prone to variations caused by the process will often have a higher noise level. To quantify this effect, the signal-to-noise (STN) ratio was calculated and is presented in Figure 6.
Some of the measurements have very low signal-to-noise ratio values close to 0, namely F72, F12 and F42. The reason for these low values is that the noise level is artificially high due to some erroneous records of large magnitude which significantly deviate from the mean response. Figure 7 shows such an example, signal F72, over the entire period.
Figure 7. A visualisation of signal F72 with obvious outliers (ca. days 650, 1200, 1300) that cause a very low signal-to-noise ratio.

There are 6 significant outliers in the F72 signal on days around 650, 1200 and 1300 with values much higher than the overall mean response of the signal - the mean of the signal is 184 t/h, while the points identified above are up to ca. $3.8 \times 10^4$ times higher (the maximum value is 6,973,875 t/h). Hence, the large standard deviation of signal F72 (14481 t/h) produces a very low STN ratio.

Some sensors have relatively high signal-to-noise ratio (e.g. T0, TB, T7, etc.), while others have lower STN ratio (e.g. T6, T61, PB, etc.). Two examples of high and low signal-to-noise ratio are shown in Figure 8 (more specifically signal T0 with STN=12.0 and signal T64 with STN=2.1).
The 3\(\sigma\) method calculated on the entire signal’s data does not allow to identify the outliers accurately. To show this problem with 3\(\sigma\) method, we discuss two signals: T0 and T64. The mean value of signal T0 is 402 °C, and 3\(\sigma\) upper and lower thresholds are (301 – 503) °C. Every data point outside the upper and lower 3\(\sigma\) bound is classed as an outlier. The reason for such a wide 3\(\sigma\) range is the obvious outliers at days around (0, 300, 400, 800, 1150) which have values close to 0 °C. The points on these days are also the only outliers detected, as can be seen in Figure 8a. On the other hand, the mean value of signal T64 is 42 °C. It can be seen in Figure 8b that the same days clearly deviate from the overall trend in T64, although not as prominent as in signal T0. This is due to the relatively low mean value and higher variance of signal T64. The signal varies from approx. 15 °C to approx. 100 °C. This variance produces a high standard deviation (relative to the mean value) which then gives a wide 3\(\sigma\) range. In the case of signal T64, 3\(\sigma\) thresholds are -20 °C and 106 °C. Consequently, signal T64 is almost entirely within the 3\(\sigma\) range and no outliers were identified, except for some spikes around day 50.

To further visualise the problem of misestimating the uncertainty range through calculation of 3\(\sigma\) over the entire time series, signal T0 was shown between days 32 and 182 in Figure 9.
It can clearly be seen in Figure 9 that outliers are present, but as these lie within the upper and lower $3\sigma$ thresholds ($301 - 503 \, ^\circ C$), for example around days 102 or 142, they are not identified as such. $3\sigma$ is heavily affected by the variance in the data, amount and values of outliers (particularly the obvious outliers), making it difficult to detect less extreme outliers. Nevertheless, while one can expect such statistical measures to produce reliable results, a physicochemical understanding of the process and sensors under consideration is needed, e.g. it is unlikely that a temperature sensor with mean value of 402 °C measures real temperatures close to 0 °C; this unrealistic value suggests the sensor was malfunctioning or switched off. The traditional $3\sigma$ method applied to the entire time series works efficiently for obvious outliers, more specifically those that deviate significantly from the overall statistics, such as for signal T0.

Details for the modified method for piece-wise approximation of $3\sigma$ values (through change points detection) are discussed in 2.2. Short-term outliers section, including one of the parameters required for the algorithm for change points detection, namely the minimum length.
of the piece $L_{\text{min}}$. Generally, this parameter defines the minimum length required between two change points. $L_{\text{min}}$ determines whether the length of the run is satisfactory, hence, it might affect the results of piece-wise approximated $3\sigma$ values. Thus, we study the effect of $L_{\text{min}}$ on outlier detection for signal T0 in Figure 10.

**Figure 10.** Effect of minimum length of the piece $L_{\text{min}}$ for change points detection on outliers detection for signal T0; a) Mean absolute deviation (MAD); b) Standard deviation; c) Number of change points; d) Number of outliers.

Mean absolute deviation (MAD) was calculated by subtracting the approximated piece-wise mean (calculated as a mean value between change points) from the raw signal, and then evaluating the absolute mean of that residue. Figure 10a shows the MAD for different $L_{\text{min}}$ values. $30 < L_{\text{min}} < 90$ produces the lowest MAD below $0.40 ^\circ \text{C}$. There is a constant increase in the MAD in the range of $90 < L_{\text{min}} < 240$, while it plateaus from $L_{\text{min}} = 240$ at ca. $\text{MAD} = 0.58 ^\circ \text{C}$. Similar relationships were observed for standard deviation (Figure 10b). Higher MAD and standard deviation indicate higher deviations between estimated piece-wise mean
and the raw signal, which is an effect of longer pieces (greater distance between two change points). These longer pieces will include more data points which, consequently, contain more potential outliers, increasing the MAD and standard deviation. The effect of the longer pieces can also be seen from the number of change points detected (Figure 10c); more specifically, the number of change points detected decreases monotonically with increasing $L_{\text{min}}$. Fewer change points mean fewer approximated pieces, thus, longer pieces (and greater distances between change points). Finally, we calculated the number of outliers identified in relation to the total number of data points, 2,028,780 (Figure 10d). 0.77% was the lowest contribution of outliers detected for $L_{\text{min}} = 30$, the number of outliers identified for $60 < L_{\text{min}} < 90$ was around 0.82% of the total number of data, and for $L_{\text{min}} \geq 120$ the number of outliers does not change significantly (ca. 0.84% of all data for signal T0). The changes observed in the number of outliers indicate that there is a negligible effect of $L_{\text{min}}$ in the detection of outliers for $L_{\text{min}} > 60$. However, the number of outliers identified in relation to the total amount of data for signal T0 is relatively low (below 1%). In further analysis of the signals, $L_{\text{min}} = 60$ is used, as the MAD and standard deviation are the lowest for $30 < L_{\text{min}} < 60$, while there is a minimal effect beyond $L_{\text{min}} > 60$, for signal T0.

The results of outlier identification for signal T0 are shown in Figure 11, including piece-wise approximated mean and outlier-filtered data (the points identified as outliers replaced by the piece-wise approximated mean).

![Figure 11](image_url)

**Figure 11.** Outlier identification based on piece-wise mean approximation through change points detection for signal T0; a) general overview of the data, b) a focus on the period between days 32 and 182.
Firstly, the outlier detection based on piece-wise mean approximation through change points deals with the most obvious outliers in the data (Figure 11a). Upon closer inspection of the signal T0 on days 32-182 (Figure 11b), approximation of the mean between change points produces a baseline (green line) which is then used to calculate the upper and lower $3\sigma$ thresholds in a piece-wise manner. This approach allows changes in a mean response of the signal, while still detecting the short-term outliers reliably. In general, the number of short-term outliers was 16,582 for the entire signal T0 (which is equivalent to 0.82% of all data for signal T0). After filtering, the only obvious outliers still present are on days 1 – 13 and 789 – 791, as shown in Figure 12. These outliers have values very close to 0 °C which indicates malfunctioning of the sensor. The method based on piece-wise mean approximation was unable to detect these outliers because they last for longer periods (i.e. are long-term outliers).

![Figure 12.](image)

The above considerations are based solely on signal T0. To showcase the high adaptability and capabilities of outlier detection with piece-wise mean approximation through change points, some of the other signals are shown, alongside the piece-wise approximated means and data with short-term outliers removed (Figure 13).
Figure 13. Other signals with their piece-wise approximated mean and outliers-filtered data.

Signal F71 has some abrupt changes to the readings between days 680 and 720 (values of ca. 0 - 90 t/h). The piece-wise 3σ method successfully identified the records in this range as outliers. Signal FR and T12 have a highly variable noise level. Nevertheless, it was possible to calculate the piece-wise mean values to construct the corresponding 3σ thresholds. Signal T33 has some increased values for longer periods at around 130 °C (instead of around 80 °C), for example days 695 – 710 and after day 1010. These changes in the operation of the sensor were reflected in the piece-wise mean which allows identification of outliers within these periods as well, despite having different statistical behaviour to the overall trend of the signal. The overall number of outliers is summarised in Figure 14. The lowest number of outliers detected (relative to all data) was 0.19% for F12 (equal to 3,854 data points) and the highest of 1.82% for F71 (equal to 36,720 points).
Figure 14. Number of outliers detected (fraction of data points identified as outliers).

3.2. Long-term outliers: Principal component analysis and DBSCAN clustering

The short-term outliers identified were replaced with the piece-wise approximated mean values before using PCA model. To ensure that each sensor has the same contribution to the PCA model, sensors data were scaled with their mean and unit variance before using the PCA model. The PCA model with up to 30 principal components was used to assess the impact of each principal component on the explained variance, reducing the number of features (i.e., sensors) from 40 sensors (23 for temperature, 2 for pressure and 15 for flow rate), as shown in Figure 15.
Figure 15. Explained variance through principal components (black line for cumulative variance and bars for each component variance).

The first most important principal component explains 40.5% of the variance, while the second principal component accounts for 16.8% of the explained variance. In total, the first two components explain ca. 57% of the variance. For the third and subsequent principal components, the explained variance decreases slowly. For example, 90% of the variance is explained by 13 principal components, while 95% and 99% of the variance is explained by 18 and 26 principal components, respectively. In terms of dimensionality reduction techniques, it is common practice to select the number of components to explain 90% of the variance; in this case, there is a three-fold reduction in dimensionality (from 40 to 13 components).[47,48]

To quantify the outliers, the first two principal components were used to calculate Hotelling’s $T^2$ statistics (Equation 11), shown in Figure 16.
Figure 16. $T^2$ statistics used for long-term outliers identification.

The upper critical limit for the $T^2$ statistics was taken from F-distribution. Based on the degrees of freedom (2 principal components and 2,028,780 samples) and confidence level of $\alpha=0.05$, the upper critical limit is $T_a=5.99$ (Equation 12). Values of $T^2$ above $T_a$ ($T^2 > T_a$) are classed as outliers, while those below $T_a$ ($T^2 < T_a$) are classed as non-outliers. There were 19,837 outliers identified in total. There are two main periods when $T^2 > T_a$. The first one includes 17,820 data points, covering dates from day 1 (00:00) until day 13 (08:59). The second period includes 2,017 data points, covering dates from day 789 (06:06) until day 790 (15:05).

Higher values of $T^2$ statistics indicate a higher impact on the fraction of variance explained by principal components, in particular principal component 1 which explains the highest fraction of the variance (40.5%). Deviations (such as malfunction) in multiple sensors can increase the value of $T^2$. Some of the malfunctioning sensors are shown in Figure 17.
Figure 17. Examples of long-term outliers for multiple sensors: PB and T5 on days 789-794 (a and b); and TB, TP, T5 on days 1-13 (c-d).

During the second period (day 789-790), 34 sensors (out of 40) recorded values of 0 (°C, t/h or kPa, depending on the sensor), as shown in Figure 17a-b. During the first period (day 1 – 13), both pressure measurements were higher: ca. 52 and 11 kPa (for PB and PT), instead of 11 and 1 kPa from day 7. Some other sensors did not record 0 (°C or F/h) on day 1–7 but clearly malfunctioned (for example T5 recorded around 32 °C, while mean is 352 °C, as in Figure 17d). Hotelling’s $T^2$ statistics has identified outliers which, on visual inspection, do indeed look like outliers. The possible reason for these long-term outliers is the abnormal functioning of the process, rather than single/multiple sensors. The first two principal components projection was used to construct an outlier map, shown in Figure 18.
The centre of non-outliers on the outlier map is positioned at (0, 0), due to the data centred with their mean. The range of principal components values covering the region of non-outliers is $-4.9 < \text{principal component 1 (x-axis)} < 7.5$ and $-4.8 < \text{principal component 2 (y-axis)} < 12.6$. All data points with principal component 1 (x-axis) > 7.5 are outliers. PCA has successfully identified the long-term outliers. The two periods of long-term outliers are clearly separated. Generally, period 1 (days 1-13) creates two clusters, while period 2 (days 789-790) creates three small clusters. To identify and classify these clusters, we used DBSCAN clustering method on the PCA results (outliers map).

We used the open-source algorithm available in scikit-learn package in Python. The minimum parameters required for the algorithm are epsilon $\varepsilon$ and so-called ‘minimum samples in a neighbourhood’. Birant and Kut (2007) studied the effect of $\varepsilon$ and minimum samples in a neighbourhood on performance of DBSCAN and proposed a way to calculate $\varepsilon$ and minimum samples parameters.[49] Firstly, $\varepsilon$ can be calculated based on the $k$-distance method. We found that for the dataset in this work $\varepsilon = 0.7$ (while the default value in scikit-learn is $\varepsilon = 0.5$). Secondly, minimum samples in a neighbourhood can be taken as a logarithm of the number of
samples which gives \( \log(2,028,780) \approx 6 \) (while the default value in scikit-learn is 5). The outlier map with 8 clusters identified through DBSCAN is shown in Figure 19.

![DBSCAN Clustering Results](image)

**Figure 19.** DBSCAN clustering results shown on the outlier map.

Cluster 1 contains all non-outlier data (2,008,943 in total). Clusters 2 to 5 identified days 1 – 13. Cluster 2 covers the widest range of outliers (starting from day 1 at 00:00 until day 10 at 02:59 (13,140 data points in total); Cluster 3 spans day 10 at 03:00 to day 12 at 17:59 (3,780 data points); Cluster 4 covers day 12 at 18:00 to day 12 at 20:59 (180 data points); Cluster 5 corresponds to day 12 at 21:00 to day 13 at 08:59 (719 data points). For the other period with long-term outliers (days 789-790), three further clusters were identified: cluster 6 on day 789 at 05:29 to day 789 at 06:05 (37 data points); Cluster 7 day 789 at 06:06 to day 789 at 09:05 (180 data points); and cluster 8 day 789 at 09:06 to day 790 at 15:05 (1,800 data points). Interestingly, the clusters were clearly separated into the two relevant periods. Also, the outliers were contiguous, *i.e.* going from one cluster to another alongside the duration of outlier period. The sensor data for these periods are coloured according to the corresponding cluster Figure 20.
Figure 20. Long-term outliers in period 1 (days 1-13) and period 2 (days 789-790), with colours corresponding to the identified clusters.

Figure 20 shows that period 2 (days 789-790) starts with cluster 6 followed by cluster 7 and then cluster 8, for both signals PB and T5 (Figure 20a-b). This pattern suggests that cluster 6 and 7 are a form of transition period within the outlier period, more specifically they are short-lived (cluster 6) and transition into other longer clusters (from 6 to 7 and from 7 to 8), which suggests that cluster 8 represents quasi-stationarity in the outlier period. Overall, this transition period would last as long as cluster 6 and 7 (3 hours and 37 minutes). Unfortunately, the data available for period 2 (days 1-13) are limited, i.e., the long-term outlier (such as malfunctioning) is already present in the data which means that we are not able to recreate the entire outlier period. Nevertheless, the opposite pattern can be seen in period 1 to the one seen in period 2, more specifically, the so-called transition period is happening when the signal is going back to normal functioning (cluster 4 and 5), as shown in Figure 20c-d. Their combined duration of cluster 5 and 4 is 2 hours and 59 minutes, which is similar to the transition period in period 2. The outliers (which are visually obvious and are correctly detected by the PCA method) were correctly identified by DBSCAN which supports the consistency and accuracy of the PCA method.
Conclusions

Data pre-treatment is a vital step to enhance the quality of data. Outlier detection is one of the steps in data pre-treatment. This work focused on detection of short- and long-term outliers in plant data (Vacuum Distillation Unit).

In the case of short-term outliers, we compared the most common method, namely $3\sigma$, with its modified version, i.e. piece-wise approximated $3\sigma$ determined by the change points identified on the basis of mean changes. It was shown that the traditional $3\sigma$ method applied to the entire time series produces unreliable results. More specifically, the values and number of outliers (particularly obvious outliers) can significantly shift the standard deviation of the signal which results in a misestimation of $3\sigma$ thresholds. The piece-wise approximated $3\sigma$ was shown to overcome this issue. However, it was impossible to detect long-term outliers with piece-wise approximated $3\sigma$ as these were identified as a quasi-steady state due to the reliance on change points detection driven by the mean response of the signal.

After the short-term outliers were identified and replaced with the piece-wise approximated mean values of the entire time series, we applied PCA to determine long-term outliers. Hotelling’s $T^2$ statistics derived from the first two principal components was calculated and used to identify those long-term outliers. A combination of piece-wise approximated $3\sigma$ method with PCA provided a robust approach for both short- and long-term outliers detection. Furthermore, the first two principal components were used to construct so-called outlier maps and to identify clusters created through dimensionality reduction. It was found that long-term outliers create separated clusters from each other that can be identified reliably. The outliers (which were visually obvious and correctly detected by the PCA method) were also correctly identified by DBSCAN clustering which supported the consistency and accuracy of the PCA method. Unfortunately, only one of the two long-term outliers had start and end points in the available data, the other one was showing ongoing malfunctioning which limited the analysis of long-term outliers. We observed that the clusters in the outlier map represents the dynamics or transition states between correct functioning and malfunctioning of the sensors which provides important information for process control purposes.
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