Planning with Information-Processing Constraints and Model Uncertainty in Markov Decision Processes
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Abstract. Information-theoretic principles for learning and acting have been proposed to solve particular classes of Markov Decision Problems. Mathematically, such approaches are governed by a variational free energy principle and allow solving MDP planning problems with information-processing constraints expressed in terms of a Kullback-Leibler divergence with respect to a reference distribution. Here we consider a generalization of such MDP planners by taking model uncertainty into account. As model uncertainty can also be formalized as an information-processing constraint, we can derive a unified solution from a single generalized variational principle. We provide a generalized value iteration scheme together with a convergence proof. As limit cases, this generalized scheme includes standard value iteration with a known model, Bayesian MDP planning, and robust planning. We demonstrate the benefits of this approach in a grid world simulation.
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1 Introduction

The problem of planning in Markov Decision Processes was famously addressed by Bellman who developed the eponymous principle in 1957 [1]. Since then numerous variants of this principle have flourished in the literature. Here we are particularly interested in a generalization of the Bellman principle that takes information-theoretic constraints into account. In the recent past there has been a special interest in the Kullback-Leibler divergence as a constraint to limit deviations of the action policy from a prior. This can be interesting in a number of ways. Todorov [23], for example, has transformed the general MDP problem into a restricted problem class without explicit action variables, where control directly changes the dynamics of the environment and control costs are measured by the Kullback-Leibler divergence between controlled and uncontrolled dynamics. This simplification allows mapping the Bellman recursion to a linear algebra problem. This approach can also be generalized to continuous state spaces leading to path integral control [45]. The same equations can also be interpreted in terms of bounded rational decision-making where the decision-maker has limited computational resources that allow only limited deviations from a prior decision strategy.
(measured by the Kullback-Leiber divergence in bits) \[6\]. Such a decision-maker can also be instantiated by a sampling process that has restrictions in the number of samples it can afford \[7\]. Disregarding the possibility of a sampling-based interpretation, the Kullback-Leibler divergence introduces a control information cost that is interesting in its own right when formalizing the perception action cycle \[8\].

While the above frameworks have led to interesting computational advances, so far they have neglected the possibility of model misspecification in the MDP setting. Model misspecification or model uncertainty does not refer to the uncertainty arising due to the stochastic nature of the environment (usually called risk-uncertainty in the economic literature), but refers to the uncertainty with respect to the latent variables that specify the MDP. In Bayes-Adaptive MDPs \[9\], for example, the uncertainty over the latent parameters of the MDP is explicitly represented, such that new information can be incorporated with Bayesian inference. However, Bayes-Adaptive MDPs are not robust with respect to model misspecification and have no performance guarantees when planning with wrong models \[10\]. Accordingly, there has been substantial interest in developing robust MDP planners \[11,12,13\]. One way to take model uncertainty into account is to bias an agent’s belief model from a reference Bayesian model towards worst-case scenarios; thus avoiding disastrous outcomes by not visiting states where the transition probabilities are not known. Conversely, the belief model can also be biased towards best-case scenarios as a measure to drive exploration—also referred in the literature as optimism in face of uncertainty \[14,15\].

When comparing the literature on information-theoretic control and model uncertainty, it is interesting to see that some notions of model uncertainty follow exactly the same mathematical principles as the principles of relative entropy control \[3\]. In this paper we therefore formulate a unified and combined optimization problem for MDP planning that takes both, model uncertainty and bounded rationality into account. This new optimization problem can be solved by a generalized value iteration algorithm. We provide a theoretical analysis of its convergence properties and simulations in a grid world.

2 Background and Notation

In the MDP setting the agent at time \(t\) interacts with the environment by taking action \(a_t \in A\) while in state \(s_t \in S\). Then the environment updates the state of the agent to \(s_{t+1} \in S\) according to the transition probabilities \(T(s_{t+1}|a_t, s_t)\). After each transition the agent receives a reward \(R^t_{s_t,a_t} \in \mathbb{R}\) that is bounded. For our purposes we will consider \(A\) and \(S\) to be finite. The aim of the agent is to choose its policy \(\pi(a|s)\) in order to maximize the total discounted expected reward or value function for any \(s \in S\)

\[
V^*(s) = \max_{\pi} \lim_{T \to \infty} \mathbb{E}\left[ \sum_{t=0}^{T-1} \gamma^t R^t_{s_t,a_t} \right]
\]

with discount factor \(0 \leq \gamma < 1\). The expectation is over all possible trajectories \(\xi = s_0, a_0, s_1 \ldots\) of state and action pairs distributed according to \(p(\xi) = \prod_{t=0}^{T-1} \pi(a_t|s_t) T(s_{t+1}|a_t, s_t)\). It can be shown that the optimal value function satisfies the following
At this point there are two important implicit assumptions. The first is that the policy \( \pi \) can be chosen arbitrarily without any constraints which, for example, might not be true for a bounded rational agent with limited information-processing capabilities. The second is that the agent needs to know the transition-model \( T(s'|a,s) \), but this model is in practice unknown or even misspecified with respect to the environment’s true transition-probabilities, especially at initial stages of learning. In the following, we explain how to incorporate both bounded rationality and model uncertainty into agents.

### 2.1 Information-Theoretic Constraints for Acting

Consider a one-step decision-making problem where the agent is in state \( s \) and has to choose a single action \( a \) from the set \( A \) to maximize the reward \( R_{s',s,a} \), where \( s' \) is the next the state. A perfectly rational agent selects the optimal action \( a^*(s) = \arg\max_a \sum_{s'} T(s'|a,s)R_{s',s,a} \). However, a bounded rational agent has only limited resources to find the maximum of the function \( \sum_{s'} T(s'|a,s)R_{s',s,a} \). One way to model such an agent is to assume that the agent has a prior choice strategy \( \rho(a|s) \) in state \( s \) before a deliberation process sets in that refines the choice strategy to a posterior distribution \( \pi(a|s) \) that reflects the strategy after deliberation. Intuitively, because the deliberation resources are limited, the agent can only afford to deviate from the prior strategy by a certain amount of information bits. This can be quantified by the relative entropy \( D_{KL}(\pi||\rho) = \sum_a \pi(a|s) \log \frac{\pi(a|s)}{\rho(a|s)} \) that measures the average information cost of the policy \( \pi(a|s) \) using the source distribution \( \rho(a|s) \).

For a bounded rational agent this relative entropy is bounded by some upper limit \( K \). Thus, a bounded rational agent has to solve a constrained optimization problem that can be written as

\[
\max \pi \sum_a \pi(a|s) \sum_{s'} T(s'|a,s)R_{s',s,a} \quad \text{s.t.} \quad D_{KL}(\pi||\rho) \leq K
\]

This problem can be rewritten as an unconstrained optimization problem

\[
F^*(s) = \max \pi \sum_a \pi(a|s) \sum_{s'} T(s'|a,s)R_{s',s,a} - \frac{1}{\alpha} D_{KL}(\pi||\rho) \tag{2}
\]

\[
= \frac{1}{\alpha} \log \sum_a \rho(a|s)e^{\alpha \sum_{s'} T(s'|a,s)R_{s',s,a}}. \tag{3}
\]

where \( F^* \) is a free energy that quantifies the value of the policy \( \pi \) by trading off the average reward against the information cost. The optimal strategy can be expressed analytically in closed-form as

\[
\pi^*(a|s) = \frac{\rho(a|s)e^{\alpha \sum_{s'} T(s'|a,s)R_{s',s,a}}}{Z_\alpha(s)}
\]
with partition sum $Z_\alpha(s) = \sum_a \rho(a|s) \exp \left( \alpha \sum_{s'} T(s'|a,s) R_{s',a}^s \right)$. Therefore, the maximum operator in (2) can be eliminated and the free energy can be rewritten as in (3). The Lagrange multiplier $\alpha$ quantifies the boundedness of the agent. By setting $\alpha \to \infty$ we recover a perfectly rational agent with optimal policy $\pi^*(a|s) = \delta(a - a^*(s))$. For $\alpha = 0$ the agent has no computational resources and the agent’s optimal policy is to act according to the prior $\pi^*(a|s) = \rho(a|s)$. Intermediate values of $\alpha$ lead to a spectrum of bounded rational agents.

2.2 Information-Theoretic Constraints for Model Uncertainty

In the following we assume that the agent has a model of the environment $T_\theta(s'|a,s)$ that depends on some latent variables $\theta \in \Theta$. In the MDP setting, the agent holds a belief $\mu(\theta|a,s)$ regarding the environmental dynamics where $\theta$ is a unit vector of transition probabilities into all possible states $s'$. While interacting with the environment the agent can incorporate new data by forming the Bayesian posterior $\mu(\theta|a,s,D)$, where $D$ is the observed data. When the agent has observed an infinite amount of data (and assuming $\theta^*(a,s) \in \Theta$) the belief will converge to the delta distribution $\mu(\theta|s,a,D) = \delta(\theta - \theta^*(a,s))$ and the agent will act optimally according to the true transition probabilities, exactly as in ordinary optimal choice strategies with known models. When acting under a limited amount of data the agent cannot determine the value of an action $a$ with the true transition model according to $\sum_{s'} T(s'|a,s) R_{s',a}^s$, but it can only determine an expected value according to its beliefs $\int \psi(\theta|a,s) \sum_{s'} T_\theta(s'|a,s) R_{s',a}^s$.

The Bayesian model $\mu$ can be subject to model misspecification (e.g. by having a wrong likelihood or a bad prior) and thus the agent might want to allow deviations from its model towards best-case (optimistic agent) or worst-case (pessimistic agent) scenarios up to a certain extent, in order to act more robustly or to enhance its performance in a friendly environment [16]. Such deviations can be measured by the relative entropy $D_{KL}(\psi||\mu)$ between the Bayesian posterior $\mu$ and a new biased model $\psi$. Effectively, this allows for mathematically formalizing model uncertainty, by not only considering the specified model but all models within a neighborhood of the specified model that deviate no more than a restricted number of bits. Then, the effective expected value of an action $a$ while having limited trust in the Bayesian posterior $\mu$ can be determined for the case of optimistic deviations as

$$F^*(a, s) = \max_\psi \int \psi(\theta|a,s) \sum_{s'} T_\theta(s'|a,s) R_{s',a}^s - \frac{1}{\beta} D_{KL}(\psi||\mu)$$  (4)

for $\beta > 0$, and for the case of pessimistic deviations as

$$F^*(a, s) = \min_\psi \int \psi(\theta|a,s) \sum_{s'} T_\theta(s'|a,s) R_{s',a}^s - \frac{1}{\beta} D_{KL}(\psi||\mu)$$  (5)

for $\beta < 0$. Conveniently, both equations can be expressed as a single equation

$$F^*(a, s) = \frac{1}{\beta} \log Z_\beta(a, s)$$
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with \( \beta \in \mathbb{R} \) and 
\[
Z_\beta(s,a) = \int \mu(\theta|a,s) \exp \left( \beta \sum_{s'} T_\beta(s'|a,s) R_{s,a} \right)
\]
when inserting the optimal biased belief 
\[
\psi^*(\theta|a,s) = \frac{1}{Z_\beta(a,s)} \mu(\theta|a,s) \exp \left( \beta \sum_{s'} T_\beta(s'|a,s) R_{s,a} \right)
\]
into either equation (4) or (5). By adopting this formulation we can model any degree of trust in the belief \( \mu \) allowing deviation towards worst-case or best-case with \( -\infty \leq \beta \leq \infty \). For the case of \( \beta \to -\infty \) we recover an infinitely pessimistic agent that considers only worst-case scenarios, for \( \beta \to \infty \) an agent that is infinitely optimistic and for \( \beta \to 0 \) the Bayesian agent that fully trusts its model.

3 Model Uncertainty and Bounded Rationality in MDPs

In this section, we consider a bounded rational agent with model uncertainty in the infinite horizon setting of an MDP. In this case the agent must take into account all future rewards and information costs, thereby optimizing the following free energy objective

\[
F^*(s) = \max_{\pi} \lim_{T \to \infty} \mathbb{E} \sum_{t=0}^{T-1} \gamma^t \left( R_{s_t,a_t} + \frac{1}{\beta} \log \frac{\psi(\theta|a_t,s_t)}{\mu(\theta|a_t,s_t)} - \frac{1}{\alpha} \log \frac{\pi(a_t|s_t)}{\rho(a_t|s_t)} \right)
\]

(6)

where the extremum operator can be either \( \max \) for \( \beta > 0 \) or \( \min \) for \( \beta < 0 \), \( 0 < \gamma < 1 \) is the discount factor and the expectation \( \mathbb{E} \) is over all trajectories \( \xi = s_0,a_0,\theta_0,s_1,a_1,\ldots,a_{T-1},\theta_{T-1},s_T \) with distribution \( p(\xi) = \prod_{t=0}^{T-1} \pi(a_t|s_t) \psi(\theta_t|a_t,s_t) T_\beta(s_{t+1}|a_t,s_t) \). Importantly, this free energy objective satisfies a recursive relation and thereby generalizes Bellman’s optimality principle to the case of model uncertainty and bounded rationality. In particular, equation (6) fulfills the recursion

\[
F^*(s) = \max_{\pi} \lim_{T \to \infty} \mathbb{E}_{\pi(a|s)} \left[ -\frac{1}{\alpha} \log \frac{\pi(a|s)}{\rho(a|s)} + \mathbb{E}_{\psi(\theta|a,s)} \left[ -\frac{1}{\beta} \log \frac{\psi(\theta|a,s)}{\mu(\theta|a,s)} + \mathbb{E}_{T_\beta(s'|a,s)} \left[ R_{s,a} + \gamma F^*(s') \right] \right] \right].
\]

(7)

Applying variational calculus and following the same rationale as in the previous sections [6], the extremum operators can be eliminated and equation (7) can be re-expressed as

\[
F^*(s) = \frac{1}{\alpha} \log \mathbb{E}_{\rho(a|s)} \left[ \mathbb{E}_{\mu(\theta|a,s)} \left[ \exp \left( \beta \mathbb{E}_{T_\beta(s'|a,s)} \left[ R_{s,a} + \gamma F^*(s') \right] \right) \right] \right]^\frac{1}{\beta}.
\]

(8)
because

\[ F^*(s) = \max_{\pi} \mathbb{E}_{\pi(a|s)} \left[ \frac{1}{\beta} \log Z_{\beta}(a, s) - \frac{1}{\alpha} \log \frac{\pi(a|s)}{\rho(a|s)} \right] \]  
\[ = \frac{1}{\alpha} \log \mathbb{E}_{\rho(a|s)} \left[ \exp \left( \frac{\alpha}{\beta} \log Z_{\beta}(a, s) \right) \right], \]  
(9)

where

\[ Z_{\beta}(a, s) = \exp \mathbb{E}_{\psi(\theta|a,s)} \left[ \mathbb{E}_{T_{\theta}(s'|a,s)} \left[ R_{s',a} + \gamma F^*(s') \right] - \frac{1}{\beta} \log \frac{\psi(\theta|a,s)}{\mu(\theta|a,s)} \right] \]  
\[ = \mathbb{E}_{\mu(\theta|a,s)} \exp \left( \beta \mathbb{E}_{T_{\theta}(s'|a,s)} \left[ R_{s',a} + \gamma F^*(s') \right] \right) \]  
(11)

with the optimizing arguments

\[ \psi^*(\theta|a,s) = \frac{1}{Z_{\beta}(a, s)} \mu(\theta|a,s) \exp \left( \beta \mathbb{E}_{T_{\theta}(s'|a,s)} \left[ R_{s',a} + \gamma F^*(s') \right] \right) \]

\[ \pi^*(a|s) = \frac{1}{Z_{\alpha}(s)} \rho(a|s) \exp \left( \frac{\alpha}{\beta} \log Z_{\beta}(a, s) \right), \]  
(12)

and partition sum

\[ Z_{\alpha}(s) = \mathbb{E}_{\rho(a|s)} \left[ \exp \left( \frac{\alpha}{\beta} \log Z_{\beta}(a, s) \right) \right]. \]

With this free energy we can model a range of different agents for different \( \alpha \) and \( \beta \). For example, by setting \( \alpha \to \infty \) and \( \beta \to 0 \) we can recover a Bayesian MDP planner and by setting \( \alpha \to \infty \) and \( \beta \to -\infty \) we recover a robust planner. Additionally, for \( \alpha \to \infty \) and when \( \mu(\theta|a,s) = \delta(\theta - \theta^*(a,s)) \) we recover an agent with standard value function with known state transition model from equation (1).

### 3.1 Free Energy Iteration Algorithm

Solving the self-consistency equation (8) can be achieved by a generalized version of value iteration. Accordingly, the optimal solution can be obtained by initializing the free energy at some arbitrary value \( F \) and applying a value iteration scheme \( B^{i+1} F = B B^i F \) where we define the operator

\[ BF(s) = \max_{\pi} \mathbb{E}_{\pi(a|s)} \left[ -\frac{1}{\alpha} \log \frac{\pi(a|s)}{\rho(a|s)} + \mathbb{E}_{\psi(\theta|a,s)} \left[ -\frac{1}{\beta} \log \frac{\psi(\theta|a,s)}{\mu(\theta|a,s)} + \mathbb{E}_{T_{\theta}(s'|a,s)} \left[ R_{s',a} + \gamma F(s') \right] \right] \right] \]  
(13)
with $B^1 F = BF$, which can be simplified to
\[
BF(s) = \frac{1}{\alpha} \log \mathbb{E}_{\rho(a|s)} \left[ \mathbb{E}_{\mu(\theta|a,s)} \left[ \exp \left( \beta \mathbb{E}_{T_{s}(s'|a,s)} \left[ R_{s,a} + \gamma F(s') \right] \right) \right] \right]^\frac{1}{\gamma}
\]

In Algorithm (1) we show the pseudo-code of this generalized value iteration scheme. Given state-dependent prior policies \( \rho(a|s) \) and the Bayesian posterior beliefs \( \mu(\theta|a,s) \) and the values of \( \alpha \) and \( \beta \), the algorithm outputs the equilibrium distributions for the action probabilities \( \pi(a|s) \), the biased beliefs \( \psi(\theta|a,s) \) and estimates of the free energy value function \( F^*(s) \). The iteration is run until a convergence criterion is met. The convergence proof is shown in the next section.

**Algorithm 1:** Iterative algorithm solving the self-consistency equation (8)

**Input:** \( \rho(a|s), \mu(\theta|a,s), \alpha, \beta \)

**Initialize:** \( F \leftarrow 0, F_{old} \leftarrow 0 \)

**while not converged do**

\[
\text{forall the } s \in S \text{ do}
F(s) \leftarrow \frac{1}{\alpha} \log \mathbb{E}_{\rho(a|s)} \left[ \mathbb{E}_{\mu(\theta|a,s)} \left[ \exp \left( \beta \mathbb{E}_{T_{s}(s'|a,s)} \left[ R_{s,a} + \gamma F_{old}(s') \right] \right) \right] \right]^\frac{1}{\gamma}
\]

end

\( F_{old} \leftarrow F \)

**end**

\( \pi(a|s) \leftarrow \frac{1}{\pi_{\alpha}(s)} \rho(a|s) \exp \left( \frac{\alpha}{\beta} \log Z_{\beta}(a,s) \right) \)

\( \psi(\theta|a,s) \leftarrow \frac{1}{\pi_{\beta}(a,s)} \mu(\theta|a,s) \exp \left( \beta \mathbb{E}_{T_{s}(s'|a,s)} \left[ R_{s,a} + \gamma F(s') \right] \right) \)

**return** \( \pi(a|s), \psi(\theta|a,s), F(s) \)

4 Convergence

Here, we show that the value iteration scheme described through Algorithm 1 converges to a unique fixed point satisfying Equation (8). To this end, we first prove the existence of a unique fixed point (Theorem 1) following [17,18], and subsequently prove the convergence of the value iteration scheme presupposing that a unique fixed point exists (Theorem 2) following [19].

**Theorem 1.** Assuming a bounded reward function \( R_{s,a} \), the optimal free-energy vector \( F^*(s) \) is a unique fixed point of Bellman’s equation \( \hat{F}^* = BF^* \), where the mapping \( B: \mathbb{R}^{|S|} \rightarrow \mathbb{R}^{|S|} \) is defined as in equation (13).

**Proof.** Theorem 1 is proven through Proposition 1 and 2 in the following.
Proposition 1. The mapping $T_{\pi,\psi} : \mathbb{R}^{|S|} \rightarrow \mathbb{R}^{|S|}$

\[
T_{\pi,\psi} F(s) = \mathbb{E}_{\pi(a|s)} \left[ -\frac{1}{\alpha} \log \frac{\pi(a|s)}{\rho(a|s)} + \mathbb{E}_{\psi(\theta|a,s)} \left[ -\frac{1}{\beta} \log \frac{\psi(\theta|a,a,s)}{\mu(\theta|a,s)} + \mathbb{E}_{T_\psi(s'|a,s)} \left[ R_{*s,a} + \gamma F(s') \right] \right] \right].
\]

Equation (14) converges to a unique solution for every policy-belief-pair $(\pi, \psi)$ independent of the initial free-energy vector $F(s)$.

Proof. By introducing the matrix $P_{\pi,\psi}(s,s')$ and the vector $g_{\pi,\psi}(s)$ as

\[
P_{\pi,\psi}(s,s') := \mathbb{E}_{\pi(a|s)} \left[ \mathbb{E}_{\psi(\theta|a,s)} \left[ T_\psi(s'|a,s) \right] \right],
\]

\[
g_{\pi,\psi}(s) := \mathbb{E}_{\pi(a|s)} \left[ \mathbb{E}_{\psi(\theta|a,s)} \left[ \mathbb{E}_{T_\psi(s'|a,s)} \left[ R_{*s,a} + \gamma F(s') \right] \right] \right].
\]

Equation (14) may be expressed in compact form: $T_{\pi,\psi} F = g_{\pi,\psi} + \gamma P_{\pi,\psi} F$. By applying the mapping $T_{\pi,\psi}$ an infinite number of times on an initial free-energy vector $F$, the free-energy vector $F_{\pi,\psi}$ of the policy-belief-pair $(\pi, \psi)$ is obtained:

\[
F_{\pi,\psi} := \lim_{i \rightarrow \infty} T_{\pi,\psi}^i F = \lim_{i \rightarrow \infty} \sum_{t=0}^{i-1} \gamma^t P_{\pi,\psi}^t g_{\pi,\psi} + \gamma^i \lim_{i \rightarrow \infty} \gamma^i P_{\pi,\psi}^i F,
\]

which does no longer depend on the initial $F$. It is straightforward to show that the quantity $F_{\pi,\psi}$ is a fixed point of the operator $T_{\pi,\psi}$:

\[
T_{\pi,\psi} F_{\pi,\psi} = g_{\pi,\psi} + \gamma P_{\pi,\psi} \lim_{i \rightarrow \infty} \sum_{t=0}^{i-1} \gamma^t P_{\pi,\psi}^t g_{\pi,\psi}
\]

\[
= \gamma^0 P_{\pi,\psi}^0 g_{\pi,\psi} + \lim_{i \rightarrow \infty} \sum_{t=1}^{i} \gamma^t P_{\pi,\psi}^t g_{\pi,\psi}
\]

\[
= \lim_{i \rightarrow \infty} \sum_{t=0}^{i-1} \gamma^t P_{\pi,\psi}^t g_{\pi,\psi} + \lim_{i \rightarrow \infty} \gamma^i P_{\pi,\psi}^i g_{\pi,\psi} = F_{\pi,\psi}.
\]

Furthermore, $F_{\pi,\psi}$ is unique. Assume for this purpose an arbitrary fixed point $F'$ such that $T_{\pi,\psi} F' = F'$, then $F' = \lim_{i \rightarrow \infty} T_{\pi,\psi}^i F' = F_{\pi,\psi}$.

Proposition 2. The optimal free-energy vector $F^* = \max_{\pi} \text{ext}_{\psi} F_{\pi,\psi}$ is a unique fixed point of Bellman’s equation $F^* = B F^*$.
Proof. The proof consists of two parts where we assume $\text{ext} = \max$ in the first part and $\text{ext} = \min$ in the second part respectively. Let $\text{ext} = \max$ and $F^* = F_{\pi^*, \psi^*}$, where $(\pi^*, \psi^*)$ denotes the optimal policy-belief-pair. Then
\[
F^* = T_{\pi^*, \psi^*} F^* \leq \max_{\pi} \max_{\psi} T_{\pi, \psi} F^* =: T_{\pi^*, \psi^*} \leq F_{\pi^*, \psi^*},
\]
where the last inequality can be straightforwardly proven by induction and exploiting the fact that $P_{\pi, \psi}(s, s') \in [0, 1]$. But by definition $F^* = \max_{\pi} \max_{\psi} F_{\pi, \psi} \geq F_{\pi^*, \psi^*}$, hence $F^* = F_{\pi^*, \psi^*}$ and therefore $F' = BF'$. Furthermore, $F^*$ is unique. Assume for this purpose an arbitrary fixed point $F' = F_{\pi', \psi'}$ such that $F' = BF'$ with the corresponding policy-belief-pair $(\pi', \psi')$. Then
\[
F^* = T_{\pi^*, \psi^*} F^* \geq T_{\pi^*, \psi^*} F' \geq F_{\pi^*, \psi^*} = F',
\]
and similarly $F' \geq F^*$, hence $F' = F^*$.

Let $\text{ext} = \min$ and $F^* = F_{\pi^*, \psi^*}$. By taking a closer look at Equation (13), it can be seen that the optimization over $\psi$ does not depend on $\pi$. Then
\[
F^* = T_{\pi^*, \psi^*} F^* \geq \min_{\psi} T_{\pi^*, \psi} F^* =: T_{\pi^*, \psi^*} \geq F_{\pi^*, \psi^*}.
\]
But by definition $F^* = \min_{\psi} F_{\pi^*, \psi} \leq F_{\pi^*, \psi^*}$, hence $F^* = F_{\pi^*, \psi^*}$. Therefore it holds that $BF^* = \max_{\pi} \min_{\psi} T_{\pi, \psi} F^* = \max_{\pi} T_{\pi, \psi} F^*$ and similar to the first part of the proof we obtain
\[
F^* = T_{\pi^*, \psi^*} F^* \leq \max_{\pi} T_{\pi, \psi} F^* =: T_{\pi^*, \psi^*} \leq F_{\pi^*, \psi^*}.
\]
But by definition $F^* = \max_{\pi} F_{\pi, \psi^*} \geq F_{\pi^*, \psi^*}$, hence $F^* = F_{\pi^*, \psi^*}$ and therefore $F^* = BF^*$. Furthermore, $F_{\pi^*, \psi^*}$ is unique. Assume for this purpose an arbitrary fixed point $F' = F_{\pi', \psi'}$ such that $F' = BF'$. Then
\[
F' = T_{\pi', \psi'} F' \leq T_{\pi', \psi'} F^* \leq T_{\pi^*, \psi^*} \leq T_{\pi^*, \psi^*} F^* = F^*,
\]
and similarly $F^* \leq F'$, hence $F^* = F'$.

Theorem 2. Let $\epsilon$ be a positive number satisfying $\epsilon < \frac{\eta}{1 - \gamma}$ where $\gamma \in (0; 1)$ is the discount factor and where $u$ and $l$ are the bounds of the reward function $R_{s,a}$ such that $l \leq R_{s,a} \leq u$ and $\eta = \max\{|u|, |l|\}$. Suppose that the value iteration scheme from Algorithm 1 is run for $i = \lceil \log_{1 - \gamma}(\frac{1}{(1 - \gamma)}) \rceil$ iterations with an initial free-energy vector $F(s) = 0$ for all $s$. Then, it holds that $\max_{s} |F^*(s) - BF(s)| \leq \epsilon$, where $F^*$ refers to the unique fixed point from Theorem 1.
Proof. We start the proof by showing that the $L_\infty$-norm of the difference vector between the optimal free-energy $F^*$ and $B^iF$ exponentially decreases with the number of iterations $i$:

$$\max_s |F^*(s) - B^iF(s)| =: |F^*(s) - B^iF(s)|$$

Eq. (11)

$$\leq \max_a \left| \frac{1}{\beta} \log Z_\beta(a, s^*) - \frac{1}{\alpha} \log \rho(a | s^*) \right|$$

Eq. (12)

$$\leq \max_a \left| \frac{1}{\beta} \log Z_\beta(a, s^*) - \frac{1}{\beta} \log Z_\beta^{i+1}(a, s^*) \right|$$

Recursion

$$\leq \max_s |F^*(s) - B^{i+1}F(s)|$$

where we exploit the fact that $|\text{ext}_s f(x) - \text{ext}_s g(x)| \leq \max_s |f(x) - g(x)|$ and that the free-energy is bounded through the reward bounds $l$ and $u$ with $\eta = \max\{u, |l|\}$.

For a convergence criterion $\epsilon > 0$ such that $\epsilon = \gamma^i \frac{\eta}{1 - \gamma}$, it then holds that $i \geq \log_\gamma \frac{(1-\gamma)}{\eta}$ presupposing that $\epsilon < \frac{u}{1 - \gamma}$.

5 Experiments: Grid World

This section illustrates the proposed value iteration scheme with an intuitive example where an agent has to navigate through a grid-world. The agent starts at position $S \in S$ with the objective to reach the goal state $G \in S$ and can choose one out of maximally four possible actions $a \in \{\uparrow, \rightarrow, \downarrow, \leftarrow\}$ in each time-step. Along the way, the agent can encounter regular tiles (actions move the agent deterministically one step in the desired direction), walls that are represented as gray tiles (actions that move the agent towards the wall are not possible), holes that are represented as black tiles (moving into the hole causes a negative reward) and chance tiles that are illustrated as white tiles with a question mark (the transition probabilities of the chance tiles are unknown to the agent).

Reaching the goal $G$ yields a reward $R = +1$ whereas stepping into a hole results in a negative reward $R = -1$. In both cases the agent is subsequently teleported back
to the starting position $S$. Transitions to regular tiles have a small negative reward of $R = -0.01$. When stepping onto a chance tile, the agent is pushed stochastically to an adjacent tile giving a reward as mentioned above. The true state-transition probabilities of the chance tiles are not known by the agent, but the agent holds the Bayesian belief

$$\mu(\theta_{s,a}|a,s) = \text{Dirichlet}(\Phi_{s,a}^1, \ldots, \Phi_{s,a}^N(s)) = N(s) \prod_{i=1}^{N(s)} (\theta_{s,a}^{i})^{\Phi_{s,a}^{i}-1}$$

where transition model is denoted as $T_{\theta_{s,a}}(s'|s,a) = \theta_{s,a}^{i}$ and $\theta_{s,a} = (\theta_{s,a}^{1}, \ldots, \theta_{s,a}^{N(s)})$ and $N(s)$ is the number of possible actions in state $s$. The data is incorporated into the model as a count vector $(\Phi_{s,a}^1, \ldots, \Phi_{s,a}^N(s))$ where $\Phi_{s,a}^i$ represents the number of times that the transition $(s, a, s')$ has occurred. The prior $\rho(a|s)$ for the actions at every state is set to be uniform. An important aspect of the model is that in the case of unlimited observational data, the agent will plan with the correct transition probabilities.

We conducted two experiments with discount factor $\gamma = 0.9$ and uniform priors $\rho(a|s)$ for the action variables. In the first experiment, we explore and illustrate the agent’s planning behavior under different degrees of computational limitations (by varying $\alpha$) and under different model uncertainty attitudes (by varying $\beta$) with fixed uniform beliefs $\mu(\theta|a,s)$. In the second experiment, the agent is allowed to update its beliefs $\mu(\theta|a,s)$ and use the updated model to re-plan its strategy.

5.1 The Role of the Parameters $\alpha$ and $\beta$ on Planning

Figure 1 shows the solution to the variational free energy problem that is obtained by iteration until convergence according to Algorithm 1 under different values of $\alpha$ and $\beta$. In particular, the first row shows the free energy function $F^*(s)$ (Eq. (6)). The second, third and fourth row show heat maps of the position of an agent that follows the optimal policy (Eq. (12)) according to the agent’s biased beliefs (plan) and to the actual transition probabilities in a friendly and unfriendly environment, respectively. In chance tiles, the most likely transitions in these two environments are indicated by arrows where the agent is teleported with a probability of 0.999 into the tile indicated by the arrow and with a probability of 0.001 to a random other adjacent tile.

In the first column of Fig. 1 it can be seen that a stochastic agent ($\alpha = 3.0$) with high model uncertainty and optimistic attitude ($\beta = 400$) has a strong preference for the broad corridor in the bottom by assuming favorable transitions for the unknown chance tiles. This way the agent also avoids the narrow corridors that are unsafe due to the stochasticity of the low-$\alpha$ policy. In the second column of Fig. 1 with low $\alpha = 3$ and high model uncertainty with pessimistic attitude $\beta = -400$, the agent strongly prefers the upper broad corridor because unfavorable transitions are assumed for the chance tiles. The third column of Fig. 1 shows a very pessimistic agent ($\beta = -400$) with high precision ($\alpha = 11$) that allow the agent to safely choose the shortest distance by selecting the upper narrow corridor without risking any tiles with unknown transitions. The fourth column of Fig. 1 shows a very optimistic agent ($\beta = 400$) with high precision. In this case the agent chooses the shortest distance by selecting the bottom narrow corridor that includes two chance tiles with unknown transition.
Fig. 1. The four different rows show free energy values and heat-maps of planned trajectories according to the agent’s beliefs over state-transitions in chance tiles, heat-maps of real trajectories in a friendly environment and in an unfriendly environment respectively. The Start-position is indicated by S and the goal state is indicated by G. Black tiles represent holes with negative reward, gray tiles represent walls and chance tiles with a question mark have transition probabilities unknown to the agent. The white tiles with an arrow represent the most probable state-transition in chance tiles (as specified by the environment). Very small arrows in each cell encode the policy $\pi(a|s)$ (the length of each arrow encodes the probability of the corresponding action under the policy, highest probability action is indicated as a red arrow). The heat map is constructed by normalizing the number of visits for each state over 20000 steps, where actions are sampled from the agent’s policy and state-transitions are sampled according to one of three ways: the second row according to the agent’s belief over state-transitions $\psi(\theta|a, s)$, in the third and fourth row according to the actual transition probabilities of a friendly and an unfriendly environment respectively. Different columns show different $\alpha$ and $\beta$ cases.
5.2 Updating the Bayesian Posterior $\mu$ with Observations from the Environment

Similar to model identification adaptive controllers that perform system identification while the system is running [20], we can use the proposed planning algorithm also in a reinforcement learning setup by updating the Bayesian beliefs about the MDP while executing always the first action and replanning in the next time step. During the learning phase, the exploration is governed by both factors $\alpha$ and $\beta$, but each factor has a different influence. In particular, lower $\alpha$-values will cause more exploration due to the inherent stochasticity in the agent’s action selection, similar to an $\epsilon$-greedy policy. If $\alpha$ is kept fixed through time, this will of course also imply a “suboptimal” (i.e. bounded optimal) policy in the long run. In contrast, the parameter $\beta$ governs exploration of states with unknown transition-probabilities more directly and will not have an impact on the agent’s performance in the limit, where sufficient data has eliminated model uncertainty. We illustrate this with simulations in a grid-world environment where the agent is allowed to update its beliefs $\mu(\theta|a,s)$ over the state-transitions every time it enters a chance tile and receives observation data acquired through interaction with the environment—compare left panels in Figure 2. In each step, the agent can then use the updated belief-models for planning the next action.

![Figure 2](image)

**Fig. 2.** The effect of $\alpha$ and $\beta$ when updating beliefs over 300 interaction steps with the environment. The four panels on the left show the grid-world environment and the pertaining optimal policy if the environment is known. The lower left panels show paths that the agent could take depending on its attitude towards model uncertainty. The panels on the right show the number of acquired data points, that is the number of times a chance tile is entered, and the average reward (bottom panels) for fixed $\alpha$ (varying $\beta$) or fixed $\beta$ (varying $\alpha$). The average reward at each step is computed as follows. Each time the agent observes a state-transition in a chance tile and updates its belief model, $10$ runs of length 2000 steps are sampled (using the agent’s current belief model). The average reward (bold lines) and standard-deviation (shaded areas) across these 10 runs are shown in the figure.
Figure 2 (right panels) shows the number of data points acquired (each time a chance tile is visited) and the average reward depending on the number of steps that the agent has interacted with the environment. The panels show several different cases: while keeping $\alpha = 12.0$ fixed we test $\beta = (0.2, 5.0, 20.0)$ and while keeping $\beta = 0.2$ fixed we test $\alpha = (5.0, 8.0, 12.0)$. It can be seen that lower $\alpha$ leads to better exploration, but it can also lead to lower performance in the long run—see for example rightmost bottom panel. In contrast, optimistic $\beta$ values can also induce high levels of exploration with the added advantage that in the limit no performance detriment is introduced. However, high $\beta$ values can in general also lead to a detrimental persistence with bad policies, as can be seen for example in the superiority of the low-$\beta$ agent at the very beginning of the learning process.

6 Discussion and Conclusions

In this paper we are bringing two strands of research together, namely research on information-theoretic principles of control and decision-making and robustness principles for planning under model uncertainty. We have devised a unified recursion principle that extends previous generalizations of Bellman’s optimality equation and we have shown how to solve this recursion with an iterative scheme that is guaranteed to converge to a unique optimum. In simulations we could demonstrate how such a combination of information-theoretic policy and belief constraints that reflect model uncertainty can be beneficial for agents that act in partially unknown environments.

Most of the research on robust MDPs does not consider information-processing constraints on the policy, but only considers the uncertainty in the transition probabilities by specifying a set of permissible models such that worst-case scenarios can be computed in order to obtain a robust policy [11,12]. Recent extensions of these approaches include more general assumptions regarding the set properties of the permissible models and assumptions regarding the data generation process [13]. Our approach falls inside this class of robustness methods that use a restricted set of permissible models, because we extremize the biased belief $\psi(\theta|a, s)$ under the constraint that it has to be within some information bounds measured by the Kullback-Leibler divergence from a reference Bayesian posterior. Contrary to these previous methods, our approach additionally considers robustness arising from the stochasticity in the policy.

Information-processing constraints on the policy in MDPs have been previously considered in a number of studies [3,21,22,17], however not in the context of model uncertainty. In these studies a free energy value recursion is derived when restricting the class of policies through the Kullback-Leibler divergence and when disregarding separate information-processing constraints on observations. However, a small number of studies has considered information-processing constraints both for actions and observations. For example, Polani and Tishby [8] and Ortega and Braun [6] combine both kinds of information costs. The first cost formalizes an information-processing cost in the policy and the second cost constrains uncertainty arising from the state transitions directly (but crucially not the uncertainty in the latent variables). In both information-processing constraints the cost is determined as a Kullback-Leibler divergence with respect to a reference distribution. Specifically, the reference distribution in [8] is given
by the marginal distributions (which is equivalent to a rate distortion problem) and in [6] is given by fixed priors. The Kullback-Leibler divergence costs for the observations in these cases essentially correspond to a risk-sensitive objective. While there is a relation between risk-sensitive and robust MDPs [23][24][25], the innovation in our approach is at least twofold. First, it allows combining information-processing constraints on the policy with model uncertainty (as formalized by a latent variable). Second, it provides a natural setup to study learning.

The algorithm presented here and Bayesian models in general [9] are computationally expensive as they have to compute possibly high-dimensional integrals depending on the number of allowed transitions for action-state pairs. However, there have been tremendous efforts in solving unknown MDPs efficiently, especially by sampling methods [26][27][28]. An interesting future direction to extend our methodology would therefore be to develop a sampling-based version of Algorithm 1 to increase the range of applicability and scalability [29]. Moreover, such sampling methods might allow for reinforcement learning applications, for example by estimating free energies through TD-learning [30], or by Thompson sampling approaches [31][32] or other stochastic methods for adaptive control [20].
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