Concentration bounds for SSP Q-learning for average cost MDPs
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Abstract—We derive a concentration bound for a Q-learning algorithm for average cost Markov decision processes based on an equivalent shortest path problem, and compare it numerically with the alternative scheme based on relative value iteration.

I. INTRODUCTION

Q-learning, introduced originally for the discounted cost Markov decision processes in [1], is a data-driven reinforcement learning algorithm for learning the ‘Q-factor’ function arising from the dynamic programming equation for the infinite horizon discounted reward problem. It can be viewed as a stochastic approximation counterpart of the classical value iteration for computing the value function arising as the solution of the corresponding dynamic programming equation. Going over from value function to the so called Q-factors facilitates an interchange of the conditional expectation and the nonlinearity (the minimization, to be precise) in the recursion, making it amenable for stochastic approximation. These ideas, however, do not extend automatically to the average cost problem, which is harder to analyze even when the model (i.e., the controlled transition probabilities) is readily available. The reason for this is the non-contractive nature of the associated Bellman operator. This extension was achieved in [2] in two different ways. The first, called RVI Q-learning, is a stochastic approximation counterpart of the ‘relative value iteration’ (or RVI) algorithm for average cost [3] and is close in spirit to the original. However, there is another algorithm dubbed SSP Q-learning based on an alternative scheme due to Bertsekas [4], which does involve a contraction under a weighted max-norm. Motivated by a recent paper on concentration for stochastic approximation in [5], we present here a similar concentration for the SSP Q-learning exploiting its explicitly contractive nature, something that is missing in RVI, leading to non-trivial technical issues in providing finite time guarantees for it (see, e.g., [6]). We also provide an empirical comparison between the two with suggestive outcomes.

Section II builds up the background and section III states the key assumptions and the main result. Its proof follows in section IV. Section V describes the numerical experiments.
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II. BACKGROUND

A. Preliminaries

We consider a controlled Markov chain $\{X_n\}$ on a finite state space $S = \{1, 2, \ldots, d\}$ with a finite action space $U = \{u_1, \ldots, u_r\}$ and transition probabilities $p(j|i, u) = \text{the probability of transition from } i \text{ to } j \text{ under action } u$ for $i, j \in S, u \in U$. Associated with this transition is a “running cost” $k : S \times U \rightarrow \mathcal{R}$ and the aim is to choose actions $\{Z_n\}$ non-anticipatively (i.e., conditionally independent of the future state trajectory given past states and actions) so as to minimize the “average cost”

$$\limsup_{n \rightarrow \infty} \frac{1}{n} \sum_{m=0}^{n-1} E[k(X_m, Z_m)].$$

We shall be interested in “stationary policies” wherein $Z_n = v(X_n)$ for a map $v : S \rightarrow U$. It is known that an optimal stationary policy exists under the following “unichain” condition which we assume throughout: under any stationary policy the chain has a single communicating class containing a common state (say, $i_0$). The dynamic programming equation for the above problem is [3]

$$V(i) = \min_u \left[ k(i, u) + \sum_{j \in S} p(j|i, u)V(j) - \beta \right].$$

The unknowns are $V(\cdot), \beta$ where $\beta$ is uniquely characterized as the optimal average cost. $V(\cdot)$ is only unique up to an additive constant. The associated “Q-factor” is

$$Q(i, u) = \left[ k(i, u) + \sum_{j \in S} p(j|i, u) \min_v Q(j, v) - \beta \right].$$

The aim is to get these Q-factors even when we do not know the transition probabilities, but have access to a black box which can generate random variables according to the above transition probabilities.

B. SSP Q-learning

Recall the stochastic shortest path problem. Let $S = S_0 \cup T$ with $S_0 \cap T = \emptyset$ and $i_0 \in T$. The objective is to minimize

$$E\left[ \sum_{n=1}^{\tau-1} k(X_n, Z_n) + h(X_\tau) \right]$$

where $h : S \times U \rightarrow \mathcal{R}$ is the terminal cost and $\tau := \min\{n \geq 0 : X_n \in T\}$. Under our assumptions, $\tau < \infty$ a.s., in fact $E[\tau] < \infty$. The dynamic programming equation to solve this problem is given by

$$V(i) = \min_u \left[ k(i, u) + \sum_{j \in S} p(j|i, u)V(j) \right] \quad \forall i \in S_0,$$

$$V(i) = h(i) \quad \forall i \in T.$$
As observed in [7], the map \(\Gamma(\cdot)\) is a projection operator onto the interval \([0,1]\) with negative slope. Thus \(V(\cdot)\), being the lower envelope thereof, is piecewise linear with finitely many linear pieces and concave decreasing in \(\lambda\) for each component. When we replace \(\lambda\) by \(\beta\) and force \(V(i_0) = 0\), we recover (2). This suggests the coupled iterations

\[
V_{k+1}(i) = \min_{j \in S, j \neq i_0} \left[ k(i, u) + \sum_{j \in S, j \neq i_0} p(j|i, u) V(j) - \lambda_k \right],
\]

\[
\lambda_{k+1} = \lambda_k + a(n) V(i_0).
\]

The SSP Q-learning scheme for the above problem is [2]

\[
Q_{n+1}(i, u) = Q_n(i, u) + a(n) I \left\{ X_n = i, Z_n = u \right\} \left\{ k(i, u) + \min_v Q_n(X_{n+1}, v) I \{ X_{n+1} \neq i_0 \} - \lambda_n - Q_n(i_0, u) \right\},
\]

\[
\lambda_{n+1} = \Gamma(\lambda_n + a'(n) f(Q_n)),
\]

where \(\Gamma(\cdot)\) is a projection operator onto the interval \([-g, g]\) with \(g\) chosen so as to satisfy \(\beta \in (-g, g)\). Although this assumes some prior knowledge of \(\beta\), that can be obtained by a bound on \(k(\cdot, \cdot)\). This also ensures that (14) below holds. We rewrite the above equations as follows

\[
Q_{n+1}(i, u) = Q_n(i, u) + a(n) [F^{i,n}(Q_n, (X_n, Z_n), \lambda_n) - M^i_{n+1}(Q_n)],
\]

\[
\lambda_{n+1} = \Gamma(\lambda_n + a'(n) f(Q_n)),
\]

and

\[
F^{i,n}(Q_n, (X_n, Z_n), \lambda_n) = I \{ X_n = i, Z_n = u \} \{ k(i, u) + \sum_{j \neq i_0} p(j|i, u) \min_v Q_n(j, v) - \lambda_n \},
\]

\[
M^i_{n+1}(Q_n) = I \left\{ X_n = i, Z_n = u \right\} \left\{ \min_v Q_n(X_{n+1}, v) - I \{ X_{n+1} \neq i_0 \} - \sum_{j \neq i_0} p(j|i, u) \min_v Q_n(j, v) \right\},
\]

\[
f(Q_n) = \min_u Q(i_0, u).
\]

As observed in [7], the map \(F(\cdot, \cdot, \cdot)\) is a contraction for a fixed \(\lambda\) under a certain weighted max-norm

\[
\| x \| := \max_{i \in S} |w_i x_i|, \quad x \in \mathbb{R}^d,
\]

for an appropriate weight vector \(w = [w_1, \ldots, w_d], w_i > 0\).
We also assume that the map $x \mapsto F^i(x, i, \lambda)$ is Lipschitz (w.l.o.g., uniformly in $i$ and $\ell$). Let the common Lipschitz constant be $L_0 > 0$, i.e.,
\[ |F^\ell(x, i, \lambda) - F^\ell(z, i, \lambda)| \leq L_0 |x - z|, \quad \forall i \in S, \ell \in \{1, \ldots, d\}, x, z \in \mathbb{R}^d. \]

We assume that $F$ is concave piecewise linear and decreasing in $\lambda$. Furthermore, $F_n(x, Y_n, \lambda) := F(x, Y_n, \lambda) + M_{n+1}(x)$ is assumed to satisfy
\[ \|F_n(x, Y_n, \lambda)\| \leq K + \alpha\|x\| \text{ a.s.} \quad (14) \]

- Moreover, we assume that $f(x^*(\lambda))$ is Lipschitz with Lipschitz constant $L_0 > 0$: for all $\lambda_1, \lambda_2 \in \mathcal{R}$
\[ |f(x^*(\lambda_1)) - f(x^*(\lambda_2))| \leq L_0 |x^*(\lambda_1) - x^*(\lambda_2)|. \quad (15) \]

- $a(n) \geq 0$ is a sequence of stepsizes satisfying
\[ a(n) \to 0, \quad \sum_{n \geq 0} a(n) = \infty, \quad (16) \]

and is assumed to be eventually non-increasing, i.e., there exists $n^* \geq 1$ such that $a(n+1) \leq a(n) \forall n \geq n^*$. Since $a(n) \to 0$, there exists $n_1$ such that $a(n) < 1$ for all $n > n_1$. We further assume that $a(n) = \Omega(1/n)$. So, $a(n) \geq \frac{1}{n}$ for all $n \geq n_1$ for some $n_1$ and $d_1 > 0$. We also assume that there exists $0 < d_2 \leq 1$ such that $a(n) = \Theta\left(\frac{1}{n^{d_2}}\right)$, i.e., $a(n) \leq d_2 \left(\frac{1}{n}\right)^{d_2}$ for all $n \geq n_2$ for some $n_2$ and $d_3 > 0$. Larger values of $d_1$ and $d_2$ and smaller values of $d_3$ improve the main result presented below. The role this assumption plays in our bounds will become clear later. Define $N := \max\{n^*, n_1, n_2\}$, i.e., $a(N) < 1$, $a(n)$ is non-increasing after $N$ and $\frac{1}{n} \leq a(n) \leq d_3 \left(\frac{1}{n}\right)^{d_2}$, $\forall n \geq N$. Also, it is assumed that the sequence $\epsilon(n) = a'(n)\frac{n}{a(n)} \to 0$, i.e., $a'(n) = o(a(n))$.

For $n \geq 0$, we further define:
\[ b_k(n) = \sum_{m=k}^{n} a(m), \quad 0 \leq k \leq n < \infty, \]
\[ b'_k(n) = \sum_{m=k}^{n} a'(m), \quad 0 \leq k \leq n < \infty, \]
\[ \beta_k(n) = \left\{ \begin{array}{ll} \frac{1}{n^{d_2}}, & \text{if } d_1 \leq d_2 \\ \frac{1}{n^{d_2}}, & \text{otherwise}, \end{array} \right. \]
\[ \kappa(d) = \|1\|, \quad \kappa(1) := [1, 1, \ldots, 1]^T \in \mathbb{R}^d, \quad d \geq 1, \]
\[ \epsilon(n) = \sup_{m \geq n} \epsilon(m). \]

Our main result is a follows:

**Theorem 1:** (a) Let $n_0 \geq N$. Then there exist finite positive constants $c_1$, $c_2$, $c_3$ and $D$, depending on $\|x_N\|$, such that for $\delta > 0$, $n \geq n_0$ and $C = e^{K_1(d)(K_1(1+\|x_N\| + \frac{1}{\alpha})+c_1)}$, the inequality
\[ \|x_n - x^*(\lambda_n)\| \leq e^{-(\alpha-\delta)a(n_0)}\|x_n - x^*(\lambda_{n_0})\| + \frac{\delta + a(n_0)c_1 + \epsilon(n_0)c_3}{1 - \alpha} \]
holds with probability exceeding
\[ 1 - 2d \sum_{n=0}^{n_0} e^{-D\delta^2/\beta_a(n)}, 0 < \delta \leq C, \quad (17) \]

\[ 1 - 2d \sum_{n=n_0+1}^{n} e^{-D\delta^2/\beta_a(n)}, \delta > C \quad (18) \]

(b) There exist finite constants $c_4$, $c_5$ and an $N' \geq N$ large enough such that for $n \geq n_0 \geq N'$, the inequality
\[ |\lambda_n - \beta| \leq |\lambda_n - \beta|e^{-(\alpha-\delta)a(n_0)} \]
holds with probability exceeding
\[ 1 - 2d \sum_{n=n_0+1}^{n} e^{-D\delta^2/\beta_a(n)}, 0 < \delta \leq C, \quad (21) \]
\[ 1 - 2d \sum_{n=n_0+1}^{n} e^{-D\delta^2/\beta_a(n)}, \delta > C \quad (22) \]

**IV. PROOF**

We begin with a lemma adapted from [5].

**Lemma 1:** $\sup_{n \geq N} \|x_n\| \leq \|x_N\| + \frac{K}{1-\alpha}$, a.s.

**Proof:** Using (14), we have
\[ \|x_{n+1}\| = \|(1-a(n))x_n + a(n)\hat{F}_n(x_n, Y_n, \lambda_n)\| \]
\[ \leq (1-a(n))\|x_n\| + a(n)(K + \alpha\|x_n\|) \]
\[ = (1-a(n))\|x_n\| + a(n)K. \]

For $n, m \geq N$, define $\psi(n, m) := \prod_{k=m}^{-1}(1 - (1-\alpha)a(k))$ if $n > m$ and 1 otherwise. Note that, since $a(N) < 1$, $0 \leq \psi(n, m) \leq 1$ for all $n, m \geq N$. Then
\[ \|x_{n+1}\| - \frac{K}{1-\alpha} \leq (1-\alpha)a(n) \left(\|x_n\| - \frac{K}{1-\alpha}\right). \]

Now $\|x_N\| \leq \|x_N\| + \frac{K}{1-\alpha} = \psi(N, N)\|x_K\| + \frac{K}{1-\alpha}$. Suppose
\[ \|x_n\| \leq \psi(n, N)\|x_N\| + \frac{K}{1-\alpha} \]
for some $n \geq N$. Then,
\[ \|x_{n+1}\| - \frac{K}{1-\alpha} \leq (1-\alpha)a(n) \left(\psi(n, N)\|x_N\|\right) \]
\[ + \frac{K}{1-\alpha} \leq \psi(n+1, N)\|x_N\| \]
By induction, (23) holds for all $n \geq N$, which completes the proof of Lemma. 

---

1Observe that we do not require the classical square-summability condition in stochastic approximation, viz., $\sum_{n} a(n)^2 < \infty$. This is because the contractive nature of our iterates gives us an additional handle on errors by putting less weight on past errors. A similar effect was observed in [8].
A. Concentration bound for the first iteration

Define $z_{n_0} = x_{n_0}$ and for $n > n_0$:

$$z_{n+1} = z_n + a(n)(\sum_{i \in S} \pi_{x_n}(i)F(z_n, i, \lambda_n) - z_n), \quad (24)$$

$$\lambda_{n+1} = \Gamma(\lambda_n + a'(n)f(x_n)), n \geq 0. \quad (25)$$

We use the following theorem adapted from [5], which gives a concentration inequality for the stochastic approximation algorithm with Markov noise.

**Theorem 2:** Let $n_0 \geq N$. Then there exist finite constants $c_1, c_2, D > 0$, depending on $\|x_N\|$, such that for $\delta > 0$, $n \geq n_0$ and $C = e^{k|\delta|}(\alpha + 1 + |\lambda| + c_1 + c_2)$, the inequality

$$\|x_n - z_n\| \leq \frac{\delta + a(n_0)c_1}{1 - \alpha}, \quad n \geq n_0, \quad (26)$$

holds with probability exceeding

$$1 - 2d \sum_{m=n_0+1}^{n} e^{-D\delta^2/\beta_n(m)}, 0 < \delta \leq C, \quad (27)$$

$$1 - 2d \sum_{m=n_0+1}^{n} e^{-D\delta/\beta_n(m)}, \delta > C. \quad (28)$$

Since $F(x^*(\lambda_n), i, \lambda_n) = x^*(\lambda_n)$, we have

$$z_{n+1} - x^*(\lambda_{n+1}) = (1 - a(n))(z_n - x^*(\lambda_n)) + a(n)(\sum_{i \in S} \pi_{x_n}(i)(F(z_n, i, \lambda_n) - F(x^*(\lambda_n), i, \lambda_n)))$$

$$+ \frac{1}{a(n)}(x^*(\lambda_n) - x^*(\lambda_{n+1})). \quad (29)$$

Since the map $\lambda \rightarrow F$ is piecewise linear and concave decreasing, and therefore so is the map $\lambda \rightarrow x^*(\lambda)$. By [3] and [13], we have the following lemma.

**Lemma 2:** $\|x^*(\lambda_{n+1}) - x^*(\lambda_n)\| \leq Lx|x_{n+1} - \lambda_n|$

**Proof:** From the definition of $x^*(\cdot)$, we have

$$\|x^*(\lambda_{n+1}) - x^*(\lambda_n)\| = \sum_{i \in S} \pi(i)(F(x^*(\lambda_n), i, \lambda_n) - F(x^*(\lambda_{n+1}), i, \lambda_{n+1}))$$

We have suppressed the subscript of $\pi$, which irrelevant by virtue of [13]. Let $e_i \in \mathbb{R}^d$ denote the standard basis vectors. Then the r.h.s. in the above can be written as

$$\|\sum_{i \in S} \pi(i)(F(x^*(\lambda_n), i, \lambda_n) - F(x^*(\lambda_{n+1}), i, \lambda_{n+1}))\|$$

$$= \|\sum_{i \in S} \pi(i)(F(x^*(\lambda_n), i, \lambda_n) - F(x^*(\lambda_{n+1}), i, \lambda_{n+1})) + e_i(\lambda_{n+1} - \lambda_n)\|$$

$$\leq \|\sum_{i \in S} \pi(i)(F(x^*(\lambda_n), i, \lambda_{n+1}) - F(x^*(\lambda_{n+1}), i, \lambda_{n+1}))\|$$

$$+ \|\sum_{i \in S} \pi(i)e_i(\lambda_{n+1} - \lambda_n)\|$$

$$\leq \alpha\|x^*(\lambda_{n+1}) - x^*(\lambda_n)\| + |\lambda_{n+1} - \lambda_n|\|\sum_{i \in S} \pi(i)e_i\|.$$
\[ \psi(m + 1, m + 1) = \frac{1}{1 - \alpha}. \]

This implies that
\[ \sum_{k=n_0}^{m} \psi(m + 1, k + 1) a(k) \leq \frac{1}{1 - \alpha}. \] (35)

Hence
\[ \sum_{m=n_0}^{n} \psi(n + 1, m + 1) a(m) \leq \frac{\varepsilon(n_0)}{1 - \alpha}. \] (36)

Combining the above,
\[ \|z_{n+1} - x^*(\lambda_{n+1})\| \leq e^{-(1 - \alpha)|h_{u_0}(n)|} \|x_{n_0} - x^*(\lambda_{n_0})\| + \frac{K'\varepsilon(n_0)}{1 - \alpha}. \] (37)

Combining (37) with Theorem 2 yields Theorem 1a).

B. Concentration bound for the second iteration

The second iteration is given by
\[ \lambda_{n+1} = \Gamma(\lambda_{n} + a'(n) f(x)). \] (38)

Let \( \xi_n = f(x_n) - f(x^*(\lambda_n)) \). Subtracting \( \beta \) from both sides, we get:
\[ \lambda_{n+1} - \beta = \Gamma(\lambda_{n} + a'(n) f(x^*(\lambda_n))) + a'(n) (f(x_n) - f(x^*(\lambda_n))) - \beta \]
\[ = \Gamma(\lambda_{n} + a'(n) f(x^*(\lambda_n)) + a'(n) \xi_n) - \beta. \] (39)

Since the map \( \lambda \rightarrow x^*(\lambda) \) is concave decreasing and piecewise linear, we have for some constant \( 0 < L_5 \leq L_0 \) such that
\[ -L_0(\lambda_1 - \lambda_2) \leq f(x^*(\lambda_1)) - f(x^*(\lambda_2)) \leq -L_5(\lambda_1 - \lambda_2) \]

Replace \( \lambda_1 \) by \( \lambda_{n} \) and \( \lambda_2 \) by \( \beta \). Since \( f(x^*(\beta)) = 0 \):
\[ -L_0(\lambda_{n} - \beta) \leq f(x^*(\lambda_{n})) \leq -L_5(\lambda_{n} - \beta) \]

Thus,
\[ \Gamma(\lambda_{n} - a'(n) L_0(\lambda_{n} - \beta) + a'(n) \xi_n) - \beta \leq \lambda_{n+1} - \beta \leq \Gamma(\lambda_{n} - a'(n) L_5(\lambda_{n} - \beta) + a'(n) \xi_n) - \beta \]
\[ |\lambda_{n+1} - \beta| \leq \max(\{\Gamma(\lambda_{n} - a'(n) L_0(\lambda_{n} - \beta) + a'(n) \xi_n) - \beta, \Gamma(\lambda_{n} - a'(n) L_5(\lambda_{n} - \beta) + a'(n) \xi_n) - \beta\}) \] (40)

Using the fact that \( \Gamma(\beta) = \beta \) along with the non-expansive property of \( \Gamma(\cdot) \), we have:
\[ |\lambda_{n+1} - \beta| \leq \max(\{0, \Gamma(\lambda_{n} - a'(n) L_0(\lambda_{n} - \beta) + a'(n) \xi_n), L_0(\lambda_{n} - \beta) + a'(n) \xi_n\}) \]
\[ \leq \max(\{0, \Gamma(\lambda_{n} - a'(n) L_5(\lambda_{n} - \beta) + a'(n) \xi_n), L_5(\lambda_{n} - \beta) + a'(n) \xi_n\}) \]
\[ \leq (1 - a'(n) L_5) |\lambda_{n} - \beta| + a'(n) |\xi_n|, \ n \geq \hat{n}. \]

Iterating the above inequality for \( \hat{n} \leq m \leq n \), we get:
\[ |\lambda_{n+1} - \beta| \leq \left| \lambda_{\hat{n}} - \beta \right| \prod_{m=\hat{n}}^{n} (1 - a'(m) L_5)) \]
\[ + \sum_{m=\hat{n}}^{n} (\prod_{k=m+1}^{n} (1 - L_5 a'(k))) a'(m) |\xi_m|. \] (41)

Notice that
\[ |\xi_m| = |f(x_m) - f(x^*(\lambda_m))| \leq L_4 \|x_m - x^*(\lambda_m)\|. \]

Using this and the first part of the proof we can bound each \( |\xi_m| \) with a term similar to r.h.s. of Theorem 1a). Using the same analysis as used for deriving (35), one can verify that
\[ \sum_{m=\hat{n}}^{n} (\prod_{k=m+1}^{n} (1 - L_5 a'(k))) a'(m) \leq \frac{1}{L_5}. \]

This leads us to
\[ |\lambda_{n+1} - \beta| \leq (1 - (1 - \alpha) L_5 b'(n)) L_5 \left( e^{-(1 - \alpha)|h_{u_0}(n)|} \|x_{n_0} - x^*(\lambda_{n_0})\| + \frac{\delta + a(\hat{n}) c_1 + \varepsilon(\hat{n}) c_2}{1 - \alpha} \right) \] (42)

holds with probability exceeding
\[ 1 - 2d \sum_{m=\hat{n}+1}^{n} e^{-Dd/\beta_{u_0}(m)}, 0 < \delta \leq c, \]
\[ 1 - 2d \sum_{m=\hat{n}+1}^{n} e^{-Dd/\beta_{u_0}(m)}, \delta > c \]

where we applied union bound to get the probability. This completes the proof of Theorem 1b).

V. COMPARISON WITH RVI Q-LEARNING AND SIMULATION RESULTS

A. RVI Q-learning

The algorithm for RVI Q-learning is given by [2]
\[ Q_{n+1}(i, u) = k(i, u) + \sum_{j \in S} p(j|i, u) \min_{v} Q_{n}(j, v) - Q_{n}(i_0, u_0) \] (45)

with \( i_0 \in S, u_0 \in A \) prescribed. The purpose of subtracting the scalar “offset” \( Q_{n}(i_0, u_0) \) from each component on the r.h.s. of (45) is to keep the iterations stable—recall that \( Q(\cdot, \cdot) \) is specified anyway only up to an additive constant. It turns out that \( Q(i_0, u_0) \rightarrow \beta \). The asynchronous RVI Q-learning algorithm is
\[ Q_{n+1}(i, u) = Q_{n}(i, u) + a(n) I\{X_{n} = i, Z_{n} = u\} \{k(i, u) \]
\[ + \min_{v} Q_{n}(X_{n+1}, v) - Q_{n}(i_0, u_0) - Q_{n}(i, u)\}. \] (46)

Under some additional conditions such as aperiodicity and comparably frequent updates of all components, the above converges to a unique \( Q(\cdot, \cdot) \) with \( Q(i_0, u_0) = \beta \) [2].
B. Simulation experiments

We took two controlled Markov chains with 20 states and 5 actions in each state as examples. Fig. 1a corresponds to the first, while Fig. 1b corresponds to the second. We wanted Markov chains which are irreducible under any policy and the easiest way to generate such a chain is to generate a random transition matrix with each element drawn randomly from the interval \([0, 1]\) with a high probability, and then normalize the rows. For the second example, after getting the random matrix, we changed 50% of the entries to 0 except the entries corresponding to \(p(i|0, u)\) and \(p(0|i, u)\) for all \(i \in S, u \in U\), and then normalized the rows. This yielded an irreducible matrix for the two examples. For running both algorithms, we used the same step size of \(a(n) = \frac{1}{\lceil \frac{n}{50} \rceil}\) and 
\[a'(1.5|S||U|n) = \frac{1}{\lceil \frac{n}{50} \rceil} \log((\frac{1.5|S||U|n})^{\frac{1}{\lambda_n}})\]
with \(\lambda_n\) not being updated for \(n\) that are not multiples of 1.5|S||U|. The reason for choosing these step sizes was relatively fast rate of convergence for both algorithms and less noisy and clear plots.

Since we had the access to the transition matrices, we first obtained the actual value of the desired \(Q^*\) for each algorithm using value iteration. Then we ran the asynchronous version of both algorithms and stored the \(l_2\)-norm error relative to this \(Q^*\). While explicit contractiveness of the SSP scheme with respect to a certain norm (as opposed to non-expansiveness of RVI) might lead us to expect better convergence for SSP, the preliminary experiments reported here indicate otherwise. RVI was quick to converge, whereas SSP had initially oscillatory behaviour which died down after some time and it caught up with RVI. This appears to be due to the high sensitivity of \(f(Q_n)\) to \(\lambda\) which is updated on a slower time scale. However, this effect is significantly subdued in the second example. These and another set of similar examples (not reported here) suggest that if the graph of the MDP is well-connected, suggesting rapid mixing under a stationary policy, it favours RVI over SSP and this advantage diminishes as the connectivity becomes sparser. This, however, needs more extensive experiments and theoretical study.

A further future research direction is to combine either scheme with suitable function approximation.
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