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Abstract

We show that a product subsystem of a time ordered system (that is, a product system of 
time ordered Fock modules), though type I, need not be isomorphic to a time ordered pro-
duct system. In that way, we answer an open problem in the classification of CP-semigroups 
by product systems. We define spatial strongly continuous CP-semigroups on a unital 
$C^*$–algebra and characterize them as those that have a Christensen-Evans generator.

1 Introduction

Quantum dynamics deals with $E_0$–semigroups (that is, semigroups of unital endomorphisms 
of a $C^*$ or von Neumann algebra) or, more generally, CP-semigroups (that is, semigroups of 
completely positive maps), and tries to classify them in terms of product systems.

Let $H$ denote a Hilbert space. Product systems of Hilbert spaces (Arveson systems for short), 
$E_0$–semigroups on $\mathcal{B}(H)$, and CP-semigroups on $\mathcal{B}(H)$ are intimately related among each other. 
For all three there is a notion of spatiality; spatial Arveson systems (Arveson [Arv89a]), spatial 
$E_0$–semigroups (Powers [Pow87]), and spatial CP-semigroups (Arveson [Arv97]). It is well 
known that these properties are equivalent, when suitably formulated.

There is a similar relation between product systems of correspondences (that is, Hilbert 
bimodules) over a $C^*$–algebra $\mathcal{B}$, $E_0$–semigroups acting on the algebra $\mathcal{B}^a(E)$ of adjointable 
operators on a Hilbert $\mathcal{B}$–module $E$, and CP-semigroups on $\mathcal{B}$. Generalizing Powers definition 
to $\mathcal{B}^a(E)$, spatial $E_0$–semigroups correspond to spatial product systems (Skeide [Ske06]). A 
similar analysis for spatial CP-semigroups and their product systems is missing.
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In these notes we define spatial CP-semigroups on a unital $C^*$–algebra $B$ in analogy to Arveson’s definition: A CP-semigroup $T = (T_t)_{t \in \mathbb{R}_+}$ on $B$ is spatial, if there exists a continuous semigroup $c = (c_t)_{t \in \mathbb{R}_+}$ in $B$ such that for all $t \in \mathbb{R}_+$ the map $T_t - c_t^* \bullet c_t$ on $B$ is completely positive; see Section 4. It turns out that CP-semigroups are spatial if and only if their associated product system, the GNS-system, embeds into a spatial one (Theorem 4.4). By a counter example in the central Section 3 we show that this result cannot be improved. Another important result is that a CP-semigroup is spatial if and only if its generator has Christensen-Evans form (Corollary 4.7). Actually, our counter example in Section 3 shows more: Even if a subsystem of a product system of time ordered Fock modules is generated by a single continuous unit, then it need not be isomorphic to a product system of time ordered Fock modules. This is in sharp contrast with the Hilbert space case. Indeed, well-known results assert that a subsystem of a type I product system of Hilbert spaces is type I, too, and that a type I system is isomorphic to a product systems of symmetric Fock spaces. Even worse, in Theorem 4.8 we show that a type I product system need not be contained in a product system of time ordered Fock modules. These are important results in the classification of product systems.

We would like to thank the referee for having encouraged this revision, making these notes more self-contained. This also gave us the occasion to illustrate in some places how, meanwhile, the notions and results of these notes have been applied and generalized into several directions. The most important of these results is that spatial CP-semigroups on a von Neumann algebra (where $c$ is only required to be strongly continuous) are precisely those that have spatial product systems of von Neumann correspondences; see Skeide [Ske09a]. This means that most peculiarities disappear when passing to von Neumann algebras; see Section 5.

In Section 2 we start right away with the definitions and known facts that regard our notes, that is, that regard the $C^*$–case. Apart from the discussion of the von Neumann case, more remarks regarding both the general context and newer results are postponed to Section 5, too.

### 2 Preliminaries

#### 2.1 Definition.**

Let $B$ denote a $C^*$–algebra. A **product system** is a family $E^\otimes = (E_t)_{t \in \mathbb{R}_+}$ of correspondences $E_t$ over $B$ together with a family of bilinear unitaries

$$u_{s,t}: E_s \otimes E_t \rightarrow E_{s+t}$$

such that the **product** $x_s y_t := u_{s,t}(x_s \otimes y_t)$ is associative. (By $\otimes$ we denote the internal tensor product over $B$.) We always require that $E_0 = B$ and that $u_{0,t}$ and $u_{s,0}$ are left and right multiplication, respectively, with elements in $B = E_0$.

Apart from the marginal conditions for $u_{0,t}$ and $u_{s,0}$, this is Bhat and Skeide [BS00, Definition 4.7]. Note that this definition ignores possible technical conditions like continuity, or
measurability with respect to time $t \in \mathbb{R}^+$, or (quasi) triviality of the bundle structure. If we wish to emphasize that there are no technical conditions, we sometimes refer to $E^\circ$ as **algebraic** product system. We do **not** follow some authors who would say **discrete** product system. (In our thinking **discrete** refers to product systems indexed by $\mathbb{N}_0$.) Recall that **Arveson system** refers to the case $\mathcal{B} = \mathbb{C}$, where we also use the usual $\otimes$ sign.

Product systems are classified, in a first step, by their supply of units.

2.2 [BS00, Definition 4.7]. A **unit** for a product system $E^\circ$ is a family $\xi^\circ = (\xi_t)_{t \in \mathbb{R}^+}$ of elements $\xi_t \in E_t$ that is multiplicative in the sense that $\xi_s \xi_t = \xi_{s+t}$, and where $\xi_0 = 1 \in \mathcal{B}$.

A unit $\xi^\circ$ is **unital**, if it consists of **unit vectors**, that is, if $\langle \xi_t, \xi_t \rangle = 1$ for all $t \in \mathbb{R}^+$.

In order to find satisfactory classification results, the units have to satisfy technical conditions. The best correspondence to the case of Arveson systems occurs, if we require the units to be **continuous**. Directly from the definition of the tensor product, it follows that for every pair of units $\xi^\circ, \xi'^\circ$ the bounded maps $\mathcal{T}_{\xi,\xi'} = \langle \xi_t, \bullet \xi'_t \rangle$ form a semigroup $\mathcal{T}^{\xi,\xi'} = (\mathcal{T}_{t})_{t \in \mathbb{R}^+}$ on $\mathcal{B}$. The following definition is from Skeide [Ske03].

2.3 Definition. As set $S$ of units for a product system $E^\circ$ is **continuous**, if $\mathcal{T}^{\xi,\xi'}$ is uniformly continuous for all $\xi^\circ, \xi'^\circ \in S$. A single unit $\xi^\circ$ is **continuous**, if $\{\xi^\circ\}$ is continuous.

A product system is **type I**, if it is generated by a continuous set of units $S$. It is **type II** if it has a continuous unit, but is not type I. It is **type III**, if it has no continuous units at all.

The property of a set $S$ of units to be continuous is intrinsic to the family $\mathcal{T}^{\xi,\xi'}$ of semigroups. It is not related to a whatsoever continuous structure $E^\circ$ might have. However, if $E^\circ$ has a continuous structure, then one would insist that $S$ consists of sections that are continuous also with respect to that continuous structure.

**Continuous product systems** have been defined in Skeide [Ske03, Definition 7.1]. We do not reproduce that definition here, since we are only interested in the case with units. We just mention that a part of the definition is a distinguished set of **continuous sections** $CS(E^\circ)$ that turns $E^\circ$ into a **continuous field** of Banach spaces; see Dixmier [Dix77]. And as soon as there is a continuous unital unit among the continuous sections, the continuous structure of $E^\circ$ may be recovered from that unit. The following facts are a slight reformulation of [Ske03, Theorem 7.5], taking into account also (the proof of) [BS00, Theorem 10.2] and [BBLS04, Lemma 4.4.11].

2.4 Theorem. 1. If $E^\circ$ is a product system and $\xi^\circ$ a continuous unit, then there is at most one continuous structure $CS(E^\circ)$ on $E^\circ$ such that $\xi^\circ \in CS(E^\circ)$.

2. If $E^\circ$ is generated by a continuous set of units $S$, then it possesses a unique continuous structure $CS(E^\circ) \supset S$.
The quoted results are under the hypothesis that at least one of the involved units is unital. But, continuous units may be normalized suitably; see the second construction in Liebscher and Skeide [LS08, Example 4.2]. More precisely, whatever the continuous set of units $S$ is, we may assume that it contains at least one unital unit without changing the product subsystem generated by $S$. On the other hand, a look at the involved proofs shows that Theorem 2.4 remains true, if we speak about strongly continuous sets of units $S$ in the sense that all semigroups $\mathcal{I}_\xi \mathcal{I}_\xi'$ are strongly continuous, provided there is at least one unital unit $\xi \in S$. Strongly continuous units may not necessarily be normalized.

We see that for non-type III product systems it is enough to fix a single continuous unit, in order to fix, if it exists, the whole continuous structure. However, it is not known if there are nonisomorphic continuous structures on the same algebraic product system. In the sequel, we always think of continuous product systems and require $S \subseteq CS(E^{\odot})$.

If $E^{\odot}$ is a continuous product system, then the map $t \mapsto \langle x_t, by_t \rangle$ is continuous for all $b \in B$ and $x, y \in CS(E^{\odot})$. The following theorem illustrates how strong the assumption of existence of a continuous unit among the continuous sections really is.

2.5 [Ske03, Theorem 7.7]. If $E^{\odot}$ is a continuous product system with a continuous unit $\xi^{\odot} \in CS(E^{\odot})$, then $E^{\odot}$ is uniformly continuous in the sense that the map $t \mapsto \langle x_t, \bullet y_t \rangle$ is uniformly continuous for all $x, y \in CS(E^{\odot})$.

We now come to spatial product systems.

2.6 Definition [Ske06, Section 2]. A unit $\omega^{\odot}$ is central, if $b\omega_t = \omega_t b$ for all $b \in B, t \in \mathbb{R}_+$. A product system $E^{\odot}$ is spatial, if it admits a central unital unit. If $E^{\odot}$ is continuous, then we require that $\omega^{\odot} \in CS(E^{\odot})$.

2.7 Observation. If $E^{\odot}$ is spatial, then the reference unit $\omega^{\odot}$ is, clearly, continuous. ($\mathcal{I}_0^{\odot} \omega$ is the trivial semigroup.) By Theorem 2.5, a spatial continuous product system $E^{\odot}$ is uniformly continuous.

We now explain the differences in the classification of Arveson systems and general (continuous) product systems. Most statements are based on the two fundamental Examples 2.8 and 2.10, and on time ordered product systems as discussed in Section 3.

[1] For Arveson systems, Liebscher [Lie09, Corollary 7.16] states that the algebraic structure determines the measurable structure up to isomorphism. We do not know (not even for Arveson systems!), if this remains true for the continuous structure of an Arveson system.

[2] Actually, like in [Ske06] one should speak of pairs $(E^{\odot}, \omega^{\odot})$, because the spatial structure may depend on the choice of $\omega^{\odot}$; see Tsirelson [Ts08].
2.8 Example. A CP-semigroup is a semigroup \( T = (T_t)_{t \in \mathbb{R}_+} \) of completely positive maps on a \( C^* \)-algebra. Bhat and Skeide [BS00] associate with every CP-semigroup \( T \) on a unital \( C^* \)-algebra \( B \) a product system \( E^\circ = (E_t)_{t \in \mathbb{R}_+} \) of correspondences \( E_t \) over \( B \) and a unit \( \xi^\circ = (\xi_t)_{t \in \mathbb{R}_+} \), such that \( T_t = \langle \xi_t, \bullet \xi_t \rangle \) and such that \( E^\circ \) is generated by \( \xi^\circ \). We refer to the pair \((E^\circ, \xi^\circ)\) as the GNS-construction for \( T \), and to \( E^\circ \) as the GNS-system. The unit \( \xi^\circ \) is unital if and only if \( T \) is a Markov semigroup (that is, \( T_t(1) = 1 \) for all \( t \in \mathbb{R}_+ \)). If \( T \) is uniformly continuous, then, by Theorem 2.4, \( E^\circ \) comes along with a unique continuous structure making \( \xi^\circ \) a continuous section. Actually, the discussion following Theorem 2.4 implies that strong continuity of \( T \) is sufficient.

2.9 Fact. Clearly, if \( E^\circ \) is spatial, or even if it just embeds into a continuous spatial product system, then, by Observation 2.7, every unit \( \xi^\circ \in CS(E^\circ) \) is continuous. In particular, \( T \) must be uniformly continuous.

The other way round, the GNS-system of a strongly continuous but not uniformly continuous CP-semigroup, or every continuous product system containing it, is type III. In particular, it cannot be spatial.

2.10 Example. Let \( \vartheta \) be an \( E_0 \)-semigroup (that is, a semigroup of unital endomorphisms) on the unital \( C^* \)-algebra \( B \). By \( B_t \) we denote the right Hilbert \( B \)-module \( B \) with left action via \( \vartheta_t \), that is, \( b.x_t := \vartheta_t(b).x_t \). The \( B_t \) form a product system \( B^\circ = (B_t)_{t \in \mathbb{R}_+} \) via \( u_{s,t} : x_s \otimes y_t \mapsto \vartheta_t(x_s)y_t \). It is easy to see that every product system of correspondences over \( B \) that are one-dimensional as right modules, arises in that way from an \( E_0 \)-semigroup on \( B \). (Recall that correspondences, by definition, have nondegenerate left action.)

Note that \( B^\circ \) has at least one unit \( 1^\circ = (1)_{t \in \mathbb{R}_+} \). In fact, \((B^\circ, 1^\circ)\) is the GNS-construction for the Markov semigroup \( \vartheta \). The unit \( 1^\circ \) is continuous if and only if \( \vartheta \) is uniformly continuous. If \( \vartheta \) is strongly continuous, then \( 1^\circ \) induces a unique continuous structure on \( B^\circ \). If \( \vartheta \) is not uniformly continuous, then \( B^\circ \) is type III.

2.11 Fact. Clearly, every (continuous) unit in an Arveson system is central (and normalizable). So the spatial Arveson systems are precisely the type I and the type II systems.

2.12 Fact. The following example shows that a type I product system need not be spatial. Once we have a nonspatial type I product system and tensor it with a type II Arveson system (in the obvious way as external tensor product), that tensor product is a nonspatial type II product system. We do not know an explicit example which cannot be obtained in that way.

2.13 [BBL04, Example 4.2.4]. Let \( B = \mathcal{K}(H) + \mathbb{C}1 \subset B(H) \) be the unitization of the compact operators on some infinite-dimensional Hilbert space \( H \). Let \( h \in B(H) \) be a self-adjoint operator and define the uniformly continuous unital automorphism group \( \vartheta_t = e^{ith} \bullet e^{-ith} \) on \( B \). Let \( B^\circ \) be
the product system according to Example 2.10 and suppose \( \omega^\otimes \) is a central unital unit. A central element \( \omega_t \in \mathcal{B}_t \) fulfills

\[
b \omega_t = e^{ith}be^{-ith} \omega_t = \omega_t b \quad \text{or} \quad be^{-ith} \omega_t = e^{-ith} \omega_t b
\]

for all \( b \in \mathcal{B} \). In other words, since the center of \( \mathcal{B} \) is trivial, \( e^{-ith} \omega_t \) is a multiple of the identity so that \( \omega_t \in \mathcal{B}_t = \mathcal{B} \) is a multiple of \( e^{ith} \). Since all \( \omega_t \) are different from 0, it follows that \( e^{ith} \in \mathcal{B} \) for all \( t \in \mathbb{R}_+ \). It follows that \( h = -i(\frac{d}{dt}) \big|_{t=0} \) is in \( \mathcal{B} \), too.

The other way round, for every \( h \notin \mathcal{B} \) the product system \( \mathcal{B}^\otimes \) is type I but nonspatial.

**2.14 Fact.** By Skeide [Ske06, Theorem 6.3], spatial type I product systems consist of time ordered Fock modules (see Section 3). This includes, as a special case, Arveson’s result [Arv89a] that type I Arveson systems consist of symmetric Fock spaces.

On the contrary, subsystems of type I Arveson systems are type I and, therefore, Fock.

New in these notes, we contribute the following results to the classification of product systems.

**2.15 Fact.** In Section 3 we provide a subsystem of a spatial type I (and, therefore, Fock) product system, that is not spatial. The subsystem being the product system of a spatial CP-semigroup, shows that spatial CP-semigroups need not have spatial GNS-systems. In fact, we prove that spatial CP-semigroups are those with a GNS-systems that embeds into a spatial one; Theorem 4.4.

**2.16 Fact.** Applying the results from Section 4 we show that the nonspatial product systems discussed in Example 2.13 are not even subsystems of spatial systems; Theorem 4.8.

### 3 The counter example

Let \( F \) be a correspondence over a unital \( C^* \)-algebra \( \mathcal{B} \). The **full Fock module** over \( L^2(\mathbb{R}_+, F) \), the completion of the space of (right continuous) \( F \)-valued step functions, is defined as

\[
\mathcal{F}(L^2(\mathbb{R}_+, F)) := \bigoplus_{n=0}^{\infty} L^2(\mathbb{R}_+, F)^\otimes n
\]

where \( L^2(\mathbb{R}_+, F)^\otimes 0 = \mathcal{B} \). By \( \omega := 1 \in L^2(\mathbb{R}_+, F)^\otimes 0 \) we denote the **vacuum**. The **\( n \)-particle sector** \( L^2(\mathbb{R}_+, F)^\otimes n \) may be considered as the completion of the space of step functions on \( \mathbb{R}_+^n \) with values in \( F^{\otimes n} \).

Let \( \Delta_n \) denote the indicator function of the subset \( \{ (t_n, \ldots, t_1) : t_n > \ldots > t_1 \geq 0 \} \) of \( \mathbb{R}_+^n \). Then \( \Delta_n \) acts on the \( n \)-particle sector as a projection via pointwise multiplication (and \( \Delta_0 \) acts
as identity on the vacuum). Set \( \Delta := \bigoplus_{n=0}^{\infty} \Delta_n \). The \textit{time ordered Fock module} is the subcorrespondence

\[
\Gamma(F) := \Delta \mathcal{F}(L^2(\mathbb{R}^+, F))
\]

of \( \mathcal{F}(L^2(\mathbb{R}^+, F)) \). By \( \Gamma_t(F) \) we denote the subcorrespondence of those functions that are zero if the maximum time argument is \( t_n \geq t \in \mathbb{R}^+ \). Setting

\[
[u_{s,t}(F^m \otimes G^n)](s_m, \ldots, s_1, t_m, \ldots, t_1) := F^m(s_m - t, \ldots, s_1 - t) \otimes G^n(t_n, \ldots, t_1),
\]

we define bilinear unitaries \( u_{s,t} : \Gamma_s(F) \otimes \Gamma_t(F) \to \Gamma_{s+t}(F) \) that turn the family \( \Gamma^\odot(F) = (\Gamma_t(F))_{t \in \mathbb{R}^+} \) into a product system, the \textit{time ordered product system} over \( F \).

It is easy to check that for every element \( \zeta \) in \( F \), the elements \( \xi_t \) that in each \( n \)-particle sector assume the constant value \( \zeta^{\odot n} \), form a unit \( \xi^\odot = (\xi_t)_{t \in \mathbb{R}^+} \). This unit is also continuous. (See Liebscher and Skeide \[LS01\] for the precise form of all continuous units.) For \( \zeta = 0 \) we obtain the vacuum unit \( \omega^\odot = (\omega_t)_{t \in \mathbb{R}^+} \) with \( \omega_t = 1 \). The vacuum unit is central and unital. Therefore, if we find a subsystem that does not contain any central unit vector, then this subsystem cannot be Fock.

Let \( \mathcal{B} = C_0[0, \infty) + \mathbb{C} \mathbb{1} \) denote the unital \( C^* \)-algebra of all continuous functions on \( \mathbb{R}^+ \) that have a limit at infinity. Define the Hilbert \( \mathcal{B} \)-module \( F := \mathcal{B} \). We turn \( F \) into a correspondence over \( \mathcal{B} \) by defining the left action

\[
b.x := s_1(b)x,
\]

where \( s_t \) is the left shift by \( t \), which acts as \([s_t(b)](s) = b(s + t)\). Denote by \( \xi^\odot \) the unit corresponding to the parameter \( \zeta := 1 \in F \).

3.1 Theorem. \textit{The product subsystem of} \( \Gamma^\odot(F) \) \textit{generated by the continuous unit} \( \xi^\odot \) \textit{has no central unit vectors. In particular, it is not isomorphic to a time ordered system.}

Proof. \( F^{\odot n} \) is \( \mathcal{B} \) as Hilbert right module but with left action \( b.x = s_n(b)x \). No nonzero element of \( F^{\odot n} \) \((n \geq 1)\) can commute with all elements of \( \mathcal{B} \). Therefore, for each \( t \geq 0 \) the set of central elements of \( \Gamma_t(F) \) is the vacuum or 0–particle sector \( \mathcal{B} \). Commutative \( C^* \)-algebras do not possess proper isometries. So, the only unit vectors in \( \mathcal{B} \) are unitaries. By multiplying (from the right) with the adjoint, we may assume that such a unit vector is \( 1 \).

The product subsystem of \( \Gamma^\odot(F) \) generated by \( \xi^\odot \) is \( E^\odot = (E_t)_{t \geq 0} \) with

\[
E_t = \overline{\text{span}\{b_n\xi_{t_n} \ldots b_1\xi_{t_1}b_0 : n \in \mathbb{N}, t_1 > 0, t_1 + \ldots + t_n = t, b_i \in \mathcal{B}\}}.
\]

for \( t > 0 \). Denote by \( P_0 \) and \( P_1 \) the projection onto the vacuum component and onto the one-particle component, respectively. We are done if we show that if an element in \( x_t \in E_t \) has vacuum component \( P_0 x_t = 1 \), then the one-particle component \( P_1 x_t \in L^2([0, t), F) \) is nonzero, too.
Any \( x_t \in E_t \) can be approximated by expressions of the form

\[
X_t = \sum_{i=1}^{m} b_{n(i)}^{(i)} \xi_{i(n)} \ldots b_1^{(i)} \xi_{1(i)} b_0^{(i)}.
\]

For \( \varepsilon > 0 \) suppose that \( \|x_t - X_t\| \leq \varepsilon \). Therefore, also \( \|P_0 x_t - P_0 X_t\| \leq \varepsilon \) and \( \|P_1 x_t - P_1 X_t\| \leq \varepsilon \). Further, suppose that \( P_0 x_t = 1 \), that is, suppose that

\[
\left\| 1 - \sum_{i=1}^{m} b_{n(i)}^{(i)} \ldots b_1^{(i)} b_0^{(i)} \right\| \leq \varepsilon.
\]

The one-particle component of an expression like \( b_n \xi_{n_1} \ldots b_1 \xi_1 b_0 \) is the same as the one-particle component of

\[
b_n(1 \oplus I_{[0,n]}^t) \ldots b_1(1 \oplus I_{[0,t]}^t) b_0,
\]

where \( I_A \) denotes the indicator function of the set \( A \). The one-particle component of this expression is

\[
I_{[t_1, \ldots, t_{n-1}, t_1, \ldots, t_n]} s_1(b_n) b_{n-1} \ldots b_1 b_0 + \ldots + I_{[t_1+t_2, t_1]} s_1(b_n) \ldots b_2 b_1 b_0 + I_{[t_1, t_0]} s_1(b_n) \ldots b_1 b_0.
\]

From \( \lim_{s \to \infty} [s_1(b) c](s) = \lim_{s \to \infty} b(s + 1) c(s) = \lim_{s \to \infty} b(s) c(s) = \lim_{s \to \infty} |bc|(s) \) and the fact that \( X_t \) contains only finitely many summands it follows that

\[
\lim_{s \to \infty} \langle P_1 X_t, P_1 X_t \rangle(s) = \lim_{s \to \infty} \left| \sum_{i=1}^{m} b_{n(i)}^{(i)} \ldots b_1^{(i)} b_0^{(i)} \right|^2(s) = \lim_{s \to \infty} t(P_0 X_t, P_0 X_t)(s).
\]

The function \( \langle P_0 X_t, P_0 X_t \rangle \) of \( s \) is uniformly close to 1. So, \( \|P_1 X_t\|^2 \geq \lim_{s \to \infty} \langle P_1 X_t, P_1 X_t \rangle(s) \). Therefore, \( \|P_1 x_t\| \) is bigger than a number arbitrarily close to \( t \neq 0 \).

### 4 Spatial CP-semigroups

Recall that a CP-map \( T \) dominates another \( S \), if the difference \( T - S \) is a CP-map, too. A CP-semigroup \( T \) dominates another \( S \), if \( T_t \) dominates \( S_t \) for all \( t \in \mathbb{R}_+ \). A CP-semigroup \( S \) on a unital C*-algebra \( B \) is elementary, if it has the form \( S_t(b) = c_t b c_t \), for some semigroup \( c = (c_t)_{t \in \mathbb{R}_+} \) of elements \( c_t \) in \( B \). Following Arveson’s definition in [Arv97] for \( B = B(H) \), we say a unit for \( T \) is a semigroup \( c \) in \( B \) such that \( T \) dominates the elementary CP-semigroup \( b \mapsto c_t^* b c_t \).

Arveson defines a CP-semigroup to be spatial, if it admits units. Without continuity conditions, every CP-semigroup dominates an elementary CP-semigroup, namely, the 0–semigroup which is \( \text{id}_B \) for \( t = 0 \) and 0 otherwise. Depending on the context, there are several topologies around in which a CP-semigroup can be continuous with respect to time \( t \in \mathbb{R}_+ \). The uniform (or norm) topology, the strong and weak topologies of operators on the Banach space \( B \), and
pointwise versions of all the operator topologies when \( \mathcal{B} \subset \mathcal{B}(H) \) is a concrete operator algebra, for instance, if \( \mathcal{B} \) is a von Neumann algebra.

In Arveson’s definition, a unit for a CP-semigroup on \( \mathcal{B}(H) \) is required pointwise continuous in the strong operator topology of \( \mathcal{B}(H) \). The usual topology used for CP-semigroups on a \( C^* \)-algebra is the strong topology of operators on the Banach space \( \mathcal{B} \). It is well-known that a weakly continuous semigroup is also strongly continuous; see, for instance, Bratteli and Robinson [BR87, Corollary 3.1.8]. For semigroups \( c = (c_t)_{t \in \mathbb{R}_+} \) in \( \mathcal{B} \), in absence of a strong topology on \( \mathcal{B} \) or a predual \( \mathcal{B}^* \), the only obvious topology apart from the norm topology is the weak topology. However, if \( t \mapsto c_t \) is weakly continuous, then also the semigroup \( \bullet c_t : b \mapsto bc_t \) of operators on \( \mathcal{B} \) is weakly, hence, strongly continuous. However, strong continuity for that semigroup means that, in particular for \( b = 1 \), the map \( t \mapsto c_t \) is norm continuous.

4.1 Remark. This is not a contradiction to the existence of weakly continuous unitary groups on a Hilbert space \( H \). Here weakly continuous refers to the weak operator topology of \( \mathcal{B}(H) \), which is much weaker than the weak topology of \( \mathcal{B}(H) \).

4.2 Remark. It should be noted that, apart from Arveson’s, there is another definition of spatial CP-semigroups on \( \mathcal{B}(H) \) due to Powers [Pow04]. Powers’ definition is much more restrictive, and only Arveson’s definition gives equivalence of the notions of spatiality for product systems of Hilbert spaces and for CP-semigroups on \( \mathcal{B}(H) \).

4.3 Definition. A strongly continuous CP-semigroup on a unital \( C^* \)-algebra is spatial, if it admits a continuous unit.

To prove the following theorem, we have to recall a few definitions and facts from Barreto, Bhat, Liebscher, and Skeide [BBLS04]. A kernel over a set \( S \) with values in the set \( \mathcal{B}(\mathcal{A}, \mathcal{B}) \) of bounded mappings from \( \mathcal{A} \) to \( \mathcal{B} \) is just a map \( \mathcal{R} : S \times S \to \mathcal{B}(\mathcal{A}, \mathcal{B}) \). The kernel \( \mathcal{R} \) is completely positive definite (or CPD), if

\[
\sum_{i,j} b_i^* \mathcal{R}^{s,i,j}(a_i^* a_j) b_j \geq 0
\]

for all choices of finitely many \( s_i \in S, a_i \in \mathcal{A}, b_i \in \mathcal{B} \). If \( \mathcal{A} = \mathcal{B} \), we say \( \mathcal{R} \) is a kernel on \( \mathcal{B} \). A CPD-semigroup on \( \mathcal{B} \) is a family \( \mathcal{T} = (\mathcal{T}_t)_{t \in \mathbb{R}_+} \) of CPD-kernels on \( \mathcal{B} \), such that for all \( s, s' \in S \) the maps \( \mathcal{T}_t^{s,s'} \) form semigroups on \( \mathcal{B} \). The CPD-semigroup is continuous in a certain topology, if every semigroup \( \mathcal{T}_t^{s,s'} \) is continuous in that topology.

If \( E^\otimes \) is a product system and \( S \) a set of units, then it is easy to check that the semigroups \( \mathcal{T}_t^{s,s'} = \langle \xi_t, \bullet \xi'_t \rangle \) (see Section 3) form a CPD-semigroup over \( S \). Generalizing the result for CP-semigroups discussed in Example 2.8, the result [BBLS04, Theorem 4.3.5] asserts that for every CPD-semigroup on a unital \( C^* \)-algebra \( \mathcal{B} \) there is a product system \( E^\otimes \) and a family \( (\xi_s^\otimes)_{s \in S} \) of units for \( E^\otimes \), such that

\[
\mathcal{T}_t^{s,s'} = \langle \xi_t^s, \bullet \xi_t^{s'} \rangle
\]

for all \( s, s' \in S \). The subsystem of \( E^\circ \) generated by all these units is unique in an obvious way, and we refer to it as the **GNS-system** of \( \mathcal{I} \). Once again, as in Example 2.8, if \( \mathcal{I} \) is strongly continuous, then the GNS-system of \( \mathcal{I} \) is continuous.

**4.4 Theorem.** A strongly continuous CP-semigroup is spatial, if and only if its GNS-system can be embedded into a continuous spatial product system.

**Proof.** “\( \implies \)” Let \( T \) be a strongly continuous CP-semigroup. Suppose \( E^\circ \) is a continuous product system with a unit \( \xi^\circ \in CS(E^\circ) \) such that \( T = \langle \xi_t, \bullet \xi_t \rangle \) and a central unital unit \( \omega^\circ \in CS(E^\circ) \). Then \( c_t := \langle \omega_t, \xi_t \rangle \) is a semigroup of elements in \( \mathcal{B} \); see [BBLS04, Section 5.1]. As explained in the beginning of this section, since \( t \mapsto \langle \omega_t, \bullet \xi_t \rangle = \bullet c_t \) is strongly continuous, \( t \mapsto c_t \) is uniformly continuous. Define the bilinear projection \( q_t := \text{id}_t - \omega_t \omega^*_t \in B^{a,bil}(E_t) \). By

\[
T_t(b) - c^*_t b c_t = \langle \xi_t, b \xi_t \rangle - \langle \xi_t, \omega_t b \rangle = \langle \xi_t, q_t b \xi_t \rangle = \langle \langle q_t \xi_t, b(q_t \xi_t) \rangle,
\]

we see that \( T_t - c^*_t \bullet c_t \) is completely positive for all \( t \in \mathbb{R}_+ \).

“\( \impliedby \)” Let \( c = (c_t)_{t \in \mathbb{R}_+} \) be a unit for the strongly continuous CP-semigroup \( T \). Then the strongly continuous semigroup \( \mathcal{I}_t \) of kernels over \( [0, 1] \) on \( \mathcal{B} \) defined by setting

\[
\begin{pmatrix}
\mathcal{I}_t^{0,0} & \mathcal{I}_t^{0,1} \\
\mathcal{I}_t^{1,0} & \mathcal{I}_t^{1,1}
\end{pmatrix} := \begin{pmatrix}
\text{id}_t & \bullet c_t \\
\bullet c^*_t & T_t
\end{pmatrix} := \begin{pmatrix}
0 & 0 \\
0 & T_t - c^*_t \bullet c_t
\end{pmatrix} + \begin{pmatrix}
\text{id}_t & \bullet c_t \\
\bullet c^*_t & c^*_t \bullet c_t
\end{pmatrix}
\]

is completely positive definite. (Indeed, \( c \) is a unit for \( T \). So, the first summand is CPD. The second is a simple example of what is called an **elementary** CPD-semigroup in Skeide [Ske08]. It is, clearly, CPD.) The GNS-system of \( \mathcal{I} \) is, then, a spatial continuous product system with unital central unit \( \xi^\circ \) containing the GNS-system of \( T_t \) as the subsystem generated by the unit \( \xi^1 \).

**4.5 Remark.** Theorem 5.1 tells us that we may **not** replace Definition 4.3 with the property that \( T \) has a spatial GNS-system. Theorem 4.4 tells us that we **may** replace Definition 4.3 with the property that the GNS-system of \( T \) embeds into a spatial product system. The clarification of these facts was among the main scopes of these notes.

Directly from Observation 2.7, we conclude:

**4.6 Corollary.** Every spatial strongly continuous CP-semigroup is uniformly continuous. The other way round, every strongly continuous CP-semigroup that is not uniformly continuous, is nonspatial, too.

The opposite statement need not be true. In fact, the following sharp version of the corollary allows us to show in Theorem 4.8 that Example 2.10 is a counter example.

Recall that the generator \( L := \frac{d}{dt} \bigg|_{t=0} T_t \) of a uniformly continuous CP-semigroup on \( \mathcal{B} \) has **Christensen-Evans form**, if there are a correspondence \( F \) over \( \mathcal{B} \), an element \( \zeta \in F \), and an
element $\beta \in \mathcal{B}$, such that $L(b) = \langle \zeta, b\zeta \rangle + b\beta + \beta^*b$. We also say $L$ is a Christensen-Evans generator.

4.7 Corollary. A strongly continuous CP-semigroup on a unital $C^*$-algebra is spatial if and only if it has a Christensen-Evans generator.

Proof. If the semigroup is spatial, then by Corollary 4.6 it is uniformly continuous. Therefore, by [BBL04, Lemma 5.1.1] its generator has Christensen-Evans form. On the other hand, by [BBL04, Corollary 5.1.3], the product system of a CP-semigroup with Christensen-Evans generator embeds into a time ordered product system, so that, by Theorem 4.4, the CP-semigroup is spatial.

As a simple corollary, we derive existence of a type I product system that does not embed into a time ordered system.

4.8 Theorem. Like in Example 2.13, let $\mathcal{B} = \mathcal{K}(H) + \mathbb{C}1 \subset \mathcal{B}(H)$ and consider the automorphism semigroup $\vartheta_t = e^{ith} \bullet e^{-ith}$ for a self-adjoint operator $h \in \mathcal{B}(H) \backslash \mathcal{B}$.

Then $\vartheta$ is a uniformly continuous Markov semigroup that is not spatial. Equivalently, its GNS-system, though type I, does not embed into a time ordered system.

Proof. $\vartheta$ has the generator $L(b) = i(hb - bh)$. Let us suppose that $L$ can be written in the Christensen-Evans form $L(b) = \langle \zeta, b\zeta \rangle + b\beta + \beta^*b$. Calculating $\sum_{i,j} b_i^*L(a_i^*a_j)b_j$ in either way, one easily verifies that $\sum_{i,j} a_i^*a_j = 0 \Rightarrow \sum_{i,j} a_i^*\zeta b_j = 0$ for all finite choices of $a_i, b_j \in \mathcal{B}$. In particular, $b\zeta = \zeta b$, so that $\zeta$ and $\langle \zeta, \zeta \rangle$ are central. Since $\vartheta$ is Markov, $\text{Re} \beta = -\frac{1}{2}\langle \zeta, \zeta \rangle$. Consequently, the Christensen-Evans form of $L$ simplifies to $L(b) = i(h'b - bh')$, where $h' := -\text{Im} \beta \in \mathcal{B}$.

Exponentiating the two forms of $L$, we find $e^{ith}be^{-ith} = e^{ith'}be^{-ith'}$ or $e^{-ith'}e^{ith}b = be^{-ith'}e^{ith}$ for all $b \in \mathcal{B}$. In other words, the unitary $e^{-ith'}e^{ith} \in \mathcal{B}(H)$ must be a multiple of the identity. It follows $h = h' + \varphi 1$ for some real number $\varphi$. In particular, $h \in \mathcal{B}$.

In other words, if $h \notin \mathcal{B}$, then $L$ cannot be written in Christensen-Evans form, so that $\vartheta$ is nonspatial.

4.9 Remark. Following Definition 4.3, Corollaries 4.6 and 4.7 are intrinsic statements about strongly continuous CP-semigroups. However, we think it would not be easily possible to prove these statements without reference to product systems. These results continue a whole series of intrinsic statements about CP- or CPD-semigroups that have comparably simple proofs in terms of their GNS-system; see also Liebscher and Skeide [LS08, Remark 3.6].
5 Remarks

5.1 Remark. After the short introduction, in Section 2 we went straight to our definition of product systems, in particular spatial ones. Of course, this ignores historical order. But, giving an account on the historic development would require several pages and is not among the scopes of these notes.

Furthermore, in Example 2.8 we discussed the relation of a CP-semigroup and its GNS-system. Also here we did not discuss the Arveson system of a CP-semigroup on $\mathcal{B}(H)$ defined by Bhat [Bha96]. This construction of the Arveson system of a CP-semigroup on $\mathcal{B}(H)$ is rather indirect. (It is the product system of the so-called minimal dilation of the CP-semigroup.) Additionally, it is not the product system we mean, when we speak about the GNS-system of a CP-semigroup. (The latter is a product system of correspondences over $\mathcal{B}(H)$, while the former is an Arveson system.) Depending on the construction of the Arveson system of the minimal dilation, the relation between the GNS-system and the Arveson system of a CP-semigroup on $\mathcal{B}(H)$ is either by Morita equivalence of product systems or by the commutant of product systems; see [Ske09a, Ske09b]. We do not have enough space to explain all these peculiarities, and they are beyond what is needed for these notes.

5.2 Remark. Product systems, in their concise formulation as a sort of “measurable semigroup under tensor product” of Hilbert spaces, occurred first in Arveson [Arv89a] in the study of $E_0$–semigroups on $\mathcal{B}(H)$. Like Arveson’s definition, the definition of continuous product systems in [Ske03] is motivated by the relation between $E_0$–semigroups and product systems. The point in [Ske03] is that a product system of a strongly continuous $E_0$–semigroup is continuous.

The validity of this definition has been confirmed in [Ske07, Ske09a, Ske09b], showing that every (full) product system comes from an $E_0$–semigroup, and that (under countability hypothesis) $E_0$–semigroups are classified up to stable cocycle conjugacy. This is in full correspondence with Arveson’s theory [Arv89a, Arv90a, Arv89b, Arv90b] for Arveson systems.

If a product system has a unital unit, then it is easy to construct an $E_0$–semigroup for that product system. It should be noted that all proofs of the statements in Section 2 about continuous product systems in the presence of a continuous unital unit make use of that construction.

5.3 Remark. Note that product systems can easily be defined also for nonunital $\mathcal{B}$. Recently, Skeide [Ske09b] generalized the relation between (continuous) product systems and (strongly continuous) $E_0$–semigroups to the case of $\sigma$–unital $\mathcal{B}$. However, units have been defined, so far, only for unital $\mathcal{B}$ with the stated marginal condition $\xi_0 = 1$. We are convinced that in a reasonable definition of unit for nonunital $\mathcal{B}$, the unit must consist of maps in $\mathcal{B}^a(\mathcal{B}, E_i)$, the strict completion of $E_i$; see, for instance, the discussion in [Ske09c, Section 7]. A systematic extension of the theory in that direction is largely missing.
5.4 Remark. Many counter examples in the $C^*$–case lose their validity for the von Neumann case, and the classification becomes again simpler. The types of product systems are defined as for $C^*$–correspondences, that is, referring to continuous sets of units. The only difference is that now generating means generating in the strong topology. We give brief account including old results, mainly from [BBLS04], but also results in [Ske09a] obtained a quite a while after the first version of these notes.

The main result of [BBLS04] can be phrased as follows: Non-type III systems of von Neumann correspondences are spatial. In particular, type I systems are Fock. The proof in [BBLS04] goes by establishing equivalence with the main result of Christensen and Evans [CE79]: Bounded derivations with values in a von Neumann correspondence are inner.

It is an open question, if a subsystem of a type I system must be type I, too. Likewise, for type II systems.

With the first concise definition of strongly continuous product systems of von Neumann correspondences, in [Ske09a] a good deal of the relevant statements of the $C^*$–theory could be put through for von Neumann correspondences. (Note that von Neumann modules are modules of operators, and strongly continuous, here, refers to the strong operator topology.)

Theorem 2.4 remains true for strongly continuous product systems and strongly continuous units. This means, the just stated results from [BBLS04] remain true also for strongly continuous product systems: Non-type III systems are spatial and type I systems are Fock.

In [Ske09a], where also the case of spatial CP-semigroups on a von Neumann algebra is treated, the following is proved: A strongly continuous normal CP-semigroup on a von Neumann algebra is spatial if and only if its GNS-system (of von Neumann correspondences) is spatial. This is in contrast with the counter example for the $C^*$–case in Section 3.

However, we know from Fagnola, Liebscher, and Skeide [FLS09, Ske04] that the GNS-systems of the Markov semigroup of Brownian motion or of the Ornstein-Uhlenbeck processes are nonspatial. Therefore, strong type I product systems (in the sense that they are generated by a strongly operator continuous set of units) need not be spatial.

Under strong closure, the semigroup in Example 2.13 becomes an inner automorphism semigroup. Therefore, the product system is the trivial one and, in particular, Fock (over the one-particle sector $\{0\}$). This is in correspondence with the result that, for von Neumann correspondences, type I implies Fock.

5.5 Remark. In Corollary 4.6 we have seen that spatial strongly continuous CP-semigroups on a unital $C^*$–algebra $B$ are uniformly continuous. This is so due to the fact that there is no semigroup $c = (c_t)_{t \in \mathbb{R}_+}$ in $B$ continuous in any of the natural topologies of $B$, that would not be uniformly continuous. Also for a von Neumann algebra $B$, from the beginning, it is not reasonable to consider CP-semigroups that are strongly continuous. A result due to Elliott [Ell00] asserts that such a semigroup would be uniformly continuous. But in weaker topologies
where also units $c^*$ need no longer be uniformly continuous, there are much richer classes of spatial CP-semigroups. Actually, practically all known explicit examples of CP-semigroup on $\mathcal{B}(H)$ are spatial in this sense, when continuity is with respect to the strong operator topology.

5.6 Remark. Several more results have been obtained. Spatial Markov semigroups ($C^*$ or von Neumann case) are precisely those that admit Hudson-Parthasarathy dilations, that is, dilations by cocycle perturbations of noises; S\^{e}kide [Ske09, Sections 10 and 13]. The Powers sum [Pow04] of CP-semigroups that are spatial in the (restrictive) sense of Powers, has been generalized not only to all spatial CP-semigroups (in our sense) on $\mathcal{B}(E)$ but also to all spatial CPD-semigroups on $\mathcal{B}$; see S\^{e}kide [Ske08]. It is also shown that the spatialized GNS-system of the generalized Powers sum is always the product (in the sense of [Ske08]) of the spatialized GNS-systems of the summands.
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