Interaction blockade for bosons in an asymmetric double well
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The interaction blockade phenomenon isolates the motion of a single quantum particle within a multi-particle system, in particular for coherent oscillations in and out of a region affected by the blockade mechanism. For identical quantum particles with Bose statistics, the presence of the other particles is still felt by a bosonic stimulation factor $\sqrt{N}$ that speeds up the coherent oscillations, where $N$ is the number of bosons. Here we propose an experiment to observe this enhancement factor with a small number of bosonic atoms. The proposed protocol realises an asymmetric double well potential with multiple optical tweezer laser beams. The ability to adjust bias independently of the coherent coupling between the wells allows the potential to be loaded with different particle numbers while maintaining the resonance condition needed for coherent oscillations. Numerical simulations with up to three bosons in a realistic potential generated by three optical tweezers predict that the relevant avoided level crossing can be probed and the expected bosonic enhancement factor observed.

I. INTRODUCTION

The high controllability of ultracold atoms provides a natural testbed for observing both novel and well-established quantum many-body phenomena [1]. Exquisite control in the level of single neutral atoms has been demonstrated in experiments such as single-atom trapping [2], laser cooling to the quantum mechanical ground state [3, 4], and demonstration of the Hong-Ou-Mandel effect [5]. These technological developments in the manipulation of low-entropy quantum states have paved the way for unique opportunities to observe the emergence of many-body effects as the number of atoms is gradually increased [6, 7].

The strength of the interaction between particles often dictates the nonequilibrium properties as a consequence of its effect on the available quantum states in a many-body system. Such an example for electrons in quantum dots is the Coulomb blockade phenomenon wherein an applied gate voltage enables exactly one electron to tunnel into the dot [8–11]. For neutral atoms, a similar phenomenon can be seen in the so-called Rydberg blockade where only a single atom out of many is excited within a blockade radius due to strong dipole-dipole interaction between atoms in Rydberg states [12–16]. When a similar blockade phenomenon is achieved by short-range interactions between neutral atoms, e.g. for tunneling dynamics in a double-well potential, it is known as interaction blockade [17–24]. It is a direct analog of the Coulomb blockade in electronic transport, except that the blockade is mediated by the van-der-Waals interactions between neutral atoms instead of the Coulomb force. A particular example is a double-well potential with a small number of strongly-interacting atoms. Tilting the double-well can offset intra-well interactions and gives rise to discrete plateaus in the population of a well corresponding to integer particle numbers [23]. The plateaus originate in the finite energy cost for adding a particle to a well and the need to satisfy a resonance condition to allow particles to coherently move between the wells. When the resonance condition is met, coherent oscillations of a single particle between the wells are possible, and the oscillation frequency is proportional to the splitting of energy eigenstates at an avoided level crossing.

An interesting question concerns the frequency of coherent oscillations in the blockade regime where only a single particle is allowed to tunnel due to the presence of strong interactions. Simple quantum mechanical arguments imply that the oscillation frequency scales with the square root of the number of particles present if the particles are bosons. Such a bosonic enhancement factor of $\sqrt{N}$ was observed in Rydberg blockade experiments when $N$ excitable atoms were present by measuring the Rabi frequency [13–16]. In interaction blockade experiments with double-well potentials, however, the bosonic enhancement factor has not been observed directly so far. Instead, a different particle-number dependence of the oscillation frequency was observed [24]. The reason is attributed to the fact that the shape of the double-well potential, in particular the effective tunneling barrier, changes when adjusting the tilt to compensate for the interaction energy brought by different particle numbers [24, 25]. The motivation for the current work is to propose an improved experimental design that can overcome these limitations and allow for the bosonic enhancement factor to be measured directly from the frequency of coherent oscillations.

In this work, we study few-body dynamics in an asymmetric double well. We demonstrate by means of numerical simulations the feasibility of observing the expected $\sqrt{N}$ scaling behavior of the oscillation frequencies, or equivalently the energy splittings, in the interaction blockade limit. Specifically, we propose to use an asymmetric double well configuration formed by superimposing multiple optical tweezer potentials. We then simulate the full quantum system for up to $N = 3$ bosons in the three-dimensional trapping geometry using the multiconfigurational time-dependent Hartree method for bosons (MCTDHB) [26], obtaining good agreement with a reduced description in terms of an effective Bose-Hubbard dimer model. The paper is organized as follows: Section II contains a brief introduction of the interaction blockade phenomenon as understood from the Bose-Hubbard model and an analytical prediction from this dimer model for devia-
tions from the expected $\sqrt{N}$ behavior due to finite interaction strengths; Section III A describes important considerations in constructing the three-dimensional optical tweezer potentials used in our study; Section III B presents the main numerical results on the avoided level crossings for $N = 2$ and $N = 3$ together with the nature of the relevant resonance states and how the energy splittings compare with the bosonic enhancement factor predicted in the interaction blockade regime. This section also contains fidelity calculations and time-dependent results for $N = 3$ aimed at validating our suggested protocol; Section IV gives a short summary of our findings, technical details for possible experiments, and an outlook. We have also included an appendix for a short description of the MCTDHB method and a discussion of implemented convergence checks for the numerical approach as well as the determination of effective interaction parameters.

II. BOSE-HUBBARD MODEL

![Level structure within the Bose-Hubbard model](image)

FIG. 1. Level structure within the Bose-Hubbard model for (left) $N = 1$ and (right) $N = 2$. Rapid quench to the position of the anti-crossing will induce coherent oscillations with a frequency proportional to the inverse of the energy splitting. The parameters are: $U_L/J = 7, U_R/J = 4$.

The phenomenon of interaction blockade in ultracold gases was first observed experimentally in an array of double wells [23]. The simplest theoretical description is obtained in a tight-binding model, which leads to a two-mode Bose-Hubbard (or Lipkin-Meshkov-Glick model [27]) type Hamiltonian [23] given by

$$\hat{H} = -\sum_{\ell\neq\ell'} J_\ell^L b_\ell^L b_{\ell'}^L + \sum_\ell \frac{U_\ell}{2} (\hat{n}_\ell (\hat{n}_\ell - 1)) + \sum_\ell \epsilon_\ell \hat{n}_\ell,$$

(1)

where $b_\ell^L$ and $b_\ell$ are bosonic creation and annihilation operators with $\ell \in \{L, R\}$ denoting the left and right well, respectively, and $\hat{n}_\ell$ is the number operator on site $\ell$. The tunneling between the two wells is characterized by $J$, the on-site interaction coupling is $U_\ell$, and the on-site single-particle energy is $\epsilon_\ell$.

For a fixed value of $U_\ell/J$, avoided level crossings can be found between different eigenstates of the system when the double well is tilted, which corresponds to a relative shift of the on-site single-particle energies $\delta = \epsilon_L - \epsilon_R$. Examples for $N = 1$ and $N = 2$ are shown in Fig. 1. Away from the avoided crossings, the levels simply correspond to integer occupation numbers in each well. Rapidly ramping the shift $\delta$ into the middle of any one of the avoided crossings marked by circles in Fig. 1 will initiate coherent oscillations that correspond to a single particle tunneling between the two wells.

As we will see in detail below, an interesting effect in the interaction blockade regime is that the scaling of the multiparticle energy splitting is given by the bosonic enhancement factor:

$$\Delta E = \sqrt{N} 2J,$$

(2)

where $\Delta E \equiv E_2 - E_1$ is the energy difference between the the first-excited and ground-state energies for $N$ bosons. Note however that Eq. (2) is only formally true in the limit of infinite interaction strength on one of the sites $U_\ell/J \to \infty$. In order to show this, we express the Hamiltonian matrix using Fock states $|n, N-n\rangle$, where $n$ is the number of bosons in the left well and $N-n$ is the remaining bosons on the right well.

The full Hamiltonian matrix corresponding to Eq. (1) reads

$$H = \begin{pmatrix}
    \left(\frac{U_L N(N-1)}{2} + \frac{N\delta}{2} - J\sqrt{N}\right) & \cdots & 0 & \cdots & 0 \\
    \cdots & \ddots & \ddots & \cdots & \cdots \\
    \cdots & \cdots & \left(\frac{U_L N(N-1)}{2} + \frac{N\delta}{2} - J\sqrt{N}\right) & \cdots & 0 \\
    0 & \cdots & \cdots & \left(\frac{U_R (N-2)(N-3)}{2} + (2 - \frac{N}{2})\delta\right) & -J\sqrt{2(N-1)} \\
    0 & \cdots & \cdots & -J\sqrt{2(N-1)} & 0 \\
    0 & \cdots & \cdots & 0 & \left(\frac{U_R (N-1)(N-2) - (N-2)\delta}{2}\right) & -J\sqrt{N} & \left(\frac{U_R N(N-1) - N\delta}{2}\right)
\end{pmatrix}$$

(3)

Focussing on the lower right corner of the matrix in Eq. (3), it becomes apparent that the diagonal elements become degenerate when $\delta = U_R (N-1)$. Under this condition the energy of a state with a single boson in the left well matches or becomes resonant with the energy of the interacting bosons all being in the right well. If, additionally $U_L/J \to \infty$, the rest of the matrix decouples and, after subtracting the degenerate energy value of the diagonal elements, the low-energy Hamiltonian
reduces to the $2 \times 2$ matrix

$$H_{\text{res},N} = \begin{pmatrix} 0 & -J\sqrt{N} \\ -J\sqrt{N} & 0 \end{pmatrix},$$

(4)

which has eigenvalues reproducing the energy difference of Eq. (2).

The eigenstates of the resonant Hamiltonian (4) correspond to the ground and first-excited states of the system. They are symmetric and asymmetric superposition of the Fock states $|0, N\rangle$ and $|1, N-1\rangle$, respectively. This means that if an initial state $|\Psi(t = 0)\rangle$ is either $|0, N\rangle$ or $|1, N-1\rangle$, the dynamical behavior is expected to exhibit coherent oscillations between these two states. For example if $|\Psi(t = 0)\rangle = |0, N\rangle$, the time evolution of the many-body wave function follows from

$$|\Psi(t)\rangle = e^{-iHt/\hbar}|\Psi(t = 0)\rangle = \cos(\sqrt{N}Jt/\hbar)|0, N\rangle - i\sin(\sqrt{N}Jt/\hbar)|1, N-1\rangle.$$  

(5)

The state in Eq. (5) physically represents the tunneling of a single boson between the two wells.

It should be noted that the conditions of resonance $\delta = U_R(N-1)$, and large interactions $U_L/J \rightarrow \infty$, are difficult to satisfy in symmetric double-wells where $U_R = U_L$ because the large required tilt $\delta$ would necessarily lead to a distortion of the potential. It is therefore sensible to consider an asymmetric double-well potential, as will be done in the following section.

If the conditions for the reduction to the $2 \times 2$ matrix (4) are not strictly met, avoided level crossings can still be found at appropriate values of the tilt $\delta$ where coherent oscillations are possible with a frequency given by $\Delta E/2\hbar$. Experimental realisations with finite on-site interaction energy $U_r$, e.g., were reported in Refs. [23, 24]. It turns out that the blockade criteria can be “softened” by using finite but sufficiently strong interaction strengths $U_L/J \gg 1$, which leads to an enhancement factor very close to $\sim \sqrt{N}$ as shown in Fig. 2.

![FIG. 2. Energy splittings at tunneling resonances involving single boson tunneling for $N = 2$ (left) and $N = 3$ (right). Markers correspond to numerical results from exact diagonalization of the full Hamiltonian. Solid lines correspond to the expected $\sqrt{N}$ scaling in the interaction blockade limit. Broken lines denote the result of first-order perturbation in Eq. (8). Other parameter: $U_R = 4U_L/T$.](image)

Eq. (3) can be partitioned according to the vertical and horizontal lines and the energy eigenvalues $E$ and eigenstates can be found by solving:

$$H \begin{pmatrix} x \\ y \end{pmatrix} \equiv \begin{pmatrix} A & B \\ B^\dagger & H_{\text{res},N} \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = E \begin{pmatrix} x \\ y \end{pmatrix},$$

(6)

which in terms of $y$ reduces to:

$$Ey = [H_{\text{res},N} + B^\dagger(E-A)^{-1}B]y.$$  

(7)

The second term on the right hand side of Eq. (7) can be treated as a perturbative correction to $H_{\text{res},N}$. Since $U_L$ is large, we can further approximate that the leading order contribution of $(E-A)^{-1}$ will come from the lowest eigenvalue of $A$, which can be approximated by $A_{mn} = U_L + U_R$. The energy splitting according to a first-order approximation for finite $U_L/J$ reads

$$\Delta E/2J \approx \sqrt{N} \left[ 1 - \frac{1}{2} \left( \frac{N^2 - 1}{N^2} \right) \eta^2 + O(\eta^4) \right],$$

(8)

where the small parameter in the above series expansion is given by

$$\eta \equiv \frac{\sqrt{N}J}{(U_L + U_R)},$$

(9)

which is obviously small for large interaction coupling strength $U_L$ that we consider here. Note that $\eta \rightarrow 0$ in the limit $U_L/J \rightarrow \infty$ such that we recover the expected bosonic enhancement factor $\sqrt{N}$ as per Eq. (2). Good agreement between the prediction of Eq. (8) and the numerical result from exact diagonalization is seen in Fig. 2.

The bosonic enhancement factor can be verified in experiments from measurements of the period of coherent oscillations between states representing the tunneling of a single particle between the wells [24]. For the simplest case of $N = 1$, a boson will undergo coherent oscillations according to $\langle n_L(t) \rangle = \cos^2(Jt/\hbar)$, such that the single-particle tunneling period is just $t_{\text{tun}} = \hbar/(2J)$.

For interacting bosons with finite but large $U_L/J$, observing coherent oscillations between $|0, N\rangle$ and $|1, N-1\rangle$ is still possible in the presence of appropriate avoided level crossings. To see this, consider the Hamiltonian $H$ with eigenvalues $\{E_k\}$ and eigenstates $\{|k\rangle\}$ wherein $|1\rangle$ ($|2\rangle$) denotes the ground (first-excited) state with $E_1$ ($E_2$) ground-state (first-excited state) energy. We can write the time evolution of an initial many-body state $|\Psi(0)\rangle = |n_0\rangle$ as

$$|\Psi(t)\rangle = e^{-iHt/\hbar}|n_0\rangle = e^{i\Delta E/(2\hbar)}C_{n_0}^{1}|1\rangle + e^{-i\Delta E/(2\hbar)}C_{n_0}^{2}|2\rangle + \sum_{k' \notin \{1,2\}} e^{-iE_{k'}(t)/\hbar} e^{-i\xi t/\hbar} C_{n_0}^{k'}|k\rangle,$$

(10)

where $C_{n_0}^{k} = \langle k | n_0 \rangle$ and we shift the many-body energies by $\xi \equiv -(E_2 + E_1)/2$ in order to have $E_2 + \xi = \Delta E/2$ and $E_1 + \xi = -\Delta E/2$. Let us now consider an initial localized
state, say for example $|n_0\rangle = |0, N\rangle$, which has a large overlap with the symmetric superposition of the two lowest eigenstates $|0, N\rangle \approx (|1\rangle + |2\rangle)/\sqrt{2}$. In addition, the corresponding antisymmetric superposition is $|1, N-1\rangle \approx (|1\rangle - |2\rangle)/\sqrt{2}$. These would mean that the overlaps are small $\{|C_{n_0}^{k}\rangle\} \ll 1$ between the initial state and the remaining eigenstates $k \notin \{1, 2\}$. In this case, the rest of the terms in the last line of Eq. (10) has negligible contribution and thus, the wave function will evolve as

$$|\Psi(t)\rangle \approx \cos \left(\frac{\Delta E t}{2\hbar}\right) |0, N\rangle - i\sin \left(\frac{\Delta E t}{2\hbar}\right) |1, N-1\rangle.$$  

(11)

Notice how this expression resembles Eq. (5) but with a subtle yet important distinction that in Eq. (11), we are not approximating the Hamiltonian with the $2 \times 2$ matrix Eq. (4). But instead, we have to obtain the many-body energy splitting $\Delta E = E_2 - E_1$ from the full Hamiltonian $H$. From Eq. (11), we find that the tunneling period can be approximated by $t_{\text{tun}}^N = \hbar/(\Delta E)$.

One of the key aspects not captured by the simple Bose-Hubbard theory is that the tunneling parameter $J$ may change when particle number is changed due to the need to adjust the tilt $\delta$ to locate the resonances. The effect becomes particularly severe in symmetric double well systems obtained in optical lattices, where $U_L \approx U_R \gg J$ as in Refs. [23, 24]. The inadvertent change of $J$ was considered the reason for observing the faster oscillation frequency than the expected $\sqrt{2}$ enhancement for doubly occupied sites in Ref. [24].

III. INTERACTION BLOCKADE IN ASYMMETRIC DOUBLE WELL

We now show that one can use an asymmetric double well to observe the $\sqrt{N}$ bosonic enhancement factor according to Eq. (2). Specifically, we propose to disentangle the single-particle coupling parameter $J$ from the tilt $\delta$ by using an asymmetric double well potential formed from the optical dipole potential of three laser beams (optical tweezers) far red-detuned off the closest atomic resonance such that they provide conservative attractive potentials for the atoms proportional to the local light intensity. Two closely spaced laser beams will combine to form a wide (right) well while the other laser beam will serve as a narrow (left) well separated by a small barrier. An example of such configuration is depicted in Fig. 3. We further suggest to probe the avoided level crossings by changing the intensity of the laser beam farthest (right-most) from the effective barrier. Tuning this intensity will almost only affect the right-most region of the potential, effectively adjusting the bias $\epsilon_R$, while leaving the barrier region responsible for the single-particle coupling $J$ mostly unaffected. Another advantage of using an asymmetric configuration is that the effective on-site interaction energy in the wide well will be naturally smaller than the other well, i.e., $U_R < U_L$. Thus, the resonance condition can be achieved with relatively little change on the depth of the right-most potential when compared to the symmetric double well case.

![FIG. 3. Asymmetric double well optical tweezer at the $x-z$ plane. Shown is the potential $V(r)$ of Eq. (12) formed with $P = 3$ laser beams for parameter values: $\{V_i/\hbar\}[\text{kHz}] = \{4659.775, 4137.962, 4585.886\}$ and $\{x_i/\omega_0\} = \{-0.658, 0.264, 1.176\}$.

A. Optical tweezer potential

Here, we discuss one possible experimental realization of such an asymmetric double well trap. In particular, we consider a superposition of multiple 3D optical dipole potentials modeled by [28]

$$V(r) = -\sum_{i=1}^{P} V_i \frac{\exp \left[-2((x-x_i)^2+y^2)/w_0^2 \right]}{1+\frac{x^2}{z_R^2}} + mgy,$$  

(12)

where $m$ is the mass of the bosonic atom, $g$ is the gravitational acceleration $g = 9.81 \text{ m/s}^2$, $P$ is the number of laser beams utilized in the trap, $\{V_i\} \{\{x_i\}\}$ are the depths (positions) of each beam, $w_0$ is the beam waist, and $z_R = \pi w_0^2/\lambda$ is the Rayleigh range, with $\lambda$ being the wavelength of the laser. The double-well shape in the 3D potential Eq. (12) is introduced along the $x$-direction. We also include the gravitational potential along the $y$-direction for the sake of completeness even though the overall effect is relatively small. In the following discussion, we have used experimentally relevant parameters for the mass $m$ of a $^{85}$Rb atom, the beam waist $w_0 = 1.015 \mu\text{m}$, and the laser wavelength $\lambda = 1.064 \mu\text{m}$. Since the background $s$-wave scattering length for $^{85}$Rb is negative [29, 30], we assume that the scattering length can be tuned via Feshbach resonance and instead use $a_s = 5.45 \text{ nm}$. Although not presented here, we have checked that the main findings of our work are robust against changing the isotope by repeating our calculations for $^{87}$Rb.

The parameter space becomes fairly complex when we consider at three or more optical tweezer beams in the system because of the different possible combinations of depths $\{V_i\}$ and positions $\{x_i\}$ of the beams. To narrow down the search for suitable trap parameters we first consider a symmetric double well with a potential along the $x$-axis ($y = z = 0$) given...
\[ V(x, 0, 0) = -V_0 \left[ \exp\left( \frac{-2(x + d)^2}{w_0^2} \right) + \exp\left( \frac{-2(x - d)^2}{w_0^2} \right) \right]. \] (13)

Note that at a separation of \( d = w_0/2 \) the two wells will merge. In practice, there are two important considerations that need to be taken care of: (i) reaching the interaction blockade regime of \( U \gg J \), and (ii) the energy splitting is large enough to be experimentally observed. For the first condition, we choose \( U/J \sim 10 \). For the second condition we choose a minimum energy splitting of \( \Delta E/h \sim 200 \text{ Hz} \), which corresponds to 5 ms of oscillation period, being motivated by experimental requirements. The effective Bose-Hubbard parameters \( (J, U) \) are calculated following the prescriptions of Ref. [28] with further details given in App. B. We find that a suitable choice of \( V_0/h = V_1/h = 5 \text{ MHz} \) satisfies both conditions. In Fig. 4, we show the single-particle energy splitting \( \Delta E \) and interaction energies \( U \ell \) as a function of the double well separation.

![FIG. 4. Single-particle energy splitting \( \Delta E \) for \( N = 1 \) and intra-well interaction energy \( U \ell = U_L = U_R \) of a symmetric double well with two optical tweezer beams as a function of the beam separation \( d \) with \( V_0/h = 5 \text{ MHz} \). The horizontal dashed-dotted line represents the minimum energy splitting for experimentally observable single-particle tunneling.](image)

The same two constraints for the symmetric configuration will also apply for the asymmetric double well when exploring the parameter space. We impose an additional criterion for the separation between the second and third laser beams: it must be separated as far as possible but the single-particle functions must still be delocalized between the combined well. In practice, the aforementioned conditions will effectively fix the spacings \( \{x_i\} \) and the intensities of the beams forming the wide well \( \{V_i\} \).

**B. Few particle quantum simulations**

To illustrate our suggested scheme, we choose a particular set of parameters \( \{x_i, V_i\} \). Afterward, the tunneling resonance for a single boson is located by tuning the depth of the narrow well \( V_1 \). The single-particle energies as a function of \( V_1 \) are shown in Fig. 5. For the asymmetric double well, the single-particle energy splitting between the two lowest states is \( \Delta E/h = 2.1/\hbar = 240.14 \text{ Hz} \), which leads to a tunneling period of \( t_{\text{Tun}} = 4.16 \text{ ms} \). It can also be seen in the left panel of Fig. 5 that the second- and third-excited states are well separated from the ground and first-excited states. This motivates us to use the MCTDHB scheme [26] for fully 3D numerical simulations when \( N > 1 \). The MCTDHB method expands a multi-particle wave function in an occupation number basis constructed from a small number \( M \) of optimised orthonormal single-particle functions. A short description of the MCTDHB method and additional details on the numerical convergence can be found in Appendix A. An alternative method is to diagonalize the corresponding Bose-Hubbard Hamiltonian for \( N \) bosons using the effective Bose-Hubbard parameters calculated according to the prescription of Ref. [28] as the beam depth is being varied. The Bose-Hubbard parametrization for the asymmetric double well is discussed briefly in Appendix B. In this context, the full \((N + 1) \times (N + 1) \) Hamiltonian matrix is constructed and diagonalized in the Fock state basis.

For the MCTDHB calculations, the three-dimensional nature of the system requires a careful treatment of the short-range interaction

\[ \hat{U}(r_i - r_j) = \Lambda \delta(r_i - r_j), \] (14)

where \( \Lambda \) is the renormalized coupling constant, used in our simulations (see Refs. [31, 32] and references therein). As discussed in Appendix A, the main convergence parameter in MCTDHB is the number of single-particle modes \( M \) used to represent the MCTDHB many-body wave function. To this end, for each choice of \( M \), we follow the renormalization procedure utilized in Refs. [31, 33, 34] when renormalizing the interaction strength with respect to the exact ground-state energy of interacting bosons in a 3D harmonic oscillator [35] solved using the same spatial grid as the asymmetric double well potential. Another way of modelling short-range interactions is by using finite-range model potentials such as a Gaussian interaction potential as in Ref. [32]. But as we shall see below for \( N = 2 \) bosons, renormalizing the strength of the contact potential is already sufficient to get good agreement between the results of the MCTDHB simulations and the Bose-Hubbard model with the unrenormalized contact parameter \( 4\pi \hbar^2 \alpha_s/m \).

Now that the value of \( V_1 \) is fixed by the resonance condition for \( N = 1 \), we implement our protocol of varying \( V_1 \) to identify the avoided level crossing for \( N > 1 \). The results for the multi-particle eigenenergies are shown in Fig. 6. We have obtained energy splittings at the avoided level crossing of \( \Delta E/h = 336.46 \text{ Hz} \) for \( N = 2 \) and \( \Delta E/h = 395.62 \text{ Hz} \) for \( N = 3 \). Interestingly, the two lowest multi-particle energies from the effective Bose-Hubbard model are consistent with
the corresponding MCTDHB results for the parameter space explored here. The deviation seen for the second-excited state energy can be explained by the fact that in our MCTDHB calculations only the ground or the first-excited state is variationally optimized and thus, the second-excited state energy is expected to be higher than the exact energy. We can then infer that the renormalization scheme from Ref. [31] and the MCTDHB method are both applicable for characterizing the energy gap between the two lowest energy states for the system considered here.

Due to the three-dimensional nature of the potential, it is imperative to ensure that the avoided level crossings in Fig. 6 correspond to the relevant states and excitations along the axis of asymmetry. To this end, we show plots of the two-body wave function as depicted in Fig. 7. In these plots, it can be seen that the first-excited state has a node along the $x$-axis at the position where the effective barrier has a maximum. Features of the wave function of the first-excited state shown in the right panel of Fig. 7 are insightful in understanding the nature of the excited states at the avoided level crossing. On one hand, the positive amplitude of the wave function for positive values of $x_1$ and $x_2$ (upper-right quadrant) describes a state of two bosons sitting on the wide well. On the other hand, the negative amplitude in the remaining domain of negative $x_1$ with positive $x_2$ and vice versa depicts a state with one boson in each well. Therefore, this excited state $|\Psi_1\rangle$ represents the antisymmetric superposition of the localized wave functions $|\Psi_1\rangle = (|0, 2\rangle - |1, 1\rangle)/\sqrt{2}$. A similar analysis can be made for the ground-state wave function $|\Psi_0\rangle$ shown in the left panel of Fig. 7, leading to the conclusion that the ground state of the system corresponds to the symmetric superposition state $|\Psi_0\rangle = (|0, 2\rangle + |1, 1\rangle)/\sqrt{2}$. Thus, the states which physically represent a single boson tunneling from one well to the other are manifested in the two lowest eigenstates of the system. In a similar fashion, we can also look at the corresponding three-body wave function for $N = 3$. The important features of the isosurface plots shown in Fig. 8 can be regarded as simple three-dimensional (corresponding to three bosons \{x_1, x_2, x_3\}) extension of the contour plots in Fig. 7. We see that the two lowest energy states obtained are the relevant anticrossing states in the numerical simulation for $N = 3$.

In order to ensure that the dynamics of an initial localized state will be restricted to the two-state subspace at the avoided level crossing, we must choose an initial state with strong overlap with the symmetric superposition of two lowest few-body eigenstates [1] and [2] at the resonance. This can be quantified by the fidelity $F = |\langle \Psi_R |\Psi_0 \rangle|^2$ where $|\Psi_R\rangle = (|1, 1\rangle + |2, 0\rangle)/\sqrt{2}$. As an example, let us use the ground-state wave functions at the largest value of $V_3$ in Fig. 6 as the initial state $|\Psi_0\rangle$. For $N = 2$, the fidelity of this initial state with the symmetric superpositions at the avoided crossing $|\Psi_R\rangle$ is $F = 0.9439$. While for $N = 3$, the corresponding
fidelity is $\mathcal{F} = 0.9306$. These numbers suggest that this procedure is viable and the subsequent coherent oscillations will be dominated by the two lowest few-body energy states. Further details on how to calculate fidelities between two MCTDHB wave functions are discussed in Appendix C. We now proceed to a numerical demonstration of the time evolution of relevant observables for $N = 2$ following a trap quench from the ground state of the largest $V_3$ considered in Fig. 6 to the position of the avoided level crossing. The ensuing dynamics is expected to exhibit coherent oscillations with a period associated to the numerically obtained few-body energy splitting $\Delta E$ because of the large fidelity ($\mathcal{F} = 0.9439$) between the initial state and the symmetric superposition of the two lowest energy states at the resonance. Indeed, we observe in Fig. 9 that both Bose-Hubbard and MCTDHB results exhibit oscillatory behavior of relevant observables, which are the mode occupation number in the wide well $\langle \hat{n}_R \rangle$ for the Bose-Hubbard model and the position of the center-of-mass $\langle x \rangle/\omega_0$ for the MCTDHB calculation. The presence of small amplitude oscillations in the MCTDHB results can be explained by the fact that the fidelity is not perfect. Nevertheless, the oscillation frequency of the center-of-mass position is consistent with the numerically calculated $\Delta E$ for $N = 2$. The difference in oscillation frequency when compared to the Bose-Hubbard results, which is about $\sim 10\%$, can be accounted for by the slight mismatch between the energy splittings obtained from the two methods. But more importantly, the time-dependent simulations presented in Fig. 9 corroborate the validity of the time-independent arguments based on the avoided level crossings.

![Figure 9](image.png)

**FIG. 9.** Dynamics for $N = 2$ following a quench to the position of the avoided crossing from the ground state at the largest value of $V_3$ in Fig. 6. Dashed-curve (left y-axis) denotes the dynamics of the expectation value of mode occupation number in the right (wide) well $\langle \hat{n}_R \rangle$ within the Bose-Hubbard model. Solid curve (right y-axis) depicts the dynamics of the average center-of-mass position in the axis of asymmetry $\langle x \rangle/\omega_0$ calculated from MCTDHB.

Finally, we compare the energy splittings for $N = 2$ and $N = 3$ with that for $N = 1$. Indeed, it can be seen from Fig. 10 that our numerical results for $\Delta E/2J$ closely follow the expected $\sqrt{N}$-behavior. For $N = 2$, we can directly compare our result $\Delta E/2J = 1.40$ with previous experimental observation [24], which is $\Delta E/2J = 2.37$. This clearly illustrates that our proposal of using an asymmetric double well should be able to capture the expected tunneling period in the interaction blockade regime, at least for the number of bosons presented here.
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**FIG. 10.** Multiple particle energy splittings as a function of $N$. Solid line corresponds to the expected $\sqrt{N}$ dependence. The dashed line corresponds to the first-order approximated splitting given by Eq. (8) for an effective Bose-Hubbard parameter of $U_L/J \approx 7$ and $U_R/J \approx 4$. Blue crosses correspond to the numerical results at the positions of resonance indicated by the circles in Figs. 5 and 6.

### IV. DISCUSSION AND OUTLOOK

In this work, we have proposed a way to experimentally observe the $\sqrt{N}$ bosonic enhancement factor for the energy splitting in the interaction blockade regime of few bosons. Our suggestion is to use an asymmetric double well configuration made from superimposing single-well potentials. This setup allows for tuning of energy levels by varying the depth of the well farthest away from the effective barrier. In doing so, the effect on the barrier that separates the left and the right wells becomes minimal as the avoided level crossing is being probed. To test our claim, we have done a series of numerical experiments using 3D optical tweezers and obtain the relevant energy splittings. We have shown that the $\sqrt{N}$ behavior of the energy gap between the tunneling resonance states manifests for $N = 2$ and $N = 3$. While good agreement can be seen for $N = 2$, there is already a slight deviation for the $N = 3$ results from the expected $\sqrt{N}$ prediction. Unfortunately, the correction according to Eq. (8) for finite $U_L/J$ does not quantitatively capture the apparent decrease in the energy level splitting for $N = 3$ as seen in Fig. 10. The nature of this discrepancy can be studied in future works. In general, one might expect larger deviations for increasing $N$ because the depth of the well farthest from the barrier needs to be tuned more in order to locate the resonance. Thus, probing the avoided level crossing for larger $N$ might have more pronounced effects on the deformation of the effective barrier. The ideas in our proposed scheme can be extended to a system comprising of more laser beams than the three beams considered in this work. Of course, the complexity of the parameter space increases but in exchange, this consideration can improve the possibility of studying coherent transport phenomena without altering the tunneling barrier in systems with larger $N$.
In terms of experimental implementation, the multi-well potential of Eq. (12) can be realized by using for example spatial light modulator [36] or acousto-optical modulator [5, 37] techniques. The avoided-level crossing for \( N \) bosons can be probed by initializing the experiment in a regime where the ground state corresponds to all the bosons occupying the right well, i.e., large values of \( V_3 \). Then, the trap depth of the rightmost well is adiabatically decreased until one boson can tunnel to the left well, which first happens in the tunneling resonance.

Once the avoided level crossing is identified, the next step would be to measure the period of coherent oscillations, which can then be compared with the numerical results presented here.

It is quite interesting to point out that the ground-state single-particle energy for the states in Figs. 7 and 8 is above the classical saddle point of the external potential at \( x = y = z = 0 \). Thus, the coherent oscillations found in our numerical experiments can be regarded as some form of over-the-barrier tunneling dynamics. Interestingly, it was shown in Ref. [38] that a version of the Coulomb blockade phenomenon persists in the regime dominated by thermal activation of electrons over the tunnel barriers. In our case, even though the ground-state single-particle energy is above the barrier, we still observe the \( \sqrt{N} \) prediction in the interaction blockade limit of the Bose-Hubbard model. This begs the question of how far above the barrier the single-particle energies can go before Eq. (2) breaks down. In the absence of any barrier, we can consider as an example a simple harmonic oscillator potential with equidistant energies. In this case, by virtue of symmetry in the wave function, symmetric and anti-symmetric superpositions of the ground and first-excited states will still produce localized functions. However, the conceptual equivalent of tilting the potential in this case would be a simple displacement of the harmonic trap. Therefore, the single-particle energy splitting remains unchanged and no avoided crossing appears. Perhaps more important, it becomes harder to justify in the absence of a barrier the use of only the two lowest single-particle states since the energy levels are now spaced equally. These factors suggest a breakdown of Eq. (2) in the complete absence of a barrier. A more systematic study of this crossover behavior as the classical barrier is decreased can be an interesting direction for future work.
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**Appendix A: MCTDHB and Convergence**

The numerical simulations are performed using the MCTDHB method. Our calculations are done using the implementation in the MCTDHB-Laboratory package [39]. Here, we briefly describe the theory behind MCTDHB. We also discuss how we ascertain the numerical convergence of the MCTDHB results.

The MCTDHB method uses a variational ansatz for the many-body wave function, which must be properly symmetrized for bosons

\[
\Psi(t) = \sum_{n_1, n_2, \ldots, n_M} C_{n_1, n_2, \ldots, n_M}(t) \prod_{k=1}^{M} \frac{1}{\sqrt{n_k!}} |b_k^n(t)|_{\text{vac}},
\]

where \( \phi_k \) is the set of single-particle functions \( \phi_k(x, t) = \langle x | b_k^n(t) | \text{vac} \rangle \). Using Lagrangian formulation, the functional action reads

\[
S[\{C_{n_1}(t)\}, \{\phi_k(x, t)\}] = \int dt \left\{ \Psi |H - i \frac{\partial}{\partial t}|\Psi\rangle - \sum_{k,j=1}^{M} \mu_{k,j}(t) \langle \phi_k | \phi_j \rangle - \delta_{k,j} \right\},
\]

where the Lagrange coefficients \( \mu_{k,j} \) ensure orthonormality of the single particle functions. Variations with respect to the time-varying expansion coefficients and \( \{\phi_k\} \) yield a set of coupled equations of motion, which are numerically solved. Further details on the derivation can be found in [26].

The main convergence parameter in MCTDHB simulations is the number of single-particle modes \( M \) used in the expansion of the many-body wave function. The importance of the single-particle functions used to expand the MCTDHB wave function can be evaluated from the eigenvalues \( n_k^{NO} \) of the single-particle density matrix, sometimes called as natural occupancies, \( \langle \psi_k | \psi(y) \rangle = \sum_{k=1}^{M} n_k^{NO} \phi_k^* (x) \phi_k (y) \). In the subsequent discussion, we have normalized the trace of the density matrix to unity, i.e., \( \sum_k n_k^{NO} = 1 \). Furthermore, the excited eigenstates and eigenvalues shown in Fig. 6 are obtained from the time-dependent Hamiltonian matrix calculated when performing the variational optimization of the \( C_{n_1} \) vectors with respect to the ground-state wave function. We have checked that the eigenenergies obtained this way are consistent with those calculated from the variationally optimized first-excited state wave functions. This procedure of obtaining the spectrum using improved relaxation method has been recently applied in another work based on MCTDHB simulations [40].

To exemplify how we test for numerical convergence of our results, we discuss below a specific example for \( N = 2 \). Relaxation towards the variationally optimized ground-state wave function is done within MCTDHB through imaginary time propagation [26]. For our MCTDHB simulations, we have used a fast Fourier transform based grid with \( \{N_x, N_y, N_z\} = \{60, 30, 30\} \) number of grid points in a box defined by \( x/w_0 \in [-0.5, 1.0], y/w_0 \in [-0.4, 0.4], \) and \( z/w_0 \in [-0.4, 0.4] \). We have checked that relevant properties of the low-lying energy states such as the energy splitting \( \Delta E \) are converged with respect to this discretization. We present in Table I the values of the renormalized interaction couplings \( A \) used in our MCTDHB simulations.
\begin{table}[h!]
\begin{tabular}{|c|c|c|}
\hline
$M$ & $\tilde{\Lambda}$ & $\tilde{\Lambda}$ \\
\hline
2 & 0.0707128 & 0.0749100 \\
3 & 0.0718848 & 0.0731065 \\
4 & 0.0731065 & 0.0749100 \\
5 & 0.0749100 & 0.0754298 \\
6 & 0.0754298 & 0.0767700 \\
\hline
\end{tabular}
\caption{Renormalized interaction strength $\tilde{\Lambda} = \Lambda \mu_{0}^{2}/\hbar^{2}$ for various $M$.}
\end{table}

Since we are interested in the energy splitting between the two lowest energy states, we show in Fig. 11 the energy difference between the ground and first-excited state. (Left) the energy difference as a function of imaginary time for different single-particle modes $M$. It can be seen that already for $M = 4$ and $M = 5$, the energy splitting has nicely converged. Moreover, this also confirms that the renormalization procedure described above has worked. The time-evolution of the natural occupancies of the ground-state single-particle density matrix is also shown in Fig. 11. The convergence towards the relaxed energy splitting coincides with an increase in the fourth lowest natural occupancy. This observation reveals the importance of using at least $M = 4$ modes in MCTDHB to simulate the stationary states of the system. It is insightful to look at the natural orbitals for $M = 4$ shown in Fig. 12. The symmetry of the external potential along the $y$-direction is trivially reflected in the symmetric nature of the orbitals about the $y$-axis. The $x$-direction or the axis of asymmetry is more interesting since here we can see from the nature of the two lowest occupied natural orbitals that MCTDHB needs at least $M = 4$ modes in order to capture the finer details of the external potential brought about by the fact that two optical tweezers actually form the wider well. This is apparent from the presence of nodal structures in the region occupied by the wider well as depicted in the plots in the bottom panel of Fig. 12. Multi-mode generalizations of a bosonic Josephson junction [41–44] have been explored in various works demonstrating the importance of going beyond the two-mode approximation provided by the two lowest single-particle modes in order to predict novel quantum phenomena [20, 45–51].

Recently, pathologically slow convergence of MCTDHB results was demonstrated for nonequilibrium dynamics of attractively interacting bosons in the absence of an external trap [52]. However, for the system considered in this work, convergence from using a relatively fewer number of single-particle modes $M$ is to be expected due to tight three-dimensional trapping geometry leading to a large separation of the two lowest single-particle energies from the rest of the spectrum as seen from Fig. 5. Moreover, the bosons are repulsively interacting and the external trap is always present in our simulations. Good agreement with the Bose-Hubbard results for $N = 2$ as shown in Fig. 6 further validates the applicability of MCTDHB for the type of problem considered here.

\section*{Appendix B: Effective Bose-Hubbard parameters}

In this section, we briefly discuss the recipe for calculating the effective Bose-Hubbard parameters according to Ref. [28]. The first step is to obtain a set of $\tilde{M}$ single-particle eigenfunctions $\{\psi_{1}, \psi_{2}, \ldots, \psi_{\tilde{M}}\}$ for a specific realization of the 3D potential. Specifically for our simulations, we are using the sinc-DVR basis [28] with the same grid size and box size as described in Appendix A. We seek linear combination of these states to write the localized or “Wannier” function as

$$\phi_{c}(\mathbf{r}) \equiv \phi(\mathbf{c}, \mathbf{r}) = \sum_{i=1}^{\tilde{M}} c_{i}^{c} \psi_{i}(\mathbf{r}), (B1)$$

where $\mathbf{c} \cdot \mathbf{c} = 1$. Following the prescription for construction of localized Wannier functions in [28], we calculate the localization functional

$$L(\psi_{i}, \psi_{j}) = \int dy \int_{-\infty}^{x_{\text{cut}}} dx |\psi_{i}^{*}(\mathbf{r})\psi_{j}(\mathbf{r})|, (B2)$$

where $x_{\text{cut}}$ defines the left well say the position of the local maxima at $x = 0$. Both $\mathbf{c}$ and the set of single-particle states...
functions can be written as
\[ M \text{ that both MCTDHB wave functions use the same number of} \]
relaxed or stationary states. Moreover, we shall assume
functions since we are only interested in overlaps between
where we define the localization matrix as
\[ L_{ij} = L[\psi_i(r), \psi_j(r)]. \] (B5)
Thus, the vector \( \{ c_f \} \) in Eq. (B1), which maximizes the localization in the \( \ell \)-site, is one of the \( \mathcal{M} \) eigenvectors of the localization matrix. In this work, we truncate this expansion and use only the two lowest single-particle eigenstates, i.e., \( \mathcal{M} = 2 \). For a symmetric double-well potential, we recover the c vectors the symmetric and anti-symmetric superposition of the two lowest-lying single-particle energy states, \((1,1)^T/\sqrt{2}\) and \((1,-1)^T/\sqrt{2}\), respectively. This procedure allows us to construct the two localized Wannier functions \( \phi_\ell \) for arbitrary choice of \( V_3 \), we can then obtain the effective Bose-Hubbard parameters using the two lowest single-particle modes. The tunneling term is obtained from
\[ J = \int d\phi_\ell^*(r) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(r) \right] \phi_\ell(r), \] (B6)
where \( \ell \neq \ell' \). The on-site energies are given by
\[ \epsilon_\ell = \int d\phi_\ell^*(r) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(r) \right] \phi_\ell(r). \] (B7)
The on-site interactions are given by
\[ U_\ell = \frac{4\pi\hbar^2 a_s}{m} \int d\phi_\ell(r)|^4. \] (B8)
where \( a_s \) is the s-wave scattering length and for our simulations we use \( a_s = 5.45 \) nm.

**Appendix C: Fidelity calculation between MCTDHB wave functions**

In order to make sure that the suggested protocol in measuring the enhancement factor is sensible, we have suggested to calculate the fidelity
\[ F = |\langle \Psi | \chi \rangle|^2. \] (C1)
For brevity, we will drop the time-dependence on the wave functions since we are only interested in overlaps between relaxed or stationary states. Moreover, we shall assume that both MCTDHB wave functions use the same number of single-particle modes \( \mathcal{M} \). In this case, the MCTDHB wave functions can be written as
\[ |\Psi\rangle = \sum_n C_n |n\rangle \] (C2)
\[ |\chi\rangle = \sum_m B_m |m\rangle, \]
where
\[ |n\rangle = \prod_{k=1}^M \left[ \hat{b}_k \right]_{n_k} / \sqrt{n_k!} |0\rangle \] (C3)
and
\[ |m\rangle = \prod_{k=1}^M \left[ \hat{d}_k \right]_{m_k} / \sqrt{m_k!} |0\rangle. \] (C4)
The bosonic creation operators create a boson in a single-particle function according to
\[ \hat{b}_k |\text{vac}\rangle = |\phi_k\rangle \] (C5)
\[ \hat{d}_k |\text{vac}\rangle = |\varphi_k\rangle. \]
Obtaining the fidelity equates to calculation of the overlap
\[ \langle \Psi | \chi \rangle = \sum_{m,n} C_{n}^* B_m \langle n|m \rangle \] (C6)
In general, we can easily access the variationally optimized expansion coefficients \( C_n \) and \( B_m \). However, obtaining the overlaps \( \langle n|m \rangle \) is not trivial because the basis functions between two different MCTDHB wave functions are in most cases not orthonormal, i.e., \( \langle \phi_n | \varphi_k \rangle \neq \delta_{n,k} \). In order to proceed further, we expand both of the single-particle functions \( |\phi_i\rangle \) for \( |n\rangle \) and \( |\varphi_i\rangle \) for \( |m\rangle \) in terms of a primitive basis \( \{ \zeta_j \} \) defined by the chosen grid discretization scheme. Note that we are now assuming that the two wave functions are solved in the same underlying primitive basis. Then, we can write
\[ |\phi_i\rangle = \sum f_{ij} |\zeta_j\rangle \] (C7)
and
\[ |\varphi_i\rangle = \sum g_{ij} |\zeta_j\rangle. \] (C8)
Since each of the single-particle basis functions form an orthonormal set, we can then calculate the overlap matrix that can be used to expand one single-particle function in terms of the other
\[ |\varphi_i\rangle = \sum_k |\phi_k\rangle \langle \phi_k | \varphi_i \rangle = \sum_{k,\ell} f^{*}_{k\ell} g_{\ell i} |\phi_k\rangle \] (C9)
\[ = \sum_k A_{ki} |\phi_k\rangle, \]
where we define the overlap matrix as
\[ A_{ki} = \sum_{\ell} f^{*}_{k\ell} g_{\ell i}. \] (C10)
Using Eqs. (C5) and (C10), it is straightforward to obtain the corresponding commutation relation
\[ [\hat{b}_j, \hat{d}_k^\dagger] = A_{jk}. \] (C11)
This commutation relation allows us to calculate overlaps for arbitrary number of modes $M$ and number of bosons $N$. For $N = 2$, it can be shown that

$$\langle n|m \rangle = \frac{1}{N} \langle \text{vac}|b_ib_jd_k^\dagger d_l^\dagger|\text{vac} \rangle$$

$$= \frac{1}{N} (A_{ik}A_{jl} + A_{jk}A_{il}),$$

where $N = \sqrt{n_i!n_j!m_k!m_l!}$. For $N = 3$, the associated overlap is

$$\langle n|m \rangle = \frac{1}{N} \langle \text{vac}|b_ib_jb_cd_k^\dagger d_l^\dagger|\text{vac} \rangle$$

$$= \frac{1}{N} [A_{ij}(A_{kl}A_{ml} + A_{kl}A_{ml})$$

$$+ A_{jk}(A_{il}A_{kl} + A_{il}A_{kl}) + A_{kl}(A_{ij}A_{il} + A_{ij}A_{il})],$$

where now $N = \sqrt{n_i!n_j!n_k!n_m!}$. The associated overlap is

$$\langle n|m \rangle = \frac{1}{N} \langle \text{vac}|b_ib_jb_cd_k^\dagger d_l^\dagger|\text{vac} \rangle$$

$$= \frac{1}{N} [A_{ij}(A_{kl}A_{ml} + A_{kl}A_{ml})$$

$$+ A_{jk}(A_{il}A_{kl} + A_{il}A_{kl}) + A_{kl}(A_{ij}A_{il} + A_{ij}A_{il})],$$

where now $N = \sqrt{n_i!n_j!n_k!n_m!}$.
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