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ABSTRACT

The delayed feedback problem is one of the imperative challenges in online advertising, which is caused by the highly diversified feedback delay of a conversion varying from a few minutes to several days. It is hard to design an appropriate online learning system under these non-identical delay for different types of ads and users. In this paper, we propose to tackle the delayed feedback problem in online advertising by “Following the Prophet” (FTP for short). The key insight is that, if the feedback came instantly for all the logged samples, we could get a model without delayed feedback, namely the “prophet”. Although the prophet cannot be obtained during online learning, we show that we could predict the prophet’s predictions by an aggregation policy on top of a set of multi-task predictions, where each task captures the feedback patterns of different periods. We propose the objective and optimization approach for the policy, and use the logged data to imitate the prophet. Extensive experiments on three real-world advertising datasets show that our method outperforms the previous state-of-the-art baselines.
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1 INTRODUCTION

Conversion rate (CVR) prediction is one of the most essential tasks in online advertising, which predicts the probability of whether a user will accomplish certain goals after viewing an ad, such as order placement [1, 15, 17, 20]. For such a task, the delayed feedback problem is one of the imperative challenges. After an ad is shown to or clicked by a user, the system can receive the conversion feedback with a delay ranging from a few minutes to several days, if there is one [10]. For those ad impressions that do not have feedback yet, it is hard for the system to tell whether they will convert in the future or not. In this case, labelling these samples as negative may introduce bias to CVR prediction models. A customary practice is to wait for a period before assigning negative labels [5, 9, 14], but it makes the model hard to catch up with the most recent data.

In online advertising, since there are always a number of samples whose labels are undetermined, it is difficult to use a standard objective function (e.g., binary cross-entropy) to train the CVR prediction model. So, we consider two questions: 1) How to design an appropriate learning objective in online advertising under delayed feedback, and 2) How to learn a CVR predictor that optimizes such objective.

In this paper, we propose a general methodology for the delayed feedback problem, named “Follow the Prophet” (FTP). Our insight is, we should first construct a prophet that knows how to use the data properly so as to define the learning objective, and then learn the actual model by imitating the prophet.

The “prophet” is a model trained over an idealized dataset, which is constructed to eliminate the issue of delayed feedback. We show that such a model as well as the constructed dataset can be easily obtained using a subset of historical data with complete feedback.

Second, we propose to use multiple tasks and objective functions to characterize the conversion feedback under different delayed periods. In such case, the “prophet” could be the optimization goal for cherry-picking the proper task for each sample. Hence, our objective is to aggregate these tasks to imitate the idealized prophet.

Finally, to accomplish that, we leverage an aggregation policy on top of the predictions of each task to yield an appropriate predictions for each sample. This aggregation policy is optimized in a well-designed training pipeline to minimize the error with an artificial prophet. This ultimately achieves our objective, “behaving like a prophet”.

Compared to previous works, our method does not rely on specific assumptions, neither the delay distribution nor the true labels
distribution. Instead, it is optimized in an objective-oriented way, by “following the prophet.” Our solution is naturally suitable for online training and easy to deploy in real-world advertising systems.

We conduct extensive experiments on three real-world advertising conversion rate prediction datasets, including two public datasets and one large-scale in-house dataset. We use a streaming simulation for evaluation to reflect the performance of each method in the online advertising system. Experimental results show that our method outperforms the other state-of-the-arts in previous works.

2 RELATED WORKS

Conversion prediction plays a critical role in online advertising [1, 15, 17, 20], and there are several works on resolving the feedback delay issue. Chapelle [5] proposed to apply survival time analysis with a delayed feedback model (DFM) to estimate the delay under an assumption of exponential distribution. Yoshikawa and Imai [26] extended DFM to a non-parametric model (NoDeF). Yau et al. [25] regarded the delayed feedback as a data shift and proposed to use an importance weighting approach (FSIW) to handle different distribution between test data and observed data.

One of the disadvantages of these methods is that they are hard to apply in gradient-descent-based online training [2, 16, 23]. Ktena et al. [14] proposed to use a “fake negative” data pipeline in online streaming: all samples are assigned with a fake negative label without delay. If the system receives a conversion feedback later, they just duplicate that sample with a positive label. To estimate conversion rate under this form of data, they proposed to use positive–unlabeled loss (PU) [6, 13, 21], fake negative weighted loss (FNW) and fake negative calibration approach (FNC) [14].

3 PROBLEM FORMULATION

First, a CVR prediction problem without considering the delayed feedback can be formulated as probabilistic predictions of binary classification over a dataset \( D = \{(x_i, y_i)\}_{i=1}^{N} \), where each instance has input features (including ad and user attributes) \( x \) and a binary label \( y \) indicating whether there is a conversion \([15, 19]\).

Next, we formulate an online CVR prediction problem with delayed feedback by adding a few notations. During online learning, at time \( t \), the system maintains a dataset:

\[
D_t = \{(s_i, t_i, x_i, y_{i,s-s})\}_{i=1}^{N_t}
\]  

where each instance has \( s \) the timestamp when it is initially logged, and \( t \) the timestamp when receiving its conversion feedback. \( t = \infty \) if there is no feedback until \( t \), and the observed label \( y_{i,s-s} \) with a period of \( d = t - s \) is defined as:

\[
y_d = y_{i,s-s} = \begin{cases} 
1, & \text{if there is a conversion before } t, \\
0, & \text{otherwise.} 
\end{cases}
\]

Moreover, we define \( d_{\text{max}} \) as the maximum feedback delay, i.e., an instance initialized at time \( s \) will be considered having no conversion if there is no feedback until \( s + d_{\text{max}} \):

\[
y_{d'} = y_{d_{\text{max}}, \forall d' > d_{\text{max}}}
\]

Finally, the conversion rate can be defined as:

\[
\Pr(\text{conversion}|x) := \Pr(y_{d_{\text{max}}} = 1|x)
\]

4 FOLLOW THE PROPHET

The outline of our model and data pipeline for FTP is shown in Fig. 1. In the following sections we will illustrate three essential components in FTP: the prophet that can give prophecies, the multiple tasks for capturing conversion feedback patterns in different periods, and the policy optimized towards the prophet to aggregate these tasks.

4.1 Construct the prophet

As we describe in the introduction, a “prophet” is an ideal model that can eliminate the issue of delayed feedback. The issue is that, when a new instance is logged, we only know its features \( x \), but does not have the feedback to determine the label.

So formally, at any time \( t \), the \( y_{t-s} \) in logging data \( D_t \) is not the label of CVR prediction problem (which need to be \( y_{d_{\text{max}}} \) in Eq. 4).

An ideal CVR prediction model could be trained if we could get a set of ideal data with all the feedback, which would be:

\[
D_t^* = \{(s_i, t_i, x_i, y_{d_{\text{max}}})\}_{i=1}^{N_t}
\]

We define that, at any time \( t \):

A prophet is a well-trained CVR model based on \( D_t^* \).

A prophecy is the prediction of the prophet.

Obviously, we cannot obtain \( D_t^* \) if the time now is \( t \). However, according to Eq. 3, on a subset of \( D_t \) with the instances subject to \( s < t - d_{\text{max}} \), we have:

\[
D_{t,d_{\text{max}}} := D_t|s < t - d_{\text{max}} \equiv D_t^*_{t-d_{\text{max}}}
\]

\( D_{t,d_{\text{max}}} \) contains instances with complete feedback until \( t \), since by the definition of \( d_{\text{max}} \), all the feedback in this subset should already be received. Therefore, it is possible to construct a prophet until \( t - d_{\text{max}} \) with logging data subset \( D_{t,d_{\text{max}}} \).

4.2 Multi-task learning for delayed feedback

Recall that, without considering the delayed feedback, we can use the standard binary cross-entropy objective function to optimize a single CVR prediction model. However, when under delayed feedback, this kind of optimization approach fails to properly handle samples without feedback yet.

Therefore, instead of optimize the CVR prediction directly, we propose to set up multiple tasks and objective functions to characterize different delayed periods:

\[
\text{Task } k: \quad \hat{y}_k = f_k(x) = \Pr(y_{d_k} = 1|x), \quad k = 1, 2, ..., K
\]

We assume that \( 0 < d_1 < d_2 < ... < d_K = d_{\text{max}} \).

Similar to Eq. 6, for each task \( k \), the available logging subset is:

\[
D_{t,d_k} := D_t|s < t - d_k
\]

The loss function for each task \( k \) is the binary cross-entropy

\[
L_k = -y_{d_k} \log(f_k(x)) - (1 - y_{d_k}) \log(1 - f_k(x))
\]

By limited the training data to a subset subject to \( s < t - d_k \), the label \( y_{d_k} \) is always available at time \( t \). So, all the samples are entirely labeled during training. This is one of the major differences between our method and previous works.

Another advantage is that it is easy to build data pipelines for online training, as shown in Fig. 1(a). Each task can fetch new
available training data continuously from its own data pipeline, and perform incremental updates.

Various forms of DNN-based multi-task networks can be applied to the model [3, 22], including the widely used shared-bottom structure [4], cross-lingual parameter sharing [7], MoE [8, 11, 24], MMS [18] and MT-FwFM [20], etc.

4.3 Aggregation policy to imitate the prophet
Now, we introduce the aggregation policy to imitate the prophet, which combines these tasks to make the final prediction.

Our aggregation policy is a model that outputs a set of weights (by a softmax activation) for the tasks, denoted by \( \hat{y}_{task,i} \) for \( i = 1, \ldots, K \), as well as the prediction of the prophet \( y^{\ast} = f^{\ast} \). Then, we can find the task \( k^{\ast} \) which has the closest prediction to the prophecy,

\[
k^{\ast} = \arg \min_k \left| \hat{y}^\ast - \hat{y}_k \right|.
\]

4.3.1 Policy loss. The optimization approach for the policy model is exactly as the name of our method: follow the prophet, as shown in Fig. 1(c).

Since we have all the models, we can have the predictions of the tasks \( \hat{y}_k = f_k(x) \), \( k = 1, \ldots, K \), as well as the prediction of the prophet \( \hat{y}^\ast = f^\ast \). Then, we can find the task \( k^{\ast} \) which has the closest prediction to the prophecy,

\[
\hat{y}_{FTP} = \frac{1}{K} \sum_{k=1}^K g_k(x)f_k(x)
\]

4.3.2 Training data pipeline. In order to compute Eq. 10, we save the tasks’ prediction into the online logs, and we denote this extended online logs as:

\[
D'_{\tau,d_{\text{max}}} = \left\{ (s_i, x_i, y_{\tau-s_i}, \hat{y}_{\text{tasks},i}) \right\}_{i=1}^{N_{\tau}}
\]

where \( \hat{y}_{\text{tasks},i} = (\hat{y}_{1,i}, \hat{y}_{2,i}, \ldots, \hat{y}_{K,i}) \) is the online predictions of multiple tasks.

As we discuss in the previous sections, the prophet can only be constructed on \( D_{\tau,d_{\text{max}}} \), so the training of aggregation policy should also be based on the subset of the extended logs \( D'_{\tau,d_{\text{max}}} \).

5 EXPERIMENTS

5.1 Streaming simulation set-up
We focus on the online system and use a simulation of online streaming while performing offline evaluation. The original dataset is \( D' \).

A simulated “current” timestamp \( \tau \) is used to control the evaluation procedure. During the training process, only \( D_{\tau} \) is available. Every time after the model update, it will be used to predict and evaluate on the instances in next hour. Finally, the timestamp \( \tau \) moves to one hour later, and we repeat the steps above.

5.2 Datasets

Criteo Conversion Logs. \(^1\) (Criteo-2014). This is a widely used public dataset for the delayed feedback problem [5]. It includes 60 days data, with \( d_{\text{max}} \) as 30 days. The last 20 days are used for evaluation.

Tencent Advertising Algorithm Competition 2017. \(^2\) (Tencent-2017). This dataset includes 14 days of click and conversion logs. According to the discussion about this competition, we set \( d_{\text{max}} = 2 \) days, and data of last 2 days are excluded. The last remaining 5 days are used for evaluation.

Tencent Ads Conversion Logs. (Tencent Ads). To verify the effectiveness of our method on production data, we collect 3 months of conversion logs from Tencent Ads, with about 200 million instances after sampling. We use the instances in the last month for evaluation.

5.3 Compared methods

Prophet\(^\ast\): An ideal CVR model constructed on \( D' \) for evaluation.

Waiting\((d)\): A method that only updates on \( D_{\tau,d} \) \((s < \tau < d)\).

\(^1\)https://labs.criteo.com/2013/12/conversion-logs-dataset/
\(^2\)https://algo.qq.com/?lang=en
Figure 2: Results. The methods "(d)" means "Waiting(d)" for short.

FSIW: Feedback shift importance weighting [25]. Note that this method is not originally designed for streaming settings.

PU, FNW, FNC: Using a fake negative data pipeline with a PU loss / FNW loss / FN Calibration [14].

FTP: Our method. We set the tasks to (1 day, 7 days, 14 days, 21 days, 30 days) on Criteo-2014, (1 hour, 6 hours, 24 hours, 48 hours) on Tencent-2017, and (4 hours, 1 day, 5 days) on Tencent Ads.

We use a DNN model as the base model for all the methods. For the two public datasets, all features are transformed into embeddings, and concatenated together to feed into two dense layers with 128 units in each. The activation function is Leaky ReLU. L2 regularization is set to $10^{-6}$ on Criteo-2014 and $10^{-7}$ on Tencent-2017. The models are update by the Adam optimizer [12]. In our FTP method, all the tasks and the policy network share the embedding layers and the first dense layer at the bottom.

5.4 Results

We conduct 5 random runs on the two public datasets, and the results are shown in Fig. 2 (a,b). Results on in-house Tencent Ads data is shown in Fig. 2 (c), and the relative metrics compared to prophet* are reported.

From Fig. 2, we observe that our FTP outperforms other methods stably on all datasets. The performance of FSIW is not satisfactory, because it is not design for streaming settings, and fail to make use of recent feedback directly. PU loss is hard to converge on Criteo-2014 and Tencent-2017. The performance of theWaiting method with a well-tuned waiting period $d$ can also have considerable performance. There isn’t much mentioned about this baseline in previous works. Our FTP is the only method that outperforms the best-tuned Waiting baseline.

To further analyze the success of FTP, we show statistics about different tasks in FTP in Table 1. "Feedback%" indicates how many percentages of feedback can be received within the specific task’s period. "Best%" counts up how many times that each task becomes the "best" task, with a prediction closest to the prophecy.

Table 1 shows that over all the datasets, we find that theWaiting method with a well-tuned waiting period $d$ can also have considerable performance. There isn’t much mentioned about this baseline in previous works. Our FTP is the only method that outperforms the best-tuned Waiting baseline.

6 CONCLUSION

In this paper, we focus on the online CVR prediction and propose "Following the Prophet" (FTP) method to tackle the delayed feedback problem. We construct an aggregation policy on top of multi-task predictions, where each task captures the feedback pattern during different periods. The policy is optimized towards an ideal "prophet" based on historical logged data. Extensive experiments on three real-world advertising datasets show that our method outperforms previous state-of-the-arts.
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