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Abstract

In the general submatrix detection problem, the task is to detect the presence of a small $k \times k$ submatrix with entries sampled from a distribution $\mathcal{P}$ in an $n \times n$ matrix of samples from $\mathcal{Q}$. This formulation includes a number of well-studied problems, such as biclustering when $\mathcal{P}$ and $\mathcal{Q}$ are Gaussians and the planted dense subgraph formulation of community detection when the submatrix is a principal minor and $\mathcal{P}$ and $\mathcal{Q}$ are Bernoulli random variables. These problems all seem to exhibit a universal phenomenon: there is a statistical-computational gap depending on $\mathcal{P}$ and $\mathcal{Q}$ between the minimum $k$ at which this task can be solved and the minimum $k$ at which it can be solved in polynomial time.

Our main result is to tightly characterize this computational barrier as a tradeoff between $k$ and the KL divergences between $\mathcal{P}$ and $\mathcal{Q}$ through average-case reductions from the planted clique conjecture. These computational lower bounds hold given mild assumptions on $\mathcal{P}$ and $\mathcal{Q}$ arising naturally from classical binary hypothesis testing. In particular, our results recover and generalize the planted clique lower bounds for Gaussian biclustering in [MW15, BBH18] and for the sparse and general regimes of planted dense subgraph in [HWX15, BBH18]. This yields the first universality principle for computational lower bounds obtained through average-case reductions.

To reduce from planted clique to the submatrix detection for a specific pair $\mathcal{P}$ and $\mathcal{Q}$, we introduce two techniques for average-case reductions: (1) multivariate rejection kernels which perform an algorithmic change of measure and lift to a larger submatrix while obtaining an optimal tradeoff in KL divergence, and (2) a technique for embedding adjacency matrices of graphs as principal minors in larger matrices that handles distributional issues arising from their diagonal entries and the matching row and column supports of the $k \times k$ submatrix. We suspect that these techniques have applications in average-case reductions to other problems and are likely of independent interest. We also characterize the statistical barrier in our general formulation of submatrix detection.
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1 Introduction

In the general submatrix detection problem, the task is to detect the presence of a small $k \times k$ submatrix with entries sampled from a distribution $P$ in an $n \times n$ matrix of samples from $Q$. This problem arises in many natural contexts for specific pairs of distributions $(P, Q)$. When $P$ and $Q$ are Gaussians, this yields the well-studied problem of biclustering arising from applications in analyzing microarray data [SWP+09]. A large body of work has studied the information-theoretic lower bounds, algorithms and limitations of restricted classes of algorithms for biclustering [BI13, MRZ15, SWP+09, KBRS11, BKR+11, CX16, CLR+17]. When the $k \times k$ submatrix is a principal minor and $P$ and $Q$ are Bernoulli random variables, general submatrix detection becomes the planted dense subgraph formulation of community detection. This problem has also been studied extensively from algorithmic and information-theoretic viewpoints [ACV+14, BI13, VAC+15, CX16, Mon15, CC18, HWX16a].

The best known algorithms for both the Gaussian and Bernoulli problems seem to exhibit a peculiar phenomenon: there appears to be a statistical-computational gap between the minimum $k$ at which this task can be solved and the minimum $k$ at which it can be solved in polynomial time. Tight statistical-computational gaps for both biclustering and several parameter regimes of planted dense subgraph were recently established through average-case reductions from the planted clique conjecture [MW15, HWX15, BBH18]. Furthermore, the regimes in which these problems are information-theoretically impossible, statistically possible but computational hard and admit polynomial time algorithms appear to have a common structure. This raises the following natural question:

**Question 1.1.** Are the statistical-computational gaps for general submatrix detection a universal phenomenon regardless of the specific pair of distributions $(P, Q)$?

We answer this question for a wide class of pairs of distributions $(P, Q)$. Our main result is to tightly characterize this computational barrier as a tradeoff between $k$ and the KL divergences between $P$ and $Q$ through average-case reductions from the planted clique conjecture. These computational lower bounds hold given mild assumptions on $P$ and $Q$ arising naturally from classical binary hypothesis testing. In particular, our results recover and generalize the planted clique lower bounds for Gaussian biclustering in [MW15, BBH18] and for the sparse and general regimes of planted dense subgraph in [HWWX15, BBH18]. This yields the first universality principle for computational lower bounds obtained through average-case reductions. We also characterize the statistical barrier in our general formulation of submatrix detection.

Our results are close in flavour to several previous works showing universal phenomena in the context of submatrix problems. In [Mon15], approximate message passing algorithms were shown to recover the support of the planted submatrix under regularity conditions on $(P, Q)$. [HWX16b] analyzed semidefinite programming algorithms also under regularity conditions on $(P, Q)$. In [HWWX17], the information-theoretic thresholds for submatrix localization – the recovery variant of our detection problem – were shown under very mild assumptions on $(P, Q)$, characterizing the statistical limit of the problem over a large universality class. Our work is the first to analyze both the information-theoretic and computational lower bounds for submatrix detection universally and the first work we are aware of producing a universality class of computational lower bounds for any problem. The conditions on $(P, Q)$ for our computational lower bounds are mild and similar to those in [HWWX17].

1.1 Contributions to Techniques for Average-Case Reductions

One of our main contributions is to introduce two new techniques for average-case reductions that are of independent interest. This work is part of a growing body of literature establishing statistical-computational gaps in high-dimensional inference problems based on average-case reductions. Previous reductions include lower bounds for testing $k$-wise independence [AAK+07], RIP certification [WBP16, KZ14], matrix
completion [Che15] and sparse PCA [BR13b, BR13a, WBS16, GMZ17]. A number of techniques were introduced in [BBH18] to provide the first web of average-case reductions to problems including planted independent set, planted dense subgraph, sparse spiked Wigner, sparse PCA, the subgraph stochastic block model and biclustering. More detailed surveys of this area can be found in the introduction section of [BBH18] and in [WX18]. In this work, we introduce the following two techniques to map from a generalization of planted clique to general submatrix detection:

- **Planting Diagonals by Embedding as a Minor**: This is a technique for embedding adjacency matrices of graphs as principal minors in larger matrices. It handles distributional issues arising from missing diagonal entries in adjacency matrices and the matching row and column supports of the $k \times k$ submatrix.

- **Multivariate Rejection Kernels**: These are randomized maps that perform an algorithmic change of measure and lift to a larger submatrix while obtaining an optimal tradeoff in KL divergence that matches the target lower bounds for submatrix detection.

The first technique solves a central obstacle in the reductions of [MW15], [HWX15], and [BBH18] to biclustering and planted dense subgraph. In [HWX15], it is noted that the main issue leading to the complicated analysis of their reduction arises from the missing diagonal entries in the adjacency matrix of planted clique, which on lifting get mapped to “holes” in the community. In [BBH18], this same obstacle was overcome through DISTRIBUTIONAL-LIFTING, an involved technique first performing an algorithmic change of measure and then iteratively lifting the resulting problem. This method relied crucially on the existence of a “cloning” map for the new pair of measures $(\mathcal{P}, \mathcal{Q})$, which were exhibited in the Poisson and Gaussian cases. In [MW15], this obstacle was handled by restricting to a lower left submatrix of the adjacency matrix, but in doing so broke the symmetry in the row and column supports of the $k \times k$ submatrix.

None of these previous reductions generalize to the universal setting with arbitrary $(\mathcal{P}, \mathcal{Q})$. Our first technique resolves the missing diagonal entries obstacle cleanly and is crucial to yielding lower bounds for arbitrary $(\mathcal{P}, \mathcal{Q})$ and producing a general submatrix instance with matching row and column supports. The latter property is essential to our reduction implying lower bounds for planted dense subgraph. These obstacles and our first technique are described in more detail in Section 6.

Our second technique generalizes the rejection kernel framework introduced in [BBH18], while simultaneously performing a lift to a higher dimensional instance. This technique overcomes issues that prior reductions and a seemingly natural approach face when mapping to general $(\mathcal{P}, \mathcal{Q})$. The reductions in [MW15] and [HWX15] for performing algorithmic changes of measure required sampling explicit PMFs. This is infeasible when lifting to a higher dimensional instance, as we need to do in order to obtain tight lower bounds for general submatrix detection. DISTRIBUTIONAL-LIFTING in [BBH18] required an efficient “cloning” map, which does not clearly exist for general $(\mathcal{P}, \mathcal{Q})$. One natural approach to showing hardness for submatrix detection is to first show hardness for one pair $(\mathcal{P}', \mathcal{Q}')$ and then reduce entrywise to the target $(\mathcal{P}, \mathcal{Q})$. We show in Section 5.3 that this approach fails to show tight lower bounds. Multivariate rejection kernels bypass all of these issues, as we discuss further in Section 5.

### 1.2 Outline of the Paper

The paper is structured as follows. In Section 2, we formally define the general submatrix problem and motivate some assumptions on $(\mathcal{P}, \mathcal{Q})$ from classical binary hypothesis testing. In Section 3, we give general statements of our universality results for computational and statistical barriers. We also specialize these results to universality classes over which we can obtain complete characterizations of the computational phase diagram for submatrix detection. In Section 4, we provide preliminaries on average-case reductions in total variation. In Section 5, we introduce and analyze multivariate rejection kernels. In Section 6, we
give our general average-case reduction TO-SUBMATRIX. In Section 7, we deduce computational lower bounds from this reduction and analyze simple test statistics showing achievability of these lower bounds. In Section 8, we establish the statistical limits of submatrix detection. In Section 9, we discuss the strength of the assumptions giving rise to our main three universality classes UC-A, UC-B and UC-C and the distributions that they contain. In Section 10, we discuss open problems remaining after this work.

1.3 Notation

In this paper, we adopt the following notation. Let \( \mathcal{L}(X) \) denote the distribution law of a random variable \( X \) and given two laws \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \), let \( \mathcal{L}_1 + \mathcal{L}_2 \) denote \( \mathcal{L}(X + Y) \) where \( X \sim \mathcal{L}_1 \) and \( Y \sim \mathcal{L}_2 \) are independent. Given a distribution \( \mathcal{P} \), let \( \mathcal{P}^{\otimes n} \) denote the distribution of \( (X_1, X_2, \ldots, X_n) \) where the \( X_i \) are i.i.d. according to \( \mathcal{P} \). Similarly, let \( \mathcal{P}^{\otimes m \times n} \) denote the distribution on \( \mathbb{R}^{m \times n} \) with i.i.d. entries distributed as \( \mathcal{P} \). Let \( d_{TV}, d_{KL} \) and \( \chi^2 \) denote total variation distance, KL divergence and \( \chi^2 \) divergence, respectively.

Let \( [n] = \{1, 2, \ldots, n\} \) and let \( 1_S \) denote the vector \( v \in \mathbb{R}^n \) with \( v_i = 1 \) if \( i \in S \) and \( v_i = 0 \) if \( i \not\in S \) where \( S \subseteq [n] \).

2 Submatrix Problems and Conditions for Universality

2.1 General Submatrix Detection

The primary focus in this work are detection problems, wherein an algorithm is given a set of observations and tasked with distinguishing between two hypotheses:

- a uniform hypothesis \( H_0 \), under which observations are generated from the natural noise distribution for the problem; and
- a planted hypothesis \( H_1 \), under which observations are generated from the same noise distribution but modified by planting a latent sparse structure.

In the problems we consider, \( H_0 \) and \( H_1 \) are typically both simple hypothesis consisting of a single distribution. As discussed in [BBH18] and [HWX15], lower bounds for simple vs. simple hypothesis testing formulations are stronger and technically more difficult than for formulations involving composite hypotheses. For a given detection problem, the goal is to design an algorithm \( \mathcal{A}(X) \in \{0, 1\} \) that classifies an input \( X \) with low asymptotic Type I+II error

\[
\limsup_{n \to \infty} \{\mathbb{P}_{H_0}[\mathcal{A}(X) = 1] + \mathbb{P}_{H_1}[\mathcal{A}(X) = 0]\}
\]

where \( n \) is the parameter indicating the size of \( X \). If the asymptotic Type I+II error of \( \mathcal{A} \) is zero, then we say \( \mathcal{A} \) solves the detection problem. We now define the universal formulation of submatrix detection that will be our main object of study. Throughout this paper, \( (\mathcal{P}, \mathcal{Q}) \) will either denote a fixed pair of distributions over a measurable space \( (X, \mathcal{B}) \) or, when there is a natural problem parameter \( n \), implicitly denote a pair of sequences of distributions \( \mathcal{P} = (\mathcal{P}_n) \) and \( \mathcal{Q} = (\mathcal{Q}_n) \).

**Definition 2.1** (General Symmetric Index Set Submatrix Detection). Given a pair of distributions \( (\mathcal{P}, \mathcal{Q}) \) over a measurable space \( (X, \mathcal{B}) \), let \( \text{ssd}(n, k, \mathcal{P}, \mathcal{Q}) \) denote the hypothesis testing problem with observation \( M \in X^{n \times n} \) and hypotheses

\[
H_0 : M \sim \mathcal{Q}^{\otimes n \times n} \quad \text{and} \quad H_1 : M \sim \mathcal{M}(n, k, \mathcal{P}, \mathcal{Q})
\]

where \( \mathcal{M}(n, k, \mathcal{P}, \mathcal{Q}) \) is the distribution of matrices \( M \) with entries \( M_{ij} \sim \mathcal{P} \) if \( i, j \in S \) and \( M_{ij} \sim \mathcal{Q} \) otherwise that are conditionally independent given \( S \), which is chosen uniformly at random over all \( k \)-subsets of \( [n] \).
Similarly, asymmetric index set submatrix detection $\text{ASD}(n, k, \mathcal{P}, \mathcal{Q})$ is formulated with $M_{ij} \sim \mathcal{P}$ for all $(i, j) \in S \times T$ where $T$ is chosen independently and uniformly at random over all $k$-subsets of $[n]$. Note that both information-theoretic and computational lower bounds for SSD are stronger than for ASD, since an instance of ASD can be obtained from SSD by randomly permuting its column indices. Similarly, algorithms for ASD are stronger since permuting the columns of SSD and applying an ASD blackbox yields an algorithm for SSD. In this work, we characterize the statistical and computational barriers in these and related problems through average-case reductions from the planted clique conjecture. For this to be possible, it is necessary to impose assumptions on $(\mathcal{P}, \mathcal{Q})$ so that submatrix detection is well-posed. The next section is devoted to identifying several reasonable and natural assumptions on $(\mathcal{P}, \mathcal{Q})$.

### 2.2 Natural Assumptions from Classical Binary Hypothesis Testing

Our objective is to examine the statistical-computational tradeoffs that arise in submatrix detection as a high-dimensional problem with hidden structure. More precisely, we aim to capture the tradeoff between the dimension $k$ of the hidden submatrix and how distinguishable the two distributions $\mathcal{P}$ and $\mathcal{Q}$ are. For this to be possible, the problem of testing between $\mathcal{P}$ and $\mathcal{Q}$ needs to be well-posed. Consider the classical binary hypothesis testing formulation of this task with i.i.d. observations $X_1, X_2, \ldots, X_m$ where

$$H_0 : X_1, X_2, \ldots, X_m \sim_{\text{i.i.d.}} \mathcal{Q} \quad \text{and} \quad H_1 : X_1, X_2, \ldots, X_m \sim_{\text{i.i.d.}} \mathcal{P}$$

Note that given the latent submatrix indices $S$, the problem of distinguishing between $H_0$ and $H_1$ in SSD reduces exactly to this classical binary hypothesis testing task with $m = k^2$ samples.

In order to capture the tradeoffs that arise because of hidden structure in high dimensions, SSD ought to be easy to solve given $S$. By the Neyman-Pearson Lemma, the optimal test is a log-likelihood ratio (LLR) test that outputs $\hat{H}_1$ if

$$\sum_{i=1}^{m} L(X_i) \geq m\tau \quad \text{where} \quad L(x) = \log \frac{d\mathcal{P}}{d\mathcal{Q}}(x)$$

for some threshold $m\tau$ and where $L : X \to \mathbb{R}$ is the LLR or logarithm of the Radon-Nikodym derivative between $\mathcal{P}$ and $\mathcal{Q}$. We assume that $L$ can be computed efficiently so this test is computationally feasible. Note that if $\mathcal{Q}$ and $\mathcal{P}$ are not close to mutually absolutely continuous distributions in total variation, then there would be a non-negligible probability of seeing samples from one not in the support of the other. We assume they are exactly mutually absolutely continuous for simplicity and so $L$ is well-defined. We also assume that the expectations of the LLR with respect to $\mathcal{P}$ and $\mathcal{Q}$ are finite, or in other words that $d_{\text{KL}}(\mathcal{P}\|\mathcal{Q})$ and $d_{\text{KL}}(\mathcal{Q}\|\mathcal{P})$ are finite.

The error of this test resolves to the tails of the distribution of the LLR under each of $\mathcal{P}$ and $\mathcal{Q}$ at the threshold $m\tau$. Standard Chernoff bounds on these tails yield that if $\tau \in [-d_{\text{KL}}(\mathcal{P}\|\mathcal{Q}), d_{\text{KL}}(\mathcal{Q}\|\mathcal{P})]$ then

$$\mathbb{P}_{H_0} \left[ \sum_{i=1}^{m} L(X_i) \geq m\tau \right] \leq \exp (-m \cdot E_{\mathcal{Q}}(\tau))$$

$$\mathbb{P}_{H_1} \left[ \sum_{i=1}^{m} L(X_i) < m\tau \right] \leq \exp (-m \cdot E_{\mathcal{P}}(\tau))$$

Here, the Chernoff exponents $E_{\mathcal{P}}, E_{\mathcal{Q}} : \mathbb{R} \to [-\infty, \infty)$ are the Legendre transforms of the log-moment generating functions

$$E_{\mathcal{Q}}(\tau) = \sup_{\lambda \in \mathbb{R}} \lambda \tau - \psi_{\mathcal{Q}}(\lambda) \quad \text{and} \quad E_{\mathcal{P}}(\tau) = \sup_{\lambda \in \mathbb{R}} \lambda \tau - \psi_{\mathcal{P}}(\lambda)$$
where $\psi_Q(\tau) = \log \mathbb{E}_Q[\exp(\lambda L)]$ and $\psi_P(\tau) = \log \mathbb{E}_P[\exp(\lambda L)]$. Observe that $\psi_P(\lambda) = \psi_Q(\lambda + 1)$ and thus $E_Q(\tau) + \tau = E_P(\tau)$. Note that $\psi'_Q(0) = -d_{KL}(P\|Q)$. It is well known that $\lambda \tau - \psi_Q(\lambda)$ is concave and has derivative at zero given by $\tau + d_{KL}(P\|Q)$. This implies that the maximizer $\lambda^*$ to the concave optimization $E_Q(\tau)$ can be taken to be nonnegative if $\tau \geq -d_{KL}(P\|Q)$. The same is true for $E_P(\tau)$ if $\tau \leq d_{KL}(Q\|P)$, justifying the Chernoff bounds above. We also remark that $E_Q$ and $E_P$ are nonnegative convex functions and are minimized at $E_Q(-d_{KL}(Q\|P)) = E_P(d_{KL}(P\|Q)) = 0$.

Note that statements of the form $E_Q(\tau) \geq \beta$ or $E_P(\tau) \geq \beta$ correspond to large deviation principles (LDP) for the LLR under $Q$ and $P$. Our main contribution is show that the tradeoff between $k$ and the KL divergence between $P$ and $Q$ dictates the computational barrier for submatrix detection as long as the LLR has LDPs under $Q$ and $P$. We devise an average-case reduction to show this given the planted clique conjecture. Our results are described in more detail in the next section. The natural assumptions arising from the discussion above are summarized in the following definition of computable pairs $(P, Q)$, that we will adopt throughout the rest of the paper.

**Definition 2.2** (Computable Pair of Distributions). Define a pair of sequences of distributions $(P, Q)$ over a measurable space $(X, \mathcal{B})$ where $P = (P_n)$ and $Q = (Q_n)$ to be computable if:

1. there is an oracle producing a sample from $Q_n$ in poly($n$) time;
2. $P_n$ and $Q_n$ are mutually absolutely continuous and the likelihood ratio satisfies
   \[ \mathbb{E}_{x \sim Q}(dP / dQ(x)) = \mathbb{E}_{x \sim P} \left( \frac{dP}{dQ}(x)^{-1} \right) = 1 \]
   where $dP / dQ$ is the Radon-Nikodym derivative.
3. the KL divergences $d_{KL}(P\|Q)$ and $d_{KL}(Q\|P)$ are both finite; and
4. there is an oracle computing $dP / dQ_n(x)$ in poly($n$) time for each $x \in X$.

We assume that algorithms solving our submatrix detection problems have access to these oracles and to the values $d_{KL}(P\|Q)$ and $d_{KL}(Q\|P)$. The oracles appearing in this definition can be viewed as part of the computational model that we adopt. In particular, when these oracles can be implemented in computational models such as BPP, so can our reductions. We remark that the assumptions and discussion in this section are similar to the setup in [HWX17], which showed universality of information-theoretic lower bounds for submatrix recovery. See Sections 2.1 and 3 in [HWX17] for further discussion of related assumptions on $P$ and $Q$.

### 3 Summary of Results

Our main result is an average-case reduction from planted clique showing computational lower bound for submatrix detection in terms of KL divergence when the LLR has LDPs under $Q$ and $P$. We now briefly define the planted clique and planted dense subgraph problems as well as the planted clique and planted dense subgraph conjectures.

The planted dense subgraph problem $PDS(n, k, p, q)$ with edge densities $0 < q < p \leq 1$ is the hypothesis testing problem between
\[ H_0 : G \sim \mathcal{G}(n, q) \quad \text{and} \quad H_1 : G \sim \mathcal{G}(n, k, p, q) \]
where $\mathcal{G}(n, q)$ denotes an Erdős-Rényi random graph with edge probability $q$. Here, $\mathcal{G}(n, k, p, q)$ denotes the random graph formed by sampling $\mathcal{G}(n, q)$ and replacing the induced graph on a subset $S$ of size $k$
chosen uniformly at random with a sample from $G(k, p)$. The planted clique problem $PC(n, k, p)$ is then $PDS(n, k, 1, p)$. There are many polynomial-time algorithms in the literature that find the planted clique in $G(n, k, p)$, including approximate message passing, semidefinite programming, nuclear norm minimization and several combinatorial approaches [FK00, McS01, FR10, AV11, DGGP14, DM15, CX16]. All of these algorithms require that $k = \Omega(\sqrt{n})$ if $p$ is constant, despite the fact that the largest clique in $G(n, p)$ contains $O(\log n)$ vertices with high probability. This leads to the following conjecture.

Conjecture 3.1 (PC Conjecture). Fix some constant $p \in (0, 1)$. Suppose that $\{A_n\}$ is a sequence of randomized polynomial time algorithms $A_n : G_n \to \{0, 1\}$ and $k_n$ is a sequence of positive integers satisfying that $\limsup_{n \to \infty} \log_n k_n < \frac{1}{2}$. Then if $G$ is an instance of $PC(n, k, p)$, it holds that

$$\liminf_{n \to \infty} (\Pr_{H_0}[A_n(G) = 1] + \Pr_{H_1}[A_n(G) = 0]) \geq 1.$$ 

The PC Conjecture can be seen, through a simple reduction erasing random edges, to imply a similar barrier at $k = o(\sqrt{n})$ for $PDS(n, k, p, q)$ if $0 < q < p \leq 1$ are constants. We refer to this as the PDS Conjecture. We can now state our main computational lower bounds. Judging the quality of these bounds is easy in cases where they can be achieved by efficient algorithms. We describe a set of universality classes of $(\mathcal{P}, \mathcal{Q})$ for which this is true in Section 3.1.

Theorem 3.1 (Main Computational Lower Bounds). Let $p \in (0, 1)$ be a fixed constant and $(\mathcal{P}, \mathcal{Q})$ be a computable pair over $(X, \mathcal{B})$ such that either:

- $k = \Omega(\sqrt{n})$ and $\frac{k^4}{n^2} \cdot d_{KL}(\mathcal{P}||\mathcal{Q}) \to 0$ and the LLR between $(\mathcal{P}, \mathcal{Q})$ satisfies the LDP
  $$E_\mathcal{P}(m) \geq \omega(m \log n)$$
  for some positive $m$ with $d_{KL}(\mathcal{P}||\mathcal{Q}) \leq m = o(n^2/k^4)$

- $k = o(\sqrt{n})$ and $d_{KL}(\mathcal{P}||\mathcal{Q}) < \log p^{-1}$ and the LLR between $(\mathcal{P}, \mathcal{Q})$ satisfies the LDP
  $$E_\mathcal{P}(\log p^{-1}) \geq 2 \log n + \omega(1)$$

Then assuming the PC conjecture at density $p$, there is no randomized polynomial time algorithm solving $SSD(n, k, \mathcal{P}, \mathcal{Q})$ with asymptotic Type I+II error less than one.

This is the simplest theorem statement of our lower bounds. A more general computational lower bound starting from the PDS Conjecture and including the heteroskedastic formulation of submatrix detection with different pairs $(\mathcal{P}_{ij}, \mathcal{Q}_{ij})$ at each entry is stated in Section 7. We also give an alternative version requiring weaker bounds on $E_\mathcal{P}$ and showing a slightly weaker formulation of the same computational lower bounds. In addition to computational lower bounds, we show information-theoretic lower bounds and give inefficient and polynomial time tests providing upper bounds at the barriers in submatrix detection. In Sections 7.2 and 8.2, we give general statements of these results given lower bounds on $E_\mathcal{P}$ and $E_\mathcal{Q}$ similar to the conditions in the theorem above.

3.1 Universality Class with a Complete Phase Diagram

We now outline several assumptions on a computable pair $(\mathcal{P}, \mathcal{Q})$ that allow our results to completely characterize the computational phase diagram for $SSD(n, k, \mathcal{P}, \mathcal{Q})$, by providing lower bounds on $E_\mathcal{P}$ and $E_\mathcal{Q}$. The first class we consider is a universality class that allows our average-case reduction to show lower bounds for submatrix detection.
Figure 1: Computational and statistical barriers in SSD($n, k, P, Q$) where ($P, Q$) is in UC-A, UC-B and UC-C with $k = \Theta(n^\beta)$ and $d_{SKL}(P, Q) = \Theta(n^{-\alpha})$.

**Definition 3.1** (Universality Class UC-A). Define ($P, Q$) to be in the universality class UC-A if ($P, Q$) is computable and for any fixed $\epsilon \in (0, 1)$, it holds that

$$E_P(n^\epsilon \cdot d_{KL}(P_n||Q_n)) = \Omega(n^\epsilon \cdot d_{KL}(P_n||Q_n) \cdot \log n)$$

The next universality class UC-B that we consider ensures the simple test statistics introduced in Sections 7.2 and 8.2 show achievability at the computational and statistical barriers. This class is introduced as Assumption 2 in [HWX17] and is weaker than sub-Gaussianity of the LLR.

**Definition 3.2** (Universality Class UC-B). Define ($P, Q$) to be in the universality class UC-B if ($P, Q$) is computable and there is a constant $C \geq 1$ such that

$$\psi_P(\lambda) - d_{KL}(P||Q) \cdot \lambda \leq C \cdot d_{KL}(P||Q) \cdot \lambda^2 \quad \text{for all } \lambda \in [-1, 0]$$

$$\psi_Q(\lambda) + d_{KL}(Q||P) \cdot \lambda \leq C \cdot d_{KL}(Q||P) \cdot \lambda^2 \quad \text{for all } \lambda \in [-1, 1]$$

Our last universality class ensures that the information-theoretic lower bound that we show in Section 8.1 matches the upper bound from Section 8.2. Let $d_{SKL}(P, Q) = d_{KL}(P||Q) + d_{KL}(Q||P)$ denote symmetric KL divergence.

**Definition 3.3** (Universality Class UC-C). Define ($P, Q$) to be in the universality class UC-C if ($P, Q$) there is a constant $C' > 0$ such that $\chi^2(P||Q) \leq C' \cdot d_{SKL}(P, Q)$.

In Sections 7 and 8, we specialize our general theorems on information-theoretic and computational upper and lower bounds to these three universality classes. This yields the following characterization of the computational phase diagram for SSD($n, k, P, Q$) when ($P, Q$) is in UC-A, UC-B and UC-C. These regimes are depicted in Figure 1. Here, $\ll$ hides factors that are sub-polynomial $n$.

**Theorem 3.2** (Submatrix Detection Phase Diagram). The regions of the computational phase diagram in SSD($n, k, P, Q$) are:

- **(Statistically Impossible)** if ($P, Q$) is in UC-C then SSD is impossible if

$$d_{SKL}(P, Q) \ll \frac{1}{k} \cdot \frac{n^2}{k^4}$$
• (PC-Hard) if $(P, Q)$ is in UC-A then SSD is PC-hard but possible if
$$\frac{1}{k} \land \frac{n^2}{k^4} \ll d_{SKL}(P, Q) \ll \frac{n^2}{k^4} \land 1$$

• (Polynomial Time Algorithms) if $(P, Q)$ is in UC-B then SSD can be solved in $\text{poly}(n)$ time if
$$\frac{n^2}{k^4} \land 1 \ll d_{SKL}(P, Q)$$

In Section 9, we discuss the three universality classes UC-A, UC-B and UC-C and sub-classes of distributions that they contain. For example, these three classes contain all pairs $(P, Q)$ such that the LLR is sub-Gaussian with respect to both $P$ and $Q$ and all pairs in which the LLR is bounded. The class UC-B is discussed at length in Sections 2.1, 3 and Appendix B of [HWX17], where it is shown that UC-B contains a wide variety of pairs of distributions including a number of natural exponential families. In Section 9, we show that the following three important computable pairs are in all three of the classes UC-A, UC-B and UC-C:

$(D_{BC})$ $P = \mathcal{N}(\mu, 1)$ and $Q = \mathcal{N}(0, 1)$ where $\mu = n^{-\alpha}$ for some $\alpha > 0$, in which case SSD corresponds to Gaussian biclustering;

$(D_{SP})$ $P = \text{Bern}(p)$ and $Q = \text{Bern}(q)$ where $p = cq = cn^{-\alpha}$ for some constant $c > 1$ and $\alpha > 0$, in which case the above diagonal entries of SSD are the adjacency matrix of an instance of sparse planted dense subgraph; and

$(D_{GP})$ $P = \text{Bern}(p)$ and $Q = \text{Bern}(q)$ where $p = q + \Theta(n^{-\gamma})$ and $q = n^{-\alpha}$ for some constants $\gamma > \alpha > 0$, in which case the above diagonal entries of SSD are the adjacency matrix of an instance of general planted dense subgraph.

The fact that these three examples are in our universality classes implies that our average-case reduction recovers and generalizes the planted clique lower bounds for Gaussian biclustering in [MW15, BBH18] and for the sparse and general regimes of planted dense subgraph in [HWX15, BBH18]. For the two graph problems, this is achieved by constructing a graph from the above diagonal terms of the matrix output by the reduction.

4 Average-Case Reductions in Total Variation

4.1 Reductions in Total Variation and the Computational Model

As introduced in [BR13a] and [MW15], we give approximate reductions in total variation to show that lower bounds for one hypothesis testing problem imply lower bounds for another. These reductions yield an exact correspondence between the asymptotic Type I+II errors of the two problems. This is formalized in the following lemma, which is Lemma 3.1 from [BBH18] specialized to the case of simple vs. simple hypothesis testing. Its proof is short and follows from the definition of total variation.

Lemma 4.1 (Lemma 3.1 in [BBH18]). Let $P_D$ and $P'_D$ be detection problems with hypotheses $H_0, H_1$ and $H'_0, H'_1$, respectively. Let $X$ be an instance of $P_D$ and let $Y$ be an instance of $P'_D$. Suppose there is a polynomial time computable map $A$ satisfying
$$d_{TV}(\mathcal{L}_{H_0}(A(X)), \mathcal{L}_{H'_0}(Y)) + d_{TV}(\mathcal{L}_{H_1}(A(X)), \mathcal{L}_{H'_1}(Y)) \leq \delta$$

If there is a randomized polynomial time algorithm solving $P'_D$ with Type I+II error at most $\epsilon$, then there is a randomized polynomial time algorithm solving $P_D$ with Type I+II error at most $\epsilon + \delta$. 
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If \( \delta = o(1) \), then given a blackbox solver \( B \) for \( \mathcal{P}_D' \), the algorithm that applies \( A \) and then \( B \) solves \( \mathcal{P}_D \) and requires only a single query to the blackbox. An algorithm that runs in randomized polynomial time refers to one that has access to \( \text{poly}(n) \) independent random bits and must run in \( \text{poly}(n) \) time where \( n \) is the size of the instance of the problem. For clarity of exposition, in our reductions we assume that explicit expressions can be exactly computed and that we can sample a biased random bit \( \text{Bern}(p) \) in polynomial time. We also assume that the oracles described in Definition 2.2 can be computed in \( \text{poly}(n) \) time.

### 4.2 Properties of Total Variation

Throughout the proof of our main theorem, we will the following well-known facts and inequalities concerning total variation distance.

**Fact 4.1.** The distance \( d_{TV} \) satisfies the following properties:

1. **(Triangle Inequality)** Given three distributions \( P, Q \) and \( R \) on a measurable space \( (\mathcal{X}, \mathcal{B}) \), it follows that
   \[
   d_{TV}(P, Q) \leq d_{TV}(P, R) + d_{TV}(Q, R)
   \]

2. **(Data Processing)** Let \( P \) and \( Q \) be distributions on a measurable space \( (\mathcal{X}, \mathcal{B}) \) and let \( f : \mathcal{X} \to \mathcal{Y} \) be a Markov transition kernel. If \( A \sim P \) and \( B \sim Q \) then
   \[
   d_{TV}(\mathcal{L}(f(A)), \mathcal{L}(f(B))) \leq d_{TV}(P, Q)
   \]

3. **(Tensorization)** Let \( P_1, P_2, \ldots, P_n \) and \( Q_1, Q_2, \ldots, Q_n \) be distributions on a measurable space \( (\mathcal{X}, \mathcal{B}) \). Then
   \[
   d_{TV}
   \left(
   \prod_{i=1}^n P_i, \prod_{i=1}^n Q_i
   \right)
   \leq
   \sum_{i=1}^n d_{TV}(P_i, Q_i)
   \]

4. **(Conditioning on an Event)** For any distribution \( P \) on a measurable space \( (\mathcal{X}, \mathcal{B}) \) and event \( A \in \mathcal{B} \), it holds that
   \[
   d_{TV}(P(\cdot | A), P) = 1 - P(A)
   \]

5. **(Conditioning on a Random Variable)** For any two pairs of random variables \( (X, Y) \) and \( (X', Y') \) each taking values in a measurable space \( (\mathcal{X}, \mathcal{B}) \), it holds that
   \[
   d_{TV} \left( \mathcal{L}(X), \mathcal{L}(X') \right) \leq d_{TV} \left( \mathcal{L}(Y), \mathcal{L}(Y') \right) + \mathbb{E}_{y \sim Y} \left[ d_{TV} \left( \mathcal{L}(X|Y = y), \mathcal{L}(X'|Y' = y) \right) \right]
   \]
   where we define \( d_{TV}(\mathcal{L}(X|Y = y), \mathcal{L}(X'|Y' = y)) = 1 \) for all \( y \notin \text{supp}(Y') \).

Given an algorithm \( A \) and distribution \( \mathcal{P} \) on inputs, let \( \mathcal{A}(\mathcal{P}) \) denote the distribution of \( \mathcal{A}(X) \) induced by \( X \sim \mathcal{P} \). If \( A \) has \( k \) steps, let \( A_i \) denote the \( i \)th step of \( A \) and \( A_{i:j} \) denote the procedure formed by steps \( i \) through \( j \). Each time this notation is used, we clarify the intended initial and final variables when \( A_i \) and \( A_{i:j} \) are viewed as Markov kernels. The next lemma encapsulates the structure of all of our analyses of average-case reductions.

**Lemma 4.2.** Let \( A \) be an algorithm that can be written as \( A = A_m \circ A_{m-1} \circ \cdots \circ A_1 \) for a sequence of steps \( A_1, A_2, \ldots, A_m \). Suppose that the probability distributions \( \mathcal{P}_0, \mathcal{P}_1, \ldots, \mathcal{P}_m \) are such that \( d_{TV}(A_i(\mathcal{P}_{i-1}), \mathcal{P}_i) \leq \epsilon_i \) for each \( 1 \leq i \leq m \). Then it follows that

\[
\sum_{i=1}^m \epsilon_i
\]
Algorithm $\text{MRK}(B)$

Parameters: Input $B \in \{0, 1\}$, parameter $n$, number of iterations $N$, dimension $\ell = \text{poly}(n)$, Bernoulli probabilities $0 < q < p \leq 1$ and $\ell$ pairs of computable sequences of distributions $(P^i, Q^i)$ for $i \in \{1, 2, \ldots, \ell\}$ over the measurable space $(X, B)$

1. Initialize $z = (z_1, z_2, \ldots, z_\ell)$ arbitrarily in the support of $Q^1_n \otimes Q^2_n \otimes \cdots \otimes Q^\ell_n$

2. Until $z$ is set or $N$ iterations have elapsed:
   
   (1) Form $z' = (z'_1, z'_2, \ldots, z'_\ell)$ where $z'_i \sim Q^i_n$ is sampled independently for each $i \in \{1, 2, \ldots, \ell\}$ and compute the log-likelihood ratio
   
   $$L_n(z') = \sum_{i=1}^\ell \log \frac{dP^i_n}{dQ^i_n}(z'_i)$$

   (2) Proceed to the next iteration if it does not hold that
   
   $$\log \left( \frac{1-p}{1-q} \right) \leq L_n(z') \leq \log \left( \frac{p}{q} \right)$$

   (3) If $B = 0$, then set $z \leftarrow z'$ with probability $1 - \frac{q}{p} \cdot \exp(L_n(z'))$

   (4) If $B = 1$, then set $z \leftarrow z'$ with probability $\frac{q}{p} \cdot \exp(L_n(z')) - \frac{q(1-p)}{p(1-q)}$

3. Output $z$

Figure 2: Multivariate rejection kernel algorithm with Bernoulli input $B \in \{0, 1\}$.

Proof: This follows from a simple induction on $m$. Note that the case when $m = 1$ follows by definition.

Now observe that by the data-processing and triangle inequalities in Fact 4.1, we have that if $B = A_{m-1} \circ A_{m-2} \circ \cdots \circ A_1$ then

$$d_{TV}(A(P_0), P_m) \leq d_{TV}(A_m \circ B(P_0), A_m(P_{m-1})) + d_{TV}(A_m(P_{m-1}), P_m) \leq d_{TV}(B(P_0), P_{m-1}) + \epsilon_m$$

$$\leq \sum_{i=1}^m \epsilon_i$$

where the last inequality follows from the induction hypothesis applied with $m - 1$ to $B$. This completes the induction and proves the lemma.

5 Multivariate Rejection Kernels

5.1 General MRK Algorithm and Analysis

In this section, we introduce multivariate rejection kernels, which effectively perform an algorithmic change of measure simultaneously with a lift. More precisely, the map $\text{MRK}(B)$ sends a binary input $B \in \{0, 1\}$ to
a higher dimensional space $X^\ell$ simultaneously satisfying two Markov transition properties:

1. if $B \sim \text{Bern}(p)$, then $\text{MRK}(B)$ is close to $P_1^\ell \otimes P_2^\ell \otimes \cdots \otimes P_n^\ell$ in total variation; and
2. if $B \sim \text{Bern}(q)$, then $\text{MRK}(B)$ is close to $Q_1^\ell \otimes Q_2^\ell \otimes \cdots \otimes Q_n^\ell$ in total variation.

where $0 < q < p \leq 1$ are fixed and $(P_i^\ell, Q_i^\ell)$ are pairs of computable sequences of distributions over a common measurable space $(X_i, \mathcal{B})$ for $i \in \{1, 2, \ldots, \ell\}$. The maps MRK will be a key part of our reduction to SSD, lifting planted dense subgraph and planted clique instances to instances of submatrix detection with independent entries and the correct marginals.

These maps MRK use rejection sampling to transform the distribution of the input from either one of two input Bernoulli distributions to two $\ell$-fold product distributions, without knowing which of the two distributions was the input. Multivariate rejection kernels are closely related to previous average-case reduction techniques in the literature. Univariate Markov transitions taking $\delta$ and Bern($q$) to either a fixed pair of Bernoulli distributions or a fixed pair of normal distributions were introduced in [MW15] and [GMZ17]. More closely related to our map are the rejection kernel framework introduced in [BBH18] and the reduction from planted clique to planted dense subgraph in [HWX15]. The rejection kernels in [BBH18] used a similar rejection sampling scheme as we use here to map binary inputs to distributions on $\mathbb{R}$. In [BBH18], it is assumed that both of the target distributions $f_X$ and $g_X$ have explicit density or mass functions and have sampling oracles. In contrast, our map MRK only requires the Radon-Nikodym derivatives $\frac{dP_{\ell}}{dQ_{\ell}}$ exist and that there is a sampling oracle for the target noise distributions $Q_{\ell}^i$ rather than for $P_{\ell}^i$ as well, keeping the assumptions on $(P_{\ell}^i, Q_{\ell}^i)$ relatively minimal.

The reduction in [HWX15] relies on a multivariate Markov transition mapping Bern(1) and Bern($q$) to distributions of the form Bern($cQ_{\ell}^i$) and Bern($Q_{\ell}^i$) for some constant $c > 1$. This is achieved by first performing a univariate map from Bern(1) and Bern($q$) to Bin($\ell$, $cQ_{\ell}^i$) and Bin($\ell$, $Q_{\ell}^i$), respectively, and then observing that these counts are sufficient statistics for the target product distributions. As discussed in the survey [WX18], this approach extends naturally to other target distributions that have a common sufficient statistic with an explicit mass or density function. For example, the sum of entries is such a sufficient statistic for the family of distribution $N(\mu, 1)^{\otimes \ell}$ for $\mu \in \mathbb{R}$. On generalizing to any computable pairs $(P_{\ell}^i, Q_{\ell}^i)$, such a sufficient statistic common to $P_{\ell}^1 \otimes P_{\ell}^2 \otimes \cdots \otimes P_{\ell}^n$ and $Q_{\ell}^1 \otimes Q_{\ell}^2 \otimes \cdots \otimes Q_{\ell}^n$ may not exist. We remark that all of the univariate maps in [MW15], [GMZ17] and [HWX15] rely on sampling explicit mass or density functions that are linear combinations of the target distributions. This requires time at least the size of the support of the target distribution or of a sufficiently fine net of its support. In the multivariate case mapping to distributions on $X^\ell$, the size of this support grows exponentially in $\ell$ and this sampling scheme is not feasible in polynomial time. The rejection sampling scheme used here circumvents this issue. We now prove the main total variation guarantees of MRK($B$), generalizing the argument in Lemma 5.1 in [BBH18].

**Lemma 5.1 (Multivariate Rejection Kernels).** Suppose that $n$ is a parameter, $0 < q < p \leq 1$ and $N$ is a positive integer. Let $(P_{\ell}^i, Q_{\ell}^i)$ for $i \in \{1, 2, \ldots, \ell\}$ be pairs of computable sequences of distributions over the measurable space $(X, \mathcal{B})$ and let

$$S = \left\{ x \in X^\ell : \log \left( \frac{1-p}{1-q} \right) \leq L_n(x) \leq \log \left( \frac{p}{q} \right) \right\}$$

where $L_n(x) = \sum_{i=1}^{\ell} \log \frac{dP_{\ell}^i}{dQ_{\ell}^i}(x_i)$ for each $x = (x_1, x_2, \ldots, x_\ell) \in X^\ell$. Then there is a map MRK : $\{0, 1\} \rightarrow X^\ell$ that can be computed in poly($n, \ell, N$) time satisfying that

$$d_{TV}(\text{MRK(Bern(p))}, P_{\ell}^1 \otimes P_{\ell}^2 \otimes \cdots \otimes P_{\ell}^n) \leq \Delta$$

$$d_{TV}(\text{MRK(Bern(q))}, Q_{\ell}^1 \otimes Q_{\ell}^2 \otimes \cdots \otimes Q_{\ell}^n) \leq \Delta$$
where if \( P_n^* = P_1^n \otimes P_2^n \otimes \cdots \otimes P_{\ell}^n \) and \( Q_n^* = Q_1^n \otimes Q_2^n \otimes \cdots \otimes Q_{\ell}^n \), then \( \Delta \) is given by

\[
\Delta = \frac{P_{x \sim Q_n^*}[x \not\in S] + P_{x \sim P_n^*}[x \not\in S]}{p - q} + \max \left\{ \left( P_{x \sim Q_n^*}[x \not\in S] + \frac{q}{p} \right)^N, \left( \frac{q}{p} \cdot P_{x \sim P_n^*}[x \not\in S] + \frac{p - 2pq + q^2}{p - pq} \right)^N \right\}
\]

**Proof.** Let MRK be the poly\((n, \ell, N)\) time algorithm shown in Figure 2. For the sake of analysis, consider continuing to iterate Step 2 even after \( z \) is set for the first time for a total of \( N \) iterations. Let \( A_i^0 \) and \( A_i^1 \) be the events that \( z \) is set in the \( i \)th iteration of Step 2 when \( B = 0 \) and \( B = 1 \), respectively. Let \( B_i^0 = (A_1^0)^C \cap (A_2^0)^C \cap \cdots \cap (A_{\ell - 1}^0)^C \cap A_0^0 \) be the event that \( z \) is set for the first time in the \( i \)th iteration of Step 2. Let \( C_i^0 = A_i^0 \cup A_i^0 \cup \cdots \cup A_N^0 \) be the event that \( z \) is set in some iteration of Step 2. Define \( B_i^1 \) and \( C_i^1 \) analogously. Let \( z_0 \) be the initialization of \( z \) in Step 1.

Now let \( Z_0 \sim D_0 = \mathcal{L}(\text{MRK}(0)) \) and \( Z_1 \sim D_1 = \mathcal{L}(\text{MRK}(1)) \). We have that \( \mathcal{L}(Z_0|B_i^0) = \mathcal{L}(Z_0|A_i^0) \) and \( \mathcal{L}(Z_1|B_i^1) = \mathcal{L}(Z_1|A_i^1) \) since \( A_i^1 \) is independent of \( A_1^0, A_2^0, \ldots, A_{\ell - 1}^0 \) for each \( t \in \{0, 1\} \) and the sample \( z' \) chosen in the \( i \)th iteration of Step 2. Observe that independence between Steps 2.1, 2.3 and 2.4 ensures that

\[
\mathbb{P} [A_i^0] = \mathbb{E}_{x \sim Q_n^*} \left[ \left( 1 - \frac{q}{p} \cdot \exp(L_n(x)) \right) \cdot 1_S(x) \right] = \mathbb{P}_{x \sim Q_n^*}[x \in S] - \frac{q}{p} \cdot \mathbb{P}_{x \sim P_n^*}[x \in S]
\]

\[
\mathbb{P} [A_i^1] = \mathbb{E}_{x \sim Q_n^*} \left[ \left( \frac{q}{p} \cdot \exp(L_n(x)) - \frac{q(1 - p)}{p(1 - q)} \right) \cdot 1_S(x) \right] = \frac{q}{p} \cdot \mathbb{P}_{x \sim P_n^*}[x \in S] - \frac{q(1 - p)}{p(1 - q)} \cdot \mathbb{P}_{x \sim Q_n^*}[x \in S]
\]

since \( \frac{dP_n^*}{dQ_n^*}(x) = \exp(L_n(x)) \). By the independence of the \( A_i^0 \), we have that

\[
1 - \mathbb{P} [C_i^0] = \prod_{i=1}^N (1 - \mathbb{P} [A_i^0]) = \left( 1 - \mathbb{P}_{x \sim Q_n^*}[x \in S] + \frac{q}{p} \cdot \mathbb{P}_{x \sim P_n^*}[x \in S] \right)^N \leq \left( \mathbb{P}_{x \sim Q_n^*}[x \not\in S] + \frac{q}{p} \right)^N
\]

Similarly, we have that

\[
1 - \mathbb{P} [C_i^1] = \prod_{i=1}^N (1 - \mathbb{P} [A_i^1]) = \left( 1 - \frac{q}{p} \cdot \mathbb{P}_{x \sim P_n^*}[x \in S] + \frac{q(1 - p)}{p(1 - q)} \cdot \mathbb{P}_{x \sim Q_n^*}[x \in S] \right)^N \leq \left( \frac{q}{p} \cdot (1 - \mathbb{P}_{x \sim P_n^*}[x \in S]) + 1 - \frac{q}{p} + \frac{q(1 - p)}{p(1 - q)} \right)^N \leq \left( \frac{q}{p} \cdot \mathbb{P}_{x \sim P_n^*}[x \not\in S] + \frac{p - 2pq + q^2}{p - pq} \right)^N
\]

We now have that \( \mathcal{L}(Z_0|A_0^0) \) and \( \mathcal{L}(Z_1|A_1^1) \) are each absolutely continuous with respect to \( Q_n^* \) with Radon-
Nikodym derivatives
\[
\frac{d\mathcal{L}(Z_0|B_i^0)}{dQ_n^*}(x) = \frac{d\mathcal{L}(Z_0|A_i^0)}{dQ_n^*}(x) = \mathbb{P}[A_i^0]^{-1} \cdot \left( 1 - \frac{q}{p} \cdot \exp(L_n(x)) \right) \cdot 1_S(x)
\]
\[
= \frac{p - q \cdot \frac{dP_n^*}{dQ_n^*}(x)}{p - q \cdot \mathbb{P}_{x\sim Q_n}[x \in S] - q \cdot \mathbb{P}_{x\sim P_n^*}[x \in S]} \cdot 1_S(x)
\]
\[
\frac{d\mathcal{L}(Z_1|B_i^1)}{dQ_n^*}(x) = \frac{d\mathcal{L}(Z_1|A_i^1)}{dQ_n^*}(x) = \mathbb{P}[A_i^1]^{-1} \cdot \left( \frac{q}{p} \cdot \exp(L_n(x')) - \frac{q(1-p)}{p(1-q)} \right) \cdot 1_S(x)
\]
\[
= \frac{(1-q) \cdot \frac{dP_n^*}{dQ_n^*}(x) - (1-p)}{(1-q) \cdot \mathbb{P}_{x\sim P_n^*}[x \in S] - (1-p) \cdot \mathbb{P}_{x\sim Q_n^*}[x \in S]} \cdot 1_S(x)
\]

Now observe that since the conditional laws $\mathcal{L}(Z_0|B_i^0)$ are all identical, we have that
\[
\frac{dD_0}{dQ_n^*}(x) = \mathbb{P}[C^0] \cdot \frac{d\mathcal{L}(Z_0|B_i^0)}{dQ_n^*}(x) + (1 - \mathbb{P}[C^0]) \cdot 1_{z_0}(x)
\]

Therefore it follows that
\[
d_{TV}(D_0, \mathcal{L}(Z_0|B_i^0)) = \frac{1}{2} \cdot \mathbb{E}_{x\sim Q_n^*} \left[ \frac{dD_0}{dQ_n^*}(x) - \frac{d\mathcal{L}(Z_0|B_i^0)}{dQ_n^*}(x) \right]
\]
\[
= \frac{1}{2} \cdot (1 - \mathbb{P}[C^0]) \cdot \mathbb{E}_{x\sim Q_n^*} \left[ \frac{1}{1-q} \cdot \frac{d\mathcal{L}(Z_0|B_i^0)}{dQ_n^*}(x) \right]
\]
\[
\leq \frac{1}{2} \cdot (1 - \mathbb{P}[C^0]) \cdot \mathbb{E}_{x\sim Q_n^*} \left[ 1_{z_0}(x) + \frac{d\mathcal{L}(Z_0|B_i^0)}{dQ_n^*}(x) \right]
\]
\[
= 1 - \mathbb{P}[C^0]
\]

by the triangle inequality. A symmetric argument implies that $d_{TV}(D_1, \mathcal{L}(Z_1|B_i^1)) \leq 1 - \mathbb{P}[C^1]$. Now observe that since $\frac{dP_n^*}{dQ_n^*} \leq \frac{p}{q}$ for $x \in S$, we have that
\[
\mathbb{E}_{x\sim Q_n^*} \left[ \frac{1}{1-q} \cdot \frac{d\mathcal{L}(Z_0|B_i^0)}{dQ_n^*}(x) \right]
\]
\[
= \frac{1}{p - q} \cdot \mathbb{E}_{x\sim Q_n^*} \left[ \frac{p - q \cdot \frac{dP_n^*}{dQ_n^*}(x)}{p - q} \right] \cdot 1_S(x)
\]
\[
\leq \frac{1}{p - q} \cdot \mathbb{E}_{x\sim Q_n^*} \left[ \frac{p + q \cdot \frac{dP_n^*}{dQ_n^*}(x)}{p - q} \right] \cdot 1_S(x)
\]
\[
= \frac{p \cdot \mathbb{P}_{x\sim Q_n^*}[x \notin S] - q \cdot \mathbb{P}_{x\sim P_n^*}[x \notin S]}{p - q} + \frac{p \cdot \mathbb{P}_{x\sim Q_n^*}[x \notin S] + q \cdot \mathbb{P}_{x\sim P_n^*}[x \notin S]}{p - q}
\]
\[
\leq \frac{2 \cdot \mathbb{P}_{x\sim Q_n^*}[x \notin S] + 2 \cdot \mathbb{P}_{x\sim P_n^*}[x \notin S]}{p - q}
\]

By a symmetric computation, we have that
\[
\mathbb{E}_{x\sim Q_n^*} \left[ \frac{d\mathcal{L}(Z_1|B_i^1)}{dQ_n^*}(x) \right] \leq \frac{2 \cdot \mathbb{P}_{x\sim Q_n^*}[x \notin S] + 2 \cdot \mathbb{P}_{x\sim P_n^*}[x \notin S]}{p - q}
\]
Now observe that

\[
\frac{d\mathcal{P}^*}{d\mathcal{Q}^*_n}(x) = p \cdot \frac{(1 - q) \cdot \frac{d\mathcal{P}^*}{d\mathcal{Q}^*_n}(x) - (1 - p)}{p - q} + (1 - p) \cdot \frac{p - q \cdot d\mathcal{P}^*_n}{d\mathcal{Q}^*_n}(x)
\]

\[
1 = q \cdot \frac{(1 - q) \cdot \frac{d\mathcal{P}^*}{d\mathcal{Q}^*_n}(x) - (1 - p)}{p - q} + (1 - q) \cdot \frac{p - q \cdot d\mathcal{P}^*_n}{d\mathcal{Q}^*_n}(x)
\]

Now observe that

\[
d_{TV}(\text{MRK}(\text{Bern}(p)), \mathcal{P}^*_n) = d_{TV}(p \cdot \mathcal{L}(Z_1|B_1^n) + (1 - p) \cdot \mathcal{L}(Z_0|B_1^n), \mathcal{P}^*_n)
\]

\[
+ d_{TV}(p \cdot \mathcal{L}(Z_1|B_2^n) + (1 - p) \cdot \mathcal{L}(Z_0|B_2^n), \text{MRK}(\text{Bern}(p)))
\]

\[
\leq \frac{p}{2} \cdot \mathbb{E}_{x \sim \mathcal{Q}^*_n} \left[ \left| \frac{d\mathcal{L}(Z_1|B_1^n)}{d\mathcal{Q}^*_n}(x) - \frac{p - q \cdot d\mathcal{P}^*_n}{d\mathcal{Q}^*_n}(x) \right| \right]
\]

\[
+ \frac{1 - p}{2} \cdot \mathbb{E}_{x \sim \mathcal{Q}^*_n} \left[ \left| \frac{d\mathcal{L}(Z_0|B_0^n)}{d\mathcal{Q}^*_n}(x) - \frac{p - q \cdot d\mathcal{P}^*_n}{d\mathcal{Q}^*_n}(x) \right| \right]
\]

\[
+ p \cdot d_{TV}(D_1, \mathcal{L}(Z_1|B_1^n)) + (1 - p) \cdot d_{TV}(D_0, \mathcal{L}(Z_0|B_0^n)) \leq \Delta
\]

A symmetric argument shows \(d_{TV}(\text{MRK}(\text{Bern}(q)), \mathcal{Q}^*_n) \leq \Delta\), completing the proof of the lemma.

\[\square\]

### 5.2 Homogeneous MRK and Log-Likelihood Ratio LDPs

We now show that when all of the pairs \((\mathcal{P}^i, \mathcal{Q}^i) = (\mathcal{P}, \mathcal{Q})\) are the same and their LLR satisfies LDPs with respect to each of \(\mathcal{Q}\) and \(\mathcal{P}\), then the total variation error \(\Delta\) is small in the lemma above. This will be the form of the lemma that we will apply to show computational lower bounds for SSD.

**Lemma 5.2.** Let \((\mathcal{P}, \mathcal{Q})\) be a computable pair over \((X, B)\). Define \(n, \ell, p\) and \(q\) as in Lemma 5.1. Let \(\tau_+\), \(\tau_- \geq \ell^{-1} \cdot \log\left(4(p - q)^{-1}\right)\) and suppose that \((\mathcal{P}, \mathcal{Q})\) satisfies

\[
\log\left(\frac{1 - q}{1 - p}\right) < -\ell \cdot d_{KL}(\mathcal{Q}||\mathcal{P}) \leq \ell \cdot d_{KL}(\mathcal{P}||\mathcal{Q}) < \log\left(\frac{p}{q}\right)
\]

and the LLR between \((\mathcal{P}, \mathcal{Q})\) satisfies the LDPs

\[
E_{\mathcal{P}} \left(\ell^{-1} \cdot \log\left(\frac{q}{p}\right)\right) \geq \tau_+ \quad \text{and} \quad E_{\mathcal{Q}} \left(\ell^{-1} \cdot \log\left(\frac{1 - p}{1 - q}\right)\right) \geq \tau_-
\]

where the second inequality is only necessary if \(p \neq 1\). Then there is a map \(\text{MRK} : \{0, 1\} \rightarrow X^n\) that can be computed in \(\text{poly}(n, \ell, pq^{-1}(p - q)^{-1}, \min(\tau_+, \tau_-))\) time satisfying that

\[
d_{TV}(\text{MRK}(\text{Bern}(p)), \mathcal{P}^e_n) \leq \frac{3(e^{-\ell \tau_+} + e^{-\ell \tau_-})}{p - q}
\]

\[
d_{TV}(\text{MRK}(\text{Bern}(q)), \mathcal{Q}^e_n) \leq \frac{3(e^{-\ell \tau_+} + e^{-\ell \tau_-})}{p - q}
\]
Proof. Let $c_+ = \log \left( \frac{p}{q} \right) > 0$ and $c_- = \log \left( \frac{1-p}{1-q} \right) < 0$. Observe that

$$E_Q (c_+ \ell^{-1}) = E_P (c_+ \ell^{-1}) + c_+ \ell^{-1} > \tau_+$$
$$E_P (c_- \ell^{-1}) = E_Q (c_- \ell^{-1}) - c_- \ell^{-1} > \tau_-$$

where the second set of inequalities holds if $p \neq 1$. Now consider applying Lemma 5.1 with number of iterations

$$N = \left\lfloor \frac{\ell \cdot \min(\tau_+, \tau_-)}{\log \left( 1 - \frac{2(p-q)}{2p} \right)^{-1}} \right\rfloor = O \left( \frac{p}{q(p-q)} \cdot \ell \cdot \min(\tau_+, \tau_-) \right)$$

since $\log(1-x)^{-1} \geq x$ for $x = \frac{q(p-q)}{2p}$. Thus it suffices to bound $\Delta$ given that the LLR between $(P, Q)$ satisfies the LDPs above. For now consider the case where $p \neq 1$. Let $L_n(x) = \sum_{i=1}^{\ell} \log d_{Q_n}(x_i)$ for each $x \in X^\ell$. Now consider $\lambda_1$ with objective value approaching the supremum in the optimization $E_P (c_+ \ell^{-1}) = \sup_{\lambda \in \mathbb{R}} c_+ \ell^{-1} \lambda - \psi_P(\lambda)$. Since the derivative of the objective at $\lambda = 0$ is $c_+ \ell^{-1} - d_{KL}(P \parallel Q) > 0$, we can take $\lambda_1 \geq 0$. Analogously, we can take $\lambda_2 \leq 0$ approaching the supremum in the optimization $E_P (c_- \ell^{-1})$. Applying a Chernoff bound now yields that

$$\mathbb{P}_{x \sim P_n^{\otimes \ell}} [x \not\in S] = \mathbb{P}_{x \sim P_n^{\otimes \ell}} \left[ \exp (\lambda_1 \cdot L_n(x)) > \left( \frac{p}{q} \right)^{\lambda_1} \right] + \mathbb{P}_{x \sim P_n^{\otimes \ell}} \left[ \exp (\lambda_2 \cdot L_n(x)) > \left( \frac{1-p}{1-q} \right)^{\lambda_2} \right]$$

$$\leq \left( \frac{p}{q} \right)^{-\lambda_1} \cdot \mathbb{E}_{x \sim P_n^{\otimes \ell}} [\exp (\lambda_1 \cdot L_n(x))] + \left( \frac{1-q}{1-p} \right)^{-\lambda_2} \cdot \mathbb{E}_{x \sim P_n^{\otimes \ell}} [\exp (-\lambda_2 \cdot L_n(x))]$$

$$= \exp (-c_+ \lambda_1 + \ell \cdot \psi_P(\lambda_1)) + \exp (-c_- \lambda_2 + \ell \cdot \psi_P(\lambda_2))$$

$$\to \exp (-\ell \cdot E_P(c_+ \ell^{-1})) + \exp (-\ell \cdot E_P(c_- \ell^{-1}))$$

$$\leq e^{-\ell \tau_+} + e^{-\ell \tau_-}$$

where the limit holds on taking $\lambda_1$ and $\lambda_2$ to approach the two suprema. Note that if $p = 1$, then the second probability above trivially satisfies that

$$\mathbb{P}_{x \sim P_n^{\otimes \ell}} \left[ L_n(x) < \frac{1-p}{1-q} \right] = 0 < e^{-\ell \tau_-}$$

and the bound on $\mathbb{P}_{x \sim P_n^{\otimes \ell}} [x \not\in S]$ above still holds. By a symmetric argument, we also have that

$$\mathbb{P}_{x \sim Q_n^{\otimes \ell}} [x \not\in S] \leq e^{-\ell \tau_+} + e^{-\ell \tau_-}$$

Now observe that since $e^{-\ell \tau_+}, e^{-\ell \tau_-} \leq \frac{1}{4}(p-q)$, we have that

$$\frac{q}{p} \cdot \mathbb{P}_{x \sim P_n^{\otimes \ell}} [x \not\in S] + \frac{p-2pq+q^2}{p-pq} \leq \frac{q}{p} \left( \frac{1}{2}(p-q) \right) + 1 - \frac{q(p-q)}{p(1-q)} \leq 1 - \frac{q(p-q)}{2p(1-q)} \leq 1 - \frac{q(p-q)}{2p}$$

Similarly, we have

$$\mathbb{P}_{x \sim Q_n^{\otimes \ell}} [x \not\in S] + \frac{q}{p} \leq \frac{1}{2}(p-q) + 1 - \frac{p-q}{p} \leq 1 - \frac{q(p-q)}{2p}$$

Therefore it follows that

$$\max \left\{ \left( \frac{q}{p} \cdot \mathbb{P}_{x \sim P_n^{\otimes \ell}} [x \not\in S] + \frac{p-2pq+q^2}{p-pq} \right)^N, \left( \frac{q}{p} \cdot \mathbb{P}_{x \sim P_n^{\otimes \ell}} [x \not\in S] + \frac{p-2pq+q^2}{p-pq} \right)^N \right\}$$

$$\leq \left( 1 - \frac{q(p-q)}{2p} \right)^N \leq \max \left( e^{-\ell \tau_+}, e^{-\ell \tau_-} \right)$$
and hence that $\Delta \leq \frac{3(e^{-\epsilon r}+e^{-\epsilon r})}{p-q}$, completing the proof of the lemma. 

\section{Entrywise Reductions Fail to Show Tight Computational Lower Bounds}

A conceptually simpler idea for an average-case reduction would avoid multivariate rejection kernels and instead begin by mapping to a submatrix problem with a specific pair $(P^*, Q^*)$ and then apply a univariate entry-wise map from $(P^*, Q^*)$ to $(P, Q)$. For example, if $(P^*, Q^*)$ were Bernoulli random variables, this would correspond to mapping to a submatrix variant of planted dense subgraph and then to $\text{ssd}(n, k, P, Q)$. We remark that there is a simple barrier to making this approach produce tight computational lower bounds.

As discussed in the summary of our results in Section 3, the relevant signal in the computational phase diagram for SSD is $d_{KL}(P\|Q)$. For this approach to lead to a reduction, there would have to be a univariate map $\phi$ such that $\phi(P^*) \sim P$ and $\phi(Q^*) \sim Q$ as long as $d_{KL}(P^*\|Q^*) \asymp d_{KL}(P\|Q)$. However, looking at the family of pairs of Bernoulli random variables shows that this is not the case. If $(P^*, Q^*) = (\text{Bern}(n^{-\alpha}), \text{Bern}(2n^{-\alpha}))$ then we have that

$$d_{KL}(P^*\|Q^*) = -n^{-\alpha} \log 2 - (1-n^{-\alpha}) \log \left(\frac{1-2n^{-\alpha}}{1-n^{-\alpha}}\right) = \Theta(n^{-\alpha}) \quad \text{and} \quad d_{TV}(Q^*\|P^*) = n^{-\alpha}$$

Furthermore, let $(P, Q) = (\text{Bern}(1/2), \text{Bern}(1/2 + n^{-\alpha/2}))$ and note that

$$d_{KL}(P\|Q) = -\frac{1}{2} \log(1+2n^{-\alpha/2}) - \frac{1}{2} \log(1-2n^{-\alpha/2}) = \Theta(n^{-\alpha}) \quad \text{and} \quad d_{TV}(Q\|P) = n^{-\alpha/2}$$

By the data-processing applied to $d_{TV}$, it is impossible for such a map $\phi$ to exist even though these two pairs have KL divergences on the same order.

\section{Average-Case Reduction to Submatrix Detection}

In this section, we give a polynomial time reduction $\text{TOSUBMATRIX}$ to SSD detection with pairs of planted and noise distributions that are computable and satisfy an LDP of their LLR. This reduction is shown in Figure 4 and its total variation guarantees are stated in Theorem 6.1 below. The reduction begins by cloning the adjacency matrix of a planted dense subgraph instance to produce two independent samples of the above diagonal portions of their adjacency matrix. These are then embedded as two halves of a principal minor in a larger matrix in Step 2. This random embedding hides the previously missing diagonal terms in total variation. Analyzing this step is one of our technical contributions. The resulting Bernoulli submatrix problem is then lifted using MRK maps to an instance of submatrix detection.

Our reduction implies the computational lower bounds for Gaussian biclustering and planted dense subgraph in [MW15], [HWX15] and [BBH18]. The step of embedding as a principal minor in Step 2 circumvents the arguments in [HWX15] and [BBH18] showing that the total variation error introduced by missing diagonal entries is small. It also simplifies the reductions PC-LIFTING and DISTRIBUTIONAL-LIFTING in [BBH18]. Our reduction extends the Gaussian biclustering lower bounds in [MW15] and [BBH18] to the cases of symmetric indices.

In Section 6.1, we describe and analyze the subroutine $\text{GRAPH-CLONE}$ in Step 1 which transforms one instance of planted dense subgraph into many independent instances, preserving both $H_0$ and $H_1$, at a minor loss in the parameters $p$ and $q$. In Section 6.2, we prove several lemmas to analyze Step 2 of $\text{TOSUBMATRIX}$ and in Section 6.3, we complete the proof of Theorem 6.1. In the next section, we apply Theorem 6.1 to deduce computational lower bounds for various forms of submatrix detection. Note that the reduction $\text{TOSUBMATRIX}$ handles a more general setup where the pairs $(P_{ij}, Q_{ij})$ are permitted to differ from entry to entry. The additional submatrix problems this implies hardness for are discussed in Section 7.
Algorithm **TO-SUBMATRIX**

**Inputs:** Graph $G \in \mathcal{G}_n$, parameters $0 < q < p \leq 1$, intermediate dimension $N$, expansion factor $\ell$, number of iterations $N_\text{it}$, subgraph size $k$, pairs of computable sequences of distributions $(P_{ij}, Q_{ij})$ for $1 \leq i, j \leq N\ell$ over the measurable space $(X, \mathcal{B})$

1. Apply **GRAPH-CLONE** to $G$ with edge probabilities $P = p$ and $Q = 1 - \sqrt{(1-p)(1-q)} + 1\{p=1\} (\sqrt{q} - 1)$ and $t = 2$ clones to obtain $(G_1, G_2)$

2. Sample $s_1 \sim \text{Bin}(n, p)$, $s_2 \sim \text{Bin}(N, Q)$ and a set $S \subseteq [N]$ with $|S| = n$ uniformly at random. Sample $T_1 \subseteq S$ and $T_2 \subseteq [N] \setminus S$ with $|T_1| = s_1$ and $|T_2| = \max\{s_2- s_1, 0\}$ uniformly at random. Now form the matrix $M^1 = \{M^1_{ij}\}_{i,j \in N}$ where

$$M^1_{ij} =\begin{cases} 1 & \text{if } i < j \text{ and } i, j \in S \\
1 & \text{if } i > j \text{ and } i, j \in S \\
1 & \text{if } i = j \text{ and } i, j \in S \\
1 & \text{if } i \in T_1 \\
\sim_{\text{i.i.d. Bern}(Q)} & \text{if } i \neq j \text{ and } i \notin S \text{ or } j \notin S \\
\end{cases}$$

where $\pi : S \rightarrow [n]$ is a bijection chosen uniformly at random

3. Let $\tau$ be a random permutation of $[N\ell]$ and form the matrix $M^2 = \{M^2_{ij}\}_{i,j \in N\ell}$ by setting

$$M^2_{ij} = \begin{cases} M^1_{ij} \tau^{-1}(i) & \text{if } i \leq \tau^{-1}(i) \leq (s+1)\ell \text{ and } \ell \leq j \leq (t+1)\ell \\
\text{MRK}_{st} & \text{if } M^1_{(s+1)(t+1)}(\tau^{-1}(i)) \\
\end{cases}$$

for each $0 \leq s, t < N$, where MRK$_{st}$ is the multivariate rejection kernel with $N_\text{it}$ iterations sending $\text{Bern}(p)$ and $\text{Bern}(Q)$ to the random set of $\ell^2$ pairs $(P^n_{ij}, Q^n_{ij})$ satisfying that $s\ell + 1 \leq \tau^{-1}(i) \leq (s+1)\ell$ and $t\ell + 1 \leq \tau^{-1}(j) \leq (t+1)\ell$

4. Output the matrix $M^2$

**Figure 3:** Reduction **TO-SUBMATRIX** for showing universal computational lower bounds for submatrix problems based on the hardness of planted clique or planted dense subgraph.

**TO-SUBMATRIX** also begins with an instance of planted dense subgraph, providing a more general class of reductions than just from planted clique.

Let $\mathcal{M}_d(\{Q_{ij}\}_{1 \leq i,j \leq d})$ denote the distribution on $d \times d$ matrices $M$ with independent entries satisfying that $M_{ij} \sim Q_{ij}$ for each $1 \leq i,j \leq d$. Let $\mathcal{M}_d((P_{ij}, Q_{ij}))_{1 \leq i,j \leq d}$ denote the distribution on $d \times d$ matrices $M$ generated as follows: choose a $k$-subset $S \subseteq [d]$ uniformly at random and then independently sample $M_{ij} \sim P_{ij}$ for each $i,j \in S$ and $M_{ij} \sim Q_{ij}$ otherwise.

**Theorem 6.1** (Reduction to Submatrix Detection). Let $n, k \leq n$, $N, N_\text{it}, \ell$ and $0 < q < p \leq 1$ be parameters such that $q = n^{-O(1)}$,

$$N \geq \left(\frac{p}{Q} + \epsilon\right)n, \quad \text{and} \quad \frac{k^2}{N} \leq \min\left\{\frac{Q}{1-Q}, \frac{1-Q}{Q}\right\}$$

where $\epsilon > 0$ and $Q = 1 - \sqrt{(1-p)(1-q)} + 1\{p=1\} (\sqrt{q} - 1)$. Let $(P_{ij}, Q_{ij})$ for $1 \leq i,j \leq N\ell$ be pairs of computable sequences of distributions indexed by $n$ over the measurable space $(X, \mathcal{B})$. For each
pair of $\ell$-subsets $U, V \subseteq [N]$, let $\Delta_{U,V}$ be the total variation upper bound as defined in Lemma 5.1 for the multivariate rejection kernel MRK$_{U,V}$ with $N_\ell$ iterations sending Bern$(p)$ and Bern$(Q)$ to the $\ell^2$ pairs $(P_{ij}^n, Q_{ij}^n)$ where $i \in U$ and $j \in V$. Let $\Delta = \max_{U,V} \Delta_{U,V}$ be the maximum such upper bound. The algorithm $A = \text{TO-SUBMATRIX in Figure 4}$ runs in poly$(N, \ell)$ time and satisfies that

\[
\begin{align*}
d_{TV}(A(G(n, k, p, q)), M_{N'}((P_{ij}^n, Q_{ij}^n)_{1 \leq i,j \leq N'}, k\ell)) &\leq N^2 \cdot \Delta + 4 \cdot \exp\left(-\frac{Q^2 \ell^2 n^2}{16N}\right) + \sqrt{\frac{k^2(1-Q)}{2QN}} + \sqrt{\frac{k^2Q}{2N(1-Q)}} \\
d_{TV}(A(G(n, q)), M_{N'}((Q_{ij}^n)_{1 \leq i,j \leq N'})) &\leq N^2 \cdot \Delta + 4 \cdot \exp\left(-\frac{Q^2 \ell^2 n^2}{16}\right)
\end{align*}
\]

Before proceeding to the proofs in this section, we first establish some additional notation. When all of the pairs $(P_{ij}^n, Q_{ij}^n)$ are the same $(P, Q)$, then denote $M_d((P_{ij}^n, Q_{ij}^n)_{1 \leq i,j \leq d, k})$ by $M_d(P, Q, k)$. Given a $k$-subset $S \subseteq [d]$, let $M_d((P_{ij}^n, Q_{ij}^n)_{1 \leq i,j \leq d, S})$ denote $M_d((P_{ij}^n, Q_{ij}^n)_{1 \leq i,j \leq d, k})$ conditioned on the selection of $S$ as the planted index set. Define $M_d(P, Q, S)$ analogously. Similarly, let $V_N(P, Q, S)$ denotes the distribution of vectors $V \in X^N$ with independent entries and $V_i \sim P$ if $i \in S$ and $V_i \sim Q$ if $i \notin S$. Let $V_N(P, Q, k)$ denote the mixture of $V_N(P, Q, S)$ induced by choosing $S$ uniformly at random from all $k$-subsets of $[N]$. Let $G(n, s, p, q)$ denote the distribution of planted dense subgraph instances from $G(n, k, p, q)$ conditioned on the subgraph being planted on the vertex set $S$ where $|S| = k$. Given an algorithm $A$ with $k$ steps, let $A_i$ denote the $i$th step of $A$ and $A_{i,j}$ denote the procedure formed by steps $i$ through $j$. Each time this notation is used, we clarify the intended initial and final variables when $A_i$ and $A_{i,j}$ are viewed as Markov kernels.

### 6.1 Graph Cloning

We begin with the subroutine \textsc{Graph-Clone} which produces several independent samples from a planted subgraph problems given a single sample. This procedure is a simple generalization of PDS-CLONING in Section 10 of [BBH18] and can be viewed as an exact variant of a simple multivariate rejection kernel to products of Bernoulli random variables.

**Lemma 6.2 (Graph Cloning).** Let $t \in \mathbb{N}$, $0 < q < p \leq 1$ and $0 < Q < P \leq 1$ satisfy that

\[
\frac{1-p}{1-q} \leq \left(\frac{1-P}{1-Q}\right)^t \quad \text{and} \quad \left(\frac{P}{Q}\right)^t \leq \frac{p}{q}
\]

Then the algorithm $A = \text{GRAPH-CLONE}$ runs in poly$(t, n)$ time and satisfies that for each $S \subseteq [n]$,

\[
A(G(n, q)) \sim G(n, Q)^{\otimes t} \quad \text{and} \quad A(G(n, S, p, q)) \sim G(n, S, P, Q)^{\otimes t}
\]

**Proof.** Let $R_0, R_1 : \{0, 1\}^t \to \mathbb{R}$ be given by

\[
R_0(v) = \frac{1}{p-q} \left[ p \cdot Q^{\|v\|_1} (1-Q)^{t-\|v\|_1} - q \cdot P^{\|v\|_1} (1-P)^{t-\|v\|_1} \right]
\]

\[
R_1(v) = \frac{1}{p-q} \left[ (1-q) \cdot P^{\|v\|_1} (1-P)^{t-\|v\|_1} - (1-p) \cdot Q^{\|v\|_1} (1-Q)^{t-\|v\|_1} \right]
\]

Now observe that for each $v \in \{0, 1\}^t$, the fact that $P > Q$ implies that

\[
\frac{1-p}{1-q} \leq \left(\frac{1-P}{1-Q}\right)^t \leq \frac{P^{\|v\|_1} (1-P)^{t-\|v\|_1}}{Q^{\|v\|_1} (1-Q)^{t-\|v\|_1}} \leq \left(\frac{P}{Q}\right)^t \leq \frac{p}{q}
\]
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Algorithm Graph-Clone

Inputs: Graph $G \in G_n$, the number of copies $t$, parameters $0 < q < p \leq 1$ and $0 < Q < P \leq 1$ satisfying $\frac{1-p}{1-q} \leq \left( \frac{1-p}{1-q} \right)^t$ and $\left( \frac{P}{Q} \right)^t \leq \frac{p}{q}$

1. Generate $x_{ij} \in \{0, 1\}^t$ for each $1 \leq i < j \leq n$ such that:
   - If $\{i, j\} \in E(G)$, sample $x_{ij}$ from the distribution on $\{0, 1\}^t$ with
     \[ \mathbb{P}[x_{ij} = v] = \frac{1}{p - q} \left[ (1 - q) \cdot P^{[v]}(1 - P)^{t - [v]} - (1 - p) \cdot Q^{[v]}(1 - Q)^{t - [v]} \right] \]
   - If $\{i, j\} \notin E(G)$, sample $x_{ij}$ from the distribution on $\{0, 1\}^t$ with
     \[ \mathbb{P}[x_{ij} = v] = \frac{1}{p - q} \left[ p \cdot Q^{[v]}(1 - Q)^{t - [v]} - q \cdot P^{[v]}(1 - P)^{t - [v]} \right] \]

2. Output the graphs $(G_1, G_2, \ldots, G_t)$ where $\{i, j\} \in E(G_k)$ if and only if $x_{ij}^k = 1$

Figure 4: Subroutine Graph-Clone for producing independent samples from planted graph problems.

which implies that $R_0(v) \geq 0$ and $R_1(v) \geq 0$ for each $v \in \{0, 1\}^t$. Furthermore, we have that

\[ \sum_{v \in \{0, 1\}^t} R_0(v) = \sum_{v \in \{0, 1\}^t} R_1(v) = 1 \]

which implies that $R_0$ and $R_1$ are well-defined probability mass functions. Also observe that

\[ (1 - p) \cdot R_0(v) + p \cdot R_1(v) = P^{[v]}(1 - P)^{t - [v]} \]
\[ (1 - q) \cdot R_0(v) + q \cdot R_1(v) = Q^{[v]}(1 - Q)^{t - [v]} \]

Therefore it follows that if $1_{\{i, j\} \in E(G)} \sim \text{Bern}(p)$, then $x_{ij} \sim \text{Bern}(P)^ \otimes t$ and if $1_{\{i, j\} \in E(G)} \sim \text{Bern}(q)$, then $x_{ij} \sim \text{Bern}(Q)^ \otimes t$. Since the edge indicators $1_{\{i, j\} \in E(G)}$ are independent in each of $G(n, q)$ and $G(n, S, p, q)$, this implies that $(G_1, G_2, \ldots, G_t) \sim G(n, Q)^ \otimes t$ if $G \sim G(n, q)$ and $(G_1, G_2, \ldots, G_t) \sim G(n, P)^ \otimes t$ if $G \sim G(n, k, p, q)$, completing the proof of the lemma.

\[ \square \]

6.2 Planting Diagonals by Embedding as a Principal Minor

The next two lemmas are a key technical component in the analysis of TO-SUBMATRIX. Specifically, they are crucial to showing the correctness of Step 2 in TO-SUBMATRIX, which plants missing diagonal entries while randomly embedding entries derived from the adjacency matrix of the input instance as a principal minor into a larger matrix to hide the planted entries in total variation. We remark that the applications of Cauchy-Schwarz reducing the proof of the second lemma to bounding $\chi^2$ divergences are unlikely to be tight. However, the resulting bounds are sufficient for our purposes. We also remark that Lemma 6.4 can be proven by directly bounding sums of differences of binomial coefficients. Instead, our approach yields more elegant computations, as carried out in Lemma 6.3, and can be generalized to bound sums of random variables beyond binomial distributions.
Lemma 6.3. Suppose that $\mathcal{P}$ and $\mathcal{Q}$ are probability distributions on a measurable space $(X, \mathcal{B})$ where $\mathcal{P}$ is absolutely continuous with respect to $\mathcal{Q}$. Then for any positive integers $k$ and $m$ with $k^2 \cdot \chi^2(\mathcal{P} \parallel \mathcal{Q}) \leq m$, we have that

$$\chi^2(V_m(\mathcal{P}, \mathcal{Q}, k) \parallel \mathcal{Q}^{\otimes m}) \leq \frac{2k^2 \cdot \chi^2(\mathcal{P} \parallel \mathcal{Q})}{m}$$

Proof. Let $f : X \to [0, \infty)$ be the Radon-Nikodym derivative $f = \frac{d\mathcal{P}}{d\mathcal{Q}}$. Note that $V_m(\mathcal{P}, \mathcal{Q}, k)$ is absolutely continuous with respect to $\mathcal{Q}^{\otimes m}$ with Radon-Nikodym derivative

$$\frac{dV_m(\mathcal{P}, \mathcal{Q}, k)}{dQ^{\otimes m}}(x) = \mathbb{E}_{S \sim U_{k,m}} \left[ \prod_{i \in S} f(x_i) \right]$$

for each $x \in X^m$ where $U_{k,m}$ is the uniform distribution on $k$-subsets of $[m]$. Now note that by Fubini’s theorem

$$\chi^2(V_m(\mathcal{P}, \mathcal{Q}, k) \parallel \mathcal{Q}^{\otimes m}) + 1 = \mathbb{E}_{x \sim \mathcal{Q}^{\otimes m}} \left[ \left( \frac{dV_m(\mathcal{P}, \mathcal{Q}, k)}{dQ^{\otimes m}}(x) \right)^2 \right]$$

$$= \mathbb{E}_{x \sim \mathcal{Q}^{\otimes m}} \left[ \mathbb{E}_{S \sim U_{k,m}} \left[ \prod_{i \in S} f(x_i) \right] \cdot \mathbb{E}_{T \sim U_{k,m}} \left[ \prod_{i \in T} f(x_i) \right] \right]$$

$$= \mathbb{E}_{S,T \sim U_{k,m}} \left[ \mathbb{E}_{x \sim \mathcal{Q}^{\otimes m}} \left[ \left( \prod_{i \in S} f(x_i) \right) \left( \prod_{i \in T} f(x_i) \right) \right] \right]$$

$$= \mathbb{E}_{S,T \sim U_{k,m}} \left[ \prod_{i \in S \cap T} \mathbb{E}_{x_i \sim \mathcal{Q}} \left[ f(x_i)^2 \right] \prod_{i \in S \setminus T} \mathbb{E}_{x_i \sim \mathcal{Q}} \left[ f(x_i) \right] \prod_{i \in T \setminus S} \mathbb{E}_{x_i \sim \mathcal{Q}} \left[ f(x_i) \right] \right]$$

$$= \mathbb{E}_{S,T \sim U_{k,m}} \left[ (1 + \chi^2(\mathcal{P} \parallel \mathcal{Q}))^{\mid S \cap T \mid} \right]$$

where the last equality holds since $\mathbb{E}_{x_i \sim \mathcal{Q}}[f(x_i)] = 1$ and $1 + \chi^2(\mathcal{P} \parallel \mathcal{Q}) = \mathbb{E}_{x_i \sim \mathcal{Q}}[f(x_i)^2]$. We now apply an argument in [ABBDDL10] to bound this last quantity. Observe that $|S \cap T| \sim \text{Hypergeometric}(m, k, k)$ and is identically distributed to $(k \cap S) = \sum_{i=1}^{k} 1_{\{i \in S\}}$. As shown in Section 3.2 of [IDP83], the variables $1_{\{i \in S\}}$ are negatively associated which implies that

$$\mathbb{E}_{S,T \sim U_{k,m}} \left[ (1 + \chi^2(\mathcal{P} \parallel \mathcal{Q}))^{\mid S \cap T \mid} \right] = \mathbb{E}_{S \sim U_{k,m}} \left[ \prod_{i=1}^{k} (1 + \chi^2(\mathcal{P} \parallel \mathcal{Q}))^{1_{\{i \in S\}}} \right]$$

$$\leq \prod_{i=1}^{k} \mathbb{E}_{S \sim U_{k,m}} \left[ (1 + \chi^2(\mathcal{P} \parallel \mathcal{Q}))^{1_{\{i \in S\}}} \right]$$

$$= \left( \frac{k}{m} \left( 1 + \chi^2(\mathcal{P} \parallel \mathcal{Q}) \right) + 1 - k \cdot \frac{k}{m} \right)^k$$

$$= \left( 1 + \frac{k}{m} \cdot \chi^2(\mathcal{P} \parallel \mathcal{Q}) \right)^k$$

$$\leq \exp \left( \frac{k^2 \cdot \chi^2(\mathcal{P} \parallel \mathcal{Q})}{m} \right) \leq 1 + \frac{2k^2 \cdot \chi^2(\mathcal{P} \parallel \mathcal{Q})}{m}$$

if $k^2 \cdot \chi^2(\mathcal{P} \parallel \mathcal{Q}) \leq m$. This completes the proof of the lemma. $\Box$

We now apply this lemma to bound the total variation between support sizes of the matrix diagonals produced in TO-SUBMATRIX and the target matrix distributions.
Lemma 6.4 (Planting Diagonals). Suppose that $0 < Q < P \leq 1$ and $N \geq \left(\frac{P}{Q} + \epsilon\right)n$ where $\epsilon > 0$. Let $k \leq n$ satisfy that

$$k \leq \frac{Qen}{2} \quad \text{and} \quad \frac{k^2}{N} \leq \min \left\{ \frac{Q}{1 - Q}, \frac{1 - Q}{Q} \right\}$$

Let $t_1 \sim \text{Bin}(k, P)$, $t_2 \sim \text{Bin}(n - k, P)$ and $t_3 \sim \text{Bin}(N, Q)$ be independent and set $t_4 = \max\{t_3 - t_1 - t_2, 0\}$. Then it holds that

$$d_{TV}(\mathcal{L}(t_1, t_2 + t_4), \text{Bin}(k, P) \otimes \text{Bin}(N - k, Q)) \leq 4 \cdot \exp \left( \frac{-Q^2e^2n^2}{16N} \right) + \sqrt{\frac{k^2(1 - Q)}{2NQ}} + \sqrt{\frac{k^2Q}{2N(1 - Q)}}$$

$$d_{TV}(\mathcal{L}(t_1 + t_2 + t_4), \text{Bin}(N, Q)) \leq 4 \cdot \exp \left( \frac{-Q^2e^2n^2}{16N} \right)$$

Proof. First consider applying Lemma 6.3 to $\mathcal{P} = \delta_0$ and $Q = \text{Bern}(Q)$. Note that since $Q \in (0, 1)$, this choice of $\mathcal{P}$ is absolutely continuous with respect to $Q$. We have that if $K$ and $M$ are such that $K^2Q \leq M(1 - Q)$ then

$$\chi^2(\mathcal{V}_M(\delta_0, \text{Bern}(Q), K)||\text{Bern}(Q)^{\otimes M}) \leq \frac{2K^2Q}{M(1 - Q)}$$

Now by Cauchy-Schwarz and the data-processing property in Fact 4.1 on taking the sum of the entries of the vectors, we have that

$$d_{TV}(\text{Bin}(M - K, Q), \text{Bin}(M, Q)) \leq d_{TV}(\mathcal{V}_M(\delta_0, \text{Bern}(Q), K), \text{Bern}(Q)^{\otimes M})$$

$$\leq \frac{1}{2} \sqrt{\chi^2(\mathcal{V}_M(\delta_0, \text{Bern}(Q), K)||\text{Bern}(Q)^{\otimes M})}$$

$$\leq \sqrt{\frac{K^2Q}{2M(1 - Q)}}$$

Now apply Lemma 6.3 to $\mathcal{P} = \delta_1$ and $Q = \text{Bern}(Q)$. By the same argument, if $K^2(1 - Q) \leq MQ$, then we have that

$$d_{TV}(K + \text{Bin}(M - K, Q), \text{Bin}(M, Q)) \leq \sqrt{\frac{K^2(1 - Q)}{2MQ}}$$

Combining these two inequalities and applying the triangle inequality in Fact 4.1 yields that

$$d_{TV}(K' + \text{Bin}(M - K, Q), \text{Bin}(M, Q)) \leq d_{TV}(K' + \text{Bin}(M - K, Q), \text{Bin}(M - K + K', Q))$$

$$+ d_{TV}(\text{Bin}(M - K + K', Q), \text{Bin}(M, Q))$$

$$\leq \sqrt{\frac{K'^2(1 - Q)}{2(M - K + K')Q}} + \sqrt{\frac{(K - K')^2Q}{2M(1 - Q)}}$$

as long as $K' \leq K$ and it holds that

$$K'^2 \leq \frac{(M - K + K')Q}{1 - Q} \quad \text{and} \quad (K - K')^2 \leq \frac{M(1 - Q)}{Q}$$

Note that both of these inequalities are satisfied if $K^2/M \leq \min \{Q^{-1}(1 - Q), Q(1 - Q)^{-1}\}$. The binomial distribution satisfies the following well-known concentration inequalities

$$\mathbb{P} \left[ \text{Bin}(M, r) > rM + t \right] \leq \exp \left( -M \cdot D \left( r + \frac{t}{M} \parallel r \right) \right)$$

$$\mathbb{P} \left[ \text{Bin}(M, r) < rM - t \right] \leq \exp \left( -M \cdot D \left( r - \frac{t}{M} \parallel r \right) \right)$$
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for \( t \geq 0 \), where \( D(\cdot \| \cdot) \) denotes the binary relative entropy function. These inequalities can be derived by standard Chernoff bounds. Now observe that if \( t_3 \geq QN - \frac{Qen}{2} + \frac{m}{2} \) and \( t_2 \leq P(n-k) + \frac{Qen}{2} - \frac{m}{2} \) hold, then \( t_3 \geq m + t_2 \) since \( QN \geq (P + Qe)n \). Therefore we have that

\[
\mathbb{P}[t_4 \neq t_3 - t_1 - t_2 | t_1 = m] = \mathbb{P}[t_3 < m + t_2] \\
\leq \mathbb{P}[t_3 < QN - \frac{Qen}{2} + \frac{m}{2}] + \mathbb{P}[t_2 > P(n-k) + \frac{Qen}{2} - \frac{m}{2}] \\
\leq \mathbb{P}[t_3 < QN - \frac{Qen}{4}] + \mathbb{P}[t_2 > P(n-k) + \frac{Qen}{4}] \\
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as long as \( k^2/N \leq \min \{ Q^{-1}(1 - Q), Q(1 - Q)^{-1} \} \). Applying the triangle inequality twice now yields that

\[
d_{TV}(\mathcal{L}(t_2 + t_4|t_1 = m), \text{Bin}(N - k, Q)) = d_{TV}(\mathcal{L}(m + t_2 + t_4|t_1 = m), m + \text{Bin}(N - k, Q)) \leq 2 \cdot \mathbb{P}[t_4 \neq t_3 - t_1 - t_2|t_1 = m] + \sqrt{\frac{k^2(1 - Q)}{2NQ}} + \sqrt{\frac{k^2Q}{2N(1 - Q)}} \leq 4 \cdot \exp\left( -\frac{Q^2c^2n^2}{16N} \right) + \sqrt{\frac{k^2(1 - Q)}{2NQ}} + \sqrt{\frac{k^2Q}{2N(1 - Q)}}
\]

Now note that by the conditioning on a random variable property in Fact 4.1, we have that

\[
d_{TV}(\mathcal{L}(t_1, t_2 + t_4), \text{Bin}(k, P) \otimes \text{Bin}(N - k, Q)) \leq \mathbb{E}_{m \sim \text{Bin}(k, P)} d_{TV}(\mathcal{L}(t_2 + t_4|t_1 = m), \text{Bin}(N - k, Q))
\]

Combining this with the inequality derived above completes the proof of the lemma. \(\square\)

### 6.3 Proof of Theorem 6.1

We now combine the lemmas in the previous two sections and Lemma 5.1 to prove Theorem 6.1. First consider the case where \( G \sim \mathcal{G}(n, R, p, q) \) where \( R \subseteq [n] \) satisfies \(|R| = k\). In the first part of the proof of this proposition, let \( M^1 = A_{1,2}(G) \) be the matrix \( M^1 \) after Steps 1 and 2 in \( A \). First observe by AM-GM that

\[
\sqrt{pq} \leq \frac{p + q}{2} = 1 - \frac{(1 - p) + (1 - q)}{2} \leq 1 - \sqrt{(1 - p)(1 - q)}
\]

Let \( Q = 1 - \sqrt{(1 - p)(1 - q)} + 1_{(p=1)} \left( \sqrt{p} - 1 \right) \). If \( p \neq 1 \), then it follows that \( P = p > Q \), \( \frac{1-p}{1-q} = \left( \frac{1-p}{Q} \right)^2 \) and the inequality above rearranges to \( \left( \frac{P}{Q} \right)^2 \leq \frac{p}{q} \). If \( p = 1 \), then \( Q = \sqrt{p} \), the inequality \( \frac{1-p}{1-q} \leq \left( \frac{1-p}{Q} \right)^2 \) holds trivially and \( \left( \frac{P}{Q} \right)^2 = \frac{p}{q} \). Applying Lemma 6.2 with \( t = 2 \) therefore yields that \( (G_1, G_2) \sim \mathcal{G}(n, R, p, Q)^{\otimes 2} \). Let \( U = \pi^{-1}(R) \) be the subset of \([N]\) that the dense subgraph vertices are mapped to in Step 2, on choosing \( S \) and \( \pi \). Let \( R' \subseteq [N] \) be a fixed subset with \(|R'| = k\). Observe that the matrix \( M^1 \) in Step 2 conditioned on \( U = R' \) has independent off-diagonal entries satisfying \( M^1_{ij} \sim \text{Bern}(p) \) if \( i, j \in R' \) and \( M^1_{ij} \sim \text{Bern}(Q) \) otherwise, matching the off-diagonal distribution of \( M_N \) \( \text{Bern}(p), \text{Bern}(Q), R' \). Furthermore these entries are independent of the diagonal entries of \( M^1 \). Thus the tensorization property in Fact 4.1 implies that

\[
d_{TV}(\mathcal{L}(M^1|U = R'), M_N \left( \text{Bern}(p), \text{Bern}(Q), R' \right)) = d_{TV}(\mathcal{L}(\text{diag}(M^1)|U = R'), V_N \left( \text{Bern}(p), \text{Bern}(Q), R' \right))
\]

Fix some subset \( S' \subseteq [N] \) with \(|S'| = n\). Now observe that conditioned on \( S = S' \), the entries \( M^1_{ii} \) with \( i \in S' \) are i.i.d. distributed as \( \text{Bern}(p) \) since the number of \( i \in S' \) with \( M^1_{ii} = 1 \) is \( s_1 \sim \text{Bin}(n, p) \) and \( (M^1_{ii} : i \in S') \) is exchangeable. Therefore, conditioned on \( U = R' \) and \( S = S' \), the entries of \( \text{diag}(M^1) \) are distributed as \( (M^1_{ii} : i \in S') \sim \text{Bern}(p)^{\otimes n} \) and \( (M^1_{ii} : i \not\in S') \) is exchangeable with support of size \(|T_2| = \max\{s_2 - s_1, 0\}\) where \( s_1 \) is the size of the support of \( M^1_{ii} : i \in S' \) and \( s_2 \sim \text{Bin}(N, Q) \) is sampled independently. Since \( S \) is chosen uniformly at random, conditioned on \( U = R' \), the elements of \( S \setminus R' \) are a uniformly at random chosen subset of \([N] \setminus R' \) of size \( n - k \). Thus relaxing the conditioning to only \( U = R' \) yields that the entries of \( \text{diag}(M^1) \) are distributed as \( (M^1_{ii} : i \in R') \sim \text{Bern}(p)^{\otimes k} \) and \( (M^1_{ii} : i \not\in R') \) is
exchangeable with support of size \( t_2 + |T_2| = t_2 + \max\{s_2 - t_1 - t_2, 0\} \) where \( t_1 \) is the size of the support of \((M_1^1 : i \notin R')\) and \( t_2 \sim \text{Bin}(n - k, p)\) is sampled independently.

Note that the distributions of \( \mathcal{L}(\text{diag}(M^1)|U = R')\) and \( \mathcal{V}_N(\text{Bern}(p), \text{Bern}(Q), R')\) restricted to the indices in \( R' \) and \( [N]\setminus R' \) are each exchangeable. Therefore conditioning on the pair of support sizes within \( R' \) and \( [N]\setminus R' \) and applying the conditioning property in Fact 4.1 yields that

\[
\text{d}_{\text{TV}}(\mathcal{L}(\text{diag}(M^1)|U = R'), \mathcal{V}_N(\text{Bern}(p), \text{Bern}(Q), R'))
= \text{d}_{\text{TV}}(\mathcal{L}(t_1, t_1 + \max\{s_2 - t_1 - t_2, 0\})\text{Bin}(k, p) \otimes \text{Bin}(N - k, Q))
\leq 4 \cdot \exp\left(-\frac{Q^2e^2n^2}{16N}\right) + \sqrt{\frac{k^2(1 - Q)}{2QN}} + \sqrt{\frac{k^2Q}{2N(1 - Q)}}
\]

by Lemma 6.4. Applying the conditioning property in Fact 4.1 to conditioning on \( R \) and \( U = R' \) now yields that

\[
\text{d}_{\text{TV}}(\mathcal{L}(A_{12}G(n, k, p, q)), M_N(\text{Bern}(p), \text{Bern}(Q), k))
\leq \mathbb{E}_{R \sim U_{k,n}} \mathbb{E}_U \left[ \text{d}_{\text{TV}}(\mathcal{L}(\text{diag}(M^1)|U), \mathcal{V}_N(\text{Bern}(p), \text{Bern}(Q), U)) \right]
\leq 4 \cdot \exp\left(-\frac{Q^2e^2n^2}{16N}\right) + \sqrt{\frac{k^2(1 - Q)}{2QN}} + \sqrt{\frac{k^2Q}{2N(1 - Q)}}
\]

where \( U_{k,n} \) is the uniform distribution on the \( k \)-subsets of \([N]\). Now let \( A_3 \) denote Step 3 of \( A \) with input \( M^1 \) and output \( M^2 \). Let \( M^1 \sim M_N(\text{Bern}(p), \text{Bern}(Q), R') \) and \( M^2 = A_3(M^1) \). Consider also conditioning on the permutation \( \tau = \tau' \) where \( \tau' \) is a fixed permutation of \([N]\). Let \( U_s = \tau'\{s\ell+1, s\ell+2, \ldots, (s+1)\ell\} \) for each \( 0 \leq s < N \) and note that \( MRK_{st} = MRK_{U_s, U_t} \). Now applying Lemma 5.1 to the rejection kernels \( MRK_{st} \) yields that

\[
\text{d}_{\text{TV}}\left(MRK_{st}(\text{Bern}(p)), \bigotimes_{(i,j) \in U_s \times U_t} P^n_{ij}\right) \leq \Delta
\]

and

\[
\text{d}_{\text{TV}}\left(MRK_{st}(\text{Bern}(Q)), \bigotimes_{(i,j) \in U_s \times U_t} Q^n_{ij}\right) \leq \Delta
\]

Now let \( V = \bigcup_{i \in R'} U_{i-1} \) be the set of indices of \([N]\) that \( R' \) is mapped to and let \( M' \) be sampled as \( M' \sim M_{N\ell}((P_{ij}, Q_{ij})_{1 \leq i, j \leq N\ell}, V) \). The tensorization property in Fact 4.1 now yields that

\[
\text{d}_{\text{TV}}(\mathcal{L}(M^2|\tau = \tau'), M_{N\ell}((P_{ij}, Q_{ij})_{1 \leq i, j \leq N\ell}, V))
\leq \sum_{i,j=1}^{N} \text{d}_{\text{TV}}(\mathcal{L}(M'^{2}_{ab}: a \in U_{i-1}, b \in U_{j-1}), \mathcal{L}(M'^{2}_{ab}: a \in U_{i-1}, b \in U_{j-1}))
\]

\[
= \sum_{(i,j) \in R'^2} \text{d}_{\text{TV}}\left(RK_{i-1,j-1}(\text{Bern}(p)), \bigotimes_{(a,b) \in U_{i-1} \times U_{j-1}} P^n_{ab}\right)
+ \sum_{(i,j) \notin R'^2} \text{d}_{\text{TV}}\left(RK_{i-1,j-1}(\text{Bern}(Q)), \bigotimes_{(a,b) \in U_{i-1} \times U_{j-1}} Q^n_{ab}\right)
\leq N^2 \cdot \Delta
\]

Now note that when \( \tau = \tau' \) is chosen uniformly at random, the set \( V \) is a uniformly at random chosen \( k\ell \)-subset of \([N\ell]\). Applying the conditioning property in Fact 4.1 to conditioning on \( R' \) and \( \tau = \tau' \) now
yields that
\[
d_{TV}(\mathcal{A}_3(\mathcal{M}_N(\text{Bern}(p), \text{Bern}(Q), k)), \mathcal{M}_{N\ell}((P_{ij}, Q_{ij})_{1 \leq i,j \leq N\ell}, k\ell)) \leq N^2 \cdot \Delta
\]

Applying Lemma 4.2 to the steps \(A_{1,2}\) and \(A_3\) with the sequence of distributions \(P_0 = \mathcal{G}(n, k, p, q), P_{1,2} = \mathcal{M}_N(\text{Bern}(p), \text{Bern}(Q), k)\) and \(P_3 = \mathcal{M}_{N\ell}((P_{ij}, Q_{ij})_{1 \leq i,j \leq N\ell}, k\ell)\) yields that
\[
d_{TV}(\mathcal{A}(\mathcal{G}(n, k, p, q)), \mathcal{M}_{N\ell}((P_{ij}, Q_{ij})_{1 \leq i,j \leq N\ell}, k\ell)) \leq N^2 \cdot \Delta + 4 \cdot \exp\left(-\frac{Q^2\epsilon^2 n^2}{16N}\right) + \sqrt{\frac{k^2(1-Q)}{2QN}} + \sqrt{\frac{k^2Q}{2N(1-Q)}}
\]

We now follow an analogous and simpler argument to analyze the case \(G \sim \mathcal{G}(n, q)\). Let \(M_1 = \mathcal{A}_{1,2}(G)\) and note that \((G_1, G_2) \sim \mathcal{G}(n, Q)^{\otimes 2}\) by Lemma 6.2. Therefore the entries of \(M_1\) are distributed as \(M_{ij}^{(1)} \sim_{i.i.d.} \text{Bern}(Q)\) for all \(i \neq j\) independently of \(\text{diag}(M_1)\), which is an exchangeable distribution on \(\{0,1\}^N\) with support size \(s_1 + \max\{s_2 - s_1, 0\}\) where \(s_1 \sim \text{Bin}(n, p)\) and \(s_2 \sim \text{Bin}(N, Q)\). Applying the tensorization and conditioning properties in Fact 4.1 as in the previous case yields that
\[
d_{TV}\left(\mathcal{L}(\mathcal{A}_{1,2}(\mathcal{G}(n, q))), \text{Bern}(Q)^{\otimes N}\right) = d_{TV}\left(\mathcal{L}(\text{diag}(M_1)), \text{Bern}(Q)^{\otimes N}\right) = d_{TV}(\mathcal{L}(s_1 + \max\{s_2 - s_1, 0\}), \text{Bin}(N, Q)) \leq 4 \cdot \exp\left(-\frac{Q^2\epsilon^2 n^2}{16N}\right)
\]
by Lemma 6.4. Conditioning on \(\tau = \tau'\) and applying the tensorization property in Fact 4.1 yields
\[
d_{TV}\left(\mathcal{L}\left(\mathcal{A}_3\left(\text{Bern}(Q)^{\otimes N} \cdot N\right) \mid \tau = \tau'\right), \mathcal{M}_{N\ell}((Q_{ij})_{1 \leq i,j \leq N\ell})\right) \leq \sum_{i,j=1}^{N} d_{TV}(\text{MRK}_{(i-1)(j-1)}(\text{Bern}(Q)), \otimes_{(a,b) \in U_{i-1} \times U_{j-1}} Q_{ab}^n) \leq N^2 \cdot \Delta
\]
Applying the conditioning property in Fact 4.1 to conditioning on \(\tau = \tau'\) now yields that
\[
d_{TV}\left(\mathcal{L}\left(\mathcal{A}_3\left(\text{Bern}(Q)^{\otimes N} \cdot N\right)\right), \mathcal{M}_{N\ell}((Q_{ij})_{1 \leq i,j \leq N\ell})\right) \leq N^2 \cdot \Delta
\]
Applying Lemma 4.2 to \(A_{1,2}\) and \(A_3\) with distributions \(P_0 = \mathcal{G}(n, q), P_{1,2} = \text{Bern}(Q)^{\otimes N} \cdot N\) and \(P_3 = \mathcal{M}_{N\ell}((Q_{ij})_{1 \leq i,j \leq N\ell})\) yields that
\[
d_{TV}(\mathcal{A}(\mathcal{G}(n, q)), \mathcal{M}_{N\ell}((Q_{ij})_{1 \leq i,j \leq N\ell})) \leq N^2 \cdot \Delta + 4 \cdot \exp\left(-\frac{Q^2\epsilon^2 n^2}{16N}\right)
\]
which completes the proof of the theorem.

7 Computational Barriers in Submatrix Detection

7.1 Computational Lower Bounds from Our Average-Case Reduction

The average-case reduction from planted dense subgraph in the previous section implies lower bounds for a more general heteroskedastic version of submatrix detection where the pairs of planted and noise distributions are allowed to vary from entry to entry, that we now formally define in the notation from the previous section.
**Definition 7.1** (Heteroskedastic Symmetric Index Set Submatrix Detection). Given computable pairs \((P_{ij}, Q_{ij})\) for \(1 \leq i, j \leq n\) over a common measurable space \((X, B)\), define \(\text{HSSD}(n, k, (P_{ij}, Q_{ij})_{1 \leq i, j \leq n})\) to have observation \(M \in X^{n \times n}\) and hypotheses

\[
H_0 : M \sim M_n ((Q_{ij})_{1 \leq i, j \leq n}) \quad \text{and} \quad H_0 : M \sim M_n ((P_{ij}, Q_{ij})_{1 \leq i, j \leq n}, k)
\]

The reduction TO-SUBMATRIX from the previous section yields the following lower bounds for HSSD based on the \(\text{PDS}\) conjecture. We state the implied lower bounds when \(k = \Omega(\sqrt{n})\) and \(k = o(\sqrt{n})\) separately in the next two theorems.

**Theorem 7.1** (Heteroskedastic PDS Lower Bounds when \(k = o(\sqrt{n})\)). Let \(k = o(\sqrt{n})\), let \(0 < q < p \leq 1\) be fixed constants and let \((P_{ij}, Q_{ij})\) be a computable pairs over \((X, B)\) for each \(1 \leq i, j \leq n\) such that

\[
\sup_{1 \leq i, j \leq n} \mathbb{P}_{X \sim D_{ij}} \left[ \log \frac{dP_{ij}}{dQ_{ij}}(X) \notin \left[ \log \left( \frac{1-p}{1-q} \right), \log \left( \frac{p}{q} \right) \right] \right] = o(n^{-2})
\]

under both the settings \(D_{ij} = P_{ij}\) and \(D_{ij} = Q\) for each \(i, j \in [n]\). Then assuming the PDS conjecture at densities \(0 < q < p \leq 1\), there is no randomized polynomial time algorithm solving \(\text{HSSD}(n, k, (P_{ij}, Q_{ij})_{1 \leq i, j \leq n})\) with asymptotic Type I+II error less than one.

**Proof.** Consider applying Lemma 4.1 and Theorem 6.1 with \(\ell = 1\) and starting planted dense subgraph instance with subgraph size \(k\), \(n\) vertices and densities \(0 < q < p \leq 1\). Excluding \(n^2 \cdot \Delta\), all of the terms in both of the total variation upper bounds in Theorem 6.1 are \(o(1)\) since \(k^2 = o(n)\) and \(Q < P\) are constants. It suffices to show that \(n^2 \cdot \Delta = o(1)\). By the definition of \(\Delta\), we have that \(\Delta = \max_{i,j \in [n]} \Delta_{ij}\) since \(\ell = 1\). Now consider the definition of \(\Delta_{ij}\) in Lemma 5.1. The condition in the theorem statement above implies that \(\mathbb{P}_{x \sim Q_n^*}[x \notin S] = o(n^{-2})\) and \(\mathbb{P}_{x \sim P_n^*}[x \notin S] = o(n^{-2})\) and in particular that they both are at most \(\frac{1}{2}(p-q)\). By the same argument as in the proof of Lemma 5.2, this is sufficient to imply that \(\Delta_{ij} = o(n^{-2})\). Since this holds for each \(i, j \in [n]\), we have that \(\Delta = o(n^{-2})\), which proves the theorem.

**Theorem 7.2** (Heteroskedastic PDS Lower Bounds when \(k = \Omega(\sqrt{n})\)). Let \(k = \Omega(\sqrt{n})\), let \(0 < q < p \leq 1\) be fixed constants and let \((P_{ij}, Q_{ij})\) be a computable pairs over \((X, B)\) for each \(1 \leq i, j \leq n\). Suppose that there is some \(m = \omega(k^2/n)\) with \(m = o(n)\) such that

\[
\sup_{S, T \subseteq [n]: |S| = |T| = m} \mathbb{P}_{X \sim S \times T \sim D_{S \times T}} \left[ \sum_{i \in S} \sum_{j \in T} \log \frac{dP_{ij}}{dQ_{ij}}(X_{ij}) \notin \left[ \log \left( \frac{1-p}{1-q} \right), \log \left( \frac{p}{q} \right) \right] \right] = o \left( \frac{m^2}{n^2} \right)
\]

under both the settings \(D_{S \times T} = \bigotimes_{i \in S} \bigotimes_{j \in T} P_{ij}\) and \(D_{S \times T} = \bigotimes_{i \in S} \bigotimes_{j \in T} Q_{ij}\) for each \(S, T\). Then assuming the PDS conjecture at densities \(0 < q < p \leq 1\), there is no randomized polynomial time algorithm solving \(\text{HSSD}(n, k, (P_{ij}, Q_{ij})_{1 \leq i, j \leq n})\) with asymptotic Type I+II error less than one.

**Proof.** Consider applying Lemma 4.1 and Theorem 6.1 with \(\ell = m\) and starting planted dense subgraph instance with subgraph size \([k/m]\), \([n/m]\) vertices and densities \(0 < q < p \leq 1\). Since \(m = \omega(k^2/n)\), it follows that \(k/m = o(\sqrt{n/m})\) and thus it suffices to show that the total variation upper bounds in Theorem 6.1 are \(o(1)\). As in the proof of the previous theorem, this reduces to showing that \((n/m)^2 \cdot \Delta = o(1)\).

For each pair \(S, T \subseteq [n]\) with \(|S| = |T| = m\), consider the definition of \(\Delta_{S,T}\) in Lemma 5.1. We have that \(\mathbb{P}_{x \sim Q_n^*}[x \notin S] = o(n^{-2})\) and \(\mathbb{P}_{x \sim P_n^*}[x \notin S] = o(m^2/n^2)\) by the guarantees in the theorem statement. Since \(m = o(n)\), these probabilities are at most \(\frac{1}{2}(p-q)\) for large \(n\). By the same reasoning as in the previous theorem, we have that \(\Delta = o(m^2/n^2)\), proving the theorem.
We remark that we ignored issues of divisibility in the previous theorem statement, reducing to an instance with \( m \lfloor n/m \rfloor \) vertices and submatrix size \( m \lfloor k/m \rfloor \) instead of exactly \( n \) and \( m \). This can be resolved by taking all of \( n, k, m, \ell \) to be powers of two without affecting their sizes by more than a factor of 2. Constructing a sequence of indices with these parameters is enough to rule out polynomial time algorithms given our forms of the PC and PDS conjectures.

From this point forward, we will restrict our attention to the homoskedastic formulation of submatrix detection that we have so far focused on. However, we first remark that these general heteroskedastic lower bounds can be specialized to imply hardness for submatrix problem with dependences between entries induced by natural column-wise and row-wise mixtures. Let \( \mathcal{P}(\theta) \) be a family of distributions indexed by \( \theta \) such that \( (\mathcal{P}(\theta), \mathcal{Q}) \) is a computable pair for each \( \theta \in \Theta \). Now consider the submatrix problem with

\[
H_0 : M \sim \mathcal{Q}^{\otimes n \times n} \quad \text{and} \quad H_1 \text{ distribution formed as follows:}
\]

- Select a subset \( S \subseteq [n] \) with \( |S| = k \) uniformly at random
- Sample \( \theta_i \sim \text{i.i.d. } \mathcal{D} \) for each \( i \in [n] \)
- Sample \( M_{ij} \sim \mathcal{P}(\theta_i) \) for each \( i, j \in S \) and \( M_{ij} \sim \mathcal{Q} \) otherwise independently

for some distribution \( \mathcal{D} \) on \( \Theta \). For example, if \( \mathcal{P}(\theta) = \mathcal{N}(\theta, 1), \mathcal{Q} = \mathcal{N}(0, 1) \) and \( \mathcal{D} \) is normally distributed, this model has row-wise dependences resembling sparse PCA. Now suppose that an algorithm \( \mathcal{A} \) solve this problem with asymptotic Type I+II error \( \epsilon \), then there must be a deterministic choice of the \( \theta_i \) such that \( \mathcal{A} \) solves the problem with asymptotic Type I+II error \( \epsilon \). When \( \theta_i \) are deterministic, this problem is exactly \( \text{HSSD}(n, k, (\mathcal{P}_{ij}, \mathcal{Q}_{ij}))_{1 \leq i, j \leq n} \) with \( \mathcal{P}_{ij} = \mathcal{P}(\theta_i) \) and \( \mathcal{Q}_{ij} = \mathcal{Q} \).

We now combine the heteroskedastic lower bounds in Theorems 7.1 and 7.2 with the MRK upper bound on \( \Delta \) given in Lemma 5.2 to yield clean statements of the implied computational lower bounds for SSD based on the PDS and PC conjectures.

**Corollary 7.1 (PDS Lower Bounds for Submatrix Detection).** Let \( 0 < q < p \leq 1 \) be fixed constants and \( (\mathcal{P}, \mathcal{Q}) \) be a computable pair over \( (X, \mathcal{B}) \) such that either:

- \( k = \Omega(\sqrt{n}) \) and \( \frac{k^4}{n^2} \cdot d_{\text{SKL}}(\mathcal{P}, \mathcal{Q}) \to 0 \) and the LLR between \( (\mathcal{P}, \mathcal{Q}) \) satisfies the LDP
  \[
  E_{\mathcal{P}}(m) = \omega(m \log n) \quad \text{and} \quad E_{\mathcal{Q}}(-m) = \omega(m \log n)
  \]
  for some positive \( m \) satisfying \( \max \{ d_{\text{KL}}(\mathcal{Q}\|\mathcal{P}), d_{\text{KL}}(\mathcal{P}\|\mathcal{Q}) \} \leq m = o(n^2/k^4) \) and where the second inequality is only necessary if \( p \neq 1 \)
- \( k = o(\sqrt{n}), d_{\text{KL}}(\mathcal{Q}\|\mathcal{P}) < \log \left( \frac{1-p}{1-q} \right) \) and \( d_{\text{KL}}(\mathcal{P}\|\mathcal{Q}) < \log \left( \frac{1}{q} \right) \) and the LLR between \( (\mathcal{P}, \mathcal{Q}) \) satisfies the LDP
  \[
  E_{\mathcal{P}} \left( \log \left( \frac{p}{q} \right) \right) \geq 2 \log n + \omega(1) \quad \text{and} \quad E_{\mathcal{Q}} \left( \log \left( \frac{1-p}{1-q} \right) \right) \geq 2 \log n + \omega(1)
  \]
  where the second inequality is only necessary if \( p \neq 1 \)

Then assuming the PDS conjecture at densities \( 0 < q < p \leq 1 \), there is no randomized polynomial time algorithm solving SSD\((n, k, \mathcal{P}, \mathcal{Q})\) with asymptotic Type I+II error less than one.

**Proof.** We first consider the case where \( k = \Omega(\sqrt{n}) \). Consider the reduction in Theorem 7.2 with blow-up factor \( \ell = \omega(k^2/n) \) where \( \ell \) is chosen so that \( \ell^{-2} = \omega(m) \) where \( m \) is the positive constant in the statement of the corollary. Applying Lemma 5.2 to the MRK with blow-up factor \( \ell^2 \) yields

\[
\Delta \leq \frac{3 \exp \left( -\ell^2 \cdot E_{\mathcal{P}}(c_+ \ell^{-2}) \right) + 3 \exp \left( -\ell^2 \cdot E_{\mathcal{Q}}(c_- \ell^{-2}) \right)}{p - q}
\]
where \( c_+ = \log \left( \frac{k}{p} \right) \) and \( c_- = \log \left( \frac{1-p}{1-q} \right) \). Since \( E_P(\lambda) \) is convex and minimized at \( d_{KL}(Q\|P) \), it follows that since \( c_+ \ell^{-2} \geq m \) we have that

\[
\frac{E_P(c_+ \ell^{-2})}{c_+ \ell^{-2} - d_{KL}(Q\|P)} \geq \frac{E_P(m)}{m - d_{KL}(Q\|P)} = \omega(\log n)
\]

Therefore \( E_P(c_+ \ell^{-2}) = \omega(\ell^{-2} \log n) \). A symmetric argument shows that \( E_Q(c_- \ell^{-2}) = \omega(\ell^{-2} \log n) \). Now it follows that \( \Delta = o(n^{-2}) \), which yields the first statement on applying Theorem 7.2. Now consider the case where \( k = o(\sqrt{n}) \). Applying Lemma 5.2 to the MRK with blow-up factor 1 to the reduction in Theorem 7.1 yields that

\[
\Delta \leq \frac{3 \exp(-E_P(c_+)) + 3 \exp(-E_Q(c_-))}{p - q} = o(n^{-2})
\]

by the given conditions. Combining this with Theorem 7.1 completes the proof.

Note that the constraints on \( E_Q \) are no longer necessary if \( p = 1 \). The next corollary states our PC lower bounds and is a restatement of the main theorem on computational lower bounds from Section 3.

**Corollary 7.2 (PC Lower Bounds for Submatrix Detection).** Let \( p \in (0, 1) \) be a fixed constant and \((P, Q)\) be a computable pair over \((X, \mathcal{B})\) such that either:

- \( k = \Omega(\sqrt{n}) \) and \( \frac{k^4}{n^4} \cdot d_{KL}(P\|Q) \to 0 \) and the LLR between \((P, Q)\) satisfies the LDP

\[
E_P(m) \geq \omega(m \log n)
\]

for some positive \( m \) with \( d_{KL}(P\|Q) \leq m = o(n^2/k^4) \)

- \( k = o(\sqrt{n}) \) and \( d_{KL}(P\|Q) < \log p^{-1} \) and the LLR between \((P, Q)\) satisfies the LDP

\[
E_P(\log p^{-1}) \geq 2 \log n + \omega(1)
\]

Then assuming the PC conjecture at density \( p \), there is no randomized polynomial time algorithm solving SSD\((n, k, P, Q)\) with asymptotic Type I+II error less than one.

We now give another corollary of Theorems 7.1 and 7.2 yielding a slight variation of these lower bounds for submatrix detection based on the PC conjecture. This corollary implies that the lower bounds stated in Section 3.1 hold for all \((P, Q)\) in the universality class UC-A. Note that unlike the previous corollary which yielded clean lower bounds given the PC conjecture for any fixed \( p \), we deduce the desired lower bounds up to a factor of \( n^{\epsilon(p)} \) where \( \epsilon(p) \) tends to zero with \( p \). The proof of this corollary is very similar to that of Corollary 7.1, making crucial use of the convexity of \( E_P \) and the definition of UC-A.

**Corollary 7.3 (Computational Lower Bounds for UC-A).** Suppose that \((P, Q)\) is a computable pair in UC-A. Fix any \( \epsilon \in (0, 1) \) and suppose that either:

- \( k = \Omega(\sqrt{n}) \) and \( d_{KL}(P\|Q) = o \left( \frac{n^{2-\epsilon}}{k^4} \right) \) or

- \( k = o(\sqrt{n}) \) and \( d_{KL}(P\|Q) = o(n^{-\epsilon}) \)

Then there is a sufficiently small \( p = p(\epsilon) > 0 \) such that assuming the PC conjecture at density \( p \), there is no randomized polynomial time algorithm solving SSD\((n, k, P, Q)\) with asymptotic Type I+II error less than one.
Proof. We first consider the case where \( k = \Omega(\sqrt{n}) \). Consider the reduction in Theorem 7.2 with blow-up factor \( \ell = \Theta(k^2/n^{1-\epsilon/4}) \). Observe that by the given assumption, we have that \( n^{\ell/2} \cdot d_{\text{KL}}(P\|Q) = o(\ell^{-2}) \). Applying Lemma 5.2 to the MRK with blow-up factor \( \ell^2 \) yields

\[
\Delta \leq \frac{3\exp \left( -\ell^2 \cdot E_P \left( \ell^{-2} \log p^{-1} \right) \right)}{1 - p}
\]

Since \( E_P(\lambda) \) is convex and minimized at \( d_{\text{KL}}(Q\|P) \), it follows that since \( \ell^{-2} \log p^{-1} \geq n^{\ell/2} \cdot d_{\text{KL}}(P\|Q) \) we have that

\[
\frac{E_P \left( \ell^{-2} \log p^{-1} \right)}{\ell^{-2} \log p^{-1} - d_{\text{KL}}(Q\|P)} \geq \frac{E_P \left( n^{\ell/2} \cdot d_{\text{KL}}(P\|Q) \right)}{n^{\ell/2} \cdot d_{\text{KL}}(P\|Q) - d_{\text{KL}}(Q\|P)} \geq c \cdot \log n
\]

for some constant \( c > 0 \) since \( (P, Q) \) is in UC-A. Using the fact that \( d_{\text{KL}}(Q\|P) \leq \frac{1}{2} \ell^{-2} \log p^{-1} \) for sufficiently large \( n \), we have that

\[
\Delta \leq \exp \left( \frac{c}{2} \log p^{-1} \cdot \log n \right) = o(n^{-2})
\]

if \( p \) is taken to be sufficiently small. The first statement follows on applying Theorem 7.2. Now consider the case where \( k = o(\sqrt{n}) \). Applying Lemma 5.2 to the MRK with blow-up factor 1 to the reduction in Theorem 7.1 yields that

\[
\Delta \leq \frac{3\exp \left( -E_P \left( \log p^{-1} \right) \right)}{1 - q}
\]

by the given conditions. We now apply a similar convexity step, noting that since \( n^{-\epsilon} \cdot d_{\text{KL}}(P\|Q) \leq \log p^{-1} \) for sufficiently large \( n \), we have that

\[
\frac{E_P \left( \log p^{-1} \right)}{\log p^{-1} - d_{\text{KL}}(Q\|P)} \geq \frac{E_P \left( n^\epsilon \cdot d_{\text{KL}}(P\|Q) \right)}{n^\epsilon \cdot d_{\text{KL}}(P\|Q) - d_{\text{KL}}(Q\|P)} \geq c' \cdot \log n
\]

for some \( c' > 0 \). Now it similarly follows that \( \Delta \leq \exp \left( \frac{c'}{2} \log p^{-1} \cdot \log n \right) = o(n^{-2}) \) if \( p \) is taken to be sufficiently small. Combining this with Theorem 7.1 completes the proof. \( \square \)

### 7.2 Polynomial Time Test Statistics for Submatrix Detection

In this section, we show algorithmic upper bounds for submatrix detection using two simple test statistics that can be computed in polynomial time. Given a computable pair of distributions \( (P, Q) \) over the measurable space \( (X, B) \) and a matrix \( M \in X^{n \times n} \), define

\[
T_{\text{sum}}(M) = \frac{1}{n^2} \sum_{i,j=1}^{n} \log \frac{dP}{dQ}(M_{ij})
\]

\[
T_{\text{max}}(M) = \max_{1 \leq i,j \leq n} \log \frac{dP}{dQ}(M_{ij})
\]

Note that both \( T_{\text{sum}} \) and \( T_{\text{max}} \) can be computed in \( O(n^2 \cdot T) \) time where the Radon-Nikodym derivative \( \frac{dP}{dQ}(M_{ij}) \) can be evaluated in \( O(T) \) time. Given that \( (P, Q) \) is a computable pair, it follows that \( T_{\text{sum}} \) and \( T_{\text{max}} \) can be computed in polynomial time. We now show that thresholding these statistics solves the asymmetric detection problem ASD given sufficient LDPs for the LLR under each of \( Q \) and \( P \). We begin with the sum test \( T_{\text{sum}} \).
Proposition 7.1 (Sum Test). Let $M$ be an instance of ASD$(n, k, \mathcal{P}, \mathcal{Q})$ and let

$$\tau_{\text{sum}} = -d_{KL}(Q\|P) + \frac{k^2}{2n^2} \cdot d_{\text{SKL}}(P, Q)$$

Suppose that $k \ll n$ and

$$E_P \left( \frac{1}{2} \cdot d_{KL}(P\|Q) \right) = \omega(k^{-2})$$

$$E_Q \left( -\frac{2n^2 - k^2}{2n^2 - 2k^2} \cdot d_{KL}(Q\|P) \right) = \omega(n^{-2})$$

$$E_Q \left( -\frac{2n^2 - k^2}{2n^2} \cdot d_{KL}(Q\|P) \right) = \omega(n^{-2})$$

Then $\mathbb{P}_H[ T_{\text{sum}}(M) \geq \tau_{\text{sum}} ] \to 0$ and $\mathbb{P}_H[ T_{\text{sum}}(M) < \tau_{\text{sum}} ] \to 0$ as $n \to \infty$.

Proof. Let $\tau' = -\frac{2n-k^2}{2n} \cdot d_{KL}(Q\|P)$ and note that $\tau' \leq \tau_{\text{sum}}$. Under $H_0$, by a Chernoff bound we have that if $\lambda \geq 0$ then

$$\mathbb{P}_{H_0}[ T_{\text{sum}}(M) \geq \tau_{\text{sum}} ] \leq \mathbb{P}_{H_0}[ T_{\text{sum}}(M) \geq \tau' ]$$

$$= \mathbb{P}_{H_0}[ \exp(n^2 \lambda \cdot T_{\text{sum}}(M)) \geq \exp(n^2 \lambda \cdot \tau') ]$$

$$\leq \exp(n^2 \cdot \psi_Q(\lambda) - n^2 \lambda \cdot \tau')$$

Since $\tau' \geq -d_{KL}(Q\|P)$, we may take $\lambda \geq 0$ so that $\lambda \cdot \tau' - \psi_Q(\lambda)$ is arbitrarily close to $E_Q(\tau')$. Therefore we have that

$$\mathbb{P}_{H_0}[ T_{\text{sum}}(M) \geq \tau_{\text{sum}} ] \leq \exp(-n^2 \cdot E_Q(\tau')) = o(1)$$

Let $S', T' \subseteq [n]$ be the latent row and column indices of the planted part of $M$ under $H_1$. Note that $\tau_{\text{sum}} = (1 - \frac{k^2}{n^2}) \cdot \tau_1 + \frac{k^2}{n^2} \cdot \tau_2$ where $\tau_1 = -\frac{2n^2 - k^2}{2n^2 - 2k^2} \cdot d_{KL}(Q\|P)$ and $\tau_2 = \frac{1}{2} \cdot d_{KL}(P\|Q)$. Thus under $H_1$, by a Chernoff and union bound we have that if $\lambda_1, \lambda_2 \leq 0$

$$\mathbb{P}_{H_1}[ T_{\text{sum}}(M) < \tau_{\text{sum}} ] \leq \mathbb{P}_{H_1} \left[ \sum_{(i,j) \notin S' \times T'} \log \frac{dP}{dQ}(M_{ij}) < \left( 1 - \frac{k^2}{n^2} \right) \cdot \tau_1 \right]$$

$$+ \mathbb{P}_{H_1} \left[ \sum_{(i,j) \in S' \times T'} \log \frac{dP}{dQ}(M_{ij}) < \frac{k^2}{n^2} \cdot \tau_2 \right]$$

$$\leq \exp\left( -(n^2 - k^2) \lambda_1 \cdot \tau_1 \right) \cdot \mathbb{E}_{H_1} \left[ \exp\left( \lambda_1 \cdot \sum_{(i,j) \notin S' \times T'} \log \frac{dP}{dQ}(M_{ij}) \right) \right]$$

$$+ \exp\left( -k^2 \lambda_2 \cdot \tau_2 \right) \cdot \mathbb{E}_{H_1} \left[ \exp\left( \lambda_2 \cdot \sum_{(i,j) \in S' \times T'} \log \frac{dP}{dQ}(M_{ij}) \right) \right]$$

$$= \exp\left( (n^2 - k^2) \cdot \psi_Q(\lambda_1) - (n^2 - k^2) \cdot \lambda_1 \cdot \tau_1 \right) + \exp\left( k^2 \cdot \psi_P(\lambda_2) - k^2 \cdot \lambda_2 \cdot \tau_2 \right)$$

Since $\tau_1 \leq -d_{KL}(Q\|P)$ and $\tau_2 \leq d_{KL}(P\|Q)$, we may take $\lambda_1 \leq 0$ and $\lambda_2 \leq 0$ so that $\lambda_1 \cdot \tau_1 - \psi_Q(\lambda_1)$ is arbitrarily close to $E_Q(\tau_1)$ and $\lambda_2 \cdot \tau_2 - \psi_P(\lambda_2)$ is arbitrarily close to $E_P(\tau_2)$. This yields that

$$\mathbb{P}_{H_1}[ T_{\text{sum}}(M) < \tau_{\text{sum}} ] \leq \exp\left( -(n^2 - k^2) \cdot E_Q(\tau_1) \right) + \exp\left( -k^2 \cdot E_P(\tau_2) \right) = o(1)$$

which completes the proof of the proposition. \hfill \Box
Given an LDP for the LLR under \( Q \) and \( P \), it also holds that \( T_{\text{sum}} \) solves the asymmetric detection problem.

**Proposition 7.2 (Max Test).** Let \( M \) be an instance of \( \text{ASD}(n, k, P, Q) \) and suppose there is a \( \tau_{\text{max}} \in (-d_{\text{KL}}(Q\|P), d_{\text{KL}}(P\|Q)) \) with

\[
E_Q(\tau_{\text{max}}) \geq 2\log n + \omega(1) \quad \text{and} \quad E_P(\tau_{\text{max}}) = \omega(1)
\]

then \( \mathbb{P}_{H_0}[T_{\text{max}}(M) \geq \tau_{\text{max}}] \to 0 \) and \( \mathbb{P}_{H_1}[T_{\text{max}}(M) < \tau_{\text{max}}] \to 0 \) as \( n \to \infty \).

**Proof.** This follows from the same argument used to analyze the search test \( T_{\text{search}} \) in the proof of Proposition 8.1 applied with \( k = 1 \). \( \square \)

We now proceed to show that our algorithmic upper bounds hold for all computable pairs \((P, Q)\) in \( \text{UC-B} \). To do this, we will establish the following simple consequences for \((P, Q)\) in \( \text{UC-B} \). As mentioned in Section 3, the class \( \text{UC-B} \) is introduced in [HWX17]. The third property below is derived in Section 3 of [HWX17].

**Lemma 7.3 (Properties of \( \text{UC-B} \)).** Suppose that \((P, Q)\) is in \( \text{UC-A} \) with constant \( C \geq 1 \). Then

1. It holds for all \( \tau \in [-2C \cdot d_{\text{KL}}(P\|Q), 0] \) that

\[
E_P(d_{\text{KL}}(P\|Q) + \tau) \geq \frac{\tau^2}{4C \cdot d_{\text{KL}}(P\|Q)}
\]

2. It holds for all \( \tau \in [-2C \cdot d_{\text{KL}}(Q\|P), 2C \cdot d_{\text{KL}}(Q\|P)] \) that

\[
E_Q(-d_{\text{KL}}(Q\|P) + \tau) \geq \frac{\tau^2}{4C \cdot d_{\text{KL}}(Q\|P)}
\]

3. It holds that \( d_{\text{KL}}(P\|Q) = \Theta(d_{\text{KL}}(Q\|P)) \).

**Proof.** The fact that \((P, Q)\) is in \( \text{UC-B} \) implies that

\[
E_P(d_{\text{KL}}(P\|Q) + \tau) = \sup_{\lambda \in \mathbb{R}} \{(d_{\text{KL}}(P\|Q) + \tau) \cdot \lambda - \psi_P(\lambda)\}
\]

\[
\geq \sup_{\lambda \in [-1,0]} \{\tau \cdot \lambda - C \cdot d_{\text{KL}}(P\|Q) \cdot \lambda^2\}
\]

Now set \( \lambda = \frac{-\tau}{2C \cdot d_{\text{KL}}(P\|Q)} \in [-1, 0] \) and note that this implies that

\[
E_P(d_{\text{KL}}(P\|Q) + \tau) \geq \frac{\tau^2}{4C \cdot d_{\text{KL}}(P\|Q)}
\]

Similarly, we have that

\[
E_Q(-d_{\text{KL}}(Q\|P) + \tau) \geq \sup_{\lambda \in [-1,1]} \{\tau \cdot \lambda - C \cdot d_{\text{KL}}(Q\|P) \cdot \lambda^2\} \geq \frac{\tau^2}{4C \cdot d_{\text{KL}}(Q\|P)}
\]

on setting \( \lambda = \frac{-\tau}{2C \cdot d_{\text{KL}}(Q\|P)} \in [-1, 1] \). Property 3 follows from Lemma 2 in [HWX17], which shows that

\[
\min \{d_{\text{KL}}(Q\|P), d_{\text{KL}}(P\|Q)\} \geq \frac{1}{C} \cdot \max \{d_{\text{KL}}(Q\|P), d_{\text{KL}}(P\|Q)\}
\]

This implies that \( d_{\text{KL}}(P\|Q) = \Theta(d_{\text{KL}}(Q\|P)) \). \( \square \)
We now combine these properties with Propositions 7.1 and 7.2 to show algorithmic achievability of the computational barriers shown above for SSD when \((P, Q)\) is in UC-B.

**Corollary 7.4 (Algorithmic Upper Bounds for UC-B).** Suppose that \((P, Q)\) is a computable pair in UC-B. Then it follows that:

- If \(k = o(n)\), \(k = \Omega(\sqrt{n})\) and \(d_{\text{SKL}}(P, Q) = \omega\left(\frac{n^2}{k^2}\right)\), then \(T_{\text{sum}}\) solves SSD\((n, k, P, Q)\).

- If \(k = o(\sqrt{n})\) and \(d_{\text{SKL}}(P, Q) \geq c \cdot \log n\) for some sufficiently large constant \(c > 0\), then \(T_{\text{max}}\) with \(\tau_{\text{max}} = 0\) solves SSD\((n, k, P, Q)\).

**Proof.** We begin with the first statement. By Proposition 7.1, it suffices to verify the lower bounds on \(E_P\) and \(E_Q\) in the statement of the proposition. To do this, we apply properties (1) and (2) in Lemma 7.3. Let \(C \geq 1\) be the constant for which \((P, Q)\) is in UC-B and observe that

\[
E_P\left(\frac{1}{2} \cdot d_{\text{KL}}(P||Q)\right) \geq \left(\frac{-\frac{1}{4} \cdot d_{\text{KL}}(P||Q)}{1} \right)^2 = \frac{1}{16C} \cdot d_{\text{KL}}(P||Q) = \omega(k^{-2})
\]

\[
E_Q\left(-\frac{2n^2 - k^2}{2n^2 - 2k^2} \cdot d_{\text{KL}}(Q||P)\right) \geq \left(\frac{\frac{k^2}{2n^2 - 2k^2} \cdot d_{\text{KL}}(Q||P)}{1} \right)^2 = \frac{k^4}{16C(n^2 - k^2)^2} \cdot d_{\text{KL}}(Q||P) = \omega(n^{-2})
\]

since \(k = o(n)\), \(d_{\text{KL}}(P||Q) = \Theta(d_{\text{KL}}(Q||P))\) and \(d_{\text{SKL}}(P, Q) = \omega\left(\frac{n^2}{k^2}\right)\). We now verify the second statement for \(\tau_{\text{max}} = 0\). It suffices to verify the two lower bounds on \(E_P\) and \(E_Q\) in the statement of Proposition 7.2. Note that

\[
E_P(0) \geq \left(\frac{-d_{\text{KL}}(P||Q)}{4C} \cdot d_{\text{KL}}(P||Q)\right)^2 = \frac{1}{4C} \cdot d_{\text{KL}}(P||Q) \geq 3 \log n
\]

\[
E_Q(0) \geq \left(\frac{d_{\text{KL}}(Q||P)}{4C} \cdot d_{\text{KL}}(Q||P)\right)^2 = \frac{1}{4C} \cdot d_{\text{KL}}(Q||P) \geq 3 \log n
\]

for sufficiently large \(c > 0\). This completes the proof of the corollary. \(\square\)

### 8 Statistical Limit of Submatrix Detection

In this section, we show information-theoretic lower bounds for our universal formulations of submatrix detection and provide a test statistic showing that this boundary is achievable.

#### 8.1 Information-Theoretic Lower Bound for Submatrix Detection

Assuming that \(\mathcal{P}\) and \(\mathcal{Q}\) have finite \(\chi^2\) divergence, we can obtain the following information-theoretic lower bound for SSD with the distribution pair \((\mathcal{P}, \mathcal{Q})\). The proof uses a similar \(\chi^2\) divergence computation as in Lemma 6.3 and the information-theoretic lower bounds for planted dense subgraph shown in [HWX15].

**Theorem 8.1.** Suppose that \(\mathcal{P}\) and \(\mathcal{Q}\) are probability distributions on a measurable space \((X, \mathcal{B})\) where \(\mathcal{P}\) is absolutely continuous with respect to \(\mathcal{Q}\). If \(\chi^2(\mathcal{P}||\mathcal{Q})\) is finite and satisfies that

\[
\chi^2(\mathcal{P}||\mathcal{Q}) < \frac{1}{16e} \left(\frac{1}{n \log \left(\frac{en}{k}\right)} \wedge \frac{n^2}{k^4}\right)
\]

then...
then there is a function \( \tau : \mathbb{R}_+ \to \mathbb{R}_+ \) such that \( \lim_{t \to 0^+} \tau(t) = 0 \) and

\[
d_{TV}(\mathcal{M}_n(\mathcal{P}, Q, k), Q^\otimes n \times n) \leq \tau \left( \frac{\lambda^2(\mathcal{P}||Q)}{\frac{1}{n} \log \left( \frac{Q_{ij}}{P_{ij}} \right) + \frac{n^2}{k^2}} \right)
\]

To prove this, we will need the following lemma of [HWX15] bounding the moment generating function of a hypergeometric random variable squared.

**Lemma 8.2** (Lemma 6 in [HWX15]). There exists a function \( \tau_1 : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfying that \( \lim_{t \to 0^+} \tau_1(t) = 1 \) such that for any \( k \leq n \) the following holds: if \( H \sim \text{Hypergeometric}(n, k, k) \) and \( \lambda = \kappa \left( \frac{1}{n} \log \left( \frac{Q_{ij}}{P_{ij}} \right) + \frac{n^2}{k^2} \right) \) where \( 0 < \kappa < \frac{1}{4n} \) then

\[
\mathbb{E} \left[ \exp \left( \lambda H^2 \right) \right] \leq \tau_1(\kappa)
\]

Using this upper bound, we now can prove the information-theoretic lower bounds for submatrix detection in Theorem 8.1.

**Proof of Theorem 8.1.** Let \( f : X \to [0, \infty) \) be the Radon-Nikodym derivative \( f = \frac{d\mathcal{P}}{dQ} \). Observe that \( \mathcal{M}_n(\mathcal{P}, Q, k) \) can be written as the mixture

\[
\mathcal{M}_n(\mathcal{P}, Q, k) = \left( \frac{n!}{k!} \right)^{-1} \sum_{S \subseteq [n] : |S| = k} \mathcal{R}_S
\]

where \( \mathcal{R}_S \) is the distribution of \( n \times n \) matrices \( M \in X^{n \times n} \) with independent entries such that \( M_{ij} \sim \mathcal{P} \) if \( i, j \in S \) and \( M_{ij} \sim Q \) otherwise. Note that \( \mathcal{R}_S \) is therefore absolutely continuous with respect to \( Q^\otimes n \times n \) with Radon-Nikodym derivative \( \frac{d\mathcal{R}_S}{dQ^\otimes n \times n}(M) = \prod_{i,j \in S} f(M_{ij}) \) for each \( M \in X^{n \times n} \). It follows that \( \mathcal{M}_n(\mathcal{P}, Q, k) \) is also absolutely continuous with respect to \( Q^\otimes n \times n \) with Radon-Nikodym derivative

\[
\frac{d\mathcal{M}_n(\mathcal{P}, Q, k)}{dQ^\otimes n \times n}(M) = \left( \frac{n!}{k!} \right)^{-1} \sum_{S \subseteq [n] : |S| = k} \frac{d\mathcal{R}_S}{dQ^\otimes n \times n}(M) = \mathbb{E}_{S \sim \mathcal{U}_k,n} \left[ \prod_{i,j \in S} f(M_{ij}) \right]
\]

for each \( x \in X^{n \times n} \) where \( \mathcal{U}_k,n \) is the uniform distribution on \( k \)-subsets of \([n]\). By Fubini’s theorem,

\[
\chi^2 \left( \mathcal{M}_n(\mathcal{P}, Q, k) \| Q^\otimes n \times n \right) + 1
\]

\[
= \mathbb{E}_{M \sim Q^\otimes n \times n} \left[ \left( \frac{d\mathcal{M}_n(\mathcal{P}, Q, k)}{dQ^\otimes n \times n}(M) \right)^2 \right]
\]

\[
= \mathbb{E}_{M \sim Q^\otimes n \times n} \left[ \mathbb{E}_{S \sim \mathcal{U}_k,n} \left[ \prod_{i,j \in S} f(M_{ij}) \right] \cdot \mathbb{E}_{T \sim \mathcal{U}_k,n} \left[ \prod_{i,j \in T} f(M_{ij}) \right] \right]
\]

\[
= \mathbb{E}_{S,T \sim \mathcal{U}_k,n} \left[ \mathbb{E}_{M \sim Q^\otimes n \times n} \left[ \left( \prod_{i,j \in S} f(M_{ij}) \right) \left( \prod_{i,j \in T} f(M_{ij}) \right) \right] \right]
\]

\[
= \mathbb{E}_{S,T \sim \mathcal{U}_k,n} \left[ \prod_{i,j \in S \cap T} \mathbb{E}_{M_{ij} \sim Q} \left[ f(M_{ij})^2 \right] \prod_{(i,j) \in S \cup T - (S \cap T)^2} \mathbb{E}_{M_{ij} \sim Q} \left[ f(M_{ij}) \right] \right]
\]

\[
= \mathbb{E}_{S,T \sim \mathcal{U}_k,n} \left[ (1 + \chi^2(\mathcal{P}||Q))^{|S \cap T|^2} \right]
\]
where the last equality holds since $\mathbb{E}_{M_{ij} \sim Q}[f(M_{ij})] = 1$ and $1 + \chi^2(\mathcal{P} \parallel \mathcal{Q}) = \mathbb{E}_{M_{ij} \sim Q}[f(M_{ij})^2]$. Note that $H = |S \cap T| \sim \text{Hypergeometric}(n, k, k)$. Let $\tau_1$ be the function in Lemma 8.2. The given bounds on $\chi^2(\mathcal{P} \parallel \mathcal{Q})$ imply that we can apply Lemma 8.2 with $\lambda = \chi^2(\mathcal{P} \parallel \mathcal{Q})$. Combining this with Cauchy-Schwarz and the fact that $1 + \chi^2(\mathcal{P} \parallel \mathcal{Q}) \leq \exp(\chi^2(\mathcal{P} \parallel \mathcal{Q}))$ yields that

$$2 \cdot d_{TV}(\mathcal{M}_n(\mathcal{P}, \mathcal{Q}, k), \mathcal{Q}^\otimes_{n \times n})^2 \leq \chi^2(\mathcal{M}_n(\mathcal{P}, \mathcal{Q}, k) \parallel \mathcal{Q}^\otimes_{n \times n})$$

$$= \mathbb{E}_{S,T \sim \mathcal{U}_{n,k}}[(1 + \chi^2(\mathcal{P} \parallel \mathcal{Q}))^{|S| \cap |T|}] - 1$$

$$\leq \mathbb{E} \left[ \exp \left( H^2 \cdot \chi^2(\mathcal{P} \parallel \mathcal{Q}) \right) \right] - 1$$

$$\leq \tau_1 \left( \frac{\chi^2(\mathcal{P} \parallel \mathcal{Q})}{\frac{1}{n} \log \left( \frac{eP}{k} \right) + \frac{n^2}{k^4}} \right) - 1$$

Setting $\tau = \sqrt{\frac{1}{2}(\tau_1 - 1)}$ which satisfies $\lim_{t \to 0+} \tau(t) = 0$ completes the proof of the theorem.

Now using the fact that the minimum Type I+II error of a hypothesis testing problem between $\mathcal{L}_0$ and $\mathcal{L}_1 = 1 - d_{TV}(\mathcal{L}_0, \mathcal{L}_1)$, we arrive at the following corollary providing a regime in which submatrix detection is statistically impossible.

**Corollary 8.1.** Suppose that $\mathcal{P}$ and $\mathcal{Q}$ are probability distributions on a measurable space $(X, \mathcal{B})$ where $\mathcal{P}$ is absolutely continuous with respect to $\mathcal{Q}$. If $\chi^2(\mathcal{P} \parallel \mathcal{Q})$ is finite and satisfies that

$$\chi^2(\mathcal{P} \parallel \mathcal{Q}) = o \left( \frac{1}{k} \log \left( \frac{n}{k} \right) \wedge \frac{n^2}{k^4} \right)$$

then any test $\phi \colon X^{n \times n} \to \{0, 1\}$ has an asymptotic Type I+II error of at least one on SSD$(n, k, \mathcal{P}, \mathcal{Q})$.

Note that this corollary implies that if $(\mathcal{P}, \mathcal{Q})$ is in UC-C and satisfies that $\chi^2(\mathcal{P} \parallel \mathcal{Q}) = O(d_{SKL}(\mathcal{P}, \mathcal{Q}))$, then SSD$(n, k, \mathcal{P}, \mathcal{Q})$ is information-theoretically impossible if

$$d_{SKL}(\mathcal{P}, \mathcal{Q}) = o \left( \frac{1}{k} \log \left( \frac{n}{k} \right) \wedge \frac{n^2}{k^4} \right)$$

which matches the bounds in Section 3.1.

### 8.2 Search Test Statistic

In this section, we give a simple search test statistic showing statistical achievability. Given a computable pair of distributions $(\mathcal{P}, \mathcal{Q})$ over the measurable space $(X, \mathcal{B})$ and a matrix $M \in X^{n \times n}$, define

$$T_{\text{search}}(M) = \max_{S,T \subseteq [n]:|S|=|T|=k} \left( \frac{1}{k^2} \sum_{i \in S} \sum_{j \in T} \log \frac{d\mathcal{P}}{d\mathcal{Q}}(M_{ij}) \right)$$

Note that $T_{\text{search}}$ can be computed in $O(n^{2k} \cdot T)$ time where the Radon-Nikodym derivative $\frac{d\mathcal{P}}{d\mathcal{Q}}(M_{ij})$ can be evaluated in $O(T)$ time. We now show that thresholding this statistic solves the asymmetric detection problem ASD given sufficient LDPs for the LLR under each of $\mathcal{Q}$ and $\mathcal{P}$. We begin with the sum test $T_{\text{sum}}$.

**Proposition 8.1 (Search Test).** Let $M$ be an instance of ASD$(n, k, \mathcal{P}, \mathcal{Q})$ and suppose there is a $\tau_{\text{search}} \in (-d_{KL}(\mathcal{Q} \parallel \mathcal{P}), d_{KL}(\mathcal{P} \parallel \mathcal{Q}))$ with

$$E_{\mathcal{Q}}(\tau_{\text{search}}) \geq \frac{2}{k} \log \left( \frac{n}{k} \right) + \omega(k^{-2}) \quad \text{and} \quad E_{\mathcal{P}}(\tau_{\text{search}}) = \omega(k^{-2})$$

then $\mathbb{P}_H[ T_{\text{search}}(M) \geq \tau_{\text{search}}] \to 0$ and $\mathbb{P}_{H_1}[ T_{\text{search}}(M) < \tau_{\text{search}}] \to 0$ as $n \to \infty$. 
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Proof. By a union bound and Chernoff bound, we have that for \( \lambda \geq 0 \) then

\[
\mathbb{P}_{H_0} [T_{\text{search}}(M) \geq \tau_{\text{search}}] \\
= \sum_{S, T \subseteq [n]: |S| = |T| = k} \mathbb{P}_{H_0} \left[ \sum_{i \in S} \sum_{j \in T} \log \frac{dP}{dQ}(M_{ij}) \geq k^2 \cdot \tau_{\text{search}} \right] \\
\leq \left( \frac{n}{k} \right)^2 \cdot \mathbb{P}_{H_0} \left[ \exp \left( \lambda \cdot \sum_{i,j=1}^k \log \frac{dP}{dQ}(M_{ij}) \right) \geq \exp \left( \lambda \cdot k^2 \cdot \tau_{\text{search}} \right) \right] \\
\leq \exp \left( 2 \log \left( \frac{n}{k} \right) + k^2 \cdot \psi_Q(\lambda) - k^2 \lambda \cdot \tau_{\text{search}} \right)
\]

Since \( \tau_{\text{search}} \in (-d_{KL}(Q\|P), d_{KL}(P\|Q)) \), we may take \( \lambda \geq 0 \) so that \( \lambda \cdot \tau_{\text{search}} - \psi_Q(\lambda) \) is arbitrarily close to \( E_Q(\tau_{\text{search}}) \). This implies that

\[
\mathbb{P}_{H_0} [T_{\text{search}}(M) \geq \tau_{\text{search}}] \leq \exp \left( 2k \cdot \log \left( \frac{n}{k} \right) - k^2 \cdot E_Q(\tau_{\text{search}}) \right) = o(1)
\]

since \( \left( \frac{n}{k} \right) \leq \left( \frac{n}{k} \right)^k \). Let \( S', T' \subseteq [n] \) be the latent row and column indices of the planted part of \( M \) under \( H_1 \). Now it follows that for \( \lambda \leq 0 \) we have that

\[
\mathbb{P}_{H_1} [T_{\text{search}}(M) < \tau_{\text{search}}] = \mathbb{P}_{H_1} \left[ \sum_{i \in S'} \sum_{j \in T'} \log \frac{dP}{dQ}(M_{ij}) < k^2 \cdot \tau_{\text{search}} \right] \\
\leq \mathbb{P}_{H_1} \left[ \exp \left( \lambda \cdot \sum_{i \in S'} \sum_{j \in T'} \log \frac{dP}{dQ}(M_{ij}) \right) > \exp \left( \lambda \cdot k^2 \cdot \tau_{\text{search}} \right) \right] \\
\leq \exp \left( k^2 \cdot \psi_P(\lambda) - k^2 \lambda \cdot \tau_{\text{search}} \right)
\]

Again, since \( \tau_{\text{search}} \in (-d_{KL}(Q\|P), d_{KL}(P\|Q)) \), we may take \( \lambda \leq 0 \) so that \( \lambda \cdot \tau_{\text{search}} - \psi_P(\lambda) \) is arbitrarily close to \( E_P(\tau_{\text{search}}) \). Therefore

\[
\mathbb{P}_{H_1} [T_{\text{search}}(M) < \tau_{\text{search}}] \leq \exp \left( -E_P(\tau_{\text{search}}) \right) = o(1)
\]

which proves the desired result. \( \square \)

We now show that the search test solves SSD\((n, k, P, Q)\) for UC-B in \((P, Q)\) in the parameter regime described in Section 3.1.

**Corollary 8.2.** (Statistically Achievability for UC-B) Suppose that \((P, Q)\) is a computable pair in UC-B. If \( d_{SKL}(P, Q) \geq \frac{c}{k} \log \left( \frac{n}{k} \right) \) for a sufficiently large constant \( c > 0 \), then \( T_{\text{search}} \) with \( \tau_{\text{search}} = 0 \) solves SSD\((n, k, P, Q)\).

**Proof.** It suffices to verify the lower bounds on \( E_P \) and \( E_Q \) in Proposition 8.1. Since \((P, Q)\) is in UC-B, by Lemma 7.3 we have that

\[
E_P(0) \geq \frac{(d_{KL}(P\|Q))^2}{4C \cdot d_{KL}(P\|Q)} = \frac{1}{4C} \cdot d_{KL}(P\|Q) \geq \frac{3}{k} \log \left( \frac{n}{k} \right)
\]

\[
E_Q(0) \geq \frac{(d_{KL}(Q\|P))^2}{4C \cdot d_{KL}(Q\|P)} = \frac{1}{4C} \cdot d_{KL}(Q\|P) \geq \frac{3}{k} \log \left( \frac{n}{k} \right)
\]

Since \( \frac{3}{k} \log \left( \frac{n}{k} \right) = \omega(k^{-2}) \), applying Proposition 8.1 now proves the corollary. \( \square \)
9 The Universality Classes UC-A, UC-B and UC-C

9.1 Universality Classes UC-A and UC-B

The universality class UC-B is discussed at length in Section 2.1 and 3 of [HWX17], which introduces it as Assumption 2 in the context of their information-theoretic lower bounds for general submatrix recovery. The provide a means to check whether a pair \((P, Q)\) belonging to an exponential family is in UC-B in Appendix B of [HWX17].

Recall that a random variable \(X\) is sub-Gaussian if there are \(a, b \in \mathbb{R}\) with \(b > 0\) such that \(\log \mathbb{E}[e^{λX}] \leq a + \mathbb{E}[X]·λ + bλ^2\) for all \(λ \in \mathbb{R}\). Given a computable pair \((P, Q)\), let \(L(x) = \log \frac{dP}{dQ}(x)\) denote its LLR. The inequalities defining UC-B are exactly the inequalities required for the two distributions \(L(X)\) where \(X \sim P\) and \(L(X)\) where \(X \sim Q\) to be sub-Gaussian, but only required to hold for \(λ\) in restricted intervals. Thus UC-B is weaker than sub-Gaussianity of \(L\) under \(P\) and \(Q\). We now observe that it similarly holds that UC-A is weaker than sub-Gaussianity of \(L\) under \(P\). If the sub-Gaussianity inequality holds for the following interval

\[
ψ_P(λ) − d_{KL}(P\|Q) · λ ≤ C · d_{KL}(P\|Q) · λ^2 \quad \text{for all } λ ∈ [−1, 0]
\]

\[
ψ_Q(λ) + d_{KL}(Q\|P) · λ ≤ C · d_{KL}(Q\|P) · λ^2 \quad \text{for all } λ ∈ [−1, 1]
\]

defining UC-B then the same argument showing Property 1 in Lemma 7.3 shows that

\[
E_P((λ + 1) · d_{KL}(P\|Q)) = Ω(d_{KL}(P\|Q) · (log n)^2)
\]

for \(λ = Θ(log n)\). The convexity of \(E_P\) and the fact that \(E_P(d_{KL}(P\|Q)) = 0\) implies that if \(n\) is large enough so that \(n^ϵ ≥ λ + 1\), then

\[
\frac{E_P(n^ϵ · d_{KL}(P\|Q))}{(n^ϵ - 1) · d_{KL}(P\|Q)} ≥ \frac{E_P((λ + 1) · d_{KL}(P\|Q))}{λ · d_{KL}(P\|Q)} = Ω(log n)
\]

and thus the condition needed for UC-A holds. It is also shown in [HWX17] that \((P, Q)\) with bounded LLR are in UC-B.

**Lemma 9.1 (Lemma 1 in [HWX17]).** If \(|L| ≤ B\) for some constant \(B > 0\), then \((P, Q)\) is in UC-B with constant \(C = e^{5B}\).

We now show that the three pairs of interest \(D_{BC}, D_{SP}\) and \(D_{GP}\) introduced in Section 3 are in UC-A and UC-B. In Sections 2.1 and 3 of [HWX17], it is shown that all three of these pairs lie in UC-B. Thus it suffices to verify that they lie in UC-A. Consider \(D_{BC}\) where \(P = N(μ, 1)\) and \(Q = N(0, 1)\). As shown in Section 2.1 of [HWX17], we have that

\[
E_P(θ) = \frac{1}{8} \left(μ - \frac{2θ}{μ}\right)^2
\]

Suppose that \(θ = n^ϵ · d_{KL}(P\|Q) = \frac{1}{2}n^ϵ · μ^2\) by a standard formula for the KL divergence between two Gaussians. Then it follows that

\[
E_P(θ) = \frac{1}{8} (μ - n^ϵ · μ)^2 = Θ(n^2ϵ μ^2)
\]
Since \( n^{2c} = \omega(\log n) \), it follows that \( D_{\text{BC}} \) is in UC-A. In the following, we use several computations \( d_{\text{KL}} \) computations to be carried in Section 9.2. As shown in [HGX17], if \( P = \text{Bern}(p) \) and \( Q = \text{Bern}(q) \) then

\[
E_{P}(\theta) = D(\alpha\|p) \quad \text{where} \quad \alpha = \frac{\theta + \log \frac{1-q}{1-p}}{\log \frac{p}{q(1-p)}}
\]

where \( D(\cdot\|\cdot) \) is the binary entropy function. Letting \( \theta = D(p\|q) + \tau \) yields that

\[
E_{P}(D(p\|q) + \tau) = D \left( p + \tau \left( \log \frac{p(1-q)}{q(1-p)} \right)^{-1} \| p \right)
\]

When \( p = cq = cn^{-\alpha} \) for some \( c > 1 \), it is not difficult to verify that if \( \tau \) is such that \( \tau = \Theta(n^\epsilon \cdot D(p\|q)) = \Theta(n^{\epsilon-\alpha}) \) then

\[
E_{P}(D(p\|q) + \tau) = \Theta \left( n^{\epsilon-\alpha} \log n \right)
\]

and thus \( D_{\text{BP}} \) is in UC-A. Furthermore, if \( p = n^{-\alpha+\Omega(n^{-\gamma})} \) and \( q = n^{-\alpha} \) where \( \gamma > \alpha > 0 \), then \( D(p\|q) = \Theta(n^{\alpha-2\gamma}) \). Observe that \( \log \frac{p(1-q)}{q(1-p)} = \Theta(n^{\alpha-\gamma}) \). Now taking \( \tau = \Theta(n^\epsilon \cdot D(p\|q)) = \Theta(n^{\epsilon+\alpha-2\gamma}) \) yields that

\[
E_{P}(D(p\|q) + \tau) = \Theta \left( \frac{\tau^2}{p} \left( \log \frac{p(1-q)}{q(1-p)} \right)^{-2} \right) = \Theta \left( n^{2\epsilon+\alpha-2\gamma} \right)
\]

and since \( n^\epsilon = \omega(\log n) \), it follows that \( D_{\text{GP}} \) is in UC-A. We conclude this section by generalizing these computations to show that if a pair \( (P, Q) \) has bounded LLR then it is also in UC-A. The proof is similar to that of Lemma 1 in [HGX17].

**Lemma 9.2.** If \( |L| \leq B \) for some constant \( B > 0 \), then \((P, Q)\) is in UC-A.

**Proof.** First note that if \( \lambda \in [0, \lambda_{\text{max}}] \) then

\[
\psi'_{P}(\lambda) = \frac{E_{P}[L^2 \cdot \exp(\lambda L)] \cdot \psi_{P}(\lambda) - E_{P}[L \cdot \exp(\lambda L)]^2}{\psi_{P}(\lambda)^2} \leq \frac{E_{P}[L^2 \cdot \exp(\lambda L)]}{E_{P}[\exp(\lambda L)]} \leq e^{2B\lambda_{\text{max}}} \cdot E_{P}[L^2]
\]

As in [HGX17], let \( \phi(x) = e^x - x - 1 \) and note that if \( |x| \leq B \) then \( \frac{1}{2}e^{-B} x^2 \leq \phi(x) \leq \frac{1}{2}e^{B} x^2 \) since \( \phi \) is nonnegative, convex and satisfies \( \phi(0) = \phi'(0) = 0 \) and \( \phi''(x) = e^x \in [e^{-B}, e^B] \) if \( |x| \leq B \). Therefore we have that

\[
E_{P}[L^2] \leq E_{Q}[L^2 \cdot \exp(\lambda L)] \leq e^{B} \cdot E_{Q}[L^2] \leq 2e^{2B} \cdot E_{Q}[\phi(x)] = 2e^{2B} \cdot d_{\text{KL}}(Q\|P)
\]

Applying Lemma 9.1 yields that \((P, Q)\) is in UC-B and thus \( d_{\text{KL}}(Q\|P) \leq c \cdot d_{\text{KL}}(P\|Q) \) for some \( c > 0 \) by Property 3 in Lemma 7.3. Thus \( \psi'_{P}(\lambda) \leq 2c \cdot e^{2B(\lambda_{\text{max}}+1)} \cdot d_{\text{KL}}(P\|Q) \) for all \( \lambda \in [0, \lambda_{\text{max}}] \). Combining this with \( \psi'_{P}(0) = d_{\text{KL}}(P\|Q) \) and \( \psi_{P}(0) = 0 \) yields that

\[
\psi_{P}(\lambda) \leq d_{\text{KL}}(P\|Q) \cdot \lambda + c \cdot e^{2B(\lambda_{\text{max}}+1)} \cdot d_{\text{KL}}(P\|Q) \cdot \lambda^2 \quad \text{for all} \quad \lambda \in [0, \lambda_{\text{max}}]
\]

This inequality implies that

\[
E_{P}(d_{\text{KL}}(P\|Q) + \tau) \geq \sup_{\lambda \in [0, \lambda_{\text{max}}]} \left\{ \tau \cdot \lambda - c \cdot e^{2B(\lambda_{\text{max}}+1)} \cdot d_{\text{KL}}(P\|Q) \cdot \lambda^2 \right\} \geq \frac{\tau^2}{4c \cdot e^{2B(\lambda_{\text{max}}+1)}d_{\text{KL}}(P\|Q)}
\]

where the last inequality holds as long as

\[
\frac{\tau}{2c \cdot e^{2B(\lambda_{\text{max}}+1)}d_{\text{KL}}(P\|Q)} \leq \lambda_{\text{max}}
\]
Now take $\tau = (n^\epsilon - 1) \cdot d_{KL}(\mathcal{P} \parallel \mathcal{Q})$ and $\lambda_{\max} + 1 = \frac{1}{257} \left( \varepsilon \log n - \log \log n \right) + c'$ for some constant $c' > 0$. It follows that
\[
\frac{\tau}{2c \cdot e^{2B(\lambda_{\max}+1)}d_{KL}(\mathcal{P} \parallel \mathcal{Q})} \leq \frac{e^{-2Bc'}}{2c} \cdot \log n
\]
which is at most $\lambda_{\max}$ for a large enough choice of $c' = c'(B, c) > 0$. Furthermore, substituting this pair $(\tau, \lambda_{\max})$ into the inequality above yields that $E_P(n^\epsilon \cdot d_{KL}(\mathcal{P} \parallel \mathcal{Q})) = \Omega(n^\epsilon \cdot d_{KL}(\mathcal{P} \parallel \mathcal{Q}) \cdot \log n)$, which implies that $(\mathcal{P}, \mathcal{Q})$ is in UC-A. \qed

\section{Universality Class UC-C}

The condition for $(\mathcal{P}, \mathcal{Q})$ to be in UC-C is also weaker than sub-Gaussianity of the LLR. Observe that if the sub-Gaussian inequality
\[
\psi_{\mathcal{Q}}(\lambda) + d_{KL}(\mathcal{Q} \parallel \mathcal{P}) \cdot \lambda \leq C \cdot d_{KL}(\mathcal{Q} \parallel \mathcal{P}) \cdot \lambda^2
\]
holds for $\lambda = 2$, then $\chi^2(\mathcal{P} \parallel \mathcal{Q}) = \psi_{\mathcal{Q}}(2) \leq (4C - 2) \cdot d_{KL}(\mathcal{Q} \parallel \mathcal{P})$ and $(\mathcal{P}, \mathcal{Q})$ is in UC-C. We now verify that the three pairs $\mathcal{D}_{BC}$, $\mathcal{D}_{SP}$ and $\mathcal{D}_{GP}$ are in UC-C through the following KL and $\chi^2$ divergence computations:

$(\mathcal{D}_{BC})$ If $\mathcal{P} = \mathcal{N}(\mu, 1)$ and $\mathcal{Q} = \mathcal{N}(0, 1)$ where $\mu = n^{-\alpha}$ for some $\alpha > 0$, then we have that
\[
\chi^2(\mathcal{P} \parallel \mathcal{Q}) = 2\left( e^{\mu^2} - 1 \right) = \Theta(\mu^2)
\]
\[
d_{SKL}(\mathcal{P}, \mathcal{Q}) = d_{KL}(\mathcal{Q} \parallel \mathcal{P}) + d_{KL}(\mathcal{P} \parallel \mathcal{Q}) = \mu^2
\]
as $\mu \to 0$, by well-known formulas for these divergences.

$(\mathcal{D}_{SP})$ If $\mathcal{P} = \text{Bern}(p)$ and $\mathcal{Q} = \text{Bern}(q)$ where $p = cq = cn^{-\alpha}$ for some constant $c > 1$ and $\alpha > 0$, then we have that
\[
\chi^2(\mathcal{P} \parallel \mathcal{Q}) = \frac{(p-q)^2}{q(1-q)} = \frac{(c-1)^2}{1-n^{-\alpha}} \cdot n^{-\alpha} = \Theta(n^{-\alpha})
\]
\[
d_{KL}(\mathcal{Q} \parallel \mathcal{P}) = -n^{-\alpha} \log c - (1 - n^{-\alpha}) \log \left( \frac{1 - (c-1)n^{-\alpha}}{1-n^{-\alpha}} \right)
\]
\[
= -n^{-\alpha} \log c - (1 - n^{-\alpha}) \cdot \left( \frac{(c-1)n^{-\alpha}}{1-n^{-\alpha}} + O(n^{-2\alpha}) \right)
\]
\[
= (c-1 - \log c)n^{-\alpha} + O(n^{-2\alpha}) = \Theta(n^{-\alpha})
\]
\[
d_{KL}(\mathcal{P} \parallel \mathcal{Q}) = (c^{-1} - 1 - \log c^{-1})cn^{-\alpha} + O(n^{-2\alpha}) = \Theta(n^{-\alpha})
\]

$(\mathcal{D}_{GP})$ If $\mathcal{P} = \text{Bern}(p)$ and $\mathcal{Q} = \text{Bern}(q)$ where $p = q + \Theta(n^{-\gamma})$ and $q = n^{-\alpha}$ for some constants $\gamma > \alpha > 0$,
then we have that

\[ \chi^2(P \parallel Q) = \frac{(p - q)^2}{q(1 - q)} = \Theta(n^{-2\gamma + \alpha}) \]

\[ d_{KL}(Q \parallel P) = -q \log \left( 1 + \frac{p - q}{q} \right) - (1 - q) \log \left( 1 - \frac{p - q}{1 - q} \right) \]

\[ = -q \left( \frac{p - q}{q} - \left( \frac{p - q}{q} \right)^2 + O \left( \frac{(p - q)^3}{q^3} \right) \right) \]

\[ - (1 - q) \left( \frac{p - q}{1 - q} - \left( \frac{p - q}{1 - q} \right)^2 + O \left( \frac{(p - q)^3}{(1 - q)^3} \right) \right) \]

\[ = \frac{(p - q)^2}{q(1 - q)} + O(n^{-3\gamma + 2\alpha}) = \Theta(n^{-2\gamma + \alpha}) \]

\[ d_{KL}(P \parallel Q) = \Theta(n^{-2\gamma + \alpha}) \]

These computations verify that all three pairs \((P, Q)\) are in the universality class \(UC-C\).

10 Further Questions

This work leaves a number of questions about submatrix detection and planted clique reductions unresolved. The following is an overview of some of these problems.

- **Weaker Universality Assumptions:** Can our required lower bound on \(E_P\) in our main computational lower bounds be relaxed? In other words, is there a reduction from planted clique or another conjecturally hard average-case problem to the general submatrix detection problem for a wider universality class of \((P, Q)\)?

- **Other Possible Computational Phase Diagrams:** Outside of our universality classes, are there any natural universality classes \((P, Q)\) with different phase diagrams that can be characterized through average-case reductions? One example of a pair \((P, Q)\) outside of our universality classes that we do not show hardness for is \(P = \text{Bern}(p)\) and \(Q = \text{Bern}(q)\) where \(p = n^{-\alpha}\) and \(q = n^{-\beta}\) where \(\beta > \alpha\). The graph variant of this submatrix detection problem corresponds to the log-density regime of planted dense subgraph and seems to obey a completely different phase diagram. Algorithms and conjectured hardness for this problem are discussed in [BCC+10, CDK12, CDM17, CM18].

- **Computational Lower Bounds for Submatrix Recovery:** Through similar detection-recovery reductions as in Section 10 of [BBH18], our computational lower bounds for submatrix detection yields computational lower bounds for the general recovery variant. However, \(T_{\text{sum}}\) does not translate into a natural recovery algorithm and the computational barrier for recovery appears to be different from that of submatrix detection. This has left a region of the phase diagram with an unknown computational complexity. Semidefinite programming algorithms for recovery under regularity assumptions on \((P, Q)\) were analyzed in [HWX16b] meeting the polynomial time threshold shown in Figure 5. In a distributionally robust sub-Gaussian variant of submatrix recovery, planted clique lower bounds were shown by [CLR+17]. The known and open regions of the phase diagram for recovery are shown in Figure 5.
Figure 5: Computational and statistical barriers in the recovery variant of SSD$(n, k, P, Q)$ under regularity assumptions on $(P, Q)$. The red region is conjectured to be computationally hard but no PC reductions showing this hardness are known.
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