Designing and Comparing Performances of Image Processing Pipeline for Enhancement of I-131-metaiodobenzylguanidine Images

Abstract:
Objective: An image processing pipeline can have more than one image processing technique in sequence, and the output of the first technique becomes input for the next technique and so on. In this study, we have designed and compared the performances of image processing pipelines for enhancement of I-131-metaiodobenzylguanidine (mIBG) images. Materials and Methods: Five different image processing pipelines (A [Gaussian filter, normalization], B [histogram specification (image 1), Gaussian filter, normalization], C [histogram specification (image 2), Gaussian filter, normalization], D [histogram specification (image 3), Gaussian filter, and normalization], and E [histogram specification (image 4), Gaussian filter, normalization]) were designed and their performances were evaluated on I-131-mIBG images (n = 122). The image quality was assessed objectively using Perception-based Image Quality Evaluator (PIQE) score and subjectively (on scale 1–4) by two nuclear medicine physician. Sign test was applied to find the statistically significant difference between the image quality obtained using image processing pipelines. We applied test of proportion to compute difference in proportion of image quality score assigned to images obtained using image processing pipelines. Results: Based on PIQE score, the quality of images obtained using all the five image processing pipelines were significantly better than that of input images (P < 0.001). The highest image quality score (~4) was assigned maximum number of times (n = 90) to the images obtained using image processing pipeline D and was significantly different from that of the second best image processing pipeline E (P = 0.015). Conclusions: The image processing pipeline D was found to be better for enhancement of I-131-mIBG images.
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Introduction
Radiolabeled catecholamine analog metaiodobenzylguanidine (MIBG) is widely used to image various tumors of sympathetic nervous system such as pheochromocytomas, neuroblastomas, paragangliomas, and ganglioneuroblastomas. It is also used in other neural crest tumors such as medullary cancer of thyroid and carcinoids. MIBG uptake into these tumor cells occurs by both active and passive mechanisms. Active transport of MIBG into the cell occurs through uptake 1 system and subsequently accumulated in the neurosecretory granules within through vesicular monoamine transporters 1 and 2. The mIBG is labeled within through vesicular monoamine transporters 1 and 2. The mIBG is labeled with either I-123 or I-131. I-123-mIBG is the radiopharmaceutical of choice because of its short half-life (13.22 h) and energy 159 keV suitable for gamma camera. However, the availability of this radiopharmaceutical is limited, and hence, at our center, I-131-mIBG is used.

High-energy beta-particle emission delivers high radiation dose to the patients, and hence, very less amount approximately 2 mCi (74 MBq) of I-131-mIBG dose is administered to the patients to perform a diagnostic scan. The 364 KeV photons are not optimal for imaging on gamma cameras. The count detection sensitivity for I-131 is poor: approximately, half of the photons penetrate the typical three-eighths-inch crystal and thus are not detected. For example, Figure 1a and b show the distribution of total counts acquired in anterior (n = 61) and posterior (n = 61) I-131-mIBG whole-body images included in this study. It can be observed that majority of images have total counts <150 k. Figure 1c and d show anterior image (visually appears dark)
and its histogram, respectively; Figure 1e and f show posterior image (visually appears dark) and its histogram, respectively.

The image quality is further degraded as a result of detection of scattered and penetrated photons (as a result of interaction of high-energy photons [364 keV] with high-energy parallel hole collimator) in the photopeak window of I-131 (364% ± 20% keV).

I-131-mIBG images acquired with short time period suffer from noise. The noise appears as mask of pixels of random intensities imposed on initial image. Visually, it looks like set of granules which have different sizes, randomly are located at the image, and distorts the actual content of the image. Especially, noise is noticeable on homogeneous or dark image areas. The presence of noise worsens visual perception and image analysis. The image with good contrast and detail is required for making diagnosis. Long time

---

Figure 1: (a) Plot of total counts of anterior images (n = 61), (b) plot of total counts of posterior images (n = 61), (c) sample of anterior image, (d) histogram of image c, maximum counts = 19, (e) sample of posterior image, (f) histogram of image e, maximum counts = 26. In a and b, x-axis: image index number and y-axis: the corresponding total counts observed in the image. In d and f, x-axis: pixel counts and y-axis: the frequency of pixel counts. In c and e, x-axis: pixel index in x-direction and y-axis: pixel index in y-direction.
The 61 1-I-131-mIBG whole-body scans were the scans of the patients who were referred to our center for routine I-131-mIBG diagnostic scan. The acquisition protocol used to acquire these scans was the following: “The patients were given a blocking dose of saturated solution of potassium iodide before administering the radiopharmaceutical. $^{131}$I-MIBG was administered intravenously. The dose administered was between 1.2 mCi and 2.2 mCi (40 MBq–80 MBq). The image was acquired 48–72 h after the radiopharmaceutical administration. The images were acquired on GE Discovery 670 NM/CT (General Electrical Healthcare, Illinois, USA). The imaging was performed using high-energy general purpose collimator. Whole-body images were acquired at a scan speed of 10 cm/min in continuous mode or 240 s/step in step and shoot mode with 1024 × 256 matrix size.”

These 61 studies (122 images: 61 anterior and 61 posterior) were exported in DICOM format from the nuclear medicine image processing computer. Nuclear medicine processing computer was used only for exporting the studies into DICOM format, and rest of the experiments were conducted on personal computer. The personal computer had MATLAB R2019b and R statistical software. The image processing pipelines were implemented in R\cite{13} using Imager\cite{14} and EBImage\cite{15} package.

Venkatanath et al.\cite{16} proposed and evaluated a method to evaluate the image quality that does not require reference image. The method computes visual perception-based features from them image and converts them into a score in the range 0–100. They have validated the performance of the method with human observers. Based on the study published by Venkatanath et al.,\cite{16} MATLAB has a function named “piqe” (Perception-based Image Quality Evaluator [PIQE] no-reference image quality score). A low score value indicates high perceptual quality, and high score value indicates low perceptual quality.\cite{17}

The quality of output images was assessed objectively with PIQE score and subjectively two nuclear medicine physicians. Two nuclear medicine physicians reviewed these images under ambient lighting condition. They assigned the score from 1 to 4, 1 being the very poor quality and 4 being the best. The conflict if any was resolved after discussing, and a unanimous image quality score was assigned to each image. The image quality scores for each image were recorded and statistically analyzed.

For statistical analysis, R\cite{13} installed on personal computer was used. For sign test, the package BSDA (basic statistics and data analysis) was used.\cite{18} For proportion test, the base package R was used.\cite{13}

We set up the hypothesis like this – H0: $P = 0.5$, null hypothesis; there is no difference between the two processing methods and H1: $P \neq 0.5$, alternative

|  | Input image | Gaussian filter | Normalization | Output image |
|---|---|---|---|---|
| A | | | | |
| B | Input image | Histogram specification (image 1) | Gaussian filter | Normalization | Output image |
| C | Input image | Histogram specification (image 2) | Gaussian filter | Normalization | Output image |
| D | Input image | Histogram specification (image 3) | Gaussian filter | Normalization | Output image |
| E | Input image | Histogram specification (image 4) | Gaussian filter | Normalization | Output image |

Figure 2: Image processing pipelines used in this study. Histogram specification (image 1) means that histogram specification technique was applied to the input image with input parameter “histogram of image 1.” Similarly, histogram specification (image 2) means that histogram specification technique was applied to input image with input parameter “histogram of image 2” and so on. The images 1, 2, 3, and 4 and their histogram is given in Figure 3

The objective of the study was to design and optimize image processing pipelines for enhancing the quality of I-131-mIBG images.

### Materials and Methods

The image processing pipeline encompasses a sequence of operations ranging from low-level denoising and sharpening to high-level adjustment and corrections.\cite{11} Five image processing pipelines [Figure 2] were designed and their performance was evaluated on an image database which consists of 61 whole-body I-131 scans.

The four images (these images are not subset of the image database used for evaluating the performance of image processing pipeline) and its histogram which were used in histogram specification are shown in Figure 3. The selection of good quality I-131 images was based on the expectation that the resultant image after histogram specification will have quality similar to these images; however, it should not be far from the characteristic of input image.\cite{12}

The image processing pipelines were implemented in R\cite{13} and its histogram which were used in histogram specification are shown in Figure 3. The selection of good quality I-131 images was based on the expectation that the resultant image after histogram specification will have quality similar to these images; however, it should not be far from the characteristic of input image.\cite{12}
hypothesis: there is a difference between the two types of processing method. Two-tailed dependent samples sign test was applied to find the statistically significant difference between the median image quality score of the images processed using different methods.

Test of proportion (prop. test from R base package) was applied to find the significant difference in the proportion of particular image quality score assigned to the images obtained using two different image processing pipelines.

**Results**

The performance of image processing pipeline (D) was found to be superior in comparison with all other image processing pipelines [Figure 4]. The output image obtained using image processing pipeline (D) and image processing pipeline (E) received the highest image quality score 4 based on visual assessment [Figure 4]; however, PIQE score was smaller for image processing pipeline (D) indicating better performance compared to image processing pipeline (E). In this case, there was concordance between the result of objective and subjective assessment.

Figure 5 shows an example of input and output images where there was discordance between result of objective and subjective assessment. In this case, nuclear medicine physician assigned highest score assigned to the image obtained using image processing pipeline (a) while based on PIQE score, the perceptual quality of image obtained...
using image processing pipeline (d) was excellent and the perceptual quality of image obtained using image processing pipeline (a) which is superior was good. It is to be remember that MATLAB function documentation categorizes the image quality into five category-based PIQE score of the image whose “quality scale (score range)” are: Excellent (0, 20), good (21, 35), fair (36, 50), poor (51, 80), and bad (81, 100).

There was only one input image that received highest image quality score as per visual assessment made by nuclear medicine physicians [Figure 6]. However, based on PIQE score, the output image obtained using image processing pipeline (D) was found to have the best image quality and was labeled as excellent [Figure 6].

**Qualitative image quality assessment**

The summary statistics of the image quality score assigned by nuclear medicine physicians [Table 1] shows that the images obtained using image processing pipeline (D) and image processing pipeline (E) were competitive and better than the images obtained using other image processing pipeline.

There was statistically significant difference between the median image quality score assigned to images obtained using image processing pipeline (D) and image processing pipeline (E) at $P = 0.000156$. There was statistically significant difference between the median image quality score of the input image and the median image quality score of images obtained using image processing pipeline (D) ($P < 0.00001$). Similarly, there was statistically significant difference between the median image quality score of the input image and the median image quality score of image obtained using image processing pipeline (E) ($P < 0.00001$).

Table 2 shows the number of times a particular image quality score assigned to input and output images obtained using different image processing pipelines (A, B, C, D, and E). The inspection of Table 2 shows that the quality of 96 image improved (their image quality score changed from (1, 2) to (3, 4)) when these images were processed using either the image processing pipeline (D) or image processing pipeline (E).

There was statistically significant difference between the proportions of images with image quality score 3, obtained with image processing pipeline (D) and image processing pipeline (E) with $P = 0.015$. Similarly, there was statistically significant difference between the proportions of images with image quality score 4, obtained with image processing pipeline (D) and image processing pipeline (E) with $P = 0.015$.

**Quantitative image quality assessment**

The summary statistics of the PIQE value [Table 3] and the result of two-tailed dependent samples sign test between the PIQE score of input image and the PIQE score of images obtained using different image processing pipeline.
pipelines [Table 4] show that there was statistically significant difference between image quality of the input image and the image quality of the images obtained using image processing pipelines. The qualities of the image obtained using image processing pipelines were better than the quality of the input image.

Based on the PIQE score also, there was statistically significant difference between the image quality score of the image obtained using image processing pipeline (D) and image processing pipeline (E), and the negative value of median difference indicates that in majority of cases, PIQE score of image obtained using image processing pipeline (D) was less than that of images obtained using image processing pipeline (E). The value of the S-statistic (the number of positive differences between the data and the hypothesized median) was 18, which indicates that 18 out of 122 images obtained with image processing pipeline D had higher PIQE score than that of images obtained with image processing pipeline E. That is why median difference and CI range of median difference were negative (bottom row, 2nd column). CI: Confidence interval, PIQE: Perception-based image quality evaluator.
than that of image obtained using image processing pipeline (E).

The PIQE value of majority of images obtained using image processing pipeline (D) and image processing pipeline (E) is <35, and PIQE value of input images is above 60 [Figure 7] which indicates that perceptual quality of images obtained using image processing pipeline (D) and image processing pipeline (E) was better than its input images. It is to be remembered smaller the value of PIQE better perceptual image quality.[17]

This result is also in consistent with the visual image quality assessment made by the nuclear medicine physicians. However, based on median value of PIQE score, the images obtained using image processing pipeline (A) has best perceptual image quality.

In brief, the image quality obtained with all the five image processing pipelines (A, B, C, D, and E) was better than input images. Based on PIQE score, the performance of image processing pipeline A was maximum and the performance of image processing pipeline B was minimum. Based on PIQE score, the performance of image processing pipeline in decreasing order is image processing pipeline A, D, E, C, and B. Based on visual assessment, the performance of image processing pipeline in decreasing order is: image processing pipeline D, E, A, C, and B.

Discussion

The goal of image enhancement is to improve the image quality so that the processed image is better than the original image for a specific application or set of objectives.[3] The objectives could be to improve the interpretability or perception of information for human eyes or to provide better input for other automated image processing techniques. Histogram transformation is considered as one of the fundamental processes for contrast enhancement of gray level images, which facilitates subsequent higher level operations such as detection and identification.[3,4,5,12] Gaussian filters remove noise from the image and improve signal to noise.[13-5] The minimum and maximum pixel value (i.e., counts) in the output image (obtained with different image processing pipeline) might not be same. Hence, it will be difficult to compare the image quality yielded by different image processing pipeline. Therefore, we applied normalization techniques so that the minimum and maximum counts in the output image (obtained with different image processing pipeline) are 0 and 1, respectively (i.e., same minimum and maximum counts). This makes the comparison of performance of different image processing pipeline reliable.

In this study, we created five different image processing pipelines [A, B, C, D, and E, Figure 2] and evaluated their performance both objectively and subjectively for enhancing the quality of I-131-MIBG images. There was a discordance in the selection of best image processing pipeline based on PIQE score (the best image processing pipeline A) and on image quality score assigned by nuclear medicine physician (the best image processing pipeline D). Image processing pipeline D was second only to pipeline A in PIQE score; however, scored higher since other anatomical details available in the image was also considered in the visual scoring by the nuclear medicine physician. Thus, selection made by nuclear medicine physician was considered as the best image processing pipeline. Hence, the performance of image processing pipeline D was found to be better compared to all other image processing pipeline. The quality of the images obtained using image processing pipeline D was also statistically significant than that of the input images ($P < 0.00001$).

The image processing pipeline E performed well but not method A based on visual assessment. Image processing pipeline A does not use histogram specification while image processing pipeline E uses histogram specification technique. Application of histogram specification technique has modified the intensity distribution of the histogram. This has resulted in improved contrast and also information hidden in low count as well as high counts are more clearly visible in image (obtained with method E) compared to

![Figure 7: Simple plots and box plot of PIQE score for input image (left column), images obtained using image processing pipeline (D) (center column), and images obtained using image processing pipeline (E) (right column)](image-url)
The principle of using a pipeline of image processing techniques to solve a complex image enhancement task is not new; however, the idea of selecting a list of image processing tasks (histogram specifications, Gaussian blur, and normalization) and then combining them into a sequence so that problem of I-131-mIBG image enhancement can be solved is our original idea.

Image denoising is a well-developed topic in low-level vision. Many approaches have been proposed, using techniques such as total variation,[21] wavelet-domain processing,[22] sparse coding,[23,24] nuclear norm minimization,[25] and 3D transform-domain filtering (BM3D).[26] The 3D transform-domain filtering algorithms have been found to be superior compared to recent techniques on real images.[27] Similarly, for low-light image enhancement, a variety of techniques (other than histogram modification which balances the histogram of the entire image) has been developed to enhance the contrast of low-light images (gamma correction, which increases the brightness of dark regions while compressing bright pixels, inverse dark channel prior,[28,29] the wavelet transform,[30] the Retinex model,[31] and illumination map estimation[32]) that can be used for I-131-mIBG images.

The limitation of the study is that it has only considered histogram specification, Gaussian filtering, and normalization techniques to include in the pipeline, the list of a large amount of literature is available on image processing techniques.[21-32] Further, theoretically, there exist many possible permutations and combinations with these three image processing techniques, for example, histogram specification requires input as the histogram (unlimited number of histogram can be assigned), similarly the performance Gaussian filter depends on the radius (standard deviation) and the size of the window, and in this case, also many possible combination of input parameters exists).

Our image processing pipeline did not involve the state-of-art algorithm for image denoising and also the advanced technique developed for low-light image enhancement. The presented work opens many opportunities for future research. A better image processing pipeline can be developed in future using these latest image processing techniques.

Designing and optimizing new image processing pipeline is time-consuming and costly.[33] The researchers have focused their attention on automation of designing and optimizing image processing pipeline.[31,33-35]

We would like to further improve the image quality of I-131-mIBG image by designing and optimizing new image processing pipeline using state-of-art algorithm for image denoising and also using the advanced image processing techniques developed for low-light image enhancement. During this process, we would like to adopt the procedure for automating the designing and optimizing image processing pipeline developed in the literature,[31,33-35] to reduce the time and cost involved in designing and optimizing image processing pipeline.
Conclusions

The image quality of I-131-MIBG scan was improved significantly using the image processing pipeline D involving the following image processing techniques in sequence: histogram specifications, Gaussian blur of 1 pixel radius, and normalization.
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