We present non-linear solutions of Vlasov Perturbation Theory (VPT), describing gravitational clustering of collisionless dark matter with dispersion and higher cumulants induced by orbit crossing. We show that VPT can be cast into a form that is formally analogous to standard perturbation theory (SPT), but including additional perturbation variables, non-linear interactions, and a more complex propagation. VPT non-linear kernels have a crucial decoupling property: for fixed total momentum, the kernels become strongly suppressed when any of the individual momenta cross the dispersion scale into the non-linear regime. This screening of UV modes allows us to compute non-linear corrections to power spectra even for cosmologies with very blue power-law input spectra, for which SPT diverges. We compare predictions for the density and velocity divergence power spectra as well as the bispectrum at one-loop order to N-body results in a scaling universe with spectral indices \(-1 \leq n_s \leq +2\). We find a good agreement up to the non-linear scale for all cases, with a reach that increases with the spectral index \(n_s\). We discuss the generation of vorticity as well as vector and tensor modes of the velocity dispersion, showing that neglecting vorticity when including dispersion would lead to a violation of momentum conservation. We verify momentum conservation when including vorticity, and compute the vorticity power spectrum at two-loop order, necessary to recover the correct large-scale limit with slope \(n_w = 2\). Comparing to our N-body measurements confirms the cross-over from \(k^4\) to \(k^2\) scaling on large scales. Our results provide a proof-of-principle that perturbative techniques for dark matter clustering can be systematically improved based on the known underlying collisionless dynamics.
I. INTRODUCTION

Perturbative techniques play a central role in understanding the formation and evolution of large-scale structures in the universe. The foundation for this understanding rests on the gravitational clustering of collisionless cold dark matter (CDM). As such it is fully described by the Vlasov equation, which follows the evolution of the phase-space distribution function (DF) coupled to gravity via the Poisson equation at scales below the Hubble radius. The conventional approach of standard perturbation theory (SPT) is a truncation of this description, in which only density (zero-th moment of the DF) and velocity (first moment of the DF) fields are taken into account (see [1] for a review).

This truncation is motivated by the fact that CDM has negligible primordial velocity dispersion (second cumulant of the DF). However, even if absent initially, second and higher cumulants of the DF are generated by orbit crossing, and they should play a role in the transition to the non-linear regime. This is particularly so for initial conditions with significant small-scale power, i.e. blue spectral indices, for which SPT loop corrections are UV divergent [2, 3]. These UV divergencies stand in sharp contrast to what is seen in N-body simulations [4], showing that for such initial conditions fluctuations in the non-linear regime are most suppressed compared to linear evolution in SPT.

This motivates to systematically improve the perturbative description by taking second and higher cumulants into account, which obey a coupled hierarchy of equations of motion [5]. Linearized solutions to this hierarchy were developed in paper I [6], showing that for such initial conditions fluctuations in the non-linear regime are most suppressed compared to linear evolution in SPT.

This corresponds to the backreaction of halo formation at small scales on linear modes. The purpose of the present paper is to present non-linear solutions obtained by expanding around this new linear theory. We call this new perturbative expansion Vlasov Perturbation Theory or VPT. We show that VPT can be cast into a form that is formally analogous to SPT, but including additional perturbation variables, non-linear interactions, and a more complex propagation. This all follows from the Vlasov-Poisson equation in a straightforward way, without having to adhere to any ad hoc assumptions.

The final outcome is to replace the well known non-linear kernels of SPT describing the perturbative solutions by new kernels that have a crucial decoupling property: for fixed total momentum $k$, the kernels become strongly suppressed when any of the individual momenta cross the dispersion scale into the non-linear regime. As we shall see, this is precisely what is needed to bring the UV divergencies of SPT for blue spectra under control. This screening of UV modes is also what is expected physically to happen in the non-linear regime, where the predominant structures are fairly stable dark matter halos. For CDM spectra, this regime is characterized by the “virial turnover”, where the non-linear power grows with wavenumber less than in the weakly non-linear regime. The physical reason for this turnover can, at least approximately, be understood by the stable clustering picture [7, 8], where pairwise velocities cancel the Hubble flow.

It may be convenient to illustrate here the main ideas behind how VPT accounts for the screening mechanism of UV modes for the simplest case, the density power spectrum (analogous results hold for other variables, e.g. velocity divergence, and other statistics, e.g. the bispectrum). Consider scaling universes, i.e. scale-free Gaussian initial conditions with initial power spectra $P_0 \propto k^{ns}$ and $\Omega_m = 1$. Then the power spectrum in VPT follows a perturbative expansion of the form,

$$P(k, \eta) \sim \frac{k^{ns}}{e^{2n}P_0} = \sum_{L=0}^{\infty} \left( \frac{k}{k_{nl}(\eta)} \right)^{(ns+3)L} H_L(k/k_\sigma(\eta), \bar{\omega}, \ldots) ,$$

(1)

where $e^n$ is the scale factor, $L$ is the number of loops, $k_{nl}(\eta)$ is the usual non-linear scale, $k_\sigma(\eta) \equiv 1/\sqrt{c}$ is the dispersion scale obtained from the background value of the velocity dispersion tensor $c_{ij}$ (suitably rescaled, see Eq. 10 below), $\bar{\omega} \equiv \omega/e^2$ is a constant that characterizes the background value of the fourth cumulant $\omega$, and the dots denote other (even) background values of the cumulants, describing the DF non-Gaussianity$^1$. By self-similarity $k_\sigma/k_{nl}$ is a constant that depends only on $n_s$. The dispersion scale is a new scale induced by orbit crossing, and as such is absent in SPT.

---

$^1$ These are the normalized cumulants $\tilde{E}_{2n}$ discussed in paper I [6].
FIG. 1. Integrand of the one-loop contribution to the density power spectrum in VPT and SPT, for a scaling universe with power-law input spectrum $P_0 \propto k^{n_s}$ with spectral indices $n_s = 2, 1, 0, -1$ shown in the four panels. In SPT the integrand grows as $F_3(k, q, -q)P_0(q)d^3q \sim q^{n_s+1}\ln q$ for large loop wavenumber $q$, i.e. the well-known suppression $F_3 \propto k^2/q^2$ due to momentum conservation is not sufficient to render the one-loop integral UV finite for all $n_s \geq -1$. In contrast, the physically expected screening of UV modes within the full collisionless Vlasov-Poisson dynamics is captured by VPT, compensating the increase for large $q$ for blue spectra with high $n_s$ and leading to a finite integral with asymptotic decay of the integrand as $F_{1, L}(k, \eta)K_{1, L}(k, q, -q, \eta)P_0(q)d^3q \sim q^{-2}\ln q$ independently of the spectral index $n_s$. The sum of linear and one-loop contributions within VPT matches well with N-body results (see Fig. 10, including details on the cumulant hierarchy truncation used for this figure). Note that the $1/q^2$ scaling within VPT is universal and occurs for all truncations considered in this work, see Fig. 2 and Eq. (62) for details.

The prefactors of $(k/k_{nl})$ in Eq. (1) are the standard loop factors that appear in SPT, while the functions $H_L$ describe the scale-dependence due to dispersion and higher cumulants that give rise to the screening of UV modes. For example, $H_0$ is the square of the linear kernel which is highly suppressed when $k \gg k_{nl}$. As stressed in paper I [6], this suppression is physically different from a Jeans scale due to pressure, or viscosity in a normal fluid. In fact, the linear theory of collisionless matter is much richer than that of such fluids, with an effective description in terms of density and velocity divergence that is non-local in time, which is key to satisfy the cosmic energy equation [6]. The dispersion scale can in principle be measured independently from simulations, and as we show in this paper it can be estimated from basic properties of dark matter halos. Intuitively we know the dispersion scale is close to the non-linear scale from the “fingers of god” features seen in the redshift-space matter distribution.

The SPT limit of Eq. (1) is somewhat delicate. Naively, it is reached by taking the $k_{nl} \to \infty$ limit (zero dispersion, including vanishing higher cumulants). In that case, however, the functions $H_L$ for $L \geq 1$ only have a finite limit (giving $k$-independent finite functions of $n_s$) when $n_s < -1^2$. This means that the limit of zero dispersion only exists for spectra which are sufficiently red-tilted.

\[\text{For example, for the one-loop density power spectrum } H_L \text{ becomes the function } \alpha(n_s) \text{ given by Eq. (58) and Fig. 9 in } [9].\]
For such spectra though, there is still orbit crossing, \( k_{\sigma} \) is still finite and corrections to SPT are predicted.

In this paper we focus on spectra with \( n_s \geq -1 \), in order to comprehensively assess the applicability of VPT in a situation where the limitations of SPT are most severe\(^3\). We compare one-loop predictions for the density power spectrum and bispectrum, the velocity divergence power spectrum and the density-velocity divergence power spectrum against N-body simulations. In addition, we discuss the generation of vorticity, presenting solutions up to two-loop in order to capture the correct scaling of the vorticity power spectrum on large scales. We also highlight the importance of backreaction of vorticity modes on the density contrast, both from theoretical considerations as well as numerical results.

To illustrate the screening of UV modes captured by VPT (as opposed to SPT) we show in Fig. 1 the integrand of the one-loop density power spectrum for blue power-law input spectra \( P_0 \propto k^{n_s} \) with \( n_s = 2, 1, 0, -1 \). The normalization is such that \( P_{h}^{1L}(k, \eta) = \frac{1}{\sqrt{2\pi}} \frac{\delta}{\delta \mu} \langle \int \! \! d^3 k \, P_{\delta\delta}^{1L}(k, \eta) \rangle. \) This integrand is closely related to the one-loop contribution to the response function studied in \([32, 33]\). In SPT one would have

\[
P_{\delta\delta}^{1L}(k, \eta) \bigg|_{\text{SPT}} \propto q^{n_s+1},
\]

such that the loop integration is UV divergent for all \( n_s \geq -1 \). In contrast, the prediction from the Vlasov theory is that the integrand drops as

\[
P_{\delta\delta}^{1L}(k, \eta) \bigg|_{\text{VPT}} \propto q^{-2},
\]

independently of \( n_s \), rendering the integral well-behaved and implying that perturbation modes with wavenumber far above the dispersion scale (which is of order of the non-linear scale, as will be discussed in detail below) give a negligible contribution, in accordance with physical expectations. We emphasize that also the linear theory in VPT is changed compared to SPT, and we find that the sum of linear and integrated one-loop contributions matches well with N-body results.

Previous work in the literature on corrections to SPT implied by the Vlasov equation spans a number of different fronts. In \([5]\) the equation of motion for the Vlasov cumulant generating function hierarchy was written down, explaining the conditions under which it matches solution of the Vlasov equation after shell-crossing. They used measurements of the stress tensor in simulations to close the hierarchy and estimate the backreaction of shell-crossing on large-scale density and velocity divergence power spectra, including a study on the growth of vorticity. In \([11]\) a low-\( k \) expansion of the linearized hierarchy truncated at the second cumulant is used to obtain the impact of velocity dispersion on density and velocity divergence. In addition, an approximate treatment of non-linear evolution is presented to show that the growth of the velocity dispersion background is sustained by mode coupling. Still within the second-cumulant truncation, \([12]\) and \([13]\) discuss the growth of the velocity dispersion tensor, with the latter work featuring the evolution of the background dispersion at the non-linear level while keeping the fluctuations in the dispersion linear (see also \([14]\)). Different strategies for closing the Vlasov hierarchy are presented in \([15]\). Complementary approaches from the Lagrangian picture include \([16]\) and \([17]\) that computes the growth of vorticity driven by velocity dispersion.

This work is structured as follows. In Section II we discuss the basics of the Vlasov cumulant hierarchy, splitting cumulants of the DF into their expectation values and fluctuations and presenting their equations of motion. We also introduce the non-linear kernels, and study analytically their scaling in the limit of small wavenumber compared to the dispersion scale. In addition, we study numerically the case when wavenumbers cross the dispersion scale highlighting the screening of UV modes. Along the way we discuss the properties of these kernels in detail for various truncations of the cumulant hierarchy. Section III discusses the symmetry properties of the non-linear kernels, including Galilean invariance and mass and momentum conservation. In Section IV we discuss the generation of vorticity, and vector and tensor modes of the velocity dispersion tensor. Section V computes the dispersion scale in two different, complementary ways. First, using perturbation theory, and second, using knowledge of dark matter profiles together with the halo mass function measured in our N-body simulations. In Section VI we present the predictions of VPT against measurements in our simulations, including the density power spectrum and bispectrum, velocity divergence power spectrum, the cross-spectrum between density and velocity divergence, and the vorticity power spectrum. Section VII presents our conclusions.

\(^3\) For an effective field theory description of these spectra at the one-loop level see \([10]\).

\(^4\) \( P_{\delta\delta}^{1L}(k, \eta) = T^{1L}(k, \eta)qP_0(q, \eta)P_0(k, \eta) \) with response \( T(k, q) \) in the notation of \([32]\).
II. Non-Linear Kernels with Dispersion and Higher Cumulants

We follow the formalism for perturbation theory introduced in paper I [6], which presents linear solutions for the density and velocity perturbations in the presence of a non-zero velocity dispersion tensor and higher cumulants. We start from the fact that the phase-space distribution function \( f(\tau, x, p) \) of non-relativistic matter can be characterized by its cumulants, obtained by expanding the cumulant generating function in the auxiliary vector \( l \) [5, 6],

\[
C(\tau, x, l) = \ln \int d^3p \, e^{l \cdot p/a} f(\tau, x, p)
= \ln(1 + \delta) + l_i v_i + \frac{1}{2} l_i l_j \sigma_{ij} + \frac{1}{6} l_i l_j l_k C_{ijk} + \frac{1}{24} l_i l_j l_k l_m C_{ijklm} + \ldots ,
\]

(4)

where \( \delta(\tau, x) \) is the density contrast, \( v_i(\tau, x) \) the peculiar velocity, \( \sigma_{ij}(\tau, x) \) the velocity dispersion tensor, and \( C_{ijk}(C_{ijklm}) \) the third (fourth) cumulant. Furthermore, \( a \) is the scale-factor, \( \tau \) the conformal time and \( p \) the comoving momentum per unit particle mass. In this section we first review the relevant equations and notation, and then describe how to recursively obtain non-linear kernels. These characterize the non-linear solutions, generalizing the well known non-linear kernels of standard perturbation theory (SPT) [1, 18, 19].

A. Setup

The Vlasov or collisionless Boltzmann equation for the phase-space distribution in the non-relativistic, subhorizon limit yields the following equation of motion for the cumulant generating function [5]

\[
\partial_\tau C + H(l \cdot \nabla_l)C + (\nabla C) \cdot (\nabla_l C) + (\nabla_v \cdot \nabla_l)C = -l \cdot \nabla \Phi ,
\]

(5)

where \( H \) is the gravitational potential given by \( \nabla^2 \Phi = \frac{3}{2} H^2 \Omega_m \delta \), with conformal Hubble rate \( H = \partial_\tau \ln a \) and time-dependent matter density parameter \( \Omega_m \).

The cumulants satisfy a coupled, non-linear hierarchy of differential equations, obtained by Taylor expanding Eq. (5) in \( l \), given by the continuity and momentum conservation equation at zeroth and first order,

\[
\begin{align*}
\partial_\tau \delta + \nabla_i [(1 + \delta) v_i] &= 0 , \\
\partial_\tau v_i + H v_i + v_j \nabla_j v_i + \nabla_i \Phi &= -\nabla_j \sigma_{ij} - \sigma_{ij} \nabla_j \ln(1 + \delta) ,
\end{align*}
\]

(6)

with the latter containing the velocity dispersion tensor on the right-hand side. Its equation of motion is obtained when expanding Eq. (5) to second order in \( l \), and it is in turn coupled to the third cumulant, whose equation follows from expanding to third order. They are given by

\[
\begin{align*}
\partial_\tau \sigma_{ij} + 2H\sigma_{ij} + v_k \nabla_k \sigma_{ij} + \sigma_{jk} \nabla_k v_i + \sigma_{ik} \nabla_k v_j &= -\nabla_k C_{ijk} - C_{ijk} \nabla_k \ln(1 + \delta) , \\
\partial_\tau C_{ijk} + 3H C_{ijk} + v_m \nabla_m C_{ijk} + \sigma_{km} \nabla_m \sigma_{ij} + \sigma_{im} \nabla_m \sigma_{kj} + \sigma_{jm} \nabla_m \sigma_{ik} + C_{jkm} \nabla_m v_i + C_{ikm} \nabla_m v_j + C_{ijm} \nabla_m v_k &= -\nabla_m C_{ijkm} - C_{ijkm} \nabla_m \ln(1 + \delta) .
\end{align*}
\]

(7)

The framework of SPT is based on neglecting the velocity dispersion in the momentum conservation equation, which then becomes the standard Euler equation for a perfect fluid with zero pressure. Here we include the dispersion tensor and also higher cumulants, systematically taking non-linear terms in their equations of motion into account within perturbation theory.

In order to be able to deal with the occurrence of the log-density field

\[
A \equiv \ln(1 + \delta) ,
\]

(8)

on the right-hand side of the evolution equations, we follow the hybrid scheme introduced in paper I [6] and perturbatively solve for both \( \delta \) as well as \( A \), complementing the set of evolutions equations by

\[
\partial_\tau A + \nabla_i v_i + v_i \nabla_i A = 0 ,
\]

(9)

which follows directly from the continuity equation. It is convenient to consider the rescaled cumulants,

\[
\begin{align*}
u_i &= \frac{v_i}{-Hf} , \\
\epsilon_{ij} &= \frac{\sigma_{ij}}{(Hf)^2} , \\
\pi_{ijk} &= \frac{C_{ijk}}{(-Hf)^3} , \\
\Lambda_{ijkm} &= \frac{C_{ijkm}}{(Hf)^4} ,
\end{align*}
\]

(10)

where \( f = d \ln D / d \ln a \) is the usual growth rate, with \( D(a) \) being the conventional growth factor. In addition, we switch from conformal time \( \tau \) to \( \eta = \ln(D) \) using \( \partial_\tau = H \partial_\eta \), and for any quantity \( X \) we have

\[
(\partial_\tau + nH)(-Hf)^n X = -(-Hf)^{n+1} \left( \partial_\eta + n \left( \frac{3 \Omega_m}{2 f^2} - 1 \right) \right) X .
\]

(11)

Rotational invariance allows all even cumulants to possess a homogeneous background value, that we parametrize for the second and fourth cumulant by \( \epsilon(\eta) \) and \( \omega(\eta) \) via

\[
\begin{align*}
&\langle \epsilon_{ij}(\eta, x) \rangle = \delta_{ij} \epsilon(\eta) , \\
&\langle \Lambda_{ijkm}(\eta, x) \rangle = (\delta_{ij} \delta_{km} + 2 \text{cyclic}) \frac{\omega(\eta)}{5} .
\end{align*}
\]

(12)

Equations of motion for the background values can be obtained by taking an ensemble average of the evolution equations of the second and fourth cumulant, respectively (see paper I [6]). For the second cumulant, it is given by

\[
\partial_\eta \epsilon(\eta) + 2 \left( \frac{3 \Omega_m}{2 f^2} - 1 \right) \epsilon(\eta) = Q(\eta) ,
\]

(13)
with source term
\[ Q(\eta) = \frac{1}{3} (u_i \nabla_i \epsilon_{ij} + \frac{2}{3} \epsilon_{il} \nabla_l u_i + \frac{1}{3} (\pi_{il} \nabla_i \ln(1 + \delta)) \].
Note that while \((\delta) = 0\) is ensured by mass conservation, the zeroth cumulant \(A = \ln(1 + \delta)\) does also have a background value \(A = \langle A \rangle\). Nevertheless, since \(A\) enters only via \(\nabla_i \ln(1 + \delta)\) in the equations of motion, the background value is not needed explicitly [6].

To obtain equations for the perturbations we expand the cumulants around their background values, in particular
\[ \epsilon_{ij}(\eta, \mathbf{x}) = \delta_{ij} \epsilon(\eta) + \delta \epsilon_{ij}(\eta, \mathbf{x}). \]

While \(\delta, u_i, C_{ijk}\) have no background contribution, a similar split is necessary for \(A\) and analogously for \(A_{ijk}\).

Following the previous discussion, it is understood in the following that \(A\) denotes the perturbation part only, with \(A\) subtracted. The equation of motion for \(\delta \epsilon_{ij}\) is obtained by subtracting from Eq. (7) its ensemble average, and similarly for \(A\) and higher cumulants.

The velocity can be split into its divergence \(\theta = \nabla_i u_i\) and vorticity \(w_i = \epsilon_{ijk} \nabla_j u_k\) contributions via
\[ u_i = u_i^S + u_i^V = \frac{\nabla_i \theta}{\nabla^2} - \frac{\epsilon_{ijk} \nabla_j w_k}{\nabla^2}, \]
corresponding to one scalar and two vector modes, where \(\delta \epsilon_{ij}\) consists of two scalar modes \(g\) and \(\delta \epsilon\), two vector modes contained in the divergence-free vector \(\nu_i\), and two tensor modes represented by the symmetric, transverse-traceless matrix \(t_{ij}\),
\[ \delta \epsilon_{ij} = \delta \epsilon_{ij}^S + \delta \epsilon_{ij}^V + \delta \epsilon_{ij}^T, \]
where
\[ \delta \epsilon_{ij}^S = \delta_{ij} \delta \epsilon + \frac{\nabla_i \nabla_j}{\nabla^2} g, \]
\[ \delta \epsilon_{ij}^V = - \frac{\epsilon_{ijk} \nabla_j w_k}{\nabla^2} - \frac{\epsilon_{ijk} \nabla_j u_k}{\nabla^2} \nu_k, \]
\[ \delta \epsilon_{ij}^T = t_{ij} \equiv P_{ij,ls}^T \delta \epsilon_{ls}, \]
and the tensor projector \(P_{ij,ls}^T\) is given in [6].

The impact of third, fourth and higher cumulants in the linear approximation has been analyzed in detail in paper I [6]. In this work, we assess their impact at non-linear level by including the two scalar perturbations \(\pi\) and \(\chi\) of the third cumulant,
\[ \pi_{ijk}^S = - \left( \delta_{ij} \frac{\nabla_k}{\nabla^2} + 2 \text{cyc.} \right) \frac{\chi}{\nabla^2} \frac{\nabla_i \nabla_j \nabla_k}{\nabla^4} (\pi - \chi), \]
as well as the background value \(\omega(\eta)\) of the fourth cumulant. Note that the latter enters the evolution equations of \(\pi_{ijk}\) via the last term in the last line of Eq. (7). We neglect non-scalar contributions to \(\pi_{ijk}\) as well as perturbation modes of the fourth cumulant, in order to obtain a tractable approximation scheme. The impact of higher cumulants will be quantified by comparing solutions with and without taking \(\pi_{ijk}\) into account.

Apart from the complete set of perturbation modes for the zeroth, first and second cumulant, it is important to note that our present setup includes all higher cumulant perturbation modes relevant for the source term of the background dispersion, given by
\[ Q(\eta) = \frac{1}{3} \int d^3k \left( \mathcal{P}_{gg}(k, \eta) + 2 \mathcal{P}_{w} \nu_i(k, \eta) + \mathcal{P}_{A} \nu_i(k, \eta) \right), \]
where \(\mathcal{P}_{gg} = g - \delta \epsilon\).

The scalar, vector and tensor perturbation modes can be collected in a component vector
\[ \psi = (\psi^S, \psi^V, \psi^T), \]
with
\[ \psi^S = (\delta \epsilon, g, \delta \epsilon, A, \pi, \chi), \]
\[ \psi^V = (w_i, \nu_i), \]
\[ \psi^T = (t_{ij}). \]

In Fourier space, the evolution equations can be written in the form
\[ \psi_{k,a}(\eta) + \Omega_{ab}(k, \eta) \psi_{k,b}(\eta) = \int \mathcal{D}p \mathcal{D}q \delta^3(k - p - q) \psi_{p,b}(\eta) \psi_{q,c}(\eta), \]
where \(\psi_{k,a}\) stands for the Fourier mode \(k\) of \(\psi\), and \(\mathcal{D}\) runs over all perturbation modes, including their spatial indices in case of vectors and tensors, with summation over repeated indices implied. Furthermore, \(\pi = d/d\eta\) and \(\int \mathcal{D}p \mathcal{D}q \delta^3(k - p - q)\). The linear evolution is characterized by the scale- and time-dependent matrix \(\Omega_{ab}(k, \eta)\). Due to rotational invariance it has a block-diagonal structure for scalar, vector and tensor modes, with the blocks given by
\[ \Omega^S = \left( \begin{array}{cccc} -1 & -\frac{3}{2} d & k^2 & k^2 \\ -\frac{3}{2} d & e & -2 \epsilon & e \\ k^2 & -2 \epsilon & 1 & -\frac{3}{2} \delta^2 \\ k^2 & e & -\frac{3}{2} \delta^2 & \frac{3}{2} \delta^2 \end{array} \right), \]
\[ \Omega^V = \left( \begin{array}{cc} \frac{1}{2} e & k^2 \\ -\epsilon & e \end{array} \right), \]
\[ \Omega^T = e, \]
with \(d(\eta) \equiv \Omega_m/f^2\) and \(\epsilon(\eta) \equiv 3d(\eta) - 2\), with \(d, e \rightarrow 1\) in the EdS approximation. Note that the upper two-by-two part of \(\Omega^S\) corresponds to the well-known form within SPT. In addition, each entry in \(\Omega^V\) is understood to act on all three vector components of \(w_i\) and \(\nu_i\), respectively, with the off-diagonal entries describing a mixing of vorticity and vector modes of the dispersion tensor. Similarly, \(\Omega^T\) acts equally on all components of \(t_{ij}\).

It is worth emphasizing that background values of the second and fourth cumulant, \(\epsilon(\eta)\) and \(\omega(\eta)\), are not considered to be a priori of any particular order in the perturbative expansion as they are sourced by one-point moments (see Eq. 14) that correspond to integrals of power
spectra over all momenta (see Eq. 20). That is, these quantities are not proportional to the fluctuation modes $\psi_{k,a}(\eta)$, and we treat them as any function of time (e.g. $\Omega_m$), as we are explicitly agnostic about the size of velocity dispersion effects in our approach. This is crucial and allows us, as discussed in paper I [6], to obtain the expected decoupling of large-scale modes from halo formation at small scales. As we shall see below, this is described by the suppression of the non-linear kernels at high momenta, generalizing the results for the linear kernel described in detail in paper I [6]. This reduces the sensitivity of VPT to UV modes when compared to SPT, helping with the convergence of perturbative calculations. The decoupling effect appears for large wavenumbers $k \gtrsim k_\sigma$ above the scale set by the background dispersion

$$k_\sigma(\eta) \equiv 1/\sqrt{\epsilon(\eta)}.$$  \hspace{1cm} (25)

As shown in paper I [6], the absence of exponential instabilities of the linear system for $k \gg k_\sigma$ yields a restriction on the size of the fourth relative to the second cumulant expectation value, particularly for the dimensionless ratio

$$\bar{\omega} \equiv \frac{\omega}{\epsilon}.$$  \hspace{1cm} (26)

For our setup considered here, the stability condition is given by

$$-10 \leq \bar{\omega} \leq 5,$$  \hspace{1cm} (27)

provided that $\alpha \equiv \partial_\eta \ln \epsilon$ and $\bar{\omega}$ are constant or slowly varying. This is the case in the limit of a scaling universe, where $\Omega_m = 1$ and the initial perturbations are scale-free, $P_0(k) \propto k^{n_s}$.

All non-linearities are captured by the vertices $\gamma_{abc}(p,q)$ in Eq. (23). Their explicit form is given in paper I [6], satisfying

$$\gamma_{abc}(p,q) = \gamma_{acb}(q,p),$$  \hspace{1cm} (28)

and we take all of them into account in our analysis.\footnote{Up to the second cumulant, all vertices obtained from the equations of motion are included. For vertices involving at least one third cumulant perturbation $\pi$ or $\chi$, we only include contributions where all three fields are scalar modes. We checked that this is consistent with the symmetry constraints discussed in Sec. III.} Note that the equations of motion include at most quadratic terms when including both $\delta$ and $A$ in the set of perturbation variables. They include the familiar SPT vertices $\gamma_{000}, \gamma_{00\delta}$ and $\gamma_{00\theta}$, as well as a large set of extra vertices involving second and third cumulant perturbations and $A$. It is crucial to take the full set of vertices into account along with the matrix $\Omega_{ab}$ to ensure that symmetry constraints on the resulting perturbative solutions from Galilean symmetry as well as mass and momentum conservation hold, as we explain in detail in Sec. III.

A final comment regarding Eq. (23) is worth pointing out. When deriving the equation for the perturbation part by subtracting the full from the ensemble averaged equations of motion, one obtains an equation that contains an additional contribution compared to Eq. (23). It is proportional to a three-dimensional Dirac delta supported at $k = 0$, and contributes only to the components that possess also a background value, being $\delta \epsilon$ and $A$ in the setup adopted here. We refer to App. A for a discussion of these terms, that ensure the cancellation of so-called “tadpole” diagrams in the perturbative solution. As shown there, these terms can be traded for a modification of the vertices, that consists in setting $\gamma_{abc}(p,q)$ to zero for $p = -q$. We adopt this choice in the following, and use Eq. (23) to generate perturbative solutions.

B. Non-linear kernels

We consider perturbative solutions of the equation of motion, Eq. (23), assuming that at some “initial” time $\eta_m$ long before the onset of non-linearity, but long after recombination, all perturbation modes are proportional to the initial density field $\delta k_0$. This is the case for adiabatic initial conditions and when assuming an initially negligibly small (but non-zero, see below) velocity dispersion, as appropriate for cold dark matter. The vector $\psi$ of perturbations may then be formally Taylor expanded in powers of $\delta k_0$ as

$$\psi_{k,a}(\eta) = \sum_{n \geq 1} \int_{k_i} F_{n,a}(k_1, \ldots, k_n, \eta) e^{n\eta} \delta_{k,0} \cdots \delta_{k,0},$$  \hspace{1cm} (29)

where $F_{n,a}$ is the $n$th order non-linear kernel for component $a$, and $\int_{k_i} = \int d^3k_1 \cdots d^3k_n \delta^{(3)}(k - \sum_i k_i)$, with the constraint on the sum over all wavevectors arising from spatial translation symmetry of the equations of motion. Even if initially all higher cumulant perturbations are taken to be zero, they are generated by time-evolution in presence of a background dispersion (and background values of higher cumulants in general). As discussed in paper I [6], the perturbations in turn source the background values, and we come back to the possibility of determining self-consistent solutions of this system in Sec. V A. For the moment, we consider the background values $\epsilon(\eta)$ and $\omega(\eta)$ entering via Eq. (24) as given and discuss the implications for the perturbations $\psi_{k,a}(\eta)$.

As usual, the $F_{n,a}$ can be taken to be symmetric under arbitrary exchanges of wavenumbers in their arguments, which we assume in the following. The normalization is chosen such that, when ignoring second and higher cumulants and using the EdS approximation, $F_{n,\delta}$ and $F_{n,\theta}$ would become time-independent and coincide with the conventional EdS-SPT kernels $F_n$ and $G_n$, with $F_1 = G_1 = 1$. When taking second and higher cumulants into account, the kernels do depend on time, and even
the linear solutions described by $F_{1,a}(k, \eta)$ become non-trivial, featuring a power-like suppression for $k \gg k_\sigma$, see paper I [6].

The expansion in Eq. (29) can be used to perturbatively compute the (cross-)power spectra

$$\langle \psi_{k,a}(\eta) \psi_{k',b}(\eta) \rangle = \delta^{(3)}(k + k') P_{ab}(k, \eta),$$  

(30)

where the subscript $ab$ labels the various modes, with for example $a = b = \delta$ corresponding to the density power spectrum, and $a = \delta, b = \theta$ the density/velocity divergence cross spectrum. Following the standard scenario, the initial density field $\delta_{k0}$ can be taken to be drawn from a Gaussian random field fully characterized by its initial power spectrum $\langle \delta_{k0} \delta_{k'0} \rangle = \delta^{(3)}(k + k') P_0(k)$. By inserting Eq. (29) into Eq. (30) and using the Wick theorem, we obtain a loop expansion in close analogy to SPT,

$$P_{ab}(k, \eta) = P_{ab}^{1L}(k, \eta) + P_{ab}^{2L}(k, \eta) + \ldots ,$$  

(31)

but with modified non-linear kernels. For example, the linear and one-loop contributions are given by

$$P_{ab}^{1L}(k, \eta) = e^{2g} F_{1,a}(k, \eta) F_{1,b}(k, \eta) P_0(k) ,$$

$$P_{ab}^{2L}(k, \eta) = e^{4g} \int d^3 q \left\{ 2 F_{2,a}(k - q, \eta) F_{2,b}(k - q, \eta) \right\} \times P_0(k - q) P_0(q) + 3 F_{1,a}(k, \eta) F_{3,b}(k, \eta) P_0(k) P_0(q) + 3 F_{3,a}(k, \eta) \delta(k - q, \eta) F_{1,b}(k, \eta) P_0(k) P_0(q) \right\} .$$  

(32)

The expressions can be used to numerically compute loop corrections, with $P_0(k)$ being the usual linear matter power spectrum obtained from Boltzmann solvers such as CLASS [20] or CAMB [21]. As in SPT, the integration region with $|q| \ll k \equiv |k|$ yields large contributions to the individual summands, that cancel in their sum (see Sec. III A). It is therefore advantageous to ensure their cancellation at the integrand level by multiplying the first summand in the integrand of $P_{ab}^{1L}$ with $2\Theta(|k - q| - |q|)$ and then symmetrizing it with respect to the substitution $q \to -q$ [22]. Here $\Theta(x)$ is the Heaviside function. This operation leaves the integral unchanged, but is preferable for numerical Monte Carlo integration. The two-loop contribution to the power spectrum can be computed analogously (see Sec. VID and [22–24]). Similarly, the bispectrum can be computed using the modified non-linear kernels and employing the same algorithm as in SPT to ensure the cancellation of large contributions for low wavenumber at the integrand level (see Sec. VIC and [25]).

The difference in VPT compared to SPT enters via the non-linear kernels $F_{n,a}$. Equations of motion for the kernels can be obtained by inserting Eq. (29) into Eq. (23) and collecting all terms with a given power of initial density fields. This yields a set of coupled, ordinary differential equations given by

$$(\partial_\eta + 2) F_{1,a}(k, \eta) = 2 \epsilon(\eta) F_{1,a}(k, \eta) - F_{1,\pi}(k, \eta)$$

$$+ \frac{3}{5} F_{1,\chi}(k, \eta) .$$  

(34)

C. Analytical results in the limit $\epsilon \to 0$

For wavenumbers that satisfy $ek_\eta^2 \ll 1$ it is possible to find approximate analytical solutions by solving for the non-linear kernels perturbatively in powers of the background dispersion $\epsilon$. Using the counting $\omega \propto \epsilon^2$ the kernels $F_{n,a}$ for $a = \delta, \theta, \pi$ start at order $\epsilon^0$, the kernels for $a = \nu_i, g, \delta, \nu_i$, $t_j$ at order $\epsilon^1$, and for $a = \pi, \chi$ at order $\epsilon^2$, in accordance with the scaling derived in paper I [6]. The kernels $F_{n,\delta|\nu_i} = F_n$ and $F_{n,\theta|\nu_i} = G_n$ coincide with the EdS-SPT kernels at lowest order in $\epsilon$, and for all $n$. In particular, the kernels $F_{n,\delta|\nu_i} = F_n$ and $F_{n,\theta|\nu_i} = G_n$ coincide with the EdS-SPT kernels at lowest order in $\epsilon$, and for all $n$. In particular, the kernels $F_{n,\delta|\nu_i} = F_n$ and $F_{n,\theta|\nu_i} = G_n$ coincide with the EdS-SPT kernels at lowest order in $\epsilon$, and for all $n$.

1. First order kernels

Let us first derive the expansion of the linear kernels $F_{1,a}$ in $\epsilon$, for which the right-hand side of Eq. (33) is zero. At linear order one has $F_{1,A} = F_{1,\delta}$ and $F_{1,w_i} = F_{1,\nu_i}$, see Sec. IV for more details on vorticity, vector and tensor modes. At lowest order in the expansion in $\epsilon$ one recovers the EdS-SPT result $F_{1,\delta|\nu_i} = F_{1,\theta|\nu_i} = 1$. The evolution equation for $g$ related to the second line of Eq. (24) yields

$$(\partial_\eta + 2) F_{1,g}(k, \eta) = 2 \epsilon(\eta) F_{1,\theta}(k, \eta) - F_{1,\pi}(k, \eta)$$

$$+ \frac{3}{5} F_{1,\chi}(k, \eta) .$$  

(34)
Using that the third cumulant modes $\pi, \chi$ contribute only starting at order $\epsilon^2$ and inserting the lowest order expression for $F_{1, \theta}$ yields

$$F_{1, g}(k, \eta) = 2E_2(\eta) + \mathcal{O}(\epsilon^2),$$

where we define the weighted time integral of $\epsilon(\eta)$,

$$E_m(\eta) \equiv \int_0^\eta d\eta' e^{m(\eta' - \eta)} \epsilon(\eta'),$$

which e.g. for $\epsilon = \epsilon_0 e^{\eta' g}$ gives $E_m(\eta) = \epsilon(\eta)/(m + \alpha)$.

Similarly one finds $F_{1, \delta, \epsilon} = \mathcal{O}(\epsilon^2)$, i.e. the linear kernel for $\delta \epsilon$ starts only at order $\epsilon^2$. Note that the $\epsilon^2$ contribution is generated only by the third cumulant. Indeed, when neglecting third and higher cumulants $F_{1, \delta, \epsilon}$ would be zero at all orders in $\epsilon$, because the evolution equation for $\delta \epsilon$ becomes trivial in that limit and corresponds to a decaying mode. However, below we shall see that starting from second order, the kernels for $\delta \epsilon$ have contributions at order $\epsilon^3$, as expected from the general scaling discussed above.

The evolution equations for $\delta$ and $\theta$ can be written as

$$(\partial_\eta + 1 + \Omega_{\text{SPT}}) \left( \begin{array}{c} F_{1, \delta} \\ F_{1, \theta} \end{array} \right) = -k^2 \left( \begin{array}{c} 0 \\ F_{1, g} + F_{1, \delta, \epsilon} + \epsilon F_{1, A} \end{array} \right),$$

where

$$\Omega_{\text{SPT}} = \left( \begin{array}{cc} 0 & -\frac{1}{2} \\ -\frac{1}{2} & \frac{1}{2} \end{array} \right),$$

is the standard EdS-SPT evolution matrix, 1 denotes the unit matrix, and the right-hand side contains the impact of velocity dispersion. We can integrate out this equation to write the formal solution as

$$\begin{pmatrix} F_{1, \delta} \\ F_{1, \theta} \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix} + \int_0^\eta d\eta' e^{\eta' - \eta} g_{\text{SPT}}(\eta - \eta') \begin{pmatrix} 0 \\ S(k, \eta') \end{pmatrix},$$

where we used SPT initial conditions in the far past (which specifies the lower limit of integration), and $g_{\text{SPT}}(\eta - \eta')$ is the standard EdS-SPT linear Green function [27] with $S(k, \eta) \equiv -k^2(F_{1, g} + F_{1, \delta, \epsilon} + \epsilon F_{1, A})$. We obtain the $\mathcal{O}(\epsilon)$ corrections to $F_{1, \delta}$ and $F_{1, \theta}$ by inserting the lowest order results for $S$, giving

$$F_{1, \delta}(k, \eta) = 1 - k^2 I_{\delta}(\eta) + \mathcal{O}(\epsilon^2),$$

$$F_{1, \theta}(k, \eta) = 1 - k^2 I_{\theta}(\eta) + \mathcal{O}(\epsilon^2),$$

where

$$I_{\delta}(\eta) \equiv \frac{2}{5} \int_0^\eta d\eta' \left( 1 - e^{5(\eta' - \eta)/2} \right) \left( \epsilon(\eta') + 2 \int_0^{\eta'} d\eta'' e^{2(\eta'' - \eta')} \epsilon(\eta'') \right),$$

$$I_{\theta}(\eta) \equiv \frac{2}{5} \int_0^\eta d\eta' \left( 1 + \frac{3}{2} e^{5(\eta' - \eta)/2} \right) \left( \epsilon(\eta') + 2 \int_0^{\eta'} d\eta'' e^{2(\eta'' - \eta')} \epsilon(\eta'') \right).$$

Since $\epsilon \geq 0$ and $\eta' \leq \eta$ we observe that the correction term has a negative sign irrespective of the precise time-dependence of $\epsilon(\eta)$, such that velocity dispersion necessarily leads to a suppression relative to SPT at first order in $\epsilon$. The integrals can be simplified using the relation

$$\int_0^\eta d\eta' e^{a(\eta' - \eta)} \int_0^{\eta'} d\eta'' e^{b(\eta'' - \eta')} f(\eta'') = -\frac{1}{a - b} \int_0^\eta d\eta' (e^{a(\eta' - \eta)} - e^{b(\eta' - \eta)}) f(\eta'),$$

for $a \neq b$. Using the definition of Eq. (36) of the time-weighted background dispersion one finds,

$$I_5(\eta) = \frac{4}{5} E_2(\eta) - 2E_2(\eta) + \frac{6}{5} E_{5/2}(\eta),$$

$$I_6(\eta) = \frac{4}{5} E_2(\eta) + 2E_2(\eta) - \frac{9}{5} E_{5/2}(\eta).$$

Proceeding similarly for the third cumulant perturbations gives

$$F_{1, \pi} = F_{1, \chi} + 3k^2 \int_0^\eta d\eta' e^{5(\eta' - \eta)/2} \epsilon(\eta') F_{1, g}(k, \eta'),$$

$$F_{1, \chi} = k^2 \int_0^\eta d\eta' e^{5(\eta' - \eta)/2} (5\epsilon(\eta') F_{1, \delta, \epsilon}(k, \eta') + \omega(\eta') F_{1, A}(k, \eta')),$$

which readily yields the leading $\mathcal{O}(\epsilon^2)$ contribution when inserting the lowest order expressions $F_{1, A|^{\epsilon = 0}} = 1$, $F_{1, \delta|^{\epsilon = 0}} = 0$ and $F_{1, g|^{\epsilon = 0}}$ from Eq. (35) on the right-hand side and recalling the power counting $\omega \propto \epsilon^2$.

2. Second order kernels

At second order in perturbation theory we can proceed analogously, taking the vertices on the right-hand side of Eq. (33) into account. For example, the differential equation for the $g$ mode reads

$$(\partial_\eta + 3)F_{2, g}(p, q, \eta) = 2c(\eta) F_{2, \theta}(p, q, \eta) - F_{2, \pi}(p, q, \eta) + \frac{3}{5} F_{2, \chi}(p, q, \eta) + \gamma_{gbc}(p, q) F_{1, b}(p, q) F_{1, c}(q, \eta),$$

where summation over all $b, c$ is implied, with contributions coming in general from $\gamma_{gbg}, \gamma_{gbc}, \gamma_{gAp}, \gamma_{gAX}, \gamma_{gTg}, \gamma_{gTbc}, \gamma_{gTgb}, \gamma_{gTgc}, \gamma_{gTbg}, \gamma_{gTcg}, \gamma_{gTb}, \gamma_{gTc}$, as well as corresponding contributions with the second two entries in the subscript flipped. All of these vertices are elementary functions of their arguments and are given explicitly in paper I [6]. Note that $c$ in the subscript stands for the mode $\delta \epsilon$. At second order, none of the vertices involving vorticity, vector or tensor modes contribute since $F_{1, a} = 0$ for them. In addition, for the leading (linear) contribution in the expansion in $\epsilon$ we can omit third cumulant contributions and also those involving $\delta \epsilon$, since
\( F_{1, \delta \epsilon} \) starts at \( \epsilon^2 \). This means only

\[
\gamma_{\theta g}(p, q) = \frac{1}{2} \frac{p \cdot q}{q^2} \left( \frac{(p + q)^2}{p^2} + 1 - 3 \frac{(p + q)^2}{(p + q)^2} \right),
\]

and \( \gamma_{g\theta g}(p, q) = \gamma_{\theta g\theta}(q, p) \) need to be kept at \( \mathcal{O}(\epsilon) \). Using in addition that \( F_{2, \theta}(p, q, \eta) |_{\epsilon^0} = G_2(p, q) \) is equal to the usual EdS-SPT second order velocity kernel and \( F_{1, \theta \epsilon} |_{\epsilon^1} \) from (35) yields

\[
F_{2, \theta}(p, q, \eta) = 2G_2(p, q)E_3(\eta) + 2(\gamma_{\theta g}(p, q) + \gamma_{g\theta g}(q, p))(E_2(\eta) - E_3(\eta)) + \mathcal{O}(\epsilon^2).
\]

(46)

Analogously one finds

\[
F_{2, \delta \epsilon}(p, q, \eta) = 2(\gamma_{\epsilon g}(p, q) + \gamma_{g\epsilon g}(q, p))(E_2(\eta) - E_3(\eta)) + \mathcal{O}(\epsilon^2),
\]

(47)

where \[ \gamma_{\epsilon g}(p, q) = \frac{1}{2} \frac{p \cdot q}{2(p + q)^2}((p \cdot q)^2 - p^2 q^2). \] (49)

Note that, while \( F_{1, \delta \epsilon} \) starts only at order \( \epsilon^2 \), the second-order kernel \( F_{2, \delta \epsilon} \) has a non-zero contribution already at (leading) order \( \epsilon^1 \). The same is true for higher-order kernels of \( \delta \epsilon \).

For the density and velocity divergence kernels we use

\[
(\partial_\eta + 2 \cdot 1 + \Omega_{\text{SPT}}) \left( \frac{F_{2, \delta}}{F_{2, \theta}} \right) = \left( \frac{\gamma_{\delta\theta\epsilon} F_{1, b} F_{1, c}}{\gamma_{\theta\epsilon\delta} F_{1, b} F_{1, c} + S_2} \right),
\]

(50)

where we omit the arguments for brevity and set \( S_2 = -(p + q)^2(F_{2, \theta} + 2F_{2, \epsilon} + \epsilon F_{2, A}) \). Possible vertices are \( \gamma_{\delta\delta\delta}, \gamma_{\delta\theta\theta}, \gamma_{\theta\theta\theta}, \gamma_{\theta\theta\delta}, \gamma_{\theta\theta\epsilon}, \gamma_{\theta\theta\theta}, \gamma_{\theta\theta\epsilon}, \gamma_{\theta\theta\theta}, \gamma_{\theta\theta\theta} \), \( \gamma_{\theta A A}, \gamma_{\theta A \epsilon}, \gamma_{\theta A \theta}, \gamma_{\theta A \epsilon}, \gamma_{\theta A \theta}, \gamma_{\theta A \epsilon} \) given in paper I [6] along with the flipped contributions. As before, only scalar vertices contribute to \( F_{2, \delta} \) and \( F_{2, \theta} \), while contributions involving \( F_{1, \delta \epsilon} \) matter only at order \( \epsilon^2 \). Up to first order in \( \epsilon \) the relevant vertices therefore amount to the two SPT vertices \( \gamma_{\theta\delta\theta}(p, q) = \alpha(p, q)/2 = (p + q) \cdot p/(2q^2) \) and \( \gamma_{\theta\theta\theta}(p, q) = \beta(p, q) = (p + q)^2 p \cdot q/(2q^2)^2 \) as well as

\[
\gamma_{\theta A \epsilon} = (p + q) \cdot q/(2q^2)^2.
\]

Writing the equation in integral form

\[
\left( \frac{F_{2, \delta}}{F_{2, \theta}} \right) = \int \eta' d\eta' \epsilon^{2(\eta' - \eta)}g_{\text{SPT}}(\eta - \eta') \times \left( \frac{\gamma_{\delta\theta\epsilon} F_{1, b} F_{1, c}}{\gamma_{\theta\epsilon\delta} F_{1, b} F_{1, c} + S_2} \right) |_{\eta'},
\]

(52)

and expanding the right-hand side up to linear order in \( \epsilon \) yields

\[
F_{2, \delta}(p, q, \eta) = F_2(p, q) - (p + q)^2 \sum_{j=1}^{7} \Gamma_j(p, q)J_j^2(\eta) + \mathcal{O}(\epsilon^2),
\]

(53)

\[
F_{2, \theta}(p, q, \eta) = G_2(p, q) - (p + q)^2 \sum_{j=1}^{7} \Gamma_j(p, q)J_j^2(\eta) + \mathcal{O}(\epsilon^2),
\]

where the time-dependence at linear order in \( \epsilon \) is given by the integrals \( J_j^2(\eta) \), with explicit form given in App. B, and the dependence on wavenumber arising from the various non-linear vertices can be written as

\[
\Gamma_1(p, q) = G_2(p, q),
\]

\[
\Gamma_2(p, q) = \gamma_{\theta g}(p, q) + \gamma_{g\theta g}(q, p) + \gamma_{\epsilon g}(p, q) + \gamma_{\epsilon\epsilon g}(p, q) + \gamma_{\epsilon\theta g}(p, q) + \gamma_{\epsilon\theta\theta}(q, p),
\]

\[
\Gamma_3(p, q) = F_2(p, q) |_{\epsilon^0} = (G_2(p, q) + \gamma_{\theta A \epsilon}(p, q) + \gamma_{\theta A \theta}(q, p)) / 2,
\]

\[
\Gamma_4(p, q) = (p^2 + q^2) \gamma_{\theta\delta\theta}(p, q)/(p + q)^2,
\]

\[
\Gamma_5(p, q) = -(\gamma_{\theta A \delta}(p, q) + \gamma_{\theta A \theta}(q, p))/(p + q)^2,
\]

\[
\Gamma_6(p, q) = (p^2 + q^2) \gamma_{\theta\theta\theta}(p, q) + q^2 \gamma_{\theta\delta\theta}(q, p))/(p + q)^2
\]

\[
= 1/2,
\]

(51)

with \( \gamma_{\theta A \theta}(p, q) = p^2/(2q^2) \). Each of the \( \Gamma_j \) approaches a constant when the sum of wavenumbers goes to zero, leading to a scaling of \( F_{2, \delta} \) in accordance with the requirement from mass and momentum conservation (see Sec. III B).

Using the explicit expressions for the vertices, one can check that each

\[
\Gamma_j = \beta_{j, A} \Delta_A + \beta_{j, b} \Delta_b + \beta_{j, c} \Delta_c + \beta_{j, d} \Delta_d,
\]

(55)

can be expressed in terms the four basis functions

\[
\Delta_A(p, q) = (p^2 + q^2)F_2(p, q)/(p + q)^2,
\]

\[
\Delta_b(p, q) = F_2(p, q),
\]

\[
\Delta_c(p, q) = (p^2 + q^2)K(p, q)/(p + q)^2,
\]

\[
\Delta_d(p, q) = K(p, q) = (p \cdot q)^2/(p^2 q^2) - 1,
\]

(56)
with coefficients $\beta_{j,k}$ given in Table I. This basis has been introduced in [28], and the present result proves equation (109) therein. Here $K$ is the kernel corresponding to the second order Galileon operator $G_2$ in [28], which physically represents the tidal field.

The decomposition in Eq. (55) implies that one can write the first-order correction in $\epsilon$ to the second-order density kernel $F_{2,\delta}$ also as

$$F_{2,\delta}(p, q, \eta) = F_2(p, q) - (p + q)^2 \sum_{k=a,b,c,d} \Delta_k(p, q) \beta_k^\delta(\eta) + \mathcal{O}(\epsilon^2),$$

$$F_{2,\theta}(p, q, \eta) = G_2(p, q) - (p + q)^2 \sum_{k=a,b,c,d} \Delta_k(p, q) \beta_k^\theta(\eta) + \mathcal{O}(\epsilon^2),$$

with coefficients $\beta_k^{\delta/\theta}(\eta)$ for $k = a, b, c, d$ given by linear combinations of the $J_k^{\delta/\theta}(\eta)$ with coefficients $\beta_{j,k}$ from Table I. Using the results from App. B we find

$$\beta_a^\delta(\eta) = \frac{2}{5} \left( 2E_0(\eta) - 6E_1(\eta) + 5E_2(\eta) + 3E_5/2(\eta) \right) - 5E_3(\eta) + E_7/2(\eta),$$

$$\beta_b^\delta(\eta) = \frac{2}{5} \left( 6E_0(\eta) - 10E_1(\eta) + 5E_3(\eta) - E_7/2(\eta) \right),$$

$$\beta_c^\delta(\eta) = \frac{1}{35} \left( 3E_1(\eta) - 20E_2(\eta) + 30E_5/2(\eta) - 15E_3(\eta) + 2E_7/2(\eta) \right),$$

$$\beta_d^\delta(\eta) = \frac{3}{35} \left( 3E_1(\eta) - 10E_2(\eta) + 15E_3(\eta) - 8E_7/2(\eta) \right),$$

and

$$\beta_a^\theta(\eta) = \frac{1}{10} \left( 8E_0(\eta) - 24E_1(\eta) + 40E_2(\eta) - 33E_5/2(\eta) + 20E_3(\eta) - 6E_7/2(\eta) \right),$$

$$\beta_b^\theta(\eta) = \frac{1}{10} \left( 24E_0(\eta) - 20E_1(\eta) + 15E_5/2(\eta) - 20E_3(\eta) + 6E_7/2(\eta) \right),$$

$$\beta_c^\theta(\eta) = \frac{1}{70} \left( 16E_0(\eta) + 6E_1(\eta) + 60E_2(\eta) - 81E_5/2(\eta) + 30E_3(\eta) - 6E_7/2(\eta) \right),$$

$$\beta_d^\theta(\eta) = \frac{1}{35} \left( 9E_1(\eta) + 20E_2(\eta) - 15E_5/2(\eta) - 45E_3(\eta) + 36E_7/2(\eta) \right).$$

(57)

The kernels for the third cumulant perturbations $\pi$ and $\chi$ start at order $\epsilon^2$, and can be obtained by inserting the results up to first order from above in the right-hand side of their equations of motion

$$\left( \partial_0 + \frac{7}{2} \right) F_{2,\pi} = 3k^2 \epsilon F_{2,g} + 5k^2 \epsilon F_{2,\delta \epsilon} + k^2 \omega F_{2,A} + \gamma_{\pi\epsilon} F_{1,b} F_{1,c},$$

$$\left( \partial_0 + \frac{7}{2} \right) F_{2,\chi} = 5k^2 \epsilon F_{2,\delta \epsilon} + k^2 \omega F_{2,A} + \gamma_{\chi\epsilon} F_{1,b} F_{1,c},$$

(60)

and using the respective vertices.

In addition, at second order, also vorticity, vector and tensor modes are generated. The corresponding kernels are discussed in Sec. IV and Sec. IV D, respectively.

In principle, with the same strategy one can obtain the correction terms to the third-order kernels $F_{3,a}$ at linear order in $\epsilon$. Similarly, it is possible to systematically expand to higher powers in $\epsilon$. Nevertheless, the expressions become too lengthy to be shown, and we revert to a numerical treatment, that does not require any expansion in $\epsilon$ and therefore remains valid when $\epsilon k^2$ is sizeable.

3. Wilson coefficients

Note that the four basis functions in Eq. (56) appearing in the order $\epsilon$ correction to the density kernel $F_{2,\delta}(p, q, \eta)$, Eq. (57), are equivalent to the shape functions introduced in the context of the effective field theory (EFT) treatment of the bispectrum [29, 30]. Indeed, within the effective field theory language the coefficients $\beta_a^\delta, \beta_b^\delta, \beta_c^\delta, \beta_d^\delta$ are the set of four counter-terms (or rather Wilson coefficients) at second order in perturbation theory and at leading order in the derivative expansion. The result obtained here can be viewed as a first-principle determination of those Wilson coefficients by matching the EFT to the exact UV theory, being the Vlasov equation (at least when considering cold dark matter only). Nevertheless, this does not mean that their values are identical to the corresponding counter-terms obtained when complementing an SPT loop computation with correction terms of the form of Eq. (56) and fitting them to simulation results, since these counter-terms have to absorb also the unphysical contributions from the UV region of the SPT loop integration (or alternatively account for the missing modes when imposing a cutoff). Instead, the Wilson coefficients $\beta_a^\delta, \beta_b^\delta, \beta_c^\delta, \beta_d^\delta$ obtained here capture the actual impact of non-linearly induced dark matter velocity dispersion on the second-order kernel. Similarly, $I^\delta$ appearing in the $\epsilon$ correction to $F_{1,\delta}$, see Eq. (40), may be viewed as the result of matching the EFT correction at first order in perturbations and leading order in gradients to the Vlasov theory.

Apart from that, we stress that we do not expand in powers of $\epsilon$ in our numerical analysis (see below), and therefore our results go beyond the four correction terms in Eq. (56). For example, formally, the contributions to $F_{2,\delta}$ at order $\epsilon^2$ would correspond to additional higher-derivative operators in the EFT with two additional spatial gradients compared to those captured by Eq. (56). At order $\epsilon^3$, the EFT matching would require to include

\[ \beta_a^\delta = \frac{2}{5} \left( 2E_0(\eta) - 6E_1(\eta) + 5E_2(\eta) + 3E_5/2(\eta) \right) - 5E_3(\eta) + E_7/2(\eta), \]

\[ \beta_b^\delta = \frac{2}{5} \left( 6E_0(\eta) - 10E_1(\eta) + 5E_3(\eta) - E_7/2(\eta) \right), \]

\[ \beta_c^\delta = \frac{1}{35} \left( 3E_1(\eta) - 20E_2(\eta) + 30E_5/2(\eta) - 15E_3(\eta) + 2E_7/2(\eta) \right), \]

\[ \beta_d^\delta = \frac{3}{35} \left( 3E_1(\eta) - 10E_2(\eta) + 15E_3(\eta) - 8E_7/2(\eta) \right), \]

\[ \beta_a^\theta = \frac{1}{10} \left( 8E_0(\eta) - 24E_1(\eta) + 40E_2(\eta) - 33E_5/2(\eta) + 20E_3(\eta) - 6E_7/2(\eta) \right), \]

\[ \beta_b^\theta = \frac{1}{10} \left( 24E_0(\eta) - 20E_1(\eta) + 15E_5/2(\eta) - 20E_3(\eta) + 6E_7/2(\eta) \right), \]

\[ \beta_c^\theta = \frac{1}{70} \left( 16E_0(\eta) + 6E_1(\eta) + 60E_2(\eta) - 81E_5/2(\eta) + 30E_3(\eta) - 6E_7/2(\eta) \right), \]

\[ \beta_d^\theta = \frac{1}{35} \left( 9E_1(\eta) + 20E_2(\eta) - 15E_5/2(\eta) - 45E_3(\eta) + 36E_7/2(\eta) \right). \]
operators with four additional gradients, and so on. Furthermore, the correction to the third-order kernel $F_{3,\delta}$ would correspond to EFT operators at third order in perturbation theory, etc. All of these contributions are implicitly contained in the kernels $F_{n,a}$ considered here.

### D. Numerical results

In our analysis we solve the system of coupled differential equations, Eq. (33), for the non-linear kernels numerically using a recursive algorithm [24, 26].

We consider the approximation schemes given in Table II. The most inclusive scheme is (cum3+/svt), for which apart from $\delta$ and $\theta$ also all scalar, vector and tensor perturbations of the dispersion tensor $\epsilon_{ij}$, its background expectation value $\epsilon(\eta)$, as well as the scalar modes $\pi$ and $\chi$ of the third cumulant are taken into account. Furthermore, their evolution equations contain the expectation value $\omega(\eta)$ of the fourth cumulant, that we also include. For comparison, we consider approximations (cum2) that omit the third cumulant perturbations. In that case, $\omega(\eta)$ does not enter in the perturbation equations. In addition, we consider various approximations related to scalar, vector and tensor modes. For approximation scheme (s), only scalar modes are included. For (sw) we include in addition vorticity. Within the schemes (sv) and (svt) also the vector and tensor modes of $\epsilon_{ij}$ are added successively.

Since the second and higher cumulants are expected to play a role only at low redshift, we initialize the kernels at some finite time $\eta_{ini}$, using EdS-SPT kernels for the density and velocity divergence, and setting all other kernels to zero (except $A$, which is initialized as $\delta$),

\[
\begin{align*}
F_{n,\delta}(k_1, \ldots, k_n, \eta_{ini}) & \equiv F_n(k_1, \ldots, k_n), \\
F_{n,\theta}(k_1, \ldots, k_n, \eta_{ini}) & \equiv G_n(k_1, \ldots, k_n), \\
F_{n,A}(k_1, \ldots, k_n, \eta_{ini}) & \equiv F_n(k_1, \ldots, k_n), \\
F_{n,a}(k_1, \ldots, k_n, \eta_{ini}) & \equiv 0, \quad a = w_i, g, \delta, \epsilon, \nu_i, \iota_{ij}, \pi, \chi.
\end{align*}
\]

The most important part of the initial condition are the first two lines, and in particular for the linear kernels $n = 1$. These conditions must be supplemented by an initial condition on the background dispersion $\epsilon$ of infinitesimal value, which makes the Vlasov cumulant hierarchy evolution consistent with the solution of the Vlasov equation\(^7\), otherwise no dispersion and higher cumulants would be generated by time evolution out of Eqs. (61). As long a $\eta_{ini}$ is chosen early enough, the results at low redshift are insensitive to the choice of the initial condition for the higher kernels with $n > 1$, as well as for the perturbations of $A$ and the second and higher cumulants, since the dominant contribution is generated by the time-evolution at late times. In practice we use $\eta_{ini} = -20$, and checked that our results are insensitive to the precise choice of the initial time, as expected since transients will be down by at least $\exp(-20)$. Our implementation for the vector and tensor modes is described in App. D.

The numerical result for the kernels $F_{2,a}(k - q, q, \eta)$ and $F_{3,a}(k, q, -q, \eta)$, that enter in the one-loop density ($a = \delta$) and velocity divergence ($a = \theta$) power spectra, Eq. (32), are shown in Fig. 2 (see also Fig. 3). We show the dependence on the magnitude of the loop wavenumber $q = |q|$ for fixed $k = |k|$ and $\cos q = k \cdot q/(kq)$, as well as assuming a power-law time-dependence $\epsilon(\eta) = \epsilon_0 \epsilon^\alpha$ and $\omega(\eta) = \omega \times \epsilon(\eta)^2$, with parameters as stated in the figure. Note that the kernels are dimensionless, such that the result is independent of $\epsilon_0 = 1/k_0^2$ when plotted against the ratio $q/k_\sigma$. The numerical results for the density kernels (in blue) approach the corresponding EdS-SPT kernels (black dashed) in the limit when both $q \ll k_\sigma$ and $k \ll k_\sigma$. Due to our choice $k/k_\sigma = 0.2$, the blue and black dashed curves therefore lie (almost) on top of each other for $q/k_\sigma \ll 1$, as expected. Furthermore, we show the analytical result at order $\epsilon$ (Eq. 57) for $F_{2,\delta}$ and $F_{2,\theta}$. It agrees with the numerical result for $q/k_\sigma \lesssim 1$, and captures the onset of the deviation of VPT from SPT.

In the limit of large loop wavenumber $q$ we observe a substantial suppression of the kernels relative to EdS-SPT. This implies that, when integrating over the loop wavenumber $q$, the one-loop correction to the density power spectrum is less sensitive to the UV regime as compared to SPT. This result is in line with theoretical expectations [8] and in qualitative agreement with numerical findings on the response of the non-linear power spectrum to small-scale initial fluctuations [32, 33], which reflects the decoupling of small-scale modes. The inclusion of velocity dispersion and higher cumulants in VPT therefore addresses one of the major shortcomings of SPT, namely the sensitivity to UV modes, by taking the physically expected screening of those perturbation modes into account.

The asymptotic slope of the kernels $F_{n,a}(k_1, \ldots, k_n, \eta)$ in the limit $k \equiv |\sum k_i| \ll k_\sigma \ll |k_i|$ can be understood analytically. Within SPT momentum conservation implies $F_n/G_n \propto k^2/q^2$ in the corresponding limit $k \ll |k_i|$, where $q \equiv \max(|k_i|)$, and the same factor arises in VPT. In addition, within VPT the dispersion scale $k_\sigma$ is relevant. For all wavenumbers with

\[^7\text{See Sec. III.B in [5] for more discussion on this.}\]

| $s$ | $sw$ | $sv$ | $svt$ |
|-----|------|------|------|
| cum2 | $\epsilon(\eta)$ | $\delta, \theta, g, \delta, \epsilon, A$ | $w_i, \nu_i, \iota_{ij}$ | $\pi, \chi$ |
| cum3+ | $\epsilon(\eta), \omega(\eta)$ | $\delta, \theta, g, \delta, \epsilon, A, \pi, \chi$ | $w_i, \nu_i, \iota_{ij}$ | $\pi, \chi$ |
FIG. 2. Non-linear kernels $F_{a,0}(k-q,q,\eta)$ (left column) and $F_{a,0}(k,q,-q,\eta)$ (right column) versus $q = |q|$ in VPT (blue lines) compared to SPT (black dashed) for the density contrast $a = \delta$ (top row) and velocity divergence $a = \theta$ (bottom row). For the background dispersion we chose $\epsilon(\eta) = \epsilon_0 e^{\alpha \eta}$ as well as $\omega(\eta) = \bar{\omega} \times e(\eta)^2$, with parameters as indicated in the figures, and $\eta = 0$. We show the dependence on $q$ relative to the dispersion scale $k_\sigma$, such that the result applies to any value of $\epsilon_0 = 1/k_\sigma^2$. The blue lines show second and third cumulant approximations (see Table II), which are both suppressed compared to the EdS–SPT kernels for $q \gtrsim k_\sigma$ (shown in black dashed lines). The thin black solid line shows the analytical result of Eq. (57) at first order in $\epsilon$.

For $|k_i| \gg k_\sigma$, the corresponding modes contributing to the kernel have already entered the “dispersion horizon.” The moment of entry corresponds to time $\eta = \eta_{k_i}$ satisfying the condition $\epsilon(\eta_{k_i}) k_i^2 = 1$. For $\epsilon(\eta) = \epsilon_0 e^{\alpha \eta}$ this corresponds to $\epsilon_{\eta_{k_i}} = (k_i^2/k_\sigma^2)^{1/\alpha}$. Now, the most important effect is that the linear modes effectively stop growing in the usual way (i.e. $\propto e^\eta$) once entering the dispersion horizon. This implies that

$$F_{n,\delta/\theta}(k_1,\ldots,k_n,\eta) \sim \frac{k^2}{q^2} e^{\eta_{k_1}} e^{\eta_{k_2}} \cdots e^{\eta_{k_n}}$$

for $k \ll k_\sigma \ll q$, (62)

within VPT. Using $e^{\eta_{k_i}} = (k_i^2/k_\sigma^2)^{1/\alpha}$ this yields a power-law screening of UV modes. Indeed, applying this argument to $F_{2,0}(k-q,q,\eta) \propto q^{-2/4-\alpha}$ and $F_{3,0}(k,q,-q,\eta) \propto q^{-2-4/\alpha}$ yields the slope by which these kernels decay at very large $q$. Using that for a power-law universe $\alpha = 4/(n_s+3)$ this furthermore explains the universal $1/q^2$ decay stated in Eq. (3) and shown in Fig. 1. Moreover, the argument leading to this scaling is independent of the precise way on how the linear growth stalls when entering the dispersion horizon, and therefore shows that the asymptotic scaling of the VPT kernels is universal, independent of the precise approximation scheme. We shall also confirm this with our numerical solutions in the following.

In Fig. 2 we compare the (cum2) and (cum3+) approximation schemes (see Table II). For $F_{2,\delta/\theta}$ the difference is very small (with both lines being almost on top of each other), while for $F_{3,\delta/\theta}$ a more noticeable difference arises. But overall, the impact of third cumulant perturbations is small within the regime $q \sim \mathcal{O}(k_\sigma)$ where the suppression relative to SPT sets in.

In Fig. 3, we show the dependence of the kernel $F_{3,\delta/\theta}(k,q,-q,\eta)$ on the approximation scheme for vorticity, vector and tensor modes (see Table II; note that only scalar modes contribute to $F_{2,\delta/\theta}$). Within the regime $q \lesssim 2k_\sigma$, where the suppression relative to SPT
becomes important, the (sw), (sv) and (svt) schemes are all close to each other for $F_{3,a}$, while the (s) approximation differs significantly. This implies that the backreaction of vorticity on the third-order density kernel is sizeable, and leads to a substantial suppression of the $F_{3,\delta}$ kernel. The difference between (s) and (sw) captures the impact of vorticity, while including the vector mode of the stress tensor in addition within the (sv) scheme leads to further differences at large $q \gtrsim 2k_\sigma$. On the other hand, we find that the impact of the tensor perturbation of the stress tensor on both $F_{3,\delta}$ and $F_{3,\theta}$ is very minor, as quantified by the difference between (sv) and (svt). We find a qualitatively similar behaviour, including in particular the suppression at large $q$ relative to SPT, independently of the precise choice of the parameters $k$, $\cos k_\theta$, $\alpha$ and $\tilde{\omega}$.

The kernels $F_{3,a}(k, q, -q, \eta)$ of the two scalar perturbation modes $a = g, \delta \epsilon$ of the velocity dispersion tensor are shown in Fig. 4, as compared to those for $a = \delta, \theta$.

Note that we show the dependence on $k$ for fixed $q$ here. For $a = \delta, \theta$ the kernels scale as $k^2$ for small $k$, as in SPT, and guaranteed by mass and momentum conservation, while for $F_{3,\theta}$ it is a consequence of the symmetry $q \rightarrow -q$, see Sec. III B. In contrast, the kernels of the velocity dispersion modes approach a constant at low $k$.

FIG. 3. Non-linear kernels $F_{3,a}(k, q, -q, \eta)$ versus $q = |q|$ for $a = \delta, \theta$ as in Fig. 2, but comparing the impact of various approximations related to vorticity, as well as vector and tensor modes of the velocity dispersion tensor (see Table II). Including vorticity backreaction has a significant impact on $F_{3,\delta}$ within the most relevant regime $k_\sigma \lesssim q \lesssim 2k_\sigma$ where the suppression of VPT relative to SPT sets in (sw) vs (s) in upper panel).

FIG. 4. Non-linear kernels $F_{3,a}(k, q, -q, \eta)$ versus $k = |k|$ for $a = \delta, \theta$ (top) and the scalar perturbations $a = g, \delta \epsilon$ of the stress tensor (bottom). $F_{3,\delta} \propto k^2$ for $k \rightarrow 0$ is ensured by mass and momentum conservation, while for $F_{3,\theta}$ it is a consequence of the symmetry $q \rightarrow -q$, see Sec. III B. In contrast, the kernels of the velocity dispersion modes approach a constant at low $k$. 

\[ b_a = F_{1,a}(k = 0, \eta) + 3 \int d^3q F_{3,a}(k, q, -q, \eta) P_0(q)|_{k \rightarrow 0} + \ldots, \]  

(63)  

where the ellipsis stand for two and higher loop contributions. For $a = g$ the linear contribution is given by
\( \bar{b}_g^{\text{lin}} = F_{1,g}(k = 0, \eta) = 2E_2(\eta) \) (see Eq. 35), while for the case \( \alpha = \delta \epsilon \) we have \( \bar{b}_g^{\text{lin}} = 0^8 \).

Overall, we conclude that vorticity as well as scalar and vector modes of the velocity dispersion tensor should be taken into account when computing the one-loop correction to the density power spectrum, while third cumulant perturbations and especially the tensor mode are less relevant. Taking vorticity into account is also important to guarantee momentum conservation, as we shall see in the next section.

### III. SYMMETRY CONSTRAINTS ON NON-LINEAR KERNELS

The symmetries underlying the Vlasov-Poisson system lead to constraints on the behaviour of the non-linear kernels \( F_{n,\alpha}(k_1, \ldots, k_n, \eta) \) in particular limiting cases. In the following we discuss the implications of

- Galilean invariance in the limit where one of the arguments \( k_i \to 0 \), corresponding to the impact of a very large scale mode on the propagation on smaller scales, and
- mass and momentum conservation in the limit when the total wavenumber \( k \equiv \sum_i k_i \to 0 \), while the individual \( k_i \) remain finite, corresponding to the impact of small-scale modes onto perturbation modes on larger scales.

The corresponding constraints are well-known within EdS-SPT [8, 19, 34], and here we discuss and show how they are generalized when including velocity dispersion and higher cumulants. Since these symmetry constraints guarantee delicate cancellations among various terms at a given order in perturbation theory, it is important to ensure their validity for a given approximation scheme. For example, as we will see, and unlike what happens in SPT, momentum conservation requires to take vorticity into account. Finally, the symmetry constraints also provide a rather non-trivial check of the formalism and implementation.

#### A. Galilean invariance

The Vlasov-Poisson system within the non-relativistic limit features a shift symmetry

\[
\mathbf{x} \to \mathbf{x}' = \mathbf{x} + \mathbf{n}(\tau), \quad \tau \to \tau' = \tau,
\]

with an arbitrary time-dependent shift function \( \mathbf{n}(\tau) \), as pointed out in [35, 36] generalizing the earlier work in [37]. More broadly, this symmetry is a remnant of those induced by general relativistic coordinate invariance, being the only one that has a non-trivial Newtonian limit [38, 39], corresponding to the equivalence principle. It can be viewed as a generalized Galilean invariance (in the absence of gravity and expansion of the universe, \( \mathbf{n} \) becomes linear in time), with gravitational potential transforming as \( \Phi(\mathbf{r}, x) \to \Phi(\mathbf{r'}, x') = \Phi(\mathbf{r}, x) - (\partial^2 \mathbf{n}/\partial \tau^2 + \mathcal{H} \mathbf{d} \mathbf{n}/\partial \tau) \cdot \mathbf{x} \). While the density contrast transforms like a scalar under this symmetry, \( \delta(\mathbf{r}, x) \to \delta(\mathbf{r}', x') = \delta(\mathbf{r}, x) \), the velocity field is shifted by a time-dependent, but spatially constant vector, \( \mathbf{v}(\mathbf{r}, x) \to \mathbf{v}(\mathbf{r}', x') = \mathbf{v}(\mathbf{r}, x) + \mathbf{d} \mathbf{n}/\partial \tau \).

In order to determine the transformation properties of higher cumulants, we use that the phase-space distribution function itself is a scalar under Galilean transformations, \( f(\tau, \mathbf{x}, \mathbf{p}) \to f(\mathbf{r'}, \mathbf{x'}, \mathbf{p'}) = f(\mathbf{r}, \mathbf{x}, \mathbf{p}) \), where \( \mathbf{p'} = \mathbf{p} + a(\tau) \mathbf{d} \mathbf{n}/\partial \tau \). From this, one finds that the cumulant generating function, Eq. (4), transforms as

\[
C(\mathbf{r}, \mathbf{x}, l) = C(\mathbf{r'}, \mathbf{x'}, l) = C(\mathbf{r}, \mathbf{x}, l) + l \cdot \mathbf{d} \mathbf{n}/\partial \tau,
\]

which implies that all but the first cumulant, i.e. the velocity, are scalars under Galilean transformations. In particular,

\[
\begin{align*}
\sigma_{ij}(\mathbf{r}, x) &\to \sigma_{ij}(\mathbf{r'}, x') = \sigma_{ij}(\mathbf{r}, x), \\
C_{ijkl}(\mathbf{r}, x) &\to C_{ijkl}(\mathbf{r'}, x') = C_{ijkl}(\mathbf{r}, x),
\end{align*}
\]

for the velocity dispersion tensor, the third and all higher cumulants. Note that also the divergence of the velocity \( \theta \) as well as the vorticity \( \omega \), transform as scalars, or in general any gradient \( \nabla_i \sigma_{ij} \) of the velocity field, as well as second gradients \( \nabla_i \nabla_j \Phi \) of the gravitational potential.

Galilean invariance of the equations of motion of the density contrast, the velocity divergence and vorticity, as well as the dispersion tensor and higher cumulants therefore implies that only covariant quantities may enter these equations. This requires in particular that only gradients of the velocity field, and second gradients of the gravitational potential may appear, as can readily be checked to be the case for the continuity and Euler equations (6), and also for the equations of motion (7) of the dispersion tensor and the higher cumulants (note that the equations for \( \theta \) and \( \omega \) contain an extra gradient compared to the Euler equation for \( \mathbf{v} \)). The only exception is the time-derivative. Galilean invariance requires that it appears in the covariant combination \( \partial_\tau + \mathbf{v} \cdot \nabla \). This is indeed the case in Eqs. (6) and (7). In terms of the rescaled time variable \( \eta \) and velocity \( \mathbf{u} \), the covariant derivative reads

\[
D_\eta \equiv \partial_\eta - \mathbf{u} \cdot \nabla = \partial_\eta - \left( \frac{\nabla \theta}{\sqrt{2}} - \nabla \times \frac{\mathbf{w}}{\sqrt{2}} \right) \cdot \nabla.
\]

Galilean invariance therefore implies that the covariant time derivative is the only place where the velocity field may appear without a gradient acting on it, when considering equations of motion for quantities that are scalars under Galilean transformations. As shown above, this is
the case for all perturbation variables considered here. When transforming the equations of motion into Fourier space as in Eq. (23), this implies that the non-linear vertices satisfy the property

$$\gamma_{abc}(p, q) = \delta_{ac} \left( \delta_{bd} \frac{q \cdot p}{2p^2} - \delta_{bcr} \frac{(q \times p)_i}{2p^2} \right) + O(p^0),$$

(68)

in the limit $p \to 0$, generalizing the result in [40] to include vorticity. As shown in App. C, this implies the relation

$$F_{n+1,a}(p, k_1, \ldots, k_n, \eta) = \frac{1}{n+1} \frac{k \cdot p}{p^2} F_{n,a}(k_1, \ldots, k_n, \eta) + O(p^0) \quad \text{for } p \to 0,$$

(69)

for the squeezed limit of the kernels, where $k = \sum_i k_i$. This property is well-known for the EdS-SPT kernels, see e.g. [41]. Galilean invariance ensures its validity also for the VPT non-linear kernels, including those of higher cumulants. The limit is approached when $|p| \ll |k|$, i.e. the size $\sim 1/p$ of the large-scale mode has to be larger than the dispersion length-scale $\sqrt{\epsilon}$. We checked that the relation above is satisfied for the analytical results of the second-order kernels at order $\epsilon$. In addition we checked its validity analytically for the third-order kernels $F_{3, a}$ for $a = \delta, \theta, \epsilon, A$ expanded to order $\epsilon$.

Equation (69) ensures that, as in SPT [37, 42], all contributions to the equal-time power spectra and bispectra for which the kernels become singular in the limit of small loop wavenumber cancel. This cancellation occurs only after adding all contributions at a given order in perturbation theory, i.e. for example among the various lines in the one-loop expression, Eq. (32). It is easy to see that Eq. (69) also implies that the cancellation can be made manifest on the level of the loop integrand by the same strategy as in SPT, for the power spectrum [22, 23] and bispectrum [25], respectively. We already described its implementation at one-loop above, and use it throughout this work.

For unequal times, one can check that Eq. (69) gives rise to the standard $(1/p)$ pole present in the so-called consistency relations between the squeezed $(N+1)$-point functions of density fluctuations and its regular $N$-point function [35, 36].

B. Mass and momentum conservation

Within SPT, it is well-known that $F_3(k_1, \ldots, k_n) \propto k^2$ and $G_3(k_1, \ldots, k_n) \propto k^2$ in the large-scale limit when the sum $k \equiv \sum_i k_i$ of wavevectors goes to zero (with the magnitude of at least two of the individual wavevectors remaining constant). Here we show that, as expected from mass and momentum conservation, this property is preserved for the kernels $F_{n, \delta}$ of the density contrast also in VPT provided vorticity is taken into account, as hinted at already above. However, as we show below, the scaling of the velocity divergence kernels $F_{n, \theta}$ in VPT is in general different compared to SPT, but still conforms with all symmetry requirements.

1. Density contrast

Let us start with the kernels $F_{n, \delta}$ of the density contrast. To study their asymptotic behaviour it is convenient to write the continuity equation in the form

$$\partial_t \delta + \nabla_i P_i = 0,$$

(70)
where
\[ P_i(\tau, x) \equiv (1 + \delta) v_i, \]
(71)
is the momentum field. Using the Euler equation, its equation of motion can be written as
\[ \partial_\tau P_i + \mathcal{H} P_i + \nabla_j T_{ij} = 0, \]
(72)
which takes the form of a conservation equation for the comoving momentum \( \alpha P_i \), with
\[
T_{ij} \equiv (1 + \delta)(\sigma_{ij} + v_i v_j) + \Phi \delta_{ij} \\
+ \frac{1}{3H^2\Omega_m} \left( \nabla_i \Phi \nabla_j \Phi - \Phi \nabla_i \nabla_j \Phi + \Phi \delta_{ij} \nabla^2 \Phi \right).
\]
(73)
This is of the expected form coming from momentum conservation for free particles described by a distribution function in general relativity, where the stress-energy-momentum tensor \( T^{\mu\nu} = \int dV f(p) p^\mu p^\nu \), and \( dV_p \equiv d^3p/\sqrt{-g}p^0 \) is the invariant 3-volume in phase-space and \( g \) the metric’s determinant [43]. Indeed, in the weak-field limit for non-relativistic velocities and scalar-only metric perturbations described by \( \Phi \), the covariant derivative in momentum conservation induces the \( \Phi \)-dependent terms inside the Newtonian limit \( T_{ij} \) that satisfy \( \nabla_j T_{ij}^\Phi = (1 + \delta) \nabla_i \Phi \), as required. Combining Eqs. (70) and (72) gives
\[
\partial_\tau^2 \delta + \mathcal{H} \partial_\tau \delta = \nabla_i \nabla_j T_{ij},
\]
(74)
which is valid non-linearly and including the stress tensor contribution \( \Sigma_{ij} \equiv (1 + \delta) \sigma_{ij} \). Its form also does not change when allowing for third or higher cumulants. Inserting the perturbative expansion of the density contrast readily yields the claimed scaling due to the two overall derivatives in front of \( T_{ij} \),
\[ F_{n,\delta}(k_1, \ldots, k_n, \eta) \propto k^2, \quad k = \sum_i k_i \to 0. \]
(75)
This proves that the quadratic scaling of the kernels \( F_{n,\delta} \) due to mass and momentum conservation is a general property, as expected.

Let us now discuss in how far this constraint is compatible with the various approximation schemes considered in this work. One can check that Eq. (72) holds independently of whether or not third and higher cumulants are taken into account, i.e. in particular for both the (cum2) and (cum3+) approximations. Furthermore, it also holds when including only a subset of the velocity dispersion tensor perturbations, as is the case in the (sv) or (sw) approximations. Therefore also the scaling property is preserved for all of these approximation schemes.

However, we find that neglecting vorticity breaks momentum conservation. The reason for this is that the velocity dispersion tensor contribution to the Euler equation sources vorticity. Neglecting it discards part of the velocity field, and therefore also some part of the momentum, leading to artificial violation of momentum conservation. Therefore, the (s) approximation scheme should not be used in general, and we do indeed always include vorticity in this work.

Nevertheless, it’s worth pointing out that when neglecting vorticity, the spurious linear terms do not affect the one-loop density power spectrum. Technically, this can be seen by applying the scalar projector \( P_s^\alpha = \nabla_i \nabla_j / \nabla^2 \) to the Euler equation, and using this projected equation to derive an equation for the momentum. This would lead to a contribution to the momentum equation (72) of the form
\[ (1 + \delta) \left[ \frac{1}{1 + \delta} \partial_\tau [(1 + \delta) \epsilon_{ij}] \right]^s, \]
(76)
where the superscript \( s \) stands for applying the scalar projector, \( [X_i]^s = P_s^\alpha X_k \). This implies that the two factors of \( 1 + \delta \) in front do not cancel in that case, and therefore do not yield an expression with an overall derivative in front. This, in turn, would lead to a violation of the \( k^2 \) scaling when neglecting vorticity. When taking vorticity into account, one effectively adds the corresponding contribution with a vector instead of scalar projection, \( [X_i]^v = P_v^\alpha X_k \). Due to \( P_s^\alpha + P_v^\alpha = \delta_{ij} \), the projectors drop out and one obtains again Eq. (72), i.e. a \( k^2 \) scaling of the density kernels. However, when neglecting vorticity, one obtains an extra term on the right-hand side of Eq. (74) given by
\[ \nabla_i [\delta \left( \nabla_j \sigma_{ij}\right)^s - \nabla_j \sigma_{ij} + |\sigma_{ij} \nabla_j A|^s - \sigma_{ij} \nabla_j A]), \]
(77)
which only contains a single overall derivative and would therefore potentially lead to terms linear in \( k \) in the large scale limit of \( F_{n,\delta} \) when neglecting vorticity. The first two summands cancel for the scalar contributions to the stress tensor, and are at least of second order for the vector and tensor contributions. The last two summands are at least of second order as well. Therefore, taking the additional factor \( \delta \) in front of the parenthesis into account, the spurious linear scaling in \( k \) can only appear starting at third order in perturbation theory, i.e. for \( F_{3,\delta} \). Furthermore, due to the property \( F_{n,\delta}(k_1, \ldots, k_n, \eta) = F_{n,\delta}(-k_1, \ldots, -k_n, \eta) \), the kernel \( F_{3,\delta}(k, q, -q, \eta) \) that appears in the one-loop power spectrum is odd under \( k \to -k \), and therefore any linear term in \( k \) has to cancel.

Thus, the spurious linear scaling that occurs when neglecting vorticity can only affect the power spectrum starting at two-loop order, e.g. via the kernel \( F_{3,\delta}(k - p - q, p, q, \eta) \). For this reason we include the (s) approximation scheme in our analysis below at one-loop order for illustration and in order to compare to the approximation schemes (sw), (sv) and (svt), that are all compatible with momentum conservation. However, we do not use the (s) scheme when going beyond one-loop.

For illustration, we show the kernel \( F_{3,\delta}(k - p - q, p, q, \eta) \) in the upper panel of Fig. 5. For the (sw) and
(sv) approximations, that take vorticity into account, the kernel scales as $k^2$ for small $k$. However, in the (s) approximation scheme, a spurious linear scaling with $\propto k$ appears. Note that, similarly as before, the kernels are strongly suppressed for large $k$ as compared to SPT, and also differ for small $k$ due to the finite, fixed size of $p$ and $q$. The behaviour is qualitatively similar for the (cum2) and (cum3+) approximations, respectively, and we therefore only show the latter.

Finally, we comment on why neglecting vorticity within the SPT approximation does not lead to spurious linear terms. Within SPT, there is no vorticity source term in the Euler equation. The remaining non-linear term in the Euler equation has the property $[v_i^* \partial_j v_i^*]^s = v_i^* \partial_j v_i^*$, which implies the well-known property that no vorticity is generated in the perfect fluid approximation. This has the consequence that, when neglecting the velocity dispersion tensor altogether, the omission of vorticity does not spoil momentum conservation. Therefore, the $k^2$ scaling of the density kernels holds in SPT even in absence of vorticity. However, this is not true any longer as soon as taking the velocity dispersion tensor into account, in which case it is mandatory to include also vorticity in order to guarantee that momentum conservation holds.

2. Velocity divergence

In contrast to the density, the scaling of the velocity divergence kernels is indeed modified when including the velocity dispersion tensor and higher cumulants along with vorticity,

$$F_{n,\theta}(k_1, \ldots, k_n, \eta) \propto k, \quad k = \sum_i k_i \to 0.$$  \hspace{1cm} (78)

This scaling is in accordance with mass and momentum conservation, i.e. allowed by the symmetries of the system. However, we observe that for $n = 2$ it does not occur, i.e. $F_{2,\theta} \propto k^2$, independently of the approximation scheme. Furthermore, due to $F_{n,\theta}(k_1, \ldots, k_n, \eta) = F_{n,\theta}(-k_1, \ldots, -k_n, \eta)$ the linear term cancels in the one-loop kernel $F_{3,\theta}(k, q, -q, \eta) \propto k^2$. Therefore, the linear scaling does not affect the one-loop power spectrum of the velocity divergence, or its cross spectrum with the density contrast. The simplest kernel that displays linear scaling is $F_{3,\theta}(k - p - q, q, q, \eta)$, for $p + q \neq 0$. This kernel is shown in the lower panel of Fig. 5. In contrast to the density kernel, we find linear scaling $\propto k$ in the limit $k \to 0$ also when taking vorticity into account, i.e. for the (sw) and (sv) approximation schemes. Furthermore, the linear scaling occurs both in the (cum2) and (cum3+) approximation schemes (only the latter is shown in Fig. 5).

Proceeding analogously as in Sec. II C we find the following analytical result for the $O(\epsilon)$ contribution to the third-order velocity divergence kernel, when keeping the leading term in a Taylor expansion in $k$,

$$F_{3,\theta}(k - p - q, q, q, \eta) = G_3(k - p - q, q, q)$$

$$- \left[ \frac{(k \cdot p(q \cdot (q + 2p)) s^2_{pq}}{(p + q)^2} + (p \leftrightarrow q) \right]$$

$$\times \left( \frac{10}{7} E_2(\eta) + \frac{2}{21} E_3(\eta) - 2 E_{5/2}(\eta) + \frac{10}{21} E_{7/2}(\eta) \right)$$

$$+ O(\epsilon^2, k^2), \hspace{1cm} (79)$$

where $s_{pq}^2 = 1 - (p \cdot q)^2/(q^2 q^2)$. The second line scales linearly with $k$, and we recall that $E_n = O(\epsilon)$. Furthermore, one can check that the second line vanishes in the limit $p + q \to 0$, giving a $k^2$ scaling for the third-order kernel entering the one-loop power spectrum, as stated above.

Note that, at first order in $\epsilon$, third and higher cumulants do not contribute, and therefore (79) is independent of the truncation, such that it is identical for (cum2) and (cum3+), and would not change when going to higher cumulants order. Furthermore, we find that tensor modes of the stress tensor do not contribute to the linear term in $k$, such that it holds for both the (sv) approximation as well as the full (svt) case. (In (sw) approximation only the prefactor would change). From this we conclude that the linear scaling with $k$ for the velocity divergence in the limit $k \to 0$ cannot be an artifact of the approximation scheme, but is present in the full Vlasov theory.

As a further check, we demonstrate that the linear term cancels when considering the momentum $P_i$. The divergence of the momentum field can be written as

$$\nabla_i P_i = -\mathcal{H} f \left( \theta + \nabla_i \left( \delta \frac{\nabla_i \theta}{\nabla^2} - \nabla_i \left( \delta \frac{\varepsilon_i k \nabla_j w_k}{\nabla^2} \right) \right) \right). \hspace{1cm} (80)$$

Due to the momentum conservation equation (72), we know that the non-linear kernels obtained when perturbatively expanding $\nabla_i P_i$ have to scale as $k^2$ in the limit where the sum of all wavenumbers goes to zero. In particular, at third order this requires that in the combination of kernels

$$F_{3,\theta}(k_1, k_2, k_3, \eta) = \frac{1}{3} \left[ \frac{(k \cdot k_2)}{k_3^2} F_{2,\delta}(k_1, k_2, \eta) F_{1,\theta}(k_3, \eta) \right.$$

$$- \left. \frac{(k \times (k_2 + k_3))_i}{(k_1 + k_3)^2} F_{1,\delta}(k_1, \eta) F_{2,\omega}(k_2, k_3, \eta) \right]$$

$$+ \frac{k \cdot (k_2 + k_3)}{(k_2 + k_3)^2} F_{1,\delta}(k_1, \eta) F_{2,\theta}(k_2, k_3, \eta) \bigg) + 2 \text{ perm.}, \hspace{1cm} (81)$$

the linear term in $k = \sum_i k_i$ for $k \to 0$ cancels. Using the analytical results for the density, velocity divergence and vorticity kernels at $O(\epsilon)$ obtained in Sec. II C and Sec. IV B as well as Eq. (79) this can indeed be shown to be the case. This provides a non-trivial check of the linear scaling for the velocity divergence kernels.
Since the leading contribution to the power spectrum affected by the linear scaling in Eq. (79) is the two-loop velocity divergence power spectrum, it is difficult to notice its impact in practice. In particular, note that the propagator-like terms (obtained from correlating one linear and one non-linear field) contain kernels $F_{n,0}(k, q_1, q_2, q_3, ..., q_l)$ where the linear terms in $k$ drop out for symmetry reasons, at all loop orders. These propagator-like contributions therefore yield a contribution to the power spectrum $P_{00}(k, \eta)$ that scales as $k^2 P_0(k)$ for $k \to 0$, similarly as in SPT. However, the linear scaling of $F_{3,0}(k - p, q, p, q, \eta)$ produces an additional contribution arising from mode-coupling terms starting at two-loop order. It yields a contribution to $P_{00}(k, \eta)$ that scales as $k^2$ and should therefore dominate over $k^2 P_0(k)$ on large enough scales. Nevertheless, within this regime, $P_{00}(k, \eta)$ is dominated by the linear contribution to the power spectrum, and thus the anomalous behavior is hard to verify in practice. However, as we will see below, a similar effects occurs for the vorticity, where it is potentially visible given that the vorticity power spectrum has no linear contribution.

IV. GENERATION OF VORTICITY, VECTOR AND TENSOR MODES

It is well known that within the perfect, pressureless fluid approximation vorticity decays as $(\nabla \times \mathbf{v}) \propto 1/\alpha$ within the linear regime [8], and is not generated by nonlinear evolution due to the neglect of orbit crossing, in contradiction to the physical expectation. While the former property essentially remains true when including velocity dispersion and higher cumulants, the latter does not [5]. In this section we discuss the generation of vorticity as well as vector and tensor modes of the stress tensor via non-linear effects within the framework underlying the present work. The generation of vorticity and vector modes is coupled to each other, and we discuss them jointly in the following. The tensor mode is discussed in Sec. IV D.

Let us first recall the evolution equation (23) for the vorticity $\mathbf{w}$, that is coupled to the vector mode $\nu$ of the velocity dispersion tensor,

$$\partial_\eta w_{k,i} + \left( \frac{3}{2} \frac{\Omega_m}{f^2} - 1 \right) w_{k,i} + k^2 \nu_{k,i} = \int_{pq} \gamma_{w_{k,i}} \psi_{p,b} \psi_{q,c},$$

$$\partial_\eta \nu_{k,i} + 2 \left( \frac{3}{2} \frac{\Omega_m}{f^2} - 1 \right) \nu_{k,i} - \epsilon w_{k,i} = \int_{pq} \gamma_{\nu_{k,i}} \psi_{p,b} \psi_{q,c},$$

with vertices listed below.

A. Linear approximation

Within the linear approximation, one obtains a coupled set of ordinary differential equations for each component of the vorticity and $\nu$ vector, respectively. In the limit $\epsilon \to 0$, and setting $\Omega_m/f^2 \to 1$ for simplicity, the second equation has the approximate solution $\nu_{k,i}(\eta) = \nu_{k,i}(\eta_0) e^{-\alpha (\eta - \eta_0)}$, being a purely decaying mode. Inserting it in the linearized vorticity equation yields

$$w_{k,i}(\eta) = \left( w_{k,i}(\eta_0) - 2k^2 \nu_{k,i}(\eta_0) e^{-\frac{1}{2} (\eta - \eta_0)} \right) + 2k^2 \nu_{k,i}(\eta_0) e^{-\alpha (\eta - \eta_0)},$$

being a superposition of two decaying modes, that corresponds to a decay $\alpha_1/\alpha$ and $\alpha \propto \alpha_{-3/2}$ for the unrescaled vorticity $-f H \mathbf{w}$. Therefore, the vector mode of the dispersion tensor leads to an additional decaying mode in the vorticity at linear level. By inserting the solution for $\mathbf{w}$ from above into the linearized equation for the vector mode $\nu$, one can derive corrections at first order in $\epsilon$, that are relatively suppressed by factors of $\epsilon k^2$ as long as this quantity is small, i.e. at early times. In the opposite limit the coupled set of linearized equations needs to be solved, and the background dispersion leads to suppression as well. For example, for a power-law time dependence $\epsilon = \epsilon_0 e^{\alpha \eta}$, a closed-form solution of the linear equations can be found in terms of hypergeometric functions (assuming $\alpha > 1/2$), given by

$$w_{k,i}(\eta) = A e^{-\frac{1}{2} \eta} F_1 \left( 1 + \frac{1}{2a}; -\frac{\epsilon(\eta)k^2}{\alpha^2} \right) + B e^{-\eta} F_1 \left( 1 - \frac{1}{2a}; -\frac{\epsilon(\eta)k^2}{\alpha^2} \right),$$

with coefficients $A, B$ related to the initial vorticity and vector mode. For $\epsilon k^2 \ll 1$ one recovers Eq. (83) since $F_1 \to 1$ in that limit. For $\epsilon k^2 \gg 1$ one finds oscillating behavior with a damped envelope,

$$w_{k,i}(\eta) \to e^{-\frac{3+\eta}{4a}} \left[ A' \sin \left( 2\sqrt{k} + \frac{\alpha - 1}{4a} \pi \right) \right] + B' \sin \left( 2\sqrt{k} + \frac{\alpha + 1}{4a} \pi \right),$$

where

$$A' = A \left( \frac{\epsilon_0 k^2}{\alpha^2} \right)^{-\frac{1}{2} - \frac{\eta}{4a}} \frac{\Gamma \left( 1 + \frac{1}{2a} \right)}{\sqrt{\pi}},$$

$$B' = B \left( \frac{\epsilon_0 k^2}{\alpha^2} \right)^{-\frac{1}{2} - \frac{\eta}{4a}} \frac{\Gamma \left( 1 - \frac{1}{2a} \right)}{\sqrt{\pi}}.$$

Since the linear solutions correspond to decaying modes, initial vorticity or $\nu$ modes can be neglected. Indeed, as stated already above, this means that the first-order kernels vanish,

$$F_{1,ww} = F_{1,\nu\nu} = 0 .$$

This implies in particular that the linear contribution to the vorticity and vector power spectra is zero.
B. Vorticity generation at second order

When including velocity dispersion and higher cumulants, vorticity is generated at the non-linear level [5]. The leading contribution arises at second order in perturbation theory. Two scalar modes can generate vorticity, and vorticity is generated at the non-linear level [5].

At second order, the evolution equations for the $w$ and $\nu$ kernels read

$$\left( \partial_\eta + \frac{5}{2} \right) F_{2,w_i}(p,q,\eta) = -(p+q)^2 F_{2,w_i}(p,q,\eta)$$

$$+ \gamma_{w,bc}(p,q) F_{1,b}(p,\eta) F_{1,c}(q,\eta),$$

$$\left( \partial_\eta + 3 \right) F_{2,\nu_i}(p,q,\eta) = \epsilon(\eta) F_{2,\nu_i}(p,q,\eta)$$

$$+ \gamma_{\nu,bc}(p,q) F_{1,b}(p,\eta) F_{1,c}(q,\eta).$$

(88)

The list of potential vertices for vorticity is $\gamma_{w,Ag}, \gamma_{w,Ac}, \gamma_{w,Aw_1}, \gamma_{w,Aw_2}, \gamma_{w,\theta w_1}, \gamma_{w,\theta w_2}$, and for the vector mode $\gamma_{v,\theta g}, \gamma_{v,\theta c}, \gamma_{v,\theta g}, \gamma_{v,\theta c}, \gamma_{v,\theta g}, \gamma_{v,\theta c}$, $\gamma_{v,\theta g}, \gamma_{v,\theta c}$, $\gamma_{v,\theta g}, \gamma_{v,\theta c}$. Since only scalar modes have non-zero $F_{1,a}$, only the vertices $\gamma_{w,Ag}, \gamma_{w,Ac}, \gamma_{v,\theta g}, \gamma_{v,\theta c}$ contribute at second order, and describe the generation of vorticity and vector modes from a pair of scalar perturbations at non-linear level. The leading contribution to the vorticity power spectrum is therefore given by the two-loop part.

$$F_{2,w,LL}(k,\eta) = 2\epsilon^{4n} \int d^3q F_{2,w}(k-q,\eta)$$

$$\times F_{2,w}(k-q,\eta) P_0(|k-q|) P_0(q).$$

(89)

The power spectra of the vector mode and their cross spectrum are given by analogous expressions. Below we will see that it is actually necessary to include also the two-loop contribution to capture the correct scaling for $k \to 0$, see Sec. IV C and Sec. VID, but first discuss the one-loop part.

1. Analytical results for $\epsilon \to 0$

Let us first discuss an approximate analytical solution for the second-order kernels in the limit $\epsilon \to 0$, similar as above for the scalar kernels. Both vorticity and the vector mode are generated starting at first order in $\epsilon$. Therefore, the $\epsilon F_{2,w_i}$ term in the equation for the vector mode can be neglected at lowest order in $\epsilon$, and the equation for the vector mode can be solved independently at first order. Using furthermore that $F_{1,\Delta}$ starts at order $\epsilon^2$, only the vertex $\gamma_{v,\theta g}$ is relevant, and we find

$$F_{2,\nu_i}(p,q,\eta) = 2(\gamma_{v,\theta g}(p,q) + \gamma_{v,\theta g}(q,p))$$

$$\times \int_0^\eta d\eta' \epsilon^{3(\eta'-\eta)} \int_0^\eta d\eta'' \epsilon^{2(\eta''-\eta')} \epsilon(\eta'')$$

$$+ O(\epsilon^2).$$

(90)

Inserting this result in the equation for vorticity, and using that only $\gamma_{w,Ag}$ contributes at first order in $\epsilon$, one finds

$$F_{2,w_i}(p,q,\eta) = -(p+q)^2 \int_0^\eta d\eta' \epsilon^{2(\eta'-\eta)} F_{2,w_i}(p,q,\eta')$$

$$+ 2(\gamma_{w,Ag}(p,q) + \gamma_{w,Ag}(q,p))$$

$$\times \int_0^\eta d\eta' \epsilon^{2(\eta'-\eta)} \int_0^\eta d\eta'' \epsilon^{2(\eta''-\eta')} \epsilon(\eta'')$$

$$+ O(\epsilon^2).$$

(91)

Inserting the explicit form of the vertices [6], one finds

$$F_{2,w_i}(p,q,\eta) = (p \times q)_i (p \cdot q) \left( \frac{1}{p^2} - \frac{1}{q^2} \right) J^w(\eta) + O(\epsilon^2),$$

(92)

with

$$J^w(\eta) = \int_0^\eta d\eta' \epsilon^{2(\eta'-\eta)} \left[ \int_0^\eta d\eta'' \epsilon^{2(\eta''-\eta')} \epsilon(\eta'') \right.\left. + \int_0^\eta d\eta'' \epsilon^{2(\eta''-\eta')} \int_0^\eta d\eta''' \epsilon^{2(\eta'''-\eta''')} \epsilon(\eta''') \right]$$

$$= 4E_2(\eta) - 6E_{5/2}(\eta) + 2E_3(\eta).$$

(93)

Note that the contribution in the second line would be missed when neglecting the impact of the vector mode of the dispersion tensor. As expected, the vorticity and vector mode are perpendicular to the plane spanned by the wavevectors $p$ and $q$. Furthermore, $F_{2,w_i}(k-q,\eta)$ scales as $k^2$ for $k \to 0$, which can be readily checked for the analytical result at order $\epsilon$ from above. Inserting this first order result in $\epsilon$ into Eq. (89) yields a dependence on wavevectors identical to the integrand of Eq. (70) in [17]; in our numerical treatment (see below) we do not expand in $\epsilon$ and also fully include the impact of the vector mode on vorticity, while Eq. (92) captures the lowest order in $\epsilon$.

2. Numerical results

As for the scalar kernels, we solve the differential equation (88) for the vorticity and vector kernels numerically in our analysis, thereby resumming terms of all powers in the background dispersion $\epsilon$. The numerical results for a particular configuration of $F_{2,w_i}$ and $F_{2,\nu_i}$ are shown in the upper left and right panels of Fig. 6, respectively. The numerical and analytical results agree well in the limit $k \ll k_\sigma$, as expected. Furthermore, the scaling $F_{2,\nu_i}(k-q,\eta) \propto k^2$ for $k \to 0$ holds also for the numerical result. For the vector mode, we show the dimensionless quantity $k^2F_{2,v_i}$, which also scales as $k^2$, meaning that $F_{2,\nu}$ approaches a constant, analogously as for the scalar modes of the dispersion tensor. The simplest approximation capturing vorticity generation is $\langle sw \rangle$, for which the vector mode $\nu$ is neglected. As can be seen in the left upper panel of Fig. 6, this approximation leads
FIG. 6. Non-linear VPT kernels describing the generation of vorticity $F_{n,w_i}$ (left column) and the vector mode of the stress tensor $k^2 F_{n,v_i}$ (right column), from non-linear coupling of two $(n=2$, upper row$)$ or three $(n=3$, lower row$)$ perturbation modes of the initial linear density field. The kernels are shown for various approximation schemes as indicated in the legend (see Table II). For $n=2$ we also show the analytical results at first order in $ε$ (black solid line), as well as a line $\propto k^2$ (black dashed) for comparison. Note that $F_{2,w_i}$ points in the direction perpendicular to the plane spanned by $k$ and $q$, and we show its projection on $k \times q/k_q \times q$. For $n=3$ we show two components $F_{3,w_i}$, $i=1,2$, perpendicular to $k$ (see App. D for details), finding $F_{3,w_i} \propto k$ for $k \to 0$, similarly to $θ$ (see Sec. III B). The impact of the vector mode on vorticity ((sv) vs (svt)) in the left panels) is noticeable at $k \gtrsim k_σ$, while the impact of third cumulant perturbations is relatively mild for vorticity as well as vector mode kernels ((cum2) vs (cum3+)) in the upper row. The analytical results Eqs. (90, 92) at first order in $ε$ are shown as thin black lines, and agree well for $k \ll k_σ$. In SPT all these kernels are zero. For the figure we chose $ε = ε_0 e^\alpha η$ with $α = 4/3$, and $c_{kp} = 0.3, c_{kq} = 0.5, c_{pq} = 0.875, p = k_σ, q = 0.5k_σ$, where $k_σ = 1/\sqrt{ε_0}$.

to a small shift of $F_{2,w_i}$ for $k \lesssim k_σ$ as compared to the case (svt) with vector mode, and a more shallow decline for $k \gg k_σ$. Note that at second order the tensor mode is irrelevant for $F_{2,w_i}$ and $F_{2,v_i}$, such that there is no difference between (sv) and (svt), and only the latter is shown. This is also the reason why only the (svt) result is shown for $F_{2,v_i}$ in the right upper panel of Fig. 6, not- ing in addition that $ν$ is not taken into account within the (sv) scheme. Finally, the upper panels show the difference between (cum2) and (cum3+), both evaluated for (svt). The impact of higher cumulants is negligibly small for $k \lesssim k_σ$, while it somewhat impacts the asymptotic behaviour for $k \gg k_σ$.

C. Vorticity generation at third order

Similarly as for the velocity divergence, we find that the non-linear kernels for the vorticity in general scale only with the first power of the total wavenumber,

$$F_{n,w_i}(k_1, \ldots, k_n, η) \propto k, \quad k = \sum_i k_i \to 0. \quad (94)$$

As for $θ$, this linear scaling appears first at third order, i.e. for $n \geq 3$, while $F_{2,w_i} \propto k^2$ as discussed above.

In the lower left panel of Fig. 6 we show the kernel of $F_{3,w_i}(k - p - q, p, q, η)$ versus $k$ in the (sw) and (sv) approximations, and for two components of $w_i$ perpendicular to $k$ (see App. D for details on the basis choice and projection). The linear scaling in $k$ can clearly be
seen for all cases. As for $\theta$, the scaling would be $\propto k^2$ for $p + q = 0$. This implies that the vorticity power spectrum scales as

$$P_{\omega_{\ell}\omega_{\ell}}(k, \eta) \propto k^2,$$

for $k \ll k_\sigma$. However, since $F_{2,\omega_{\ell}} \propto k^2$, this scaling can only be observed starting at two-loop order, while $P_{\omega_{\ell}\omega_{\ell}}^{1\ell}(k, \eta) \propto k^4$ at one-loop. We will confirm this behavior against measurements of the vorticity power spectrum in numerical simulations in Sec. VI.

In contrast to the vorticity, the kernels $F_{n,\omega_{\ell}}$ approach constant values for $k \to 0$, such that the dimensionless combination $k^2 F_{n,\omega_{\ell}}$ scales as $k^2$ also for $n = 3$. This is confirmed by our numerical results shown in the lower right panel of Fig. 6.

D. Generation of tensor modes

As discussed above, tensor perturbations of the stress tensor have only a very small impact on the non-linear kernels for the density contrast and velocity divergence (see Fig. 3), as opposed to impact of vorticity and vector modes on the density. Therefore, tensor modes could be neglected in practice when being interested in density and velocity power spectra (see Sec. VI). Nevertheless, as a consequence of non-linear mode coupling, a power spectrum of tensor modes is generated, analogously to the case of vorticity and vector modes discussed above. The leading contribution arises from the second-order kernel,

$$\left(\partial_\eta + 3\right) F_{2,\omega_{\ell}}(p, q, \eta) = \gamma_{t_{ij},t_{k\ell}}(p, q) F_{1,\omega_{\ell}}(p, \eta) F_{1,\omega_{k\ell}}(q, \eta),$$

(96)

giving rise to a tensor power spectrum at one-loop,

$$P_{t_{ij},t_{k\ell}}^{1\ell}(k, \eta) = 2 c^{4\eta} \int d^3 q F_{2,\omega_{\ell}}(k - q, q, \eta) \times F_{2,\omega_{k\ell}}(k - q, q, \eta) P_0(|k - q|) P_0(q) .$$

(97)

Vertices that could potentially contribute (disregarding third and higher cumulant perturbations) are $\gamma_{t_{ij},\omega_{\ell}}$, $\gamma_{t_{ij},\omega_{\ell}'}$, $\gamma_{t_{ij},\omega_{\ell}''}$, $\gamma_{t_{ij},\omega_{k\ell}}$, $\gamma_{t_{ij},\omega_{k\ell}'}$, $\gamma_{t_{ij},\omega_{k\ell}''}$, $\gamma_{t_{ij},\omega_{\ell}\omega_{k\ell}}$. Since $F_{1,\omega_{\ell}}$ and $F_{1,\omega_{k\ell}}$ are non-zero only for scalar modes, only the vertices contributing to $F_{2,\omega_{\ell}}$ are

$$\gamma_{t_{ij},\omega_{\ell}}(p, q) = -\frac{1}{2} \frac{(p \times q)^2 p \cdot q}{(p + q)^2 p^2} T_{ij},$$

$$\gamma_{t_{ij},\omega_{\ell}'}(p, q) = -\frac{1}{2} \frac{(p \times q)^2 p \cdot q}{(p + q)^2 p^2} T_{ij},$$

(98)

where we defined

$$T_{ij} \equiv \delta_{ij} - \frac{(p + q)_i(p + q)_j}{(p + q)^2} - 2 \frac{(p \times q)_i(p \times q)_j}{(p \times q)^2} .$$

(99)

Note that $0 = T_{ii} = (p + q)_i T_{ij} = T_{ij}(p + q)_j$, as required for a tensor mode.

Let us first discuss the analytical result when expanding at first order in $\epsilon$. In this case, only the vertex $\gamma_{t_{ij},\omega_{\ell}}$ is relevant since $F_{1,\omega_{\ell}} \propto \epsilon^2$ (we remind the reader that the index $\epsilon$ in $\gamma_{abc}$ stands for the mode $\delta \epsilon$). Furthermore, at $O(\epsilon)$ we use Eq. (35) for $F_{1,\omega_{\ell}}$ and can set $F_{1,\omega_{\ell}} \to 1$, giving

$$F_{2,\omega_{\ell}}(p, q, \eta) = 2 (\gamma_{t_{ij},\omega_{\ell}}(p, q) + \gamma_{t_{ij},\omega_{\ell}'}(p, q, p')) \times \int d^3 q' e^{3(q' - \eta)} \int d^3 q'' e^{2(q'' - \eta')} \epsilon(q'') + O(\epsilon^2) .$$

(100)

This analytical result is compared to the full numerical kernel in Fig. 7. Here we defined

$$F_{2,\omega_{\ell}}(p, q, \eta) = F_{2,\omega_{\ell}t_{ij}}(p, q, \eta) T_{ij} ,$$

(101)

factoring out the dependence on the indices captured by $T_{ij}$ (see App. D for details). The figure shows the dimensionless combination $k^2 F_{2,\omega_{\ell}t_{ij}}(k - q, q)$, that scales as $k^2$ for $k \to 0$, analogously to the vector perturbation of the stress tensor. As for the latter, the same scaling is expected at higher orders, and therefore no qualitative change is expected when including contributions beyond one-loop order. Thus, $P_{t_{ij},t_{k\ell}}(k, \eta)$ approaches a constant for $k \to 0$ at all loop orders. For the dimensionless tensor power spectrum, this means that $k^4 P_{t_{ij},t_{k\ell}}(k, \eta) \propto k^4$ for $k \to 0$.

The tensor modes of the stress tensor generated by non-linearities constitute a source for a stochastic gravitational wave background. Since their frequency is related to the wavenumber $k$, its maximal amplitude is expected to occur for ultra-low frequencies related to the dispersion scale $\Delta_f \sim c k_\sigma / (2 \pi) \sim 1.5 \cdot 10^{-15} \text{ Hz}$.
In addition, due to the non-relativistic velocities of order $H \times \sqrt{\epsilon} \approx 100\text{km/s} \times \sqrt{\epsilon}/(\text{Mpc}/h)$ the amplitude of the gravitational wave background is expected to be tiny, although the small velocities can be somewhat compensated by the large masses that are involved. For a more detailed assessment, we refer to future work.

V. BACKGROUND DISPERSION FROM SIMULATIONS AND PERTURBATION THEORY

In this section we discuss various estimates of the background dispersion $\epsilon(\eta)$, that plays a central role in VPT.

We discuss two complementary approaches, one based on a self-consistent solution of the equation of motion for $\epsilon(\eta)$ within perturbation theory (Eq. (13)), and one based on accounting for the dispersion generated in halos following paper I [6], and taking the halo profile as well as involving paper I [6], and taking the halo profile as well as the halo mass function measured in numerical N-body simulations into account.

For simplicity, we focus on a scaling universe with linear input power spectrum

$$P_0(k) = A(k^n_s \times (k_{nl}/(\text{Mpc}/h))).$$

with constant power law index $n_s$ and amplitude $A$ related to the non-linear scale $k_{nl}$, for an EdS background cosmology. Scaling symmetry ensures that the dimensionless ratio of any dimensionfull quantity to an appropriate power of the time-dependent non-linear scale $k_{nl}(\eta) = k_{nl} e^{-2\eta/(n_s + 3)}$ is constant in time. This implies [6]

$$\epsilon(\eta) = \epsilon_0 e^{\alpha \eta}, \quad \alpha = \frac{4}{n_s + 3}. \quad (103)$$

For given $n_s$, this leaves a single free parameter $\epsilon_0 \equiv 1/k_{nl}^2$ for the background dispersion, that we can conveniently parameterize by the ratio

$$k_\sigma/k_{nl} \equiv (\epsilon_0^2 k_{nl}^2)^{-1/2}. \quad (104)$$

We note that when defining a time-dependent dispersion scale by $\epsilon(\eta) \equiv 1/k_{nl}^2(\eta)$, the time dependence given above indeed implies that $k_\sigma(\eta)/k_{nl}(\eta) = k_\sigma/k_{nl}$ is constant.

Similarly, scaling symmetry implies a constant dimensionless ratio $\bar{\omega} \equiv \omega(\eta)/\epsilon(\eta)^2$ of the fourth cumulant expectation value to the dispersion squared.

A. Self-consistent solution in perturbation theory

The equation of motion (13) for the background dispersion can for a scaling universe and EdS background be turned into an algebraic equation for $k_\sigma/k_{nl}$, that can be written as (see paper I [6])

$$\frac{\epsilon'(\eta)}{\epsilon(\eta)} + 1 = \frac{1}{3} \left( x I^{\text{lin}}(n_s) + x^2 I^{\text{LL}}(n_s) + \ldots \right), \quad (105)$$

TABLE III. Self-consistent solutions in linear and one-loop approximation for the velocity dispersion scale $k_\sigma = \epsilon_0^{-1/2}$ relative to the non-linear scale, for scaling universes with spectral indices $n_s = 2, 1, 0$ and in various approximation schemes (see Table II). Note that vorticity+vector (sv) and tensor (svt) modes enter starting at one-loop only. For (cum3+), we show results for two choices $\bar{\omega} = \bar{\omega}_\text{nlid}$ and $\bar{\omega} = 1$, respectively (see text for details).

| $n_s$ | $k_\sigma/k_{nl}$ (linear) | $k_\sigma/k_{nl}$ (one-loop) |
|-------|--------------------------|-------------------------------|
|       | (cum2)                   | (cum3+)                      | (cum2) | (cum3+) |
| 2     | 2.34 2.00 1.85           | (s) (sv) (svt) (svt) (svt)   |
| 1     | 2.55 2.17 2.00           | 1.96 1.86 1.87 1.69 1.64     |
| 0     | 2.97 2.50 2.29           | 2.28 2.11 2.11 2.13 1.97     |

where $x = (k_\sigma/\sqrt{3} k_{nl}^{n_s + 3})$ and the ellipsis denote two and higher loop contributions. Using Eq. (103), the left-hand side evaluates to a constant, $\epsilon'/\epsilon + 1 = (n_s + 7)/(n_s + 3)$. Furthermore, the coefficients $I^{\text{lin}}(n_s)$ and $I^{\text{LL}}(n_s)$ are independent of $x$ by virtue of the scaling symmetry, and are given by integrals over the sum of the (suitably rescaled) power spectra $P_{\bar{g}} = P_{s\bar{g}} = P_{s\bar{b}sc}$, $2F_{w,v}$, and $P_{\sigma}$ evaluated in linear and one-loop approximation, respectively [6]. These power spectra arise from the source term, Eq. (20), entering the equation of motion (13) for $\epsilon(\eta)$. When including one-loop and linear terms on the right-hand side of Eq. (105) one therefore obtains a quadratic equation for $x$. Its solution(s) $x_s$ determine the self-consistent value for

$$k_\sigma/k_{nl} \big|_{\text{self-consistent}} = \sqrt{3} x_s^{1/(n_s + 3)}, \quad (106)$$

within perturbation theory up to one-loop order. Correspondingly, dropping also the term $x^2 I^{\text{LL}}(n_s)$ yields self-consistent values in linear approximation. Note that since $I^{\text{lin}}(n_s)$ and $I^{\text{LL}}(n_s)$ are independent of $x$, and therefore of $k_\sigma$, the power spectra entering these expressions can be computed at an arbitrary reference value $k_\sigma^{\text{ref}}$ (see App. E for details). We evaluate them in various approximation schemes (see Table II). At one-loop, we find that only one of the roots $x_s$ of the quadratic equation (105) is positive, thus leading only to a single physical solution for $k_\sigma/k_{nl}$.

The results for the self-consistent value of $k_\sigma/k_{nl}$ are shown in Table III. Including the one-loop correction leads to an increase in the background dispersion $\epsilon(\eta)$ relative to the linear approximation, corresponding to a decrease in $k_\sigma$ by about $20-30%$. While being significant, the shift is consistent with the one-loop contribution being a perturbative correction. In addition, we observe that the self-consistent background dispersion is larger (i.e. $k_\sigma$ smaller) when including third cumulant pertur-
bations (cum3+) compared to the second cumulant approximation (cum2). For the (cum3+) case, we fix $\bar{\omega}$ to the value obtained from self-consistently solving the equation of motion of the fourth cumulant expectation value in linear approximation [6] as fiducial value (see Table III), and consider the alternative value $\bar{\omega} = 1$ to assess the dependence on this quantity. A self-consistent determination of $\bar{\omega}$ at one-loop is beyond the scope of this work, but would be an interesting extension. Nevertheless, the dependence of $k_0/k_{nl}$ on $\bar{\omega}$ is relatively mild, such that our fiducial choice may be considered as a reasonable estimate. Note that vorticity, vector and tensor modes do not enter in the linear approximation. At one-loop, taking vorticity and vector modes into account (sv) leads to a moderate increase in $\epsilon(\eta)$ compared to the case with scalar perturbations only (s). On the contrary, adding also tensor modes (svt) has a negligible impact. Finally, we note that we checked the convergence of the integrals over the power spectra entering $I_3^E(n_s)$, with negligible differences when using 30 $k_\sigma$ versus 40 $k_\sigma$ as cutoff for $n_s = 2, 1$. For $n_s = 0$, the difference is at the percent level.

Overall, we find that the self-consistent prediction for the background dispersion $\epsilon(\eta)$ has the tendency to increase (such that $k_\sigma$ decreases) when enhancing the complexity of the approximation scheme, i.e. when successively including one-loop, vorticity/vector mode and higher cumulant effects. The self-consistent determination of $k_\sigma$ at one-loop therefore may be considered as indicative, with the actual value likely being smaller. In order to bracket the uncertainty on the background dispersion, we consider in addition an orthogonal approach based on a halo model in the following.

B. Dispersion from simulated halos

Let us calculate the velocity dispersion contribution expected from dark matter halos. If the dispersion is only non-zero inside dark matter halos, we have

$$\epsilon(z) = \langle \epsilon_{ii}(x, z)/3 \rangle = \int \epsilon P(\epsilon) d\epsilon = \int \epsilon P(\epsilon/h) P(h) dh d\epsilon,$$

where we used Bayes’ theorem to introduce the conditional probability $P(\epsilon/h)$, i.e. the probability for $\epsilon(x, z)$ given that we are inside a dark matter halo. Since halos are characterized by their mass we can write, more precisely

$$\epsilon(z) = \int_0^\infty \epsilon_h(m, z) f(m) dm,$$

where $f(m)$ is the fraction of mass in halos of mass $m$, which plays the role of $P(h)$, and the conditional average

$$\int \epsilon P(\epsilon/h) d\epsilon = \epsilon_h(m, z) \equiv \left(\frac{3}{4\pi v_{\text{vir}}^2}\right) \int d^3 x \epsilon_{h,m}(x, z),$$

where the integral on the RHS is done over the halo. The mass fraction $f(m)$ is related to the mass function $dn/dm$, i.e. the number density of halos of mass $m$ per unit mass, by $dn/dm = \rho f(m)/m$. A convenient parametrization of the mass function is given by [44, 45]

$$m f(m) = A [1 + \frac{1}{(\nu/\bar{\nu})^\alpha}] \sqrt{\frac{\nu/\bar{\nu}}{2\pi}} e^{-\nu/\bar{\nu}/2} \frac{d\ln \nu}{d\ln m} \equiv \nu f(\nu),$$

where $\sqrt{\nu} = \delta_c/\sigma(R, z)$, with $\delta_c$ the critical density for collapse at the corresponding time and $\sigma(R, z)$ the variance of linear-SPT fluctuations, with $R$ the Lagrangian radius of halos of mass $m$, i.e. $m = 4\pi \rho R^3/3$ where $\rho$ is the total homogeneous matter density. The constants $a, p, A$ are fit to N-body simulations. The condition $\nu = 1$ defines the non-linear scale $R_*$ and its associated non-linear mass scale $m_*$, with $R_*$ being the Lagrangian size of halos of mass $m_*$. This mass scale determines when the abundance of halos is exponentially suppressed from Eq. (110), i.e. essentially there is not enough time to build significant number of halos more massive than $m = m_*$. For the application we are interested in this paper, a scale-free universe with $-1 \leq n_s \leq 2$ and $\Omega_m = 1$, $\delta_c(z) = 1.686$. However, the usual calculation of $\sigma^2(R, z)$ becomes problematic for blue spectral indices as the standard choice of a top-hat filter gives a divergent answer for $\sigma^2(R, z)$ when $n_s \geq 1$. Replacing the linear-SPT evolution by the linear evolution with dispersion found in paper I [6] cures this UV divergence, thus providing an interesting application of our results. In this case, the variance is given by,

$$\sigma^2 = \left(\frac{k_\sigma}{k_{nl}}\right)^{n_s+3} \int_0^\infty \frac{dx}{2} W_{TH}^2(\sqrt{3} k_\sigma R) x^{n_s-1} F_{1,\delta}(x, n_s),$$

where $x \equiv k^2 \epsilon = (k/k_\sigma)^2$, $W_{TH}$ is the top-hat window in Fourier space, the linear kernel is given by

$$F_{1,\delta}(x, n_s) \equiv \int F_2 \left(\frac{4 + \alpha}{3\alpha}; 1 + \frac{2}{\alpha}, 1 + \frac{5}{2\alpha}; -\frac{3x}{\alpha^2}\right),$$

with $F_2$ a hypergeometric function, $\alpha(n_s) = 4/(n_s + 3)$ as usual, and $k_\sigma/k_{nl}$ is obtained from the self-consistent linear solution with dispersion (see Fig. 9 and Table I in paper I [6]). For example, setting $\sigma = \delta_c$ gives $k_{nl} R_* = 0.83, 0.98, 1.09, 1.15$ for $n_s = -1, 0, 1, 2$ respectively. For reference, using linear-SPT fluctuations gives $k_{nl} R_* = 0.89, 1.18$ for $n_s = -1, 0$. It is instructive to first consider the contribution to $\epsilon_h$ in Eq. (108) from an isothermal halo, before we address the more realistic case of an NFW profile discussed in paper I [6]. In this case, the contribution to 1D velocity dispersion is simply $Gm/(2v_{\text{vir}})$ independent of location, which in the normalization corresponding to $\epsilon_h$ means an
isothermal halo of mass $m$ contributes to $\epsilon(z)$ as:

$$
\frac{G m}{2 r_{\text{vir}} (H f)^2} = \frac{\hat{m}^{2/3}}{2 f} \frac{\Omega_{m,0}^{2/3} \Delta_{\text{vir}}^{1/3}}{\Omega_{m,0} + \Omega_{\Lambda,0} a^3} R_s^2 ,
$$

where we have defined the dimensionless variable $\hat{m} \equiv m/m_*$, and used that $m = (4\pi/3) \rho_c m_* \Delta_{\text{vir}}^{1/3}/a^3$, the non-linear mass $m_* = (4\pi/3) \rho_c m_0 R_s^3$ and assumed a flat $\Lambda$CDM cosmology that goes to the self-similar case we are mostly interested in here when $\Omega_{\Lambda,0} = 1 - \Omega_{m,0} \rightarrow 0$. Here quantities with 0 subindices correspond to $z = 0$, and note that we assume halos are identified as having a mean physical density of $\Delta_{\text{vir}}$ over the critical density $\rho_c$ [45]. A simple estimate is $\Delta_{\text{vir}}(z) = 18\pi^2/62(\Omega_m - 1) - 30(\Omega_m - 1)^2$ [46]. Since we are interested in predicting $k_\sigma/k_{nl}$ it is useful to consider

$$
\left( \frac{G m k_{nl}^2}{2 r_{\text{vir}} (H f)^2} \right)^{-1/2} = 2 f \hat{m}^{-1/3} \sqrt{\frac{\Omega_{m,0} + \Omega_{\Lambda,0} a^3}{\Omega_{m,0}^{2/3} \Delta_{\text{vir}}^{1/3}}} \frac{1}{k_{nl} R_s} ,
$$

which is the contribution from an isothermal halo of mass $m$ to $k_\sigma/k_{nl}$. In the $\Omega_m \rightarrow 1$ limit, this becomes

$$
\left( \frac{G m k_{nl}^2}{2 r_{\text{vir}} (H f)^2} \right)^{-1/2} \approx 2 \hat{\rho}^{1/3} \frac{1}{k_{nl} R_s} \approx 0.84 \frac{\hat{m}^{-1/3}}{k_{nl} R_s} ,
$$

(115)

which given the values of $k_{nl} R_s$ quoted above says that halos of order $m \sim m_* (\hat{m} = 1)$ contribute $k_\sigma \sim k_{nl}$. More precisely, if we integrate over the mass function we obtain $(k_\sigma/k_{nl}) \approx 0.71, 0.81, 0.91, 1.04$ for $n_s = 2, 1, 0, -1$ respectively, i.e. a dispersion scale larger than the non-linear scale. This gives a useful order of magnitude, but isothermal halos overestimate the velocity dispersion compared to realistic halo profiles. Therefore, let us now consider NFW halos.

From paper I [6], we have that the 1D velocity dispersion $m_2(r)$ as a function of radius $r$ inside a halo with profile $\rho(r)$ and velocity dispersion tensor anisotropy parameter $\beta$ (assumed to be constant) is given by

$$
m_2(r) = \frac{1 - 2\beta/3}{\rho r^2} \int_r^\infty \frac{d\Phi}{dr} \rho(r) r^{2\beta} dr ,
$$

(116)

where for the case of NFW halos the potential $\Phi(r)$ can be written as

$$
\Phi(r) = -\frac{G m}{r_{\text{vir}} c} g(c) \left[ \ln(1 + x) - \frac{1}{1 + c} \right] ,
$$

(117)

where $x = c r/r_{\text{vir}}$, $c$ is the concentration parameter and $g^{-1}(c) = \ln(1 + c) - c/(1 + c)$. According to simulations, the concentration of a halo is a weak function of halo mass, we take $c(\hat{m}) = 9 \hat{m}^{-0.13}$ [47]. A more recent study that includes scale-free simulations with red spectral indices $n_s \leq -1$ builds a more accurate model with six free parameters [48], but their own comparison (see their Fig. 10) shows small differences at high-mass with [47] that become smaller in the direction of increasing $n_s$, which is most relevant to our application. Given Eqs. (116-117), we can write the contribution to $\epsilon$ in analogy to the results above for an isothermal halo. We have,

$$
\epsilon_h(m,z) = \frac{G m}{r_{\text{vir}} c} \frac{\hat{m}^{2/3} \Omega_{m,0}^{2/3} \Delta_{\text{vir}}^{1/3} R_s}{\Omega_{m,0} + \Omega_{\Lambda,0} a^3} I(\beta,c) ,
$$

(118)

where we have factorized the isothermal halo contribution (see Eq. 113) and the integral $I$ is given by

$$
I(\beta,c) \equiv \left( 6 - 4\beta \right) \frac{g(c)}{c^2} \int_0^c dx x^{3-2\beta} (1 + x)^2
$$

$$
\times \int_x^\infty dy y^{\beta-1} (1 + y)^2 \left[ \ln(1 + y) - \frac{1}{y(1 + y)} \right] ,
$$

(119)

and is a function of $\hat{m}$ through the concentration parameter. It can be computed analytically, see Eqs. (G1-G2) in App. G where we present results for the cases of interest, namely $\beta = 0$ (isotropic case) and $\beta = 1/2$ (radially biased case, i.e. radial dispersion larger than tangential dispersion). Simulations show $\beta$ to be scale dependent, with $\beta \approx 0$ near halo centers and $\beta$ approaching 1/2 at the halo outskirts. Since the profile is volume weighted we consider $\beta = 1/2$ to be more realistic for our purposes.

For the case of a scale-free universe we have, integrating over the mass function and using $d \ln \nu/d \ln m = (n_s + 3)/3$,

$$
\epsilon = \frac{n_s + 3}{12} \frac{18\pi^2}{4} \frac{1}{k_{nl} R_s} \int_0^\infty \frac{d\hat{m}}{m^{1/3}} \nu f(\nu) \hat{m} I(\beta,c) ,
$$

(120)

which gives us the desired $k_{nl}/k_\sigma$ as a function of spectral index $n_s$.

$$
k_\sigma/k_{nl} = \left( \frac{96}{\pi^2} \right)^{1/6} \sqrt{n_s + 3} \int d\hat{m} \hat{m}^{-1/3} \nu f(\nu) \hat{m} I(\beta,c) .
$$

(121)
TABLE IV. Velocity dispersion scale (in terms of the non-linear scale) from NFW halos as a function of spectral index.

| $n_s$ | $(k/k_m)_{\beta=0}$ | $(k/k_m)_{\beta=1/2}$ |
|-------|------------------|------------------|
| 2     | 0.845            | 0.863            |
| 1     | 0.957            | 0.977            |
| 0     | 1.084            | 1.105            |
| −1    | 1.219            | 1.241            |

The mass function is measured in our simulations for different spectral indices as discussed in App. G, where we check our mass function measurements obey the expected self-similarity. As a summary of these measurements, Fig. 8 presents the resulting fits for $|v_f(\nu)|$ as a function of $\bar{m}$. The parameters $A, a, p$ (see Eq. 110) for each spectral index are presented in Table VI in App. G. The behavior of the mass function at the high-mass end agrees with standard expectations, i.e., red spectra with more large-scale power have enhanced exponential tails. At the small-mass limit, however, blue spectra with more initial small-scale power show a suppressed halo abundance, highlighting the effects of increased velocity dispersion which is reflected already by linear evolution in VPT (see paper I [6]) and confirmed by our non-linear analysis.

The results of Eq. (121) after integration over the mass function are given in Table IV. Overall we see that the dispersion values are smaller (higher $k_r$) than for the corresponding isothermal halos quoted earlier, as expected. We also see that the dispersion scale changes weakly (by about 2%) when $\beta$ is varied within reasonable limits. As mentioned earlier (see Eq. 112) our results (as well as the mass function fits) are obtained using the self-consistent linear solution with dispersion only. Including higher cumulants in the linear self-consistent solution (for both the computation of $R_s$ and the corresponding $m_s$ that appears in the mass function fits) changes the values in Table IV by at most 0.1%, which is reassuring.

It is worth noting comparing to Table III that these halo-based calculations yield stronger velocity dispersion than the self-consistent one-loop calculation done in the previous section, but by less than a factor of two. This is remarkable, given the wide differences in the assumptions: perturbative dynamics with non-zero dispersion everywhere on the one hand, and dispersion only inside halos (modeled as spherical NFW profiles) on the other. Interestingly, we shall see that fitting for $k_r$ from the density power spectrum measured in $N$-body simulations yields values that are in between the one-loop perturbative and halo calculations. We discuss such determinations next.

VI. VPT PREDICTIONS VS SIMULATIONS

In this section we present results for density and velocity power spectra as well as the bispectrum computed within the framework of VPT and compare to $N$-body simulations. We focus on a scaling universe with linear input power spectrum $P_0 \propto k^{n_s}$ with $n_s = 0$ and $\epsilon(\eta) = e^\omega/(n_s + 3)$. The linear and one-loop result contains the numerical kernels $F_{1,\delta}(k,\eta), F_{2,\delta}(k - q, q, \eta)$ and $F_{3,\delta}(k, q, -q, \eta)$ computed taking up to third cumulant scalar perturbations as well as vorticity, vector and tensor modes of the stress tensor into account (cum3+, svt). We set $\bar{\omega} = 0.668$ (see text and [6]) for the fourth cumulant expectation value $\omega(\eta) = \bar{\omega} \times \epsilon(\eta)^2$.

A. Density power spectrum

We start with a discussion of the perturbative prediction of the density power spectrum within VPT, and then
FIG. 10. Comparison of $P_{\delta\delta}$ in linear (dashed) and one-loop (solid) approximation in VPT within the (cum3+, svt) scheme to N-body results (red circles), for $n_s = 2, 1, 0, -1$, as noted. In absence of a precise knowledge of the background dispersion, we adjusted $k_\sigma/k_{nl}$ by a one-parameter fit up to $k \leq k_{max} = 0.6k_{nl}$, with best-fit values given in the legend for each case. Notably, these values of $k_\sigma/k_{nl}$ are consistent with our theoretical expectations given in Sec. V. We use the same fixed values of $k_\sigma/k_{nl}$ as given here when comparing VPT and N-body results for velocity spectra and bispectra below (for each approximation and $n_s$, respectively) such that for all these statistics there is only a single free parameter that is adjusted once to a common value.

compare to N-body results. We use Eq. (32) to compute the linear and one-loop contribution, with kernels $F_{1,\delta}(k, \eta)$, $F_{2,\delta}(k - q, q, \eta)$ and $F_{3,\delta}(k, q, -q, \eta)$ determined numerically, as detailed in Sec. II D, for an input power spectrum $P_0 \propto k^{n_s}$. Scaling symmetry implies

$$\epsilon(\eta) = \epsilon_0 e^{4\eta/(n_s+3)}, \quad \bar{\omega} = \omega(\eta)/\epsilon(\eta)^2 = \text{const}. \quad (122)$$

Therefore, apart from $n_s$, the result depends only on the two parameters $\epsilon_0$ and $\bar{\omega}$. As we shall see, the latter has only a minor impact, and (as already mentioned in Sec. VA) we use the value obtained by self-consistently solving the equation of motion for the fourth cumulant in linear approximation [6] as fiducial value, given by

$$\bar{\omega} = 0.579, 0.616, 0.668, 0.752, \quad (123)$$

for $n_s = 2, 1, 0, -1$, respectively (we assess the dependence on $\bar{\omega}$ below). This leaves $\epsilon_0 \equiv 1/k_\sigma^2$ as remaining dimensionful parameter, which we quantify by the ratio $k_\sigma/k_{nl}$ of the dispersion to the non-linear scale. We discussed estimates for this quantity via two different approaches, perturbation theory and halo modeling, in Sec. V, indicating a value for $k_\sigma/k_{nl}$ in the range $\sim 1 - 2$. We shall see that this is indeed consistent with direct determinations from fitting the density power spectrum.

In Fig. 9 we show the density power spectrum in linear and one-loop approximation obtained in VPT based on the (cum3+, svt) scheme (see Table II), for three different values of $k_\sigma/k_{nl}$ and $n_s = 0$. The result is normalized to the linear power spectrum in SPT, i.e.

9 Note that scaling symmetry can be used to rescale numerical perturbative results for a given value of $k_\sigma/k_{nl}$ to any other value, see App. E.
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Left panel: dependence of the density power spectrum $P_{3d}(k, \eta)$ in one-loop (solid) and linear (dashed) order on the approximation schemes ($s$, $\text{sw}$, $\text{sv}$, $\text{sft}$) quantifying the impact of successively including vorticity ($\text{sw}$), vector ($\text{sv}$) and tensor ($\text{sft}$) modes. Note that (sv) and (sft) are essentially indistinguishable. Right panel: second versus third cumulant approximations ($\text{cum2}$) vs ($\text{cum3+}$), with three choices of $\omega$ for the latter and a common value $k_{ag} = 1.31k_{nl}$ (see Fig. 10) in all cases.

for the perfect pressureless fluid approximation, given by $P_{0}(k, \eta) = e^{2\eta}P_{0}(k)$. By showing the result for $P_{3d}(k, \eta)/P_{0}(k, \eta)$ versus $k/k_{nl}(\eta)$, the dependence on time $\eta$ drops out, and we therefore omit the time arguments for brevity.

From the dashed lines in Fig. 9 one can see that the linear VPT result is suppressed compared to the linear SPT spectrum, with the suppression being stronger for larger background dispersion $\epsilon$, i.e. smaller $k_{ag}$, as expected. Adding the one-loop correction (solid lines) leads to additional suppression for $k \lesssim k_{nl}$, but enhances the power spectrum relative to the linear VPT result for $k \gtrsim k_{nl}$. Note that the linear and one-loop results are close to each other within the expected regime of perturbativity, i.e. for $k \lesssim O(k_{nl})$. This is an important property, indicating perturbative stability. Note that within SPT the one-loop integrals are UV divergent, and we therefore do not show any one-loop SPT result. In contrast, we checked that the VPT one-loop integrals are finite; this is a consequence of the strong suppression of the nonlinear kernels for large loop wavenumber as discussed in Sec. II.D.

For comparison, we performed N-body simulations for scaling universes with spectral indices $n_s = 2, 1, 0, -1$. Our main suite of N-body simulations consists of two sets of fixed amplitude initial conditions with opposite phases to cancel Gaussian cosmic variance, each with 512$^3$ particles. See App. F for more details, including tests of self-similarity, initial conditions, and computation of error bars.

Figure 10 shows the VPT power spectrum $P_{3d}$ in linear (dashed) and one-loop (solid) approximation along with the N-body measurements (red circles). Note that error bars are too small to be noticed in $P_{3d}$. In order to assess the level of agreement, and in absence of a precise independent determination of the background dispersion, we adjusted the value of $k_{ag}/k_{nl}$ by fitting the perturbative to the N-body result at low wavenumber, specifically for $k \lesssim k_{max} = 0.6k_{nl}$. Nevertheless, we stress that as a matter of principle this fitting procedure is not necessary to obtain predictions within VPT. It hinges on our ability to accurately determine the spatial average of the stress tensor, being a well-defined quantity with immediate physical meaning.

To further test the viability of this procedure, we use the same value of $k_{ag}/k_{nl}$ as obtained from the density power spectrum (for a given approximation scheme and $n_s$) when comparing the velocity power spectrum and bispectrum to N-body results further below. In addition, we checked that our results are stable under changing $k_{max}$ as long as it is below the non-linear scale. Finally, we note that the best-fit values for $k_{ag}/k_{nl}$ (as quoted in Fig. 10) lie within the expected range as obtained in Sec. V, giving further support. Notwithstanding, the fitting procedure likely slightly exaggerates the level of agreement, and we comment on the impact of missing two-loop contributions below.

With these caveats in mind, we observe that the one-loop VPT density power spectrum can reproduce the N-body result up to $k \lesssim O(k_{nl})$. Furthermore, including the one-loop correction significantly improves the agreement compared to the linear result. To be conservative, we show the result for the optimal value of $k_{ag}/k_{nl}$ for the linear approximation as well as for the sum of the linear and one-loop contributions, respectively. This shows the actual improvement stemming from one-loop corrections while “marginalizing” over $k_{ag}/k_{nl}$. Importantly, and in line with the previous observations, the difference between the two values of $k_{ag}/k_{nl}$ (see legends in Fig. 10) as well as the difference between linear and one-loop re-

FIG. 11. Left panel: dependence of the density power spectrum $P_{3d}(k, \eta)$ in one-loop (solid) and linear (dashed) order on the approximation schemes ($s$, $\text{sw}$, $\text{sv}$, $\text{sft}$) quantifying the impact of successively including vorticity ($\text{sw}$), vector ($\text{sv}$) and tensor ($\text{sft}$) modes. Note that (sv) and (sft) are essentially indistinguishable. Right panel: second versus third cumulant approximations ($\text{cum2}$) vs ($\text{cum3+}$), with three choices of $\omega$ for the latter and a common value $k_{ag} = 1.31k_{nl}$ (see Fig. 10) in all cases.
results for $P_{3\delta}$ (dashed and solid lines in Fig. 10) up to wavenumbers $k \lesssim k_{nl}$ are reasonably small, as required for a perturbative expansion.

1. Impact of vorticity, vector and tensor modes

Let us now turn to discussing the impact of various approximation schemes within VPT (see Table II) on the density power spectrum. We start with backreaction of vorticity, as well as vector and tensor modes of the velocity dispersion tensor. They affect the kernel $F_{3,\delta}(\mathbf{k}, \mathbf{q}, -\mathbf{q}, \eta)$ entering the one-loop density power spectrum. To assess the size of this backreaction, we compare the density power spectrum in $(s)$, $(sw)$, $(sv)$ and $(svt)$ approximation, all of them within the $(cum3+)$ scheme. In the left panel of Fig. 11 we show the comparison for a fixed common value of $k_\sigma$ for all cases, and $n_s = 0$. The linear results are identical.

We observe a significant impact of vorticity backreaction on the third-order density contrast, i.e. a sizable shift between the one-loop density spectrum in the $(s)$ and $(sw)$ approximation. For example, at the non-linear scale the impact of vorticity backreaction is about 10% for $n_s = 0$ (Fig. 11). We find the size of this depends on $n_s$. For blue indices $n_s = 1, 2$ this grows to about 15%, while for $n_s = -1$ it drops to 3%. Including the vector mode of the dispersion tensor leads to another small shift, when going from $(sw)$ to $(sv)$. In contrast to that, the tensor mode has practically no effect, with the $(sv)$ and $(svt)$ lines in Fig. 11 lying on top of each other.

As discussed in Sec. IIIIB, including vorticity is necessary to ensure momentum conservation. Even though the scaling $F_{3,\delta}(\mathbf{k}, \mathbf{q}, -\mathbf{q}, \eta) \propto k^2$ for $k \to 0$ occurs in all schemes (and even in the momentum violating $(s)$ scheme for the particular set of arguments entering in the one-loop power spectrum), such that $P_{3\delta}/P_0 \to 1$ for $k \to 0$, we find that vorticity backreaction has an important effect for $k \gtrsim 0.3k_{nl}$.

Note also that the impact of vorticity plus vector and tensor modes on the density sets in when $q \gtrsim k$ or when $q \gtrsim k_\sigma$ (if $k_\sigma > k$). This is the reason why in the left panel of Fig. 11 for $k \gtrsim 3k_{nl}$ the relevance of them becomes negligible. The contribution to the one-loop result from loop wavenumbers for which $q \gtrsim k$ decreases when $k$ increases due to the UV screening in VPT. Hence vorticity backreaction eventually peters out for very high $k$ for the one-loop contribution. Note that this is also in line with vorticity backreaction shown in Fig. 3 and Fig. 5. Nevertheless, at these large wavenumbers, two- and higher loops have to become relevant (see below), which should themselves be affected by vorticity backreaction as well. Altogether, our results show that within the mildly non-linear regime that is most relevant for perturbative approaches, vorticity backreaction is significant.

The impact of vorticity backreaction can be seen even more clearly in Fig. 12, by comparing the one-loop results in the $(cum3+, s)$ and $(cum3+, svt)$ scheme, respectively. In this figure we adjusted $k_\sigma/k_{nl}$ to optimally match the N-body result for $k \ll k_{nl}$ in each scheme. The best-fit values as well as the power spectra differ significantly, and the $(cum3+, s)$ scheme shows a markedly worse agreement with N-body results compared to $(cum3+, svt)$ (except for $n_s = -1$, for which the difference however occurs at wavenumbers where two-loop corrections are expected to matter, see Sec. VIA2).

Also note that in particular for $n_s = 0, 1$ the $(cum3+, s)$ result presents a poor match to N-body data even at rather small $k$. The reason is that when varying $k_\sigma$ the value of $P_{3\delta}$ at a given fixed scale $k$ features a maximum for some particular $k_\sigma$, i.e. $P_{3\delta}$ at one-loop is constrained to be below a certain maximal possible value for any choice of $k_\sigma$. Since for $(cum3+, s)$ and $n_s = 0, 1$ this maximum is below the N-body result, they cannot be brought into agreement even at low $k$ when varying $k_\sigma$. This feature emphasizes that the agreement between VPT and N-body results when taking vorticity backreaction into account (as opposed to when not) is a non-trivial result.

We conclude that it is vital to take vorticity backreaction into account, both for physical reasons (momentum conservation, see Sec. IIIIB), and due to its quantitative impact on the density contrast. In addition, vector modes of the stress tensor have a certain effect on $P_{3\delta}$, while the backreaction of tensor modes is negligible at one-loop.

2. Impact of higher cumulants and loops

To assess the relevance of cumulants beyond second order we compare the $(cum2)$ and $(cum3+)$ approximation schemes, adopting $(svt)$ in both cases. For the latter, we also consider three choices for the fourth cumulant expectation value, given by $\bar{\omega} = \pm 1$ in addition to our fiducial choice (see Eq. 123). A comparison for fixed $k_\sigma$ and $n_s = 0$ is shown in the right panel of Fig. 11. The differences between the linear results for $P_{3\delta}$ are hardly visible (dashed lines). At one-loop, the second cumulant approximation $(cum2)$ leads to a slightly smaller result compared to $(cum3+)$ with fiducial choice $\bar{\omega} = 0.668$, while $(cum3+)$ with $\bar{\omega} = 1$ is slightly larger. The $(cum3+)$ case with $\bar{\omega} = -1$, motivated by the values
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10 The reason for this maximum of $P_{3\delta}$ when varying $k_\sigma$ (for $k$ fixed) is that the linear VPT result decreases when decreasing $k_\sigma$ (corresponding to higher background dispersion), while the one-loop increases. The increase of the one-loop piece can be understood from UV screening within VPT: the most important role is played by the contribution to the one-loop from $F_{3,\delta}(\mathbf{k}, \mathbf{q}, -\mathbf{q}, \eta)$ for $k \lesssim q$, which is negative in SPT. The screening built into VPT makes it less negative or even positive (see Fig. 2). This explains the opposite behaviour of the linear and one-loop contributions when changing $k_\sigma$. Their interplay then creates the aforementioned maximum in the sum of linear and one-loop pieces.
FIG. 12. One-loop density power spectrum $P_{3\delta}(k, \eta)$ compared to N-body results for $n_s = 2, 1, 0, -1$ and three approximation schemes. Taking only scalar perturbation modes into account ($\text{cum}3^+ + s$) leads to significant deviations from our fiducial scheme ($\text{cum}3^+ + svt$) with vorticity, vector and tensor modes. On the contrary, the second cumulant approximation ($\text{cum}2 + svt$) gives results close to ($\text{cum}3^+ + svt$). This means the impact of the third cumulant is mild whereas neglecting the backreaction of vorticity+vector(+tensor) modes would require a notably different $k_\sigma/k_{nl}$ which generally makes the agreement worse for $k \lesssim k_{nl}$ (grey lines). It is therefore important to take this backreaction into account, i.e. use the ($\text{cum}2/3^+, svt$) (or ($\text{cum}2/3^+, sv$), see Fig. 11) schemes.

found from halos in paper I [6], shows a smaller amplitude of the one-loop correction, close to the second cumulant approximation. However, the differences are very small for the relevant range $k \lesssim k_{nl}$. In addition, and in stark contrast to vorticity as discussed above, they can largely be compensated by a small shift in $k_\sigma$. This can be seen by comparing the results for ($\text{cum}2$, svt) and ($\text{cum}3^+, \text{svt}$) in Fig. 12, with both lines lying on top of each other for $k \lesssim k_{nl}$.

We thus find no indication that higher cumulants beyond the velocity dispersion tensor invalidate the VPT approach for $k \lesssim O(k_{nl})$. On the contrary, the good agreement between ($\text{cum}2$) and ($\text{cum}3^+$) as well as small sensitivity on the fourth cumulant expectation value $\bar{\omega}$ can be taken as an indication that the truncation of higher cumulants leads to an acceptable uncertainty for the one-loop density power spectrum within the mildly non-linear regime and for the considered values of $n_s$. This finding is remarkable since e.g. for a single shell crossing, higher cumulants of all orders are generated at once. Nevertheless, the gradual build-up of an average velocity dispersion due to the superposition of many shell crossings, as well as the question of what impact do higher cumulants have on the large-scale density contrast complicate this simple argument, rendering the relevance of third and higher cumulants unclear a priori. It’s also worth pointing out that the picture that emerges from this one-loop calculation is consistent with that of the linear approximation detailed in paper I [6], i.e. while higher cumulant perturbations are important to capture the suppression of the linear kernel for $k \gg k_\sigma$, they only mildly affect the transition region between the
FIG. 13. Velocity divergence and cross power spectra $P_{3\theta}$ (first row) and $P_{3\phi}$ (second row) for $n_s = 2$ (left column) and $n_s = 0$ (right column). Red circles with error bars show the corresponding N-body results. The linear (one-loop) approximation within the $(\text{cum3}+, \text{svt})$ scheme of VPT is shown with dashed (solid) lines, with $k_\sigma/k_{nl}$ fixed to the same value as for $P_{3\delta}$ (see Fig. 10) for each case, respectively. Therefore, these can be regarded as unique predictions of VPT as there is no free parameter being fit to the measurements.

low-$k$ regime and the onset of suppression describing the screening of UV modes (see Fig. 6 in [6]). For a more detailed discussion of the convergence of the cumulant expansion in the linear approximation we refer the reader to paper I [6].

However, while the $(\text{cum2})$ scheme is apparently a reasonable approximation for $P_{3\delta}$ at one-loop, higher cumulants likely have a larger impact at higher order in perturbation theory, where backreaction effects can be more pronounced, and deserve further study in the future. Still, in order to explore the perturbative stability we checked in an explorative study that adding the two-loop correction for $(\text{cum2}, \text{sv})$ leads to only minor changes in $k_\sigma/k_{nl}$ and an agreement with N-body results that is comparable or slightly improved compared to the one-loop $(\text{cum3}+, \text{svt})$ case. Interestingly, by fitting the two-loop $(\text{cum2}, \text{sv})$ approximation to the N-body measurements we obtain the values:

$$k_\sigma/k_{nl} = 1.32, 1.36, 1.39, 1.40,$$  \hspace{1cm} (124)

for $n_s = 2, 1, 0, -1$, respectively. Note that here $k_\sigma/k_{nl}$ increases when decreasing $n_s$. This is the same trend observed in Sec. V both for the self-consistent and the halo determinations of $k_\sigma/k_{nl}$. We therefore conclude that the lack of a similar trend for the one-loop fits is most likely a limitation of the one-loop approximation. In addition, note that the values in Eq. (124) lie in between the independent estimates from self-consistent perturbation theory and halo calculations (compare to Tables III and IV). Overall, this is compatible with the fact that through our fitting procedure we are determining the spatial average of the dispersion tensor, a well-defined quantity with clear physical meaning.
FIG. 14. Equilateral bispectrum at tree-level (dashed) and one-loop (solid) VPT compared to N-body results for $n_s = 2, 1, 0, -1$, respectively. The bispectra are normalized to the SPT tree-level bispectrum. In each case $k_s/k_{nl}$ is fixed to the same value as for $P_{\delta\delta}$ (see Fig. 10). Therefore, these can be regarded as unique predictions of VPT as there is no free parameter being fit to the measurements.

B. Velocity divergence and cross power spectrum

Measuring the power spectrum of the velocity divergence and its cross correlation with the density contrast from N-body simulations requires a reconstruction of the velocity field. We describe our procedure to accomplish this in App. H.

Within VPT, $P_{\theta\theta}$ and $P_{\delta\theta}$ can be computed analogously to $P_{\delta\delta}$, using Eq. (32) at one-loop with $a = b = \theta$ or $a = \delta, b = \theta$, respectively. We use the same values of $k_s/k_{nl}$ as determined in Sec. VI A by matching VPT and N-body results for $P_{\delta\delta}$, for each approximation scheme and $n_s$, respectively. Therefore, there are no free parameters entering $P_{\theta\theta}$ and $P_{\delta\theta}$, and they are predicted uniquely. The corresponding linear and one-loop results are shown in Fig. 13 for $n_s = 2$ as well as $n_s = 0$. We find that the one-loop and N-body results are very close to each other for $k \lesssim k_{nl}$, with the agreement being somewhat better for $n_s = 2$. Taking the uncertainty in the velocity reconstruction into account, the level of agreement shows that VPT yields relevant results also for the velocity divergence. This is an important consistency check of the formalism. We stress again that no free parameters were adjusted to obtain the velocity and cross power spectra, and the same is also true for the next consistency check that we discuss, the bispectrum.

C. Bispectrum

To further test the viability of VPT, we compare perturbative and N-body results for the bispectrum. The tree-level and one-loop bispectrum can be computed using the formal expressions as in SPT, but replacing the SPT kernels $F_n$ by the numerically computed kernels $F_{n,\delta}$ within VPT. A subtlety is that also the first order kernel $F_{1,\delta}$ is non-trivial and therefore needs to be taken into
account, giving the expressions

\begin{equation}
B^\text{tree}(k_1, k_2, k_3, \eta) = 2e^{i\delta} F_2,\delta(k_1, k_2, \eta) F_1,\delta(k_1, \eta) \\
\times F_1,\delta(k_2, \eta) P_0(k_1) P_0(k_2) + 2 \text{ perm.},
\end{equation}

\begin{equation}
B^{1L}(k_1, k_2, k_3, \eta) = \epsilon^{6n} \int d^3q P_0(q) \left\{ 8 F_2,\delta(q + k_1, -q, \eta) \\
\times F_5,\delta(q - k_2, -q - k_1, \eta) F_2,\delta(q, k_2 - q, -q, -k_3, \eta) P_0(|q + k_1|) \\
\times P_0(|q - k_2|) + 6 [F_1,\delta(k_3, \eta) F_3,\delta(q - k_2, -q, -k_3, \eta) \\
\times F_2,\delta(q, k_2 - q, -q, \eta) P_0(|q - k_2|) + F_2,\delta(k_2, k_3, \eta) \\
\times F_1,\delta(k_2, \eta) F_3,\delta(k_3, q - q, -q, \eta) P_0(k_2) P_0(k_3) + 5 \text{ perm.}] \\
+ 12 [F_1,\delta(k_2, \eta) F_3,\delta(k_3, \eta) F_4,\delta(k_2, k_3, q, -q, \eta) \\
\times P_0(k_2) P_0(k_3) + 2 \text{ perm.}] \right\}.
\end{equation}

For the non-linear kernels entering the one-loop bispectrum, the inclusion of vorticity and the vector mode of the dispersion tensor requires to use the advanced algorithm described in App. D.2. We do not include the tensor mode of the dispersion for the bispectrum for simplicity, since its impact on the power spectrum was found to be tiny. This corresponds to the \((\text{cum3}^+ \times \text{sv})\) scheme. Furthermore, we use the algorithm described in App. B of [25] to rewrite the integrand such that contributions that are enhanced for \(q \to 0\) cancel in the sum of all terms at the integrand level.

We normalize our results to the tree-level SPT bispectrum \(B^\text{tree}_{\text{SPT}}(k_1, k_2, k_3, \eta) = 2e^{i\delta} F_2(k_1, k_2) P_0(k_1) P_0(k_2) + 2 \text{ perm.},\) with EdS-SPT kernel \(F_2(k_1, k_2)\). In the equilateral configuration \(k_1 = k_2 = k_3\), the relevant SPT kernels are given by \(F_2(k_1, k_2) = F_3(k_1, k_3) = F_2(k_2, k_3) = 2/7\). Note that for the considered initial power spectra with \(n_s \geq -1\) the SPT one-loop integrals would be UV divergent, while the VPT result is finite, as for the power spectrum.

In Fig. 14 we compare the tree-level and one-loop equilateral bispectrum within VPT to N-body results. As above, we use the same value for \(k_{\sigma}/k_{\text{nl}}\) as in Sec. VII A for each case, such that the bispectrum is predicted without any additional free parameters. We find that even the tree-level bispectrum within VPT (dashed lines) yields a rather reasonable result, accounting for the suppression
relative to the SPT tree-level prediction (the latter corresponding to the line at 1.0 in Fig. 14). Adding the VPT one-loop contribution (solid lines) further improves the agreement with the N-body results.

Importantly, we find that despite of the large values for $n_s$ the one-loop correction remains small in the perturbative regime, indicating perturbative stability of VPT also for the bispectrum. Indeed, the one-loop correction is smaller for larger $n_s$. This can be explained by the stronger damping of the non-linear kernels for larger $n_s$, which overcompensates the larger weight of large wavenumbers due to $P_0(q) \propto q^{n_s}$. The same trend can also be observed regarding the agreement between one-loop and N-body results, which reaches out to rather large wavenumbers for $n_s = 2$. We checked that the results for the bispectrum are very similar for the (cum2) scheme, with differences to (cum3+) comparable in size as for the power spectrum.

Thus, we find that the VPT formalism developed in this work yields an accurate description not only of the density and velocity divergence power spectra, but also of the bispectrum. This adds another piece of evidence that VPT is able to capture the relevant dynamics. It further demonstrates its predictivity, since, as for the velocity divergence spectra, no free parameters were adjusted for obtaining the bispectrum.

### D. Vorticity power spectrum

The vorticity power spectrum $P_{w_i w_i}(k, \eta)$ is a probe that is particularly sensitive to velocity dispersion, since no vorticity would be generated when neglecting second and higher cumulants, as is the case in SPT. Within cumPT, the leading contribution arises at one-loop, since vorticity vanishes at the linear level. Apart from the overall size, the scaling with $k$ for small wavenumber is also an interesting issue. As discussed in Sec. IV C, we find a scaling

\[ P_{w_i w_i}(k, \eta) \propto k^2 \quad \text{for} \quad k \to 0 . \]  

However, this scaling occurs only starting at two-loop order, while the one-loop contribution scales as $k^4$. Therefore, the two-loop is expected to eventually dominate in the limit $k \to 0$, since the one-loop is “accidentally” suppressed there. Note that, in contrast to the opposite
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**FIG. 16.** Vorticity power spectrum $P_{w_i w_i}$ within VPT in one-loop (dashed) and two-loop (solid) approximation, for $n_s = 0$. The generic scaling $P_{w_i w_i} \propto k^2$ for low $k$ is obtained starting at two-loop only, since the one-loop piece is suppressed as $k^4$. The figure shows the difference between the (cum2, sw) and (cum2, sv) scheme (see Table II), i.e. the backreaction of the vector modes of the velocity dispersion on vorticity.

**FIG. 17.** Comparison of the vorticity power spectrum $P_{w_i w_i}$ in VPT at two-loop order (solid line) to N-body results (red circles) for $n_s = 0$ (top) and $n_s = -1$ (bottom). The cross-over from $k^4$ to $k^2$ scaling for low $k$ is clearly observed in both the N-body and two-loop VPT results. Note that the absolute normalization of the N-body vorticity power spectrum is sensitive to mass resolution (see App. I). For $n_s = -1$ we rescaled the N-body result by a factor 4 in order to ease comparison of the shape. The dashed and dot-dashed lines show the one- and two-loop contributions, respectively. The value of $k_s/k_{nl}$ is fixed to the one obtained from $P_{55}$ in the same VPT approximation, two-loop (cum2, sv), see Eq. (124).
regime, this behaviour on large scales is definitely not a sign that perturbation theory breaks down. It merely arises due to the strong suppression of the one-loop piece. Starting at two loops all higher loop corrections generally scale as $k^2$ for $k \to 0$.

Nevertheless, we expect that the $k^2$ scaling can only be observed at small enough $k$, since also the one-loop piece contributes on intermediate scales. To test this expectation, we compute the vorticity power spectrum up to two loops. Given the mild differences between (cum2) and (cum3+) as well as the tiny impact of tensor modes, we restrict ourselves to the second cumulant approximation including vorticity as well as scalar and vector modes of the dispersion tensor for this analysis, i.e., the (cum2, sv) scheme (see Table II). As for the one-loop bispectrum, computing the two-loop vorticity power spectrum requires the algorithm described in App. D2, where both modes of the vorticity in the plane perpendicular to the corresponding Fourier wavevector are included explicitly, and similarly for the vector mode.

In Fig. 15 we show the sum of the one- and two-loop contributions to the vorticity power spectrum (solid lines), compared to the one-loop result only (dashed lines), for $n_s = 2, 1, 0, -1$. The different scaling of the one- ($\propto k^4$) and two-loop ($\propto k^2$) results for $k \ll k_{nl}$ is clearly visible. As expected, the power spectrum is dominated by the two-loop piece at low wavenumber, specifically for $k \lesssim 0.5 k_{nl}$. The $k^2$ scaling is approached only gradually, occurring for $k \lesssim 0.1 - 0.2 k_{nl}$. The panels of Fig. 15 show the dependence on $k_{\sigma}/k_{nl}$ for each $n_s$. The different scaling with $k_{\sigma}$ of the one- and two-loop results can also be understood analytically. The dimensionless power spectrum $k^3 P_{ww}$, as well as $P_{ww}/P_0$ shown in Fig. 15) can only depend on dimensionless ratios, that we can take as $k/k_{\sigma}$ and $k_{\sigma}/k_{nl}$. Furthermore, the power of $k_{nl}$ is fixed at a given order in perturbation theory, since the $L$-loop contribution contains $L + 1$ factors of $P_0 = A k_{nl}^{n_s}$, and $A \propto 1/k^{n_s+3}$. Using furthermore that $P^{2L}_{ww}/P_0 \propto k^{3L}$ for small $k$ implies

$$k^3 P_{ww}' \propto \left( \frac{k}{k_{\sigma}} \right)^{4+3} \left( \frac{k_{\sigma}}{k_{nl}} \right)^{2(n_s+3)} \propto k_{\sigma}^{2n_s-1},$$

$$k^3 P_{ww}'' \propto \left( \frac{k}{k_{\sigma}} \right)^{2+3} \left( \frac{k_{\sigma}}{k_{nl}} \right)^{3(n_s+3)} \propto k_{\sigma}^{3n_s+4}.$$

For $n_s = 2, 1$ ($n_s = 0, -1$) this explains the increase (decrease) of $P^{2L}_{ww}/P_0$ when increasing $k_{\sigma}$ for some fixed $k_{nl}$ (dashed lines in each panel of Fig. 15). In addition, the second line in Eq. (127) explains the increase of $P^{2L}_{ww}$ for all $n_s = 2, 1, 0, -1$, which is least pronounced for $n_s = -1$ (solid lines, note that the sum of one- and two-loop is dominated by the latter for small $k$ as discussed above).

The impact of vector modes of the stress tensor is shown in Fig. 16, where we compare the (sw) and (sv) schemes. While both include vorticity, the vector mode is taken into account only in the latter case. We find a very mild difference within the perturbative regime $k \lesssim O(k_{nl})$.

Finally, a comparison to N-body results for the vorticity power spectrum is presented in Fig. 17. The extraction of vorticity from N-body data requires a careful treatment, see discussion in App. H for details. In particular, as is well-known [5, 49, 50], the overall amplitude of the vorticity power spectrum is rather sensitive to the mass resolution in the simulations, but it’s shape is rather robust. We verify this as well for our scale-free simulations in App. H, showing in particular that our $n_s = 1, 2$ simulations do not have enough resolution to capture the amplitude reliably. We therefore show results here only for $n_s = 0, -1$, cautioning that in particular the former case may not be fully converged yet (see discussion in App. H). Similarly, our two-loop calculation of the vorticity power spectrum has some uncertainty as well, as it only includes the second cumulant. A full two-loop calculation would include higher cumulants, including their vector modes as well. This is well beyond the scope of the present paper. We therefore primarily base our comparison on the $k$-dependence of the vorticity power spectrum. To aid this comparison note that we have multiplied the N-body measurements for $n_s = -1$ by a factor of four, while the $n_s = 0$ measurement is unchanged.

Given these limitations, we find a good agreement of the shape with our perturbative VPT result. The solid line in Fig. 17 shows the sum of one- and two-loop contributions, while the dashed and dot-dashed lines show both of them individually. The dip of the two-loop correction at $k \sim 1.5 k_{nl}$ for $n_s = 0$ is due to an (almost) cancellation among the contributions $P^{2L}_{ww}$ and $P^{2L}_{ww}$ of the two vorticity degrees of freedom (see App. D2) at this point, while the sum is positive below and above, as is the one-loop result. Note that in Fig. 17 we fixed $k_{\sigma}/k_{nl}$ to the value obtained from $P_{0}$ within the same approximation scheme, and going up to two-loop order (see Eq. 124), but our conclusion is independent of the precise value. We observe in particular that adding the two-loop correction significantly improves the agreement of the shape of $P_{ww}$, with N-body results at small wavenumbers, where the transition from $k^4$ to $k^2$ scaling occurs, as captured by the two-loop part. It is remarkable that this transition is seen both in two-loop VPT and N-body results.

Thus, even though the overall normalization of the vorticity power spectrum is subject of further study, the shape of the perturbative and N-body results agrees very well in the weakly non-linear regime. This constitutes yet another non-trivial consistency check of our approach, and demonstrates the versatility and predictivity of VPT.

The low-$k$ behavior of the vorticity power spectrum has been the subject of some study in the literature. In the context of ΛCDM simulations at $z = 0$, [50] measure a low-$k$ asymptotic behavior $P_{ww} \propto k^{n_w}$ with $n_w = 2.55 \pm 0.02$ (for $k \lesssim 0.4h$/Mpc) in agreement with [49] which quote $n_w \simeq 5/2$ for $k \simeq 0.1h$/Mpc. Note that these works use small simulation boxes, 256Mpc$/h$ and 100--
300Mpc$/h$, respectively, thus most likely they have not reached the regime where VPT predicts a transition to $k^2$ scaling, i.e. $k \approx (0.1 - 0.2) k_\text{nl}$. On the other hand, from the perturbative side, there have been two predictions based on EFT and one based on Lagrangian perturbation theory (LPT). From EFT, [51] predict a “leading order” contribution at the one-loop level with $n_w = 7 + 3n_s$, and a stochastic component with $n_w = 4$. On the other hand, [52] predict $n_w = 7 + 2n_s$ and $n_w = 4$. From LPT, [17] also predict $n_w = 4$. For our simulations with $n_s \geq -1$, all these three predictions would lead to a low-$k$ slope of $n_w = 4$. As discussed above, the collisionless Vlasov dynamics captured by VPT yields $n_w = 2$, in agreement with our N-body results. This result is independent of the input power spectrum, and thus also holds for $\Lambda$CDM power spectra.

VIII. CONCLUSIONS

In this paper we presented non-linear perturbative solutions to the Vlasov hierarchy, a cumulant expansion of the Vlasov-Poisson equations of motion describing collisionless matter. This Vlasov perturbation theory (VPT) represents a systematic and predictive extension of the well-known framework of standard perturbation theory (SPT).

Formally, this approach is similar to SPT, in that the calculation of density and velocity divergence fields has the same expressions but with different non-linear kernels $F_n/G_n \to F_{n,a}$ and an enlarged set of perturbation modes $a = \delta, \theta, w_i, \ldots$. One key modification is that the linear kernel ($n = 1$) is not unity, except in the $k \to 0$ limit, with a scale-dependence describing how linear growth is suppressed at small scales once $k$ crosses the (time-dependent) dispersion scale $k_\sigma$ set by the expectation value of the velocity dispersion tensor. In contrast with SPT, there are additional degrees of freedom corresponding to vorticity $w_i$, the velocity dispersion tensor $\epsilon_{ij}$ and higher cumulants $C_ijk\ldots$ of the DF, which provide an important new window to testing the theory against simulations.

For the non-linear kernels appearing in loop corrections, the suppression compared to the equivalent SPT kernels is present even when their total momentum $k < k_\sigma$ as long as the loop momenta $q_i$ cross the dispersion scale. Indeed, when such crossing takes place the linear modes cease to grow (as described by the linear kernel) and therefore they cease to source the non-linear kernels. This reduces the UV sensitivity of VPT loops compared to SPT, capturing the expected decoupling of UV modes. This allows us to compute non-linear corrections to power spectra even for cosmologies with very blue power-law input spectra, for which SPT does not converge. Furthermore, it realizes the screening of UV modes for any input spectrum, considerably reducing the sensitivity of non-linear corrections to highly non-linear scales.

Along the way, we obtained a number of noteworthy results, namely:

i) We provide analytical results when expanding in powers of the average background value of the velocity dispersion tensor (Sec. II C). These solutions illustrate the type of corrections to SPT, but are not sufficient to capture the UV screening.

ii) We characterize the impact of higher cumulants of the DF on the VPT non-linear kernels, and in addition we study the impact of scalar, vector and tensor modes of the second cumulant, i.e. the velocity dispersion tensor (Sec. II D).

iii) We demonstrate screening of UV modes, finding a universality that can be explained analytically. We derive an asymptotic scaling relation Eq. (62) showing how non-linear VPT density and velocity divergence kernels are suppressed relative to their SPT counterparts in the limit $k = |\sum_i k_i| \ll k_\sigma \ll |k_i|$, $F_{n,\delta}/(k_1, \ldots, k_n, \eta) \sim k^2/q^2 \left(k_\sigma/k_1\right)^{2/\alpha} \cdots \left(k_\sigma/k_n\right)^{2/\alpha}$.

\begin{equation}
(128)
\end{equation}

This makes the UV screening manifest for large internal wavenumbers $k_i$, with an extra suppression on top of the $k^2/q^2$ scaling imposed by momentum conservation well-known from SPT kernels, $F_n/G_n \sim k^2/q^2$ (where $q \sim \max_i |k_i|$). The exponent is related to the growth rate of the background dispersion $\alpha \equiv \partial_n \ln \epsilon$, and given by $2/\alpha = (n_s + 3)/2$ for a scaling universe with spectral index $n_s$. This result is universal (e.g. valid in all truncation schemes we considered) and only hinges on the stalling of usual linear growth once a perturbation mode enters the “dispersion horizon”, i.e. for $k_i > k_\sigma(\eta) = 1/(\epsilon(\eta))^{1/2}$. This scaling implies that the one-loop integral Eq. (32) is UV finite for any spectral index $n_s$ and explains Eq. (3).

iv) We derive constraints on the VPT non-linear kernels from underlying symmetries, such as Galilean invariance and momentum conservation (Sec. III). These generalize well-known relations to the case when including dispersion and higher cumulants, and provide non-trivial checks and implications for viable approximation schemes that truncate the hierarchy. In particular, we show that neglecting vorticity when including dispersion leads to a violation of momentum conservation. However, when including vorticity the truncations we explore do respect momentum conservation and Galilean invariance.

v) We discuss the generation of vorticity as well as vector and tensor modes of the velocity dispersion at second and higher order in perturbation theory (Sec. IV). We find that the vorticity power spectrum generated non-linearly scales as $k^2$ for low
wavenumber in general. However, the leading (one-loop) contribution is accidentally suppressed as $k^{4}$, such that the $k^{2}$ scaling appears only starting at two-loop order.

vi) We provide estimates of the dispersion scale within two complementary frameworks. First, we use a purely perturbative approach based on self-consistent solutions of the coupled equations for the perturbations and the average dispersion (Sec. VA). Second, we use the halo mass function measured in simulations together with the calculations of the velocity dispersion profile in NFW halos to compute the dispersion scale from virialized regions (Sec. VB). Remarkably, both of these approaches yield estimates that are close to each other, while not allowing for a precise determination.

vii) The VPT linear theory gives for the first time a way to calculate the non-linear halo mass for blue spectra (Sec. VB), avoiding UV divergences that appear for spectral indices $n_s \geq 1$. This is relevant as well for CDM spectra when considering biased tracers, to avoid UV divergences that appear when dealing with derivatives of the smoothed density field in some bias schemes, see e.g. [53].

viii) We compare predictions for the density and velocity divergence power spectra as well as the bispectrum at one-loop order to N-body results in a scaling universe with spectral indices $-1 \leq n_s \leq +2$ (Sec. VI). We use the density power spectrum to fix the precise value of the background dispersion, which then completely determines all other power- and bispectra. We find a good agreement up to the non-linear scale for all cases, with a reach that increases with the spectral index $n_s$. Even though, naively (e.g. within SPT), the loop integration would be UV dominated for large $n_s$, we find that this is in fact not the case when including higher cumulants due to the screening of small-scale modes that becomes more efficient with larger $n_s$. As a result of this, VPT reconciles perturbation theory behavior with the observation that blue spectra in simulations show most suppression of non-linear power, explaining the dependence of non-linear power on linear power with spectral index.

ix) Interestingly, we find the values for the dispersion scale fixed from the two-loop density power spectrum (Eq. 124) is in between the perturbative estimate and the halo estimate (compare to Tables III and IV, respectively). Furthermore, the trend of these values with spectral index is also consistent. This is compatible with the fact that by matching the density power spectrum we are determining the spatial average of the dispersion tensor, a well-defined quantity with clear physical meaning.

x) We observe a significant impact of vorticity backreaction on the (third- and higher order) density contrast. At the non-linear scale the impact of vorticity backreaction on the density power spectrum is $\sim 10\%$ for $n_s = 0$ (Fig. 11). For blue indices $n_s = 1, 2$ this grows to about $15\%$, while for $n_s = -1$ it drops to $3\%$. The backreaction of the vector mode of the dispersion tensor also has a certain impact, while its tensor modes yield a negligible backreaction up to one-loop.

xi) A nontrivial prediction of VPT is the vorticity power spectrum, which we compute up to two-loop order in order to recover the correct large-scale limit. Comparing to our N-body measurements confirms the cross-over from $k^4$ to $k^2$ scaling on large scales (Sec. VI B).

Our results provide a proof-of-principle that perturbative techniques for dark matter clustering can be systematically improved based on the known underlying collisionless dynamics. In particular, this deterministic approach features a screening of UV modes and thereby abandons one of the main shortcomings of the ubiquitous SPT approximation. This motivates to develop the framework further and study also its application in the context of ΛCDM cosmologies. Another obvious extension is to carry out a systematic study of two-loop corrections, and check the convergence of VPT, which given the UV screening may be expected to hold best for blue spectra, the opposite of what happens for SPT. Finally, along the same lines, we plan to study power spectra response functions, i.e. the dependence of the non-linear power spectrum on the initial spectrum. The suppression of this response seen in N-body simulations [32, 33] compared to SPT is another manifestation of the screening of UV modes (see Fig. 1), and a quantitative comparison of this provides yet another test of VPT.
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APPENDIX A: Tadpoles

In this appendix we discuss subtleties related to the splitting between background value and perturbation. For example, for the velocity dispersion the equation of motion for the perturbations \( \delta \epsilon_{ij} = \epsilon_{ij} - \langle \epsilon_{ij} \rangle \) are obtained by subtracting the Eq. (13) for the average value \( \langle \epsilon_{ij} \rangle = \sigma_{ij}/(fH)^2 \) obtained from the second moment of the Vlasov equation Eq. (7). The same holds for the perturbation of \( A = \ln(1+\delta) \) around its average \( A = \langle A \rangle \), that we denote by \( \delta A = A - \langle A \rangle \) in this section for clarity (in the rest of the work we use the symbol \( A \) also for the perturbation part in a slight abuse of notation). The equation of motion for its background value reads \( A' = Q_A(\eta) \) with source term \( Q_A(\eta) \equiv -\int d^3k F_\delta A(k,\eta) \) [6].

The evolution equation for the vector Eq. (21) of perturbation modes obtained in this way reads

\[
\dot{\psi}_{k,a}(\eta) + \Omega_{ab}(k,\eta)\psi_{k,b}(\eta) = \int_{pq} \gamma_{abc}(p,q)\psi_{p,b}(\eta)\psi_{q,c}(\eta) - Q_a(\eta)\delta^{(3)}(k),
\]

(A1)

which differs from Eq. (23) given in the main text by the last term, and contains vertices \( \gamma_{abc}(p,q) \), that, within this section, denote the vertices as derived from the Vlasov equation (we use the hatted notation to discriminate them from modified vertices to be defined below). The last term arises from subtracting the equations for the average values from the original evolution equations for \( \delta \epsilon \) and \( \delta A \), respectively. We use a vector notation with \( Q_a \equiv Q_A \) (see Eq. (20)) for \( a = \delta \epsilon \), \( Q_a \equiv Q_A \) for \( a = \delta A \), and \( Q_a = 0 \) for all other perturbation modes considered here, that do not possess average values. The last term in Eq. (A1) ensures that \( \langle \dot{\psi}_{k,a}(\eta) \rangle = 0 \), i.e. that \( \delta \epsilon \) and \( \delta A \) indeed correspond to the perturbation around the average.

In this appendix we show that the term \( -Q_a(\eta)\delta^{(3)}(k) \) can be skipped in the evolution equations provided one replaces the vertices \( \gamma_{abc}(p,q) \) as derived from the Vlasov equation by vertices \( \gamma_{abc}(p,q) \) given by

\[
\gamma_{abc}(p,q) = \begin{cases} 
\gamma_{abc}(p,q) & p + q \neq 0, \\
0 & p + q = 0.
\end{cases}
\]

(A2)

Note that, apart from this section, we do not discriminate between \( \gamma_{abc} \) and \( \dot{\gamma}_{abc} \), but it is implicitly understood that vertices are set to zero for \( p + q = 0 \).

The statement from above can be most easily understood using a diagrammatic representation of the perturbative expansion, see e.g. [1]. We note that it can be extended in a straightforward way to the generalized case of a vector of perturbations considered here. Starting point is the integral representation of the equation of motion

\[
\psi_{k,a}(\eta) = \psi_{k,a}^{\text{lin}}(\eta) + \int_0^\eta d\eta' g_{aa'}(\eta,\eta',k) \left[ \int_{pq} \gamma_{a'b'c'}(p,q)\psi_{p,b'}(\eta')\psi_{q,c'}(\eta') - Q_{a'}(\eta)\delta^{(3)}(k) \right],
\]

(A3)

where \( g_{aa'}(\eta,\eta',k) \) is the retarded propagator, defined by the solution of the linear equation \( \partial_t g_{aa'}(\eta,\eta',k) + \Omega_{a'b'}(k,\eta)g_{aa'}(\eta,\eta',k) = \delta_{aa'} \) for \( \eta = \eta' \), and \( g_{aa'}(\eta,\eta',k) = 0 \) for \( \eta < \eta' \). The perturbative expansion Eq. (29) can be generated by iteratively inserting the linear solution \( \psi_{k,a}^{\text{lin}}(\eta) = e^{tF_{a}(k,\eta)}\delta_{k,0} \) inside the non-linear terms in Eq. (A3), and using a lower integration boundary formally shifted to \( -\infty \).

The propagator and vertices lead to a diagrammatic expansion that is formally analogous to the SPT case [1], except that the propagator depends on both time arguments as well as on wavenumber, has more components, and more vertices contribute. In addition, the source terms \( \dot{Q}_a \) can formally be represented by insertions given by \( -Q_{a'}(\eta)\delta^{(3)}(k) \) from which a single propagator line with wavenumber \( k = 0 \) emerges. An example will be shown below. As we will see, their role is to precisely cancel “tadpoles diagrams”. Similar cancellations are well-known in the context of effective actions considered in quantum field theory.

Tadpole diagrams contain some loops that are connected only via a single line to the rest of the diagram. By momentum conservation, this line is restricted to carry vanishing wavenumber. Such diagrams can arise for perturbations that also possess a homogeneous background value, i.e. \( \delta A \) and \( \delta \epsilon \) in the present case.

An example for a tadpole contribution to the one-loop power spectrum is shown in Fig. 18 (left). The tadpole loop can be non-zero if the vertex \( \gamma_{abc}(p,q) \) belonging to the loop has a non-vanishing limit for \( p + q \to 0 \). In the following we restrict the discussion to scalar perturbations up to the second cumulant for simplicity, but note that the arguments below can be extended to the general case. Within this restriction, the vertices with a non-zero limit for \( p + q \to 0 \) are

\[
\gamma_{AdA}(p,q) \to -\frac{1}{2}, \gamma_{g\eta g}(p,q) \to \frac{1}{4}(3c_p^2 - 1), \gamma_{g\psi g}(p,q) \to \frac{1}{2}(3c_p^2 - 1), \gamma_{e\psi g}(p,q) \to \frac{1}{4}s_p^2, \gamma_{e\psi e}(p,q) \to -\frac{1}{2}s_p^2.
\]

(A4)

Here \( c_p(s_p) \) denotes the cosine (sine) of the angle between \( p \) and \( k \equiv p + q \). The tadpole loop is given by

\[
T_a(k,\eta) \equiv \delta^{(3)}(k) \int d^3p \gamma_{abc}(p,q) \bigg|_{p+q \to 0} P_b(p,\eta),
\]

(A5)
where $P_{bc}(p, \eta)$ denotes the linear power spectrum at time $\eta$ (see below for a generalization to the non-linear case). Since $P_{bc}(p, \eta)$ does not depend on the direction of $p$, we can consider the angle-averaged vertices

$$
\int \frac{d\Omega}{4\pi} \gamma_{g\theta A}(p, q) \to -\frac{1}{2}, \quad \int \frac{d\Omega}{4\pi} \gamma_{g\theta g}(p, q) \to 0, \quad \int \frac{d\Omega}{4\pi} \gamma_{g\theta e}(p, q) \to \frac{1}{6}, \quad \int \frac{d\Omega}{4\pi} \gamma_{e\theta e}(p, q) \to -\frac{1}{6}.
$$

The contribution from tadpoles containing $\gamma_{g\theta g}$ and $\gamma_{g\theta e}$ averages to zero, consistent with the fact that $g$ does not have a homogeneous background value.

Let us consider as an example the tadpole $T_a$ for $a = \delta \epsilon$. Using the angle-averaged vertices, the tadpole Eq. (A5) is given by

$$
T_{\delta \epsilon}(k, \eta) = \delta^{(3)}(k) \frac{1}{3} \int d^3p \left( P_{g\theta g}(p, \eta) - P_{g\theta e}(p, \eta) \right).
$$

The tadpole is exactly cancelled by the contribution $-Q(\eta)\delta^{(3)}(k)$ from the source term to the perturbation equation for $\delta$ Eq. (20) (considering the restriction to scalar modes up to the second cumulant for the purpose of this discussion), as expected. The corresponding contribution to the power spectrum is shown in the right part of Fig. 18.

Note that this cancellation also works at higher loop order. We can decompose any loop diagram in tadpole contributions, that are attached to some internal or external lines of the full diagram. The tadpole itself can also contain loops, that precisely yield the full non-linear power spectrum $P_{bc}(p, \eta)$ in the integrand in Eq. (A5). On the other hand, the source term $Q$ also contains the integral over the corresponding full non-linear power spectrum, such that the cancellation occurs at any order in perturbation theory. The same argument applies to the tadpole Eq. (A5) for $a = \delta A$. It can also be generalized to perturbations of the fourth, sixth, eighth, or any even cumulant, that may possess an average value (see paper I [6]), but are not considered in this work.

One may wonder whether the vertex connecting the line coming from the tadpole to the rest of the diagram can potentially be singular for vanishing ingoing wavenumber. One can check that either this singularity is removed by a factor of $k^2$ coming from the internal propagating line connecting with the tadpole, or that the vertex is not singular.

Therefore, we conclude that with the prescription of setting vertices to zero when the ingoing lines exactly add up to zero effectively eliminates all tadpoles, such that we can also ignore diagrams with insertions of the sources $Q$ or $Q_A$. This is equivalent to using the equation of motion Eq. (23) instead of Eq. (A1), with vertices Eq. (A2), as claimed above.
APPENDIX B: Time integrals

The integrals appearing in the analytic results Eq. (53) for the non-linear kernels \( F_2,\delta \) and \( F_{2,\theta} \) when expanding to first order in the power of the background dispersion \( \epsilon \) are given by

\[
J_1^\delta = \frac{4}{5} \int_0^n dq' \left( e^{q' - \eta} - e^{7(q' - \eta)/2} \right) E_3(q') = \frac{2}{5} (E_1(\eta) - 5E_3(\eta) + 4E_7/2(\eta)),
\]

\[
J_2^\delta = \frac{4}{5} \int_0^n dq' \left( e^{q' - \eta} - e^{7(q' - \eta)/2} \right) (E_2(q') - E_3(q')) = \frac{2}{15} (3E_1(\eta) - 10E_2(\eta) + 15E_3(\eta) - 8E_7/2(\eta)),
\]

\[
J_3^\delta = \frac{2}{5} \int_0^n dq' \left( e^{q' - \eta} - e^{7(q' - \eta)/2} \right) \epsilon(q') = \frac{2}{5} (E_1(\eta) - E_7/2(\eta)),
\]

\[
J_4^\delta = \frac{2}{5} \int_0^n dq' \left( e^{q' - \eta} - e^{7(q' - \eta)/2} \right) I_0(q') = \frac{2}{105} (12E_0(\eta) - 70E_2(\eta) + 63E_5/2(\eta) - 5E_7/2(\eta)),
\]

\[
J_5^\delta = J_1^\delta + J_2^\delta = \frac{4}{15} (3E_1(\eta) - 5E_2(\eta) + 2E_7/2(\eta)),
\]

\[
J_6^\delta = \frac{2}{5} \int_0^n dq' \left( \frac{3}{2} e^{q' - \eta} + e^{7(q' - \eta)/2} \right) I_0(q') = \frac{2}{21} (6E_0(\eta) - 7E_2(\eta) + E_7/2(\eta)),
\]

\[
J_7^\delta = \frac{2}{5} \int_0^n dq' \left( \frac{3}{2} e^{q' - \eta} + e^{7(q' - \eta)/2} \right) I_\theta(q') = \frac{2}{105} (30E_0(\eta) - 63E_1(\eta) + 35E_2(\eta) - 2E_7/2(\eta)),
\]

(B1)

and

\[
J_1^0 = \frac{4}{5} \int_0^n dq' \left( e^{q' - \eta} + \frac{3}{2} e^{7(q' - \eta)/2} \right) E_3(q') = \frac{2}{5} (E_1(\eta) + 5E_3(\eta) - 6E_7/2(\eta)),
\]

\[
J_2^0 = \frac{4}{5} \int_0^n dq' \left( e^{q' - \eta} + \frac{3}{2} e^{7(q' - \eta)/2} \right) (E_2(q') - E_3(q')) = \frac{2}{5} (E_1(\eta) + 5E_3(\eta) + 4E_7/2(\eta)),
\]

\[
J_3^0 = \frac{2}{5} \int_0^n dq' \left( e^{q' - \eta} + \frac{3}{2} e^{7(q' - \eta)/2} \right) \epsilon(q') = \frac{1}{5} (2E_1(\eta) + 3E_7/2(\eta)),
\]

\[
J_4^0 = \frac{2}{5} \int_0^n dq' \left( e^{q' - \eta} + \frac{3}{2} e^{7(q' - \eta)/2} \right) I_0(q') = \frac{1}{35} (16E_0(\eta) - 21E_5/2(\eta) + 5E_7/2(\eta)),
\]

\[
J_5^0 = J_1^0 + J_2^0 = \frac{4}{5} (E_1(\eta) - E_7/2(\eta)),
\]

\[
J_6^0 = \frac{2}{5} \int_0^n dq' \left( \frac{3}{2} e^{q' - \eta} - \frac{3}{2} e^{7(q' - \eta)/2} \right) I_0(q') = \frac{1}{35} (12E_0(\eta) - 70E_2(\eta) + 63E_5/2(\eta) - 5E_7/2(\eta)),
\]

\[
J_7^0 = \frac{2}{5} \int_0^n dq' \left( \frac{3}{2} e^{q' - \eta} - \frac{3}{2} e^{7(q' - \eta)/2} \right) I_\theta(q') = \frac{2}{35} (6E_0(\eta) - 21E_1(\eta) + 35E_2(\eta) - 21E_5/2(\eta) + E_7/2(\eta)).
\]

(B2)

APPENDIX C: Recursion relation and Galilean invariance

In this appendix we prove the relation Eq. (69), by generalizing the proof within EdS-SPT presented in [41]. The crucial observation is that the non-linear vertices \( \gamma_{abc}(p, q, \eta) \) satisfy the property Eq. (68) in the limit \( p \to 0 \).

We proceed by induction and assume that Eq. (69) is satisfied for all \( m \leq n \). For the moment we also assume that it is satisfied for the starting point \( n = 1 \), and show that this is indeed the case further below. Now we want to prove Eq. (69) for \( F_{n+1,a} \). The differential equation Eq. (33) for the kernel can be written as

\[
(\partial_{\eta} \delta_{ab} + (n+1)\delta_{ab} + \Omega_{ab}(q, k + p, \eta))F_{n+1,b}(p, k_1, \ldots, k_n, \eta)
\]

\[= \sum_{m=1}^{n} \frac{n+1}{n+1} \left\{ \gamma_{abc}(p + q_1 + \ldots + q_m, q_{m+1} + \ldots + q_n)F_{m+1,b}(p, q_1, \ldots, q_m, \eta)F_{n-m,c}(q_{m+1}, \ldots, q_n, \eta) \right\}^a
\]

\[+ \sum_{m=1}^{n} \frac{n-m+1}{n+1} \left\{ \gamma_{abc}(q_1 + \ldots + q_m, p + q_{m+1} + \ldots + q_n)F_{m,b}(p, q_1, \ldots, q_m, \eta)F_{n-m+1,c}(p, q_{m+1}, \ldots, q_n, \eta) \right\}^a
\]

\[+ \frac{1}{n+1} \gamma_{abc}(p, k_1 + \ldots + k_n)F_{1,b}(p, \eta)F_{n,c}(k_1, \ldots, k_n, \eta) + \frac{1}{n+1} \gamma_{abc}(k_1 + \ldots + k_n, p)F_{n,b}(k_1, \ldots, k_n, \eta)F_{n,c}(p, \eta),
\]

(C1)
where \(\{\cdots\}^s = \sum_{\text{perm}} \{\cdots\}/|\text{perm}|\) denotes an average over all \(|\text{perm}| = n!/m!/(n-m)!\) possibilities to choose the subset of wavevectors \(\{q_1, \ldots, q_m\}\) from \(\{k_1, \ldots, k_n\}\). The symmetrization with respect to the vector \(p\) is not included in \(\{\cdots\}^s\) in the equation above, but explicitly accounted for by the two sums over \(m\) in the second and third line and the two contributions in the last line, respectively, as well as their prefactors.

In this form, the limit \(p \to 0\) can be performed, using Eq. (69) for the kernels \(F_{m+1,b}(p,q_1,\ldots,q_m,\eta)\) and \(F_{n-m-1,c}(p,q_{m+1},\ldots,q_n,\eta)\), respectively, as well as

\[
\frac{\gamma_{abc}(p+q_1+\cdots+q_{m+1}+\cdots+q_n)\gamma_{def}(p+q_1+\cdots+q_m+p+q_{m+1}+\cdots+q_n)}{\gamma_{abc}(q_1+\cdots+q_m+q_{m+1}+\cdots+q_n)}.
\]

For the first term in the last line of Eq. (C1) we use the property Eq. (68) of the vertices, as well as \(F_{1,0}(p,\eta) \to 1\) for \(p \to 0\) and \(F_{1,0}(p,\eta) = 0\). At this point we have to assume that \(|p| \ll k_\eta\) in addition to \(|p| \ll |k_i|\). Using that the vertices are symmetrized, see Eq. (28), the second term in the last line of Eq. (C1) is identical to the first one. Finally, we use that \(\Omega_{ab}(\{k+p,\eta\}) \to \Omega_{ab}(k,\eta)\). Altogether, we obtain

\[
(\partial_\eta \delta_{ab} + (n+1)\delta_{ab} + \Omega_{ab}(k,\eta)) F_{n+1,b}(p,k_1,\ldots,k_n,\eta)
= \frac{1}{n+1} \frac{k \cdot p}{p^2} \sum_{m=1}^{n-1} \left\{ \gamma_{abc}(q_1+\cdots+q_m+q_{m+1}+\cdots+q_n) F_{m,b}(q_1,\ldots,q_m,\eta) F_{n-m-1,c}(q_{m+1},\ldots,q_n,\eta) \right\}^s
+ \frac{1}{n+1} \frac{k \cdot p}{p^2} F_{n,a}(k_1,\ldots,k_n,\eta) + \mathcal{O}(p^0).
\]

The sum in the middle line is precisely the right-hand side of the differential equation Eq. (69) for the kernel \(F_{n,a}(k_1,\ldots,k_n,\eta)\). Therefore, taking also the last line into account, we can also write this equation as

\[
(\partial_\eta \delta_{ab} + (n+1)\delta_{ab} + \Omega_{ab}(k,\eta)) \left[ F_{n+1,b}(p,k_1,\ldots,k_n,\eta) - \frac{1}{n+1} \frac{k \cdot p}{p^2} F_{n,b}(k_1,\ldots,k_n,\eta) \right] = \mathcal{O}(p^0).
\]

For \(a = \delta, \theta\), the kernels \(F_{n,a}\) approach the EdS-SPT kernels at early times, which are known to satisfy Eq. (69) [41]. For all other perturbation modes, the kernels can be assumed to vanish at early times, and are generated only by time evolution. Therefore, the square bracket can be taken to be zero in the limit \(\eta \to -\infty\) for all kernels, up to corrections of order \(p^0\). Consequently, the unique solution of the differential equation is that the square bracket is zero (up to \(p^0\) terms) at all times. This completes the proof for all \(n \geq 2\). What is still missing is to show Eq. (69) for the starting point of the induction, \(n = 1\). This can be achieved by realizing that when proceeding analogously as above for the kernels \(F_{2,a}(p,k,\eta)\), the second and third line in Eq. (C1) is absent, and only the fourth line contributes. Therefore, the desired relation Eq. (69) follows directly from the vertex property Eq. (68) in that case, when proceeding analogously as in the general case.

APPENDIX D: Treatment of vorticity, vector and tensor modes

In Fourier space, the vorticity \(w_i\) satisfies the transversality condition \(k \cdot w = 0\), such that only two of its three components are independent. The same holds for the vector mode \(\nu_i\) of the second cumulant, while its tensor mode \(t_{ij}\) satisfies \(k_i t_{ij} = 0, t_{ij} = t_{ji}, t_{ii} = 0\), corresponding to \(3 \times 3 - (3 + 3 + 1) = 2\) independent degrees of freedom. In our implementation we use a scheme taking advantage of these constraints. For example, for the vorticity perturbation \(w_i\) at some wavenumber \(k\), we can choose the two independent degrees of freedom in the plane perpendicular to \(k\). There is a remaining freedom to select a basis in this plane. It turns out that for the one-loop power spectrum a suitable choice of this basis allows us to track only a single perturbation mode for the vorticity. The same applies to the vector and tensor mode, respectively. For the two-loop power spectrum or one-loop bispectrum, we need to include all independent degrees of freedom. We describe both algorithms below, and checked their exact equivalence whenever the simpler one is applicable.

Before that, we discuss some general properties. In this appendix we refer to scalar modes with the letter \(s\) (with \(s \in \{\delta, \theta, \chi, \epsilon, A, \pi, \chi\}\) up to (\textbf{cum3})), vector modes with \(v_i\) (with \(v_i \in \{w_i, \nu_i\}\) encompassing both vorticity and the vector mode of the velocity dispersion tensor), and tensor modes with \(t_{ij}\). Vector and tensor modes can appear in two different roles:

(i) when computing power spectra of vector or tensor modes themselves (involving non-linear kernels \(F_{n,v_i}\) or \(F_{n,t_{ij}}\)),

(ii) as backreaction contributions to the power- (and bi-)spectra of scalar modes via non-linear kernels \(F_{n,s}\).
In a diagrammatic representation of the perturbative solution of the equations of motion (see e.g. [1] and App. A), vector and tensor modes appear as external, outgoing lines in case (i) and as internal lines in both (i) and (ii), while "ingoing" lines (that emerge from insertions of the initial power spectrum $P_0$ in loop diagrams) are always (growing) scalar modes.

Furthermore, statistical isotropy implies rotational invariance of power spectra involving vector and tensor modes, which implies that all cross spectra $P_{v_i,s} = P_{t_{ij},s} = P_{v_i,t_{ij}} = 0$ vanish. In addition, rotational invariance requires

$$P_{v_i,v_j}(k, \eta) = \frac{1}{2} \left( \delta_{ij} - \frac{k_i k_j}{k^2} \right) \sum_n P_{v_n,v_n}(k, \eta), \quad P_{i,j,t_{ij} s}(k, \eta) = \frac{1}{2} P_{i,j,l s}(k) \sum_{m,n} P_{t_{mn} t_{mn}}(k, \eta), \quad \text{(D1)}$$

where we explicitly indicated the summation over $n, m$ here for clarity (while being implicitly understood in the rest of this work), and $i, j, l, s$ are not summed over. The tensor projector $P_{i,j,l s}(k)$ can be found in [6]. These results can be derived by making the ansatz that e.g. $P_{v_i,v_j}(k, \eta)$ is a general linear combination of all rotationally covariant objects with two indices built from the vector $k$, being $\delta_{ij}$ and $k_i k_j$, and using the transversality condition $k \cdot v = 0$. An analogous derivation holds for the tensor mode and the cross spectra. Note that the structure of $P_{v_i,v_j}$ applies correspondingly to the three cases $P_{w_i,w_j}, P_{w_i,v_j}, P_{v_i,v_j}$. Altogether, this implies that it is sufficient to compute the vector and tensor power spectra on the right-hand sides of Eq. (D1), where a summation over all indices is performed. Our numerical implementations take advantage of this observation.

1. Simplified algorithm for the one-loop power spectrum

The algorithm described here can be used for all scalar, vector and tensor power spectra up to one-loop order, including backreaction of vector and tensor modes for the former. It exploits that, at one-loop, it is sufficient to track only one of the two independent degrees of freedom for each vector perturbation $v_i$ and tensor perturbation $t_{ij}$, respectively. The general case is discussed in Sec. D.2.

When being interested in the one-loop power spectrum, vector and tensor modes can appear only in two places: (i) in the kernel $F_{2,v_i}(q, k - q, \eta)$ or $F_{2,t_{ij}}(q, k - q, \eta)$ for the vector- or tensor power spectra $P_{v_i,v_i}$ or $P_{t_{ij},t_{ij}}$, respectively, and (ii) in the kernels $F_{3,s}(k, q, -q, \eta)$ contributing to power spectra of scalar modes. These two possibilities are specific examples for the generic cases (i) and (ii) from above.

In the following we discuss an algorithm that is sufficient to compute these kernels. Let us start with the vector modes $v_i \in \{w_i, \nu_i\}$. We generically refer to non-linear vertices $\gamma_{abc}(k_1, k_2)$ with e.g. $a$ representing a vector mode and $b, c$ any two scalar modes $s, s'$ as $\gamma_{v_i,s s'}(k_1, k_2)$, and analogously for other cases. The only relevant vertex combinations containing vector modes when computing one-loop power spectra are

$$\gamma_{v_i,s s'}(q, k - q) \gamma_{v_i', s' s''}(q, k - q), \quad \gamma_{s s' v_i}(q, k - q) \gamma_{v_i', s' s''}(-q, k), \quad \text{(D2)}$$

which contribute to case (i) and (ii), respectively (see Fig. 19), and with summation over the spatial index $i = x, y, z$ in both cases. Here $k$ is the external wavenumber, and $q$ the loop integration variable. Note that there are only those two independent directions. In addition, we observe that all vertices of the form $\gamma_{v_i,s s'}(k_1, k_2)$ as well as $\gamma_{s s' v_i}(k_1, k_2)$ are proportional to $k_1 \times k_2$. Therefore, the vorticity has to lie along the axis $k \times q$. Thus, it is sufficient to track a single degree of freedom for each vector mode. In practice, we can replace the three kartesian by a single component, $w_i \mapsto w_{\text{eff}}$ and $v_i \mapsto v_{\text{eff}}$, and replace the factor $(k_1 \times k_2)_i$ contained in the
relevant vertices by $\sigma_{k_1 k_2} |k_1 \times k_2|$. Here $\sigma_{k_1 k_2} \in \{\pm 1\}$ keeps track of the correct sign, and is chosen such that $(k_1 \times k_2)_i = \sigma_{k_1 k_2} |k_1 \times k_2| (k \times q)_i / |k \times q|$ for all relevant vectors $k_1, k_2 \in \{\pm q, \pm(k-q), \pm(k+q)\}$ that occur when evaluating the integrand of the one-loop power spectrum, including the symmetrization $q \leftrightarrow -q$ to ensure cancellation of infrared singularities at the integrand level. We use $\sigma_{k_1 k_2} = \text{sgn}((k_1 \times k_2) \cdot (k \times q))$.

Altogether, the effective single-component vorticity and vector modes correctly take into account the backreaction on the scalar kernels $F_{3,s}(k, q, -q, \eta)$, and allow for the computation of the vector power spectra according to $P_{w_i w_i} = P_{w_i w_i}^{\text{pert}} + P_{w_i w_i}^{\text{intr}} + P_{w_i w_i}^{\text{grav}}$.

For the tensor mode, the relevant combinations of vertices are analogous to Eq. (D2) with $i, j$ replaced by $t_i j, t'_i j$. We observe that for vertices of the form $\gamma_{t_i j, s', k_1, k_2}$ the dependence on the indices $i, j$ is universally given by the factor

$$f_{ij}(k_1, k_2) = \delta_{ij} - (k_1 + k_2) (k_1 + k_2)_i / (k_1 + k_2)_j - 2(k_1 \times k_2)_i (k_1 \times k_2)_j / (k_1 \times k_2)^2,$$

which satisfies the transversality and trace conditions $0 = (k_1 + k_2)_i f_{ij}(k_1, k_2), 0 = f_{ii}$. Furthermore, for all vertices of the form $\gamma_{st, t, s'}(k_1, k_2)$ the dependence on $i, j$ is captured by $g_{ij}(k_1, k_2) \equiv (k_1, k_2)_j$. We find that for the one-loop power spectrum we can again represent the tensor mode by a single degree of freedom, $t_i j \rightarrow t_{\text{eff}}$, with vertices related to the full ones via $\gamma_{t_i j, s', k_1, k_2} = f_{ij}(k_1, k_2) \gamma_{t_{\text{eff}}, s', k_1, k_2}$ and $k_1^2 \sin^2(k_1, k_2) \gamma_{st, s', k_1, k_2} = \gamma_{t_i j, s', k_1, k_2}$. With these definitions one has

$$\gamma_{t_i j, s', k_1, k_2} (q, k - q) = 2 \gamma_{t_{\text{eff}}, s', k_1, k_2} (q, k - q),$$

$$\gamma_{s', t_i j, k_1, k_2} (q, k - q) = \gamma_{s', t_{\text{eff}}, k_1, k_2} (q, k - q).$$

The second line implies that the effective tensor mode correctly takes into account the backreaction of tensor perturbations on the scalar kernels $F_{3,s}(k, q, -q, \eta)$. Using the first line we find that the tensor power spectrum at one-loop order can be computed according to $P_{t_i j, t_{\text{eff}}}(k, \eta) = 2 P_{t_{\text{eff}}, t_{\text{eff}}}(k, \eta)$.

2. General case

For situations where the simplified treatment described above is not applicable, we also implemented a full treatment of vorticity and vector mode perturbations taking both of the two independent degrees of freedom for each of them into account. This is relevant in particular for the two-loop vorticity power spectrum (see Sec. V.ID) and the one-loop matter density bispectrum (see Sec. V.C). In practice, to make use of the constraint $p \cdot v = 0$ for a vector mode $v_1 \in \{v_1, v_1\}$ of wavenumber $p$, we project $v_1$ on a basis that depends on $p$. In particular, we use the $p$-dependent orthogonal basis vectors

$$b_{p_{1}} \equiv N_{p_1} (p \times Q_p), \quad b_{p_2} \equiv N_{p_2} (p \times (p \times Q_p))) = N_{p_2} (p (p \cdot Q_p) - Q_p p^2), \quad b_{p_3} \equiv N_{p_3} p,$$

where $Q_p$ is an a priori arbitrary reference vector that can be chosen by convenience for each $p$ with the only condition that $p \times Q_p \neq 0$. Furthermore, $N_{p_1,2,3}$ are normalization factors. A natural choice is such that the basis vectors have norm equal to unity, but this is not required in our implementation. We refer to this basis as the transverse basis, and decompose the vorticity for wavevector $p$ as

$$w = w_{p_{1}} b_{p_{1}} + w_{p_{2}} b_{p_{2}},$$

where $w_{p_{1,2}}$ are the two transverse vorticity components, and the projection along $b_{p_{3}}$ vanishes by construction. The decomposition of the vector mode is analogous. In the list of perturbation variables, we correspondingly include $w_{p_{3}}$ and $v_{p_{3}}$ for $\alpha = 1, 2$. The linear part of their evolution is not affected by the basis choice. For the non-linear part, the vertices in the transverse basis can be obtained from the generic kartesian ones via

$$\gamma_{aw_{p_{a}}, c}(p, q) = \gamma_{aw_{c}, c}(p, q) b_{p_{a}, i}, \quad \gamma_{aw_{q_{a}}, c}(p, q) = \gamma_{aw_{q_{a}}, c}(p, q) b_{p_{a}, i}, \quad \gamma_{aw_{bc}, c}(p, q) = b_{p+q_{a}, i} / b_{p+q_{a}} \gamma_{aw_{bc}, c}(p, q),$$

where summation over $i = x, y, z$ is implied. Note that the appropriate transverse basis for each of the wavevectors $p, q$ or $p + q$ is used in the three cases. For vertices involving the vector mode $v$, the projection is analogous, and for vertices where more than one of the indices $a, b, c$ corresponds to a vorticity or vector mode, the projection is applied for each of them correspondingly. For example,

$$\gamma_{w_{p+q_{a}} w_{p_{a}} w_{q}}(p, q) = b_{p+q_{a}, i} / b_{p+q_{a}} \gamma_{w_{w_{p+q_{a}} w_{p_{a}} w_{q}}(p, q) b_{p_{j}, j}, b_{q_{j}, k}},$$

with summation over $i, j, k = x, y, z$ and for $\alpha, \beta, \gamma = 1, 2$. Therefore the $wwv$ vertex corresponds in the transverse basis to $2^3 = 8$ distinct vertices, while in the cartesian basis it would have in general $3^3 = 27$ components. This illustrates the advantage of using the transverse basis.
We note that in the transverse basis, and using well-known relations from vector algebra, the projected vectors can be reduced to expressions that depend solely on scalar products \( p \cdot q, p \cdot Q_r \) and \( q \cdot Q_r \), as well as on

\[
D_{rs} \equiv \det(s, r, Q_r) = (r \times Q_r) \cdot s,
\]

with \( r, s \in \{ p, q, p + q \} \). This is advantageous when following the algorithm outlined in [23], and we precompute these values for a given configuration of wavevectors corresponding to a single evaluation of the integrand for the loop evaluation. In particular, the relevant elementary wavevectors that may appear are the external wavevector \( k \) for the power spectrum (or \( k_1, k_2 \) for the bispectrum) as well as loop wavenumbers \( Q_1, \ldots, Q_L \) at \( L \)-loop order. The most general set of vectors that may appear as arguments of non-linear kernels as well as of vertices has then the form

\[
\sum_{n=1}^{L} c_n Q_n + c_{L+1} k \quad (\text{or} \sum_{n=1}^{L} c_n Q_n + c_{L+1} k_1 + c_{L+2} k_2 \quad \text{for the bispectrum}),
\]

with some coefficients \( c_n = 0, \pm 1 \). For each of those vectors \( p \), we define the associated vector \( Q_p \) by entering the definition of the corresponding transverse basis as the vector within the set \( B = \{ k, Q_1, \ldots, Q_L \} \) (or \( B = \{ k_1, k_2, Q_1, \ldots, Q_L \} \) for the bispectrum) that has the largest projection within the plane perpendicular to \( p \), i.e. for which \( s^2_{pq} = 1 - \frac{(p \cdot Q)^2}{p \cdot Q} \) is maximal out of all \( Q \in B \). This allows for an efficient implementation of vertices involving vector modes within the algorithm used in this work, based on [23–26].

**APPENDIX E: Rescaling for power law universe**

For a scaling universe with linear input power spectrum \( P_0(k) = A k^{n_s} \) and EdS background, the average value of the velocity dispersion is given by \( \epsilon(\eta) = \epsilon_0 e^{\alpha \eta} \) with \( \alpha = 4/(n_s + 3) \), and the dimensionless ratio \( \bar{\omega} = \omega(\eta)/\epsilon^2(\eta) \) involving the fourth cumulant expectation value is constant (as are dimensionless ratios of higher order cumulants [6]). The only dimensionful scales are therefore \( k_\sigma = 1/\sqrt{\epsilon_0} \) and \( k_{\text{nl}} = 1/(4\pi A)^{1/(n_s+3)} \). We indicate the dependence of power spectra on \( \epsilon_0 \) in this appendix using the notation \( P_{ab}(k, \eta; \epsilon_0) \), for any perturbation modes \( a \) and \( b \) (e.g. \( a = b = \delta \) for the density spectrum), and taking \( A \) as given.

Scaling symmetry can be used to rescale power spectra computed for a given reference value \( \epsilon_0^\text{ref} \) to any other value \( \epsilon_0 \), while keeping all dimensionless ratios of higher cumulants fixed, specifically \( \bar{\omega} \) (the dependence on which we suppress for brevity). To see this, we consider for a moment power spectra \( P_{ab}(k, \eta; \epsilon_0) = P_{ab}(k, \eta; \epsilon_0^\text{ref})/\epsilon_0^\text{ref} \) of dimensionless perturbation variables \( \bar{a} = a/\epsilon^{d_a}(\eta) \) and \( \bar{b} = b/\epsilon^{d_b}(\eta) \), with appropriate powers \( d_a \), \( d_b \). For example, \( d_\delta = d_{\delta} = d_{\Delta} = d_{\chi} = 0 \), and \( d_{\chi} = d_{\chi} = 1 \). Then the dimensionless power spectrum \( 4\pi k^2 P_{ab} \) can depend only on dimensionless ratios of \( k, k_\sigma \) and \( k_{\text{nl}} \), which can be taken to be \( k/k_\sigma \) and \( k_{\text{nl}}/k_\sigma \). In addition, within perturbation theory, the \( L \)-loop contribution involves exactly \( L + 1 \) powers of \( P_0 \), i.e. is proportional to \( A^{L+1} \). This implies that \( 4\pi k^2 L^{-\text{loop}}(k, \eta; \epsilon_0) = (k/k_\sigma)^{(n_s+3)(L+1)} \Delta L^{-\text{loop}}(k/k_\sigma, \eta) \), with some dimensionless function \( \Delta L^{-\text{loop}}(k/k_\sigma, \eta) \) that depends on \( k \) only via the ratio \( k/k_\sigma \). From this we obtain the rescaling relation for the original power spectrum,

\[
P_{ab}^{-\text{loop}}(k, \eta; \epsilon_0) = \left( \frac{\epsilon^\text{ref}}{\epsilon_0} \right)^{(n_s+3)(L+1)/2} \frac{1}{2} \frac{d_a - d_b}{d_a - d_b} \epsilon^\text{ref} P_{ab}^{-\text{loop}}(k \times \epsilon^\text{ref}/\epsilon_0^{1/2}, \eta; \epsilon_0^\text{ref}) .
\]

Similarly, for the bispectrum we find

\[
B_{abc}^{-\text{loop}}(k_1, k_2, k_3, \eta; \epsilon_0) = \left( \frac{\epsilon^\text{ref}}{\epsilon_0} \right)^{(n_s+3)(L+2)/2} \frac{1}{2} \frac{d_a - d_b - d_c}{d_a - d_b - d_c} \epsilon^\text{ref} B_{abc}^{-\text{loop}}(k_1', k_2', k_3', \eta; \epsilon_0^\text{ref}) ,
\]

where \( k_i' = k_i \times (\epsilon_0/\epsilon^\text{ref})^{1/2} \) for \( i = 1, 2, 3 \).

In addition, the dependence on time (or equivalently \( \eta \)) is also fixed by scaling symmetry. To see this it is useful to introduce generalized time-dependent scales \( k_\sigma(\eta) \equiv 1/\sqrt{\epsilon(\eta)} \) and \( k_{\text{nl}}(\eta) \equiv 1/(4\pi A e^{2\eta})^{1/(n_s+3)} \). The dimensionless power spectrum \( 4\pi k^2 P_{ab}(k, \eta; \epsilon_0) \) can depend on time only via the ratios \( k/k_\sigma(\eta) \) and \( k_{\text{nl}}(\eta)/k_\sigma(\eta) \). Observing that the latter ratio is constant in time implies that \( \Delta L^{-\text{loop}}(k/k_\sigma, \eta) = \Delta L^{-\text{loop}}(k/k_\sigma(\eta)) \) is a function of a single variable. This yields \( P_{ab}(k, \eta; \epsilon_0) = (\epsilon(\eta)/\epsilon(\eta'))^{3/2 - d_a - d_b - d_c} P_{ab}(k', \eta'; \epsilon_0) \) and \( B_{abc}(k_1, k_2, k_3, \eta; \epsilon_0) = (\epsilon(\eta)/\epsilon(\eta'))^{-6/2 - d_a - d_b - d_c} B_{abc}(k_1', k_2', k_3', \eta'; \epsilon_0) \) where now \( k' = k \times (\epsilon(\eta)/\epsilon(\eta'))^{1/2} = k e^{2(\eta - \eta')/(n_s + 3)} \) and analogously for \( k_i' \).

**APPENDIX F: N-body simulations**

Our main suite of N-body simulations (see Tab. V) consists of 4 realizations of 512^3 particles for each power-law spectral index \( n_s = -1, 0, 1, 2 \), run with \( \Omega_m = 1 \) using the Gadget code [56]. The four realizations in each case
correspond to two sets of fixed amplitude initial conditions with opposite phases [56], to cancel Gaussian cosmic variance. The initial conditions are set at scale factor $a_{ic} = 0.001$ and evolved until $a = 10^8$ with $s = -2$ to $s = 0$ in steps of $\Delta s = 0.2$. The setup of initial conditions necessarily induces transients in subsequent evolution, due to imperfect dynamics [57–62] (the use of perturbation theory to compute initial displacements) and special configurations of discrete particles [63–66] (cartesian grid out of which the initial displacements are imposed) that are not exact solutions of the equations of motion.

For our application of interest, namely testing 3D gravitational clustering in the regime where orbit-crossing is most significant, we would like to focus on spectra with blue spectral indices, hence our choice of pushing $n_s$ to be as high as $n_s = +2$, which as far as we know has never before been considered in the literature of scale-free 3D cosmological simulations [4, 67–72]. This gives rise to some challenges from the numerical simulation point of view. In particular, since we use perturbation theory to set up initial conditions, we would like to have the maximum amplitude of fluctuations to be initially less than unity, which for such blue spectra makes the fluctuation amplitude at the scale of the box very small. This in turn makes following the evolution of fluctuations more difficult by the tree algorithm due to accumulation of numerical errors (e.g. [61, 73]. To strike a balance, the amplitude of initial fluctuations at the Nyquist frequency of the particle grid is an increasing function of $n_s$, with $\Delta_{Nyq} = (k_{Nyq}/k_{nl})^{n_s+3}$, where $n_s = 0.01, 0.01, 0.05, 0.25$ for $n_s = -1, 0, 1, 2$. This gives an initial amplitude at the scale of the box of $\Delta_{box} = 1.5 \times 10^{-7}, 6 \times 10^{-10}, 1.2 \times 10^{-11}, 2.3 \times 10^{-13}$, respectively. Even then, we see some numerical noise in the evolution of the large-scale modes down to late times, particularly for the bispectrum when $n_s = 2$ (see Fig. 14).

This limitation imposes constraints on the order of perturbation theory that can be safely used in setting up initial conditions. Indeed, at the $\Delta_{Nyq}$ values mentioned above, our linear solutions to the equations of motion with dispersion and higher cumulants tell us that already the corrections over the unperturbed initial spectrum $P_0 \propto k^{n_s}$ are about $0, 3, 15, 30%$ at the Nyquist frequency for $n_s = -1, 0, 1, 2$ respectively at the initial conditions (see Fig. 10). This means that for blue spectral indices $n_s = 1, 2$, Lagrangian perturbation theory convergence is doubtful, as one would have to take into account dispersion and higher cumulants. For this reason in such cases we set initial conditions using the Zel'dovich approximation (ZA), rather than second-order Lagrangian perturbation theory (2LPT).

The use of ZA initial conditions introduces violations of self-similarity at early times due to transients, which we correct using tree-level standard perturbation theory (SPT), tested against $n_s = -1, 0$ 2LPT initial conditions simulations for which we have also run their ZA counterparts. For the bispectrum for equilateral triangles, tree-level SPT gives [57]

$$B_{eq}(k, a) = \left\{ \frac{12}{7} - \frac{27}{20} \left( \frac{a_{ic}}{a} \right) + \frac{27}{70} \left( \frac{a_{ic}}{a} \right)^{7/2} \left[ P_{lin}^{SPT}(k, a) \right] \right\}^2,$$

which at the initial conditions ($a = a_{ic}$) gives the ZA tree-level bispectrum, and for $a \gg a_{ic}$ gives the tree-level equilateral bispectrum of the exact dynamics in the absence of dispersion (which is correctly predicted by 2LPT). In between, transients (spurious $a/a_{ic}$ dependence in Eq. F1) induce violations to self-similar evolution. At early times, when our simulations are weakly non-linear, we find that Eq. (F1) matches the differences between the ZA and 2LPT initial conditions simulations very well, as expected, and in agreement with previous tests of higher-order statistics in the literature [57, 59]. In fact, we have checked this for all triangle shapes, not just equilateral. The use of Eq. (F1) at late times to compute the relative corrections due to transients is also justified in practice because, although tree-level SPT is not valid, the size of the transient corrections is rather small, so a larger error in estimating it is acceptable compared to the statistical errors. More specifically, we find that the maximum deviation between ZA initial conditions simulations corrected for transients by SPT compared to the 2LPT initial conditions simulations for all triangle shapes and simulation outputs is about 1.5% for $n_s = -1$ and 0.5% for $n_s = 0$, suggesting our application to $n_s = 1, 2$ should yield sub-percent systematic errors.

The situation for power spectrum measurements is less challenging, since ZA initial conditions reproduce the correct linear spectrum in the absence of dispersion, with transients entering only through loop corrections in the context of SPT [59]. By comparing our ZA initial conditions simulations to those run with 2LPT for the cases $n_s = -1, 0$, we see that correcting power spectrum measurements for transients is in practice not necessary, as deviations are at most 0.5% for $n_s = -1$ and 0.3% for $n_s = 0$ once the power spectra from different outputs are binned into functions of $k/k_{nl}$.

Apart from transients, there are other spurious effects that break self-similarity [4]. N-body simulations cannot follow modes with wavelength larger than the size of the box, and at small scales the gravitational force is softened. The former means in particular that at late times, when the non-linear scale becomes comparable to the box size (e.g. $k_{Nyq}L < 0.1$), the simulation cannot follow the true dynamics as mode-coupling to relevant modes is missing. In addition, particles in simulations can be thought of as having an effective size equal to the softening length, and to be in the fluid limit (avoid spurious discreteness) requires the non-linear scale be larger than the mean interparticle separation, or equivalently that the amplitude of fluctuations at the Nyquist frequency of the particles be larger than unity. This is of course the opposite of the requirement that perturbation theory be valid (as required for initial
TABLE V. N-Body simulations as a function of spectral index.

| $n_s$ | $N_{\text{particles}}$ | $N_{\text{realizations}}$ | Initial Conditions |
|-------|-------------------------|---------------------------|--------------------|
| 2     | $256^3, 512^3$         | 6 (3 paired fixed-amplitude) | ZA                 |
| 1     | $256^3, 512^3$         | 4 (2 paired fixed-amplitude) | ZA                 |
| 0     | $256^3, 512^3$         | 4 (2 paired fixed-amplitude) | ZA                 |
| 0     | $384^3, 768^3$         | 1 fixed amplitude         | ZA                 |
| 0     | $512^3$               | 4 (2 paired fixed-amplitude) | 2LPT               |
| −1    | $512^3$               | 4 (2 paired fixed-amplitude) | ZA                 |
| −1    | $512^3$               | 4 (2 paired fixed-amplitude) | 2LPT               |

conditions). In practice this means that between the initial conditions and the first output that can be analyzed one must leave sufficient time for both conditions to be met. This also minimizes transients induced by simplified dynamics in initial conditions generation and associated initial grid effects. Therefore, to obtain measurements as a function of $k/k_{nl}$ with a broad range of values, we use measurements starting at a scale factor 25 times larger than at the initial conditions.

Finally, another issue that can potentially impact our simulations is the use of fixed-amplitude initial conditions to reduce cosmic variance [56]. Because the amplitude of the Fourier modes are fixed, these initial conditions are actually non-Gaussian. That’s precisely the point when it comes to the initial four-point function, as its modification leads to Gaussian cosmic variance cancellation. However this also affects the bispectrum. At tree-level in SPT, the bispectrum gets modified by order unity only for triangles of the form $B(k, k, -2k)$, which involves the initial four-point function of pairs of opposite modes (same that enters into the power spectrum cosmic variance). Since we present measurements of the bispectrum for equilateral triangles in this paper, this is of no concern, except for the fact that we use a wide bin in $k$ with $\Delta k = 6k_F$, with $k_F$ the fundamental model of the simulation box, and the first bin at $k = 6 \pm \Delta k/2$ does have contributions from such fundamental triangles. Therefore, to avoid this issue we do not use the first two equilateral triangle bins in any of our bispectrum results.

At one-loop order, however, it’s easy to see that these fixed-amplitude initial conditions induce bispectrum modifications to triangles of all shapes (as well as to the power spectrum). This is so because given any choice of external momenta (triangle shape) one can always match the configuration of initial four-point functions affected in the expectation values over linear fields for a suitable choice of the loop momentum that is being integrated over. However, since only a special configuration is involved, the loop integral collapses to a particular case of discrete modes. By dimensional analysis the loop then gives a contribution proportional to $k_F^3P_{\text{lin}}(k) \propto (k/k_{nl})^{n_s}(k_F/k_{nl})^3$, which means that fixed-amplitude initial conditions induce violations of self-similarity through loop corrections. Following [54], we computed these for the power spectrum and bispectrum, but found that these violations are too small (sub-percent even for the latest outputs used) to affect our measurements.

To calculate error bars for our power spectrum and bispectrum measurements, we first build an independent realization from the two fixed-amplitude initial conditions simulations with opposite phases, and do the same for the second random seed for each spectral index. These two independent realizations contain several outputs (different scale factors), whose measurements (power spectrum and bispectrum) are then binned into functions of $k/k_{nl}$ by self-similarity. The error bars are then computed from the scatter of these measurements at fixed $k/k_{nl}$. Thus our error bars contain scatter from two independent random seeds, as well as scatter from several different outputs that land at the same $k/k_{nl}$. To illustrate the extent to which self-similarity is satisfied for the density power spectrum, we show in Fig. 20 the density power spectrum in units of the initial spectrum for the four spectral indices ($n_s = -1$ to $n_s = 2$) in terms of the self-similar variable $k/k_{nl}$. Different outputs (each corresponding to a different color) lie on top of each other, as expected from self-similar scaling. In this plot, each output corresponds to the average of one fixed-amplitude realization over the two opposite phases, and we have removed the high-$k$ portion of the spectrum when violation of self-similarity occurs (e.g. due to the softening length of the simulations) for clarity.
APPENDIX G: The halo mass function

1. Measuring the Mass Function

To measure the mass function in our simulations, we run the Rockstar halo finder [74]. We use the virial mass definition, and consider only halos with more than 50 particles. The halos are then binned in 200 logarithmically spaced bins, and the fixed-amplitude realizations of opposite phases are averaged together. This gives us 2 paired fixed-amplitude realizations for each output which are then combined using self-similarity.

The scatter among these is used to compute the error bars, and a fit of the form given by Eq. (110) is used to find the best fit parameters for $A$, $a$ and $p$ which are given in Tab. VI. Figure 8 shows the resulting fits as a function of the ratio of mass to the non-linear mass. We have verified comparing the halo mass function with 2LPT initial conditions to those with ZA initial conditions for $n_s = -1, 0$ (see Tab. V) that transients from ZA initial conditions do not affect our mass function fits. Figure 21 shows how well our simulations obey self-similarity for the mass function. For each spectral index, different colors denote different outputs. For this figure, we have binned halos into 50 logarithmically spaced bins and suppressed error bars for clarity. Each line shows the average over two paired fixed-amplitude realizations.

2. From Isothermal to NFW halos

The contribution to the expectation value of the stress tensor $\epsilon$ of an NFW halo can be written in terms of its isothermal halo counterpart as Eq. (118), where $I(\beta, c)$ is a 2D integral given by Eq. (120) that represents the correction over the isothermal value. Here we present the analytic result for this integral in the two cases of interest, $\beta = 0$ (isotropic) and $\beta = 1/2$ (radially biased dispersion). We have, as a function of halo concentration $c$,

$$I(\beta = 0, c) = \frac{g(c)}{20c^2} \left[ c(6 - \epsilon) \right] \left[ 1 + 2c(12 + 5c) \right] \ln(1 + c) + \frac{c^4}{15 + 2c(12 + 5c)} \ln(1 + c)$$

$$+ \frac{c^4}{15 + 2c(12 + 5c)} \mathcal{L}_2(-c)$$

and

$$I(\beta = 1/2, c) = \frac{g(c)}{45c^2} \left[ c^2 (3 - \epsilon) \right] \left[ 1 + 2c(12 + 5c) \right] \ln(1 + c) + \frac{c^4}{15 + 2c(12 + 5c)} \ln(1 + c)$$

$$- 3(1 + c)^3 (1 - 3c + 6c^2) \ln(1 + c)^2 - 6c^3 (10 + 3c(5 + 2c)) \mathcal{L}_2(-c)$$

respectively. In these expressions $\mathcal{L}_2$ represents the dilogarithm function.

APPENDIX H: Measuring Velocity Divergence and Vorticity

Measuring the velocity field divergence and vorticity is somewhat challenging in N-body simulations, as the velocity field is sampled by particles (which are themselves a sampling of the phase-space distribution function $f$). This means that in low-density regions the sampling is sparser than in high-density regions. In particular, in voids there is little velocity information at scales smaller than the void size. One would like to construct a grid where the velocity field is defined, then Fourier transformed, and divergence/vorticity and their spectra computed. But this can only be done at all grid points if there is always a contribution from nearby particles. In practical terms, the issue manifests itself when defining the peculiar velocity field,

$$v(x) = \frac{1}{1 + \delta} \int d^3 p \frac{P}{a} f(x, p).$$

because at points $x$ where $f$ vanishes (and $\delta = -1$), i.e. voids, this leads to a 0/0 indeterminacy. A number of strategies have been developed in the literature to overcome this limitation, among them Voronoi and Delaunay tessellations [5, 75, 76], phase-space constructions [49, 77] and rescaling earlier time velocities [50]. In this work, we have developed an alternative approach based on a multigrid method.

To avoid the indeterminacy problem, we start by interpolating the particle velocities to a coarse grid (e.g. $64^3$), where all grid points receive velocity information. To do this, we use the Piecewise Cubic Spline (PCS) algorithm discussed...
in [78] which employs fourth-order interpolation in interlaced grids to reduce aliasing. Fourth-order interpolation has a broad kernel and thus helps in giving velocity information to all grid points. Then, we recursively make the grid finer by factors of two in each dimension (128^3, 256^3, etc.). As the grid becomes finer, eventually there will be grid points (particularly at late times) for which the indeterminacy happens somewhere inside a void, even with the PCS algorithm. In that case, we look up the information from the coarser grid, and perform an interpolation from the nearby points in the coarser grid one level above (which has no indeterminacy problem) to the finer grid. In this way we recursively make the grid finer and finer to the desired level, i.e. enough to resolve the vorticity power spectrum nearby points in the coarser grid one level above (which has no indeterminacy problem) to the finer grid. In this way we recursively make the grid finer and finer to the desired level, i.e. enough to resolve the vorticity power spectrum at small scales (see below), ending up at a 1024^3 grid which is then Fourier transformed. The divergence and vorticity are then calculated in Fourier space, and their power spectrum computed as usual. Note that as we make the grid finer, if no grid points have indeterminacy the coarser level grid information is never used, and gets discarded. At each stage in the algorithm there are thus only two concurrent grids, and the finer grid becomes the coarser grid in the next iteration of the recursive algorithm.

A second issue is that the velocity field, as seen from Eq. (H1), is the ratio of two interpolated quantities (momentum over density). Normally, it is easy to correct for the interpolation scheme used by dividing by the corresponding Fourier transform of the interpolation window in Fourier space. This corrects frequencies close to the Nyquist frequency of the grid, which get damped the most. However, since the velocity is a ratio of interpolated quantities it is difficult to reliably correct for the interpolation kernel (i.e. correction of the interpolated density is sensitive to noise), although being a ratio means that the damping caused by the interpolation window is not as severe. In practice we minimize this issue by using frequencies up to one tenth of the Nyquist frequency, comparison between results for different grid sizes show that this leads to no noticeable window interpolation effects.

The most challenging of our measurements correspond to the vorticity power spectrum, which shows significant deviations of self-similarity except at late times, as we detail below. For the velocity divergence power spectrum, Fig. 22 shows a test of self-similarity by plotting each output for a given spectral index in a different color. We see comparing to Fig. 20 that deviations from self-similarity are more significant than for the density power spectrum case, as expected given the challenges discussed above. However, in comparison to the vorticity power spectrum (see Fig. 23), self-similarity of the velocity divergence power spectrum is fairly well satisfied.

As has been known from CDM simulations, the vorticity power spectrum is sensitive to mass resolution, and poor mass resolution results in an artificial amplification of the vorticity power [5, 49, 50]. For CDM initial conditions, the vorticity power spectrum typically has a peak at $k_{\text{peak}} \sim 1h/\text{Mpc}$ at $z = 0$, and at higher redshifts this peak shifts to higher $k_{\text{peak}}$ as expected. A reasonable criterion for convergence is to characterize the mass resolution (in terms of the mean interparticle separation $\lambda \equiv L_{\Box}/N_{\Box}$) needed to “resolve” this peak, i.e. the characteristic scale where most vorticity is produced, extracted from the convergence studies mentioned above. We obtain

$$\lambda k_{\text{peak}} \lesssim 0.25, 0.27, 0.19,$$

respectively from the $z = 0$ vorticity power spectra convergence studies from Fig. 3 in [5], Fig. 13 in [49] and Fig. 6 in [50] and the mass resolutions of their simulations.

For scale-free simulations, we have a similar situation to CDM, in that the vorticity power spectrum has a peak at small scales. It peaks at $k_{\text{peak}}/k_{\text{nl}} \simeq 5, 4, 3, 5, 2.75$ for $n_s = -1, 0, 1.2$ respectively. Table VII shows the resulting values of $\lambda k_{\text{peak}}$ for the last four outputs of our 512^3 simulations. We see comparing these values to the simple convergence criterion in Eq. (H2) that we would expect convergence to be achieved only in the case of $n_s = -1$ simulations for the last two or perhaps three outputs. The next best situation is for $n_s = 0$ last output.

Figure 23 shows that these estimates are quite reasonable, perhaps on the conservative side. The left panel shows the vorticity power spectrum for $n_s = -1$ for different outputs. Each line shows a single output (averaged over two pair-fixed realizations), starting from early outputs (highest amplitude at low-$k$) down to the last output. We see that the last three to four outputs show a reasonably converged answer to a self-similar result. As expected from CDM simulations, and results in Tab. VII, earlier outputs increasingly overestimate the vorticity power spectrum amplitude, although its shape is fairly robust. The right panel shows the same convergence study for $n = 0$. As expected, the convergence is less solid, although the last two outputs are fairly close. The situation is less convincing for $n_s = 1, 2$ (not shown), as expected from the values quoted in Tab. VII, thus we won’t present any vorticity results for these spectra in this work.

As a result of this analysis, we proceed as follows to build the vorticity power spectrum that are compared to our predictions in the main text. For $n_s = -1$, we compute the mean and scatter over the last four outputs (8 pair-fixed measurements). For $n_s = 0$, we do the same for the last two outputs, with the caveat that the result may be not be fully converged. Still, since the shape of the power spectra are robust to resolution, it provides useful information in comparison to our theoretical predictions.

For the velocity divergence power spectra the situation is less delicate. The large-scale part of the spectrum, which is what tests our perturbative predictions is rather insensitive to mass resolution; there is more sensitivity to mass resolution at small scales ($k \gtrsim k_{\text{nl}}$) in agreement with previous results in the literature [5, 49, 50]. Therefore, in this
case we combine all outputs into a self-similar spectrum, with error bars describing the scatter between two pair-fixed realizations, and deviations from self-similarity.

![Figure 20](image1.png)

**FIG. 20.** Self-similarity of the density power spectrum for different spectral indices ($n_s = -1$ to $n_s = 2$ from top to bottom at high-$k$). For each spectral index, different colors denote different outputs.

![Figure 21](image2.png)

**FIG. 21.** Self-similarity of the halo mass function for different spectral indices ($n_s = -1$ to $n_s = 2$ from top to bottom at low $\hat{m} = m/m_*$). For each spectral index, different colors denote different outputs.
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$P_{\text{ww}}(k)/P_0(k) \propto k^2$ expected as $k \to 0$. Convergence is achieved for the last 3-4 outputs for $n = -1$, which agree with each other at the 10% level. For $n = 0$ the situation is less clear, as expected from the higher values of $\lambda k_{\text{peak}}$ for this spectral index, but the last two outputs are fairly consistent with each other.

FIG. 23. Convergence study of the vorticity power spectrum measurements for $n_s = -1$ (left) and $n_s = 0$ (right). Each line shows a single output (averaged over two pair-fixed realizations), starting from early outputs (highest amplitude at low-$k$) down to the last output. The dashed line denotes $P_{\text{ww}}(k)$ expected as $k \to 0$.