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Abstract

We study mathematical programs with switching constraints (MPSC) from the topological perspective. Two basic theorems from Morse theory are proved. Outside the W-stationary point set, continuous deformation of lower level sets can be performed. However, when passing a W-stationary level, the topology of the lower level set changes via the attachment of a $w$-dimensional cell. The dimension $w$ equals the W-index of the nondegenerate W-stationary point. The W-index depends on both the number of negative eigenvalues of the restricted Lagrangian’s Hessian and the number of bi-active switching constraints. As a consequence, we show the mountain pass theorem for MPSC. Additionally, we address the question if the assumption on the nondegeneracy of W-stationary points is too restrictive in the context of MPSC. It turns out that all W-stationary points are generically non-degenerate. Besides, we examine the gap between nondegeneracy and strong stability of W-stationary points. A complete characterization of strong stability for W-stationary points by means of first and second order information of the MPSC defining functions under linear independence constraint qualification is provided. In particular, all bi-active Lagrange multipliers of a strongly stable W-stationary point cannot vanish.
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1 Introduction

We consider the following mathematical program with switching constraints:

$$\text{MPSC}[f, h, g, F_1, F_2]: \min f(x) \quad \text{s.t.} \quad x \in M[h, g, F_1, F_2] \quad (1)$$

with

$$M(h, g, F_1, F_2) = \left\{ x \in \mathbb{R}^n \mid \begin{array}{c} h_i(x) = 0, i \in I, g_j(x) \geq 0, j \in J, \\ F_{1,m}(x) \cdot F_{2,m}(x) = 0, m = 1, \ldots, k \end{array} \right\},$$

where $f \in C^2(\mathbb{R}^n, \mathbb{R})$, $h \in C^2(\mathbb{R}^n, \mathbb{R}^{|I|})$, $g \in C^2(\mathbb{R}^n, \mathbb{R}^{|J|})$, $F_1, F_2 \in C^2(\mathbb{R}^n, \mathbb{R}^k)$. For simplicity, we write $M$ for $M[h, g, F_1, F_2]$ if no confusion is possible.

MPSC has been introduced in [14] by arguing that switching structures, which demand at most one control to be active at any time instance, appear rather frequently in optimal control. Discretization of such optimal control problems naturally leads to MPSC. In [14], various stationarity concepts for MPSC were suggested, such as W-, M-, and S-stationarity. Under suitable MPSC-tailored constraint qualifications, necessary optimality conditions were derived. Numerical aspects of MPSC were handled in [10], where different relaxation schemes for switching constraints are discussed and compared.

The goal of this paper is the study of MPSC from the topological point of view as it has been pioneered by H. Th. Jongen for nonlinear programming in [5] and popularized in [6]. Subsequent studies in this direction are summarized in [17], where, in particular, mathematical programs with complementarity constraints (MPCC) and mathematical programs with vanishing constraints (MPVC) are considered. The main question here is how the topological properties of lower level sets

$$M^a = \{ x \in M \mid f(x) \leq a \}$$

change as the level $a \in \mathbb{R}$ varies. For MPSC, it turns out that the concept of W-stationarity is adequate in order to describe these changes. In particular, within this context, we present two basic theorems from Morse theory, cf. [6] [15]. First, we show that, for $a < b$, the set $M^a$ is a strong deformation retract of $M^b$ if the set

$$M^b_a = \{ x \in M \mid a \leq f(x) \leq b \}$$
does not contain W-stationary points, see Theorem 3.4(a). As a consequence, the homotopy type of the lower level sets $M_a$ and $M_b$ are equal. Second, if $M_a^b$ contains exactly one nondegenerate W-stationary point, then $M_b^a$ is shown to be homotopy-equivalent to $M_a^a$ with a $w$-cell attached, see Theorem 3.4(b). Here, the dimension $w$ is the so-called W-index. It depends on both the number of negative eigenvalues of the restricted Lagrangian’s Hessian and the number of bi-active switching constraints. The latter fact constitutes the main difference to the cases where feasible set is described by complementarity or vanishing constraints. We remind that for MPCC the C-index of topologically relevant C-stationary points depends on the number of negative pairs of bi-active Lagrange multipliers, see [8], [16]. The same is true for MPVC, where just negative pairs of bi-active Lagrange multipliers of T-stationary points matter, see [1]. For switching constraints however all pairs of bi-active Lagrange multipliers contribute to W-index. A global interpretation of the deformation and cell-attachment theorems is as follows. Suppose that the feasible set is compact and connected, that the linear independence constraint qualification (LICQ) holds, and that all W-stationary points are nondegenerate with pairwise different functional values. Then, passing a level corresponding to a local minimizer, a connected component of the lower level set is created. Different components can only be connected by attaching one-dimensional cells. This shows the existence of at least $(r - 1)$ W-stationary saddle points with W-index equal to one, where $r$ is the number of local minimizers, see also [2, 6]. This mountain pass result for MPSC is shown in Theorem 3.5.

We point out that the crucial assumption in Morse theory is the nondegeneracy of W-stationary points. A W-stationary point is called nondegenerate, see Definition 3.5, if (ND1) LICQ is satisfied, (ND2) the Lagrange multipliers corresponding to active inequality constraints are positive, (ND3) the Lagrange multipliers corresponding to bi-active switching constraints do not vanish, and (ND4) the restricted Hessian of the Lagrangian is nonsingular. Are the requirements ND1-ND4 too restrictive to be assumed for W-stationary points of MPSC? First, we show that all W-stationary points of a generic MPSC are nondegenerate, see Theorem 3.3. Genericity means that the set of MPSC defining functions $(f, g, h, F_1, F_2)$, for which all W-stationary points are nondegenerate, is open and -dense with respect to the so-called strong (or Whitney) $C^2$-topology, see e.g. [4]. Second, we examine the gap between nondegeneracy and strong stability of W-stationary points. Strongly
stable W-stationary points in the sense of M. Kojima \cite{13} do not only remain locally unique under sufficiently small $C^2$-perturbations of the MPSC defining functions $(f, h, g, F_1, F_2)$, but can also be continuously tracked back. All nondegenerate W-stationary points are strongly stable, but not vice versa. In this paper, we present a full characterization of strong stability for W-stationary points by means of first and second order information of the MPSC defining functions under LICQ, see Theorem 4.6. In particular, ND3 is necessary for strong stability of W-stationary points, i.e. all bi-active Lagrange multipliers cannot vanish. This new issue is in strong contrast e.g. with the characterization of strong stability for C-stationary points in MPCC, see \cite{9}. In MPCC, strong stability includes cases where one of the bi-active Lagrange multipliers may vanish. We conclude that in absence of active inequality constraints, nondegeneracy of W-stationary points is equivalent to their strong stability.

The article is organized as follows. In Section 2 we provide notation and auxiliary results which will be used later. Section 3 contains the exposition of Morse theory for MPSC including the proofs of the deformation and cell-attaching theorem. In Section 4 we fully characterize strongly stable W-stationary points of MPSC and draw comparisons to their nondegeneracy.

Our notation is standard. The $n$-dimensional Euclidean space is denoted by $\mathbb{R}^n$ with norm $\| \cdot \|$. We denote the set of nonnegative numbers by $\mathbb{H}$. The solution set of the basic switching relation is denoted by

$$\mathbb{S} = \{(a, b) \in \mathbb{R}^2 \mid a \cdot b = 0\}.$$ 

$B(\bar{x}, r)$ stands for the ball $\{ x \in \mathbb{R}^n \mid \| x - \bar{x} \| \leq r \}$ for $\bar{x} \in \mathbb{R}^n$, $r > 0$. Given a differentiable function $F : \mathbb{R}^n \rightarrow \mathbb{R}^m$, $DF$ denotes its Jacobian matrix. Given a differentiable function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, $Df$ denotes the row vector of partial derivatives and $D^Tf$ stands for the transposed vector.

## 2 Notations and auxiliary results

Given $\bar{x} \in M$, we define the following index sets:

$$J_0(\bar{x}) = \{ j \in J \mid g_j(\bar{x}) = 0 \},$$

$$\alpha(\bar{x}) = \{ m \in \{1, \ldots k\} \mid F_{1,m}(\bar{x}) = 0, F_{2,m}(\bar{x}) \neq 0 \},$$

$$\beta(\bar{x}) = \{ j \in J \mid g_j(\bar{x}) = 0, F_{1,j}(\bar{x}) = 0, F_{2,j}(\bar{x}) = 0 \}.$$
\[ \beta(\bar{x}) = \{ m \in \{1, \ldots, k\} \mid F_{1,m}(\bar{x}) = 0, F_{2,m}(\bar{x}) = 0 \}, \]
\[ \gamma(\bar{x}) = \{ m \in \{1, \ldots, k\} \mid F_{1,m}(\bar{x}) \neq 0, F_{2,m}(\bar{x}) = 0 \}. \]

The index set \( J_0(\bar{x}) \) corresponds to the active inequality constraints and \( \beta(\bar{x}) \) to the bi-active switching constraints at \( \bar{x} \).

Without loss of generality, we assume throughout the whole article that at the particular point of interest \( \bar{x} \in M \) it holds:
\[ J_0(\bar{x}) = \{1, \ldots, |J_0(\bar{x})|\}, \alpha(\bar{x}) = \{1, \ldots, |\alpha(\bar{x})|\}, \]
\[ \gamma(\bar{x}) = \{|\alpha(\bar{x})| + 1, \ldots, |\alpha(\bar{x})| + |\gamma(\bar{x})|\}. \]

We put \( s = |I| + |\alpha(\bar{x})| + |\gamma(\bar{x})|, q = s + |J_0(\bar{x})|, p = n - q - 2|\beta(\bar{x})|. \)

Let us start by stating the MPSC-tailored linear independence constraint qualification, which turns out to be the crucial assumption for all results to follow.

**Definition 2.1 (LICQ, cf. [14])** The linear independence constraint qualification (LICQ) for MPSC is said to hold at \( \bar{x} \in M \) if the vectors
\[ Dh_i(\bar{x}), i \in I, DF_{1,m_a}(\bar{x}), m_a \in \alpha(\bar{x}), DF_{2,m_\gamma}(\bar{x}), m_\gamma \in \gamma(\bar{x}), \]
\[ Dg_j(\bar{x}), j \in J_0(\bar{x}), DF_{1,m_\beta}(\bar{x}), DF_{2,m_\beta}(\bar{x}), m_\beta \in \beta(\bar{x}) \]
are linearly independent.

The assumption of LICQ is justified in the sense, that it generically holds on the MPSC feasible set. In order to formulate this assertion in mathematically precise terms, the space \( C^2(\mathbb{R}^n, \mathbb{R}) \) will be topologized by means of the strong (or Whitney-) \( C^2 \)-topology, denoted by \( C^2_s \), cf. [11, 6]. The \( C^2_s \)-topology is generated by allowing perturbations of the functions and their derivatives up to second order which are controlled by means of continuous positive functions. The product space \( C^2(\mathbb{R}^n, \mathbb{R}) \times \cdots \times C^2(\mathbb{R}^n, \mathbb{R}) \) will be topologized with the corresponding product topology.

**Theorem 2.1 (LICQ is generic)** Let \( \mathcal{F} \) denote the subset of \( C^2(\mathbb{R}^n, \mathbb{R}^{[I]}) \times C^2(\mathbb{R}^n, \mathbb{R}^{[J]}) \times C^2(\mathbb{R}^n, \mathbb{R}^k) \times C^2(\mathbb{R}^n, \mathbb{R}^k) \) consisting of those MPSC defining functions for which LICQ holds at all feasible points. Then, \( \mathcal{F} \) is \( C^2_s \)-open and -dense.
Proof. Let us consider the following mathematical program with vanishing constraints:

$$\text{MPVC}[f, h, g, F_1, F_2] \quad \text{min} \quad f(x) \quad \text{s.t.} \quad x \in N[h, g, F_1, F_2]$$

with

$$N[h, g, F_1, F_2] = \left\{ x \in \mathbb{R}^n \mid h_i(x) = 0, i \in I, g_j(x) \geq 0, j \in J, F_{1,m}(x) \geq 0, F_{1,m}(x) \cdot F_{2,m}(x) \leq 0, m = 1, \ldots, k \right\}.$$ 

Obviously, it holds $M[h, g, F_1, F_2] \subset N[h, g, F_1, F_2]$. The MPVC-tailored LICQ is shown to hold generically on the feasible set $N[h, g, F_1, F_2]$, see [1, Theorem 2.1(i)]. Moreover, the definitions of MPVC- and MPCC-tailored LICQ coincide on $M[h, g, F_1, F_2]$. The assertion thus follows. □

Among different stationarity concepts for MPSC discussed in [14] that of $W$-stationarity appears to be relevant for our topologically motivated studies.

Definition 2.2 (W-stationary point, cf. [14]) A point $\bar{x} \in M$ is called $W$-stationary for MPSC if there exist real numbers (Lagrange multipliers) $\bar{\lambda}_i, i \in I, \bar{\mu}_j, j \in J, \bar{\sigma}_{1,m}, \bar{\sigma}_{2,m}, m = 1, \ldots, k,$ such that:

$$Df(\bar{x}) = \sum_{i \in I} \bar{\lambda}_i Dh_i(\bar{x}) + \sum_{j \in J} \bar{\mu}_j Dg_j(\bar{x})$$

$$+ \sum_{m=1}^k \left( \bar{\sigma}_{1,m} DF_{1,m}(\bar{x}) + \bar{\sigma}_{2,m} DF_{2,m}(\bar{x}) \right),$$

$$\bar{\mu}_j \cdot g_j(\bar{x}) = 0, j \in J,$$  

$$\bar{\mu}_j \geq 0, j \in J,$$  

$$\bar{\sigma}_{j,m} \cdot F_{j,m}(\bar{x}) = 0, j = 1, 2, m = 1, \ldots, k.$$  

A vector $(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma}) \in M \times \mathbb{R}^{|I|} \times \mathbb{R}^{|J|} \times \mathbb{R}^{2k}$ satisfying (2)-(5) is called a $W$-stationary pair for MPSC.

In the case where LICQ holds at a W-stationary point $\bar{x} \in M$, the Lagrange multipliers in (2) are uniquely determined. It is well-known that under LICQ a local minimum of MPSC is W-stationary [14].

Let us now locally describe the MPSC feasible set under LICQ. This is done by an appropriate change of coordinates.
Definition 2.3 (Coordinate system) The feasible set $M$ admits a local $C^r$-coordinate system of $\mathbb{R}^n$ $(r \geq 1)$ at $\bar{x}$ by means of a $C^r$-diffeomorphism $\Phi : U \longrightarrow V$ with open $\mathbb{R}^n$-neighborhoods $U$ and $V$ of $\bar{x}$ and 0, respectively, if it holds:

(i) $\Phi(\bar{x}) = 0$,

(ii) $\Phi(M \cap U) = (\{0_s\} \times H^{J_0(\bar{x})} \times S^{\beta(\bar{x})} \times \mathbb{R}^p) \cap V$.

Lemma 2.1 (Local structure) Suppose that LICQ holds at $\bar{x} \in M$. Then $M$ admits a local $C^2$-coordinate system of $\mathbb{R}^n$ at $\bar{x}$.

Proof. Choose vectors $\xi_l \in \mathbb{R}^n$, $l = 1, \ldots, p$, which form - together with the vectors

$$D^Th_i(\bar{x}), i \in I, D^TF_{1,m_\alpha}(\bar{x}), m_\alpha \in \alpha(\bar{x}), D^TF_{2,m_\gamma}(\bar{x}), m_\gamma \in \gamma(\bar{x}),$$

$$D^Tg_j(\bar{x}), j \in J_0(\bar{x}), D^TF_{1,m_\beta}(\bar{x}), D^TF_{2,m_\beta}(\bar{x}), m_\beta \in \beta(\bar{x})$$

- a basis for $\mathbb{R}^n$. Next we put

\[
\begin{align*}
y_i & = h_i(x), i \in I, \\
y_{|I|+m_\alpha} & = F_{1,m_\alpha}(x), m_\alpha \in \alpha(\bar{x}), \\
y_{|I|+m_\gamma} & = F_{2,m_\gamma}(x), m_\gamma \in \gamma(\bar{x}), \\
y_{s+j} & = g_j(x), j \in J_0(\bar{x}), \\
y_{s+|J_0(\bar{x})|+2m_\beta-1} & = F_{1,m_\beta}(x), \\
y_{s+|J_0(\bar{x})|+2m_\beta} & = F_{2,m_\beta}(x), m_\beta = 1, \ldots, |\beta(\bar{x})|, \\
y_{n-p+l} & = \xi_l^T(x - \bar{x}), l = 1, \ldots, p.
\end{align*}
\]

or, shortly,

\[y = \Phi(x).\] (7)

Note that $\Phi \in C^2(\mathbb{R}^n, \mathbb{R}^n)$, $\Phi(\bar{x}) = 0$ and the Jacobian matrix $D\Phi(\bar{x})$ is nonsingular in virtue of LICQ and the choice of $\xi_l$, $l = 1, \ldots, p$. By means of the implicit function theorem there exist open neighborhoods $U$ of $\bar{x}$ and $V$ of 0 such that $\Phi : U \longrightarrow V$ is a $C^2$-diffeomorphism. By shrinking $U$, if necessary, we can guarantee that $J_0(x) \subset J_0(\bar{x})$ and $\beta(x) \subset \beta(\bar{x})$ for all $x \in M \cap U$. Thus, the property (ii) in Definition 2.3 follows directly from the definition of $\Phi$. \qed

7
**Definition 2.4** We will refer to the $C^2$-diffeomorphism $\Phi$ defined by (6), (7) as standard diffeomorphism.

Let us interpret the first- and second-order derivatives of the objective function $f \circ \Phi^{-1}$ in new coordinates given by the standard diffeomorphism $\Phi$. For that, we define the Lagrange function

$$L(x, \lambda, \mu, \sigma) = f(x) - \sum_{i \in I} \lambda_i h_i(x) - \sum_{j \in J} \mu_j g_j(x)$$

$$- \sum_{m=1}^k (\sigma_{1,m} F_{1,m}(x) + \sigma_{2,m} F_{2,m}(x)).$$

At $\bar{x} \in M$ we further consider the local part of the feasible set:

$$M_0(\bar{x}) = \{ x \in \mathbb{R}^n | h_i(x) = 0, i \in I, g_j(x) = 0, j \in J_0(\bar{x}),$$

$$F_{1,\alpha}(x) = 0, m_\alpha \in \alpha(\bar{x}), F_{2,\gamma}(x) = 0, m_\gamma \in \gamma(\bar{x}),$$

$$F_{1,\beta}(x) = 0, F_{2,\beta}(x) = 0, m_\beta \in \beta(\bar{x}) \}.$$

Obviously, $M_0(\bar{x}) \subset M$ and, in the case where LICQ holds at $\bar{x}$, $M_0(\bar{x})$ is locally a $p$-dimensional $C^2$-manifold. The tangent space of $M_0(\bar{x})$ at $\bar{x}$ is

$$T_{\bar{x}} M_0(\bar{x}) = \{ \xi \in \mathbb{R}^n | D h_i(\bar{x}) \xi = 0, i \in I, D g_j(\bar{x}) \xi = 0, j \in J_0(\bar{x})$$

$$DF_{1,\alpha}(\bar{x}) \xi = 0, m_\alpha \in \alpha(\bar{x}),$$

$$DF_{2,\gamma}(\bar{x}) \xi = 0, m_\gamma \in \gamma(\bar{x}),$$

$$DF_{1,\beta}(\bar{x}) \xi = 0, DF_{2,\beta}(\bar{x}) \xi = 0, m_\beta \in \beta(\bar{x}) \}.$$

**Remark 2.1 (New coordinates)** From the proof of Lemma 2.1 it follows that the Lagrange multipliers $(\bar{\lambda}, \bar{\mu}, \bar{\sigma})$ of a $W$-stationary point $\bar{x}$ are the corresponding partial derivatives of the objective function $f \circ \Phi^{-1}$ in new coordinates given by the standard diffeomorphism $\Phi$, cf. [7, Lemma 2.2.1]. Moreover, its Hessian with respect to the last $p$ coordinates corresponds to the restriction of the Lagrange function’s Hessian $D^2 L(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})$ on the respective tangent space $T_{\bar{x}} M_0(\bar{x})$, cf. [7, Lemma 2.2.10].

### 3 Morse theory

Our goal is to study topological changes of MPSC lower level sets as the level of the objective function varies. For the topological concepts we refer
In order to provide intuition on deformation and cell-attachment in presence of switching constraints, we first consider the following simple example.

**Example 3.1** Consider the MPSC:

$$\min f(x_1, x_2) = x_1 + x_2 \quad s.t. \quad x_1 \cdot x_2 = 0.$$ (8)

We see that for all $a < b < 0$ the lower level sets $M^b$ and $M^a$ are homotopy-equivalent. More precisely, $M^b$ is a strong deformation retract of $M^a$, see Figure 1. This is due to the fact that $M^b_a$ does not contain any $W$-stationary points. The situation changes dramatically if we pass the zero level corresponding to the $W$-stationary point $(0, 0)$. For $a < 0 < b$ the lower level sets $M^b$ and $M^a$ are not homotopy-equivalent anymore. It is possible to describe the topological difference between $M^b$ and $M^a$ by means of the cell-attachment procedure. Namely, $M^b$ is homotopy-equivalent to $M^a$ with a one-dimensional cell attached along its boundary, see Figure 2. □

In order to adequately describe the topological changes of MPSC lower level sets, we introduce nondegenerate $W$-stationary points along with their $W$-index. The latter will provide us with the dimension of the cell to be attached while passing the corresponding $W$-stationary level.

**Definition 3.5 (Nondegenerate $W$-stationarity)** A $W$-stationary point $\bar{x} \in M$ with Lagrange multipliers $(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})$ is called nondegenerate if the following conditions are satisfied:

1. **ND1**: LICQ holds at $\bar{x}$,
2. **ND2**: $\bar{\mu}_j > 0$ for all $j \in J_0(\bar{x})$,
3. **ND3**: $\bar{\sigma}_{1,m,\beta} \cdot \bar{\sigma}_{2,m,\beta} \neq 0$ for all $m, \beta \in \beta(\bar{x})$,
4. **ND4**: $D^2_{xx}L(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma}) |_{T_\bar{x}M_0(\bar{x})}$ is nonsingular.

Condition ND4 means that the matrix $V^T D^2 L(\bar{x}) V$ is nonsingular, where $V$ is some matrix whose columns form a basis for the tangent space $T_{\bar{x}}M_0(\bar{x})$ and $D^2_{xx}L(\bar{x}, \bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})$ is the Hessian of the Lagrange function with respect to $x$-variables.
Definition 3.6 (W-index) Let $\bar{x} \in M$ be a nondegenerate W-stationary point with unique Lagrange multipliers $(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})$. The number of negative eigenvalues of $D^2_{xx} L(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma}) |_{T_{\bar{x}} M_0(\bar{x})}$ is called the quadratic index (QI) of $\bar{x}$. The number $|\beta(\bar{x})|$ of non-zero bi-active pairs $(\bar{\sigma}_{1,m\beta}, \bar{\sigma}_{2,m\beta})$, $m \beta \in \beta(\bar{x})$ is called the bi-active index (BI) of $\bar{x}$. The number $QI + BI$ is called the W-index of $\bar{x}$.

Note that in absence of switching constraints, the W-index has only the $QI$-part and coincides with the well-known quadratic index of a nondegenerate Karush-Kuhn-Tucker-point in nonlinear programming or, equivalently, with the Morse index, cf. [6, 13, 15]. Confer that for MPCC and MPVC the $BI$-part of the topologically relevant C-stationary and T-stationary points, respectively, counts the pairs of negative bi-active Lagrange multipliers, see [8] and [1]. In MPSC, all pairs of bi-active Lagrange multipliers – independently of their sign – contribute to $BI$, which is an essentially new phenomenon here.

The following Theorem 3.2 describes the local structure of MPSC around a nondegenerate W-stationary point.
Theorem 3.2 (Morse Lemma for MPSC) Suppose that \( \bar{x} \) is a nondegenerate W-stationary point for MPSC with quadratic index \( QI \), bi-active index \( BI \) and W-index = \( QI + BI \). Then, there exists a local \( C^1 \)-coordinate system \( \Psi : U \rightarrow V \) of \( \mathbb{R}^n \) around \( \bar{x} \) such that:

\[
f \circ \Psi^{-1}(0, s, y_{s+1}, \ldots, y_n) = f(\bar{x}) + \sum_{j=1}^{\lvert J_0(\bar{x}) \rvert} y_{j+s} + \sum_{m=1}^{\lvert \beta(\bar{x}) \rvert} (y_{2m+q-1} + y_{2m+q}) + \sum_{k=1}^{p} \pm y_{k+n-p}^2,
\]

where \( y \in \{0, s\} \times \mathbb{H}^{\lvert J_0(\bar{x}) \rvert} \times \mathbb{S}^{\lvert \beta(\bar{x}) \rvert} \times \mathbb{R}^p \). Moreover, in (9) there are exactly \( QI \) negative squares.

Proof. Without loss of generality, we may assume \( f(\bar{x}) = 0 \). Let \( \Phi : U \rightarrow V \) be a standard diffeomorphism according to Definition (2.4). We put \( \bar{f} = f \circ \Phi^{-1} \) on the set \( \{0, s\} \times \mathbb{H}^{\lvert J_0(\bar{x}) \rvert} \times \mathbb{S}^{\lvert \beta(\bar{x}) \rvert} \times \mathbb{R}^p \cap V \). From now on we may assume \( s = 0 \). In view of Remark 2.1 we have at the origin:

\[
\begin{align*}
(\text{i}) & \quad \frac{\partial \bar{f}}{\partial y_j} > 0, \ j \in J_0(\bar{x}), \\
(\text{ii}) & \quad \frac{\partial \bar{f}}{\partial y_{2m+q-1}} \cdot \frac{\partial \bar{f}}{\partial y_{2m+q}} \neq 0, \ m = 1, \ldots, \lvert \beta(\bar{x}) \rvert, \\
(\text{iii}) & \quad \frac{\partial \bar{f}}{\partial y_{k+n-p}} = 0, \ k = 1, \ldots, p \quad \text{and} \quad \left( \frac{\partial^2 \bar{f}}{\partial y_{k_1+n-q} \partial y_{k_2+n-p}} \right)_{1 \leq k_1, k_2 \leq p} \quad \text{is a non-singular matrix with } QI \text{ negative eigenvalues}.
\end{align*}
\]

From now on we denote \( \bar{f} \) by \( f \). Under the following coordinate transformations the set \( \mathbb{H}^{\lvert J_0(\bar{x}) \rvert} \times \mathbb{S}^{\lvert \beta(\bar{x}) \rvert} \times \mathbb{R}^p \) will be transformed in itself (equivariance). As an abbreviation we put \( y = (Y_{n-p}, Y^p) \), where \( Y_{n-p} = (y_1, \ldots, y_{n-p}) \) and \( Y^p = (y_{n-p+1}, \ldots, y_n) \). We write

\[
f(Y_{n-p}, Y^p) = f(0, Y^p) + \int_0^1 \frac{d}{dt} f(tY_{n-p}, Y^p) dt = f(0, Y^p) + \sum_{\ell=1}^{n-p} y_{\ell} d_\ell(y),
\]

where \( d_\ell \in C^1, \ \ell = 1, \ldots, n - p \).
In view of (iii) we may apply the Morse Lemma on the $C^2$-function $f(0, Y^p)$, cf. \[6, Theorem\ 2.8.2\], without affecting the coordinates $Y_{n-p}$. The corresponding coordinate transformation is of class $C^1$. Denoting the transformed functions again by $f$ and $d_\ell$, we obtain:

$$f(y) = \sum_{\ell=1}^{n-p} y_\ell d_\ell(y) + \sum_{k=1}^{p} \pm y_{k+n-p}^2.$$ 

Note that $d_\ell(0) = \frac{\partial f}{\partial y_\ell}(0)$, $\ell = 1, \ldots, n-p$. Recalling (i)-(ii), we put

$$y_j |d_i(y)|, j = 1, \ldots, |J_0(\bar{x})|,$$

$$y_m |d_m(y)|, m = |J_0(\bar{x})| + 1, \ldots, n - p,$$

$$y_k, k = n - p + 1, \ldots, n$$

as new local $C^1$-coordinates. Denoting the transformed function $f$ again by $f$ and, recalling the signs in (i)-(ii), we obtain (9) by a straightforward application of the inverse function theorem. Here, the coordinate transformation $\Psi$ is understood as the composition of all previous ones. □

As a by-product we elaborate on how the W-index can be used to characterize nondegenerate local minimizer of MPSC.

Corollary 3.1 (Minimizers and W-index) Let $\bar{x} \in M$ be a nondegenerate W-stationary point. Then, $\bar{x}$ is a local minimizer of MPSC if and only if its W-index vanishes.

**Proof.** Let $\bar{x}$ be a nondegenerate W-stationary point for MPSC. The application of Morse Lemma from Theorem 3.2 says that there exist neighborhoods $U$ and $V$ of $\bar{x}$ and 0, respectively, and a local $C^1$-coordinate system $\Psi : U \to V$ of $\mathbb{R}^n$ around $\bar{x}$ such that (9) holds. Therefore, $\bar{x}$ is a local minimizer for MPSC if and only if 0 is a local minimizer of $f \circ \Psi^{-1}$ on the set $\{0_s\} \times \mathbb{H}^{J_0(\bar{x})} \times S^{\beta(\bar{x})} \times \mathbb{R}^p$. If the W-index vanishes, we have $\beta(\bar{x}) = \emptyset$ and $QI = 0$, and (9) reads as

$$f \circ \Psi^{-1}(0_s, y_{s+1}, \ldots, y_n) = f(\bar{x}) + \sum_{j=1}^{J_0(\bar{x})} y_{j+s} + \sum_{k=1}^{p} y_{k+n-p}^2,$$  

(11)
where \( y \in \{0\} \times \mathbb{H}^{\lvert J_0(\bar{x})\rvert} \times \mathbb{R}^p \). Thus, 0 is a local minimizer for \( (11) \). Vice versa, if 0 is a local minimizer for \( (9) \), then obviously \( \beta(\bar{x}) = \emptyset \) and \( QI = 0 \), hence, the W-index of \( \bar{x} \) vanishes. \( \square \)

**Remark 3.2 (Nondegenerate minimizers)** Corollary 3.1 says that at a nondegenerate minimizer \( \bar{x} \in M \) of MPSC with Lagrange multipliers \( (\bar{\lambda}, \bar{\mu}, \bar{\sigma}) \) we have:

1: LICQ holds at \( \bar{x} \),

2: the Lagrange multipliers corresponding to active inequality constraints are positive, i.e. \( \bar{\mu}_j > 0 \) for all \( j \in J_0(\bar{x}) \),

3: the bi-active switching constraints are absent, i.e. \( \beta(\bar{x}) = \emptyset \),

4: the second-order sufficient condition (SOSC) is fulfilled, i.e. the matrix \( D^2_{xx} L(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma}) \rvert_{T_\delta M_0(\bar{x})} \) is positive definite.

Whereas conditions 1, 2, and 4 are standard as compared e.g. to nondegenerate minimizers of MPCC or MPVC, condition 3 is new and specific for MPSC. \( \square \)

The assumption of nondegeneracy is justified in the sense, that it generically holds at all W-stationary points of MPSC.

**Theorem 3.3 (Nondegeneracy is generic)** Let \( \mathcal{F} \) denote the subset of \( C^2(\mathbb{R}^n, \mathbb{R}^{\lvert I\rvert}) \times C^2(\mathbb{R}^n, \mathbb{R}^{\lvert J\rvert}) \times C^2(\mathbb{R}^n, \mathbb{R}^k) \times C^2(\mathbb{R}^n, \mathbb{R}^k) \) consisting of those MPSC defining functions for which each W-stationary point is nondegenerate. Then, \( \mathcal{F} \) is \( C^2 \)-open and -dense.

**Proof.**

Let us fix an index set \( J_0 \subset \{1, \ldots, \lvert J\rvert\} \) of active inequality constraints, an index subset \( K_0 \subset J_0 \) of these active inequality constraints, pairwise disjoint index sets \( \alpha, \gamma, \beta \subset \{1, \ldots, k\} \) of switching constraints satisfying \( \alpha \cup \gamma \cup \beta = \{1, \ldots, k\} \), an index subset \( \delta \subset \beta \) of be-active switching constraints, and a number \( r \in \mathbb{N} \) standing for the rank. For this choice we consider the set \( M_{J_0, K_0, \alpha, \gamma, \beta, \delta, r} \) of \( x \in \mathbb{R}^n \) such that the following conditions are satisfied:
(m1) $h_i(x) = 0$ for all $i \in I$ and $g_j(x) = 0$ for all $j \in J$,

(m2) $F_{1,m_\alpha}(x) = 0$ for all $m_\alpha \in \alpha$, $F_{2,m_\gamma}(x) = 0$ for all $m_\gamma \in \gamma$, $F_{1,m_\beta}(x) = F_{2,m_\beta}(x) = 0$ for all $m_\beta \in \beta$,

(m3) $Df(x) = \sum_{i \in I} \lambda_i Dh_i(x) + \sum_{j \in J \setminus K_0} \mu_j Dg_j(x) + \sum_{m_\alpha \in \alpha} \sigma_{1,m_\alpha} DF_{1,m_\alpha}(x) + \sum_{m_\gamma \in \gamma} \sigma_{2,m_\gamma} DF_{2,m_\gamma}(x) + \sum_{m_\beta \in \beta \delta} \left( \sigma_{1,m_\beta} DF_{1,m_\beta}(x) + \sigma_{2,m_\beta} DF_{2,m_\beta}(x) \right)$,

(m4) the matrix $D_{xx}^2 L(x, \lambda, \mu, \sigma) |_{T_x M(x)}$ has rank $r$.

Note that (m1) refers to equality and active inequality constraints, (m2) to switching constraints, while (m3) describes violation of ND2 and ND3. Furthermore, (m4) describes violation of ND4. Now, it suffices to show that $M_{J_0,K_0,\alpha,\gamma,\beta,\delta,r}$ is generically empty whenever one of the sets $K_0$ or $\delta$ is nonempty or the rank $r$ in (m4) is not full, i.e. $r < \dim (T_x M(x))$. In fact, the available degrees of freedom of the variables involved in each $M_{J_0,K_0,\alpha,\gamma,\beta,\delta,r}$ are equal to $n$. The loss of freedom caused by (m1) is $|I| + |J_0|$, and the loss of freedom caused by (m2) is $|m_\alpha| + |m_\gamma| + 2|m_\beta|$. Due to Theorem 2.1, LICQ holds generically at any feasible $x$, i.e. (ND1) is fulfilled. Suppose that the sets $K_0$ and $\delta$ are empty, then (m3) causes a loss of freedom of $n - |P| - |Q_0| - |m_\alpha| - |m_\gamma| - 2|m_\beta|$. Hence, the total loss of freedom is $n$. We conclude that a further degeneracy, i.e. $K_0 \neq \emptyset$, $\delta \neq \emptyset$ or $r < \dim (T_x M(x))$, would imply that the total available degrees of freedom $n$ are exceeded. By virtue of the jet transversality theorem from [6], generically the sets $M_{J_0,K_0,\alpha,\gamma,\beta,\delta,r}$ must be empty. For the openness result, we argue in a standard way. Locally, W-stationarity can be written via stable equations. Then, the implicit function theorem for Banach spaces can be applied to follow W-stationary points with respect to (local) $C^2$-perturbations of defining functions. Finally, a standard globalization procedure exploiting the specific properties of the strong $C^2_s$-topology can be used to construct a (global) $C^2_s$-neighborhood of problem data for which the nondegeneracy property is stable, cf. [6].
Now, we are ready to state and prove deformation and cell-attachment the-orems for MPSC, which constitute the core results of the paper.

**Theorem 3.4** Let $M_b^a$ be compact and suppose that LICQ is satisfied at all points $x \in M_b^a$.

(a) (Deformation) If $M_b^a$ does not contain any $W$-stationary point for MPSC, then $M_b^a$ is a strong deformation retract of $M_b^a$.

(b) (Cell-attachment) If $M_b^a$ contains exactly one $W$-stationary point for MPSC, say $\bar{x}$, and if $a < f(\bar{x}) < b$ and the $W$-index of $\bar{x}$ is equal to $w$, then $M_b^a$ is homotopy-equivalent to $M_b^a$ with a $w$-cell attached.

**Proof.** (a) Due to LICQ at all $x \in M_b^a$ there exist real numbers $\lambda_i(x)$, $i \in I$, $\sigma_{1,m_a}(x)$, $m_a \in \alpha(x)$, $\sigma_{2,m_r}(x)$, $m_r \in \gamma(x)$, $\mu_j(x)$, $j \in J_0(x)$, $\sigma_{1,m_\beta}(x)$, $m_\beta \in \beta(x)$, $\sigma_{2,m_\gamma}(x)$, $m_\gamma \in \gamma(x)$, $\mu_j(x)$, $j \in J_0(x)$, $\sigma_{1,m_\beta}(x)$, $m_\beta \in \beta(x)$, $\nu_l(x)$, $l = 1, \ldots, p$ such that:

$$Df(x) = \sum_{i \in I} \lambda_i(x) Dh_i(x) + \sum_{j \in J_0(x)} \mu_j(x) Dg_j(x) + \sum_{m_a \in \alpha(x)} \sigma_{1,m_a}(x) DF_{1,m_a}(x) + \sum_{m_r \in \gamma(x)} \sigma_{2,m_r}(x) DF_{2,m_r}(x) + \sum_{m_\beta \in \beta(x)} (\sigma_{1,m_\beta}(x) DF_{1,m_\beta}(x) + \sigma_{2,m_\gamma}(x) DF_{2,m_\gamma}(x)) + \sum_{l=1}^p \nu_l(x) \xi_l,$$

where vectors $\xi_l$, $l = 1, \ldots, p$ are chosen as in Lemma 2.1. We set:

$$A = \{ x \in M_b^a \mid \text{there exists } l \in \{1, \ldots, p\} \text{ with } \nu_l(x) \neq 0 \},$$

$$B = \{ x \in M_b^a \mid \text{there exists } j \in J_0(x) \text{ with } \mu_j(x) < 0 \}. $$

Since each $\bar{x} \in M_b^a$ is not $W$-stationary for MPSC, we get $\bar{x} \in A \cup B$.

The proof consists of a local argument and its globalization which are more or less standard here, cf. [8, Theorem 3.2]. Let us briefly recall the details for the sake of completeness.

First, we show the **local argument**: for each $\bar{x} \in M_b^a$ there exist an $(\mathbb{R}^n)$-neighborhood $U_\bar{x}$ of $\bar{x}$, $t_\bar{x} > 0$ and a mapping

$$\psi^\bar{x} : \left\{ \begin{array}{ll}
[0, t_\bar{x}) \times (M_b^a \cap U_\bar{x}) & \longrightarrow M \\
(t, x) & \mapsto \psi^\bar{x}(t, x)
\end{array} \right.$$
such that

(i) \( \Psi(x(t, \mathcal{M}^b \cap U_x)) \subset \mathcal{M}^{b-t} \) for all \( t \in [0, t_x] \),

(ii) \( \Psi(x(t_1+t_2, \cdot) = \Psi(t_1, \Psi(t_2, \cdot)) \) for all \( t_1, t_2 \in [0, t_x] \) with \( t_1+t_2 \in [0, t_x] \),

(iii) \( \Psi(\cdot, \cdot) \) is a \( C^1 \)-flow corresponding to a \( C^1 \)-vector field \( F^x \).

Obviously, the level sets of \( f \) are locally mapped onto the level sets of \( f \circ \Phi^{-1} \), where \( \Phi \) is a \( C^1 \)-diffeomorphism according to Definition 2.3. Applying the standard diffeomorphism \( \Phi \) from Definition 2.4, we consider \( f \circ \Phi^{-1} \) (denoted by \( f \) again). Thus, we have \( \bar{x} = 0 \) and \( f \) is given on the feasible set \( \{0 \times \mathbb{H}^{J_0(x)} \times \mathbb{S}^{J(x)} \times \mathbb{R}^p \} \).

**Case a)** \( \bar{x} \in A \)

Then, due to Remark 2.1 there exists \( l \in \{1, \ldots, p \} \) with \( \frac{\partial f}{\partial x_l}(\bar{x}) \neq 0 \). Define a local \( C^1 \)-vector field \( F^x \) as follows:

\[
F^x(x_1, \ldots, x_l, \ldots, x_n) = \left(0, \ldots, -\frac{\partial f}{\partial x_l}(x) \cdot \left(\frac{\partial f}{\partial x_l}(x)\right)^{-2}, \ldots, 0\right)^T.
\]

After respective inverse changes of local coordinates \( F^x \) induces the flow \( \Psi^x \), which fits the local argument, see [6, Theorem 2.7.6] for details.

**Case b)** \( \bar{x} \in B \)

Then, due to Remark 2.1 there exists \( j \in J_0(x) \) with \( \frac{\partial f}{\partial x_j}(\bar{x}) < 0 \). By means of a \( C^1 \)-coordinate transformation in the \( j \)-th coordinate on \( \mathbb{H} \), leaving the other coordinates unchanged, we obtain locally for \( f \), see [6, Theorem 3.2.26]:

\[
f(x_1, \ldots, x_j, \ldots, x_n) = -x_j + f(x_1, \ldots, \bar{x}_j, \ldots, x_n).
\]

Define a local \( C^1 \)-vector field \( F^x \) as follows:

\[
F^x(x_1, \ldots, x_j, \ldots, x_n) = (0, \ldots, 1, \ldots, 0)^T.
\]

After respective inverse changes of local coordinates \( F^x \) induces the flow \( \Psi^x \), which fits the local argument, see [6, Theorem 3.3.25] for details.
Second, the globalization of the local argument will be performed. For that, consider the open covering \( \{ U_{\bar{x}} | \bar{x} \in M^b_a \} \) of \( M^b_a \). Since \( M^b_a \) is compact, we get a finite open subcovering \( \{ U_{\bar{x}_j} | \bar{x}_j \in M^b_a \} \) of \( M^b_a \). Using a \( C^\infty \)-partition of unity \( \{ \phi_j \} \) subordinate to \( \{ U_{\bar{x}_j} | \bar{x}_j \in M^b_a \} \) we define with \( F_{\bar{x}_j} \), cf. Cases a),b), a \( C^1 \)-vector field \( F = \sum_j \phi_j F_{\bar{x}_j} \). The last induces a flow \( \Psi \) on \( \{ U_{\bar{x}_j} | \bar{x}_j \in M^b_a \} \), see [6, Theorem 3.3.14] for details. Moving along the local pieces of the trajectories \( \Psi(\cdot, x), x \in M^b_a \) reduces the level of \( f \) at least by a positive real number
\[
\min \{ t_{x_j} | x_j \in M^b_a \} \frac{2}{2}.
\]
Thus, we obtain for \( x \in M^b_a \) a unique \( t_a(x) > 0 \) with \( \Psi(t_a(x), x) \in M^a \).

It is not hard (but technical) to realize that \( t_a : x \rightarrow t_a(x) \) is Lipschitz continuous. Finally, we define \( r : [0, 1] \times M^b \rightarrow M^b \) as follows:
\[
r(\tau, x) = \begin{cases} 
  x & \text{for } x \in M^a, \ \tau \in [0, 1] \\
  \Psi(\tau t_a(x), x) & \text{for } x \in M^b, \ \tau \in [0, 1].
\end{cases}
\]
The mapping \( r \) provides that \( M^a \) is a strong deformation retract of \( M^b \).

(b) Part (a) allows deformations up to an arbitrarily small neighborhood of the \( W \)-stationary point \( \bar{x} \). In such a neighborhood, we may assume without loss of generality that \( \bar{x} = 0 \) and \( f \) has the following form as from Theorem 3.2 (for simplicity we omit the trivial part by assuming \( s = 0 \)):
\[
f(x) = f(\bar{x}) + \sum_{j=1}^{\left| J_0(\bar{x}) \right|} x_j + \sum_{m=1}^{\left| \beta(\bar{x}) \right|} (x_{2m+q-1} + x_{2m+q}) + \sum_{k=1}^{p} \pm x_{k+n-p}^2,
\]
where \( x \in \mathbb{H}^{\left| J_0(\bar{x}) \right|} \times \mathbb{S}^{\left| \beta(\bar{x}) \right|} \times \mathbb{R}^{p} \), and the number of negative squares in (12) equals \( QI \). In terms of [3] the set \( \mathbb{H}^{\left| J_0(\bar{x}) \right|} \times \mathbb{S}^{\left| \beta(\bar{x}) \right|} \times \mathbb{R}^{p} \) can be interpreted as the product of the tangential part \( \mathbb{R}^{p} \) and the normal part \( \mathbb{H}^{\left| J_0(\bar{x}) \right|} \times \mathbb{S}^{\left| \beta(\bar{x}) \right|} \). The cell-attachment along the tangential part is standard. Analogously to the unconstrained case, a \( QI \)-dimensional cell has to be attached on \( \mathbb{R}^{p} \). The cell-attachment along the normal part is more involved. First, we emphasize that the linear terms \( x_j, j \in J_0(\bar{x}) \), in (12) do not contribute to the dimension of the cell to be attached. In fact, with respect to lower level sets, the 1-dimensional constrained singularity \( x \) on \( \mathbb{H} \) plays the same role as the unconstrained singularity \( x^2 \). In this sense the linear terms on \( \mathbb{H}^{\left| J_0(\bar{x}) \right|} \) can be
neglected for cell-attachment. Second, the linear terms \( x_{2m+q-1} + x_{2m+q}, m \in \beta(\bar{x}) \), in (12) contribute each with the one-dimensional cell due to Example 3.1. Hence, the linear terms on \( S^{[|\beta(\bar{x})|]} \) are responsible for the attachment of a BI-dimensional cell – recall that \( BI = |\beta(\bar{x})| \). Finally, we apply Theorem 3.7 from Part I in [3], which says that the local Morse data is the product of tangential and normal Morse data. Hence, the dimensions of the attached cells add together. Here, a \((QI + BI)\)-dimensional cell has to be attached. The latter corresponds to the W-index of the W-stationary point \( \bar{x} \). □

Let us present a global interpretation of Theorem 3.4 by showing a mountain pass theorem for MPSC.

**Theorem 3.5 (Mountain pass)** Let the MPSC feasible set \( M \) be compact and connected, and all W-stationary points of MPSC be nondegenerate. Then, it holds:

\[
r_s \geq r - 1,
\]

(13)

where \( r \) is the number of local minimizers of MPSC and \( r_s \) is the number of W-stationary saddle points with W-index equal to one.

**Proof.** We assume without loss of generality that the objective function \( f \) has pairwise different values at all W-stationarity points of MPSC. If it is not the case, we may enforce this property by sufficiently small perturbations of the objective function. Due to the openness part in Theorem 3.3, all W-stationarity points of such a perturbed MPSC remain nondegenerate. Moreover, the formula (13) is still valid since it does not depend on the functional values of \( f \).

Further, let \( q_a \) denote the number of connected components of the lower level set \( M^a \). We focus on how \( q_a \) changes as \( a \in \mathbb{R} \) increases. Due to Theorem 3.1(a), \( q_a \) can change only if passing through a value corresponding to a W-stationary point \( \bar{x} \), i.e. \( a = f(\bar{x}) \). In fact, Theorem 3.1(a) allows homotopic deformations of lower level sets up to an arbitrarily small neighborhood of the W-stationary point \( \bar{x} \). Then, we have to estimate the difference between \( q_a \) and \( q_{a-\varepsilon} \), where \( \varepsilon > 0 \) is arbitrarily, but sufficiently small, and \( a = f(\bar{x}) \). This is done by a local argument. For that, let the W-index of \( \bar{x} \) be \( QI + BI \). We use Theorem 3.3(b) which says that \( M^a \) is homotopy-equivalent to \( M^{a-\varepsilon} \) with a \((QI + BI)\)-dimensional cell attached. Let us distinguish the following cases:
1) $\bar{x}$ is a local minimizer with vanishing W-index, cf. Corollary 3.1, i.e. 
$QI = BI = 0$. Then, we attach to $M^{a-\varepsilon}$ the cell of dimension zero. Consequently, a new connected component is created, and it holds:

$$q_a = q_{a-\varepsilon} + 1.$$

2) $\bar{x}$ is a saddle point with W-index equal to one, i.e. either $QI = 1$, 
$BI = 0$ or $QI = 0$, $BI = 1$ holds. Then, we attach to $M^{a-\varepsilon}$ the cell of dimension one. Consequently, at most one connected component disappears, and it holds:

$$q_{a-\varepsilon} - 1 \leq q_a \leq q_{a-\varepsilon}.$$

The case $QI = 1$, $BI = 0$ is well known from nonlinear programming, 
see e.g. [6]. The case $QI = 0$, $BI = 1$ is new and characteristic for 
MPSC, cf. Example 3.2.

4) $\bar{x}$ is W-stationary with W-index greater than one, i.e. $QI + BI > 1$.

The boundary of the to be attached $(QI + BI)$-dimensional cell is thus 
connected. Consequently, the number of connected components of $M^a$ 
remains unchanged, and it holds:

$$q_a = q_{a-\varepsilon}.$$

Now, we proceed with the **global argument**. Compactness of $M$ implies 
that there exists $c \in \mathbb{R}$ such that $M^c$ is empty, thus, $q_c = 0$. Additionally, 
there exists $d \in \mathbb{R}$ such that $M^d$ is connected and contains all W-stationary 
points, thus, $q_d = 1$. Since nondegenerate W-stationary points are in parti-
cular isolated, we conclude that there must be finitely many of them again 
due to the compactness of $M$. Let us now increase the level $a$ from $c$ to $d$ and 
describe how the number $q_a$ of connected components of the lower level sets 
$M^a$ changes. It follows from the local argument that $r$ new connected com-
ponents are created, where $r$ is the number of local minimizers for MPSC. 
Let $q_s$ denote the actual number of disappearing connected components if 
passing the levels corresponding to W-stationary saddle points. The local 
argument provides that at most $r_s$ connected components might disappear 
while doing so, i.e.

$$q_s \leq r.$$
Altogether, we have:
\[ r - r_s \leq r - q_s = q_d - q_c. \]

By recalling that \( q_d = 1 \) and \( q_c = 0 \), we get (13).

Finally, we link our results to the numerical investigations of MPSC undertaken in [10]. There, the important role of W-stationary points is highlighted if applying the Scholtes’ relaxation to switching constraints. In [10, Theorem 3.2] it is proven that KKT-points of such relaxation converge to a W-stationary point of MPSC under LICQ. Moreover, as shown in [10, Example 3.3] stronger results cannot be expect in general. Let us illustrate how the global structure of MPSC is inherited by the Scholtes’ relaxation.

**Example 3.2 (Scholtes’ relaxation, cf. [10])** Consider the MPSC:

\[
\begin{align*}
\min f(x_1, x_2) &= (x_1 - 1)^2 + (x_2 - 1)^2 \quad \text{s.t.} \quad x_1 \cdot x_2 = 0.
\end{align*}
\]

(14)

It is easy to see that the feasible point \( x^1 = (0, 0) \) is W-stationary. Moreover, it is nondegenerate with quadratic index \( QI = 0 \). For its bi-active index we have \( BI = 1 \). This means that \( x^1 \) is a saddle point with W-index equal to one which connects two minimizers \( x^2 = (1, 0) \) and \( x^3 = (0, 1) \). Let us consider the Scholtes’ relaxation for (3.2) with sufficiently small \( t > 0 \):

\[
\begin{align*}
\min f(x_1, x_2) &= (x_1 - 1)^2 + (x_2 - 1)^2 \quad \text{s.t.} \quad -t \leq x_1 \cdot x_2 \leq t.
\end{align*}
\]

(15)

It is easily seen that the KKT-points of (17) are

\[
\begin{align*}
x^1_t &= \left( \sqrt{t}, \sqrt{t} \right), \\
x^2_t &= \left( \frac{1 + \sqrt{1 - 4t}}{2}, \frac{1 - \sqrt{1 - 4t}}{2} \right), \\
x^3_t &= \left( \frac{1 - \sqrt{1 - 4t}}{2}, \frac{1 + \sqrt{1 - 4t}}{2} \right).
\end{align*}
\]

Obviously, \( x^1_t \to x_1, x^2_t \to x_2, \) and \( x^3_t \to x_3 \) as \( t \to 0 \). Moreover, \( x^2_t \) and \( x^3_t \) are minimizers for (15) with zero quadratic index, the quadratic index of \( x^1_t \) is equal to one. By the smoothing procedure, the W-stationary point \( x^1_t \) with W-index equal to one corresponds to the KKT-point \( x^1_t \) with quadratic index equal to one likewise. We conclude that the smoothed version fully preserves the global topological structure of MPSC.
4 Characterization of strong stability

We would like to address the question whether the requirements ND1-ND4 for W-stationary points are too restrictive. For that, let us examine the gap between nondegeneracy and strong stability of W-stationary points. The concept of strong stability is defined by means of an appropriate semi-norm. To this aim let be $\bar{x} \in \mathbb{R}^n$, $r > 0$. For defining functions $(f, h, g, F_1, F_2)$ from (1) the seminorm $\|(f, h, g, F_1, F_2)\|_{C^2(\bar{x},r)}$ is defined to be the maximum modulus of the function values and partial derivatives up to order two of $f, h, g, F_1, F_2$.

Definition 4.7 (Strong Stability, cf. [13]) A W-stationary point $\bar{x} \in M$, resp. a W-stationary pair $(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})$, for MPSC $[f, g, h, F_1, F_2]$ is called $(C^2)$-strongly stable if for some $r > 0$ and each $\varepsilon \in (0, r]$ there exists $\delta = \delta(\varepsilon) > 0$ such that whenever $(\tilde{f}, \tilde{h}, \tilde{g}, \tilde{F}_1, \tilde{F}_2) \in C^2$ and $B(\bar{x}, \varepsilon)$, resp. $B((\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma}), \varepsilon)$, contains a W-stationary point $\tilde{x}$, resp. a W-stationary pair $(\tilde{x}, \tilde{\lambda}, \tilde{\mu}, \tilde{\sigma})$, for MPSC $[\tilde{f}, \tilde{h}, \tilde{g}, \tilde{F}_1, \tilde{F}_2]$ which is unique in $B(\bar{x}, r)$, resp. unique in $B((\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma}), r)$.

The following Lemma 4.2 establishes the connection between both definitions just introduced, cf. [12] for the case of nonlinear programming.

Lemma 4.2 (W-stationary points and pairs) The following assertions are equivalent:

(a) $\bar{x}$ is a strongly stable W-stationary point for MPSC which satisfies LICQ, and $(\bar{\lambda}, \bar{\mu}, \bar{\sigma})$ is the associated Lagrange multiplier vector.

(b) $(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})$ is a strongly stable W-stationary pair for MPSC.

Proof. (a) $\implies$ (b) LICQ remains valid under small perturbations of the defining functions. Hence, the corresponding Lagrange multipliers are unique.
Remark 2.1 provides the continuity of Lagrange multipliers with respect to perturbations under consideration.

(b) \implies (a) The nontrivial part is to prove that LICQ holds at $\bar{x}$. The proof goes along the lines of [12, Theorem 2.3]. To stress the new aspects here we assume that there are only bi-active switching constraints, i.e. $I = \emptyset$, $J = \emptyset$, $\alpha(\bar{x}) = \emptyset$ and $\gamma(\bar{x}) = \emptyset$. Let $(\bar{x}, \bar{\sigma})$ be a strongly stable W-stationary pair for MPSC and let LICQ be not fulfilled at $\bar{x}$. Then, there exist real numbers $\delta_{1,m}, \delta_{1,m}, m \in \beta(\bar{x})$ (not all vanishing) such that:

$$
\sum_{m \in \beta(\bar{x})} (\delta_{1,m}DF_{1,m}(\bar{x}) + \delta_{2,m}DF_{2,m}(\bar{x})) = 0.
$$

(16)

We define

$$
c = \sum_{m \in \beta(\bar{x})} (DF_{1,m}(\bar{x}) + DF_{2,m}(\bar{x})).
$$

For $\varepsilon > 0$ let

$$
\sigma_{1,m}(\varepsilon) = \bar{\sigma}_{1,m} + \varepsilon, \sigma_{2,m}(\varepsilon) = \bar{\sigma}_{2,m} + \varepsilon \text{ for all } m \in m_{\beta}(\bar{x}).
$$

Putting $\varphi(x) = c \cdot x$ we obtain that $(\bar{x}, \sigma(\varepsilon))$ is a W-stationary pair for MPSC[$f + \varepsilon \cdot \varphi, F_1, F_2$]. Moreover, due to the strong stability of $(\bar{x}, \bar{\sigma})$ for MPSC[$f, F_1, F_2$] we claim that for each sufficiently small $\varepsilon > 0$ the W-stationary pair $(\bar{x}, \sigma(\varepsilon))$ is unique for MPSC[$f + \varepsilon \cdot \varphi, F_1, F_2$] in some neighborhood $U$ of $(\bar{x}, \bar{\sigma})$. However, (16) and $\sigma_{i,m}(\varepsilon) \neq 0$ for $m \in m_{\beta}(\bar{x})$, $i = 1, 2$, ensure that for any sufficiently small real number $t$, the pair $(\bar{x}, v(\varepsilon, \delta, t))$ with

$$
v_{1,m}(\varepsilon, \delta, t) = \sigma_{1,m}(\varepsilon) + \delta_{1,m}t, v_{2,m}(\varepsilon, \delta, t) = \sigma_{2,m}(\varepsilon) + \delta_{2,m}t \text{ for all } m \in m_{\beta}(\bar{x})
$$

belongs to $U$ and is a W-stationary pair for MPSC[$f + \varepsilon \cdot \varphi, F_1, F_2$]. Hence, necessarily $\delta = 0$, and LICQ is shown. \hfill \square

Now we give two guiding examples for instability which may occur at W-stationary points.

**Example 4.3 (Instability I)** Consider the MPSC:

$$
\min \pm x_1^2 \pm x_2^2 \quad \text{s.t.} \quad x_1 \cdot x_2 = 0.
$$

(17)
Obviously, \((0,0)\) is the unique W-stationary point for (17) with both vanishing bi-active Lagrange multipliers. Consider the following perturbation of (17) with respect to parameter \(t > 0\):

\[
\min \pm (x_1 - t)^2 \pm (x_2 - t)^2 \quad s.t. \quad x_1 \cdot x_2 = 0.
\] (18)

It is easy to see that \((0,0), (0,t)\) and \((t,0)\) are W-stationary points for (18). It means that \((0,0)\) is not a strongly stable W-stationary point for (17). □

**Example 4.4 (Instability II)** Consider the MPSC:

\[
\min \ x_1 \pm x_2^2 \quad s.t. \quad x_1 \cdot x_2 = 0.
\] (19)

Obviously, \((0,0)\) is the unique W-stationary point for (17) with exactly one vanishing bi-active Lagrange multiplier. Consider the following perturbation of (19) with respect to parameter \(t > 0\):

\[
\min \ x_1 \pm (x_2 - t)^2 \quad s.t. \quad x_1 \cdot x_2 = 0.
\] (20)

It is easy to see that \((0,0)\) and \((0,t)\) are W-stationary points for (20). It means that \((0,0)\) is not a strongly stable W-stationary point for (19). □

For characterizing strong stability, we shall use some auxiliary objects associated with a W-stationary point \(\bar{x} \in M\) and its multipliers \((\bar{\lambda}, \bar{\mu}, \bar{\gamma})\). Let the index set of positive multipliers corresponding to the inequality constraints is given by

\[
J_+(\bar{x}) = \{ q \in J_0(\bar{x}) \mid \bar{\mu}_j > 0 \}.
\]

For \(J_+(\bar{x}) \subset J_+ \subset J_0(\bar{x})\) we set

\[
M_+(\bar{x}) = \{ x \in \mathbb{R}^n \mid h_i(x) = 0, i \in I, g_j(x) = 0, j \in J_+, F_{1,m_\alpha}(\bar{x}) = 0, m_\alpha \in \alpha(\bar{x}), F_{2,m_\gamma}(\bar{x}) = 0, m_\gamma \in \gamma(\bar{x}), F_{1,m_\beta}(\bar{x}) = 0, F_{2,m_\beta}(\bar{x}) = 0, m_\beta \in \beta(\bar{x}) \}.
\]

Obviously, \(M_+(\bar{x}) \subset M\) and, in the case where LICQ holds at \(\bar{x}\), \(M_+(\bar{x})\) is locally a \(C^2\)-manifold of dimension \(p + |J_0(\bar{x})| - |J_+(\bar{x})|\). The tangent space of \(M_+(\bar{x})\) at \(\bar{x}\) is

\[
T_{\bar{x}}M_+(\bar{x}) = \{ \xi \in \mathbb{R}^n \mid Dh_i(\bar{x}) \xi = 0, i \in I, Dg_j(\bar{x}) \xi = 0, j \in J_+, DF_{1,m_\alpha}(\bar{x}) \xi = 0, m_\alpha \in \alpha(\bar{x}), DF_{2,m_\gamma}(\bar{x}) \xi = 0, m_\gamma \in \gamma(\bar{x}), DF_{1,m_\beta}(\bar{x}) \xi = 0, DF_{2,m_\beta}(\bar{x}) \xi = 0, m_\beta \in \beta(\bar{x}) \}.
\]
Theorem 4.6 (Characterization of strong stability) Let \( \bar{x} \in M \) be a W-stationary point of MPSC satisfying LICQ with the unique Lagrange multipliers \((\bar{\lambda}, \bar{\mu}, \bar{\sigma})\). Then, \( \bar{x} \) is strongly stable if and only if

(i) it fulfills ND3, i.e. \( \bar{\sigma}_{1,m} \cdot \bar{\sigma}_{2,m} \neq 0 \) for all \( m \in \beta(\bar{x}) \), and

(ii) the matrices \( D^2_{xx}L(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma}) \big|_{T_0M(\bar{x})} \) are nonsingular with the same determinant sign for all index subsets \( J_+(\bar{x}) \subset J_0(\bar{x}) \).

Proof. In virtue of LICQ at \( \bar{x} \), Lemma 4.2 allows us to deal equivalently with the strong stability of the W-stationary pair \((\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})\).

Case 1: ND3 holds

We consider the following mapping \( \mathcal{T} : \mathbb{R}^{n+|I|+|J|+2k} \to \mathbb{R}^{n+|I|+|J|+2k} \) locally at its zero \((\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})\):

\[
\mathcal{T}(x, \lambda, \mu, \sigma) = 
\begin{pmatrix}
D_2L(x, \lambda, \mu, \sigma) \\
\min \{\mu, g(x)\}
\end{pmatrix}
\begin{pmatrix}
h(x) \\
F_{1,\alpha}(x) \\
F_{2,\gamma}(x) \\
F_{1,\beta}(x) \\
F_{2,\beta}(x)
\end{pmatrix}
\]

Note that W-stationary pairs for MPSC - in a sufficiently small neighborhood of \((\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})\) - are precisely the zeros of \( \mathcal{T} \). Moreover, characterization of strong stability for KKT-points in the case of nonlinear programming can be applied here. Indeed, as in [12, Theorem 4.3], the strong stability for \((\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma})\) can be characterized by the fact that all matrices in the Clarke’s subdifferential \( \partial \mathcal{T}(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\sigma}) \) are nonsingular. The latter can be equivalently rewritten as condition (ii), cf. also [11] for the case of nonlinear programming.

Case 2: ND3 fails

Let \( \Phi : U \to V \) be the standard diffeomorphism from Definition 2.4. We put \( \tilde{f} = f \circ \Phi^{-1} \) on the set \( \{0_s\} \times \mathbb{H}^{[J_0(\bar{x})]} \times S^{[\beta(\bar{x})]} \times \mathbb{R}^p \cap V \). From now on we may assume \( s = 0 \). In view of Remark 2.4 and failure of ND3 we have at the origin:
Without loss of generality, we assume $m = 1$ in (ii). From now on we denote $\tilde{f}$ again by $f$. In what follows, we successively perform arbitrarily small perturbations of $f$ such that the origin remains a $W$-stationary point on $\mathbb{H}^{\left|J_0(\bar{x})\right|} \times \mathbb{S}^{\left|\beta(\bar{x})\right|} \times \mathbb{R}^p$.

1) As a stabilization step we add to $f$ an arbitrarily small linear-quadratic term

$$\sum_{j=1}^{\left|J_0(\bar{x})\right|} c_j \cdot y_j + \sum_{m=2}^{\left|\beta(\bar{x})\right|} (c_{2m+q-1} \cdot y_{2m+q-1} + c_{2m+q} \cdot y_{2m+q}) + \sum_{k=1}^{p} c_{k+n-p} \cdot y_{k+n-p}^2,$$

such that it holds for the perturbed function (denoted again by $f$):

(i) $\frac{\partial f}{\partial y_j} > 0, j \in J_0(\bar{x})$,

(ii) $\frac{\partial f}{\partial y_{2m+q-1}} \cdot \frac{\partial f}{\partial y_{2m+q}} \neq 0, m = 2, \ldots, \left|\beta(\bar{x})\right|$, 

(iii) $\frac{\partial f}{\partial y_{k+n-p}} = 0, k = 1, \ldots, p$ and $(\frac{\partial^2 f}{\partial y_{k_1+n-p} \partial y_{k_2+n-p}})_{1 \leq k_1, k_2 \leq p}$ is a non-singular matrix.

(iv) $\frac{\partial f}{\partial y_{q+1}} \cdot \frac{\partial f}{\partial y_{q+2}} = 0$.

2) We approximate $f$ by means of a $C^\infty$-function in a small $C^2$-neighborhood of $f$ such leaving its value, first and second order derivatives at the origin invariant. This can be done since $C^\infty$-functions lie $C^2$-dense in $C^2$-functions. We denote the latter $C^\infty$-approximation again by $f$. 
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Due to the stabilization step 1) and step 2), we can restrict our considerations to the following situation:

\[ f \in C^\infty(\mathbb{R}^2, \mathbb{R}), \ 0 \text{ is a W-stationary point for } f|_S \text{ and } \frac{\partial f}{\partial x_1}(0) \cdot \frac{\partial f}{\partial x_2}(0) = 0. \]

**Case I:** \( \frac{\partial f}{\partial x_1}(0) = \frac{\partial f}{\partial x_2}(0) = 0. \)

We can write

\[
f(x_1, x_2) = g_{1,1}(x_1, x_2) x_1^2 + 2g_{1,2}(x_1, x_2) x_1 x_2 + g_{2,2}(x_1, x_2) x_2^2
\]

with \( g_{1,1}, g_{1,2}, g_{2,2} \in C^\infty(\mathbb{R}^2, \mathbb{R}) \). Adding to \( f \) an arbitrarily small quadratic term \( a x_1^2 + b x_2^2 \), \( a, b \in \mathbb{R} \) we can ensure that \( g_{1,1}(0,0) \neq 0 \) and \( g_{2,2}(0,0) \neq 0 \). Hence,

\[
\Psi(x_1, x_2) = \begin{pmatrix}
x_1 \cdot \sqrt{|g_{1,1}(x_1, x_2)|} \\
x_2 \cdot \sqrt{|g_{2,2}(x_1, x_2)|}
\end{pmatrix}
\]

is a local \( C^\infty \)-diffeomorphism leaving \( S \) invariant. In new local coordinates induced by \( \Psi \) we obtain:

\[
f(x_1, x_2) = \varepsilon_1 x_1^2 + G(x_1, x_2) x_1 x_2 + \varepsilon_2 x_2^2,
\]

where \( \varepsilon_1 = \text{sign}(g_{1,1}(0,0)), \varepsilon_2 = \text{sign}(g_{2,2}(0,0)) \). Since \( G(x_1, x_2) x_1 x_2 = 0 \) on \( S \), we can perturb \( f \) by means of a real parameter as in Example 4.3 to get a bifurcation of 0 as a W-stationary point.

**Case II:** \( \frac{\partial f}{\partial x_1}(0) \neq 0, \frac{\partial f}{\partial x_2}(0) = 0. \)

We can write

\[
f(x_1, x_2) = g_{1,1}(x_1, x_2) x_1 + g_{2,2}(x_1, x_2) x_2^2
\]

with \( g_{1,1}, g_{2,2} \in C^\infty(\mathbb{R}^2, \mathbb{R}) \) and \( g_1(0,0) \neq 0 \). Adding to \( f \) an arbitrarily small quadratic term \( b x_2^2 \), \( b \in \mathbb{R} \) we can also ensure that \( g_{2,2}(0,0) \neq 0 \). Hence,

\[
\Psi(x_1, x_2) = \begin{pmatrix}
x_1 \cdot g_{1,1}(x_1, x_2) \\
x_2 \cdot \sqrt{|g_{2,2}(x_1, x_2)|}
\end{pmatrix}
\]
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is a local $C^\infty$-diffeomorphism leaving $S$ invariant. In new local coordinates induced by $\Psi$ we obtain:

$$f(x_1, x_2) = x_1 + \varepsilon x_2^2,$$

where $\varepsilon = \text{sign}(g_{2,2}(0,0))$. We can perturb $f$ by means of a real parameter as in Example 4.4 to get a bifurcation of 0 as a W-stationary point.

The case $\frac{\partial f}{\partial x_1}(0) = 0, \frac{\partial f}{\partial x_2}(0) \neq 0$ can be treated analogously.

Finally, performing all perturbations described above we ensure that 0 is not a strongly stable W-stationary point. □

Next result is a direct consequences of Theorem 4.6.

**Corollary 4.2** Any nondegenerate W-stationary point of MPSC is strongly stable.

Additionally, it is important to note that ND3 is necessary for strong stability of W-stationary points due to Theorem 4.6, i.e. both bi-active Lagrange multipliers cannot vanish. This new issue is in strong contrast e.g. with the characterization of strong stability of C-stationary points in MPCC, see [9]. In MPCC, strong stability includes cases where one of the bi-active Lagrange multipliers may vanish. In other words, there is an essential discrepancy between nondegeneracy and strong stability of C-stationary points in MPCC. In MPSC, the situation is rather different: in absence of active inequality constraints, nondegeneracy of W-stationary points is equivalent to their strong stability.

**Corollary 4.3** Let inequality constraints be inactive at a W-stationary point $\bar{x} \in M$, i.e. $J_0(\bar{x}) = \emptyset$. Then, $\bar{x}$ is nondegenerate if and only if it is strongly stable and satisfies LICQ.
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