Reynolds number and wind tunnel wall effects on the flow field around a generic UHBR engine high-lift configuration
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Abstract
RANS simulations of a generic ultra-high bypass ratio engine high-lift configuration were conducted in three different environments. The purpose of this study is to assess small scale tests in an atmospheric closed test section wind tunnel regarding transferability to large scale tests in an open-jet wind tunnel. Special emphasis was placed on the flow field in the separation prone region downstream from the extended slat cut-out. Validation with wind tunnel test data shows an adequate agreement with CFD results. The cross-comparison of the three sets of simulations allowed to identify the effects of the Reynolds number and the wind tunnel walls on the flow field separately. The simulations reveal significant blockage effects and corner flow separation induced by the test section walls. By comparison, the Reynolds number effects are negligible. A decrease of the incidence angle for the small scale model allows to successfully reproduce the flow field of the large scale model despite severe wind tunnel wall effects.
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1 Introduction
The annual increase of around 4.8% in air passenger transport and the related impact on greenhouse gas emission and local air quality poses substantial challenges for the aircraft industry. Aviation already accounts for 2% of global greenhouse gas emission. If aviation would be considered as a country it would rank among the top ten emitting countries of the world [1]. In order to reduce the environmental footprint of aviation the European Union (EU) has set the ambitious goal in its report “Flightpath 2050” to cut CO₂ and NOₓ emissions by 75 and 95%, respectively, until 2050 compared to those of the year 2000 [2]. Ultra-high bypass ratio (UHBR) engines represent one opportunity to get closer to this goal, by maximizing the air mass flow passing through the bypass duct and thus reducing the thrust specific fuel consumption. The large nacelle diameter of such engines presents great challenges for aircraft designers, as compliance with ground clearance regulations require a close wing-nacelle coupling. To avoid collision with the nacelle during take-off and approach a large slat cut-out is inevitable. This geometric modification leads to premature flow separation on the wing and thus to an appreciable degradation of maximum lift. Established passive flow control measures like nacelle strakes [3] are not sufficient to compensate the losses associated with the missing slat section in the vicinity of the UHBR engine pylons [4]. Active flow control (AFC) has already demonstrated its ability regarding postponement of flow separation and is therefore a potential technology, which can be used to counteract the drawbacks caused by the extended slat cut-out. However, most of the AFC related studies focus on basic research, involving simplified models at low Reynolds number doubting their transferability to commercial aircraft. Additionally, conventional AFC actuators require a not feasible amount of energy or mass flow input. As a result, only a small number of AFC actuators reached a technology readiness level (TRL) high enough to be integrated in commercial aircraft. Therefore, within the scope of the EU Clean Sky2 project INAFLOWT [5], the goal was set to test
the promising Suction and Oscillatory Blowing (SaOB) [6] actuator regarding its efficiency on a complex UHBR engine high-lift configuration at realistic inflow conditions. This demonstration on a near full-scale configuration will allow to increase the maturity level of technology toward TRL3, which means “verification of technology in a realistic environment”. Beside the large scale wind tunnel tests, the scope of the project includes parametric AFC investigations on a downscaled small scale model (SSM). These tests will serve as a preliminary step to derive optimum AFC parameters for the final cost-intensive tests on the large scale model (LSM). The experimental results of the LSM as used in this study were provided by project partners from the Central Aerohydrodynamic Institute (TsAGI) based in Zhukovsky, Russia. Those tests were performed within in the framework of the AFloNext project [7]. Tel-Aviv University (Faculty of Engineering) was in charge of the recently conducted small scale tests. Since both wind tunnels are operated at atmospheric conditions the difference in the model scale is directly reflected in the Reynolds numbers. Additionally, the two wind tunnels differ regarding their test section enclosure—open (LSM) versus closed (SSM) test section environment.

In the present paper the Reynolds number effects and wind tunnel wall effects associated with the two different test conditions are studied independently by means of Computational Fluid Dynamics (CFD). For this purpose, three sets of simulations were conducted to allow an independent assessment of the two latter mentioned effects. First the LSM and the SSM were simulated at real prevailing environment and inflow conditions. The third set of simulations includes the LSM at modified Reynolds number (MR-LSM) corresponding to the small scale wind tunnel inflow conditions. The specific objective of this study is to qualify the SSM for representative tests with AFC by reproducing the baseline flow of the LSM. Thus the present work aims to pave the way for future extended experimental investigations of AFC in more affordable environments of non-cryogenic small scale wind tunnels. Section 2 of this paper contains a description of the research model and the wind tunnel campaigns. The subsequent section describes the numerical setup including the computational grids. Section 4 includes the computational results. In a first step, extended validations against wind tunnel data acquired from both test campaigns are conducted to encourage the subsequent derivation of flow characteristics from simulation results.

2 Experimental setup

2.1 Research model

The wind tunnel model used for the experiments and simulations was designed and manufactured for large-scale wind tunnel tests during the AFloNext project. This model was derived from a quasi-2D two-element high-lift configuration with deployed flap used in previous test campaigns within the European project SADE [8]. The model modifications comprised the introduction of a sweep angle of 28° and an adjustment of the leading edge for the integration of a slat with extended cut-out in the center region. The final model incorporates the DLR F15-3eRef three-element airfoil [9] with flap and slat deployed at 28° and 35°, respectively. The wind tunnel model represents a landing configuration. An UHBR engine was modeled by an underwing flow-through nacelle with a diameter of approx. 1.8 m mounted to the wing by a pylon. The inboard side of the nacelle is equipped with a strake. The wing has a reference chord length of about 3.26 m and a spanwise extension of about 5 m and hence corresponds to a 5:7.4 scale of the reference aircraft [10]. A 3D view of the model and the mounting arrangement is shown in Fig. 1. Deviations to the real approach flight of the reference aircraft comprise a difference in model scale and thus Reynolds number, differences arising from geometric simplifications, such as non-tapered wing, and differences in Mach number, due to maximum achievable velocities during the wind tunnel tests. However, numerical investigations within the AFloNext project demonstrated that despite differences in stall behavior the location of flow separation and the effect of AFC regarding suppression of the latter is transferable between the real aircraft and the research model [10], which is crucial for the current project. Endplates were installed on the inboard and the outboard end of the wing to increase the effective wingspan. A leading-edge extension was added to the outboard slat leading edge corner to prevent premature corner separation on the outboard wing. The presence of corner flow separation would result in a deviant stall behavior and thus to a distortion of the measured force coefficients. This, in turn, could affect the assessment of AFC effects. A more in-depth description of the wind tunnel model can be found in [11, 12].

![Fig. 1 LSM in TsAGI T-101 wind tunnel](image-url)
2.2 Large scale test

The LSM as described in the previous section was tested in the closed-loop subsonic wind tunnel T-101 at TsAGI. The elliptical cross-section of the nozzle outlet is 24×14 m, which indicates the dimensions of the open test section. Temperature and pressure correspond to environmental conditions. The facility allows Mach numbers up to 0.15 and Reynolds numbers based on the wing reference chord of up to 11.2×10^6. However, restrictions regarding recordable aerodynamic loads limit the inflow velocity to 48 m/s leading to a Reynolds number of 10.75×10^6, and a Mach number of 0.144. Besides forces and moments measured via an external six-component underfloor mounted electromagnetic balance, pressure values were gathered using static pressure taps along three chordwise and two spanwise rows, indicated by the solid and dashed lines in Fig. 2. The area of separation prone flow and thus stall initiation was identified in several previous works, e.g. in [10, 13], as the inboard area of the slat cut-out region, marked in Fig. 2. Since the focus of the present paper and the wind tunnel test in general lies on the evaluation of the flow field in this particular region, primarily the pressure values on the first spanwise and chordwise rows highlighted by dashed lines are used for validation purposes. Additionally, surface tuft visualization was employed in the region of interest to complement pressure measurements and give a more thorough insight in the separation topology. The orientation of the chordwise pressure tap rows perpendicular to the leading edge is a relic from aforementioned tests of the non-swept high-lift wing and is not based on any physical perceptions. The loads captured by the external balance include the forces acting on the model mounting and support, shown on the image in Fig. 1. Nevertheless, a meaningful evaluation of AFC effects using the lift coefficient $c_L$ could be realized by examination of $\Delta c_L$ values of tests with and without AFC [11]. The model mounting and the support were not modeled in the CFD simulations of the LSM.

2.3 Small scale test

The experiments on the SSM were performed in the Knapp-Meadow low speed wind tunnel at Tel-Aviv University. The wind tunnel is of Göttingen-type with atmospheric conditions inside the test section. The closed test section has a width of 0.61 m, a height of 1.5 m, and a length of 4.25 m. The SSM is a downscale of approx. 1:8.4 with respect to the LSM. The endplates were replaced by rotatable plexiglas discs, flush mounted to the side walls of the test section with the purpose to maximize the SSM dimensions, see Fig. 3. A blockage factor, representing the ratio of the frontal model area to the test section’s cross-sectional area, of 12.6% was detected at maximum measured inclination, which exceeds the general guideline for maximum correctable blockage of 10% [14]. No incidence angle corrections, solid blockage correction or any other type of wind tunnel corrections were applied to the measurement data. Static pressure data were recorded along the two spanwise and the two inboard located chordwise rows as shown for the LSM in Fig. 2. The outboard row was omitted due to space limitations for pressure tube placement. Furthermore, surface oil flow visualization and wake measurement data captured using a seven-hole pressure probe were acquired for validation of the CFD simulations. The 3D printed slat and flap limited the maximum inflow velocity to 25 m/s due to material strength restrictions. Aluminum high-lift devices will be installed for future tests to allow an alignment of the Mach number to the LSM tests. The scaling factor and the reduced velocity lead

Fig. 2 LSM with pressure tap locations indicated by solid and dashed lines

Fig. 3 SSM in Knapp-Meadow wind tunnel at Tel-Aviv University
to a Reynolds number and a Mach number of about 0.66×10⁶ and 0.075, respectively. By contrast, the inflow velocity of the SSM CFD simulations was kept according to the LSM test conditions. The impact of the two-fold differences in Reynolds number and Mach number between the available SSM test data and the SSM simulations was part of separate studies within the current project and will be discussed in the course of this paper.

### 3 Numerical approach

In this section, the selected numerical setup will be described by introducing the flow solver with associated parameter settings, the boundary conditions, and the computational grid.

#### 3.1 Flow solver and parameter settings

The simulations were conducted using the unstructured finite volume flow solver DLR TAU code [15] in steady-state Reynolds Averaged Navier–Stokes (RANS) mode. Unsteady RANS (URANS) simulations were employed in critical cases, where transient phenomena triggered significant oscillations in integral force coefficients. The computational grid was transformed into a cell-vertex dual cell grid in a preprocessing step. The three dimensional compressible RANS equations are solved with second order accuracy in time and space. A central scheme with scalar artificial dissipation was utilized for spatial discretization. Time integration was realized using an implicit Backward Euler method with lower-upper symmetric Gauss–Seidel (LU-SGS) iterations. Pre-studies revealed that the best compromise between computational time, accuracy, and numerical stability could be achieved by closing the RANS equations with the Spalart–Allmaras Original (SAO) one-equation turbulence model (TM) [16]. To ensure comparability between the simulations of the SSM and LSM the TM version was not varied, besides the fact that an extension of the SAO TM for modeling the wind tunnel wall interference could be favorable [17]. Data from several studies, e.g. [18], have confirmed the TM version as a crucial “solution attractor” at angle of attacks where separation is predicted.

For acceleration of convergence, a multigrid approach with a 2v cycle and local time stepping was applied for all cases. Laminar to turbulent transition was neglected for both the SSM and the LSM by setting fully turbulent inflow conditions, as no significant laminar flow region was expected in the region of interest impinged by the highly vortical flow field even for the SSM. Dual time stepping was applied for time-accurate simulations. The time step size was selected in a way to guarantee 100 convective time steps per convective time \( t_{\text{conv}} \), with \( t_{\text{conv}} = c_{\text{ref}}/u_{\infty} \). About 300 inner iterations were required to achieve acceptable convergence for each intermediate steady-state computation.

#### 3.2 Computational grid

The hybrid grids were created in Pointwise V18.0 R3 [19]. Quad-dominant elements were used to discretize the wing surface. Hexahedral and prismatic elements were generated by extruding the surface mesh in the wall-normal direction. The initial cell height was chosen to guarantee a non-dimensional wall distance \( y^+ \) of less than one making it suitable for the SAO TM. A growth rate of 1.2 was chosen for boundary layer mesh according to best practice gridding guidelines [20]. This results in a total number of quasi-structured layers between 40 and 45 on both the model and the sidewalls required for sufficient boundary layer resolution.

Special care was taken for the grid in the slat cut-out area to ensure an adequate resolution of the vortices emanating from the strake, the nacelle, and the exposed corners and edges of the slat. Nearly isotropic hexahedral grid blocks were created on top of the boundary layer mesh, as shown in Fig. 4. Prior numerical studies, e.g. [13, 21] have noted that these vortices play an important role in the initiation of flow separation when interacting with the attenuated boundary layer flow. In addition, the cove region in between the high-lift elements and the main wing were resolved with structured grid elements according to previous findings [22], see bottom sectional-views in Fig. 4. Local surface mesh refinement toward concave corner regions, like the model-endplate junction for the LSM or model-tunnel wall junction for the SSM, was realized to minimize chopped cell regions. In case of the LSM the remaining farfield, with an extension of about 50 × \( c_{\text{ref}} \) in all directions of space, was filled with unstructured pyramids and tetrahedra. The inflow conditions were imposed on the farfield boundary for the LSM simulations. The wind tunnel enclosure of the SSM was modeled by the test section walls. The wind tunnel wall boundary conditions were set to viscous for the sidewalls and inviscid for the ceiling and the floor, as no direct flow interaction was expected with the latter and the boundary layer thickness on the test section walls is rather small compared to its cross-sectional area. A pressure coupling procedure was selected, where the pressure at the test section outlet was changed in an iterative manner to reach the inflow conditions at a defined measurement coordinate for the converged solution. To incorporate the SSM inside the wind tunnel and at the same time allow a rotation about the wind tunnel transverse axis for the α-sweep computation, the Chimera grid overlapping technique was utilized. The Cartesian wind tunnel grid comprising a hole-cutting, is assembled with the SSM mesh in a way to allow a sufficient overlapping for interpolation, see Fig. 5. The final grids contained about 40 million grid points in total. The SSM grid was derived from the LSM...
grid by adapting the boundary layer mesh according to the smaller Reynolds number. The grid for the LSM at modified Reynolds number (MR-LSM) corresponding to the SSM tests was derived by simply scaling the LSM mesh down to SSM scale. Even though the relative boundary layer thickness for the MR-LSM is expected to be larger compared to the LSM, an acceptable resolution of the boundary layer could be assured, due to the high extension of the boundary layer grid for the LSM. As expected, the $y^+$ value of the first cell height is far smaller than one for the MR-LSM grid, despite the fact that $y^+$ does not directly correlate with the Reynolds number.

4 Results

Before conducting the cross-comparison of the three sets of simulation for the evaluation of the Reynolds number and wind tunnel wall effects, a validation against experimental data is indispensable. A large amount of measurement data was acquired from the TsAGI and Knapp-Meadow wind tunnel tests. In order not to go beyond the scope of this work, only selected data representing both cases—those with attached flow and those with flow separation in the slat cut-out region—are presented in the following.

4.1 Validation of numerical simulations

4.1.1 TsAGI wind tunnel measurements

As mentioned in Sect. 2.2, the model mounting was not excluded from force measurements. Owing to the fact that neither the mounting struts nor the open-jet wind tunnel environment were modeled in the CFD simulations a direct comparison of force coefficients is difficult. Neglecting the open-jet may cause deviations in the effective incidence angle, streamline curvature, and drag force due to blockage effects and horizontal buoyancy [23]. As the individual impact of these effects was not evaluated in detail during the test campaign they pose a potential source of inconsistency toward CFD and should, therefore, be kept in mind. The stall characteristic mirrored in the lift coefficients do not exhibit a significant influence from the model mounting. Thus, a qualitative comparison with CFD is appropriate. The lift and drag curves are illustrated in Fig. 6 for both CFD and experiment. The error bars added to the simulation results represent the maximum amplitudes of prevailing fluctuations caused by unsteady phenomena related to flow separation. The focus of the subsequent evaluation lies on the $c_l$–$\alpha$ curve, the $c_D$–$\alpha$ curve is plotted for the sake of completeness. A pure assessment of the experimental $c_l$–$\alpha$ curve demonstrates the specific character of the high-lift model, which does only qualitatively resemble the character of an aircraft in landing configuration. Comparably high angles of attacks were obtained without stall onset visible in the $c_l$–$\alpha$ slope. This unexpected stall behavior is attributable to the research model’s peculiarities described in Sect. 2.1. The simulation results show an offset from the experimental data which is on the
order of $\Delta c_L = 0.1 - 0.15$. The declination in the predicted $c_L-\alpha$ slope at $\alpha_4 + 1^\circ$ observed for the simulations is not visible in the experiments, despite the close clustering of measurements at this critical range of incidence angles. The initial goal to increase $\alpha$ until clear degradation of $c_L$ appears as a sign of large scale flow separation could not be realized due to balance recording constraints. The incidence range was extended about $2^\circ$ for the simulations, which revealed that a decrease in the $c_L-\alpha$ slope is expected for $\alpha > \alpha_4 + 1^\circ$. No strong increase in $c_D$ can be observed for this $\alpha$ range which is usually associated with stall. Despite the limited $\alpha$ range, the separation area in the slat cut-out region was proven to be large enough for the experiment to be effectively evaluated regarding its controllability using AFC even for $\alpha < \alpha_5 + 1^\circ$.

Further potential reasons for the deviations in the $c_L-\alpha$ curve between CFD and experiment include an insufficient mesh resolution in areas, which were not of particular interest in this project but may pose a significant contribution to the overall force coefficients. Examples of such areas are the nacelle wake below the pressure side of the wing and the intersection area between the wing and the endplates. Additionally, individual incidence measurements via inclinometers on the wing and the nacelle revealed maximum deflections of up to $1.7^\circ$ in $\alpha$ due to a deformation of the heavy wind tunnel model.

A comparison of the $c_p$-distribution along the first spanwise and chordwise rows marked in Fig. 2 is shown in Fig. 7. The subfigures on the left show the corresponding results at pre-stall $\alpha = \alpha_1$ and the subfigures on the right at post-stall $\alpha = \alpha_4 + 2^\circ$. Overall, a good agreement is visible on the pressure side along the chordwise line for all three wing elements. On the suction side, the CFD results predict more pronounced suction peaks on the flap’s leading edges for both presented $\alpha$ and on the wing leading edge for $\alpha = \alpha_4 + 2^\circ$. Keeping in mind the large model deformation at high $\alpha$, these moderate deviations are acceptable.

The spanwise $c_p$ distributions show a good qualitative match as well except for some outliers. The high-pressure plateau extending from approx. $y_{norm} = -0.2 - 0.1$ represents the wing section downstream from the slat cut-out. This higher $c_p$ level results from the missing circulation effect of the slat which is usually responsible for a reduction of the pressure peak on the wing’s leading edge. This section is characterized by strong spanwise pressure variations for
larger $\alpha$, even on the outboard side $y > 0$ of the slat cut-out, where no flow separation was evident. Due to the small number of pressure taps in this area, these spatial pressure fluctuations cannot be reflected by the measurements. The simulations revealed a correlation between $\alpha$ and the vorticity in the slat cut-out region. The vortices are less pronounced at small $\alpha$ and thus induce less vortex-boundary layer interaction. As long as no large separation areas are developed, this interaction can be directly identified in the $c_p$ values. Thus, this characteristic of $c_p$ variations represents a potential indicator for stall onset, which can be used for closed loop AFC. The discrepancy between CFD and experiment downstream from the outboard slat edge at about $y_{norm} = 0.2$ can be attributed to small inconsistencies between the geometry used in the simulations and the geometry used in the experiments. While the CFD model comprised a slight spanwise gap between the main wing and the outboard slat segment, this gap was not part of the tested geometry, see red circled areas in Fig. 8.

Surface flow patterns in the outboard slat cut-out area were visualized using luminescent mini-tufts with high spatial resolution. The bottom line in Fig. 8 shows integral tuft images at $\alpha = \alpha_1$, $\alpha = \alpha_4 + 2^\circ$ and $\alpha = \alpha_5 + 1^\circ$. It is clearly evident that at $\alpha = \alpha_1$ no deviation from inflow velocity direction is present, which indicates fully attached flow. The tuft images at $\alpha = \alpha_4 + 2$ and $\alpha = \alpha_5 + 1$ show extended zones with vibrating tufts. The flow separation areas marked by dashed lines in Fig. 8 were extracted in a postprocessing step by Schlösser et al. [12]. The corresponding CFD results are shown in the top row of Fig. 8. The contour of the $x$-component of the friction coefficient $c_{fx}$ is illustrated together with surface streamlines. Areas with negative $c_{fx}$ values, indicating reversed flow and thus flow separation, are highlighted in blue. When comparing to the tuft images a good agreement in both the location and the size of the separation area can be proven, which encourages the subsequent investigations in Sect. 4.2.

4.1.2 Knapp-Meadow wind tunnel measurements

In case of the small scale tests, a lower $\alpha$ range compared to the large scale test is investigated. The reason for this is explained in Sect. 4.2. No balance measurements were conducted and the two chordwise and two spanwise rows of pressure taps are not sufficient for a proper force coefficient integration representative for the test model. Hence, the pressure measurements represent the primary source for validation of the SSM CFD results. The $c_p$ distributions, again along the spanwise and chordwise lines highlighted in Fig. 2, at $\alpha = \alpha_1 - 10^\circ$, $\alpha = \alpha_1$ and $\alpha = \alpha_2$ are presented.

![Fig. 8 Separation area in CFD and experiments. Negative $c_{fx}$ indicates reversed flow in simulations and framed area on tuft images indicates reversed flow in experiments](image-url)
in Fig. 9. Besides the CFD results obtained with the DLR TAU code, the results obtained with the unstructured CFD code Edge [24] are depicted. The Edge code was used for the separate Mach number and Reynolds number independence study explained in Sect. 2.3.

A similar computational grid and similar numerical settings were used in terms of turbulence model and numerical dissipation to justify the comparison with the TAU code results. Occurrence of corner separation on the outboard wing-sidewall junction represents one major issue for the SSM tests inside the closed test section environment. Unlike as for the LSM tests, the leading edge extension was not a sufficient measure to prevent corner separation. The wall normal velocity gradient of the boundary layer on the test section wall at the vicinity of the SSM is small when compared to the respective gradient on the endplates of the LSM due to boundary layer development along the test section path. The CFD simulations using the TAU code revealed a strong influence of the computation procedure on the onset of corner separation. In the first approach, the simulations at a particular \( \alpha \) were started from scratch and in the second approach a “real” \( \alpha \)-sweep computation was conducted. For the \( \alpha \)-sweep computation the \( \alpha \)-range was traversed in a consecutive manner. The \( c_p \) plots contain both CFD results obtained with the TAU code. No Edge code simulations were conducted for the smallest computed incidence angle \( \alpha = \alpha_1 - 10^\circ \). The SSM-flap was not instrumented with pressure taps on the evaluated chordwise row. The simulation results at \( \alpha = \alpha_1 - 10^\circ \) show a good match with experimental data, except for some outliers. The same applies to the results at \( \alpha = \alpha_1 \) and \( \alpha = \alpha_2 \), with the exception for the simulation results obtained with TAU using the first approach at \( \alpha = \alpha_1 \) and the Edge code at \( \alpha = \alpha_2 \). The latter mentioned simulations reveal large discrepancies to the measurements due to the erroneous prediction of corner separation. TAU CFD results conducted for \( \alpha = \alpha_1 \) without employing results at smaller \( \alpha \) show a large area of corner separation, which is not evident in the measurements. This behavior is reflected in the spanwise pressure distribution, where the outboard corner, affected by corner separation, is located in the positive \( y \)-coordinate range. The Edge code is rather dissipative regarding corner flow separation and thus even at \( \alpha = \alpha_2 \) a high flow acceleration level can be observed in the outboard region of the spanwise \( c_p \)-distribution which is not conform to the measurements. Despite the large spanwise extension of corner separation, which can be estimated from the spanwise \( c_p \)-distribution at \( \alpha = \alpha_2 \), the impact on the \( c_p \)-distribution in the slat cut-out area is low, which encourages the evaluation of AFC in this region without the necessity to derive measures for prevention of corner separation. The generally small differences in Edge code results obtained at the same incidence angles confirm the limited influence of

Fig. 9  SSM \( c_p \)-distributions along the inboard chordwise row and the front spanwise row shown in Fig. 2
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Reynolds number and Mach number effects for the SSM test. These results are consistent with those of recent experimental studies conducted for the LSM [12] and suggest that the flow around the investigated geometry is largely Reynolds number and Mach number independent within the investigated range. Furthermore, the good agreement in TAU code and Edge code results approve solver independency despite the investigated complex flow field.

Since only one static pressure tap was placed on the outboard wing along the front spanwise measurement line a complementary confirmation method for the onset of corner separation was utilized.

Wake measurements, as shown in Fig. 10a for $\alpha = \alpha_1 + 2^\circ$ were conducted in the $yz$-plane about 1.6 m downstream from the coordinate origin depicted in Fig. 2. The corresponding TAU code results at the same $\alpha$ are depicted in Fig. 10b, c. The subfigures Fig. 10b, c illustrate the results obtained by the $\alpha$-sweep computation and the computation starting from scratch, respectively. Since no special effort was put into resolving the computational grid in the model wake region, the analysis undertaken here is of qualitative nature. A downstream tracing of vortices emanating from the SSM reveals that the most dominant vortices captured by the measurement plane are those of the nacelle. Other areas with low streamwise velocity show vortices emerging at the strake, the pylon, the slat ends and the sidewall-wing junction. The simulation from scratch predict large scale corner separation at $\alpha = \alpha_1 + 2^\circ$, which is not evident in the $\alpha$-sweep simulation result. This feature is also reflected in the respective wake images. The simulation results in Fig. 10c show the wake of the corner separation in the outboard area at $y > 0$, which is clearly dominant and leads to a dissipation of the nearby vortices. The measurements clearly reflect the results of the $\alpha$-sweep simulations without corner separation and thus verify the statements above. Based on this finding, the CFD results of the SSM shown in the following represent those extracted from the $\alpha$-sweep simulations.

The last validation procedure of the SSM simulations covers the surface flow patterns in the slat cut-out region. Oil flow visualizations are available for several $\alpha$.

A good match between CFD and experiments in the orientation of surface streamlines, separation onset, and separation size could be shown and is exemplary demonstrated in Fig. 11 for $\alpha = \alpha_2 - 1^\circ$. The CFD results include surface contour values of $c_f$ and the surface stream lines. Especially, the similarity regarding converging streamlines in the slat cut-out area is clearly evident.

The thorough validation of the CFD results in this section which demonstrated a highly satisfactory agreement with experimental data, represents a proper foundation for the evaluation and cross-comparison of simulation results in the following section.

4.2 Reynolds number and wind tunnel wall effects

The flow around geometries mounted in subsonic atmospheric wind tunnels with a closed test section may be manipulated due to effects related to solid blockage, wake blockage, model mounting, leakage flow, and induced incidence angles [25]. Scaling effects related to different Reynolds numbers were extensively investigated for high-lift wings with different degrees of complexity by Rudnik and Germain [26]. Swept high-lift configurations with slotted design are subject to secondary flow effects induced by the boundary layers of upstream elements and the flow emanating from the cove area, which affects their Reynolds number dependency compared to those without high-lift devices. Wings in general experience Reynolds number effects which are related to laminar-turbulent transition, bursting of laminar bubbles and boundary layer thickness. Due to the complex flow topology.

Fig. 10 Vertical wake-plane downstream from the SSM with streamwise velocity contour at $x \approx 1.6$ m and $\alpha = \alpha_1 + 2^\circ$ ($Re_{exp.} = 0.66 \times 10^6$ and $Re_{CFD} = 1.32 \times 10^6$). Black frames mark the measurement area.
on high-lift wings only a small number of trends associated with scaling effects were derived until today, which include the increase in maximum lift and decrease in total drag with increasing Reynolds number [3, 26]. Nevertheless, the generalizability even for these trends is not valid as other studies have revealed totally opposite results [9].

The focus of the present study is to assess the Reynolds number and wind tunnel wall effects and the way these factors impact the data extrapolation from small scale tests in closed test section environments to large scale tests in open test section environments. As proven in Sects. 4.1.1 and 4.1.2, large scale separation occurs in the slat cut-out area even without the typical stall characteristics of a sudden lift drop. In addition, the drag force is of minor importance in the scope of this project. Therefore, neither the $c_{L,max}$ nor $c_D$ are part of the following evaluation.

The lift curves extracted from the simulations of the LSM, the MR-LSM, and the SSM are shown in Fig. 12. As the SSM does not carry endplates which are exposed to the flow, the $c_L$ values for all presented models were derived by neglecting the endplates during the force integration. The $c_L$ curve of the LSM reveals a nearly constant shift of approx. $\Delta c_L = 0.05 - 0.1$ to the $c_L$ curve of the MR-LSM up to the maximum evaluated $\alpha$. This difference in $c_L$ values might be attributable to first-order scaling effects caused by increasing displacement thickness with decreasing Reynolds number. However, the Reynolds number effect on $c_L$ values in the linear lift range for high-lift configurations cannot be simply reduced to the effect related to the boundary layer displacement thickness, as aforementioned experimental studies by Rudnik et al. [26] demonstrated that there is no clear correlation between Reynolds number and $c_L$ for high-lift configurations with realistic geometric complexities.

When comparing the $c_L$ curve of the SSM with the MR-LSM, the pure effect of the wind tunnel walls can be extracted, which is of a higher order of magnitude compared to the Reynolds number effect. The linear lift range shows neither a similarity in the slope nor in the integral values. A substantial increase of about $\Delta c_L = 1.05$ at $\alpha = \alpha_1$ is apparent. The sudden drop in $c_L$ at $\alpha = \alpha_1 + 3^\circ$ for the MR-LSM can be ascribed to the large scale corner separation in the outboard area instead of stall onset in the slat cut-out region. Differences in $c_L$ values in the linear range $\alpha < \alpha_1 + 2^\circ$ are attributable to the blockage effect.
The difference in the $c_L$ slopes is related to the increase of the blockage factor with growing $\alpha$. As soon as the incidence of the SSM exceeds $\alpha = \alpha_2$, the simulations expose oscillations in the force coefficients, which originate from nacelle separations and leading-edge stall. These oscillations show no periodic character usually required for time averaging. Thus, the corresponding $c_L$ values of the SSM are not incorporated in Fig. 12. The analysis of simulation results in this section will demonstrate that despite the enormous deviations in the lift curves, especially between the MR-LSM and the SSM, certain adjustments based on the evaluation of $c_L$ values allow to derive a similar flow field in the slat cut-out area.

A detailed flow field analysis of all three sets of simulations was conducted to derive accurate measures for the SSM tests required for flow adjustment toward the LSM tests. The results reveal that the flow fields around the LSM and the SSM show highly satisfactory agreement when considered at the same $c_L$. This method only applies to the linear lift regime. Thus, the SSM shows the same flow features in terms of local acceleration and flow separation at significantly smaller $\alpha$. However, due to the difference in the slope of the $c_L$ curve, a simple $\alpha$-shift is insufficient. To prove this characteristic the following evaluation of CFD results exemplary compares data from the LSM at $\alpha = \alpha_1$ with data from the SST at $\alpha = \alpha_1 - 5^\circ$. Besides the LSM and SSM results at adjusted $\alpha$, the results from the MR-LSM and the SSM at unadjusted $\alpha$ are used for the analysis. The selection of $\alpha = \alpha_1$ for the LSM evaluation is based on the fact that separation initiation in the slat cut-out was detected at this $\alpha$. A proof of flow similarity between the SSM and the LSM at this particular point is an essential step for the subsequent work within this project.

Figure 13 shows the $c_p$ contour levels and negative $c_{\mu}$ regions with surface streamlines on the suction side of the model for all cases described above. As already predicted by the $c_L$ curve, differences in separation area, surface streamlines, and pressure distribution between the LSM and the MR-LSM are barely visible. The SSM at the same $\alpha$ shows extended regions of flow separation at the inboard slat cut-out region and at the outboard model-wing junction, which have a huge effect on the $c_p$-distribution. However, when reducing the incidence of the SSM toward the $\alpha$ where the $c_L$ of the SSM matches the $c_L$ of the LSM, the similarity in surface flow patterns, $c_p$-distributions, and separation areas can be verified, see Fig. 13a, d.

For a more quantitative comparison, the $c_p$-distributions of the main wing along the first chordwise line marked in Fig. 2 are plotted in Fig. 14. Besides the results at $\alpha = \alpha_3$, the results at $\alpha = \alpha_2$ are added to demonstrate the general validity of the $\alpha$-adaptation approach. The SSM results corresponding to the LSM results at $\alpha = \alpha_2$ were extracted at $\alpha = \alpha_1 - 7^\circ$ to obtain similarity in $c_L$, see Fig. 12. The data of the SSM at unadjusted $\alpha$ is omitted for the sake of clarity and due to the strong dissimilarity already proven in the contour plots in Fig. 13.

The difference in the Reynolds number between the LSM and the MR-LSM mainly affects the suction peak. The difference between the LSM and the SSM at adjusted $\alpha$ is smaller at the suction peak, but somewhat larger along the center region and the rear part of the wing. Yet, the overall differences are small and within a range where potential AFC
effects should be visible. Furthermore, measurement data of the LSM and the SSM at adjusted $\alpha$ is added to the CFD results shown in Fig. 14 to underline the outcome derived from the simulations.

As already emphasized in the course of this paper, the vortical flow field in the extended slat cut-out area is one of the primary causes leading to premature flow separation. Therefore, an individual evaluation of the vortex structures in the slat cut-out region is of major importance. The vortex structures in the slat cut-out area of the LSM were identified using the $\lambda_2$ vortex-core visualization criteria. The results show that all eight dominating vortices comply with those introduced in [13, 27] for similar configurations, both in rotation direction and location. The vortices in the slat cut-out region of the LSM are visualized in Fig. 15, top left. A qualitative agreement in vortical structures can be derived between the LSM, the MR-LSM (Fig. 15, top right) and the SSM at adjusted $\alpha$ (Fig. 15, bottom left). Again, the SSM at unadjusted $\alpha$ (Fig. 15, bottom right) reveals huge differences to the LSM. The already predominant flow separation in the inboard slat cut-out region leads to a displacement of the strake vortex while the other vortices on the inboard half of the slat cut-out region, which play a vital role in initiating flow separation, are dissipated. Since previous studies have demonstrated that the vortex path, and thus the effectiveness of vortex generators in the form of forebody strakes [28] and nacelle strakes [26], is strongly dependent on the Reynolds number, a more quantitative comparison of vortex paths in the slat cut-out region with regard to their Reynolds number and wind tunnel wall influences is required. An exact identification of vortex core locations of the dominant vortices in the slat cut-out region is not feasible due to strong vortex interaction and the related vortex merging. Only the strake vortex, the outboard leading edge step vortex and the pylon shoulder vortex witness less interaction with nearby vortices and can be used for vortex core detection. However, the latter two vortices are located in the outboard slat cut-out region and the strake vortex is further detached from the surface for the investigated configuration. Thus, these vortices do not directly affect the inboard separation area. Nevertheless, to provide a deeper insight in the vortical flow and its interaction with the unprotected wing downstream from the nacelle, the vortices are visualized in vertical planes parallel to the wing’s leading edge using vorticity contours, see Fig. 16. The volume streamlines in the vicinity of the wing surface were added to track their path, which allows to assign them to the upstream geometric components. The LSM, the MR-LSM and the SSM at adjusted $\alpha$ reveal a close similarity in the vortices which emanate from the outboard leading edge, the inboard leading edge, the pylon, the nacelle, and the strake regarding their boundary layer interaction characteristics and their normalized vorticity $\omega/\omega_{\text{max, Strake}}$. Furthermore, the extended flow separation for the SSM at unadjusted $\alpha$ shows a clear displacement of the strake vortex. The scaling effect is less pronounced compared to the difference between the LSM and the SSM at adjusted $\alpha$. Despite this, the results reaffirm that by modifying the SSM test toward smaller $\alpha$ by seeking $c_L$-similarity of the LSM, an acceptable agreement in the vortical flow can be achieved. This finding is of high relevance when evoking the impact of the vortices on local flow separation.

5 Conclusions

A generic UHBR engine high-lift configuration is investigated in three different environments by means of RANS simulations. Those comprised the near full-scale open-jet wind tunnel T-101 at TsAGI, the small scale closed test-section wind tunnel at Tel-Aviv University, and an artificial environment introduced to simulate the small scale model (SSM) in a freestream surrounding. The purpose of this
study was to identify the individual impact of the Reynolds number and the wind tunnel walls on the attenuated flow downstream from the engine-nacelle and thus qualify small scale AFC tests on the configuration at Tel-Aviv University as a precursor for the large scale tests at TsAGI.

Extended validation with measurement data acquired from both wind tunnel tests show that the complex flow field in the slat cut-out region can be reproduced both qualitatively and quantitatively in an adequate manner by conventional CFD. This encouraged the cross-comparison of simulation results, which reveals a significant influence of the test section enclosure on the flow field around the small scale model. This could be attributed to the blockage effect and, for large incidence angles, to corner flow separation. On the other hand, the approximately eight-fold difference in Reynolds number shows an influence of far smaller order of magnitude. An implication of this is the possibility to derive a full-scale representative baseline flow on a small scale model for the investigated high-lift model without the need for cryogenic conditions.

Despite the significant wind tunnel wall effects on the small scale model, an approach was derived which allows to realize similar flow conditions in the slat cut-out region in terms of surface flow patterns, pressure distribution, and vortical flow. The latter finding is crucial regarding the transferability of the following AFC tests on the SSM within the ongoing project.

However, caution must be applied when considering general validity of the results due to the geometric peculiarities of the studied configuration. Furthermore, final confirmation of the findings requires test results of AFC applied on both the SSM and the LSM, as AFC interaction with external boundary layer is highly sensitive toward discrepancies in the local flow field, which were not analyzed in depth within this work.
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