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Abstract—In this paper, we study the optimal waveform design for wireless power transfer (WPT) from a multi-antenna energy transmitter (ET) to multiple single-antenna energy receivers (ERs) simultaneously in multi-path frequency-selective channels. First, we propose a refined nonlinear current-voltage model of the diode in the ER rectifier, and accordingly derive new expressions for the output direct current (DC) voltage and corresponding harvested power at the ER. Leveraging this new rectenna model, we first consider the single-ER case and study the multisine-based power waveform design based on the wireless channel to maximize the harvested power at the ER. We propose two efficient algorithms for finding high-quality suboptimal solutions to this non-convex optimization problem. Next, we extend our formulated waveform design problem to the general multi-ER case for maximizing the weighted sum of the harvested powers by all ERs, and propose an efficient difference-of-convex-functions programming (DCP)-based algorithm for solving this problem. Finally, we demonstrate the superior performance of our proposed waveform designs based on the new rectenna model over existing schemes/models via simulations.

Index Terms—Wireless power transfer, power waveform optimization, nonlinear rectenna model.

I. INTRODUCTION

Radio frequency (RF) transmission enabled wireless power transfer (WPT), also known as far-field WPT, has become a promising technology for enabling reliable as well as perpetual power supply to freely located low-power Internet of Things (IoT) devices [1], [2]. In order to maximize the WPT efficiency from an energy transmitter (ET) to one or more energy receivers (ERs), the design of adaptive power signal waveform at the ET based on its wireless channels with all ERs is crucial [1], [2].

The earlier works in WPT and WPT-enabled communications have usually assumed the linear energy harvesting (EH) model, where the RF-to-direct current (DC) power conversion efficiency, $\eta$, at the ER is assumed to be constant regardless of its incident RF signal power and waveform. Though providing an upper bound on the energy transmission efficiency from the ET to ERs (with $\eta$ set equal to its maximum value of one at all ERs) as well as a reasonable approximation for very low incident power at the ER, the linear EH model is inaccurate in many practical scenarios due to the nonlinearity of the ER rectenna circuit that consists of two main components, namely, an antenna for intercepting the RF waveforms from the air, and a diode rectifier for converting the collected RF waveform to DC voltage. Specifically, $\eta$ and hence the end-to-end energy transmission efficiency typically increase with the peak-to-average power ratio (PAPR) of the incident signal waveform at the ER as well as its average RF power, but with diminishing returns and eventually may get saturated or even degraded with the increase of signal peak amplitude/power due to the diode reverse breakdown effect [3]–[6]. Therefore, power waveform design under the practical rectenna nonlinearity is essential to maximize the efficiency of RF-based WPT systems.

By taking the rectenna nonlinearity into account, [7]–[14] have studied the power waveform design problem for far-field WPT by adopting the multisine waveform structure for the transmit signal. In [7]–[11], the rectenna nonlinearity is approximately characterized via the second and higher order terms in the truncated Taylor expansion of the diode output current in terms of the input voltage. Based on this model, [7] proposes a successive convex programming (SCP) algorithm for a single-ER WPT system to approximately design the amplitudes of different frequency tones of the multisine power waveform in an iterative manner, where at each iteration a geometric programming (GP) problem needs to be solved. In [8], a low-complexity heuristic algorithm is proposed for a single-ER WPT system to obtain a closed-form solution for the power waveform without the need of solving any optimization problem. In [9], a large-scale multi-ER WPT system (where the number of ET antennas and number of frequency tones are large) is considered. Specifically, [9] considers two waveform design problems to maximize the weighted-sum of the output DC powers at all ERs and to maximize the minimum output DC power among all ERs, respectively. In [10], power waveforms for a single-ER WPT system are designed based on two combining strategies at the ER, namely DC and RF combining, respectively. In [11], a new form of power waveform for a single-ER WPT system is developed based on phase sweeping transmit diversity.

Different from [7]–[11], [12]–[14] consider the nonlinear EH model based on a circuit analysis that captures the rectenna nonlinearity without relying on Taylor approximation. In particular, [12] studies a power waveform optimization problem to maximize the output DC power of a single-input single-output (SISO) WPT system, and proposes two low-
The main contributions of this paper are summarized as follows.

- First, we propose a refined nonlinear current-voltage model of the diode in the ER rectifier, and accordingly derive a new closed-form expression for the output DC voltage in terms of the incident RF signal. Different from the existing EH models, the new rectenna model not only captures the nonlinearity of the energy harvesting power with respect to the RF signal waveform, but also takes into account the intrinsic forward and reverse breakdown current-voltage (I-V) characteristics of the rectifier diode. Furthermore, by assuming that the capacitance of the low pass filter (LPF) of the rectenna is sufficiently large in practice, our new model shows that maximizing the DC output power is equivalent to maximizing the time-average of an exponential function in terms of the received signal waveform.

- Next, based on this new rectenna model and by adopting a multisine waveform structure for the transmit signal, we formulate a problem to optimize the subcarrier selection (i.e., selecting \( N \) subcarriers for WPT from a larger number of equally-spaced \( U \) subcarriers over the total available bandwidth) and the power waveform with selected subcarriers for maximizing the harvested DC power by a single ER. A two-step algorithm is proposed for finding an approximate solution to the formulated problem, which is non-convex and thus difficult to be solved optimally. First, we show that the optimal subcarrier selection for the power waveform can be obtained in closed-form. Second, with fixed subcarrier selection, we propose two low-complexity algorithms for designing the amplitude or power allocation over the selected subcarriers. The first algorithm is based on a closed-form solution, which corresponds to the well-known maximal ratio transmission (MRT) over the frequency subcarriers. While in the second algorithm, we employ SCP to iteratively allocate power over the selected subcarriers, where at each iteration the problem is approximated by a convex quadratically constrained linear programming (QCLP), for which the optimal solution is derived in closed form and thus can be efficiently computed.

- Furthermore, we extend the single-ER power waveform optimization problem to the general multi-ER case, to maximize the weighted sum of the harvested DC power by all ERs. To solve this more challenging problem than that in the single-ER case, we propose a difference-of-convex-functions programming (DCP)-based iterative algorithm, where at each iteration the problem is approximated by a convex quadratically constrained quadratic programming (QCQP) problem that can be efficiently solved.

- Finally, simulation results unveil substantial performance gains achieved by the proposed power waveform optimization solutions based on the refined rectenna model as compared to existing schemes based on the conventional model. In particular, the newly proposed subcarrier selection optimization leads to significantly better performance in both single-ER and multi-ER WPT cases, as compared to the conventional designs without subcarrier selection (i.e., by setting \( U = N \) directly and optimizing the power waveform with \( N \) equally-spaced subcarriers). Besides, it is also shown that the consideration of rectenna power saturation (or diode reverse breakdown) in our refined model yields significantly improved performance in a multi-ER WPT system as it helps to more flexibly balance the harvested DC power at different ERs, especially when their channels are in heterogeneous conditions.

It is worth noting that this paper is an extension of our prior work [12]. In [12], frequency-domain MRT and SCP methods are proposed to design the power waveform with equally-spaced subcarriers for a point-to-point single-input-single-output (SISO) WPT system (i.e., both the ET and ERs are equipped with a single antenna); while in this paper, we consider the more general multi-antenna ET and multiple ERs. Moreover, [12] does not consider the subcarrier selection and the rectenna power saturation (or diode reverse breakdown) in the rectifier model, which are newly introduced in this paper.

The rest of this paper is organized as follows. Section II introduces the WPT system model. Section III presents the refined rectenna model based on circuit analysis. Section IV formulates the new multisine power waveform optimization problem for the single-ER case based on the refined rectenna model and presents the two-step approach for finding an approximate solution. Section V extends the single-ER power waveform optimization problem to the general multi-ER case and presents the DCP-based iterative algorithm to solve it. Section VI presents simulation results to evaluate the effectiveness of the proposed rectenna model and power waveform design algorithms. Finally, we conclude the paper in Section VII.

Notations: In this paper, scalars are denoted by italic letters, vectors and matrices are denoted by bold-face lower-case and upper-case letters, respectively. For a complex-valued vector \( \mathbf{x} \), \( \| \mathbf{x} \|_p \) and \( \mathbf{x}^H \) denote its \( \ell_p \)-norm and conjugate transpose, respectively. Scalar \( x_i \) denotes the \( i \)-th element of vector \( \mathbf{x} \). \( \mathbb{C}^{x \times y} \) denotes the space of \( x \times y \) complex-valued matrices. \([a]\) denotes the smallest integer greater than or equal to \( a \). \( j \) denotes the imaginary unit, i.e., \( j^2 = -1 \). \( \text{Re}\{\cdot\} \) represents...
Moreover, suppose that the ET has a total transmit power $K$, where an ET is employed to deliver energy wirelessly to $K \geq 1$ ERs, denoted by the set $K = \{1, \ldots, K\}$. We assume that the ET has $M \geq 1$ antennas, denoted by $m \in M = \{1, \ldots, M\}$, and each ER has a single antenna. Furthermore, we assume that the available frequency band for WPT is given by $[f_{\text{min}}, f_{\text{max}}]$ in Hertz (Hz) with $B = f_{\text{max}} - f_{\text{min}}$ denoting the bandwidth. Let $\mathcal{U} = \{1, \ldots, U\}$ denote the set of equally spaced orthogonal subcarriers that span over the frequency band. Accordingly, the $u$-th subcarrier frequency is given by $f_u = f_0 + (u-1)\Delta_u$, where $f_0 \geq f_{\text{min}}$ and $\Delta_u > 0$ are designed such that $f_0/\Delta_u$ is an integer and $f_0 + (U-1)\Delta_u \leq f_{\text{max}}$. In particular, we set $\Delta_u = B/U$ and $f_0 = \lfloor f_{\text{min}}/\Delta_u \rfloor \Delta_u$.

We adopt the practical multisine signal structure for the power waveform at the ET. Let $\mathbf{s}_m = [s_{m,1}, \ldots, s_{m,U}]^T$ be a vector constituting sinusawave amplitudes and phases over $U$ subcarriers on antenna $m$, where $s_{m,u} = s_{m,u} \exp(j\phi_{m,u})$, $s_{m,u} \geq 0$ and $\phi_{m,u} \in [0, 2\pi)$ denote the amplitude and $u$-th subcarrier frequency $f_u$, respectively. Hence, the transmit signal at time $t$ on antenna $m$ is expressed as

$$x_m(t) = \text{Re}\left\{\sum_{u \in \mathcal{U}} \sqrt{2} s_{m,u} \exp(jw_u t)\right\}, \quad (1)$$

where $w_u = 2\pi f_u, \forall u \in \mathcal{U}$. Note that the number of sinewaves used for WPT in practice is generally limited to $N \leq U$ due to the practical PAPR constraint at each antenna of the ET. We thus have the following subcarrier selection constraint at each transmitting antenna:

$$\|\mathbf{s}_m\|_0 \leq N, \quad m = 1, \ldots, M. \quad (2)$$

Moreover, suppose that the ET has a total transmit power budget $P_T$, i.e.,

$$\frac{1}{T} \int_{T} x_m(t)^2 dt = \sum_{m \in \mathcal{M}} \|\mathbf{s}_m\|^2 \leq P_T, \quad (3)$$

where $T = 1/\Delta_u$ denotes the period of $x_m(t)$.

The transmitted multisine waveform propagates through the wireless channel with generally multiple delayed paths to each ER. Let $\mathcal{L}_k$ denote the set consisting of all the paths between the ET and ER $k$. Furthermore, we denote the delay, amplitude, and phase at the $m$-th antenna for the $l$-th path, $l \in \mathcal{L}_k$, by $\tau_{l,m,k} > 0$, $\alpha_{l,m,k} > 0$, and $\xi_{l,m,k} \in [0, 2\pi)$, respectively. The incident RF signal at ER $k$ is thus given by

$$y_k(t) = \text{Re}\left\{\sum_{m \in \mathcal{M}} \sum_{u \in \mathcal{U}} \sqrt{2} s_{m,u} \alpha_{l,m,k} \exp(j\Delta_{l,m,k}(t))\right\} = \text{Re}\left\{\sum_{m \in \mathcal{M}} \sum_{u \in \mathcal{U}} \sqrt{2} h_{k,m,u} s_{m,u} \exp(jw_u t)\right\}, \quad (4)$$

where $\Delta_{l,m,k}(t) = w_u (t-\tau_{l,m,k}) + \xi_{l,m,k} + \phi_{m,u}$ and $h_{k,m,u} = h_{k,m,u} \exp(j\psi_{k,m,u}) = \sum_{\ell \in \mathcal{L}_k} \alpha_{l,m,k} \exp(j(-w_u \tau_{l,m,k} + \xi_{l,m,k}))$, which denotes the channel frequency response between antenna $m$ and ER $k$ at frequency $f_u$, with $h_{k,m,u} \geq 0$ and $\psi_{k,m,u} \in [0, 2\pi)$ respectively representing the amplitude and phase. Let $\mathbf{h}_{k,m} = [h_{k,m,1}, \ldots, h_{k,m,U}]^T$. In this paper, we assume that the channel state information (CSI), i.e., $\{\mathbf{h}_{k,m}\}_{m \in \mathcal{M}}$, are known at the ET (e.g., via the reverse-link channel training and estimation [15]) and remain constant for a given period of time for WPT. Based on such CSI, we design $\{\mathbf{s}_m\}_{m \in \mathcal{M}}$ in Sections IV and V for the single-ER and multi-ER cases, respectively.

### III. Refined Rectenna Model

In this section, we present a refined rectenna circuit model to capture its intrinsic nonlinearity accurately and derive its output DC voltage as a function of the incident RF signal. We assume that the electric circuits of all ERs are identical, and thus the ER index $k$ is omitted in this section.

#### A. Rectenna Circuit Analysis

As shown in Fig. 2 a typical rectenna consists of two main components, namely, an antenna for intercepting the RF waveforms from the air, and a single-diode rectifier for converting the collected RF waveform to DC for direct use or battery charging. The antenna is commonly modelled as a voltage source $v_s(t)$ in series with a resistance $R_s > 0$, where $v_s(t) = 2\sqrt{R_s} y(t)$ [17]. On the other hand, the rectifier consists of a single diode, which is nonlinear, followed by a low pass filter (LPF) connected to an electric load, with the load resistance denoted by $R_L > 0$. As shown in Fig. 2 we denote $R_{in} > 0$ as the equivalent input resistance of the rectifier. With perfect impedance matching, i.e., $R_s = R_{in}$, the input voltage of the rectenna, denoted by $v_{in}(t)$, is obtained as $v_{in}(t) = v_s(t)/2 = \sqrt{R_s} y(t)$. Since $y(t)$ is periodic, it follows that $v_{in}(t)$ is also periodic with the same period $T$.

In this paper, as compared to prior works [17–14], we consider a more accurate nonlinear diode model that captures both the forward and reverse breakdown I-V characteristics.
of the rectifier diode. Let \( i_d(t) \) and \( v_d(t) \) denote the current passing through the diode and the voltage drop across it, respectively. We then have

\[
i_d(t) = I_0 \left( \exp \left( \frac{v_d(t)}{V_0} \right) - 1 \right) - I_{BV} \left( \exp \left( -\frac{(v_d(t) + V_B)}{V_0} \right) \right),
\]

where \( \eta > 1, V_0 > 0, I_0 > 0, I_{BV} > 0 \), and \( V_B > 0 \) denote the diode ideality factor, thermal voltage, reverse bias saturation current, breakdown saturation current, and reverse breakdown voltage, respectively [16]. In particular, the first exponential term governs the diode behaviour when \( v_d(t) \geq 0 \), the second exponential term governs the diode behaviour when \( v_d(t) < -V_B \), and both of the exponential terms are negligible and \( i_d(t) \approx -I_0 \) when \(-V_B < v_d(t) < 0\).

**B. Output DC Power**

By applying Kirchhoff’s circuit laws to the electric circuit of the rectifier shown in Fig. 2, we have the following set of equations:

\[
i_d(t) = i_c(t) + i_{out}(t), \tag{6}
\]
\[
i_c(t) = C \frac{dv_{out}(t)}{dt}, \tag{7}
\]
\[
v_d(t) = v_{in}(t) - v_{out}(t), \tag{8}
\]
\[
v_{out}(t) = R_L i_{out}(t). \tag{9}
\]

where \( v_{out}(t), i_{out}(t), C, \) and \( i_c(t) \) are the rectifier output voltage, load current, capacitance of the LPF, and the current passing through it, respectively. After some manipulations based on (5)–(9), the relationship between the input and output voltages of the rectifier is obtained as

\[
I_0 \left( \exp \left( \frac{v_{in}(t) - v_{out}(t)}{V_0} \right) - 1 \right) - I_{BV} \left( \exp \left( -\frac{(v_{in}(t) - v_{out}(t) + V_B)}{V_0} \right) \right) = C \frac{dv_{out}(t)}{dt} + \frac{v_{out}(t)}{R_L}. \tag{10}
\]

Let \( v_{out}(t) = v_{out}^* + \tilde{v}_{out}(t) \), with \( v_{out}^* \) and \( \tilde{v}_{out}(t) \) denoting the DC and AC (alternating current) components of the output voltage, respectively. Since the input voltage of the rectifier \( v_{in}(t) \) is periodic, it follows from (10) that \( v_{out}(t) \) is also periodic with the same period \( T \), i.e., \( v_{out}(t) = v_{out}(t + kT) \) for any integer \( k \). Moreover, the average value of \( v_{out}(t) \) is zero, i.e., \( \frac{1}{T} \int_T v_{out}(t) dt = 0 \). Next, by averaging both sides of (10) over the period \( T \), we obtain

\[
I_0 \left( \frac{1}{T} \int_T \exp \left( -\frac{v_{in}(t)}{V_0} \right) dt \right) - I_{BV} \left( \frac{1}{T} \int_T \exp \left( -\frac{v_{in}(t) + \tilde{v}_{out}(t)}{V_0} \right) dt \right) = C \left( \frac{1}{T} \int_T \frac{dv_{out}(t)}{dt} dt + \frac{1}{T} \int_T \frac{\tilde{v}_{out}(t)}{V_0} dt \right) = C \left( \tilde{v}_{out}(T) - \tilde{v}_{out}(0) \right) + \frac{1}{T} \int_T \left( T \tilde{v}_{out} + 0 \right) dt = \frac{\tilde{v}_{out}}{R_L}. \tag{11}
\]

By assuming that the capacitance \( C \) of the LPF is sufficiently large\(^4\), the output AC voltage of the rectifier is small, i.e., \( \tilde{v}_{out}(t) \approx 0 \) [7]. Hence, (11) can be simplified as

\[
\exp \left( \frac{\tilde{v}_{out}}{V_0} \right) \left( 1 + \frac{\tilde{v}_{out}}{V_0} \right) = \frac{1}{T} \int_T \exp \left( \frac{v_{in}(t)}{V_0} \right) dt - \frac{1}{T} \int_T \exp \left( \frac{v_{in}(t) + \tilde{v}_{out}(t)}{V_0} \right) dt - \frac{1}{T} \left( \frac{I_{BV}}{I_0} \right) \exp \left( \frac{2\tilde{v}_{out} - V_B}{V_0} \right) \int_T \exp \left( -\frac{v_{in}(t)}{V_0} \right) dt. \tag{12}
\]

Since \( v_{in}(t) = \sqrt{R_S y(t)} \) and \( \frac{1}{T} \int_T \exp \left( \sqrt{R_S y(t)} \right) dt = \frac{1}{T} \int_T \exp \left( -\sqrt{R_S y(t)} \right) dt \), (12) can be further simplified as

\[
\exp \left( \frac{\tilde{v}_{out}}{V_0} \right) \left( 1 + \frac{\tilde{v}_{out}}{V_0} \right) = \frac{1}{T} \int_T \exp \left( \sqrt{R_S y(t)} \right) dt. \tag{13}
\]

In the sequel of this paper, we aim to design the multisine power waveform based on the new equation derived in (13), which essentially captures the relationship between the rectenna output DC voltage and the incident RF signal.

Since the right hand side (RHS) of (13) is non-negative, we should have \( \tilde{v}_{out} < \frac{1}{2} \sqrt{V_0} \ln \left( \frac{I_0}{I_{BV}} \right) + \frac{V_B}{2} \). Accordingly, the maximum attainable DC voltage, denoted by \( v_{out}^* \), is given by

\[
v_{out}^* = \frac{1}{2} \sqrt{V_0} \ln \left( \frac{I_0}{I_{BV}} \right) + \frac{V_B}{2}. \tag{14}
\]

As shown in Fig. 3, the total voltage applied to the diode is equal to \( v_{in}(t) + v_{sb} \), where \( v_{sb} = \frac{1}{T} \int_T v_d(t) dt \).

\(^1\)It should be noted that to keep the output DC voltage \( v_{out}^* \) constant over time, the capacitance of the LPF should be sufficiently large such that \( C R_L > T \), which can be explained as follows. When the diode is reversely biased, the output voltage is governed by the discharging law of the capacitor of the LPF and is proportional to \( \exp(-t/C R_L) \). In this case, by setting e.g. \( C = 50T/R_L \), the normalized output voltage fluctuation (i.e., divided by the peak of the output voltage) is obtained as \( 1 - \exp(-0.02) = 1.98\% \), which is reasonably small as practically desired.
\( \frac{1}{T} \int_T (v_{\text{in}}(t) - v_{\text{out}}(t)) dt \approx -\tau_{\text{out}} \), is the mean value of the signal (or the self-bias voltage) across the diode. Thus, when \( v_{\text{out}} \) increases, \( v_{\text{sh}} \) will shift towards \( -V_B \). Once the amplitude of the signal across the diode reaches the diode breakdown voltage \( V_B \), a significant amount of the reverse current will start to flow through the diode in the negative cycles of the input signal, and the reverse breakdown occurs. In this case, regardless of any increase in the input signal, \( \tau_{\text{out}} \) will be fixed to its maximum value \( \tau_{\text{out}}^{\max} \). It should be noted that \( \frac{1}{2} \eta V_0 \ln \left( \frac{l_{\text{ref}}}{l_{BV}} \right) \) in (14) typically takes a small negative value as \( I_0 \ll l_{BV} \) and \( V_0 \approx 26 \text{ mV} \) at the room temperature. Thus, we have

\[ \tau_{\text{out}} \approx \frac{V_B}{2} . \]  

(15)

Accordingly, it is not difficult to show that any power waveform that satisfies

\[ v_{\text{in}}(t) = \sqrt{R_s g(t)} \leq \frac{V_B}{2}, \]  

(16)

for \( 0 \leq t \leq T \), guarantees that it does not exceed the diode reverse breakdown voltage. Moreover, the diodes used in rectenna circuits usually feature very low barrier voltage \( V_B \) in Fig. 3, which leads to a desired biasing behaviour at very small input power levels. However, such devices have very low values for \( V_B \), which limits the maximum output power (17).

It can be seen from (13) that its RHS, denoted by

\[ \Psi_{\text{RHS}}(\{\bar{s}_m\}) = \frac{1}{T} \int_T \exp \left( \frac{\sqrt{R_s g(t)}}{\eta V_0} \right) dt, \]  

(17)

is a function of \( \{\bar{s}_m\}_{m=1}^M \), while its left hand side (LHS) is denoted by

\[ \Psi_{\text{LHS}}(\tau_{\text{out}}) = \frac{\exp \left( \frac{\tau_{\text{out}}}{\eta V_0} \right) \left( \frac{1 + \tau_{\text{out}}}{R_L I_0} \right)}{1 - \left( \frac{l_{ref}}{l_{BV}} \right) \exp \left( \frac{2\tau_{\text{out}} - V_B}{\eta V_0} \right)}, \]  

(18)

as a function of \( \tau_{\text{out}} \). Moreover, \( \Psi_{\text{LHS}}(\tau_{\text{out}}) \) is monotonically non-decreasing for \( \tau_{\text{out}} \in [0, \tau_{\text{out}}^{\max}] \). Thus, maximizing \( \tau_{\text{out}} \) is equivalent to maximizing \( \Psi_{\text{RHS}}(\{\bar{s}_m\}) \) by optimizing \( \{\bar{s}_m\}_{m=1}^M \). Then, with the optimized \( \{\bar{s}_m\}_{m=1}^M \), we can obtain the corresponding \( \tau_{\text{out}} \) by using a simple bisection search, which is omitted for brevity.

C. Performance Validation

To validate and draw insights into the nonlinear rectenna model derived in (13), a circuit simulation was carried out, and the results are illustrated in Fig. 4. By varying the RF power of the received signal \( y(t) \) and the number of frequency tones \( N \), output DC power was calculated with \( N = U \) (equal power allocation over all frequency tones is employed under real valued channel parameters with unit magnitudes). The diode parameters follow the values in HSMS-285x datasheet (18). Some important observations can be made from Fig. 4:

1) The output power is monotonically non-decreasing with the input power, as expected.
2) The nonlinear rectifier gain generally increases with \( N \) for a fixed input power.

3) As \( N \) increases, the output power increases at low input power values. This is due to the greater ability of multisinewaveforms to overcome the built-in voltage \( V_{bi} \) of the diode as compared to the single-tone waveform (see Fig. 3).
4) For larger \( N \), the output power saturation is reached with smaller input RF power.
5) The nonlinear models given in (7)–(14) follow a similar curve. However, they fail to capture the power saturation effect.

It is worth noting that in (3), the authors have shown a nonlinear model for wireless energy harvesting with similar monotonically non-decreasing and power saturation effects as those shown in Fig. 4 but without the analytical results given in (13).

IV. SINGLE-ER WAVEFORM OPTIMIZATION

In this section, we consider the special case with a single ER and study the power waveform optimization problem in order to draw essential insights into the optimal waveform design. For brevity, the ER index \( k \) is omitted in this section.

A. Problem Formulation

Since the ER power saturation does not adversely affect the output DC power of a single-ER system, we do not consider the constraint in (15). Accordingly, we optimize \( \{\bar{s}_m\}_{m=1}^M \) to maximize the output DC voltage at the single ER, subject to the maximum transmit sum-power and the subcarrier selection constraints. The problem is formulated as

\[ \text{(P0)} : \max_{\{\bar{s}_m\}} \Psi_{\text{RHS}}(\{\bar{s}_m\}) \]  

s.t. \[ \sum_{m=1}^M \|\bar{s}_m\|_2^2 \leq P_T, \]  

\[ \|\bar{s}_m\|_0 \leq N, m = 1, \ldots, M. \]  

(20)

(21)

In (P0), the objective function and the constraint in (20) are both convex functions over \( \bar{s}_m \)'s. However, maximizing a convex function over a convex set is non-convex in general. Moreover, the cardinality constraints in (21) that select \( N \) out of \( U \) subcarriers at each transmit antenna \( m \), is non-convex.
and discontinuous, which makes (P0) more difficult to solve. Nevertheless, it is easy to show that at the optimal solution to (P0), all $\cos(\cdot)$ terms in Eq. (4) should be added constructively. As such, we need to set $\phi_{m,u} = -\psi_{s_{m},u}$, $\forall m,u$. With the above optimal phase design, we can focus on optimizing the sinewave amplitudes and subcarrier selection by considering the following equivalent problem of (P0).

$$
(P1) : \max_{\{s_{m}\}} \Psi_{\text{RHS}}(\{s_{m}\})
$$

subject to

$$
\sum_{m=1}^{M} |s_{m}|^2 \leq P_T, \quad \text{s.t.}
$$

$$
|s_{m}| \leq N, \; m = 1, \ldots, M,
$$

(23)

(24)

where $s_{m} = [s_{m,1}, \ldots, s_{m,M}]^T$ denotes the sinewave amplitudes over $U$ subcarriers at antenna $m$, with $s_{m,u} \geq 0, \forall u \in \{1, \ldots, U\}$. In the following, we propose a two-step algorithm for finding a suboptimal solution to problem (P1). Specifically, we first consider the subcarrier selection problem, and then investigate the sinewave amplitude optimization with fixed subcarrier selection.

### B. Subcarrier Selection Optimization

Let $p_{u} \triangleq \sum_{m=1}^{M} s_{m,u}^2$, with $\sum_{u=1}^{U} p_{u} \leq P_T$, denote the total power allocated over all transmit antennas at subcarrier $u$ subject to the subcarrier selection constraints in (24).

**Lemma 1:** For any given $p_{u}$’s at different subcarriers, the optimal sinewave amplitude design over transmit antennas is given by $s_{m,u} = \frac{\sqrt{p_{u} h_{m,u}}}{\sqrt{\sum_{m=1}^{M} h_{m,u}^2}}, \forall m$. 

**Proof:** Let $\xi \geq 0$ denote the Lagrange dual variable corresponding to (23). Since the given power allocations $\{p_{u}\}_{u=1}^{U}$ are subject to the subcarrier selection, we omit the constraints in (24). The Lagrangian of (P1) is thus given by

$$
\mathcal{L} = \frac{1}{T} \int_{T} \exp \left( \frac{\sqrt{2R_s} \sum_{m=1}^{M} \sum_{u=1}^{U} h_{m,u} s_{m,u} \cos(w_{u}t)}{\eta V_{0}} \right) dt
$$

- $\xi \left( \sum_{m=1}^{M} \sum_{u=1}^{U} s_{m,u}^2 - P_T \right).$

(25)

One of the Karush–Kuhn–Tucker (KKT) conditions to (P1) is that the derivative of the Lagrangian with respect to the primal variable $s_{m,u}$ must be zero at the optimal point, i.e.,

$$
\frac{\sqrt{2R_s} \sum_{m=1}^{M} \sum_{u=1}^{U} h_{m,u} s_{m,u} \cos(w_{u}t)}{\eta V_{0}} - 2\xi s_{m,u} = 0, \; \forall m,u.
$$

(26)

For any given $u$, as the integral term is common for different antenna $m$, it follows that $s_{m,u}/s_{m,u} = h_{m,u}/h_{m,u} \triangleq f_u$. Let $p_{u} \geq 0$ denote the total power allocated over all transmit antennas at $f_u$, i.e., $p_{u} = \sum_{m=1}^{M} s_{m,u}^2$, which is subject to $\sum_{u=1}^{U} p_{u} \leq P_T$. Accordingly, for each frequency tone $u$, it follows that $s_{m,u} = \sqrt{\frac{p_{u} h_{m,u}}{\sum_{m=1}^{M} h_{m,u}^2}}, \forall m$, is the unique solution to (26). The proof is thus completed. □

It is also inferred from the above proof that at each subcarrier, the optimal power allocation over transmit antennas follows the well-known maximal ratio transmission (MRT) principle [19]. We thus term the solution given in Lemma 1 as spatial-MRT. For convenience, we introduce a change of variable as $x = [x_1, \ldots, x_U]^T$, with $x_u = \sqrt{p_{u}}$, $\forall u \in \{1, \ldots, U\}$. With the spatial-MRT solution, (22) can be equivalently rewritten as

$$
\Psi_{\text{RHS}}(x) = \frac{1}{T} \int_{T} \exp \left( \frac{\sqrt{2R_s} \sum_{u=1}^{U} b_{u} x_u \cos(w_{u}t)}{\eta V_{0}} \right) dt,
$$

(27)

where $b_{u} = \sqrt{\sum_{m=1}^{M} h_{m,u}^2}, \forall u$. From (27), it is observed that $b_{u}$ is the effective channel gain for the $u$-th subcarrier over all transmit antennas. The optimal subcarrier selection is thus given in the following proposition (for which the proof is straightforward and thus omitted for brevity).

**Proposition 1:** Let $b = [b_1, \ldots, b_U]^T$ with $b_{u} = \sqrt{\sum_{m=1}^{M} h_{m,u}^2}, \forall u$. Then, the index set of the optimal subcarrier selection solution to (P1), denoted by $\mathcal{U}_{N}$, is given by the indices of the $N$ largest components of $b$.

### C. Sinewave Amplitude Optimization

We now consider the sinewave amplitude optimization with selected subcarriers. Let $b = [b_1, \ldots, b_U]^T$, with

$$
b_{u} = \begin{cases} 
\sum_{m=1}^{M} h_{m,u}^2 & \text{if } u \in \mathcal{U}_{N}, \\
0 & \text{otherwise}
\end{cases},
$$

(28)

and

$$
\Psi_{\text{RHS}}(x) = \frac{1}{T} \int_{T} \exp \left( \frac{\sqrt{2R_s} \sum_{u=1}^{U} b_{u} x_u \cos(w_{u}t)}{\eta V_{0}} \right) dt.
$$

(29)

We equivalently rewrite (P1) in terms of $x$ as follows.

$$
(P1 – EQ) : \max_{x} \Psi_{\text{RHS}}(x)
$$

subject to $\|x\|_2^2 \leq P_T.$

(30)

The problem (P1–EQ) is non-convex and difficult to be optimally solved in general, for which we propose two efficient suboptimal solutions.

1) SCP-based Solution: SCP is an iterative method to solve the problem of maximizing a convex function (thus non-convex optimization problem) suboptimally. Specifically, at each iteration $l = 1, 2, \ldots$, we approximate the objective function in (P1–EQ) by a linear function using its first-order Taylor series to form a convex optimization problem. Next, we set the values of decision variables $x_u$’s for iteration $l$ as the optimal solution to the approximate problem at iteration $l$. The algorithm continues until a given stopping criterion is satisfied. In the following, we provide details of our SCP based algorithm for (P1–EQ).

Let $x_u^{(l)}$, $\forall u$, denote the variables of (P1–EQ) at the beginning of iteration $l$. We approximate the objective function in (29) via its first-order Taylor series as

$$
\Psi_{\text{RHS}}^{(l)}(x) = \rho_0^{(l)} + \sum_{u=1}^{U} \rho_u^{(l)} \left( x_u - x_u^{(l)} \right),
$$

(31)
with the coefficients given by
\[
\beta_0^{(t)} = \frac{1}{T} \int_T z^{(t)}(t)dt,
\]
\[
\beta_u^{(t)} = \frac{1}{T} \int_T \frac{\sqrt{2R_s} b_u}{\eta V_0} \cos(w_u t)z^{(t)}(t)dt, \forall u,
\]
where \(z^{(t)}(t) \triangleq \exp(\sqrt{2R_s} \sum_{u=1}^U b_u x_u^{(t)} \cos(w_u t)/(\eta V_0)).\) Since the objective function in (29) is convex over \(x_u\)'s, the linear approximation given in (31) is its global under-estimator \[20\]. The integrals in (32) and (33) can be computed by using numerical integration techniques such as Newton-Cotes formula \[21\].

Next, we present the approximate problem of (P1–EQ) for each iteration \(t\) as follows.

\[
(P1–EQ - l) : \max \Psi_{\text{RHS}}(x)
\]
\[\text{s.t.} \|x\|_2^2 \leq P_T.\]

(P1–EQ–l) is a convex quadratically constrained linear programming (QCQP), where the optimal solution is given by \(x_u = \frac{\sqrt{T} \beta_0^{(t)}}{\beta_u^{(t)}} \forall u\), with \(\beta_u^{(t)} = \sqrt{\sum_{u=1}^U (\beta_u^{(t)})^2} \). Next, we set \(x_u^{(t+1)}\) ‘s using the solution of (P1–EQ–l). Accordingly, we compute \(\beta_0^{(t+1)}, 0\) and update \(\Delta \beta_0 = \left| \beta_0^{(t+1)} - \beta_0^{(t)} \right| / \beta_0^{(t)} \). Let \(\epsilon > 0\) denote a given stopping threshold. If \(\Delta \beta_0 \leq \epsilon\), then the algorithm terminates. Otherwise, if \(\Delta \beta_0 > \epsilon\), then the algorithm will continue to the next iteration. The above iterative algorithm is thus named SCP-QCQP. Note that this algorithm cannot guarantee to obtain the globally optimal solution of (P1–EQ) in general, but can yield a point fulfilling its KKT conditions \[20\]. Hence, it will return (at least) a locally optimal solution to (P1–EQ).

2) Frequency-MRT: Let \(z(t) = \exp(\sqrt{2R_s} \sum_{u=1}^U b_u x_u \cos(w_u t)/(\eta V_0)).\) One approximate way to solve (P1–EQ) is by replacing the integral in (29) by the peak value of its integral \(z(t)\) over the period \(T\), which is given by \(z(0) = \exp(\sqrt{2R_s} \sum_{u=1}^U b_u x_u/(\eta V_0)).\) Accordingly, (29) is approximated as
\[
\Psi_{\text{RHS}}(x) \approx \exp(\frac{\sqrt{2R_s} \sum_{u=1}^U b_u x_u}{\eta V_0})
\]
and the optimal (frequency-MRT) solution to maximize the RHS of (36) is given in the following proposition. The proof is similar to that of Proposition \[1\] and thus omitted for brevity.

**Proposition 2:** The optimal solution to maximize (36) subject to (20) is given by \(x_u = \frac{\sqrt{2R_s} b_u x_u}{\sum_{u=1}^U b_u x_u} \forall u\).

V. MULTI-ER WAVEFORM OPTIMIZATION

In this section, we extend the single-ER power waveform optimization problem (P0) to the general case of multi-ER WPT. In contrast to (P0), for which the phases of transmitted sinusoidal signals are optimally designed to guarantee that all \(N\) subtones are added constructively at one single ER, such a phase design is generally non-optimal for a WPT system that charges multiple ERs simultaneously, since in general \(h_{1,m,u} \neq \ldots \neq h_{K,m,u}, \forall m,u\). Besides, to flexibly balance the harvested DC power at different users in the multi-ER power waveform design, the effect of ER power saturation (or diode reverse breakdown) is crucial and thus cannot be ignored as in the single-ER case.

A. Problem Formulation

We aim to maximize the weighted sum of the harvested powers by all ERs via jointly optimizing the subcarrier selection and amplitudes/phases of selected sub-carriers at all transmitting antennas at the ET. For convenience, we formulate the optimization problem in terms of the real and imaginary parts of \(s_m\)’s separately. Specifically, let \(\tilde{s}_{m,u} = \tilde{s}_{m,u} + j \tilde{s}_{m,u}\), and \(\tilde{h}_{k,m,u} = \tilde{h}_{k,m,u} + j \tilde{h}_{k,m,u}\), with \(s_{m,u} = \sqrt{\tilde{s}_{m,u}^2 + \tilde{s}_{m,u}^2}\), \(h_{k,m,u} = \sqrt{\tilde{h}_{k,m,u}^2 + \tilde{h}_{k,m,u}^2}\), \(\phi_{m,u} = \arctan(\tilde{s}_{m,u}/\tilde{s}_{m,u})\), and \(\psi_{k,m,u} = \arctan(\tilde{h}_{k,m,u}/\tilde{h}_{k,m,u})\), \(\forall m,u\). The received signal at ER \(k\) (given in (4)) is thus re-expressed as
\[
y_k(t) = \sum_{m=1}^M \sum_{u=1}^U \sqrt{2} (g_{k,m,u}(t) \tilde{s}_{m,u} + g_{k,m,u}(t) \tilde{s}_{m,u}), \tag{37}
\]
where \(g_{k,m,u}(t) = \tilde{h}_{k,m,u} \cos(w_u t) - \tilde{h}_{k,m,u} \sin(w_u t)\) and \(\tilde{g}_{k,m,u}(t) = - \tilde{h}_{k,m,u} \sin(w_u t) + \tilde{h}_{k,m,u} \cos(w_u t)\). Let \(\Psi_{\text{RHS}}\), \(\{s_{m,u}\}, \{\tilde{s}_{m,u}\}\) denote the RHS of (13) with \(y_k(t)\) given in (37). The optimization problem is thus formulated as

\[
(P2) : \max_{\{s_{m,u}\}, \{\tilde{s}_{m,u}\}} \sum_{k=1}^K \theta_k \Psi_{\text{RHS}}(\{s_{m,u}\}, \{\tilde{s}_{m,u}\}) \tag{38}
\]
\[\text{s.t.} \sum_{m=1}^M \sum_{u=1}^U \tilde{s}_{m,u}^2 + \tilde{s}_{m,u}^2 \leq P_T, \tag{39}
\]
\[\max_{\{y_k(T(q-1)/Q)\}} Q \leq \frac{V_B}{2\sqrt{T_s}}, \forall k, \tag{40}\]
\[\|\tilde{z}_m\|_0 \leq N, m = 1, \ldots, M, \tag{41}\]

where \(\tilde{z}_m = [[\tilde{s}_{m,1}^2 + \tilde{s}_{m,1}^2], \ldots, \tilde{s}_{m,U}^2 + \tilde{s}_{m,U}^2] \in \mathbb{R}^{U \times 1}\) and the coefficients \(\theta_k\)’s control the harvested power trade-off among different ERs, with \(\sum_{k=1}^K \theta_k = 1\) and \(\theta_k \geq 0\), \(\forall k\). The constraint in (40) follows from (16) and it guarantees that the received power waveform at each ER does not exceed the diode reverse breakdown voltage (so as to avoid the output power saturation shown in Fig. 4). Since it is theoretically difficult to handle a continuous-time power waveform, we discretize one period of each ER’s received power waveform for a single-ER WPT system by considering the peak value of its integrand which is given by \(\sqrt{\tilde{h}_{k,m,u}^2 + \tilde{h}_{k,m,u}^2}\). Hence, it will return (at least) a locally optimal solution to (P1–EQ).

Remark 5.1: In Section V-C we optimized the power waveform for a single-ER WPT system by considering the peak amplitude of the ER received signal (cf. Frequency-MRT). However, in a multi-ER WPT system, the peak amplitude of the received signal at each ER can occur at a different time in general. Besides, the exact occurrence time of the peak amplitude of each ER’s received signal is difficult to determine, since it depends on its CSI and the power
waveform. Hence, the approach adopted for the single-ER WPT system is difficult to be applied to solve (P2), even sub-optimally.

B. DCP-based Algorithm

In view of the intractability of (P2), we propose an iterative algorithm to solve it by utilizing the DCP technique. To deal with the non-convex cardinality constraint in (41), the Ky Fan N-norm \( \| \cdot \|_N \) is adopted to transform the cardinality constraint into the difference-of-convex-functions (DC) form. Specifically, Ky Fan N-norm of \( s_m \) is given by the sum of largest-\( N \) absolute values, i.e.,

\[
\| s_m \|_N = \sum_{n=1}^{N} |s_{m,\pi(u)}|
\]

where \( \pi \) is a permutation of \( \{1, \ldots, U\} \) and \( |s_{m,\pi(1)}| \geq \cdots \geq |s_{m,\pi(U)}| \). Accordingly, if \( \| s_m \|_0 \) is no greater than \( N \), \( \| s_m \|_1 \) is equal to \( \| s_m \|_N \). Thus, the cardinality constraint in (41) can be equivalently expressed as

\[
\| s_m \|_1 - \| s_m \|_N = 0, m = 1, \ldots, M.
\]

Since all the entries of \( s_m \) are non-negative, \( \| s_m \|_1 \) is a composition of the non-decreasing function \( \| \cdot \|_1 \) and convex quadratic functions \( s_{m,a}^2 + s_{m,b}^2, \forall m, \mu \). Therefore, \( \| s_m \|_1 \) is convex with respect to \( s_{m,u} \)’s and \( s_{m,u} \)'s. Similarly, we conclude that \( \| s_m \|_N \) is also convex with respect to \( s_{m,u} \)’s and \( s_{m,u} \)'s. As a result, constraint (43) is a DC representation of the cardinality constraint in (41).

By replacing (41) with (43), (P2) is equivalently transformed to

\[
(P3): \quad \text{maximize } \sum_{k=1}^{K} \theta_k \Psi_{RHSk}(\{\bar{s}_{m,u}\}, \{\hat{s}_{m,u}\})
\]

s.t. \( \| s_m \|_1 - \| s_m \|_N = 0, m = 1, \ldots, M \),

where \( \mu > 0 \) is the penalty parameter that imposes a cost for the constraint violation of the constraints in (45). In particular, when \( \mu \to \infty \), solving the above problem yields an approximate solution to (P3) [23]. However, initializing \( \mu \) to be a sufficiently small value generally yields a good starting point for the proposed algorithm, even though this point may be infeasible for (P3). By gradually increasing the value of \( \mu \) by a factor of \( \rho \geq 1 \), we can maximize the original objective function, i.e., \( \sum_{k=1}^{K} \theta_k \Psi_{RHSk}(\{\bar{s}_{m,u}\}, \{\hat{s}_{m,u}\}) \), and obtain a solution that satisfies all the equality constraints in (45) within a predefined accuracy. This thus leads to a two-layer iterative algorithm, where the inner layer solves the penalized optimization problem (P4) while the outer layer updates the penalty coefficient \( \mu \), until the convergence is achieved.

For any given \( \mu > 0 \), (P4) is still a non-convex optimization problem due to the DC structure of its objective function, i.e.,

\[
\mu \sum_{m=1}^{M} \| s_m \|_N + \sum_{k=1}^{K} \theta_k \Psi_{RHSk}(\{\bar{s}_{m,u}\}, \{\hat{s}_{m,u}\}) - \mu \sum_{m=1}^{M} \| s_m \|_1,\]

for which we can apply the concave-convex procedure (CCCP) [24] to approximately solve it in an iterative manner. Specifically, at each iteration \( l = 1, 2, \ldots \), we approximate \( f_1 \) by a linear function using its first-order Taylor series to form a convex approximate optimization problem. Let \( \hat{s}_{m,u} \) and \( \bar{s}_{m,u} \), \( \forall m, \mu \), denote the values of decision variables at the beginning of iteration \( l \). The linear approximation of \( f_1 \), denoted by \( f_{l1} \), is given by (with constant terms ignored)

\[
f_{l1}(\hat{s}_{m,u}, \bar{s}_{m,u}) = \mu \sum_{m=1}^{M} \sum_{u=1}^{U} g^{(l)}_{m,u} \bar{s}_{m,u} + \bar{g}^{(l)}_{m,u} \hat{s}_{m,u} + \sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{u=1}^{U} \theta_k \beta^{(l)}_{k,m,u} \bar{s}_{m,u} + \beta^{(l)}_{k,m,u} \hat{s}_{m,u},
\]

with the constant coefficients given by

\[
\{g^{(l)}_{m,u}, \bar{g}^{(l)}_{m,u}\} = \begin{cases} \{2\bar{s}_{m,u}, \bar{s}_{m,u}\} & \text{if } \pi(t) \leq N, \\ \{0, 0\} & \text{if } \pi(t) > N, \end{cases}
\]

\[
\beta^{(l)}_{k,m,u} = \frac{1}{T} \int_{0}^{T} \frac{\sqrt{2T}\sigma_k}{\eta V_0} \bar{g}_{k,m,u}(t) z^{(l)}_{k}(t) dt,
\]

\[
\beta^{(l)}_{k,m,u} = \frac{1}{T} \int_{0}^{T} \frac{\sqrt{2T}\sigma_k}{\eta V_0} \bar{g}_{k,m,u}(t) z^{(l)}_{k}(t) dt,
\]

where \( z^{(l)}_{k}(t) = \exp((\sqrt{2\sigma_k}/\eta V_0) s_{m,u}(t) + \bar{g}_{k,m,u}(t) s_{m,u}(t)/\eta) \). Accordingly, the approximate problem of (P4) for each iteration \( l \) is given by

\[
(P4 - l): \quad \text{maximize } \sum_{m=1}^{M} \| s_m \|_1
\]

s.t. \( \| s_m \|_1 - \| s_m \|_N \),

where \( \mu > 0 \) is the penalty parameter that imposes a cost for the constraint violation of the constraints in (45). Since the objective function of (P4−l) is concave, (P4−l) is a convex quadratically constrained quadratic programming (QCQP) problem, where it can be easily solved by using numerical convex program solvers such as CVX [23]. The overall DCP-based algorithm to solve (P2) is summarized in Algorithm 1.
Algorithm 1 DCP-based Algorithm for Solving (P2)

1: Initialize: \( \{ \hat{s}_{m,u}, \hat{s}_{m,u} \} \), and \( \mu > 0 \)
2: repeat
3: repeat
4: Update \( \{ \hat{s}_{m,u}, \hat{s}_{m,u} \} \) by solving (P4–l).
5: until The fractional decrease of the objective value of (P4–l) is below a prescribed threshold \( \epsilon_1 > 0 \) or a given maximum number of iterations is reached.
6: Update the penalty coefficient as \( \mu \leftarrow q \mu \).
7: until The constraint violation \( \{ \sum_{m=1}^{M} \| \hat{s}_m \| - \| \hat{s}_m \| N \} \) is below a prescribed threshold \( \epsilon_2 > 0 \).

---

VI. SIMULATION RESULTS

A. Performance Evaluation for Single-ER WPT

We consider a single-user WPT system, where an ET with \( M = 8 \) antennas delivers wireless power to an ER with a single antenna. The central frequency and the total available bandwidth are given as \( f_c = 915 \) MHz and \( B = 10 \) MHz, respectively. Moreover, we assume that \( U = 160 \) with \( \Delta_u = 62.5 \) KHz. For the channel from the ET to ER, we assume 45.65 dB path loss and a NLoS channel power delay profile with 5 distinct paths. For simplicity, it is assumed that the signal power is equally divided among all paths. However, the delay of each path and its phase are assumed to be uniformly distributed over \( [0, 0.3 \mu s] \) and \( [0, 2\pi] \), respectively. Fig. 5 illustrates one realization of the frequency response of the assumed channel, which will be used in the simulations in this subsection. The ohmic resistance of the ER’s antenna and load are set as \( R_a = 50 \) \( \Omega \) and \( R_k = 10 \) k\( \Omega \), respectively. The diode parameters are given by \( I_0 = 3 \) \( \mu A \), \( I_{BV} = 300 \) \( \mu A \), \( V_0 = 25.86 \) mV, \( V_B = 3.8 \) V, and \( \eta = 1.05 \) (in accordance with HSMS-285x datasheet [18]).

For comparison with our proposed subcarrier selection method in Proposition 1, we consider \( U = N \) equally-spaced subcarriers without selection over the total available bandwidth as a benchmark design. Moreover, for comparison with our proposed frequency-MRT solution and SCP-QCLP algorithm, we consider three benchmark designs: i) the SCP-GP algorithm [7] with the 4-th order truncated Taylor approximation model of the diode; ii) equal power allocation (EPA) over all ET antennas and frequency tones with channel phase compensation (CPC), i.e., \( \varphi_{m,u} = -\psi_{m,u}, \forall m, u \); and iii) single-tone power allocation [2] based on the linear model of the diode. To implement the SCP-GP algorithm, we set its stopping criteria as \( \epsilon = 10^{-3} \) [7]. We also consider the EPA solution as the initial point for both SCP-QCLP and SCP-GP algorithms.

Fig. 6 and Fig. 7 show the output DC power at the ER by varying \( P_T \) with fixed \( N = 32 \), and by varying \( N \) with fixed \( P_T = 10 \) W, respectively, under different waveform design schemes. It is observed that SCP-QCLP achieves the best performance over all values of \( P_T \) and \( N \), while the frequency-MRT solution performs very close to it. This suggests that the frequency-MRT solution provides a practically appealing alternative solution for the single-ER WPT system considering its low complexity.

It is also observed that when \( P_T \) and \( N \) are smaller, SCP-GP performs close to SCP-QCLP. However, the gap between them increases with \( P_T \) or \( N \), explained as follows. In [7], SCP-GP is proposed based on the truncated Taylor approximation model of the diode, which is valid when the voltage drop across the diode, i.e., \( v_d(t) \) shown in Fig. 2, is sufficiently small. However, by increasing the transmit power \( P_T \), the peak voltage collected by the ER increases, which causes the voltage drop across the diode to increase. Thus, the accuracy of the truncated Taylor approximation model of the diode reduces, and the performance of SCP-GP degrades. Moreover, SCP-QCLP converges much faster than SCP-GP. This is due to the fact that SCP-QCLP requires to solve a simple QCLP problem at each iteration only, while SCP-GP needs to solve a GP problem at each iteration, which requires more computational time. The convergence time of
(a) Frequency-domain power allocation.

(b) Time-domain waveform.

Fig. 8: Frequency-domain power allocation and time-domain waveform of the optimized power signal on the first ET antenna, when $N = 32$ and $P_T = 4$ W.

SCP-QCLP and SCP-GP is compared in Table I.

| Design approach | Convergence time (second) |
|-----------------|---------------------------|
|                 | $N = 4$                   | $N = 16$                   | $N = 32$                   |
| SCP-QCLP        | 0.032                     | 0.052                      | 0.220                      |
| SCP-GP          | 6.325                     | 22.742                     | 49.465                     |

Table I: Convergence time comparison.

It is further observed from Fig. 8 and Fig. 7 that subcarrier selection optimization leads to significantly better performance while reaching to the power saturation with smaller $P_T$ and $N$, as compared to the conventional design with equally-spaced subcarriers (even after the same power waveform optimization). Moreover, the EPA scheme with optimized subcarrier selection performs even better than SCP-QCLP without subcarrier selection. Thus, given a certain bandwidth in practice for WPT, it is not optimal to firstly assign a fixed number ($U = N$) of equally-spaced subcarriers and then optimize the power waveform based on them; instead, our results show that it is more efficient to assign a larger number ($U$ with $U > N$) of equally-spaced subcarriers with smaller inter-subcarrier spacing, then based on the CSI select $N$ out of $U$ subcarriers and further optimize the corresponding power waveform.

To further illustrate the effect of subcarrier selection on the optimized power signals, we show in Fig. 8(a) and Fig. 8(b) that the subcarrier selection results in reduced and unequal inter-subcarrier spacing. In addition, the optimized power waveforms shown in Fig. 8(b) have the PAPRs of 17.9 dB and 17.7 dB for the cases with subcarrier selection and without subcarrier selection, respectively, which are similar. This is expected since for both cases, the same number of $N = 32$ subcarriers are used and the PAPR of the power waveform is mainly determined by $N$. It is further observed from Fig. 8(b) that the period $T$ of the optimized power signal with subcarrier selection is larger than that without subcarrier selection, since $T = 1/\Delta_u$ and $\Delta_u$ in the former case is much smaller than that in the latter case. Note that the diode in the ER rectifier is turned on less frequently as $T$ becomes larger (see Fig. 3). Nevertheless, this does not affect the ER harvested power with subcarrier selection (or larger $T$) as long as a capacitor with sufficiently high $Q$ factor is used, such that the signal peak will not decay much over one period of the power signal.

### B. Performance Evaluation for Multi-ER WPT

Next, we consider a multi-user WPT system, where a single ET with $M = 4$ antennas delivers wireless power to two ERs that are located with 6 meters (m) and 4 m distances from the ET, respectively, each with a single antenna. Other system/channel parameters are the same as in Section VI-A (if not specified otherwise).

First, we compare the performance in terms of the Pareto boundary of the harvested DC power region with different user weight pairs $(\theta_1, \theta_2)$, among our proposed solution (Algorithm 1), and Algorithm 1 without sub-carrier selection (i.e., with $U = N$ equally-spaced sub-carriers), as well as a brute-force search with sub-carrier selection. For the brute-force search, we randomly generated $10^6$ number of power waveforms (subject to the constraints in (39)-(41)) for each user weight pair and selected the power waveform that results in the maximum weighted sum of the output powers. We consider $U = 16$, $N = 8$, and $P_T = 5$ W. It is observed from Fig. 9 that our proposed method performs very close to the brute-force

Fig. 9: Power region of harvested DC power with $K = 2$, $U = 16$, and $N = 8$. Their frequency-domain power allocations and time-domain waveforms on the first ET antenna, respectively, for the two cases with subcarrier selection ($U = 160$ and $N = 32$) versus without subcarrier selection ($U = N = 32$), both using SCP-QCLP with $P_T = 4$ W. It is observed from Fig. 8(a) that the subcarrier selection results in reduced and unequal inter-subcarrier spacing. In addition, the optimized power waveforms shown in Fig. 8(b) have the PAPRs of 17.9 dB and 17.7 dB for the cases with subcarrier selection and without subcarrier selection, respectively, which are similar. This is expected since for both cases, the same number of $N = 32$ subcarriers are used and the PAPR of the power waveform is mainly determined by $N$. It is further observed from Fig. 8(b) that the period $T$ of the optimized power signal with subcarrier selection is larger than that without subcarrier selection, since $T = 1/\Delta_u$ and $\Delta_u$ in the former case is much smaller than that in the latter case. Note that the diode in the ER rectifier is turned on less frequently as $T$ becomes larger (see Fig. 3). Nevertheless, this does not affect the ER harvested power with subcarrier selection (or larger $T$) as long as a capacitor with sufficiently high $Q$ factor is used, such that the signal peak will not decay much over one period of the power signal.

2Simulations are implemented on MATLAB R2017b and tested on a PC with a Core i7-6700 CPU, 8-GB of RAM, and Windows 7.
search, and also significantly outperforms the scheme without sub-carrier selection.

Next, we plot in Fig. 10 the sum of the output power of ER 1 and ER 2 by varying $P_T$ with $\theta_1 = \theta_2 = 0.5$. In particular, we compare the performance of Algorithm 1 with the power saturation constraint in (40) considered or not. It is observed that adopting the power saturation constraint results in better performance with increasing $P_T$, which is explained as follows. When $P_T$ increases, ER 2 (nearer to the ET) first reaches the power saturation. In this case, if the power saturation constraint is considered for the subcarrier selection and power waveform design, the ET will not further increase ER 2’s output power, but instead aim to enhance ER 1’s output power in its power waveform design. The above result shows that the consideration of the ER power saturation effect captured in our newly derived non-linear rectifier model is crucial to the power waveform optimization in the multi-ER WPT system, especially when the ERs’ channels are heterogeneous in practice.

VII. CONCLUSION

In this paper, we studied the power waveform design problem for a multi-antenna multi-user WPT system under the nonlinear rectenna model. First, we developed a refined rectifier model based on circuit analysis which accurately captures not only the nonlinearity of the rectifier circuit with respect to the power waveform, but also its intrinsic power saturation effect. Next, based on this new model and by adopting a multisine power waveform structure, we formulated new problems to jointly optimize the subcarrier selection and power waveform to maximize the harvested DC power at the ER(s) for both the cases of single-ER and multi-ER WPT. We proposed efficient algorithms for solving these challenging optimization problems by leveraging non-convex optimization techniques such as SCP, CCCP, and DCP. The new rectenna model was validated by circuit simulation, and the performance of the proposed algorithms was shown to be superior to the existing/benchmarking schemes based on the conventional rectenna model. In particular, it was shown that the subcarrier selection and consideration of rectenna power saturation lead to significantly better performance (in terms of the output DC power) of designed power waveform for both single-ER and multi-ER WPT systems and multi-ER WPT system, respectively.

REFERENCES

[1] B. Clerckx, R. Zhang, R. Schober, D. W. K. Ng, D. I. Kim, and H. V. Poor, “Fundamentals of wireless information and power transfer: From RF energy harvester models to signal and system designs,” IEEE J. Sel. Areas Commun., vol. 37, pp. 4–33, Jan. 2019.
[2] Y. Zeng, B. Clerckx, and R. Zhang, “Communications and signals design for wireless power transmission,” IEEE Trans. Commun., vol. 65, pp. 2264–2290, May 2017.
[3] E. Boshkovska, D. W. K. Ng, N. Zlatanov, and R. Schober, “Practical non-linear energy harvesting model and resource allocation for SWIPT systems,” IEEE Commun. Letters, vol. 19, pp. 2082–2085, Dec. 2015.
[4] A. Boaventura, D. Belo, R. Fernandes, A. Collado, A. Georgiadis, and N. B. Carvalho, “Boosting the efficiency: Unconventional waveform design for efficient wireless power transfer,” IEEE Microwave Magazine, vol. 16, pp. 87–96, Apr. 2015.
[5] A. S. Boaventura and N. B. Carvalho, “Maximizing dc power in energy harvesting circuits using multisine excitation,” in Proc. IEEE MIT-S International Microwave Symposium, pp. 1–4, Jun. 2011.
[6] J. Kim, B. Clerckx, and P. D. Mitcheson, “Signal and system design for wireless power transfer: Prototype, experiment and validation,” IEEE Trans. Wireless Commun., vol. 19, pp. 7453–7469, Nov. 2020.
[7] B. Clerckx and E. Bayguzina, “Waveform design for wireless power transfer,” IEEE Trans. Signal Process., vol. 64, pp. 6313–6328, Dec. 2016.
[8] B. Clerckx and E. Bayguzina, “Low-complexity adaptive multisine waveform design for wireless power transfer,” IEEE Antennas and Wireless Propagation Letters, vol. 16, pp. 2207–2210, May 2017.
[9] Y. Huang and B. Clerckx, “Large-scale multiantenna multisine wireless power transfer,” IEEE Trans. Signal Process., vol. 65, pp. 5812–5827, Nov. 2017.
[10] S. Shen and B. Clerckx, “Beamforming optimization for MIMO wireless power transfer with nonlinear energy harvesting: RF combining versus DC combining,” IEEE Trans. Wireless Commun., DOI:10.1109/TWC.2020.3024064, Sept. 2020.
[11] B. Clerckx and J. Kim, “On the beneficial roles of fading and transmit diversity in wireless power transfer with nonlinear energy harvesting,” IEEE Trans. Wireless Commun., vol. 17, pp. 7731–7743, Nov. 2018.
[12] M. R. V. Moghadam, Y. Zeng, and R. Zhang, “Waveform optimization for radio-frequency wireless power transfer,” in Proc. IEEE International Workshop on Signal Processing Advances in Wireless Communications, pp. 1–6, Jul. 2017.
[13] K. W. Kim, H. S. Lee, and J. W. Lee, “Waveform design for fair wireless power transfer with multiple energy harvesting devices,” IEEE J. Sel. Areas Commun., vol. 37, pp. 34–47, Jan. 2019.
[14] K. W. Kim, H. S. Lee, and J. W. Lee, “Opportunistic waveform scheduling for wireless power transfer with multiple devices,” IEEE Trans. Wireless Commun., vol. 19, pp. 5651–5665, Sep. 2020.
[15] Y. Zeng and R. Zhang, “Optimized training for net energy maximization in multi-antenna wireless energy transfer over frequency-selective channel,” IEEE Trans. Commun., vol. 63, pp. 2360–2373, Jun. 2015.
[16] Ansoft Corporation, PEN Diode Model Parameter Extraction from Manufacturers’ Data Sheets, 1997.
[17] Hewlett-Packard Company, Choosing the Right Diode For Your AGC Detector, 1999.
[18] Avago Technologies, HSMX-285x series surface mount zero bias Schottky detector diodes, 2006.
[19] N. C. Tse and P. Viswanath, Fundamentals of Wireless Communications. Cambridge University Press, 2005.
[20] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, U.K.: Cambridge Univ. Press, 2004.
[21] C. W. Ueberhuber, Numerical Computation 2: Methods, Software, and Analysis. Springer-Verlag, 1997.
[22] K. Fan, “Maximum properties and inequalities for the eigenvalues of completely continuous operators,” Proc. Nat. Acad. Sci. USA, vol. 37, no. 11, p. 760, 1951.
[23] Q. Shi, M. Hong, X. Gao, E. Song, Y. Cai, and W. Xu, “Joint source-relay design for full-duplex MIMO AF relay systems,” IEEE Trans. Signal Process., vol. 64, pp. 6118–6131, Dec. 2016.
[24] Y. Sun, P. Babu, and D. P. Palomar, “Majorization-minimization algorithms in signal processing, communications, and machine learning,” IEEE Trans. Signal Process., vol. 65, pp. 794–816, Feb. 2017.
[25] M. Grant and S. Boyd, “CVX: Matlab software for disciplined convex programming, version 2.1.” [online] http://cvxr.com/cvx, Mar. 2014.