Simulating dynamical phases of chiral $p + ip$ superconductors with a trapped ion magnet
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Two-dimensional $p + ip$ superconductors and superfluids are systems that feature chiral behavior emerging from the Cooper pairing of electrons or neutral fermionic atoms with non-zero angular momentum. Their realization has been a longstanding goal because they offer great potential utility for quantum computation and memory. However, they have so far eluded experimental observation both in solid state systems as well as in ultracold quantum gases. Here, we propose to leverage the tremendous control offered by rotating two-dimensional trapped-ion crystals in a Penning trap to simulate the dynamical phases of two-dimensional $p + ip$ superfluids. This is accomplished by mapping the presence or absence of a Cooper pair into an effective spin-1/2 system encoded in the ions’ electronic levels. We show how to infer the topological properties of the dynamical phases, and discuss the role of beyond mean-field corrections. More broadly, our work opens the door to use trapped ion systems to explore exotic models of topological superconductivity and also paves the way to generate and manipulate skyrmionic spin textures in these platforms.

I. INTRODUCTION

The observation and classification of dynamical behaviors in quantum many-body systems constitute a core milestone in quantum science. One fascinating and promising paradigm comprises the dynamical phases predicted to emerge from quenches of superconductors and superfluids [1–3], systems that feature Cooper pairing of electrons or neutral fermionic atoms. In particular, topological $p + ip$ Bardeen–Cooper–Schrieffer (BCS) superconductors (in charged electrons) or superfluids (in neutral atoms)—systems that feature non-trivial topological properties [4] and gapless, chiral edge states that circulate around the boundary—are especially exciting given their potential use for topological quantum computation.

Despite intensive theoretical efforts, $p + ip$ superfluids have eluded experimental observation, with the only confirmed realization being the A-phase of $^3$He, which ironically is one of the oldest-known superfluids but is also hard to control and manipulate. The realization of $p + ip$ superfluids in ultracold fermionic quantum gases, which are currently the leading platform for quantum simulation of strongly correlated matter, has also proved to be difficult. The reason is that, in spite of all the attractive features of ultracold quantum gases, the control and manipulation of $p$-wave interactions in these systems has remained a challenge since $p$-wave interactions are weak under standard conditions and require Feshbach resonances to enhance them. The latter unfortunately introduce strong three-body processes which make the gas unstable and destroy the desired pairing processes [5–9], although schemes circumventing this problem have been proposed [10–12]. Theory proposals have also suggested the observation of topological superfluids by suddenly bringing weakly interacting atoms close to a Feshbach resonance [13], but to date experimental efforts remain unsuccessful.

In the present work, we propose a pathway towards the observation of non-equilibrium dynamical phases of topological $p + ip$ superfluids by using a 2D crystal of ions in a Penning trap. This platform offers a high degree of control and flexibility in state initialization, interaction control and readout, that have been previously leveraged for the sensing of weak electric fields and for the simulation of quantum magnets [14, 15]. In this system, we propose to encode a spin-1/2 degree of freedom in two electronic states of the ions, which, via the Anderson pseudospin mapping [16], are used to simulate the presence or the absence of a Cooper pair.

Our proposal takes advantage of the fact that the ion crystal in a Penning trap is rotating in the lab frame [17]. This feature has never before been exploited in the context of quantum simulation and, in fact, it is often viewed as an impediment, e.g., to perform single site addressing. We show that by tuning the orientation and parameters of the laser beams that are typically used to couple the
The fermionic model is mapped on to spins encoded in the internal states of the ions, where spin up (down) represents the presence (absence) of a Cooper pair (Anderson pseudospin mapping). Here we show representative spin textures that can be engineered for the topologically nontrivial BCS and trivial BEC phases. (b) The dynamical phases are classified according to the long time behavior of the magnitude of an order parameter— Phase I: $|\Psi(t)| \to 0$; Phase II: $|\Psi(t)| \to$ non-zero constant; Phase III: $|\Psi(t)|$ displays persistent oscillations. (c) Schematic of our experimental proposal. State initialization, p-wave interactions and readout are all achieved using appropriate parameters for a pair of optical dipole force (ODF) lasers and a pair of copropagating Raman lasers. In contrast to prior implementations, the ODF difference wavevector $\delta k$ has both an out-of-plane and in-plane component (see side view). The result is a tilted traveling wave lattice that crosses the crystal plane slightly obliquely and thus couples the ions’ electronic degrees of freedom, the out-of-plane center-of-mass mode and the in-plane crystal rotation. The spin-space directions $Z$ in panel (a) and $Z$ in panel (c) are related by a rotation, as discussed in Sec. III.

**FIG. 1.** Probing dynamical phases of $p + ip$ superfluids using ion crystals in Penning traps. (a) The fermionic model is mapped on to spins encoded in the internal states of the ions, where spin up (down) represents the presence (absence) of a Cooper pair (Anderson pseudospin mapping). Here we show representative spin textures that can be engineered for the topologically nontrivial BCS and trivial BEC phases. (b) The dynamical phases are classified according to the long time behavior of the magnitude of an order parameter— Phase I: $|\Psi(t)| \to 0$; Phase II: $|\Psi(t)| \to$ non-zero constant; Phase III: $|\Psi(t)|$ displays persistent oscillations. (c) Schematic of our experimental proposal. State initialization, p-wave interactions and readout are all achieved using appropriate parameters for a pair of optical dipole force (ODF) lasers and a pair of copropagating Raman lasers. In contrast to prior implementations, the ODF difference wavevector $\delta k$ has both an out-of-plane and in-plane component (see side view). The result is a tilted traveling wave lattice that crosses the crystal plane slightly obliquely and thus couples the ions’ electronic degrees of freedom, the out-of-plane center-of-mass mode and the in-plane crystal rotation. The spin-space directions $Z$ in panel (a) and $Z$ in panel (c) are related by a rotation, as discussed in Sec. III.

**II. 2D $p + ip$ SUPERFLUIDS**

The Hamiltonian that governs the low energy sector of $p + ip$ superfluids is given (setting $\hbar = 1$) by

$$\hat{H} = \sum_p \frac{p^2}{2m} \hat{c}_p^\dagger \hat{c}_p - \frac{G}{2m} \sum_{p,q} \mathbf{p} \cdot \mathbf{q} \hat{c}_p^\dagger \hat{c}_{-\mathbf{p}}^\dagger \hat{c}_{-\mathbf{q}} \hat{c}_{\mathbf{q}}. \quad (1)$$

Here, $m$ is the electron mass and $\hat{c}_p, \hat{c}_p^\dagger$ are fermionic creation and annihilation operators for a fermion with momentum $\mathbf{p}$. The first term describes the single particle dispersion and the second term the attractive ($G > 0$, dimensionless) $p$-wave interactions that lead to the formation of Cooper pairs. For the case of 2D $p + ip$ superconductors, the momentum $\mathbf{p} \equiv p_x \mathbf{e}_x + p_y \mathbf{e}_y$ is restricted to the $x - y$ plane. This Hamiltonian assumes that Cooper pairs are only created and destroyed with zero center-of-mass momentum and neglects pair-breaking processes.

Under these conditions, the low-energy physics can be mapped onto the dynamics of a collection of interacting spin-1/2 systems via the Anderson pseudospin mapping [10] that introduces spin-1/2 operators at each momentum $\mathbf{p}$:

$$2\hat{s}_p^x = \hat{c}_p^\dagger \hat{c}_{-\mathbf{p}}^\dagger + \hat{c}_{-\mathbf{p}} \hat{c}_{\mathbf{p}} - 1, \quad \hat{s}_p^+ = \hat{c}_p^\dagger \hat{c}_{-\mathbf{p}}, \quad \hat{s}_p^- = \hat{c}_{-\mathbf{p}} \hat{c}_{\mathbf{p}}. \quad (2)$$
Here, the presence or absence of a Cooper pair at momentum $\mathbf{p}$ corresponds to the eigenstates $|\uparrow\rangle_{\mathbf{p}}, |\downarrow\rangle_{\mathbf{p}}$ of $\hat{s}_\mathbf{p}^Z$ with eigenvalues $\pm 1/2$ respectively, and the raising and lowering operators $\hat{s}_\mathbf{p}^\pm$ describe the creation and annihilation of this Cooper pair. In terms of the Anderson pseudospin operators, Hamiltonian (1) can be expressed as

$$\hat{H} = \sum_{\mathbf{p}} \frac{p^2}{m} \hat{s}_\mathbf{p}^Z - 2G \sum_{\mathbf{p},\mathbf{q}} \mathbf{q} \cdot \hat{s}_\mathbf{p}^+ \hat{s}_\mathbf{q}^-.$$  \hspace{1cm} (3)

The ground state of the spin model (3) possesses the property that the spin orientation is correlated with the azimuthal angle $\phi_\mathbf{p}$ in momentum space, giving rise to chiral spin textures as depicted in Fig. 1(a). A winding number $Q$ can be ascribed to the spin texture, based on which the state can be classified as belonging to a topologically non-trivial $Q$-topologically trivial BEC phase ($Q = 1$) or a topologically trivial BEC phase ($Q = 0$) phase. Physically, assuming spins at large momenta are always held fixed in $|\downarrow\rangle$, the spin texture is topologically non-trivial if the central spin at $\mathbf{p} = 0$ is in $|\uparrow\rangle$ whereas it is trivial if this spin is in $|\downarrow\rangle$.

The quench dynamics of $p + ip$ superconductors were theoretically studied [4] by considering a chiral variant of the spin model (3) given by

$$\dot{\hat{H}} = \sum_{\mathbf{p}} \frac{p^2}{m} \hat{s}_\mathbf{p}^Z - G \sum_{\mathbf{p},\mathbf{q}} pqe^{-i(\phi_\mathbf{p} - \phi_\mathbf{q})} \hat{s}_\mathbf{p}^+ \hat{s}_\mathbf{q}^-.$$  \hspace{1cm} (4)

where $p$ and $\phi_\mathbf{p}$ are the magnitude and azimuthal angle for the 2D momentum $\mathbf{p}$. This Hamiltonian breaks time-reversal symmetry explicitly, and preferentially selects $p_x - ip_y$ over $p_x + ip_y$ pairing, which are degenerate in the time-reversal-invariant Hamiltonian (1). Nevertheless both Hamiltonians possess the same $p + ip$ ground state and dynamical phases in the thermodynamic limit. Therefore, in this work, we focus on the quantum simulation of the chiral model (4).

In the thermodynamic limit, where mean-field theory is exact, the dynamics can be pictured as each spin precessing about a local magnetic field:

$$\frac{d}{dt} \langle \hat{s}_\mathbf{p} \rangle = \langle \hat{s}_\mathbf{p} \rangle \times \mathbf{B}_\mathbf{p}. \hspace{1cm} (5)$$

Here, $\langle \hat{s}_\mathbf{p} \rangle$ is the expectation value of the spin vector at momentum $\mathbf{p}$ and $\mathbf{B}_\mathbf{p}$ is the local magnetic field with components

$$B_\mathbf{p}^X = -p\cos(\phi_\mathbf{p}) \text{Re} [\Psi] - p\sin(\phi_\mathbf{p}) \text{Im} [\Psi],$$
$$B_\mathbf{p}^Y = p\cos(\phi_\mathbf{p}) \text{Im} [\Psi] - p\sin(\phi_\mathbf{p}) \text{Re} [\Psi],$$
$$B_\mathbf{p}^Z = \frac{p^2}{m},$$

written in terms of an order parameter $\Psi$ given by

$$\Psi(t) = -\frac{2G}{m} \sum_{\mathbf{p}} pe^{i\phi_\mathbf{p}} \langle \hat{s}_\mathbf{p}(t) \rangle.$$  \hspace{1cm} (7)

Mean-field theory predicts the emergence of three dynamical phases when the system is initialized in its ground state and the pairing strength $G$ is quenched. They have been classified according to the long-time behavior of $|\Psi(t)|$ as illustrated in Fig. 1(b), where we plot a dimensionless and normalized version of the order parameter, $|\Psi(t)|$. In Phase I, the single-particle kinetic energy term $(p^2/m)$ dominates and $|\Psi(t)| \rightarrow 0$. In phases II and III interactions instead stabilize a finite order parameter. In Phase II, $|\Psi(t)|$ tends to a non-zero constant value, while in Phase III, also known as a self-generated Floquet phase [19], $|\Psi(t)|$ features persistent oscillations.

The topological properties of the dynamical phases are best understood in terms of a second winding number $W$, which can take on a non-trivial value of $1$ in phases II and III. Although this quantity is formally defined in terms of retarded single-particle Green functions [4], it can be physically interpreted in Phase II as the winding of the magnetic field texture in an appropriate rotating frame. In the thermodynamic limit, mean-field theory predicts that the long-time order parameter in phase II can be written as

$$\Psi(t) = \Psi_\infty e^{-2i\mu_\infty t}.$$  \hspace{1cm} (8)

where $\Psi_\infty$ is the magnitude in the limit $t \rightarrow \infty$ and $\mu_\infty$ is a dynamical chemical potential. In a frame rotating at $2\mu_\infty$, the spins precess under a static effective magnetic field $\mathbf{B}_\infty$ whose texture can be analogous to the spin texture in a $p + ip$ ground state. The winding number $W$ is computed as

$$W = \frac{1}{4\pi} \int dp_x dp_y \mathbf{B}_p \left( \frac{\partial \mathbf{B}_p}{\partial p_x} \times \frac{\partial \mathbf{B}_p}{\partial p_y} \right),$$  \hspace{1cm} (9)

where $\mathbf{B}_p$ denotes the corresponding unit vector in the rotating frame. In particular, the $Z$-component of $\mathbf{B}_p$ is given by $B_\mathbf{p}^Z = B_\mathbf{p}^Z + 2\mu_\infty \mathbf{e}_Z$. While the spins at large momenta $p \rightarrow \infty$ experience a field $\mathbf{B}_\infty = -(p^2/m)\mathbf{e}_Z$ that points down, the central spin at $\mathbf{p} = 0$ is isolated from the other spins and experiences an effective magnetic field $\mathbf{B}_0 = 2\mu_\infty \mathbf{e}_Z$. Therefore, the magnetic field texture is BCS-like and topologically nontrivial ($W = 1$) for $\mu_\infty > 0$ ($\mathbf{B}_0$ pointing up) while it is BEC-like and topologically trivial ($W = 0$) for $\mu_\infty < 0$ ($\mathbf{B}_0$ pointing down).

III. IMPLEMENTATION WITH PENNING TRAPS

We now discuss how the spin model (3) can be simulated with ion crystals in a Penning trap, where the pseudospin-1/2 system is encoded in two long-lived hyperfine states of each trapped ion. In this trap, ions self-organize into a planar crystal with an approximate triangular lattice structure under the influence of static trapping fields [20]. An electric quadrupole field $\mathbf{E}$ accomplishes axial trapping and confines the ions to a single plane. The addition of a strong axial magnetic field $\mathbf{B}$
leads to an $\mathcal{E} \times \mathcal{B}$ drift of the ions in this plane. This rotation provides radial confinement and the corresponding rotation frequency $\omega_r$ can be precisely controlled by additional electrodes. The out-of-plane motion of a crystal of $N$ ions is described using $N$ normal modes of vibration, called the drumhead modes. The highest frequency drumhead mode is the center-of-mass (c.m.) mode, which is well separated from the rest of the modes and hence can be well resolved.

In our modeling, the drumhead c.m. mode is treated quantum mechanically and described by bosonic creation and annihilation operators $\hat{a}_1$, $\hat{a}_{\dagger}$. On the other hand, the planar motion is dominated by the crystal rotation, and is hence treated classically with the $x_j$ and $y_j$ coordinates of ion $j$ undergoing uniform circular motion at radius $r_j$ from the trap center, with frequency $\omega_r$ and azimuthal phase offset $\phi_j$.

As a first step to realize Hamiltonian (4), we engineer a Jaynes-Cummings type interaction between each spin and the drumhead c.m. mode, with the coupling depending on the planar position of the ion as viewed in the crystal rotating frame. As we explain shortly, the Hamiltonian we engineer is given by

$$
\hat{H}_{2ch} = \sum_{j=1}^{N} B_1 \hat{r}_j \hat{\sigma}_j^x + \delta_1 \hat{a}_1^\dagger \hat{a}_1 - \sum_{j=1}^{N} \frac{G}{i\sqrt{N}} \hat{r}_j \left( \hat{\sigma}_j^- \hat{a}_1 e^{i\phi_j} - \hat{a}_1^\dagger \hat{\sigma}_j^+ e^{-i\phi_j} \right).
$$

This Hamiltonian is written in a rotated spin space $Z \equiv -X$, $X' \equiv Z$, $Y' \equiv Y$, and $\hat{\sigma}_j$ denotes spin operators in this rotated space. Here, $\hat{r}_j = r_j/R$ is a normalized radial coordinate, $B_1$ is a frequency controlling the dispersion of the spins, $\delta_1$ is an effective detuning of the c.m. mode from the spins and $G$ is a frequency controlling the spin-mode coupling strength. In particular, the amplitude and phase of the coupling of spin $j$ to the c.m. mode respectively depend on $\hat{r}_j$ and $\phi_j$.

Equation (10) describes the Hamiltonian for the so-called two-channel model of a $p$-wave superconductor. The c.m. mode plays the role of the bosonic molecular channel, while each ion encodes an Anderson pseudospin in its electronic states. Here, spin up (down) indicates the presence (absence) of a Cooper pair. While the Anderson pseudospins live in a lattice in momentum space where the coordinates are $(p_x, p_y)$, the role of momentum is instead played here by the position $(x_j, y_j)$ of each ion $j$ in the crystal plane. ‘Momentum’-dependent rates appear in the single-particle and interaction terms through the radius $r_j$ and the phase factors $e^{\pm i\phi_j}$.

Subsequently, an effective spin model can be derived in the situation when $\delta_1 \gg G, B_1$. Using effective Hamiltonian theory [21] and assuming that the c.m. mode is in the motional ground state, we obtain the one-channel model given by

$$
\hat{H}_{1ch} = K \sum_j \hat{r}_j^2 \hat{\sigma}_j^x - \frac{J}{N} \sum_{j \neq k} \hat{r}_j \hat{r}_k \hat{\sigma}_j^+ \hat{\sigma}_k^- e^{-i(\phi_j - \phi_k)},
$$

where $J = G^2/\delta_1$ and $K = B_1 - J/N$. Equation (11) is essentially the one-channel $p$-wave Hamiltonian (4) that we wish to simulate.

We now briefly outline how Hamiltonian (10) can be engineered while presenting the detailed derivation in Appendix A. Coupling between the spins and the crystal motion is enabled by the application of an optical dipole force (ODF) that gives rise to spatially dependent AC Stark shifts on the spin states [22]. The ODF is generated by two traveling-wave lasers with difference wavevector $\Delta \mathbf{k}$ and beatnote frequency $\mu_r$. In typical applications, only the axial motion is coupled to the spin and hence $\Delta \mathbf{k} \parallel \hat{z}$ [14, 15]. However, in this work, we consider the $\Delta \mathbf{k}$ to have non-zero components both along the $\hat{z}$ and $\hat{x}$ directions [Fig. 1(c)]. The result is a spatially varying AC Stark shift that depends on both the in-plane and out-of-plane motions of the ions, thereby coupling the spins to the motion along both the directions.

A second ingredient in our proposal consists of a pair of co-propagating Raman lasers that drives spin flips without coupling to the motion. We assume that the two Raman lasers have an identical but tunable beam waist $w$, leading to an effective two-photon Rabi frequency that is radially varying as $B(r) = B_0 e^{-r^2/w^2}$ and corresponding Hamiltonian $\hat{H}_{\text{Raman}} = B(r) \hat{\sigma}^+ \hat{\sigma}$.

The role of the Raman drive is twofold and becomes apparent in the rotated spin space (see Appendix A). First, the spatially homogeneous drive with strength $B_0$ serves to break the symmetry between a Jaynes-Cummings and an anti-Jaynes-Cummings type interaction of the spins and the drumhead c.m. mode that arise due to the ODF. The Jaynes-Cummings term can then be selectively brought near resonance by an appropriate choice of the ODF beatnote frequency $\mu_r$. Second, the beam waist $w$ serves as a control knob for tuning the single particle dispersion, i.e. $B_1 = B_0 R^2/w^2$. We note that the Raman beams can be replaced with a microwave drive that limits the tunability of $B_1$ but allows for a simpler implementation and reduced decoherence (see Appendix B).

We present potential experimental parameters for realizing our proposal in Appendix E and study the adverse impact of off-resonant terms in Appendices C and D. Our study suggests that it is possible to operate in parameter regimes where the off-resonant terms have only a small effect. Although our study of off-resonant terms is extensive, our analysis of their impact is not exhaustive because of the sheer number of such terms. Their impact and the parameter regimes where they are negligible could potentially be explored directly on the quantum simulator. In addition, for typical operating conditions, we estimate that decoherence from off-resonant light scattering may limit the simulation time. However, we note that the relative strength of coherent interaction to decoherence can be increased, for instance, by the choice of ion species and transition, by enhancing coherent coupling via parametric amplification [23] or by work-
ing at a different operating point for the optical dipole force.

A. Initialization and readout

To observe dynamical phases generated by Hamiltonian \([\text{11}]\), the spins must be initialized in a state possessing a chiral spin texture with a nonzero order parameter, such as the ones shown in Fig. [1][a]. In the case of the trapped ion crystal, it is convenient to work with a normalized order parameter \(\Psi\) defined as

\[
\Psi(t) = \frac{2}{N} \sum_{j=1}^{N} \tilde{r}_j e^{i\phi_j} \langle \hat{s}_j(t) \rangle.
\] (12)

For engineering interactions, the ODF beatnote frequency \(\mu_e\) was tuned to couple the spins, the drumhead c.m. mode and the planar rotation. For preparing chiral initial states, we instead tune \(\mu_e\) to only couple the spins to the planar rotation without involving the drumhead c.m. mode. By additionally tuning the beam waist \(w_{ODF}\) of the ODF lasers, both BCS and BEC-like initial spin textures can be prepared. The initialization Hamiltonian is of the form

\[
\hat{H}_{\text{init}} = \frac{\Omega_0}{2} \sum_j e^{-r_j^2/w_{ODF}^2} \tilde{r}_j (\hat{\sigma}_j^+ e^{-i\phi_j} + \hat{\sigma}_j^- e^{i\phi_j}),
\] (13)

where \(\Omega_0\) is an effective drive strength. This Hamiltonian drives single-spin rotations where the axis of rotation for ion \(j\) depends on the azimuthal angle \(\phi_j\) in the rotating frame. Starting with all spins initialized in \(|\uparrow\rangle_Z\), setting \(w_{ODF} \gg R\), and using a pulse area \(\Omega_0 T = \pi\) results in a BCS-like spin texture [e.g. Fig. [1][a]], that can be used to observe phases I and II. Here, we have exploited the fact that the magnitude of the Rabi frequency increases with the radius so that the central spin is unaffected while the outermost spins are rotated to \(|\downarrow\rangle_Z\). A BEC-like spin texture [e.g. Fig. [1][a]] can be engineered by setting \(w_{ODF} < R\) and starting with all spins in \(|\downarrow\rangle_Z\). In this way, ions at the center, where \(\tilde{r}_j \sim 0\), are unaffected whereas ions at the crystal boundary are also left unchanged since the beam intensity tapers to zero. On the other hand, ions in the intermediate region experience some degree of spin rotation and thereby give rise to a BEC-like texture. For observing phase III dynamics, a BCS-like initial state with a sharp domain wall between \(|\downarrow\rangle_Z\) and \(|\uparrow\rangle_Z\) spins and a small value of \(|\Psi(0)|\) is suitable [e.g. top panel of Fig. [2][c] or [4]]. Starting with all spins in \(|\downarrow\rangle_Z\), a domain wall can be realized by using an optical pumping beam to selectively address ions in the central region and prepare them in \(|\uparrow\rangle_Z\). Next, a global \(\pi/2\) pulse rotates \(Z \rightarrow Z\) so that ions in the central region and those outside are respectively prepared in \(|\uparrow\rangle_Z\) and \(|\downarrow\rangle_Z\). A small initial \(|\Psi(0)|\) can then be induced by a short-time application of Hamiltonian \([\text{13}]\). A detailed description of state initialization is presented in Appendix [G].

Measurement of the real and imaginary parts of the order parameter is also enabled by the Hamiltonian \([\text{13}]\). To demonstrate this, we first introduce site-dependent orthogonal axes,

\[
\begin{align*}
\hat{e}_{X'} &= \sin \phi_j \hat{e}_X - \cos \phi_j \hat{e}_Y, \\
\hat{e}_{Y'} &= \cos \phi_j \hat{e}_X + \sin \phi_j \hat{e}_Y,
\end{align*}
\] (14)

such that \(\hat{e}_{X'} \times \hat{e}_{Y'} = \hat{e}_Z\). In terms of these axes, we can write

\[
\begin{align*}
\text{Re} [\Psi] &= \frac{2}{N} \sum_j \tilde{r}_j \langle \hat{\sigma}_j^{Y'} \rangle, \\
\text{Im} [\Psi] &= \frac{2}{N} \sum_j \tilde{r}_j \langle \hat{\sigma}_j^{X'} \rangle,
\end{align*}
\] (15)

and with \(w_{ODF} \gg R\), Hamiltonian \([\text{13}]\) can be expressed as

\[
\hat{H}_{\text{init}} = \Omega_0 \sum_j \tilde{r}_j \hat{\sigma}_j^{Y'}. 
\] (16)

After running the quantum simulation up to some time \(T\), we evolve the system under \([\text{16}]\) for a further time \(t\). This leads to

\[
\langle \hat{\sigma}_j^Z(T + t) \rangle = \langle \hat{\sigma}_j^Z(T) \rangle \cos (\Omega_0 \tilde{r}_j t) - \langle \hat{\sigma}_j^{X'}(T) \rangle \sin (\Omega_0 \tilde{r}_j t), 
\]

\[
\approx \langle \hat{\sigma}_j^Z(T) \rangle - \left( \Omega_0 \tilde{r}_j \langle \hat{\sigma}_j^{X'}(T) \rangle \right) t,
\] (17)

where the approximation holds true for short rotation times. Summing over all the ions, we get

\[
\langle \hat{\sigma}_j^Z(T + t) \rangle - \langle \hat{\sigma}_j^Z(T) \rangle \approx -\frac{N \Omega_0}{2} \text{Im} [\Psi(T)] t,
\] (18)

where \(\hat{\sigma}_j^Z = \sum_j \hat{\sigma}_j^Z\). The imaginary part of the order parameter determines the rate of change of \(\langle \hat{\sigma}_j^Z(T + t) \rangle\) as the rotation time \(t\) is increased. This quantity is accessible by a global fluorescence measurement after applying a global \(\pi/2\) pulse to rotate \(Z \rightarrow Z\). Furthermore, a phase offset of \(\pi/2\) can be introduced in Hamiltonian \([\text{13}]\) by shifting the phase of the ODF beatnote, which can be used to measure \(\text{Re} [\Psi(T)]\) in a similar manner.

IV. PROBING THE DYNAMICAL PHASES

Having established protocols for initializing BCS-like and BEC-like initial states, for engineering interactions, and for measuring the order parameter, we now proceed to discuss how the dynamical phases can be observed in a crystal stored in a Penning trap. Figure [2] shows representative examples of the three dynamical phases, which are obtained using different BCS-like initial conditions and interaction strengths, the latter characterized by the ratio \(K/J\). In each case, the initial spin texture is shown in the top panel. Phases I and II use the same initial spin texture but are obtained using \(K/J = 10\) and \(K/J = 1\) respectively. On the other hand, phase III is obtained using a different initial spin texture but with the same value
FIG. 2. Manifestation of dynamical phases in a 200 ion crystal. Initial BCS-like spin textures (top panels) and time evolution of $|\Psi(t)|$ in phases (a) I, (b) II and (c) III. In (a) $K/J = 10$, while in (b) and (c) $K/J = 1$. The dynamics of $|\Psi(t)|$ are computed both using mean-field theory and the discrete truncated Wigner approximation (dTWA) method. The dTWA results show that the finite size of the crystal leads to a decay of $|\Psi(t)|$ even in phases II and III. However, the buildup of quantum correlations in these phases is captured by a second order parameter $\tilde{\Psi}$ [Eq. (19)]. In all cases, the decay of $|\Psi(t)|$ in the absence of interactions is plotted for reference. Crystal parameters are detailed in Appendix B and chiral spin states are initialized according to Appendix G.

of $K/J = 1$ as in phase II. The purple lines in Fig. 2 show the mean-field predictions for the time evolution of $|\Psi(t)|$ in each phase. The magnitude $|\Psi(t)|$ decays to 0 in phase I, saturates to a non-zero constant in phase II and displays persistent oscillations in phase III. However, given the finite number of ions ($N = 200$), we are motivated to investigate the validity of mean-field theory in describing our system. Towards this end, we simulate the dynamics under $\hat{H}_{1ch}$ via the discrete truncated Wigner approximation (dTWA) method that accounts for the quantum noise of the initial state [24] (see Appendix E). The results of the dTWA simulations are shown by the red lines in Fig. 2. The dTWA and mean-field results agree well in Phase I where the single-particle dephasing dominates the interactions. In contrast, the dTWA results deviate significantly from the mean-field predictions in Phases II and III. In both cases, quantum noise causes the order parameter to eventually decay to zero in the long time limit.

Importantly, the decay of the mean-field order parameter $|\Psi(t)|$ in phases II and III is accompanied by the development of quantum correlations, which is captured in a more appropriate order parameter $\tilde\Psi$ defined as

$$\tilde{\Psi} = \frac{2}{N} \left| \sum_{j \neq k} \hat{r}_j \hat{r}_k \left\langle \hat{s}_j^+ \hat{s}_k^- \right\rangle e^{-i(\phi_j - \phi_k)} \right|^{1/2}. \quad (19)$$

We note that $\tilde{\Psi}$ is just a measure of the interaction part of the Hamiltonian $\hat{H}_{1ch}$ [Eq. (11)]. While $\Psi$ is the standard order parameter in superconductors, $\tilde{\Psi}$ could be thought of as the density of the Cooper pairs without concern to whether they are condensed. This is similar to the BEC phase of the BCS-BEC condensates, kept above the superconducting transition temperature and below the temperature of the formation of pairs [25]. Figure 2 shows that $\tilde{\Psi}$ stabilizes to a non-zero constant in phases II and III indicating the persistence of dynamical $p$-wave superfluidity in these phases.

Even though the mean-field order parameter $|\Psi(t)|$ disappears at long times, the three phases can be distinguished in the short time dynamics of this observable. Figure 2 shows that for $Jt \lesssim 20$, the mean-field and dTWA results are in approximate agreement in all three phases. The magnitude $|\Psi(t)|$ does not decay in Phase II whereas it exhibits strong amplification in Phase III. In an experiment, the stabilization of superfluidity by interactions can be sharply demonstrated by comparing the dynamics of $|\Psi(t)|$ in the presence and absence of the ODF drive; in the absence of interactions, $|\Psi(t)|$ decays towards zero even on short time scales (gray lines in Fig. 2).

V. INFERRING TOPOLOGY

In contrast to $s$-wave superconductors, ground states and dynamical phases of $p$-wave superconductors can possess nontrivial topological properties. We now discuss how the topology of the dynamical phases can be probed in the ion simulator. For this study, we use the
FIG. 3. **Inferring topological properties of the dynamical phases.** (a) Initial BEC-like spin texture. (b) Mean-field, long-time winding number of the effective magnetic field texture as the relative strength of the single-particle ($K$) and interaction terms ($J$) are varied. In the strong interaction case ($K/J < 0.6$), the texture is BEC-like and topologically trivial, while in the weak interaction case ($K/J > 0.6$), it is BCS-like and topologically nontrivial. Representative field textures are shown, where each arrow now indicates the unit vector of the effective magnetic field acting at that site, and the color code indicates the normalized $B_z$ component. (c-d) The sense of rotation of the order parameter in the complex plane reveals the winding number of the underlying magnetic field texture. The topologically trivial (nontrivial) dynamical phase is associated with a counterclockwise (clockwise) rotation of $\Psi(t)$. While mean-field predicts a stable limit cycle (gray dashed line), dTWA calculations (color dots) show the order parameter spiralling in towards the origin at long times (plotted here until $Jt = 100$). The color gradient indicates the arrow of time. (e) The Cooper pair distribution function (CPDF) displays an even (odd) number of zero-crossings in the topologically trivial (non-trivial) case. These features are preserved even at times $Jt \sim 100$, when the order parameter has decayed considerably due to quantum fluctuations. For comparison, the dashed lines show the CPDF computed using mean-field theory. Crystal parameters are detailed in Appendix B and chiral spin states are initialized according to Appendix C.

initial spin texture shown in Fig. 3(a), which is approximately BEC-like in the sense that the $Z$-component of the spins first increases with radius, reaches a maximum, and then decreases with a further increase in radius. Figure 3(b) shows the winding number $W$ (Eq. 9) computed in mean-field theory as the ratio $K/J$ is tuned for a crystal of $N = 200$ ions in the Penning trap (see Appendix F for details of this calculation on the discrete crystal lattice). Representative examples of the effective magnetic field texture are also shown, which demonstrate the transition from a topologically trivial BEC-like texture ($K/J < 0.6$, $W \approx 0$) to a topologically non-trivial BCS-like texture ($K/J > 0.6$, $W \approx 1$). Remarkably, the topologically trivial and nontrivial phases can be distinguished by measurements of the real and imaginary parts of the order parameter. From Eq. (8), the sense of rotation of the order parameter in the complex plane—clockwise ($\mu_\infty > 0$) or counterclockwise ($\mu_\infty < 0$)—is a direct measurement of the sign of $\mu_\infty$, and consequently, enables us to infer the BCS-like or BEC-like nature of the effective magnetic field texture. Figures 3(c) and (d) show that the sense of rotation of the order parameter is different for $K/J = 0.35$ and $K/J = 0.85$, clearly indicating the transition from a topologically trivial to a topologically nontrivial dynamical phase as the ratio $K/J$ is tuned. While mean-field theory predicts the or-
order parameter to precess with an approximately constant radius in the complex plane, the build-up of quantum correlations cause the order parameter to spiral in towards the origin at long times, consistent with Fig. 2(b). Nevertheless, the decay does not modify the topological nature of the dynamical phases.

The preservation of the topology in the regime where the order parameter is decaying can be confirmed by measuring the so-called Cooper pair distribution function (CPDF) $\gamma(p)$ [4]. This function characterizes the nonequilibrium distribution of the quasiparticle spectrum in the asymptotic steady state and provides information about the topology of the dynamical phases: The topology of the dynamical phase is trivial (non-trivial) if the number of zero-crossings of this function is even (odd) [4].

In superconductors the CPDF can be measured via time-resolved ARPES [26]. In the spin model, $\gamma(p)$ maps to $\gamma(r_j)$, where $r_j$ is the position of ion $j$, and corresponds to the projection of the local spin vector $\langle \hat{s}_j \rangle$ onto the local effective magnetic field $\vec{B}_j$:

$$\gamma(r_j) = \frac{\langle \hat{s}_j \rangle \cdot \vec{B}_j}{\sqrt{\langle \hat{s}_j \rangle \cdot \langle \hat{s}_j \rangle} \sqrt{\vec{B}_j \cdot \vec{B}_j}}. \tag{20}$$

Here, the overbar denotes that the spin and effective magnetic field are measured in a frame rotating at $2\mu_\infty$ and the denominator ensures that the quantity is the direction cosine of the spin vector with respect to the local magnetic field. Figure 3(e) shows the CPDF as a function of ion radius from the trap center for $K/J = 0.35$ and $K/J = 0.85$. The solid curves in Fig. 3(e) have been computed accounting for quantum fluctuations and by running the simulation up to a time $Jt = 100$, for which the decay of the order parameter is clearly visible in Fig. 3(c-d). We find that the number of zero-crossings of the CPDF enable an inference of the topology even after significant decay of the order parameter. We note that site-resolved measurement of the spin components is sufficient to measure the effective local magnetic field [see Eq. (20)], while the value of $\mu_\infty$ can be obtained from a Fourier transform of the time series of $\Psi(t)$.

VI. REALIZING A TWO-CHANNEL MODEL

So far, we have focused on a regime where the c.m. mode is coupled off-resonantly to the spins and can hence be adiabatically eliminated, giving rise to an effective one-channel model description in terms of the Anderson spins alone. The c.m. mode plays the role of the bosonic molecular channel in the two-channel $p$-wave model. By suitably tuning the ODF difference frequency $\mu_\ast$, a near-resonant coupling with the c.m. mode can be engineered, thereby enabling simulation of the more general two-channel Hamiltonian [10]. Thus, our trapped ion simulator allows the exploration of the distinct physical behaviors featured by both the one-channel and two-channel models in the same experimental setting.

Figure 4 shows the time evolution of $|\Psi(t)|$ as the coupling to the c.m. mode is tuned from a far off-resonant regime ($\delta^2_1/G^2 \gg 1$) to the resonant regime ($\delta^2_1/G^2 \sim 0$). The curves are computed accounting for the initial quantum noise of the spins, which are initialized in a BCS-like state [top panel of Fig. 2(a)], as well as that of the c.m. mode, which is assumed to be initialized in the ground state. In the off-resonant regime, the behavior is similar to the one-channel model as the occupation of the c.m. mode remains small at all times. However, $|\Psi(t)|$ exhibits pronounced oscillatory behavior in the near-resonant and resonant regimes where excitations are strongly exchanged between the spins and the c.m. mode. Interestingly, these results indicate that for fixed $B_1$, there is an optimal $\delta_1$ in order to stabilize $|\Psi(t)|$ for a longer time. In addition to probing the role of the molecular channel, near-resonant coupling also enhances the interaction strength and may hence exhibit stronger signatures of the interaction dynamics in the time before sources of decoherence such as light scattering from the ODF beams kick in (Appendix B).

VII. CONCLUSION AND OUTLOOK

We have proposed a protocol to simulate the quench dynamics of $p + ip$ superfluids using ion crystals stored in a Penning trap. By utilizing the Anderson pseudospin mapping, we make a fermionic Hamiltonian amenable to simulation using spins encoded in the internal states of ions. In this way, we not only leverage the versatile toolbox of the trapped ion platform but we also circumvent limitations that arise with direct simulations of the...
fermionic model using ultracold quantum gases, where \( p \)-wave superfluids have been highly elusive till date.

We demonstrated how signatures of all three dynamical phases can be observed using crystals with \( \sim 200 \) ions. In the thermodynamic limit, the 2D \( p + ip \) model becomes integrable and the dynamics is well described by mean field theory. However, beyond mean field effects kick in at finite number of fermions; the relatively small number of spins in the trapped ion crystal naturally opens the avenue to observe beyond mean-field effects in the quench dynamics of \( p + ip \) superfluids and also facilitates the emulation of small superconducting grains [27].

We showed how the topological character of the dynamical phases can be inferred via the sense of rotation of the order parameter in the complex plane. Since our proposal maps the fermionic momentum on to the real-space position of ions, the addition of site-resolved detection of spins in the trap can provide time and momentum-resolved measurements of the simulated system, analogous to techniques used in solid state materials such as ARPES [28]. Along these lines, we showed how the Cooper pair distribution function can be measured with site-resolved detection and can be used to probe the topology of the dynamical phase.

By tuning closer to resonance with the c.m. mode, a two-channel \( p \)-wave model can be realized and the nonzero occupation of a molecular channel can be additionally simulated and investigated. It will be interesting to explore conditions where a dynamically active molecular channel can enhance superfluidity [30], in a way reminiscent to analogous phenomena recently studied in solid state quantum optics [31][32]. For example, our system can be used to study the response when the c.m. mode (i.e. the molecular channel) is driven or even squeezed via parametric amplification [23][24]. Furthermore, although we have considered a regime where the other drumhead modes are off-resonant, strong spin-mode coupling can lead to weak excitations of more than a single mode, leading to the emergence of spatial inhomogeneities than can emulate the phenomenon of Cooper pair turbulence [23].

Beyond the simulation of \( p + ip \) superconductors, trapped ions could also be used to study further exotic superconducting systems such as chiral \( d_{x^2-y^2} + id_{xy} \) superfluids [44]. Such systems can be simulated in the Penning trap by engineering the phase of the ODF beams to have spatial variations, which is possible with the use of deformable mirrors [29].

Finally, we note that the fermionic statistics of the original \( p \)-wave model is not present in the corresponding spin mapping, and therefore our proposal cannot be used to produce Majorana fermions [45][46]. However, the protocols we have developed can be used to both produce skyrmionic spin textures as well as stabilize them using interactions, which could find applications in demonstrating skyrmion qubits for quantum computing [17].
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Appendix A: Derivation of effective Hamiltonians

We show how the combination of optical dipole force (ODF) and Raman beams with suitable geometries leads to effective one-channel and two-channel models for $p$-wave interactions in ion crystals stored in a Penning trap.

1. Optical dipole force with tilted wavevectors

The Hamiltonian corresponding to only the ODF interaction is

$$\hat{H} = \sum_{j=1}^{N} \omega_s \hat{a}_j^\dagger \hat{a}_j + \sum_{n=1}^{N} \sum_{j=1}^{N} \omega_n \hat{a}_n^\dagger \hat{a}_n + 2 \sum_{j=1}^{N} \delta_{AC} \sin(\Delta k_x x_j + \Delta k_z \hat{z}_j - \mu_r t) \hat{a}_j^\dagger \hat{a}_j , \quad (A1)$$

where $\omega_s$ is the spin transition frequency, $\delta_{AC}$ is the strength of the optical dipole force, $\Delta k = \Delta k_x \hat{e}_x + \Delta k_z \hat{e}_z$ is the difference wavevector of the ODF beams and $\mu_r$ is their difference frequency. The out-of-plane motion is treated quantum mechanically and is represented by the operator $\hat{z}_j$. In terms of the drumhead modes, it can be expressed as

$$\Delta k_z \hat{z}_j = \sum_{n=1}^{N} \eta_n M_{jn} \left( \hat{a}_n + \hat{a}_n^\dagger \right) , \quad (A2)$$

where $\hat{a}_n, \hat{a}_n^\dagger$ are annihilation and creation operators for mode $n$ with frequency $\omega_n$, $\eta_n = \Delta k_z \sqrt{\hbar/(2m\omega_n)}$ is the Lamb-Dicke parameter, $m$ is the ion mass, and $M_{jn}$ is the displacement of ion $j$ under the influence of mode $n$. In contrast, the in-plane motion is dominated by the crystal rotation and is represented by the classical coordinate $x_j(t) = r_j \cos(\omega_t t + \phi_j)$, where $r_j$ is the distance of the ion from the trap center and $\phi_j$ is the azimuthal angle in the rotating frame.

2. Co-propagating Raman beams

We now introduce a pair of Raman beams that drive resonant two-photon transitions between the spin states. The beams are assumed to be copropagating so that their difference wavevector approximately vanishes [48] and hence does not induce any spin-motion coupling. In a frame rotating at $\omega_s$, the total Hamiltonian including the ODF and the Raman beams is

$$\hat{H} = \sum_{j=1}^{N} B_j \hat{a}_j^\dagger \hat{a}_j + \sum_{n=1}^{N} \sum_{j=1}^{N} \omega_n \hat{a}_n^\dagger \hat{a}_n + 2 \sum_{j=1}^{N} \delta_{AC} \sin(\Delta k_x x_j + \Delta k_z \hat{z}_j - \mu_r t) \hat{a}_j^\dagger \hat{a}_j . \quad (A3)$$

Here, $B_j$ is the effective two-photon Rabi frequency at the site of ion $j$. Assuming a beam waist $w \gg R$ for the Raman lasers, where $R$ is the crystal radius, we can approximate $B_j \approx B_0 - B_0 \alpha_j^2 / w^2$.

We now analyze the spin dynamics in a rotated spin space such that $\hat{a}_X \equiv -\hat{\hat{a}}_X$ and $\hat{\hat{a}}_X \equiv \hat{a}_Z$. Further transforming to a frame rotating at $B_0$, the Hamiltonian in the rotated spin space is

$$\hat{H} = \sum_{j=1}^{N} B_0 \frac{y_j^2}{w^2} \hat{a}_j^\dagger \hat{a}_j + \sum_{n=1}^{N} \omega_n \hat{a}_n^\dagger \hat{a}_n + \sum_{j=1}^{N} \delta_{AC} \sin(\Delta k_x x_j + \Delta k_z \hat{z}_j - \mu_r t) \left( \hat{a}_j^+ e^{-iB_0 t} + \hat{a}_j^- e^{iB_0 t} \right) . \quad (A4)$$

We can now see the twofold role played by the Raman drive: By providing a splitting $2B_0$ between $\hat{a}_j^+$ and $\hat{a}_j^-$, it will enable retention of only desired interactions and enable “rotating out” unwanted interactions. Second, the beam waist $w$ acts as a knob to tune the single particle dispersion.

3. Small angle approximation

We now consider the sine function appearing in Eq. (A4). For three arguments $A = \Delta k_x x_j, B = \Delta k_z \hat{z}_j, C = -\mu_r t$, we can expand

$$\sin(A + B + C) = \sin(A + B) \cos(C) + \cos(A + B) \sin(C) \quad (A5)$$
We assume that \( A, B \ll 1 \) and expand the relevant trigonometric functions in the small angle limit. The result, correct to second order in \( A, B \), is

\[
\sin(A + B + C) \approx (A + B) \cos C + \left( 1 - \frac{A^2 + B^2}{2} - AB \right) \sin C.
\]  

(A6)

4. Obtaining the two-channel model

We express the resonance requirements as a sum of frequencies appearing in the argument of complex exponentials multiplying each interaction term. To do so, we first note that the motion along \( x \) can be written as

\[
x_j = r_j \cos(\omega_j t + \phi_j) = (r_j/2)(e^{i(\omega_j t + \phi_j)} + e^{-i(\omega_j t + \phi_j)}),
\]

while the motion along \( z \) can be expanded as

\[
\Delta k z \hat{z}(t) = \sum_{n=1}^{N} \eta_n M_{jn} (\hat{a}_n e^{-i\omega_n t} + \hat{a}_n^+ e^{i\omega_n t}).
\]  

(A7)

This expansion assumes we have moved to an interaction picture with respect to the free phonon frequencies \( \omega_n \). The homogeneous Raman drive sets a frequency \( B_0 \) for the spins as seen from Eq. (A4). Finally, the terms \( \cos(-\mu_r t), \sin(-\mu_r t) \) can be expanded with complex exponentials of the form \( e^{\pm i\mu_r t} \). For discussing the rotating wave approximations, we neglect the small contribution arising from the spatially inhomogeneous component of the Raman beams, i.e. we assume the beam waist \( w \rightarrow \infty \).

We tune \( \mu_r \) to selectively induce a coupling between the spins \((B_0)\), the drumhead c.m. mode \((\omega_1)\) and the planar rotation \((\omega_r)\). In particular, we adjust \( \mu_r \) such that \( B_0 - \mu_r + \omega_1 + \omega_r = \delta_1 \). We will later consider the effect of off-resonant terms using realistic experimental parameters. Then, the only near-resonant term stems from the \( AB \sin C \) type term in Eq. (A6), and is of the form

\[
\hat{H}_1 = -\sum_{j=1}^{N} \frac{G}{i\sqrt{N}} \hat{r}_j \left( \hat{s}_j^+ \hat{a}_1^+ e^{i(\delta_1 t+\phi_j)} - \hat{s}_j^+ \hat{a}_1 e^{-i(\delta_1 t+\phi_j)} \right),
\]  

(A8)

where \( \hat{r}_j = r_j/R \) is the ion radius normalized to the crystal radius \( R \) (assuming a nearly circular crystal) and \( G \) is given by

\[
G = \frac{\delta_A C \eta_1 (\Delta k z R)}{4}.
\]  

(A9)

Here, \( \eta_1 = \Delta k z \sqrt{\hbar/(2m_\omega_1)} \) is the Lamb-Dicke parameter for the c.m. mode. The quantity \( \Delta k z R \) can be thought of as an effective Lamb-Dicke parameter for the in-plane motion.

The above analysis was carried out assuming that the beam waist of the Raman lasers \( w \rightarrow \infty \). Restoring a finite \( w \) and performing a frame transformation for the c.m. mode, we arrive at the effective Hamiltonian

\[
\hat{H}_{2\text{ch}} = \sum_{j=1}^{N} B_1 \hat{r}_j^2 \hat{s}_j^+ + \delta_1 \hat{a}_1^+ \hat{a}_1 - \sum_{j=1}^{N} \frac{G}{i\sqrt{N}} \hat{r}_j \left( \hat{s}_j^+ \hat{a}_1^+ e^{i\phi_j} - \hat{s}_j^+ \hat{a}_1 e^{-i\phi_j} \right),
\]  

(A10)

where \( B_1 = B_0 R^2/w^2 \).

5. Effective spin-exchange interaction

We now eliminate the c.m. mode from Eq. (A10) using effective Hamiltonian theory \[21\]. We express energy resonance requirements once again as complex exponentials by defining \( \delta_1' = \delta_1 - B_1 \hat{r}_j^2 \). Using a frame transformation for the spins and the c.m. mode, Eq. (A10) can be written as

\[
\hat{H}_1 = -\sum_{j=1}^{N} \frac{G}{i\sqrt{N}} \hat{r}_j \left( \hat{s}_j^+ \hat{a}_1^+ e^{i(\delta_1' t+\phi_j)} - \hat{s}_j^+ \hat{a}_1 e^{-i(\delta_1' t+\phi_j)} \right).
\]  

(A11)

By assuming that \( \delta_1' \) are large compared to the maximum interaction strength \( G \), a spin-spin Hamiltonian can be derived using effective Hamiltonian theory. The result is

\[
\hat{H}_{\text{eff}} = \sum_{j,k=1}^{N} \frac{G^2}{N\hbar(\delta_1',\delta_1')} \hat{r}_j \hat{r}_k \left[ \hat{a}_1^+ \hat{s}_j^+ e^{i(\delta_1' t+\phi)} \right] + \left[ \hat{a}_1 \hat{s}_k^+ e^{-i(\delta_1' t+\phi)} \right],
\]  

(A12)
where $h(a,b)$ is the harmonic mean of $a,b$. The commutator evaluates to

$$\commutator{\hat{a}_j^\dagger \hat{a}_k}{\hat{a}_k^\dagger \hat{a}_j} = \begin{cases} -\hat{a}_j^\dagger \hat{a}_k^\dagger, & j \neq k, \\ -2\hat{a}_j^\dagger \hat{a}_j - \hat{a}_k^\dagger \hat{a}_k, & j = k. \end{cases} \quad (A13)$$

The term containing $\hat{a}_j^\dagger \hat{a}_1$ can be neglected if the c.m. mode is initially in the ground state such that $\braket{\hat{a}_1^\dagger \hat{a}_1} = 0$. The effective Hamiltonian is therefore

$$\hat{H}_{\text{eff}} = - \sum_{j,k=1}^{N} \frac{G^2}{N h(\delta_1^j, \delta_1^k)} \hat{r}_j \hat{r}_k \hat{a}_j^\dagger \hat{a}_k^\dagger e^{-i[(\delta_1^j - \delta_1^k)t + (\phi_j - \phi_k)]}. \quad (A14)$$

The time-dependence can be removed via a frame transformation to give

$$\hat{H}_{\text{eff}} = \sum_{j=1}^{N} \left( B_1 \hat{r}_j^2 - \frac{G^2}{N \delta_1^j} \hat{r}_j^2 \right) \hat{a}_j - \sum_{j=1}^{N} \sum_{k \neq j}^{N} \frac{G^2}{N h(\delta_1^j, \delta_1^k)} \hat{r}_j \hat{r}_k \hat{a}_j^\dagger \hat{a}_k^\dagger e^{-i(\phi_j - \phi_k)}. \quad (A15)$$

Since $\delta_1 \gg G^2/\delta_1$ and $B_1$ is comparable to the latter frequency, as a first approximation we can assume $\delta_1^j \approx \delta_1^k = \delta_1$ and neglect site dependency in the denominators of the effective frequencies. This leads to the Hamiltonian for the one-channel model:

$$\hat{H}_{1\text{ch}} = K \sum_{j=1}^{N} \hat{r}_j \hat{a}_j - \frac{J}{N} \sum_{j=1}^{N} \sum_{k \neq j}^{N} \hat{r}_j \hat{r}_k \hat{a}_j^\dagger \hat{a}_k^\dagger e^{-i(\phi_j - \phi_k)}, \quad (A16)$$

where $J = G^2/\delta_1$ and $K = B_1 - J/N$. We note that the total magnetization $\hat{3}^z = \sum_j \hat{a}_j^\dagger \hat{a}_j$ is conserved by this Hamiltonian.

**Appendix B: Experimental parameters for implementation**

In this section, we provide experimental parameters for implementing our proposal. These parameters are based on settings used in the NIST Penning trap, where 2D crystals of tens to hundreds of ⁹Be⁺ ions are routinely prepared for quantum simulation and sensing.

1. **Trapping parameters**

Two-dimensional crystals of ⁹Be⁺ ions are formed in the Penning trap by a combination of an electric quadrupole field providing axial confinement and a strong axial magnetic field $B \approx 4.46$ T (cyclotron frequency $\omega_c/(2\pi) \approx 7.6$ MHz) that aids in radial confinement. The spin-1/2 degree of freedom is encoded in two long-lived hyperfine levels of each ⁹Be⁺ ion, i.e. $|\uparrow\rangle \equiv |2S_{1/2}, 1/2\rangle$ and $|\downarrow\rangle \equiv |2S_{1/2}, -1/2\rangle$. For a crystal with $N = 200$ ions, the crystal radius is $R \sim 100$ μm. Here we consider two sets of trapping parameters. In case A, we will set the rotation frequency to $\omega_r/(2\pi) = 180$ kHz and choose an axial trapping frequency, which is also the drumhead c.m. frequency, to be $\omega_1/(2\pi) = 1.59$ MHz. In case B, we choose a faster rotating crystal with a higher axial trapping frequency, viz. $\omega_r/(2\pi) = 900$ kHz and $\omega_1/(2\pi) = 3.42$ MHz. In the following, we explicitly refer to the different cases when specifying parameters that are not the same in the two cases. While case A represents the commonly used trapping parameters, the reason we consider two sets of parameters will become clear in Appendix [D] where we show that certain off-resonant terms are only negligible for the faster rotating crystal, i.e. case B.

In general, both the ODF beams and the Raman beams intersect the crystal plane at a non-zero angle. However, for the quantum simulation, we require that these beams have a radically varying intensity profile in the crystal plane. This can be achieved by using laser beams with elliptical beam waists, whose cross-section in the crystal plane will have a radial intensity profile.

2. **ODF interaction**

The optical dipole force is realized using a pair of lasers that intersect the crystal at approximately equal and opposite angles relative to the crystal plane, see Fig. [I(c)]. These lasers induce spatially varying AC Stark shifts on
of the pseudospin states by coupling these states to the $|2P_{3/2}\rangle$ manifold and give rise to a Hamiltonian of the form described in Eq. \( A1 \).

From Fig. 1(c), the wavevectors of the ODF lasers are given by

\[
\mathbf{k}_u = (k \cos \theta) \mathbf{e}_x - (k \sin \theta) \mathbf{e}_z, \\
\mathbf{k}_l = (k \cos(\theta + \delta \theta)) \mathbf{e}_x + (k \sin(\theta + \delta \theta)) \mathbf{e}_z,
\]

where \( u, l \) denote the upper and lower ODF beams respectively and \( k = |\mathbf{k}_u| = |\mathbf{k}_l| \). Denoting \( k_x = k \cos \theta, k_z = k \sin \theta \), we can write

\[
\mathbf{k}_u = k_x \mathbf{e}_x - k_z \mathbf{e}_z, \\
\mathbf{k}_l \approx (k_x - k_z \delta \theta) \mathbf{e}_x + (k_z + k_x \delta \theta) \mathbf{e}_z.
\]

(B1)

The difference wavevector can then be expressed as

\[
\Delta \mathbf{k} = k_z \delta \theta \mathbf{e}_x - (2k_x - k_z \delta \theta) \mathbf{e}_z = \Delta k_x \mathbf{e}_x + \Delta k_z \mathbf{e}_z.
\]

(B3)

The wavevector magnitude of each ODF laser is \( k \approx 2 \times 10^7 \text{m}^{-1} \). The Lamb-Dicke parameter along the axial direction is \( \eta_1 = \Delta k_z l_{\text{OP}}^z \), where \( \Delta k_z \approx 2k \sin \theta \) is the difference wavevector along the \( z \)-direction and \( l_{\text{OP}}^z = \sqrt{\hbar/(2m\omega)} \) is the zero-point motion of the c.m. mode. Here, we have neglected the small correction to \( \Delta k_z \) that arises from a non-zero misalignment \( \delta \theta \). To obtain a value \( \eta_1 \), the ODF lasers must be oriented at angles \( \pm \theta \) with respect to the crystal plane, with \( \theta = \sin^{-1}(\eta_1/(2k l_{\text{OP}}^z)) \). For \( \eta_1 \approx 0.3 \), we find \( \theta \approx 23.4^\circ \) for case A and \( \theta \approx 35.7^\circ \) for case B.

An analogous small parameter along the \( x \)-direction is given by \( \eta_x = \Delta k_x R \), where \( \Delta k_x = k \delta \theta \sin \theta \) is the difference wavevector in the crystal plane. To obtain a value \( \eta_x \), the required misalignment is given by \( \delta \theta = \eta_x/(k R \sin \theta) \). For \( \eta_x \approx 0.3 \), we find \( \delta \theta \approx 0.017^\circ \) for case A and \( \delta \theta \approx 0.016^\circ \) for case B.

We assume that \( \delta_{AC}/(2\pi) \approx 40 \text{ kHz} \). Then, the interaction strength \( G \) for the two-channel model is given by

\[
G = \frac{\delta_{AC} \eta_1 \eta_x}{4(2\pi)} = 900 \text{ Hz}.
\]

(B4)

By assuming a detuning of \( \delta_1/(2\pi) = 2 \text{ kHz} \) from the c.m. mode, we can arrive at the effective one-channel model coupling strength \( J \) as

\[
J = \frac{G^2}{\delta_1} = 405 \text{ Hz}.
\]

(B5)

In this parameter regime, the ratio \( \delta_1^2/G^2 \sim 5 \), and therefore the simulation will have a small two-channel character to it in addition to the dominant one-channel model (see Fig. 4).

3. Raman beams

Two-photon Raman transitions between the pseudospin states can be engineered by introducing a pair of copropagating Raman lasers that couple these states to the $|2P_{3/2}\rangle$ manifold in a far detuned regime. The purpose of the Raman beams is twofold. First, the spatially homogeneous two-photon Rabi frequency \( B_0 \) breaks the symmetry between the \( \hat{s}^+ \) and \( \hat{s}^- \) terms, see Eq. \( A4 \). We take this value to be \( B_0/(2\pi) = 10 \text{ kHz} \). Second, the radially varying intensity of the Raman beams tunes the dispersion \( K \) of the spins. We estimate the scale of the required beam waist \( w \) as the value at which \( K \approx J \), i.e.

\[
K \approx \frac{B_0 R^2}{w^2} = J \implies w \approx 497 \mu\text{m}.
\]

(B6)

An alternative mechanism to generate a Raman beam intensity gradient is by utilizing the Doppler shifts arising from the crystal rotation. Although the Raman beams are copropagating, their difference wavevector \( |\Delta k_R| \neq 0 \) because of the frequency splitting \( \omega_s \) of the spin states, i.e. \( |\Delta k_R| = \omega_s/c \), where \( c \) is the speed of light in vacuum. Assuming the Raman beams are propagating in the \( x - z \) plane and make an angle \( \theta_R \) with the crystal plane, the Hamiltonian for a single ion interacting with the Raman beams is given by

\[
\hat{H}_{R,j} = \omega_s \hat{s}_j^Z + \frac{B_0}{2} \left( \hat{s}_j^+ e^{i(|\Delta k_R| \cos \theta_R x_j(t) - \Delta \omega_R t)} + \hat{s}_j^- e^{-i(|\Delta k_R| \cos \theta_R x_j(t) - \Delta \omega_R t)} \right).
\]

(B7)
In the Doppler free case, two-photon resonance is satisfied by setting $\Delta \omega_R = \omega_s$. In this case, transforming to a frame rotating at $\omega_s$ leads to the interaction Hamiltonian

$$\hat{H}_{R,j} = \frac{B_0}{2} \left( \hat{s}_j^x e^{i|\Delta \mathbf{k}_R| \cos \theta_R x_j(t)} + \hat{s}_j^- e^{-i|\Delta \mathbf{k}_R| \cos \theta_R x_j(t)} \right).$$

(B8)

The Doppler shift is time modulated because $x_j(t) = r_j \cos(\omega_s t + \phi_j)$. Defining $\eta_j^R = |\Delta \mathbf{k}_R| \cos \theta_R r_j$, we can use the Jacobi-Anger expansion to write

$$e^{-i\eta_j^R \cos(\omega_s t + \phi_j)} = \sum_{n=-\infty}^{\infty} (-i)^n J_n(\eta_j^R) e^{-i n(\omega_s t + \phi_j)},$$

(B9)

where $J_n(x)$ is the $n^{th}$ Bessel function of the first kind. The $n = 0$ term is then given by

$$\hat{H}_{R,j}^{(0)} = B_0 J_0(\eta_j^R) \hat{s}_j^x \approx B_0 \left( 1 - \frac{(\eta_j^R)^2}{4} \right) \hat{s}_j^x = \left( B_0 - \frac{B_0 \omega_s^2 R^2}{4c^2} \eta_j^R \right) \hat{s}_j^x.$$

(B10)

The approximation is valid for $(\eta_j^R)^2 \ll 1$. To verify this, we consider the situation when the largest value of $\eta_j^R$ occurs, i.e., when $\theta_R = 0$ and $r_j = R \sim 100 \mu m$, where $R$ is the crystal radius. Using $\omega_s/(2\pi) = 124$ GHz, we estimate $\eta_j^R \approx 0.26$ and $(\eta_j^R)^2 \approx 0.067 \ll 1$. The achievable value of $B_1$ in this case is given by

$$B_1 = \frac{\omega_s^2 R^2}{4c^2} B_0 \approx 0.017 B_0 \approx 2\pi \times 170 \text{ Hz},$$

(B11)

where we have used $B_0/(2\pi) = 10$ kHz. Therefore, it appears that $B_1$ can be partially realized even without a beam waist by simply exploiting the crystal rotation.

We note that the dispersion $B_1$ arising from the Doppler shifts can also be achieved if Raman beams are replaced with a microwave drive that is tilted with respect to the spatial $z$-axis. Such an implementation may be simpler and will also eliminate off-resonant scattering from the Raman beams (see below). However, the long wavelength of microwaves precludes control of the beam waist at the 100 $\mu m$ level for additional tuning of $B_1$ that may be required for some aspects of our proposal.

4. Decoherence from off-resonant light scattering

We separately estimate the contributions from the ODF beams and the Raman beams and find them to be $[49, 50]$

$$\Gamma_{ODF}/2\pi \approx 38 \text{ Hz}, \quad \Gamma_{Raman}/2\pi \approx 15 \text{ Hz}.$$  

(B12)

The total decoherence rate is then $\Gamma_{tot}/(2\pi) = (\Gamma_{ODF} + \Gamma_{Raman})/(2\pi) \approx 53$ Hz.

With the chosen parameters, we estimate the typical time up to which the simulation can be run as $Jt \approx J(1/\Gamma_{tot}) \sim 7.6$. As we mention in the Main Text, the ratio of the coherent interaction to the decoherence rate can be enhanced by a number of means, including choosing a different ion species and transition, enhancing coherent coupling by parametric amplification and by working at a different ODF operating point.

We note that because of the multilevel structure of the electronic excited states, the full decoherence model for the ODF beams and for the Raman beams contains a number of independent decay channels with nontrivial rates and jump operators that are strongly modified by multilevel interference effects. Although we consider the full decoherence model $[49, 50]$, we have only roughly estimated the decoherence rate by inspecting analytical equations for the rate of decay of individual spin components. In the future, a detailed study of the impact of decoherence can be performed for specific experimental settings by including the full decoherence model in the numerical simulation.

Appendix C: Rotating-wave approximations

In deriving the two-channel model, we assumed that all other terms in the expansion Eq. (A6) could be considered rapidly oscillating. We now check whether this is true by first listing the various resonance conditions and estimating their values using real experimental parameters.
We first consider the term of the form $AB \sin C\hat{s}_j^+$, for which the possible arguments for the complex exponentials are (up to an overall sign, which gives the hermitian conjugate process with $\hat{s}_j^+$)

$$
\begin{align*}
T_{11} &\equiv B_0 - \mu_r + \omega_n + \omega_r = \delta_n \\
T_{12} &\equiv B_0 - \mu_r + \omega_n - \omega_r = \delta_n - 2\omega_r \\
T_{13} &\equiv B_0 - \mu_r - \omega_n + \omega_r = \delta_n - 2\omega_n \\
T_{14} &\equiv B_0 - \mu_r - \omega_n - \omega_r = \delta_n - 2\omega_n - 2\omega_r \\
T_{15} &\equiv B_0 + \mu_r + \omega_n + \omega_r = \delta_n + 2\mu_r \\
T_{16} &\equiv B_0 + \mu_r + \omega_n - \omega_r = \delta_n + 2\mu_r - 2\omega_r \\
T_{17} &\equiv B_0 + \mu_r - \omega_n + \omega_r = \delta_n + 2\mu_r - 2\omega_n \\
T_{18} &\equiv B_0 + \mu_r - \omega_n - \omega_r = -\delta_n + 2B_0. \\
\end{align*}
\tag{C1}
$$

We next consider the term of the form $B^2 \sin C\hat{s}_j^+$. Here, we have

$$
\begin{align*}
T_{21} &\equiv B_0 - \mu_r + \omega_n + \omega_k = \delta_1 + (\omega_n + \omega_k) - (\omega_1 + \omega_r) \\
T_{22} &\equiv B_0 - \mu_r + \omega_n - \omega_k = \delta_1 + (\omega_n - \omega_k) - (\omega_1 + \omega_r) \\
T_{23} &\equiv B_0 - \mu_r - \omega_n + \omega_k = \delta_1 + (\omega_k - \omega_n) - (\omega_1 + \omega_r) \\
T_{24} &\equiv B_0 - \mu_r - \omega_n - \omega_k = \delta_1 - (\omega_n + \omega_k) - (\omega_1 + \omega_r) \\
T_{25} &\equiv B_0 + \mu_r + \omega_n + \omega_k = \delta_1 + 2\mu_r + (\omega_n + \omega_k) - (\omega_1 + \omega_r) \\
T_{26} &\equiv B_0 + \mu_r + \omega_n - \omega_k = \delta_1 + 2\mu_r + (\omega_n - \omega_k) - (\omega_1 + \omega_r) \\
T_{27} &\equiv B_0 + \mu_r - \omega_n + \omega_k = \delta_1 + 2\mu_r + (\omega_k - \omega_n) - (\omega_1 + \omega_r) \\
T_{28} &\equiv B_0 + \mu_r - \omega_n - \omega_k = \delta_1 + 2\mu_r - (\omega_n + \omega_k) - (\omega_1 + \omega_r). \\
\end{align*}
\tag{C2}
$$

Next, we consider terms of the form $A^2 \sin C\hat{s}_j^-$. For these terms, we get

$$
\begin{align*}
T_{31} &\equiv B_0 - \mu_r + \omega_r + \omega_r = \delta_n + \omega_r - \omega_n \\
T_{32} &\equiv B_0 - \mu_r + \omega_r - \omega_r = \delta_n - \omega_r - \omega_n \\
T_{33} &\equiv B_0 - \mu_r - \omega_r + \omega_r = \delta_n - \omega_r - \omega_n \\
T_{34} &\equiv B_0 - \mu_r - \omega_r - \omega_r = \delta_n - 3\omega_r - \omega_n \\
T_{35} &\equiv B_0 + \mu_r + \omega_r + \omega_r = \delta_1 + 2\mu_r + \omega_r - \omega_n \\
T_{36} &\equiv B_0 + \mu_r + \omega_r - \omega_r = \delta_1 + 2\mu_r - \omega_r - \omega_n \\
T_{37} &\equiv B_0 + \mu_r - \omega_r + \omega_r = \delta_1 + 2\mu_r - \omega_r - \omega_n \\
T_{38} &\equiv B_0 + \mu_r - \omega_r - \omega_r = \delta_1 + 2\mu_r - 3\omega_r - \omega_n. \\
\end{align*}
\tag{C3}
$$

Now, we consider terms of the form $\sin C\hat{s}_j^-$. Here, the complex exponentials are simply $T_{41} \equiv B_0 + \mu_r$ and $T_{42} \equiv B_0 - \mu_r$, which respectively evaluate to $\delta_1 + 2\mu_r - \omega_n - \omega_r$ and $\delta_1 - \omega_n - \omega_r$.

We now turn to the term of the form $B \cos C\hat{s}_j^-$. Here, we have the following detunings

$$
\begin{align*}
T_{51} &\equiv B_0 - \mu_r + \omega_n = \delta_n - \omega_r \\
T_{52} &\equiv B_0 - \mu_r - \omega_n = \delta_n - 2\omega_n - \omega_r \\
T_{53} &\equiv B_0 + \mu_r + \omega_n = \delta_1 + 2\mu_r - \omega_r \\
T_{54} &\equiv B_0 + \mu_r - \omega_n = \delta_1 + 2\mu_r - 2\omega_n - \omega_r. \\
\end{align*}
\tag{C4}
$$

Finally, we consider the term of the form $A \cos C\hat{s}_j^-$. Here, we get

$$
\begin{align*}
T_{61} &\equiv B_0 - \mu_r + \omega_r = \delta_n - \omega_n \\
T_{62} &\equiv B_0 - \mu_r - \omega_r = \delta_n - 2\omega_r - \omega_n \\
T_{63} &\equiv B_0 + \mu_r + \omega_r = \delta_1 + 2\mu_r - \omega_n \\
T_{64} &\equiv B_0 + \mu_r - \omega_r = \delta_1 + 2\mu_r - 2\omega_r - \omega_n. \\
\end{align*}
\tag{C5}
$$

In order to estimate these expressions, we compute the equilibrium crystal structure for cases A and B, and obtain the drumhead mode spectrum to obtain the frequencies $\omega_n$. In Table[1] we provide the maximum and minimum values possible for each of these terms and for cases A and B. If the maximum and minimum values are large compared to $|\delta_1|$ and have the same sign, then there are no accidental resonances and the terms can be safely neglected. We have excluded the c.m. term when evaluating the range of $T_{11}$ as this is precisely the term of interest with $\delta_1/(2\pi) \leq 2$ kHz. Although at first glance all of these terms appear to be far off-resonant, we explore the impact of low-order off-resonant terms in a quantitative manner in the next section.
Appendix D: One-channel model and off-resonant terms

For simulating the one-channel model, we assumed that $\delta_1/(2\pi) = 2$ kHz constitutes a large detuning based on which the c.m. mode can be adiabatically eliminated. The resulting interaction is fourth order in the small parameters $A, B$ of the small angle expansion Eq. (A6). This raises the question whether some of the other terms in Eq. (A6),
Although off-resonant, could potentially compete with the effective one-channel interactions because they are of lower order in the small parameters. In this section, we consider the effect of terms that are zeroth and first order in the small parameters on the effective dynamics of the one-channel model. We also estimate off-resonant effects that arise from the second-order term $AB \sin C$ since some terms in this group are not very far off-resonant.

1. **$\sin C$ term**

This term is of the form
\[
\hat{H}_4 = \sum_j \frac{\delta_{AC}}{2i} \left( \hat{s}_j^+ e^{-i((\mu_r + B_j)t + \phi_j)} + \hat{s}_j^- e^{-i((\mu_r - B_j)t + \phi_j)} \right) + \text{h.c.} \tag{D1}
\]

Using effective Hamiltonian theory (EHT) and assuming $B_j \ll \mu_r$ and $B_j \approx B_0$ leads to
\[
\hat{H}_{4,\text{eff}} = \sum_j \frac{\delta_{AC} B_0}{\mu_r^2} \hat{s}_j^z. \tag{D2}
\]

This term represents a small AC Stark shift that leads to collective spin precession at a frequency $\sim 5$ Hz for case A and $\sim 0.9$ Hz for case B. Hence, its effect can be considered negligible.

2. **$A \cos C$ term**

This term is of the form
\[
\hat{H}_6 = \sum_j \frac{\delta_{AC} \eta_j r_j}{4} \left( \hat{s}_j^+ e^{-i((\mu_r + \omega_r + B_j)t + \phi_j)} + \hat{s}_j^- e^{-i((\mu_r - \omega_r + B_j)t + \phi_j)} \right.
\]
\[
+ \hat{s}_j^- e^{-i((\mu_r + \omega_r - B_j)t + \phi_j)} + \hat{s}_j^+ e^{-i((\mu_r - \omega_r - B_j)t + \phi_j)} \right) + \text{h.c.} \tag{D3}
\]

Using EHT leads to
\[
\hat{H}_{6,\text{eff}} = -\sum_j \frac{\delta_{AC} \eta_j^2 r_j^2}{8} \left[ \frac{1}{\mu_r + \omega_r + B_j} + \frac{1}{\mu_r - \omega_r + B_j} - \frac{1}{\mu_r + \omega_r - B_j} - \frac{1}{\mu_r - \omega_r - B_j} \right] \hat{s}_j^z. \tag{D4}
\]

Assuming $B_j \approx B_0 \ll \omega_r, \mu_r$, we get
\[
\hat{H}_{6,\text{eff}} = \sum_j \frac{\delta_{AC} B_0 \eta_j^2 r_j^2}{4} \left[ \frac{1}{(\mu_r + \omega_r)^2} + \frac{1}{(\mu_r - \omega_r)^2} \right] \hat{s}_j^z. \tag{D5}
\]

This term results in a radius-dependent AC Stark shift. We estimate its maximal value by setting $r_j = 1$, for which we find a precession frequency $\sim 0.5$ Hz for case A and $\sim 0.04$ Hz for case B. These are very small compared to the dispersion generated by the Raman beam waist and hence we neglect these terms.

3. **$B \cos C$ term**

This term is of the form
\[
\hat{H}_5 = \sum_{j,n} \frac{\delta_{AC} \eta_n \mathcal{M}_{jn}^n}{2} \left( \hat{s}_j^+ \hat{a}_n e^{-i((\mu_r + B_0 + \omega_n)t + \phi_j)} + \hat{s}_j^+ \hat{a}_n^\dagger e^{-i(\mu_r + B_0 + \omega_n)t} + \hat{s}_j^- \hat{a}_n^\dagger e^{-i(\mu_r - B_0 - \omega_n)t} + \hat{s}_j^- \hat{a}_n e^{-i(\mu_r - B_0 - \omega_n)t} \right) + \text{h.c.} \tag{D6}
\]

For applying EHT, we evaluate the following commutators
\[
\begin{align*}
[\hat{s}_j^+ \hat{a}_n, \hat{s}_k^- \hat{a}_m^\dagger] &= 2\delta_{nm} \hat{a}_n \hat{s}_j^+ \delta_{jk} + \delta_{nm} \hat{s}_j^+ \hat{s}_k^-, \\
[\hat{s}_j^+ \hat{a}_n, \hat{s}_k^- \hat{a}_m^\dagger] &= 2\delta_{nm} \hat{a}_n^\dagger \hat{s}_j^+ \delta_{jk} - \delta_{nm} \hat{s}_j^+ \hat{s}_k^-, \\
[\hat{s}_j^- \hat{a}_n, \hat{s}_k^+ \hat{a}_m^\dagger] &= -2\delta_{nm} \hat{a}_n \hat{s}_j^- \delta_{jk} + \delta_{nm} \hat{s}_j^- \hat{s}_k^+, \\
[\hat{s}_j^- \hat{a}_n, \hat{s}_k^+ \hat{a}_m^\dagger] &= -2\delta_{nm} \hat{a}_n^\dagger \hat{s}_j^- \delta_{jk} - \delta_{nm} \hat{s}_j^- \hat{s}_k^+.
\end{align*}
\tag{D7}
We only consider the effective role of each term in the parenthesis independently. With the assumption of ground state cooling, we make the replacement \( \hat{a}_m \hat{a}_n \rightarrow 0 \) and \( \hat{a}_m \hat{a}^\dagger_n \rightarrow \delta_{nm} \). We then have the effective Hamiltonian

\[
\hat{H}_{5,\text{eff}} = -\sum_{j,n} \sum_{m} \frac{\delta_{AC} \eta^2 \tilde{\gamma}_{jn}^2}{4i} \left[ \frac{1}{\mu_r + B_0 + \omega_n} + \frac{1}{\mu_r + B_0 - \omega_n} - \frac{1}{\mu_r - B_0 + \omega_n} - \frac{1}{\mu_r - B_0 - \omega_n} \right] \hat{\gamma}_j^+ \hat{\gamma}_n^+ - \sum_{j \neq k} \sum_{n} \frac{\delta_{AC} \eta^2 \tilde{\gamma}_{jn} \tilde{\gamma}_{kn} \tilde{M}_{kn}}{4} \left[ \frac{1}{\mu_r + B_0 + \omega_n} - \frac{1}{\mu_r + B_0 - \omega_n} + \frac{1}{\mu_r - B_0 + \omega_n} - \frac{1}{\mu_r - B_0 - \omega_n} \right] \hat{\gamma}_j^+ \hat{\gamma}_k^+ .
\] (D8)

As a first approximation, we neglect terms with \( \mu_r + \omega_n \) in the denominator since they are small compared with terms that have \( \mu_r - \omega_n \) in the denominator. Using the fact that \( B_0 \ll \mu_r - \omega_n \), we arrive at the approximate effective Hamiltonian

\[
\hat{H}_{5,\text{eff}} = \sum_{j,k} J_{5,jk} \hat{\gamma}_j^+ \hat{\gamma}_k^+ ,
\] (D9)

where the interaction matrix \( J_5 \) has elements given by

\[
J_{5,jk} = \begin{cases} 
\sum_{n} \frac{\delta_{AC} \eta^2 \tilde{\gamma}_{jn}^2}{2(\mu_r - \omega_n)^2}, & j = k \\
\sum_{n} \frac{\delta_{AC} \eta^2 \tilde{\gamma}_{jn} \tilde{\gamma}_{kn} \tilde{M}_{kn}}{2(\mu_r - \omega_n)}, & j \neq k.
\end{cases}
\] (D10)

The effective Hamiltonian \( \hat{H}_{5,\text{eff}} \) mediates achiral spin-exchange type interactions that directly compete with the chiral spin-exchange that we wish to engineer. We study the impact of this term numerically in Fig. 3 for case A and case B using mean-field theory. We find that in case A, this interaction causes \( |\psi(t)| \) to rapidly decay toward zero on short timescales whereas in case B, the impact of this term is rather small. From the form of the elements in the coupling matrix \( J_5 \), a larger rotation frequency \( \omega_r \) increases the denominator, i.e. makes these terms smaller and hence their impact is smaller in case B.

4. AB sin C term

The interaction giving rise to the two-channel model is present in this second-order term and was discussed previously. Here, we estimate the contribution of other terms present in this interaction since some of them are not very far off-resonant.

This term is of the form

\[
\hat{H}_1 = -\sum_{j,n} \frac{\delta_{AC} \eta^2 \tilde{\gamma}_j \tilde{\gamma}_n \tilde{M}_{jn}}{4i} \left( \hat{\gamma}_j^+ \hat{\gamma}_n^+ e^{-i[\mu_r - \omega_n - \omega_r - B_0]t + \phi_j] + \hat{\gamma}_j^+ \hat{\gamma}_n^+ e^{-i[\mu_r - \omega_n + \omega_r - B_0]t + \phi_j]} \right) + \text{h.c.}
\] (D11)

In writing the above equation, we have already ignored the terms that have exponentials containing the combination \( \mu_r + \omega_n \). Following a calculation similar to the \( B \cos C \) term, we find an effective Hamiltonian given by

\[
\hat{H}_{1,\text{eff}} = \sum_{j,k} J_{11,jk} \hat{\gamma}_j^+ \hat{\gamma}_k^+ + \sum_{j,k} J_{12,jk} \hat{\gamma}_j^+ \hat{\gamma}_k^+ ,
\] (D12)

where the interaction matrices \( J_{11}, J_{12} \) have elements given by

\[
J_{11,jk} = \begin{cases} 
\sum_{n} \frac{\delta_{AC} \eta^2 \tilde{\gamma}_j \tilde{\gamma}_n \tilde{M}_{jn}}{16(\delta_n - 2B_0)} e^{i(\phi_j - \phi_k)}, & j = k \\
-\sum_{n} \frac{\delta_{AC} \eta^2 \tilde{\gamma}_j \tilde{\gamma}_n \tilde{M}_{jn}}{16(\delta_n - 2B_0) + \frac{1}{\delta_n - 2\omega_r}} e^{i(\phi_j - \phi_k)}, & j \neq k,
\end{cases}
\] (D13)

\[
J_{12,jk} = \begin{cases} 
-\sum_{n} \frac{\delta_{AC} \eta^2 \tilde{\gamma}_j \tilde{\gamma}_n \tilde{M}_{jn}}{16(\delta_n - 2\omega_r)} e^{-i(\phi_j - \phi_k)}, & j = k \\
-\sum_{n} \frac{\delta_{AC} \eta^2 \tilde{\gamma}_j \tilde{\gamma}_n \tilde{M}_{jn}}{16(\delta_n - 2\omega_r) + \frac{1}{\delta_n}} e^{-i(\phi_j - \phi_k)}, & j \neq k.
\end{cases}
\]
FIG. 5. Impact of off-resonant interactions on the one-channel model dynamics for crystals formed under two different trapping parameters, (a) case A and (b) case B (see Appendix B1). In both cases, we progressively add terms to the pure one-channel model and study their impact. We add the following terms in the specified order: Chiral spin-exchange by all modes \( J_{12} \), anti-chiral spin-exchange by all modes \( J_{11} \) and achiral spin-exchange by all modes \( J_5 \). Here, we start from a BCS-like initial state [top panel of Fig. 2(a)] and use experimental parameters discussed in Appendix B. We have used \( B_1 \approx J \), where the value of \( J/(2\pi) \approx 405 \text{ Hz} \).

The \( J_{12} \) matrix now represents the chiral spin-exchange interactions arising from all drumhead modes. On the other hand, the \( J_{11} \) matrix describes anti-chiral interactions mediated by these modes. We estimate the impact of these terms numerically in Fig. 5 and find that they do not significantly impact the one-channel model dynamics in both cases A and B.

Our study of off-resonant interactions shows that trapping parameters can be found where the impact of these terms can be neglected for realizing the one-channel model. In the case of the two-channel model, preliminary numerical results indicate that, even in case A, the adverse impact of off-resonant terms on short timescales \( (Gt \lesssim 30) \) is reduced as the c.m. mode is brought near resonance, suggesting that two-channel dynamics could be probed even with case A trapping parameters. The pure one-channel and pure two-channel model results presented in the Main Text have been computed using the case A equilibrium crystal. We have checked that all the results for the case B equilibrium crystal are qualitatively similar to the case A results when off-resonant terms are neglected.

We end this section by noting that we have not extensively considered the impact of cross-talk between different terms as well as the role of terms at third and higher order in the small parameters, because of the sheer number of terms and their combinations. Their impact and the parameter regimes where they are negligible could potentially be explored directly on the quantum simulator.

Appendix E: Numerical methods

While the classification of dynamical phases is based on a mean-field study in the thermodynamic limit, the finite size of our system has motivated us to consider beyond-mean-field techniques for numerical solution. Here, we present the mean-field equations for the one-channel and two-channel models, discuss how we include the quantum noise of the initial state using the discrete truncated Wigner approximation (dTWA) method, and benchmark the performance of dTWA using special crystals where the geometry allows for exact numerical solution of the Schrödinger equation.

1. Mean-field equations of motion for one-channel and two-channel models

In the mean-field theory for the one-channel model, we replace the spin vector operator \( \hat{s}_j \) at each site \( j \) by a vector of c-numbers \( s_j = (s_j^x, s_j^y, s_j^z) \). The commutation relations are replaced by Poisson brackets, \( \{s_j^a, s_k^b\} = i\epsilon_{abc}s_k^c\delta_{jk} \). Defining \( s_j^\pm = s_j^x \pm is_j^y \), the dynamics under Hamiltonian (A16) are given by

\[
\begin{align*}
\frac{d}{dt}s_j^+ &= iK_j^2s_j^+ + iJ\bar{\tilde{r}}_j\bar{s}_j^Z e^{i\phi_j}\psi_j^*, \\
\frac{d}{dt}s_j^- &= -J\bar{\tilde{r}}_j\text{Im}\left[ s_j^+ e^{-i\phi_j}\psi_j^* \right],
\end{align*}
\]  
\tag{E1}

where \( \psi_j = (2/N)\sum_{k\neq j}\tilde{r}_k\bar{s}_k^- e^{i\phi_k} \).
To obtain the mean-field equations for the two-channel model governed by Hamiltonian (A10), we additionally replace the annihilation operator $\hat{a}_1$ of the c.m. mode by a complex amplitude $\alpha_1$. The resulting equations are

\[
\begin{align*}
\frac{d}{dt}s^+_j &= iB_1\hat{r}_j^2s^+_j + \frac{2G}{N}\alpha_1^*s^+_j\hat{r}_je^{i\phi_j}, \\
\frac{d}{dt}s^z_j &= -2G\sqrt{N}\hat{r}_j\text{Re}\left[s^+_j\alpha_1e^{-i\phi_j}\right], \\
\frac{d}{dt}\alpha_1 &= -i\delta_1\alpha_1 + \frac{\sqrt{NG}}{2}\psi,
\end{align*}
\]

(E2)

with $\psi = (2/N)\sum_j \hat{r}_j s^-_j e^{i\phi_j}$.

For mean-field simulations, the above equations are numerically evolved starting from initial conditions where the $c$-numbers are assigned the expectation values of the corresponding quantum operators in the initial state.

2. Accounting for initial quantum noise

For finite size systems, quantum corrections to the mean-field dynamics become important. To explore their effects, we simulate the effects of the quantum noise of the initial state by evolving several trajectories under the mean-field equations starting from randomly drawn initial conditions. For the spin degrees of freedom, we first find the mean spin direction $\hat{e}^m_\parallel$ in the initial state. Next, we identify two mutually orthogonal spin directions, $\hat{e}^{\perp,1}_j, \hat{e}^{\perp,2}_j$, in the plane perpendicular to the mean spin. The initial spin vector can then be written as

\[
\hat{\mathbf{s}}_j = \hat{s}^\parallel_j \hat{e}^\parallel_j + \hat{s}^{\perp,1}_j \hat{e}^{\perp,1}_j + \hat{s}^{\perp,2}_j \hat{e}^{\perp,2}_j.
\]

(E3)

For mean-field simulations, we set $\hat{s}^\parallel_j = 1/2, \hat{s}^{\perp,1}_j = \hat{s}^{\perp,2}_j = 0$. To go beyond mean-field, we use the prescription of the discrete truncated Wigner approximation [24], according to which $\hat{s}^{\perp,1}_j$ and $\hat{s}^{\perp,2}_j$ are independently and randomly chosen to be $\pm1/2$ with equal probability.

In the case of the two-channel model, we additionally draw the complex amplitude $\alpha_1$ from the Wigner distribution of the initial state of the c.m. mode, which we always assume is the motional ground state in this work. Therefore, the real and imaginary parts of $\alpha_1$ are independently drawn from a Gaussian distribution with zero mean and a variance of $1/4$.

3. Benchmarking the dTWA results

In the case of a real crystal in a Penning trap, the triangular lattice is only approximate and hence every ion is typically at a slightly different radius from the trap center. This makes an exact solution of the Schrodinger equation subject to Hamiltonian (A16) exponentially hard. Therefore, in order to test the reliability of the dTWA results, we test this technique on a hypothetical ideal crystal made of $M$ concentric rings of ions, for which an exact numerical solution to the Schrodinger equation is feasible. We assume that the number of ions $N_m$ in ring $m = 1, \ldots, M$ is given by $N_m = 6(m-1) + \delta_{m,1}$, which roughly mimics the lattice structure of closed-shell Penning trap crystals. Here, the first ring $m = 1$ is taken to be the single ion at the crystal center. For simplicity, we assume that the radius of the rings $r_m$ grows linearly with ring index $m$ with $r_1 = 0$.

For this model, we can define total angular momentum operators for each ring, $\hat{\mathcal{J}}^\pm_m, \hat{\mathcal{J}}^z_m$ as

\[
\hat{\mathcal{J}}^\pm_m = \sum_{j \in \text{ring } m} \hat{s}_j^\pm e^{\mp i\phi_j}, \quad \hat{\mathcal{J}}^z_m = \sum_{j \in \text{ring } m} \hat{s}_j^z.
\]

(E4)

These operators are readily seen to obey the usual angular momentum commutation relations. In terms of these operators, the one-channel model (A16) can be expressed as

\[
\hat{H}_{\text{eff}} = B_1 \sum_{m=1}^M \hat{r}_m^2 \hat{\mathcal{J}}^z_m - \frac{J}{N} \sum_{m,m'=1}^M \hat{r}_m \hat{r}_{m'} \hat{\mathcal{J}}^+_m \hat{\mathcal{J}}^-_{m'}.
\]

(E5)

For a crystal with $M$ rings, the total number of ions is $N(M) = 1 + 3M(M-1)$. The computational complexity is significantly reduced in the total angular momentum picture, because, for the initial states we consider, we only need to track the fully symmetric subspace of each ring. Therefore, the number of basis states in each ring is reduced...
FIG. 6. Benchmarking the discrete truncated Wigner approximation (dTWA) method. Solid lines are computed by numerical propagation of the Schrodinger equation while the dotted lines are obtained using the dTWA method. Here, we assume that the crystal is made of perfectly concentric rings of ions and the spin state is initialized in a BCS-like state [top panel of Fig. 2(a)]. Here, we have used the ratio $K/J = 1$.

from $2^{N_m}$ to $N_m + 1$, thereby enabling the rapid simulation of exact dynamics for crystals with up to $M = 5$ rings ($N(5) = 61$ ions). Figure 6 shows the excellent agreement of the dTWA calculation with the exact solution for crystals with $M = 4$ and $M = 5$ rings, confirming the validity of the dTWA technique for beyond-mean-field calculations in this work.

**Appendix F: Computation of winding numbers**

In continuous 2D space, the winding number of a unit vector field $\hat{u}(x,y)$ is defined as the surface integral

$$ W = \frac{1}{4\pi} \int dx \, dy \, \hat{u} \cdot \left( \frac{d\hat{u}}{dx} \times \frac{d\hat{u}}{dy} \right). $$

(F1)

In the crystal, the winding number calculation must be carried out on a lattice with discrete sites. Here, the prescription is to identify triplets of neighbors by introducing a triangulation of the crystal lattice as shown in Fig. 7. We use the Delaunay triangulation, wherein triangles are formed between neighboring triplets in such a way that no vertex of the crystal lies inside the circumcircle of each triangle. For each triangle, we label the vertices $A, B, C$ such that the directed edges give rise to a face normal pointing upward from the crystal plane, i.e. $\overrightarrow{AB} \times \overrightarrow{BC} \parallel \hat{e}_z$. Having identified such ordered triplets of vertices, a solid angle $\Omega_{ABC}$ is introduced for each triangle, defined as

$$ \tan \left( \frac{\Omega_{ABC}}{2} \right) = \frac{\hat{u}_A \cdot (\hat{u}_B \times \hat{u}_C)}{1 + \hat{u}_A \cdot \hat{u}_B + \hat{u}_B \cdot \hat{u}_C + \hat{u}_C \cdot \hat{u}_A}. $$

(F2)

The winding number on the discrete lattice is obtained by summing the solid angle $\Omega_{ABC}$ over all triangles $\Delta_{ABC}$ of the triangulation:

$$ W = \frac{1}{4\pi} \sum_{\Delta_{ABC}} \Omega_{ABC}. $$

(F3)

In the present work, we call the winding number $Q$ if the vector field is taken as the spin texture, while we label it as $W$ if the vector field is the effective magnetic field texture in the frame rotating at $2\mu_\infty$.

**Appendix G: State initialization**

To generate chiral BCS-like and BEC-like initial states, we take advantage of the term of the form $A \cos C \hat{s}_j$ that is available in the small-angle expansion of the ODF interaction [Eq. (A6)]. This term describes a coupling of the spins with the planar rotation without involving the drumhead c.m. mode. We assume that the ODF lasers have a
FIG. 7. Demonstration of Delaunay triangulation for a crystal with 200 ions. The triangulation is used to identify triplets of neighbors on the discrete lattice for computing the winding number of the spin texture ($Q$) or that of the effective magnetic field texture ($W$).

tunable beam waist $w_{ODF}$. By tuning $\mu_r = B_0 + \omega_r$ and ignoring rapidly oscillating terms, the effective interaction is given by

$$\hat{H}_{\text{init}} = \sum_j \frac{\Omega_j}{2} (\hat{s}^+_j e^{-i\phi_j} + \hat{s}^-_j e^{i\phi_j}), \quad (G1)$$

where $\Omega_j = \Omega_0 \tilde{r}_j e^{-r_j^2/w_{ODF}^2}$ with $\Omega_0 = \delta_{AC}(\Delta k_x R)/2$ and $\tilde{r}_j = r_j/R$. The Hamiltonian $\hat{H}_{\text{init}}$ describes non-interacting spins each undergoing rotation under a local magnetic field. Using the local axes introduced in Eq. (14), we can compactly write

$$\hat{H}_{\text{init}} = \sum_j \Omega_j \hat{s}^Y_j. \quad (G2)$$

For the initialization, we assume that the beam waist of the Raman beams is much larger than the crystal radius, i.e. $w \gg R$ so that the dispersion arising from the spatial variation of the Raman beams can be neglected.

We now describe the initialization protocols for various cases that we discuss in the Main Text.

1. **BCS initialization for phases I and II**

We assume that the beam waist of the ODF lasers are much larger than the crystal radius, i.e., $w_{ODF} \gg R$. Then, $\hat{H}_{\text{init}}$ reduces to

$$\hat{H}_{\text{init}} = \Omega_0 \sum_j \tilde{r}_j \hat{s}^Y_j. \quad (G3)$$

We initialize all spins in $|\uparrow\rangle_Z$ (i.e. in the rotated spin space) by an appropriate global $\pi/2$ pulse. Setting the maximum pulse area $\Omega_0 T = \pi$, the outermost spins are then rotated all the way to $|\downarrow\rangle_Z$ whereas the central spin is unaffected by virtue of the dependence of the Rabi frequency on $\tilde{r}_j$. Data shown in Fig. 2(a-b) and Fig. 4 are obtained using this initial state.

2. **BEC initialization for winding number studies**

We assume that $w_{ODF} < \sqrt{2}R$. The radial modulation of the Rabi frequency results in a maximum Rabi frequency $\Omega_{\text{max}}$ at radius $r_{\text{max}}$, that are respectively given by

$$\Omega_{\text{max}} = \Omega_0 \frac{w_{ODF}}{R \sqrt{2}e}, \quad r_{\text{max}} = \frac{w_{ODF}}{\sqrt{2}}. \quad (G4)$$
Therefore, for \( w_{\text{ODF}} < \sqrt{2} R \), the maximum pulse area for a fixed rotation time \( T \) is experienced by a spin somewhere in the middle of the crystal. We initialize all spins in \( |\downarrow\rangle_Z \). For the winding number study, we set the maximum pulse area \( \Omega_{\text{max}} T = \pi \) and use a beam waist \( w_{\text{ODF}} = 0.3 R \), which ensures that a large number of the outer spins are negligibly rotated. This ensures that the winding number \( W \) is reasonably quantized. Data shown in Fig. 3 are obtained using this initial state.

3. BCS initialization for phase III

Preparing the initial state for phase III requires the presence of a sharp domain wall and an order parameter of small magnitude. To obtain the domain wall, first spins are initialized in \( |\downarrow\rangle \) and use a beam waist \( w_{\text{ODF}} = R/2 \) and set the maximum pulse area to be \( \Omega_{\text{max}} T = 0.1 \pi \), i.e. the spin rotation is through rather small angles. Furthermore, since the spins in the different domains start in opposite orientations, a partial cancellation occurs that further decreases the magnitude of the initial order parameter. Data shown in Fig. 2(c) are obtained using this initial state.
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