A Predictive Model for Qualitative Evaluation of PG-SGA in Tumor Patients Through Machine Learning
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Objective: Patient-Generated Subjective Global Assessment (PG-SGA) was a nutritional status assessment technique specifically tailored for patients with oncology. The goal of this study was to develop a machine learning (ML) prediction model for predicting PG-SGA categorization of patients with tumor.

Methods: From 2014 to 2020, patients at the First Hospital of Jilin University performed laboratory testing, bioelectrical impedance, physical measures, and the PG-SGA scale. A total of 8230 patients were involved in the study. Patients with missing or partial data were removed, leaving 7287 patients, of which 3743 were males and 3544 were females. ML was used to design a clinical prediction model for PG-SGA categories.

Results: Through the least absolute shrinkage and selection operator (LASSO) and the correlation matrix, 135 variables were screened and 6 variables were retained; ML was performed among the remaining variables. The accuracy of neural network prediction models was 70.3% and 70.4% for males and females in the training cohort, respectively, and 74.4% and 73.2% for males and females in the validation cohort, respectively. The area under curve (AUC) of males was 0.87 for PG-SGA scores “0–3”, 0.70 for PG-SGA scores “4–8” and 0.74 for PG-SGA scores “>8”. As for females, the AUC was 0.85 for PG-SGA scores “0–3”, 0.65 for PG-SGA scores “4–8” and 0.76 for PG-SGA scores “>8”. The results of confusion matrix showed that the models were of good predictive validity. The prediction model was nearly 90% accurate for predictions that do not require nutritional support.

Conclusion: We demonstrated that neural network learning is the best clinical prediction model using ML. The model can work as a prediction for the PG-SGA classification of patients with cancer and can be promoted further in the clinic.
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Currently, Patient-Generated Subjective Global Assessment (PG-SGA) is a useful approach for the nutritional assessment of patients with cancer, and it has been universally endorsed by numerous organizations, including the American Society for Parenteral and Enteral Nutrition (ASPEN) and the Chinese Medical Association for Parenteral and Enteral Nutrition (CSPEN).1 However, PG-SGA is characterized by a difficult operation, a lengthy training period for operators, and some subjectivity in actual clinical application, thus it is essential to develop an efficient clinical prediction model to predict PG-SGA categorization, which can be better promoted in the clinic. The collection and analysis of large amounts of data may be an effective approach to develop a clinical model. In the last decades, machine learning (ML) has become a popular method for predicting clinical outcomes and patient health indicators.2 Deep learning has recently emerged as a proficient approach for analyzing enormous amounts of complicated data that
standard statistical methods cannot manage. In previous research, deep learning has shown certain effectiveness in improving the prognosis of patients with cancer, including progression free survival (PFS) and overall survival (OS).\textsuperscript{2–4} However, no viable clinical prediction model has been developed to give an accurate clinical prediction for PG-SGA qualitative diagnosis. In this study, we included 8230 patients with a tumor at the First Hospital of Jilin University from 2014 to 2020, and we attempted to build an accurate and sensitive prediction model incorporating common nutritional indicators of patients. We used ML methods to build reasonable prediction models and compared the optimal machine learning methods, including neural network, support vector machines (SVM), decision tree, k-nearest neighbors (KNN), etc. Finally, we relied on a large amount of data to form a rapid qualitative diagnosis of PG-SGA in patients with a tumor.

**Methods**

**Participants**

Original data were obtained from patients, who had completed laboratory tests, bioelectrical impedance, physical measurements, and the PG-SGA scale evaluations from 2014 to 2020 at the First Hospital of Jilin University. A total of 8230 participants were enrolled in this study. The inclusion criteria were as follows: (1) age >18 years; (2) patients with pathologically confirmed malignancy; (3) received laboratory tests, bioelectrical impedance, physical measurements, and PG-SGA scale after admission. The exclusion criteria: (1) failure to complete relevant examinations or missing relevant examinations; (2) merged with 2 or more than 2 types of tumors. Finally, the study included 7287 patients (3743 males and 3544 females). This study was approved by the Ethics Committee of the First Hospital of Jilin University, No. 2017–362.

**Variable Selection**

The physiological conditions of men and women were found to be different. Therefore, we trained men and women separately in this study and applied the least absolute shrinkage and selection operator (LASSO) method to complete the screening of 135 features, after which we used the correlation matrix method to screen the values obtained from the LASSO. LASSO was performed with a penalty factor at 10. We then added a question—weight loss in 1 month—based on our clinical experiences, in which the question was answered by using categorical variables. Finally, the features to build the PG-SGA classification model were obtained.

**Training Cohort and Validation Cohort**

In this study, we applied several ML-based approaches, including neural network, to analyze the data. In the first step of model processing, the male and female data were categorized according to the training cohort (70% of participants) and the validation cohort (30% of participants), respectively. We took the training cohort to construct the ML-based PG-SGA classification models for male and female, respectively. Participants in the validation cohort were employed to verify the fitting ability of the models. To improve the fitting ability of the ML model, the training data was preprocessed by subtracting the mean from the data and dividing it by the variance (Equation (1)).

\[
x = \frac{x - \mu}{\sigma}
\]  

Equation (1)

In Equation (1), x in the numerator represents the original data, \(\mu\) is the mean value, \(\sigma\) in the denominator is the data standard deviation, and x to the left of the equal sign represents the standardized data.

**Model Construction**

Herein, we adopt a three-layer neural network structure with excellent fitting ability, including an input layer, hidden layer, and output layer. The combination of Kaiming weight initialization and the activation function Relu makes the fitting ability of the neural network stronger. Therefore, Kaiming weight initialization and activation function Relu were used. When training a neural network model, Adam’s optimization algorithm is applied. The Adam optimization algorithm has a learning rate of 0.1–0.001 and a regularized weight parameter of 0.1–0.001. Finally, the cross-entropy
loss function and the backpropagation algorithm were used to train the parameters. This training process has been formulated in Equation (2).

\[ Y = \sigma(\omega X + b) \]  

(2)

In Equation (2), \( X \) represents the input data, \( \sigma \) represents the activation function, \( \omega \) is the matrix of weight parameters, \( b \) is the bias-to-vector, and \( Y \) represents the output of the PG-SGA category.

**Model Validation**

To demonstrate the model performance, we compared the predicted PG-SGA categories with the real PG-SGA categories assessed with the clinical data. The features of the validation cohort were input to the neural network to obtain three probabilities of PG-SGA: low, medium, and high. The three probabilities were compared, and the category with the highest probability was considered as the predicted category. The number of correctly predicted categories was divided by the number of validation cohort labels to obtain an accuracy rate to measure the model fitting ability. Receiver operating characteristic curve (ROC) and confusion matrix were also conducted to analyze the predictive accuracy of models.

**Statistical Analysis**

SPSS 26.0 statistical software and PyTorch (version 1.61) were used for data analysis. The Student’s \( t \)-test was used to compare participants’ characteristics between 2 study cohorts with different continuous variables, and the Wilcoxon rank-sum test was applied when the variables did not satisfy the conditions for the test. The \( \chi^2 \) test was used to analyze the categorical variables. All statistical tests were two-sided, and \( P < 0.05 \) indicated statistical significance.

**Results**

**Participant Characteristics**

There were 8230 entries in the database, of which 7287 were qualified. The average age of enrolled participants was around 50 (+) years. Females constituted 48.54% of the population. 44.18% of patients had a PG-SGA score of 0–3. Scores of 4–8 and >8 represented 34.65% and 21.17% of the participants, respectively (see Table 1 for details).

**Variable Selection**

First, the LASSO technique was used to screen 135 features for males and females respectively. A total of 7 characteristics were confirmed through LASSO: albumin, fat free mass index (FFMI), hemoglobin (HGB), platelet-to-lymphocyte ratio (PLR), neutrophil-to-lymphocyte ratio (NLR), grip strength and calf circumference. 6 features were yielded for males (albumin, FFMI, HGB, PLR, grip strength, calf circumference) and 6 features for females (albumin, FFMI, HGB, NLR, PLR, calf circumference). Following that, the correlation matrix was built by utilizing these 6 characteristics with PG-SGA according to gender (see Figure 1). We also drew violin plots of these nutritional indicators of participants to show the distribution of each indicator in both genders at baseline (see Figure 2). In addition, generalized additive models for each nutritional indicator with PG-SGA scores were also analyzed (see Figure 3). Finally, 4 characteristics, albumin, FFMI, PLR and HGB were confirmed variables, chosen based on the correlation values of the male and female, along with weight loss within 1 month as a categorical variable based on clinical experience (see Appendix Table 1 for details of degree of weight loss).

**Model Construction**

We set the neural network’s learning rate at 0.01, the regularization weight at 0.001, and the number of iterations at 1000. The input layer is made up of 5 neurons, and the 5 neurons in the input layer represent 5 filtered characteristics. The hidden layer is made up of 16 neurons, and the output layer is made up of 3 neurons, which represent the 3 PG-SGA categories (Figure 4 shows a snapshot of the neural network). We also compared several approaches in the ML field, including neural network, KNN, decision tree, random forest, extreme gradient boosting (XGBoost), etc., from which we could confirm the neural network was the best approach for model construction (see Appendix Table 2 for details).
Table 1 Demographic and Nutritional Characteristics of Patients

|                      | PG.SGA<4 | P <0.05 | PG.SGA 4–8 | P <0.05 | PG.SGA>8 | P <0.05 |
|----------------------|----------|---------|------------|---------|----------|---------|
|                      | Male (n = 1481) | Female (n = 1746) | Male (n = 1374) | Female (n = 1146) | Male (n=888) | Female (n=652) |        |
| Albumin, g/L         | 39.25    | 40.74   | <0.01      | 37.65   | 38.63    | <0.01   | 35.61   | 36.13 | 0.06 |
| HGB, g/L             | 132.83   | 122.88  | <0.01      | 126.55  | 117.42   | <0.01   | 113.87  | 111.20 | <0.05 |
| NLR                  | 2.88     |         |            | 3.35    |          |        |        | 4.27   |     |
| PLR                  | 157.96   | 185.45  | <0.01      | 196.49  | 208.28   | 0.31    | 285.90  | 309.77 | 0.19 |
| FFMI, kg/m²          | 17.64    | 16.32   | <0.01      | 16.04   | 14.26    | <0.01   | 14.90   | 12.93 | <0.01 |
| Calf circumference, cm | 34.21  | 34.42   | 0.51       | 34.07   | 33.02    | <0.01   | 34.49   | 31.51 | <0.01 |
| grip strength, kg    | 31.85    | 19.97   | <0.01      | 29.38   | 18.33    | <0.01   | 26.90   | 16.53 | <0.01 |
| Cancer type          |          |         |            |         |          |        |        |       |     |
| Lung cancer          | 740      | 410     |            | 580     | 332      |        | 250     | 187   |     |
| Breast cancer        | 1        | 1026    |            | –       | 398      |        | –       | 97    |     |
| Gastrointestinal cancer | 400  | 224     |            | 486     | 318      |        | 551     | 213   |     |
| Others               | 340      | 86      |            | 308     | 98       |        | 87      | 155   |     |
| Degree of weight loss within 1 month |          |         |            |         |          |        |        |       |     |
| 0                    | 1426(69.94) | 1660(68.57) | 483(23.69) | 621(25.65) | 130(6.38) | 140(5.78) |        |       |     |
| 1                    | 40(16.26)  | 53(29.12) | 165(67.07) | 97(53.30) | 41(16.67) | 32(17.38) |        |       |     |
| 2                    | 5(2.85)   | 18(5.70) | 349(66.22) | 205(44.87) | 163(30.93) | 93(29.43) |        |       |     |
| 3                    | 0(0.00)   | 1(0.21)  | 296(47.13) | 185(40.39) | 332(52.87) | 272(59.39) |        |       |     |
| 4                    | 0(0.00)   | 0(0.00)  | 81(26.73)  | 38(24.84) | 222(73.27) | 115(75.16) |        |       |     |
| $P_{Male}$           |          |         |            |         |          |        |        | <0.01 |     |
| $P_{Female}$         |          |         |            |         |          |        |        | <0.01 |     |
Model Validation

The male and female neural network models are iterated for 1000 times, and the ideal male and female models were selected. The predictive values for PG-SGA categories are shown in Table 2. The ideal model’s overall accuracy for male was 70.3%. The model was stronger in predicting PG-SGA scores “0–3” with an accuracy of 87.9% and weaker in predicting scores “4–8” and “>8” with an accuracy of 62.4% and 53.3%, respectively. The overall accuracy of the ideal model for female was 74.4%, which was higher for PG-SGA scores “0–3” with 92.1% and lower for scores “4–8” and “>8” with 50.4% and 68.4%, respectively. The ROC showed area under curve (AUC) of male was 0.87 for PG-SGA scores “0–3”, 0.70 for PG-SGA scores “4–8” and 0.74 for PG-SGA scores “>8”. As for female, the AUC was 0.85 for PG-SGA scores “0–3”, 0.65 for PG-SGA scores “4–8” and 0.76 for PG-SGA scores “>8” (see Figure 5 for details). The results of the confusion matrix are shown in Figure 6, from which we could tell the models were of good predictive validity.

In the validation cohort, the model’s overall accuracy for males was 70.4%. The model is stronger in predicting PG-SGA scores “0–3” with an accuracy of 88.7% and weaker in predicting scores “4–8” and “>8” with an accuracy of 59.6% and 56.8%, respectively. The overall accuracy of the ideal model for female was 73.2%, which was higher for PG-SGA scores “0–3” with 92.0% and lower for scores “4–8” and “>8” with 53.7% and 73.2%, respectively (see Table 2 for details).

The ML-based PG-SGA classification model has a predictive accuracy of nearly 90% for patients without malnutrition (PG-SGA scores >4), while allowing for the grouping of malnourished patients, and can be used as a rapid screening and nutritional assessment tool in the clinic.

Discussion

Serological nutritional markers, body composition analysis, and physical measurements may all be used to assess patients’ nutritional status, and PG-SGA is still the recommended nutritional evaluation and diagnostic tool for patients with cancer. However, given that this approach is very subjective, we used objective examination findings to build the models. The LASSO regression can assist us in identifying the variables worth investigating from a huge quantity of data. In this study, we explored different characteristics that may be excellent predictors for malnutrition, and we used LASSO regression to filter over 135 variables. This section of the data was then subjected to a correlation matrix analysis. Our data-driven approach can be a significant supplement for clinicians when evaluating malnutrition in patients.
with cancer, and it can be a useful supplemental tool for hospitals that do not conduct PG-SGA assessments or do not have enough personnel due to data training.

In our correlation matrix, nutritional status was linked with albumin, FFMI, PLR, NLR, HGB, calf circumference, and grip strength. While grip strength did not become a significant predictor in women, mainly because the grip strength of females was generally low, making it hard to become a significant indicator. We produced violin plots for men and women with several nutritional parameters based on real PG-SGA classification (Figure 2). The figures showed that for patients with severe malnutrition (PG-SGA scores >8), all nutritional markers were low while inflammatory indicators were high compared with other nutritional statuses. However, the indices for patients with mild/moderate malnutrition (PG-SGA scores 4–8) are poorly defined, which might be owing to the overlap with both the lower and higher scoring subgroups. We also displayed the curves with PG-SGA using the generalized additive model for a single variable (Figure 3). The curves showed that there was a more pronounced decrease in nutritional indicators with increasing PG-SGA scores. As can be seen from the curves, the process of change was not linear, and the degree of dispersion increased gradually with the development of malnutrition, thus the classical prior model (PG-SGA scores) does not fit the occurrence of malnutrition perfectly.

We did not incorporate all of the screening elements in the model for the sake of simplicity and utility. In addition, since men and women have vastly different body compositions and nutritional statuses, our model was built

---

**Figure 2** Violin plot of nutritional indicators in different nutritional states.

**Abbreviations:** HGB, hemoglobin; PLR, platelet-to-lymphocyte ratio; FFMI, fat free mass index; Strength, grip strength; PG-SGA, patient-generated subjective global assessment.
individually for each gender. Finally, we picked the most common used laboratory tests performed on patients, HGB and PLR in blood routine, as well as the traditional nutritional marker albumin. Although CRP was closely related to nutritional status, we did not include it in the modeling for two reasons: First, PLR can also reflect the inflammatory status and correlates well with CRP, which means it is a suitable substitute of CRP; on the other hand, including CRP may result in a reduction in the number of included patients, which was not conducive to subsequent generalizability. We also included FFMI, which is an index obtained from bioelectrical impedance analysis (BIA) of body composition. BIA can be quick and easy to use while also responding well to the quality of life and prognosis of patients with a tumor. Finally, we included the degree of weight loss of patients within 1 month, which is a simple question to answer as well as a quantitative measure. We chose this characteristic as an enrolled variable because it was considered an effective indicator for nutritional status. First, several nutritional scales, including Malnutrition Universal Screening Tool have considered weight change as an objective predictor for nutrition change. Also, the patient-completed scale in PG-SGA includes weight loss as an indicator of anabolism or catabolism in screening and assessment of malnutrition. Not only that, the Global Leadership Initiative on Malnutrition (GLIM) released in 2018 also emphasized the importance of weight loss. Weight loss is regarded as a phenotypic criterion for malnutrition in the GLIM guideline. In addition, patients with cancer often suffer from pain, dysphagia, taste change,
etc., known as nutrition impact symptoms (NIS). A large number of studies have suggested that NIS had significant impact on dietary intake, which eventually resulted in weight loss.\textsuperscript{12-15} In that case, we inferred that weight loss is a sensitive and specific indicator of nutritional status. After integrating the aforementioned variables, our model included a total of five variables: albumin, HGB, PLR, FFMI, and degree of weight loss within 1 month.

**Figure 4** Structure of the neural network model in this study. 
*Notes*: From left to right are; the input layer, hidden layer, and output layer. The input layer consists of 5 nodes, the hidden layer consists of 12 nodes, and the output layer consists of 3 nodes. The five features of the input layer are: (albumin), (non-fat mass index), (PLR), (HGB), (weight loss in 1 month), and the three nodes of the output layer are PG-SGA high, PG-SGA medium, and PG-SGA low.

| Cohort          | Sex     | Predictive Accuracy |
|-----------------|---------|---------------------|
|                 |         | Overall | PG-SGA A | PG-SGA B | PG-SGA C |
| Training cohort | Male    | 70.3%   | 87.9%    | 62.4%    | 53.3%    |
|                 | Female  | 74.4%   | 92.1%    | 50.4%    | 68.4%    |
|                 | Male    | 70.4%   | 88.7%    | 59.6%    | 56.8%    |
|                 | Female  | 73.2%   | 92.0%    | 53.7%    | 73.2%    |
| Validation cohort | Male    | 70.4%   | 88.7%    | 59.6%    | 56.8%    |
|                 | Female  | 73.2%   | 92.0%    | 53.7%    | 73.2%    |

*Notes*: Overall: Included patients regardless of PG-SGA scores; PG-SGA A: Patients with PG-SGA scores <4; PG-SGA B: Patients with PG-SGA scores 4–8; PG-SGA C: Patients with PG-SGA scores >8.
Figure 5 The ROC curves of constructed models in male and female.

Notes: PG-SGA, patient-generated subjective global assessment. Class 0= PG-SGA scores “<4”; Class 1= PG-SGA scores “4–8”; Class 2= PG-SGA scores “>8”.

Figure 6 The confusion matrix of constructed models in male and female.

Notes: PG-SGA, patient-generated subjective global assessment. PG-SGA A= PG-SGA scores “<4”; PG-SGA B= PG-SGA scores “4–8”; PG-SGA C= PG-SGA scores “>8”.
To complete the clinical classification model, we employed feed-forward neural networks as the machine model. A feed-forward neural network is made up of many perceptrons and is better suited to fit huge amounts of data. Alternatively, the SVM method struggles with numerous classification issues and is sensitive to missing data. In some noisy classification situations, the random forest technique might result in overfitting. The decision tree model disregards the correlation of various data kinds, which are primarily connected to clinical data. Because we collect a significant quantity of clinical data, the clinical model is implemented using a feed-forward neural network. The accuracy of developing the PG-SGA grade prediction model with feed-forward neural networks was determined to be the best. We expect that our research may be used in clinical settings to help physicians determine PG-SGA grades. To make it easier for clinicians to utilize the model, we developed a clinical prediction model system that predicts PG-SGA grades by entering only five “()” variables.

In our study, we found a substantial imbalance in the distribution of the three different subgroups, 1481, 1374, and 888 in male patients, 1746, 1146, and 652 in female patients, and 21% in the total proportion of patients with severe malnutrition, which was consistent with prior research. Since the prediction model is trichotomous and the variation in data distribution affects the model’s prediction accuracy, the difficulty of prediction is significantly increased when compared to the dichotomous model. However, the accuracy of model constructed in this study can still reach 70%, even nearly 90% for patients without malnourishment, and the correction may be achieved by balanced data grouping. In future, more study can be done to see whether the performance can be improved by adding more patients and balancing the patient distribution. Moreover, further validation will be carried out.
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