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Abstract. This paper surveys an important class of methods that combine iterative projection methods and variational regularization methods for large-scale inverse problems. Iterative methods such as Krylov subspace methods are invaluable in the numerical linear algebra community and have proved important in solving inverse problems due to their inherent regularizing properties and their ability to handle large-scale problems. Variational regularization describes a broad and important class of methods that are used to obtain reliable solutions to inverse problems, whereby one solves a modified problem that incorporates prior knowledge. Hybrid projection methods combine iterative projection methods with variational regularization techniques in a synergistic way, providing researchers with a powerful computational framework for solving very large inverse problems. Although the idea of a hybrid Krylov method for linear inverse problems goes back to the 1980s, several recent advances on new regularization frameworks and methodologies have made this field ripe for extensions, further analyses, and new applications. In this paper, we provide a practical and accessible introduction to hybrid projection methods in the context of solving large (linear) inverse problems.
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1. Introduction. We provide a gentle introduction to hybrid projection methods for regularizing inverse problems by answering three essential questions: (1) what is an inverse problem?, (2) what is regularization and why do we need it?, and (3) why should we use hybrid projection methods?

1.1. What is an inverse problem?. Inverse problems arise in various scientific applications, including astronomy, geoscience, biomedical sciences, mining engineering, and medicine (see, e.g., [3, 22, 23, 31, 52, 72, 104, 106, 122, 124, 134, 213]). In these and other applications, one formulates an inverse problem for the purpose of extracting important information from available, noisy measurements. In this survey, we are mainly interested in large, linear inverse problems of the form

\begin{equation}
\mathbf{b} = \mathbf{Ax}_\text{true} + \mathbf{e},
\end{equation}

where a certain unknown quantity of interest is stored in \( \mathbf{x}_\text{true} \in \mathbb{R}^n \), the observed measurements are contained in \( \mathbf{b} \in \mathbb{R}^m \), the matrix \( \mathbf{A} \in \mathbb{R}^{m \times n} \) represents the forward data acquisition process, and \( \mathbf{e} \in \mathbb{R}^m \) represents inevitable errors (noise) that arise from measurement, discretization, or floating point arithmetic. Given measured data, \( \mathbf{b} \), and knowledge of the forward model, \( \mathbf{A} \), the goal is to compute an approximation of \( \mathbf{x}_\text{true} \), i.e., a solution to the inverse problem.

It is worth mentioning that, in stating (1.1), we have made three simplifying assumptions. First, we assume that the matrix \( \mathbf{A} \) is known exactly while, in practice, one should take into account the error between the assumed mathematical model and the underlying physical model. Second, many inverse problems have an underlying
mathematical model that is not linear, i.e., \( b = F(x_{\text{true}}) + e \), where \( F(\cdot) : \mathbb{R}^n \to \mathbb{R}^m \) is a nonlinear operator that is sometimes referred to as the ‘parameter-to-observation’ map. For these cases, more sophisticated methods should be used to solve the nonlinear inverse problem; however, many of these methods require solving a subproblem with an approximate linear model, and the methods described herein have been successfully used for this purpose. Third, we have assumed an additive noise model. Other realistic assumptions (e.g., multiplicative noise or mixed noise models) may need to be incorporated in the model. These simplifying assumptions will be dropped in section 4.

**Two model applications.** In this paper, we focus on two model inverse problems from image processing: image deconvolution and tomographic reconstruction. These two problems will be used throughout the paper for illustrative purposes, so we briefly describe them here. All of the test problems presented in this survey can be generated using the MATLAB toolbox IR Tools [79]; see also section 5.

*Image deconvolution (or deblurring)* problems are very popular in the image and signal processing literature, and are of core importance in fields such as astronomy, biology, and medicine. More precisely, the mathematical model of this problem can be expressed in the continuous setting as an integral equation

\[
(1.2) \quad b(s) = \int a(s, t)x(t)\,ds + e,
\]

where \( s, t \in \mathbb{R}^2 \) represent spatial locations. The kernel or point spread function (PSF) \( a(s, t) \) defines the blur, and, if the kernel has the property that \( a(s, t) = a(s - t) \), then the blur is spatially invariant and the integration in (1.2) is a convolution. From equation (1.2) it can be observed that each pixel in the blurred image is formed by integrating the PSF with pixel values of the true image scene, and then further corrupted by adding a random perturbation \( e \).

In a realistic setting, images are collected only at discrete points (pixels), and are only available in a finite region (i.e., in a viewable region). Thus, the basic image deconvolution problem is of the form (1.1) where \( x_{\text{true}} \) represents the vectorized sharp image, \( A \) represents the blurring process which specifies how the points in the image are distorted, and \( b \) contains the observed, vectorized, blurred and noisy image. Here we assume that the true and corrupted images have the same size, so that \( A \in \mathbb{R}^{n \times n} \). Generally the integration operation is local, and so pixels in the center of the viewable region are well defined. This results in a sparse, structured matrix \( A \). However, pixels of the blurred image near the boundary of the viewable region are affected by information outside the viewable region. Therefore, in constructing the matrix \( A \), one needs to incorporate boundary conditions to model how the image scene extends beyond the boundaries of the viewable region. Typical boundary conditions include zero, periodic, and reflective. We highlight that the discrete problem associated to (1.2) often gives rise to matrices \( A \) with a well-defined structure: for instance, if the blur is spatially invariant and periodic boundary conditions are assumed, then \( A \) is a block circulant matrix with circulant blocks and efficient implementations of any image deconvolution algorithm can be obtained by exploiting structure of the matrix.

---

1The MATLAB programs used to produce the illustrations and experiments reported herein are available at the website: https://github.com/juliannechung/surveyhybridprojection. The commented lines in the MATLAB files are designed to make the various commands comprehensible to readers with basic programming experience.
A. We refer to [124] for a discussion of the many fundamental modeling aspects of the image deconvolution problem and relevant features of the discrete problem.

In Figure 1.1 we display the test data that will be used through this paper, and that can be generated running the MATLAB script \texttt{generate\_blur}. The size of the images are $256 \times 256$ pixels, so $n = 256^2 = 65,536$. The matrix $A$ models a spatially invariant blur, with an anisotropic Gaussian PSF (whose analytical expression is given in [124, Chapter 3]) and reflective (sometimes referred to as reflexive) boundary conditions.

**Tomographic reconstruction (or computed tomography, CT)** is a critical tool in many applications such as nondestructive evaluation and electron microscopy; the advent of newer technologies (e.g., spectral CT and photoacoustic tomography) prompts more efficient and more accurate reconstruction methods. CT consists in computing reconstructions of (parameters of) objects from projections, i.e., data obtained by integrations along rays (typically straight lines) that penetrate a domain. More precisely, in a (semi)continuous setting, the unknown parameters are modeled as a function $x(t)$, $t \in \mathbb{R}^2$, and it is assumed that the damping of an infinitesimally small portion of length $ds$ of a ray penetrating the object at position $t$ is proportional to the product $x(t)ds$. The $i$th observation $b_i$, $i = 1, \ldots, m$, is the damping of a signal that penetrates the object along the $i$th ray $t_i$ (parameterized by a ray length $s \in \mathbb{R}$), and can be represented by the integral

\begin{equation}
    b_i = \int x(t_i(s))ds + e_i,
\end{equation}

where $e_i$ is a random perturbation corrupting the measurement. Employing a classical discretization scheme, which subdivides the object into an array of pixels and assumes that the function $x(t)$ is constant in each pixel, the above integral can be expressed as a discrete sum and the following expression for the $(i,j)$th entry $a_{ij}$ of the sparse matrix $A$ can be readily derived as

\begin{equation}
    a_{ij} = \begin{cases} 
        L_{ij} & \text{if } j \in S_i \\
        0 & \text{otherwise}
    \end{cases},
\end{equation}

where $S_i$ is the set of indices of those pixels that are penetrated by the $i$th ray, $L_{ij}$ is the length of the $i$th ray through the $j$th pixel. Thus, the basic CT problem \eqref{eq:3} is of the form \eqref{eq:1}, where $x_{\text{true}}$ represents the unknown material parameters, $A$ represents a physical attenuation (damping) process, and $b$ contains the vectorized projections (as measured by a detector) and is often referred to as a sinogram. In most
cases of tomography, $\mathbf{A}$ is a rectangular matrix, where $m < n$ if fewer measurements are collected than the number of unknowns, or $m > n$ if many projections can be obtained, or parameterization reduces the number of unknowns. We refer to [31] for more details on the tomography reconstruction problem.

In Figure 1.2 we display the test data for tomography that will be used through this paper, and that can be generated running the MATLAB script `generate_tomo`: this program still draws on IR Tools, which itself calls functions available within the MATLAB package AIR Tools II [122]. The object we wish to recover is the Shepp-Logan ‘medical’ phantom of size $256 \times 256$ pixels, so that $n = 65,536$. The damping matrix is modeled after a parallel tomography process, where $p$ parallel rays are generated from a source ideally placed infinitely far from a flat detector; moreover, the source-detector pair is rotated around the object, and measurements are recorded for $N\beta$ angles. Hence the number of observations is $m = pN\beta$. One can vary the parameters that define the measurement geometry, such as the number of angles or the number of rays. For this example, we take measurements from 0 to 179 degrees in intervals of 1 degree, resulting in a set of data with $m = 64798$ measurements, so that $m > n$.

Now that we have addressed what is an inverse problem and looked at some examples of inverse problems, our focus turns to computing solutions to inverse problems, and for this we need regularization.

### 1.2. What is regularization and why do we need it?

Solving inverse problems is notoriously difficult due to ill-posedness\(^2\), whereby data acquisition noise and computational errors can lead to large changes in the computed solution. For instance, if $\mathbf{A}$ is invertible, the solution $\mathbf{A}^{-1}\mathbf{b}$ is dominated by noise and is useless for all practical purposes. The same happens for a more general $\mathbf{A}$ and for the solution expressed as

\[
\mathbf{x} = \mathbf{A}^\dagger \mathbf{b},
\]

where $\mathbf{A}^\dagger$ is the generalized inverse of $\mathbf{A}$; see [101]. We illustrate this phenomenon for the described test problems, where a tiny amount of noise (here, $\|\mathbf{e}\|_2/\|\mathbf{A}\mathbf{x}_{\text{true}}\|_2 = 2$). Here we consider the discretized problem, but point the reader to [70, 118] for discussions on the full implications of ill-posedness in continuous formulations.
For each of the image deblurring and tomography test problems, we provide the computed inverse solution $A^{-1}b$ or $A^\dagger b$ on the left and a regularized solution on the right. Clearly the inverse solution is heavily corrupted with noise and errors, while the regularized solution can provide a good approximation to the true object.

$10^{-4}$) enters the data collection process. Naive inverse solutions for the image deblurring and tomography test problems are displayed in the first and third frames of Figure 1.3, respectively. It is clear that these solutions are unacceptable approximations to $x_{\text{true}}$ (so much that, for image deblurring, the available corrupted image $b$ even looks better!).

*Regularization* can be used to overcome the inherent instability of ill-posed problems in order to compute a meaningful solution. The basic idea of regularization is to replace problem (1.1) by a modified problem that incorporates other information about the solution. If proper regularization is applied, a regularized solution (e.g., the ones shown in the second and fourth frame of Figure 1.3) should be close to the true solution. Regularization techniques come in many forms, and more details will be unfolded in the coming sections. However, for now, we consider two types of methods: variational regularization methods and iterative regularization methods.

Variational regularization methods for (1.1) involve solving optimization problems of the form,

$$
(1.5) \min_{x \in \mathcal{C}} J(b - Ax) + \lambda R(x),
$$

where $J$ is a loss (or fit-to-data) function, $R$ is a regularization operator\(^3\), $\lambda > 0$ is a regularization parameter that controls the amount of regularization, thereby determining how faithful the modified problem is to the original problem, and $\mathcal{C}$ denotes the set of feasible solutions (e.g., those that satisfy some constraints). The main advantage of formulation (1.5) is that general constraints and priors can be easily incorporated in the problem. Furthermore, well-known optimization methods can be used to solve (1.5). For the particular case where $J(\cdot) = R(\cdot) = \| \cdot \|_2^2$, direct factorization methods can, in principle, be used to compute a solution (see subsection 2.1), although this is often computationally infeasible for large-scale problems. In this setting, the main disadvantage is the need to select the regularization parameter $\lambda$, often prior to solution computation.

On the other hand, iterative regularization methods for (1.1) typically consist in applying an iterative solver to

$$
(1.6) \min_{x} J(b - Ax),
$$

[^3]: Commonly-used regularization operators are based on smoothness constraints or assumptions of Gaussian priors.
and computing a regularized solution by early termination of the iterations. In practice, when $J$ is expressed in the 2-norm, the iterative methods of choice are often subspace projection methods, whereby the problem is projected onto increasing (but relatively small) subspaces, and a projected subproblem is solved at each iteration by imposing certain optimality conditions on the approximated solution. Although an explicit choice of the regularization parameter $\lambda$ is no longer required (contrary to (1.5)), the stopping iteration essentially serves as a regularization parameter, as it balances how ‘faithful’ the projected problem is to the original problem. In this setting, the main disadvantage is that general constraints cannot be easily incorporated, and, even when they can, they can only be handled through complicated nested iterative schemes.

Hybrid regularization methods combine variational and iterative regularization methods, leveraging the best features of each class, to provide a powerful computational framework for solving large-scale inverse problems. In this paper, we focus specifically on hybrid projection methods that start off as iterative regularization methods, i.e., the original problem (1.1) is projected onto a subspace of increasing dimension, and then the projected subproblem is solved using a variational regularization method.

1.3. Why should we use hybrid projection methods?. The main motivations for using hybrid projection methods to solve large inverse problems can be grouped as follows.

- For many multidimensional inverse problems (such as the model ones described in subsection 1.1), the matrix $A$ is very large (to the point that it cannot be explicitly stored). In this setting, only matrix-vector multiplications with $A$ (and possibly $A^T$) can be performed, most often taking advantage of high-performance computing or tools such as GPUs. Therefore, methods that work explicitly with $A$ (e.g., methods that require some factorizations of $A$, such as the singular value decomposition) are ruled out. Hybrid regularization methods can be implemented without explicitly constructing and storing the matrix $A$, by treating $A$ and $A^T$ as linear operators.
- Even when adopting a variational regularization method (1.5), one may not know a good regularization parameter $\lambda$ in advance, and standard methods to estimate $\lambda$ can be expensive: indeed, these typically require first approximating problem (1.1), or solving many instances of (1.1) with different regularization parameters. Hybrid projection methods provide a natural setting to estimate an appropriate value of $\lambda$ during the solution computation process: often in a heuristic way, but in some cases with theoretical guarantees.
- As mentioned above, many iterative solvers for (1.6), such as projection methods onto Krylov subspaces, have inherent regularizing properties and avoid data overfitting by early termination of the iterations. By using hybrid methods, it is possible to stabilize and enhance the regularized solutions computed by these methods. Moreover, hybrid methods enjoy nice theoretical properties. For instance we know that, for many hybrid frameworks, iterates obtained by first projecting the problem and then regularizing are mathematically equivalent to iterates obtained by first regularizing and then projecting the regularized problem.
- Hybrid methods provide a convenient framework for the development of extensions to more general problems and regularization terms. For instance, one could incorporate a variety of regularization terms of the form $R(x) = \|Lx\|_2^2$,
where $\mathbf{L} \in \mathbb{R}^{p \times n}$, or also consider functions $\mathcal{R}(\mathbf{x})$ that are not expressed in the 2-norm. As we will see in section 4, this amounts to modifying the projection subspace that can be used within hybrid methods. By doing so, other popular (but expensive) iterative regularization schemes (which are often based on nested cycles of iterations) can be avoided.

### 1.4. Outline of the paper.

The remaining part of this survey is organized as follows. In section 2, we describe the general problem setup to provide some background for hybrid methods, including an overview of the most relevant direct and iterative regularization techniques. Then, in section 3, we discuss hybrid projection methods. After providing a brief summary of the historical developments of hybrid methods, we address the two main building blocks of any hybrid method: namely, generating a subspace for the solution (subsection 3.2.1) and solving the projected problem (subsection 3.2.2). Important numerical and theoretical aspects will also be covered: these include strategies to efficiently set the Tikhonov regularization parameter and stop the iterations (subsection 3.3) and available convergence proofs and approximation properties (subsection 3.4). In recent years, we have witnessed the extension of hybrid methods to solve a larger scope of problems and to cover broader scientific applications. In section 4, we provide an overview of some of these extensions:

- Beyond standard-form Tikhonov: Hybrid projection methods for general-form Tikhonov; see subsection 4.1
- Beyond standard projection subspaces: Enrichment, augmentation, and recycling; see subsection 4.2
- Beyond the 2-norm: Sparsity-enforcing hybrid projection methods for $\ell_p$ regularization; see subsection 4.3
- Beyond deterministic inversion: Hybrid projection methods in a Bayesian setting; see subsection 4.4
- Beyond linear forward models: Hybrid projection methods for nonlinear inverse problems; see subsection 4.5

Pointers to relevant software packages are provided in section 5. Conclusions and outlook on future directions are provided in section 6.

**Notations.** Boldface lower-case letters denote vectors: e.g., $\mathbf{c} \in \mathbb{R}^n$; $[\mathbf{c}]_i$, $1 \leq i \leq n$ denotes the $i$th component of the vector $\mathbf{c}$. Boldface upper-case letters denote matrices: e.g., $\mathbf{C} \in \mathbb{R}^{m \times n}$; $c_{i,j}$, $1 \leq i \leq m$, $1 \leq j \leq n$, denotes the $(i,j)$th entry of the matrix $\mathbf{C}$. Indexed matching boldface lower-case letters denote matrix columns: e.g., $\mathbf{c}_j \in \mathbb{R}^m$, $j = 1, \ldots, n$ denotes the $j$th column of the matrix $\mathbf{C}$. $\mathbf{I}_p$ denotes the identity matrix of size $p$, whose columns $\mathbf{e}_j$, $j = 1, \ldots, p$ are the canonical basis vectors of $\mathbb{R}^p$. The column space of a matrix $\mathbf{C}$ is denoted by $\text{ran}(\mathbf{C})$. Lower-case Greek letters, sometimes indexed, are often used to denote scalars. In the following, when there is no ambiguity (essentially until section 4), the shorthand notation $\|\cdot\| = \|\cdot\|_2$ will be used.

### 2. General problem setup and background.

For the simplified case where $\mathcal{J}(\mathbf{b} - \mathbf{Ax}) = \|\mathbf{b} - \mathbf{Ax}\|^2$, $\mathcal{R}(\mathbf{x}) = \|\mathbf{x}\|^2$, and $\mathcal{C} = \mathbb{R}^n$ in (1.5), we get the so-called standard-form Tikhonov problem,

$$\min_{\mathbf{x}} \|\mathbf{b} - \mathbf{Ax}\|^2 + \lambda \|\mathbf{x}\|^2.$$  

We stress that the standard-form Tikhonov problem has been widely studied in both the mathematics and statistics communities and has been used in many scientific
applications. However, computing Tikhonov-regularized solutions can still be challenging if the size of $x$ is very large or if $\lambda$ is not known a priori. In fact, being able to efficiently compute solutions to (2.1) was a main motivation for much of the early works on hybrid projection methods. For a discussion on extensions of hybrid methods to solve more general problems including the general-form Tikhonov problem, see section 4.

2.1. SVD-based direct regularization methods. In this section, we begin with the standard-form Tikhonov problem (2.1), and describe a direct approach based on the singular value decomposition (SVD) of $A$ to compute a solution. For the problems of interest, direct application of this approach is not computationally feasible. However, the formulations briefly explored here will be useful for analysis and interpretation later in this paper. Furthermore, in the hybrid framework, the direct methods described here can be used to solve the projected problem. We point the interested reader to [118] for a more thorough exposition of direct methods.

Without loss of generality, let us assume that $A \in \mathbb{R}^{m \times n}$ with $\text{rank}(A) = n \leq m$. The SVD of $A$ is defined as

$$A = U^A \Sigma^A (V^A)^\top$$

where $U^A = [u^A_1 \ldots u^A_m] \in \mathbb{R}^{m \times m}$ and $V^A = [v^A_1 \ldots v^A_n] \in \mathbb{R}^{n \times n}$ are orthogonal and $\Sigma^A = \text{diag}(\sigma^A_1, \ldots, \sigma^A_n) \in \mathbb{R}^{m \times n}$ contains the singular values, $\sigma^A_1 \geq \sigma^A_2 \geq \cdots \geq \sigma^A_n > 0$.

The solution to (2.1) can be written as

$$x(\lambda) = \sum_{i=1}^n \phi_i(\lambda) \frac{(u^A_i)^\top b}{\sigma^A_i} v^A_i,$$

where $\phi_i(\lambda) = \frac{(\sigma^A_i)^2}{(\sigma^A_i)^2 + \lambda}$ are the Tikhonov filter factors. Tikhonov regularization is one example from a wider class of spectral filtering methods. SVD-filtering methods compute regularized solutions by imposing suitable filtering on the SVD components of the solution: namely, the filter factors $\phi_i$ should be close to 1 for small $i$, and should approach 0 for large $i$. The Tikhonov filter factors $\phi_i(\lambda)$ have this property, with the amount of filtering prescribed by the regularization parameter $\lambda$. Indeed, for small values of $\lambda$, little weight is put on the regularization term and the filter factors are more prone to approach 1 (or, at least, a good portion of filter factors are close to 1, depending on the location of $\lambda$ within the range of the singular values of $A$). Thus, regularized solutions may be ‘under-regularized’, i.e., still contaminated with noise. However, for large values of $\lambda$, too much weight is put on the regularization term and the filter factors are more prone to approach 0, so solutions may be ‘over-regularized’ or ‘over-smoothed’. We refer the reader to the images provided in Figure 2.2 for an illustration of the impact of the regularization parameter $\lambda$ on the solution.

Also the truncated SVD (TSVD) method, which regularizes (1.1) by computing

$$x(k) = \sum_{i=1}^k \frac{(u^A_i)^\top b}{\sigma^A_i} v^A_i = \sum_{i=1}^n \phi_i(k) \frac{(u^A_i)^\top b}{\sigma^A_i} v^A_i,$$

is a filtering method, with filter factors obtained by first setting a truncation index $k \in \{1, \ldots, n\}$, and by then considering $\phi_i(k) = 1$, if $i \leq k$, and $\phi_i(k) = 0$ otherwise. Note that choosing $k = n$ returns the unregularized solution of (1.1). Therefore, $k$ plays the role of regularization parameter.
Every spectral filtering method requires the selection of a regularization parameter. Common strategies to do so include the discrepancy principle [155], the generalized cross-validation (GCV) method [95], the unbiased predictive risk estimation (UPRE) method [207], and the $L$-curve [150]. Since there is not one method that will work for all problems, it is usually a good idea to try a variety of methods. For problems where the SVD of $A$ is available, one can efficiently apply these regularization parameter strategies. For problems where computing the SVD is not feasible, parameter choice strategies are limited. However, we will see in subsection 3.3 that many of these existing regularization parameter selection techniques are not only feasible but also can be successfully integrated within hybrid projection methods.

The SVD of $A$ (2.2), besides being an essential building block of SVD-filtering methods, is a pivotal tool for the analysis of discrete inverse problems [70, 117, 118]. For instance, looking at the decay of the singular values, one may infer different degrees of ill-posedness: typically, following [130], a polynomial decay of the form $\sigma_A^i = ci^{-\alpha}$, $c > 0$, is classified as mild (if $0 < \alpha \leq 1$) or moderate (if $\alpha > 1$) ill-posedness, while an exponential decay of the form $\sigma_A^i = \exp(-\alpha i)$, $\alpha > 0$, is classified as severe ill-posedness. The Picard condition, which in the continuous setting provides necessary and sufficient conditions for the existence of a solution of the form (1.4) [70], can be adopted in a discrete setting to gain insight into the relative behavior of the magnitude of $(u_A^i)^Tb$ and $\sigma_A^i$, which appear in the expression of the (filtered) solutions. Employing tools such as the so-called ‘Picard plot’ [118] can inform us on the existence of a meaningful solution to (1.1) as well as the effectiveness of any (filtering) regularization method applied to (1.1).

2.2. Iterative regularization methods. Next we describe iterative regularization, where an iterative method is used to approximate the solution of the unregularized least-squares problem,

\begin{equation}
\min_x \|b - Ax\|^2,
\end{equation}

and early termination of the iterative process results in a regularized solution. We focus on projection methods where the underlying concept is to constrain the solution at the $k$th iteration to lie in a $k$-dimensional subspace spanned by the (typically orthonormal) columns of some matrix $V_k = [v_1 \cdots v_k]$, where $v_i \in \mathbb{R}^n$. That is, the regularized solution is given as \begin{equation}
x_k = V_k y_k, \quad \text{where} \quad y_k = \arg \min_{y \in \mathbb{R}^k} \|b - AV_k y\|^2.
\end{equation}

We are interested in projection methods using Krylov subspaces [187]. Given $C \in \mathbb{R}^{n \times n}$ and $d \in \mathbb{R}^n$, a Krylov subspace is defined as

$$K_k(C, d) = \text{span}\{d, Cd, C^2d, \ldots, C^{(k-1)}d\}.\$$

Here and in the following, we assume that the dimension of $K_k(C, d)$ is $k$. When Krylov methods are employed to solve problem (2.3), $C$ and $d$ are defined in terms of $A$ and $b$, respectively. In iterative regularization methods based on the Arnoldi process (such as GMRES), the columns of $V_k$ form an orthonormal basis for $K_k(A, b)$, where $A$ must be square. However, for problems where $A$ is not square (e.g. in tomography), iterative regularization methods based on the Lanczos or Golub-Kahan bidiagonalization process (such as LSQR [169, 170] or LSMR [75]) are used, and the columns of $V_k$ form an orthonormal basis for $K_k(A^T A, A^T b)$. Note that LSQR is
mathematically equivalent to CGLS, i.e., the conjugate gradient (CG) method applied to the normal equations. All the Krylov methods mentioned so far are minimum residual methods, so that the k\textsuperscript{th} iterate can be written as $x_k = V_k y_k$, where $y_k$ solves (2.4). More details regarding the generation of these basis vectors will be addressed in subsection 3.2.1.

A crucial feature of classical Krylov methods when applied to ill-posed inverse problems is that, oftentimes, these iterative methods exhibit a regularizing effect in that the projection subspace in early iterations provides a good basis for the solution. One of the first Krylov methods that was proven to have regularizing properties is CGLS [112, 160]. Indeed, the CGLS iterates can be expressed as filtered SVD solutions [118]. Since these iterative methods converge to the least-squares solution, we get a phenomenon commonly referred to as ‘semi-convergence’ (after [159]), whereby the relative reconstruction errors decrease at early iterations but increase at later iterations due to noise manifestation and amplification. See Figure 2.1 for an illustration. Because of this, for iterative regularization, the stopping iteration plays the role of the regularization parameter. There have been many investigations into developing stopping criteria for iterative methods for inverse problems. If a good estimate of the amount of noise is available, the most widely used and intuitive approach is to stop iterating as soon as the value of the objective function in (2.4) reaches the magnitude of the noise: this is the so-called discrepancy principle. GCV and modifications of GCV have also been used for stopping criteria [19, 21, 55]. We again refer to subsection 3.3 for more details about these strategies. The main challenge is that for some problems, the reconstruction can be very sensitive to the choice of the stopping iteration. Thus, if the method stops a little too late, the reconstruction is already contaminated by noise (i.e., under-regularized). On the contrary, if the iterations are stopped too early (i.e., over-regularization), a potentially better reconstruction is precluded. We remark that it has been observed that semi-convergence may appear somewhat ‘prematurely’ and that it is sometimes important to have a larger approximation subspace (which would otherwise be beneficial for the solution; see [132, 167]).

In some circumstances, even if direct regularization methods are feasible, one may prefer to adopt iterative regularization methods. Some reasons are highlighted in [113], where the following heuristic motivation is given: contrary to TSVD, Krylov methods (such as LSQR) generate an approximation subspace that is tailored to the current right-hand-side vector. Therefore, the basis vectors for the solution may be better ‘adapted’ to the given problem than the right singular vectors.

In many fields from numerical linear algebra to differential equations, iterative methods and, in particular, preconditioned Krylov methods, have been immensely successful in solving large, sparse systems of equations efficiently [187]. Iterative methods have also gained widespread use in the inverse problems community. One of the main reasons for this is that neither the matrix $A$ nor its factorization need to be constructed, and thus, these methods are ideal for large-scale problems. Furthermore, it has been observed many times that the generated Krylov subspaces are rich in information for representing the solution (i.e., corresponding to the large singular vectors). Thus, a reasonable solution can be obtained in only a few iterations. The greatest caveat for inverse problems is semi-convergence, so great care must be taken to find good stopping criteria. In subsection 3.4 we will dwell more on the properties of the approximation subspaces generated by different projection methods.

2.3. Iterative methods for solving the Tikhonov problem. As described in subsection 2.1, the Tikhonov problem (2.1) can be easily solved if the SVD of $A$
is available and, in this case, many well-regarded parameter choice strategies can be applied to compute a suitable value of the regularization parameter $\lambda$. Nonetheless, for large-scale problems where $A$ cannot be constructed but matrix-vector products with $A$ and $A^\top$ can be computed efficiently, iterative projection methods [169, 170] can be used to solve the equivalent Tikhonov problem,

$$\min_x \left\| \begin{bmatrix} A & b \\ \sqrt{\lambda}I_n & 0 \end{bmatrix} x \right\|^2.$$

However, this approach may not be convenient if a suitable value of $\lambda$ is not known a priori. In this case, often one must solve problem (2.5) from scratch for many different values of $\lambda$ and this eventually results in an expensive approach (note that for specific iterative solvers, one may adopt smart strategies to reduce computations; see [78]).

Similar to the discussion in subsection 2.1, the value of $\lambda$ can have a considerable impact on the quality of the reconstructed solution. Moreover, when using iterative methods to solve the Tikhonov problem, one can to some extent leverage the number of iterations to enforce additional regularization. For illustration, we use CGLS to solve (2.5) for various choices of $\lambda$ for the image deblurring example and provide relative reconstruction error norms per iteration in Figure 2.2. Notice that if $\lambda$ is chosen too small, severe semi-convergence appears and a good stopping iteration is as crucial as for the ‘purely’ iterative (i.e., $\lambda = 0$) methods introduced in subsection 2.2; on the contrary, if $\lambda$ is chosen too large, the solution is over-regularized and additional iterations cannot mitigate this phenomenon. Thus, $\lambda$ seems to have a greater impact on the quality of the reconstructed solution than the number of iterations, which can be attributed to the modification of the spectral properties of the coefficient matrix in (2.5).

We can draw the following conclusions about the successful working of a standard iterative method to solve a Tikhonov regularized problem. First, the user must be
reasonably confident in the choice of the regularization parameter. Second, the user must be cognizant about the interplay of the choice of the regularization parameter and the number of iterations for (2.5), as both of these contribute to a suitable regularized solution. As we will see in the next section, hybrid projection methods provide an alternative approach of combining an iterative method and Tikhonov regularization, whereby a regularization parameter can be automatically and adaptively tuned during the iterative process.

3. Hybrid projection methods. A hybrid projection method is an iterative strategy that regularizes problem (2.3) by projecting it onto subspaces of increasing dimension and by solving the projected problem using a variational regularization method. Formally, recalling the framework for iterative projection methods unfolded in (2.4), the solution at the $k$th iteration of a hybrid projection method for standard Tikhonov can be represented as

$$x_k(\lambda_k) = V_k y_k(\lambda_k), \quad \text{where} \quad y_k(\lambda_k) = \arg \min_{y \in \mathbb{R}^k} J(b - AV_k y) + \lambda_k \|y\|^2.$$  

Notice that the solution incorporates both regularization from the projection subspace (determined by the choice of the projection method, i.e., $V_k$ and $k$) and a potentially changing variational regularization term (defined by $\lambda_k$). Again, for simplicity and for historical reasons, in this section we focus on the standard-form Tikhonov problem (2.1); extensions will be considered in section 4.

An illustration. Before we get into the details of hybrid projection methods, we begin by illustrating the benefits of allowing adaptive choices for the regularization

---

**Fig. 2.2.** Illustration of the interplay of the regularization parameter and the number of iterations when using an iterative method to solve the Tikhonov problem with a fixed regularization parameter. We provide the history of the relative reconstruction error norms for (2.5) versus the number of (CGLS) iterations, for different values of the regularization parameter $\lambda$. Image reconstructions at iteration 300 are provided for different choices of $\lambda$ (these correspond to the stars on the error plots). Notice that for too small values of $\lambda$, semi-convergence can be still detected (i.e., the behavior is similar to the ‘unregularized’ $\lambda = 0$ case, also displayed in Figure 2.1). For too large values of $\lambda$, the iterative method can only produce smooth reconstructions that never achieve high accuracy.
Fig. 3.1. Illustration of a hybrid projection method where an iterative method is run with an adaptive regularization parameter selection method. In the left panel, we provide the history of the relative reconstruction error norms per iteration $k$, for $\lambda = \lambda_k$ set adaptively at each iteration using the discrepancy principle (DP) and weighted GCV (wGCV); see subsection 3.3 for more details. The optimal (opt) parameter corresponds to selecting the $\lambda_k$ that minimizes the relative error at each iteration $k$. In the right panel, we provide the computed regularization parameters, where the three horizontal lines correspond to $\lambda = 5 \cdot 10^{-3}, 2 \cdot 10^{-2}$ and $5 \cdot 10^{-1}$.

parameter, where a different regularization parameter can be used at each iteration, i.e., $\lambda = \lambda_k$. In Figure 3.1 for the image deblurring problem, we provide relative reconstruction error norms per iteration in the left panel and computed regularization parameters per iteration in the right panel. Here, ‘opt’ refers to selecting at each iteration the regularization parameter that delivers the smallest relative reconstruction error. Parameter selection methods ‘DP’ and ‘wGCV’ and others will be discussed in subsection 3.3. Notice that relative reconstruction errors using (appropriately selected) adaptive regularization parameters can overcome semi-convergence behavior (see Figure 2.1) and result in reconstruction errors that are close to a pre-selected optimal regularization parameter. For early iterations, a small $\lambda_k$ (corresponding to little variational regularization) is sufficient, but as iterations progress, the adaptive methods should select regularization parameters close to the optimal one.

An algorithm. Now that we have seen the potential benefits of a hybrid projection method, let us discuss the general structure of such algorithms. A sketch of a hybrid projection method for standard Tikhonov regularization is provided in Algorithm 3.1, with links to the appropriate sections of the paper for more details. Notice that each iteration requires the expansion of the projection subspace and the solution of a projected regularized problem where a regularization parameter can be selected at each iteration.

Algorithm 3.1 Hybrid projection method for standard Tikhonov

**Input:** $A, b, k = 1$, projection method, regularization parameter selection method

1. while stopping criterion not satisfied do
2. Expand the projection subspace $\text{ran}(V_k)$; see subsection 3.2.1
3. Select a regularization parameter $\lambda_k$; see subsection 3.3
4. Solve the projected regularized problem (3.1); see subsection 3.2.2
5. $k = k + 1$
6. end while

**Output:** $x_k(\lambda_k)$

An outline of the remaining part of this section is as follows. We begin in subsection...
section 3.1 with a brief historical overview of hybrid projection methods. Details and
derivations for hybrid projection methods can be found in subsection 3.2, where we
describe some techniques for steps 2 and 4 of Algorithm 3.1: namely, expanding the
projection subspace (e.g., via the Arnoldi or Golub-Kahan process) and solving the
projected regularized problem. One of the main advantages and features of a hybrid
projection method is the ability to select regularization parameters automatically and
adaptively (i.e., during the iterative process as in step 3 of Algorithm 3.1). Thus, we
dedicate subsection 3.3 to providing an overview of regularization parameter selection
methods, with a particular emphasis on methods that have been critical for the success
of hybrid projection methods. Although we still do not have a complete analysis of
the regularizing properties of every hybrid projection method, important theoretical
results and properties have nonetheless been established for specific methods, and we
highlight some of these in subsection 3.4.

3.1. Historical development of hybrid methods. Since the seminal publica-
tion by O’Leary and Simmons in 1981 [167], there have been four decades of progress
and developments in the field of hybrid projection methods. A quick google scholar
search shows that the number of citations for this paper alone nearly doubles in each
subsequent decade. In this section, we provide a brief overview of the main contribu-
tions and highlights by decade. This is by no means an exhaustive list of publications,
and we realize that there may be bias in the selections, but our goal is to provide the
reader with some historical context. For a novice reader, this section can be skipped
upon first reading.

1981-1990. To the best of our knowledge, the first journal publication to intro-
duce a hybrid projection method was by O’Leary and Simmons in 1981 [167], in
which they describe a ‘projection-regularization’ method that combines the Golub-
Kahan bidiagonalization for projection and TSVD for regularization. In the paper,
the authors mention that a different hybrid algorithm was proposed independently,
with a reference to a technical report by Björck in 1980 [18]. Björck’s work appeared
in BIT in 1988 [19], where a key difference was that the right hand side vector \( b \) was
used as the starting vector, since it was noted that allowing the algorithms to start
with an arbitrary vector did not always perform well. Other algorithmic contributions
included the use of cross-validation to determine stopping criteria and transformations
to standard form based on Eldén’s earlier work [68]. Example problems from time
series deconvolution were used in [167], but the computational technology at the time
was still quite limited [195].

1991-2000. During this period, hybrid projection methods gained significant trac-
tion in the numerical linear algebra community as well as practical utility in various
seismic imaging applications [188, 217]. As described in Björck’s book [20], vari-
ous researchers were interested in characterizing the regularizing properties of Krylov
methods (e.g., see Nemirovskii [160] and various works by Hanke and Hansen [114]),
where the main motivation was to determine appropriate stopping criteria for iterative
methods when applied to ill-posed problems. Advancements in hybrid methods
included investigations into stable computations (e.g., reorthogonalization) by Björck,
Grimme and Van Dooren [21] as well as new methods for selecting regularization pa-
rameters. For example, Calvetti, Golub and Reichel [33] proposed a hybrid approach
where a so-called ‘L-ribbon’ was computed using a partial Lanczos bidiagonalization.
The first application of hybrid methods for large, nonlinear inversion was described
in Haber and Oldenburg [109], and hybrid approaches based on projections with GM-
RES or Arnoldi were described by Calvetti, Morigi, Reichel, and Sgallari in [40]. In
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terms of software, Hansen laid some groundwork for hybrid methods in the **Regularization Tools** package [116], where routines for computing the lower bidiagonal matrix and the SVD of a bidiagonal matrix were provided.

Not all of the work on hybridized methods during this time followed the project-then-regularize framework. Related work on estimating the regularization parameter for large-scale Tikhonov problems by exploiting relationships with CG also appeared during this time. For example, Golub and von Matt [103] estimated the GCV parameter for large problems using relations between Gaussian quadrature rules and Golub-Kahan bidiagonalization, and Frommer and Maass [78] exploited the shift structure of CG methods to solve Tikhonov problems with multiple regularization parameters simultaneously.

2001-2010. With significant improvements in computational resources and capabilities, researchers became interested in how to realize the benefits of hybrid projection methods in practice. In this decade, we saw a surge in the development of regularization parameter selection methods for hybrid projection methods [34, 55, 145, 153, 209] and various extensions of hybrid methods to include general regularization terms (e.g., total variation [38] and general-form Tikhonov [128, 144]). Still, the main focus was on TSVD and Tikhonov for regularization. New interpretations of hybrid methods based on Lanczos and TSVD were described in [113], and noise level estimation from the Golub-Kahan bidiagonalization process, which can be used for determining the stopping iteration, were described in [127]. A fully automatic MATLAB routine called ‘HyBR’ was provided in [55], where a Golub-Kahan hybrid projection method with a weighted GCV parameter choice rule was implemented for standard Tikhonov regularization. Hybrid methods were implemented on distributed computing architectures [59] and were used for many new applications such as cryoelectron microscopy and electrocardiography [140].

2011-present. At present, hybrid projection methods have gained significant interest in many research fields, and contributions range from new methodologies and advanced theories to innovations in scientific applications. Many of the recent developments in hybrid methods will be elaborated on in section 4, so here we just provide some highlights. In particular, there have been many papers on the Arnoldi-Tikhonov method [88, 90]. Flexible and generalized hybrid methods based on state-of-the-art Krylov subspace methods have been introduced for including more general regularization terms and constraints [51, 57, 81, 85, 147, 175]. There have been connections made to the field of computational uncertainty quantification [191] and new insights in the regularization parameter selection strategies [181], and regularization by approximate matrix functions [24, 60, 165]. There exists a plethora of papers in application and imaging journals, and a new software package called **IR Tools** [79]. We also refer interested readers to an older survey paper on Krylov projection methods and Tikhonov regularization [91].

### 3.2. Algorithmic approaches to hybrid projection methods.

Following derivations of iterative methods for sparse rectangular systems, in subsection 3.2.1 we first describe common techniques to iteratively build a solution subspace and to efficiently project problem (2.3) onto subspaces of increasing dimension. Then, in subsection 3.2.2, we describe techniques to solve the projected regularized problem.

#### 3.2.1. Projecting onto subspaces of increasing dimension.

In this section, we address the first building block of a hybrid projection method, which is to use an iterative method to build a sequence of solution subspaces of small but increasing dimension, and to efficiently project the problem onto them. The first important
question to address is: in practice, what makes a good solution subspace? Indeed, a clever choice of basis vectors should satisfy multiple requirements. Since the number of iterations required for solution computation should be small, a good basis should be able to accurately capture the important information in a few vectors. In this sense, the SVD basis vectors (i.e., the columns of $V^A$ in (2.2)) would be ideal (recall discussion about filtered SVD in subsection 2.1). Unfortunately, computing the SVD can be infeasible for very large problems. Thus, we seek a subspace sequence that exhibits a rapid enough decrease in the residual norm $\|r\|_2 = \|b - Ax\|_2$ in (2.3) so that early termination provides good approximations [101]. Another desirable property is that the solution subspace can be generated efficiently. Here we mean that the main computational cost per iteration is manageable, i.e., requires one matrix-vector multiplication with $A$ and possibly one with $A^\top$. Lastly, for numerical stability it may be desirable to have an orthogonal basis for the solution subspace [166]. Although a variety of projection methods and solution subspaces could be used, here we focus on two of the most common projection methods on Krylov subspaces, namely the Arnoldi process and the Golub-Kahan bidiagonalization process. We will argue that these algorithms compute good solution spaces, according to the criteria listed above.

Arnoldi process. The Arnoldi process generates an orthonormal basis for $K_k(A, b)$ at the $k$th iteration [187]. Given matrix $A \in \mathbb{R}^{n \times n}$ and vector $b \in \mathbb{R}^n$, with initialization $v_1 = b/\beta_1$ where $\beta_1 = \|b\|$, the $k$th iteration of the Arnoldi process generates vector $v_{k+1}$ and scalars $h_{i,k}$ for $i = 1, \ldots, (k + 1)$ such that, in matrix form, the following Arnoldi relationship holds,

$$AV_k = V_{k+1}H_k,$$

where

$$H_k := \begin{bmatrix} h_{1,1} & h_{1,2} & \cdots & h_{1,k} \\ h_{2,1} & h_{2,2} & \cdots & h_{2,k} \\ \vdots & \iddots & \ddots & \vdots \\ 0 & \cdots & \cdots & h_{k,k} \\ 0 & \cdots & \cdots & 0 & h_{k+1,k} \end{bmatrix} \in \mathbb{R}^{(k+1) \times k}, \quad V_{k+1} := [v_1, \ldots, v_{k+1}] \in \mathbb{R}^{n \times (k+1)},$$

and where, in exact arithmetic, $V_{k+1}^\top V_{k+1} = I_{k+1}$. Notice that $V_{k+1}$ contains an orthonormal basis for $K_{k+1}(A, b)$ and $H_k$ is an upper Hessenberg matrix (i.e., upper triangular with the first lower diagonal). The Arnoldi process is summarized in Algorithm 3.2.

**Algorithm 3.2 Arnoldi process**

**Input:** $A \in \mathbb{R}^{n \times n}$, $b \in \mathbb{R}^n$, $k$

1. $v_1 = b/\|b\|$
2. for $j = 1, \ldots, k$ do
3. $v = Av_j$
4. for $i = 1, \ldots, j$ do $h_{i,j} = v^\top v_i$ end for
5. $v = v - \sum_{i=1}^j h_{i,j}v_i$
6. $v_{j+1} = v/h_{j+1,j}$ where $h_{j+1,j} = \|v\|$ end for

**Output:** $V_k$, $H_k$

Notice that the main computational cost of each iteration of the Arnoldi process is one matrix-vector multiplication with $A$. Breakdown of the iterative process may
happen (when \( h_{j+1,j} = 0 \)), but we are typically not concerned about this because these methods are meaningful only when the number of iterations is not too high.

One caveat, especially for inverse problems such as tomography, is that the Arnoldi method relies on the fact that \( A \) is square. For rectangular problems, one could apply the Arnoldi process to the normal equations \( A^T A x = A^T b \), in which case the Arnoldi algorithm simplifies to the symmetric Lanczos tridiagonalization process where, thanks to symmetry, \( H_k \) is tridiagonal rather than upper Hessenberg. However, a numerically favorable approach would be to avoid the normal equations and to work directly with \( A \) and \( A^T \) separately. This is achieved by adopting the Golub-Kahan bidiagonalization process, which we describe next; we will also state more precisely the links between the Golub-Kahan bidiagonalization and the symmetric Lanczos process.

**Golub-Kahan bidiagonalization process.** Contrary to the Arnoldi process that generates only one orthonormal basis (i.e., for \( \mathcal{K}_k(A, b) \)), the Golub-Kahan bidiagonalization (GBK) process generates two sets of orthonormal vectors that span Krylov subspaces \( \mathcal{K}_k(A^T A, A^T b) \) and \( \mathcal{K}_k(A A^T, b) \) \([96]\). Given a matrix \( A \in \mathbb{R}^{m \times n} \) and a vector \( b \in \mathbb{R}^m \), with initialization \( u_1 = b / \beta_1 \) where \( \beta_1 = \| b \| \) and \( v_1 = A^T u_1 / \alpha_1 \) where \( \alpha_1 = \| A^T u_1 \| \), at the \( k \)th iteration of the GKB process, we generate vectors \( u_{k+1}, v_{k+1} \), and scalars \( \alpha_{k+1} \) and \( \beta_{k+1} \) such that in matrix form, the following relationships hold,

\[
AV_k = U_{k+1} B_k = U_k B_{k+1} + \beta_{k+1} u_{k+1} e_k^T,
\]

\[
A^T U_{k+1} = V_{k+1} B_k^T + \alpha_{k+1} v_{k+1} e_{k+1}^T,
\]

where

\[
B_k := \begin{bmatrix}
\alpha_1 & 0 & \cdots & 0 \\
\beta_2 & \alpha_2 & \cdots & \\
0 & \beta_3 & \cdots & 0 \\
\vdots & \ddots & \ddots & \alpha_k \\
0 & \cdots & 0 & \beta_{k+1}
\end{bmatrix} = \begin{bmatrix} B_{k,k} \end{bmatrix} \in \mathbb{R}^{(k+1) \times k},
\]

is bidiagonal, \( U_{k+1} := [u_1, \ldots, u_{k+1}] \in \mathbb{R}^{m \times (k+1)} \) and \( V_k := [v_1, \ldots, v_k] \in \mathbb{R}^{n \times k} \). In exact arithmetic \( U_{k+1} \) has orthonormal columns that span \( \mathcal{K}_{k+1}(A A^T, b) \) and \( V_k \) has orthonormal columns that span \( \mathcal{K}_k(A^T A, A^T b) \). The GKB process is summarized in Algorithm 3.3.

**Algorithm 3.3 Golub-Kahan bidiagonalization (GKB) process**

Input: \( A, b, k \)
1. \( \beta_1 u_1 = b \), where \( \beta_1 = \| b \| \)
2. \( \alpha_1 v_1 = A^T u_1 \), where \( \alpha_1 = \| A^T u_1 \| \)
3. for \( j = 1, \ldots, k \) do
4. \( \beta_j u_j = A v_j - \alpha_j u_j \), where \( \beta_j = \| A v_j - \alpha_j u_j \| \)
5. \( \alpha_{j+1} v_{j+1} = A^T u_{j+1} - \beta_{j+1} v_j \), where \( \alpha_{j+1} = \| A^T u_{j+1} - \beta_{j+1} v_j \| \)
6. end for
Output: \( U_{k+1}, V_{k+1}, B_k \)

The main computational cost of each iteration of the GKB process is one matrix-vector multiplication with \( A \) and one with \( A^T \). Breakdown in the GKB algorithm
would occur when $\beta_{j+1} = 0$ or $\alpha_{j+1} = 0$ but, similarly to the Arnoldi process, we will assume that breakdowns do not happen. A potential concern with the GKB process is loss of orthogonality in the vectors of $U_{k+1}$ and $V_k$, for which it may be necessary to use a reorthogonalization strategy to preserve convergence of the singular values. Indeed, it has been shown that reorthogonalization of only one set of vectors is necessary [12, 196]; more details are provided in subsection 3.4.

As mentioned above, GKB (3.3) is related to the symmetric Lanczos decomposition. Notice that, multiplying the first equation in (3.3) from the left by $A^\top$, and using the second equation in (3.3), we obtain

$$A^\top A V_k = A^\top U_{k+1} B_k = V_{k+1} B_{k+1,k} B_k = V_k B_k + \alpha_{k+1} \beta_{k+1} v_{k+1} e_k^\top.$$ 

The above chain of equalities is the symmetric Lanczos algorithm applied to $A^\top A$ and $A^\top b$, generating an orthonormal basis for $K_{k+1}(A^\top A, A^\top b)$. Similarly, multiplying the second equation in (3.3) (written in terms of $U_k$) on the left by $A$, and using the first equation in (3.3), we obtain

$$A A^\top U_k = A V_k B_k^\top = U_k B_k B_k^\top + \alpha_k \beta_{k+1} u_{k+1} e_k^\top.$$ 

The above chain of equalities is the symmetric Lanczos algorithm applied to $A A^\top$ and $b$, generating an orthonormal basis for $K_{k+1}(A A^\top, b)$.

Comparison of Solution Subspaces. Although the choice of a projection method relies heavily on the problem being solved, there have been some investigations into which projection methods might be better suited for certain types of problems, especially in light of some recent work on flexible methods, general-form Tikhonov regularization, and matrix transpose approximation. We remark that the discussion here also relates to the material in subsection 3.4.

For Arnoldi based methods, which build the approximation subspace starting from $b$, a potential concern is the explicit presence of the (rescaled) noise vector among the basis vectors [135]. For problems with very low noise level, this is not a significant drawback [37]. However, various methods have been developed to remedy this. For example, the symmetric range-restricted minimum residual method MR-II [111] and the range-restricted GMRES (RRGMRES) method [36] discard $b$ and seek solutions in the Krylov subspace $K_{k+1}(A, A^\top b)$. For various projection methods, Hansen and Jensen [121] studied the propagation of noise in both the solution subspace and the reconstruction, noting the manifestation of band-pass filtered white noise as ‘freckles’ in the reconstructions.

For both the Arnoldi and the GKB process, notice that each additional vector in the Krylov solution subspace is generated by matrix-vector multiplication with $A$ or $A^\top A$ respectively. Therefore the vectors defining the Krylov solution space are iteration vectors of the power method for computing the largest eigenpair of a matrix, and hence they become increasingly richer in the direction of the dominant eigenvector of $A$ or $A^\top A$. For many inverse problems (and due to the discrete Picard condition), the orthonormal basis solution vectors generated in early iterations tend to carry important information about the low-frequency components (i.e., the right singular vectors that correspond to the large singular values) [118]. Therefore, the Krylov subspaces considered in this section can be appropriate choices for use in hybrid projection methods.
It is important to note that the choice of Krylov subspace may be problem dependent. For some image deblurring problems, it has been observed that Arnoldi-based methods may not be suitable since multiplication with $A$ corresponds to recursive blurring of the observation, resulting in a poor solution subspace. Various modifications have been proposed. For example, for image deblurring problems with nonsymmetric blurs and anti-reflective boundary conditions, ‘preconditioners’ were used to improve the quality of the computed solution when using Arnoldi-Tikhonov methods \[65\]. For tomography applications where the coefficient matrix is often rectangular, it is natural to consider Golub-Kahan based methods; even if the matrix $A$ modeling a tomographic acquisition problem happens to be square (because of a specific scanning geometry), it should be stressed that standard Arnoldi methods would not generate a meaningful approximation subspace for the solution. This is because multiplication with $A$ maps images to sinograms, and subsequent mappings to sinograms are neither physically meaningful nor fit for image reconstruction. Nonetheless, a specific ‘preconditioned’ GMRES method, with ‘preconditioners’ modeled as backprojection operators, has been used for tomography in \[61\].

It should be noted that preconditioning ill-posed problems can be a tricky business \[115\]. Indeed, besides improving the solution subspace, preconditioning can also be cautiously used with the classical goal of accelerating convergence (provided that it does not exacerbate the semi-convergence phenomenon). Flexible (right) preconditioners have also been considered as means to improve the solution subspace \[51, 85\]. Sometimes additional vectors (that are hopefully meaningful to recover known features of the solution) can be added to the approximation subspace, where the goal is not necessarily to accelerate convergence, but rather to improve the solution subspace. This is the idea behind the so-called enriched or recycling methods (see, for instance, \[66, 119\]); these are described in more detail in subsection 4.2.

In Figure 3.2, we show a few of the basis vectors for the solution generated by the Arnoldi and the GKB algorithms applied to the image deblurring and the tomography reconstruction problems described in section 1. The displayed images are reshaped columns of $V_k$. For the deblurring example, we observe that, as expected, the first basis vector for the GKB process (i.e., $A^\top b/\|A^\top b\|$) is smoother or more blurred than that from the Arnoldi process (i.e., $b/\|b\|$). However, we notice that the 4th basis vector computed by Arnoldi may have more details but is more noisy than that for GKB. For the tomography example, we provide some of the GKB solution basis vectors, for which we note that the basis vector for the first iteration is the scaled vector $A^\top b$, which can be interpreted as an unfiltered backprojection image; see \[159\].

3.2.2. Solving the regularized, projected problem. In subsection 3.2.1, we described two iterative projection methods that can be used to generate and expand the projection subspace $\text{ran}(V_k)$ (step 2 in Algorithm 3.1). Although projection onto subspaces of increasing dimension (e.g., Krylov subspaces) can have an inherent regularizing effect (recall the discussion in subsection 2.2), a key component of hybrid projection methods is the combination of iterative and variational regularization, i.e., the inclusion of a regularization term within the projected problem. We remark that Steps 3 and 4 in Algorithm 3.1 are closely intertwined and could easily be addressed together. However, for clarity of presentation, methods to select the regularization parameter $\lambda_k$ and the stopping iteration $k$ will be addressed in detail in subsection 3.3, and this section will focus on solving the projected regularized problem (3.1). Notice that at step 4 of Algorithm 3.1, we have computed $V_k$ and $\lambda_k$, and the stopping
For the deblurring example and the tomography example, we provide basis images (i.e., the basis vectors $v_k$ for the solution that have been reshaped into images) for iterations $k = 1, 2, 4, 10$. Notice that, since the coefficient matrix in the deblurring example is square, we can compare the Arnoldi and GKB basis vectors, while for the tomography example, we consider only GKB approaches.

In this section, we denote the solution subspaces for Arnoldi and Golub-Kahan as $V_{Ar}^k$ and $V_{GK}^k$ respectively.

The hybrid GMRES iterate at the $k$th iteration is given by

$$x_k(\lambda_k) = V_{Ar}^k y_k(\lambda_k), \quad \text{where} \quad y_k(\lambda_k) = \arg\min_{y \in \mathbb{R}^k} \| b - AV_{Ar}^k y \|^2 + \lambda_k \| y \|^2$$

$$(3.5)$$

$$= \arg\min_{y \in \mathbb{R}^k} \| V_{Ar}^k e_1 - V_{Ar}^k H_k y \|^2 + \lambda_k \| y \|^2$$

Note that, since $\| V_{Ar}^k y \| = \| y \|$ if $(V_{Ar}^k)^T V_{Ar}^k = I_k$, we can equivalently write

$$x_k(\lambda_k) = \arg\min_{x \in \text{ran}(V_{Ar}^k)} \| b - Ax \|^2 + \lambda_k \| x \|^2 = V_{Ar}^k y_k(\lambda_k).$$

Oftentimes, the hybrid GMRES approach is referred to as an Arnoldi-Tikhonov approach \[37, \ 91, \ 151\].

Similar derivations can be done for the Golub-Kahan projection method. In
particular, the hybrid LSQR iterate is computed as

\[ x_k(\lambda_k) = V^G_K y_k(\lambda_k), \quad \text{where} \quad y_k(\lambda_k) = \arg \min_{y \in \mathbb{R}^k} \| b - AV^G_K y \|^2 + \lambda_k \| y \|^2 \]

(3.6)

or, equivalently,

\[ x_k(\lambda_k) = \arg \min_{x \in \text{ran}(V^G_K)} \| b - Ax \|^2 + \lambda_k \| x \|^2 = V^G_K y_k(\lambda_k). \]

The hybrid LSMR iterate [56] is computed as

\[ x_k(\lambda_k) = V^G_K y_k(\lambda_k), \quad \text{where} \quad y_k(\lambda_k) = \arg \min_{y \in \mathbb{R}^k} \| \beta_1 e_1 - B_k y \|^2 + \lambda_k \| y \|^2 \]

(3.7)

where \( \beta_k = \alpha_k \beta_k \).

Table 3.1 provides a summary of common methods with their defining subspace and corresponding subproblem.

| Method       | Subspace               | Subproblem                                      |
|--------------|------------------------|-------------------------------------------------|
| hybrid GMRES | Arnoldi, ran(\(V^A_K\)) | \( \min \| \beta_1 e_1 - H_k y \|^2 + \lambda_k \| y \|^2 \) |
| hybrid LSQR  | Golub-Kahan, ran(\(V^G_K\)) | \( \min \| \beta_1 e_1 - B_k y \|^2 + \lambda_k \| y \|^2 \) |
| hybrid LSMR  | Golub-Kahan, ran(\(V^G_K\)) | \( \min \| \beta_1 e_1 - \frac{B_k^T B_k}{\beta_k + 1} e_k \|^2 + \lambda_k \| y \|^2 \) |

One important property to highlight is that, for these methods, the generated subspace is independent of the choice of the regularization parameters. This is not always true (e.g., in the flexible methods presented in subsection 4.3). A very desirable consequence of this is that one can avoid computing the regularized solution at each iteration. For many of the regularization parameter selection methods, the choice of the parameter at each iteration does not depend on previous or later iterates. Thus, it is possible to delay regularization parameter selection and solution computation until a solution is needed or some stopping criterion is satisfied.

Next, we draw some connections and distinctions to standard iterative methods for least-squares problems (i.e., for the case where \( \lambda_k = 0 \) or \( \lambda_k = \lambda \), fixed along the iterations). For problems where no regularization is imposed on the projected problem (i.e., \( \lambda_k = 0 \)), we recover standard iterative methods GMRES for Arnoldi (solving (3.5)) and LSQR for GKB (solving (3.6)).

For hybrid projection methods, a potential concern is the need to store all of the solution vectors \( \mathbf{V}_k \). For Arnoldi based methods for solving Tikhonov regularized problems, this requirement is the same as for standard iterative methods. However, for Golub-Kahan based methods, this potential caveat warrants a discussion. Indeed,
it is well-known that the LSQR iterates can be computed efficiently using a three-term-recurrence property by exploiting an efficient QR factorization of $B_k$. As shown in [169], such computational efficiencies can also be exploited for standard Tikhonov regularization if $\lambda$ is fixed a priori. This can be done by exploiting the fact that the Krylov subspace is shift invariant with respect to $\lambda$. However, semi-convergence will be an issue if $\lambda = 0$ and the entire process must be restarted from scratch if a different $\lambda$ is desired. This computational flaw is even more severe when using iterative methods such as LSQR for general-form Tikhonov regularization, since the solution subspace typically depends on the regularization parameter and the regularization matrix (although some strategies to ease this dependence are described in subsection 4.1). For hybrid projection methods based on GKB, storage of the solution vectors is the main additional cost associated with the ability to select $\lambda$ adaptively during the hybrid projection procedure. For problems that require many iterations, potential remedies include developing a good preconditioner, compression and/or augmentation techniques [139].

3.2.3. A unifying framework. All the methods described so far can be expressed by this partial factorization,

\begin{equation}
AV_k = U_{k+1}G_k,
\end{equation}

where the columns of $V_k$ are orthonormal and span the $k$-dimensional approximation subspace for the solution, the columns of $U_{k+1}$ are orthonormal with $u_1 = b/\|b\|$ and span a $(k+1)$-dimensional subspace (e.g., associated to $A^\top$), and $G_k$ is a $(k+1) \times k$ matrix that has some structure and represents the projected problem. For hybrid GMRES, $V_k = V^A_k$, $U_{k+1} = V_{k+1} = V^A_{k+1}$ and $G_k = H_k$ are given in (3.2). For hybrid LSQR and hybrid LSMR, $V_k = V^G_k$, $G_k = B_k$, and $U_{k+1}$ are given in (3.3).

Let the SVD of the matrix $G_k$ be given by

\begin{equation}
G_k = U^G_k \Sigma^G_k (V^G_k)^\top,
\end{equation}

where $U^G \in \mathbb{R}^{k+1 \times k}$ and $V^G \in \mathbb{R}^{k \times k}$ are orthogonal, and $\Sigma^G = \text{diag}(\sigma^G_1, \ldots, \sigma^G_k) \in \mathbb{R}^{(k+1) \times k}$ contains the singular values of $G_k$. Note that, for notational convenience, we have dropped the subscript $k$.

For hybrid GMRES and hybrid LSQR with standard Tikhonov regularization, the solution to the regularized projected problems (3.5) and (3.6) have the form,

\begin{equation}
y_k(\lambda_k) = \arg \min_y \|b - AV_k y\|^2 + \lambda_k \|y\|^2
= \arg \min_y \|U_{k+1}^\top b - G_k y\|^2 + \lambda_k \|y\|^2,
\end{equation}

and thus one may express the $k$th iterate of the hybrid projection method as

\begin{equation}
x_k(\lambda_k) = V_k (G_k^\top G_k + \lambda_k I_k)^{-1} G_k^\top U_{k+1}^\top b.
= : A_{\text{reg}}^\top(\lambda_k, k)
\end{equation}

Note that $U_{k+1}^\top b = \|b\|e_1$ by construction.

For many of the regularization parameter selection methods described in subsection 3.3 and the theoretical results in subsection 3.4, it will be helpful to define the so-called ‘influence matrix’,

\begin{equation}
AA_{\text{reg}}^\top(\lambda_k, k) = U_{k+1} G_k (G_k^\top G_k + \lambda_k I_k)^{-1} G_k^\top U_{k+1}^\top.
\end{equation}
For purely iterative methods (where $\lambda_k = 0$), the influence matrix is given by
\[
A A^\dagger_{\text{reg}}(k) = U_{k+1} G_k U_{k+1}^T,
\]
where $A^\dagger_{\text{reg}}(k) = V_k G_k U_{k+1}^T$.

Also, it will be helpful to define the so-called ‘discrepancy’ (or ‘regularized residual’) at the $k$th iteration as
\[
(3.13) \quad r(x_k(\lambda_k)) = b - A x_k(\lambda_k) = (I_m - A A^\dagger_{\text{reg}}(\lambda_k, k)) b,
\]
for hybrid methods; the same definition applies to iterative methods, with $\lambda_k = 0$. In the following, we will adopt the notation $A^\dagger_{\text{reg}}(\lambda)$ and $r(x(\lambda))$ to denote the regularized inverse and the discrepancy associated to (direct) Tikhonov regularization, coherently to (3.11) and (3.13), respectively. When no regularization method is specified, $x_{\text{reg}}, A^\dagger_{\text{reg}}$ and $r_{\text{reg}}$ denote a generic regularized solution, inverse, and residual, respectively.

### 3.3. Regularization parameter selection methods.

The success of any regularization method depends on the choice of one (or more) regularization parameter(s). This was illustrated in section 2 for Tikhonov regularization and for iterative regularization methods; also, when the Tikhonov-regularized problem is solved using an iterative method, both the Tikhonov regularization parameter and the number of iterations should be accurately tuned (see subsection 2.3). Similarly, for hybrid projection methods, there are inherently two regularization parameters to tune: (1) the number of iterations $k$ (i.e., the dimension of the projection subspace), and (2) the regularization parameter for the projected problem (e.g., $\lambda_k$ for Tikhonov). It is important to note that, when carelessly applied to hybrid projection methods where both regularization parameters must be determined, standard regularization parameter choice strategies seldom produce good results. Instead, a two-pronged approach is typically adopted, where a well-established parameter choice strategy is used to determine $\lambda_k$ and one or more stopping rules are used to terminate the iterations, typically by monitoring the stabilization of some relevant quantities; see, for instance, [33, 55, 88, 145, 181]. Before describing specific parameter selection strategies, we comment on a few factors that are unique to selecting regularization parameters in a hybrid projection method, and that should be considered when determining which parameter selection methods to employ.

**Selecting $\lambda_k$.** Assume that $k$ is fixed and consider the case of standard form Tikhonov regularization. First, for many Krylov subspace projection methods, the projection subspace is independent of the current value of the Tikhonov regularization parameter. This is due to the shift-invariance property of the computed Krylov subspaces, and this has the effect that the approximate solution at the $k$th iteration only depends on the current regularization parameter $\lambda_k$. Second, notice that, for a fixed $k$, the projected problem (3.10) is a standard Tikhonov-regularized problem. A natural idea would be to directly apply well-established (e.g., SVD-based) parameter choice strategies that were developed for Tikhonov regularization; however, these methods are not self-contained in the hybrid setting, and care must be taken to ensure accurate results. Third, since the number of iterations $k$ is significantly smaller than the size of the original problem (i.e., $k \ll \min\{m, n\}$) and the projected problem has order $k$ (i.e., the coefficient matrix $G_k$ has size $(k+1) \times k$), computations with $G_k$ can be performed efficiently. For many methods, there are computational advantages to using the SVD of $G_k$ (3.9). Indeed, the computational cost of obtaining (3.9) is negligible compared to the computational cost of performing matrix-vector products with $A$ (and possibly $A^T$) to expand the approximation subspace. We will see how some common parameter choice methods can be efficiently formulated using the SVD.
Selecting $k$. Various rules have been developed for selecting the stopping iteration $k$, and these rules can be employed quite generally (and independently of the parameter choice rule for $\lambda_k$). The main idea is to terminate iterations when a maximum number of iterations is achieved or when one or more of the following conditions are satisfied:

$$
\frac{|\lambda_k - \lambda_{k-1}|}{\|r(x_k(\lambda_k)) - r(x_{k-1}(\lambda_{k-1}))\|} < \tau_{\lambda_{k-1}},
$$

(3.14)

$$
\frac{\|x_k(\lambda_k) - x_{k-1}(\lambda_{k-1})\|}{\|r(x_k(\lambda_k)) - r(x_{k-1}(\lambda_{k-1}))\|} < \tau_r, \frac{\|x_k(\lambda_k) - x_{k-1}(\lambda_{k-1})\|}{\|r(x_k(\lambda_k)) - r(x_{k-1}(\lambda_{k-1}))\|} < \tau_x,
$$

where $\tau_{\lambda}$, $\tau_r$, $\tau_x$ are positive user-specified thresholds. The rationale behind these approaches is that, often and broadly speaking, when stabilization happens, the selected value for the regularization parameter is suitable for the full-dimensional Tikhonov problem and the approximated solution cannot significantly improve with more iterations. Although this argument is mainly empirical, in some cases it is supported by theoretical results; see subsection 3.3.4. This property is also heavily exploited in [53, 102, 180], where the regularization parameter (and other relevant quantities) for the original Tikhonov problem are estimated by projecting the original problem onto subspaces of smaller dimension. Once the regularization parameter is estimated, it is fixed and any iterative method can be used to solve the resulting Tikhonov problem; therefore, these methods are not considered hybrid projection methods as defined in this manuscript; see section 1 and subsection 2.3. The left frame of Figure 3.1 displays the typical behavior of adaptively chosen regularization parameters where, relevant to the first criterion in (3.14), some stabilization is visible as the iterations proceed.

Returning to the issue of selecting a stopping iteration for hybrid projection methods, we remark that, with a suitable choice of $\lambda_k$, hybrid methods can overcome semiconvergent behavior, as illustrated in Figure 2.1. Thus, an imprecise (over-)estimate of the stopping iteration does not significantly degrade the reconstruction quality. In fact, one can typically afford a few more iterations without experiencing deterioration of the solution (on the contrary, the solution may improve because it is computed by solving a well-posed problem in a larger approximation subspace). This insight is also linked to the ability of the considered Krylov projection methods to ‘capture’ the dominant (i.e., relevant) truncated right singular vector subspace information to reconstruct the solution; we present more details about this in subsection 3.4.

Parameter choice rules represent a large and growing body of literature in the field of inverse problems, with papers ranging from theoretical developments of regularization methods to papers focused on methods specific to applications. Although there are extensive survey papers describing parameter choice methods in the continuous setting (for instance, see [13, 14, 174]), we focus on parameter selection strategies for discrete inverse problems that have proven successful in conjunction with hybrid projection methods. We describe two main classes of parameter choice methods: (1) those that require knowledge of the noise magnitude in subsection 3.3.1 and (2) those that do not require knowledge of the noise magnitude in subsection 3.3.2. In almost all the considered strategies for hybrid methods, there are common quantities that must be monitored. These include:

1. the norm of the approximate solution, $\|x_k(\lambda_k)\|$, 
2. the norm of the residual, $\|r(x_k(\lambda_k))\|$, and 
3. the trace of the influence matrix, $\text{trace}(A A^\dagger_{\text{reg}}(\lambda_k, k))$.

Computing these quantities can be done very efficiently by monitoring the corresponding projected quantities and exploiting the orthogonal invariance of the 2-norm. This fact along with the relatively cheap computation of (3.9) make the use of standard pa-
rameter choice strategies particularly appealing in the setting of hybrid methods. Simplified formulations for these values using the SVD can be found in subsection 3.3.3.

3.3.1. Methods that require knowledge of the noise magnitude. The discrepancy principle prescribes to select a regularized solution \( x_{\text{reg}} \) satisfying

\[
\| b - Ax_{\text{reg}} \| = \eta \varepsilon ,
\]

where \( \varepsilon \) is an estimate of the norm of the noise \( \| e \| \) and \( \eta > 1 \) is a safety factor (the larger \( \eta \), the more uncertainty on \( \varepsilon \)). The discrepancy principle typically works well if a good estimate of \( \varepsilon \) is available. Of course, the discrepancy principle also works well when \( x_{\text{reg}} \) only depends on one regularization parameter: indeed, when considering (direct) Tikhonov regularization (subsection 2.1), \( x_{\text{reg}} = x(\lambda) \), and (3.15) is a nonlinear equation in \( \lambda > 0 \) (that should be solved by employing a zero-finder, typically of the Newton family \([176]\)); when considering iterative regularization methods (subsection 2.2), \( x_{\text{reg}} = x_k \), and the iterative method should stop as soon as the \( k \)-th iterate satisfies

\[
\| b - Ax_k \| \leq \eta \varepsilon .
\]

Using the discrepancy principle, one can typically prove regularization properties of the kind \( x_{\text{reg}} \rightarrow x_{\text{true}} \) as \( \| e \| \rightarrow 0 \); see \([39, 70, 112]\). When considering hybrid solvers, the most common approach is to (fully) solve the nonlinear equation

\[
\| b - Ax_k(\lambda_k) \| = \eta \varepsilon
\]

to determine the Tikhonov regularization parameter \( \lambda_k \) to be employed at the \( k \)-th iteration. If adopting this strategy, the discrepancy principle is satisfied at each iteration, and one cannot exploit (3.16) to also set a stopping criterion. In this case, one must resort to one (or more) stopping criterion of the form (3.14). To be precise, and specifically for the discrepancy principle, a stopping criterion naturally arises, in that the equation (3.17) can be satisfied with respect to \( \lambda_k \) typically only after a few iterations \( k \) are performed: this property alone can act as a stopping criterion (i.e., one may stop as soon as the discrepancy principle (3.17) can be satisfied). However, typically, the quality of the solutions improves if more iterations are performed and \( \lambda_k \) is computed by solving (3.17), as the regularized solutions belong to richer approximation subspaces. This phenomenon is described at length in \([151, 175]\). Strategies that use the discrepancy principle for setting both \( k \) and \( \lambda_k \) have also been devised, see \([83, 88]\). In other words, these approaches update the regularization parameter for the projected problem in such a way that stopping by the discrepancy principle is ensured: this is typically achieved by performing only one iteration of a root-finder algorithm for (3.17) at each iteration of a hybrid method; the approach derived in \([83]\) and its underlying theory is described in more details in subsection 3.3.4.

UPRE (unbiased predictive risk estimation) prescribes to choose the regularization parameter that minimizes the expectation of the predictive error, \( E(p(x_{\text{reg}})) \), associated to the regularized solution \( x_{\text{reg}} = A_{\text{reg}}^\dagger b \), where the predictive error is defined as

\[
p(x_{\text{reg}}) = Ax_{\text{reg}} - b_{\text{true}} = AA_{\text{reg}}^\dagger b - b_{\text{true}} = (AA_{\text{reg}}^\dagger - I_n)b_{\text{true}} + AA_{\text{reg}}^\dagger e ,
\]

where \( AA_{\text{reg}}^\dagger \) is assumed to be symmetric (this is the case for all the regularization methods considered so far). When considering (direct) Tikhonov regularization and
when \( e \) represents Gaussian white noise with standard deviation \( \sigma \), i.e., when

\[
e \sim \mathcal{N}(0, \sigma^2 I_m),
\]

one should compute

\[
\lambda^* = \arg \min_{\lambda \in \mathbb{R}^+} \| (A A_{\text{reg}}^\dagger(\lambda) - I_m) b_{\text{true}} \|^2 + \sigma^2 \text{trace}((A A_{\text{reg}}^\dagger(\lambda))^T(A A_{\text{reg}}^\dagger(\lambda)))
\]

\( =: \mathbb{E}(|p(x(\lambda))|^2) \)

To circumvent the fact that the first term in the above expression of \( p(x(\lambda)) \) is unavailable, one should perform some algebraic manipulations and approximations to get

\[
\lambda^* = \arg \min_{\lambda \in \mathbb{R}^+} \| r(x(\lambda)) \|^2 + 2\sigma^2 \text{trace}(A A_{\text{reg}}^\dagger(\lambda)) - m\sigma^2
\]

\( =: U(\lambda) \)

Note that, in particular, \( \mathbb{E}(U(\lambda)) = \mathbb{E}(|p(x(\lambda))|^2) \). We refer to [212] for more details on the derivation of the UPRE method. UPRE can also be used as a stopping rule for iterative methods, e.g., for nonnegativity constrained Poisson inverse problems [10]. When considering hybrid methods, applying UPRE to the projected problem is quite straightforward, and was first considered in [181]: it is essentially a matter of replacing \( r(x(\lambda)) \) and \( A_{\text{reg}}^\dagger(\lambda) \) in (3.19) by \( r(x_k(\lambda_k)) \) and \( A_{\text{reg}}^\dagger(\lambda_k, k) \), respectively. Since the influence matrix (3.12) is still symmetric, performing some algebraic manipulations leads to the following projected UPRE functional

\[
U_k(\lambda) = \| (G_k(G_k^T G_k + \lambda I_k)^{-1} G_k^T - I_{k+1}) U_{k+1} \|^2 + 2\sigma^2 \text{trace}(G_k(G_k^T G_k + \lambda I_k)^{-1} G_k^T) - (k + 1)\sigma^2,
\]

which is minimized at each iteration of a hybrid method to find \( \lambda_k \). An interesting (and still partially open) question (common to other parameter choice strategies) is determining whether the regularization parameter \( \lambda_k \) so obtained is a good approximation of \( \lambda^* \). To answer this question, the authors of [181] first consider the direct regularization method to be obtained by combining TSVD and Tikhonov regularization methods (sometimes referred to as ‘FTSVD’, i.e., filtered TSVD), so that the variational regularized solution belongs to the subspace spanned by the dominant right singular vectors; they deduce that, if the \( k \)-dimensional projection subspace generated by the hybrid method captures the relevant (i.e., dominant) spectral information about the original problem, then \( \text{trace}(G_k(G_k^T G_k + \lambda I_k)^{-1} G_k^T) \approx \text{trace}(A A_{\text{reg}}^\dagger) \) (the latter being specified for the FTSVD), and \( \lambda_k \approx \lambda^* \).

We conclude this subsection by mentioning that, although it may seem to be a disadvantage that these methods require knowledge of the noise magnitude, there are actually various approaches for estimating the noise level from the data: here we describe a couple of them. A first approach uses statistical tools and performs quite well at estimating the variance [67]. Assuming white noise (3.18), an estimate \( \hat{\sigma} \) of the standard deviation \( \sigma \) can be obtained from the highest coefficients of the noisy data under some transformation (e.g., wavelet). For instance, the following MATLAB code can be used

\[
(3.20) \quad \text{[cD] = dwt(b,'db1'); sigmahat = median(abs(cD(:)))/.67;}.
\]
In inverse problems, we often scale the noise, and use the following,
\[ b = b_{\text{true}} + \text{noiseLevel} * \frac{\|b_{\text{true}}\|}{\|e\|} e, \]
where \( e \) is a realization from a standard Gaussian and the noise level is given in \text{noiseLevel}. Thus, an estimate of \text{noiseLevel} obtained running (3.20) would be \( \hat{\sigma} \sqrt{m/\|b\|} \). Still assuming Gaussian white noise, a second approach to estimate relevant noise information (including \( \|e\| \)) is to leverage some theoretical properties of the Krylov subspaces generated as projection subspaces for the solution: this is especially relevant in the context of hybrid regularization. To the best of our knowledge, the first detailed analysis of how the noise affects the approximation subspace generated by the GKB algorithm can be found in [127], where the authors show how to estimate at a negligible cost the (assumed) unknown amount of noise in the original data. By exploiting the connections between GKB and Gaussian quadrature rules (recalled in subsection 3.3.4), theoretical estimates prove that the norm of the residual computed by LSQR stabilizes around the noise magnitude. This can lead to the construction of stopping criteria for the bidiagonalization process as well as to the application of any of the parameter choice rules described in this section, using the information gathered about the noise. Extensions of the analysis in [127] to projection methods based on the Arnoldi algorithm can be found in [90].

3.3.2. Methods that do not require knowledge of the noise magnitude.
In many situations, assuming that an accurate estimate of \( \varepsilon = \|e\| \) is available is unrealistic, and one cannot confidently apply the methods described in subsection 3.3.1. However, a number of strategies can be adopted when dealing with direct, iterative and hybrid methods: for the latter, most of these parameter choice rules can be regarded as the projected variants of their full-dimensional counterparts.

The \( L \)-curve criterion was popularized by [125]: it relies on the intuition that a good choice of the regularization parameter should balance the contribution of the so-called perturbation error (i.e., the error due to overfitting the noisy data, which would lead to an under-regularized solution) and regularization error (i.e., the error due to replacing the original problem with a related one, which would lead to an over-regularized solution). The \( L \)-curve is a plot of the norm of the regularized solution \( \|x_{\text{reg}}\| \) versus the norm of the regularized residual \( \|r_{\text{reg}}\| \) for varying values of the regularization parameter, and it is named after the desirable shape of its graph. When Tikhonov regularization is considered (i.e., when the \( L \)-curve is a parametric curve with respect to \( \lambda \)), one can prove that the \( L \)-curve is convex (see, for instance, [118, Chapter 4]). The ideally steep or vertical part of the curve corresponds to small amounts of regularization, so that such solutions are dominated by perturbation error. The ideally flat or horizontal part corresponds to too much regularization, so that such solutions are dominated by regularization error. Therefore the corner represents the point on the \( L \)-curve where both errors are balanced. The \( L \)-curve is commonly plotted in logarithmic scale, e.g., \( (\log_{10}(\|r_{\text{reg}}\|), \log_{10}(\|x_{\text{reg}}\|)) \), to better highlight the corner (and also because of the large range of values of the plotted quantities). For the \( L \)-curve to be effective it is necessary to have monotonicity in \( \|r_{\text{reg}}\| \) and \( \|x_{\text{reg}}\| \) (this is not always the case, e.g., alternative \( L \)-curves have been devised for GMRES [37]). Since for hybrid projection methods we need to select two parameters (namely, \( \lambda_k \) and \( k \)), the \( L \)-curve can be interpreted as a surface, which can be challenging to analyze. However, by exploiting connections to Gaussian quadrature rules (see subsection 3.3.4), a variant of the \( L \)-curve called the ‘\( L \)-ribbon’ has been considered.
that inexpensively constructs a ribbon-like region that contains the \(L\)-curve of the (direct) Tikhonov regularization applied to the full-dimensional problem [34, 40, 43].

An approach related to the \(L\)-curve, which still aims at finding the right balance between the regularization error and the perturbation error, was described in [15, 211], where the estimated regularization parameter \(\lambda\) for (direct) Tikhonov regularization is obtained as the fixed point of the ratio between the residual norm \(\|r(x(\lambda))\|\) and the solution norm \(\|x(\lambda)\|\). This same strategy can be straightforwardly used to select a regularization parameter at each iteration of hybrid projection methods, namely, by computing the fixed point \(\lambda_k\) of the function \(\frac{\|r(x_k(\lambda))\|}{\|x_k(\lambda)\|}\): this is done in [209] for a hybrid method based on GKB and Tikhonov regularization. These approaches can be regarded as generalizations of a parameter choice rule due to Regińska [173].

The generalized cross-validation (GCV) method is another popular approach for selecting regularization parameters when the noise level is unknown. The GCV method is a ‘leave-one-out’ prediction method. That is, the basic idea behind GCV is that, if an arbitrary element of the observed data is left out, a good choice of the regularization parameters should be able to predict the missing observation [95]. For (direct) Tikhonov regularization applied to the full-dimensional problem (2.1), the parameter computed by GCV is the one that minimizes the GCV function

\[
G(\lambda) = \frac{n \|r(x(\lambda))\|^2}{\left(\text{trace}\left(I_m - A A^\dagger_{\text{reg}}(\lambda)\right)\right)^2}.
\]

In [19] Björck suggested using GCV in conjunction with TSVD for hybrid projection methods and using GCV to determine an appropriate stopping iteration as well. However, it was observed in [55] that the GCV method tended to perform poorly when used within hybrid methods based on GKB and Tikhonov regularization, due to over-smoothing. To remedy this, a weighted GCV (wGCV) method was introduced, which can be interpreted as a weighted ‘leave-one-out’ approach; an adaptive approach to estimate the new weight parameter was also described. At each iteration \(k\), the weighted GCV functional for estimating \(\lambda\) is given by

\[
G_w(\lambda, k) = \frac{n \|r(x_k(\lambda))\|^2}{\left(\text{trace}\left(I_m - wA A^\dagger_{\text{reg}}(\lambda, k)\right)\right)^2},
\]

where we get the standard GCV function for \(w = 1\). By minimizing the above functional with respect to both \(\lambda\) and \(k\), it is possible to set both regularization parameters involved in a hybrid method. One can use an alternating approach to sample the 2D GCV surface (3.22) as follows: first, a projected version of the GCV functional (3.22) is minimized for fixed \(k\) to get \(\lambda_k\) (this is sampling the GCV functional along lines); second, the GCV functional (3.22) is minimized for fixed \(\lambda_k\).

The noise cumulative periodogram (NCP) approach for selecting regularization parameters does not require an estimate of the noise level either. Indeed, NCP uses the residual components rather than the residual norm to estimate the regularization parameter [183]. NCP was used within a projection framework in [123], although this was not a hybrid projection method according to the criteria given in the present paper.

**Illustration.** We use the image deblurring and tomography test problems from section 2 to show how different regularization parameter selection methods can perform within hybrid projection methods. Relevant quantities are displayed in Figure 3.3.
For both test problems, looking at the frames displayed in the top row, we can infer that both the discrepancy principle and the wGCV method exhibit consistent behavior within different noise realizations; looking at the frames displayed in the middle and bottom rows, we can see that there are clear combinations of values of $k$ and $\lambda_k$ that deliver minimal relative reconstructions error norms, and that both the discrepancy principle and wGCV are able to compute couples $(k, \lambda_k)$ that eventually (for $k$ big enough) lay in such regions. We emphasize that every problem is different, and there is not one approach that will work for all problems. Thus, it is good to have a variety of methods that can guide one in selecting a suitable set of parameters.

3.3.3. SVD formulations of quantities used for regularization parameter selection. Notice that in many of the regularization parameter selection strategies, a nonlinear optimization or root finding problem must be solved to estimate $\lambda_k$. For smaller problems (e.g., the projected problem in hybrid projection methods), the SVD can be exploited for efficient computation of the norm of the approximation solution, the norm of the residual, and the trace of the influence matrix, which all depend on $\lambda_k$. We remark that these efficiencies are especially impactful when quantities need to be computed for many regularization parameters (e.g., to obtain a representative $L$-curve) or when the projected problem is significantly smaller than the size of the original problem (e.g., $k \ll n$). In this section, we provide SVD formulations for these quantities for Tikhonov regularization, but remark that similar derivations can be made for any spectral filtering method (e.g., TSVD) used to solve the projected problem in a hybrid projection method.

Let the SVD of $G_k \in \mathbb{R}^{(k+1) \times k}$ be given as in (3.9) and let
\[
\tilde{U} = U_{k+1} U^\| = [\tilde{u}_1, \ldots, \tilde{u}_{k+1}] \quad \text{and} \quad \tilde{V} = V_k V^\| = [\tilde{v}_1, \ldots, \tilde{v}_k],
\]
notice that these contain orthonormal columns. Then the solution of the regularized, projected problem (3.11) has the form
\[
x_k(\lambda_k) = \tilde{V}((\Sigma^G)^T \Sigma^G + \lambda_k I_k)^{-1}(\Sigma^G)^T \tilde{U}^\| b = \sum_{i=1}^{k} \phi_i^G \tilde{u}_i^T b \tilde{v}_i, \quad \text{where} \quad \phi_i^G = \frac{(\sigma_i^G)^2}{(\sigma_i^G)^2 + \lambda_k}.
\]
The ‘influence matrix’ (3.12) can then be represented as
\[
AA_{\text{reg}}^\dagger(\lambda_k, k) = \tilde{U} \Sigma^G((\Sigma^G)^T \Sigma^G + \lambda_k I_k)^{-1}(\Sigma^G)^T \tilde{U}^T.
\]
Using the above formulas, the squared norm of the solution can be represented as
\[
\|x(\lambda_k)\|^2 = \sum_{i=1}^{k} \left(\phi_i^G \tilde{u}_i^T b \tilde{v}_i\right)^2
\]
and the trace of the influence matrix takes the form
\[
\text{trace}(AA_{\text{reg}}^\dagger(\lambda_k, k)) = \sum_{i=1}^{k} \phi_i^G.
\]
To obtain an expression for the norm of the residual, we exploit the fact that $b = \beta_1 U_{k+1} e_1$ and that $U_{k+1}$ contains orthonormal columns to get
\[
\|r(x(\lambda_k))\|^2 = \|\tilde{U} \Sigma^G((\Sigma^G)^T \Sigma^G + \lambda_k I_k)^{-1}(\Sigma^G)^T \tilde{U}^T b - \beta_1 U_{k+1} e_1\|^2 = \|((\Sigma^G)^T \Sigma^G + \lambda_k I_k)^{-1}(\Sigma^G)^T - I_k)(U^G)^T \beta_1 e_1\|^2.
\]
3.3.4. Methods that exploit the links between GKB and Gaussian quadrature rules. All the parameter choice rules for λ presented so far involve
at least one evaluation of a quadratic form of the matrix $A^TA$ or $AA^T$. These forms can be expressed as particular Riemann-Stieltjes integrals (written in terms of the SVD of $A$), which can then be approximated by Gauss or Gauss-Radau quadrature rules. The latter are related to the symmetric Lanczos algorithm, which is itself related to the GKB algorithm; see subsection 3.2.1. When dealing with large matrices $A$ whose SVD cannot be computed, these relations are crucial to provide computationally affordable approximations of the original quadratic forms in terms of quantities (such as the upper bidiagonal $B_k$) generated at the $k$th GKB iteration. Under some additional assumptions, it can be proven that such approximations are upper or lower bounds, which get increasingly accurate as $k$ increases. Such connections are underpinned by a solid and elegant theory. In the following we will mention some basic facts without providing many motivations: these are fully unfolded in, e.g., [98]. In the framework of hybrid projection methods, besides using some basic facts without providing many motivations: these are fully unfolded in, 

Under some additional assumptions, it can be proven that such approximations are upper or lower bounds, which get increasingly accurate as $k$ increases. Such connections are underpinned by a solid and elegant theory. In the following we will mention some basic facts without providing many motivations: these are fully unfolded in, e.g., [98]. In the framework of hybrid projection methods, besides using $k$ GKB iterations to compute an approximation $\lambda_k$ of the regularization parameter $\lambda$ for the Tikhonov problem (2.1) according to some rule, GKB is also employed to define the $k$th projected problem (3.6) or (3.7).

Since all the parameter choice rules described for Tikhonov regularization in subsection 3.3.1 and subsection 3.3.2 involve the discrepancy norm $\|r(x(\lambda))\|$, and since

$$
\|r(x(\lambda))\|^2 = \lambda^2 b^T (AA^T + \lambda I_m)^{-2} b
$$

in the following we provide the details of the approximation of such a quadratic form and for an overdetermined $A$ (i.e., $m \geq n$) only. Considering the eigendecomposition $AA^T = U^\lambda \Sigma^\lambda (\Sigma^\lambda)^T (U^\lambda)^T$ given in terms of the SVD of $A$ (2.2), and setting

$$
A^\lambda := \text{diag}(\lambda_1^\lambda, \ldots, \lambda_n^\lambda, 0, \ldots, 0) = \Sigma^\lambda (\Sigma^\lambda)^T \in \mathbb{R}^{m \times m}, \quad \bar{b} := \lambda(U^\lambda)^T b,
$$

it can be shown that

$$
\lambda^2 b^T \psi(AA^T)b = \bar{b}^T \psi(A^\lambda)b = \int_0^{\lambda^\lambda} \psi(t) d\omega(t) =: I(\psi),
$$

where the discrete measure $\omega(t)$ is a non-decreasing step function with jump discontinuities at the $\lambda_j^\lambda$’s and at the origin. It is well-known that the above integral can be numerically approximated using a Gaussian quadrature rule, whose nodes are the zeros of a family of orthonormal polynomials with respect to the inner product induced by the measure $\omega(t)$. Such polynomials satisfy a three-term recurrence relation whose coefficients coincide with the entries of the tridiagonal matrix computed by the symmetric Lanczos algorithm applied to $AA^T$ with initial vector $b$ (specifically, the entries on the $k$th column of such tridiagonal matrix define the $k$th orthonormal polynomial). Note that such decomposition can be conveniently obtained from the partial GKB decomposition, as shown in (3.4).

Consider the eigendecomposition $T_{k,k} = U^b(\Sigma^b)^2(U^b)^T$ given in terms of the SVD $B_{k,k} = U^b \Sigma^b (V^b)^T$. Then it is well-known that the $k$-point Gauss quadrature rule for approximating (3.24) is given by

$$
G_k(\psi) = \lambda^2 \|b\|^2 \sum_{j=1}^k \psi(\sigma_j^b)^2 (e_1^T U^b e_k)^2 = \lambda^2 \|b\|^2 e_1^T U^b \psi((\Sigma^b)^2)(U^b)^T e_1
$$

$$
(3.25) \quad = \lambda^2 \|b\|^2 e_1^T \psi(T_k)e_1 = (\lambda\|b\|e_1)^T \psi(B_{k,k} B_{k,k}^T(\lambda\|b\|e_1)),
$$

where $T_k$ is the $k$-th partial GKB decomposition.
i.e., the quadratic form $\psi$ evaluated with respect to the projected matrices. The $k$-point Gauss-Radau quadrature rule for approximating (3.24), with one node at the origin, can be evaluated similarly, replacing the matrix $B_{k,k} B_{k,k}^\top$ by the matrix $B_{k-1} B_{k-1}^\top$, where $B_{k-1} \in \mathbb{R}^{k \times (k-1)}$ is computed at the $(k-1)$st GKB iteration. That is,

$$
R_k(\psi) = (\lambda ||b|| e_1)^\top \psi(B_k B_k^\top)(\lambda ||b|| e_1).
$$

Since $\psi$ defined in (3.23) is a $2k$-times differentiable function, the quadrature errors $E_{G_k}(\psi) := I(\psi) - Q_k(\psi)$ associated with the $k$-point Gauss and Gauss-Radau quadrature rules (i.e., with $Q_k(\psi) = G_k(\psi)$ and $Q_k(\psi) = R_k(\psi)$, respectively), are given by

$$
E_{G_k}(\psi) = \psi^{(2k)}(\zeta_{G_k}) (2k)! \int_0^{+\infty} \prod_{i=1}^{k} (t - \zeta_i)^2 d\omega(t),
$$

$$
E_{R_k}(\psi) = \psi^{(2k-1)}(\zeta_{R_k}) (2k - 1)! \int_0^{+\infty} \prod_{i=2}^{k} (t - \bar{\zeta}_i)^2 d\omega(t),
$$

where $\zeta_{G_k}$, $\bar{\zeta}_{R_k} \in [0, \lambda^1]$, and the $\zeta_i$'s and the $\bar{\zeta}_i$'s denote the nodes of the Gauss and the Gauss-Radau quadrature rules, respectively. Since $\psi^{(2k-1)}(t) < 0$ and $\psi^{(2k)}(t) > 0$ for $t \geq 0$, the Gauss-Radau quadrature rule (3.26) is an upper bound for $||r(\lambda)||^2$, while the Gauss quadrature rule (3.25) is a lower bound for $||r(\lambda)||^2$.

The idea of exploiting Gaussian quadrature to approximate functionals used to set the Tikhonov regularization parameter was first presented by Golub and Von Matt [103], with derivations specific for GCV. This investigation can be regarded as a particular case of the broader explorations of the links between some Krylov methods and Gaussian quadrature conducted by Golub and collaborators; see again [98] for a complete overview of the accomplishments in this area. An important remark concerning GCV is that a different treatment is needed to derive bounds for the numerator and denominator of the GCV function (3.21): since a trace term appears in the denominator, a randomized trace estimator can be used to compute its approximation (see, e.g., [103, 189]), while Gaussian-quadrature bounds can be used to handle the numerator. Note however that, in [103], a similar approach is adopted to set the regularization parameter $\lambda$ for the full-dimensional problem (2.1), i.e., the value of $\lambda$ so approximated is then used to solve a Tikhonov-regularized problem. For this reason, this approach cannot be properly regarded as a hybrid solver, according to the framework adopted in this paper, although its adaptation would be quite natural. To the best of our knowledge, Gaussian-quadrature-based regularization parameter choice strategies were first adapted to work within hybrid solvers in [33]: here the algorithm involved in setting the regularization parameter according to GCV is identical to the one described in [103], and the computations performed to approximate the numerator of the GCV functional in (3.21) are then also employed to define an approximation subspace for the solution (of increasing dimensions), effectively making this approach a hybrid solver. A similar strategy, still tailored to GCV, is presented in [73].

Regularization parameter choice rules for hybrid methods that exploit the links between GKB and Gaussian quadrature rules are especially successful and well-understood when the $L$-curve is employed. This instance of the $L$-curve criterion is sometimes referred to as ‘$L$-ribbon’; see, e.g., [34, 43]. Indeed, in this setting, Gauss and Gauss-Radau quadrature rules provide computationally inexpensive upper and lower bounds (i.e., boxes) for each point on the $L$-curve associated to the
full-dimensional Tikhonov problem. Since the $L$-curve bounds are nested (i.e., they become more and more accurate as the number of GKB iterations increases), when the $L$-ribbon is narrow it is possible to infer the approximate location of the ‘vertex’ of the $L$-curve from its shape. For hybrid methods, the $L$-ribbon may first conveniently determine narrow bounds for the (direct) Tikhonov $L$-curve (thereby performing a suitable number of GKB iterations), and then easily locate the approximate vertex of the $L$-curve.

Most recently, the authors of [82] introduce a new principled and adaptive algorithmic approach for regularization, which provides reliable parameter choice rules by leveraging the framework of bilevel optimization, and the links between Gauss quadrature and GKB.

3.4. Theoretical insights. The goal of this section is to give the reader a flavor of the types of theoretical results that have been investigated and their significance for hybrid projection methods.

Project-then-regularize versus regularize-then-project. For standard Tikhonov regularization, an insightful result deals with characterizing the iterates from a hybrid projection method. For a fixed regularization parameter, there is an important result regarding the equivalence of iterations from two approaches: ‘first-regularize-then-project’ and ‘first-project-then-regularize’ [114, 118]. See Figure 3.4 and the following theorem.

**Theorem 3.1.** Fix $\lambda > 0$ and define $x_k(\lambda) \in \mathbb{R}^n$ to be the $k$th iterate of conjugate gradient applied to the Tikhonov problem,

$$
\min_x \|b - Ax\|^2 + \lambda \|x\|^2.
$$

Let $y_k(\lambda) \in \mathbb{R}_k$ be the exact solution to the regularized, projected problem

$$
\min_y \|\beta \textbf{e}_1 - B_k y\|^2 + \lambda \|y\|^2,
$$

where $B_k$ and $V_k$ are derived from GKB applied to the original problem. Then

$$
z_k(\lambda) = V_k y_k(\lambda) = x_k(\lambda).
$$

The significance of this result is that, for large-scale problems where the ‘first-regularize-then-project’ approach is not feasible (e.g., because obtaining a good regularization parameter is too expensive a priori, see Figure 2.2), the hybrid projection methods that follow the ‘first-project-then-regularize’ approach produce, at the $k$th iteration, the same regularized solution (in exact arithmetic and with the same regularization parameter). Extensions of this result to the case where TSVD regularization is used instead of Tikhonov can be found in [145].

Projection results. Since the approximation subspace for the solution plays a pivotal role in the success of both purely iterative and hybrid projection methods, there have been recent investigations on subspace approximation properties, including results quantifying how much the approximation subspace can be expanded, or how the noise in the data affects the approximation subspace. In particular, the authors of [91] prove that, when GKB is applied to a severely ill-posed problem with noiseless data, the product of the entries of the last column of the bidiagonal matrix $B_k$ decays as $(k\sigma_n^2)^2$; note that these entries are somewhat related to how much the Krylov subspace $K_k(A^\top A, A^\top b)$ is expanded at the $k$th iteration. Under similar assumptions,
when employing the Arnoldi algorithm, the rate of decay of the last entry of the Hessenberg matrix \( H_k \) (i.e., \( \| H_k \|_{k+1,k} \)) is comparable to \( k \sigma_k^2 \). The authors of [127] study how noise in the measurements (right-hand side of (1.1)) propagates to the projected problem and, in particular, how it enters the basis vectors spanning the approximation subspace. This leads also to efficient estimates of the noise level that can be used to set the regularization parameter \( \lambda_k \) for hybrid methods, or a stopping criterion (see subsection 3.3). Specifically, assuming that the Discrete Picard Condition holds, the noise amplification (i.e., the appearance of high frequency noise) is described as an effect of damping the smooth components due to convergence of Ritz values to large eigenvalues of \( A^\top A \) and the orthogonalization in the GKB algorithm. After the noise has ‘revealed’ itself in the so called ‘noise-revealing’ iteration, the LSQR relative residual can be used as a noise level estimator. This investigation is extended in [126], to consider the most popular iterative solvers based on GKB and to establish explicit relations between the noise-contaminated bidiagonalization vectors and the residuals of the considered regularization methods. In particular, it is shown that the coefficients of the linear combination of the computed bidiagonalization vectors reflect the amount of propagated noise in each of these vectors; influence of the loss of orthogonality is also discussed. Some of these investigations (most relevantly, the analysis of the residual vector) have been also performed in [89, 90] for methods based on the Arnoldi algorithm, mainly using tools from approximation theory. Finally, the propagation of noise in the approximation subspace and the residuals associated to purely iterative methods based on the GKB algorithm (such as LSQR) and the Arnoldi algorithm (such as GMRES and RRGMRES) is studied in [135]. The latter may not be successful in filtering the noise out, because of the so-called ‘mixing’ of the SVD components in the approximation subspace; this issue may actually be irrelevant, if features of the solution can be reconstructed anyway thanks to the presence
of favourable vectors in the Krylov approximation subspace and it can be mitigated using some ‘preconditioning’ [120]; see also subsection 4.1. Some ‘preconditioners’ that can be used together with (RR)GMRES to correct for severe asymmetries in the discretized forward operator are proposed and analyzed in [87]. Focusing on image deblurring problems, and exploiting the two-dimensional discrete cosine transform, [121] also analyzes how noise from the data enters the solution computed by LSQR, GMRES, RRGMRES, MINRES, and MR-II, concluding that the noise mainly affects the reconstructions in the form of low-pass filtered white noise, and discouraging the use of GMRES and MINRES for image deblurring.

Other classes of results pair the analysis of the approximation subspace for the solution with the analysis of the behavior of the projected problem, or focus solely on the latter, including results on the approximation of the singular value decomposition, which shed light on how the ill-conditioning of the original problem transfers to the projected problem, on the semi-convergence phenomenon, and on how properties such as the so-called discrete Picard condition are ‘inherited’ by the projected problem. Bounds on the ‘residuals’ associated to the SVD approximations obtained by the GKB and Arnoldi decompositions (i.e., the matrix 2-norm of the difference between the original coefficient matrix (2.2) and the approximated SVD obtained at each step of a Krylov subspace method) are presented in [91], where it is concluded that, depending on the method and on the residuals, these could either be 0, or their norm may decay as the singular values of the original coefficient matrix. The authors of [89] prove that, starting from a full-dimensional problem satisfying the discrete Picard condition (i.e., typically assuming noise-free data), the discrete Picard condition continues to hold when the problem is projected using the Arnoldi or the GKB algorithms: this is achieved by combining some SVD update rules and a backward induction argument (i.e., going from the full-dimensional problem to projected problems of decreasing dimension). Naturally, much analysis focuses on establishing theoretical and heuristic links between the performance of TSVD (which can be regarded as a least-squares solver projecting the full-dimensional problem (2.3) onto the subspace spanned by the dominant right singular vectors) and Krylov projection methods. Some early investigations, such as [113], find that, since the projection attained with the LSQR method is tailored to the specific right-hand side \( \mathbf{b} \), this results in a more rapid convergence of the solver. Also, when it comes to computing TSVD-like approximations, the authors of [17] exploit a classical property of GKB (namely, the approximation quality depends on the relative distance between the singular values of \( \mathbf{A} \), to conclude that, since for discrete inverse problems the relative gap between large singular values of \( \mathbf{A} \) is generally much larger than the relative gap between its small singular values, the singular values of \( \mathbf{B}_k \) converge very quickly to the largest singular values of \( \mathbf{A} \). Also, links between the TSVD and Lanczos algorithms (for symmetric problems) are investigated in [92] where, thanks to the speed at which the nonnegative subdiagonal entries of \( \mathbf{T}_k \) decay to zero, the solution of the discrete ill-posed problems can be efficiently and effectively (i.e., without significant, if any, reduction of the quality of the computed solution) expressed in terms of the Lanczos basis vectors rather than the eigenvectors of \( \mathbf{A} \): this extends to the solution subspace determined by LSQR and the right singular vector subspace. More recently, a body of papers by Jia and collaborators puts some renewed emphasis on the investigation of the relations between the TSVD solutions and the solutions computed by some popular purely iterative regularization methods (such as LSQR, LSMR, and MINRES). In particular, assuming distinct singular values, [132] establishes bounds for the distance between the \( k \)-dimensional Krylov subspace associated to LSQR and
the $k$-dimensional dominant right singular space associated to TSVD, and concludes that the former better ‘captures’ the latter for severely and moderately ill-posed problems than for mildly ill-posed problems. This implies that LSQR performs better as a stand-alone regularization method for severely and moderately ill-posed problems, but should be paired with additional regularization (i.e., in a hybrid framework) for successfully handling mildly ill-posed problems. Estimates for the accuracy of the rank-$k$ approximation generated by GKB are also provided. This topic is further investigated in [136, 137], where an analysis of the approximation of the large singular values of $A$ by the Ritz values is also performed to assess if this happens in natural order (i.e., largest singular values first). The paper [138] extends the same investigations to the case of multiple singular values, with similar findings.

Continuous formulations. Although the present survey paper considers discrete inverse problems, in many situations (especially when analyzing some convergence properties of solvers or inferring the behavior of the projected problems) looking at the continuous formulation (i.e., within a Hilbert space $H$) can be beneficial. Indeed, it is well known that some discretization schemes (e.g., those based on boundary element methods) actually project the continuous problem onto finite dimensional vector spaces, and that such a projection has a regularizing effect; see [114, 145]. Indeed, with ‘proper conversion’, many of the presented derivations for Krylov methods in finite dimension can be translated to the continuous setting; see [70]. CG was historically among the first Krylov methods to be analyzed in a continuous setting: [70] reports relevant results and references. More recently, the authors of [39] show that, when the error-free data vector $b_{\text{true}}$ lies in a finite-dimensional a finite-dimensional Krylov subspace, then the (continuous) GMRES method is a regularization method if the iterations are terminated by a stopping rule based on the discrepancy principle. Methods based on the Arnoldi algorithm (either FOM or GMRES) have been analyzed in a continuous setting [163]; here, some of the properties described (and somewhat heuristically justified) in a discrete setting in [91] are fully established (and sometimes strengthened) in a continuous setting. More specifically, assuming that we are dealing with Hilbert-Schmidt operators (like Fredholm integral equations of the first kind with square-integrable kernels), it can be shown that the rate of convergence of these solvers is related to the extendibility of the Krylov subspace $K_k(A, b)$, which is also comparable with the rate of decay of the singular values of $A$. Moreover, it is proven that the dominant singular values can be approximated with improved accuracy as the iterations proceed, further supporting the statement that methods based on the Arnoldi algorithm are regularization methods. This investigation has an impact on the finite-dimensional setting, too: for instance, having proven convergence of the SVD approximation obtained by the Arnoldi algorithm, implies that many parameter choice rules that are intrinsically based on the success of this approximation (see subsection 3.3) are meaningful when used within hybrid methods. An analogous investigation appeared in [49], where the infinite-dimensional GKB algorithm and LSQR are considered. The same author considers in [164] the case of Krylov solvers applied to general-form Tikhonov regularization (still in a continuous setting), with a fixed regularization parameter; both solvers based on the Arnoldi algorithm and on the GKB algorithm are considered and the resulting scheme is dubbed ‘Krylov-Tikhonov’. Denoting by $u^\dagger$ and $u_k$ the solution to the continuous problem and the Krylov solution, respectively, the main investigation in [164] is concerned with proving that such Krylov methods are orthogonal projection methods for the linear operator equation associated to the normal equations for the continuous Tikhonov formulation: because of this, there exists a (semi)norm $E(\cdot)$ in $H$ such that $E(u_k - u^\dagger)$ converges
to zero as $k$ goes to infinity.

4. Extensions. The goal of this section is to describe some extensions and recent advancements in hybrid projection methods. In particular, in subsection 4.1 we describe various hybrid projection methods that have been developed for general-form Tikhonov regularization. In subsection 4.2 we describe hybrid projection approaches that go beyond the standard projection subspaces by enrichment, augmentation and recycling of approximation subspaces for the solution. Then in subsection 4.3 we go beyond 2-norm regularization and consider the $\ell_p$ regularized problem. In particular, we focus on recent advancements in flexible iterative methods (which are related to flexible preconditioning where the preconditioner changes during the iterative process) and extensions to hybrid frameworks. In subsection 4.4 we describe the increasingly important role that hybrid iterative methods play in the field of large-scale computational uncertainty quantification. We first give a brief introduction to draw connections between traditional variational regularization and statistical (Bayesian) inverse problems, and we describe various scenarios where hybrid projection methods have enabled researchers to go beyond point estimates and perform efficient UQ. In subsection 4.5, we describe the role that hybrid projection methods have played in solving nonlinear inverse problems, where the forward model is nonlinear.

A common theme in all the following subsections is that extensions of hybrid projection methods beyond the standard approaches described in section 3, in order to be effective in a large-scale setting, require the efficient computation of an appropriate solution subspace and adaptive regularization parameter choice for the projected problem (i.e., within the solution subspace), giving rise to hybrid formulations. Although the computed solution subspaces may not be as straightforward as standard methods, they can incorporate some prior knowledge or meaningful information about the solution or the kind regularization functional to be considered, eventually leading to superior reconstructions with respect to the ones delivered by standard methods. Most often this means that the standard GKB or Arnoldi decompositions have to be modified, for example, to formally work with variable preconditioning, to enforce orthogonality or optimality properties in a different norm, or to incorporate a low-dimensional subspace representing prior information. Also, most often, such tools have already been developed for use in other settings, e.g., for the solution of well-posed problems (e.g., PDEs). Therefore, a considerable part of this section is devoted to reviewing such tools, tailoring them to the problems at hand, and drawing possible analogies between them.

4.1. Beyond standard-form Tikhonov: Hybrid projection methods for general-form Tikhonov. Thus far we have focused mainly on the standard-form Tikhonov problem (2.1), where the regularizer $\|x\|^2$ enforces an overall small norm for the solution; however, other smoothness properties may be desired. Many researchers have considered the general-form Tikhonov problem,

$$\min_x \|b - Ax\|^2 + \lambda \|Lx\|^2,$$

where $L \in \mathbb{R}^{p \times n}$ is called the regularization matrix. We assume that the null spaces of $A$ and $L$ intersect trivially, so that $[A^\top, L^\top]^\top$ has full column rank and the solution to (4.1) is unique. Typical choices of $L$ include discretizations of a differential operator (e.g., the discrete first or second derivative). An important observation is that the general-form Tikhonov solution can be written as a spectral filtered solution, where both the filter factors and the basis for the solution are determined by the generalized
singular value decomposition (GSVD) of \( \{A, L\} \); see, e.g., [118, Chapter 8]. However, computing the GSVD is not always feasible, e.g., for large-scale unstructured problems. In these settings, the most immediate approach is to apply an iterative solver (e.g., any of the solvers listed in subsection 2.2) to the equivalent least-squares formulation of (4.1): however, a suitable value of \( \lambda \) must be fixed ahead of the iterative method. Since this is typically not the case, one should apply an iterative solver to (4.1) repeatedly (once for every tested value of \( \lambda \)), as dictated by some well-known parameter choice strategies (such as the ones listed in subsection 3.3): this eventually results in a costly strategy, and alternatives have been sought in the literature.

A common approach to handle the general-form Tikhonov problem is to transform it to standard form [68]. That is, one computes

\[
\begin{align*}
(4.2) \quad \bar{y}_L(\lambda) &= \arg \min_{\bar{y} \in \mathbb{R}^p} \|AL_A^\dagger \bar{y} - \bar{b}\|^2 + \lambda \|\bar{y}\|^2, \\
&= b - Ax_0^L, \\
&= L_A^\dagger \bar{y}_L(\lambda) + x_0^L,
\end{align*}
\]

and where \( x_0^L \) is the component of the regularized solution \( x_L(\lambda) \) in the null space of \( L \).

Here \( L_A^\dagger \) is the \( A \)-weighted generalized inverse of \( L \), defined by \( L_A^\dagger = (I_n - (A(I_n - L^\dagger)A)L)^\dagger A \); see [117, Section 2.3]. Note that, if \( L \) is invertible, then \( L_A^\dagger = L^{-1} \), and, if \( L \) has full column rank, then \( L_A^\dagger = L^\dagger \). If \( L \) is an underdetermined matrix, then \( L_A^\dagger \) may not be the same as \( L^\dagger \). In the Bayesian inverse problems literature (see subsection 4.4), this particular change of variables is referred to as priorconditioning [32, 35, 45, 46], because the matrix \( L \) is constructed from the covariance matrix of the solution modeled as a random variable (see also subsection 4.4.1). The main idea is to interpret \( L \) as a preconditioner; however, while preconditioning for iterative methods is often discussed in the context of accelerating iterative methods (typically via clustering of the eigenvalues), priorconditioners in (4.2) change the subspace for the solution by including information from the prior. Indeed, in earlier work that leveraged this idea without collocating it within the Bayesian framework, this approach was dubbed ‘smoothing norm preconditioning’ and was first adopted in connection with CGLS [114], and then GMRES [120]. For regularization functions designed to promote edges, Krylov subspace methods may have poor convergence whereas the transformed problem amplifies directions spanning the columns of the prior covariance matrix, thereby improving convergence [5]. Once formulation (4.2) is established, hybrid projection methods can be applied, which define the approximation subspace for the solution with respect to the matrix \( AL_A^\dagger \). For instance, in the case of GKB, the \( k \)th approximation subspace for the solution is defined as follows:

\[
\begin{align*}
\mathcal{K}_k((AL_A^\dagger)^T AL_A^\dagger, (AL_A^\dagger)^T b) &= \text{span}\{((AL_A^\dagger)^T AL_A^\dagger)^i-1(AL_A^\dagger)^T b\}_{i=0, \ldots, k-1}.
\end{align*}
\]

Correspondingly, the \( k \)th iteration of the LSQR algorithm updates the matrix recurrence

\[
AL_A^\dagger V_k = U_{k+1} B_k
\]

where \( B_k \) is \((k+1) \times k\) lower bidiagonal, \( V_k \) has \( k \) orthonormal columns that span \( \mathcal{K}_k((AL_A^\dagger)^T AL_A^\dagger, (AL_A^\dagger)^T b) \), and \( U_{k+1} \) has \( k+1 \) orthonormal columns with \( U_{k+1}(\beta e_1) = b \). Imposing \( \bar{y} \in \mathcal{K}_k((AL_A^\dagger)^T AL_A^\dagger, (AL_A^\dagger)^T b) \) in (4.2), i.e., taking \( \bar{y} = V_k \bar{z} \), and exploiting unitary invariance of the 2-norm, the objective function in (4.2) can be equivalently rewritten as the \( O(k) \)-sized least-squares problem

\[
(4.3) \quad \bar{z}_L(\lambda) = \arg \min_{\bar{z} \in \mathbb{R}^k} \|B_k \bar{z} - \beta e_1\|^2 + \lambda \|\bar{z}\|^2, \quad \bar{y}_L(\lambda) = V_k \bar{z}_L(\lambda).
\]
For fixed $k$, any suitable parameter choice strategy can be used on the projected problem (4.3) to choose $\lambda$. If $\tilde{y}_k(\lambda)$ is computed at fixed pre-sampled values of $\lambda$ (e.g., when the $L$-curve criterion is adopted), this may be done with short term recurrences on the iteration $k$ (i.e., in $k$, for fixed $\lambda$), without storage of $V_k$; see subsection 3.3 and [145] for details. However, in general, $k$ should be assumed small enough, so that problem (4.3) can be efficiently generated and solved. For some problems, multiplications with $A L_A^k$ can be done by solving a least-squares problem followed by an oblique projection; see [116, 120] for details. Furthermore, there are some regularization operators $L$ for which sparsity or structure can be exploited so that multiplications with $L_A^k$ can be done efficiently (e.g., banded matrices, circulant matrices, and orthogonal projections [44, 69, 154, 179]). However, in general, performing multiplications with $L_A^k$ may be computationally difficult especially for large-scale problems (e.g., when $L$ is defined as a product of matrices or as a sum of Kronecker products).

In the framework of hybrid projection methods, alternative approaches to approximate the solution of (4.1) have been devised without resorting to a standard-form transformation. For instance, Kilmer, Hansen and Espa˜nol [144] developed a hybrid projection method that simultaneously bidiagonalizes both $A$ and $L$ (here $L$ can be rectangular and does not need to be full rank), using a joint bidiagonalization algorithm inspired by Zha [218]. More precisely, a partial joint bidiagonalization for $A$ and $L$ is updated at each iteration: at the $k$th iteration, it reads

\begin{equation}
AZ_k = U_{k+1}^A B_k^A, \quad LZ_k = U_k^L B_k^L,
\end{equation}

where $Z_k = \{z_1, \ldots, z_k\}$, $U_{k+1}(\beta e_1) = b$, and $\beta = ||b||$. Although this algorithm only requires that products with $A$, $L$ and their transposes can be computed, the cost of generating the partial factorization (4.4) is somewhat difficult to quantify: indeed, the $k$th step requires one call to LSQR to produce orthogonal projections that are needed to update the partial joint bidiagonalization (4.4), and each LSQR iteration requires four matrix-vector products (with each of $A$, $A^\top$, $L$, and $L^\top$). Taking $x \in \text{ran}(Z_k)$, i.e., $x = Z_k w$, in (4.1) results in the following equivalent problems

\begin{equation}
\min_{w \in \mathbb{R}^k} \left\| \begin{bmatrix} AZ_k \\
\sqrt{\lambda} L Z_k \end{bmatrix} w - \begin{bmatrix} b \\
0 \end{bmatrix} \right\| = \min_{w \in \mathbb{R}^k} \left\| \begin{bmatrix} B_k^A \\
\sqrt{\lambda} B_k^L \end{bmatrix} w - \begin{bmatrix} \beta e_1 \\
0 \end{bmatrix} \right\|.
\end{equation}

Since the last problem in the above equations is a Tikhonov problem of dimension $O(k)$ involving only bidiagonal matrices, it is significantly cheaper to solve than (4.1), especially for $k$ small. Let us denote by $w_k(\lambda)$ the minimizer of (4.5), then $x_k(\lambda) = Z_k w_k(\lambda)$ is the minimizer of (4.1), constrained to $\text{ran}(Z_k)$. For fixed $\lambda$, the joint bidiagonal structure leads to short recurrence updates (in $k$) for $w_k(\lambda)$, for the residual norm $||A x_k(\lambda) - b||$, and for the regularization norm term $||L x_k(\lambda)||$: this is relevant if the solution $x_k(\lambda) = Z_k w_k(\lambda)$ has to be computed at fixed pre-sampled values of $\lambda$, e.g., when applying the $L$-curve criterion. The discrepancy principle to set $\lambda = \lambda_k$ adaptively at each iteration can also be efficiently employed. It can be shown that the approximation subspace $\text{ran}(Z_k)$ is meaningful, as $x_k(\lambda)$ ‘resembles’ a truncated GSVD regularized solution to (1.1).

Reichel, Sgallari, and Ye [175] describe an iterative approach that simultaneously reduces square matrices $A$ and $L$ to generalized Hessenberg matrices using a generalized Arnoldi process, originally introduced in [152]. The formal full factorizations associated to this method consist of

\begin{align*}
A Q &= QH^A, \quad \text{where} \quad h_{i,j}^A = 0 \quad \text{if} \quad i \geq 2j + 1, \\
L Q &= QH^L, \quad \text{where} \quad h_{i,j}^L = 0 \quad \text{if} \quad i \geq 2j + 2,
\end{align*}
and where Q is orthogonal. In practice, k iterations of the generalized Arnoldi algorithm can be computed with initial vector \( q_1 = b/\|b\| = b/\beta \) to generate the first k columns of the generalized Hessenberg matrices \( H^A \) and \( H^L \) appearing above, and the corresponding columns of Q. The columns of Q span a so-called generalized Krylov subspace obtained by multiplying \( q_1 \) by A and L in a periodic fashion. Let \( H^A_k \in \mathbb{R}^{(2k+1)\times k} \) and \( H^L_k \in \mathbb{R}^{(2k+2)\times k} \) be the principal submatrices of the matrices \( H^A \) and \( H^L \), and let \( Q_k = [q_1, \ldots, q_k] \in \mathbb{R}^{n\times k} \) be obtained by taking the first k columns of Q. Taking \( x \in \text{ran}(Q_k) \), i.e., \( x = Q_kw \), in (4.1) results in the following equivalent problems

\[
\min_{w \in \mathbb{R}^k} \left\| \begin{bmatrix} \lambda Q_k & 0 \\ \sqrt{\lambda} L & 0 \end{bmatrix} w - \begin{bmatrix} b \\ 0 \end{bmatrix} \right\| = \min_{w \in \mathbb{R}^k} \left\| \begin{bmatrix} H^A_k & 0 \\ \sqrt{\lambda} H^L_k \end{bmatrix} w - \begin{bmatrix} \beta e_1 \\ 0 \end{bmatrix} \right\|.
\]

Note that the approximation subspace for the solution of (4.1) can alternatively be generated starting from \( q_1 = Qe_1 = Ab/\|Ab\| \), leading to minor adjustments in the above projected problem (analogous to the range-restricted approach described in subsection 3.2.1). Similar to the method in [144], the present approach allows adaptive selection of the regularization parameter \( \lambda = \lambda_k \) at the kth iteration, with a negligible computational overhead. Different from [144], the present method can work only if both A and L are square (but this restriction can be overcome, e.g., by zero-paddling). Furthermore, the present method does not require the action of \( A^T \) and \( L^T \), and no (inner) calls to LSQR are needed to generate the factorization (4.6). While these are clear advantages of the solver presented in [175] compared to that presented in [144], the downsides are that the structure of the generalized Hessenberg matrices \( H^A \) and \( H^L \) cannot be immediately exploited (as was possible for bidiagonal matrices \( B^A_k \) and \( B^L_k \) in (4.4)); moreover, to the best of our knowledge, no heuristic insight is available to justify the choice of the approximation subspace \( \text{ran}(Q_k) \) for the solution (in particular, no links with truncated GSVD have been established). Despite this, some specific features of the solution of (4.1) can be enhanced by pairing the present method with so-called ‘selective regularization’, i.e., by augmenting the approximation subspace for the solution associated to this specific method; generic (i.e., not specific to the generalized Arnoldi algorithm) schemes for achieving augmentation are described in subsection 4.2.

Lampe, Reichel, and Voss [147] propose an alternative projection method for approximating the solution (4.1), which is initiated by picking an approximation subspace \( V \subset \mathbb{R}^n \) of small dimension \( k \ll n \) spanned by the orthonormal columns of a matrix \( V_k \in \mathbb{R}^{n\times k} \). This can be done, for instance, by running k GKB iterations, so that \( \text{ran}(V_k) = K_k(A^TA, A^TLb) \). Denote by \( x_k(\lambda) \) the solution of the constrained Tikhonov problem obtained by imposing \( x \in V \) in (4.1), i.e., take \( x_k(\lambda) = V_k y_k(\lambda) \), where

\[
y_k(\lambda) = \arg\min_{y \in \mathbb{R}^n} \left\| \begin{bmatrix} A V_k \\ \sqrt{\lambda} L V_k \end{bmatrix} w - \begin{bmatrix} b \\ 0 \end{bmatrix} \right\| = (V_k^T (A^TA + \lambda L^T L) V_k)^{-1} V_k^T A^T b.
\]

Note that \( y_k(\lambda) \) can be computed efficiently by using a ‘skinny’ QR factorization of \( [(AV)_k]^T, (LV)_k]^T \), which can be updated as k increases. A suitable value of the regularization parameter \( \lambda = \lambda_k \) can be determined using any of the strategies described in subsection 3.3. Once \( x_k(\lambda) \) is computed, the original search space \( V \in \mathbb{R}^{n\times k} \) is expanded by the normalized gradient of the functional in (4.1) evaluated at \( x_k(\lambda) \). Namely, one considers

\[
V_{k+1} = [V_k, v_{\text{new}}], \quad \text{where} \quad v_{\text{new}} = (T(\lambda_k)x_k(\lambda_k) - A^T b) / \|T(\lambda_k)x_k(\lambda_k) - A^T b\|.
\]
Although \( v_{\text{new}} \) so defined is orthogonal to \( \text{ran}(V_k) \), this can be enforced numerically using reorthogonalization techniques, if loss of orthogonality is a concern. In general, the approximation subspace \( \text{ran}(V_k) \) for the solution of (4.1) is not a Krylov subspace and it is therefore called a ‘generalized Krylov subspace’: note however that it is yet a different generalized Krylov subspace than the one used in [175]. The process of solving problem (4.1) constrained to the updated approximation subspace \( V \) is repeated, and expansions of \( V \) are generated until a stopping criterion is satisfied.

Hochstenbach and Reichel [128] use a partial GKB built with respect to \( A \) and \( b \) to generate, at the \( k \)th iteration, the solution subspace \( K_k(A^\top A, A^\top b) \), onto which they project the regularization matrix \( L \) in order to compute an approximate solution. A similar idea was used in [91, 210]. Note that, contrary to all the strategies summarized so far in the present section, when using these approaches, the matrix \( L \) does not enter the approximation subspace for the solution.

4.2. Beyond standard projection subspaces: Enrichment, augmentation, and recycling. The success of Krylov projection methods, and in particular the regularizing properties of Krylov methods, depends on the ability of the associated Krylov subspace to capture the most salient features of the solution. In the previous section, we surveyed approaches to solve the general-form Tikhonov problem (4.1), where the choice of the matrix \( L \neq I_n \) may affect the solution subspace for the iterative method (e.g., via subspace preconditioning or priorconditioning with a change of variables). Such transformations result in a Krylov subspace that is ‘better suited’ for the problem [45, 120]. This means that the approximate solution vectors can capture the essence or important features of the solution, which can lead to faster convergence properties since fewer iterations are needed to obtain an accurate solution. However, in some applications, the regularized solution can be further improved by extending or enhancing the approximation subspace via enrichment, augmentation, and recycling techniques.

We begin with some motivating scenarios where such techniques may be desired. First, experienced practitioners may have solution vectors containing important information about the desired solution (e.g., a low-dimensional subspace) from previous experiments or theoretical analyses. By incorporating these solution basis vectors, the solution accuracy can be significantly improved, depending on the quality of the provided vectors. Second, for very large inverse problems where many iterations are needed or where there are many unknowns, one of the main computational disadvantages of most hybrid methods compared to standard iterative methods is the need to store the basis vectors for solution computation, namely \( V_k \) (using the same notations as in (3.8)). Furthermore, for problems with slow convergence, implicit restarts and augmentation can speed up convergence without affecting memory. Third, and this is related to subsection 4.5, hybrid methods may be embedded within larger frameworks, e.g., optimal experimental design [108, 110] or nonlinear inverse problems [107]. A sequence of inverse problems must be solved, e.g., where the forward model may be parameterized such that the change in the model from one problem to the next is relatively small, or the goal may be to compute and update solutions from streaming data. Rather than start each solution computation from scratch, recycling techniques can be used to improve the given subspace and to compute a regularized solution efficiently in the improved subspace. In the context of solving inverse problems, we describe extensions that go beyond the standard projection subspaces.

We split our discussion into two main classes: (1) enrichment methods and (2) augmentation or recycling approaches. For both classes of methods, we assume that
we are given a low-dimensional subspace that represents prior information or expert knowledge. That is, we assume that we are given a suitable set of basis vectors, denoted $W_p \in \mathbb{R}^{n \times p}$, such that a well-chosen subspace for the solution is given by $W_p = \text{ran}(W_p)$. We call this the ‘prior solution subspace’ (not to be confused with priors or priorconditioning methods). The main assumption is that the solution has a significant component in the given subspace $W_p$, and the goal is to incorporate the provided subspace judiciously in order to obtain improved regularized solutions.

**Enrichment methods.** We begin with enrichment methods, which we define as methods that, at the $k$th iteration, compute regularized solutions in a solution subspace that is a direct sum of the prior solution subspace and a standard $k$-dimensional Krylov subspace, i.e.,

\begin{equation}
S_{p,k} = W_p \oplus K_k = \{x + y \mid x \in W_p \text{ and } y \in K_k\}.
\end{equation}

That is, hybrid projection methods with enrichment construct iterates defined as

\begin{equation}
x_k(\lambda_k) = \arg \min_{x \in S_{p,k}} \|b - Ax\|^2 + \lambda_k \|x\|^2.
\end{equation}

Enrichment methods can improve the solution accuracy by incorporating information about the desired solution into the solution process, i.e., by enriching the solution subspace. Methods for enriching Krylov subspaces have been described in the context of both Arnoldi and Lanczos projection methods.

For Arnoldi based methods, the Regularized Range-Restricted GMRES method (R3GMRES) [66] extends the RRGMRES approach (see subsection 3.2.1) to include a subspace that represents prior information about the solution where the approach is to compute as $x_k(\lambda_k)$ as in (4.8) with $S_{p,k} = K_k(A, Ab)$. Efficient implementations are described in [66].

For Lanczos-based projection methods, enrichment methods seek solutions of the form (4.8) where the solution space is given by (4.7) with $K_k(A^\top A, A^\top b)$. A modification of CGLS method (sometimes also denoted in the literature with the acronym CGNR) was described in [42], where Krylov subspaces are combined with vectors containing important information about the desired solution (e.g., a low-dimensional subspace). Given an enrichment subspace $W_p$ the enriched CGLS method determines the $k$th iterate in the subspace $W_p \oplus K_k(A^\top A, A^\top b)$. The enriched CGLS method was used for Tikhonov problems (e.g., penalized least-squares problems), where several linear systems were solved for different choices of the regularization parameter as described in Frommer and Maass [78]. More specifically, a sequence of Tikhonov problems for regularization parameters $\lambda = \lambda_j = 2^{-j}$ for $j = 0, 1, \ldots$ are solved, until for some $\lambda_j$, the corresponding solution satisfies the discrepancy principle. A hybrid enriched bidiagonalization (HEB) method that stably and efficiently augments a ‘well-chosen enrichment subspace’ with the standard Krylov basis associated with LSQR is described in [119]. The idea is to use the Lanczos bidiagonalization algorithm to compute an orthonormal basis, and augment it by a user-defined low-dimensional subspace that captures desired features of the solution in each step of the algorithm.

Finally, we remark that a subspace-restricted SVD was described in [129], where a modification of the singular value decomposition permits a specified linear subspace to be contained in the singular vector subspaces. That is, the user can prescribe some of the columns of the $U$ and $V$ matrices for all truncations, and truncated versions as well as Tikhonov problems can be solved. For inverse problems, such approaches can give more accurate approximations of the solution when compared to standard TSVD and Tikhonov.
**Augmentation and recycling techniques.** The development of augmentation schemes is deeply intertwined with the development of recycling techniques, in particular, Krylov subspace recycling methods for solving sequences of linear systems with slowly changing coefficient matrices, multiple right hand sides, or both. We point the interested reader to recent surveys [199, 200] and references therein. Subspace recycling methods can exhibit accelerated convergence by enabling effective reuse of subspace information that is typically generated during a Krylov method on one or more of the systems. For example, for well-posed least-squares problems that require many LSQR iterations, augmented LSQR methods have been described in [6, 9] that augment Krylov subspaces using harmonic Ritz vectors that approximate singular vectors associated with the small singular values, which can reduce computational cost by using implicit restarts for improved convergence. However, when applied to ill-posed inverse problems, the augmented LSQR method without an explicit regularization term exhibits semi-convergent behavior. Thus, in this setting, the goal is not so much to recycle spectral information for faster convergence, but rather to augment a solution space to include certain known features about the solution.

Next, we provide an overview of augmented Krylov methods for solving ill-posed problems with a specific focus on hybrid methods. Suppose we are given a general $p$-dimensional subspace $W_p = \text{ran}(W_p)$, where $W_p$ has orthonormal columns, and define $P_{W_p} = W_p W_p^\top$ and $P_{W_p}^\perp = I_n - W_p W_p^\top$ to be the orthonormal projectors onto $W_p$ and $W_p^\perp$ respectively. The decomposition approach described in [8] and the augmented Krylov methods split the solution space such that the solution at the $k$th iteration is partitioned as

$$x_k = \hat{x}_k + \tilde{x}_k,$$

where $\hat{x}_k = P_{W_p} x_k$ and $\tilde{x}_k = P_{W_p}^\perp x_k$.

It is assumed that the augmented space is small (e.g., $1 \leq p \leq 3$) and does not require regularization, thus a direct method can be used to compute $\hat{x}_k$. To compute $\tilde{x}_k$, an iterative method is used. More specifically, let

$$AW_p = V_p R$$

be the ‘skinny’ QR factorization, where $V_p \in \mathbb{R}^{n \times p}$ contains orthonormal columns and $R \in \mathbb{R}^{p \times p}$ is upper triangular. Then the approximate solution for the augmented GMRES approach is obtained by solving the constrained least-squares problems,

$$\min_{x} \|Ax - b\|^2, \quad x \in W_p \oplus K_k(P_{V_p} A, P_{V_p}^\perp b);$$

similarly, the augmented RRGMRES method solves

$$\min_{x} \|Ax - b\|^2, \quad x \in W_p \oplus K_k(P_{V_p}^\perp A, P_{V_p}^\perp Ab).$$

More details are given in [7, 8]. Augmented LSQR methods have been described in [6, 9].

A general framework to combine a recycling GKB (recycling GKB) process with tools from compression in a hybrid context are described in [139]. More specifically, the approach consists of three steps. First, a suitable set of orthonormal basis vectors $W_p$ is provided (e.g., from a related problem or from expert knowledge) or may need to be determined (e.g., via compression of previous solutions). This prior solution subspace may even include an initial guess $x^*$ for the solution. The second step is
to use a recycling GKB process to generate the columns of \( \tilde{V}_\ell \in \mathbb{R}^{n \times \ell} \) that span the Krylov subspace
\[
\mathcal{K}_k(A^\top P_{V_p} A, A^\top P_{V_p} r),
\]
where \( r = b - Ax^* \) and \( V_p \) is defined in (4.9). The third step is to find a suitable regularization parameter \( \lambda_k \) and compute a solution to the regularized projected problem in the extended solution space. The recycled, hybrid iterate is given by
\[
x_k(\lambda_k) = \arg \min_x \|Ax - b\|^2 + \lambda_k \|x\|^2, \quad x \in W_p \oplus \mathcal{K}_k(A^\top P_{V_p} A, A^\top P_{V_p} r).
\]
This process can be repeated in a cyclic fashion, and it is successful in solving a broad class of inverse problems (e.g., solving very large problems where the number of basis vectors becomes too large for memory storage, solving a sequence of regularized problems (e.g., changing regularization terms or nonlinear solvers), and solving problems with streaming data).

Let’s compare and contrast. For all of the described methods, the improvement in solution accuracy significantly depends on the quality of the provided prior solution subspace vectors \( W_p \). Thus, we reiterate that the major advantage as well as the major concern for all enrichment, augmentation, and recycling methods is that the augmented subspace needs to be chosen appropriately, i.e., problem-dependent or prior information about the solution needs to be known. The performance of these methods compared to standard methods will depend on the amount of relevant and important information about the solution that is encoded in the given subspace. Some suggestions for subspaces are provided in [129, 139]. For problems with unsuitable augmentation spaces, an adaptive augmented GMRES was considered in [146], which automatically selects a suitable subspace from a set of user-specified candidates.

The main difference between enrichment methods and augmentation methods lies in how the solution space is constructed. Iterates of enrichment methods belong to a direct sum of the prior solution subspace and a standard Krylov subspace, whereas the generated subspace for augmented methods is restricted to the orthogonal complement of \( V_p \). It may be argued that since augmentation and recycling methods generate subspace vectors that incorporate the provided prior solution subspace, these methods can improve on the generated space. However, this observation is problem dependent. Further investigations regarding the relationship between spaces \( W_p \) and \( V_p \) can be found in [66].

We also mention that there have been various works on developing hybrid methods for solving systems with multiple right hand sides. In [167], the authors suggest using the block Lanczos algorithm [97]. Some more recent work on extending generalized hybrid methods for multiple right hand sides exploit global iterative methods [206] and block reduction methods [2]. Such approaches have been considered for solving dynamic inverse problems [58]. Furthermore, there is recent work on developing hybrid projection methods based on tensor-tensor products and applications to color image and video restoration [177, 178].

4.3. Beyond the 2-norm: Sparsity-enforcing hybrid projection methods for \( \ell_p \) regularization. Although widely used, it is well known that standard-form Tikhonov regularization (2.1) and even its general-form counterpart (4.1) can be rather restrictive and that other regularization terms can yield better approximations of \( x_{\text{true}} \) in (1.1). For example, if \( x_{\text{true}} \) is known to be sparse (i.e., when most of its entries \( |x_{\text{true}}|_i, i = 1, \ldots, n \), are expected to be zero), the variational formulation
\[
(4.10) \quad \min_x \|Ax - b\|^2_2 + \lambda \|x\|_p^p, \quad \text{with } 0 < p \leq 1,
\]
is commonly considered in the literature, especially since the advent of the compressed sensing theory; see, e.g., [48]. Indeed, while sparse vectors have a small \( \ell_0 \)-norm, replacing the \( \ell_p \)-norm in (4.10) by an \( \ell_0 \)-norm would yield an NP-hard optimization problem (see, for instance, [77]). A well-established practice is to consider \( \ell_p \) (instead of \( \ell_0 \)) regularization terms with \( 0 < p \leq 1 \) to enforce sparsity, noting that the objective function in (4.10) is non-differentiable at the origin and it is nonconvex when \( 0 < p < 1 \) (see, e.g., [131, 148, 149]). Note that, if sparsity of the solution in a different domain (e.g., wavelets, discrete cosine transform, gradient) is desired, a regularization term of the form \( \| \Psi x \|_p \) should be considered, where \( \Psi \in \mathbb{R}^{n \times n} \) is a so-called ‘sparsity’ transform; this situation will be considered in subsection 4.3.4. Also, sometimes, an \( \ell_q \)-norm with \( q \neq 2 \) has to be used to evaluate the fit-to-data term in (4.10); this is appropriate, for instance, when the noise term in (1.1) is modeled as impulse noise; see, e.g., [27].

The \( \ell_2-\ell_p \) regularized problem (4.10) can be solved using a variety of general nonlinear solvers and optimization methods; see, for instance, [16, 93, 216] and the references therein. Here we focus on solvers that approximate the regularization term in (4.10) by a sequence of weighted \( \ell_2 \) terms (i.e., iteratively reweighted schemes). This approach intrinsically relies on the interpretation of problem (4.10) as a nonlinear weighted least-squares problem of the form

\[
\min_x \|Ax - b\|_2^2 + \lambda \|x\|_p^p = \min_x \|Ax - b\|_2^2 + \lambda \|W^{(p)}(x)x\|_2^2,
\]

where the diagonal weights in \( W^{(p)}(x) \) are defined as

\[
W^{(p)}(x) = \text{diag} \left( \left( \frac{|x_i|^p}{2} \right)_{i=1,...,n} \right).
\]

Since we are considering \( 0 < p \leq 1 \), division by zero might occur if \( x_i = 0 \) for any \( i \in \{1,...,n\} \) and, in fact, this is common situation in the case of sparse solutions. For this reason, instead of (4.12), we can consider the following closely related weights

\[
\tilde{W}^{(p,\tau)}(x) = \text{diag} \left( \left( \frac{|x_i|^p + \tau^2}{2} \right)_{i=1,...,n} \right),
\]

where \( \tau \) is a parameter that, to keep the derivations simple, we will consider fixed and chosen ahead of the iterations (although some authors adaptively choose it). Problem (4.11) is then replaced by

\[
\min_x \left\{ \|Ax - b\|_2^2 + \lambda \|\tilde{W}^{(p,\tau)}(x)x\|_2^2 \right\}_{T^{(p,\tau)}(x)},
\]

where \( \tau \neq 0 \) ensures that \( T^{(p,\tau)}(x) \) is differentiable at the origin for \( p > 0 \). Note that problem (4.11) can be recovered from problem (4.14) by setting \( \tau = 0 \).

A well-established framework to solve problem (4.14) is the local approximation of \( T^{(p,\tau)}(x) \) by a sequence of quadratic functionals \( T_k(x) \) that gives rise to a sequence of quadratic problems of the form

\[
x_{k,*} = \arg \min_x \left\{ \|Ax - b\|_2^2 + \lambda \|W_k(x)\|_2^2 + c_k \right\}_{T_k(x)},
\]

where \( W_k = \tilde{W}^{(p,\tau)}(x_{k-1,*}) \), \( c_k \) is a constant (with respect to \( x \)) term for the \( k \)th problem in the sequence, and \( \lambda \) has absorbed other possible multiplicative constants so
that \( T_k(x) \) in (4.15) corresponds to a quadratic tangent majorant of \( T^{(p, \tau)}(x) \) in (4.14) at \( x = x_{k-1,*} \), i.e., \( T_k(x) \geq T^{(p, \tau)}(x) \) for all \( x \in \mathbb{R}^n \), \( T_k(x_{k-1,*}) = T^{(p, \tau)}(x_{k-1,*}) \), and \( \nabla T_k(x_{k-1,*}) = \nabla T^{(p, \tau)}(x_{k-1,*}) \); see also [131, 182]. Because of this, iteratively reweighted schemes (4.15) can be regarded as particular instances of majorization-minimization (MM) schemes, and convergence to a stationary point of the objective function in problem (4.14) can be guaranteed; see [131, 133, 148].

The vector \( x_{k,*} \) denotes the solution of (4.15). For moderate-sized problems, or for large-scale problems where \( A \) has some exploitable structure, \( x_{k,*} \) may be obtained by applying a direct solver to (4.15). However, for large unstructured problems, iterative solvers can be used in different fashions to approximate the solution of (4.15): this leads to either schemes based on nested (inner-outer) iteration cycles for the sequence of problems (4.14) or schemes that adaptively incorporate updated weights at each iteration of a single iteration cycle. The former are detailed in subsection 4.3.1, while the latter are detailed in subsections 4.3.2 and 4.3.3.

4.3.1. Strategies based on inner-outer iterations. Iteratively Reweighted Least Squares (IRLS, [20, Chapter 4], [64]) or Iteratively Reweighted Norm (IRN, [105, 182]) methods are very popular schemes that can handle the smoothed reformulation (4.14) of problem (4.10). Let \( x_{k,l} \) denote the approximate solution at the \( l \)th iteration (of an inner cycle of iterations) for the \( k \)th problem of the form (4.15) (i.e., at the \( k \)th iteration of an outer cycle of iterations); one typically takes \( x_{k,*} = x_{k,l} \) when a stopping criterion is satisfied for the inner iteration cycle. IRLS or IRN methods based on an inner-outer iteration scheme are very popular and have been used in combination with different inner solvers, such as steepest descent and CGLS [76, 182].

If \( W_k \) is square and invertible (note that this can be assumed when the weights are defined as in (4.13) with \( \tau > 0 \) for any fixed \( p > 0 \)), problem (4.15) can be easily and conveniently transformed into standard form as follows

\[
\bar{x}_{k,*} = \arg \min_{\bar{x}} \| AW_k^{-1}\bar{x} - b \|^2_2 + \lambda \| \bar{x} \|^2_2, \quad \text{so that} \quad x_{k,*} = W_k^{-1}\bar{x}_{k,*}.
\]

The interpretation of the matrix \( W_k^{-1} \) as a right preconditioner for problem (4.15) can be exploited under the framework of priorconditioning; see subsection 4.1 and [32]. Similar to the approaches mentioned for (4.15), Krylov methods can be straightforwardly adopted to compute an approximate solution of the equivalent \( k \)th problem of the form (4.16) (i.e., at the \( k \)th iteration of an outer cycle of iterations) through an inner cycle of iterations. In particular, variants based on hybrid projection methods (such as hybrid GMRES or hybrid LSQR) have been successfully considered, with the added benefit that adaptive regularization parameter choice strategies (based, e.g., on the discrepancy principle, UPRE, and GCV) can be considered; see [181]. Specifically, at the \( l \)th iteration of a Krylov method for (4.16), let \( V_{k,l} \in \mathbb{R}^{n \times l} \) be the matrix whose columns, span a (preconditioned) Krylov Subspace \( K_{k,l} \) of dimension \( l \); the precise definition of \( K_{k,l} \) depends on the selected projection method. Problem (4.16) can be projected and solved in \( K_{k,l} \) by computing

\[
\bar{y}_{k,l} = \arg \min_{\bar{y}} \| A W_k^{-1} V_{k,l} \bar{y} - b \|^2_2 + \lambda \| V_{k,l} \bar{y} \|^2_2, \quad \text{so that} \quad \bar{x}_{k,l} = V_{k,l} \bar{y}_{k,l}, \quad \text{and} \quad x_{k,l} = W_k^{-1} \bar{x}_{k,l} = W_k^{-1} V_{k,l} \bar{y}_{k,l} = Z_{k,l} \bar{y}_{k,l}.
\]
Once $x_{k,l}$ has been computed and once the weights $W_{k+1} = \tilde{W}^{p,\tau}(x_{k,l})$ have been updated according to (4.13), the $(k + 1)$st problem of the form (4.16), with $k$ replaced by $k + 1$, needs to be solved: to achieve this, one needs to compute a new Krylov subspace from scratch, defined with respect to the new coefficient matrix $AW_{k+1}^{-1}$. For this reason, this approach may become computationally expensive.

4.3.2. Strategies based on generalized Krylov methods. One way to avoid inner-outer iterations when applying the IRN method described in subsection 4.3.1 is to exploit generalized Krylov subspaces (GKS), like the ones described in subsection 4.1: this approach underlies the so-called GKSpq [148] and MM-GKS [131] algorithms.

Given the initial subspace $\mathcal{K}_h(A^T A, A^T b) = \text{ran}(V_0)$ generated by the GKB algorithm, where $h$ is small (typically $h \leq 5$) and $V_0 \in \mathbb{R}^{n \times h}$ has orthonormal columns, at the $k$th iteration of the MM-GKS method, a GKS $V_k$ spanned by the orthonormal columns of $V_k \in \mathbb{R}^{n \times (h+k)}$ is computed, and it is used to define the following projection of problem (4.15),

$$y_k = \arg\min_{y \in \mathbb{R}^{h+k}} \|AV_k y - b\|_2^2 + \lambda \|W_k V_k y\|_2^2.$$

Equivalently, introducing the ‘skinny’ QR factorizations

$$AV_k = Q^A R^A, \quad W_k V_k = Q^W R^W,$$

the above problem can be reformulated as the low-dimensional (if $h+k \ll \min\{m, n\}$) problem

$$y_k = \arg\min_{y \in \mathbb{R}^{h+k}} \|R^A y - (Q^A)^T b\|_2^2 + \lambda \|R^W y\|_2^2.$$

After the $k$th approximation to problem (4.15) is formed by taking $x_k = V_k y_k$, one computes the residual of the normal equations associated to (4.15)

$$r_k = (A^T A + \lambda W_k^2) x_k - A^T b.$$

The subspace $V_{k+1} = \text{ran}(V_{k+1})$ is then expanded by adding the vector $r_k/\|r_k\|_2$; reorthogonalization of the columns of $V_{k+1}$ may be advisable to enforce accuracy. An initial guess $x_0$ for $x_{true}$ is needed to define the first weights $W_1$, and the authors of [131] suggest to take $x_0 = b$, although this only works when $A$ is square. We emphasize that the regularization parameter $\lambda$ can be adaptively set during the GKS iterations; see [26, 27]. Also, an expression for the quadratic tangent majorant (4.15) different from $T_k(x)$ can be devised, which allows for a cheaper GKS computation, in that smart updates of the QR factorization (4.18) are performed: we refer to [131] for the details. Finally, such strategies based on GKS can also handle generalizations of problem (4.10) where weights are also included in the fit-to-data term.

4.3.3. Strategies based on flexible Krylov methods. Another approach that avoids inner-outer iterations when applying the IRN method described in subsection 4.3.1 is to exploit flexible Krylov subspaces (FKS): this approach underlies hybrid methods based on the flexible Arnoldi algorithm [85] and the flexible Golub-Kahan algorithm [51], as well as the more recent IRN-FKS methods [86]. The starting point of this class of methods is the formulation (4.16) of the $k$th reweighted problem. Flexible Krylov methods, which are classically employed to handle iteration-dependent preconditioning [162, 186, 197], provide a natural framework to update the
inverted weights $W_k^{-1}$ as soon as a new approximation of $x_{\text{true}}$ is computed. That is, at each iteration, the updated inverted weights are immediately incorporated within the approximation subspace for the solution to the next problem in the sequence.

Formally, both the flexible Arnoldi and the flexible Golub-Kahan algorithms look very similar to their standard counterparts (3.2) and (3.3), respectively. If $A$ is square, taking $v_1 = b/\|b\|_2$ and defining $W_1$ using an initial guess $x_0$ ($W_1 = I_n$ if $x_0 = 0$), the ith iteration of the flexible Arnoldi algorithm [186] applied to problem (4.16) computes

$$z_i = W_i^{-1}v_i, \quad v = Az_i, \quad v = (I_n - V_iV_i^T)v, \quad v_i+1 = v/\|v\|_2,$$

where $W_i = \tilde{W}^{(p,\tau)}(x_{i-1})$ is defined as in (4.13), $x_{i-1}$ being the solution obtained at the previous iteration, and where $V_i = [v_1, ..., v_i] \in \mathbb{R}^{n \times i}$ has orthonormal columns. $k$ iterations of the flexible Arnoldi algorithm can be equivalently expressed as the partial matrix factorization

$$AZ_k = V_{k+1}H_k, \quad Z_k = [W_1^{-1}v_1, ..., W_k^{-1}v_k] \in \mathbb{R}^{n \times k}, \quad H_k = V_{k+1}^TAZ_k \in \mathbb{R}^{(k+1) \times k}.$$\hspace{1cm}(4.20)

Here the columns of $Z_k$ span the approximation subspace for the solution, $V_{k+1}$ is defined as in (4.19) and, by construction, $H_k$ is upper Hessenberg. If $A$ is rectangular, taking $u_1 = b/\|b\|_2$, the ith iteration of the flexible Golub-Kahan algorithm [51] applied to problem (4.16) computes

$$z_i = W_i^{-1}v_i, \quad u = Az_i, \quad u = (I_n - U_iU_i^T)u, \quad u_{i+1} = u/\|u\|_2,$$

where the inverted weights $W_i^{-1}$ are updated as in the flexible Arnoldi case, and both $V_i = [v_1, ..., v_i] \in \mathbb{R}^{n \times i}$ and $U_i = [u_1, ..., u_i] \in \mathbb{R}^{m \times i}$ have orthonormal columns. $k$ iterations of the flexible Golub-Kahan algorithm can be equivalently expressed as the partial matrix factorizations

$$AZ_k = U_{k+1}M_k, \quad Z_k = [W_1^{-1}v_1, ..., W_k^{-1}v_k] \in \mathbb{R}^{n \times k}, \quad M_k = U_{k+1}^TAZ_k \in \mathbb{R}^{(k+1) \times k}.$$\hspace{1cm}(4.21)

Similar to (4.20), the columns of $Z_k$ span the approximation subspace for the solution $x_k$, $V_{k+1}$ and $U_{k+1}$ are defined as in (4.21) and, by construction, $M_k$ and $S_{k+1}$ are upper Hessenberg and upper triangular, respectively. We emphasize that, in both (4.20) and (4.22), $\text{ran}(Z_k)$ is not necessarily a Krylov subspace (see [197]), and interpreting them as standard preconditioned Krylov subspaces is not straightforward (see [162]). As in section 3, we assume that both (4.20) and (4.22) are breakdown-free, i.e., at iteration $k \leq \min\{m, n\}$, $\text{ran}(Z_k)$ has dimension $k$. The approximate solution $x_k$ computed at the $k$th iteration is used to update the matrix $W_{k+1}$ to be employed to expand the solution subspace at the $(k+1)$st iteration, as in (4.19) and (4.21).

The available strategies [51, 85, 86] that approximate the solution of problem (4.16) through flexible Krylov methods all compute, at the $k$th iteration,

$$y_k = \arg\min_y \| AZ_ky - b \|_2^2 + \lambda \| P_ky \|_2^2, \quad x_k = Z_ky_k \in \text{ran}(Z_k),$$\hspace{1cm}(4.23)

and essentially differ in the choice of the regularization matrix $P_k \in \mathbb{R}^{p \times k}$. Specifically,
The method in [85] and one of the methods in [51] (dubbed ‘hybrid-I’) take $P_k = I_k$.

(ii) One of the methods in [51] (dubbed ‘hybrid-R’) takes $P_k = R_k \in \mathbb{R}^{k \times k}$, where $R_k$ is the upper triangular factor in the ‘skinny’ QR factorization of the basis vectors, i.e., $Z_k = Q_k R_k$, which can be efficiently updated for consecutive $k$.

(iii) The methods in [86] take $P_k = R^W_k \in \mathbb{R}^{k \times k}$, where $R^W_k$ is the upper triangular factor in the ‘skinny’ QR factorization of the transformed basis vectors, i.e., $W_k Z_k = Q^W_k R^W_k$. Note that, unless $W_k$ is a multiple of the identity matrix, the QR factorization cannot be efficiently updated for consecutive values of $k$, but it is still feasible to compute if $k \ll \min \{m, n\}$.

The three options above reveal that, when using hybrid projection methods based on flexible Krylov subspaces, even if problem (4.15) is transformed into standard form (4.16), projecting and regularizing are not interchangeable anymore. Indeed, option (i) corresponds to a ‘first-project-then-regularize’ scheme (i.e., it penalizes the 2-norm of the projected solution $y_k$) while option (iii) corresponds to a ‘first-regularize-then-project’ scheme; option (ii) penalizes the 2-norm of the full-dimensional solution $x_k$. When option (iii) is used, exploiting the majorization-minimization framework allows to prove that the sequence of approximate solutions $\{x_k\}_{k \geq 1}$ to (4.23) converges to a stationary point of problem (4.14). Note that, by exploiting the properties of the matrices appearing in (4.20) and (4.22), the fit-to-data term is equivalently expressed as $\|H_k y - \|b\|_2 e_1\|_2^2$ in the flexible Arnoldi case, or $\|M_k y - \|b\|_2 e_1\|_2^2$ in the flexible Golub-Kahan case. Although the regularization parameter $\lambda$ in (4.23) is displayed as independent of $k$, a heuristical adaptive choice is possible employing any of the strategies described in subsection 3.3. A suitable approximation to a solution of (4.10) is efficiently computed if, for small $k$, the columns of $Z_k$ can be used to capture the main features thereof.

4.3.4. Sparsity under transform. Many of the methods described above for problem (4.10) can be generalized to approximate a solution to the more general variational regularization problem,

$$\min_x \| A x - b \|_2^2 + \lambda R(x), \quad \text{for many choices of the functional } R(\cdot).$$

All the methods based on inner-outer iterations described in subsection 4.3.1 and the methods based on GKS described in 4.3.2 can handle regularization terms of the form $R(x) = \|Lx\|_p^p$, this can be done efficiently if matrix-vector products with $L$ are cheap to compute. Note that the discrete (anisotropic) total variation regularization functional,

$$TV(x) = \|Dx\|_p^p,$$

where $D$ represents a discretization of the (magnitude of the) gradient operator can be expressed in this framework. When $0 < p \leq 1$, such regularization terms can be interpreted as enforcing sparsity of the unknown $Dx$. An IRN method for handling TV-like regularizers was proposed in [215] that employs CGLS during the inner iterations, while [5] uses preconditioned LSQR applied to a problem that is effectively transformed into standard form. The authors of [80] propose an inner-outer iterative method that enhances edges through multiplicative updates of the weights, and which exploits the hybrid projection method based on joint bidiagonalization method (4.4). The methods based on flexible Krylov subspaces described in subsection 4.3.3 can be as well extended to handle problem (4.24), but the strategies adopted to achieve this
are regularizer-dependent: in other words, no universal approach is possible, even for
the special case \( R(x) = \| Lx \|_p \). For instance, [51] describes an approach that works
when \( L \) is an orthogonal wavelet transform for methods based on both the flexible
Arnoldi and the flexible Golub-Kahan algorithms. Also, [81] describe an extension
of FGMRES that handles total variation (4.25) by first transforming into standard
form. Finally, hybrid Krylov projection methods based on either an inner-outer it-
erative scheme or a flexible scheme, have been used for nuclear norm regularization
\( R(x) = \| x \|_* \), which is meaningful when \( x \) is a vectorization of a low-rank 2D quantity
(such as a low-rank 2D image); see [84].

4.4. Beyond deterministic inversion: Hybrid projection methods in a
Bayesian setting. Recently, hybrid projection methods have found utility in the
framework of statistical inverse problems, within a Bayesian approach. Our goal in
this section is to draw important connections between deterministic and statistical
inverse problems, so that the reader can understand the role that hybrid projection
methods can play in the Bayesian setting. For more detailed descriptions, we refer
the interested reader to excellent books and reviews on Bayesian inverse problems
[41, 46, 47, 141] and computational uncertainty quantification [11], and references
therein.

Traditionally, regularization can be interpreted as a \textit{practical} approach to replace
an ill-posed problem by a nearby well-posed one. For example, Tikhonov regulariza-
tion was originally motivated as a tool to stabilize the solution process by computing
one single deterministic solution of a modified problem [204, 205]; see also section 2.
However, the Bayesian framework also provides a systematic way for solving and anal-
yzing inverse problems by modelling the unknown as a random variable. Although
Bayesian inverse problems can be analyzed in a continuous setting [202], here we focus
on discrete inverse problems, where the underlying mathematical models have been
discretized before applying Bayesian analysis.

In \textit{subsection 4.4.1} we will draw connections between regularization and Bayesian
inversion. In particular, we will show that, under some specific assumptions on the
prior, regularized (e.g., Tikhonov) problems arise in the Bayesian framework. One
of the main benefits of the Bayesian approach is that different priors can be easily
incorporated. Then, in \textit{subsection 4.4.2}, we describe some computational tools for
UQ that can exploit hybrid projection methods. These tools bridge developments in
the numerical linear algebra community with those in the UQ community for more
efficient and practical inversion that can benefit a wide range of applications.

4.4.1. \textbf{Connections between regularization and Bayesian inversion.} First
some preliminary notation. Let \( \mu \in \mathbb{R}^n \) and \( \Gamma \in \mathbb{R}^{n \times n} \) be symmetric positive definite
(SPD); then, an \( n \)-variate normally distributed random variable \( y \sim \mathcal{N}(\mu, \Gamma) \) has a
density function given by
\[
\pi(y) = \left( \frac{1}{2\pi|\Gamma|} \right)^{n/2} \exp \left( -\frac{1}{2} \| y - \mu \|_{\Gamma^{-1}}^2 \right)
\]
where \( | \cdot | \) denotes the determinant of a matrix and \( \| z \|_M^2 = z^T M z \) for any \( z \in \mathbb{R}^n \)
and \( M \in \mathbb{R}^{n \times n} \) SPD.

Consider the stochastic extension of (1.1) where \( b, x, \) and \( e \) are random variables.
For notational clarity, note that we have dropped the subscript on \( x \). Assume that \( x \)
and \( e \) are independent and normally distributed,
\[
(4.26) \quad x \sim \mathcal{N}(\mu, \sigma^2 Q) \quad \text{and} \quad e \sim \mathcal{N}(0, \sigma^2 R)
\]
where $\mu \in \mathbb{R}^n$ is the prior mean and $Q \in \mathbb{R}^{n \times n}$ and $R \in \mathbb{R}^{m \times m}$ are SPD matrices for the prior and noise respectively. Here we assume that $\alpha$ and $\sigma$ are known. Although it is typically not necessary to include these parameters (i.e., they can be absorbed in the definition of $Q$ and $R$), we include them for clarity and to draw connections to hybrid projection methods in subsection 4.4.2.

The probability density function for $b$ given $x$ is given by

$$\pi_{\text{like}}(b \mid x) = \left(\frac{1}{2\pi\sigma^2|R|}\right)^{m/2} \exp\left(\frac{-1}{2\sigma^2}\|b - Ax\|^2_{R^{-1}}\right),$$

which is also called the likelihood function. Note that the estimate that maximizes the likelihood function (dubbed the maximum likelihood estimator or MLE) is the solution to an unregularized weighted least-squares problem, i.e.,

$$x_{\text{MLE}} = \arg\max \pi_{\text{like}}(b \mid x) = \arg\min -\ln \pi_{\text{like}}(b \mid x) = \arg\min \frac{1}{2\sigma^2}\|L_R(b - Ax)\|^2_2,$$

where $R^{-1} = L_R^T L_R$ is a symmetric (e.g., Cholesky) factorization. Note that if $R = I_m$, then we get a standard least-squares problem.

The likelihood function is defined solely based on the assumptions from the noise model and extends naturally for nonlinear problems, e.g., if one were to consider a nonlinear forward model, $b = F(x) + e$ where $F(\cdot) : \mathbb{R}^n \to \mathbb{R}^m$ and $e \sim \mathcal{N}(0, R)$, then the MLE estimate is the solution to the nonlinear least-squares problem, $\min_x \frac{1}{2\sigma^2}\|b - F(x)\|^2_{R^{-1}}$. Additive Gaussian noise is the most common noise model used in the literature, but it is worth mentioning that in many applications, such as medical and atmospheric imaging, a Poisson noise model is appropriate. Specifically, in the linear case and assuming independence, $[b]_i \sim \text{Poisson}([Ax]_i)$; the likelihood model takes the form

$$\pi_{\text{like}}(b \mid x) = \prod_{i=1}^m \frac{[Ax]_i}{[b]_i!} \exp(-[Ax]_i).$$

Various noise models can be incorporated, leading to different likelihood functions. For general data-fit terms, hybrid projection methods described in subsection 4.3 can be used to approximate the MLE. For the remainder of this section, we consider additive Gaussian noise.

Next, we consider assumptions on prior information about $x$, as described in (4.26), where the prior density function is given by

$$\pi_{\text{prior}}(x) = \left(\frac{1}{2\pi\alpha^2|Q|}\right)^{n/2} \exp\left(\frac{-1}{2\alpha^2}\|x - \mu\|^2_{Q^{-1}}\right).$$

Using Bayes’ Theorem, we can derive the posterior density function

$$\pi_{\text{post}}(x \mid b) = \frac{\pi_{\text{like}}(b \mid x)\pi_{\text{prior}}(x)}{\pi(b)} \propto \exp\left(\frac{-1}{2\sigma^2}\|b - Ax\|^2_{R^{-1}} - \frac{1}{2\alpha^2}\|x - \mu\|^2_{Q^{-1}}\right),$$

where $\propto$ stands for ‘proportional to’. A crucial point to note is that for Bayesian inverse problems, the posterior density function is the solution to the inverse problem.
The posterior distribution provides the full information about the distribution of parameters in \( x \), given the data \( b \). However, for practical interpretation and data analysis, it is necessary to describe various characteristics of the posterior distribution \[203\]; thus leading to the field of uncertainty quantification. For example, a common goal is to compute the maximum a posteriori (MAP) estimator, i.e., the point estimate that corresponds to the maximum of (4.27). We denote this as

\[
x_{\text{MAP}} = \arg \max_x \pi_{\text{post}}(x | b)
\]

(4.28)

\[
= \arg \min_x \frac{1}{2\sigma^2} \| b - Ax \|^2_{R^{-1}} + \frac{1}{2\alpha^2} \| x - \mu \|^2_{Q^{-1}}
\]

(4.29)

where the closed form solution in (4.29) can be obtained by setting the derivative to zero.

Furthermore, it can be shown that, under the above assumptions (linear problem with Gaussian noise and prior), the posterior is indeed Gaussian, where the posterior covariance matrix and the posterior mean (i.e., the MAP estimate) are given as

\[
\Gamma \equiv (\lambda Q^{-1} + A^T R^{-1} A)^{-1}
\]

and

\[
x_{\text{MAP}} = \Gamma (A^T R^{-1} b + \lambda Q^{-1} \mu),
\]

respectively, with \( \lambda = \frac{\sigma^2}{\alpha^2} \) \[141\].

Next we discuss some examples of priors and show how the posterior distribution and, in particular, the MAP estimate is defined. Gaussian priors are the most common priors used in the literature. We split the discussion into three scenarios. First, for cases where the symmetric factorization of the precision matrix (i.e., the inverse of the covariance matrix) is computationally feasible, i.e., \( Q^{-1} = L^T Q L \), the MAP estimate is the solution to the optimization problem,

\[
\min_x \frac{1}{2\sigma^2} \| b - Ax \|^2_{R^{-1}} + \frac{1}{2\alpha^2} \| L_Q(x - \mu) \|^2_2.
\]

With a simple change of variables, \( y = x - \mu \) and \( d = b - A\mu \), the problem reduces to solving

\[
\min_y \frac{1}{2\sigma^2} \| d - Ay \|^2_{R^{-1}} + \frac{1}{2\alpha^2} \| L_Q y \|^2_2.
\]

Let \( R = I_m \): then, this is general-form Tikhonov problem (4.1), and hybrid projection methods to solve this problem were discussed in subsection 4.1. For this scenario, a prevalent approach in the literature models \( L_Q \) as a sparse discretization of a differential operator (for example, the Laplacian or the biharmonic operator). This choice corresponds to a covariance matrix that represents a Gauss-Markov random field. Since for these choices, the precision matrix is sparse, working with \( L_Q \) directly has obvious computational advantages.

Second, for the case where application of \( Q^{-1} \) is feasible (e.g., it is a sparse matrix) but computing the symmetric factorization is too expensive, a factorization-free preconditioned LSQR approach called MLSQR was proposed in [5]. The approach is analytically equivalent to LSQR applied to a preconditioned least-squares problem with the preconditioner \( L_Q^{-1} \), but avoids the factorization by using weighted inner products to implicitly apply the preconditioner. The authors considered applications in the context of nonlinear regularizers.

Third, there are many prior models where the precision matrix \( Q^{-1} \) and its factorization are not available, but matrix-vector multiplications with \( Q \) can be done
efficiently. For example, for Gaussian random fields, entries of the covariance matrix are computed directly as $Q_{ij} = \kappa(x_i, x_j)$, where $\{x_i\}_{i=1}^n$ are the spatial points in the domain and $\kappa$ is a covariance kernel function (e.g., $\gamma$-exponential, or Matérn class). Although there are many modeling advantages, the main challenge is that the resulting prior covariance matrices are often very large and dense; explicitly forming and factorizing these matrices is prohibitively expensive. For such prior models, efficient matrix-free techniques (e.g., FFT embedding and $\mathcal{H}$-matrix approaches) can be used, for example, to compute matrix-vector products with the prior covariance matrix $Q$. Generalized hybrid projection methods were proposed in [57] to compute Tikhonov regularized solutions (i.e., MAP estimate (4.28)) effectively. The approach relies on a change of variables and uses a generalized GKB algorithm for projection [4]; note that this is a fundamentally different algorithm than the one presented in subsection 4.3.2 for $\ell_2 - \ell_p$ regularization that is based on GKB (for initialization) and some generalization of Krylov projection methods.

Non-Gaussian priors are also common in the literature, but are more challenging to handle. One class of priors contains the so-called sparsity-promoting priors or $\ell_p$-priors, which have the density function,

$$\pi_{\text{prior}}(x) = \exp(-\alpha \|x\|_p^p), \quad 0 < p \leq 1.$$  

One of the main challenges in considering (4.31) is that the posterior distribution is no longer Gaussian. However, one could still compute the MAP estimate, which is the solution to optimization problem,

$$\min_x \frac{1}{2\sigma^2} \|b - Ax\|_R^{-1}^2 + \alpha \|x\|_p^p.$$ 

Note that $p = 1$ corresponds to a prior where the components of $x$ are independent and follow the univariate Laplace$(0, \alpha^{-1})$ distribution [11, Chapter 4.3]; the Laplacian prior enforces sparsity in $x$. On a related note, Besov priors can preserve sharp discontinuous interfaces in Bayesian inversion, and when combined with a wavelet-based approach, they can promote sparsity in the MAP estimates [29, 63, 208] but, to the best of our knowledge, hybrid projection methods have not been used in this setting. For many non-Gaussian priors, the methods described in subsection 4.3 may be used to approximate the MAP estimate.

### 4.4.2. Exploiting hybrid projection methods for UQ

Recall that the solution to a Bayesian inverse problem is the posterior distribution, and the goal is to describe and explore it. For linear inverse problems with Gaussian priors, if the regularization parameters $\sigma$ and $\alpha$ are set in advance, the posterior is Gaussian with covariance matrix (4.30), and various tools can be used for UQ. However, if the regularization parameters are not known in advance, one would consider a fully Bayesian framework, where all unknown parameters (including the regularization parameters) are treated as random variables, and use hierarchical models [11], also defining hyperpriors for these hyperparameters. For example, for Gaussian priors, since $\sigma$ and $\alpha$ are unknown, we can assume that they are random variables with hyperpriors $\pi(\sigma)$ and $\pi(\alpha)$, respectively. Then, using again Bayes’ law, we have the full posterior density,

$$\pi_{\text{post}}(x, \sigma, \alpha | b) \propto \pi_{\text{like}}(b|x)\pi_{\text{prior}}(x)\pi(\sigma)\pi(\alpha).$$
For linear inverse problems with Gaussian priors, common choices are Gamma hyper-priors, i.e.,
\[
\pi(\sigma) \propto \sigma^{\beta_\sigma - 1} \exp(-\gamma_\sigma \sigma), \\
\pi(\alpha) \propto \alpha^{\beta_\alpha - 1} \exp(-\gamma_\alpha \alpha),
\]
where \(\beta_\sigma, \gamma_\sigma, \beta_\alpha,\) and \(\gamma_\alpha\) are parameters. In addition to requiring the user to pre-define these additional parameters for the hyperpriors, a potential computational disadvantage of this approach is that the posterior (4.32) is no longer Gaussian, so more sophisticated sampling techniques (e.g., hierarchical Gibbs sampling) should be used. However, recall that the main connection between hybrid projection methods and Bayesian inverse problems is that hybrid projection methods can be used to compute MAP estimates efficiently while selecting the regularization parameter automatically (often based on some statistical tools, see subsection 3.3). Therefore, a simple practical alternative to adopting a full Bayesian paradigm is to use a hybrid projection method to estimate the regularization parameter and, once this is done, perform standard UQ with fixed hyperparameters [191].

Handling unknown hyperparameters is not the only task where hybrid projection methods can be beneficial for efficient UQ. In the remaining part of this section, we consider other more practical scenarios that combine hybrid projection methods with UQ. We still focus on the Gaussian, linear case where the posterior is given in (4.27). We begin by remarking that there has been plenty of work at the intersection of Krylov methods and UQ. For example, the idea of using low-rank perturbative approximations for the posterior covariance matrix previously appeared in [28, 30, 74, 201]. Along these lines, there has also been some work on using randomized approaches to efficiently compute a low-rank approximation for use in UQ settings [192]; however, such methods are not ideal for inverse problems where the decay of the singular values is not sufficiently rapid (e.g., in tomography applications). Previous work on Lanczos methods for sampling from Gaussian distributions can be found in, e.g., [50, 171, 193, 198], but these algorithms are meant for sampling from generic Gaussian distributions and do not exploit the structure of the posterior covariance matrix (4.27). We point the interested reader to [11, 47] for more examples where Krylov methods are used for UQ. Here we consider the role played by hybrid projection methods, and list some further approaches for combining hybrid projection methods and UQ. Specifically:

- Hybrid projection methods can be used to generate an approximation to the posterior covariance matrix. Uncertainty measures can then be computed by storing bases for the Krylov subspaces. This approach was considered for dynamic inverse problems using generalized Golub-Kahan approaches in [58].
- Low-rank approximations for proposal sampling are commonly used for efficient UQ. In [25], the authors consider a fully Bayesian approach with assigned hyperpriors and use MCMC methods with Metropolis-Hastings independence sampling with a proposal distribution based on a low-rank approximation of the prior-preconditioned Hessian. In [190], these ideas are combined with marginalization.

Theoretical results on approximating the posterior distribution and posterior covariance matrix can be found in [191, 196].

4.5. Beyond linear forward models: Hybrid projection methods for nonlinear inverse problems. In this section, we consider the role that hybrid projection methods have played in the context of solving nonlinear inverse problems. We
remark that the literature on nonlinear inverse problems is vast, and it is not our inten-
tion to survey this topic. We point the interested reader to books on this topic, see e.g., [71, 156, 194], and we focus on frameworks and methodologies for solving nonlinear inverse problems that have successfully utilized or incorporated hybrid projection methods.

We are concerned with nonlinear inverse problems, where the forward model depends nonlinearly on the desired parameters. Consider discrete nonlinear inverse problem,

\[ b = F(x_{\text{true}}) + e \]

where \( F : \mathbb{R}^n \to \mathbb{R}^m \) is a transformation representing the forward model. Notice that the linear model (1.1) is a special case of (4.33) with \( F(x_{\text{true}}) = Ax_{\text{true}} \).

Regularization methods for nonlinear inverse problems typically follow a variational approach, where the goal is to solve an optimization problem of the form,

\[ \min_x J(b, F(x)) + \lambda R(x) \]

where similar to (1.5), \( J \) is some loss function, \( R \) is a regularization operator, and \( \lambda \geq 0 \) is a regularization parameter.

There are two main computational difficulties in solving problems like (4.34), especially for large-scale problems. First, the regularization parameter is unknown, and estimating it may require a significant computational effort to solve the same nonlinear optimization problem multiple times for various parameter choices, which can be a very expensive and time-consuming task; see [70]. Second, since the optimization functional to be minimized is nonlinear, gradient-based iterative techniques (even Newton-type approaches) are needed, but computing derivatives can be costly [107]. We remark that similar challenges arise for linear inverse problems with nonlinear regularization terms (see, e.g., (4.11)), where sophisticated nonlinear optimization schemes are required; we point the reader to the discussion in subsection 4.3 for some efficient approaches to deal with these kinds of nonlinearities. Alternatively, a two-stage method could also be used that splits the inversion process. First the misfit \( J \) is reduced to some target misfit value. In the second stage, the target misfit is kept constant and the regularization term \( R \) is reduced. Although very popular in practice, this approach is not guaranteed to converge (in fact it diverges in some cases) and appropriate safety steps and ad hoc parameters must be used; see [62, 172].

Specifically for nonlinear least-squares problems, other solvers can be used, such as the one described in Haber and Oldenburg [109], which combines a damped Gauss-Newton method for local regularization with a GCV method for adaptively selecting the global regularization parameter. To the best of our knowledge, this is the first paper that exploits hybrid projection methods for selecting the regularization parameter for solving large-scale nonlinear inverse problems. Thus, we further describe the approach. Consider problem (4.34) where \( J(b, F(x)) = \| F(x) - b \|_2^2 \) and \( R(x) = \| x \|_2^2 \), such that we get the Tikhonov-regularized nonlinear problem,

\[ \min_x \| F(x) - b \|_2^2 + \lambda \| x \|_2^2. \]

Let’s begin by assuming that \( \lambda \) is fixed. If we differentiate the objective function in (4.35) with respect to \( x \) and set the result to zero, we get

\[ g(x) = 2(J(x)^\top (F(x) - b) + \lambda x) = 0, \]
where \( g(x) \) is the gradient and \( J(x) = \frac{\partial F}{\partial x} \in \mathbb{R}^{m \times n} \) is the Jacobian matrix that contains the partial derivatives or sensitivities of the forward model. If we find a solution to (4.36), we have the desired solution to (4.35) for fixed \( \lambda \). Rather than using Newton’s method, which requires calculating the second derivative of \( F \) with respect to \( x \) (i.e., differentiation of \( g(x) \)), a damped Gauss-Newton approach can be used. That is, let \( F(x + \delta x) = F(x) + J(x)\delta x + R(x, \delta x) \), be a linearization of \( F \). Since \( R(x, \delta x) \) is assumed small, we aim to solve the Gauss-Newton equations,

\[
(J(x)^\top J(x) + \lambda I_n)\delta x = -J(x)^\top (F(x) - b) - \lambda x.
\]

or equivalently the least-squares problem,

\[
\min_{\delta x} \left\| \frac{J(x)}{\sqrt{\lambda I_n}} \delta x - \frac{b - F(x)}{\sqrt{\lambda x}} \right\|.
\]

The Gauss-Newton method is an iterative approach where given an initial guess \( x_0 \), the update at the \( k \)th iteration is computed by solving (4.38) for the perturbation \( \delta x \) and updating the solution estimate as \( x_{k+1} = x_k + \alpha_k \delta x \), where \( \alpha_k \) is a line-search parameter. Notice that, for a given \( \lambda \), Krylov iterative methods could be used to efficiently estimate the solution to (4.38). However, the authors of [109] propose a reformulation that enables the direct use of hybrid projection methods described in Section 3. The astute observation is that at each iteration of the Gauss-Newton method, we have the option to solve directly for the step \( \delta x \) or to solve for the updated solution \( x_{k+1} \). To see the latter option, substitute \( x_{k+1} = x_k + \delta x \) into (4.37) to get least-squares problem,

\[
\min_{x} \left\| \frac{J(x_k)}{\sqrt{\lambda I_n}} x - \frac{b - F(x_k)}{\sqrt{\lambda x}} \right\|_2^2.
\]

At this point, (4.39) is just a standard-form, linear Tikhonov problem, and hybrid projection methods can be used in each nonlinear step to simultaneously estimate the regularization parameter \( \lambda \) and compute an approximate solution. Although the hybrid projection method solves the linearized problem with automatic regularization parameter selection, a major concern is that the objective function changes from iteration to iteration because the regularization parameter is changing. Furthermore, we are not guaranteed to reduce the nonlinear function that we seek to minimize. A remedy is to consider the solution to (4.39) as a proposal \( x_{k+1}^p \) and to take the step direction to be a weighted version of the perturbation \( \delta x = x_{k+1}^p - x_k \). The general damped Gauss-Newton approach with a hybrid Krylov solver is summarized in Algorithm 4.1.

Another adaptive approach to select the regularization parameter when solving nonlinear inverse problems is based on continuation or cooling approaches [107]. By reformulating the Tikhonov problem as a constrained optimization problem where the objective function is given in terms of the regularizer, and the constraints are given in terms of the data misfit, and exploiting the connection between the regularization parameter and the inverse of the Lagrange multiplier for the constraint, the regularization parameter can be selected to be a large value initially, and then gradually reduced to an appropriate value.

Finally, in the context of solving large-scale nonlinear inverse problems, there is another class of nonlinear inverse problems that have greatly benefited from recent developments in hybrid projection methods. These are separable nonlinear inverse
Algorithm 4.1 Gauss-Newton with hybrid projection for nonlinear problem (4.35)

**Input:** $F$, $b$, $x_0$, $k = 0$

1. while stopping criterion not satisfied do
2. Calculate $J(x_k)$ and $r(x_k)$
3. Compute $x_{k+1}^p$ by solving (4.39) using a hybrid projection method
4. Calculate the perturbation $\delta x = x_{k+1}^p - x_k$
5. Update $x_{k+1} = x_k + \alpha \delta x$ where $\alpha$ ensures reduction of the nonlinear function
6. $k = k + 1$
7. end while

**Output:** $x_k$

**Problems**, where the unknown parameters can be separated into two distinct components such that the forward model is linear in one set of parameters and nonlinear in another set of parameters. This situation corresponds to problem (4.33) with

$$F(x_{\text{true}}) = A \left( x_{\text{true}}^{(nl)} \right) x_{\text{true}}^{(l)},$$

where $x_{\text{true}} = \begin{bmatrix} x_{\text{true}}^{(nl)} & x_{\text{true}}^{(l)} \end{bmatrix}^T$, with $x_{\text{true}}^{(nl)} \in \mathbb{R}^\ell$ and $x_{\text{true}}^{(l)} \in \mathbb{R}^{n-\ell}$ and $A$ is a linear operator defined by a set of nonlinear parameters $x_{\text{true}}^{(nl)}$. Therefore $F$ is linear in $x_{\text{true}}^{(l)}$ and nonlinear in $x_{\text{true}}^{(nl)}$. Furthermore, it is often the case that $\ell \ll n - \ell$. Such problems arise in imaging applications such as blind deconvolution, super-resolution imaging, and motion correction [52, 54], but also in other inverse problems; see [94]. Although one could treat separable nonlinear inverse problems using standard optimization techniques, approaches that exploit their separable structure have been successfully used to improve convergence. For example, a decoupled or alternating optimization approach is a simple approach where, for fixed $x_{\text{true}}^{(nl)}$, a hybrid projection method could be used to solve the resulting linear inverse problem, and, for fixed $x_{\text{true}}^{(l)}$, a nonlinear optimization scheme can be used to solve the smaller dimensional optimization problem. However, a potential disadvantage of these alternating approaches is slow convergence and sensitivity to initializations. An alternative approach is to use the variable projection method [94, 99, 100, 143, 168], where the linear variables are implicitly eliminated and a reduced optimization problem is solved. Consider the full Tikhonov problem,

$$\min_{x_{\text{true}}^{(nl)}, x_{\text{true}}^{(l)}} \| A \left( x_{\text{true}}^{(nl)} \right) x_{\text{true}}^{(l)} - b \|_2^2 + \lambda \| x_{\text{true}}^{(l)} \|_2^2 = \left\| \begin{bmatrix} A \left( x_{\text{true}}^{(nl)} \right) \sqrt{\lambda} I_n \end{bmatrix} x_{\text{true}}^{(l)} - \begin{bmatrix} b \ 0 \end{bmatrix} \right\|_2^2.$$ \hspace{1cm} (4.40)

A variable projection approach applied to (4.40) would seek the solution to the reduced optimization problem,

$$\min_{x_{\text{true}}^{(nl)}} \| A(x_{\text{true}}^{(nl)}) x_{\text{true}}^{(l)} - b \|_2^2,$$ \hspace{1cm} (4.41)

where

$$x_{\text{true}}^{(l)}(x_{\text{true}}^{(nl)}) = \arg \min_{x_{\text{true}}^{(l)}} \left\| \begin{bmatrix} A(x_{\text{true}}^{(nl)}) \sqrt{\lambda} I_n \end{bmatrix} x_{\text{true}}^{(l)} - \begin{bmatrix} b \ 0 \end{bmatrix} \right\|_2^2.$$ \hspace{1cm} (4.42)

Each iteration of a nonlinear optimization method to solve (4.41) would require solving linear subproblems (4.42). Since this is a linear inverse problem, hybrid projection
methods can be used (especially in the large-scale setting), and the regularization parameter can be estimated automatically, giving rise to an inner-outer iterative scheme [52, 54]. A more recent hybrid regularization method, which avoids inner-outer iterations by exploiting inexact Krylov solvers, is presented in [83]. For solving inverse problems with coupled variables, an approach called Linearize and Project (LAP) was described in [158] as an alternative to variable projection methods. LAP can support different regularization strategies as well as equality and inequality constraints, and thus is more broadly applicable than variable projection. Hybrid regularization methods are used in LAP to simultaneously compute the search direction and automatically select an appropriate regularization parameter at each iteration.

Although hybrid projection methods have found practical uses in various nonlinear scenarios, there are still open questions and yet-to-be-explored uses of hybrid projection methods for solving nonlinear inverse problems. Recent advancements in flexible hybrid methods and iteratively reweighted approaches for solving linear inverse problems with nonlinear regularization terms have opened the door to new approaches for handling nonlinear optimization problems. Furthermore, the training of many state-of-the-art deep neural networks can be interpreted as a separable nonlinear inverse problems [161], and there is great potential for the use of hybrid projection methods for training deep neural networks [142].

5. Software. The most recent and increasingly popular software package for hybrid projection methods is called IR Tools [79], and it runs in MATLAB. This toolbox provides implementations of a range of iterative solvers, including many of the hybrid projection methods discussed in this paper and extending the GKB-based hybrid solver originally implemented in [157]. Various examples (including image deblurring and tomography reconstruction) are also provided as test problems. For specific details, we point the reader to the IR Tools software package and documentation. However, we point out a few important design objectives and considerations for the implementation of hybrid projection methods for inverse problems:

- The implementation should work for the common scenarios where the coefficient matrix is only available as a (sparse) matrix, a function handle, or an object. Matrix-vector multiplications with the coefficient matrix represent a core component (and oftentimes the computational bottleneck) of iterative projection methods. High performance or distributed computing tools can be used to accelerate the task of matrix-vector multiplication. For example, hybrid projection methods were used with message passing tools for cryo-EM reconstruction [59] and were included in a high-performance java library in [214].
- The software should enable automatic regularization parameter selection and automatic stopping criteria, but at the same time provide functionality for users to change algorithm parameters in an options structure.
- Compared to standard iterative methods, one of the main disadvantages of hybrid methods is the need to store the basis vectors for solution computation. Thus, it is often assumed that solutions can be captured in relatively few iterations or that appropriate preconditioning can be used. Thus, it is desirable that implementations of hybrid projection methods can incorporate preconditioning techniques or exploit recycling techniques. Another potential issue is the computational costs associated with reorthogonalization [12, 21].
- The return structure should provide relevant information (e.g., for subsequent UQ or prediction).
The illustrations for this paper were made using the IR Tools software, and MATLAB scripts used to produce the illustrations and experiments reported herein are available at the website: https://github.com/juliannechung/surveyhybridprojection. Although IR Tools contains implementations of many state-of-the-art hybrid projection methods, it is by no means exhaustive and the authors encourage further extensions. For some recent work on generalized hybrid projection methods, subsequent UQ, and hybrid methods with recycling, see https://github.com/juliannechung. For getting familiar with inverse problems (e.g., some toy problems), see REGULARIZATION TOOLS [116]. For image deblurring problems, see RESTORE TOOLS [157]. For tomographic reconstruction problems, see AIR TOOLS II [122]. For computational UQ, see accompanying MATLAB codes for [11].

6. Concluding remarks and future outlook. This survey provides an overview of hybrid projection methods for solving large-scale inverse problems. Our aim is to provide a gentle introduction to the area for budding scientists and interested researchers working in related fields. We explain the general principles underlying hybrid projection methods for standard Tikhonov regularization (Algorithm 3.1), and carefully describe the most common algorithmic choices (including subspace projection approaches and parameter choice techniques), and finish with a summary of extensions that go beyond standard approaches and uses.

The field of hybrid projection methods has gained significant momentum in the past few years, and there are many new areas of exploration. Large-scale inverse problems continue to motivate the development of more efficient and accurate solvers, which often leverage tools from different areas of numerical linear algebra, optimization, and statistics. We envisage that a lot of scientific research will be devoted to using hybrid projection methods to incorporate more sophisticated priors and for performing subsequent UQ, e.g., for further prediction and forecasting, in forthcoming years. There is still need for the development and analysis of new parameter selection rules, and strategies that can incorporate supervised learning techniques in optimal experimental design and deep learning frameworks seem promising [1]. Efficient implementations of hybrid methods will be needed for advanced distributed computing architectures and sampling techniques for massive or streaming data problems. With the plethora of examples of inverse problems in areas ranging from biomedical imaging to atmospheric monitoring for threat detection, it is inevitable that many scientific and engineering applications will benefit from recent and forthcoming advancements in hybrid projection methods for inverse problems.
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