One-Hot Graph Encoder Embedding
Cencheng Shen, Qizhe Wang, and Carey E. Priebe

Abstract—In this article we propose a lightning fast graph embedding method called one-hot graph encoder embedding. It has a linear computational complexity and the capacity to process billions of edges within minutes on standard PC—making it an ideal candidate for huge graph processing. It is applicable to either adjacency matrix or graph Laplacian, and can be viewed as a transformation of the spectral embedding. Under random graph models, the graph encoder embedding is approximately normally distributed per vertex, and asymptotically converges to its mean. We showcase three applications: vertex classification, vertex clustering, and graph bootstrap. In every case, the graph encoder embedding exhibits unrivalled computational advantages.
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1 INTRODUCTION

GRAPH data arises naturally in modern data collection and captures interactions among objects. Given \( n \) vertices and \( s \) edges, a graph can be represented by an \( n \times n \) adjacency matrix \( A \) where \( A(i, j) \) is the edge weight between \( i \)th vertex and \( j \)th vertex. In practice, a graph is typically stored by an \( s \times 3 \) edgelist \( E \), where the first two columns store the vertex indices of each edge and the last column is the edge weight. Examples include social networks, brain regions, article hyperlinks [1], [2], [3], [4], [5], etc. A graph data has community structure if the vertices can be grouped into different classes based on the edge connectivity [1]. In case of supervised learning, some vertices come with ground-truth labels and serve as the training data; while in case of unsupervised learning, the graph data has no known label.

To better explore and analyze graph data, graph embedding is a very popular approach, which learns a low-dimensional euclidean representation of each vertex. The spectral embedding method [6], [7], [8], [9], [10], [11] is a well-studied method in the statistics literature. By using singular value decomposition (SVD) on graph adjacency or graph Laplacian, the resulting vertex embedding asymptotically converges to the latent positions under random dot product graphs [12], [13], thus consistent for subsequent inference tasks like hypothesis testing and community detection. Other popular approaches include Deepwalk [14], node2vec [15], [16], graph convolutional network (GCN) [17], which empirically work well on real graphs. However, existing methods require tuning parameters, are computationally expensive, and do not scale well to big graphs. As modern social networks easily produce billions of edges, a more scalable and elegant solution is direly needed.

Towards that target, we propose the one-hot graph encoder embedding (GEE) in this paper. The method is straightforward to implement in any programming language, has a linear computational complexity and storage requirement, is applicable to either the adjacency matrix or graph Laplacian, and is capable of processing billions of edges within minutes on a standard PC. Theoretically, the graph encoder embedding enjoys similar properties as the spectral embedding, is approximately normally distributed, and converges to a transformation of the latent positions under random graph models. We showcase three applications: vertex classification, vertex clustering, and graph bootstrap. Comprehensive experiments on synthetic and real graphs are carried out to demonstrate its excellent performance. All proofs and simulation details are in the Appendix, available online. The MATLAB, Python, and R code are made available on Github.

2 METHOD

2.1 Graph Encoder Embedding

Algorithm 1 presents the pseudo-code for encoder embedding when all or partial vertex labels are available. The inputs consist of an edgelist \( E \) and a label vector \( Y \) of \( K \) classes. We assume the known labels lie in \( \{1, \ldots, K\} \) and unknown labels are set to 0 (or any negative number suffices). The final embedding is denoted by \( Z \), where \( Z_i \) (the \( i \)th row) is the embedding of the \( i \)th vertex.

Algorithm 1. Graph Encoder Embedding

Require: An edgelist \( E \in \mathbb{R}^{3 \times n} \), and the corresponding class label vector \( Y \in \{0, \ldots, K\}^n \).
Ensure: The encoder embedding \( Z \in \mathbb{R}^{n \times K} \), and the transformation matrix \( W \in \mathbb{R}^{n \times K} \).

function GEE (\( E, Y \))

\[
W = \text{zeros}(n, K); \quad \text{\( \triangleright \)initialize the matrix}
Z = \text{zeros}(n, K); \quad \text{\( \triangleright \)find indices of class \( k \)}
\]

for \( k = 1, \ldots, K \) do

\[
\text{ind} = \text{find}(Y = k); \quad \text{\( \triangleright \)find indices of class \( k \)}
\]

\[
k_0 = \sum(\text{ind});
\]

\[
W(\text{ind}, k) = \frac{1}{n_0};
\]

end for

for \( i = 1, \ldots, s \) do

\[
Z[E(i, 1), Y[E(i, 2)]] = Z[E(i, 1), Y[E(i, 2)]] + W[E(i, 2), Y[E(i, 2)]] + W[E(i, 3), Y[E(i, 3)]] + W[E(i, 1), Y[E(i, 1)] + W[E(i, 1), Y[E(i, 3)]]];
\]

end for

end Function

The algorithm is applicable to any graph, including directed or weighted graphs. It is also applicable to the graph Laplacian: given any edgelist, one can compute the degree coefficient for each vertex, then replace the edge weight by the degree-normalized weight. This can be achieved via iterating through the edgelist just twice (not shown in Algorithm 1 but implemented in our codebase).

Since \( n_0 \) represents the number of vertices in each class, the matrix \( W \) equals the one-hot encoding of the label vector then column-normalized by \( n_0 \). In matrix notation, the encoder embedding can be succinctly expressed by \( Z = AW \), or \( Z = D^{-0.5}AD^{-0.5}W \) for graph Laplacian (\( D \) is the \( n \times n \) diagonal matrix of degrees).

1. https://github.com/cshen6/GraphEmd
In the one-hot graph encoder embedding, each class label of the graph vertex is assigned its own variable in the final embedding. We shall call the adjacency version as the adjacency encoder embedding (AEE), and the Laplacian version as the Laplacian encoder embedding (LEE). They may be viewed as a transformation of the adjacency/Laplacian spectral embedding (ASE / LSE), each with its unique property as summarized in [11]. Note that Algorithm 1 assumes partial known labels and is a natural set-up for vertex classification, which is evaluated in-depth in Section 5. The unsupervised GEE (no known label) is presented in Algorithm 2 and evaluated in Section 6.

2.2 Computational Advantages

Algorithm 1 has a time complexity and storage requirement of $O(nK + s)$, thus is linear with respect to the number of vertices and number of edges. Because it iterates the input data only once with a few operations, it is extremely efficient in any programming language. The running time advantage is demonstrated in Fig. 1. On a standard PC with 12-core CPU and 64 GB memory and MATLAB 2022a, it takes a mere 6 seconds to process 10 million edges, one minute for 100 million edges with 1 million vertices, and 10 minutes for 1 billion edges with 10 million vertices. In comparison, other methods are of order of magnitude slower and cannot handle more than 10 million edges on the same PC.

3 THEOREMS

To better understand graph encoder embedding, we first review three popular random graph models, then present the asymptotic properties under each model. Throughout this section, we assume $n$ is the number of vertices with known labels; and when $n \to \infty$, so is $n_k \to \infty$ for each $k \in \{1, \ldots, K\}$.

3.1 Stochastic Block Model (SBM)

SBM is arguably the most fundamental community-based random graph model [12, 18, 19, 20]. Each vertex $v$ is associated with a class label $Y_v \in \{1, \ldots, K\}$. The class label may be fixed a-priori, or generated by a categorical distribution with prior probability $\{\pi_k \in (0,1) \}$ with $\sum_{k=1}^K \pi_k = 1$. Then a block probability matrix $B = [B(k,l)] \in [0,1]^{K \times K}$ specifies the edge probability between a vertex from class $k$ and a vertex from class $l$: for any $i < j$,

$$A(i,j) \sim \text{Bernoulli}(B(Y_i, Y_j)),$$

$$A(i,i) = 0, \quad A(j,j) = A(i,j).$$

3.2 Degree-Corrected Stochastic Block Model (DC-SBM)

The DC-SBM graph is a generalization of SBM to better model the sparsity of real graphs [21]. Everything else being the same as SBM, each vertex $v$ has an additional degree parameter $d_v$, and the adjacency matrix is generated by

$$A(i,j) \sim \text{Bernoulli}(\theta[U_i, U_j]).$$

The degree parameters typically require certain constraint to ensure a valid probability. In this paper we simply assume they are non-trivial and bounded, i.e., $\theta[i] \sim F_0 \in (0, M)$, which is a very general assumption.

3.3 Random Dot Product Graph (RDPG)

Another random graph model is RDPG [13]. Under RDPG, each vertex $i$ is associated with a latent position vector $X_i \sim F_X \in [0,1]^p$. $F_X$ is constrained such that $X_i^T X_j \in [0,1]$, i.e., the inner product shall be a valid probability. Then the adjacency matrix is generated by

$$A(i,j) \sim \text{Bernoulli}(X_i^T X_j).$$

To generate communities under RDPG, it suffices to use a K-component mixture distribution, i.e., let $(X_i, Y_i \sim F_X \in \mathbb{R}^p \times [K].$

3.4 Asymptotic Normality

Under these random graph models, we prove the central limit theorem for the graph encoder embedding. Namely, the vertex embedding is asymptotically normally distributed per vertex. Since the mean and covariance differ under each model, we introduce some additional notations:

- Denote $\bar{n} = [n_1, n_2, \ldots, n_k] \in \mathbb{R}^K$, and $\text{Diag}(\cdot)$ as the diagonal matrix of a vector.
- Under SBM with block matrix $B$, define $\Sigma_B$ as the $K \times K$ diagonal matrix with

$$\Sigma_B(k,k) = B(y,y)(1-B(y,k)) \in (0, 1].$$

- Under DC-SBM with $\{\theta[i] \sim F_0\}$, for any $i$th moment we define:

$$\bar{\theta}^{(i)} = \text{E}(\theta(Y_i = k),$$

$$\tilde{\theta}^{(i)} = \{\tilde{\theta}_1^{(i)}, \tilde{\theta}_2^{(i)}, \ldots, \tilde{\theta}_K^{(i)}\} \in \mathbb{R}^K.$$

- Under RDPG where $(X,Y) \sim F_X \in \mathbb{R}^p \times [K]$ is the latent distribution, define

$$X_0^{(i)}(x_i) = E(X_i^T x_i | Y_i = k),$$

$$X_0^{(i)} = [X_0^{(i)}(x_1), X_0^{(i)}(x_2), \ldots, X_0^{(i)}(x_i)] \in \mathbb{R}^K$$

for any fixed vector $x_i \in \mathbb{R}^p$.

Theorem 1. The graph encoder embedding is asymptotically normally distributed under SBM, DC-SBM, or RDPG. Specifically, as $n$ increases, for a given $i$th vertex of class $y_i$ it holds that

$$\text{Diag}(\bar{n})^{0.5}(Z_i - \mu) \xrightarrow{d} \mathcal{N}(0, \Sigma).$$
The expectation and covariance are:

- under SBM, \( \mu = B(y, :) \) and \( \Sigma = \Sigma_B \);
- under DC-SBM, \( \mu = \Theta B(y, :) \odot \Theta^{(1)} \) and \( \Sigma = \Theta B \odot \Theta^{(2)} \);
- under RDPG, \( \mu = \tilde{x}_i^{(1)} \) and \( \Sigma = \text{Diag}(\tilde{x}_i^{(1)} - \tilde{x}_i^{(2)}) \).

### 3.5 Asymptotic Convergence

The law of large numbers immediately follows. Namely, as the number of vertices increase, the graph encoder embedding converges to the mean.

**Corollary 1.** Using the same notation as in Theorem 1. It always holds that

\[ \|Z_i - \mu\|_2 \xrightarrow{n \to \infty} 0. \]

As SBM, DC-SBM, and RDPG are the most common graph models, in this paper we choose to express the mean via model parameters. Alternatively, the mean can be expressed more generally by conditional expectations, i.e., for each dimension it holds that \( Z_i[k] \to E(A_{ij}[Y_j = k]) \), which estimates the probability of vertex \( i \) being adjacent to a random vertex from class \( k \).

While the spectral embedding estimates the block probability or latent variable up-to rotation, the encoder embedding is more informative and interpretable due to the elimination of the rotational non-identifiability. See Figs. 2 and 3 for numerical examples. Finally, the asymptotic normality and asymptotic convergence also hold for weighted graphs, which is discussed in the proof section.

### 4 Embedding Visualization

#### 4.1 Simulated Graphs

Fig. 2 compares the graph encoder embedding to the spectral embedding under SBM, DC-SBM, and RDPG graphs at \( K = 2 \).

While both methods exhibit clear community separation, the encoder embedding provides better estimation for the model parameters. For example, under the SBM graph, the encoder embedding clearly estimates the block probability vectors \((0.13,0.1)\) and \((0.1,0.13)\) and appears normally distributed within each class; and under the DC-SBM graph, the encoder embedding lies along the block probability vectors multiplied by the degree of each vertex. A normality visualization for the same simulations are provided in the Appendix, available in the online supplemental material.

#### 4.2 Real Graphs

Fig. 3 illustrates graph encoder embedding for the Political Blogs [2] (1490 vertices with 2 classes) and the Gene Network [22] (1103 vertices with 2 classes). Both graphs are sparse. The average degree is 22.4 for the Political Blogs and 1.5 for the Gene Network. We observe that the vertex embedding appears similar to DC-SBM, which lies along a line for each class. Within-class vertices are better connected than between-class vertices, and different communities are well-separated except a few outliers.

### 5 Vertex Classification

An immediate and important use case herein is vertex classification. The vertex embedding with known class labels are the training data (labels with class 1 to \( K \)), while the vertex embedding with unknown labels are the testing data (labels set to 0 in Algorithm 1).

We consider five graph embedding methods: adjacency encoder embedding (AEE), Laplacian encoder embedding (LEE), adjacency spectral embedding (ASE), Laplacian spectral embedding (LSE), and node2vec. For ASE and LSE we used the sparse SVD (the fastest SVD implementation in MATLAB) with 20 eigenvalues, then report the best accuracy and the running time among \( d = 1, \ldots, 20 \). For node2vec, we used the fastest available PecanPy implementation [16] with all default parameters and window size 2. For every embedding, we use linear discriminant analysis (LDA) and 5-nearest-neighbor (5NN) as the follow-on classifiers. Other classifier like logistic regression, random forest, and neural network can also be used. We observe similar accuracy regardless of the classifiers, implying that the learning task largely depends on the embedding method.
5.1 Classification Evaluation on Synthetic Data

Fig. 4 shows the average 10-fold classification error and average running time under simulated SBM, DC-SBM, and RDPG graphs ($K = 3$). For better clarity, only AEE, ASE, and LSE are included in the figure since they are the best performers on synthetic data. The standard deviation for the classification error is about 2% for each method, while the standard deviation for the running time is at most 10%. As the number of vertices increases, every method has better classification error at the cost of more running time. The encoder embedding has the lowest classification error under SBM, is among the lowest under DC-SBM and RDPG, and has the best running time.

5.2 Classification Evaluation on Real Graphs

We downloaded a variety of public real graphs with labels, including three graphs from network repository\(^2\) [22]: Cora Citations (2708 vertices, 5429 edges, 7 classes), Gene Network (1103 vertices, 1672 edges, 2 classes), Industry Partnerships (219 vertices, 630 edges, 3 classes); and three more graphs from Stanford network data\(^3\): EU Email Network [23] (1005 vertices, 25571 edges, 42 classes), LastFM Asia Social Network [24] (7624 vertices, 27806 edges, 17 classes), and Political Blogs [2] (1490 vertices, 33433 edges, 2 classes). For each data and each method, we carried out 10-fold validation and report the average classification error and running time in Table 1. For ease of presentation, we report the lower error between 5NN and LDA classifiers for each embedding. Comparing to the corresponding spectral embedding or node2vec, the encoder embedding achieves similar or better performance with trivial running time. Node2vec also performs well on real data but takes significantly longer.

6 No Label and Vertex Clustering

Many graph data are collected without ground-truth vertex labels. Therefore, we also design an unsupervised graph encoder embedding in Algorithm 2. Starting with random label initialization, we utilize Algorithm 1 and k-means clustering to iteratively refine the vertex embedding and label assignments. The algorithm stops when the labels no longer change or the maximum iteration limit is reached.

Algorithm 2. Graph Encoder Embedding Without Label

Require: An edgelist $E$, number of clusters $K$, and iteration limit $r$.

Ensure: The encoder embedding $Z \in \mathbb{R}^{n \times K}$ for all vertices, and the estimated class label $Y \in \{1, \ldots, K\}^n$.

function GEE UNSUP $E, K, M$

\[ Y_{\text{new}} = \text{random}(K, n); \quad \triangleright \text{randomize a label vector} \]

\begin{align*}
\text{for } & i=1,\ldots,M \text{ do} \\
& Z = \text{GEE}[E, Y_{\text{new}}]; \\
& Y = \text{kmeans}(Z, K); \\
& \text{if } \text{ARI}(Y_{\text{new}}, Y) == 1 \text{ then} \\
& \quad \text{Stop}; \\
& \quad \text{else} \\
& \quad Y_{\text{new}} = Y; \\
& \text{end if} \\
\text{end for} \\
\end{align*}

Table 1

| Classification Error |
|----------------------|
| AEE | LEE | ASE | LSE | N2v  |
|---|---|---|---|---|
| Cora | 16.3% | 15.5% | 31.0% | 33.1% | 16.3% | 69.8% |
| Email | 30.6% | 28.3% | 30.8% | 39.5% | 26.1% | 89.2% |
| Gene | 17.1% | 16.5% | 27.2% | 36.2% | 21.9% | 44.4% |
| Industry | 29.7% | 30.7% | 38.8% | 39.2% | 32.9% | 39.3% |
| LastFM | 15.5% | 19.0% | 20.1% | 16.5% | 14.5% | 79.4% |
| PolBlog | 4.9% | 5.0% | 5.5% | 4.0% | 4.5% | 48.0% |

The running time is $O(M(nK^3 + s))$, which is still linear with respect to the number of edges and the number of vertices. In our experiments we set the maximum iteration limits to $r = 30$, which always achieve satisfactory performance.

Note that spectral embedding and node2vec are unsupervised in nature (though they do not utilize labels even when available). The clustering performance is measured by the adjusted rand index (ARI) between the clustering results and ground-truth labels. ARI lies in $(-\infty, 1]$, with larger positive number implying better matchedness and 1 for perfect match [25].

As long as the graph is not too small, Algorithm 2 performs well throughout our experiments. Fig. 5 provides an illustration of the clustering performance under 3-class SBM and RDPG graphs. The adjacency encoder embedding yields excellent ARI, which is similar to ASE clustering but much faster. The advantage is consistent throughout the synthetic and real graphs. Table 2 presents the clustering results for all the real data in Table 1. Comparing to Table 1, the unsupervised algorithm typically takes 2 – 10 times longer than the with-label version. It is still vastly superior than other methods in the running time, while maintaining excellent ARI. The only exception is the Gene graph, which is too sparse for any clustering method.

\(^2\) https://networkrepository.com/index.php
\(^3\) https://snap.stanford.edu/
Algo 3. Encoder Embedding for Graph Bootstrap

Require: $A \in \mathbb{R}^{n \times n}$, $Y \in \{1, \ldots, K\}^n$, and resampling size $n_2$.
Ensure: Resampled adjacency matrix $A_2 \in \mathbb{R}^{n \times n_2}$, corresponding label $Y_2 \in \{1, \ldots, K\}^{n_2}$, and a two-sample test p-value

\[
\begin{align*}
\text{function } & \text{ GEEBootstrap}(A, Y, n_2) \\
& [Z, W] = \text{GEE}(A, Y); \\
& \text{ind} = \text{bootstrap}(n, n_2); \quad \triangleright \text{sampling } n_2 \text{ indices with replacement} \\
& Y_2 = Y[\text{ind}]; \quad \triangleright \text{resampled class labels} \\
& Z_2 = Z[\text{ind}]; \quad \triangleright \text{resampled encoder embedding} \\
& A_2 = \text{zeros}(n_2, n_2); \\
& \text{for } i = 1, \ldots, n_2 \text{ do} \\
& \quad A_2[i, j] = \text{Bernoulli}(Z_2[i, Y_2[j]]); \\
& \quad A_2[j, i] = A_2[j, i]; \\
& \text{end for} \\
& \text{end for} \\
& \text{pval} = \text{twosample}(\text{GEE}(A, Y), \text{GEE}(A_2, Y_2)); \\
& \text{end Function}
\end{align*}
\]

For each graph, the highest ARI and lowest running time is highlighted in bold. The running time includes both embedding and k-means clustering.

### 7 Graph Bootstrap

Bootstrap is a popular statistical method for resampling Euclidean data [26], and there has been some investigations on graph bootstrap [27], [28]. A naive graph bootstrap procedure can be carried out as follows: simply resample the vertex index with replacement, then re-index both the row and column of the adjacency matrix.

Since the graph encoder embedding offers a good estimate of the block probability, it also provides an elegant graph bootstrap solution as detailed in Algorithm 3. Given a graph adjacency and a label vector, we compute the encoder embedding and carry out standard bootstrap on the embedding, then use Bernoulli distribution to form the resampled adjacency matrix. We validate the procedure via a two-sample distance-correlation test [29], [30] between the original and bootstrap graphs via the encoder embedding (testing using graph embedding is asymptotically valid upon mild model assumptions [10], [31]). A large p-value suggests that the resampled graph has the same distribution as the original graph, while a small p-value (say less than 0.05) implies the resampled graph is significantly different in distribution and thus breaking the intention of bootstrap.

![Fig. 6](image_url)
Moreover, only 0.4% of the replicates yields a p-value that is less than 0.05. In comparison, we also evaluated the naive bootstrap on graph adjacency. The mean p-value is 0.25, and 26% of the replicates have p-value less than 0.05. Therefore, adjacency encoder embedding offers a better solution for graph bootstrap.

8 Conclusion

In this article we proposed the one-hot graph encoder embedding method. The theoretical soundness is proved via asymptotic convergence and normality, and the numerical advantages are demonstrated in classification, clustering, and bootstrap. It is a flexible framework that can work with ground-truth labels, labels induced from other methods, partial or no labels at all. Most importantly, the excellent numerical performance is achieved via an elegant algorithmic design and a tiny fraction of time versus existing methods, making the graph encoder embedding very attractive and uniquely poised for huge graph data.
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