An Approach to Hyperparameter Optimization for the Objective Function in Machine Learning
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Abstract: In machine learning, performance is of great value. However, each learning process requires much time and effort in setting each parameter. The critical problem in machine learning is determining the hyperparameters, such as the learning rate, mini-batch size, and regularization coefficient. In particular, we focus on the learning rate, which is directly related to learning efficiency and performance. Bayesian optimization using a Gaussian Process is common for this purpose. In this paper, based on Bayesian optimization, we attempt to optimize the hyperparameters automatically by utilizing a Gamma distribution, instead of a Gaussian distribution, to improve the training performance of predicting image discrimination. As a result, our proposed method proves to be more reasonable and efficient in the estimation of learning rate when training the data, and can be useful in machine learning.
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1. Introduction

At Google’s I/O 2017 conference, its CEO, Sundar Pichai, made some rather striking comments on AutoML. He said “AutoML means machine learning designed by machine learning”. Since then, they have opened the Cloud AutoML site, offering automated machine learning related to sight, language, and structured data. An important question is how freely our model can train the data. The parameters in machine learning can be considered the final result after learning, which are determined by many tests. Therefore, AutoML should be able to estimate the variables in advance for machine learning, or estimate these parameters for learning.

Related research on AutoML has typically considered automated feature learning [1], architecture search [2], and hyperparameter optimization; where hyperparameter optimization includes optimizing the Learning Rate, Mini-batch Size, and Regularization Coefficient. Therefore, it must be decided which are the most appropriate values for each model’s learning rate, mini-batch size, and normalization coefficient which should be set in advance for learning. However, in most cases, the default parameters of the existing researchers are used as they are.

The learning rates used in the AlexNet [3] model and for various learning models using CNN since 2011 have been defined in previous studies. Table 1 below shows the parameters of currently existing machine learning methods. However, even with this, if these values are used as they are, it will be difficult to derive optimal learning results because the data sets used in previous studies are different from actual data sets [4]. To solve this problem, we will consider optimizing the hyperparameters using grid search and random search [5]. However, there is a problem: a large number of result values must be derived and compared. In order to calculate the most appropriate learning rate with a minimum preliminary result value, a Tree-structured Parzen Estimator (TPE) [6] has been studied. Regarding optimization, techniques using Taub search [7] or other methods [8,9] have been presented.
Bayesian optimization estimates the parameter distribution using prior values. The most typical Gaussian distribution is used, and this is called the Gaussian Process [10]. Each parameter has an individual problem, which contributes towards solving the multidimensional problem. In this regard, Bayesian optimization has been studied in relation to the Manifold Gaussian Process (mGP) [11] in higher dimensions, and Bayesian optimization using exponential distributions has also been actively researched. Therefore, various researches have been conducted to automatically search configuration coefficients such as learning rate using Bayesian optimization. The most common algorithm is to estimate the hyperparameter using loss values [12].

In this paper, we attempt to optimize several parameters, based on Bayesian optimization. For this, we focus on the automation of selecting the learning rate at each epoch by utilizing a Gamma distribution. The exponential and gamma distributions are based on the Poisson distribution, and the Poisson distribution is used in the case where n is large and p is small in X to B(n, p), following the binomial distribution [13]. Therefore, when the learning rate is estimated, it is judged to be the most similar. In Section 2, we show the related works on Bayesian optimization and Acquisition Functions. In Section 3, we describe an objective function called a black box. In Section 4, the results of an experiment on the MNIST data set are presented, and we propose the method of validation in Section 5, and we prove the experiment for the proposed searching technique in Section 6. Finally, we conclude in Section 7.

2. Related Work

2.1. Bayesian Optimization

The most common use of Bayesian Optimization (BO) is to solve global optimization problems, where the objective is related to a black box function [4]. In this regard, a number of approaches for this kind of global optimization have been studied in the literature [14–17]. Stochastic approximation methods, such as interval optimization and branch and bound methods, are efficient in optimizing unknown objective functions in machine learning [11]. Therefore, hyperparameter optimization [10] in machine learning refers to values set before learning, and BO can serve as an alternative to one of the optimization methods for setting these values automatically.

The general objective is to find the optimal solution \( x^* \) which maximizes the function value \( f(x) \) using an unknown objective function \( f \) which receives an input value \( x \), where the actual objective function is unknown [18,19]. However, we need two things to examine the function values sequentially for the input value candidates and find the optimal solution \( x^* \) which maximizes \( f(x) \): The first is a surrogate model, which performs probabilistic estimation of the type of unknown objective function based on input values and function values investigated so far. The second is composed of an Acquisition Function, which derives the optimal input value \( x^* \) based on the probabilistic estimation results up to present. Gaussian Processes (GPs) [20] have used in probabilistic models, which have been widely used as Surrogate Models [10]. Gaussian Processes provide models for Gaussian distributions,
as well as several other random variables commonly used in probabilistic statistics. The relevant model is shown in Equation (1):
\[ f(x) \sim \text{gp}(m(x), k(x, x')) , \] (1)
where the function \( f \) is distributed as a GP with mean function \( m \) and covariance function \( k \).

2.2. Acquisition Functions for Bayesian Optimization

An Acquisition Function is based on the probability of improvement over the incumbent \( f(x^+) \), where \( x^+ = \text{argmax}_{x \in X} f(x) \); which appears as [18] Equation (2)
\[ PI(X) = P(f(x) \geq f(x^+) + \xi) , \]
\[ = \Phi \left( \frac{\mu(x) - f(x^+) - \xi}{\sigma(x)} \right) . \] (2)

This function is called Maximum Probability of Improvement (MPI), or P-algorithm. However, its performance can be improved by the addition of a trade-off parameter \( \xi \geq 0 \), as shown in Equation (3):
\[ PI(X) = P(f(x) \geq f(x^+) + \xi) , \]
\[ = \Phi \left( \frac{\mu(x) - f(x^+) - \xi}{\sigma(x)} \right) . \] (3)

With regards to the theory, few researchers have studied the impact of different values of \( \xi \) in certain domains [14, 21, 22]. An Acquisition Function [10] is a function which recommends the next function value candidate \( x(t + 1) \) to investigate, based on the probabilistic estimated results up that point. Among exploration points, exploitation is the strategy of looking near the point where the function value is maximum, and Exploration is the strategy of looking where there is the possibility that the optimal input value \( x^* \) may exist. Expected Improvement (EI) denotes the appropriate use of these two strategies. Trying many observations using these functions is more efficient than using the objective function directly. In order to find the optimum saddle, many observations are required. When observation is performed using the objective function, a lot of time and resources are required.

Therefore, faster observation can be achieved by using an Acquisition Function. In fact, it has been shown that, the higher the observation point, the more reliably the observation point can be estimated [23]. The related equation is shown in Equations (4) and (5).
\[ EI(x) = \begin{cases} 
\left( \mu(x) - f(x^+) - \xi \right) \Phi(Z) + \sigma(x) \phi(Z) & \text{if } \sigma(x) > 0 \\
0 & \text{if } \sigma(x) = 0 
\end{cases} , \] (2)
where
\[ Z = \begin{cases} 
\left( \mu(x) - f(x^+) - \xi \right) / \sigma(x) & \text{if } \sigma(x) > 0 \\
0 & \text{if } \sigma(x) = 0 
\end{cases} . \] (3)

In Equation (4), \( \Phi(.) \) and \( \phi(.) \) are the Cumulative Distribution Function (CDF) and Probability Density Function (PDF) of a standard normal distribution, respectively.

Figure 1 shows, simply how the Bayesian Optimization (BO) operates, where it is assumed that it is predicted for a one-dimensional continuous input; the figure on the top shows the objective function and the bottom figure describes the Acquisition Function. The Objective function, which is Black Box we have to estimate, consists of two initial points and a deriviation. If we, then, continuously add the \( x \), we can compute \( y \). However, as shown already, this method involves a high cost in terms of time and performance. So, we typically first use the Acquisition Function. The \( y \) value (high point of the blue line) of the Acquisition Function is calculated corresponding to the selected \( x \) value, and checked to determine whether it is the optimal point. Currently, the area marked with a red area is the most likely high point candidate. Then, to decide the candidate point, it is finally computed for the real
result. If it is not a saddle point, we return to the first process. This advantage of the process is that we can avoid calculating the black box directly; this means that, by only computing the Acquisition Function, we can predict the type of distribution that the black box has.

![Gaussian process posterior on the objective function](image)

**Figure 1.** Illustration of Bayesian Optimization, maximizing an objective function $f$ with a one-dimensional continuous input [20].

### 2.3. Gaussian Distribution and Gamma Distribution

The Gaussian distribution is used to represent continuous value distributions in discrete values in binomial distributions, such as selecting a coin’s side, and a distribution with an average of 0 and a standard deviation of 1 is called the standard normal distribution.

The Gamma distribution represents the time taken for a total number of Poisson events which occur on average $\lambda$ times per unit time, and is used under the normal data distribution assumption. The Poisson distribution is used when the event number $N$ is large and the probability $P$ is low, and is used for discrete distributions. For continuous variables, the Gamma distribution is used [13].

### 3. Proposed Object Function

An object function is the function to be predicted finally. In this paper, we need to predict the function of the result of the MNIST learning module. In previous papers, Bayesian Optimization (BO) has been used to predict the accuracy by returning accuracy and setting the relationship between this value and learning rate as a function, then setting this as the objective function. However, the problem in the existing studies is that the value varied greatly, even with a small change in the learning rate, due to the sensitivity of the accuracy value. This means that the graph was not stable, as a whole. Therefore, we applied the loss value, which is typically used to evaluate well-training in machine learning.

However, the result was worse than the existing accuracy. The reason for this is that the loss value is usually set to a low value. Also, low loss does not necessarily mean high accuracy. In order to solve this problem, we propose a method that considers the loss value and estimation accuracy, as follows (Equation (6)):

$$
\kappa = \begin{cases} 
\lambda \times M_\delta(x) - \log(M_1(x)) & \text{if } M_1(x) > 0 \\
0 & \text{if } M_1(x) \leq 0
\end{cases} \quad (4)
$$
In Equation (6), $M_a$ stands for accuracy, $M_l$ stands for loss, $\lambda$ was inserted as the adjusted value in the range from 0 to 1, and log was applied to the $M_l$ function as we could not estimate the range of the loss value. This is because we hope that $M_l$ will have the lowest value and that $M_a$ will have the highest value. For this, we subtract $M_l$ from $M_a$ to determine the satisfied result; note that the result may be negative.

This study is related to the Acquisition Function, rather than the Surrogate Model of BO. In existing Expected Improvement (EI), the distribution of the Surrogate Model (SM) is referred to, and the area expected to have the next highest value is searched for, as shown in Figure 2.

![Figure 2. An example of the region of probable improvement [18].](image)

As shown in Figure 2, the Gaussian Process (GP) in Figure 3 shows areas for EI.

![Figure 3. An example of region of probable improvement using a Gamma Distribution [24].](image)

The maximum observation is $x^+$. In the overlapping Gaussian, over the dotted line, the dark shaded area can be used as a measure of improvement, $I(x)$. In this model, sampling at $x_3$ is more likely to be improved at $f(x^+)$, as compared to at $x_1$. However, using a gamma distribution rather than a Gaussian distribution results in a higher $PI(x)$ value, which results in better results in the objective function of the MNIST model. In this study, the same method was applied, as follows: Figure 4
shows the test for BO, where it can be seen that the optimal value was found 10 consecutive times. The noise-free object function used in the test was a curve with a paddle point (left) and a local point (right), and the black points in this curve describe the newly discovered location in the test. As shown in Figure 5, it can be confirmed that the sixth saddle point was found in the existing study. In Figure 4, the distance value (left) and the calculation value of EI (right) are shown.

Figure 4. Tested of Gaussian Process with Gaussian distribution.
Figure 5. Tested results of distances and the best selected samples to Gaussian distribution.

Figure 6. Tested of Gaussian process with Gamma distribution.
In Figure 6, we can see that the fourth highest distance value in the left figure was found to be higher than the local point, following which, we search around the paddle point and find the highest point. Figures 6 and 7 show the results when applying the method presented in this study, from which it can be confirmed that the paddle point was already found in the fourth iteration, unlike the conventional method. In other words, since it proceeds in the form of searching left to right within the entire range, it was easily found that there is a position higher than the local point. The distance calculation for each round can be confirmed to be decreasing flatter than when the Gaussian distribution was used. The reason for measuring the distance is that, the greater the distance from the estimated point, the greater the uncertainty will be. In this regard, it is related to the Exploration–exploitation trade-off. Additionally, in sampling, we can see that the value has been changed from the fourth to the higher value, which shows that the sub-probability between the points in the general GP was passive and, so, the local maximum may be particularly useful in many graphs [18].

As shown in Figure 7, at the third time point the actual local point was passed, but it was found that the paddle point was more stable than the existing one. In other words, the proposed method shows that the Gamma distribution can converge faster by using the existing Gaussian process as a method of determining the next measurement point.

4. Experiment on MNIST

We applied grid search, random search, and Bayesian optimization to MNIST and compared the Gaussian Process of Bayesian optimization with the Gaussian and Gamma distributions. In addition, a MNIST model objective function is proposed as a method of applying the loss value and accuracy together in the existing technique. In order to obtain the result quickly, the training data was limited to 500, and the verification data was set to 20%. In other words, the experiment was conducted with the purpose of providing the values for constructing the objective function. The graph part of some programs was detailed in Martin Krasser’s Blog, and the Gaussian Process Regression (GPR) was provided by the scikit-learn package and PyOpt. The detailed conditions of MNIST, which are generally used, are shown in Table 2.

| Circumstances of Test | Contents |
|-----------------------|----------|
| Data Set              | 500 images |
| Verification Data     | Total data set of 20% |
| Hidden Layer          | 6 |
| Loss Function         | Cross Entropy Error |
| Optimizer             | SGD |
| Activative Function   | ReLU |
| Initial Value of Weight | Kaiming He |
Figure 8 shows a graph of the MNIST learning module in a grid method using 100 LRs. Among them, graphs of the accuracy value of the verification data as the $y$ value are shown above, and graphs of the loss value as the $y$ value are shown below. The bounds of LR were set from 0–0.5.

![Graphs showing accuracy and loss values](image)

**Figure 8.** Estimation graph of objective function for the MNIST model. The 1 epoch and 50 epoch graphs in the top row are objective functions with accuracy as $y$ values, and the two plots in the bottom row show the loss values.

As can be seen from the above Figure 8, a well-trained model indicates the highest accuracy or the lowest loss value. Importantly, there were many local maxima in the graph, and it is important to overcome these local maxima and find the saddle point. Generally, training evaluation in the machine learning module uses the loss value. However, in this study, the estimation accuracy and loss values were considered together, as shown in Figure 9. Figure 8, it shows a graph with $\kappa$ as $y$ values for 100 LR values. The highest accuracy is 90 and the corresponding LR value is 0.13. Compared to the case of using only the existing loss value or the accuracy only, it can be seen that the local maxima disappeared significantly before the LR = 0.2 point. By using two values at the same time, the local maxima of the objective function can be minimized; this makes the objective function easier to estimate.

![Graph showing estimation with $\kappa$](image)

**Figure 9.** Estimation graph of objective function to MNIST model using $\kappa$. 
Therefore, the method presented in this paper is of great importance, and the results are explained below, based on the accuracy comparison in Section 5 and the comparison using Gaussian distribution and Gamma distribution. In addition, the graphs after LR 0.2 seem problematic. However, if LR shows the highest accuracy at 0.13, it may be excluded; but further research is needed.

Figure 10. Comparison of Gaussian distribution and Gamma distribution at 1 epoch. The yellow dashed line shows non-free observations of the objective function $f$ at 300 points; that is, the graph of the $y$ value with an input of 100 $x$ values (grid type) directly for the objective function. The blue line is an estimated graph of the objective function for the $x$ values, which is 10 times sequentially calculated using the Acquisition Function. The red $x$ points represent the final predicted points for each step.

Figure 10 shows the results at 1 epoch, using MNIST as the objective function. The left side shows the results of using the Gaussian distribution search and the right side shows the results of using the Gamma distribution search. The purpose of this paper is to estimate the distribution of the objective function of the MNIST module using the minimum number of estimates. Regarding the minimum number of times between the Gaussian and Gamma distribution searches, we could confirm that it had an advantage over the existing results. However, compared with the grid search, existing research has been applied only to the search times, such that a clear comparison between the searching techniques could not be carried out. In this regard, more accurate analysis would be possible if the comparison was made based on accuracy and, thus, the maximum difference value could be compared, with a comparison of when similar accuracy values were derived. In addition, the experiment was conducted by utilizing $x$, as in described Section 3 of this paper. As shown in Figure 10, the accuracy
of the proposed method was 47%, and the number of search iterations was the smallest in finding the highest accuracy. The method using the Gaussian distribution search was 39%, and the number of search iterations was nine. Finally, for the grid method, the accuracy was 46% and the number of iterations was 100.

In other words, the number of iterations needed for a similar level of accuracy were lower than the Gaussian distribution search, as the difference of accuracy was 7% and difference in number of iterations was one. In addition, the LR of the proposed method was about 0.11, where grid search showed a result of about 0.32. In this case, it is not clear whether the optimal position of the LR was 0.11 or around 0.32.

As described above, it was found that the Local maximum frequently occurred again after a certain LR value. Considering this, the accurate saddle point could be estimated as 0.11.

Figure 11 shows the results at 50 epochs. For the proposed technique, the accuracy was 94% and the LR was about 0.12; for the Gaussian distribution search, the accuracy was 93% and the LR was about 0.2. In the case of the grid search, the accuracy was 93% and the LR was 0.16. As a result, in the case of grid search, an estimated 100 iterations were required, but the proposed method had similar effects with about only 7 iterations.

Figure 11. Comparison of Gaussian distribution search and Gamma distribution search at 50 epochs.
5. Performance Evaluation

In terms of performance evaluation, the evaluation metrics used to measure the predictive performance of the model include the sensitivity, specificity, accuracy, and MCC (Matthew correlation coefficient) of the evaluation. TP, FP, TN, and FN are shown as true positive, false positive, true negative, and false negative, respectively. In addition to the following equations, this study evaluates the analysis speed based on the time required for learning to the level that the accuracy is matched based on the number of grids [25].

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{5}
\]
\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{6}
\]
\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{7}
\]
\[
\text{MCC} = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \tag{8}
\]

6. Evaluation

The grid search, Gamma distribution search, and Gaussian distribution search methods were compared to the existing methods (except for random search, as the uncertainty in the method is large). The actual random search method is excellent, in terms of learning speed, but the number of epochs or steps may increase infinitely when learning a lot of data. In particular, the final evaluation was made by comparing the accuracy with and without the added \( \kappa \) value in Table 3 and Figures 11 and 12.

Table 3 shows the comparative evaluation of the existing system and the proposed system. The proposed method can improve the performance by applying \( \kappa \) in the previous research to derive more convex output value from the objective function. Epoch did not proceed further. Because the evaluated data is the small data, further progression does not affect the accuracy (use small data). However, there is no shortage in comparing the proposed system with the existing system. In other words, it is possible to confirm the high value in terms of accuracy, sensitivity, or specificity.

Figures 12 and 13 are visual representations of the results in Table 3, with the vertical axis representing the actual label and the horizontal axis representing the value of the result inferred from learning. The darker the color, the more inconsistent.

Table 3. Comparison of random search, Gaussian distribution search, and Gamma distribution search using 400 training data set and 100 validation data set.

| Epoch | Category           | Existing System | Proposed System |
|-------|--------------------|-----------------|-----------------|
|       |                    | Sens  Spec  Acc  MCC | Sens  Spec  Acc  MCC |
| 1     | Grid Search        | 43.69 93.94 47.0 35.61 | 46.98 94.61 52.0 38.20 |
|       | Gaussian Distn Search | 42.78 93.42 42.0 35.48 | 43.05 94.40 50.0 41.23 |
|       | Gamma Distn Search | 44.02 94.00 46.0 38.90 | 47.46 94.42 50.0 39.89 |
| 2     | Grid Search        | 90.04 98.67 88.0 87.61 | 91.76 99.02 91.0 89.50 |
|       | Gaussian Distn Search | 89.37 98.55 87.0 86.86 | 88.70 98.70 88.0 85.92 |
|       | Gamma Distn Search | 89.38 98.56 87.0 86.83 | 90.13 98.80 89.0 87.36 |
Figure 12. Existing comparison of grid search, Gaussian distribution search, and Gamma distribution search.

Figure 13. Proposed comparison of grid search, Gaussian distribution search, and Gamma distribution search.
Table 4 shows the training results using 60,000 training data and 10,000 verification data in units of epoch. From the learning results, it can be seen that the Gamma distn search method shows the maximum 98.36% in 2 Epoch. This table is not compared with previous studies, but the results were smaller than the current results without $\kappa$. Compared with the general CNN, it shows that the learning accuracy is high. In Table 4, 1 epoch means that is 10 epoch to the same learning model because we try to 12 optimization per 1 epoch. Thus, the above results represent accuracy for a total of 24 epochs. Figure 14 shows the result of Table 4.

Table 4. Comparison of random search, Gaussian distribution search, and Gamma distribution search using 60,000 training data set and 10,000 validation data set. Detailed results are in Appendix A.

| Epoch | Category         | Sens  | Spec  | Acc   | MCC   |
|-------|------------------|-------|-------|-------|-------|
| 1     | Grid Search      | 95.59 | 99.51 | 95.62 | 95.10 |
|       | Gaussian Distn Search | 95.73 | 99.53 | 95.75 | 95.25 |
|       | Gamma Distn Search | 95.61 | 99.52 | 95.64 | 95.12 |
| 2     | Grid Search      | 98.15 | 99.80 | 98.18 | 97.97 |
|       | Gaussian Distn Search | 98.11 | 99.79 | 98.13 | 97.91 |
|       | Gamma Distn Search | 98.35 | 99.82 | 98.36 | 98.17 |
| 3     | Grid Search      | 97.81 | 99.76 | 97.83 | 97.58 |
|       | Gaussian Distn Search | 98.19 | 98.21 | 98.21 | 98.00 |
|       | Gamma Distn Search | 98.21 | 99.80 | 98.23 | 98.03 |

Figure 14. Proposed comparison of grid search, Gaussian distribution search, and Gamma distribution search.

Table 5 shows the results of examining the increase and decrease for each epoch using CIFAR-10. The model applied the model suggested by keras and shows a learning effect of 79% at a maximum of 50 epochs. This data set was chosen to increase the discrimination of the proposed method regardless of the model. As the result, the method presented in this paper shows that the accuracy increases
regardless of the model type, and shows high values of sensitivity and specificity. Figure 15 shows the agreement for each epoch.

Table 5. Comparison of keras CNN, Gaussian distribution search of keras CNN, and Gamma distribution search of keras CNN using 50,000 training data set of CIFAR-10 and 10,000 validation data set of CIFAR-10.

| Epoch | Category | Sens  | Spec  | Acc   | MCC    | Loss   |
|-------|----------|-------|-------|-------|--------|--------|
|       | Keras CNN | 48.76 | 94.41 | 49.09 | 42.69  | 1.4160 |
| 1     | Keras CNN+Gaussian Distn Search | 32.37 | 92.37 | 29.95 | 21.83  | 1.8700 |
|       | Keras CNN+Gamma Distn Search  | 46.69 | 94.03 | 45.79 | 39.25  | 1.4728 |
| 10    | Keras CNN | 73.36 | 96.80 | 70.72 | 68.19  | 0.8619 |
|       | Keras CNN+Gaussian Distn Search | 56.64 | 95.20 | 56.30 | 51.14  | 1.2100 |
|       | Keras CNN+Gamma Distn Search  | 74.35 | 97.06 | 73.07 | 95.12  | 0.7942 |
| 20    | Keras CNN | 76.32 | 97.29 | 75.30 | 72.73  | 0.7133 |
|       | Keras CNN+Gaussian Distn Search | 65.43 | 96.18 | 65.30 | 59.25  | 0.9930 |
|       | Keras CNN+Gamma Distn Search  | 76.71 | 97.36 | 76.06 | 73.48  | 0.6998 |
| 50    | Keras CNN | 76.76 | 97.31 | 75.55 | 73.15  | 0.7362 |
|       | Keras CNN+Gaussian Distn Search | 63.84 | 95.98 | 63.45 | 59.19  | 1.0278 |
|       | Keras CNN+Gamma Distn Search  | 83.22 | 98.10 | 82.78 | 80.92  | 0.5169 |

Figure 15. Proposed comparison of grid search, Gaussian distribution search, and Gamma distribution search.

Table 6 shows the comparison of the grid search, Gaussian distribution search, and Gamma distribution search methods, to which 10 optimizations and 1 epoch were applied. We can see that, the larger the grids, the more the accuracy was increased in the grid search; however, the time required increased accordingly. When comparing the averages, the time required for the Gaussian distribution search and the proposed search were almost unchanged and similar, but the accuracy was more than 7% improved, which was in agreement with that suggested in the previous studies.
Table 6. Comparison of grid search, Gaussian distribution search and Gamma distribution search, applying 10 counts of optimization and 1 epoch. LT, learning time.

| Number of Grid | Existing System | Proposed System |
|----------------|-----------------|-----------------|
|                | Grid Search     | Gaussian Distn Search | Gamma Distn Search |
|                | Acc (%) | LT (Sec) | Acc (%) | LT (Sec) | Acc (%) | LT (Sec) |
| 100            | 47      | 5.3      | 42      | 4.4      | 52      | 4.3      |
| 200            | 49      | 10.4     | 42      | 4.1      | 48      | 4.2      |
| 300            | 50      | 16.6     | 42      | 4.7      | 47      | 4.7      |
| 400            | 52      | 20.1     | 37      | 5.1      | 41      | 4.9      |
| 500            | 49      | 25.6     | 39      | 4.6      | 51      | 4.3      |
| Avg            | 49.4    | 15.6     | 40.4    | 4.58     | 47.8    | 4.48     |

Table 7 describes the comparison of the grid search, Gaussian distribution search, and Gamma distribution search, with 10 optimizations and 50 epochs. In particular, even though the number of grids increased, the accuracy was not affected significantly. Comparing the average for grid size from 100–500, there was a 0.7% difference between the suggested search and the grid search. However, the time of grid search was 729.9 s, and the suggested search took 29.38, which was about 24.8 times faster. Additionally, in comparison with the Gaussian distribution search, it was confirmed that the proposed method showed a 2% increase in accuracy. To confirm the improvement when comparing both the loss value and the accuracy estimate, the experiment was conducted again with 20 optimizations. The results are shown in Table 8.

Table 7. Comparison of grid search, Gaussian distribution search, and Gamma distribution search, applying 10 counts of optimization and 50 epochs. LT, learning time.

| Number of Grid | Existing System | Proposed System |
|----------------|-----------------|-----------------|
|                | Grid Search     | Gaussian Distn Search | Gamma Distn Search |
|                | Acc (%) | LT (Sec) | Acc (%) | LT (Sec) | Acc (%) | LT (Sec) |
| 100            | 87      | 226.2    | 87      | 27.0     | 90      | 27.1     |
| 200            | 90      | 443.5    | 89      | 27.2     | 88      | 26.9     |
| 300            | 91      | 679.2    | 87      | 26.8     | 89      | 27.0     |
| 400            | 89      | 881.3    | 86      | 25.9     | 89      | 26.1     |
| 500            | 87      | 1419.3   | 81      | 39.2     | 84      | 39.8     |
| Avg            | 88.8    | 729.9    | 86      | 29.22    | 88      | 29.38    |

As mentioned earlier, Table 8 will be compared with existing research data, and we will also study LR. It is important to see whether the actual optimized point was a saddle point or not. However, for points obtained by grid search, we can think of them as approximations to a saddle point. In other words, with high accuracy and similar LR to a saddle point, we can expect to find a more accurate point if we increase the number of optimizations.

Comparing the average values in Table 7, \( \kappa \) can be used to confirm the overall improvement in learning speed, compared to previous studies. Compared with grid search, the time difference was much higher than the accuracy difference. When looking at the accuracy of time, the existing method was faster and had higher accuracy. Furthermore, the results of the proposed method were higher in accuracy than the Gaussian distribution search. In addition, in the case of LR, the proposed method had a value closer to that of LR of grid search than the Gaussian distribution search; in other words, the proposed search method was superior to the existing systems, in terms of accuracy and required time.
Table 8. Comparison of grid search, Gaussian distribution search, and Gamma distribution search applying 20 counts of optimization and 50 epochs. LT, learning time; LR, learning rate.

| Number of Grid | Existing System | Proposed System |
|----------------|-----------------|-----------------|
|                | Grid Search     | Gamma Distn Search | Gaussian Distn Search |
| Acc (%)        | LT (Sec) | LR | Acc (%) | LT (Sec) | LR | Acc (%) | LT (Sec) | LR |
| 100            | 93       | 215.9 | 0.085 | 92       | 26.1 | 0.307 | 93       | 27.7 | 0.265 |
| 200            | 92       | 459.1 | 0.070 | 88       | 28.55 | 0.075 | 91       | 27.8 | 0.113 |
| 300            | 94       | 647.58 | 0.156 | 91       | 27   | 0.117 | 92       | 26.7 | 0.178 |
| 400            | 94       | 899.84 | 0.096 | 93       | 28.1 | 0.138 | 92       | 27.9 | 0.077 |
| 500            | 94       | 1124.46 | 0.078 | 93       | 26.58 | 0.186 | 94       | 26.4 | 0.230 |
| Ave            | 93.4     | 669.38 | 91.4 | 27.266 | 92.4 | 27.3 |

7. Conclusions

At present, Google is indispensable for machine learning, and even more so for AutoML. In view of recent issues, it is expected that AutoML will become pivotal in future machine learning. Variables directly related to AutoML include learning rate, mini-batch size, and normalization coefficients, and these variables have always been created and distributed by the machine trainers. In this regard, when the data set is changed and needs to be retrained, the problems that need to be reviewed for the hyperparameters and the decisions about variables expected by the actual person or guessed are closely related to the time, cost, and performance. For this, unfortunately, a full understanding of the learning parameters, expert experience, and numerous experiments are required. However, if possible, the smart way to solve this problem is to let the machine obtain these parameters for you.

In this study, we attempted to find a solution for the learning rate, among these problems. Therefore, we reviewed the commonly used random search, grid search, and Bayesian optimization methods by applying the well-known MNIST data, and presented a method to apply a Gamma distribution to the acquisition function for Bayesian optimization.

In addition, we presented a method for evaluating the learning rate by using both the accuracy and loss values in the sampling, in order to analyze the distribution of the objective function of the MNIST model.

Although the results of some experiments showed higher values than the existing methods, as seen in the Section 6, it was proved that the proposed search technique presented better results, in most evaluations.

In addition, we can confirm that the result of using the $\kappa$ function has a convex distribution; if we can predict a more convex distribution, we can expect to find a more reasonable saddle point. In further research, we will study the construction of the more convex models, among the studies on the values output from the black box.
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Appendix A. Training Progress Detailed Results

| Epoch       | Gamma bounds: [[1.e-04 5.e-01]] | Gaussian bounds: [[1.e-04 5.e-01]] |
|-------------|----------------------------------|----------------------------------|
| Index       | Gamma Best-acc: 0.9564           | Gamma Best-acc: 0.9562           |
| Time        | 320.4497871398926                | 320.4497871398926                |
| Accuracy    | 0.99128                          | 0.991643074606                   |
| Precision   | 0.99124                          | 0.991643074606                   |
| Recall      | 0.99124                          | 0.991643074606                   |
| MCC         | 0.99124                          | 0.991643074606                   |
| Sensitivity | 0.99124                          | 0.991643074606                   |
| Specificity | 0.99124                          | 0.991643074606                   |
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