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An autonomous flow microreactor platform was developed that was able to conduct reaction experiments and measure the outlet reactant and product concentrations using HPLC without user supervision. The platform performed unmanned kinetic experiments with the aim of precisely estimating the parameters of a kinetic model for the esterification between benzoic acid and ethanol catalysed by sulfuric acid. The capabilities of the autonomous platform were demonstrated on three different experimental scenarios: 1) performing steady-state experiments, where the experimental reaction conditions were pre-defined by the user; 2) performing steady-state experiments, where the conditions were optimised online by Model-Based Design of Experiments (MBDoE) algorithms, with the aim of improving parameter precision; 3) executing transient experiments, where the conditions were pre-selected by the user. For the steady-state experiments, the platform automatically performed online parameter estimation and MBDoE with a pre-selected kinetic model. It was demonstrated that a campaign of steady-state experiments designed using online MBDoE algorithms led to more precise parameter estimates than a campaign of experiments designed by the traditional factorial design. Transient experiments were shown to expedite kinetic parameter estimation and use less reagents than campaigns of steady-state experiments, as it was no longer necessary to wait for the system to reach steady-state. In general, the transient experiments offered less precise parameter estimates than the steady-state campaigns, however the experiments could be completed in just 2 h instead of the 8 h required for a campaign of steady-state experiments.

Introduction

A reliable reaction kinetic model provides many advantages for a chemical process. Most notably it allows for improved design of the reactor and the process control system, as well as enabling process optimisation, hence potentially making a process greener, safer and more profitable. However, obtaining a kinetic model can be a challenging task which is time consuming and expensive. The two major difficulties in obtaining a kinetic model are identifying the true or most useful model structure from alternative candidate models, and then obtaining statistically satisfactory parameter estimates for the model parameters which are often highly correlated. Due to these obstacles it is necessary to spend large amounts of time performing experiments, and some of these experiments, if poorly designed, will not significantly improve the model identification process and hence will be a waste of time and resources.

In recent years the development of flow reactors compatible with both online analysis equipment and automated control algorithms has begun to modernise the way in which chemical kinetics are obtained. Traditionally kinetics are obtained in batch, which while having the advantage of providing multiple data points per experiment, may be limited by heat and mass transfer. In comparison, the development of flow microreactors with superior rates of heat and mass transport and improved safety enable isothermal kinetic studies. Flow reactors are now often combined with online analysis to provide data-rich experimental platforms. Online flow analysis methods reported in the literature include GC, HPLC, MS, UV, IR, Raman, X-ray absorption spectroscopy and NMR as well as viscosity measurements. Additionally, many flow reactors are now being programmed to perform experiments automatically, while collecting experimental data without user supervision. These automated reactor systems have already been successfully applied to reaction monitoring and high throughput continuous and discrete variable screening for reaction discovery and optimisation. In addition to performing steady-state experiments, flow reactors also present opportunities to perform transient experiments, either by...
ramping or introducing pulses or step changes in variables such as temperature and flowrate, which can reduce the time and materials required to generate sufficient data for kinetic identification.

One of the most exciting developments in flow chemistry in recent years is the emergence of closed loop systems. These systems consist of i) an automated reactor ii) an online measurement system and iii) a reactor control system implementing an algorithm for Design of Experiments (DoE) which uses information gathered from the online measurement system. A wide variety of DoE algorithms can be implemented in closed loop systems depending on the objectives of the experimental activity. The DoE algorithms can be broadly divided into two categories, black-box optimisation and model based optimisation. In black-box optimisation, a model of the reactor is not required and the objective is often to maximise yield or conversion. There are a large number of black-box closed loop systems reported in the literature, and they are often called “self-optimising reactors.” Some of the most impressive applications of self-optimising reactors include the automation of a multistep sequence including reaction and separation steps and the use of multiple objective functions where an optimal compromise between two competing variables (such as profitability and environmental impact) has to be identified. However, while the self-optimising reactors offer many advantages, they are normally of little value in developing a kinetic model, as the experiments are usually performed only in the region around the optimum operating point. For this reason black-box optimisation is not pursued in this work. In comparison, MBDoE is much more suited to developing kinetic models, which are more useful for scale-up purposes than a knowledge of an optimum operating point in a lab scale reactor. While MBDoE can be targeted to model discrimination (the identification of the most suitable model from a list of candidate models), this was not pursued in this work as a single model structure is assumed to be true. Instead this work takes advantage of MBDoE for the precise estimation of parameters. While there are numerous successful examples of the application of MBDoE for precise parameter estimation in the literature, the online application of MBDoE is much less common. To the best of the authors’ knowledge there exist only few publications where online MBDoE has been applied to chemical kinetic models.

The aim of this work is to develop an autonomous reactor platform for rapid kinetic studies that can be applied to a wide range of reactions. The autonomous platform is designed to be able to conduct both transient experiments and steady-state experiments. In the case where a model structure is not known in advance, this autonomous platform is able to conduct transient experiments or a set of steady-state experiments chosen in advance by the user. However, in cases where the user provides the platform with a pre-selected kinetic model, then it is able to perform either automated parameter estimation or online MBDoE for sequential steady-state experiments with the aim of obtaining the most precise parameter estimates possible. The automation of kinetic experiments in this way not only leads to more efficient use of lab resources, but it can free up time of highly trained researchers allowing them to focus on more intellectually demanding tasks, such as designing new set-ups or analysing data.

Materials and methods

Experimental set-up

The autonomous platform was validated using the case study of benzoic acid esterification with ethanol, with sulfuric acid as a homogenous catalyst, shown in eqn (1).

\[
\text{Benzoic Acid} + \text{Ethanol} \rightleftharpoons \text{Ethyl Benzoate} + \text{Water} \\
C_6H_5COOH + C_2H_5OH \rightleftharpoons C_6H_5COOC_2H_5 + H_2O \tag{1}
\]

This reaction was chosen due to its simplicity as a homogenous reaction. It is also extremely slow at room temperature, hence the reaction can be stopped by simple cooling without requiring chemical quenching. The experimental set-up is shown in Fig. 1 and included a reactor which was a 2 m long 250 μm internal diameter (i.d.) PEEK tube (Agilent) placed in a stirred oil bath heated by a rope heater (OMEGALUX FGR 6 foot length, 250 W). The small diameter ensured the reactor behaved as a plug flow reactor for the liquid flowrates used (5-100 μl min⁻¹); the vessel dispersion number, Nₐ, was estimated to be <0.006 for all conditions studied (see ESI†), which was <0.01, the commonly considered criterion for the validity of the plug flow assumption. The small diameter tubing also provided high rates of heat transfer, so that the reaction mixture reached reaction temperature (at reactor inlet) or room temperature (at reactor outlet) very quickly when the tubing entered and left the oil bath (see heat transfer calculations in the ESI†). The reaction rate has been found to be negligible at room temperature and this allowed the reaction to be quenched simply by cooling, as the tubing left the oil bath and was exposed to air. The reaction was shown not to occur without the presence of the sulfuric acid catalyst; this allowed the reagents to be pre-mixed in 5 ml glass syringes (5 ml mid pressure, Cetoni) before use. Two syringes filled with different concentrations of benzoic acid in ethanol (0.85 and 1.65 M) were used to allow control of the feed concentration at any value between these two concentrations by adjusting the relative flowrates of the syringe pumps (neMESYS, low pressure module, Cetoni). The sulfuric acid concentration was kept constant at 0.163 M in the reactor by pumping a 1.63 M sulphuric acid in water solution at a flowrate 10% of the value of the total inlet flowrate. The reagents were mixed at a PEEK four-way junction with a 0.5 mm through-hole (UpChurch) and flowed through 30 cm of 250 μm tubing before reaching the oil bath, hence ensuring they were well mixed before entering the reactor (see ESI† for further mixing calculations). Due to the low boiling point of ethanol and the high reaction temperatures required to produce a reasonable rate of reaction, the system was pressurised to 6 barg to keep the reactants in the liquid phase.
for temperatures up to 140 °C. This was achieved by pressurising the product collection vessel with nitrogen gas from a mass flow controller (SLA mass flow controller, Brooks) and using a back-pressure regulator (Swagelok K series, 250 psig) set to the desired pressure. A pressure sensor (Honeywell 40PC, 250 psig) was connected inline with the pressure vessel to provide an accurate pressure reading of the back-pressure and a second pressure sensor (Zaiput Hastelloy, 300 psi, ≈10 μL dead volume) was placed inline in the low concentration benzoic acid line to measure the upstream pressure and hence the pressure drop, which was typically <0.2 bar. The product collection vessel consisted of a centrifuge tube (Corning 50 mL) with a custom made PEEK holder with three ports designed to withstand high pressure.

The reactor outlet was connected to the 6-way switching valve of an automatic sampler-dilutor (Syrris, Asia Sampler and Dilutor), which was connected to an HPLC (Jasco LC-4000) for online concentration measurement. The sampler-dilutor had a 10 μL sample loop and a large dilution factor of 250 was used to protect the column from the sulfuric acid. The HPLC column was a 250 mm long, 4.6 mm i.d. ODS hypersil column with 5 μm particle size (Thermo Fisher Scientific). The HPLC method used 1.25 mL min⁻¹ of mobile phase consisting of 40% water and 60% acetonitrile by volume and the analysis lasted 7 min. The oven was held constant at 30 °C and a UV detector at 274 nm was used for quantification of the benzoic acid and ethyl benzoate concentrations. The standard deviation of the measurement error was found from repeated identical experiments to be 0.03 M for the benzoic acid concentration and 0.0165 M for the ethyl benzoate concentration. These standard deviations were used in the constant variance model for both parameter estimation and MBDoE. The measurement error was attributed to the combination of errors in the HPLC and the sampler-dilutor.

### Statistical tools for model development and validation

#### Parameter estimation

Our model comprised of a set of equations, a vector of $N_{\theta}$ non-measurable parameters $\theta$, state variables $x$ and inputs $u$, that can be used to predict the behaviour of the system and hence can predict experimentally measurable values $\hat{y}$:

$$\hat{y} = f(x, u, \theta)$$

The non-measurable parameters $\theta$ were the two Arrhenius parameters $K_{P1}$ and $K_{P2}$ (see later), while the inputs $u$ were the three control variables: temperature, flowrate and inlet concentration and the two fixed variables: pressure and sulfuric acid concentration. The state variables $x$ were the reactant and product concentrations along the length of the reactor and $y$ represented the measured concentrations of benzoic acid and ethyl benzoate at the reactor outlet. For parameter estimation, experimental measurements were used to identify the values of the non-measurable parameters $\theta$ in a model. In a system where $N_{\text{exp}}$ experiments are conducted with each experiment consisting of $N_{\text{m}}$ measurements, then for the $i^{th}$ experiment and $j^{th}$ measurement the $i,j^{th}$ residual $\rho_{ij}$ is defined as the difference between the model predicted value $\hat{y}_{ij}$ and the experimentally measured value $y_{ij}$:

$$\rho_{ij} = y_{ij} - \hat{y}_{ij}$$

Parameter estimation was conducted using the maximum likelihood principle, which assumes that i) the model structure is correct (the correct kinetic rate laws and reactor models are used) ii) there is no error associated with the experimental inputs $u$ and iii) the residuals are caused by
measurement errors, which are assumed to be normally distributed with a mean of 0 and a standard deviation \( \sigma_{ij} \).

With these assumptions, parameter estimation was performed by finding the set of parameter values \( \hat{\theta} \) which maximised the log likelihood function (referred to as the objective function \( \Phi(\theta) \)), shown in eqn (4).

\[
\max_{\theta} (\Phi(\theta)) = \max_{\theta} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} -\frac{1}{2} \ln(2\pi) - \frac{1}{2} \ln(\sigma_{ij}^2) - \frac{1}{2} \left( \frac{\rho_{ij}}{\sigma_{ij}} \right)^2 \right) \tag{4}
\]

**Goodness of fit**

After completing the parameter estimation, it is necessary to assess the fitting of the model. Data fitting is a measure of how well a model describes the real physical system. If all the assumptions are correct (correct model structure, no error in the inputs and randomly distributed measurement errors with a mean of 0 and standard deviation \( \sigma \)), then the residuals should be randomly distributed with a mean of 0 and a standard deviation equal to their respective measurement error standard deviations. Therefore, by studying the residuals it is possible to identify if the previous assumptions are true or not. This is done using the \( \chi^2 \) test which measures the fitting quality by comparing the \( \chi^2 \) value, computed using eqn (5), to the \( \chi^2 \) reference value at a 95% confidence level for the given number of degrees of freedom (degrees of freedom = \( N_{\text{exp}} \times N_{\text{in}} - N_0 \)).

\[
\chi^2 = \sum_{i=1}^{N_{\text{exp}}} \sum_{j=1}^{N_{\text{in}}} \left( \frac{\rho_{ij}}{\sigma_{ij}} \right)^2 \tag{5}
\]

If all the previous assumptions are true, there is a 95% probability that the \( \chi^2 \) value will be less than the \( \chi^2 \) reference value. Most commonly, and in this work, it is assumed that the measurement error is accurately known and the experimental inputs are assumed to be well controlled, therefore whenever the \( \chi^2 \) value is greater than the reference value, the model is rejected as being incompatible with the data collected. In this work, the measurement error was the standard deviation of repeated experiments.

**Parameter accuracy and precision**

After finding a suitable model that satisfies the \( \chi^2 \) test it is necessary to assess the quality of the parameter estimation. In parameter estimation the two most important quantities are accuracy and precision. Accuracy is how close the parameter estimate is to the true value, however in real situations the true value is unknown and therefore it is not possible to estimate accuracy, except in simulated case studies when the true parameters are known. As parameter estimates are themselves randomly distributed variables, they have a standard deviation and precision, which describes if the same experiments and parameter estimation procedure were repeated multiple times, how spread out the resulting parameter estimates would be. A graphical explanation of accuracy and precision is included in the ESI.† The parameter precision is calculated from the covariance matrix \( V_{\theta} \) which can be approximated (using the first term Taylor expansion) as the inverse of the negative Hessian of the objective function as shown in eqn (6). Note that the negative Hessian of the objective function \( H_{\theta} \) is the Fisher information matrix.

\[
V_{\theta} \approx H_{\theta}^{-1} \quad \text{where} \quad H_{\theta} = -\frac{\partial^2 \Phi(\theta)}{\partial \theta \partial \theta} \tag{6}
\]

The covariance matrix is used to calculate the 95% confidence intervals for each parameter, which represents the range in which, if parameter estimation was repeated with new experimental data, 95% of the time the new parameter estimates would fall within. Confidence intervals are calculated for the \( i \)th parameter according to eqn (7), where \( v_{h,ii} \) is the diagonal element of the covariance matrix \( V_{\theta} \) and \( t(95\%, \text{DoF}) \) is the Student \( t \)-value at 95% confidence level for the given number of degrees of freedom. In this work, where there were only 2 parameters, these results can be shown graphically as confidence ellipsoids.

\[
95\% \text{ Confidence Interval}_i = \left[ v_{h,ii}^{0.5} \times t(95\%, \text{DoF}) \right] \text{ for } i = 1, \ldots, N_{\theta} \tag{7}
\]

The \( t \)-test is used to determine if a parameter has been estimated with sufficient precision. The \( t \)-value for each parameter is calculated according to eqn (8), and compared to the reference \( t \)-value for the given number of degrees of freedom, which is obtained from statistical tables. A \( t \)-value higher than the reference \( t \)-value indicates a precise parameter estimate.

\[
t_i = \frac{\hat{\theta}_i}{95\% \text{ Confidence Interval}_i} \text{ for } i = 1, \ldots, N_{\theta} \tag{8}
\]

**Model-Based Design of Experiments**

Model-Based Design of Experiments (MBDoE) for parameter precision refers to the practice of using the information already gathered about the model (model structure and preliminary parameter estimates) to design experiments in such a way as to minimise the parameter estimate uncertainty. Before minimising parameter estimate uncertainty it is necessary to mathematically quantify this uncertainty in scalar form. The most common methods are the A-criterion, D-criterion and E-criterion, all of which are measures of the co-variance matrix \( V_{\theta} \) described below and shown graphically in Fig. 2.

- The A-criterion minimises the trace of the covariance matrix (sum of the elements in the main diagonal). This is proportional to the volume of the polyhedron circumscribing the confidence ellipsoid.
- The D-criterion minimises the determinant of the covariance matrix. This is proportional to the volume of the confidence ellipsoid.
- The E-criterion minimises the largest eigenvalue of the covariance matrix. This corresponds to minimising the length of the longest axis of the confidence ellipsoid.
While in parameter estimation problems the covariance matrix is calculated using the already collected experimental data, in MBDoE the expected covariance matrix after \( M_{\text{exp}} \) new experiments, \( V_{\theta,\text{expected}} \), can be calculated using the additivity of Fisher information according to eqn (9) where \( H_{\text{expected},i} \) is the expected information from the \( i \)th planned experiment and \( V_{\theta,0} \) is the preliminary covariance matrix from the \( N_{\text{exp}} \) already completed experiments. Note that in order to compute \( H_{\text{expected},i} \) it is necessary to use the current parameter estimates \( \theta \).

\[
V_{\theta,\text{expected}} = \left[ V_{\theta,0}^{-1} + \sum_{i=1}^{M_{\text{exp}}} H_{\text{expected},i} \right]^{-1}
\] (9)

The MBDoE problem is an optimisation problem to find the values of the design vector \( \phi \), within a pre-defined allowable design space, which minimise a certain measure of the expected covariance matrix using one of the previously described methods of quantifying the size of a matrix\(^2\) as shown in eqn (10).

\[
\phi = \arg \min \psi( V_{\theta,\text{expected}} )
\] (10)

The design vector \( \phi \), consists of all the control variables for the experiment.

**Kinetic model**

The reactor model in this work was the ideal plug flow reactor, shown in eqn (11) for transient conditions and in eqn (12) for steady-state conditions

\[
\frac{dC_{BA}}{dt} = -V \frac{dC_{BA}}{dV} + r_{BA}
\] (11)

\[
\frac{dC_{BA}}{dV} = \frac{r_{BA}}{v}
\] (12)

where \( C_{BA} \) is the concentration of benzoic acid (M), \( V \) is the reactor volume (L), \( v \) is volumetric flowrate (L min\(^{-1}\)) and \( r_{BA} \) (mol L\(^{-1}\) min\(^{-1}\)) is the reaction rate of benzoic acid. Due to the large excess of ethanol used (molar ratio greater than 9:1) the reverse reaction was assumed to be negligible. Additionally, as the excess ethanol concentration can be considered constant, the ethanol dependence in the rate law was lumped with the pre-exponential factor, hence the rate laws were functions of temperature and benzoic acid only.\(^6\) Thus, only two different irreversible kinetic rate laws were proposed, as shown in eqn (13a) and (b).

\[
r_{BA} = -kC_{BA}
\] (13a)

\[
r_{BA} = -kC_{BA}^2
\] (13b)

To avoid any potential high correlation between the pre-exponential factor, \( k_0 \) (units are either min\(^{-1}\) or L mol\(^{-1}\) min\(^{-1}\) depending on if the reaction is 1st or 2nd order), and activation energy, \( E_a \) (J mol\(^{-1}\)), the Arrhenius expression was written in the parameterised form shown in eqn (14), as this is shown to give the most accurate results and lead to fewer numerical problems during both parameter estimation and experiment design.\(^6\)^9

\[
k = \exp \left( -KPI - \frac{KPI \times 10000}{R} \times \left[ \frac{1}{T} - \frac{1}{T_M} \right] \right)
\] (14)

where \( T_M \) is the mean temperature 378.15 K, which was the average of the maximum and minimum temperature values, and \( KPI \) (dimensionless) and \( KPI \) are the kinetic parameters to be estimated. The Arrhenius pre-exponential factor, \( k_0 \), and activation energy, \( E_a \), can be calculated from the estimated parameters \( KPI \) and \( KPI \) according to eqn (15) and (16).

\[
k_0 = \exp \left( -KPI + \frac{KPI \times 10000}{R \times T_M} \right)
\] (15)

\[
E_a = KPI \times 10000
\] (16)

The reactor conversion \( X \), was calculated according to

\[
X = \frac{C_{BA,in} - C_{BA,out}}{C_{BA,in}}
\] (17)

where \( C_{BA,in} \) is the known benzoic acid inlet concentration and \( C_{BA,out} \) is the HPLC measured outlet concentration of benzoic acid.

**Experimental protocols**

There were four types of experimental campaigns conducted; all were automatically controlled by LabVIEW, so they could be run without researcher supervision.

i. Steady-state factorial campaigns: a campaign of 8 steady-state experiments designed using the factorial method. This was repeated twice to allow estimation of experimental error.
ii. Steady-state MBDoE campaigns: a campaign of 8 steady-state experiments, where the first 2 experiments were pre-selected by the user and the following 6 experiments were designed by sequential MBDoE. This was repeated twice, once using the D-criterion and once with the E-criterion optimal design.

iii. Single-variable transient campaigns: a transient experiment where flowrate was ramped, while keeping all other variables constant. Due to the plug flow behaviour this was equivalent to an isothermal batch reactor. This was repeated at two different temperatures, where all experimental conditions (temperature, feed concentration, initial flowrate and ramp rate) were chosen by the user. This was done for two different sets of experimental conditions, one designed to explore a wide area of the design space, and the other designed by trial and error to minimise parameter uncertainty.

Steady-state factorial campaigns. In the first experimental campaign, the autonomous reactor platform ran a set of 8 steady-state experiments with conditions given in advance by the user. The list of experimental conditions was designed using a full factorial method of the three control variables at two levels (temperature 120 and 140 °C, flowrate 10 and 20 μL min⁻¹ and inlet benzoic acid concentration 1 and 1.5 M). The autonomous platform would run each experimental condition for 1 h to allow the reactor to reach steady-state before measuring the outlet concentration, performing online parameter estimation with a pre-selected kinetic model and moving to the next experimental condition. This campaign can then be viewed as the traditional benchmark against which the next methods (MBDoE and transient experiments) can be compared. In order to assess the experimental reproducibility, the full factorial campaign was repeated. The data collected from the factorial campaigns were used to identify the most suitable kinetic model, by using the previously described goodness of fit χ² test.

In these steady-state campaigns parameter estimation was performed online (using the 1st order rate law in eqn (13a)) after each successive experiment starting from the second experiment (parameter estimation was not conducted after the first experiment, as a minimum of two different temperatures are needed before an activation energy can be estimated). The Nelder-Mead simplex algorithm was used for parameter estimation, and this required an initial guess for the parameter values. For the 1st parameter estimation problem, conducting after 2 experiments, the initial guess for the parameter values were 8.97 and 7.6 based on some initial experimental data. For all the following parameter estimation problems (after experiments 3 to 8), the initial guess for the parameter values were the maximum likelihood estimate values obtained from the previous experiment.

Steady-state MBDoE campaigns. In these experimental campaigns, steady-state experiments were designed automatically by MBDoE. This required a model to be chosen by the user in advance of the experiments. The model chosen (based on the results from the factorial experimental campaigns, which will be discussed in the results section) was the steady-state ideal plug flow reactor model (eqn (12)) combined with the first order rate law (eqn (13a)). Parameter estimates are required to conduct MBDoE, however rather than providing the platform with an initial parameter guess and designing all experiments with MBDoE, it was decided instead to first run 2 experimental conditions chosen in advance by the user (140 °C, 20 μL min⁻¹, 1.5 M benzoic acid feed concentration and 120 °C, 10 μL min⁻¹, 1 M benzoic acid feed concentration). The experimental data collected from these 2 initial experiments enabled online parameter estimation, and these estimates were used for designing the next experiment with MBDoE. All subsequent experiments were designed with MBDoE using the updated parameter estimates from the previous experiment. In this way the MBDoE campaign was completed without requiring any estimate of the parameter value from the user. The ranges for the three control variables were 70–140 °C, 7.5–30 μL min⁻¹ and 0.9–1.55 M feed concentration. The upper temperature limit was chosen as 140 °C, because above this temperature the ethanol would evaporate at the system pressure of 6 barg. The lower flowrate limit was chosen in order to prevent excessively long reactor residence times and the upper concentration limit was chosen considering the maximum solubility of benzoic acid in ethanol. Each steady-state experiment was run for 65 min, and both D- and E-optimal MBDoE algorithms were used. The SLSQP (Sequential Least Squares Programming) algorithm was used for the MBDoE optimisation (see eqn (10)), and this required an initial guess for the optimum design (the optimum combination of temperature, flowrate and feed concentration). To mitigate the problem of incurring into local minima, an initial design vector was obtained by screening 10 000 randomly generated designs uniformly spread over the allowable design space. Each screening design was simulated and the predicted covariance matrix was calculated and quantified using either the D- or E-criterion. The screening design that produced the smallest covariance matrix was used as the initial design guess to initialise the SLSQP algorithm. This screening procedure was performed online every time the MBDoE algorithm was used, as the best screening design changed when the parameter estimates changed.

Single-variable transient campaigns. These experimental campaigns comprised of two transient experiments where the inlet flowrate to the reactor was ramped, while keeping the temperature constant. While other faster protocols of transient experiments exist, such as those which involve a step change of variables, these are not possible in this system due to the long analysis time required by the HPLC. The ramping approach used in this work can be adjusted for slow analysis methods by reducing the ramp rate, so a sufficient amount of data points can be collected before the ramp is completed. The ramped transient experiment was conducted twice, once at a temperature of 120 °C and an inlet benzoic acid concentration of 1.5 M.
and once at a temperature of 140 °C and an inlet benzoic acid concentration of 1.02 M. In both cases the initial flowrate was 100 μL min⁻¹ and the flowrate was reduced at a rate of 1 μL min⁻². In order to estimate the two parameter values, it was necessary to run two transient experiments at two different temperatures, and since each transient experiment took 100 min, both experiments were completed in under 4 h. For this experiment type we did not employ online parameter estimation, as two transient experiments conducted at two different temperatures are required to estimate the kinetic parameters. Instead the parameter estimation was conducted offline using the gPROMs ModelBuilder software (PSE). The data obtained from the transient experiments was analysed using the transient plug flow reactor model, as shown in eqn (18), along with the kinetic model shown in eqn (13a) and with an expression for the linear change in liquid flowrate as shown in eqn (18),

\[ v = v_0 - \alpha \times t \]  

(18)

where \( v_0 \) is the initial flowrate (μL min⁻¹) and \( \alpha \) is the rate at which the flowrate is decreasing (μL min⁻²). However, in this system the measurement was not taken exactly at the reactor exit, as there was a length of tubing connecting the reactor exit to the HPLC sample loop. This dead volume (44.2 L) must be accounted for in order to relate the time at which a sample was measured, \( t_M \), to the time it left the reactor, \( t_L \).

This is shown in eqn (19),

\[ t_L = \frac{v_0 - \frac{v_0^2}{2} - \frac{\alpha}{2} t_M - \frac{\alpha}{2} t_M^2 - V_{\text{dead}}}{\alpha} \]  

(19)

where \( V_{\text{dead}} \) is the dead volume (μL). A derivation of eqn (19) is included in the ESL.

**Two-variable transient campaigns.** In these experimental campaigns, both the temperature and flowrate were ramped simultaneously to allow the exploration of a greater portion of the design space in a single experiment. The linear rate of change in temperature was modelled using eqn (20),

\[ T = T_0 - \beta \times t \]  

(20)

where \( T_0 \) is the initial temperature (K) and \( \beta \) is the rate of decrease in temperature (K min⁻¹). Here, only a single experiment requiring 100 min was necessary to conduct parameter estimation. Two experiments were conducted with different control variable profiles to demonstrate the effect of the experimental design. The first experiment design, called “wide spacing” was chosen based on commonly accepted rules of thumb, that exploring a wide region of the design space is beneficial for planning experiments. This design had an initial flowrate of 20 μL min⁻¹, which was ramped down at a rate of 1 μL min⁻² and the initial temperature was 140 °C, which was ramped down at a rate of 0.5 °C min⁻¹, the feed concentration was held constant at 1.55 M. The second experiment, called “improved design” was carefully designed by simulating many experiments and choosing the one which produced the smallest covariance matrix. The parameter estimates from the steady-state factorial campaign were used to simulate these experiments and the optimal design was found to have an initial flowrate of 30 μL min⁻¹, which was ramped down at a rate of 0.25 μL min⁻² and the initial temperature was 140 °C, which was ramped down at a rate of 0.2 °C min⁻¹, the feed concentration was held constant at 1.55 M.

**Integration of Python scripts in LabVIEW**

The autonomous platform was developed using a combination of LabVIEW (National Instruments) and Python, where LabVIEW was used to control lab equipment and monitor process values and Python was used to perform online parameter estimation, online MBDoE and also reading and writing the experimental results to Excel files. The integration of LabVIEW and Python was facilitated through the use of the LabVIEW-Python integration toolkit. The major advantage of using LabVIEW is that many commercial manufacturers of lab equipment make instrument drivers specifically for LabVIEW. Therefore, LabVIEW and its large collection of instrument drivers enable the easy and quick integration of multiple pieces of equipment. In this work, instrument drivers were available for the syringe pumps, heater, temperature and pressure sensors. However, there was no instrument driver available for the Jasco HPLC. For this reason the HPLC could not be directly integrated to the LabVIEW environment. Instead an alternative was developed, where the Jasco commercial software “ChromeNav” automatically triggered the HPLC measurement every 7 min and wrote the measured peak areas to an Excel file which could be accessed by the LabVIEW-Python code. A similar approach was reported in the literature for a GC system which also did not provide instrument drivers.¹⁴

One of the major issues of autonomous systems is that they are task-specific and that small changes in the experimental set-up require significant work to update the system. This can lead to situations where it is faster to conduct experiments manually than to develop automation algorithms for each new version of an experimental set-up.¹⁴ However, the LabVIEW code developed can be used with different equipment types, allowing this platform to be used for numerous reaction systems with only minor changes to the LabVIEW code. For example, without changing any LabVIEW code it is possible to replace the rope heater oil bath with a cartridge heater typically used to heat silicon-glass or glass micro-reactors. Additionally, with some simple changes to the LabVIEW code it is possible to incorporate different analysis methods, such as online Raman, UV or IR spectroscopy if such equipment were available.

For the steady-state experiments, the LabVIEW platform allowed the user to either implement a list of pre-selected experimental conditions, or to run a campaign of steady-state experiments, which were designed online by MBDoE algorithms written and executed in Python. In both cases the
LabVIEW code ran an experimental condition for a duration of time specified by the user to ensure the reactor reached steady-state. When the specified time limit was reached, the LabVIEW code read the most recent HPLC measurement and took this value as the steady-state outlet concentration for that experimental condition. These experimental conditions and outlet concentrations were then written in a “Record” Excel file with all the previous experimental results. LabVIEW then called a Python function (involving the Nelder–Mead simplex algorithm) to perform parameter estimation using the “Record” Excel file as the Python function input. The computed parameter statistics were then displayed on the LabVIEW screen and were also written to the “Record” Excel file. The LabVIEW code measured and recorded the temperatures, flowrates and pressures every 5 s and saved the values in a separate “Process Value” Excel file, allowing the user to examine the experimental conditions at some later date. Additionally, the LabVIEW code had safety shutdown features, where if any temperature or pressure exceeded a user specified value the pumps and heater were automatically turned off. A detailed description of the LabVIEW code is provided in the ESI†.

Results and discussion

Steady-state factorial campaigns – model discrimination

The results of the two identical steady-state factorial campaigns (see Fig. 3), showed that the system behaved well with high reproducibility. Values of the steady-state outlet concentrations for each experimental condition are reported in the ESI† and it is shown that the average mole balance closed to within 95%. In order to identify the appropriate rate law from the two candidate models described in eqn (13a) and (13b), the χ² test was applied to the data obtained from the factorial campaigns for both models. The results of the χ² test are shown in Table 1, where it is observed that model 13b, which had 2nd order kinetics with respect to benzoic acid, must be rejected. As only a single candidate model remained after the initial factorial screening, it was not necessary to conduct further experiments designed by MBDoE algorithms for model discrimination.53 The estimated parameter values of KP1 and KP2 obtained from a single campaign of 8 experiments designed by the steady-state factorial campaigns were 9.11 and 7.98. These estimates correspond to a pre-exponential of $11.65 \times 10^6$ s⁻¹ and activation energy of 79.8 kJ mol⁻¹. In the literature the only work that employed similar experimental conditions selected a kinetic model which was 2nd order with respect to benzoic acid. However, the activation energy of 80.5 kJ mol⁻¹ reported³⁶ is in agreement with our results.

Steady-state MBDoE campaigns – parameter precision

The experimental conditions designed by the two steady-state MBDoE campaigns, D- and E-optimal, are shown in Fig. 4 (with the outlet concentrations shown in the ESI†). After the initial 2 experiments chosen by the user to be the opposite corners of the previously used factorial design space, the autonomous plat-
are compared in Table 2. The parameter estimates are similar for all campaigns, however the 95% confidence intervals are substantially smaller and the t-values substantially larger for the MBDoE campaigns. This demonstrates the benefits of online MBDoE for identifying kinetic models. As there are only two parameters in this model it is also possible to show these results graphically in the form of confidence ellipsoids in Fig. 5, where we can observe that both the steady-state MBDoE campaigns produce confidence ellipsoids which are much smaller than the steady-state factorial campaigns. Similarly, it is observed that the E-optimal campaign produces a shorter (but “fatter”) confidence ellipsoid than the D-optimal campaign, as the E-optimal campaign aims to minimise the length of the longest axis of the confidence ellipsoid. Additionally, Fig. 6 shows the diminishing return on conducting multiple experiments. For both the steady-state factorial and the steady-state MBDoE campaigns, after conducting 5 experiments the determinant of the covariance matrix (directly proportional to the volume of the confidence ellipsoid) did not get much smaller with further experiments in the allowable design space.

Single-variable transient campaigns

The outlet concentrations of the transient experiments, where only flowrate was ramped while keeping temperature constant are shown in Fig. 7, while numerical values are shown in the ESI.† The parameter values estimated from the data gathered in these experiments, along with the statistical tests including χ², t-values and confidence intervals are shown in Table 3. The parameter estimates from the transient experiments are consistent with the estimates from the steady-state factorial campaign. Additionally, the parameter precision, as measured by the 95% confidence intervals is approximately equal for the transient and steady-state factorial experiments, despite the fact that the two transient experiments took only 4 h to perform instead of the 8 h required for the steady-state campaign. The transient experiments also required less reactant, hence this method offers considerable scope for saving both time and cost in the case of systems with expensive reactants. It should be noted that the experiments in the steady-state factorial campaigns were not optimised for maximum time efficiency. The steady-state experimental duration of 1 h was chosen to be the most efficient for the slower experiments in the campaign, those that used a 10 μL min⁻¹ flowrate. The 20 μL min⁻¹ flowrate steady-state experiments, which had shorter residence times could finish in just 40 min. Thus, if the experiment duration was linked to the experiment residence time, it is possible that the steady-state factorial campaign could have been completed in 6.7 h.

Two-variable transient campaigns

It is possible to further minimise the time required to gather enough kinetic data to allow for parameter estimation by ramping both temperature and flowrate simultaneously in a

Table 2 Parameter estimates and statistics obtained from the steady-state factorial (SSF) and the steady-state MBDoE (SSMBDoE) campaigns. KP1 and KP2 are reparametrized forms of the Arrhenius parameters, as shown in eqn (14)–(16).

| Campaign         | KP1 ± 95% confidence interval | KP2 ± 95% confidence interval | KP1 95% t-value | KP2 95% t-value | t ref | t² ref | k₀ (s⁻¹) | Eₐ (kJ mol⁻¹) |
|------------------|-------------------------------|-------------------------------|-----------------|----------------|-------|--------|----------|------------|
| SSF 1            | 9.06 ± 0.19                   | 7.84 ± 0.75                   | 48.0            | 10.5           | 1.76  | 14.9   | 23.7     | 7.85 × 10⁶  | 78.4       |
| SSF 2            | 9.11 ± 0.19                   | 7.98 ± 0.77                   | 46.9            | 10.4           | 1.76  | 0.98   | 23.7     | 11.7 × 10⁶  | 79.8       |
| SSMBDoE D-optimal| 9.17 ± 0.12                   | 8.15 ± 0.46                   | 79.1            | 17.6           | 1.76  | 10.6   | 23.7     | 18.8 × 10⁶  | 81.3       |
| SSMBDoE E-optimal| 9.17 ± 0.10                   | 8.12 ± 0.43                   | 95.5            | 18.8           | 1.76  | 6.11   | 23.7     | 17.1 × 10⁶  | 81.2       |
transient experiment. Such an experiment requires less than 2 h to complete, but still explores a large area of the design space. For this transient experiment it is necessary for the user to select the initial values of temperature, flowrate and concentration, as well as appropriate ramp rates for both temperature and flowrate. It was found that the choice of these variables was not intuitive and that a poor selection of values would lead to parameter estimates of low precision. This was demonstrated for the first experiment, called “wide spacing”, where the initial flowrate was 100 μL min⁻¹ and ramped down at 1 μL min⁻², while the temperature was simultaneously ramped down from an initial temperature of 140 °C at a rate of 0.5 °C min⁻¹, with constant feed concentration of 1.5 M, as shown in Fig. 8a. These control variable profiles were chosen as they covered a wide section of the design space, spanning from 140 to 90 °C and from 100 to 1 μL min⁻¹, so it was expected that they would lead to precise parameter estimation. However, it was later shown that this “wide spacing” experiment design was poor, leading to large 95% confidence ellipsoids, as shown in Fig. 9, and large confidence intervals, as shown in Table 4. The cause of the low parameter precision can be attributed to the experiment being conducted in a low information region of the design space. Looking at the measured outlet concentrations from the experiment in Fig. 8a, we speculate that the experiment design is poor due to the low conversions attained, which were always less than 6%. Therefore, it was difficult to estimate the kinetic parameters, as the reaction was never allowed to progress to significant levels and because the concentration change between the feed and the outlet value (typically less than 0.1 M) was only slightly larger than the measurement error (0.030 M for benzoic acid and 0.0165 M for ethyl benzoate).

In order to identify more suitable operating conditions, the parameter estimates from the steady-state factorial experiments were used to run simulated transient experiments, which were then used for parameter estimation. By simulating many different transient experiments with different control variable profiles and then examining the resulting parameter estimate statistics, it was possible to identify good and bad experiment designs. By trial and error the best simulated experimental design was found to be an initial flowrate of 30 μL min⁻¹, which was ramped down at a rate of 0.25 μL.

![Fig. 6 Determinant of the covariance matrix against number of experiments conducted for the steady-state factorial (SSF) and the steady-state MBDoE (SSMBDoE) D- and E-optimal campaigns.](image)

![Fig. 7 Control variable profile and outlet concentrations of benzoic acid (BA) and ethyl benzoate (EB) obtained by automated HPLC measurements from the single-variable transient campaigns, where flowrate was isothermally ramped at a) 120 °C and b) at 140 °C.](image)

| Campaign | KP1 ± 95% confidence interval | KP2 ± 95% confidence interval | KP1 95% t-value | KP2 95% t-value | t ref | χ² | χ ref² | k₀ (s⁻¹) | Eₐ (kJ mol⁻¹) |
|----------|-------------------------------|-------------------------------|----------------|----------------|-------|-----|--------|----------|-------------|
| SVT      | 9.03 ± 0.18                   | 7.63 ± 0.76                   | 49.1           | 10.0           | 1.68  | 25.9| 67.5  | 4.15 × 10⁶ | 76.3        |
| SSF 2    | 9.11 ± 0.19                   | 7.98 ± 0.77                   | 46.9           | 10.4           | 1.76  | 0.98| 23.7  | 11.7 × 10⁶ | 79.8        |
min$^{-2}$, along with a temperature profile that started at 140 °C and was ramped down at a rate of 0.2 °C min$^{-1}$, the feed concentration was held constant at 1.55 M. This best design was then run on the autonomous system. The control variable profiles and the resulting measured outlet concentrations are shown in Fig. 8b, where it can be observed that much higher conversions of up to 20% were achieved. The kinetic data obtained from this second “improved” design experiment led to much more precise parameter estimates, as shown by the narrower confidence intervals in Table 4 and the smaller 95% confidence ellipsoid in Fig. 9. The 95% confidence ellipsoid was much smaller than the previous “wide spacing” experiment, and was also only slightly larger than the confidence ellipsoid from the campaign of factorial experiments, despite the fact that the transient experiment required only 2 h compared to 8 h for the factorial campaign. When making comparisons between experimental methods used in this work, it is important to note that the two-variable transient “improved” campaign was the only campaign that used prior information (as it used parameter estimates from the steady-state factorial campaign for the simulations to find the improved design). Therefore, comparison between the two-variable transient “improved” campaigns with others must be done with caution, as no other campaign required such prior information. However, such an experimental strategy could be used if initial parameter estimates were available from the literature.

For more complex systems where no initial parameter values can be estimated from the literature, this work demonstrates the difficulties in designing transient experiments without parameter estimates, as the precision obtained varies greatly depending on the design. In such situations, it may be advisable to begin with easily designed steady-state experiments, to generate the data required for

---

**Table 4** Parameter estimates and statistics obtained from the two-variable transient (TVT) campaigns, “wide spacing” and “improved”, where flowrate and temperature were ramped simultaneously, compared to the steady-state factorial (SSF) campaign 2.

| Campaign          | KP1 ± 95% confidence interval | KP2 ± 95% confidence interval | KP1 95% t-value | KP2 95% t-value | t ref | $\chi^2$ | $\chi_{ref}^2$ | $k_0$ (s$^{-1}$) | $E_a$ (kJ mol$^{-1}$) |
|-------------------|-------------------------------|-------------------------------|----------------|----------------|-------|--------|--------|------------|----------------|
| TVT “wide spacing” | 9.06 ± 0.4                   | 8.36 ± 1.97                   | 22.7           | 4.24           | 1.72  | 4.77   | 31.4   | 41.0 × 10$^6$ | 83.6           |
| TVT “improved”    | 9.25 ± 0.17                  | 8.45 ± 0.86                   | 52.9           | 9.73           | 1.70  | 4.15   | 38.9   | 45.2 × 10$^6$ | 84.5           |
| SSF 2             | 9.11 ± 0.19                  | 7.98 ± 0.77                   | 46.9           | 10.4           | 1.76  | 0.98   | 23.7   | 11.7 × 10$^6$ | 79.8           |
parameter estimation, before designing transient experiments. Overall, the comparison between the steady-state and transient experiments in Fig. 9 demonstrates a trade-off between time and parameter precision, where the most precise parameter estimates were obtained from a campaign of steady-state experiments, while the transient experiments offered the fastest way of generating kinetic data, but with progressively lower precision.

Conclusion

In this work an autonomous microreactor platform for the rapid identification of reaction kinetics has been developed. This platform combines the advantages of flow microreactors, online analysis and automation to create a lab tool that can save researchers time and resources. Using the case study of esterification of benzoic acid and ethanol with homogenous sulfuric acid catalyst, the platform was tested in 4 experimental campaigns; i) automatically conducting 2 campaigns of 8 steady-state experiments designed by full factorial, ii) conducting 2 campaigns of steady-state experiments designed by D- and E-optimal MBDoE, iii) conducting 2 transient campaigns where flowrate was ramped to simulate an isothermal batch reactor at 2 different temperatures and iv) conducting 2 transient campaigns where flowrate and temperature were both ramped simultaneously, once designed to achieve wide exploration of the design space and once where the best design was obtained from simulated experiments. All experimental campaigns were in general agreement, giving similar parameter estimates as demonstrated by the overlapping confidence ellipsoids. When comparing the various experimental campaigns it is clear that transient experiments offered the fastest way to identify kinetic parameters, while also using the least amount of reagents. When flowrate and temperature were ramped simultaneously parameter estimates could be obtained in less than 2 h, however the precision of these estimates varied dramatically with the transient control variable profiles chosen by the user, which are difficult to choose unless there is already some prior information about the kinetic parameters. The slightly slower method of isothermally ramping flowrate, which required two transient experiments at two different temperatures, gave more precise parameter estimates in only 4 h. The most precise parameter estimates were obtained from the steady-state MBDoE experiments, where the 8 experiments showed significantly smaller confidence ellipsoids than those obtained from the same number of steady-state experiments designed by the factorial method. It is important to note that while MBDoE provides substantial benefits compared to a factorial campaign for developing a model with highly precise parameter estimates, this comes at the cost of reduced exploration of the design space making it harder to test the domain of validity of the model. Therefore MBDoE for parameter precision should only be used when there is already high confidence in the validity of the model, which can be achieved by conducting a widely spaced factorial campaign, and if necessary this can be followed by a campaign of experiments designed by MBDoE for model discrimination.

An important factor when selecting what type of experiments to conduct (transient or steady-state) is the relevant time scales for the reactor to reach a new steady-state compared to the analysis method. In cases where the analysis time is significantly less than the time required for the reactor to reach steady-state, there is an advantage in using transient experiments for saving time and reagents. If the analysis method is fast, or the reactor residence time is long, conducting transient experiments would be preferable to running steady-state campaigns. In contrast, if the analysis method is long compared to the reactor residence time, then a campaign of steady-state experiments may be preferable, initially designed by factorial methods to allow model discrimination and validation before a second MBDoE campaign is performed to target parameter estimation.
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