Lie symmetry analysis and conservation law for the equation arising from higher order Broer-Kaup equation

Abstract: In this paper, Lie symmetry analysis is performed for the equation derived from \((2 + 1)\)-dimensional higher order Broer-Kaup equation. Meanwhile, the optimal system and similarity reductions based on the Lie group method are obtained. Furthermore, the conservation law is studied via the Ibragimov’s method.
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1 Introduction

Nonlinear partial differential equations (PDEs) arising in many physical fields like the condense matter physics, plasma physics, fluid mechanics and optics and so on. In order to investigate the exact solution of PDEs, fruitful techniques have been developed, such as traveling wave transformations, inverse scattering method [1], Darboux and Bäcklund transformations [2], Lie symmetry analysis [3–5]. Lie symmetry analysis is a very useful method to find the new solutions of PDEs, which was distribution by Sophus Lie (1842 – 1899). In addition on the base of symmetries, the integrability of the nonlinear PDEs, such as group classification, optimal system and conservation laws, can be considered. Lie groups, as a type of transformation groups, can transfer one solution to another one of a given PDE. In other words, if we get one solution of a PDE, we can obtain the other ones via the symmetry of the PDE. Based on this, we will investigate the Lie symmetry analysis of the given PDE.

Noether’s theorem [6] establishes a connection between symmetries of differential equations and conservation laws. However, there are other methods to study the conservation laws, such as partial Noether’s approach, multiplier approach and Ibragimov’s method. As stated in [7], the former three methods are not applicable to the nonlinear PDEs that do not admit a Lagrangian. In order to overcome these difficulties, Ibragimov’s method was proposed [8]. Especially state, on the contribution of Lie symmetry method, significant researches have been done on the integrability of the nonlinear PDEs, group classification, optimal system, reduced solutions and conservation laws, such as [9–14] and [15–21] published this year and last year.
The \((2 + 1)\)-dimensional higher order Broer-Kaup equation was considered in [22] and [23], whose expression is as follows:

\[
\begin{align*}
U_t + 4(U_{xx} + U^3 - 3U_U + 3UV + 3P)_x &= 0, \\
V_t + 4(V_{xx} + UV U^2 + UV + 3V W)_x &= 0, \\
W_y - V_x &= 0, \\
P_y - (UV)_x &= 0.
\end{align*}
\tag{1.1}
\]

Li et al. and Mei et al. took the Bäcklund transformation of system (1.1) and obtained the relationship:

\[
\begin{align*}
V &= U_y, \\
W &= U_x, \\
P &= U_U U_x.
\end{align*}
\]

Such that (1.1) becomes a single differential equation:

\[
U_t + 4(U_{xx} + U^3 + 3UU_x)_x = 0.
\tag{1.2}
\]

For (1.2), we consider its special case. That is, \(U = U(x, t)\) is regarded as \((1 + 1)\)-dimensional and replaced by \(u\), then (1.2) becomes

\[
u_t + 4(u_{xx} + u^3 + 3uu_x)_x = 0.
\tag{1.3}
\]

For convenience to cite later, we call (1.3) to be Li-Mei system, which is equivalent to

\[
u_t + 4u_{xxx} + 12u^2 u_x + 12u_t^2 + 12uu_{xx} = 0
\]

The exact traveling wave solutions have been investigated in [24]. However, to the best of our knowledge, the Lie symmetry, optional system and conservation law of Li-Mei equation have not been researched, which is the original intention of this work.

This paper is organized as follows. In section 2, we perform Lie symmetry analysis of Li-Mei system. In section 3, the optimal system and similarity reductions are studied. Section 4 distributes to studying the conservation law in the method of Ibragimov’s and construction the conserved vectors.

2 Lie symmetries of Li-Mei equation (1.3)

Lie symmetries analysis will be performed of Eq. (1.3) in this section. Consider a one-parameter Lie group of transformations:

\[
\begin{align*}
x &\rightarrow x + \varepsilon \xi(x, t, u) + O(\varepsilon^2), \\
t &\rightarrow t + \varepsilon \tau(x, t, u) + O(\varepsilon^2), \\
u &\rightarrow u + \varepsilon \phi(x, t, u) + O(\varepsilon^2),
\end{align*}
\tag{2.1}
\]

With a small parameter \(\varepsilon \ll 1\). The vector field associated with the above transformation group can assumed as:

\[
V = \xi(x, t, u) \frac{\partial}{\partial x} + \tau(x, t, u) \frac{\partial}{\partial t} + \phi(x, t, u) \frac{\partial}{\partial u}
\tag{2.2}
\]

Thus the third prolongation \(\text{pr}^{(3)} V\) is:

\[
\text{pr}^{(3)} V = V + \phi^x \frac{\partial}{\partial u_x} + \phi^t \frac{\partial}{\partial u_t} + \phi^{xx} \frac{\partial}{\partial u_{xx}} + \phi^{xxx} \frac{\partial}{\partial u_{xxx}},
\tag{2.3}
\]

where only the terms involved in (1.3) appear in (2.3). In (2.3), \(\phi^x, \phi^t, \phi^{xx}\) and \(\phi^{xxx}\) are all undetermined functions, which are given by the following formulae.

\[
\phi^x = D_x(\phi - \xi u_x - \tau u_t) + \xi u_{xx} + \tau u_{xt},
\tag{2.4}
\]

\[
\phi^t = D_t(\phi - \xi u_x - \tau u_t) + \xi u_{xt} + \tau u_{xx},
\tag{2.5}
\]

\[
\phi^{xx} = D_{xx}(\phi - \xi u_x - \tau u_t) + \xi u_{xxt} + \tau u_{xxt},
\tag{2.6}
\]

\[
\phi^{xxx} = D_{xxx}(\phi - \xi u_x - \tau u_t) + \xi u_{xxxt} + \tau u_{xxxt}.
\tag{2.7}
\]
\[ \phi^i = D_i(\phi - \xi u_x - \tau u_t) + \xi u_{x^i} + \tau u_{t^i}, \]
\[ \phi^{xx} = D_x^2(\phi - \xi u_x - \tau u_t) + \xi u_{xxx} + \tau u_{xxt}, \]
\[ \phi^{xxx} = D_x^3(\phi - \xi u_x - \tau u_t) + \xi u_{xxxx} + \tau u_{xxxt}, \]

where \( D_i, D_t \) are denoted the total derivatives with respect to \( x \) and \( t \), respectively.

The determining equation of Eq. (1.3) arises from the following invariance condition:
\[ \text{pr}^{(3)}V(\Delta)|_{\Delta=0} = 0. \]  

where
\[ \Delta = u_t + 4u_{xxx} + 12u_x^2 + 12u_{xx}. \]

By (2.8), we have the following symmetry condition:
\[ \phi^i + 4 \phi^{xxx} + 24\phi u_{x^i} + 12u_x^2 \phi^x + 24\phi^x u_x + 12\phi u_{xx} + 12u\phi^{xx} = 0, \]

which \( \xi(x, t, u), \tau(x, t, u) \) and \( \phi(x, t, u) \) must satisfy.

Substituting (2.4)-(2.7) into (2.10), replacing \( u_t \) by \((-4u_{xxx} + 12u_x^2 u_x + 12u_x^2 + 12u_{xx})\) whenever it appears, and comparing the coefficients of the various monomials in the first, second and third order partial derivatives, and solving the system, we obtain the expression of \( \xi(x, t, u), \tau(x, t, u) \) and \( \phi(x, t, u) \).

\[ \xi(x, t, u) = c_1 x + c_2, \]
\[ \tau(x, t, u) = 3c_1 x + c_3, \]
\[ \phi(x, t, u) = -c_1 u, \]

where \( c_1, c_2, c_3 \) are arbitrary constants.

Hence the infinitesimal generators of Eq. (1.3) can be listed as follows
\[ V_1 = \frac{\partial}{\partial x}, \quad V_2 = \frac{\partial}{\partial t}, \quad V_3 = x \frac{\partial}{\partial x} + 3t \frac{\partial}{\partial t} - u \frac{\partial}{\partial u}. \]

By solving the following ordinary differential equations with initial condition:
\[ \frac{dx}{dx} = \xi(x^*, t^*, u^*), \quad x^*|_{\varepsilon=0} = x, \]
\[ \frac{dt}{dt} = \tau(x^*, t^*, u^*), \quad t^*|_{\varepsilon=0} = t, \]
\[ \frac{du}{du} = \phi(x^*, t^*, u^*), \quad u^*|_{\varepsilon=0} = u. \]

We therefore obtain the group transformation which is generated by the infinitesimal generators \( V_1, V_2, V_3 \), respectively:
\[ G_1 : (x, t, u) \rightarrow (x + \varepsilon, t, u), \]
\[ G_2 : (x, t, u) \rightarrow (x, t + \varepsilon, u), \]
\[ G_3 : (x, t, u) \rightarrow (e^\varepsilon x, e^\varepsilon t, e^\varepsilon u). \]

Here \( G_1, G_2, G_3 \) are all one-dimensional Lie groups generated by their own generators \( g_{i, \varepsilon} \), whose operation is manifested by (2.14),(2.15),(2.16), respectively.

It is trivial that \( V_1, V_2, V_3 \) form a 3-dimensional Lie algebra \( L \) with the following Lie bracket:
\[ [V_1, V_2] = 0, [V_1, V_3] = V_1, [V_2, V_3] = 3V_2. \]

**Remark 1.** In (2.14)-(2.16), an arbitrary element in \( G_i (i = 1, 2, 3) \) can transfer one solution of Eq. (1.3) to another one, so do the products of the elements from \( G_1, G_2 \) and \( G_3 \).

**Remark 2.** The Lie group \( G_1 \times G_2 \) is a normal Lie subgroup of \( G_1 G_2 G_3 \). The Lie algebra generated by \( V_1 \) and \( V_2 \) is an ideal of \( L \).
**Theorem 1.** The vector fields $V_1$, $V_2$ and $V_3$ supply a representation of the Lie algebra
\[ g = \text{span}\{x_1, x_2, x_3\}, \]
where the Lie bracket is
\[ [x_1, x_2] = 0, [x_1, x_3] = x_1, [x_2, x_3] = 3x_2. \] (2.18)

The definition of representations of Lie algebras see [25].

**Proof.** It is suffice if we take the representation space to be the set of all the analytic functions and the linear mapping $\rho : x_i \mapsto V_i$ for $i = 1, 2, 3$. \hfill \Box

**Remark 3.** The vector fields $V_1$ and $V_2$ have trivial prolongation. However, the prolongation of $V_3$ can be computed:
\[ \text{pr}^3 V_3 = x \frac{\partial}{\partial x} + 3t \frac{\partial}{\partial t} - u \frac{\partial}{\partial u} - 4u_t \frac{\partial}{\partial u_t} - 2u_x \frac{\partial}{\partial u_x} - 3u_{xx} \frac{\partial}{\partial u_{xx}} - 4u_{xxx} \frac{\partial}{\partial u_{xxx}}. \] (2.19)

It is easy to check $\text{pr}^3 V_3(\Delta) = -4 \cdot \Delta$, which is called the symmetry invariance of differential equation (1.3).

We are now to take an example to illustrate the applications of Lie symmetry analysis. We take $u_t = u_{xx}$ as an example rather than Eq. (1.3) since it is difficult to find the analytical solution. The vector fields of this equation is $V_1 = \partial_x$, $V_2 = \partial_t$, $V_3 = \partial_u$, $V_4 = x/2 \partial_x + t \partial_t + u \partial_u$. It is not difficult to find a special solution $u(x, t) = e^t(e^x + e^{-x})$. Under the operation of Lie group generated by $V_1 \cdot V_4$, we can check that
\[ u^{(1)} = e^t(e^x - e^{-x}) \]
\[ u^{(2)} = e^{-t}(e^x + e^{-x}) \]
\[ u^{(3)} = e^t e^t(e^x + e^{-x}) \]
\[ u^{(3)} = e^t e^{-t}(e^x - e^{-x}) \]
are all the solutions of $u_t = u_{xx}$.

## 3 Optimal system of one-dimensional subalgebras

The more technical matters arose in order to classify the subalgebra of Lie algebra generated by Lie point symmetries, for instance [26] and [3]. A concise method to get the optimal system was presented by Ibragimov in 2010 [27]. In this section we shall construct an optimal system of one-dimensional subalgebra.

**Theorem 2.** The following operators provide two optimal systems of one-dimensional subalgebras of the Lie algebra spanned by $V_1, V_2, V_3$ of Eq. (1.3):
\[ I : \{ V_1, \nu V_1 + V_2, V_3 \}, \] (3.1)
and
\[ II : \{ V_2, V_1 + \mu V_2, V_3 \}, \] (3.2)
where both $\nu$ and $\mu$ are arbitrary constants.

**Proof.** Suppose $W$ and $V$ are two vector field and
\[ \frac{dW}{d\epsilon} = ad V|_W, \ W(0) = w_0. \]
By solving this ODE we have
\[ W(\epsilon) = Ad(\exp(\epsilon V))W_0, \] (3.3)
by summing the Lie series[3]

$$\text{Ad}(\exp(eV))W_0 = \sum_{n=0}^{\infty} \frac{e^n}{n!} (adV)^n(W_0)$$

$$= W_0 - e[V, W_0] + \frac{e^2}{2!}[V, [V, W_0]] - \cdots. \quad (3.4)$$

In view of (3.4), we obtain

$$\text{Ad}(\exp(eV_i))V_i = V_i, \quad i = 1, 2, 3;$$
$$\text{Ad}(\exp(eV_1))V_2 = V_2, \quad \text{Ad}(\exp(eV_1))V_3 = V_3 - eV_1;$$
$$\text{Ad}(\exp(eV_2))V_1 = V_1, \quad \text{Ad}(\exp(eV_2))V_3 = V_3 - 3eV_2;$$
$$\text{Ad}(\exp(eV_3))V_1 = e^3V_1, \quad \text{Ad}(\exp(eV_3))V_2 = e^3V_2. \quad (3.5)$$

For an arbitrary nonzero vector

$$V = a_1V_1 + a_2V_2 + a_3V_3,$$

our task is to simplify as many of the coefficients $a_i$ as possible through the applications of adjoint maps to $V$.

**Case 1.** $a_3 \neq 0$. Scaling V if necessary, we can assume that $a_3 = 1$. By making use of (3.5) and acting on such a $V$ by $\text{Ad}(\exp(e \frac{\partial}{\partial V_3}))$, we can make the coefficient of $V_2$ vanish:

$$V' = \text{Ad}(\exp(ea_2V_2))V = a_1V_1 + V_3.$$

Next we act on $V'$ by $\text{Ad}(\exp(ea_1V_1))$, to cancel the coefficient of $V_1$. Hence $V$ is equivalent to $V_3$ under the adjoint representation.

**Case 2.** $a_3 = 0$.

**Subcase 1.** $a_2 \neq 0, a_1 \neq 0$. Without losing generality, we can assume that $a_2 = 1$. One can easily figure out that the adjoint representation induced by any combinations of $V_1, V_2, V_3$ shall make $a_1V_1 + V_2$ invariant. In other words, any one-dimensional subalgebra generated by $V$ is equivalent to the subalgebra generated by $a_1V_1 + V_2$.

**Subcase 2.** $a_2 = 0, a_1 \neq 0$. Similarly to the discussion of Subcase 1, we can conclude that $V$ is equivalent to $V_1$ under the adjoint representation.

The other optimal system can be obtained similarly.

### 4. Similarity reductions and exact solutions for Eq. (1.3)

In the preceding section, we got the optimal system of Eq. (1.3). We are now in the position to deal with the symmetry reduction and exact solutions via constructing similarity variables.

1. For the generator $V_1$, we assume $\zeta = t$, $u = f(\zeta)$ and the we obtain the trivial solution $f = c$, where $c$ is an arbitrary constant.

2. For the linear combination $\nu V_1 + V_2$, we have

$$u = f(\zeta), \quad (4.1)$$

where $\zeta = x - \nu t$, which is a traveling wave transformation. By substituting (4.1) into Eq. (1.3), we reduce this equation to the following ODE

$$4f''' + 12ff'' + 12f^2 + 12f^2f' - \nu f' = 0, \quad (4.2)$$

where $f' = \frac{df}{d\zeta}, \nu \neq 0$.

The traveling wave solutions were obtained in [24].

3. For the generator $V_3$, we have

$$u = t^{-\frac{1}{2}}f(\zeta), \quad (4.3)$$
where \( \zeta = xt^{-1/3} \). Substituting (4.3) into Eq. (1.3), we reduce it to the following ODE

\[
4f''' + 12f''f' + 12f'f'' - \frac{1}{3} \zeta f' - \frac{1}{3} f = 0,
\]  

(4.4)

where \( f' = \frac{df}{d\zeta} \).

For optimal system II, we only discuss the similarity reductions of \( V_2 \) and \( V_1 + \mu V_2 \).

(4) For the generator \( V_2 \), we have

\[ u = f(\zeta), \]

(4.5)

where \( \zeta = x \). By substituting (4.5) into Eq. (1.3), we reduce this equation to the following ODE

\[
4f''' + 12f''f' + 12f'f'' = 0,
\]  

(4.6)

where \( f' = \frac{df}{d\zeta} \).

(5) For the linear combination \( V_1 + \mu V_2 \), we have

\[ u = f(\zeta), \]

(4.7)

where \( \zeta = \mu x - t \), which follows that this ODE

\[
4\mu^3 f''' + 12\mu^2 f''f' + 12\mu^2 f'f'' + 12\mu^2 f'^2 - f' = 0,
\]  

(4.8)

where \( f' = \frac{df}{d\zeta} \) and \( \mu \neq 0 \).

Figure 1: The graph of \( f(\zeta) \) given by Eq. (4.2) as \( \nu \) takes \(-5, 0, 5\).

Figure 2: The graph of \( f(\zeta) \) given by Eq. (4.4).

Figure 3: The graph of \( f(\zeta) \) given by Eq. (4.6).

Figure 4: The graph of \( f(\zeta) \) given by Eq. (4.8) for \( \mu = -10, -5, 5, 10 \).
In the above, we sketch the graphs of \( f(\zeta) \) in Eqs. (4.2), (4.4), (4.6), (4.8) and 3D-plot of \( u(x, t) \) in Eqs. (4.3), (4.4) under the initial conditions \( f(0) = \frac{1}{2}, f(1) = 1, f'(0) = 0. \)

5 Nonlinear self-adjointness and conservation law

First of all we show that Li-Mei equation is nonlinearly self-adjoint.

For a given PDEs
\[
R^\beta(x, u, u_1, \cdots, u_k) = 0, \tag{5.1}
\]
define the Euler-Lagrange operator
\[
\frac{\delta}{\delta u^\alpha} = \frac{\partial}{\partial u^\alpha} + \sum_{j=1}^{\infty} (-1)^j D_{i_1} \cdots D_{i_j} \frac{\partial}{\partial u_{i_1 \cdots i_j}^\alpha}, \alpha = 1, 2, \cdots, m, \tag{5.2}
\]
and the formal Lagrangian
\[
\mathcal{L} = \sum_{\beta=1}^{m} v^\beta R^\beta(x, u, u_1, \cdots, u_k). \tag{5.3}
\]

The adjoint equations
\[
(R^\alpha)^*(x, u, u_1, \cdots, u_k) = \frac{\delta \mathcal{L}}{\delta u^\alpha} = 0, \alpha = 1, 2, \cdots, m, v = v(x). \tag{5.4}
\]

**Definition 1.** The system (5.1) is said to be nonlinearly self-adjoint if the adjoint system (5.4) is satisfied for all solutions \( u \) of system (5.1) upon a substitution \( v = \varphi(x, u) \) such that \( \varphi(x, u) \neq 0 \), which is equivalent to the following identity holding for the undetermined functions \( \lambda_\beta \)
\[
(R^\alpha)^*(x, u, u_1, v_1, \cdots, u_k, v_k)|_{v=\varphi(x,u)} = \sum_{\beta=1}^{m} \lambda^\beta R^\beta. \tag{5.5}
\]

In this paper \( \alpha = 1 \) and \( R^1(x, u, u_1, \cdots, u_k) = \Delta(x, t, u_t, u_x, u_{xx}, u_{xxx}) = Eq.(2.9) \). The formal Lagrangian is
\[
\mathcal{L} = v(u_t + 4u_{xxx} + 12u_x^2 + 12u_x^2 + 12uu_{xx}). \tag{5.6}
\]

Substituting it into (5.2) = 0, we have the adjoint equation to Eq. (1.3)
\[
4v_{xxx} - 12uv_{xx} + 12u^2v_x + v_t = 0. \tag{5.7}
\]

By means of
\[
(4v_{xxx} - 12uv_{xx} + 12u^2v_x + v_t)|_{v=\varphi(x,t,u)} = \lambda \cdot \Delta, \tag{5.8}
\]
it leads us to
\[
-12u^2\phi_x - 12u^2\phi_uu_x - \varphi_t - \varphi_au_t + 12u\varphi_{xx} + 24u\varphi_uu_x + 12u\varphi_uu_{xx} - 12\varphi_{uuu}^2_x \\
-4\varphi_{xxx} - 12\varphi_{uuu}u_x - 12\varphi_uuu_xu^2_z - 12\varphi_{uuu}u_x - 4\varphi_{uuu}u^2_z - 12\varphi_{uuu}u_{xx} - 4\varphi_{uuu}u_{xxx}
\]
(5.9)

Firstly we obtain \( \lambda = -\varphi_u \) by comparing the terms with the third-order derivative of \( u \). And then
\[
\begin{cases}
\varphi_{uux} + \varphi_{uu} - \varphi_u = 0 \\
\varphi_{uu} = 0.
\end{cases}
\]
(5.10)

We therefore get \( \varphi_u = 0 \) and \( 4\varphi_{xxx} - 12u\varphi_{xx} + 12u^2\varphi_x + \varphi_t = 0 \). In view of \( \varphi_u = 0 \), one has \( \varphi_x = \varphi_t = 0 \), so \( \varphi = c \neq 0 \), which proves that Eq. (1.3) is self-adjoint.

We are now in the position to construct the conservation law of Eq. (1.3).

**Theorem 3** (Ibragimov’s method). Let the system of differential Eq. (5.1) be nonlinearly self-adjoint. Then every Lie point, Lie-Bäcklund, nonlocal symmetry
\[
X = \xi^j(x, u, u_{(1)}, \cdots) \frac{\partial}{\partial x^j} + \eta^a(x, u, u_{(1)}, \cdots) \frac{\partial}{\partial u^a}
\]
(5.11)

admitted by the system of Eq. (5.1) gives rise to a conservation law, where the components \( \mathcal{C}^j \) of the conserved vector \( \mathcal{C} = (\mathcal{C}^1, \cdots, \mathcal{C}^m) \) are determined by
\[
\begin{align*}
\mathcal{C}^j &= W^a \left[ \frac{\partial \mathcal{L}}{\partial u^j} - \sum_{i=1}^{n} D_i \left( \frac{\partial \mathcal{L}}{\partial u^i} \right) + \sum_{i,k=1}^{n} D_k D_i \left( \frac{\partial \mathcal{L}}{\partial u^i} \right) \right] \\
&\quad + \sum_{i=1}^{n} D_i W^a \left[ \frac{\partial \mathcal{L}}{\partial u^i} - \sum_{k=1}^{n} D_k \left( \frac{\partial \mathcal{L}}{\partial u^k} \right) + \sum_{i,k=1}^{n} D_i D_k (W^a) \frac{\partial \mathcal{L}}{\partial u^i} \right],
\end{align*}
\]
(5.12)

with \( W^a = \eta^a - \sum_{j=1}^{n} \xi^j u^a_j \).

For the generator \( V = \xi^j \frac{\partial}{\partial x^j} + \tau^a \frac{\partial}{\partial u^a} \), we have \( W = \phi - \xi u_x - \tau u_t \), we therefore obtain the following components of conserved vector
\[
\begin{align*}
\mathcal{C}^x &= W \left[ \frac{\partial \mathcal{L}}{\partial u_x} - D_x \left( \frac{\partial \mathcal{L}}{\partial u_x} \right) + D^2_x \left( \frac{\partial \mathcal{L}}{\partial u_{xx}} \right) \right] \\
&\quad + D_x(W) \left[ \frac{\partial \mathcal{L}}{\partial u_x} - D_x \left( \frac{\partial \mathcal{L}}{\partial u_{xx}} \right) \right] + D^2_x(W) \frac{\partial \mathcal{L}}{\partial u_{xx}},
\end{align*}
\]
(5.13)

\[
\mathcal{C}^t = W \frac{\partial \mathcal{L}}{\partial u_t}.
\]
(5.14)

Taking the formal Lagrangian \( \mathcal{L} \) given by (5.6) into (5.13) and (5.14), we can simplify the expressions of \( \mathcal{C}^x \) and \( \mathcal{C}^t \) as follows
\[
\begin{align*}
\mathcal{C}^x &= W \left[ 12u^2v + 24uvu_x - D_x(12uv) + D^2_x(4v) \right] + D_x(W) \left[ 12uv - D_x(4v) \right] + D^2_x(W)(4v),
\end{align*}
\]
(5.15)

\[
\mathcal{C}^t = Wv.
\]
(5.16)

For the generator \( V_1 = \frac{\partial}{\partial x} \), it has the Lie characteristic function \( W = -u_x \). By using of the formulae (5.15) and (5.16), it can give rise to the following components of the conserved vector
\[
\begin{align*}
\mathcal{C}^x &= -u_x(12u^2v + 12uvu_x - 12uvv_x + 4v_{xx}) - uu_x(12uv - 4v_x) - 4vu_{xxx},
\end{align*}
\]
\[
\mathcal{C}^t = -u_xv.
\]

For the generator \( V_2 = \frac{\partial}{\partial t} \), we have \( W = -u_t \), the formulae (5.15) and (5.16) yield the following components of the conserved vector
\[
\begin{align*}
\mathcal{C}^x &= -u_t(12u^2v + 12uvu_x - 12uvv_x + 4v_{xx}) - uu_{xt}(12uv - 4v_x) - 4vu_{xxt},
\end{align*}
\]
\[ C_t = -u_t v. \]

For the generator \( V_3 = x \frac{\partial}{\partial x} + 3t \frac{\partial}{\partial t} - u \frac{\partial}{\partial u} \), we have \( W = -u - xu_x - 3tu_t \), the formulae (5.15) and (5.16) imply the following components of the conserved vector

\[ C^t = -(u + xu_x + 3tu_t)(12u^2v + 12u_xv_x - 12uv_x + 4vv_x) - (2u_x + xu_{xx} + 3tu_{xt})(12uv - 4v_x) \]
\[ - 4v(3u_{xx} + xu_{xxx} + 3tu_{xt}), \]
\[ C^t = -(u + xu_x + 3tu_t)v. \]

These vectors involve an arbitrary solution \( v \) of the adjoint equation (5.7) and hence provide an infinite number of conservation laws.

### 6 Conclusions

In this paper, we have obtained the symmetries and the corresponding Lie algebras of Li-Mei system by using Lie symmetry analysis method. Meanwhile, the optimal system and its similarity reductions are investigated. Furthermore, we proved that it is nonlinearly self-adjoint. Finally, the conserved vectors were constructed via the Ibragimov’s method.

The vector fields generate the equation under consideration supply a representation of a Lie algebra. However, for a given finitely dimensional Lie algebra, such as nine types of simply Lie algebras, how to get its representation via vector fields? If we have already obtained the vector fields, can we get the differential equation which generates the vector field? If the differential equation is obtained, is it unique? All of them are the aims that we will study in the near future.
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