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Abstract. In the medical imaging application, early detection of tumors from magnetic resonance imaging (MRI) brain images is a challenging task, it reduces the risk of human health and increases the chance of survival. The manual detection of brain tissue was requiring a lot of experience and time-consuming. Magnetic resonance images (MRI) scan helps to detect brain tumors in the early stage, and it has become a hot research topic in medical image processing. In this research article, an automated framework is presented intended to segment and extraction of brain tumors of MRI images in an efficient manner. In this work, three primary steps are involved in the suggested brain tumor segmentation system including pre-processing, image thresholding, and segmentation. This article focusses on to study the accurate brain tumor segmentation system by comparing the level set (LSM) and Chan-vese (C-V) techniques. All the experiments are conducted on Harvard datasets to validate the performance of both methods. The performance of the algorithms was calculated in terms of dice coefficient (DC), Hausdorff distance (HD), and Jaccard similarity index (JSI). It has been observed that KIFCM has performed better than the other clustering methods and Chan-Vase has shown better performance in tumor detection on selected datasets. The overall work shows that the presented framework outer performs for the detection of brain tumors with minimum distance error and loss of information over existing methods.
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1. Introduction
The growth of abnormal cells in the human brain that affects the normal brain cells and the main reason for cancer. The brain tissues were depending on so many factors such as brain location, size, and texture [1]. The brain tumors are characterized by two core types namely: malignant (cancerous) and benign (non-cancerous). The malignant tumors more aggressive and start rapidly inside the brain cells. The benign tumor starts from the body and extends to the cells of the brain [2, 3]. Approximately one-third of brain tumors are officially classified as cancer, ranked among the topmost cancer-associated deaths [4]. Therefore, the initial recognition of tissue is required to protect humans from the death rate. For this, new developments in medical imaging provide the solution to the doctors for further treatment purposes[5]. The manual assessment is a repetitive and time-consuming task for doctors. Computerized methods are therefore required to diagnose a tumor in a short time and with better accuracy [6]. Recently, numerous techniques were presented to segment the tumor from the brain MRI image by the several researchers.
such as region, edge, clustered-based segmentation, superpixels-based brain tumor segmentation, fusion-based segmentation, hybrid, optimization, and so on [7]. However, several challenges exist because of the variants in tumor border, shape, irregularity, and texture in the brain images. But still, several problems exist in these systems that affect system accuracy [8]. The major problems include tumor shape, size, location, and irregularity of the tumor. To solve these problems, in this article, an improved segmentation system was planned for accurate tumor segmentation [9].

The main objective is to study the brain tumor segmentation system by comparing the active contour segmentation techniques namely, level set and Chan-vese techniques to identify the tumor and examine the efficacy of introduced brain tumor segmentation system. An automated system is recommended for tumor extraction using MR images in this work. The proposed framework comprises of three primary steps. In the first step, pre-processing is performed to remove the unwanted area and eradicate noise in images of datasets. In the second stage, the pre-processed images were thresholded to get the isolated tumor in the images. Then in the next step, the tumor region is segmented by the active contour segmentation method.

The rest of the manuscript is organized into four steps: Section 2 presents the proposed brain tumor segmentation system, Section 3 explores some performance evaluation metrics, Section 4 exhibits the experiment results and discussion, finally, the conclusion given in Section 5.

2. Proposed brain tumor segmentation system

The suggested method involves three modules. The framework of the proposed system is split into three main modules. In the first module, the manual skull stripping method was utilized to remove the unwanted part in the brain tumor images and eliminate the noise (de-noising) using the median filter by preserving the edge's information. In the second part, the de-noised images were thresholded by using the FCM thresholding technique to get the isolated parts in that MRI images. The last module is segmentation which only an essential tumor image to detect the tumor section. The proposed flow diagram of the brain tumor detection system is shown in Fig. (1). The proposed system key element detail is also provided in the subsections.

2.1. Pre-processing stage

First, it is necessary to pre-process the images before further processing to increase the quality of the image and avoid thermal noise because the tumor images are more responsive than other health care images. This stage consists of skull stripping and de-noising sub-stages that briefly explained the below subsection.

2.1.1. MRI dataset. The algorithms were applied to detect the brain tumor images from T1w MRI datasets. The images are 256 rows in length and 256 in the column. The dataset: Benchmarked simulated MR images of the brain downloaded from the Harvard university database, were used because of the unavailability of segmentation ground truth for real MRI images [10]. This dataset, containing 120 images among them some of the quality images were used in this study for evaluation. The sample tumor images of the selected Harvard dataset and its ground truth images are presented in Fig. (2).
2.1.2. **Skull stripping.** In MR images, the aim is to identify the ROI that implies the tumor region. Therefore, initially, skull stripping is used due to a skull is a region which is neither a tumor nor ROI and to reduce the execution time. A manual skull stripping technique is employed to detect the brain tumor [11]. Therefore, all those regions which belong to brain tumor are of high priority whilst the rest of the information is of low priority.

2.1.3. **De-noising.** Next, a median filter is used to remove noise effects in the skulled images because these images hold a lot of speckle noise. For the removal of noise throughout preserving the edges an effective non-linear method of Median filter is being used. Each value is being replaced with the median value of the neighboring pixels; the filter works by moving the pixel by pixel through the image. For the removal of noise in the presence of edges, the median filter is considered better than the linear filter [12].

2.2. **Thresholding**

In clustering, the involvement function of removed structures for every pixel at each cluster variation relational to zonal mean values and gradient means of next to pixels. The direction of distinctions is detailed. using a hominoid interface. Their subdivision method was applied for the division of texture, documentation descriptions and the outcomes have shown that human collaboration to classification in quality, lessening of noise is segmenting images [13]. The presentation changed the FCM manner process to the segmentation problem this data working by allocating integration to every data is equivalent to cluster on the source of reserve between band and point. The extra data is nearer to cluster closer in associating of the direction of the midpoint [14].

2.3. **Segmentation**

The segmentation target is to partition the object into different regions. Segmentations were carried out through the distribution of pixel properties, namely, gray level or color values. Methods based on area and continuity [15]. The region-dependent segmentation divides a document image into a homogenous area of connected pixels by applying homogeneity criteria among sets of pixels for candidates. Concerning other characteristics or simulated properties such as the texture of intensity, each of the pixels in a region is identical. Failure to change the criterion for homogeneity would yield undesirable results accordingly [16]. These drawbacks were avoided by the global-based active contour methods such as level set and chan-vese model, both the techniques were described in the subsection.

2.3.1. **Chan-Vese model.** In this method, the area segmented may be smaller or larger than the real one and image over or under-segmentation (arising from pseudo objects or incomplete objects). Finally, the chan-vese text fragmentation area is the simple method of segmentation. This segmentation approach analyzes neighboring pixels of initial "seed points" and decides if the neighbor pixels add up to the area [17, 18]. The process is iterated on the identical series as general algorithms for clustering results. Approaches to the region growing leverage the essential fact that closeup pixels have identical grey value.

2.3.2. **Chan-Vese model.** It is used in image segmenting to track the boundary. Its aim will start from shapes of a boundary like closing curves. The method shows robust segmenting capabilities in any object which shows poor performance. There is a benefit of the level set because it partitions the object in sub-parts with continuous boundary [19]. Also, the detector of an edge will depend on the threshold and gives the results of discontinuous boundaries. And it gives more flexibility and convenience to implement contours. They use many properties like curves, texture, etc used for other methods. This method was explained by Lee [20].

The noise of the picture will be removed by using a median filter which removes little regions that long from the tumor. This step is called the post-processing step. So, these two steps will form one step if FCM uses the threshold function. Next, the thresholded image with the tumor is fed to level set. The
result of this thresholding image with a noisy tumor of contouring part. It can be calculated to compute white pixels of the image. [21].

3. Performance evaluation measures
The analysis was performed according to the following performance measures between the nine techniques tested.

3.1. Dice-coefficient (DC)
In dice, the coefficient will be used to prove the degree of similarity between the harvested tumor and the manually segmented tumor region.

\[
\text{Dice (} X, Y \text{)} = 2 \frac{|X \cap Y|}{(|X| + |Y|)} \tag{1}
\]

If the value of the dice coefficient value is 1 it performs the same overlap between \( X \) and else if its value is 0, then \( X \) and \( Y \) do not overlap [22].

3.2. Hausdorff distance (HD)
HD used to find the distance among ground truth contour A and segmented contour B. When the HD value is close to 0 the segmentation method gives the best segmentation result. HD is defined as.

\[
\text{HD (} A, B \text{)} = \max \{ \max p \{ \text{dist (} a, B \text{)} \}, \max q \{ \text{dist (} b, A \text{)} \} \} \tag{2}
\]

Where \( A \) and \( B \) contours comprise set of points \( A = \{a_1, a_2, a_3, \ldots, a \} \), \( B = \{b_1, b_2, b_3, \ldots, b \} \), respectively, and is the distance from \( a \) to the closest point on curve \( B \) [23].

3.3. Jaccard similarity index (JSI)
It is a measure of similarity between two sets of data and it is easy to interrupt.

\[
\text{Jaccard Index=}J (X, Y) = \frac{|X \cap Y|}{|X \cup Y|} = \frac{|X \cap Y|}{|A| + |B| - |A \cap B|} \tag{3}
\]

Where \( X \) & \( Y \) implies the detected and original contour [24]. It ranges from 0 to 100%, with higher values.

4. Results and discussion
The experimental results of the introduced framework are explained by numerical terms in this section. The work is validated on Harvard datasets. The T1w images with a dimension of 256 × 256 used for evaluation purposes and simulated in MATLAB 2020a with a system Core i6, 16 GB RAM, and 8GB of the graphics card. The experiments are performed in three steps namely pre-processing, thresholding, and segmentation.
Figure 2. Sample tumor images (a) Harvard dataset, and (b) Ground truth images.

In this work, three primary steps are involved in the suggested brain tumor segmentation system including pre-processing intended to remove the skull and noise by preserving the edge information using manual skull stripping method and median filtering, image thresholding considering the fuzzy c-means based thresholding utilized for isolate the particular tumor region, and segmentation techniques for extract tumor of our interest by preferring the level set method (LSM) and chan-vese model (C-V). The sample tumor images, and its golden standard images were shown in Fig. (2).

Figure 3. Segmentation results of flow diagram on Harvard dataset (a) Input image, (b) Skull stripped image, (c) De-noised image, (d) FCM thresholding image, (e) LSM method segmented image, and (f) C-V model segmented image.

The experiment is performed on the proposed framework by choosing the two high-quality images from the selected dataset. The overall results of each step in the framework shown in Fig. (3). After pre-processing, the thresholding techniques were applied but it failed to detect the exact tumor region due to image artifacts and improper isolation of boundary or edge regions. So, in the very next step, we are applying the active contour segmentation techniques namely LSM and C-V model to detect the tumor accurately without any ambiguity for diagnosis. The performance evaluation of the proposed method is calculated in terms of DC, HD, and JSI.

Table 1. The performance measures for segmented results of LSM segmentation technique.

| Type     | DC      | HD  | JSI   |
|----------|---------|-----|-------|
| Image 01 | 96.43   | 2.02| 97.26 |
| Image 02 | 97.51   | 2.08| 95.71 |
### Table 2. The performance measures for segmented results of C-V segmentation technique.

| Type | DC  | HD   | JSI  |
|------|-----|------|------|
| Image 01 | 98.82 | 1.58 | 98.93 |
| Image 02 | 98.47 | 1.79 | 96.27 |

Even pre-processing and thresholding steps applied, some unwanted areas that will be appeared in the abnormal brain image. After clustered by both clustering techniques, the output images were segmented separately by using the segmentation techniques, namely C-V and LSM respectively, and compared in terms of HD which is calculated regarding ground truth image.

The performance measures of segmentation results in both LSM and C-V were shown in Table 1 and Table 2. Among some performance measures, the C-V and LSM results were compared for two selected images from Harvard university in terms of HD that are shown in Fig. (4). When the HD value is close to 0 the segmentation method gives the best segmentation result.

![Figure 4. Comparison of the C-V segmentation method with the LSM segmentation method.](image)

The performance measures of segmentation results in both LSM and C-V were shown in Table 1 and Table 2. Among some performance measures, the C-V and LSM results were compared for two selected images from Harvard university in terms of HD that are shown in Fig. (4). When the HD value is close to 0 the segmentation method gives the best segmentation result.

As per metrics, the HD value is maximum that is 2.04 and 2.08 to images 1 and 2 respectively for the LSM segmentation method. For the CV model, the HD values are minimum that is 1.78 and 1.59 for two images, we can observe in Fig. (4).

As per the Table 3., the computational time and SDE values in the C-V segmentation technique with FCM technique takes less time (fewer iterations) and segmentation distance error with golden standard images compared to the LSM with FCM (multiple clusters) and K-means (single cluster) clustering algorithm to detect the tumor.

The C-V global-based segmentation technique gives better results compared to the level set method because of the energy minimum function. At the same time, LSM quite hard to describe the transformation numerically by parameterizing the boundary of the shape and its evolution. Because the C-V model is based on the Mumford-shah segmentation function and an energy minimization problem was reformulated within a level set, which leads to efficiently solving the problem and, in particular, the C-V model has gained popularity due to its efficiency in contour detection without considering the problem of curve initialization.

### 5. Conclusion

Segmenting is the main technique in medical image processing. In medical diagnosis, many segmentation methods are using mostly, like CT and MRI. MRI is a more efficient picture method used to detect the tumor in the human brain. MRI is much better than a CT scan for diagnosis due to low...
radiation and ionization. The work is validated on T1w MRI images of the Harvard university dataset with a dimension of 256×256 and simulated in MATLAB 2020a with a system Core i6. In this paper proposed framework has three steps: First, pre-processing step to remove the noise and unwanted surface area that is the skull, next the image thresholding step intended to isolate the tumor region from other regions, and finally segmentation to detect the tumor section only. The performance of both segmentation techniques was measured for selected datasets in terms of DC, HD, and JSI. The C-V global-based segmentation technique gives better results compared to the level set method because of the energy minimum function. At the same time, LSM quite hard to describe the transformation numerically by parameterizing the boundary of the shape and its evolution.

From the experimental outputs, we have demonstrated the efficacy of our framework in tumor segmentation and the C-V global-based segmentation technique gives better results compared to the level set method because of the energy minimum function. The LSM method is quite hard to describe the transformation numerically by parameterizing the boundary of the shape and its evolution. The overall shows that the presented framework outperforms for the segmentation of brain tumors with minimum distance error and loss of information over existing methods.

In the future, this framework will be implemented by using machine learning techniques to improve system accuracy and reduce the overall computational time.
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