Physical realization of photonic Klein tunneling
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Abstract – General physical conditions for the occurrence of photonic Klein tunneling are studied, where (controlled) spontaneous emission from the devices considered plays a key role. The specific example of a simple dielectric slab bounded by two dielectric half-spaces with arbitrary refractive indices is worked out quite in detail, the measured reflection and transmission probabilities being calculated analytically. It is found that, in given cases, the measured reflection probability may be arbitrarily large (for large incident wavelengths) irrespective of the fact that the transmission probability is exponentially suppressed or not. Other interesting features of photonic Klein tunneling driven by (controlled) spontaneous emission are as well envisaged for practical applications.

The experimental observation [1] of the intriguing properties of graphene [2], a genuine two-dimensional material composed of carbon atoms forming a honeycomb lattice, has recently drawn a very vivid interest by many physicists (see [2,3] and references therein). The main reason relies in the fact that the forbidden energy gap, through which the charge carriers tunnel, is suppressed to zero in graphene, differently from other materials, and, in addition, those peculiar charge carriers behave as Dirac fermions [3,4]. This means that electrons in such unique material behave effectively as massless Dirac fermions, thus allowing the possible experimental study of a number of key phenomena [5]. Indeed, the scattering of relativistic fermions, being described by the Dirac equation, is fundamentally different from that of non-relativistic ones. For example, relativistic electrons scattered off a potential step, with height higher than their energy, at normal incidence may exhibit a non-zero transmission probability, this being in sharp contrast to the intuitive result of non-relativistic quantum mechanics. Such a phenomenon, in general referred to as Klein tunneling [6], that is the below-barrier particle tunneling without the exponential damping expected for non-relativistic particles, has never been observed experimentally, since too much strong electric fields are required to observe it in elementary particles. Nevertheless, Klein tunneling may be realized on graphene sheets [4]: since a sufficiently strong potential, though repulsive for electrons, is attractive for holes, it gives rise to hole states in the barrier to form channels through which electrons can penetrate the barrier [6]. Several experiments have been made to observe such phenomenon, and we refer the interested reader to the existing literature [7] for further discussion.

Very recently, even in view of possible intriguing applications, optical analogues of Klein tunneling have been as well proposed [8–13], thus capturing the interest of many. This is the case, for example, of light propagation in deformed honeycomb photonic lattices [9,10], whose band structure is similar to that of graphene, or light refraction at the interfaces between positive and negative index materials [11]. Other proposals regard spatial light propagation in binary waveguide arrays [10], one-dimensional stationary light pulses in an atomic ensemble with electromagnetic induced transparency (in the limit of tight spatial confinement) [12], or Klein tunneling of light in fiber Bragg gratings [13].

In these papers, the investigations on photonic analogues of relativistic tunneling phenomena are carried out exactly as made for analogues of non-relativistic tunneling (see, for example, [14] and references therein), that is by writing down the dynamical equations for the light propagating in the device considered and then exploiting the formal mathematical analogy between such equations and the Dirac equation for electrons. For
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example, in [13] it is shown that the counter-propagating waves in a fiber Bragg grating satisfy coupled-mode equations that can be exactly cast in the form of a Dirac equation in the presence of an electrostatic field, provided a suitable definition for a “spinor” wave function is given. The optical analogue of the forbidden energy region is given by the photonic stop band of the periodic grating. Pulse propagation in a fiber Bragg grating with a suitably designed chirp profile can then be used to mimic the relativistic tunneling of a wave packet in a potential step. Other, different realizations, as mentioned above, are considered, and thus only particular cases are usually treated analogously.

Such a way of reasoning is certainly legitimate, and leads to correct results. Nevertheless, by focusing mainly on the formal analogy among mathematical equations does not provide a full physical insight in the true phenomenon considered, and thus only particular cases are usually studied. In this note, instead, we will discuss some general conditions for the realization of photonic Klein tunneling, mainly focusing on the physical interpretation of it.

Let us start with the typical example of an electron (with relativistic energy) impinging on a potential barrier of height $V_0$ created, for example, by a sufficiently strong electric field. As well known, Klein tunneling takes place only when $V_0$ is larger than twice the particle rest energy $2m_e c^2$, so that pair production can occur, according to the diagrammatic representation1 in fig. 1. For photonic tunneling, such a limitation is not present, since photons have no rest energy, so that, in principle, photonic Klein tunneling should occur more easily. This simple expectation, however, confronts with the effective realization of the potential barrier for the photons or, in other words, with the coupling of the incoming photon to the barrier: for electron tunneling, indeed, electrons couple directly to the electric field originating the potential barrier. A naive transposition of electron tunneling to photonic tunneling would proceed according to the diagrammatic representation in fig. 2(a), where photon-photon coupling even in vacuum is indeed possible in a full quantum picture (at least at one loop level) through the creation of virtual electron-positron pairs, when non-linear effects come out. In such a case (photons impinging on an “electromagnetic barrier”), Klein tunneling effectively reduces to the phenomenon of photon splitting, extensively considered in the literature [15]. The addition of non-linear terms to the wave equation (in the Euler-Heisenberg approximation) [16],

$$\left( \nabla^2 + \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) E = \mu_0 \left[ \frac{\partial^2 P}{\partial t^2} + c^2 \nabla \cdot \mathbf{P} + \frac{\partial}{\partial t} (\nabla \times \mathbf{M}) \right]$$

(1)

(and similarly for the $\mathbf{B}$ field), where the “background” (source) quantities are given by

$$\mathbf{P} = 2\zeta [2(E_x^2 - c^2 B_y^2) \mathbf{E}_x + 7c^2 (\mathbf{E}_x \cdot \mathbf{B}_y) \mathbf{B}_y],$$

(2)

$$\mathbf{M} = -2c^2 \zeta [2(E_x^2 - c^2 B_y^2) \mathbf{B}_y + 7(\mathbf{E}_x \cdot \mathbf{B}_y) \mathbf{E}_x],$$

(3)

with $\zeta = 2\alpha^2 \epsilon_0^2 \hbar^3/45m_e^2 c^5$ ($\alpha = e^2/2\epsilon_0 c$ is the fine structure constant), under given conditions allows the photon to propagate in a way similar to that in an under-sized waveguide, thus mimicking a tunneling phenomenon. However, as largely debated in the literature [15,16], and as evident from the equations above, such effect is almost unobservable in laboratory experiments and certainly not of practical use in application, due mainly to the extremely small value of the effective coupling constant $\zeta$, while it may play a non-negligible role in several astrophysical environments. For this reason, we do not consider here such a possibility.

An alternative comes from the coupling of the tunneling photon to an “electron” (rather than electromagnetic) source, as diagrammatically depicted in fig. 2(b); that is,

1Recall, however, that tunneling is a non-perturbative phenomenon, so that it cannot be described by perturbative Feynman diagrams. This and the following figures have, then, only illustrative purposes.
the potential barrier is given by electrons in a suitable material, such as a refractive medium. This is not an example strictly equivalent to electron tunneling, but is a common and easy way to achieve (even standard, not Klein) photonic tunneling. In such a case, referring to fig. 2(b), the additional photon\(^2\) is produced by the electrons in a given medium by means of spontaneous emission, which is, again, a pure quantum effect. The physical realization of this version of photonic Klein tunneling may proceed through different mechanisms, but its practical achievement is related to the possibility of effective (and controlled) spontaneous emission.

As an example, we may consider the spontaneous emission of photons by impurity atoms or molecules in homogeneous dielectrics. The vacuum emission rate of a randomly oriented dipole with moment \(d\) is given by [17]

\[
\Gamma_0 = \frac{d^2 \omega_0^3}{3 \pi \epsilon_0 c^3}
\]

for a transition of frequency \(\omega_0\), but, as it is now well established, the rate at which an excited species undergoes spontaneous emission depends on its environment [18,19]. The spontaneous-emission rate in a bulk dielectric, for instance, is scaled by the real part of the refractive index \(n = \sqrt{\epsilon}\) of the medium at the frequency of the transition [19]. In general, the spontaneous-emission field can be strongly modified if the emitting atom is surrounded by materials of different composition and shape, since the existence of material boundaries (of any kind) in the vicinity of the radiating species simply changes the strength and distribution of the electromagnetic modes with which the emitter interacts, then resulting in an altered spontaneous-emission rate. In particular, when an increase in the density of states occurs, the rate of spontaneous emission can be enhanced over the free space value (4). Similar results are obtained when the atoms are placed between mirrors or in resonant cavities [18], in which case larger modifications are possible.

Spontaneous-emission rates are also altered in photonic crystals [20], where the dielectric constant is periodically modulated on length scales of the wavelength of light. Due to multiple Bragg reflections, light in a certain frequency range cannot propagate in the crystal, so that the radiative density of states in this photonic band gap is zero and, therefore, spontaneous emission of excited atoms embedded in these materials is expected to be inhibited. However, at other frequencies it has been shown that spontaneous emission can be either enhanced or reduced, so that in photonic band gap materials a nearly complete control over spontaneous-emission rates might be achieved. This opens the intriguing possibility to have a single material where standard and Klein tunneling may be observed for incident photons with different frequencies.

A number of other devices (left-handed materials [21], sharp metallic tips [22], waveguides [23], quantum dots [24], etc.) may as well be used to modify the emission features, all of them driven by the zero-point fluctuations of the electromagnetic field. It is clear that the key ingredient relevant to the practical realization of the photonic Klein tunneling we are dealing with is just the general result that spontaneous emission of an emitter can be controlled to some extent, and then engineered by tailoring the surrounding structure on a transition wavelength scale.

Let us now address the question of finding general conditions for photonic Klein tunneling to occur. In order to get definite results, we shall consider a specific example for illustrative purposes, that is a dielectric slab bounded by two dielectric half-spaces with arbitrary refractive indices, as shown in fig. 3, with the incident wave coming from the negative \(x\) region. The photonic propagation may be described simply by a scalar field, which we denote with \(\psi\) in analogy to the Dirac case: it corresponds to some scalar component of the electric or magnetic field satisfying the appropriate electromagnetic Helmholtz equation. In the most general case, by allowing non-vanishing spontaneous emission in the two barrier-free regions (in both negative and positive \(x\) directions), the solution of such equation can be written as

\[
\psi(x) = \begin{cases} 
  \psi_1(x), & \text{for } x \leq 0, \\
  \psi_0(x), & \text{for } 0 \leq x \leq a, \\
  \psi_2(x), & \text{for } x \geq a,
\end{cases} \tag{5}
\]

with

\[
\psi_1(x) = [1 + S_1(x)]e^{ki_1x} + \{R[1 + S_1(x)] + S_1(x) + T S_2(x)e^{-ik_2x}, \]

\[
\psi_0(x) = A e^{-\chi_0x} + B e^{\chi_0x}, \tag{6}
\]

\[
\psi_2(x) = S_2(x)e^{-ik_2(x-a)} + \{T[1 + S_1(x)] + S_2(x) + R S_2(x)e^{ik_2(x-a)},
\]

\[\]
where \(k_1, k_2\) are the real wave vectors in the barrier-free regions, \(i x_0\) is the imaginary wave vector in the region \(0 \leq x \leq a\), and \(R, T\) are the reflection and transmission coefficient of the barrier, respectively. The real source functions \(S_1(x), S_2(x)\) take into account the spontaneous-emission rates (and, if any, possible absorptive effects): for a dielectric slab as that considered here, these have been calculated in [25] as functions of the position, so that we refer the reader to this paper for further discussion. However, since we are interested in general conditions, the explicit (though numerical) expressions for these are not really necessary here, as we shall see below. Note that, in \(\psi_1(x)\), the \(S_1(x)\)-terms accounts for the (isotropic) spontaneous emission in region 1, the \(R S_1(x)\)-term accounts for the reflection of such signal by the barrier, while the \(T S_2(x)\)-term accounts for the spontaneous-emission signal in region 2 transmitted by the barrier in region 1. Analogously, in \(\psi_2(x)\), the \(S_2(x)\)-terms accounts for the (isotropic) spontaneous-emission in region 2, the \(R S_2(x)\)-term accounts for the reflection of such by the barrier, while the \(T S_1(x)\)-term accounts for the spontaneous-emission signal in region 1 transmitted by the barrier in region 2.

The matching conditions at interfaces are given by

\[
\begin{align*}
\psi_1(0) &= \psi_0(0), & \psi_1'(0) &= \psi_0'(0), \\
\psi_0(a) &= \psi_2(a), & \psi_0'(a) &= \psi_2'(a),
\end{align*}
\]

where the prime denotes differentiation with respect to \(x\). By substitution into eqs. (6) we can find the explicit expressions for the function \(\psi\) and, then, for the reflection and transmission probabilities. However, the resulting expression for such general case are excessively lengthy and no useful physical insight can be gained easily. We instead consider few interesting special cases, relevant to practical applications, the physical meaning of the corresponding results being particularly transparent. In addition, we consider a symmetric barrier, with \(k_2 = k_1\) (for \(k_2 \neq k_1\) the calculations are a bit more involved, while no further physics comes out), in the fully opaque limit \(\chi_0 a \to \infty\). The last assumption is justified when focusing on the dominant terms of the Klein tunneling, without the characteristic exponentially decreasing factors \(e^{-2x_0 a}\).

Of course, corrections including such factors are always present, but here we neglect their effect by considering only very opaque barriers.

First case. Let us assume that spontaneous emission takes place only in region 1, and only along the positive \(x\) direction, as for the incident signal. In such a case, \(\psi_1(x)\) and \(\psi_2(x)\) in eqs. (6) reduce to

\[
\begin{align*}
\psi_1(x) &= [1 + S_1(x)] e^{ik_1 x} + R [1 + S_1(x)] e^{-ik_1 x}, \\
\psi_2(x) &= T [1 + S_1(a - x)] e^{ik_1 (x-a)}.
\end{align*}
\]

We have, then, just a rescaled \(\psi\) function in the barrier-free regions with respect to the standard case (with no spontaneous emission). As expected, by imposing the matching conditions (7), in the approximations above we have the following results for the reflection and transmission probabilities by the barrier:

\[
|R|^2 \simeq 1, \quad |T|^2 \simeq 0. \tag{9}
\]

However, these probabilities are not directly obtained in experiments, since the measured probabilities are normalized with respect to only the signal emitted by the source and not to the total signal impinging on the barrier (including the spontaneous emission source). In the present case, then, the measured reflection and transmission probabilities are evaluated from the ratios \(|R|^2[1 + S_1(x)]^2\) and \(|T|^2[1 + S_1(a-x)]^2\), respectively. Given the effective \(x\) dependence, these ratios should be integrated over the effective measurement regions but, taking into account the fact that the spontaneous-emission rate is dominant near the edges of the barrier, the reflection probability is greater than one due to the spontaneous emission, while the transmission probability is exponentially suppressed.

Second case. Let us now assume that spontaneous emission takes place again only in region 1, but only along the negative \(x\) direction, as for the incident signal reflected by the barrier. In such a case, \(\psi_1(x)\) and \(\psi_2(x)\) in eqs. (6) reduce to

\[
\begin{align*}
\psi_1(x) &= e^{ik_1 x} + [R + S_1(x)] e^{-ik_1 x}, \\
\psi_2(x) &= T e^{ik_1 (x-a)}.
\end{align*}
\]

In the same approximations as above, the measured reflection and transmission probabilities are now given by \(|R + S_1(x)|^2\) and \(|T|^2\) respectively, so that, by imposing the matching conditions (7), we get

\[
|R_{\text{measured}}|^2 \simeq [k_1^2 + [\chi_0 + S_1(0)]^2], \quad |T_{\text{measured}}|^2 \simeq 0. \tag{10}
\]

Again, then, signal transmission is exponentially suppressed, but now the reflection probability exhibits an interesting property: it is greater than one if \(S_1(0)\) is positive, while it keeps lower than one in the opposite case. In other words, the super-unitary reflection is determined by the sign of the slope of the spontaneous-emission rate which, as deduced from the results reported in ref. [25], depends on the characteristics of the apparatus employed (refractive indices of the slab, emission wavelength and thickness of the slab).

Third case. The two particular cases just considered are generalized by assuming that the spontaneous emission

\[\text{That is, at } x = 0 \text{ for the reflection probability and at } x = a \text{ for the transmission one.}\]
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(taking place only in region 1) is isotropic, that is it takes place along both the positive and negative $x$ directions. Now, then, $\psi_1(x)$ and $\psi_2(x)$ in eqs. (6) reduce to
\[
\psi_1(x) = [1 + S_1(x)] e^{ik_1 x} + \{R [1 + S_1(x)] + S_1(x)\} e^{-ik_1 x}, \\
\psi_2(x) = T [1 + S_1(a - x)] e^{ik_1(x-a)}. \tag{13}
\]
The measured reflection and transmission probabilities are given by $|R[1 + S_1(0)] + S_1(0)|^2$ and $|T[1 + S_1(0)]|^2$ respectively, and, by imposing the matching conditions (7), we have
\[
|R_{\text{measured}}|^2 \simeq \frac{k_1^2 + \left(\chi_0 + S'_1(0)\right)^2}{k_1^2 + \chi_0^2} \left[1 + S_1(0)\right], \tag{14}
\]
\[
|T_{\text{measured}}|^2 \simeq 0,
\]
where $k_1 = k_1[1 + S_1(0)]$, $\chi_0 = \chi_0[1 + S_1(0)] + S'_1(0)$, $S'_1(0) = S'_1(0)/[1 + S_1(0)]$. Even in the present case, then, the super-unitary reflection depends on the sign of the slope of the source term; in particular, again the reflection probability is certainly greater than one for $S'_1(0) > 0$.

**Fourth case.** As a final example, let us consider the case with the spontaneous emission taking place only in region 2, along the negative $x$ direction (of course, there is no interesting result for the reflection probability when light is spontaneously emitted only along the positive $x$ direction, while changing the transmission properties in a fashion similar to that of the second case above). Now, $\psi_1(x)$ and $\psi_2(x)$ in eqs. (6) reduce to
\[
\psi_1(x) = e^{ik_1 x} + [R + TS_2(a - x)] e^{-ik_1 x}, \\
\psi_2(x) = [T + RS_2(a)] e^{ik_1(x-a)} + S_2(x) e^{ik_1(x-a)}. \tag{15}
\]
The measured reflection and transmission probabilities are given by $|R + TS_2(a)|^2$ and $|T + RS_2(a)|^2$, respectively. Differently from the previous cases, the transmission probability is now not exponentially suppressed; indeed, by imposing the matching conditions (7), we get
\[
|R_{\text{measured}}|^2 \simeq \frac{(k_1^2 + \chi_0 - \kappa^2)^2 + 4S_2^2(a)S_2^2(a)k_1^2}{(k_1^2 + \chi_0^2 - \kappa^2)^2 + 4S_2^2(a)k_1^2},
\]
\[
|T_{\text{measured}}|^2 \simeq S_2^2(a) \frac{(k_1^2 + \chi_0 - \kappa^2)^2 + 4S_2^2(a)k_1^2}{(k_1^2 + \chi_0^2 - \kappa^2)^2 + 4S_2^2(a)k_1^2}, \tag{16}
\]
where $\kappa^2 = S_2^2(a)k_1^2 + [S_2(a)\chi_0 - S_2^2(a)]^2$. Note that both the reflection and the transmission probabilities are greater than one (as expected) for any value of $S_2(a)$ and value and sign of $S_2^2(a)$. The total probability is, of course, again greater than one and, differently from the second and third case above, does not depend explicitly on $k_1, \chi_0$, the following relation holding true:
\[
|R_{\text{measured}}|^2 + |T_{\text{measured}}|^2 \simeq 1 + S_2^2(a). \tag{17}
\]
A more general case, which is a better representation of physical reality, would include spontaneous emission from both barrier-free regions but, in such a case, mathematical results become less transparent. Nevertheless, even in this general case the reflection probability is greater than one, while tunneling is not exponentially damped.

From the results obtained above, it emerges quite clearly that photonic Klein tunneling is not so much due to the mathematical structure of the electromagnetic equations, similar to the Dirac equation for electrons, but rather to the physical content behind them. For electrons, this translates particle-antiparticle pair creation from the potential barrier. For photons, particle production from an electromagnetic potential barrier is as well a possible phenomenon due to effective non-linearities in the Maxwell equations arising from quantum loop corrections (the phenomenon reduces, in a sense, to the well-known photon splitting); however, the extreme smallness of such corrections renders the effect of no practical use in applications. Instead, general Klein tunneling of photons may be easily realized when they impinge on an “electron” (rather than electromagnetic) barrier, that is a refractive medium, and spontaneous photon emission takes place. This effect is of somewhat practical interest since spontaneous emission, contrary to naive expectations, can be controlled in such media (for example, in photonic band gap materials) to some extent, as recalled above. Interestingly enough, as shown in the specific example of a dielectric slab considered here, photonic Klein tunneling may be realized even independently of the features of the spontaneous-emission sources (fourth case). With the exception of the first case considered above, where spontaneous emission takes place only in the incident signal region along the direction of the incident signal, the measured reflection probability depends on $k_1$ and $\chi_0$, and may be made arbitrarily large for large incident wavelengths (and small imaginary wave vector of the barrier medium). Equally interesting, likely even in applications, is the prediction that the measured reflection probability may be lower than that in the standard scenario (no Klein tunneling) if spontaneous emission takes place in the incident signal region along the direction opposite to that of the incident signal (second and third cases), for given features of the source (negative slope of the spontaneous-emission rate).

The results obtained here for a simple dielectric slab may be generalized to different devices, so that a variety of possible implementations of photonic Klein tunneling may be realized in several applications, provided that the corresponding spontaneous-emission properties can be easily managed. Such a challenge then claims for more theoretical and experimental studies, which will certainly lead to novel applicative solutions in the very near future.

**REFERENCES**

[1] Novoselov K. S. et al., *Science*, 306 (2004) 666; Zhang Y. et al., *Nature*, 438 (2005) 201; Berger C. et al., *Science*, 312 (2006) 1191.
[2] Geim A. K. and Novoselov K. S., Nat. Mater., 6 (2007) 183; Beenakker C. W. J., Rev. Mod. Phys., 80 (2008) 1337; Castro Neto A. H. et al., Rev. Mod. Phys., 81 (2009) 109; Vozmediano M. A. H., Katsnelson M. I. and Guinea F., Phys. Rep., 496 (2010) 109.

[3] Slonczewski J. C. and Weiss P. R., Phys. Rev., 109 (1958) 272; Novoselov K. S. et al., Nature, 438 (2005) 197; Ando T., J. Phys. Soc. Jpn., 74 (2005) 777; Castro Neto A. H. et al., Rev. Mod. Phys., 81 (2009) 109.

[4] Katsnelson M. I., Novoselov K. S. and Geim A. K., Nat. Phys., 2 (2006) 620.

[5] Schelter J., Bohr D. and Trauzettel B., Phys. Rev. B, 81 (2010) 195441; Vandezande N. et al., Phys. Rev. B, 82 (2010) 045416.

[6] Calogeracos A. and Domby N., Contemp. Phys., 40 (1999) 313.

[7] Huard B. et al., Phys. Rev. Lett., 98 (2007) 236803; Gorbarchev R. V. et al., Nano. Lett., 8 (2008) 1995; Young A. F. and Kim P., Nat. Phys., 5 (2009) 222; Stander N., Huard B. and Goldhaber-Gordon D., Phys. Rev. Lett., 102 (2009) 026807; Steele G. A., Gütz G. and Kouwenhoven L. P., Nat. Nanotechnol., 4 (2009) 363; Oh J. H. and Aih D., arXiv:1006.3137; Jakubsky V., Nieto L.-M. and Plyushchay M. S., Phys. Rev. D, 83 (2011) 047702.

[8] Sepkhanov R. A., Bažaliy Ya. B. and Beenakker C. W. J., Phys. Rev. A, 75 (2007) 063813; Peleg O. et al., Phys. Rev. Lett., 98 (2007) 103901.

[9] Bahat-Treidel O. et al., Phys. Rev. Lett., 104 (2010) 063901.

[10] Longhi S., Phys. Rev. B, 81 (2010) 075102.

[11] Güney D. O. and Meyer D. A., Phys. Rev. A, 79 (2009) 063834.

[12] Otterbach J., Unanyan R. G. and Fleischhauer M., Phys. Rev. Lett., 102 (2009) 063602.

[13] Longhi S., Phys. Rev. Int., 2010 (2010) 64106.

[14] Esposito S., Phys. Rev. E, 64 (2001) 026609; Longhi S., Laporta P., Belmone M. and Recami E., Phys. Rev. E, 65 (2002) 046610; Esposito S., Phys. Rev. E, 67 (2003) 016609.

[15] Shima Y., Phys. Rev., 142 (1966) 944; Bialynicka-Birula Z. and Bialynicki-Birula I., Phys. Rev. D, 2 (1970) 2341; Johannesssen A. M., Mork K. and Overbo I., Phys. Rev. D, 22 (1980) 1051; Lee R. N. et al., Phys. Rep., 373 (2003) 213; Di Piazza A., Milstein A. I. and Keitel C. H., Phys. Rev. A, 76 (2007) 032103; Chistyakova M. V., Kuznetsova A. V. and Mikheev N. V., Surv. High Energy Phys., 15 (2001) 291.

[16] Soljacic M. and Segev M., Phys. Rev. A, 62 (2000) 043817; Brodgin G., Marklund M. and Stenflo L., Phys. Rev. Lett., 87 (2001) 171801; Mendoza J. T. et al., Phys. Lett. A, 359 (2006) 700.

[17] See, for example, Jackson J. D., Classical Electrodynamics, 3rd edition (Wiley) 1998.

[18] Purcell E. M., Phys. Rev., 69 (1946) 681; Kleppner D., Phys. Rev. Lett., 47 (1981) 232; Haroche S. and Kleppner D., Phys. Today, 42, issue No. 1 (1989) 24.

[19] Drewhage K. H., J. Lumin., 1-2 (1970) 693; Carniglia C. K. and Man德尔 L., Phys. Rev. D, 3 (1971) 280; Carniglia C. K., Man德尔 L. and Drewhage K. H., J. Opt. Soc. Am., 62 (1972) 479; Kunz R. E. and Lukosz W., Phys. Rev. B, 21 (1980) 4814; Khosrav H. and Lowdon R., Proc. R. Soc. London, Ser. A, 433 (1991) 337; Snoeks E., Lagendijk A. and Polman A., Phys. Rev. Lett., 74 (1995) 2459; Burnett S. M. and Lowdon R., Phys. Rev. Lett., 77 (1996) 2444; Søndergaard T. and Tromborg B., Phys. Rev. A, 64 (2001) 033812; Creatore C. and Andreani L. C., Phys. Rev. A, 78 (2008) 063825.

[20] Yablonovitch E., Phys. Rev. Lett., 58 (1987) 2059; John S. and Quang T. Q., Phys. Rev. A, 50 (1994) 1764; Fan S. et al., Phys. Rev. Lett., 78 (1997) 3294; Enoch S., Gralak B. and Taven G., Appl. Phys. Lett., 81 (2002) 1588; Enoch S. et al., Phys. Rev. Lett., 89 (2002) 213902; Petrov E. P. et al., Phys. Rev. Lett., 81 (1998) 77; Wang X. H. et al., Phys. Rev. Lett., 88 (2002) 093902; Yang Y. and Zhu S. Y., Phys. Rev. A, 61 (2000) 043809; Romanov S. G., J. Appl. Phys., 91 (2002) 9426; Bulu I., Caglayan H. and Ozbay E., Phys. Rev. B, 67 (2003) 205103; Lin S. Y., Moreno J. and Fleming J. G., Appl. Phys. Lett., 83 (2003) 380.

[21] Klimov V. V., Opt. Commun., 211 (2002) 183.

[22] Bouheller A. et al., Phys. Rev. Lett., 90 (2003) 013903.

[23] Hulet R. G., Hilfer E. S. and Kleppner D., Phys. Rev. Lett., 55 (1985) 2137.

[24] Gutbrod T., Phys. Rev. B, 59 (1999) 2223; Bayer M., Phys. Rev. Lett., 86 (2001) 3168.

[25] Urbach H. P. and Rikken G. L. J. A., Phys. Rev. A, 57 (1998) 3913.