In 1935, Max Zorn introduced Zorn’s lemma with the intention of shortening proofs in algebra that had previously used the Axiom of Choice or the Well-Ordering theorem. However, there are several applications in optimization, economics, decision analysis, and game theory where a binary relation is not transitive as required by Zorn’s lemma. For example, a choice process in social choice theory is formally modeled as a maximization problem. More specifically, a choice process is presented by a choice function that associates with each feasible set of alternatives a certain subset of it, which consists of the maximal elements according to the viewpoint of a binary relation. However, the set of maximal elements is often empty. In this case, the crucial question which arises is what to count as a choice. That is, what sets of alternatives may be considered as reasonable solutions? To answer this question, a number of theories, called general solution theories, have been proposed to take over the role of maximality in the absence of maximal elements. Zorn’s lemma cannot be applied to solve these problems because binary relations are not transitive. In this note, the Zorn lemma is extended to arbitrary binary relations and thus the Zorn lemma can do for optimization when the transitivity is broken. Zorn’s extended lemma can be used to prove existence theorems of generalized solution concepts for binary relations that do not have maximal elements.

**Notations and definitions** Let $X$ be a (finite or infinite) non-empty set of alternatives, and let $R \subseteq X \times X$ be a binary relation on $X$. We say that $R$ on $X$ is (i) reflexive if for each $x \in X$, $(x, x) \in R$; (ii) transitive if for all $x, y, z \in X$, if $(x, y) \in R$ and $(y, z) \in R$ then $(x, z) \in R$; (iii) antisymmetric if for each $x, y \in X$, if $(x, y) \in R$ and $(y, x) \in R$ then $x = y$. A binary relation $\preceq$ on $X$ is a partial order if it is reflexive, transitive and antisymmetric. A total order $\leq$ on $X$ is a partial order in which any two elements are comparable. A well-order $\preceq$ on a set $X$ is a total order on $X$ with the property that every non-empty subset of $X$ has a least element with respect to $\preceq$. Given a binary relation $R$, the asymmetric part $P(R)$ of $R$ is defined as follows:

$$P(R) = \{(x, y) \in X \times X \mid (x, y) \in R \text{ and } (y, x) \notin R\}.$$  

The transitive closure of $R$ is denoted by $\overline{R}$, that is for all $x, y \in X$, $(x, y) \in \overline{R}$ if there exist $K \in \mathbb{N}$ and $x_0, \ldots, x_K \in X$ such that $x = x_0, (x_{k-1}, x_k) \in R$ for all $k \in \{1, \ldots, K\}$ and $x_K = y$. If $\approx$ is an equivalence relation on $X$, then the quotient set by this equivalence relation $\cong$ will be denoted by $X_{\cong}$, and its elements (equivalence classes) by $[x]$. If $A \subseteq X$, then $[A] = \{[x] \mid x \in A\}$. The surjective map $\pi : x \mapsto [x]$ from $X$ onto $X_{\cong}$, which maps each element to its equivalence class, is called the canonical projection. Let $[x] \in \pi(A) \subseteq X_{\cong}$, then since $\pi$ is a surjection map from $X$ onto $X_{\cong}$, for each $[x] \in [A]$ there exists an element $x \in A$ such that $x = \pi^{-1}([x])$. When such an element is chosen, it is called a representative of the class. We define an equivalence relation $\cong$ on $X$

$$x \cong y \text{ if and only if } x = y \text{ or } (x, y) \in \overline{R} \text{ and } (y, x) \in \overline{R}.$$  

Because $(x, y) \in \overline{R}$ is an equivalence relation, it is easy to verify that $R$ defines a partial order $R^\ast$ on $X_{\cong}$ by:

$$[x] R^\ast [y] \text{ if and only if } [x] = [y] \text{ or } [x] \neq [y] \text{ and there exists } x' \in [x] \text{ and } y' \in [y] \text{ such that } x' \overline{R} y'.$$  

---

*Professor (https://www.ceid.upatras.gr/webpages/faculty/aandriko/)
The relation $R^*$ is called the quotient relation of $R$ in space $X_w$. Clearly, $R^*$ is a partial order. If $R$ is a binary relation on $X$, then $(X_w, R^*)$ is called the quotient space of the space $X$ endowed with the binary relation $R$.

An $R$-chain, denoted $\mathcal{C}$, is a subset of $X$ such that $x, x' \in \mathcal{C}$ implies $xR y$ or $x'R y$. Note that the empty set is an $R$-chain. An element $x \in X$ is an $R$-upper bound (resp. a strict $R$-upper bound) of a subset $B$ of $X$ if $xR y$ (resp. $xP(R)y$) for all $y \in B$. An element $x \in X$ is said to be $R$-maximal if for all $y \in X$ it holds that $(y, x) \notin P(R)$. A subset $Y \subseteq X$ is $R$-undominated if and only if for no $x \in Y$ there is a $y \in X \setminus Y$ such that $yR x$. If $Y = \{x\}$, then $\{x\}$ is an $R$-undominated set. An $R$-undominated set is a minimal $R$-undominated set if none of its proper subsets has this property. A subset $Y \subseteq X$ is an $R$-cycle if, for all $x, y \in Y$, we have $(x, y) \in \mathcal{P}(\mathcal{R})$ and $(y, x) \in \mathcal{P}(\mathcal{R})$. The $R$-cycle $Y$ is a top $R$-cycle if there is no $y \in X \setminus Y$ and there is no $x \in Y$ such that $(x, y) \in R$. The strong top $R$-cycle is a top $P(R)$-cycle. Any minimal $R$-undominated set is an $R$-undominated set or a strong top $R$-cycle (see [1]).

**Axiom of Choice:** A choice function on a set $X$ is a function $f : 2^X \setminus \emptyset \rightarrow X$ such that $f(A) \in A$ for every non-empty $A \subset X$. The Axiom of Choice asserts that on every set there is a choice function.

In partially ordered sets the notions of $\leq$-undominated element and $\leq$-maximal element coincide. If $C$ is an $\leq$-chain in $X$ and $x \in C$, then we define (see [2])

$$Q(C, x) = \{y \in C | x > y\}.$$ 

Given a partial order $\leq$ in $X$, by using the axiom of choice (see [2]), we choose a function $f$ that assigns to every $\leq$-chain $\mathcal{C}$ of $X$, a strict upper bound $f(\mathcal{C})$. We shall say that a subset $A$ of $X$ is conforming if the following two conditions hold:

(a) $A$ is a $\leq$-chain such that every subset of $A$ has a least element with respect to $\leq$;

(b) For every element $x \in A$, we have $x = f(Q(A, x))$.

A social choice function is a functional relationship, $\mathcal{C} : \mathcal{P}(X) \rightarrow \mathcal{P}(X)$ such that, for every $A \in \mathcal{P}(X)$, $\mathcal{C}(A)$ is a non-empty subset of $A$ which represents those alternatives chosen by the individual or society.

**Schwartz set:** Generalized Optimal-Choice Axiom ((GOC$\mathcal{H}$A) (Schwartz (1986), [Page 142]). For each $A \subseteq X$, $\mathcal{C}(A)$ is equivalent to the union of all minimal $R$-undominated subsets of $A$. The Schwartz set is the choice set from a given set specified by the (GOC$\mathcal{H}$A) condition. That is, for each $A \subseteq X$, $\mathcal{C}(A) = \bigcup_{B \in \mathcal{D}} B$, where $\mathcal{D}$ is the set of all minimal $R$-undominated subsets of $A$. Equivalently, the Schwartz set is the union of all $R$-maximal elements and all strong top $R$-cycles in $X$.

**Zorn’s lemma:** If every chain of a partially ordered set $X$ has an upper bound, then $X$ has a maximal element.

The following lemma is proved in [3].

**Lemma.** Suppose $F$ is a nonempty collection of subsets of a set $X$ such that the union of every subchain of $F$ belongs to $F$. Suppose $g$ is a function which associates to each $D \in F$ a set $g(D) \in F$ such that $D \subset g(D)$ and $g(D) - D$ consists of at most one element. Then, there exists a $D \in F$ for which $g(D) = D$.

**Main result** We now present the main result of this note, which contains the following theorem.

**Theorem.** If $R$ is a binary relation on a set $X$, then the following statements are equivalent:

(i) For every set $X$ there is a choice function.

(ii) If each $R$-chain in $X$ has an $R$-upper bound, then $X$ has a top $R$-cycle.

**Proof.** (i)⇒(ii). Let $\mathcal{C}$ be the collection of all $R$-chains of $X$. Since an arbitrary element of $X$ serves as an upper bound for the empty $R$-chain, the family $\mathcal{C}$ is not empty. Let $f$ be a choice function for $X$. If $D \in \mathcal{C}$, let $D^*$ be the set of all $x$ in the complement of $D$ such that $x$ is an $R$-upper bound of $D$.

We first prove that $D$ contains a minimal $R$-undominated subset $\tilde{D}$. If $D = \emptyset$, then $D$ is itself an $R$-minimal undominated set. Suppose that $D \neq \emptyset$.

Put

$$g(D) = D \cup \{f(D^*)\},$$

if $D^* \neq \emptyset$ and $g(D) = D$, if $D^* = \emptyset$. 
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Then, \( g(D) = D \cup \{ x^* \} \), for some \( x^* \in D^* \), belongs to \( \mathcal{C} \). On the other hand, \( D \subset g(D) \) and \( g(D) - D \) consists of at most one element. By the lemma above, \( f(D^*) = \emptyset \) or \( D^* = \emptyset \) for at least one \( D \in \mathcal{C} \). It follows that \( D \) is an \( R \)-undominated subset of \( X \). We prove that \( X \) has a minimal \( R \)-undominated subset. If this is \( D \), we have nothing to prove. Otherwise, there exists at least a \( t_i \in D \) such that \( D \setminus \{ t_i \} \) is an \( R \)-undominated set in \( X \). Hence, \( (t_i, x) \notin R \) for each \( x \in D \setminus \{ t_i \} \). It follows that \( (t_i, x) \notin R \) for each \( x \in D \setminus \{ t_i \} \). Indeed, suppose to the contrary that \( (t_i, x) \in R \) for each \( x \in D \setminus \{ t_i \} \). It then follows that there exists a natural number \( n \) and alternatives \( \mu_1, \mu_2, \ldots, \mu_n \), such that \( t_i, \mu_1, \mu_2, R \cdot R \cdot \mu_n, Rx \). Therefore, \( \mu_n \in D \setminus \{ t_i \} \), for suppose otherwise: since \( x \in D \setminus \{ t_i \} \), we cannot have \( \mu_n \cdot Rx \). Similarly, \( \mu_{n-1} \in D \setminus \{ t_i \} \), and an induction argument based on this logic yields \( t_n \in D \setminus \{ t_2 \} \), a contradiction. Since \( D \) is an \( R \)-chain, we conclude that \( (x, t_i) \in R \subseteq R \) and thus \( (x, t_i) P(R) \). Similarly, if \( D \setminus \{ t_2 \} \) is not a minimal \( R \)-undominated subset of \( X \), there exists \( t_2 \in D \setminus \{ t_i \} \) such that \( D \setminus \{ t_i, t_2 \} \) is a \( R \)-undominated subset of \( X \) and \( (t_2, t_i) P(R) \) and so on. Let \( \Gamma = \{ t_i \} \in D \) such that \( t_i P(R) t_i \) for each \( j > i \) and \( D \setminus \Gamma \) is an \( R \)-undominated subset of \( X \). Clearly, \( \Gamma \) is an \( P(R) \)-chain in \( D \). Let \( G \) be the set of all \( P(R) \)-chains \( G \) in \( D \) such that \( D \setminus \Gamma \) is an \( R \)-undominated set in \( X \). If \( G \notin G \), let \( G^* \) be the set of all \( x \in D \setminus \Gamma \) such that \( G \cup \{ x \} \notin G \). Since \( \{ t_i \} \notin G \), this family is non-empty. Let \( f \) be a choice function for \( D \). Put

\[
h(G) = G \cup \{ f(G^*) \}, \text{ if } G^* \neq \emptyset \text{ and } h(G) = G, \text{ if } G^* = \emptyset.
\]

Then, \( h(G) = G \cup \{ x^* \} \), for some \( x^* \in G^* \), belongs to \( \mathcal{G} \). On the other hand, \( G \subset h(G) \) and \( h(G) - G \) consists of at most one element. By the lemma above, \( G^* = \emptyset \) for at least one \( G \notin \mathcal{G} \), and any such \( G \) is a maximal element of \( \mathcal{G} \).

It follows that \( \tilde{D} = D \setminus \tilde{G} \) is a minimal \( R \)-undominated subset of \( X \). Suppose, to the contrary that there exists at least one \( \lambda \in \tilde{D} \) such that \( \tilde{D} \setminus \{ \lambda \} \) is an \( R \)-undominated subset of \( X \). Let \( E = \tilde{G} \cup \{ \lambda \} \). Then, since \( (t, \lambda) \in P(R) \), we have that \( (t, x) \in P(R) \) for each \( x \in \tilde{D} \setminus E \) and \( D \setminus E \) is an \( R \)-undominated subset of \( X \). Hence, \( E \in \mathcal{G} \), a contradiction to the maximal character of \( \tilde{G} \). The last contradiction shows that \( \tilde{D} \) is a minimal \( R \)-undominated subset of \( X \). We have two cases to consider: (i) \( D \neq \emptyset \) and (ii) \( D = \emptyset \).

**Case (i):** We prove that \( D \) is a top \( R \)-cycle. Suppose that \( x \in D \). There are two cases to consider depending on whether \( D = \{ x \} \) or not. In the case where \( D = \{ x \} \), we have that the required top \( R \)-cycle is the singleton \( \{ x \} \). We now pass to the case where \( D \neq \{ x \} \). It follows that \( \{ x \} \subset D \). But then, we have that for at least one \( x_0 \in D \) it holds that \( x_0 \cdot Rx \). Put

\[
A_x = \left\{ y \in \tilde{D} \mid (x, y) \in R \right\}.
\]

We show that \( x_0 \in A_x \). We first show that \( A_x \neq \emptyset \). Suppose to the contrary that \( A_x = \emptyset \). Then, for each \( y \in \tilde{D}, (x, y) \notin R \subset R \). It follows that \( \tilde{D} \setminus \{ x \} \subset D \) is an \( R \)-undominated subset of \( X \), a contradiction because of the minimal character of \( \tilde{D} \). Let \( D(x) = \tilde{D} \setminus A_x \). We now show that \( D(x) = \emptyset \). We proceed by contradiction, so let us assume that \( D(x) \neq \emptyset \). Then, for each \( t \in A_x \) and each \( s \in D(x) \) we have \( (t, s) \notin R \) for suppose otherwise, \( (t, s) \in R \) implies that \( (x, s) \in R \) contradicting \( s \in D(x) \). Therefore, \( D(x) \subset \tilde{D} \) is an \( R \)-undominated subset of \( X \), which is again a contradiction. Hence, \( D(x) = \emptyset \) which implies that \( A_x \neq \emptyset \). Since \( x_0 \in D \), we conclude that \( (x, x_0) \in R \). Therefore, \( x_0 \neq x \) belong to a \( R \)-cycle. Since \( \tilde{D} \) is a chain for each \( w, z \in \tilde{D} \) we have that \( (w, z) \in R \) or \( (z, w) \in R \). Therefore, as in the case of \( x_0, x \), we conclude that \( z, w \) belong to an \( R \)-cycle. It follows that \( D \) is a top \( R \)-cycle.

**Case (ii):** In this case we have \( D = \emptyset \). It follows that \( D = \tilde{G} \). That is \( \tilde{G} \) be the set of all \( P(R) \)-chains \( G \) in \( D \). Let \( \preceq_{\mathcal{P}(R)} = P(R) \cup \Delta \) where \( \Delta = \{ (x, y) \mid x \in X \} \). Clearly, \( \preceq_{\mathcal{P}(R)} \) is a partial order. There holds that \( x^* \in X \) is a \( P(R) \)-maximal element if and only if \( x^* \in X \) is a \( \preceq_{\mathcal{P}(R)} \)-maximal element. If \( \tilde{G} = \{ x \} \) for some \( x \in X \), then \( x \in \preceq_{\mathcal{P}(R)} \)-maximal element and thus \( \{ x \} \) is a top \( R \)-cycle. Suppose that \( X \) contains at least two elements. Let \( U \) be the family of all conforming sets in \( \tilde{G} \) with respect to \( \preceq_{\mathcal{P}(R)} \). This family is not empty. Indeed, let \( x, y \) be two distinct elements of \( \tilde{G} \) such that \( y \preceq_{\mathcal{P}(R)} x \) and \( x \neq y \). Then, \( \preceq_{\mathcal{P}(R)} \) is a well order of the set \( \{ y \} \) and for \( y \in \{ x \} \) we have \( x = f(Q(\{ y \}, x)) \) where \( f \) is a choice function which assigns to every chain \( \mathcal{C} \) of \( \tilde{G} \), a strict \( \preceq_{\mathcal{P}(R)} \)-upper bound \( f(\mathcal{C}) \). According to the main result of 2 we have that \( \tilde{G} \) has a \( \preceq_{\mathcal{P}(R)} \)-maximal element \( x^* \). This is a \( P(R) \)-maximal element as well. If \( x^* \) is an \( R \)-undominated element, then \( \{ x^* \} \) is a top \( R \)-cycle. If this is not the case, then there exists \( \tilde{y} \in D \) such that \( (\tilde{y}, x^*) \in R \). Since \( x^* \) is a \( P(R) \)-maximal element we have that \( (\tilde{y}, x^*) \notin P(R) \). It follows that \( (x^*, \tilde{y}) \notin R \) and \( (\tilde{y}, x^*) \notin R \). Let

\[
A_{x^*} = \{ y \in D \mid (x^*, y) \in R \} \text{ and } (y, x^*) \in R.
\]
Since \( \bar{y} \in A_{x^*} \), we have that \( A_{x^*} \neq \emptyset \). We show that \( A_{x^*} \) is a top \( R \)-cycle. Suppose to the contrary that there exists \( t \in D \setminus A_{x^*} \) such that \( (t, s) \in R \) for some \( s \in A_{x^*} \). Then, \( (s, x^*) \in \overline{R} \) implies that \( (t, x^*) \in \overline{R} \). Since \( x^* \) is a \( P(\overline{R}) \)-maximal element we have that \( (t, x^*) \notin P(\overline{R}) \). Therefore, \( (x^*, t) \in \overline{R} \) which jointly to \( (t, x^*) \in \overline{R} \) implies that \( t \in A_{x^*} \), a contradiction. The last contradiction shows that \( A_{x^*} \) is a top \( R \)-cycle which completes the proof.

(ii) \( \Rightarrow \) (i). Suppose that the generalization of Zorn lemma holds. Let \( F \subseteq \mathcal{P}(X) \) be a collection of nonempty sets. Let also \( R^* \) be the quotient relation of \( R \) in \( X \). Then, \( R^* \) is a partial order in \( X_{\approx} \). Since \( X \) has a top \( R \)-cycle we conclude that \( X_{\approx} \) has an \( R^* \)-maximal element. Therefore, according to the classical Zorn lemma, there exists a choice function for every collection of non-empty sets in \( X_{\approx} \). Let \( F = \{ F | F \subseteq X \} \) be a collection of nonempty sets in \( X \) and let \( [F] = \{ [F] | F \in F \} \) be the corresponding collection in the quotient space \( (X_{\approx}, R^*) \). Suppose that \( \tilde{f} \) is a choice function for \( [F] \) in \( X_{\approx} \). Then, if \( [F] \in [F] \) we have \( \tilde{f}(\pi([F])) = [F] \). That is, \( \tilde{f}([F]) = [x] \) for some \( [x] \in [F] \). Let \( x \in F \) be the representative of \( [x] \). Then, from \( \pi(F) = [F], \tilde{f}([F]) = [x] \) and \( \pi^{-1}(\pi([F])) = x \in F \). Therefore, \( \pi^{-1} \circ \tilde{f} \circ \pi \) is a choice function in \( X \).

\( \square \)

If the binary relation \( R \) is a partial order, then it is evident that a top \( R \)-cycle is a singleton, that is, a maximal element. Thus, the above theorem generalizes Zorn’s original result.

As we mentioned at the beginning of this note, an example of the importance of Zorn’s extended lemma which we introduce and can be applied in social choice theory is the theory of general solution concepts. One of the most important general solution concepts is the Schwartz set which is defined in [5]. This is done as follows: A choice function in social choice theory usually represents those alternatives chosen by the individual or society. The traditional choice-theoretic approach takes behavior as rational if there is a binary relation \( R \) such that for all non-empty subsets of \( X, \mathcal{C}(A) = \mathcal{M}(A, R) \) where \( \mathcal{M}(A, R) \) is the set of \( R \)-maximal elements of \( A \). To deal with the case where the set of maximal elements is empty, Schwartz has proposed the general solution concept of \( GCH \) described above which is equivalent to the union of all \( R \)-undominated elements and all top \( R \)-cycles in \( X \).

The following corollary of the above theorem provides an existence result for the Schwartz set which is equivalent to the extended Zorn’s lemma. The proof of this corollary is obvious.

**Corollary.** Let \( R \) be a binary relation on a set \( X \). Assume that each chain has an upper bound in \( X \). Then, the Schwartz set is non-empty.

**Proof.** According to the above theorem the space \( X \) has a minimal \( R \)-undominated set \( D \). Then, from [1] Deb’s theorem we have that \( X \) has an \( R \)-maximal element or a strong top \( R \)-cycle. It follows that the Schwartz set is non-empty.
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