The hydrogen clock to infer the upper stellar mass
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1 INTRODUCTION

The most massive stars dominate the chemical enrichment, mechanical and radiative feedback, and energy budget of their host environments. Yet how massive stars initially form and how they evolve throughout their lives is ambiguous. The mass loss of the most massive stars remains a key unknown in stellar physics, with consequences for stellar feedback and populations. In this work, we compare grids of very massive star (VMS) models with masses ranging from 80-1000 M☉, for a range of input physics. We include enhanced winds close to the Eddington limit as a comparison to standard O-star winds, with consequences for present-day observations of ~50-100 M☉ stars. We probe the relevant surface H abundances (Xs) to determine the key traits of VMS evolution compared to O stars. We find fundamental differences in the behaviour of our models with the enhanced-wind prescription, with a convergence on the stellar mass at 1.6 Myr, regardless of the initial mass. It turns out that Xs is an important tool in deciphering the initial mass due to the chemically homogeneous nature of VMS above a mass threshold. We use Xs to break the degeneracy of the initial masses of both components of a detached binary, and a sample of WNh stars in the Tarantula nebula. We find that for some objects, the initial masses are unrestricted and, as such, even initial masses of the order 1000 M☉ are not excluded. Coupled with the mass turnover at 1.6 Myr, Xs can be used as a ‘clock’ to determine the upper stellar mass.
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produce strong Wolf-Rayet (WR) winds even during core H-burning (de Koter et al. 1997). These stars are very massive WNh stars.

Due to the relationship between convective core mass \((M_{cc})\) and total mass \((M_{\text{f}})\), VMS have extremely large convective cores which mix large amounts of nucleo-synthesised elements near the stellar surface (Hirschi 2015). As a result, the evolution of VMS is fundamentally different to that of standard O-type stars. Where internal mixing dominates the evolution of 8-30 \(M_\odot\) stars, and mass loss becomes important for the lives of stars in the range 30-60 \(M_\odot\), the most massive stars evolve chemically-homogeneously, implying that additional chemical mixing has a negligible impact while strong mass loss drives the evolution towards a wide range of final masses as a function of \(Z\). VMS are almost fully convective and as a result are very efficient energy generators which burn through their H with much shorter lifetimes than standard O-stars.

Moreover, as the \(M_{cc}\) remains such a large fraction (~90%) of the stellar mass throughout the MS evolution, alongside radiative winds deteriorating the envelope mass, the star’s surface composition is a proxy for the core evolution of VMS. As a result, the surface hydrogen \((H)\) abundance can be utilised as an evolutionary ‘clock’ during MS H-burning, while surface helium \((He)\) enrichment can denote the proximity to the TAMS. In this study, we compare the surface \((X_H)\) and \((X_{He})\) \(H\) abundances with varying mass and internal mixing prescriptions to test its value as an evolutionary tracer of mass-loss histories and initial mass functions.

Gräfener et al. (2012) and Sanyal et al. (2015) showed that when VMS evolve close to their Eddington limit, they produce H, He and iron \((Fe)\) opacity bumps in the outer envelope. One solution to account for these opacity bumps is to balance the radiative pressure by creating radially extended low density envelopes which cause a density inversion close to the surface. These inflated envelopes may explain the large, empirically determined “pseudo-photospheric” radii of WR and LBV stars (see for example, Fig. 5 in Crowther 2007). However, with few observations of VMS to compare to, it remains unclear how stars deal with this proximity to \(\Gamma_{\text{Edd}}\) in Nature, whether their stellar winds sufficiently reduce their proximity to the Eddington limit by accounting for large amounts of mass being lost into the ISM, or by inflating their envelope to large radii in order to surpass the Fe opacity bump. Additional mixing in the stellar envelope may also quench this inflation by increased convection in the stellar envelope, similar to the superadiabatic nature of the MLT++ routine which can be implemented to aid convergence in MESA (Paxton et al. 2015; Sabbahat et al. 2021).

The most massive stars currently known are located in the R136 cluster of the LMC with masses predicted to lie in the 200-300 \(M_\odot\) range. Their existence raises questions regarding their evolutionary and mass-loss history, and initial masses. We aim to test each of these properties and infer one from the other using updated mass-loss rates and insights from chemical homogeneous evolution (CHE), which is due to the large convective cores of VMS rather than rotation (Vink & Harries 2017). In our study, we address this by modelling the evolution of VMS with an updated wind prescription for a wide range of initial masses and a variety of internal mixing efficiencies. We provide details of our model grid in Sect. 2, alongside a sample of WNh stars and a detached binary from the Tarantula nebula, outlined in Sect. 2.2. Results from our model grid are provided in Sect. 3. We introduce our discussion of the initial mass boundaries and qualitative differences in wind dependencies in Sect. 3.2.2. Finally, we provide our conclusions in Sect. 4.

2 METHOD

In this work, we study the evolution of VMS through their main sequence. We provide two methods of estimating the upper \(M_{\text{min}}\): an analytical calculation as a function of the mass-loss rate (Sect. 3.2.2), and a direct comparison to stellar evolution models (see Sect. 3.3) and stellar atmosphere models. We test our methods with a larger sample of WNh stars from Bestenlehner et al. (2014). We also investigate the qualitative differences in implementing factors of the commonly-used Vink et al. (2001) mass-loss rates with the newly-developed mass-loss prescription (Eq. 3) from Sabbahat et al. (2022), adopting the high Eddington mass-loss relations from Vink et al. (2011). Subsequently, we evolve grids of stellar models for a range of convective and rotational mixing efficiencies.

2.1 Stellar models

Our calculations for VMS models have been computed with the one-dimensional code MESA (version 8845, Paxton et al. 2011, 2013, 2015, 2018, 2019). We developed a grid of models for masses 80-1000 \(M_\odot\) in order to probe a wide range of possible initial masses. Our models are calculated for the Main-Sequence (MS) phase of evolution and are terminated upon \(H\) exhaustion, when the core-H abundance falls below \(X_H = 0.00001\). The initial composition is based on the Large Magellanic Cloud (LMC) in line with our observations from the Tarantula Nebula (Bestenlehner et al. 2014; Shenar et al. 2021), at ~50% \(Z_\odot\), with \(Z_{\text{LMC}} = 0.0088\) and \(Y = 0.266\). Relative scaled-solar abundances have been adopted from Grevesse & Sauval (1998), along with OPAL opacity tables from Rogers & Nayfonov (2002) and the default nuclear network including 8 isotopes denoted basic.net in MESA Paxton et al. (2011). Nuclear reaction rates are taken from JINA REACLIB (Cyburt et al. 2010).

The Ledoux criterion for convection has been applied, with the standard mixing length theory (MLT) by Henyey et al. (1964), where a convective cell travels a length \(\alpha_{\text{MLT}}\), with a standard value of \(\alpha_{\text{MLT}} = 1.5\). Exponential overshooting has been implemented for core H-burning with values \(\alpha_{\text{ov}} = 0.03\) and 0.05, equivalent to a fraction of the pressure scale height (Paxton et al. 2011) \(\alpha_{\text{ov}} = 0.3\) for our standard reference models and 0.5 for high overshooting models. Superadiabatic mixing via the MESA parameter MLT++ has been omitted from our standard models to test the effects of inflation with increased mass loss. Semiconvection is implemented with a diffusive efficiency denoted by the free parameter \(\alpha_{\text{semi}} = 100\) (Langer et al. 1985). However, the inclusion of this process will not affect our results as the process requires a chemical gradient which only develops close to the TAMS and throughout core He-burning, lying beyond the investigations of this work. Standard spatial and timestep resolutions have been applied varcontrol target = 10^-4 and mesh delta = 0.3 (see Choi et al. 2016). The effects of rotation have also been tested with angular momentum transport and chemical mixing coefficients adopted from Heger et al. (2000) for all rotating models. We calculate rotating models with an initial rotation rate set to \(\Omega_{\text{crit}} = 0.4\), corresponding to 40% of the critical rotation rate which scales with \(M_{\text{init}}\). However, due to the inefficiency of rotation at the highest mass range caused by the strong outflows causing severe angular momentum loss, we focus on the effects of stellar winds and adopt non-rotating models for our standard grid in our comparisons.
2.1.1 Stellar winds

Theoretical studies of stellar winds have aimed to predict the amount of mass lost from the surface of stars for decades (Castor et al. 1975). In Vink et al. (2001), theoretical mass-loss rates were calculated as a function of luminosity, mass, terminal velocity, effective temperature and metallicity. The resulting prescription was calculated for hot (log (L/𝐿⊙) ≥ 4.0), optically thin OB stars, though studies have extrapolated this beyond canonical O stars to VMS (Yusof et al. 2013; Köhler et al. 2015a). Empirical and theoretical studies (Vink 2006; Bestenlehner et al. 2014) have shown that the standard O star wind prescription under-predicts mass loss of VMS. Moreover, uncertainties in the O star mass-loss rates have been estimated to be within a factor of 2 and 3 (Bouret et al. 2003; Björklund et al. 2021). Subsequently, Vink et al. (2011) calculated mass-loss dependencies for MC simulations up to 300 M⊙ finding a ‘kink’ in the mass-loss rates with an increased dependency in L/M, which is in alignment with the observed spectral transition from O to Of/WNh stars. The predicted rates below the ‘kink’ were also in good agreement with the observed transition mass-loss rates, with corresponding transition masses and luminosity, terminal velocity and metallicity, in this study we also include the temperature dependencies from Vink et al. (2001) with the base rates accounting for this. We present the updated wind recipe for VMS in eq.(3) with comparable dependencies formatted as seen in eq. (24) of Vink et al. (2001).

The default stellar wind prescription outlined in the MESA code is called the ‘Dutch’ wind scheme, which incorporates the Vink et al. (2001) rates during core H-burning, and the Nugis & Lamers (2000) rates when Xₜ < 0.4, during the hot wind regime. The cool supergiant regime adopts the de Jager et al. (1988) mass-loss rates, though Vink et al. (2021) showcased how the chosen effective temperature (log₁₀(Tₑff/K) ~ 4.0-3.6) in the switch from one recipe to another can affect the final mass and potential fate of massive stars on their way to becoming black holes or pair instability supernovae. In this work, we test multiplications of the base mass-loss rates of Vink et al. (2001) for O stars, increased by a factor of 2 and 3. We then compare these factors (fᵥ₀₁ = 1, 2, 3) of the Vink et al. (2001) mass-loss rates with that of the updated Vink et al. (2011) rates, outlined in Sabhahit et al. (2022).

Theoretical studies such as Vink (2006), Gräfener & Hamann (2008) and Vink et al. (2011) have provided key insights into the behaviour of winds driven by VMS, mainly in their dependencies on Mₘₐₜ, metallicity and proximity to the Eddington limit, where the total Eddington parameter is defined as,

\[ \Gamma = \frac{\kappa L_{\text{rad}}}{4\pi c GM} \]  

(1)

In this total Γ, κ denotes the total, flux-weighted mean opacity which increases dramatically in VMS envelopes due to the Fe-opacity peak, which results in Γ approaching unity. Alternatively, one can define the ‘classical’ Eddington parameter Γₑ related to the Thompson opacity κₑ due to free electron scattering. For a fully ionised plasma, this parameter can be denoted as,

\[ \Gamma_e = 10^{-4.813} (1 + X_t) \frac{L}{M} \]  

(2)

Gräfener & Hamann (2008) investigated the dependencies of VMS winds when approaching the Eddington limit, finding a strong dependence on Z and Γₑ. Vink et al. (2011) found a ‘kink’ in the mass-loss rates of massive stars with Monte Carlo radiative transfer models of masses ranging 40-300 M⊙ due to a mass-loss transition (Vink & Gräfener 2012) when Γₑ exceeds a critical value. While it is clear that the slope of VMS winds is steeper than that of O stars, the exact dependence on total Γ or Γₑ has remained highly uncertain.

Sabhahit et al. (2022) investigated the effects of implementing a pure L/M-dependence in the winds of stellar models compared to a steep Γₑ dependence which accounts for a change in Xₜ. They found that when comparing to observations of VMS in the Arches cluster and 30 Dor cluster of the LMC, models which include a strong (1+Xₜ) exponent have difficulties in reproducing the effective temperature range of the VMS in both galaxies. However, models including a pure L/M-dependence, have a self-regulatory behaviour leading to an effective temperature range which agrees with both sets of observations due to the significant drop in luminosity leading to a narrow range in T. It is important to note that while the true Γₑ scaling may have some Xₜ dependence, tests by Sabhahit et al. (2022) already show that a strong Xₜ dependence is very sensitive in balancing the effects of envelope inflation and mass loss while a weak Xₜ dependence produces the self-regulatory evolution which can reproduce the effective temperature range of VMS observations.

2.1.2 Updated wind prescription for VMS

Empirical mass-loss rates of Of/WNh transition stars have allowed for detailed studies of the ‘kink’ in mass-loss rate at higher masses (60-100 M⊙). Observations in the LMC have provided accurate transition mass-loss rates, with corresponding transition masses and luminosities. With that, the Vink et al. (2001) rates can be extended for the high Γₑ dependence that accounts for a change in Xₜ, where the resulting mass-loss rate is:

\[ \log_{10} M = -8.441 + 4.77 \log_{10} \left( \frac{L}{L_{\odot}}/10^5 \right) \]  

\[ -3.99 \log_{10} \left( \frac{M}{M_{\odot}}/30 \right) \]  

\[ -1.226 \log_{10}(\nu_{\text{inf}}/c) \]  

\[ + 0.933 \log_{10}(T_{\text{e}}/K/40000) \]  

\[ -10.92 \log_{10}(T_{\text{e}}/K/40000)^2 \]  

\[ + 0.85 \log_{10}(Z/Z_{\odot}). \]  

(3)

In this work, we explore the L/M-dependent wind prescription adopted from Vink et al. (2011) and Sabhahit et al. (2022) which allows models to remain in stable evolution below the Eddington limit, at least through the MS evolution.

2.2 Observational sample of VMS in the LMC

Due to the shape of the initial mass function (IMF), massive stars are increasingly rare for higher Mₘₐₜ, resulting in fewer observa-
tions at the upper mass range. However, due to surveys such as VLT-FLAMES (Evans et al. 2005) and the VLT-FLAMES Tarantula Survey (VFTS Evans et al. 2011), hundreds of massive star spectra are available giving an insight into the evolutionary traits and populations of O and B stars. However, with fewer observations of VMS compared to O and B stars, it is increasingly challenging to study the lives of VMS. Consequently, our understanding of VMS relies on theoretical studies such as Vink et al. (2011) and Vink (2018). The Arches cluster, however, is a young star-forming region near the Galactic centre which hosts VMS (Martins et al. 2008). This cluster contains 13 very luminous WNh stars which have been utilised in Gräfener et al. (2011) to determine mass-luminosity relations for VMS and wind dependencies as a result. These WNh stars were also utilised in the recent study by Sabhahit et al. (2022) in testing the Γ_e-dependence of VMS winds.

2.2.2 WNh stars in VFTS

In this study, we consider observed WNh stars as a comparison to our theoretical models of VMS. We select the WNh observations from the VFTS sample (Bestenlehner et al. 2014) which have high luminosities representative of VMS evolution, and low X_s abundances. Since H is observed in the spectra, we can assume that there is still a small remainder of H on the surface while having a surface He abundance greater than 70%. Table 1 provides a list of all the WNh objects from the VFTS which have surface He abundances ≥ 70%, leaving ~ 5-30% X_s. While the effective temperatures are uncertain, they all lie within 0.1 dex.

2.2.2 R144: the most massive binary in TMBM

Following the VFTS studies of massive stars, a multi-epoch campaign was launched to survey 100 massive binary candidates known as the Tarantula Massive Binary Monitoring (TMBM, Almeida et al. 2017; Shenar et al. 2017; Mahy et al. 2020a; Mahy et al. 2020b). Shenar et al. (2021) provided the analysis of the most massive binary in the TMBM sample, R144, in Paper V. With compact radii (log_10(R/R_☉) = 1.4) and high Eddington parameters (~0.78), coupled with high luminosities (log_10(L/L_☉) = 6.4) and low X_s abundances (X_s = 0.35), it was unclear whether the components of R144 were core H-burning or He-burning objects. If the objects are core H-burning, one would expect their radii to be significantly more inflated than observed as the stars are very close to the Eddington limit. With compact radii and moderate dynamical masses for such high luminosities on the other hand, we would expect the objects to be core He-burning WR stars. Still, the combination of derived effective temperatures and luminosities places them towards the MS. Hence, the primary and secondary components of R144 provide an interesting study of the lives of VMS and what observational traits could be most reliable in breaking the degeneracies in their possible evolutionary histories.

| M_{init}/M_☉ | log_{10}(L/L_☉) | log_{10}(T_{eff}/K) | X_s | log_{10}(R/R_☉) |
|-------------|----------------|---------------------|-----|----------------|
| 74 ± 4      | 6.44 ± 0.05    | 4.65                | 0.35 ± 0.05 | 1.4          |
| 69 ± 4      | 6.39 ± 0.05    | 4.60                | 0.4 ± 0.05   | 1.5          |

Table 2. Stellar parameters of the detached eclipsing binary R144, adapted from spectral analysis by Shenar et al. (2021). Dynamical masses, luminosities, effective temperatures, X_s abundances and stellar radii are included.

Figure 1. Surface H (X_s) abundance as a function of core H (X_c) abundance during MS evolution of models with M_{init} = 80 M_☉, 120 M_☉, 300 M_☉ and 1000 M_☉. Dotted blue lines represent models with α_ov = 0.5 (rather than 0.3 in the standard models shown by solid black lines). Dash-dotted green lines show rotating models with 40% critical rotation, rather than the standard non-rotating models shown by solid black lines. Grey tracks illustrate models with M_{init} = 300 M_☉ and 1000 M_☉ for our complete range of input physics including α_ov = 0.3 and 0.5, with 0% and 40% critical rotation.

3 RESULTS

We have calculated model grids of stellar masses 80-1000 M_☉ with updated wind dependencies from Vink et al. (2011), and for three sets of internal mixing prescriptions. Our models demonstrate that in the VMS range above ~ 200 M_☉, the effects of increased chemical mixing via convective core overshooting or rotation have little effect on the trajectory of the evolution of these models. This is due to the chemical homogeneity seen in Fig. 1, where 80-120 M_☉ models (green and blue dashed lines) are distinguishable depending on their internal mixing, whereas 300-1000 M_☉ models (grey tracks) show uniform evolution irrespective of mixing prescription. In this study, we compare grids of rotating and non-rotating models, as well as models with varied core overshooting α_ov. Since VMS have large convective cores (~90% of the total stellar mass), the extension of the core by the process of convective overshooting, whereby convective cells travel beyond the convective boundary due to their non-zero velocity, has a negligible effect. The H_2 is reduced at extended radii, and as such the fractional extension by α_ov is less significant than for a 30 M_☉ star. Similarly, the effect of rotation on internal mixing and angular momentum transport is reduced due to the increased effect of stellar winds at such high M_{init} (100-1000 M_☉). Hence, for the purpose of studying VMS evolution, we adopt non-rotating models with moderate overshooting (α_ov = 0.3) as our standard grid of models, while comparing the effects of additional mixing via rotation (40% critical) and increased overshooting (α_ov = 0.5).

3.1 Surface hydrogen abundance as a proxy for core evolution

Figure 1 demonstrates that above ~200 M_☉, stars experience so-called chemically-homogeneous evolution (CHE). Consequently, the
surface abundances reflect the core fusion products and central abundances. The models shown in Fig. 1 demonstrate that CHE is mass dependent and that rotation only plays a minor role, considering that below 200 M\(_{\odot}\) (green dash-dotted lines) models do not produce fully mixed stars when including rotation but instead above ~ 200 M\(_{\odot}\) stars show a qualitatively different core-surface behaviour. Models in the 80-120 M\(_{\odot}\) mass range can alter their surface enrichments based on the amount of internal mixing included via rotation or convective overshooting, also shown in Fig. 1. VMS however, undergo CHE due to their large convective cores which enclose ~ 90% of their total mass (Yusof et al. 2013; Hirschi 2015; Köhler et al. 2015b), making additional mixing by rotation or overshooting ineffective. In fact, an increase in the \(H_p\) of VMS relates to a smaller relative core increase than at higher masses. This means that \(\alpha_{\text{ov}}=0.5\) does not have the same effect in a 500 M\(_{\odot}\) model as in 50 M\(_{\odot}\) models.

If we consider the CHE of VMS, we can expect observations with high \(X_s\) abundances to be in the first half of their MS, while low \(X_s\) abundances suggest that these stars are towards the end of their MS lifetime. Figure 1 shows that lower mass models \(M_{\text{init}} \sim 80-120\ M_{\odot}\), with increased mixing also have surface abundances similar to VMS (grey) tracks in the last ~ 20% of their MS lifetimes. This means that surface abundances of ~ 20% H correlate to \(X_s\) of 20% for both VMS and lower mass models with additional mixing. Now, in the case of our sample of WNH stars from Bestenlehner et al. (2014), we observe a surface He mass fraction of 70-92.5% in all cases, which could suggest that these stars either originate from stars in the 80-150 M\(_{\odot}\) range and could be core He-burning, H-depleted objects. Alternatively, they could also originate from core H-burning VMS with \(M_{\text{init}}\) above ~ 300 M\(_{\odot}\).

If the stars in Table 1 were core He-burning, then high mass-loss rates would quickly remove the last 10-20% of H at the surface and would result in \(X_s\) reaching zero shortly after beginning core He-burning. VMS (M>100 M\(_{\odot}\)) with high mass-loss rates lead to reduced \(X_s\) during the MS, but an \(X_s\) which falls below ~ 30% would suggest that the even steeper WR winds during core He-burning would further deplete the star of \(X_s\). Therefore, even though the final 10% of H-burning and the entire He-burning lifetime equates to ~ 100,000 years, the core He-burning winds would lead to significant loss of H-rich material at the surface, compared with the final 10% of core H-burning where the mass-loss rates are lower. This means that if an object is observed with a high luminosity (log \(L/\text{L}_{\odot}\) \(\geq\) 6.0) and \(X_s=0-20\%\), it is likely core H-burning. From Fig. 11, we further learn that the \(M_{\text{init}}\) of a luminous WNH star is essentially unknown if the \(X_s\) abundance is below ~30%. These stars could either originate from a moderate 100-200 M\(_{\odot}\) star with increased mixing or a VMS with \(M_{\text{init}}=300-1000\ M_{\odot}\). At these observed high luminosities and masses, both objects are in the final 10-30% of their MS, indistinguishable in their HRD position and mass-loss history.

3.2 Importance of stellar winds on the upper stellar mass

As outlined in Sect. 2.1.1, current stellar evolution codes employ a range of mass-loss prescriptions for various phases of evolution, with the commonly-used DUTCH configuration used in MESA for massive stars evolving with hot star winds which utilise the rates from Vink et al. (2001). In stars with masses above the canonical O-star regime (\(\geq 60\ M_{\odot}\)), it is unclear which mass-loss rates are most appropriate, with some studies varying the Vink et al. (2001) rates by a range of factors. Vink et al. (2011) highlighted a strong \(\Gamma\) dependency in their theoretical models, with other suggestions by Bestenlehner (2020) and Gräfener (2021). In this work, we compare the effects of the standard Vink et al. (2001) winds with increased rates by a factor of 2 and 3 for models with \(M_{\text{init}}=80-1000\ M_{\odot}\). Following this, we then compare with the \(L/\text{M}\) wind prescription detailed in Sahhabhit et al. (2022) which does not include a strong \((1+X_s)\) exponent, as discussed in Sect. 2.1.1. Instead, this updated prescription adopts \(M\) and \(L\) exponents from Vink et al. (2011) to provide an appropriate enhanced wind mass loss, see Eq. (3).

3.2.1 Qualitative differences in wind dependencies

Figure 2 provides a comparison of 300 M\(_{\odot}\) and 1000 M\(_{\odot}\) models implementing the updated \(L/\text{M}\) wind recipe from equation (3) and the Vink et al. (2001) mass-loss rates with factors \(f_{\text{V01}}\) multiplied by a linear factor of 2 and 3. The stellar models including factors \(f_{\text{V01}}\) of the Vink et al. (2001) mass-loss rates are shown with factors \(f_{\text{V01}}=1\) (dash-dotted), \(f_{\text{V01}}=2\) (dotted) and \(f_{\text{V01}}=3\) (dashed) for \(M_{\text{init}}=300\ M_{\odot}\) (green) and 1000 M\(_{\odot}\) (blue). We find that arbitrarily increasing the O star rates leads to a wide dispersion of final masses, luminosities and effective temperatures (Fig. 3). However, this changes completely when instead employing the VMS recipe from Sahhabhit et al. (2022) above the transition point (Vink & Gräfener 2012). Models including the revised recipe outlined in Sahhabhit et al. (2022) with \(L/\text{M}\)-dependent rates are shown for each initial mass (black solid lines). The qualitative change in behaviour is most evident in the final mass dispersion, with models implementing \(f_{\text{V01}}\equiv 1\ to \ 3\) giving a range of final masses at core H-exhaustion. As evident from the black lines in Fig. 2, we obtain a convergence on the TAMS mass, regardless of \(M_{\text{init}}\), with the Sahhabhit et al. (2022) recipe. This means that in the last 10% of core H-burning, it is impossible to decipher the \(M_{\text{init}}\) of stars that are now in the range 50-100 M\(_{\odot}\). This is critical when
3.2.2 Initial mass boundaries

The initial masses of VMS, predicted from current masses and the estimated mass lost throughout their evolution, is highly dependent on which mass-loss rates are invoked. While for canonical O stars a factor of $f_{V01} < 1$ has been discussed (e.g. Renzo et al. 2017; Björklund et al. 2021), for stars above $\sim 100 M_\odot$ mass-loss rates should be enhanced with $f_{V01} > 1$. As a result we compare factors of the Vink et al. (2001) O-star mass loss rates ($f_{V01} = 1, 2, 3$) with rates from Sabhahit et al. (2022). We find that artificially increasing O-star winds by a factor of 2 to 3 does not alter the qualitative behaviour of the mass-loss history. Instead, an enhanced wind dependence in the form of increased M and L dependencies allows for an appropriate representation of VMS winds. We can estimate the initial mass of a star for a given mass-loss rate. For a factor of the standard Vink et al. (2001), we can integrate from the initial mass $i$ to the dynamical mass $d$ over the mass lost at a given age, for example $\sim 2$ Myr, the estimated cluster age of 30 Dor (Schneider et al. 2018),

$$M_s = M_{init} - \int_i^d \dot{M} \Delta t$$

where $\Delta t$ is estimated for the star’s current mass and cluster age. Moreover, this method can be used for a detached eclipsing binary.
which provides dynamical masses and a constant age for both components (Higgins & Vink 2019) leading to the same, interchangeable $\Delta t$ for the primary and secondary.

Therefore, with the current masses of the primary ($M_p$) and secondary ($M_s$), with an estimated initial mass, $M_i$. The relevant $M$ can be calculated and compared to the Vink et al. (2001) rates for $Z_{\text{LMC}}$ to provide a predicted factor of increase. We provide an example for the components of R144 in equations (5) and (6) for their assumed current $M$ (see Table 2 for stellar parameters),

$$M_p = M_i - (M \Delta t)_M^74,$$  \hspace{1cm} (5)

$$M_s = M_i - (M \Delta t)_M^{60}.$$  \hspace{1cm} (6)

Applying equation (4) and integrating for the primary and secondary at an assumed age ($\Delta t$) allows to simplify the calculation to the following equation for the primary:

$$74 M_\odot = M_i - [(102.6 M_\odot) - (b)]$$  \hspace{1cm} (7)

where $b = M_i \times (2 \times 10^6)$, for an initial mass-loss rate $M_i$ which is scaled with a factor $f_{\text{V01}}$ of the standard Vink et al. (2001) rates. More generally, we can express the factor $f_{\text{V01}}$ of the Vink et al. (2001) recipe for a given initial mass as:

$$f_{\text{V01}} = \frac{b}{\Delta t} \times \frac{1}{M_i}.$$  \hspace{1cm} (8)

The calculated factors of $f_{\text{V01}}$ of $M_i$ for a range of $M_{\text{init}} = 100$-$1000 M_\odot$, lie in the range 1.0-2.6, with $f_{\text{V01}} = 2.59$ for the highest $M_i$. While this solution provides an estimate for the required increased wind rates for VMS up to 1000 $M_\odot$ reproducing current day masses of the order 50-100 $M_\odot$, the motivation to arbitrarily increase these base rates by a factor of 1 to 3 of the Vink et al. (2001) recipe may not be justified from wind theory or applicability of the Vink et al. (2001) prescription in this mass range. Moreover, increasing the mass-loss rate by a factor $f_{\text{V01}}$ does not account for the realistic wind physics for driving such a strong wind. Instead, the VMS study by Vink et al. (2011) demonstrates an increase in mass-loss rate as a function of $L/M$ due to the proximity to the Eddington limit.

To provide a range of possible $M_{\text{init}}$ for R144 in the first instance, and for a reduced number of dependencies, we have simplified the Vink et al. (2011) recipe such that the observed $T_{\text{eff}}$ and $Z_{\text{LMC}}$ have been summed into the base rates, giving a $M$ as a function of $L$ and $M$. For a given M-L relation, we can further reduce the dependencies such that our wind rates are solely a function of mass. We adopt an M-L relationship from Graefener et al. (2011) relevant for masses 60-4000 $M_\odot$ with a H mass fraction of 70% representative of the ZAMS position. The given L-M translation is outlined in equation 9.

$$\log_{10}(L/L_\odot) = 2.12+2.39 \log_{10}(M/M_\odot) - 0.20 \log_{10}(M/M_\odot)^2.$$  \hspace{1cm} (9)

Adopting eq. (9) into Vink et al. (2011) rates from eq.(3), provides a $M$ for a wide range of $M_{\text{init}}$. In this case, we assume an M-L relation for a VMS at ZAMS ($X_c = 0.7$) with $Z_{\text{LMC}}$. The resulting eq.(10) as a function of $M$ provides possible solutions of initial mass ranges for a given $\Delta t$, where $\Delta t$ is equivalent for the coeval primary and secondary components,

$$\log_{10} \dot{M} \left(M_\odot \text{yr}^{-1}\right) = -16.48 + 7.45 \log_{10}(M/M_\odot) - 0.97 \log_{10}(M/M_\odot)^2.$$  \hspace{1cm} (10)

We can calculate theoretical boundaries which limit the possible $M_{\text{init}}$ range of R144. Figure 5 illustrates the evolutionary mass as a function of the $M_{\text{init}}$. Considering a wide range of possible initial masses $\log_{10} (M/M_\odot) 1.8-3.0$. The dashed black lines illustrate boundaries on the possible $M_{\text{init}}$ due to conditions set by the current dynamical mass of R144 (primary). The first (left) lower limit at 80 $M_\odot$ is set by a lower mass limit where below this line stars would not be able to retain 74 $M_\odot$ in order to reproduce the dynamical masses. The second (left) boundary at 100 $M_\odot$ dictates that below this limit stars would not be able to maintain 74 $M_\odot$ in the second half of the MS (see the orange dashed line), and since R144 is close to the TAMS, we can exclude masses below this (middle) boundary line. The upper limit (right black dashed line) at 200 $M_\odot$ represents the maximum $M_{\text{init}}$ that R144 may have evolved from.

The higher mass solution consists of fully mixed, chemically homogeneous VMS above ~ 200 $M_\odot$. These stars have surface abundances including H which closely follow their central values. In other words, the $X_c$ abundance is a proxy for the MS age. Given that the $X_c$ abundance of the R144 primary is 0.35, this means that a H-burning star above 200 $M_\odot$ is half-way through their MS. The upper limit can now be obtained by realising that these stars, even with high mass-loss rates, cannot reach the current mass of 74 $M_\odot$ (primary) half-way through the MS. This constraint is unique to R144 as we know both the mass and the $X_c$ abundance of 0.35. We would not be able to derive any upper limits on the $M_{\text{init}}$ if the surface abundance is lower than ~ 0.25 (see Fig.11). We also show that breaking the degeneracy of the $M_{\text{init}}$ via a numerical method highlights the crucial importance of the $X_c$ abundance on the possible evolutionary history of VMS. For instance, let $M_i$ be the current mass of a star with a known location in the HRD.
Given this information, it is nearly impossible to pinpoint the $M_{\text{init}}$ of the star as discussed previously. Let $M_{\text{init}}$ be the initial mass of the star and let the current age of the star be $t_c$ and $T_{\text{MS}}(M_{\text{init}})$ be the main sequence lifetime of the star as a function of its initial mass. This gives the first constraint on the initial mass of the star, that is for a single star with no binary effects, $M_{\text{init}} > M_s$. These two quantities can be related using the relation in equation 4.

The initial mass of the star can either be (1) greater than ~200 $M_\odot$ (extreme) resulting in CHE throughout the main sequence lifetime $T_{\text{MS}}$, or (2) less than ~200 $M_\odot$ (moderate) and have either homogeneous evolution close to H exhaustion or no homogeneous evolution at all. Regardless one can relate the surface H abundance ($X_S$) to the core abundance ($X_C$), with an initial $X_C$ of 0.7, as follows,

$$X_S \geq X_C = -0.7 \frac{t}{T_{\text{MS}}} + 0.7.$$  \hspace{1cm} (11)

The equality $X_S = X_C$ holds true for $M_{\text{init}} \geq 200 M_\odot$, while the inequality holds true for $M_{\text{init}} \leq 200 M_\odot$. The second equality is based on the assumption that the star burns H at a constant rate during its MS.

For a known $X_S$, Eq. (11) provides some constraints on the age of the star compared to its MS lifetime. For example, an $X_S$ of 0.35 implies the star is either half way through the MS (if fully homogeneous) or in the second half of its MS. With the current $X_S$, the current mass of the star and constraints on its age, one can obtain lower and upper limits for the $M_{\text{init}}$ of the star. The lower limit is based on the star being able to reach the current mass only at ages excluded by the constraint defined in Eq. (12),

$$\frac{t_c}{T_{\text{MS}}} \geq \frac{1 - X_S}{0.7}.$$  \hspace{1cm} (12)

The upper limit usually concerns the CHE where the equality in Eq. (12) holds true, and the star is unable to reach the current mass within the time $t_c$. While these limits exclude a substantial part of the initial mass parameter space, more accurate constraints can be obtained by detailed stellar evolution models.

3.3 Stellar models

In the remaining sections, we compare with models which have adopted the wind prescription by Sabhahit et al. (2022) which is updated for VMS with an $L/M$ dependency as outlined in Vink et al. (2011). This is incorporated beyond the observed transitional mass-loss rate ($\log_{10} M = -5.0$, Vink & Gräfener 2012; Sabhahit et al. 2022), leading to a rough transition mass ($121.8 M_\odot$) and luminosity ($\log_{10} (L/L_\odot) = 6.31$) for the LMC. The mass-loss routine adopts exponents for L and M as in Vink et al. (2011), shown in equation 3.

3.3.1 Mass turnover

Figure 6 provides an overview of the mass evolution with stellar age for all models in our standard grid from 80-1000 $M_\odot$ until H exhaustion. Moderate mass ($M_{\text{init}} < 200 M_\odot$) models demonstrate a shallow gradient in the mass, due to the lower $M$ rates below the ‘kink’, active below the transition point. Models with extreme $M_{\text{init}}$ above ~200 $M_\odot$ display a much steeper drop in mass and converge to a mass of 140 ±10 $M_\odot$ at 1.675 ±0.25 Myr. At this point, it is impossible to determine the $M_{\text{init}}$. Moreover, the evolution of both moderate and extreme mass ranges, overlap beyond ~1.6 Myr leading to a degeneracy in the $M_{\text{init}}$ whereby the current model may have evolved from any of the models, with the entire $M_{\text{init}}$ range 80-1000 $M_\odot$ as a possibility. This is particularly interesting for observations of massive stars in the mass range 50-100 $M_\odot$ with current ages 1.5-2.5 Myr. Brands et al. (2022) also confirms the cluster age of the most massive stars in the R136 cluster of the LMC to be 1-2.5 Myr, enclosing the turnover mass of our VMS models. This highlights the uncertainty in the possible initial upper stellar mass.

The convergence of the upper initial mass was suggested by (Vink 2018, see their fig. 3) where their integrated mass-loss rates, calculated for a constant effective temperature, demonstrated that stars should converge to a mass of ~200 $M_\odot$ independent of $M_{\text{init}}$ at
2 Myr. These results show that while the quantitative upper initial mass may depend on factors such as $Z$, the qualitative behaviour will depend on the adopted mass-loss exponents. In this case, it is evident that enhanced winds are most appropriate for VMS compared with standard O star dependencies from Vink et al. (2001). Moreover, Belkus et al. (2007) and Yungelson et al. (2008) demonstrated that $Z_{\odot}$ models with $M_{\text{init}}$ up to 1000 $M_{\odot}$ also showed a mass convergence around 2 Myr, although their mass-loss prescriptions were ad hoc and not well physically-motivated.

In this work, we find a mass convergence at 140 ±10 $M_{\odot}$, and $t = 1.675 \pm 0.25$ Myr, but more interestingly, we find a mass turnover where the highest mass stars actually produce the lowest (~50 $M_{\odot}$) masses at ~1.6–2 Myr. The inclusion of equation 3 for the enhanced mass-loss rates in our models demonstrates that increased mass loss above the ‘kink’ leads to qualitatively different behaviour than for factors of the standard Vink et al. (2001) recipe. Fig. 6 nicely illustrates the mass turnover in the gradient at ~1.6 Myr, suggesting that for observed masses up to 100 $M_{\odot}$ the mass-loss history is indistinguishable.

### 3.3.2 Luminosity and effective temperature evolution

Figure 7 represents the evolution of our model grid in a Hertzsprung-Russell diagram (HRD). We find that our models with $M_{\text{init}}$ above 200 $M_{\odot}$ have a wide range in luminosity and small variation in effective temperature. This is due to the strong $L/M$-dependence of the wind prescription leading to a significant drop in mass and subsequently luminosity during the MS evolution. While the ZAMS for models in the extreme mass range 300-1000 $M_{\odot}$ may differ, ranging up to $\log_{10}(L/L_{\odot}) = 7.2$ for the 1000 $M_{\odot}$ model, the almost linear decline in luminosity leads to indistinguishable evolutionary characteristics in the HRD, with final masses of ~50 $M_{\odot}$ also leading to similar luminosities and temperatures at the TAMS for this initial mass range.

On the other hand, lower mass models with $M_{\text{init}}$ below 200 $M_{\odot}$, mainly the models with 80-120 $M_{\odot}$, have an evolutionary behaviour similar to standard O-stars, evolving to cooler effective temperatures during the MS evolution. The lower mass models in this study (80-120 $M_{\odot}$) are still very massive compared to the more numerous O star populations of e.g. 20-60 $M_{\odot}$ and as such experience inflation effects.

The moderate mass range of 120-200 $M_{\odot}$ have characteristics of both subsets, where the initial MS evolution is dominated by an increase in luminosity and a small decline in effective temperature. However, by midway through the MS, these models also turn to hotter temperatures like their more massive (300 $M_{\odot}$ and above) counterparts, in a WR-like fashion due to the self-regulatory effect of the $L/M$-dependent winds. From the HRD, we can see that a small uncertainty in $T_{\text{eff}}$ can lead to large uncertainties in the HRD with respect to evolutionary history and initial mass range.

The indistinguishable evolutionary tracks of all VMS models in Fig. 7 ($M_{\text{init}} > 200 M_{\odot}$) further confirm the degeneracy of the upper initial mass since observations in the effective temperature range of $\log_{10}(T_{\text{eff}}/K) \sim 4.7$ would have a wide range of possible initial masses, even for a broad range of luminosities due to the nature of the steep drop in mass for all models. The narrow temperature range of VMS models with masses above 200 $M_{\odot}$ is in good agreement with the observed temperature range of WNh stars in the 30 Dor cluster ($\log_{10}(T_{\text{eff}}/K) = 4.6-4.7$ (K), Sabhahit et al. 2022).

### 3.3.3 Reproducing R144

In this work we utilised the most luminous and massive detached eclipsing binary from the Tarantula Massive Binary Monitoring (TMBM) sample. R144 comprises of massive 74 $M_{\odot}$ and 69 $M_{\odot}$ components with well constrained dynamical masses, see other stellar parameters included in Table 2. These dynamical masses and surface abundances provide a useful calibration point for our models of VMS. We tested multiple sets of model inputs covering a range of
rotation rates, and core overshooting values. We find that there is a conflict in estimating which initial mass range, moderate (<200 M⊙) or extreme (>200 M⊙), these objects may have originated from when comparing to stellar observables such as luminosities, radii and Xs abundances. From Fig. 7 we note that models with $M_{\text{init}}$ ≥ 200 M⊙ follow the same evolutionary behaviour in the HRD. Figure 8 then highlights that our extreme models with $M_{\text{init}}$ ≥ 200 M⊙ can reproduce the HRD positions of R144 components, as seen by the overlap of the 200 M⊙ track with the blue triangles. As mentioned above, the evolution of VMS is dominated by strong mass loss and as a result leads to almost linear evolution in the HRD with a steep drop in luminosities making the initial mass range indistinguishable. From Fig. 8 we can see that with a moderate uncertainty in the observed luminosities (~0.2 dex) our predictions of $M_{\text{init}}$ could change from the highest mass range (>200 M⊙) to the moderate mass range (~100 M⊙). The overlap between moderate models (100-200 M⊙) and the highest mass models which evolve chemically homogeneously, correlates with the HRD positions of both components of R144, leading to a wide degeneracy in the possible initial mass range.

In order to break the degeneracy we must test if they are able to simultaneously reproduce the dynamical masses of the system alongside their observed H abundances. We can see from Fig 9 that our lowered $M_{\text{init}}$ models of 110 M⊙ and 100 M⊙ can reproduce the $M_{\text{syn}}$ and $X_s$. The initial decrease in mass can be noticed for all models in the $M_{\text{init}}$ range 100-120 M⊙ at $X_s$ = 0.7, since the envelope has not been sufficiently stripped to expose the core H evolution. Similarly, since stars below ~200 M⊙ do not evolve chemically homogeneously, the $X_s$ abundance cannot be used as a direct comparison to the core evolution.

In order to distinguish between characteristics of VMS evolution and lower $M_{\text{init}}$, we tested the effects of mass loss and mixing on observed stellar parameters. We compared the observed stellar radii and $X_s$ abundances of the components of R144 with our sets of stellar models in the following section. Fig. 10 highlights the change in $\log_{10}(R/R_*)$ for models with $M_{\text{init}}$ = 100 M⊙ and 200 M⊙. Due to the inflation of the 100 M⊙ model, the stellar radius increases dramatically. However, the more massive model with an $M_{\text{init}}$ = 200 M⊙ remains more compact due to the increased effect of stellar winds. We find that the compact radii ($\log_{10}(R/R_*)$ ~ 1.4) are only reproduced by higher mass models ~140-200 M⊙. The relatively small inflation of R144 components found by Shenar et al. (2021) would suggest that there is a way to have classical Eddington parameters of $\Gamma_e$ ~ 0.78 while remaining compact enough with a radius of ~ 25 R⊙.

The observed $X_s$ abundances of R144 can be used as an important tool for breaking the degeneracy in possible initial mass ranges as well as providing an age proxy. Due to the chemically-mixed nature of stars more massive than 200 M⊙, alongside the enlarged ratio of core to total masses of VMS, the $X_s$ abundance is a very good indicator of the MS burning stage of evolution. We find that with 35 and 40% surface H abundances, the primary and secondary are likely products of moderate masses $M_{\text{init}}$ ~ 100-120 M⊙ as models with extreme $M_{\text{init}}$ = 300-1000 M⊙ only lose enough mass to reach $M$ < 100 M⊙ at $X_s$ abundances of 20% and less.

3.3.4 WNh comparison

Since VMS models above 200 M⊙ lose mass throughout the MS, and – crucially due to their chemically homogeneous nature – also linearly drop in $X_s$ during the MS (see Fig. 1), the $X_s$ can be a probe for the $M_{\text{init}}$ where the $X_s$ is a function of observed current $X_s$. Whereas, for moderate mass models (80-200 M⊙) most of the MS

![Figure 10. Radius evolution of models as a function of $X_s$ from our standard grid with initial masses 100, 110 and 120 M⊙ in red scale, higher initial masses of 140, 150 and 200 M⊙ are shown in blue scale. The effects of inflation can be seen in the lowest mass model, whereas the effects of increased mass loss can be seen in the highest mass model. The black triangles depict the primary and secondary components of R144.](image)

![Figure 11. Mass evolution as a function of $X_s$ for our standard grid of non-rotating models. Our models range from 80 M⊙ to 1000 M⊙, calculated from ZAMS until core H exhaustion, with alternating grey lines for different initial masses. Blue triangles locate the WNh sample from Bestenlehner et al. (2014).](image)
is spent with 70% $X_s$ and only decreases towards the end of the MS. This means that while the mass turnover at 1.6 Myr suggests the $M_{\text{init}}$ is indistinguishable, it can be deciphered if the current mass is compared with the current $X_s$ abundance. For instance, a star observed to have 50% $X_s$ remaining but a current mass of 200 $M_\odot$ could not have formed from a star with an $M_{\text{init}}$ greater than $\sim 300 M_\odot$ because sufficient mass would not have been lost by such a VMS during the early stages of the MS.

Figure 11 demonstrates the importance of $X_s$ abundances on breaking the degeneracy of possible initial mass ranges. The sample of WNh stars from Bestenlehner et al. (2014) illustrated by blue triangles in Fig. 11 showcase that with an $X_s$ abundance lower than $\sim 30\%$, it becomes increasingly difficult to decipher the possible initial mass range for objects which now have a mass of 50-100 $M_\odot$. For instance, at $X_s = 0.15$ and $M_s = 96 M_\odot$ the evolutionary tracks in Fig. 11 overlap such that the $M_{\text{init}}$ of this object is indistinguishable. This means that for VFTS 695 and VFTS 427 (with $X_s < 0.2$), for instance, the $M_{\text{init}}$ is unknown. Figure 11 showcases that when the $X_s$ abundance lies below $\leq 20\%$, a star with an observed mass of 50-100 $M_\odot$ could originate from a VMS with $M_{\text{init}} \geq 300 M_\odot$. Moreover, while the age of these WNh stars may be uncertain, Brands et al. (2022) finds that the age of the R136 cluster within 30 Dor is 1-2.5 Myr. Hence, Fig. 12 further highlights that beyond the turnover mass of 140 $M_\odot$ at 1.6 Myr, the $M_{\text{init}}$ of stars observed in the mass range 50-100 $M_\odot$ are unconstrained. In fact, the most massive stars from our model grid produce the lowest masses of $\sim 50 M_\odot$ by $\sim 2$ Myr.

Figure 13 illustrates the evolution of the $X_s$ abundance (dashed lines) compared to the $X_c$ (solid lines) for models with varied internal mixing. Models in the lower mass range (80-120 $M_\odot$) account for different efficiencies in chemical mixing (non-rotating, 40% critical rotation and $\alpha_{\text{ov}} = 0.5$) leading to steeper progression of the $X_s$ depletion, the VMS models (300 $M_\odot$ and 1000 $M_\odot$) show that all $X_s$ abundances line up exactly with the central H abundances. This means that while a star below $\sim 150 M_\odot$ may be able to retain some $X_s$ as the star is not fully mixed and reproduce an observed abundance of 35-40% at various points during the MS, the more massive models show that a star with $M_{\text{init}} = 300-1000 M_\odot$ will only be observed to have 35% $X_s$ at exactly half-way through the MS. In this case the H abundances of 35-40% provide an additional constraint on the origin of R144. A lowered abundance of 10-20% $X_s$ may be reached by either VMS models or lower mass models with additional rotational or convective mixing, also shown in the overlap of solid lines with dashed lines in Fig. 13.

4 CONCLUSIONS

We present a study of VMS evolution which probes the upper initial mass range for an updated wind recipe accounting for the increased $L/M$ dependency of VMS above the transition point (Vink & Gräfener 2012). We provide a grid of stellar models at $Z_{\text{LMC}}$ for masses 80-1000 $M_\odot$ with a range of internal mixing prescriptions. Our standard grid of models includes the mass-loss prescription outlined in Sabhahit et al. (2022), adopted from Vink et al. (2011).

We compare the dynamical masses of both components of the most massive detached binary in the TMBM sample, R144, as a method of analysing the tracers of VMS evolution with comparisons to stellar parameters such as effective temperature, radius and MS age. We provide estimates on the evolutionary history of VMS above 100 $M_\odot$ and predict the initial masses of stars with current masses in the range 50-100 $M_\odot$. We find important insights from $X_c$, particularly for VMS above 300 $M_\odot$ (Bestenlehner et al. 2014) and WNh stars shown in Table 1.

We find that the differences between increased factors of the base rates of the standard Vink et al. (2001) wind recipe and the updated high rates of Sabhahit et al. (2022) accounting for enhanced $L/M$ exponents lead to significant changes in the evolutionary behaviour of VMS, highlighting the importance of the qualitative treat-
ment and implementation of stellar wind recipes. We also provide hydrodynamically-consistent radiative transfer models of the primary component of R144 (see App. A1) to consolidate our interpretation of their empirical properties and confirm their stellar parameters.

We find a mass turnover at ~ 1.6 Myr, where all models in our standard grid (adopting the $L/M$-dependent wind) overlap and the initial mass is indistinguishable, irrespective of initial mass of the model. This means that of stars with current masses in the range of 50-100 $M_\odot$ and and age of more than 1.6 Myr, the initial mass range is unknown. This may have consequences for the upper initial masses of stars in the 30Dor cluster which has been confirmed to have an age of 1-2.5 Myr, hosting stars up to 200-300 $M_\odot$.

We find a method which can break the degeneracy of the upper initial mass, by utilising the $X_s$ abundance as a proxy for core H-burning evolution due to the chemically homogeneous nature of VMS. In fact, the H clock is an important tool which can decipher which initial mass range the current observations originated from.

Interestingly, we find an important result due to the nature of $X_s$ abundance for both chemically-mixed VMS and stars in the range 100-150 $M_\odot$ with additional mixing via rotation or overshooting. We find that when estimating the initial mass of massive stars there are two main options, firstly the moderate (80-120 $M_\odot$) mass range where stars are not fully-mixed and the $X_s$ is not a distinguishable factor for values above 30%. Secondly, the extreme initial mass range of masses above 200 $M_\odot$ where stars are chemically-homogeneous and the $X_s$ fraction can be used as a direct clock for the core evolution. The unique opportunity to break this degeneracy in the moderate and extreme options was shown for R144 where the moderate solution is preferred due to the components $X_s = 35$-40%.

Due to these higher $X_s$ abundances of the components of R144, we may more accurately estimate the initial mass range. Alongside the dynamical masses of the components, we can break the degeneracy between extreme and moderate initial mass solutions leading to estimates of 110 $M_\odot$ and 100 $M_\odot$ for the primary and secondary respectively, in this case. However, if we observed similar objects with accurate dynamical masses and surface abundances of 0-20%, we may find an initial mass much higher.

We also present models with a range of internal mixing efficiencies, with our standard models implementing $\alpha_{\text{ov}} = 0.3$ and zero rotation, alongside models which include 40% critical rotation and models which include $\alpha_{\text{ov}} = 0.5$. We find that the $X_s$ abundance is a good proxy for the central H abundance in models with $M_{\text{init}} > 300 M_\odot$ due to their CHE nature and strong winds. Models in the range 80-120 $M_\odot$, however, do not show a linear agreement between $X_s$ abundance and $X_s$ abundance, particularly when including differing internal mixing efficiencies. Therefore, with dynamical masses and surface abundances well established for R144, we estimate the $M_{\text{init}}$ to be 110 $M_\odot$ and 100 $M_\odot$ for the primary and secondary respectively, which corresponds to the moderate initial mass range (see also Shenar et al. 2021).

With uncertainties in $\log_{10}(T_{\text{eff}}/K)$ from spectroscopic analysis, it can be speculative to reproduce HRD positions and subsequently predict viable initial mass ranges as we show in Fig. 8. Moreover, this can also lead to uncertainties in $\log_{10}(R/R_\odot)$, meaning that neither of these stellar parameters are good constraints if there maintains uncertainties from spectral analysis. On the other hand, dynamical masses from eclipsing binaries –while rare– provide a key constraint on the evolution of massive stars. However, due to the nature of VMS we can estimate the $X_s$ abundance as a function of $X_s$ abundance due to the chemical homogeneity of VMS evolution.

We find that it is likely that the WNh stars in 30 Dor may have originated from either moderate or extreme initial mass solutions suggesting that the entire initial mass range 100-1000 $M_\odot$ is possible while having such high luminosities and low $X_s$ abundances. While it remains unknown what exactly is the initial mass of these WNh stars, it is important to consider the wide range of feasible initial masses based on given observations. Therefore, for objects such as VFTS 695 and VFTS 427 we cannot determine if their initial masses were extreme, so initial masses of order 1000 $M_\odot$ are not excluded.

ACKNOWLEDGEMENTS

JSV and ERH are supported by STFC funding under grant number ST/V000233/1 in the context of the BRIDGCE UK Network. AACS is supported by the Deutsche Forschungsgemeinschaft (DFG - German Research Foundation) in the form of an Emmy Noether Research Group (grant number SA4064/1-1, PI Sander).

DATA AVAILABILITY

The data underlying this article will be shared on reasonable request to the corresponding author.

REFERENCES

Almeida L., et al., 2017, Astronomy & Astrophysics, 598, A84
Bastian N., Lardo C., 2018, ARA&A, 56, 83
Belkus H., Van Bever J., Vanbeveren D., 2007, ApJ, 659, 1576
Berg D. A., Erb D. K., Auger M. W., Pettini M., Brommer G. B., 2018, ApJ, 859, 164
Bestenlehner J. M., 2020, MNRAS, 493, 3938
Bestenlehner J. M., et al., 2014, A&A, 570, A38
Björklund R., Sundqvist O. J., Puls J., Najarro F., 2021, A&A, 648, A36
Bouret J. C., Lanz T., Hillier D. J., Heapi S. R., Hubeny I., Lennon D. J., Smith L. J., Evans C. J., 2003, ApJ, 595, 1182
Bouwens R. J., et al., 2016, ApJ, 833, 72
Brands S. A., et al., 2022, arXiv e-prints, p. arXiv:2202.11080
Castor J. I., Abbott D. C., Klein R. I., 1975, ApJ, 195, 157
Choi J., Dotter A., Conroy C., Cantiello M., Paxton B., Johnson B. D., 2016, ApJ, 823, 102
Crowther P. A., 2007, ARA&A, 45, 177
Crowther P. A., Schnurr O., Hirschi R., Yusof N., Parker R. J., Goodwin S. P., Kassim H. A., 2010, MNRAS, 408, 731
Crowther P. A., et al., 2016, MNRAS, 458, 624
Cubert R. H., et al., 2010, The Astrophysical Journal Supplement Series, 189, 240
Evans C. J., et al., 2005, A&A, 437, 467
Evans C. J., et al., 2011, A&A, 530, A108
Figer D. F., 2005, Nature, 434, 192
Gieles M., et al., 2018, MNRAS, 478, 2461
Gräfener G., 2021, A&A, 647, A13
Gräfener G., Hamann W. R., 2008, A&A, 482, 945
Gräfener G., Vink J. S., 2015, A&A, 578, L2
Gräfener G., Vink J. S., de Koter A., Langer N., 2011, A&A, 535, A56
Gräfener G., Owocki S. P., Vink J. S., 2012, A&A, 538, A40
Grevesse N., Sauval A. J., 1998, Space Sci. Rev., 85, 161
Heger A., Langer N., Woosley S. E., 2000, ApJ, 528, 368
Henyey L., Forbes J., Gould N., 1964, The Astrophysical Journal, 139, 306
Higgins E. R., Vink J. S., 2019, A&A, 622, A50
Higgins E. R., Sander A. A. C., Vink J. S., Hirschi R., 2021, MNRAS, 505, 4874
Hirschi R., 2015, in Vink J. S., ed., Astrophysics and Space Science Library Vol. 412, Very Massive Stars in the Local Universe. p. 157 (arXiv:1409.7053), doi:10.1007/978-3-319-09596-7_6

MNRS 000, 000–000 (2022)
With its orbital constraints providing accurate dynamical masses, \( M \), it is possible to obtain mass-loss rates that differ considerably from theoretical recipes. In the empirical analysis of massive stars, it is quite common to obtain empirically derived mass-loss rates that are – within a reasonable error margin – backed by theoretical wind driving studies. This implies that the empirical wind parameters of the mass-loss rate and terminal velocity, \( v_\infty \), calculated from stellar atmosphere models of the observed spectra, indicated by shaded areas in Fig. A1, it is evident that the full combination of derived stellar and wind parameters for the R144 primary is in line with the theoretical modelling results, within \( -0.2 \) dex. For the empirical temperature, the calculated \( M \) and \( v_\infty \) are both slightly too low (by \( -0.2 \) dex) and any temperature shift that would lower one discrepancy would increase the other.

Given that we did not account for any uncertainty in the mass and luminosity in our calculation, it is likely that already a slightly higher value of \( L/M \) would be able to fix this small discrepancy. However, a multi-parameter study of such models is not only beyond the scope of this paper, but also numerically very costly and thus has to be postponed to a separate, later study.

Nonetheless, our atmosphere modelling efforts underline that the empirically derived mass-loss rates are – within a reasonable error margin – backed by theoretical wind driving studies. This implies that the wind mass agrees with the dynamical mass giving confidence to the empirical wind parameters of the mass-loss rate and terminal velocity, \( v_\infty \), calculated from stellar atmosphere models of the observed spectra, indicated by shaded areas in Fig. A1, it is evident that the full combination of derived stellar and wind parameters for the R144 primary is in line with the theoretical modelling results, within \( -0.2 \) dex. For the empirical temperature, the calculated \( M \) and \( v_\infty \) are both slightly too low (by \( -0.2 \) dex) and any temperature shift that would lower one discrepancy would increase the other.

Given that we did not account for any uncertainty in the mass and luminosity in our calculation, it is likely that already a slightly higher value of \( L/M \) would be able to fix this small discrepancy. However, a multi-parameter study of such models is not only beyond the scope of this paper, but also numerically very costly and thus has to be postponed to a separate, later study.

Nonetheless, our atmosphere modelling efforts underline that the empirically derived mass-loss rates are – within a reasonable error margin – backed by theoretical wind driving studies. This implies that the wind mass agrees with the dynamical mass giving confidence to the present day mass estimates.

\[ \text{Very Massive Stars} \]
Figure A1. Mass-loss rates and terminal velocities calculated for a range of hydrodynamically (HD) consistent atmosphere models for the primary component of R144 with $M_{\text{dyn}} = 74 M_\odot$, calculated with the PoWR code. The red dashed line denotes the mass-loss rate as a function of the effective temperature at an optical depth of $\tau = 2/3$. The blue dashed line denotes the corresponding terminal wind velocity derived by the models. Shaded regions highlight the empirically derived parameters for the R144 primary from Shenar et al. (2021) including error margins. The vertical dashed lines mark the empirically derived temperature range for $T_{2/3}$, the temperature calculated at an optical depth of $\tau = 2/3$. 