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Distant supervision (DS) has been widely used for relation extraction (RE), which automatically generates large-scale labeled data. However, there is a wrong labeling problem, which affects the performance of RE. Besides, the existing method suffers from the lack of useful semantic features for some positive training instances. To address the above problems, we propose a novel RE model with sentence selection and interaction representation for distantly supervised RE. First, we propose a pattern method based on the relation trigger words as a sentence selector to filter out noisy sentences to alleviate the wrong labeling problem. After clean instances are obtained, we propose the interaction representation using the word-level attention mechanism-based entity pairs to dynamically increase the weights of the words related to entity pairs, which can provide more useful semantic information for relation prediction. The proposed model outperforms the strongest baseline by 2.61 in F1-score on a widely used dataset, which proves that our model performs significantly better than the state-of-the-art RE systems.

1. Introduction

The relation extraction (RE) task is to identify the relational facts from plain text. It is an important task in natural language processing (NLP) and has been widely used in many intelligent applications such as knowledge graph (KG) construction [1] and question answering (QA) [2].

In recent years, supervised learning methods have achieved great progress in the RE task. However, as with other NLP tasks, most existing supervised RE methods suffer from the lack of high-quality training data, because manually labeled data is time-consuming and labor-intensive.

To solve the above human-labeled data problem, distant supervision (DS) is firstly used by Mintz et al. [3] for RE, which can build training data quickly and automatically by aligning plain texts and knowledge base (KB). DS is based on the following assumption: if two entities have a relation in the triple of KB, then all sentences that contain these two entities will express this relation.

Although DS is an effective method to annotate corpus automatically, its assumption is too strong. When there is only one relation in an entity pair in triples of KB, sentences that do not express the relation in the triple are still forced to be labeled this relation. Thus, DS always suffers from a noisy labeling problem. Figure 1 shows some examples of the alignment between plain texts and KB via DS. For example, the relation /business/company/founders and entity pair (Microsoft, Bill Gates) constitute a triple in KB; the sentences from S1 to S6 containing the entity pair (Microsoft, Bill Gates) will be considered as valid instances for relation /business/company/founders. However, the sentences S5 and S6 express different relations; they are wrongly labeled as training instances for the relation /business/company/founders. Thus, DS introduces noise into the training data. In addition, the entity pair may have multiple relations in KB. When the triples and the texts are aligned, the DS assumption may also fail, which results in wrong labels. For instance, there are two relations between two entities (New Zealand, Wellington) in Freebase, namely, /location/location/contains and /location/country/capital. According to DS, sentences S7 to S9
containing the same entity pair (New Zealand, Wellington) are labeled as the above two relations, respectively. But in fact, these three sentences only correctly describe the relation /location/location/contains, and the relation /location/country/capital is the noisy label. Therefore, DS introduces noise in the dataset regardless of the single relation or multiple relations between the entity pairs in KB. Ru et al. [4] have surveyed the percentage of noisy labeled data introduced by DS in a real corpus which is resulted from a subset of Wikipedia. The average error rate of labeled data is 74.1%, which may seriously affect the performance of RE. The wrong labels generated by DS is a very tricky problem and a main challenge in the RE task. If the noisy labeled data can be removed from the training data, it is promising to greatly improve the performance of DS for RE.

To alleviate the wrong labeling problem, multi-instance learning [5–7] is applied to RE. The multi-instance learning divides sentences containing the same entity pair into a bag, which is labeled as the corresponding relation. Therefore, the training and testing process has proceeded at the bag level. However, traditional feature-based methods [5–7] have typically applied traditional machine learning models and elaborately designed features to training data. Most of these features are extracted directly by NLP tools for RE. Meanwhile, there are inevitable errors in the NLP tools that can lead to error propagation or accumulation. To avoid relying on external tools, some recent works [8–11] proposes to apply deep neural networks to extract features for RE without the NLP tools. These neural network methods automatically extract features for labeled training data obtained by DS, avoiding the dependence on NLP tools and without the need for artificially well-designed features. However, existing extraction methods in DS still face two challenges.

(1) Wrong Label. In multi-instance learning, the bag contains noisy sentences mentioning the same entity pair but possibly not describing the same relation. As a result, the bags contain positive instances and partial noise data. Zeng et al. [8] apply the multi-instance learning strategy and at least one hypothesis to extract relations on training data, which choose a most likely useful sentence to represent the bag. However, when there is no sentence in the bag describing the relation, a sentence is still selected to represent the bag. Lin et al. [10] use sentence-level attention to encode the bag. Although their method has proven to be effective, the harmful noisy sentences are also assigned small but still positive weights, which means the noise effect is not eliminated. Ru et al. [4] propose a semantic Jaccard algorithm to reduce the wrong labels. These methods have effectively alleviated the impact of noisy data on RE tasks, but there are still wrong labeling problem, especially if an entity pair has multiple labels.

(2) Feature Sparsity. Another challenge is the feature sparsity problem, namely, RE suffers from the lack of useful semantic features. Zeng et al. [8] use at least one hypothesis to select only one sentence to represent the bag information for the same entity pair, which will lose a large amount of useful information containing in those neglected sentences. Lin et al. [10] propose sentence-level attention to assign different weights to all sentences in the same entity pair. In the RE task, a single sentence contains less semantic information, and most RE
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**Figure 1:** The alignment process of DS between KB and plain texts.
methods extract global context features of sentences while ignoring the crucial information related to entity pairs.

To handle the first challenge, inspired by Wang et al. [11], we propose a pattern method based on relation trigger word, which is a sentence selector to filter wrong labeling sentences. Wang et al. [11] assume that each relation in KG has one or more sentence patterns that can describe the meaning of the relation, and they replace the entities contained in the sentence with the type of the entity in KG to generate the sentence pattern. For example, in the sentence “He is next scheduled to perform with the Ornette Coleman quartet in Kongsberg, Norway, on July 6.”, their method replaces “in Kongsberg, Norway” with the type “in PLACE, PLACE” to form a sentence pattern “in A, B” which means “B contains A” and indicates the relation “/location/location/contains”. Then, this sentence is expressed as “He is next scheduled to perform with the Ornette Coleman quartet in PLACE, PLACE, on July 6.” Different from their method, we analyze the structure of the sentence instead of substituting the entity with the type and use the pattern method based on relation trigger word to filter noisy sentences. More specifically, the sentence selector selects the relation trigger words by calculating the semantic similarity between the related phrases in the KB and the sentences containing the entity pairs. Then, the selector uses the pattern method based on the relation trigger words to determine if the sentences are noisy and filter sentences with wrong labels. Ideally, the sentence selector filters out all the wrong label sentences, so that the model can construct a dataset similar to the supervised RE, which is conducive to improve the accuracy of RE. To solve the second challenge, we use the interaction representation between entity pairs and sentences as a supplementary feature for the relation extractor to better reflect the semantic relation between words and entity pairs in the sentence. Specifically, our model uses the word-level attention mechanism-based entity pairs to dynamically increase the weights of the words related to entity pairs and reduce the weights of the trivial words in the sentences. The words related to entity pairs may be related to relations, which may provide more useful information for RE. Ideally, the words related to entity pairs will become the main components in the sentence encoding, which may improve the performance of RE.

The major contributions of our work can be listed as follows.

(1) To solve the wrong labeling problem, we propose a pattern method based on the relation trigger words as a sentence selector to filter out noisy sentences.

(2) To alleviate the feature sparse problem, we present an interaction representation between entity pairs and sentences as a supplementary feature to make full use of the implicit information existing in the sentence.

(3) Experiments on real-world datasets indicate that our approach outperforms previous state-of-the-art baselines.

2. Related Work

RE is one of the widely studied topics in NLP. To improve the performance of the relation extractor, various supervised learning methods have been proposed, which mainly include Naive Bayes [12], support vector machines [13], and maximum entropy [14]. Although supervised methods demonstrate superior performance in RE tasks, these methods rely overly on human-annotated training data. These data annotated are expensive and inefficient. In addition, the quantity of these data is limited.

To address the above problem, DS is proposed by Mintz et al. [3] to generate a large corpus without expensive manual annotation. However, DS introduces noise data, and these noises will seriously hurt the performance of RE. To reduce the influence of noise data, Riedel et al. [5] use multi-instance learning and expressed at least once assumption for distantly supervised RE. Hoffmann et al. [6] propose a probabilistic graphical model to deal with overlapping relations in the RE task. Surdeanu et al. [7] learn a Bayesian framework by expectation maximization (EM) algorithm.

Recently, neural network models have been successfully applied to RE. Zeng et al. [8] propose the piecewise convolutional neural network (PCNN) that segments the sentence according to the position of the entity pair, improving the performance of distantly supervised RE. Lin et al. [10] first present a sentence-level attention mechanism to assign higher weights to all the valid sentences in the bag and achieve amazing results. Zeng et al. [15] introduce a path-based neural extraction model to encode the relational semantic information from both direct sentences and inference chains that can be built between two target entities via intermediate entities. Motivated by the hypertext-induced topic search (HITS) [16] algorithm, and selecting cluster centroids method such as K-means, latent semantic analysis (LSA) [17], or nonnegative matrix factorization (NMF) [18], Phi et al. [19] formulate wrong label reduction tasks as ranking problems according to different ranking criteria. He et al. [20] divide the original classification task into sub-tasks in different levels and construct a tree-like categorization structure. With the tree-like structure, unlabelled relation sentences are progressively categorized along the path from the root node to the leaf node. Ru et al. [4] use a semantic Jaccard similarity algorithm to select a core dependency phrase to represent the sentence to alleviate the noise data. Qu et al. [21] inspired by TransE [22] and KG completion [23] use the approximate representation of the relation vector to calculate the attention of each word in the sentence. Zhou et al. [24] present a novel hierarchical selective attention model for RE, which uses coarse sentence-level attention...
to select the most relevant sentences and word-level attention to obtain sentence representations. Zhao et al. [25] also design a hierarchical-attention mechanism, which is aimed at selecting the most informative features for RE. Sun et al. [26] introduce a multthead self-attention network to learn the sentence representation without any convolutional and recurrent operations. Vashishth et al. [27] present a novel RE method based on graph convolution networks, which makes use of relevant side information, such as entity type and relation alias from KB, for improving distant supervision RE. To effectively alleviate class imbalance, Ye and Luo [28] present a general ranking-based multilabel learning framework combined with the convolutional neural network (CNN). Mitra et al. [29] propose a multiview-based deep neural network model, which combines CNN and Bidirectional Long Short Term Memory (Bi-LSTM) network along with a multilayer perceptron (MLP). Shi et al. [30] propose an advanced graph neural network, which assigns higher weights to those direct neighbor words that contribute more to relation prediction through breadth exploration. Ouyang et al. [31] use graph attention networks to encode syntactic features, which obtain the important semantic information of related words in each sentence. Phi et al. [32] combine a bidirectional gated recurrent unit (BiGRU) model with a form of hierarchical attention that enhances the performance of the distantly supervised RE task. To get better sentence context representation, Jat et al. [33] propose two word-level attention models for distantly supervised RE, viz., a BiGRU-based word-level attention model and an entity-centric attention model. Geng et al. [34] employ bidirectional tree-structured long short-term memory (LSTM) to extract structural features based on the dependency tree in the sentence. Ye et al. [35] present a unified framework to integrate relation constraints with the neural network by introducing constraint loss.

In addition to the methods above, reinforcement learning (RL) has been successfully applied to RE tasks to improve extracting performance. Feng et al. [36] and Zeng et al. [37] introduce RL to select high-quality sentences. Qin et al. [38] employ RL to redistribute wrong-labeled instances into the negative set. Sun et al. [39] propose an RL-based bag-level label denoising model, which applies the policy network to correct wrong labels. Chen et al. [40] present a sentence-level label denoising model based on RL to solve the noisy labeling problem. These methods have effectively reduced the impact of wrongly annotated data in the RE task, but noisy sentences are not completely removed. Meanwhile, most methods have the feature sparsity problem. Thus, we propose a distantly supervised RE method with sentence selection and interaction representation to filter out noisy sentences and to extract more useful information from sentences. The differences between our method and previous methods are as follows: Lin et al. [10] use the sentence-level attention method to assign more weight to useful sentences and effectively alleviate the wrong labeling problem, but they also assign small weights to harmful noisy sentences. Therefore, the noise problem still exists. Feng et al. [36], Zeng et al. [37], Qin et al. [38], and Sun et al. [39] use the policy gradient method to solve the wrong labeling problem. Chen et al. [40] employ Deep Q Network (DQN) to reduce the noisy labels. Feng et al. [36] and Zeng et al. [37] filter noise sentences. Qin et al. [38] redistribute false-positive samples into negative examples. Sun et al. [39] correct the bag-level noisy labels, but the bags still contain noisy sentences. Chen et al. [40] aim to filter sentence-level noise labels. In addition, these methods mentioned above all use the typical neural network model PCNN or CNN to obtain the feature representation of the sentence, ignoring the implicit information of the sentence and the correlation degree between the entity pair and the different words in the sentence. Unlike them, we use the related phrases in the KB as prior knowledge to obtain relation trigger words and propose a pattern method based on the relation trigger words as a sentence selector to filter out noisy sentences. Moreover, to obtain more sentence feature information, we propose the interaction representation using the word-level attention mechanism-based entity pairs to allot larger attention weights to those words related to entity pairs and improve the performance of RE.

3. Methodology

As shown in Figure 2, based on the original labeled data generated by DS, we decompose the RE task into two subproblems in our work: sentence selecting and relation extracting. For the sentence selecting problem, we construct a sentence selector to filter out sentences annotated with wrong labels by pattern method based on the relation trigger words. The selector extracts the relation trigger words via the semantic similarity between the relation phrase in KB and the sentence in the dataset of DS and chooses the high-quality sentences via pattern based on the relation trigger words. For the relation extracting problem, we present the interaction representation between entity pairs and sentences, which fully considers the useful information implied by sentences and entity pairs. Then, we use PCNN to automatically learn sentence features based on high-quality sentences and concatenate these features and interaction representation as the entire sentence representation. Afterward, we employ the existing sentence-level attention model to acquire the bag representation. Finally, the bag representation is fed into the softmax classifier to predict the relation.

3.1. Problem Definition

3.1.1. Distantly Supervised Data. The distantly supervised data \((h, t, r, s)\) is generated by aligning the triple \((h, t, r)\) composed of the head entity \(h\), tail entity \(t\), and relation \(r\) in the existing KB with the plain text \(s\). For example, the entity pair (Bill Gates, Microsoft) in Figure 1 has a relation /business/company/founders in freebase, and sentence S1 containing these two entities is labeled as relation /business/company/founders.

3.1.2. Sentence Selecting. Given a set of data \(X = \{(h_1, t_1, r_1, s_1), (h_2, t_2, r_2, s_2), \ldots, (h_n, t_n, r_n, s_n)\}\), target relation sets \(R = \{r_1, r_2, \ldots, r_m\}\), and pattern sets \(P = \{p_1, p_2, \ldots, p_m\}\), sentence selection is aimed at selecting the correct sentences by pattern method based on the relation trigger words.
relation $r$ can correspond to multiple patterns $p$, where $r \in R$ and $p \in P$. The pattern $p$ is denoted as a triple $(\text{type}_1, \text{trigger}, \text{type}_2)$, where $\text{type}_1$ is the type of head entity $h$, $\text{type}_2$ is the type of tail entity $t$, and trigger is the relation trigger words that can represent the target relation in any entity pairs. Instance-pattern $p'$ is expressed as the triple $(h, \text{trigger}, t)$, which is the entity types in pattern triple are replaced with the specific entity pair. For example, the sentence “He is next scheduled to perform with the Ornette Coleman quartet in Kongsberg, Norway, on July 6.” containing the entity pair (Kongsberg, Norway) in Table 1 has a relation label /location/location/contains. It is obvious that the pattern $p$ is (LOCATION, in, LOCATION), and the instance-pattern $p'$ is (Kongsberg, in, Norway) in this sentence.

3.1.3. Relation Extracting. In multi-instance learning, sentences with the same entity pair compose a bag, expressed as $(h, t, \{s_1, s_2, \cdots, s_N\})$; RE aims to identify the relation $r$ for the entity pair $(h, t)$ in the bag.

3.2. Sentence Selection

3.2.1. Relation Trigger Words. To better distinguish between the wrong and the correct label, we use the cosine similarity algorithm to calculate the semantic similarity between words and related phrases. The word embedding is used to represent all the words in sentences and relational phrases of KB. Then, we calculate the cosine similarity of word vectors between the relation phrase and the sentence. The maximum value of the cosine similarity is the semantic similarity between the sentence and the related phrase. The threshold we set is used to filter sentences with low similarity, and the remaining sentences are sent as input to the relation extractor.

(1) Word Embedding. Word embedding is a distributed representation of words that maps words in sentences and related phrases to real-valued vectors. For each sentence, the vector of the word $W$ is expressed as $WE_i$, the sentence consisting of $m$ words is represented as $s = [WE_1; WE_2; \cdots; WE_m] \in \mathbb{R}^{dw}$, where $m$ is the number of words in a sentence, and $dw$ is the dimension of word vector. Given a relation phrase containing $n$ words, the word vector in the related phrases is represented as $VE_j$. Thus, we use $r = [VE_1; VE_2; \cdots; VE_n] \in \mathbb{R}^{dw}$ to express the relation encoding, where $n$ is the number of words in a relation phrase.

We calculate the cosine similarity value for each word vector between the sentence and the relation phrase:
Given a similarity threshold $\delta$, if the semantic similarity score between the sentence and the relation is not less than the threshold $\delta$, then the sentence has the relation trigger word; otherwise, the sentence has no relation trigger word.

$$\text{trigger} = \begin{cases} \text{WORD} & \text{sim}(s, r) \geq \delta, \\ \emptyset & \text{sim}(s, r) < \delta, \end{cases}$$

where $\emptyset$ represents no relation trigger word.

### 3.2.2. Pattern Based on the Relation Trigger Words

The training data generated by the DS still have a lot of noise, which makes the effect of the RE task unsatisfactory. If the wrong labels can be removed from the training data, the performance of the RE can be greatly improved. Wang et al. [41] propose a label-free DS method for RE via KG embedding. They make no use of the relation labels under distantly supervised datasets, but only use the prior knowledge derived from the KG to supervise the extractor learning directly and softly. They assume that each relation in the KG has one or more sentence patterns that can describe the meaning of the relation. Their model achieves good results, which fully proves that each relation has one or more sentence patterns describing its meaning. Therefore, we believe that the pattern method based on the relation trigger words can also effectively reduce wrong labels for RE tasks.

In the training data obtained by DS, when there are multiple relations between two entities, the assumption of DS may fail. Thus, we first use the pattern method based on the relation trigger words to choose the correct sentences. Target relation sets $\mathcal{R}$, pattern sets $\mathcal{P}$, and sentence sets $\mathcal{S}$ are given, where $r \in \mathcal{R}$, $p \in \mathcal{P}$, and $s \in \mathcal{S}$. A relation label set $\mathcal{R}(h, t, s) = \{r_1, r_2, \ldots, r_n\}$ denotes the set of relation label in the sentence $s$ containing the same entity pairs $(h, t)$, where the correlation between sentences and relations in DS can be represented by the bipartite graph in Figure 3(a). A relation $r$ can correspond to 0 or multiple patterns $p$, and $\text{Pattern}(r) = \{p_1, p_2, \ldots, p_n\}$ represents the pattern set corresponding to the relation, where $\text{Pattern}(r) \subseteq \mathcal{P}$. In the paper, we only consider that a pattern can express at most one relation, so that the relation $r$ corresponding to the pattern $p$ is represented by $\mathcal{R}(p) = r$. The relations and patterns in Figure 3(b) are one-to-many correspondences. Because a pattern $p$ can match multiple sentences, and a sentence $s$ can correspond to multiple patterns, patterns and sentences have many-to-many correspondences in Figure 3(c). Similarly, the pattern $p$ and the instance-pattern $p'$ have one-to-many correspondences in Figure 3(d), and the instance-pattern $p'$ and the sentence with the same entity pair have many-to-many correspondences in Figure 3(e).

To alleviate the noisy data, the pattern method based on the relation trigger words is used to select high-quality sentences. The main idea of the pattern method: if the relation corresponding to the pattern is in the label set of the sentence and the instance-pattern appears in the sentence, we determine that the relation corresponding to the pattern is the

| Sentences | Labels (relations) | Patterns |
|-----------|-------------------|----------|
| He is next scheduled to perform with the Ornette Coleman quartet in Kongsberg, Norway, on July 6. | /Location/location/contains LOCATION, in LOCATION | (LOCATION, in LOCATION) |
| ... Said Mr. Cho, 25, who wanted to Seoul, South Korea, and educated at a boarding school in Scotland. | /Location/location/contains LOCATION, to LOCATION | (LOCATION, to LOCATION) |
| She said the state’s division of special revenue was investigating the incident, which took place at the studios of Wtic television in Hartford, where the drawing is televised. | /Broadcast/content/location BROADCAST, in LOCATION | (BROADCAST, in LOCATION) |
| He was George Mcgovern of South Dakota—not Frank church of Idaho, who was involved in other antigwar legislation. | /People/person/nationality PEOPLE, in LOCATION | (PEOPLE, in LOCATION) |
| We definitely needed to make a change, “Gian Giacomo Ferraris, the chief executive of Jil Sander, said from Milan, where Prada is based. Monsanto, based in St. Louis, licenses its biotechnology traits to seed companies, including Delta, which incorporate them in their own varieties. Noting that Charles Darwin is buried in Westminster Abbey, Dr. Barrow said that in contrast with the so-called culture wars in America, science and religion had long coexisted peaceably in England. ” | /Business/business_location/parent_company BUSINESS, in LOCATION, where is based COMPANY | (COMPANY, based in LOCATION) |
| President Franklin D. Roosevelt was born in Hyde Park in Dutchess county and often resided there during his presidency, inspiring the country to live without fear through the great depression and world war ii. | /People/place_of_birth PEOPLE, born in LOCATION | (PEOPLE, born in LOCATION) |
correct label for the sentence; otherwise, the label is wrong. It is described as

\[ M(p', s) = \text{Include}(p', s) \land R(p, s), \]  

where \( \text{Include}(p', s) \) is used to determine whether the instance-pattern is in the sentence. \( R(p, s) \) is used to determine whether the relation corresponding to the pattern is in the label set of the sentence. When the pattern and the sentence, the instance-pattern and the sentence are successfully matched at the same time, the relation label of the sentence is considered to be correct, and \( M(p', s) \) is 1, otherwise, it is 0.

The matching result of the pattern and the sentence is expressed as

\[ R(p, s) = \begin{cases} 1, & \text{Relation}'(p) \in \text{Relation}(h, t, s), \\ 0, & \text{otherwise}, \end{cases} \]

where \( \text{Relation}(h, t, s) \) is the relation label set of the sentence \( s \) that contains the same entity pair \( (h, t) \). If the label set of the sentence includes the relation corresponding to the pattern, it is considered that the current sentence \( s \) and pattern \( p \) are matchable. When the pattern matches the sentence, \( R(p, s) \) is 1, otherwise, \( R(p, s) \) is 0.

After the matching result of the pattern and the sentence is obtained, an entity pair in the sentence replace the entity types of pattern to generate the instance-pattern. Then, we define the matching formula between the instance-pattern, and the sentence is defined as

\[ \text{Include}(p', s) = \begin{cases} 1, & \text{if } p' \text{ in } s, \\ 0, & \text{otherwise}. \end{cases} \]  

If the instance-pattern appears in the sentence, the instance-pattern \( p' \) is considered to match the sentence \( s \), which \( \text{Include}(p', s) \) is 1, otherwise, \( \text{Include}(p', s) \) is 0.

The pattern method can select high-quality sentences. For example, the relation trigger word "founded" of the sentence S1 in Figure 1 and the related word "founders" have a strong semantic relation. Such sentences are easily selected. However, the semantic relation between the relation trigger word and the relation label in some sentences is relatively weak. As shown in Table 1, the sentence "He is next scheduled to perform with the Ornette Coleman quartet in Kongsberg, Norway, on July 6." has a relation trigger word "in," which has a weak semantic relation with the related word "contains." Such trigger words are difficult to find. We found that relations related to the location are prone to weakly associated trigger words. Thus, we have summarized these patterns corresponding to 7 specific relations, as shown in Table 1.

3.3. Relation Extractor. The single sentence contains less semantic information in distantly supervised RE, and most RE methods extract global context features of sentences, while ignoring the implicit information between the entity pair and the different words in the sentence. Thus, we introduce the interaction representation between entity pairs and sentences as a supplementary feature for the RE task. We use BiLSTM to obtain the semantic representation of the sentence and mentioned entity pair, respectively.
interaction representation between entity pairs and sentences is calculated. Afterward, we apply PCNN to obtain sentence features and concatenate these features and interaction representation as the entire sentence representation. These entire sentence representations are assigned different weights by sentence-level attention to obtain bag representation. Finally, the bag representation is fed into the softmax classifier to predict the relation.

3.3.1. Sentence Feature with PCNN. As a sentence encoder, PCNN has performed satisfactorily in the RE tasks and captures structural information between two entities [8, 10]. Given two entities \( (h, t) \), the PCNNs divide the sentence into three segments based on the location of the entity pair: the piece between the head entity \( h \) and the tail entity \( t \), the piece before \( h \), and the piece after \( t \). These three parts relate to characters inside or around two entities, respectively, and are treated as one internal context and two external contexts. Figure 4 displays the architecture of the PCNNs module. We concatenate word embedding and position embedding as input to PCNN.

(1) Position Embedding. Zeng et al. [42] first propose position embedding to specify entity pairs. Position embedding is defined as the combination of relative distances from the current word to the head entity \( h \) and tail entity \( t \). For example, the relative distances of "founded" in sentence S1 to head entity "Microsoft" and tail entity "Bill Gates" are 4 and -1, respectively. The initial embedding matrix is randomly generated. Then, we look up the vector of two relative distances \( \text{WE}_{h,i} \) and \( \text{WE}_{t,i} \) to form a word representation, \( \text{WE} = [\text{WE}_h; \text{PE}_{h,1}; \text{PE}_{h,2}] \). Then, the sentence representation will be \( s = [\text{WE}_1; \text{WE}_2; \cdots; \text{WE}_m] \), where \( s \in \mathbb{R}^{mxd} \), \( d = d_w + d_p \times 2 \) denotes the dimension of the final word vector, and \( d_p \) represents the dimension of the position vector.

As shown in Figure 4, the PCNN is mainly composed of two parts. One is the convolutional layer, which uses convolution operations to flexibly extract the local features of the sentence. The calculated representation of the \( i \)-th filter of the convolutional layer is \( M_i = \text{CNN}_{i}(s) \), where \( i = 1, 2, \cdots, d_c \). Another is piecewise max pooling. The output of the convolutional filter \( M_i \) is divided into three segments according to the position of the entity pair, and these three pieces are denoted as \( M_{i,1} \), \( M_{i,2} \), and \( M_{i,3} \). Then, the piecewise max-pooling finds the maximum value of each segment separately, which is defined as

\[
z_i = \max (M_{i,j}), 1 \leq i \leq d_c, 1 \leq j \leq 3.
\]  

After piecewise max pooling, we can obtain a 3-dimensional vector \( z_i = [z_{i,1}, z_{i,2}, z_{i,3}] \). Then, we concatenate all the vectors to represent as \( z_{1:d} \) and use a nonlinear function, such as hyperbolic tangent. Finally, the output of PCNNs is the sentence feature, which is expressed as

\[
Q_{\text{pcnn}} = \tanh (z_{1:d}).
\]  

3.3.2. Interaction Representation. To get better sentence encoding, Jat et al. [33] used word-level attention related to entity pairs and relations to learn attention weights, and the quality of the attention weights obtained is closely related to the relation vectors. For obtaining more semantic information in RE tasks, we propose the interaction representation using the word-level attention mechanism-based entity pairs. The difference from the method proposed by Jat et al. [33] is that we do not use the relation vectors when we learn attention weights. Our approach is more like machine reading comprehension [43]. Given entity pairs and sentences, the entity pair are regarded as crucial words of the query. We use the query to find the answer in the sentence, find the words related to the entity pair, and get the matching score matrix. Then, the attention weights and sentence representation are calculated. Specifically, as shown in Figure 5, we use BiLSTM to obtain the vector representation of the entity pairs and the sentences, respectively. Then, the interaction representation between entity pairs and sentences is calculated. As we all know, LSTMs are suitable for processing
sequential data such as text and speech because they retain a hidden state vector that changes with the input data at each step. Given the word sequences \( f_1, a_2, \ldots, a_m \), the vector sequence is denoted as \( \{WE_1, WE_2, \ldots, WE_m\} \). We use BiLSTM to extract the semantic features, where the encoding representation of word sequences consists of vertically connecting between forward and backward hidden states. At the time step \( t \), the hidden layer states of the forward LSTM and the backward LSTM can be briefly described as:

\[
ht^! = \text{LSTM}(WE_t) \quad \text{and} \quad h_t^! = \text{LSTM}(WE_t),
\]

where \( h_t^! \) is the hidden state of the forward LSTM and \( h_t^! \) is the hidden state of the backward LSTM. Then, we concatenate the forward hidden state and the backward hidden state as follows:

\[
ht = [h^!_t, h^!_t].
\]

Our model uses two BiLSTMs to extract the context representation and semantic features of word sequences. The vectors for entity pairs and sentences obtained by BiLSTMs are expressed as \( h_{en} \) and \( h_{sen} \), respectively. After getting the contextual embeddings of the entity pair and sentence, we calculate the match score for each word between the entity pair and the sentence, which is represented as follows:

\[
H(i,j) = h_{en}(i) \cdot h_{sen}(j),
\]

where matrix \( H \in \mathbb{R}^{m \times m} \) represents the matching score of the context representation between the entity pair and the sentence. \( m_{en} \) denotes the number of entities in an entity pair. \( m \) is the length of the sentence. The matrix \( H(i,j) \) represents the sum of the dot product of the context representation between the \( i \)-th word in the entity pair and the \( j \)-th word in the sentence.

After obtaining the matching score matrix \( H \), we use a column-wise softmax function to obtain probability distributions in each column, which calculates the importance of each word in the entity pair to each word in the sentence. Thus, the calculation process of the word-level attention distribution based on entity pairs is as follows:

\[
\alpha(t) = \text{softmax}(H(1,t), \ldots, H(m,t)),
\]

\[
\alpha = [\alpha(1), \alpha(2), \ldots, \alpha(m_{en})],
\]

where \( \alpha(t) \) indicates the probability distributions obtained by using the softmax function for all values in the column \( t \).

We select the maximum value of each row from the probability distributions \( \alpha \) and perform the softmax function on the result to obtain the final attention weights, which calculates the importance of the entity pair to each word in the sentence. The final attention weights \( q \) are computed as:

\[
q = \text{softmax}(\max_{t=1}^{m} \alpha(t)).
\]

The interaction representation is expressed as:

\[
Q_{IR} = q \odot \tilde{h}_{sen},
\]

\[
\tilde{h}_{sen} = \tilde{h}_t^! \odot \tilde{h}_t^!.
\]
where $\oplus$ represents the element-wise sum. Here, we use the element-wise sum to combine the forward and backward hidden layer states of the word sequence in the sentence, which is expressed as $h_{\text{sen}}$. $\otimes$ represents the element-wise multiplication.

As shown in Figure 2, we concatenate the PCNN-based sentence feature $Q_{\text{pcnn}}$ with the interaction representation $Q_{\text{IR}}$ to get the final sentence representation $Q$.

$$Q = [Q_{\text{pcnn}} ; Q_{\text{IR}}].$$

3.3.3. Sentence-Level Attention. Similar to the previous study [10], the sentence-level attention model is used to obtain the bag representation for RE. The bag matrix $G$ consisting of sentence representations is described as:

$$G = [Q_1 ; Q_2 ; \cdots ; Q_n].$$

The attention weights of the sentences in the bag are calculated as:

$$u_i = Q_i A r,$$

$$\beta_i = \frac{\exp(u_i)}{\sum_i \exp(u_i)},$$

where $u_i$ is the correlation degree between sentences and relation labels. $A$ is a weighted diagonal matrix. $r$ is the query vector associated with relations which indicates the representation of relations. $\beta_i$ is the attention weight of the $i$-th sentence in the bag.

The final bag embedding $\tilde{G}$ is computed as a weighted sum of these sentence representation:

$$\tilde{G} = \sum_i \beta_i Q_i.$$  

3.3.4. Objection Function and Optimization. Given an entity pair and all the sentences mentioning these two entities $(h, t, \{s_1, s_2, \cdots, s_m\}), B = \{s_1, s_2, \cdots, s_m\}$ represents a bag, which is a collection of sentences with the same pair of entities. We define the conditional probability $p(r | B, \theta)$ through the softmax function to calculate the confidence of each possible relation:

$$p(r | B, \theta) = \frac{\exp(o_r)}{\sum_k \exp(o_k)},$$

where $n_r$ denotes the number of relations. $o$ represents the final output of the neural network, which is defined as follows:

$$o = M \tilde{G} + d,$$

where $M$ is the transformation matrix. $d$ is a bias vector.

Finally, we define the objection function using cross-entropy.

$$J(\theta) = \sum_{i=1}^{n} \log(p(r_i | B_i, \theta)),$$

where $B_i$ is the $i$-th bag in the training data, $r_i$ is a possible relation label in the bag $B_i$, $\theta$ represents all parameters of our model. To solve the optimization problem, similar to previous studies [8, 10], we apply stochastic gradient descent (SGD) to minimize the objection function.

4. Experiments

4.1. Dataset and Evaluation Metrics. We evaluate our method on a widely used dataset (available at http://iesl.cs.umass.edu/riedel/ecml/), which is generated by Riedel et al. [5]. This dataset is developed by aligning the triples consisting of entity pairs and relations in Freebase with the New York Times NYT corpus. The dataset includes 53 relations containing the label “NA,” which indicates there is no relation between two entities. The statistics of the used dataset are shown in Table 2.

Similar to previous work [8, 10], we use the held-out evaluation to evaluate our model, which evaluates our model by comparing the predictions in the testing set with the relational facts in Freebase. In our experiments, we use precision/recall curves, the highest F1 value, and P@N metrics to evaluate the model in all aspects.

4.2. Parameter Settings

4.2.1. Word and Entity Embedding. Similar to previous works [10, 38], we apply the word2vec (https://code.google.com/p/word2vec/) tool to train the word embeddings and entity embeddings in the NYT corpus. To better complete the RE task, we use word embeddings obtained by word2vec as the initial representation of the word and add position embeddings according to the relative distance of the word to the two entities in the sentence.

In our experiments, we tune our model adopting threefold validation. The whole parameter settings of our model are listed in Table 3. For the parameters of our model, we set the dimension of word embedding and entity embedding $d_w = 50$, the position embedding $d_p = 5$, the number of feature maps $d_f = 230$, the window size $l = 3$, the learning rate $\lambda = 0.01$, the dropout probability $p = 0.5$, and the similarity threshold $\delta = 0.6$. The batch size is fixed to 160.

4.3. Baselines. To evaluate the effect of our model, we compared the proposed model with five strong baselines (traditional feature-based methods: Mintz, MultiR, and MIML; Neural Network Approaches: PCNN+ATT, PCNN+RL).

Traditional feature-based methods

(i) Mintz is a traditional feature-based RE method proposed by Mintz et al. [3]

(ii) MultiR is a novel approach presented by Hoffmann et al. [6] for multi-instance learning, which is to
resolve overlapping relations on the distantly supervised RE

(iii) MIML [7] is an approach to multi-instance multi-label learning for RE, which employs a graphical model with latent variables

Neural network approaches

(i) PCNN + ATT [10] is currently the most advanced neural network approaches in distantly supervised RE, which applies the PCNN module to obtain sentence feature, and sentence-level attention to alleviate the weights of those noisy instances

(ii) PCNN + RL [38] use RL to redistribute wrong-labeled instances into the negative set and PCNN+ATT module to generate bag encoding

In order to fully demonstrate the effectiveness of our proposed methods, we have designed three different methods for the PCNN+ATT model.

(i) PCNN + ATT + SS employs the pattern method based on relation trigger word to filter the wrong labels, and the filtered data is feed to the PCNN + ATT extractor for training and testing

(ii) PCNN + ATT + IR uses the interaction representation between entity pairs and sentences as a supplementary feature for the RE

(iii) PCNN + ATT + SS + IR combines the above two methods

4.4. Experimental Results and Analysis

4.4.1. Results Analysis and Evaluation

(1) Similarity Threshold Selection (Performance Comparison of Different Semantic Similarity Thresholds). To select the right value for the semantic similarity threshold, we compare the precision of the proposed method under different similarity thresholds. Figure 6 shows the precisions of our method when the value of the semantic similarity threshold varies from 0 to 0.9. From Figure 6, we can observe the following.

In Figure 6, our method achieves the highest precision when the semantic similarity threshold is 0.6. When the threshold is less than 0.6, the dataset obtained by our method may contain more noisy sentences, which affects the performance of RE. When the threshold is gradually increased, more and more noisy data is removed, and the precision of RE becomes higher and higher. However, when the threshold is greater than 0.6, some correct instances are filtered out, which causes the dataset to become smaller and contains less useful information, and it is impossible to train the relation extractor that performs well enough. When the threshold is
greater than 0.6, the precision decreases with the increase of the threshold value. Thus, we set the semantic similarity threshold to 0.6 in the paper.

(2) Precision/Recall Curves (Performance Comparison of Different Methods). Figure 7 shows the precision/recall curves of our method and five strong baselines, we have the following observations.

In Figure 7, we compare three traditional feature-based methods, including Mintz, MultiR, and MIML, to our proposed PCNN+ATT + SS + IR via precision/recall curves. It can be seen that the precision of PCNN+ATT + SS + IR is always better than the three traditional feature-based methods in the same recall. At the same time, with the same precision, the PCNN+ATT + SS + IR achieves the best recall in these several methods. Moreover, comparing the other two neural network approaches—PCNN+ATT and PCNN+ATT + RL with three traditional feature-based methods, it is clear that neural network approaches are much better than traditional feature-based methods. It is worth noting that the three traditional feature-based methods use the NLP tool to extract features. However, our method and the other two neural network approaches use the neural network to automatically extract features. The results show that our method and neural network approaches can effectively solve the error propagation and accumulation problems in NLP tools and improve the performance of distantly supervised relation extractors. We compare the other two neural network approaches with the PCNN+ATT + SS + IR via precision/recall curves. In most areas of the curve, PCNN+ATT + SS + IR outperforms PCNN+ATT and PCNN+ATT + RL according to precision and recall.
Table 4: F1 and P@N for our proposed methods and baselines.

| P@N (%) | 100 | 200 | 300 | Mean | F1 (%) |
|---------|-----|-----|-----|------|--------|
| Mintz   | 51.82 | 50.00 | 44.84 | 48.88 | 24.29 |
| MultiR  | 70.30 | 65.17 | 61.79 | 65.76 | 27.48 |
| MIML    | 70.90 | 62.86 | 60.97 | 64.91 | 25.31 |
| PCNN+ATT | 76.24 | 71.14 | 69.10 | 72.16 | 42.57 |
| PCNN+ATT + RL | 81.19 | 77.11 | 73.75 | 77.35 | 44.29 |
| PCNN+ATT + SS | 80.20 | 72.14 | 70.43 | 74.26 | 44.85 |
| PCNN+ATT + IR | 78.22 | 75.12 | 72.09 | 75.15 | 44.01 |
| PCNN+ATT + SS + IR | 82.19 | 78.61 | 72.09 | 77.63 | 46.90 |
| CNN + ATT | 76.24 | 70.65 | 66.45 | 71.11 | 38.29 |
| CNN + ATT + SS | 76.24 | 71.64 | 66.78 | 71.55 | 42.34 |
| CNN + ATT + IR | 77.23 | 73.63 | 68.77 | 73.21 | 43.48 |
| CNN + ATT + SS + IR | 80.20 | 74.63 | 67.77 | 74.20 | 46.39 |
| BiLSTM + ATT | 75.25 | 69.65 | 64.45 | 69.78 | 42.21 |
| BiLSTM + ATT + SS | 83.16 | 73.63 | 69.43 | 75.41 | 43.94 |
| BiLSTM + ATT + IR | 76.24 | 73.13 | 73.09 | 74.15 | 44.13 |
| BiLSTM + ATT + SS + IR | 82.18 | 75.12 | 69.43 | 75.58 | 45.23 |

indicate that our method can effectively reduce the sentences with the wrong label and extract more significant features to improve the performance of the RE.

(3) Precision/Recall Curves (Performance Comparison of Our Methods under Different Sentence Encoders). To verify the effectiveness and robustness of our proposed model in different sentence encoders, we replace the PCNN+ATT module with CNN + ATT and BiLSTM+ATT, respectively. Figure 8 shows the precision-recall curves of neural network methods with different sentence encoders (PCNN+ATT, CNN + ATT, and BiLSTM+ATT), which indicates the following:

(1) We can observe that using the sentence selection and interaction representation can boost the performance of PCNN/CNN/BiLSTM+ATT, especially our models PCNN/CNN/BiLSTM+SS + IR achieve the highest precision in the corresponding sentence encoders over the entire range of recall. Our proposed hierarchical sentence selector can effectively reduce noise sentences. Thus, the sentence selection applying the pattern based on the relation trigger is effective for filtering the noisy sentences, and the interaction representation between entity pairs and sentences can provide useful semantic information for relation prediction. Besides, the results demonstrate the effectiveness and robustness of the proposed models in different sentence encoders.

(2) Since our proposed sentence selection (PCNN/CNN/BiLSTM+ATT + SS) and interaction representation (PCNN/CNN/BiLSTM+ATT + IR) is used to solve two different problems in distant supervised RE, so it is not appropriate to directly compare the experimental results of these two methods. PCNN/CNN/BiLSTM+ATT + SS performs better than PCNN/CNN/BiLSTM+ATT. Remarkably, when the recall is the same, PCNN/CNN/BiLSTM+ATT + SS + IR achieves much higher precision than PCNN/CNN/BiLSTM+ATT + IR. These results indicate that RE tasks have the wrong labeling problem and sentence selector using the pattern method based on the relation trigger can effectively remove the noisy sentences.

(4) The F1 Value. In Table 4, the methods based on sentence selection (PCNN/CNN/BiLSTM+ATT + SS) and the methods based on interaction representation (PCNN/CNN/BiLSTM+ATT + IR) are used to solve two different problems in distant supervised RE, so it is not appropriate to directly compare the experimental results of these two methods. PCNN/CNN/BiLSTM+ATT + SS + IR achieves much higher precision than PCNN/CNN/BiLSTM+ATT + IR. In addition, PCNN/CNN/BiLSTM+ATT + SS + IR outperforms PCNN/CNN/BiLSTM+SS, respectively. Therefore, we conclude that the proposed method can improve the performance of the RE.

(5) P@N Metrics. Following Lin et al. [10], we employ the P@N metric to evaluate strong baselines and our proposed methods as shown in Table 4. We report the P@100, P@300, P@500, and their mean value. It can be found that the proposed method can improve the performance of the original sentence encoder PCNN/CNN/BiLSTM+ATT to some extent and significantly better than the traditional feature-based methods. Moreover, PCNN+ATT + SS + IR achieves the highest precision, which is 6.0, 7.5, 3.0, and 5.5 points higher than PCNN+ATT in P@100, P@200, and P@300, and mean value, respectively. Based on these results, we conclude that our model can effectively select higher quality sentences and make full use of implicit information to provide better sentence embedding for RE tasks.

4.4.2. Case Study and Discussion. Table 5 shows some examples of semantic similarity between relation phrases and relation trigger words in the testing data. The first column is a
Table 5: Some examples of semantic similarity in the NYT corpus.

| Relation                          | Sentence                                                                 | Words with cosine similarity |
|-----------------------------------|--------------------------------------------------------------------------|------------------------------|
| /Business/company/founders        | That issue inspired a young subscriber named **Bill Gates**, who later founded Microsoft, to begin programming for the computer. | Founded (0.655194)           |
| /Location/country/capital         | I eventually fly from Nairobi to **Asmara**, the capital of Eritrea.       | Capital (1.0)                |
| /People/person/religion           | **Fazlur Rahman**, a brilliant and deeply religious Pakistani scholar of Islam, had to flee his native land for the University of Chicago. | Religious (0.832861)         |
| /Location/neighborhood/neighborhood_of | Last year, pacific retirement services, a nonprofit organization based in Medford, Ore., began construction on the Mirabella, a continuing-care community in the South Lake Union neighborhood of **Seattle**. | Neighborhood (1.0)           |
| /Business/company/founders        | **Bill Gates**, Microsoft’s chairman, contend that the bullish case for Microsoft stock is compelling | Chairman (0.597136)          |
| /Location/location/contains       | Campbell was Williams’s hometown friend from their childhood in **Wellington, New Zealand**. | From (0.277430)              |

relation which is the label annotated for the sentence by DS. The second column is the sentence containing the entity pair. And we highlight the entity pairs with bold formatting. The last column is the word and score with the highest semantic similarity in the corresponding sentence.

From Table 5, we find that words with higher semantic similarity are usually closely related to the relation between entity pairs. For example, the semantic similarity score for the word “founded” and the relation /business/company/-founders is higher than other words in the first sentence in Table 5. Similarly, the words “capital,” “religious,” and “neighborhood” have the highest semantic similarity scores in their corresponding sentences, respectively. The results show that our method can extract the trigger words related to the related phrases and filter the wrong label sentences.

In addition, we have examined some sentences filtered by the pattern method based on the relation trigger words. The sentences listed in the last two rows of Table 5 are typical examples: the semantic similarity score between the word “chairman” in the first sentence and the relation /business/-company/founders is 0.597136, whereas we set the semantic similarity threshold to 0.6, which can filter this wrong label sentence. The relation label of the last sentence containing the entity pair (New Zealand, Wellington) is correct. But, the highest score in the last sentence is 0.277430. According to the pattern method based on the relation trigger words, we wrongly filter the correct label sentences. It is common sense for us that “in Wellington, New Zealand” means “New Zealand contains Wellington.” However, the plain text implicitly expresses the relation /location/location/contains and does not provide a word that is closely related to the relation phrase. Such trigger words are difficult to find. Similar examples are shown in Table 1. For example, in Table 1, it is easy for us to find that the sentence “..., said Mr. Cho, 25, who wanted to Seoul, South Korea, and educated at a boarding school in Scotland.” in the second line and the sentence “She said the state’s division of special revenue was investigating the incident, which took place at the studios of Wtic television in Hartford, where the drawing is televising.” in the third line express relation /location/location/contains and /broadcast/content/location, respectively. However, it is difficult for the sentence selector to find trigger words related to these relations. Thus, it is necessary to select the patterns corresponding to the specific relations, and it also proves that the pattern method can effectively remove the noisy sentences.

5. Conclusions and Future Work

In this paper, we propose a novel relation extraction (RE) method based on sentence selection and interaction representation. The model has two modules: sentence selector and relation extractor. The sentence selector applying the pattern method based on the relation trigger words can remove more noisy sentences and select higher quality sentences, which alleviates the wrong labeling problem in distant supervision (DS). The relation extractor uses the interaction representation between entity pairs and sentences as a supplementary feature for RE to make full use of the implicit information existing in the sentence. The experimental results indicate that the proposed method outperforms previous state-of-the-art baselines and can effectively improve the performance of RE.

In our future work, we intend to explore the following research: (1) our method only considers the relation of a single sentence containing two entities. However, the sentence may contain multiple entities. There may be implicit associations between these entities, which can be used to improve the performance of RE. (2) Most existing RE merely focuses on predicting relation from monolingual data, ignoring the rich information in multilingual corpus. We hope to apply the proposed model to multilingual data.
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