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Abstract: We propose a mixed-integer quadratic programming (QP) solver that is suitable for use in embedded applications, for example, hybrid model predictive control (MPC). The solver is based on the branch-and-bound method, and uses a recently proposed dual active-set solver for solving the resulting QP relaxations. Moreover, we tailor the search of the branch-and-bound tree to be suitable for embedded applications on limited hardware; we show, for example, how a node in the branch-and-bound tree can be represented by only two integers. The embeddability of the solver is shown by successfully running MPC of an inverted pendulum on a cart with contact forces on an MCU with limited memory and computing power.
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1. INTRODUCTION

In model predictive control (MPC), an optimization problem is solved at each time step to determine an optimal control action. When MPC is used to control safety-critical systems in real time, the employed optimization solvers need to be reliable and efficient, demands that become particularly challenging when considering embedded systems due to limited computational resources and memory.

For MPC of linear systems with continuous states and controls, the optimization problems in question are commonly convex quadratic programs (QPs), for which there exist several reliable and efficient solvers that have been developed specifically for real-time MPC (e.g. Patrinos and Bemporad, 2013; Ferreau et al., 2014; Frison and Diehl, 2020; Arnström et al., 2022). In hybrid MPC, where some states and/or controls are restricted to take binary values, the resulting optimization problems are instead mixed-integer QPs (MIQPs). Since MIQPs are nonconvex they cannot be solved as efficiently and reliably as their continuous/convex counterpart.

A popular framework for solving MIQPs is that of branch and bound (B&B) (Land and Doig, 1960), where several QP relaxations of the nominal MIQP are solved in sequence. What differentiate B&B solvers is how they determine which QP relaxations to solve, and how these are solved. A survey of strategies for selecting relaxations to solve is given in Achterberg et al. (2005). In the context of MPC, methods have been proposed that solve the relaxation using active-set methods (Axehill and Hansson, 2006; Bemporad, 2015; Bemporad and NaiK, 2018; Hespanhol et al., 2019), gradient projections methods (Axehill and Hansson, 2008; Naik and Bemporad, 2017), operator splitting methods (Stellato et al., 2018), and interior-point methods (Frick et al., 2015; Liang et al., 2020).

Although B&B often finds an optimal solution sufficiently fast in practice for medium-sized problems, solving MIQPs is NP-hard, i.e., the worst-case complexity is limiting. This theoretical worst-case complexity, hence, often restricts B&B methods from being used in real-time applications. As an alternative to B&B methods, heuristic approaches based on, for example, ADMM (Takapoui et al., 2020) and machine learning (Bertsimas and Stellato, 2022) have been proposed to solve MIQPs. While these methods show impressive computational time and often gives a sufficient, albeit suboptimal, solution, there is no formal guarantees on the solution quality, which make the resulting control law unreliable and, hence, unsuitable for MPC of safety-critical systems.

Another emerging research direction that addresses the (theoretical) conservative worst-case complexity of B&B methods is to develop complexity certification methods tailored for MPC. Such methods determine upper bounds on the worst-case number of computations required to solve any MIQP encountered in a given hybrid MPC application (Axehill and Morari, 2010; Shoja et al., 2022).

In this paper we present an MIQP solver that is based on B&B and that uses the dual active-set solver DAQP (Arnström et al., 2022) for solving relaxations, combined with a search strategy, described in Section 3.2, that is tailored for embedded applications (by prioritizing simplicity). The proposed method falls directly into the complexity framework proposed in Shoja et al. (2022), enabling an overall worst-case certification of the solvers complexity given an MPC application.

The solver exploits the well-known warm-starting capabilities of active-set methods when solving sequences of similar QP relaxations in B&B. Moreover, considering a dual active-set method, in contrast to, for example, the primal method used in Hespanhol et al. (2019), has two advantages. First, the dual solution to a relaxation is always a feasible starting point for a subsequent relaxation, while a...
primal solution is not (assuming that a binary constraint is fixed after solving a relaxation, see Section 3.2 for details). Secondly, a dual method allows for early termination when solving relaxations (Fletcher and Leyffer, 1998), which often saves a lot of computational effort. Compared with the active-set methods in Bemporad (2015); Bemporad and Naik (2018), which also can be interpreted as dual active-set methods, the proposed method avoids some overhead stemming from a nonnegative least-squares reformulation used therein; see Sec. III.A in Arnström et al. (2022) and Remark 1 herein for details.

The main contributions of the paper are: (i) An open-source C implementation of an MIQP solver for embedded applications, available under a permissive license and with support for complexity certification; (ii) Use of a least-distance formulation of the relaxations to reduce computations (for example when computing upper bounds); (iii) A compact representation of the search tree; only 3nb integers are maximally needed to represent the tree, where nb is the number of binary constraints; (iv) A simple, yet effective, way of regularizing the Hessian when binary variables do not nominally enter the objective function (common in hybrid MPC, where such “auxiliary” binary variables originate from logical rules and switches).

2. PRELIMINARIES

2.1 Problem formulation

We consider problems of the form
\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} x^T H x + f^T x \\
\text{subject to} & \quad b \leq A x \leq \bar{b}, \quad A_i x \in \{\underline{b}_i, \bar{b}_i\}, \quad \forall i \in B, \\
& \quad M \in \mathbb{S}_+^n \quad \text{and} \quad d \geq M u \geq \underline{d},
\end{align*}
\]
(1a)

(1b)

(1c)

with decision variable \( x \in \mathbb{R}^n \). The objective function (1a) is characterized by \( H \in \mathbb{S}_+^n \) and \( f \in \mathbb{R}^n \) (how to handle a singular \( H \) is addressed in Section 3.1.4); the feasible set (1b) is characterized by \( A \in \mathbb{R}^{m \times n} \) and \( \underline{b}, \bar{b} \in \mathbb{R}^m \). The binary constraints (1c), which make (1) a nonconvex problem, are given by \( B \subseteq \{1, \ldots, m\} \) with \( |B| = nb \). For a vector \( v \) (matrix \( M \)), we denote \( v_i \) (\( M_i \)) its \( i \)-th element (row).

Specifically, (1) generalizes mixed-integer quadratic programming problems, where a subset of the decision variables \( x \) are binary, i.e., when \( x_i \in \{0, 1\} \) for \( i \in B \subseteq \{1, \ldots, n\} \). Such problems are encountered in, for example, hybrid MPC of mixed logical dynamical (MLD) systems (see, e.g., Bemporad and Morari, 1999).

Instead of solving (1) directly, we transform it into a least-distance problem (LDP) of the form
\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} ||u||_2^2 \\
\text{subject to} & \quad \underline{d} \leq M u \leq \bar{d},
\end{align*}
\]
(2)

by doing the coordinate transformation \( u = R x + v \), where \( R \) is an upper triangular Cholesky factor of \( H \) (i.e., \( H = R^T R \)) and \( v \triangleq R^{-T} f \). Consequently, \( M, \underline{d} \) and \( \bar{d} \) are given by
\[
M \triangleq AR^{-1}, \quad \underline{d} \triangleq \underline{b} + M v, \quad \bar{d} \triangleq \bar{b} + M v. \tag{3}
\]

This transformation reduces intermediary computations in the proposed solver, presented in Section 3, in particular when computing the upper bounds described in Section 3.1.3. Moreover, the up-front cost for transforming (1) into (2) is negligible for MIQPs encountered in hybrid MPC applications, which are often small to medium-sized, compared with the required computations for solving the relaxations described in Section 3.1 (and solving relaxations of the transformed problem is often cheaper than solving relaxations of (1)). Finally, for linear hybrid MPC problems, the transformation can be done a priori since \( H \) and \( A \) remain constant, resulting in no additional overhead online due to the transformation.

Remark 1. The relaxations solved in Bemporad (2015); Bemporad and Naik (2018) can also be interpreted as LDPs, but these methods require the LDP solution to be transformed back into “normal” coordinates every time a relaxation is solved, resulting in a significant overhead (see Sec. III.A in Arnström et al. (2022) for details). Our approach only transforms the final, global, solution back into normal coordinates, i.e., it only performs a single coordinate transformation.

2.2 Branch and Bound

A naive approach for solving (2) would be to enumerate all possible combinations arising from the binary constraints in \( B \) and select the feasible solution among these subproblems with the smallest norm. Such a brute-force approach do, however, require \( 2^{|B|} \) LDPs to be solved, which quickly becomes intractable when the number of binary constraints increases.

In branch-and-bound (B&B) methods (Land and Doig, 1960), all of these combinations are implicitly considered by gradually fixing the constraints in \( B \), encoded by the sets \( \underline{B} \subseteq B \) and \( \bar{B} \subseteq B \) that contain indices corresponding to binary constraints that have been fixed at its lower and upper bound, respectively. After such fixations, LDP relaxations of the form
\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} ||u||_2^2 \\
\text{subject to} & \quad \underline{d} \leq M u \leq \bar{d}
\end{align*}
\]
(4)

are solved, and their solutions are used to dismiss other binary combinations that cannot (based on Lemma 4 below) be optimal, which avoids explicitly solving the corresponding relaxations. To systematically consider such binary combinations, relaxations of the form (4) can be ordered in a tree, where a node in this tree is defined in the following way:

Definition 2. (Node). A node is a pair \((\underline{B}, \bar{B})\) with the sets \( \underline{B}, \bar{B} \subseteq B \) satisfying \( \underline{B} \cap \bar{B} = \emptyset \). The level of a node is given by a mapping \( \ell : \mathcal{P}(B) \times \mathcal{P}(B) \rightarrow \mathbb{Z}_{\geq 0} \) defined by the rule \( \ell(\underline{B}, \bar{B}) \triangleq |\underline{B} | + |\bar{B} | \), where \( \mathcal{P}(B) \) is the power set of \( B \).

By processing, or exploring, a node \((\underline{B}, \bar{B})\) we mean solving the corresponding LDP relaxation in (4). The “gradual fixing” of binary constraints mentioned above corresponds to moving down the tree, which corresponds to processing descendants to nodes that have already been processed.
Definition 3. (Descendant). A node \((\mathcal{B}, \mathcal{B})\) is said to be a descendant to the node \((\mathcal{B}, \mathcal{B})\) if \(\mathcal{B} \subseteq \mathcal{B}, \mathcal{B} \subseteq \mathcal{B},\) and \(\ell(\mathcal{B}, \mathcal{B}) > \ell(\mathcal{B}, \mathcal{B})\). Moreover \((\mathcal{B}, \mathcal{B})\) is a child to \((\mathcal{B}, \mathcal{B})\) (and, conversely, \((\mathcal{B}, \mathcal{B})\) is a parent to \((\mathcal{B}, \mathcal{B})\)) if \(\ell(\mathcal{B}, \mathcal{B}) - \ell(\mathcal{B}, \mathcal{B}) = 1\).

Making the tree exploration more concrete, after processing a node \((\mathcal{B}, \mathcal{B})\) in a B&B method, an index \(i \in \mathcal{B}: i \notin \mathcal{B}\) and \(i \notin \mathcal{B}\) is selected and the descendants \((\mathcal{B}, \mathcal{B})\) and \((\mathcal{B}, \mathcal{B})\) are added to a list, denoted \(T\), which contain pending nodes, i.e., nodes that are to be processed. This is the branching step in B&B. Selecting which index to branch over, and in which order pending nodes are processed, are described in more detail in Section 3.2.

To avoid explicitly enumerating all possible nodes, the solutions to previous relaxations can sometimes be used to dismiss the branching, commonly known as cuts in the tree, while ensuring that an optimal solution is still obtained. These cuts are based on the following, well-known, lemma:

Lemma 4. (Dominance). Let \(J\) be the optimal objective function value of a relaxation corresponding to a node \((\mathcal{B}, \mathcal{B})\), and let \(J_d\) be the optimal objective function value of one of its descendants; then \(J \leq J_d\).

Proof. Directly follows from the feasible set of a child being a subset of the feasible set of its parent’s feasible set (since more equality constraints are enforced in descendants). \(\square\)

Specifically, Lemma 4 gives rise to two types of cuts: binary feasibility cuts and dominance cuts.

Binary feasibility If a solution \(\bar{u}\) to a relaxation satisfies the binary constraints, i.e., if \(M_{ii} \bar{u} \in \{d_i, d_i\}, \forall i \in \mathcal{B}\), no further descendant need to be explored since Lemma 4 implies that doing so could only lead to worse binary feasible solutions.

Dominance If \(J\) is the objective function value of the best binary feasible solution found so far, and the solution to a relaxation for a particular node yields \(J \geq J_d\), no further descendant need to be explored since, again, Lemma 4 implies that solving descendant nodes can only lead to worse binary feasible solutions (ineasibility is a special case of this if we use the convention of \(J = \infty\) for infeasible problems). Dominance cuts can also sometimes be invoked before a relaxation is solved completely if a dual ascent method is used as inner solver (see Section 3.1.3 for details.)

General branch-and-bound method Based on the above concepts (solving relaxations, branching, and cuts), a generic formulation of a branch-and-bound method for solving (2) is provided in Algorithm 1, where relaxations are solved at Step 4, and the dominance/feasibility cuts are invoked at Step 5 and 6. Still, several steps in Algorithm 1 remain to be made concrete; namely, how the relaxations at Step 4 are solved, and in what order the tree is explored (determined by the selections at Steps 3, 9, 10.) Particular implementations, suitable for embedded applications, of Steps 3, 4, 9, and 10 are the subject of the next section.

Algorithm 1. Generic B&B method for solving (2)

Input: \(M, d, d, \mathcal{B}\)
Output: \(u^*, J^*\)

1: \(\bar{u} \leftarrow *, J \leftarrow \infty, T \leftarrow (\emptyset, \emptyset)\)
2: while \(T \neq \emptyset\) do
3: \((\mathcal{B}, \mathcal{B}) \leftarrow \text{select node from } T\)
4: \(u, J \leftarrow \text{solve (4)}\)
5: if \(J \geq J\) then continue \text{ dominance} \n6: if \(M_{ii} u \in \{d_i, d_i\}, \forall i \in \mathcal{B}\) then
7: \(\bar{u} \leftarrow u, J \leftarrow J\) \text{ binary feasibility}
8: else
9: \(i \leftarrow \text{select } i \in \mathcal{B}: M_{ii} \notin \{d_i, d_i\}\)
10: add \((\mathcal{B}, \emptyset)\) and \((\mathcal{B}, \mathcal{B})\) to \(T\) \n11: return \(u^* \leftarrow \bar{u}, J^* \leftarrow J\)

3. PROPOSED MIQP SOLVER

In this section we outline the proposed MIQP solver, which is the main contribution of this paper, by making the steps in the generic B&B method in Algorithm 1 specific. In particular, we describe how the relaxations at Step 4 are solved (Section 3.2), and how the selections at Steps 3, 9 and 10 are made in Algorithm 1 (Section 3.2). All of these specifications coalesce into Algorithm 3, presented in Section 3.3.

3.1 Solving relaxations

To solve the LDPs in (4) we use the dual active-set solver DAQP (Arnström et al., 2022) given in Algorithm 2, where \(\lambda\) denotes the dual iterate. Here, we highlight some aspects that are essential for incorporating it in a branch-and-bound method; for a detailed description we refer the reader to Arnström et al. (2022). In particular, early-termination and double-sided/equality constraints were mentioned in Arnström et al. (2022), but were never presented jointly in a single algorithm (which we do here in Algorithm 2.)

Double-sided constraints The main focus in Arnström et al. (2022) was on problems with single-sided constraints of the form \(Mu \leq d\), while the problem in (2) contains double-sided constraints of the form \(d \leq Mu \leq d\). Handling double-sided constraints requires not only keeping track of the components of the dual variable that are free (which are bookkept in a so-called working set \(W\)), but also whether the component is allowed to be positive or negative, corresponding to an upper or lower constraints, respectively. Hence, the working set \(W\) is replaced by the working sets \(L\) and \(U\) (where \(W = L \cup U\)), which contain lower and upper constraints, respectively, that are active (hold with equality). See Section IV.C in Arnström et al. (2022) for details.

Introducing \(L\) and \(U\) results in the subproblem that is solved in an iteration (Steps 5 and 19) being of the form

\[
\lambda^* = \arg\min_{\lambda} \frac{1}{2} \lambda^T M M^T \lambda + \bar{\eta}_L^T \lambda_L + \bar{\mu}_U^T \lambda_U
\]

subject to 

\(\lambda_i = 0, \forall i \notin L \cup U,\)

when the matrix \(M_{i \notin L} M_{i \notin U}^T\) is non-singular (index sets as subscripts means extracting the corresponding rows from the vector/matrix); and
Algorithm 2: The dual active-set method from Arnström et al. (2022), extended to handle equality constraints, double-sided constraints, early-termination, and infeasibility detection, to be able to efficiently solve LDP relaxations of the form (4).

\textbf{Input:} $M, \lambda, \beta, B, \lambda_0, J$

\textbf{Output:} $u^*, J^*, U^*, L^*$

1: $U \leftarrow B, L \leftarrow B, \lambda \leftarrow \lambda_0, E \leftarrow B \cup B$

2: \textbf{repeat}

3: \hspace{1em} if $M_{U \cup L}M_{U \cup L}^T$ is nonsingular then

4: \hspace{2em} $\lambda^* \leftarrow \text{solve (5)}$

5: \hspace{2em} if $\lambda^*_i \geq 0$ for all $i \in U$ and $\lambda^*_i \leq 0$ for all $i \in L$ then

6: \hspace{3em} $u \leftarrow -M_{B \cup L}^T\lambda_{B \cup L}$

7: \hspace{3em} if $\frac{1}{2}\|u\|_2^2 \geq J$ then infeasible, return $*, \infty, *, *$

8: \hspace{2em} $\lambda \leftarrow \lambda^*$

9: \hspace{2em} $\mu^+ \leftarrow d - Mu, \mu^- \leftarrow Mu - d$

10: \hspace{2em} if $\mu^*, \mu^- \geq 0$ then optimal, goto 24

11: \hspace{2em} else $j \leftarrow \text{argmin}_{i \in E} \min\{\mu^+_i, \mu^-_i\}$

12: \hspace{2em} $p_j < \mu^+_j$ then $U \leftarrow U \cup \{j\}$

13: \hspace{2em} $\mu^+_j > \mu^-_j$ then $L \leftarrow L \cup \{j\}$

14: \hspace{2em} else (blocking constraint)

15: \hspace{3em} $p_j \leftarrow \lambda^* - \lambda$

16: \hspace{3em} $C \leftarrow \{i \in U \cup \{x_i \in B : \bar{x}_i < 0\} \cup \{i \in L \cup \{x_i \in B : \bar{x}_i > 0\}\}

17: \hspace{3em} $\lambda, U, L \leftarrow \text{FIXCOMPONENT}(\lambda, U, L, C, p)$

18: \hspace{2em} else ($M_{U \cup L}M_{U \cup L}^T$ singular)

19: \hspace{3em} $p \leftarrow \text{solve (6)}$

20: \hspace{3em} $C \leftarrow \{i \in U \cup \{x_i \in B : p_i < 0\} \cup \{i \in L \cup \{x_i \in B : p_i > 0\}\}$

21: \hspace{3em} if $C \cap E = \emptyset$ then infeasible, return $*, \infty, *, *$

22: \hspace{3em} $\lambda, U, L \leftarrow \emptyset$

23: \hspace{2em} return $\lambda, U, L$

24: until termination

25: procedure \text{FIXCOMPONENT($\lambda, U, L, C, p$)}

26: \hspace{1em} $j \leftarrow \text{argmin}_{i \in C} \lambda_i / p_i$

27: \hspace{1em} $\lambda \leftarrow \lambda - (\lambda_j / p_j)p$

28: \hspace{1em} if $p_j < 0$ then $U \leftarrow U \setminus \{j\}$

29: \hspace{1em} if $p_j > 0$ then $L \leftarrow L \setminus \{j\}$

30: return $\lambda, U, L$

\[ p = \text{sol} \left\{ \begin{array}{l} M_{U \cup L}M_{U \cup L}^T p_{U \cup L} = 0, \\ p_{\bar{E}} + \frac{\mu^T}{\mu^-} < 0, \quad p_i = 0 \quad \forall i \notin U \cup L \end{array} \right\}, \quad (6) \]

when the matrix $M_{U \cup L}M_{U \cup L}^T$ is singular. Again, more details about the subproblems are given in Arnström et al. (2022).

In DAQP, both (5) and (6) are solved efficiently by decomposing $M_{U \cup L}M_{U \cup L}^T$ with an LDL$^T$ factorization. Moreover, this factorization is recursively updated whenever a constraint is added/removed to/from the working sets $U$ and $L$. For details regarding these updates, see Section II.B in Arnström et al. (2022).

Equality constraints To handle equality constraints, which is necessary due to the form of the relaxations in (4), we make sure that indices corresponding to these, given by the set $E$, are always contained in the working set (which enforces the constraints to hold with equality). To this end, we ensure that the set of candidate indices for removal from $U$ or $L$, denoted $C$ (computed at Step 16 and 20), never contains any index in $E$.

Early-termination and infeasibility detection Infeasibility of (4) can be detected whenever $M_{U \cup L}M_{U \cup L}^T$ is singular and $C = \emptyset$, since then the dual objective function can be made unbounded (see, e.g., Sec. 5.2.2 in Boyd and Vandenberghe (2004) for details.) Moreover, whenever we have dual feasible iterates (i.e., whenever the condition at Step 5 is satisfied) the corresponding primal iterate $u$ will, by duality theory, yield a lower bound $\frac{1}{2}\|u\|_2^2$ of the solution to (4). As is mentioned in Arnström et al. (2022) and explored in Fletcher and Leyffer (1998), this lower bound can be used to terminate the solver early if we require the solution to be less than some upper bound $J$. If $\frac{1}{2}\|u\|_2^2 \geq J$, we, hence, consider the problem “futile” and early-terminate Algorithm 2 at Step 7.

Exact regularization Nominally, the method in Arnström et al. (2022) requires the relaxations, and hence the MIQP in (1), to be strictly convex, i.e., it requires $H \succ 0$. One way of handling singular Hessians is to perform proximal-point iterations (Bemporad and Naik, 2018). This introduces an extra layer of complexity since a sequence of QPs need to be solved for each relaxation. Moreover, the above-mentioned early termination cannot, then, be applied directly since each proximal-point iteration decreases the objective function, resulting in the dual objective function of inner, regularized, QPs not necessarily being a lower bound to the optimal objective function of (1).

In hybrid MPC applications, singularity of the Hessian $H$ often originates from binary variables $\delta \in \{0, 1\}$ not entering the objective function, called auxiliary variables in MLD systems, since these often encode logical rules that are not directly penalized ($\delta$, hence, only enters the constraints). A naive way of dealing with such singularities is to add a regularizing term $\epsilon\|\delta\|_2^2$ to the objective. However, this can perturb the true solution, and, more critically in practice, often leads to weakly active constraints in the relaxations, which in turn can lead to numerical instability. We propose instead to add a regularizing term $\epsilon\|\delta - \frac{1}{2}\|_2^2$ to the objective, which does not perturb the solution, and, in addition, does not encourage weakly active constraints. We generalize this by the following proposition.

Proposition 5. (Exact regularization). Adding regularizing terms of the form $\|A_i x - b_i \|_2^2$, $i \in B$ to the objective function in (1a) does not change the solution of (1).

\textbf{Proof.} Denote $q(x)$ the objective function (1a) and let

\[ \bar{x}^* = \arg \min_x \quad q(x) + \|A_i x - b_i \|_2^2 \quad \text{subject to} \quad (1b) \text{ and } (1c), \]

for $i \in B$. Any $x$ that satisfies the binary constraints (1c) also satisfies $\|A_i x - b_i \|_2^2 = \|b_i - \bar{x}^*_i \|_2^2$ for any $i \in B$. Now let $\bar{x}^*$ be a solution to (1) and assume that $q(x^*) < q(\bar{x}^*)$. Then, since both $x^*$ and $\bar{x}^*$ satisfy (1c), we have that

\[ q(x^*) + \|A_i x^* - b_i \|_2^2 < q(x^*) + \|A_i \bar{x}^* - b_i \|_2^2, \]

which contradicts (7). In conclusion $q(x^*) \geq q(\bar{x}^*)$, so $\bar{x}^*$ must be a solution to (1). \qed
3.2 Tree exploration

There are three choices that affect the tree exploration in Algorithm 1: node selection (Step 3), branch selection (Step 9), and child selection (Step 10). Specific choices of these, particularly suited for embedded applications, are given below.

Node selection The two most popular search strategies in B&B are depth-first and best-first. A depth-first search selects the pending node with the highest level \(|B| + |\bar{B}|\), which often encourages processing of nodes that yield binary feasible solutions. Best-first selects the pending node with the lowest objective function value \(\max\), which encourages processing of nodes that yield higher quality solutions. While a best-first search often results in fewer nodes being processed in total compared with depth-first, we employ a depth-first because it leads to a reduced memory footprint since the number of pending node is kept low. Moreover, since a depth-first search promotes processing children right after their parents have been processed, the inner solver can be hot-started, i.e., the working set and the corresponding LDL factors that were formed in the parent can be directly reused when solving a child’s relaxation, significantly reducing computations. Hot-starting can also be used in best-first, but this requires LDL factorizations to be stored for each pending node, leading to a large memory footprint that is, again, not suitable for embedded applications.

Finally, depth-first enables the entire tree to be compactly represented, as is formalized in the following proposition and exemplified below.

**Proposition 6.** (Compact tree representation). If a depth-first search strategy is employed at Step 3 in Algorithm 1, a node can be represented with 2 signed integers and in total only \(2n_b + n_o\) signed integers need to be allocated to represent the tree.

**Proof.** Let \(\bar{B}\) be an array containing \(n_b\) signed integers. Consider a node at level \(\ell\) that was spawned from its parent by fixing \(i \in B\). When this node is processed, let the \(\ell\)th element of \(\bar{B}\) be set to index \(\pm i\) (+ if the upper bound was fixed, − if the lower was fixed). Then when processing any node \((\bar{B}, \bar{B})\) at level \(\ell\), the first \(\ell - 1\) elements in \(\bar{B}\) contains \(\bar{B}\) (the negative elements) and \(\bar{B}\) (the positive elements), since a depth-first search ensures that only elements in \(\bar{B}\) at index \(\geq \ell\) can have been modified before processing the current node, which means that all signed indices from its parent will be the first \(\ell - 1\) element of \(\bar{B}\). The only additional information needed to fully retrieve \(\bar{B}\) and \(\bar{B}\), then, is the index that was fixed in the node’s parent. Hence, the only required storage for a single node is two integers: its level and the (signed) index to add. Moreover, since the number of pending nodes can maximally be \(n_b\) when a depth-first search is used, the memory footprint for all pending nodes is maximally \(2n_b\) signed integers. Finally, the buffer \(\bar{B}\) contains \(n_o\) elements, resulting in maximally \(2n_b + n_o\) signed integer being necessary for representing the tree at any iteration. \(\square\)

To exemplify the result of Proposition 6, consider an example with three binary constraints \((n_b = 3)\) with indices \(i, j, k\), such that requires \(\bar{B}\) to contain at the maximum three elements, i.e., \(\bar{B} = \{*,*,*\}\). A possible B&B-tree for this scenario is shown in Figure 1, and how this tree can be compactly represented will now be motivated.

Consider the case when node 5 should be processed. Then \(\bar{B} = \{4,7,*\}\) since node 4 was processed right before. The only information required at node 5 is its placement in the tree (level 3) and which index should be fixed (index \(\bar{B}\)). All other information is implicitly stored in \(\bar{B}\) since we know that all elements up to level 3 \((\bar{B} + \bar{B})\) will be correct (only nodes at the same level or below the current node could have been processed in between the current node’s parent and itself since we use a depth-first search).

**Branch selection** We use a lexicographical selection rule that picks the smallest index in \(B\) that corresponds to a constraint that is satisfied; that is, the branching index \(i\) is selected as \(i = \min\{j \in B : M_j u \notin \{d_j, d_j\}\}\). This allows the user to order the constraints according to their branching priority. There are several branching rules that are more advanced, for example strong branching, reliability branching, or hybrid branching (Achterberg et al., 2005). While the simpler lexicographical rule might lead to more processed nodes compared with the more complex rules mentioned above, we use it for its simplicity and, hence, its small overhead, particularly suitable for embedded applications. Also, in the context of MPC of hybrid systems, a simple lexicographic selection rule with an ordering according to a time index can be very effective (Bemporad et al., 1999).

**Child selection** We explore the child that corresponds to the bound that is closest to being satisfied in the parent. That is, if \(\bar{u}\) is the solution in the parent \((\bar{B}, \bar{B})\) and constraint \(i\) is selected to be branched upon, the node \((\bar{B} \cup \{i\}, \bar{B})\) is processed first if \(M_i \bar{u} \leq \frac{\bar{u}_i + d_i}{2}\); otherwise, the node \((\bar{B}, \bar{B} \cup \{i\})\) is processed first.

**Remark 7.** (Most fractional branching rule). A similar concept to the one used for child selection can be used in branch selection (known as the “most fractional rule” Achterberg et al. (2005)). However, this requires the prod-
uct $M \bar{u}$ to be computed for all branching candidates (while only a single product needs to be computed when it is just used for child selection). Moreover, as is shown in Achterberg et al. (2005), the most fractional rule for node selection seldom improves the number of processed nodes compared with selecting the branching index randomly.

3.3 Complete algorithm

We are now ready to present the main contribution of this paper. Algorithm 3 concretizes Algorithm 1 by adding the details described in the preceding subsections. Namely, by solving the relaxations using Algorithm 2 and by using the search strategy outlined in Section 3.2. In addition, the algorithm contains a step for transforming an MIQP of the form (1) into an MILDP of the form (2) at Step 1, and a step for retrieving the solution to (1) from a solution of (2) at Step 15.

Algorithm 3 B&B method for solving the MIQP in (1)

Input: $R, f, A, b, B$  
Output: $x^*$

1: $M \leftarrow AR^{-1}$, $v \leftarrow -RTf$, $\bar{g} \leftarrow b + Mv$, $\bar{d} \leftarrow \bar{b} + Mv$
2: $\bar{u} \leftarrow 0$, $J \leftarrow \infty$, $T \leftarrow \{(0, 0)\}$
3: while $T \neq \emptyset$ do
4:   $(B, \bar{B}) \leftarrow \text{pop from } T$
5:   $u, J, \bar{U}, \bar{L} \leftarrow \text{solve } (4)$ using Algorithm 2
6:   if $J \geq J$ then continue
7:   if $B \subseteq (U \cup L)$ then
8:     $\bar{u} \leftarrow u$, $J \leftarrow J$
9:   else branching
10:     $i \leftarrow \min \{i \in B : i \notin U \cup L\}$
11:     if $M_i u \leq \frac{\bar{d} + \bar{g}_i}{2}$ then
12:       push $(B \cup \{i\})$ to $T$; push $(B \cup \{i\}, \bar{B})$ to $T$
13:     else
14:       push $(B \cup \{i\}, \bar{B})$ to $T$; push $(B \cup \{i\}, \bar{B})$ to $T$
15:     return $x^* \leftarrow -R^{-1}(\bar{u} - v)$

3.4 Complexity certification

When considering MIQPs originating from hybrid linear MPC, $f, \bar{B}$, and $\bar{b}$ are affine functions of a parameter $\theta \in \mathbb{R}^p$. This structure can be exploited by complexity-certification methods to determine tight worst-case guarantees on the number of required computations Algorithm 3 requires for solving any MIQP generated by $\theta$ (Shoja et al., 2022). The complexity-certification in Shoja et al. (2022) can be directly applied to Algorithm 3 since it fulfills the requirements specified therein. One such requirement is fulfilled by the inner solver DAQP being certifiable by the framework in Armström and Axehill (2022). Detailed parametric complexity-certification results provided by the method in Shoja et al. (2022) for the proposed solver is out of scope here and will be considered in future work.

4. NUMERICAL EXPERIMENTS

In this section we report results from numerical experiments for a C implementation of Algorithm 3 (BnB-DAQP). In Section 4.1 we compare BnB-DAQP with the state-of-the-art solver Gurobi on a set of randomly generated MIQPs. Then, in Section 4.2, we highlight the embeddability of BnB-DAQP by implementing it on an MCU with limited memory and computational resources, which is then used for hybrid MPC. Code for all experiments is available online at https://github.com/darnstrom/ifac2023-bnbdaqp

Remark 8. (Comparing against additional MIQP solvers). We only compare against Gurobi because most MIQP solvers in the MPC literature (e.g., Bemporad, 2015; Bemporad and Naik, 2018; Hespanhol et al., 2019; Liang et al., 2020; Stellato et al., 2018) are not publicly accessible or is not readily embeddable. Hence, the open-source C implementation of our solver is a major contribution of this work. Nevertheless, most of the above-mentioned solvers are compared with Gurobi; so a rough comparison could be made implicitly by comparing their relative performance with the results in Section 4.1.

4.1 Random mixed-integer QPs

First, we compare BnB-DAQP with the state-of-the-art commercial solver Gurobi (version 9.5.2) on a set of randomly generated MIQPs. The problems are of the form

$$\min_x \frac{1}{2}x^THx + f^Tx$$
$$\text{subject to } L \leq Ax \leq U, \forall i \in \{1, \ldots, n_b\}, \quad (8a)$$

where elements of $A, b$, and $\bar{b}$ are generated as $A \sim N(0, 1)$, $b \sim U(0, 20)$, and $\bar{b} \sim U(-20, 0)$, with $N(\mu, \sigma)$ denoting a normal distribution with mean $\mu$ and standard deviation $\sigma$, and $U(l, u)$ denotes the uniform distribution over the interval $[l, u]$. Moreover, the Hessian $H$ was generated with the MATLAB function sprandsym with density 1 and condition number $10^{-4}$, and the linear term $f$ was partitioned as $f = (f_c, f_p)$, with $f_c \sim -|N(0, 10^2)|$ and $f_p \sim N(0, 1)$; the negativity of $f_p$ was enforced to counteract a bias of $x_1 = 0, i \in \{1, \ldots, n_b\}$, since $H > 0$.

The result for solving MIQPs of the form (8) for varying problem dimensions is shown in Figure 2. Figure 2a shows that BnB-DAQP outperforms Gurobi on the considered problems/dimensions (representable of problems commonly encountered in hybrid MPC applications), both concerning average solution time and worst-case solution time. From Figure 2c we see that the tree exploration in Gurobi is more effective, as is to be expected since the tree exploration in BnB-DAQP favours simplicity. Despite this, however, the number of iterations (the number of solved linear equation systems), shown in Figure 2b, is initially lower for BnB-DAQP.

4.2 Embedded MPC

To illustrate the proposed solver’s embeddability, we apply it to a hybrid MPC example, with the controller running on an MCU with limited computing power and memory. Specifically, we use an STM32F411 MCU, running at 84 MHz and with 512 kByte Flash memory and 128 kByte of SRAM. The MCU has no data caches and an FPU that only supports point operations in single precision.
Fig. 2. Solution time, number of solved relaxations, and total number of inner iterations when solving randomly generated MIQPs of the form (8). The number of decision variables is \( n = 5n_b \) and the number of (double-sided) constraints is \( m = 10n_b \) (for example, the largest problem has dimension \( n_b = 40, n = 200, m = 400 \)). For each value of \( n_b \), 50 MIQP instances were generated and solved. Solid lines mark the median and dotted lines mark the best- and worst-case results for these 50 solves. Both solvers were executed on an Intel 2.7 GHz i7-7500U CPU.

Fig. 3. Inverted pendulum on a cart with contact forces.

We consider the hybrid MPC of a linearized inverted pendulum on a cart, surrounded by a wall (giving rise to contact forces), considered in, for example, Marcucci and Tedrake (2020), and visualized in Figure 3. The control goal is to stabilize the pendulum in the upright position \( (\phi = 0) \) at the origin \( (x = 0) \). The control is a force \( F \) directly applied to the cart. There is also a contact force \( F_{\text{con}} \) present when the tip of the pendulum touches the wall, necessitating binary variables in the model.

The specific control task considered in the experiment is a recovery task, where the pendulum is initialized on a collision course \( (x = 0, \dot{x} = -1) \) with the wall. Moreover, after two seconds another impulse to the velocity of the cart \( (\dot{x} = -0.7) \) is applied, setting it on yet another collision course with the wall. A similar scenario was considered in Marcucci and Tedrake (2020).

An MPC with a prediction/control horizon 6, where each time step is 0.1 seconds, was used to control the platform. We impose the control constraint \( |F| \leq 1 \) and the state constraints \( |x| \leq d, \ |\dot{x}| \leq 1, \ |\phi| \leq \frac{\pi}{2}, \ |\dot{\phi}| \leq 1 \) at each time step. Additionally, there are several constraints that contain binary variables to model the contact force. The dimensions of the resulting MIQPs are \( n = 24, m = 96 \) and \( n_b = 12 \), and the proposed MIQP solver was executed on a STM32F411 MCU.

The solution times for computing a control in the simulated scenario is shown in Figure 4, where it can be seen that the controller is able to operate well below the sampling time of 0.1 seconds (i.e., a control frequency of 10 Hz). Note that the solution time also includes forming the problem from a given state estimate. Figure 2 also shows that there are a non-zero contact force at some time steps, meaning that the MIQPs are non-trivial. The total memory footprint (including problem data and code for logging) used on the MCU was 25.4 kB.
5. CONCLUSION

We have proposed a mixed-integer QP solver that is suitable for use in embedded applications such as hybrid model predictive control (MPC). The solver is based on branch-and-bound, and the recently proposed dual active-set solver DAQP (Arnström and Axehill, 2022) is used for solving QP relaxations. We showed that the proposed solver outperforms Gurobi on small to medium-sized MIQPs, commonly encountered in embedded hybrid MPC applications. Finally, the embeddability of the solver was shown by successfully using it on an MCU with limited memory and computing power for the MPC of an inverted pendulum on a cart with contact forces. A C implementation of the proposed solver is available for download at https://github.com/darnstrom/daqp.
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