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Abstract Let a polyhedron $P$ be defined by one of the following ways:

(i) $P = \{ x \in \mathbb{R}^n : Ax \leq b \}$, where $A \in \mathbb{Z}^{(n+k) \times n}$, $b \in \mathbb{Z}^{(n+k)}$ and rank $A = n$,
(ii) $P = \{ x \in \mathbb{R}^n_+: Ax = b \}$, where $A \in \mathbb{Z}^{k \times n}$, $b \in \mathbb{Z}^k$ and rank $A = k$,

and let all rank order minors of $A$ be bounded by $\Delta$ in absolute values. We show that the short rational generating function for the power series

$$\sum_{m \in P \cap \mathbb{Z}^n} x^m$$

can be computed with the arithmetical complexity $O \left( T_{\text{SNF}}(d) \cdot d^k \cdot d \log_2 \Delta \right)$, where $k$ and $\Delta$ are fixed, $d = \dim P$, and $T_{\text{SNF}}(m)$ is the complexity of computing the Smith Normal Form for $m \times m$ integer matrices. In particular, $d = n$, for the case (i), and $d = n - k$, for the case (ii).

The simplest examples of polyhedra that meet the conditions (i) or (ii) are the simplices, the subset sum polytope and the knapsack or multidimensional knapsack polytopes. Previously, the existence of a polynomial time algorithm in varying dimension for the considered class of problems was unknown already for simplicies ($k = 1$).

We apply these results to parametric polytopes and show that the step polynomial representation of the function $c_P(y) = |P_y \cap \mathbb{Z}^n |$, where $P_y$ is a parametric polytope, whose structure is close to the cases (i) or (ii), can be computed in polynomial time even if the dimension of $P_y$ is not fixed. As
another consequence, we show that the coefficients $e_i(P,m)$ of the Ehrhart quasi-polynomial

$$|mP \cap \mathbb{Z}^n| = \sum_{j=0}^{n} e_j(P,m)m^j$$

can be computed with a polynomial-time algorithm, for fixed $k$ and $\Delta$.
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1 Introduction

Let a polyhedron $P$ be defined with one of the following ways:

(i) $P = \{x \in \mathbb{R}^n : Ax \leq b\}$, where $A \in \mathbb{Z}^{(n+k) \times n}$, $b \in \mathbb{Z}^{(n+k)}$ and rank $A = n$,

(ii) $P = \{x \in \mathbb{R}^n : Ax = b\}$, where $A \in \mathbb{Z}^{k \times n}$, $b \in \mathbb{Z}^k$ and rank $A = k$.

The simplest examples of polytopes that can be represented this way are the simplices, the subset sum polytope, and the knapsack and multidimensional knapsack polytopes.

Let all rank order minors of $A$ be bounded by $\Delta$ in absolute values. We show that the short rational generating function for the power series

$$\sum_{m \in P \cap \mathbb{Z}^n} x^m$$

can be computed with the arithmetical complexity $O\left(T_{\text{SNF}}(m) \cdot d^k \cdot \log^2 \Delta\right)$, where $T_{\text{SNF}}(m)$ is the complexity of computing the Smith Normal Form for $m \times m$ integer matrices and $d = \dim P$; in particular, $d = n$, for the case (i), and $d = n - k$, for the case (ii). The complexity bound is polynomial for fixed $k$ and $\Delta$. Previously, the existence of a polynomial time algorithm in varying dimension for the considered class of problems was unknown already for simplicies ($k=1$).

We apply these results to parametric polytopes, and show that the step polynomial representation of the function $c_P(y) = |P \cap \mathbb{Z}^n|$, where $P \cap \mathbb{Z}^n$ is a parametric polytope, whose structure is close to the cases (i) or (ii), can be computed in polynomial time even if the dimension of $P \cap \mathbb{Z}^n$ is not fixed.

As another simple consequence, we show that the coefficients $e_i(P,m)$ of the Ehrhart quasi-polynomial

$$|mP \cap \mathbb{Z}^n| = \sum_{j=0}^{n} e_j(P,m)m^j$$

can be computed with a polynomial-time algorithm for fixed $k$ and $\Delta$.

Our method is based on the approach developed by A. Barvinok [6,8,9,10], but we use another variant of the sign decomposition technique.
2 Basic definitions and notations

Let \( A \in \mathbb{Z}^{m \times n} \) be an integer matrix. We denote by \( A_{ij} \) the \( ij \)-th element of the matrix, by \( A_{i*} \) its \( i \)-th row, and by \( A_{*j} \) its \( j \)-th column. The set of integer values from \( i \) to \( j \), is denoted by \( i : j = \{ i, i+1, \ldots, j \} \). Additionally, for subsets \( I \subseteq \{1, \ldots, m\} \) and \( J \subseteq \{1, \ldots, n\} \), the symbols \( A_{IJ} \) and \( A[I, J] \) denote the sub-matrix of \( A \), which is generated by all the rows with indices in \( I \) and all the columns with indices in \( J \). If \( I \) or \( J \) are replaced by \(*\), then all the rows or columns are selected, respectively. Sometimes, we simply write \( A_I \) instead of \( A_{I*} \) and \( A_J \) instead of \( A_{*J} \), if this does not lead to confusion.

The maximum absolute value of entries in a matrix \( A \) is denoted by \( \|A\|_{\text{max}} = \max_{i,j} |A_{ij}| \). The \( l_p \)-norm of a vector \( x \) is denoted by \( \|x\|_p \). The number of non-zero items in a vector \( x \) is denoted by \( \|x\|_0 = |\{ i : x_i \neq 0 \}| \). The column compounded by diagonal elements of a \( n \times n \) matrix \( A \) is denoted by \( \text{diag}(A) = (A_{11}, A_{22}, \ldots, A_{nn})^T \). Its adjugate matrix is denoted by \( A^* = \det(A)A^{-1} \).

**Definition 1** For a matrix \( A \in \mathbb{Z}^{m \times n} \), by

\[
\Delta_k(A) = \max\{|\det A_{IJ}| : I \subseteq 1 : m, J \subseteq 1 : n, |I|=|J|=k\},
\]

we denote the maximum absolute value of determinants of all the \( k \times k \) sub-matrices of \( A \). By \( \Delta_{\text{gcd}}(A, k) \) and \( \Delta_{\text{lcm}}(A, k) \), we denote the greatest common divisor and the least common multiplier of nonzero determinants of all the \( k \times k \) sub-matrices of \( A \), respectively. Additionally, let \( \Delta(A) = \Delta_{\text{rank}}(A, A) \), \( \Delta_{\text{gcd}}(A) = \Delta_{\text{gcd}}(A, \text{rank} A) \), and \( \Delta_{\text{lcm}}(A) = \Delta_{\text{lcm}}(A, \text{rank} A) \).

**Definition 2** For a matrix \( B \in \mathbb{R}^{m \times n} \), \( \text{cone}(B) = \{ Bt : t \in \mathbb{R}^n_+ \} \) is the cone, spanned by columns of \( B \). \( \text{conv}(B) = \{ Bt : t \in \mathbb{R}^n, \sum_{i=1}^n t_i = 1 \} \) is the convex hull, spanned by columns of \( B \). \( \Lambda(B) = \{ x = Bt : t \in \mathbb{Z}^n \} \) is the lattice, spanned by columns of \( B \).

2.1 The Smith and Hermite Normal Forms

Let \( A \in \mathbb{Z}^{m \times n} \) be an integer matrix of rank \( n \). It is a known fact (see, for example, [67,72,81]) that there exists a unimodular matrix \( Q \in \mathbb{Z}^{n \times n} \), such that \( A = (H)^T Q \), where \( B \in \mathbb{Z}^{(m-n) \times n} \) and \( H \in \mathbb{Z}^{n \times n} \) is a lower-triangular matrix, such that \( 0 \leq H_{ij} < H_{ii} \), for any \( i \in 1 : n \) and \( j \in 1 : (i - 1) \). The matrix \( (H)^T \) is called the Hermite Normal Form (or, shortly, HNF) of the matrix \( A \). Additionally, it was shown in [28] that \( \|B\|_{\text{max}} \leq \Delta(A) \) and, consequently, \( \|H\|_{\text{max}} \leq \Delta(A) \).

Let \( A \in \mathbb{Z}^{n \times n} \) be again an integer matrix of rank \( n \). It is a known fact (see, for example, [67,72,81]) that there exist unimodular matrices \( P \in \mathbb{Z}^{m \times m} \) and \( Q \in \mathbb{Z}^{n \times n} \), such that \( A = P \left( S \begin{bmatrix} 0_{d \times n} \end{bmatrix} \right) Q \), where \( d = m - n \) and \( S \in \mathbb{Z}^{n \times n}_+ \) is a diagonal non-degenerate matrix. Moreover, \( \prod_{i=1}^k S_{ii} = \Delta_{\text{gcd}}(k, A) \), and,
consequently, $S_{ii} | S_{(i+1)(i+1)}$, for $i \in 1:(n-1)$. The matrix $\begin{pmatrix} S & 0_{d \times n} \end{pmatrix}$ is called the Smith Normal Form (or, shortly, SNF) of the matrix $A$.

Near-optimal polynomial-time algorithms for constructing the HNF and SNF of $A$ are given in [72, 73]. We denote by $T_{\text{SNF}}(n)$ the arithmetical complexity of computing SNF for matrices $A \in Z^{n \times n}$.

### 2.2 Valuations and polyhedra

In this subsection, we follow to the monograph [8] in the most of definitions and notations.

**Definition 3** For a matrix $A \in Z^{m \times n}$ and a vector $b \in Z^{m}$, by $P_{\leq}(A, b)$ we denote the polyhedron $\{ x \in R^{n} : Ax \leq b \}$ and by $P_{=} (A, b)$ we denote the polyhedron $\{ x \in R^{n} : Ax = b \}$.

The set of all vertices of a polyhedron $P$ is denoted by vert($P$).

Let $V$ be a $d$-dimensional real vector space and $A \subset V$ be a lattice.

**Definition 4** Let $A \subseteq V$ be a set. The **indicator** $[A]$ of $A$ is the function $[A] : V \rightarrow \mathbb{R}$ defined by

$$[A](x) = \begin{cases} 1, & \text{if } x \in A \\ 0, & \text{if } x \notin A. \end{cases}$$

The **algebra of polyhedra** $\mathcal{P}(V)$ is the vector space defined as the span of the indicator functions of all polyhedra $P \subset V$.

**Definition 5** A linear transformation $\mathcal{T} : \mathcal{P}(V) \rightarrow W$, where $W$ is a vector space, is called a valuation. We consider only $A$-valuations or lattice valuations that satisfy

$$\mathcal{T}(\lfloor P + u \rfloor) = \mathcal{T}(\lfloor P \rfloor), \text{ for all rational polytopes } P \text{ and } u \in A,$$

see [61], pp. 933–988, [62].

**Remark 1** [7]. A general result of P. McMullen [60] states that if $\nu(P) = \mathcal{T}(\lfloor P \rfloor)$, for a lattice valuation $\mathcal{T}$, $P \subset V$ is a rational polytope, $d = \dim P$, and $t \in \mathbb{N}$ is a number, such that $tP$ is a lattice polytope, then there exist functions $\nu_{i}(P, \cdot) : \mathbb{N} \rightarrow \mathbb{C}$, such that

$$\nu(mP) = \sum_{i=0}^{d} \nu_{i}(P, m) m^{i}, \text{ for all } m \in \mathbb{N}, \text{ and}$$

$$\nu_{i}(P, m + t) = \nu_{i}(P, m), \text{ for all } m \in \mathbb{N}.$$

If we compute $\nu(qP)$, for $q = m, m + t, m + 2t, \ldots, m + dt$, then we can obtain $\nu_{i}(P, m)$ by interpolation.
We are mainly interested in two valuations, the first is counting the valuation \( \mathcal{E}(\{P\}) = |P \cap \mathbb{Z}^d| \). Applying the result of P. McMullen to \( \mathcal{E}(\{P\}) \), we conclude that

\[
|nP \cap \mathbb{Z}^d| = \sum_{i=0}^{d} e_i(P, m)m^i, \quad \text{for all } m \in \mathbb{N}, \text{ and }
\]

\[
e_i(P, m + t) = e_i(P, m), \quad \text{for all } m \in \mathbb{N}.
\]

The function on the right hand side is called Ehrhart quasi-polynomial of \( P \) after E. Ehrhart, who discovered the existence of such polynomials [28], see also [71, Section 4.6].

The second valuation \( F(\{P\}) \) that we are interested for is defined in the following theorem, proved by J. Lawrence [49], and, independently, by A. Khovanskii and A. Pukhlikov [46]. We borrowed the formulation from [8, Section 13].

**Theorem 1** ([46][49]) Let \( \mathcal{R}(\mathbb{C}^d) \) be the space of rational functions on \( \mathbb{C}^d \) spanned by the functions of the type

\[
\frac{x^v}{(1 - x^{u_1}) \ldots (1 - x^{u_d})},
\]

where \( v \in \mathbb{Z}^d \) and \( u_i \in \mathbb{Z}^d \setminus \{0\} \), for \( i \in 1 : d \). Then there exists a linear transformation (a valuation)

\[
F: \mathcal{P}(\mathbb{Q}^d) \to \mathcal{R}(\mathbb{C}^d),
\]

such that the following holds:

1. Let \( P \subset \mathbb{R}^d \) be a non-empty rational polyhedron without lines, and let \( C \) be its recession cone. Let \( C \) be generated by the rays \( w_1, \ldots, w_n \), for some \( w_i \in \mathbb{Z}^d \setminus \{0\} \), and let us define

\[
W_C = \{ x \in \mathbb{C}^d : |x^{w_i}| < 1 \text{ for } i \in 1 : n \}.
\]

Then, \( W_C \) is a non-empty open set and, for all \( x \in W_C \), the series

\[
\sum_{m \in P \cap \mathbb{Z}^d} x^m
\]

converges absolutely and uniformly on compact subsets of \( W_K \) to the function \( f(P, x) = F(\{P\}) \in \mathcal{R}(\mathbb{C}^d) \).

2. If \( P \) contains a line, then \( f(P, x) = 0 \).

If \( P \) is a rational polyhedron, we call \( f(P, x) \) its short rational generating function.
3 Description of the results and related works

The first polynomial-time in fixed dimension algorithm that constructs the short generating function of a polyhedron was proposed by A. Barvinok in [6]. Further modifications and details were given in [8,9,10,24]. An alternative approach was given in [40,48].

Our main result is Theorem 2 below. It states that the short rational generating function can be computed with a polynomial-time algorithm, even when the dimension is varying, but the other parameters are fixed. The proof can be found in Section 6.

Theorem 2 Let \( P \) be a rational polyhedron defined by the one of the following ways:

1. \( P = P_{\leq}(A, b) \), where \( A \in \mathbb{Z}^{(n+k) \times n} \), \( b \in \mathbb{Z}^{n+k} \), \( \text{rank } A = n \), and \( \Delta = \Delta(A) \);
2. \( P = P_{=} (A, b) \), where \( A \in \mathbb{Z}^{k \times n} \), \( b \in \mathbb{Z}^k \), \( \text{rank } A = k \), \( \Delta_{\text{gcd}}(A) = 1 \), and \( \Delta = \Delta(A) \).

Then, the short rational generating function \( f(P, x) \), for \( P \cap \mathbb{Z}^n \), can be computed with an algorithm having the arithmetical complexity\(^{(1)}\)

\[
O \left( T_{\text{SNF}}(d) \cdot d^k \cdot d \log_2 \Delta \right),
\]

where \( d = \text{dim } P \) (\( d = n \), for the case 1, and \( d = n - k \), for the case 2). The short rational generating function has the form:

\[
f(P, x) = \sum_{i \in I} \epsilon_i \frac{x^{v_i}}{(1 - x^{u_{i,1}}) \cdots (1 - x^{u_{i,d}})}. \tag{2}
\]

Here, \(|I| \leq \frac{(d+k)}{d} \cdot d \log_2 \Delta \); \( \epsilon_i \in \{-1, 1\} \), \( v_i, u_{i,j} \in \mathbb{Z}^n \), for \( i \in I \) and \( j \in 1:d \).

Remark 2 To make the text easier to read, we hide additive terms of the type \( \text{poly}(s) \) in \( O \)-notation, when we estimate the arithmetical complexity in our work. Here, \( s \) denotes the input size.

For example, the formula \( O(n^2) \) means \( O (n^2 + \text{poly}(s)) \). We note, that the computational complexity of this additional computation is not greater, than the computational complexity of computing the SNF or HNF of \( A \).

The outputs and all intermediate variables occurring in proposed algorithms have polynomial-bounded bit-encoding size. Hence, these algorithms have polynomial bit-complexity, if the main parameters (\( k \) and \( \Delta \)) are fixed.

Remark 3 To simplify the formulae, in the formulation of Theorem 2 for the case \( P = P_{=}(A, b) \), we made the assumption that \( \Delta_{\text{gcd}}(A) = 1 \). It can be done without loss of generality, because the original system \( Ax = b, x \geq 0 \) can be polynomially transformed to the equivalent system \( \hat{A}x = \hat{b}, x \geq 0 \) with \( \Delta_{\text{gcd}}(\hat{A}) = 1 \).

Indeed, let \( A = P(S \ 0)Q \), where \( (S \ 0) \in \mathbb{Z}^{k \times k} \) be the SNF of \( A \), and \( P \in \mathbb{Z}^{k \times k} \), \( Q \in \mathbb{Z}^{n \times n} \) be unimodular matrices. We multiply rows of the original system \( Ax = b, x \geq 0 \) by the matrix \((PS)^{-1}\). After this step, the original
system is transformed to the equivalent system \((I_{k \times k} \ 0) Q x = b, \ x \geq 0\). Clearly, the matrix \((I_{k \times k} \ 0)\) is the SNF of \((I_{k \times k} \ 0) Q\), so its \(\Delta_{\gcd}(\cdot)\) is equal to 1.

**Remark 4** The main difficulty to prove Theorem 2 is impossibility to use the original sign decomposition procedure introduced by A. Barvinok in [6], see also [8, pp. 137–147] and [15, pp. 129–135]. Let \(A \in \mathbb{Z}^{n \times n}\), \(\Delta = |\det(A)| > 0\) and \(C = \text{cone}(A)\). The sign decomposition procedure of A. Barvinok decomposes the cone \(C\) into at most \((\log(\Delta)/O(n \log n))\) unimodular cones. The last formula is exponential on \(n\). Hence, we need another variant of the sign decomposition that will give a polynomial on \(n\) number of unimodular cones for fixed \(\Delta\). Lemma 2 will give a decomposition variant with at most \(n \log_2 \Delta\) unimodular cones. Another difficulty is that we need to solve the shortest vector sub-problems during execution of the Barvinok’s decomposition algorithm. The last problem is NP-hard with respect to randomized reductions in general case.

Additionally, there are some difficulties with transforming between ILPs in standard and canonical forms, while preserving small values of the parameter \(k\). The key idea, helping to make the transform, is explained in Section 4.1

Using the Hadamard inequality, we can write a trivial complexity estimate in terms of \(\Delta_1 = \Delta_1(A) = \|A\|_{\max}\), for the case \(P = P_\oplus(A, b)\). A better dependence from system’s elements can be achieved for non-negative matrices using the aggregation technique, see Subsection 3.2.

**Corollary 1** Let \(A \in \mathbb{Z}^{k \times n}\), \(b \in \mathbb{Z}^k\), rank \(A = k\), \(\Delta_1 = \Delta_1(A)\), \(\Delta_{\gcd}(A) = 1\), and \(P = P_\oplus(A, b)\). The short rational generating function for \(P \cap \mathbb{Z}^n\) can be computed with an algorithm having the arithmetical complexity

\[
O\left(T_{\text{SNF}}(d) \cdot d^k (1 + \frac{1}{2} \log_2 k) \cdot d^k \log_2 \Delta_1\right),
\]

where \(d = \dim P = n - k\).

### 3.1 Application to counting lattice points in parametric polyhedra

If \(P\) is the polyhedron defined in Theorem 2 then there exists \(t \in \mathbb{Z}_+\), such that \(tP \subseteq \mathbb{Z}^n\) and \(t \leq \Delta_{\text{lcm}}(A) \leq \Delta!\). This gives us a straightforward way to calculate all coefficients of Ehrhart quasipolynomial for \(P\) (up to their periodicity) with a polynomial-time algorithm, for any fixed \(k\) and \(\Delta\). Therefore, after preprocessing, that is polynomial, for any fixed \(k\) and \(\Delta\), a linear-time algorithm can be obtained to compute \(|mP \cap \mathbb{Z}^n|\), for any given \(m\).

In other words, the following statement holds.
Corollary 2. Let $P$ be a polyhedron defined in the formulation of Theorem 2. Then, all coefficients of the Ehrhart quasipolynomial for $P$ can be computed with an algorithm having the arithmetical complexity

$$O \left( T_{\text{SNF}}(d) \cdot d^{k+1} \cdot d^{\log_2 \Delta} \cdot \Delta_{\text{lcm}}(A) \right).$$

Proof. Consider the first case: $P = P_{\zeta}(A, b)$ and $d = n$. In Remark 1, we discuss that the coefficients $\{e_j(P, m)\}$ of the Ehrhart quasipolynomial for $P$ can be computed using interpolation procedure with input values $|mP \cap \mathbb{Z}^d|$, for $q = m + i \cdot t$ and $i \in 0: d$. Due to [6,9], see also [8,10], the values $|mP \cap \mathbb{Z}^d|$ can be computed in time that is proportional to length of the short rational generating function (7). The period of the coefficients $\{e_j(P, q)\}$ is bounded by $\Delta_{\text{lcm}}(A)$, all facts together give us the desired complexity bound.

Let us consider the second case: $P = P_{\zeta}(A, b)$ and $d = n - k$. Lemma 1 and Corollary 3 give a polynomial-time algorithm to construct a $d$-dimensional polyhedron $\hat{P} = P_{\zeta}(A, \hat{b}) \subseteq \mathbb{R}^d$, such that there is a bijective map between $P \cap \mathbb{Z}^n$ and $\hat{P} \cap \mathbb{Z}^d$. Moreover, it can be easily seen from the proof of Lemma 3 that the set $mP \cap \mathbb{Z}^n$ bijectively maps to the set $m\hat{P} \cap \mathbb{Z}^d$, and, consequently, $|mP \cap \mathbb{Z}^n| = |m\hat{P} \cap \mathbb{Z}^d|$. Hence, the Ehrhart quasipolynomials for $P$ and $\hat{P}$ are coinciding, and we can apply the result of the first case to $\hat{P}$.

Remark 5. The previous Corollary gives a way to compute coefficients of the Ehrhart quasipolynomial of $\Delta$-modular simplices with a polynomial-time algorithm even in varying dimension. The problem with a close formulation was solved in [7], where it was shown that last $k$ coefficients of the Ehrhart quasipolynomial of a rational simplex can be found with a polynomial-time algorithm, for any fixed $k$. Additionally, the paper [7] introduces an important concept of intermediate sums on polyhedra. Given a polynomial $h(\cdot)$, a polyhedra $P \subseteq \mathbb{R}^n$ and a lattice $L$, the intermediate sum $S^L(P, h)$ is defined by the formula

$$S^L(P, h) = \sum_x \int_{P \cap (x+L)} h(y) \, dy,$$

where the summation index $x$ runs over the projected lattice in $V/L$. The next significant step for the case of fixed dimension was done in [5]. It establishes existence of a polynomial time algorithm for the computation of the weighted intermediate sum $S^L(P, h)$ of a simple polytope $P$ (given by its vertices), and the corresponding Ehrhart quasipolynomial $t \rightarrow S^L(t \cdot P, h)$, when the slicing space has fixed codimension and the weight depends only on a fixed number of variables, or has fixed degree.

Remark 6. Although the resulting complexity bound is polynomial, for any fixed $\Delta$ and $k$, the dependence of $\Delta_{\text{lcm}}(A)$ on $\Delta$ can be quite palpable. An alternative approach developed in [19,52,75,76] gives a significantly better preprocessing complexity bound, and additionally gives an opportunity to work with more general parametric polytopes. The drawback is that the computation complexity of computing $|mP \cap \mathbb{Z}^n|$ given $m$ is not linear on $n$ and depends on $k$ and $\Delta$. 
Further in this subsection we follow to the definitions and notations from [76].

**Definition 6** A step-polynomial \( g: \mathbb{Z}^n \rightarrow \mathbb{Q} \) is a function of the form

\[
g(x) = \sum_{j=1}^{m} \alpha_j \prod_{k=1}^{d_j} \lfloor a_{jk} \top x + b_{jk} \rfloor,
\]

where \( \alpha_j \in \mathbb{Q}, a_{jk} \in \mathbb{Q}^n, b_{jk} \in \mathbb{Q} \). We say that the degree of \( g(x) \) is \( \max_j \{d_j\} \) and length is \( m \).

A piece-wise step-polynomial \( c: \mathbb{Z}^n \rightarrow \mathbb{Q} \) is a collection of full-dimensional, rational, half-open polyhedra \( Q_i \) together with the corresponding functions \( g_i: Q_i \cap \mathbb{Z}^n \rightarrow \mathbb{Q} \), such that

1) \( \mathbb{Q}^n = \bigcup_i Q_i \), and \( Q_i \cap Q_j = \emptyset \), for different \( i, j \);
2) \( c(x) = g_i(x) \), for \( x \in Q_i \cap \mathbb{Z}^n \);
3) each \( g_i \) is a step-polynomial.

We say that degree of \( c(x) \) is \( \max_i \{\deg(g_i)\} \) and length is \( \max_i \{\text{length}(g_i)\} \).

**Remark 7** Our definition of a piece-wise step-polynomial slightly differs of that given in [76], where the polyhedra \( \{Q_i\} \) may be not full-dimensional and \( \mathbb{Q}^n = \bigcup_i \text{rel}(Q_i) \), where \( \text{rel}(Q_i) \cap \text{rel}(Q_j) = \emptyset \), for different \( i, j \). The notion of a half-open decomposition was introduced in [47]. By half-open polyhedra, we mean a polyhedron, for which some of the facet-defining inequalities are strict.

**Definition 7** Let \( P \subset \mathbb{Q}^p \times \mathbb{Q}^n \) be a rational polyhedron, such that, for all \( y \in \mathbb{Q}^p \), the set \( P_y \) is bounded, and we define the function \( c_P: \mathbb{Z}^p \rightarrow \mathbb{Z} \) by

\[
c_P(y) = |P_y \cap \mathbb{Z}^n| = |\{x \in \mathbb{Z}^n: (y, x) \in P\}|.
\]

We call \( P \) a parametric polytope, because, if

\[
P = \{y \in \mathbb{Q}^p \times \mathbb{Q}^n: By + Ax \leq b\},
\]

for some matrices \( B \in \mathbb{Z}^{m \times p}, A \in \mathbb{Z}^{m \times n} \), and vector \( b \in \mathbb{Z}^m \), then

\[
P_y = \{x \in \mathbb{Q}^n: Ax \leq b - By\}.
\]

Due to results obtained in [75,76], both piece-wise step-polynomial representation for \( c_P(y) \) and its generating function \( \sum_y c_P(y) x^y \) can be computed with polynomial-time algorithms, for any fixed \( p \) and \( n \).

Our second goal is to show that \( c_P(y) \), represented by a piece-wise step-polynomial, can be computed with a polynomial-time algorithm even in varying dimension, for some other parameters to be fixed.

**Theorem 3** Let \( P \subset \mathbb{Q}^p \times \mathbb{Q}^n \) be a rational parametric polytope defined by one of the following ways:
1) \( P = \{ (y, x) \in \mathbb{Q}^p \times \mathbb{Q}^n : By + Ax \leq b \} \), where \( A \in \mathbb{Z}^{(n+k) \times n} \), \( B \in \mathbb{Z}^{(n+k) \times p} \), \( b \in \mathbb{Z}^{n+k} \), and \( \text{rank} \ A = n \);

2) \( P = \{ (y, x) \in \mathbb{Q}^p \times \mathbb{Q}^n : By + Ax = b \} \), where \( A \in \mathbb{Z}^{k \times n} \), \( B \in \mathbb{Z}^{k \times p} \), \( b \in \mathbb{Z}^k \), and \( \text{rank} \ A = k \).

Then, a piece-wise step-polynomial that represents \( c_P(y) \) can be computed with a polynomial-time algorithm, for \( \Delta = \Delta(A) \), \( k \), and \( p \) being fixed. More precisely, the arithmetical complexity can be bounded by

\[
d(x) = \frac{k}{p+1} \cdot d \log_2 \Delta,
\]

where \( d \) is, for the first case, and \( d = n - k \), for the second one. The degree of the resulting piece-wise step-polynomial is \( d \). The length and number of pieces are bounded by \( O(d^{k+1} \cdot \log_2 \Delta) \) and \( O(d^{k-1} \cdot p) \), respectively.

The proof of Theorem 3 will be given in Section 6.

**Remark 8** It can be seen from the proof of the previous Theorem, given in Section 6, that the total number of faces of the pieces \( \{Q_i\} \) of the step-polynomial \( c_P(y) \) is bounded by \( O(d^{k-1}) \). Hence, we can construct an index data structure, such as a hash-table or a binary search tree, which will allow us to find the corresponding \( Q_i \), for given \( y \in \mathbb{Q}^p \) in time \( O(d^{k-1}) \). After that the value \( c_P(y) \) can be computed in time \( O(d^{k+1} \cdot \log_2 \Delta) \).

### 3.2 Some applications to the knapsack problem

The classical **unbounded knapsack problem** can be formulated as:

\[
c^\top x \rightarrow \text{max}
\]

\[
\begin{cases}
  a^\top x = a_0 \\
  x \in \mathbb{Z}^n
\end{cases}
\]

where \( c, a \in \mathbb{Z}^n \), and \( a_0 \in \mathbb{Z}^+ \). The **subset sum problem** is actually the problem to find any (not necessarily optimal) solution for the unbounded knapsack problem or to conclude that the set of feasible solutions is empty.

The **multidimensional** variant of the unbounded knapsack problem can be formulated as:

\[
c^\top x \rightarrow \text{max}
\]

\[
\begin{cases}
  Ax = b \\
  x \in \mathbb{Z}^n_+
\end{cases}
\]

where \( A \in \mathbb{Z}^{k \times n} \), \( b \in \mathbb{Z}^k \), and \( c \in \mathbb{Z}^n_+ \).

We note that the dynamic programming approach gives an algorithm to count integral points in multidimensional knapsack polytope with the arithmetical complexity \( O(n \cdot \|b\|_\infty^k) \), see, for example [66]. The memory requirements of this algorithm is \( O(\|b\|_\infty^k) \). An algorithm with a sufficiently better memory requirement was presented in [40].
Due to Corollary \[1\] the rational generating function for the knapsack polytope \([4]\) can be found with an algorithm having the arithmetical complexity \(O(T_{SNF}(d) \cdot d^{1+\log_2 ||a||_\infty})\), where \(d = n - 1\). For the multidimensional variant \([5]\), the complexity becomes \(O \left(T_{SNF}(d) \cdot d^{k(1+1/2 \log_2 k)} \cdot d^{k \log_2 \Delta_1}\right)\), where \(\Delta_1 = \Delta_1(A) = ||A||_{\text{max}}\) and \(d = n - k\). Consequently, there exists a counting algorithm with the same arithmetical complexity bound.

**Remark 9** In the case, when \(||c||_\infty\) is also bounded, we count integer solutions of the problems \([1\) and \(3\) that satisfy to \(c^\top x \leq c_0\) or \(c^\top x = c_0\) with a polynomial-time algorithm.

Additionally, let us consider the parametric version of the multidimensional knapsack polytope \([6\) \(P = \{ (b^i) \in \mathbb{R}^k \times \mathbb{R}_+^n : Ax = b \} \) parameterised by the right hand vector \(b\). Due to Theorem \[8\] and Remark \[8\] we can compute the corresponding piece-wise step polynomial \(c_P(b)\) in time \(d^{k+1} O(1) \cdot d^{k \log_2 \Delta}\), where \(\Delta = \Delta(A)\). Then, evaluation of \(c_P(b)\), for given \(b\), can be done in time \(O(d^{k+1} \cdot d^{k \log_2 \Delta})\).

### 3.3 Counting lattice points in polytopes defined by convex hulls

In this subsection, we prove a similar result to Theorem \[2\] that is stated for polyhedra defined by convex hulls of points. This Theorem is more like a note than an independent result, because the proof technique is straightforward. But, we include it there for the sake of completeness.

For example, this Theorem can be applied to simplices with integral vertices, such that the matrix composed from vertex coordinates has bounded minors. The proof can be found in Section \[8\].

**Theorem 4** Let \(P\) be a \(n\)-dimensional rational polyhedron defined by the following way:

\[
P = \text{conv.hull}(P) + \text{cone}(R),
\]

where \(P \in \mathbb{Z}^{n \times s_1}\), \(R \in \mathbb{Z}^{n \times s_2}\). Let, additionally, \(k = s_1 + s_2 - n\) and \(\Delta = \Delta(P,R)\).

Then, the short rational generating function \(f(P,x)\) for the set \(P \cap \mathbb{Z}^n\) can be computed with an algorithm having the arithmetical complexity

\[
O \left(n^{k+1} \cdot \Delta\right).
\]

The short rational generating function has the form:

\[
f(P,x) = \sum_{i \in I} \frac{p_i(x)}{(1 - x^{u_{i1}}) \cdots (1 - x^{u_{in}})}.
\]

Here, \(|I| \leq \binom{k+1}{k-1}\), \(u_{ij} \in \mathbb{Z}^n\) and \(p_i(x)\) are polynomials with integer coefficients of degree \(n\) and number of monomials at most \(n\Delta\), for \(i \in I\) and \(j \in 1:n\).
Remark 10 Let polyhedron $\mathcal{P}$ be defined in the following way: $\mathcal{P} = \text{conv}(\mathcal{P}) + \text{cone}(\mathcal{R})$, where $\mathcal{P} \in \mathbb{Q}^{n \times s_1}$, $\mathcal{R} \in \mathbb{Q}^{n \times s_2}$, $\dim \mathcal{P} = n$. For any vertex $v \in \text{vert}(\mathcal{P})$, the cone of feasible directions $C_v = f\text{cone}(\mathcal{P},v)$ is generated by an integral matrix $U_v$, such that $\Delta(U_v)$ is bounded by a constant $\Delta$. Let, additionally, $k = s_1 + s_2 - n$.

Using the same methods as in the proof of Theorems 2 and 3, it can be easily shown that $f(\mathcal{P},x)$ can be computed with an algorithm having the arithmetical complexity $n^k + O(1) \cdot \Delta$.

3.4 Other related works

Here we list some results that, in our opinion, are related to the topic under consideration.

Let $A$ be an integer matrix and $b, c$ be integer vectors. By $\text{ILP}_{\leq}(A, b, c)$, we denote the problem $\max \{ c^\top x : Ax \leq b, x \in \mathbb{Z}^n \}$. By $\text{ILP}_{=} (A, b, c)$, we denote the problem $\max \{ c^\top x : Ax = b, x \in \mathbb{Z}^n \}$.

There are known some cases, when the $\text{ILP}_{\leq}(A, b, c)$ problem can be solved with a polynomial-time algorithm. It is well-known that if $\Delta(A) = 1$, then any optimal solution of the corresponding LP problem is integer. Hence, the $\text{ILP}_{\leq}(A, b, c)$ problem can be solved with any polynomial-time LP algorithm (like in [41,44,45,63]).

The next natural step is to consider the bimodular case, i.e. $\Delta(A) \leq 2$. The first paper that discovers fundamental properties of the bimodular ILP problem is [77]. Recently, using results of [77], a strong polynomial-time solvability of the bimodular ILP problem was proved in [4].

Unfortunately, not much is known about the computational complexity of $\text{ILP}_{\leq}(A, b, c)$, for $\Delta(A) \geq 3$. V.N. Shevchenko [69] conjectured that, for each fixed $\Delta = \Delta(A)$, the $\text{ILP}_{\leq}(A, b, c)$ problem can be solved with a polynomial-time algorithm. There are variants of this conjecture, where the augmented matrices $\begin{pmatrix} c^\top & A \end{pmatrix}$ and $(A \ b)$ are considered [1,69]. A step towards deriving its complexity was done by Artmann et al. in [3]. Namely, it has been shown that if the constraint matrix has additionally no singular rank sub-matrices, then the ILP problem with bounded $\Delta$ can be solved in polynomial time. The last fact was strengthened to a FPT-algorithm in [36]. Some interesting results about polynomial-time solvability of the boolean ILP problem were obtained in [1,14,35,36].

F. Eisenbrand and S. Vempala [26] presented a randomized simplex-type linear programming algorithm, whose expected running time is strongly polynomial if all minors of the constraint matrix are bounded in the absolute value by a fixed constant. As it was mentioned in [4], due to E. Tardos’ results [73], linear programs with the constraint matrices, whose all minors are bounded in the absolute value by a fixed constant, can be solved in strongly polynomial time. N. Bonifas et al. [12] showed that any polyhedron, defined by a totally
\Delta\text{-}modular matrix (i.e., a matrix, whose all rank order minors are } \pm \Delta)\text{, has a diameter, bounded by a polynomial in } \Delta\text{ and the number of variables.}

For the case, when } A \text{ is square, a FPT-algorithm can be obtained from the classical work of R. Gomory \cite{31}. Due to \cite{36}, a FPT-algorithm exists for the case, when } A \text{ is almost square, e.g. } A \text{ has a small number of additional rows. It was shown in } \cite{53}\text{ that, for fixed } A, c, \text{ and varying } b, \text{ the ILP}_\leq(A, b, c)\text{ problem can be solved by a FPT-algorithm with a high probability.}

The existence of a FPT-algorithm with respect to } k \text{ and } \Delta\text{ for the ILP}_\leq(A, b, c)\text{ problem was shown in } \cite{43}. A similar result for a more general problem with additional constraints in the form of upper bounds for variables was obtained in \cite{27}.

Due to \cite{30}, the number of distinct rows in the system } Ax \leq b \text{ can be estimated by } \Delta^2 \log_2 \log_2 \Delta \cdot n + 1, \text{ for } \Delta \geq 2.

In \cite{32,38}, it was shown that any lattice-free polyhedron } P_\leq(A, b) \text{ has a relatively small width, i.e. the width is bounded by a function that is linear in the dimension and exponential in } \Delta(A)\text{. Interestingly, due to } \cite{38}, \text{ the width of any empty lattice simplex, defined by a system } Ax \leq b, \text{ can be estimated by } \Delta(A)\text{. In } \cite{33}, \text{ it has been shown that the width of such simplices can be computed with a polynomial-time algorithm. In } \cite{30}, \text{ for this problem, a FPT-algorithm was proposed. In } \cite{37}, \text{ a similar FPT-algorithm was given for simplices, defined by the convex hull of columns of } \Delta\text{-}modular matrices. We note that, due to } \cite{68}, \text{ this problem is NP-hard in the general case.}

Important results about the proximity and sparsity of the LP, ILP, and mixed problems in the general case can be found in \cite{2,20,51,65}. Interestingly, due to \cite{25}, \text{ the maximum difference between the optimal values of the LP}_\leq(A, b, c)\text{ and ILP}_\leq(A, b, c)\text{ problems over all right-hand sides } b \in \mathbb{Z}^n, \text{ for which LP}_\leq(A, b, c)\text{ is feasible, can be found with a polynomial-time algorithm, if the dimension is fixed.}

In the case, when the parameter } \Delta \text{ is not fixed and the dimension parameter } n \text{ is fixed, the problems ILP}_\leq(A, b, c)\text{ and ILP}=\leq(A, b, c)\text{ can be solved with a polynomial time algorithm due to the famous work of Lenstra } \cite{50}. \text{ A similar result for general convex sets, defined by separation hyperplane oracle, is presented in } \cite{21,22}\. \text{ Wider families of sets, induced by the classes of convic and discrete convic functions, defined by the comparison oracle, are considered in the papers } \cite{14,16}\text{. In } \cite{18}, \text{ it was shown that the integer optimization problem in such classes of sets can be solved with an algorithm having the oracle complexity } O(n)^n, \text{ which meets the same complexity bound as in } \cite{21,22}\. \text{ }

3.4.1 Computing the simplex lattice width

A. Sebő \cite{68} proved that the problem of computing the rational simplex width is NP-hard. A. Y. Chirkov and D. V. Gribanov \cite{33} showed that the problem can be solved with a polynomial-time algorithm in the case, when the simplex is defined by a constraint matrix with bounded minors in the absolute value. Last result was improved to a FPT-algorithm in \cite{39}. In \cite{37}, a similar FPT-algorithm was given for simplices defined by convex hull of columns of } \Delta\text{-}
modular matrices. It was noted in [38] that the width of an integrally-empty
Δ-modular simplex is bounded by Δ. In the current paper, we extend the class
of polytopes with this property.

An interesting theory on demarcation of polynomial-time solvability and
NP-completeness for graph problems is presented in [54,55,56,57,58].

4 Some auxiliary results

4.1 Minors of matrices with orthogonal columns

The following theorem was proved in [79], see also [69,78].

Theorem 5 ([79]) Let \( A \in \mathbb{Z}^{n \times m} \), \( B \in \mathbb{Z}^{n \times (n - m)} \), rank \( A = m \), rank \( B = n - m \), and \( A^T B = 0 \). Then, for any \( B \subseteq 1:n \), \( |B| = m \), and \( N = 1:n \setminus B \), the following equality holds:
\[
\Delta_{\text{gcd}}(B) |\det AB^*| = \Delta_{\text{gcd}}(A) |\det BN^*|, \quad \text{where} \quad N = 1:n \setminus B.
\]

Remark 11 Result of this Theorem was strengthened in [78]. Namely, it was
shown that the matrices \( A, B \) have the same diagonal of their Smith Normal
Forms modulo gcd-like multipliers.

The HNF can be used to solve systems of the type \( Ax = b \), see, for example,
[67]. In the following Lemma, we establish a connection between the minors of \( A \) and the resulting solution matrix.

Lemma 1 Let \( A \in \mathbb{Z}^{k \times n} \), \( b \in \mathbb{Z}^k \), \( \Delta_{\text{gcd}}(A) = 1 \), and rank \( A = k \). Let us
consider the set \( M = \{x \in \mathbb{Z}^n : Ax = b\} \) of integer solutions of a linear
equalities system. Then, there exist a matrix \( B \in \mathbb{Z}^{n \times (n-k)} \) and a vector \( r \in \mathbb{Z}^n \), such that \( M = \Lambda(B) + r \) and \( \Delta(B) = \Delta(A) \). The matrix \( B \) and the vector \( r \) can be computed with a polynomial-time algorithm.

Proof The matrix \( A \) can be reduced to the HNF. Let \( A = (H \; 0) Q^{-1} \), where
\( H \in \mathbb{Z}^{k \times k} \), \( (H \; 0) \) be the HNF of \( A \), and \( Q \in \mathbb{Z}^{n \times n} \) be a unimodular matrix.
The original system is equivalent to the system \((H \; 0)y = b\), where \( y = Q^{-1}x \).
Hence, \( y_{1:k} = H^{-1}b \) and components of \( y_{(k+1):n} \) can take any integer values.
Since \( x = Qy \), we take \( B = Q_{(k+1):n} \) and \( r = Q_{1:k}H^{-1}b \).

We have \( AB = 0 \). The columns of \( Q \) form a basis of the lattice \( \mathbb{Z}^n \), so
\( \Delta_{\text{gcd}}(B) = 1 \). Hence, by Theorem 5 we have \( \Delta(B) = \Delta(A) \).

We note that the map \( f : \mathbb{Z}^{n-k} \to M \), defined by the formula \( f(t) = Bt + r \),
is a bijection between the sets \( \mathbb{Z}^{n-k} \) and \( M \). Consequently, the polyhedron
defined by a system in the canonical form can be transformed to an integrally-
equivalent polyhedron in the standard form.

Corollary 3 Let \( A \in \mathbb{Z}^{k \times n} \), \( b \in \mathbb{Z}^k \), \( \Delta_{\text{gcd}}(A) = 1 \), rank \( A = k \), \( d = n - k \),
and \( P = P_{A}(A, b) \). Consider the polyhedron \( \hat{P} = P_C(\hat{A}, \hat{b}) \), where \( \hat{A} = -B \in \mathbb{Z}^{(d+k) \times d} \) and \( \hat{b} = r \in \mathbb{Z}^d \). The matrix \( B \) and vector \( r \) are taken from Lemma 1.

Then,
1) the map \( x = \hat{b} - \hat{A} \hat{x} \) is a bijection between the sets \( P \cap \mathbb{Z}^n \) and \( \hat{P} \cap \mathbb{Z}^d \); 
2) moreover, \( \Delta(A) = \Delta(\hat{A}) \); 
3) the matrix \( \hat{A} \) and the vector \( \hat{b} \) can be computed with a polynomial-time algorithm.

4.2 The algebra of polyhedra

In this subsection, we mainly follow to [8,9].

**Theorem 6 (Theorem 2.3 of [9])** Let \( V \) and \( W \) be finite-dimensional real vector spaces, and let \( T: V \to W \) be an affine transformation. Then

1) for every polyhedron \( P \subset V \), the image \( T(P) \subset W \) is polyhedron; 
2) there is a unique linear transformation (valuation) \( T: \mathcal{P}(V) \to \mathcal{P}(W) \), such that 

\[
T([P]) = [T(P)], 
\]

for every polyhedron \( P \subset V \).

Let us fix a scalar product \((\cdot, \cdot)\) in \( V \), just making \( V \) Euclidean space.

**Definition 8** Let \( P \subset V \) be a non-empty set. The **polar** \( P^o \) of \( P \) is defined by 

\[
P^o = \{ x \in V : (x, y) \leq 1 \ \forall y \in P \}.
\]

**Definition 9** Let \( P \subset V \) be a non-empty polyhedron, and let \( v \in P \) be a point. We define the **tangent cone** of \( P \) at \( v \) by 

\[
tcone(P, v) = \{ v + y : v + \varepsilon y \in P, \text{ for some } \varepsilon > 0 \}.
\]

We define the **cone of feasible directions** at \( v \) by 

\[
fcone(P, v) = \{ y : v + \varepsilon y \in P, \text{ for some } \varepsilon > 0 \}.
\]

Thus, \( tcone(P, v) = v + fcone(P, v) \).

**Remark 12** Let \( A \in \mathbb{R}^{m \times n} \), \( b \in \mathbb{R}^m \), and \( P = P_{\geq}(A, b) \). Let, additionally, \( v \in \text{vert}(P) \) and \( J(v) = \{ j : A_{jv} = b_j \} \). Then, from elementary theory of convex polyhedra it follows that 

\[
tcone(P, v) = \{ x \in V : A_{j(v)}^* x \leq b_{j(v)} \}, \]

\[
fcone(P, v) = \{ x \in V : A_{j(v)}^* x \leq 0 \}, \]

\[
fcone(P, v)^o = \text{cone}(A_{j(v)}^o).
\]

The following Theorem estimates the complexity of the construction of a triangulation.

**Theorem 7** Let columns of a matrix \( A \in \mathbb{Z}^{d \times (d+k)} \) generate a pointed full-dimensional cone \( C \). Then, a triangulation of \( C \), given by a collection of simple cones \( C_i = \text{cone}(B_i) \), where \( B_i \) are \( d \times d \) sub-matrices of \( A \), can be computed with an algorithm having the arithmetical complexity \( O(d^{k+1}) \).
Proof It is clear that constructing a triangulation for a pointed cone in $\mathbb{R}^d$ is equivalent to constructing a triangulation for a point configuration in $\mathbb{R}^{d-1}$.

The triangulation $T$ for the point configuration of $n$ points in $\mathbb{R}^{d-1}$ of rank $r < d$ can be computed in no more than $O((r \cdot (d-r)^2 |T|) \cdot |T|)$ operations [53, Lemma 8.2.2] (see also [70], where another algorithm is proposed).

In our case, $n = d + k$, $r = d$, and $|T| \leq \binom{d+k}{d} = O(d^k)$. Hence, the arithmetical complexity of the algorithm is $O(dk^2 d^k) = O(dk^{k+1})$.

5 Sign decomposition of cones

As it was explained in Remark 4, we can not use the original sign decomposition procedure of A. Barvinok, proposed in [6], to prove Theorems 2 and 3. Here we introduce our variant of the sign decomposition.

Lemma 2 Let $C = \text{cone}(U)$, where $U \in \mathbb{Z}^{n \times n}$, $|\det U| = \Delta > 0$. Then, there exist unimodular cones $C_i = \text{cone}(U_i)$, defined by unimodular matrices $U_i$, and values $\epsilon_i \in \{-1, 1\}$, such that

$$[C] = \sum_{i \in I} \epsilon_i [C_i] \quad \text{modulo lower-dimensional rational cones},$$

where $|I| \leq n \log_2 \Delta$. The matrices $U_i$ and values $\epsilon_i$ can be computed with an algorithm having the arithmetical complexity $T_{SNF}(n) \cdot n \log_2 \Delta$.

Proof Let $U(j, b)$ be the matrix obtained from $U$ by replacing $j$-th column with the column $b$. Let $b = Ut$, for some $t \in \mathbb{R}^n$. We need the following two key formulae. The first one can be found in [8, Section 16] or in [9, p. 107]:

$$[\text{cone}(U)] = \sum_{i=1}^n \epsilon_i [\text{cone}(U(i, b))] \quad \text{modulo lower-dimensional rational cones},$$

where $\epsilon_i = \begin{cases} 1, & \text{if replacing } U_i \text{ with } b \text{ does not change the orientation;} \\ -1, & \text{if replacing } U_i \text{ with } b \text{ changes the orientation;} \\ 0, & \text{if } \det U(i, b) = 0. \end{cases}$

The second formula is trivial:

$$|\det U(i, b)| = |t_i| \cdot |\det U|.$$

Let us assume that, for any matrix $A \in \mathbb{Z}^n$, we are able to find a vector $b = At$, such that $b \in \mathbb{Z}^n$ and $0 < ||t||_\infty \leq 1/2$. Then, we can apply decomposition recursively. Due to (10), one has $|\det A(i, b)| \leq 1/2|\det A|$, and hence we need at most $\log_2 \Delta$ recursive steps to find the desired unimodular decomposition of the original cone $C$. Clearly, the number of cones in such a decomposition is bounded by $n \log_2 \Delta$. 
Let us show how to find a vector \( b = At \), such that \( b \in \mathbb{Z}^n \) and \( 0 < \|t\|_{\infty} \leq 1/2 \), for a given matrix \( A \). The vector \( t \) can be found as a solution of the following system

\[
\begin{cases}
At \equiv 0 \pmod{1} \\
0 < \|t\|_{\infty} \leq 1/2.
\end{cases}
\]  

(11)

Let \( A = P^{-1}SQ^{-1} \), where \( S \) is the SNF of \( A \) and \( P, Q \) are \( n \times n \) unimodular matrices. All possible solutions of the system

\[
At \equiv 0 \pmod{1}
\]

are given by the formula

\[
t = QS^{-1}b, \quad \text{for} \quad b \in \mathbb{Z}^n.
\]

(12)

Hence, as a result of the mapping \( t_\sigma \mapsto t \), where \( \sigma = S_{nn} \), the system (11) transforms to

\[
\begin{cases}
At \equiv 0 \pmod{\sigma} \\
0 < \|t\|_{\infty} \leq \sigma/2 \\
t \in \mathbb{Z}^n.
\end{cases}
\]

(13)

To find some solution of the system (13), we can do the following operations:

1) compute some nonzero solution of the first part of the system using the formula (12), for example, we can take \( \hat{t} = QS^{-1}(0, \ldots, 0, \sigma)^{\top} = Q^*n \);
2) adjust components of \( \hat{t} \) by addition of \( \pm \sigma \) until the inequality \( \|\hat{t}\|_{\infty} \leq \sigma/2 \) holds.

Then, the desired vector \( b \) can be found by the formula \( b = A\hat{t}/\sigma \).

Clearly, the arithmetical complexity of the whole algorithm is \( T_{\text{SNF}}(n) \cdot n \log_2 \Delta \).

**Lemma 3** In assumptions of Lemma 2, let \( b = Ut \) be some column of resulting matrices \( U_i \) in the decomposition (8) after \( k \) recursive steps of the algorithm.

Then \( \|t\|_{\infty} \leq (3/2)^{k-1} \).

**Proof** Induction on \( k \). Base case: \( k = 1 \). Clearly, in this case \( \|t\|_{\infty} = 1 \), if \( b \) is a column of the initial matrix \( U \), and \( \|t\|_{\infty} \leq 1/2 \), if \( b \) is a column that was added by the algorithm at the first step.

Induction step \( k - 1 \rightarrow k \). Let

\[
[C] = \sum_{j \in J} \alpha_j \left[ \text{cone}(U(j, a^{(j)})) \right] \quad \text{modulo lower-dimensional rational cones}
\]

be a decomposition after the first step of the algorithm, where \( a^{(j)} \in \mathbb{Z}^n \) and \( \alpha_j \in \{-1, 1\} \). Without loss of generality we can assume that the vector \( b \) is a result of applying \( k - 1 \) recursive steps to the matrix \( U(1, a^{(1)}) \). Hence, by induction, \( b = y_1a^{(1)} + \sum_{i=2}^{n} y_iU_i \), for some \( y \in \mathbb{Q}^n \), satisfying to \( \|y\|_{\infty} \leq \frac{3}{2}^{k-1} \).
(3/2)^k-2. We also know that a(i) = Uz, for some z ∈ Q^n, satisfying to ∥z∥∞ ≤ 1/2. Hence, b = Ut = z_1y_1U_{i+1} + \sum_{i=2}^{n}(z_iy_i + y_i)U_{i+1}.

Finally, |t_j| = \begin{cases} |z_1y_1| < |y_1| \leq (3/2)^k-2, & \text{for } j = 1; \\ |z_jy_1 + y_j| \leq 1/2|y_1| + |y_j| \leq (3/2)^k-1, & \text{for } j \in 2:n. \end{cases}

**Corollary 4** In assumptions of Lemma 2, let b = Ut be some column of resulting matrices U_i in the complete decomposition (8). Then ∥t∥∞ ≤ 2/3 · Δ^log_2 3/2. Bit-encoding sizes of the matrices U_i and all intermediate variables are bounded by a polynomial from bit-encoding size of the input matrix U.

**Proof** The inequality ∥t∥∞ ≤ 2/3 · Δ^log_2 3/2 straightforwardly follows from the previous Lemmas 2 and 3. Consequently, ∥U_i∥max ≤ 2/3 · n∥U∥max · Δ^log_2 3/2 and, hence, the bit-encoding size of U_i is bounded by a polynomial from the bit-encoding size of U. Clearly, the same is true for all intermediate variables.

### 6 Proofs of main results

Now, we are ready to prove Theorems 2 and 3. The proof of Theorem 2 consists of two parts corresponding to both cases of the polyhedron P representation.

#### 6.1 Proof of Theorem 2

**6.1.1 Case 1:** P = P ≤ (A, b)

In our proof, we follow to [6,9], and, especially, to [8]. The following formula is actually the Brion’s theorem [13]. We borrow it from [8, Section 6]:

\[
[P] = \sum_{v \in \text{vert}(P)} [tcone(P, v)] \text{ modulo polyhedra with lines.} \tag{14}
\]

Let us fix a vertex v ∈ vert(P) and consider a cone C = tcone(P, v). Remind that tcone(P, v) = v + C. Due to Remark 12 we have C^∞ = cone(A^⊤ J(v)), where J(v) = \{ j : A_jv = b_j \}. We apply the decomposition (triangulation) of C^∞ into simple cones S_j. Let q_v be the total number of simple cones in this decomposition. Clearly, for j ∈ 1 : q_v, we have S_j = cone(R_j), where R_j are non-singular n × n integral sub-matrices of A^⊤. Since |det R_j| ≤ Δ, we can apply the sign decomposition from Lemma 8. After all these steps we will have the decomposition

\[
[C^∞] = \sum_{i \in I} \epsilon_i[C_i] \text{ modulo lower-dimensional rational cones,}
\]

where C_i = cone(U_i) for unimodular U_i and |I| ≤ q_v · n^log_2 Δ.
Next, we use the duality trick, see [3] Remark 4.3. Due to [3] Theorem 5.3 (see also [3] Theorem 2.7 of), there is a unique linear transformation \( \mathcal{D} : \mathcal{P}(V) \rightarrow \mathbb{R} \), for which \( \mathcal{D}(P) = [P^\Delta] \). Consequently,

\[
[C] = \sum_{i \in I} \epsilon_i [C_i^\Delta] \quad \text{modulo polyhedra with lines},
\]

where \( C_i^\Delta = \text{cone}(B_i) \) and \( B_i = -U_i^{-1} \). Since \( U_i \) is unimodular, the matrix \( B_i \) is also unimodular.

We decompose \( t\text{cone}(P, v) \) as follows:

\[
[t\text{cone}(P, v)] = v + C = \sum_{i \in I} \epsilon_i [v + \text{cone}(B_i)] \quad \text{modulo polyhedra with lines}.
\]

(15)

Now, we need to change the rational offset \( v \) of the cone \( v + \text{cone}(B_i) \) to some integral offset \( w_i \), such that the set of integral points of both cones stays the same. To this end, we follow to [8] Section 14.3. Let a vector \( t_i \in \mathbb{Q}^n \) be defined by the equality \( v = B_i t_i \). Define the vector \( w_i = B_i [t_i] \). Then, \( (v + \text{cone}(B_i)) \cap \mathbb{Z}^n = (w_i + \text{cone}(B_i)) \cap \mathbb{Z}^n \), and, consequently,

\[
f(v + \text{cone}(B_i), x) = f(w_i + \text{cone}(B_i), x) = x^{w_i} f(\text{cone}(B_i), x).
\]

(16)

Combining the previous formula and the formula (15), we have

\[
f(t\text{cone}(P, v), x) = \sum_{i \in I} \epsilon_i x^{w_i} f(\text{cone}(B_i), x).
\]

(17)

Let us fix \( i \), and let \( u_1, u_2, \ldots, u_n \) be columns of the matrix \( B_i \). We have (see [3] Section 14.2)

\[
f(\text{cone}(B_i), x) = \frac{1}{(1 - x^{u_1})(1 - x^{u_2}) \cdots (1 - x^{u_n})}.
\]

(18)

Combining the formulæ (14), (17), and (18) together, we finally have

\[
f(P, x) = \sum_{v \in \text{vert}(P)} \sum_{i \in I} \epsilon_i^{(v)} x^{w_i^{(v)}} \frac{x^{u_i^{(v)}}}{(1 - x^{u_1^{(v)}})(1 - x^{u_2^{(v)}}) \cdots (1 - x^{u_n^{(v)}})}.
\]

Since \( \sum_{v \in \text{vert}(P)} q_v \leq \binom{n+k}{n} = \binom{n+k}{k} \), the total number of terms in the resulting formula is bounded by \( \binom{n+k}{k} n \log_2 \Delta \).

Let us estimate the computational complexity of the resulting algorithm. Briefly, the algorithm consists of the following steps:

1) compute all vertices of \( P \);
2) for each \( v \in \text{vert}(P) \), compute the decomposition (triangulation) of the cone \( \text{cone}(A_f(v)*) \) into simple cones;
3) for each simple cone, compute its sign decomposition using Lemma 2;
4) write down the resulting short generating function.
Step 1) can be done just by enumerating all the bases of $A$, its arithmetical complexity can be estimated by $n^{O(1)} \cdot \binom{n+k}{k} = n^{k+O(1)}$, for fixed $k$. We note that this $n^{O(1)}$ term is not greater, than $T_{SNF}(n)$. Since the number of simple cones in all triangulations is bounded by $\binom{n+k}{k} = O(n^k)$, then, using the same reasoning, as in Theorem 4 we conclude that the arithmetical complexity of the step 2) is $O(n^{k+1})$. Again, since the total number of simple cones is bounded by $O(n^k)$, then, by Lemma 2 the total arithmetical complexity of the step 3) is $O(T_{SNF}(n) \cdot n^{k+\log_2 k - 1})$. The complexity of the resulting algorithm is the same as in the Theorem's formulation, so we are done.

6.1.2 Case 2: $P = P_e(A, b)$

First of all, we apply Corollary 6 to get the $d$-dimensional polyhedron $\hat{P} = P_{\leq} (\hat{A}, \hat{b}) \subseteq \mathbb{R}^d$. We apply the result of Case 1 for $\hat{P}$ to get the decomposition

$$[\hat{P}] = \sum_{v \in \text{vert}(\hat{P})} \sum_{i \in I_v} e_i^{(v)} [v + \text{cone}(B_i)],$$

where $B_i \in Z_{d \times d}$ are unimodular matrices, and the number of terms in the formula is bounded by $\left(\binom{d+k}{k}, d^{\log_2 k} \cdot 3\right)$.

Next, we apply the map $x = \hat{b} - \hat{A}x$ to $\hat{P}$. By Theorem 5 we have

$$[P] = \sum_{v \in \text{vert}(P)} \sum_{i \in I_v} e_i^{(v)} [v + \text{cone}(M_i)],$$

(19)

where $M_i = -\hat{A}B_i \in Z_{n \times d}$.

Since the map $x = \hat{b} - \hat{A}x$ is a bijection between the sets $\{x \in \mathbb{Z}^n : Ax = b\}$, $\mathbb{Z}^d$ and the unimodular matrices $B_i$ generate all points of the set $\text{cone}(B_i) \cap \mathbb{Z}^d$, then the matrices $M_i$ have the same properties with respect to $\text{cone}(M_i) \cap \mathbb{Z}^n$. Hence,

$$f(\text{cone}(M_i), x) = \frac{1}{(1 - x^{u_1}) \cdots (1 - x^{u_d})},$$

(20)

where $u_1, \ldots, u_d$ are columns of $M_i$, for fixed $i \in I_v$.

Now, using the same trick, as in (16), we find the vectors $w_i \in \mathbb{Z}^n$, such that

$$f(v + \text{cone}(M_i), x) = f(w_i + \text{cone}(M_i), x) = x^{w_i} f(\text{cone}(M_i), x).$$

(21)

Combining the formulae (19), (21), and (20) together, we finally have

$$f(P, x) = \sum_{v \in \text{vert}(P)} \sum_{i \in I_v} e_i^{(v)} \frac{x_x^{w_i}}{(1 - x^{w_1})(1 - x^{w_2}) \cdots (1 - x^{w_d})}.$$  

Clearly, the total number of terms in the resulting formula is bounded by $\left(\binom{d+k}{k}, d^{\log_2 k} \cdot 3\right)$, and the total arithmetical complexity stays the same as in Case 1 applied to the polyhedron $\hat{P}$. So, the proof is complete.
6.2 Proof of Theorem 3

6.2.1 Case 1: \( P = \{ \mathbf{y} \in \mathbb{Q}^p \times \mathbb{Q}^n : B \mathbf{y} + Ax \leq b \} \)

In our proof, we partially follow to [76].

Due to [19, Section 3], we can find all chambers \( \mathbb{Q}^p = \bigcup \mathbb{Q}_i \), \( \mathbb{Q}_i \cap \mathbb{Q}_j \) are polyhedra of dimension lower than \( d \), and, for any \( \mathbf{y} \in \mathbb{Q}_i \), the polytopes \( P_y \) will have a fixed set of vertices given by affine transformations of \( \mathbf{y} \). These \( \mathbb{Q}_i \), also called chambers, will be the pieces of the resulting step-polynomial. Following to the proof of Lemma 3 in [75], consider the hyperplanes in the parameter space \( \mathbb{Q}^p \) formed by the affine hulls of the \( (p-1) \)-dimensional intersections of pairs of the chambers. Let \( s \) be the total number of such hyperplanes. Due to [30], these hyperplanes divide the parameter space into at most \( O(s^p) \) cells. The considered hyperplanes correspond to the projections of the generic \( (p-1) \)-dimensional faces of \( \{ \mathbf{y} \in \mathbb{Q}^p \times \mathbb{Q}^n : B \mathbf{y} + Ax \leq b \} \) into the parameters space. Hence, \( s \leq (n+k)^m = (n+k) \). Since a part of the cells form a subdivision of the chambers, the total number of the chambers can be bounded by \( O((n(k-1))^{p}) \).

The set of the chambers can be computed by Claus and Loechner’s algorithm [19]. The number of iterations of this algorithm is bounded by \( O(n^k) \). In each iteration, the number of the performed operations is proportional to length of the list of pairs of regions and vertices. This length never decreases, and its final (maximal) value is the number of the chambers. Hence, the total complexity of the chambers computation and parametric vertices computation can be estimated by \( n((k-1)(1+p) + O(1)) \). For each chamber \( \mathbb{Q}_i \), the Claus and Loechner’s algorithm returns the set of parametric vertices as a set of affine functions \( T_{i_1}, T_{i_2}, \ldots, T_{i_m} : \mathbb{Q}^p \rightarrow \mathbb{Q}^n \). In other words, for \( \mathbf{y} \in \mathbb{Q}_i \), all vertices of \( P_y \) are \( T_{i_1}(\mathbf{y}), T_{i_2}(\mathbf{y}), \ldots, T_{i_m}(\mathbf{y}) \).

Now, let us fix a chamber \( Q = Q_m \), for some \( m \). Let \( T_1(\mathbf{y}), T_2(\mathbf{y}), \ldots, T_l(\mathbf{y}) \) be the set of parametric vertices for this chamber. We note that for \( \mathbf{y} \in \text{int}(Q_m) \) all parametric vertices \( T_1(\mathbf{y}), T_2(\mathbf{y}), \ldots, T_l(\mathbf{y}) \) are unique. But, for some \( i \neq m \) and \( \mathbf{y} \in Q_i \cap Q_m \), this property disappears. To solve this problem, we take the set of all chambers \( \{ \mathbb{Q}_i \} \) returned by the Claus and Loechner’s algorithm and transform them to half-open ones. Due to [17], this step can be done with an algorithm having the complexity, proportional to the number of the chambers and polynomial by dimension \( n \).

Again, let us fix \( Q = Q_m \) and the corresponding set of parametric vertices \( T_1(\mathbf{y}), T_2(\mathbf{y}), \ldots, T_l(\mathbf{y}) \). Using Theorem 2 we achieve the decomposition

\[
    f(P_y, x) = \sum_{i \in I} \epsilon_i \frac{x^{w_i(\mathbf{y})}}{(1 - x^{u_{i1}})(1 - x^{u_{i2}}) \ldots (1 - x^{u_{in}})},
\]

where \( w_i(\mathbf{y}) = \sum_{j=1}^n |L_{ij}(\mathbf{y})| u_{ij} \), for affine functions \( L_{ij} \) (here, we again use the trick (10)), and \( |I| \leq \binom{n+k}{k} n^{\log_2 \Delta} \). We note that \( w_i(\mathbf{y}) \) is a degree-1 step-
polynomial, and the functions \( L_{ij}(y) \) can be computed in polynomial time from the functions \( T_i(y) \).

By Theorem 1, the finite sum \( \sum_{m \in P_y \cap \mathbb{Z}^n} x^m \) converges to \( f(P_y, x) \), for \( x \neq 1 \).

Hence, \( c_P(y) = \lim_{x \to 1} f(P_y, x) \). To find this limit, we follow to Section 5 of the work [9]. First of all, we search for the vector \( l \in \mathbb{Z}^n \), such that \((l, u_{ij}) \neq 0\), for all \( i \in I \) and \( j \in 1:n \). Due to [9], the vector \( l \) can be found with an algorithm having the arithmetical complexity \( O(n^3 |I|) \) by taking points in the moment curve. Let \( \xi_{ij} = (l, u_{ij}) \) and \( \eta_i(y) = (l, w_i(y)) \), for \( i \in I \) and \( j \in 1:n \). We note that \( \eta_i(y) \) is a degree-1 step polynomial. Then, due to Formula (5.2.1) of [9], we have

\[
c_P(y) = \sum_{i \in I} \frac{1}{\xi_{i1} \xi_{i2} \cdots \xi_{im}} \sum_{j=0}^{n} \frac{\eta_j^2(y)}{j!} t_{d_{n-j}}(\xi_{i1}, \ldots, \xi_{im}),
\]

where \( t_{d_j}(\xi_1, \ldots, \xi_n) \) are homogeneous polynomials of degree \( j \), called \( j \)-th Todd polynomial in \( \xi_1, \ldots, \xi_n \). These polynomials arise as the coefficients of the Taylor expansion

\[
F(\tau; \xi_1, \ldots, \xi_n) = \sum_{i=0}^{\infty} \tau^i t_{d_i}(\xi_1, \ldots, \xi_n)
\]

of the function

\[
F(\tau; \xi_1, \ldots, \xi_n) = \prod_{i=1}^{n} \frac{\tau \xi_i}{1 - \exp(-\tau \xi_i)}
\]

that is analytic at \( \tau = \xi_1 = \cdots = \xi_n = 0 \).

The formula (23) represents \( c_P(y) \) as a degree-\( n \) step-polynomial of the length \( (n + 1)|I| = O(n^{k+1} \cdot n^{\log_2 3}) \). To finish the proof, we need to show that the values \( t_{d_j}(\xi_1, \ldots, \xi_n) \) can be computed with a polynomial-time algorithm, for \( j \in 1:n \) and given \( \xi_1, \ldots, \xi_n \). Definitely, Theorem 7.2.8 from the book [15, p. 137] states that the value of \( t_{d_j}(\xi_1, \ldots, \xi_n) \) can be evaluated by an algorithm that is polynomial by \( j, n \) and the bit-encoding length of \( \xi_1, \ldots, \xi_n \).

The total complexity of the algorithm that consists of working with all chambers is \( n^{(k-1)(1/2) + O(1)} \cdot n^{\log_2 3} \), as it states in the theorem’s definition.

6.2.2 Case 2: \( P = \{ (y, x) \in \mathbb{Q}^p \times \mathbb{Q}^m_n : B y + A x = b \} \)

The reasoning here is the same as in the proof of Corollary 3. Using Lemma 1 and Corollary 3 we just transform the polyhedron \( P \) to the polyhedron \( \hat{P} \) that has the structure of Case 1.
6.3 Proof of Theorem 4

Proof Let \( A = \begin{pmatrix} 1 & 0 \\ P & R \end{pmatrix} \in \mathbb{Z}^{(n+1) \times (s_1+s_2)} \) and \( \tilde{\Delta} = \Delta(\hat{A}) \). Consider the homogenised cone \( \mathcal{C} = \text{cone}(A) \). Clearly,

\[
\tilde{\Delta} \leq n\Delta \quad \text{and} \quad \mathcal{P} = \{ x \in \mathbb{R}^n : \begin{pmatrix} 1 \\ x \end{pmatrix} \in \mathcal{C} \}.
\]

Hence, it can be seen that

\[
f(\mathcal{P}, x) = \frac{\partial}{\partial x_1} f(\mathcal{C}, x) \bigg|_{x_1=0}.
\] (24)

Let us triangulate \( \mathcal{C} \) to the set of simple cones \( \mathcal{C}_i = \text{cone}(B_i) \), where \( B_i \) are \( (n+1) \times (n+1) \) sub-matrices of \( A \). Let \( m \) be total number of simple cones \( \mathcal{C}_i \). Clearly, \( m \leq \binom{n+k}{k+1} = O(n^k) \). Due to Theorem 7, this step can be done in time \( O(n^k) \).

Now, we transform the cones \( \mathcal{C}_i \) to half-open ones \( \tilde{\mathcal{C}}_i \) using the method from [47]. Due to [47, Theorem 3], the complexity of this step is \( O(mn^2) \). So, we have

\[
[\mathcal{C}] = \sum_{i=1}^{m} [\tilde{\mathcal{C}}_i].
\] (25)

Let us fix some \( i \in 1:m \) and consider \( \tilde{\mathcal{C}} = \tilde{\mathcal{C}}_i \). Let \( \tilde{\mathcal{C}} \) have the following double description:

\[
\tilde{\mathcal{C}} = \{ x \in \mathbb{R}^{n+1} : (a^*_j, x) \leq 0, \text{ for } j \in J_\leq, \text{ and } (a^*_j, x) < 0, \text{ for } j \in J_< \}
\]

where \( J_\leq \cap J_< = \emptyset, J_\leq \cup J_< = 1:(n+1) \), and \( a^*_j, a_j \in \mathbb{Z}^{n+1} \) are vectors with bi-orthogonality property

\[
\begin{cases} (a^*_i, a_j) > 0, & \text{for } i = j \\ (a^*_i, a_j) = 0, & \text{for } i \neq j. \end{cases}
\]

Then, due to [47, Section 3.1],

\[
f(\tilde{\mathcal{C}}, x) = \frac{\sum_{m \in \Pi \cap \mathbb{Z}^{n+1}} x^m}{(1 - x^{a_1}) \cdots (1 - x^{a_{n+1}})},
\] (26)

where

\[
\Pi = \left\{ \sum_{j=1}^{n+1} a_j t_j : 0 \leq t_j < 1, \text{ for } j \in J_\leq, \text{ and } 0 < t_j < 1, \text{ for } j \in J_< \right\}.
\]

Clearly, \( |\Pi \cap \mathbb{Z}^{n+1}| \leq \tilde{\Delta} \). Due to [47, Lemma 9], the enumeration of points in \( \Pi \cap \mathbb{Z}^{n+1} \) can be done with \( O(n\tilde{\Delta}) \) operations. Hence, we need the same time to construct \( f(\tilde{\mathcal{C}}, x) \).
Combining the formulae (25) and (26), we have

\[ f(C, x) = \sum_{i \in I} p_i(x) \frac{1 - x^{a_i(1)}}{1 - x^{a_i(n+1)}} \]

where \(|I| \leq \binom{n+k}{k-1}\) and \(p_i(x)\) are polynomials with integer coefficients of the degree \(n + 1\) and the number of terms is at most \(\Delta \leq n\Delta\). The arithmetical complexity of this computation is \(O(m \cdot n^2 + m \cdot n \cdot \Delta + nk) = O(n^{k+1} \cdot \Delta)\).

To construct \(f(P, x)\), we apply the formula (24). Clearly, it can be done in linear time by length of the formula, and we finish the proof.

**Conclusion**

The paper considers a class of polyhedra \(P\) defined by one of the following ways:

(i) \(P = \{x \in \mathbb{R}^n : Ax \leq b\}\), where \(A \in \mathbb{Z}^{(n+k) \times n}, b \in \mathbb{Z}^{(n+k)}\) and \(\text{rank } A = n\),

(ii) \(P = \{x \in \mathbb{R}^n : Ax = b\}\), where \(A \in \mathbb{Z}^{k \times n}, b \in \mathbb{Z}^k\) and \(\text{rank } A = k\),

(iii) \(P = \text{conv} \text{hull}(A_1) + \text{cone}(A_2)\), where \(A = (A_1, A_2), A \in \mathbb{Z}^{n \times (n+k)}\) and \(\dim P = n\).

We assume that all rank-order minors of \(A\) are bounded by \(\Delta\) in absolute values. It was shown that the short rational generating function for the set \(P \cap \mathbb{Z}^n\) can be computed by a polynomial time algorithm for \(k\) and \(\Delta\) being fixed, even in varying dimension. Consequently, it gives polynomial time algorithm to compute \(|P \cap \mathbb{Z}^n|\). The analogous results were proved for the parametric case.

There are some interesting questions for the future research:

1. Is it possible to extend the presented results for the bounded knapsack polytope of the type \(\{x \in \mathbb{R}^n : Ax = b, 0 \leq x \leq u\}\), or equivalently, for two-side bounded polytopes of the type \(\{x \in \mathbb{R}^n : b_1 \leq Ax \leq b_2\}\)? Here again \(\Delta(A) = \Delta\) is fixed, and \(A \in \mathbb{Z}^{k \times n}\) or \(A \in \mathbb{Z}^{(n+k) \times n}\) respectively, for \(k\) being fixed.

2. With the same assumptions on input matrix \(A\), is it possible to compute the intermediate sum or the real Ehrhart quasipolynomial for \(P\) by a polynomial time algorithm? For details see Remark 5.
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