The Viability of Leap Motion Implementation in Controlling Drone using K-Nearest Neighbor Algorithm
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ABSTRACT

Controlling a drone can be more entertaining and flexible by using a hand gesture compare to the conventional mode by using a joystick. However, a drone controlling using the hand gestures produce a large number of data sets that drive the drone’s movements in particular. For this reason, a Leap Motion Controller is required to record and recognize the hand pose samples and extract the data sets. Our approach is to use the K-Nearest Neighbor (KNN) algorithm as our method in order to classify the x, y, z, Pitch, Roll and Yaw values which are based on the conventional aircraft motions. This research focuses on the accuracy value of implementing the Leap Motion device to control a drone with the KNN algorithm. The result shows that the k-values from 3 obtain 72.8% of accuracy.
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1. INTRODUCTION

A drone technology and its implementation have been developed during the last decade. (Kim, 2017). There are several conventional methods to drive a drone such as a joystick and a mobile phone as controllers (Rechy-Ramirez, 2018). In addition, a drone can also be controlled using a leap motion device (Hadi, 2016). The leap motion device offers the flexibility of drone’s movement since it relies on hand’s gesture (Sarkar, 2016). However, the motions that are produced by the hand’s gesture lead to a complexity in terms of data samples and accuracy (Weichert, 2013). Thus, this research focuses on implementing the leap motion in controlling a drone and addressing the complexity of hand’s gesture recognition. The existing hand gesture recognition such as Support Vector Machines (SVM) and the Hidden Markov Models (HMM) only gains 12% accuracy (Ren, Y., 2009). Based on that, our approach is to evaluate the K-Nearest Neighbor (KNN) method in order to determine the drone’s movement. This paper consists of hand gesture recognition system which is provided in Section II. The KNN algorithm and its relevance to the drone movement are discussed in section III. The evaluation of our approach is presented in Section IV and followed by the conclusion which is provided in Section V.

2. LEAP MOTION-TO-DRONE CONTROLLING SYSTEM

The leap motion devices require inputs that are produced by the hand’s gesture recognition system (Hsiao, 2016). These inputs are the gesture-tracking of Pitch, Roll, and Yaw values. Concurrently, these values are classified by KNN algorithm that contains 2 processes i.e., the training data and recognition process as shown in Figure 1.

![Figure 1. System Diagram](image)

A training process is the process of collecting hand’s gesture samples. These hand gesture samples, also known as Training data, are captured by the Leap Motion Controller (Dzulkarnain, 2016). As the result, the Training data are extracted therefore the Pitch, Roll and Yaw values are obtained. These values are further evaluated using the KNN algorithm in
order to determine the data validity. The valid data is stored as a reference in recognizing process.

A recognizing process starts with a Test data sampling which has the similar algorithm with the Training data. As a result, the values which are evaluated by the KNN algorithm are classified into the same tone based on the stored training data. The outputs of this process are tones which have the highest similarity value to the training data.

2.1. The Hand’s Gestures Classification

In this work, there are six hand’s gestures which are used to classify the flying movement of the drone as illustrated in Figure 2.

| 1. Lower Flying Mode | 4. Left Turning |
|----------------------|-----------------|
| ![Image](image1.jpg) | ![Image](image4.jpg) |

| 2. Higher Flying Mode | 5. Forward Movements |
|----------------------|----------------------|
| ![Image](image2.jpg) | ![Image](image5.jpg) |

| 3. Right Turning | 6. Backward Movements |
|------------------|-----------------------|
| ![Image](image3.jpg) | ![Image](image6.jpg) |

Figure 2. The Six Classes of the Hand’s Gestures
2.2. Data Extraction in Leap Motion Controller

A Leap Motion Controller is a device that detects hand and fingers based on their current position. This device operates on 200 Frame per Second (fps) using 2 infrared cameras with high precision and 3 LEDs to capture the active palm range in a short distance about 1 meter. The Leap Motion uses the complex mathematics to extract the 3D position and comparing it to 2D frame which is generated by two cameras. The Leap motion controller is illustrated in Figure 3(a), shows the two infrared cameras along with three LEDs, which is implemented in this work.

The 3D coordinates as illustrated in Figure 3(b), are determined in Cartesian (x, y, z), thus the direction of “Up”, “Right”, “Left”, “To monitor”, and “To User” are defined. When the leap motion detects a hand and fingers, the detected images are tagged with unique IDs. The new ID will be applicable when the trace is disappeared. The hand detection illustration using the leap motion is shown in Figure 4(a). It indicates the right hand value with several blue points. In addition, the values of Pitch, Roll, and Yaw are obtained as follow: the Pitch value is the rolling movement in a y-axis, the Roll value is the rolling movement in a x-axis, and the Yaw value is the rolling movement in a z-axis (Figure 4(b)). Those values are represented in a palm position as illustrated in Figure 4(c).

![Leap Motion Controller Schematic](image1)

![Leap Motion Controller](image2)

**Figure 3.** (a) Leap Motion Controller Schematic, (b) Leap Motion Controller (Weichert, 2013)

![Hand Detection on With Leap Motion Controller](image3)

![Pitch, Yaw, Roll and Palm Position](image4)

**Figure 4.** (a) Hand Detection on With Leap Motion Controller, (b) Pitch, Yaw, Roll and Palm Position (Weichert, 2013)
2.3. K-Nearest Neighbor (KNN)

K-Nearest Neighbor (KNN) is a method to classify an object based on training data which are located closest to that particular object (Croassacipto, 2019). This classification method considers the new object based on attribute and training data. Once a query point is determined, therefore, the K object and training points are learned based on the closest position to the determined query points. A prediction value is set based on the neighbour classification. With the obtained K value, thus the accuracy of training data and testing data are obtained.

The Euclidean distance is used to calculate the distance between neighbors and formulated in Equation (1).

\[ D(a, b) = \sqrt{\sum_{k=1}^{d} (a_k - b_k)^2} \]  

(1)

Where :
- \( D(a,b) \) : Euclidean Distance Value (scalar)
- \( a \) : training data
- \( b \) : testing data (classification)
- \( k \) : k (feature)
- \( d \) : dimension (number of k)

Figure 5 shows the classification process in KNN algorithm. In KNN algorithm there are 2 processes, namely the process of preparing training data and test data (classification process) which are discussed as follow:

![Classification Process Flowchart With KNN Algorithm](image)

*Figure 5. Classification Process Flowchart With KNN Algorithm*
2.3.1. Training Data Preparation Process

The training data preparation process as shown in Figure 6(a) is used as a parameter to determine the navigation direction system according to the hand gestures. Where will be stored several sample data values Pitch, Roll, Yaw, $X$, $Y$, $Z$ into the dataset.

2.3.2. Classification Process

Test data or classification process as shown in Figure 6.b is done by comparing the values of Pitch, Roll, Yaw, $X$, $Y$, $Z$ received with the value of the previous training data stored in the dataset.

![Figure 6. (a) Training Data Preparation Process, (b) Classification Process](image)

3. TESTING AND EVALUATION

The real measurement of drone controlling using leap motion is applied with device’s specification [https://developer.leapmotion.com] (Bidayansyah, 2015) as listed in Table 1.

As a result, Table 2 – Table 5 show the implementation of KNN algorithm with k-values as determined in range from $k = 1 - 5$. The numbers of data testing are obtained as shown in Table 3 until Table 6.
Table 1. Device’s Specifications

| Description               | Unit                  |
|---------------------------|-----------------------|
| Drone Flying Distance     | 30 Meters             |
| Battery Flying Time       | 5 - 6 minutes.        |
| Gyro                      | 6 axis                |
| Quadcopter Size           | 8.5x8.5x7.5cm         |
| Arduino Uno               | ATmega328             |
| LCD                       | 16x2                  |
| Leap Motion Connector     | LM01, USB             |
| Leap Motion Performance   | 200 reports per second|
| Leap Motion Accuracy      | ± 0.00039 in          |

Table 2. Testing Result k=1

| No. | Flying Direction | Numbers of Data Testing | Classification | Accuracy | Error |
|-----|------------------|-------------------------|----------------|----------|-------|
|     |                  |                         | True | False   |       |       |
| 1.  | Throttle Up      | 226                     | 226  | 0       | 100%  | 0%    |
| 2.  | Throttle Down    | 284                     | 284  | 0       | 100%  | 0%    |
| 3.  | Throttle Left    | 402                     | 178  | 224     | 44.2% | 55.7% |
| 4.  | Throttle Right   | 278                     | 46   | 232     | 16.5% | 83.4% |
| 5.  | Throttle Forward | 304                     | 304  | 0       | 100%  | 0%    |
| 6.  | Throttle Backward| 216                     | 216  | 0       | 100%  | 0%    |
|     | Average          |                         |       |         | 72.8% | 27.1% |

Table 3. Testing Result k=2

| No. | Flying Direction | Numbers of Data Testing | Classification | Accuracy | Error |
|-----|------------------|-------------------------|----------------|----------|-------|
|     |                  |                         | True | False   |       |       |
| 1.  | Throttle Up      | 226                     | 226  | 0       | 100%  | 0%    |
| 2.  | Throttle Down    | 284                     | 368  | 0       | 100%  | 0%    |
| 3.  | Throttle Left    | 402                     | 176  | 226     | 43.8% | 56.2% |
| 4.  | Throttle Right   | 278                     | 46   | 232     | 16.5% | 57.7% |
| 5.  | Throttle Forward | 304                     | 304  | 0       | 100%  | 0%    |
| 6.  | Throttle Backward| 216                     | 216  | 0       | 100%  | 0%    |
|     | Average          |                         |       |         | 72.2% | 27.3% |

Table 4. Testing Result k=3

| No. | Flying Direction | Numbers of Data Testing | Classification | Accuracy | Error |
|-----|------------------|-------------------------|----------------|----------|-------|
|     |                  |                         | True | False   |       |       |
| 1.  | Throttle Up      | 226                     | 226  | 0       | 100%  | 0%    |
| 2.  | Throttle Down    | 284                     | 284  | 0       | 100%  | 0%    |
| 3.  | Throttle Left    | 402                     | 176  | 226     | 43.8% | 56.2% |
| 4.  | Throttle Right   | 278                     | 47   | 231     | 16.9% | 83.1% |
| 5.  | Throttle Forward | 304                     | 304  | 0       | 100%  | 0%    |
| 6.  | Throttle Backward| 216                     | 216  | 0       | 100%  | 0%    |
|     | Average          |                         |       |         | 72.8% | 27.2% |
Table 5. Testing Result k=4

| No. | Flying Direction     | Numbers of Data Testing | Classification | Accuracy | Error |
|-----|----------------------|-------------------------|----------------|----------|-------|
|     |                      |                         | True | False     |        |       |
| 1.  | Throttle Up          | 226                     | 226  | 0         | 100%   | 0%    |
| 2.  | Throttle Down        | 284                     | 284  | 0         | 100%   | 0%    |
| 3.  | Throttle Left        | 402                     | 167  | 235       | 41.6%  | 58.4% |
| 4.  | Throttle Right       | 278                     | 47   | 231       | 16.9%  | 83.4% |
| 5.  | Throttle Forward     | 304                     | 204  | 0         | 100%   | 0%    |
| 6.  | Throttle Backward    | 216                     | 216  | 0         | 100%   | 0%    |

Average 72.3% 27.7%

Table 6. Test Result k=5

| No. | Flying Direction     | Numbers of Data Testing | Classification | Accuracy | Error |
|-----|----------------------|-------------------------|----------------|----------|-------|
|     |                      |                         | True | False     |        |       |
| 1.  | Throttle Up          | 226                     | 226  | 0         | 100%   | 0%    |
| 2.  | Throttle Down        | 284                     | 284  | 0         | 100%   | 0%    |
| 3.  | Throttle Left        | 402                     | 167  | 235       | 41.5%  | 58.5% |
| 4.  | Throttle Right       | 278                     | 47   | 231       | 16.9%  | 83.4% |
| 5.  | Throttle Forward     | 304                     | 204  | 0         | 100%   | 0%    |
| 6.  | Throttle Backward    | 216                     | 216  | 0         | 100%   | 0%    |

Average 72.3% 27.7%

Figure 7. Classification Diagram Result

Based on the test results as shown in Table 2, Table 3, Table 4, Table 5 and Table 6, with the predetermined k, it was found that the optimal k value is k = 3 with an accuracy of 73.8% as visualized in Figure 7 for each flight direction. As indicated in Figure 7 the throttle up (TU) movement has 226 data that are appropriate visualized in dark blue color. For throttle down (TD) movement, it has 284 suitable data that are visualized in red color. For throttle forward (TF) data it has 304 corresponding data that are visualized in green color, for throttle back
(TB) data it has 216 data that is visualized in light blue color. For throttle left (TL) data from 402 recorded data, there were 176 data matches while 226 data were not suitable (235 data detected throttle forward) which were visualized in pink color. For throttle right (TR) data from 278 data recorded 47 data is true while 231 data is not suitable (150 data is detected throttle left and 81 data is detected throttle up) visualized in purple color. In overall, the drone flight in aforementioned directions i.e., TU, TD, TF, TB, TL and TD with 73.8% accuracy by implementing the leap motion.

4. CONCLUSION AND FUTURE WORK

This work managed to control the drone movements using the leap motion. The KNN algorithm achieved to classify hand poses based on the $x$, $y$, $z$, Pitch, Roll and Yaw values, specifically with k-value optimal spanned from k = 1 to k = 5. The accuracy value reached 73.8% under the position change states. However, the system experienced delays in command processing. In addition, the accumulated commands caused the halting operation in drone movement. In future, the higher speed processor and different data set platform will be integrated to overcome the delays and the accumulated commands.
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