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Abstract. Multi-hop Knowledge Base Question Answering (KBQA) aims to find the answer entity in a knowledge base which is several hops from the topic entity mentioned in the question. Existing Retrieval-based approaches first generate instructions from the question and then use them to guide the multi-hop reasoning on the knowledge graph. As the instructions are fixed during the whole reasoning procedure and the knowledge graph is not considered in instruction generation, the model cannot revise its mistake once it predicts an intermediate entity incorrectly. To handle this, we propose KBIGER (Knowledge Base Iterative Instruction Generating and Reasoning), a novel and efficient approach to generate the instructions dynamically with the help of reasoning graph. Instead of generating all the instructions before reasoning, we take the $(k-1)$-th reasoning graph into consideration to build the $k$-th instruction. In this way, the model could check the prediction from the graph and generate new instructions to revise the incorrect prediction of intermediate entities. We do experiments on two multi-hop KBQA benchmarks and outperform the existing approaches, becoming the new-state-of-the-art. Further experiments show our method does detect the incorrect prediction of intermediate entities and has the ability to revise such errors.
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1 Introduction

Knowledge Base Question Answering (KBQA) is a challenging task that aims to answer the natural language questions with the knowledge graph. With the fast development of deep learning, researchers leverage end-to-end neural networks
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Fig. 1: An example from WebQSP dataset. The red arrows denote the right reasoning path, the blue arrows denote a wrong reasoning path and the purple arrow denotes the revision in our approach.

[12,20] to solve this task by automatically learning entity and relation representations, followed by predicting the intermediate or answer entity. Recently for the KBQA community, there have been more and more interests in solving complicated questions where the answer entities are multiple hops away from the topic entities. One popular way to solve multi-hop KBQA is the information retrieval-based methods, which generate instructions from questions and then retrieve the answer from the Knowledge Graph by using the instructions to guide the reasoning [9,18]. Although achieving good performance on multi-hop KBQA, existing retrieval-based methods treat instruction generation and reasoning as two separate components. Such methods first use the question solely to generate the instructions for all the hops at once and then use them to guide the reasoning. As the instructions are fixed during the whole reasoning procedure and the knowledge graph is not considered in instruction generation, the model cannot revise its mistake once it predicts an intermediate entity incorrectly. When the model reasons to an incorrect intermediate entity, the fixed instruction will guide the reasoning from the wrong prediction, which induces error accumulation.

We take an example in WebQSP, as shown in Figure 1, to show the importance of knowledge graph on predicting intermediate entity and revising error of incorrect predictions. For the query question “Who does Brian Dawkins play for 2011”, its topic entity is the football player “Brian Dawkins”. Both “play” and “2011” can be attended to in the instruction generated at the first step. The baseline method NSM [9] reasons to a wrong intermediate entity “extra salary”, perhaps because the model mistakes the time constraint “2011” as a regular number and chooses the “extra_salary” entity, which is related with number and currency. At the second step, the instructions by NSM continue to guide the reasoning from the wrong prediction, which induces error accumulation.

At the second step, the instructions by NSM continue to guide the reasoning from the wrong intermediate entity and get the wrong answer “Clemson Tigers football”, which does not satisfy the time constraint. However, with the knowledge graph information that the “roster” entity connects to the type entity “to 2011” and the named entity “Denver Broncos (football team)”, but the entity “extra_salary” is not linked to another entity by relation “team_roster”, the instructions could revise the error by re-selecting the “roster” as the intermediate entity and linking the predicate “play” with the relation “team_roster” to derive the answer entity “Denver Broncos”.
To introduce the knowledge graph into generating instructions from the query question, we propose our approach, Knowledge Base Iterative Instruction GEnerating and Reasoning (KBIGER). Our method has two components, the instruction generation component and the reasoning component. At each step, we generate one instruction and reason one hop over the graph under the guidance of the instruction. To generate the $k$-th instruction, we take both the question and the $(k-1)$-th reasoning graph into consideration. In this way, our model could obtain results of the last reasoning step and will be able to revise the possible mistakes by generating the new instruction. Then we utilize the instruction created to extend the reasoning path. Besides, we also adopt distilling learning to enhance the supervision signal of intermediate entity, following [9].

We do experiments on two benchmark datasets in the field of KBQA and our approach outperforms the existing methods by 1.0 scores Hits@1 and 1.0 scores F1 in WebQSP, 1.4 score and 1.5 score in CWQ, becoming the new state-of-the-art.

Our contributions can be concluded as three folds:

1. We are the first to consider the reasoning graph of previous steps when generating the new instruction, which makes the model be able to revise the errors in reasoning.
2. We create an iterative instruction generation and reasoning framework, instead of treating instruction generation and reasoning as two separate phases as current approaches. This framework could fuse information from question and knowledge graph in a deeper way.
3. Our approach outperforms existing methods in two benchmark datasets in this field, becoming the new state-of-the-art.

2 Related Work

Over the last decade, various methods have been developed for the KBQA task. Early works utilize machine-learned or hand-crafted modules like entity recognition and relation linking to find out the answer entity [22][1][6]. With the popularity of neural networks, recent researchers utilize end-to-end neural networks to solve this task. They can be categorized into two groups: semantic parsing based methods [22][12][8][16] and information retrieval based methods [26][25][3][15]. Semantic parsing methods convert natural language questions into logic forms by learning a parser and predicting the query graph step by step. However, the predicted graph is dependent on the prediction of last step and if at one step the model inserts the incorrect intermediate entity into the query graph, the prediction afterward will be unreasonable. Information retrieval-based methods retrieve answers from the knowledge base by learning and comparing representations of the question and the graph. [14] utilize Key-Value Memory Network to encode the questions and facts to retrieve answer entities. To decrease the noise in questions, [24] introduces variance reduction into retrieving answers from the knowledge graph. Under the setting of supplemented corpus and incomplete knowledge graph, [19] proposes PullNet to learn what to retrieve from a corpus. [18] proposes TransferNet to support both label relations and text relations in
a unified framework. For purpose of enhancing the supervision of intermediate entity distribution, [9] adopts the teacher-student network in multi-hop KBQA. However, it ignores the utility of knowledge graph in generating information from questions and the instructions generated are fixed in the whole reasoning process, which undermine the ability to revise incorrect prediction of intermediate entities.

3 Preliminary

In this part, we introduce the concept of knowledge graph and the definition of multi-hop knowledge base question answering task (KBQA).

**Knowledge Graph (KG)** A knowledge graph contains a series of factual triples and each triple is composed of two entities and one relation. A knowledge graph can be denoted as $G = \{ (e, r, e') | e, e' \in E, r \in R \}$, where $G$ denotes the knowledge graph, $E$ denotes the entity set and $R$ denotes the relation set. A triple $(e, r, e')$ means relation $r$ exists between the two entities $e$ and $e'$. We use $N_e$ to denote the entity neighbourhood of entity $e$, which includes all the triples including $e$, i.e., $N_e = \{ (e', r, e) \in G \} \cup \{ (e, r, e') \in G \}$.

**Multi-hop KBQA** Given a natural language question $q$ that is answerable using the knowledge graph, the task aims to find the answer entity. The reasoning path starts from topic entity (i.e., entity mentioned in the question) to the answer entity. Other than the topic entity and answer entity, the entities in the reasoning path are called intermediate entity. If two entities are connected by one relation, the transition from one entity to another is called one hop. In multi-hop KBQA, the answer entity is connected to the topic entity by several hops.

4 Methodology

![Fig. 2: Method Overview](image)

Our approach is made up of two components, Instruction Generation and Graph Reasoning. In the former component, we utilize the query and knowledge
graph to generate some instructions for guiding the reasoning. In the graph reasoning component, we adopt GNN to reason over the knowledge graph. We also apply the teacher-student framework, following [9], to enhance the intermediate supervision signal. For each question, a subgraph of the knowledge graph is constructed by reserving the entities that are within \( n \) hops away from the topic entity to simplify the reasoning process, where \( n \) denotes the maximum hops between the topic entity and the answer.

### 4.1 Instruction Generation Component

The objective of this component is to utilize the text of query question and the information of knowledge graph to construct a series of instructions \( \{i_k\}_{k=1}^n \in \mathbb{R}^d \), where \( i_k \) denotes the \( k \)-th instruction for guiding the reasoning over the knowledge graph. We use BiLSTM to encode the question to obtain a contextual representation of each word in the question, where the representation of \( i \)-th word is denoted as \( h_i \). We utilize the last hidden state \( h_l \) as the semantic representation of the question, i.e., \( q = h_l \). Both question and the aggregation result of the previous reasoning graph are used to generate instructions. The instruction generated is adapted to the reasoning graph instead of fixed in the whole reasoning process. We utilize the attention mechanism to attend to different parts of the query at each step. We construct instructions as follows:

\[
\begin{align*}
  i^{(k)} &= \sum_{j=1}^{l} \alpha_j^{(k)} h_j \\
  \alpha_j^{(k)} &= \text{softmax}_j(W_{\alpha}(q^{(k)} \odot h_j)) \\
  q^{(k)} &= W(k)[i^{(k-1)}; q; e^{(k-1)}_{\text{graph}}] + b^{(k)}
\end{align*}
\]

where \( e^{(k-1)}_{\text{graph}} \in \mathbb{R}^d \) denotes the representation of \((k-1)\)-th reasoning graph which we will explain below and \( W(k) \in \mathbb{R}^{d \times 3d}, W_{\alpha} \in \mathbb{R}^{d \times d}, b^{(k)} \in \mathbb{R}^d \) are learnable parameters.

### 4.2 Graph Aggregation

In this stage, we combine the query question and KB entity representation to generate the whole graph representation. We adopt the attention mechanism to assign weights to each entity in the reasoning graph and aggregate them into a graph representation. In this way, the model is aware of the graph structure of intermediate entities and has the ability to generate new instructions to revise
the incorrect prediction.

\[\alpha_e^{(k)} = \frac{\exp(\beta_e^{(k)})}{\sum_{e' \in E} \exp(\beta_{e'}^{(k)})}\] (5)

\[\beta_e^{(k)} = q \cdot (W_{\text{gate}} e^{(k)} + b_q)\] (6)

where \(W_{\text{gate}} \in \mathbb{R}^{d \times d}, b_q \in \mathbb{R}^d\) are parameters to learn and "·" denotes inner product.

**4.3 Entity Initialization**

We believe the relations involving the entity contain important semantic information of the entity, which can be used to initialize entity. We set the initial entity embedding for each entity in the subgraph by considering the relations involving it:

\[e^{(0)}_e = \sigma\left(\sum_{(e', r, e) \in N_e} W_E \cdot r\right)\] (7)

where \((e', r, e)\) denotes a triple in the subgraph, \(r \in \mathbb{R}^d\) denotes the embedding vector of relation \(r\) and \(W_E\) is parameter to learn.

**4.4 Reasoning Component**

The objective of this component is to reason over knowledge graph under the guidance of the instruction obtained by the previous instruction generation component. First, for each triple \((e', r, e)\) in the subgraph, we learn a matching vector between the triple and the current instruction \(i^{(k)}\):

\[m^{(k)}_{(e', r, e)} = \sigma(i^{(k)} \odot W_R r)\] (8)

where \(r\) denotes the embedding of relation \(r\) and \(W_R\) are parameters to learn. Then for each entity \(e\) in the subgraph, we multiply the activating probability of each neighbour entity \(e'\) by the matching vector \(m^{(k)}_{(e', r, e)} \in \mathbb{R}^d\) and aggregate them as the representation of information from its neighbourhood:

\[\hat{e}^{(k)} = \sum_{(e', r, e)} p^{(k-1)}_{e'} m^{(k)}_{(e', r, e)}\] (9)

The activating probability of entities is derived from the distribution predicted by the previous reasoning component. We concatenate the previous entity representation with its neighbourhood representation and pass into a MLP network to update the entity representation:

\[e^{(k)} = \text{MLP}(e^{(k-1)}; \hat{e}^{(k)})\] (10)
Algorithm 1 Iterative instruction generation and reasoning

1: For each entity in subgraph, initialize entity embedding by Eq.7. Let \( n \) denote the number of hops to reason. Use Glove and LSTM to obtain word embedding \( h_j \) and question embedding \( q \) for the query question.

2: for \( k = 1, 2, ..., n \) do
3: Generate instruction based on \( i^{(k-1)} \) and \( E^{(k-1)} \), get \( i^{(k)} \)
4: Reason over knowledge graph based on \( i^{(k)}, P^{(k-1)}, E^{(k-1)} \) and get \( P^{(k)}, E^{(k)} \)
5: end for
6: Based on the final entity distribution \( P^{(n)} \), take out the entity that has the activating probability over given threshold as answer entities.

Then we compute the distribution of the \( k \)-th intermediate entities as follows:

\[
p^{(k)} = \text{softmax}(E^{(k)}W_E)
\]

where each column of \( E^{(k)} \) is the updated entity embedding \( e^{(k)} \in \mathbb{R}^d \) and \( W_E \in \mathbb{R}^d \) is parameter to learn.

4.5 Algorithm

To conclude the above process of iterative instruction generation and reasoning, we organize it as Algorithm 1. We generate the instruction from the question and reason over knowledge graph alternately. The instruction component sends instructions to guide the reasoning and the reasoning component provides the instruction component with knowledge from a related graph. This mechanism allows two components to mutually communicate information with each other.

4.6 Teacher-Student Framework

We adopt a teacher-student framework in our approach to enhance the supervision of intermediate entity distribution following [9]. Both the teacher network and student network have the same architecture where the instruction generation component and reasoning component progress iteratively. The teacher network learns the intermediate entity distribution as the supervision signal to guide the student network. The loss function of the student network is designed as follows:

\[
L_1 = D_{KL}(P_s^{(n)}, P^*)
\]

\[
L_2 = \sum_{k=1}^{n} D_{KL}(P_s^{(k)}, P_t^{(k)})
\]

\[
L_s = L_1 + \lambda L_2
\]

\( D_{KL}(\cdot) \) denotes the Kullback-Leibler divergence. \( P_s^{(k)} \) and \( P_t^{(k)} \) denotes the predicted distribution of the \( k \)-th intermediate entity by student network and teacher network. \( P^* \) denotes the golden distribution of answer entity. \( \lambda \) is a hyper-parameter to tune.
5 Experiments

| Datasets | train | dev | test | entities |
|----------|-------|-----|------|----------|
| WebQSP   | 2,848 | 250 | 1,639| 1,429.8  |
| CWQ      | 27,639| 3,519| 3,531| 1,305.8  |

Table 1: Statistics about the datasets. The column “entities” denotes the average number of entities in the subgraph for each question.

5.1 Datasets, Evaluation Metrics and Implementation Details

We evaluate our method on two widely used datasets, WebQuestionsSP and Complex WebQuestion. Table 1 shows the statistics about the two datasets.

**WebQuestionsSP (WebQSP)** [22] includes 4,327 natural language questions that are answerable based on Freebase knowledge graph [2], which contains millions of entities and triples. The answer entities of questions in WebQSP are either 1 hop or 2 hops away from the topic entity. Following [17], we prune the knowledge graph to contain the entities within 2 hops away from the mentioned entity. On average, there are 1,430 entities in each subgraph.

**Complex WebQuestions (CWQ)** [21] is expanded from WebQSP by extending question entities and adding constraints to answers. It has 34,689 natural language questions which are up to 4 hops of reasoning over the graph. Following [19], we retrieve a subgraph for each question using PageRank algorithm. On average, there are 1,306 entities in each subgraph.

Following [20, 19, 9], we treat the multi-hop KBQA task as a ranking task. For each question, we select a set of answer entities based on the distribution predicted. We utilize two evaluation metrics Hits@1 and F1 that are widely applied in the previous work [20, 19, 18, 17]. Hits@1 measures the percent of the questions where the predicted answer entity that has maximum probability is in the set of ground-truth answer entities. F1 is computed by use of the set of predicted answer entities and the set of ground-truth answers. Hits@1 focuses on the entity with the maximum probability in the final distribution predicted and F1 focuses on the complete answer set.

Before training the student network, we pre-train the teacher network on the multi-hop KBQA task. We optimize all models with Adam optimizer, where the batch size is set to 32 and the learning rate is set to 7e-4. The reasoning steps are set to 3 for WebQSP and 4 for CWQ. The coefficient in Eq.14 is set to 0.05. The hidden size of LSTM and GNN is set to 128.

5.2 Baselines to Compare

**KV-Mem** [13] takes advantage of Key-Value Memory Networks to encode knowledge graph triples and retrieve the answer entity.

**GraftNet** [20] uses a variation of graph convolution network to update the entity embedding and predict the answer.

**PullNet** [19] improves GraftNet by retrieving relevant documents and extracting more entities to expand the entity graph.

**EmbedKGQA** [17] utilizes pre-trained knowledge embedding to predict answer
entities based on the topic entity and the query question. 

**NSM** takes use of the teacher framework to provide the distribution of intermediate entities as supervision signs for the student network. However, NSM fails to consider the utility of the knowledge graph in generating instructions from the question, which constrains the performance. 

**TransferNet** unifies two forms of relations, label form and text form to reason over knowledge graph and predict the distribution of entities.

### 5.3 Results

| Models    | WebQSP |   | CWQ |   |
|-----------|--------|---|-----|---|
|           | Hits@1 | F1 | Hits@1 | F1 |
| KV-Mem    | 46.7   | 38.6 | 21.1 | -  |
| GraftNet  | 67.8   | 62.8 | 32.8 | -  |
| PullNet   | 68.1   | -   | 45.9 | -  |
| EmbedKGQA | 66.6   | -   | -    | -  |
| TransferNet | 71.4 | - | 48.6 | -  |
| NSM       | 74.3   | 67.4 | 48.8 | 44.0 |
| Ours      | **75.3** | **68.4** | **50.2** | **45.5** |

Table 2: Results on two benchmark datasets compared with several competitive methods proposed in recent years. The baseline results are from original papers. Our approach significantly outperforms NSM, where p-values of Hits@1 and F1 are 0.01 and 0.0006 on WebQSP, 0.002 and 0.0001 on CWQ.

The results of different approaches are presented in Table 2 by which we can observe the following conclusions: Our approach outperforms all the existing methods on both datasets and evaluation metrics, becoming the new state-of-the-art. It is efficient to introduce the information from knowledge graph into generating instructions from the query question and iteratively proceed the instruction generation component with the reasoning component. Our approach outperforms the previous state-of-the-art NSM by 1.0 Hits@1 score and 1.0 F1 score in WebQSP as well as 1.4 Hits@1 score and 1.5 F1 score in CWQ. CWQ composes more complicated query questions and our model is good at answering complex questions with more hops of reasoning. Compared to the Hits@1 metric, the F1 metric counts on the prediction of the whole set of answer entities instead of the answer that has the maximum probability. The performance of our model in F1 metric shows it can predict the whole answer set instead of just one answer.

### 6 Analysis

In this part, we do two ablation studies and evaluate the effectiveness of our approach on revising the incorrect prediction of intermediate entities. Furthermore, we give an example from WebQSP to show the revision of incorrect prediction for intermediate entities.
6.1 Ablation Study and Error Revision

To demonstrate the effectiveness of different components of our approach, we do the following ablation study on WebQSP and CWQ datasets:

**Ablation study 1** In this model, we revise the instruction computation by removing the component of graph entity and deriving all the $n$ instructions before the reasoning:

$$q^{(k)} = W^{(k)}[i^{(k-1)}; q] + b^{(k)}$$  \hspace{1cm} (15)

$$\alpha^{(k)}_j = \text{softmax}_j(W_\alpha(q^{(k)} \odot h_j))$$  \hspace{1cm} (16)

$$i^{(k)} = \sum_{j=1}^{l} \alpha^{(k)}_j h_j$$  \hspace{1cm} (17)

where $n$ denotes the number of hops between answer and topic entity. We can see in this model, the instruction generated from questions do not consider the information of the knowledge graph, and the instructions are fixed in the whole reasoning process. Regardless of what the structure of knowledge graph is, the instructions sent by questions are the same.

**Ablation study 2** In this model, we remove the teacher network and only use the hard label in datasets for training.

| Models     | WebQSP | CWQ |
|-----------|--------|-----|
|           | Hits@1 | F1  | Hits@1 | F1  |
| -iterative| 72.1   | 66.4| 47.7   | 43.6|
| -teacher  | 70.4   | 64.8| 48.2   | 43.3|
| KBIGER    | 75.3   | 68.4| 50.2   | 45.5|

Table 3: Results of ablation models on WebQSP and CWQ.

Fig. 3: The proportion of two groups of cases in WebQSP dataset where we get the correct answer but NSM fails. Group A represents the cases where we revise the error and answer correctly; Group B denotes the cases where we predict all the intermediate entities correctly.

As shown in table 3, we can see if we remove the information of knowledge graph from the instruction generation component, the performance of Hits@1 and F1 on two benchmark datasets will fall down by about 2 points. This reveals that the knowledge graph structure is important for generating flexible instructions from query questions. Without the student network, the evaluation results are lower than our approach. It demonstrates that the supervision signal of intermediate entity distribution can improve the prediction of intermediate entities and answer entities. Though the lack of the student network, ablation model 2 achieves similar results with ablation model 1, which shows the efficiency.
of utilizing the information of knowledge graph to generate flexible instructions from questions.

To explore whether the introduction of knowledge graph into instruction generation could identify the incorrect prediction of intermediate entities and revise them, we annotated the intermediate entity of the multi-hop data cases where the baseline NSM fails to answer the question correctly but we get the right answer. By checking the reasoning process, we classify the cases into 2 groups and compute the proportion: 1. the cases where we fail to predict the intermediate entity at first but revise the error in the following steps and answer the question correctly. 2. the cases where we answer the question correctly by predicting all the intermediate entities correctly.

As shown in figure 3, among the cases where our model predicts correctly and baseline NSM fails to answer, 58% are cases where we revise the error of incorrect prediction of an intermediate entity. which shows the efficiency of introducing the knowledge graph into instruction generation in an iterative manner on decreasing the error accumulation along the reasoning path.

### 6.2 Case Study

In this section, we take one case from WebQSP to show the effectiveness of our method in revising the incorrect prediction of intermediate entities. In Figure 4

Fig. 4: One Case from WebQSP

for the question “Who plays London Tipton in Suite Life on Deck?”, the purple path denotes the right reasoning path: “Suite Life on Deck (TV series) \(\Rightarrow\) series_cast \(\Rightarrow\) cast \(\Rightarrow\) actor_starring “Brenda Song (actor)”, where the entity “cast” satisfies the character constraint “Lonton Tipton”. In the first step, our model and NSM predict the wrong intermediate entity “Suite Life of Zack and Cody” because of the high similarity between “Suite Life on Deck” and “Suite Life of Zack and Cody”. NSM fails to revise the wrong prediction of the intermediate entity for lack of graph information and derives the wrong answer along the blue path. By contrast, utilizing the knowledge graph information that “Suite Life of Zack and Cody” does not connect to any entity that satisfies the character constraint “Lonton Tipton”, our model revises the error of incorrect prediction for intermediate entity and obtain the correct answer “Brenda Song”. At the first step, the graph aggregation in our model attends to content-related entities...
such as “Suite Life of Zack and Cody”, which are one hop away from the topic entity. At the second step, the attention weights of “Brenda Song” and “Lonton Tipton” rise from 0.08 to 0.23, indicating the graph structure around the answer entity is focused on by our model. This case shows the effectiveness of introducing knowledge graph into instructions generation on revising the incorrect prediction of an intermediate entity.

7 Conclusion and Future Work

In this paper, we propose a novel and efficient approach KBIGER with the framework of iterative instruction generation and reasoning over the graph. We introduce the knowledge graph structure into instruction generation from the query question and it can revise the error of incorrect prediction for intermediate entities within the reasoning path. We conduct experiments on two benchmark datasets of this field and our approach outperforms all the existing methods. In the future, we will incorporate knowledge graph embedding into our framework to fuse the information from the query question and knowledge graph in a better manner.
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