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ABSTRACT

Groups with various types of operators, in particular the recently introduced Rota-Baxter groups, have generated renowned interest with close connections to numerical integrals, Yang-Baxter equation, integrable systems and post-Hopf algebras. This paper gives the general notion of operated groups and provides explicit constructions of free operated groups, free differential groups and free Rota-Baxter groups.

1. Introduction

Linear operators are ubiquitous in mathematics. Notable examples are the endomorphisms and automorphisms in Galois theory, derivations and integral operators in analysis and related areas. Even though groups do not carry a linear structure, the study of operations on groups has a long history. Groups with endomorphisms were extensively studied by Emmy Noether and her school in the 1920s. In fact, it is this concept that she employed in her original formulation of the three Noetherian isomorphism theorems \[42, 52\]. In the classical treatment of groups by Bourbaki \[10, \text{pp. 30–31}\], the notion of groups with endomorphisms was introduced at the very beginning and was then specialized to define modules (in analogy to rings with operators used to define algebras). See also MacLane \[38, \text{p. 41}\]. In addition to the endomorphisms, operators on groups with other properties had appeared, such as crossed homomorphisms in group cohomology \[50\].

Thanks to the flexibility afforded by the linear structure, linear operators on various algebras have flourished. Along with the ones mentioned above, there were also the difference operators, differential operators with weight, Rota-Baxter operators, Reynolds operators, averaging operators and Nijenhuis operators, as well as their multi-operator analogs, abstracted from geometry, probability, fluid mechanics, analysis, combinatorics, differential equations and mathematical physics, and with applications in broad areas from quantum field renormalization to mechanical proofs of geometric theorems \[2, 7, 11, 15, 16, 21, 23–25, 30, 32, 33, 41, 43, 46, 47, 49, 53–56\].

Putting the corresponding operator identities in a unified framework, Rota raised the question on a classification of operator identities that can be defined on algebras \[48\]. Attempts to address Rota’s question have led to a deeper understanding of operator identities in terms of operated
algebras, rewriting systems and Gröbner-Shirshov bases, and to the discovery of new operator identi-
cities [18, 19, 22, 27, 57].

Recently, such enduring enthusiasm on linear operators on algebras has led to renewed interest in
operators on groups, beginning with [26] motivated by the classical Yang-Baxter equation and Poisson
geometry [37, 49]. More precisely, the notion of Rota-Baxter operators on (Lie) groups was defined
in [26] for which the differentiation gives Rota-Baxter operators on the corresponding Lie algebras.
As an application, the fundamental factorization of a Lie group in [44, 45, 49] originally obtained
indirectly from locally integrating a factorization of a Lie algebra now comes directly from a global
factorization of the Lie group, equipped with the Rota-Baxter operator. Incidentally, the formal inverse
of a Rota-Baxter operator on a Lie group is none other than the crossed homomorphism on the Lie
group, and differentiates to a differential operator on the Lie algebra of left-translation-invariant vector
fields.

After this work, there has been a boom of studies on the theory and applications of differential and
Rota-Baxter operators on groups.

In [5], general properties of Rota-Baxter groups, especially extensions of Rota-Baxter groups and
Rota-Baxter operators on sporadic simple groups, were studied. In [4], it was shown that Rota-Baxter
groups give rise to braces and the more general skew left braces in quantum Yang-Baxter equation.
In [13], a characterization of the gamma functions on a group that come from Rota-Baxter operators
as in [4] was given in terms of the vanishing of a certain element in a suitable second cohomology group.
In [12], Rota-Baxter operators on Clifford semigroups were introduced as a useful tool for obtaining
dual weak braces. In [6, 51], Rota-Baxter groups and skew braces were further studied.

In [29], a cohomological theory of Rota-Baxter Lie groups was developed which differentiates to
the existing cohomological theory of Rota-Baxter Lie algebras. In [34], a one-to-one correspondence
was established between factorizable Poisson Lie groups and quadratic Rota-Baxter Lie groups. [20]
introduced and studied a Rota-Baxter operator on a cocommutative Hopf algebra that generalizes the
notions of a Rota-Baxter operator on a group and a Rota-Baxter operator of weight 1 on a Lie algebra.
Finally, in [3], post-groups and pre-groups were introduced that can be derived from Rota-Baxter groups
and capture the extra structures on (Lie-)Butcher groups in numerical integration, braces, Yang-Baxter
equation and post-Hopf algebras [1, 4, 14, 17, 36, 39, 40].

With all these activities on Rota-Baxter groups, differential groups and related structures, it is time
to give a systematic study of Rota-Baxter groups and the more general operated groups. As with any
algebraic structure, the free objects should play a fundamental role in the study of such group structures.
For instance, being able to give an explicit construction of the free objects affords a clear picture
on how the operations behave, and allows every other object to be expressed as a quotient of a free
object.

Our main goal of this paper is the explicit constructions of the free objects, specifically free operated
groups, free differential groups and free Rota-Baxter groups. In Section 2, after some general discussion
of operated groups, free operated groups are constructed. Then properties and free objects of differential
groups are obtained in Section 3. Finally in Section 4, free Rota-Baxter groups are constructed.

2. Operated groups
In this section we give the notion of operated groups and recall the special cases of Rota-Baxter groups
and differential groups. We then construct free operated groups.

2.1. Notations and examples
We first give the notion of operated groups. We then provide some examples in both concrete and general
terms, some of which will be studied further in later sections.
Definition 2.1. An **operated group** is a pair \((G, P)\) consisting of a group \(G\) and a map \(P : G \rightarrow G\). A **homomorphism** from an operated group \((G, P)\) to another one \((G', P')\) is a group homomorphism \(f : G \rightarrow G'\) such that \(P'f = fP\).

Well-known examples of operated groups are groups equipped with group endomorphisms as mentioned in the introduction. In the classical literature such as [10], the term groups with operators means that the operators are group endomorphisms; while for us, the operators do not need to satisfy any condition. For distinction, a group equipped with an group endomorphism will be called an **endo group**. Further examples of operated groups are differential groups coming from crossed homomorphisms [26], and Rota-Baxter groups arising recently from studies of integrable systems and Hopf algebras [26].

Recall that a **differential operator (of weight \(\lambda\))** [25] is an associative algebra \(A\) with a linear operator \(d : A \rightarrow A\) such that

\[
d(uv) = d(u)v + ud(v) + \lambda d(u)d(v) \quad \text{for all } u, v \in A.
\]

The term comes from its classical example as the operator of differential quotient:

\[
d(f)(x) := (f(x + \lambda) - f(x))/\lambda
\]

in analysis. Its study in the weight zero case originated from the work of Ritt [46] on algebraic study of differential equations. Then through the work of Kolchin [32] and many others (see [43] and the references therein), the study has expended into an area with broad applications. The weighted notion was introduced in [25].

Similarly, a differential operator (of weight \(\lambda\)) on a Lie algebra [28, 31, 35] is a linear map \(d : g \rightarrow g\) such that

\[
d[u, v]_g = [d(u), v]_g + [u, d(v)]_g + \lambda [d(u), d(v)]_g \quad \text{for all } u, v \in g.
\]

Let \(G\) be a group. For \(g \in G\), define the **adjoint action**

\[
Ad_g : G \rightarrow G, \quad Ad_g h := ghg^{-1} \quad \text{for all } h \in G.
\]

Then \(Ad_g\) is in \(\text{Aut}(G)\) and the resulting map

\[
Ad : G \rightarrow \text{Aut}(G), \quad Ad(g) := Ad_g \quad \text{for all } g \in G,
\]

is a group homomorphism.

Definition 2.2. A map \(D\) on a group \(G\) is called a **differential operator (of weight 1)** (resp. \(-1\)) if

\[
D(gh) = D(g)Ad_g D(h) \quad \text{(resp. } D(gh) = (Ad_g D(h))D(g)) \quad \text{for all } g, h \in G.
\]

Then the pair \((G, D)\) is called a **differential group of weight 1** (resp. \(-1\)).

It remains an open problem to find a suitable notion of differential operator of weight zero on a group. For the rest of the paper, we only work with differential group of weight 1, which we simply call a differential group.

As shown in [26], the derivation of a differential operator on a Lie group is a differential operator (of weight 1) on the corresponding Lie algebra. This notion is the special case of the classical notion of a crossed homomorphism or a 1-cocycle with non-abelian coefficients [50].

Definition 2.3. Let \(G\) be a group and let \(\Gamma\) be a group with a group action by \(G\), defined by \(\alpha \mapsto \alpha^x, \alpha \in \Gamma, x \in G\). A map \(f : G \rightarrow \Gamma\) is called a **crossed homomorphism** or a 1-cocycle if

\[
f(xy) = f(x)f(y)^x \quad \text{for all } x, y \in G.
\]

Crossed homomorphism is the key notion for group cohomology and Galois cohomology, especially for noncommutative groups. Taking \(\Gamma\) to be the group \(G\) itself equipped with the adjoint action of \(G\),
we obtain the notion of the differential operator on groups. In general, a crossed homomorphism can be interpreted as a relative differential operator on a group associated with a group representation [3].

The notion of a Rota-Baxter group was obtained in [26] in an effort to find the integration of a Rota-Baxter operator on a Lie algebra in order to study the factorization on a Lie group without having to integrate from a factorization on the Lie algebra [44, 45, 49].

**Definition 2.4.** A **Rota-Baxter group** (of weight 1) is a group $G$ with a map $B : G \rightarrow G$ satisfying the following equation
\[
B(g_1)B(g_2) = B(g_1 \text{Ad}_{B(g_1)} g_2) \quad \text{for all } g_1, g_2 \in G,
\]
called the **Rota-Baxter relation** for groups.

When $G$ is an abelian group, Eq. (2) means that $B$ is a group homomorphism.

A Rota-Baxter operator of weight 1 on a group is also the right inverse of a differential operator of weight 1, as in the case of operators on associative algebras and Lie algebras.

Let $(G, B)$ and $(G', B')$ be Rota-Baxter groups. A map $\Phi : G \rightarrow G'$ is a **Rota-Baxter group homomorphism** if $\Phi$ is a group homomorphism such that $\Phi B = B' \Phi$.

**Definition 2.5.** We define a **Rota-Baxter group of weight** $-1$ to be a group $G$ with a map $C : G \rightarrow G$ such that
\[
C(g_1)C(g_2) = C((\text{Ad}_{C(g_1)} g_2)g_1) \quad \text{for all } g_1, g_2 \in G.
\]

It still unknown how to give a suitable notion of Rota-Baxter operator of weight zero on a group such that the derivation is the Rota-Baxter operator of weight zero on a Lie algebra.

Let $B$ be a Rota-Baxter operator (of weight 1) on a group $G$. Define $C : G \rightarrow G$ by
\[
C(g) := B(g^{-1}).
\]

In Eq. (2), replacing $g_1$ and $g_2$ by $g_1^{-1}$ and $g_2^{-1}$, we obtain
\[
B(g_1^{-1})B(g_2^{-1}) = B(g_1^{-1} \text{Ad}_{B(g_1^{-1})} g_2^{-1}) = B\left(\left(\text{Ad}_{B(g_1^{-1})} g_1\right)^{-1}\right).
\]

This gives
\[
C(g_1)C(g_2) = C(\text{Ad}_{C(g_1)} g_2)g_1).
\]

Therefore, $C$ is a Rota-Baxter operator of weight $-1$.

Let $G_1$ and $G_2$ be subgroups of a group $G$ such that $G = G_1 G_2$ and $G_1 \cap G_2 = \{1\}$. Note that it is not necessary that $G$ is the direct product of $G_1$ and $G_2$. Let $C$ be the **projection to the first direct factor**, i.e.
\[
C(g_1g_2) := g_+.
\]

Then it is straightforward to deduce that $C$ is a Rota-Baxter operator of weight $-1$ [26].

*For the rest of the paper, by a Rota-Baxter group we mean a Rota-Baxter group of weight 1.*

### 2.2. Free operated groups

The notion of free operated groups can be defined in the language of universal algebra by a universal property. Here we give an explicit construction of a free operated group on a set by bracketed words.

**Definition 2.6.** Let $X$ be a set. The **free operated group** generated by $X$ is an operated group $(F(X), P_X)$ together with a map $j_X : X \rightarrow F(X)$ with the property that, for each operated group $(G, P)$ and map $f : X \rightarrow G$, there is a unique homomorphism $\tilde{f} : (F(X), P_X) \rightarrow (G, P)$ of operated groups such that $\tilde{f}j_X = f$. 
We first give some general notations. For any set $Y$, let $F(Y)$ denote the free group generated by $Y$, via the usual construction of reduced words in $Y \cup Y^{-1}$. So $F(Y)$ consists of the identity 1 and reduced words in the letter set $Y \cup Y^{-1}$, where a reduced word is an element of the form

$$w = w_1 \cdots w_k,$$

with $w_i \in Y \cup Y^{-1}$ so that no adjacent letters $w_i$ and $w_{i+1}$ are of the form $zz^{-1}$ for a $z \in Y \cup Y^{-1}$. Also let $\{Y\}$ denote a set in bijection with $Y$ but disjoint from $Y$. Elements in $\{Y\}$ are denoted by $[y], y \in Y$.

Now let $X$ be a given set. We define a directed system of free groups $G_n := G_n(X), n \geq 0$, by a recursion. First define the free group

$$G_0 := F(X).$$

Then define the free group

$$G_1 := F(X \cup \{F(X)\})$$

generated by $X \cup \{F(X)\}$ and let

$$i_{0,1} : G_0 \to G_1$$
denote the group homomorphism of free groups induced by the natural inclusion $X \to X \cup \{F(X)\}$.

Recursively, for any given integer $n \geq 1$, suppose that the groups $G_i, i \leq n$, have been constructed and the injective group homomorphisms

$$i_{i-1,i} : G_{i-1} \to G_i, i \leq n,$$

have been defined. Then define the free group

$$G_{n+1} := F(X \cup \{G_n\})$$

generated by the set $X \cup \{G_n\}$.

Furthermore, from the injective group homomorphism $i_{n-1,n} : G_{n-1} \to G_n$, we obtain the injections

$$[G_{n-1}] \to [G_n], \quad [w] \mapsto [i_{n-1,n}(w)] \quad \text{for all } w \in G_{n-1}$$

and

$$X \cup [G_{n-1}] \to X \cup [G_n].$$

The latter then induces the injective homomorphism of free groups

$$i_{n,n+1} : G_n = F(X \cup [G_{n-1}]) \to G_{n+1} = F(X \cup [G_n]).$$

This completes the recursive construction of the directed system $\{G_n\}_{n \geq 0}$ of free groups. Finally, we define the direct limit of the directed system

$$G := \hat{G}(X) := \lim_{\to} G_n = \bigcup_{n \geq 0} G_n.$$

It is still a group which naturally contains $G_n, n \geq 0$, as subgroups via the structural injective group homomorphisms

$$i_n : G_n \to G.$$  \hspace{1cm} (4)

Denote

$$X^{\pm 1} := X \cup X^{-1}, \quad [G]^{-1} := \{w^{-1} \mid w \in [G]\} \text{ and } [G]^{\pm 1} := [G] \cup [G]^{-1}.$$  

For a $w \in G$, we may uniquely write

$$w = w_1 \cdots w_k \text{ with } w_i \in X^{\pm 1} \cup [G]^{\pm 1},$$  \hspace{1cm} (5)

with no adjacent factor being the inverse of each other. The factorization is called the **standard factorization** or **standard form** of $w$. Define the **breadth** of $w$ to be $\breath(w) := k$ and **depth** of $w$ to be

$$\depth(w) := \max\{\depth(w_i) \mid 1 \leq i \leq k\}, \text{ where } \depth(w_i) := \min\{n \mid w_i \in G_n \setminus G_{n-1}\}.$$
We next define an operator $P_X$ on $G$. For $u \in G$, we have $u \in G_n$ for some $n \geq 0$. We then define $P_X(u) = [u]$ which is in $G_{n+1}$ and hence in $G$. It is direct to check that $P_X(u)$ is independent of the choice of $n$ such that $u$ is in $G_n$. Thus, the pair $(G(X), P_X)$ is an operated group. Finally let

$$j_X : X \to G$$

be the natural inclusion.

**Theorem 2.7.** The operated group $(G(X), P_X)$ together with the map $j_X : X \to G(X)$ is a free operated group on $X$.

**Proof.** We just need to verify that the operated group $(G(X), P_X)$ together with $j_X$ satisfies the desired universal property of a free operated group on $X$. For this purpose, let $(G, P)$ be a given operated group and $f : X \to G$ be a map. We will apply a recursion to define a sequence of group homomorphisms

$$f_n : G_n \to G, n \geq 0,$$

that yield a group homomorphism $\hat{f} : G \to G$ by taking the direct limit.

First define $f_0 : G_0 = F(X) \to G$ by the universal property of the free group $F(X)$ on $X$ such that $f_0 j_X = f$. We then define a map

$$\hat{f}_0 : [G_0] \to G, \quad \hat{f}_0([w]) := P(f_0(w)) \quad \text{for all } w \in G_0.$$

We then define a group homomorphism $f_1 : G_1 := F(X \sqcup [G_0]) \to G$ by the universal property of the free group $G_1$ induced by the set map

$$X \sqcup [G_0] \to G, \quad x \mapsto f(x), [w] \mapsto \hat{f}_0([w]) \quad \text{for all } x \in X, [w] \in [G_0].$$

Then we have $f_1 i_{0,1} = f_0$.

Recursively, for any given integer $n \geq 1$, suppose that, for $i \leq n$, the group homomorphisms $f_i : G_i \to G$ have been defined such that $f_i i_{i-1,i} = f_{i-1}$. We then define

$$\hat{f}_n : [G_n] \to G, \quad [w] \mapsto P(f_n(w)) \quad \text{for all } w \in G_n,$$

and then extend it to a map

$$X \sqcup [G_n] \to G$$

by sending $x \in X$ to $f(x).$ We then apply the universal property of the free group $G_{n+1} := F(X \sqcup [G_n])$ and obtain the group homomorphism

$$f_{n+1} : G_{n+1} \to G.$$

Furthermore, to show that $f_{n+1} i_{n,n+1} = f_n$, we just need to check

$$f_{n+1} i_{n,n+1}(w) = f_n(w) \quad \text{for all } w \in X \sqcup [G_{n-1}].$$

(6)

This is clear for $w \in X$ since both sides are equal to $f(x)$. For $w \in [G_{n-1}]$, we write $w = [\overline{w}]$ for $\overline{w} \in G_{n-1}$. Then by Eq. (3) we obtain

$$i_{n,n+1}(w) = i_{n,n+1}([\overline{w}]) = [i_{n-1,n}(\overline{w})]$$

and hence

$$f_{n+1} i_{n,n+1}(w) = f_{n+1}([i_{n-1,n}(\overline{w})]) = \hat{f}_n([i_{n-1,n}(\overline{w})])$$

$$= P(f_i i_{i-1,n}(\overline{w})) = P(f_{i-1}(\overline{w})) = f_n([\overline{w}]) = f_n(w).$$

This proves Eq. (6), as needed.

Thus we can take the direct limit of $f_n, n \geq 0$, and obtain a group homomorphism

$$\hat{f} = \lim f_n : G \to G.$$
By construction, we have $f_{jX} = f$. The relation
\[ f_{n+1}(\lfloor w \rfloor) = \lfloor f_n(w) \rfloor \quad \text{for all } w \in \mathcal{G}_n, \]
gives $\tilde{f}P_X = P\tilde{f}$. Therefore $\tilde{f} : (\mathcal{G}(X), P_X) \to (G, P)$ is a homomorphism of operated groups.

Finally, by the construction of $\tilde{f}$, it is the unique homomorphism of operated group homomorphism such that $\tilde{f}j_X = f$. More precisely, let $\tilde{f}' : (\mathcal{G}, P_X) \to (G, P)$ be another homomorphism of operated algebra homomorphisms such that $\tilde{f}'j_X = f$. Then we recursively verify that $\tilde{f}_n = \tilde{f}'_n$, $n \geq 0$, for the group homomorphisms $i_n : \mathcal{G} \to \mathcal{G}$ in Eq. (4). This gives $\tilde{f}' = \tilde{f}$. Therefore the desired universal property is verified.

Free operated semigroups have been constructed in [22] in terms of bracketed words from $X$. One can think of elements of $\mathcal{G}(X)$ as reduced bracketed words from $X \cup X^{-1}$. Here a bracketed word is reduced if it does not have any pair of adjacent subwords that are the inverses of each other. It would be interesting to obtain combinatorial construction of free operated groups in terms of paths or trees as in the case of operated semigroups [22], or in terms of Cayley graphs for free groups, which are fundamental in geometric group theory [8, 9].

3. Free differential groups

With the notion of a differential group given in Definition 2.2, we now provide some properties of differential groups and then construct free differential groups.

**Lemma 3.1.** Let $(G, d)$ be a differential group.

(i) The derivation $d$ is compatible with the associativity of $G$. More precisely, for $g, h, k \in G$, the results of $d((gh)k)$ and $d(g(hk))$ agree. In fact, we have
\[ d(ghk) = d(g)gd(h)hd(k)h^{-1}g^{-1} \quad \text{for all } g, h, k \in G. \]  \hfill (7)

(ii) More generally, for $g_1, \ldots, g_n \in G$, $n \geq 2$, we have
\[ d(g_1 \cdots g_n) = \left( \prod_{i=1}^{n} d(g_i)g_i \right)(g_1 \cdots g_n)^{-1} \quad \text{for all } g_1, \ldots, g_n \in G. \]

**Proof.** (i) We directly check that
\[ d((gh)k) = d(gh)ghd(k)(gh)^{-1} = d(g)gd(h)g^{-1}ghd(k)(gh)^{-1} = d(g)gd(h)hd(k)h^{-1}k^{-1}. \]
Also
\[ d(g(hk)) = d(g)gd(hk)g^{-1} = d(g)gd(h)hd(k)h^{-1}g^{-1}. \]
Hence, Eq. (7) holds.

(ii) The general equation follows from a simple induction on $n$. \hfill \Box

**Lemma 3.2.** Let $(G, d)$ be a differential group. Then we have
\[ d(1) = 1, \quad d(g^{-n}) = (g^{-1}d(g)^{-1})^ng^n \quad \text{for all } g \in G, n \geq 1. \]

**Proof.** Denote $d(1) = a$. Then from
\[ a = d(1) = d(1^2) = d(1)d(1) = a^2, \]
we obtain $a = 1$. To prove the second equality, we apply induction on $n \geq 1$. Let $n = 1$. Then for $g \in G$, we have
\[ 1 = d(1) = d(gg^{-1}) = d(g)gd(g^{-1})g^{-1}, \]
which yields
\[ d(g^{-1}) = g^{-1}d(g)^{-1}g. \]
For \( k \geq 1 \), assume
\[ d(g^{-k}) = (g^{-1}d(g)^{-1})^k g^k. \]
Then we obtain
\[
\begin{align*}
    d(g^{-(k+1)}) &= d(g^{-1}g^{-k}) \\
    &= d(g^{-1})g^{-1}d(g^{-k})g \\
    &= g^{-1}d(g)^{-1}g^{-1}(g^{-1}d(g)^{-1})^k g^{k+1} \\
    &= (g^{-1}d(g)^{-1})^{k+1} g^{k+1}.
\end{align*}
\]
This completes the induction. \( \square \)

We now construct free differential groups by adding a differential structure to the classical construction of free groups.

**Definition 3.3.** The **free differential group** on a set \( X \) is a differential group \((F(X), D)\) together with a set map \( i = i_X : X \rightarrow F(X) \) with the property that, for any differential group \((G, d)\) and set map \( f : X \rightarrow G \), there is a unique homomorphism of differential groups \( \bar{f} : (F(X), D_X) \rightarrow (G, d) \) such that \( \bar{f}i = f \).

As a side remark, the notion of a free endo group can be given in the same way and can be constructed in the same way as below.

Let \( X \) be a set. Denote
\[
\Delta X := X \times \mathbb{N} = \{x^{(n)} := (x, n) \mid x \in X, n \in \mathbb{N}\}.
\]

Let
\[
F(X) := F(\Delta X)
\]
denote the free group on the set \( \Delta X \), as usual in terms of reduced words in the alphabet \( \Delta X \) and their formal inverses. We define an operator \( D := D_X \) on \( F(X) \) in two steps. First define
\[
D : \Delta X \rightarrow \Delta X, \quad x^{(n)} \mapsto x^{(n+1)}, \quad x^{(n)} \in \Delta X = X \times \mathbb{N}.
\]
Then extend \( D \) to \( F(X) = F(\Delta X) \) by applying Eq. (1). More precisely, an element \( x \) of \( F(\Delta X) \) can be uniquely expressed as a reduced word
\[
x := x_1 \cdots x_k, \quad x_i \in \Delta X \cup (\Delta X)^{-1},
\]
with the convention that the length of the empty word \( x = 1 \) is 0. When \( k = 0 \), we define \( D(1) = 1 \). When \( k = 1 \), we have \( x \in \Delta X \cup (\Delta X)^{-1} \). We accordingly define
\[
D(x) = D(x^{(n)}) := x^{(n+1)} \text{ or } D(x) = D(x^{(n)})^{-1} := (x^{(n)})^{-1} (x^{(n+1)})^{-1} x^{(n)} , \quad n \geq 0.
\]
For a given integer \( m \geq 1 \), assume that \( D(x) \) has been defined for all reduced words \( x \) of length \( k = m \). Then for a reduced word \( x = x_1 \cdots x_{m+1} \) of length \( m + 1 \), we recursively define
\[
D(x) = D(x_1)D(x_2 \cdots x_{m+1})^{-1}.
\]

Let
\[
i_X : X \rightarrow \Delta X \rightarrow F(X), \quad x \mapsto x^{(0)}, x \in X,
\]
be the canonical inclusion.
**Theorem 3.4.** Let $X$ be a set.

(i) The pair $(F[X], D_X)$ is a differential group.

(ii) The triple $(F[X], D_X, i_X)$ is a free differential group on $X$.

**Proof.** (i) We just need to verify that $D$ is a differential operator on the group $F(X)$, that is, Eq. (1) holds for all $g, h \in F(X)$. This can be done by an induction on the sum $m + n$ of the lengths $m$ and $n$ of $g$ and $h$ as follows.

First consider $m + n = 0$. Then $g = h = 1$ and so

$$D(gh) = D(1) = 1 = D(g)D(h)g^{-1}.$$ 

Thus, Eq. (1) holds. Let $k \geq 0$ be given. Assume that Eq. (1) holds for all $g, h \in F(X)$ with $m + n = k$ and consider $g, h \in F(X)$ with $m + n = k + 1$. So either $m > 0$ or $n > 0$. First suppose $m > 0$. Then $g = \tau_1g_1$ for $\tau_1 \in \Delta X, g_1 \in F(X)$. Then

$$D(gh) = D(\tau_1g_1h) = D(\tau_1)D(g_1)\tau_1^{-1}.$$ 

Also,

$$D(g)D(h)g^{-1} = D(\tau_1)D(g_1)\tau_1^{-1}D(h)g^{-1} = D(\tau_1)D(g_1)D(h)g_1^{-1}\tau_1^{-1} = D(\tau_1)D(g_1)\tau_1^{-1},$$

where the last step utilizes the induction hypothesis. The case of $n > 0$ follows from the same argument. This completes the induction.

(ii) We just need to verify that the differential group $(F[X], D)$ together with $i_X : X \to F(X)$ satisfies the expected universal property stated in the theorem. Now let a differential group $(G, d)$ and a map $f : X \to G$ be given. Define a differential group homomorphism $\tilde{f} : F[X] \to G$ by first taking

$$\tilde{f} : \Delta X \to G, \quad x^{(n)} \mapsto d^n(f(x)) \quad \text{for all } x^{(n)} \in \Delta X,$$

and then taking

$$\tilde{f} : F[X] = F(\Delta X) \to G$$

to be the unique group homomorphism from $\tilde{f}$ by the universal property of the free group $F(\Delta X)$ on $\Delta X$.

We are left to verify that $\tilde{f}$ is a homomorphism of differential groups satisfying $\tilde{f}i_X = f$ and is the unique one with this property. For the first property, we just need to check that $\tilde{f}$ is compatible with the differential operators: $\tilde{f}D = df$ which is proved by an induction on the length by applying Eq. (8). Indeed, it is direct to check that $\tilde{f}D(g) = df(g)$ if $g = 1$ or if $g$ is in $\Delta X$. Further if $g = \tau_1g_1$ with $\tau_1 \in \Delta X$, then applying the induction hypothesis to $g_1$, we obtain

$$\tilde{f}D(\tau_1g_1) = \tilde{f}(D(\tau_1)\tau_1D(g_1)\tau_1^{-1}) = \tilde{f}D(\tau_1)\tilde{f}(\tau_1)\tilde{f}D(g_1)\tilde{f}(\tau_1)^{-1} = D(\tilde{f}(\tau_1))D(\tilde{f}(g_1))\tilde{f}(\tau_1)^{-1} = D(\tilde{f}(\tau_1))D(\tilde{f}(g_1)) = D\tilde{f}(g).$$

This completes the induction.

The construction of $\tilde{f}$ shows that it is the only way to obtain a differential group homomorphism, showing the uniqueness of $\tilde{f}$. □

4. **Free Rota-Baxter groups**

We now construct the free Rota-Baxter group generated by a set. To be specific, we first give the definition.

**Definition 4.1.** Let $X$ be a set. The free **Rota-Baxter group** generated by $X$ is a Rota-Baxter group $(\mathfrak{R}(X), B_X)$ together with a map $j_X : X \to \mathfrak{R}(X)$ such that, for any Rota-Baxter group $(G, B)$ and map $f : X \to G$, there is a unique homomorphism $f : (\mathfrak{R}(X), B_X) \to (G, B)$ of Rota-Baxter groups such that $fj_X = f$. 

From the construction of free operated groups obtained in Section 2.2, the free Rota-Baxter group can be obtained by taking a quotient as follows.

Let a set $X$ be given and let $(G(X), P_X)$ be the free operated group generated by $X$ constructed in Theorem 2.7. Let $N := N_X$ be the normal operated subgroup of $G(X)$ generated by elements of the form

$$P_X(u)P_X(v)(P_X(uAd_{P_X(v)}v))^{-1} \text{ for all } u, v \in G(X).$$

Then the quotient $G(X)/N$, with its operator induced from $P_X$ modulo $N$, is automatically a free Rota-Baxter group generated by $X$. We next give a direct and explicit construction of the free Rota-Baxter group on $X$, by displaying a canonical subset of $G(X)$ and equipping it with the desired Rota-Baxter group structure. The construction is inspired by the construction of free Rota-Baxter (associative) algebras [23].

**Definition 4.2.** An element $w \in G(X)$ is called a **Rota-Baxter group word** on $X$ if $w$ contains no subword $[u][v]$ with $u, v \in G(X)$. Denote by $\mathcal{R}(X)$ the set of all Rota-Baxter group word on $X$.

In terms of the standard factorization in Eq. (5), each Rota-Baxter group word may be uniquely written as

$$w = w_1 \cdots w_k$$

(9)

where $w_i \in X^{\pm 1} \cup [G(X)]^{\pm 1}$ and no adjacent $w_i$ and $w_{i+1}$ are both in $[G(X)]$ or both in $[G(X)]^{-1}$. Note that it is okay if one of $w_i$ or $w_{i+1}$ is in $[G(X)]$ and the other one in $[G(X)]^{-1}$. We call Eq. (9) the **standard factorization** of $w$.

We are going to define a multiplication $\diamond$ on $\mathcal{R}(X)$. First we define 1 to be the identity: $1 \diamond u = u \diamond 1 = u$ for all $u \in \mathcal{R}(X)$. For $u, v \in \mathcal{R}(X) \setminus \{1\}$, we apply induction on $(\text{dep}(u), \text{dep}(v)) \geq (0,0)$ lexicographically.

When $(\text{dep}(u), \text{dep}(v)) = (0,0)$, we have $u, v \in G_0$ and define $u \diamond v := uv$. Let $m, n \geq 0$ be given such that $(m, n) > (0,0)$ lexicographically. Suppose that the product $u \diamond v$ have been defined for $u, v \in \mathcal{R}(X)$ with $(\text{dep}(u), \text{dep}(v)) < (m, n)$ lexicographically and consider $u, v \in \mathcal{R}(X)$ with $(\text{dep}(u), \text{dep}(v)) = (m, n)$. We have the following four cases to check, with the first three cases dealing with $\text{bre}(u) = \text{bre}(v) = 1$.

**Case 1.** Let $u = [\overline{u}]$ and $v = [\overline{v}]$ for some $\overline{u}$ and $\overline{v} \in \mathcal{R}(X)$. Write $\overline{v} = \overline{v}_1 \cdots \overline{v}_k$ in the standard factorization. Then the expression

$$\overline{w} \text{Ad}_u\overline{v} := \left\{ \begin{array}{ll}
(u \diamond \overline{v}_1)\overline{v}_2 \cdots \overline{v}_{k-1}(u \diamond \overline{v}_k)^{-1}, & \text{if } \overline{v}_k = (\overline{v}_k')^{-1} \in [\mathcal{R}(X)]^{-1}, \\
(u \diamond \overline{v})u^{-1}, & \text{otherwise},
\end{array} \right.$$  

(10)

is well defined by the induction hypothesis on $(\text{dep}(u), \text{dep}(v))$. In particular if $k = 1$, then

$$\overline{w} \text{Ad}_u\overline{v} := \left\{ \begin{array}{ll}
(u \diamond \overline{v})^{-1}, & \text{if } \overline{v} = (\overline{v})^{-1} \in [\mathcal{R}(X)]^{-1}, \\
(u \diamond \overline{v})u^{-1}, & \text{otherwise},
\end{array} \right.$$

Then we define

$$u \diamond v := [\overline{u} \diamond \overline{w} \text{Ad}_u\overline{v}].$$

(11)

Here since $\text{dep}(u) > \text{dep}(\overline{u})$, $\overline{u} \diamond \overline{w} \text{Ad}_u\overline{v}$ is defined by induction hypothesis.

**Case 2.** Let $u = [\overline{u}]^{-1}$ and $v = [\overline{v}]^{-1}$ for some $\overline{u}, \overline{v} \in \mathcal{R}(X)$. Then define

$$u \diamond v := ([\overline{v}] \diamond [\overline{u}])^{-1},$$

(12)

where $[\overline{v}] \diamond [\overline{u}]$ is reduced to Case 1.

**Case 3.** Let $u$ and $v$ have breadth 1, but be not in the above two cases. Then the concatenation $uv$ is still in $\mathcal{R}(X)$. Then we can define

$$u \diamond v := uv.$$  

(13)
Case 4. In general, write \( u = u_1 \cdots u_k \) and \( v = v_1 \cdots v_\ell \) with \( k, \ell \geq 1 \) in the standard factorizations. Define
\[
   u \odot v := u_1 \cdots u_{k-1} (u_k \odot v_1) v_2 \cdots v_\ell,
\]
(14)
where \( u_k \odot v_1 \) is defined by Cases 1, 2, 3. Notice that \( 1 \odot u = u = u \odot 1 \) for \( u \in \mathcal{G} \).

Note that by the construction of \( \mathcal{R}(X) \), the set \( \mathcal{R}(X) \) is closed under taking the bracket: for \( w \in \mathcal{R}(X) \), we have \([w] \in \mathcal{R}(X)\).

**Theorem 4.3.** With the above definition of \( \odot \), the triple \((\mathcal{R}(X), \odot, [\cdot])\) is a \( \text{Rota-Baxter} \) group of weight 1.

**Proof.** By the construction of \( \mathcal{R}(X) \), we have \( 1 \in \mathcal{R}(X) \) and \( w^{-1} \in \mathcal{R}(X) \) provided \( w \in \mathcal{R}(X) \). So we are left with checking the associativity of \( \odot \) and the Rota-Baxter relation in Eq. (2). first verify the associativity of \( \odot \):
\[
   (u \odot v) \odot w = u \odot (v \odot w) \quad \text{with } u, v, w \in \mathcal{R}(X). \tag{15}
\]
which will be accomplished by an induction on \( \text{bre}(u) + \text{bre}(v) + \text{bre}(w) \geq 3 \).

**1. The initial step on \( \text{bre}(u) + \text{bre}(v) + \text{bre}(w) \).** For the initial step of \( \text{bre}(u) + \text{bre}(v) + \text{bre}(w) = 3 \), we have \( \text{bre}(u) = \text{bre}(v) = \text{bre}(w) = 1 \). In this case, we apply the induction on \( \text{dep}(u), \text{dep}(v), \text{dep}(w) \) \( \geq (0, 0, 0) \) lexicographically. If \( \text{dep}(u), \text{dep}(v), \text{dep}(w) = (0, 0, 0) \), then \( u, v, w \) are in the free group \( \mathcal{G}_0 \) and Eq. (15) holds by the associativity of the free group \( \mathcal{G}_0 \).

For the inductive step, let \( p, q, r \geq 0 \) be given such that \( (p, q, r) > (0, 0, 0) \) lexicographically. Assume that Eq. (15) has been proved for \( u, v, w \in \mathcal{R}(X) \) with \( \text{bre}(u) = \text{bre}(v) = \text{bre}(w) = 1 \) and \( \text{dep}(u), \text{dep}(v), \text{dep}(w) < (p, q, r) \) lexicographically, and consider \( u, v, w \in \mathcal{R}(X) \) with \( \text{bre}(u) = \text{bre}(v) = \text{bre}(w) = 1 \) and \( \text{dep}(u), \text{dep}(v), \text{dep}(w) = (p, q, r) \). Then according to whether all of \( u, v, w \) are in \( [\mathcal{R}(X)] \) or not, we consider the following four cases.

**Case 1.** Suppose that all \( u, v, w \) are in \( [\mathcal{R}(X)] \). Then we take \( u = [\overline{u}], v = [\overline{v}], w = [\overline{w}] \) for some \( \overline{u}, \overline{v}, \overline{w} \in \mathcal{R}(X) \). Write \( \overline{v} = \overline{v}_1 \cdots \overline{v}_m \) and \( \overline{w} = \overline{w}_1 \cdots \overline{w}_n \) in the standard factorizations. We divide this case to four subcases according to whether \( \overline{v}_m \) and \( \overline{w}_n \) are in \( [\mathcal{R}(X)]^{-1} \) or not.

**Case 1.1.** Suppose \( \overline{v}_m = (\overline{v}_m)^{-1}, \overline{w}_n = (\overline{w}_n)^{-1} \in [\mathcal{R}(X)]^{-1} \) for some \( \overline{v}_m, \overline{w}_n \in [\mathcal{R}(X)] \). Then on the one hand,
\[
   (u \odot v) \odot w = ([\overline{u}] \odot [\overline{v}]) \odot [\overline{w}] \tag{Eqs. (11) and (10)}
\]
\[
   = \left[ \overline{u} \odot (([\overline{u}] \odot \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{m-1} (\overline{u} \odot \overline{v}_m)^{-1}) \right] \odot [\overline{w}] \tag{Eqs. (11) and (10)}
\]
\[
   = \left[ \overline{u} \odot (([\overline{u}] \odot \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{m-1} (\overline{u} \odot \overline{v}_m)^{-1}) \odot (\overline{u} \odot ([\overline{u}] \odot \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{m-1} (\overline{u} \odot \overline{v}_m)^{-1} \odot \overline{w}_1) \right.
\]
\[
   \overline{w}_2 \cdots \overline{w}_{n-1} \left( \overline{u} \odot ([\overline{u}] \odot \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{m-1} (\overline{u} \odot \overline{v}_m)^{-1} \odot \overline{w}_n^{-1} \right) \right] \tag{Eqs. (13) and (14)).
\]
On the other hand,
\[
   u \odot (v \odot w) = ([\overline{u}] \odot ([\overline{v}] \odot [\overline{w}]) \tag{Eqs. (11) and (10)}
\]
\[
   = ([\overline{u}] \odot (\overline{v} \odot (([\overline{u}] \odot \overline{w}_1) \overline{w}_2 \cdots \overline{w}_{n-1} (\overline{v} \odot \overline{w}_n)^{-1})) \tag{Eqs. (11) and (10)}
\]
Case 1.2. Suppose $\bar{v}_m = (x^{m-1}, \ldots, x^1, x^0) \in [R(x)]^{-1}$ for some $\bar{v}_m \in [R(x)]$ and $\bar{w}_m \notin [R(x)]^{-1}$. Then

So Eq. (15) holds.

(2) Suppose $\bar{w}_m = (y^{m-1}, \ldots, y^1, y^0) \in [R(x)]^{-1}$ for some $\bar{w}_m \in [R(x)]$ and $\bar{v}_m \notin [R(x)]^{-1}$. Then

By induction on depth and Eqs. (11), (10), and (12), and (14).
\[
\begin{align*}
\overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) (\overline{v}_2 \cdots \overline{v}_m \circ ([\overline{u}]^{-1} [\overline{u}]) \circ ([\overline{v}] \circ [\overline{w}]) (\overline{u}) \circ [\overline{v}]\right)^{-1} \right) \quad (1 = [\overline{u}]^{-1} [\overline{u}])
\end{align*}
\]

\[
\begin{align*}
\overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) \left( \overline{v}_2 \cdots \overline{v}_m \circ [\overline{u}]^{-1} \right) \left( \overline{u} \circ ([\overline{v}] \circ [\overline{w}]) \right) ([\overline{u}] \circ [\overline{v}]^{-1}) \right) \quad \text{(Eq. (14))}
\end{align*}
\]

\[
\begin{align*}
\overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) \overline{v}_2 \cdots \overline{v}_{m-1} ([\overline{u}] \circ \overline{v}_m)^{-1} \right) \left( \overline{u} \circ \left( ([\overline{u}] \circ \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{m-1} ([\overline{u}] \circ \overline{v}_m)^{-1} \right) \right) \circ \overline{w}
\end{align*}
\]

\[
\begin{align*}
\overline{u} \circ \left( ([\overline{u}] \circ \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{m-1} ([\overline{u}] \circ \overline{v}_m)^{-1} \right) \left( \overline{u} \circ \left( ([\overline{u}] \circ \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{m-1} ([\overline{u}] \circ \overline{v}_m)^{-1} \right) \right)^{-1} \quad (\overline{v}_m = (\overline{v}_m')^{-1} \text{ and Eqs. (11), (10), (14)),}
\end{align*}
\]

showing that Eq. (15) is valid in this case.

**Case 1.3.** Suppose \( \overline{v}_m \not\in [\mathcal{R}(X)]^{-1} \) and \( \overline{w}_n = (\overline{w}_n')^{-1} \in [\mathcal{R}(X)]^{-1} \) for some \( \overline{w}_n \in [\mathcal{R}(X)] \). Then we check

\[
\begin{align*}
(u \circ v) \circ w
\end{align*}
\]

\[
\begin{align*}
= ([u] \circ [v]) \circ [w]
\end{align*}
\]

\[
\begin{align*}
= \left[ \overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) ([\overline{u}]^{-1}) \right) \right] \circ \overline{w} & \quad \text{(Eqs. (11) and (10))}
\end{align*}
\]

\[
\begin{align*}
\overline{w}_2 \cdots \overline{w}_{m-1} \left( \overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) ([\overline{u}]^{-1}) \right) \right) \circ \overline{w}_{n}'^{-1} & \quad \text{(Eqs. (11) and (10))}
\end{align*}
\]

\[
\begin{align*}
\overline{w}_2 \cdots \overline{w}_{m-1} \left( \overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) ([\overline{u}]^{-1}) \right) \right) \circ \overline{w}_{n}'^{-1} & \quad \text{(Eqs. (13) and (14)),}
\end{align*}
\]

and

\[
\begin{align*}
u \circ (v \circ w)
\end{align*}
\]

\[
\begin{align*}
= [u] \circ ([v] \circ [w])
\end{align*}
\]

\[
\begin{align*}
= \left[ \overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) \overline{w}_2 \cdots \overline{w}_{n-1} ([\overline{v}] \circ \overline{w}_n')^{-1} \right) \right] & \quad \text{(Eqs. (11) and (10))}
\end{align*}
\]

\[
\begin{align*}
= \left[ \overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) \overline{w}_2 \cdots \overline{w}_{n-1} ([\overline{v}] \circ \overline{w}_n')^{-1} \right) \right] & \quad \text{(Eqs. (11), (10) and (14))}
\end{align*}
\]

\[
\begin{align*}
\overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) ([\overline{u}]^{-1} [\overline{u}]) \circ ([\overline{v}] \circ \overline{w}_1) \overline{w}_2 \cdots \overline{w}_{n-1} \right) & \quad \text{(inserting 1 = [\overline{u}]^{-1} [\overline{u}])}
\end{align*}
\]

\[
\begin{align*}
\overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) ([\overline{u}]^{-1} [\overline{u}]) \circ ([\overline{v}] \circ \overline{w}_1) \overline{w}_2 \cdots \overline{w}_{n-1} \right) & \quad \text{(Eq. (14))}
\end{align*}
\]

\[
\begin{align*}
\overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) ([\overline{u}]^{-1} [\overline{u}]) \circ ([\overline{v}] \circ \overline{w}_1) \overline{w}_2 \cdots \overline{w}_{n-1} \right) & \quad \text{(induction on depth)}
\end{align*}
\]

\[
\begin{align*}
\overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) ([\overline{u}]^{-1} [\overline{u}]) \circ \overline{w}_1 \right)
\end{align*}
\]

\[
\begin{align*}
\overline{w}_2 \cdots \overline{w}_{m-1} \left( \overline{u} \circ \left( ([\overline{u}] \circ \overline{v}) ([\overline{u}]^{-1}) \right) \circ \overline{w}_{n}'^{-1} \right) & \quad \text{(Eqs. (11), (10), and (14)).}
\end{align*}
\]

Hence Eq. (15) holds.
Case 1.4. Suppose \( \overline{v}_m, \overline{w}_n \not\in [\mathcal{R}(X)]^{-1} \). Then we have
\[
(u \odot v) \circ w
= (\lfloor u \rfloor \circ \lfloor v \rfloor) \circ \lfloor w \rfloor
= \left[ \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right] \circ \lfloor w \rfloor
= \left[ \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right] \circ \left[ \left( \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right] \circ \overline{w} \right]
\]
(Eqs. (11) and (10))
\[
= \left[ \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right] \circ \left( [u] \circ \overline{v}[u]^{-1} \right] \circ \overline{w} \right]
\]
(Eqs. (11) and (10))
\[
= \left[ \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right] \circ \left( [u] \circ \overline{v}[u]^{-1} \right] \circ \overline{w} \right]
\]
(inserting 1 = \( [\overline{u}]^{-1} \overline{u} \))
\[
= \left[ \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right] \circ \left( [u] \circ \overline{v}[u]^{-1} \right] \circ \overline{w} \right]
\]
(Eq. (14))
\[
= \left[ \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right] \circ \left( [u] \circ \overline{v}[u]^{-1} \right] \circ \overline{w} \right]
\]
(induction on depth)
\[
= \left[ \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right] \circ \left( [u] \circ \overline{v}[u]^{-1} \right] \circ \overline{w} \right]
\]
(Eqs. (11) and (10))
\[
= \left( \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right) \circ \left( [u] \circ \overline{v}[u]^{-1} \right] \circ \overline{w} \right]
\]
(Eq. (14))
\[
= \left( \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right) \circ \left( [u] \circ \overline{v}[u]^{-1} \right] \circ \overline{w} \right]
\]
(Eq. (14))
\[
= \left( \overline{u} \circ \left( \overline{[u]} \circ \overline{v}[\overline{u}]^{-1} \right) \right) \circ \left( [u] \circ \overline{v}[u]^{-1} \right] \circ \overline{w} \right]
\]
(Eqs. (11), (10), and (14)).

Therefore, Eq. (15) is valid.

Case 2. Suppose \( u \not\in [\mathcal{R}(X)] \). Then \( u \in \mathcal{X} \) or \( u \in [\mathcal{R}(X)]^{-1} \). If \( u \in \mathcal{X} \), then
\[
(u \odot v) \circ w = (uv) \circ w = u(\circ w) = u \odot (v \circ w).
\]
Suppose \( u \not\in \mathcal{X} \), i.e., \( u \in [\mathcal{R}(X)]^{-1} \). If \( v \not\in [\mathcal{R}(X)]^{-1} \), then Eq.(16) holds again. Assume \( v \in [\mathcal{R}(X)]^{-1} \).

If \( w \not\in [\mathcal{R}(X)]^{-1} \), then
\[
u \circ (v \circ w) = u \circ (vw) = (u \circ v)w = (u \circ v) \circ w.
\]

If \( w \in [\mathcal{R}(X)]^{-1} \), let \( u = (u')^{-1} \), \( v = (v')^{-1} \) and \( w = (w')^{-1} \) for some \( u', v', w' \in [\mathcal{R}(X)] \). On the one hand,
\[
(u \odot v) = \left( (u')^{-1} \circ (v')^{-1} \right) \circ (w')^{-1} = (v' \circ u')^{-1} \circ (w')^{-1} \in \left( w' \circ (v' \circ u') \right)^{-1}.
\]
On the other hand,
\[ u \circ (v \circ w) = (u')^{-1} \circ ((v')^{-1} \circ (w')^{-1}) = (u')^{-1} \circ (w' \circ v')^{-1} = ((w' \circ v') \circ u')^{-1}. \]

Then the proof can be reduced to Case 1.

**Case 3.** Suppose \( w \notin [\mathcal{R}(X)] \). The proof is similar to Case 2.

**Case 4.** Suppose \( v \notin [\mathcal{R}(X)] \). Then \( v \in X \) or \( v \in [\mathcal{R}(X)]^{-1} \). This case is similar to Case 2 by symmetry. This completes the initial step of the induction on \( \text{bre}(u) + \text{bre}(v) + \text{bre}(w) \).

**II. The inductive step on \( \text{bre}(u) + \text{bre}(v) + \text{bre}(w) \).** For a given \( k \geq 3 \), suppose that Eq. (15) has been verified for all \( u, v, w \in \mathcal{R}(X) \) with \( \text{bre}(u) + \text{bre}(v) + \text{bre}(w) \leq k \) and consider the case when \( \text{bre}(u) + \text{bre}(v) + \text{bre}(w) = k + 1 \). Then \( k + 1 \geq 4 \) and so at least one of \( \text{bre}(u), \text{bre}(v) \) or \( \text{bre}(w) \) is greater than one. We accordingly have the following three cases to verify.

**Case 1.** Suppose \( \text{bre}(u) \geq 1 \). Then we write \( u = u_1 \cdots u_m \) in the standard factorization with \( m \geq 2 \). Then by Eq (14) and the induction hypothesis we have
\[
(u \circ v) \circ w = ((u_1 \cdots u_m) \circ v) \circ w
= ((u_1 \cdots u_{m-1})(u_m \circ v)) \circ w
= (u_1 \cdots u_{m-1})((u_m \circ v) \circ w)
= (u_1 \cdots u_{m-1})(u_m \circ (v \circ w))
= (u_1 \cdots u_{m-1}u_m) \circ (v \circ w)
= u \circ (v \circ w).
\]

**Case 2.** Suppose \( \text{bre}(w) \geq 2 \). Then the verification is similar to the previous case.

**Case 3.** Suppose \( \text{bre}(v) \geq 2 \). Write \( v = v_1 \cdots v_n \) in the standard factorization with \( n \geq 2 \). Then repeatedly applying Eq. (14), we obtain
\[
(u \circ v) \circ w = (u \circ (v_1 \cdots v_n)) \circ w
= ((u \circ v_1)v_2 \cdots v_n) \circ w
= (u \circ v_1)(v_2 \cdots v_{n-1})(v_n \circ w)
= u \circ (v_1 \cdots v_{n-1}v_n \circ w)
= u \circ (v_1 \cdots v_n) \circ w
= u \circ (v \circ w).
\]

Now we have completed the inductive proof of the associativity in Eq. (15).

Finally, we verify Eq. (2). Let \( u = [\overline{u}] \) and \( v = [\overline{v}] \) be in \( [\mathcal{R}(X)] \). Write \( \overline{v} = \overline{v}_1 \cdots \overline{v}_k \) in the standard factorization. If \( \overline{v}_k = (\overline{v}_k')^{-1} \in [\mathcal{R}(X)]^{-1} \), we have
\[
\overline{\text{Ad}}_u \overline{v} = (u \circ \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{k-1} (u \circ \overline{v}_k)^{-1}
= (u \circ \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{k-1} (\overline{v}_k \circ u^{-1})
= ((u \circ \overline{v}_1) \overline{v}_2 \cdots \overline{v}_{k-1} \overline{v}_k) \circ u^{-1}
= u \circ v \circ u^{-1}
\quad \text{(Eq. (14))}
\]

If \( \overline{v}_k \notin [\mathcal{R}(X)]^{-1} \), we obtain
\[
\overline{\text{Ad}}_u \overline{v} = (u \circ \overline{v})u^{-1}
= ((u \circ \overline{v}_1) \overline{v}_2 \cdots \overline{v}_k)u^{-1}
\quad \text{(Eq. (14))}
\]
\begin{align}
&= (u \circ v_1) v_2 \cdots v_{k-1} (v_k \circ u^{-1}) \\
&= (u \circ v_1) v_2 \cdots v_k \circ u^{-1} \\
&= u \circ v \circ u^{-1}
\end{align}
(Eq. (13))
(Eq. (14))
(Eq. (14)).

Hence
\[ u \circ v = [u \circ \text{Ad}_v] = [u \circ v \circ u^{-1}], \]
and so Eq. (2) holds. This completes the proof. \hfill \Box

**Theorem 4.4.** Let \( X \) be a set. The triple \((\mathcal{R}(X), [\cdot, \cdot], \circ)\), together with the inclusion \( i_X : X \to \mathcal{R}(X) \), is a free Rota-Baxter group of weight 1 on \( X \).

**Proof.** Let \((G, P)\) be a Rota-Baxter group and \( f : X \to G \) a set map. It suffices to show that there is a unique Rota-Baxter group homomorphism
\[ \tilde{f} : \mathcal{R}(X) \to G, w \mapsto \tilde{f}(w) \]
such that \( f = \tilde{f} i_X \).

**(Existence)** We use induction on \( \text{dep}(w) \geq 0 \) to define \( \tilde{f}(w) \).

For the initial step of \( \text{dep}(w) = 0 \), if \( \text{bre}(w) \leq 1 \), then \( w = 1 \) or \( w \in X \cup X^{-1} \). Then define
\begin{equation}
\tilde{f}(w) := \begin{cases}
1_G, & \text{if } w = 1, \\
f(w), & \text{if } w \in X,
\end{cases}
\end{equation}
(17)
If \( \text{bre}(w) \geq 2 \), write \( w = w_1 \cdots w_n \) in the standard factorization with \( n \geq 2 \) and define
\begin{equation}
\tilde{f}(w) := \tilde{f}(w_1 \cdots w_n) := \tilde{f}(w_1) \cdots \tilde{f}(w_n),
\end{equation}
(18)
where each \( \tilde{f}(w_i) \) is defined in Eq. (17).

For a given \( k \geq 0 \), assume that \( \tilde{f}(w) \) have been defined for \( w \in \mathcal{R}(X) \) with \( \text{dep}(w) \leq k \) and consider \( w \in \mathcal{R}(X) \) with \( \text{dep}(w) = k + 1 \).

First consider \( w \) with \( \text{bre}(w) = 1 \). From \( \text{dep}(w) = k + 1 \geq 1 \), we have \( w \in [\mathcal{R}(X)] \) or \( w \in [\mathcal{R}(X)]^{-1} \).

In the first case, write \( w = [\overline{w}] \) for some \( \overline{w} \in \mathcal{R}(X) \) with \( \overline{w} = k \). So the induction hypothesis allows us to define
\begin{equation}
\tilde{f}(w) := \tilde{f}([\overline{w}]) := P(\tilde{f}(\overline{w})).
\end{equation}
(19)
In the second case, write \( w = [\overline{w}]^{-1} \) for some \( \overline{w} \in \mathcal{R}(X) \) with \( \overline{w} = k \). Then the inductive hypothesis allows us to define
\begin{equation}
\tilde{f}(w) := \tilde{f}([\overline{w}]^{-1}) := P(\tilde{f}(\overline{w}))^{-1}.
\end{equation}
(20)

Next consider \( w \) with \( \text{bre}(w) \geq 2 \). Write \( w = w_1 \cdots w_n \) in the standard factorization with \( n \geq 2 \) and define
\begin{equation}
\tilde{f}(w) := \tilde{f}(w_1 \cdots w_n) := \tilde{f}(w_1) \cdots \tilde{f}(w_n),
\end{equation}
(21)
where each \( \tilde{f}(w_i) \) is defined in Eqs. (17), (19) or (20).

By Eq. (19), we have \( \overline{f} \circ [\cdot] = P \circ \overline{f} \). So we are left to prove that \( \tilde{f} \) is a group homomorphism:
\begin{equation}
\tilde{f}(u \circ v) = \tilde{f}(u) \tilde{f}(v) \quad \text{for all } u, v \in \mathcal{R}(X),
\end{equation}
(22)
which will be achieved by an induction on \( (\text{dep}(u), \text{dep}(v)) \geq (0, 0) \) lexicographically.

If \( (\text{dep}(u), \text{dep}(v)) = (0, 0) \), then \( u, v \in G_0 \) and Eq. (22) follows from Eq. (18). Next fix \( m, n \geq 0 \) with \( (m, n) > (0, 0) \) lexicographically. Assume that Eq. (22) is valid for \( u, v \in \mathcal{R}(X) \) with \( (\text{dep}(u), \text{dep}(v)) <
\[(m, n)\] lexicographically, and consider \(u, v \in \mathcal{R}(X)\) with \((\text{dep}(u), \text{dep}(v)) = (m, n)\). According to the four cases in the definition of \(\circ\), we have the following four cases to verify.

**Case 1.** Suppose that \(u = [\bar{u}]\) and \(v = [\bar{v}]\) for some \(\bar{u}, \bar{v} \in \mathcal{R}(X)\). Write \(\bar{v} = \bar{v}_1 \cdots \bar{v}_k\) in the standard factorization. According to \(\bar{v}_k\) in \([\mathcal{R}(X)]^{-1}\) or not, we consider two subcases.

**Subcase 1.1.** \(\bar{v}_k = (\bar{v}'_k)^{-1} \in [\mathcal{R}(X)]^{-1}\) with \(\bar{v}'_k \in [\mathcal{R}(X)]\). Then

\[
\begin{align*}
\bar{f}(u \circ v) &= \bar{f}([\bar{u}] \circ [\bar{v}]) \\
&= \bar{f}\left([\bar{u}] \circ \left((u \circ \bar{v}_1)\bar{v}_2 \cdots \bar{v}_{k-1}(u \circ \bar{v}'_k)^{-1}\right)\right) & \text{(Eqs. (11) and (10))} \\
&= P\left(\bar{f}\left([\bar{u}] \circ \left((u \circ \bar{v}_1)\bar{v}_2 \cdots \bar{v}_{k-1}(u \circ \bar{v}'_k)^{-1}\right)\right)\right) & \text{(Eq. (19))} \\
&= P\left(\bar{f}(\bar{u})\bar{f}\left((u \circ \bar{v}_1)\bar{v}_2 \cdots \bar{v}_{k-1}(u \circ \bar{v}'_k)^{-1}\right)\right) & \text{(induction on depth)} \\
&= P\left(\bar{f}(\bar{u})\bar{f}(u)\bar{f}(\bar{v}_1)\bar{f}(\bar{v}_2) \cdots \bar{f}(\bar{v}_{k-1})\bar{f}(u \circ \bar{v}'_k)^{-1}\right) & \text{(Eq. (21))} \\
&= P\left(\bar{f}(\bar{u})\bar{f}(u)\bar{f}(\bar{v}_1)\bar{f}(\bar{v}_2) \cdots \bar{f}(\bar{v}_{k-1})\bar{f}(\bar{v}'_k)^{-1}\right) & \text{(induction on depth and Eq. (20))} \\
&= P\left(\bar{f}(\bar{u})\bar{f}(u)\bar{f}(\bar{v}_1)\bar{f}(\bar{v}_2) \cdots \bar{f}(\bar{v}_{k-1})\bar{f}(u \circ \bar{v}'_k)^{-1}\right) & \text{(induction on depth)} \\
&= P\left(\bar{f}(\bar{u})\bar{f}(u)\bar{f}(\bar{v}_1)\bar{f}(\bar{v}_2) \cdots \bar{f}(\bar{v}_{k-1})\bar{f}(u \circ \bar{v}'_k)^{-1}\right) & \text{(Eq. (20))} \\
&= P\left(\bar{f}(\bar{u})\bar{f}(u)\bar{f}(\bar{v}_1)\bar{f}(\bar{v}_2) \cdots \bar{f}(\bar{v}_{k-1})\bar{f}(\bar{v}'_k)^{-1}\right)(\bar{f}(\bar{u})\bar{f}(u \circ \bar{v}'_k)^{-1}) & \text{\((\bar{v}_k = (\bar{v}'_k)^{-1})\)} \\
&= P\left(\bar{f}(\bar{u})\bar{f}(u)\bar{f}(\bar{v}_1)\bar{f}(\bar{v}_2) \cdots \bar{f}(\bar{v}_{k-1})\bar{f}(u \circ \bar{v}'_k)^{-1}\right) & \text{\((\bar{v}_k = (\bar{v}'_k)^{-1})\)} \\
&= P\left(\bar{f}(\bar{u})\bar{f}(u)\bar{f}(\bar{v}_1)\bar{f}(\bar{v}_2) \cdots \bar{f}(\bar{v}_{k-1})\bar{f}(u \circ \bar{v}'_k)^{-1}\right) & \text{\((\bar{v} = \bar{v}_1 \cdots \bar{v}_k)\)} \\
&= P\left(\bar{f}(\bar{u})\bar{f}(u)\bar{f}(\bar{v})\right) & \text{\(((G, P)\ being\ a\ Rota-Baxter\ group))} \\
&= \bar{f}(\bar{u})\bar{f}(\bar{v}) & \text{\((\text{Eq. (19))}) \\
&= \bar{f}(\bar{u})\bar{f}(\bar{v}).
\end{align*}
\]

**Subcase 1.2.** \(\bar{v}_k \notin [\mathcal{R}(X)]^{-1}\). Then

\[
\begin{align*}
\bar{f}(u \circ v) &= \bar{f}([\bar{u}] \circ [\bar{v}]) \\
&= \bar{f}\left([\bar{u}] \circ ((u \circ \bar{v})u^{-1})\right) & \text{(Eqs. (11) and (10))} \\
&= P\left(\bar{f}\left([\bar{u}] \circ ((u \circ \bar{v})u^{-1})\right)\right) & \text{(Eq. (19))} \\
&= P\left(\bar{f}(\bar{u})\bar{f}((u \circ \bar{v})u^{-1})\right) & \text{(induction on depth)}
\end{align*}
\]
\[ P \left( f(u) f(v) \right) = P \left( f(u) \right) P \left( f(v) \right) \]

\textbf{Case 2.} Suppose \( u = \lfloor u \rfloor^{-1} \) and \( v = \lfloor v \rfloor^{-1} \) for some \( u, v \in \mathcal{R}(X) \). Then

\[ f(u \diamond v) = f(\lfloor u \rfloor \diamond \lfloor v \rfloor) = f(\lfloor u \rfloor) f(\lfloor v \rfloor). \]

\textbf{Case 3.} Suppose \( b r e(u) = b r e(v) = 1 \), but \( u, v \) are not in the previous two cases. Then by definition, \( u \diamond v = uv \) is the concatenation. It follows from Eq. (21) that

\[ f(u \diamond v) = f(u) f(v). \]

\textbf{Case 4.} Suppose in general \( b r e(u), b r e(v) \geq 1 \). Let \( u = u_1 \cdots u_m \) and \( v = v_1 \cdots v_n \) be in the standard factorizations. Then

\[ f(u \diamond v) = f(u_1 \cdots u_{m-1} (u_m \diamond v_1)v_2 \cdots v_n) = f(u_1) \cdots f(u_{m-1}) f(u_m \diamond v_1) f(v_2) \cdots f(v_n). \]

In summary, the map \( \bar{f} \) is a Rota-Baxter group homomorphism.

\textbf{(Uniqueness)} Notice that Eqs. (17)–(21) give the only possible way to define \( \bar{f}(w) \) in order for \( \bar{f} \) to be a Rota-Baxter group homomorphism that extends \( f \). This proves the uniqueness.

Now the proof of Theorem 4.4 is completed.
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