Photon-induced carrier transport in high efficiency mid-infrared quantum cascade lasers
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A mid-infrared quantum cascade laser with high wall-plug efficiency is analyzed by means of an ensemble Monte-Carlo approach. Both the carrier transport and the cavity field dynamics are included in the simulation, offering a self-consistent approach for analyzing and optimizing the laser operation. It is shown that at low temperatures, photon emission and absorption can govern the carrier transport in such devices. Furthermore, we find that photon-induced scattering can strongly affect the kinetic electron distributions within the subbands. Our results are validated against available experimental data.

I. INTRODUCTION

Quantum cascade lasers (QCLs) are among the most promising mid-infrared (MIR) laser sources, offering applications in gas sensing, free space communications and spectroscopy. Since the first operating device was presented in 1994,¹ QCL designs have been constantly improved with respect to their efficiency and output power. Recently QCLs with wall-plug efficiencies (WPEs) of around 50% were reported for the first time.¹ In such structures, light emission and absorption are not only relevant with respect to the generated optical power, but also strongly affect the carrier transport in the devices. In fact, for the low temperatures where these high efficiencies are reached, the photon-induced processes dominate the other scattering mechanisms. Thus, to adequately model the operation of these lasers, the optical cavity field has to be considered in the simulation. While this is routinely done in one-dimensional simulations,²,³ the cavity field is usually neglected in fully three-dimensional (3-D) approaches like the ensemble Monte-Carlo (EMC)² non-equilibrium Green’s functions (NEGF)⁴,⁵ or 3-D density matrix⁶,⁷ method. However, such 3-D simulations, where the in-plane carrier dynamics is explicitly considered, do not only yield level occupations, but also the kinetic carrier distributions within these levels. Here, we employ the EMC method, which has been intensely used to investigate the carrier transport in both MIR⁸,⁹ and terahertz¹⁰ QCLs. To include also the optical processes, we have recently extended this approach, allowing for self-consistent coupled simulations of the carrier transport and the optical cavity field.¹¹² The EMC method is a semiclassical approach, i.e., quantum correlations are neglected in contrast to NEGF⁵ or density matrix⁶ calculations; however, the carrier transport in MIR QCLs has been shown to be largely incoherent.¹²

The goal of the present study is to analyze the carrier transport and lasing operation in a record-efficiency MIR QCL with a particular focus on the influence of photon-induced scattering on the carrier transport. Specifically, we show that the inclusion of light emission and absorption in the simulation is crucial to obtain a realistic description for such devices. Furthermore, our analysis provides insight into the carrier dynamics on a microscopic level, for example the kinetic electron distributions in the upper and lower laser level which are hardly accessible to experimental observation. The paper is organized as follows: In Section II, we give a basic overview of our Monte-Carlo approach, specifically adapted for InGaAs/InAlAs strain-compensated MIR QCLs. In Section III, we compare our simulation results to available experimental data and demonstrate the strong influence of stimulated emission on the carrier transport. The paper is concluded in Section IV.

II. METHOD

The EMC method is based on the semiclassical Boltzmann transport equation.¹² Scattering is self-consistently accounted for based on Fermi’s golden rule. All the relevant mechanisms like electron (e)-longitudinal optical (LO) and acoustic phonon, e-interface roughness, e-impurity and e-e scattering are routinely considered in our simulation tool.²⁶,²⁷ Moreover, various effects relevant for MIR QCLs based on the InGaAs/InAlAs material system have been added. We have included random alloy scattering with a scattering potential of 0.3 eV reported for high indium content InGaAs.²⁸ Furthermore, we account for InAs- and GaAs-like phonons, using their composition dependent values for the phonon energy.²⁹ The scattering rates are weighted by the concentration of the individual materials (InAs and GaAs). The influence of the AlAs-like branch is believed to be negligible in QCL structures.³⁰ Here, the bulk phonon approximation is adopted, which was shown to be a valid approach for the simulation of such QCL structures.³¹
The (parallel and perpendicular) effective masses have been implemented considering strain\(^\text{22}\) and non-parabolicity. Our implementation of non-parabolicity is based on the approach developed by Ekenberg\(^\text{33}\) Non-parabolicity parameters were determined from the material bandgap\(^\text{34}\) using temperature dependent values.\(^\text{35}\) In the InGaAs material system, the parallel non-parabolicity is enhanced by a factor of 1.7 as compared to the perpendicular value.\(^\text{36}\) The perpendicular effective mass affects the subband energies and wavefunctions, as considered in our Schrödinger-Poisson solver.\(^\text{37}\) The parallel effective mass is accounted for by assigning a different value to each subband, affecting the scattering rates in the EMC solver. Here we focus on simulations at a lattice temperature of 40 K where the investigated structure operates with a record wall-plug efficiency of above 50%\(^\text{38}\). At such low temperatures, the kinetic electron energies are still moderate, whereas for room temperature operation, a more complex implementation of nonparabolicity might be required, e.g., based on \(k\cdot p\) theory.\(^\text{14–15}\) Furthermore, at low temperatures, the electron leakage into indirect valleys, not considered in our simulations, is very small.\(^\text{14,15}\)

The interface roughness is typically described by a mean height \(\Delta\) and a correlation length \(\Lambda\). In contrast to the well-known bulk material parameters, this quantity is hardly accessible to experimental measurement and depends critically on the growth conditions. Thus, there is an uncertainty regarding the values of \(\Delta\) and \(\Lambda\).\(^\text{26,35}\) However, experimental data indicate that \(\Delta \Lambda \approx 1\) nm\(^2\) for the InGaAs/InAlAs structures\(^\text{20,40}\) reducing the uncertainty to a single parameter value. We choose \(\Delta = 0.06\) nm, which yields the best agreement with the experimental results. This value is somewhat lower than previously used values for strain-free lattice-matched structures.\(^\text{29,41}\) However, we note that vertical correlations, which are not included in our simulations, can reduce the effect of interface roughness for strained (e.g., strain-balanced) quantum cascade lasers as considered here.

Lasing is implemented based on a recently published approach, treating the photon dynamics in terms of classical intensity evolution equations and accounting for photon-induced scattering in the EMC solver.\(^\text{24,22}\) In this way we can self-consistently describe the coupled carrier-light dynamics due to absorption as well as stimulated and spontaneous emission. For the investigated design operating at 5 \(\mu\)m\(^\text{4}\), the mirror loss, which amounts to 6.4 cm\(^{-1}\) for a 2 mm long structure, dominates the waveguide loss, which is about 0.5 cm\(^{-1}\) for such cavities.\(^\text{43}\) The confinement factor is chosen to be 0.8 as found for a similar design.\(^\text{44}\) For our simulation, we use 1200 longitudinal modes in the frequency range between 50 and 80 THz, corresponding to a Fabry-Perot mode spacing of 25 GHz.

The interface roughness is typically described by a mean height \(\Delta\) and a correlation length \(\Lambda\). In contrast to the well-known bulk material parameters, this quantity is hardly accessible to experimental measurement and depends critically on the growth conditions. Thus, there is an uncertainty regarding the values of \(\Delta\) and \(\Lambda\).\(^\text{26,35}\) However, experimental data indicate that \(\Delta \Lambda \approx 1\) nm\(^2\) for the InGaAs/InAlAs structures\(^\text{20,40}\) reducing the uncertainty to a single parameter value. We choose \(\Delta = 0.06\) nm, which yields the best agreement with the experimental results. This value is somewhat lower than previously used values for strain-free lattice-matched structures.\(^\text{29,41}\) However, we note that vertical correlations, which are not included in our simulations, can reduce the effect of interface roughness for strained (e.g., strain-balanced) quantum cascade lasers as considered here.

Lasing is implemented based on a recently published approach, treating the photon dynamics in terms of classical intensity evolution equations and accounting for photon-induced scattering in the EMC solver.\(^\text{24,22}\) In this way we can self-consistently describe the coupled carrier-light dynamics due to absorption as well as stimulated and spontaneous emission. For the investigated design operating at 5 \(\mu\)m\(^\text{4}\), the mirror loss, which amounts to 6.4 cm\(^{-1}\) for a 2 mm long structure, dominates the waveguide loss, which is about 0.5 cm\(^{-1}\) for such cavities.\(^\text{43}\) The confinement factor is chosen to be 0.8 as found for a similar design.\(^\text{44}\) For our simulation, we use 1200 longitudinal modes in the frequency range between 50 and 80 THz, corresponding to a Fabry-Perot mode spacing of 25 GHz.

Results are presented for a recently fabricated high efficiency QCL operating at 5 \(\mu\)m\(^\text{4}\). The simulations were performed at a lattice temperature of 40 K, where the record WPE of 53% was observed.

In Fig. 1 we compare the current-voltage characteristics provided by EMC simulations to experiment. The simulations were performed at biases ranging from 115 kV/cm to 145 kV/cm. For comparison to experiment, these were converted to the voltage points in Fig. 1 by considering 80 stages with a thickness of 22.1 nm each.\(^\text{2}\) Above threshold, good agreement is found if lasing is included, while the current due to non-radiative processes (EMC without lasing) is lower by a factor of almost 3 than the experimentally measured current. This shows that stimulated processes become more and more important for a correct description of the carrier transport as the WPE of QCLs is improved. On the other hand, the spontaneous photon emission rates in our simulation are far too low to affect the carrier transport, which is in agreement with theoretical considerations.\(^\text{24}\) The onset of the negative differential resistance (NDR) regime agrees well, occuring at 25.1 V for the EMC with lasing included and 25.6 V in the experiment. For low fields where the energy levels are not aligned, the simulation underestimates the experimentally observed current. Here, the scattering-induced transport is not efficient, and the remaining current can likely be attributed to coherent low-field transport which is not included in the EMC simulation.\(^\text{23}\) For design optimization with respect to the WPE, the parasitic channels should be suppressed and the stimulated emission into the lasing modes maximized. Such a task can only be performed with an approach taking into account the optical cavity field.

In Fig. 2(a) and (b) we compare the simulated and ex-

![FIG. 1. (Color online) Current-voltage characteristics. The EMC simulation results with (X marks) and without (crosses) lasing included are compared to available experimental data (solid curve). The electric current is governed by stimulated photon emission and absorption processes, as has to be expected for a WPE as high as 50%.](image-url)
FIG. 2. (Color online) (a) Current-optical power and (b) current-WPE characteristics. The EMC simulation results with lasing included (X marks) are compared to available experimental data3 (solid curve).

Experimental current-output power and current-WPE characteristics. In the EMC simulation, the bias dependent WPE $\eta_{\text{WPE}}$ is computed as $\eta_{\text{WPE}} = P_{\text{opt}}/P_{\text{el}}$. Here, $P_{\text{opt}}$ is the simulated optical power emitted through both facets as in the experiment, and the electric power $P_{\text{el}}$ is the product of the applied voltage and the simulated electric current. The simulated and experimental current-output power characteristics in Fig. 2(a) show excellent qualitative and quantitative agreement. The maximum emitted optical power is about 10 W, which is in both cases obtained around the onset of NDR, where the current reaches its maximum value of 0.8 A. For higher biases, i.e., in the NDR regime, the simulated optical power and electric current get reduced again. The simulated threshold current is lower than the experimental value, for the reasons discussed in the previous paragraph. Also the simulated and experimental current-WPE characteristics shown in Fig. 2(b) agree well. Particularly, the maximum simulated WPE of 49% below the onset of NDR compares very well to the experimental value of 53%. The simulated high WPE value of 53.5% around the onset of NDR is not observed in the experiment, which we attribute to the fact that the operation in the NDR region is unstable due to domain formation.45,46

Full k-space three-dimensional simulation approaches like EMC can yield information on the microscopic level, which is hardly accessible to experimental observation. In the following, we investigate the intrasubband kinetic carrier distributions. These can be characterized by corresponding electron temperatures only in the case of quasi-thermal equilibrium within the subbands, corresponding to a Maxwellian distribution for low doping. The kinetic electron distribution in the upper and lower laser level is shown in Fig. 3(a). The bias is 25.1 V, where the simulated current and output power reach their maximum values. We note that for this bias, optical transitions from two upper levels contribute significantly to lasing. For simplicity, we restrict our discussion to one of these states, since the kinetic electron distribution function is found to be similar for the other level. The carrier distributions in the laser levels change significantly by taking lasing into account (solid curves), as compared to the case without lasing (dashed curves). The lasing action leads to a depletion of the upper laser levels and a filling of the lower laser level, corresponding to the effect of gain saturation. In the inset of Fig. 3(a), the electron distribution in the lower laser level without lasing is shown on a logarithmic scale, i.e., a Maxwellian distribution would produce a straight line. The distribution is highly non-Maxwellian with an additional peak at around 250 meV, corresponding to the energy spacing between upper and lower laser level. This bump stems from nonradiative transitions from the upper laser level, mainly LO phonon scattering as the dominant nonradia-
tive mechanism. The energetic extension of the bump is partly due to the kinetic electron distribution in the upper laser level and the finite phonon energies of 29.5 meV and 32.2 meV for the two LO branches considered here. E-e scattering, which is the predominant intrasubband scattering mechanism, is unable to thermalize the intrasub-band carrier distribution strongly enough to suppress the bump. The inclusion of lasing action leads not only to a filling of the lower laser level, but also to a more thermalized kinetic electron distribution, while the bump at around 250 meV still persists. A least square fit produces an electron temperature of $T_e = 314$ K (upper laser level) and $T_e = 344$ K (lower laser level) with lasing included. This is consistent with the observation that in strain compensated structures the electronic temperature is clearly above the lattice temperature.

In Fig. 3(b) and (c), the energy resolved electron density (normalized to its maximum value) is shown without and with lasing included, again for a bias of 25.1 V. For the two quantum wells located between 6 nm and 18 nm, the upper laser level is omitted, so that the high-energy peak discussed in the previous paragraph (see inset of Fig. 3(a)), here located at around 1.9 eV, is clearly visible. By comparing Fig. 3(b) and (c), we can observe the changes in the energy resolved electron density for the laser levels without and with lasing included. The high-energy tails of the kinetic electron distributions remain basically unaffected. In particular, the additional high-energy peak for the lower laser level appears also if lasing is accounted for.

We have successfully tested our approach for a further high efficiency QCL design using the same material parameters, again finding good agreement with experiment.

**IV. CONCLUSION**

Based on a self-consistent EMC carrier transport simulation including the optical cavity field, we have analyzed the effect of photon emission and absorption on the carrier transport in a high WPE quantum cascade laser. In the regime where efficient lasing is obtained, we find that the inclusion of photon-induced scattering is crucial for the correct calculation of the device current. Furthermore, a comparison to experimental data yields very good agreement for the optical output power and WPE. An analysis of those quantities, as also needed for design optimization, is only possible with an approach which includes both the carrier transport and the optical cavity field. The EMC method also enables us to investigate microscopic quantities such as the intrasubband kinetic carrier distributions, hardly accessible to experimental observation. The upper and lower laser level carrier distributions are strongly affected by the lasing action and approach each other, corresponding to gain saturation. We observe strong deviations from an equilibrium distribution especially for the lower laser level, where a high-energy peak in the electron distribution is found, caused by parasitic transitions from the upper laser level. Our results show that the chosen approach is well suited to model high efficiency MIR QCLs on a qualitative and quantitative level, and to analyze the laser operation on a microscopic scale which is hardly accessible to experimental observations.
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