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Starting with basic axioms of quantum theory we revisit “Relative State Interpretation” set out 50 years ago by Hugh Everett III (1957a,b). His approach explains “collapse of the wavepacket” by postulating that observer perceives the state of the “rest of the Universe” relative to his own state, or – to be more precise – relative to the state of his records. This allows quantum theory to be universally valid. However, while Everett explains perception of collapse, relative state approach raises three questions absent in Bohr’s Copenhagen Interpretation which relied on independent existence of an ab initio classical domain. One is now forced one to seek sets of preferred, effectively classical but ultimately quantum states that can define branches of the universal state vector, and allow observers to keep reliable records. Without such (i) preferred basis relative states are “too relative”, and the approach suffers from basis ambiguity. Moreover, universal validity of quantum theory raises the issue of the (ii) origin of probabilities, and of the Born’s rule $p_k = |\langle \psi_k | \psi \rangle |^2$ which is simply postulated in textbook discussions. Last not least, even preferred quantum states (defined e.g. by the einselection — environment - induced superselection) – are still quantum. Therefore they cannot be found out by initially ignorant observers through direct measurement without getting disrupted. Yet, states of macroscopic object exist objectively and can be found out by anyone. So, we need to identify the (iii) quantum origin of objective existence. Here we show how mathematical structure of quantum theory supplemented by the only uncontroversial measurement axiom (that demands immediate repeatability – and, hence, predictability – of idealized measurements) leads to preferred sets of states: Line of reasoning reminiscent of the “no cloning theorem” yields (i) pointer states which correspond to potential outcomes. Their stability is needed to establish effectively classical domain within quantum Universe, and to define events such as measurement outcomes. This leads one to enquire about their probabilities or – more specifically – about the relation between probabilities of measurement outcomes and the underlying quantum state. We show that symmetry of entangled states – (ii) entanglement - assisted invariance or envariance – implies Born’s rule. It also accounts for the loss of physical significance of local phases between Schmidt states. (in essence, for decoherence). Thus, loss of coherence between pointer states is a consequence of symmetries of entanglement (e.g., with the environment). It can be established without usual tools of decoherence (reduced density matrices and trace operation) that rely on Born’s rule for physical motivation. Finally, we point out that monitoring of the system by the environment (process responsible for decoherence) will typically leave behind multiple copies of its pointer states. Only states that can survive decoherence can produce information theoretic progeny in this manner. This (iii) quantum Darwinism allows observers to use environment as a witness – to acquire information about pointer states indirectly, leaving system of interest untouched and its state unperturbed. In conjunction with Everett’s relative state account of the apparent collapse these advances illuminate relation of quantum theory to the classical domain of our experience. They complete existential interpretation based on the operational definition of objective existence, and justify our confidence in quantum mechanics as ultimate theory that needs no modifications to account for the emergence of the classical.

I. INTRODUCTION

Quantum mechanics is often regarded as an essentially probabilistic theory, in which random collapses of the wavepacket governed by the rule conjectured by Max Born (1926) play a fundamental role (Dirac, 1958). Yet, unitary evolution dictated by Schrödinger’s equation is deterministic. This clash of quantum determinism and quantum randomness is at the heart of interpretational controversies reflected in the axioms that provide a textbook summary of quantum foundations:

(i) State of a quantum system is represented by a vector in its Hilbert space $H_S$.

(ii) Evolutions are unitary (i.e., generated by Schrödinger equation).

These two axioms imply, respectively, quantum principle of superposition and unitarity of quantum evolutions. They provide essentially complete summary of the formal structure of the theory. They seem to contain no premonition of either collapse or probabilities. However, in order to relate quantum theory to experiments one needs to establish correspondence between abstract state vectors in $H_S$ and physical reality. The task of establishing this correspondence starts with the next axiom:

(iii) Immediate repetition of a measurement yields the same outcome.

Axiom (iii) is regarded as idealized (it is hard to devise in practice such non-demolition measurements, but in principle it can be done). Yet – as a fundamental postulate – it is also uncontroversial. The very concept of a “state” embodies predictability which requires axiom (iii). The role of the state is to allow for predictions, and
the most basic prediction is confirmation that the state is what it is known to be. However, in contrast to classical physics (where an unknown preexisting state can be found out by an initially ignorant observer) the very next quantum axiom limits predictive attributes of the state:

(iv) **Measurement outcome is one of the orthonormal states — eigenstates of the measured observable.**

This collapse postulate is the first truly controversial axiom in the textbook list. It is inconsistent with the first two postulates: Starting from a general state $|\psi_S\rangle$ in a Hilbert space of the system (axiom (i)), an initial state $|A_0\rangle$ of the apparatus $A$, and assuming unitary evolution (axiom (ii)) one is led to a superposition of outcomes:

$$|\psi_S\rangle|A_0\rangle = \left(\sum_k a_k|s_k\rangle\right)|A_0\rangle \Rightarrow \sum_k a_k|s_k\rangle|A_k\rangle,$$

(1.1)

which is in apparent contradiction with axiom (iv).

The impossibility to account — starting with (i) and (ii) — for the collapse to a single outcome postulated by (iv) was appreciated since Bohr (1928) and von Neumann (1932). It was — and often still is — regarded as an indication of the ultimate insolubility of the “measurement problem”. It is straightforward to extend such insolubility demonstrations to various more realistic situations by allowing e.g. the state of the apparatus to be initially mixed. As long as axioms (i) and (ii) hold, one is forced to admit that the state of the Universe after the measurement contains a superposition of many alternative outcomes rather than just one of them as the collapse postulate (and our immediate experience) would have it.

Given this clash between mathematical structure of the theory and collapse (that captures the subjective impressions of what happens in real world measurements) one can proceed in two directions: One can accept — with Bohr — primacy of our immediate experience and blame the inconsistency of (iv) with the core of quantum formalism — (i) and (ii) — on the nature of the apparatus: According to Copenhagen Interpretation apparatus, observer, and, generally, any macroscopic object is classical: It does not abide by the quantum principle of superposition (that follows from (i)), and its evolution need not be unitary. So, axiom (ii) does not apply, and the collapse can happen on the border between quantum and classical. Unusual coexistence of the quantum and the classical was a challenge to the unification instinct of physicists. Yet, it has proved to be surprisingly durable.

The alternative to Bohr’s Copenhagen Interpretation and a new approach to the measurement problem was proposed by Hugh Everett III, student of John Archibald Wheeler, half a century ago. The basic idea is to abandon the literal view of collapse and recognize that a measurement (including appearance of the collapse) is already described by Eq. (1.1). One just need to include observer in the wavefunction, and consistently interpret consequences of this step. The obvious problem — “Why don’t I, the observer, perceive such splitting?” — is then answered by asserting that while the right hand side of Eq. (1.1) contains all the possible outcomes, the observer who recorded outcome #17 will (from then on) perceive the Universe that is consistent with that random event reflected in his records. In other words, when global state of the Universe is $|\Upsilon\rangle$, and my state is $|\eta_1\rangle$, for me the state of the rest of the Universe “collapses” to $|\eta_1\rangle|\Upsilon\rangle$.

This view of the collapse is supported by axiom (iii); upon immediate re-measurement the same state will be found. Everett’s (1957a) assertion: “The discontinuous jump into an eigenstate is thus only a relative proposition, dependent on the mode of decomposition of the total wave function into the superposition, and relative to a particularly chosen apparatus-coordinate value...” is consistent with quantum formalism: In the superposition of Eq. (1.1) record state $|A_{17}\rangle$ can indeed imply detection of the corresponding state of the system, $|s_{17}\rangle$.

Two questions immediately arise. First one concerns preferred states of the apparatus (or of the observer, or, indeed, of any object that becomes entangled with another quantum system). By the principle of superposition (axiom (i)) the state of the system or of the apparatus after the measurement can be written in infinitely many ways, each corresponding to one of the unitarily equivalent basis sets in the Hilbert spaces of the pointer of the apparatus (or memory cell of the observer). So:

$$\sum_k a_k|s_k\rangle|A_k\rangle = \sum_k a'_k|s'_k\rangle|A'_k\rangle = \sum_k a''_k|s''_k\rangle|A''_k\rangle = \ldots$$

(1.2)

This basis ambiguity is not limited to pointers of measuring devices (or cats, which in Schrödinger (1935) play a role of the apparatus). One can show that also very large systems (such as satellites or planets (Zurek, 1998a)) can evolve into very non-classical superpositions. In reality, this does not seem to happen. So, there is something that (in spite of the egalitarian superposition principle enshrined in axiom (i)) picks out certain preferred quantum states, and makes them effectively classical. Axiom (iv) anticipates this. Before there is collapse, a set of preferred states one of which is selected by the collapse must be somehow chosen. There is nothing in writings of Everett that would hint at a criterion for such preferred states, and nothing to hint that he was aware of this question. The second question concerns probabilities: How likely it is that — after I measure $S$ — I will become $|\eta_{17}\rangle$? Everett was very aware of its significance.

**Preferred basis problem** was settled by environment-induced superselection (einselction), usually discussed along with decoherence: As emphasized by Dieter Zeh (1970), apparatus, observers, and other macroscopic objects are immersed in their environments. This leads to monitoring of the system by its environment, described by analogy with Eq. (1.1). When this monitoring is focused on a specific observable of the system, its eigenstates form a pointer basis (Zurek, 1981): They entangle least with environment (and, therefore, are least perturbed by it). This resolves basis ambiguity.

Pointer basis and einselction were developed and are discussed elsewhere (Zurek, 1982; 1991; 1993; 2003a; Paz and Zurek, 2001; Joos et al., 2003, Schlosshauer, 2004;
2007). However, they come at a price that might have been unacceptable to Everett: Decoherence and einselection usually employ reduced density matrices. Their physical significance derives from averaging, and is thus based on probabilities – on Born’s rule:

\[(v)\] Probability \( p_k \) of finding an outcome \( |s_k\rangle \) in a measurement of a quantum system that was previously prepared in the state \( |\psi\rangle \) is given by \( (|s_k|\psi|^2\). \)

Born’s rule (1926) completes standard textbook discussions of the foundations of quantum theory. In contrast to collapse postulate (iv), axiom (v) is not in obvious contradiction with (i) - (iii), so one can adopt the attitude that Born’s rule can be used to complete axioms (i) - (iii) and thus to justify preferred basis and symptoms of collapse via decoherence and einselection. This is the usual practice of decoherence (Zeh, 1970; Zurek, 1991; 1998b; Paz and Zurek, 2001; Joos et al., 2003).

Everett believed that axiom (v) was inconsistent with the spirit of his approach. So, one might guess, he would not have been satisfied with the usual discussion of decoherence and its consequences. Indeed, he attempted to derive Born’s rule from other quantum postulates. We shall follow his lead, although not his strategy which – as is now known – was flawed (De Witt, 1971; Kent, 1990).

One more axiom should added to postulates (i) - (v):

\[(o)\] The Universe consists of systems.

Axiom (o) is often omitted form textbooks as obvious. But, as pointed out by De Witt (1970; 1971), it is useful to make it explicit in relative state setting where – in contrast to Copenhagen Interpretation – all of the Universe is quantum. As was noted before (Zurek, 1993; 2003a; Schlosshauer, 2007), in absence of systems measurement problem disappears: Schrödinger equation provides a deterministic description of evolution of such an indivisible Universe, and questions about outcomes cannot be even posed. The measurement problem arises only because in quantum theory state of a collection of systems can evolve from a Cartesian product (where overall purity implies definite state of each subsystem) into an entangled state represented with a tensor product: The whole is definite and pure, but states of the parts are indefinite (and so there are no definite outcomes).

This transition illustrated by Eq. (1.1) does not accord with our perception of what happens. We see a definite state of the apparatus in a Cartesian product with the corresponding state of the system. Relative state interpretation – with observer included in the wavefunction – restores the correspondence between equations and perceptions by what seems like a slight of hand: Everett decomposes the global entangled tensor state into a superposition of branches – Cartesian products – labeled by observer’s records. But we need more: Our goal is to understand the emergence of stable classical states from the quantum substrate, and origin of the rules governing randomness at the quantum-classical border. To this end in the next two sections we shall derive postulates (iv) and (v) from the non-controversial axioms (o)-(iii).

We shall then, in Section IV, account for the “objective existence” of pointer states. This succession of results provides a quantum account of the classical reality.

We start with the derivation of the preferred set of pointer states – the “business end” of the collapse postulate (iv) – from axioms (o) - (iii). We will show that any set of states will do providing they are orthogonal. We will also see how these states are (ein)selected by the dynamics of the process of information acquisition, thus following the spirit of Bohr’s approach which emphasized the ability to communicate results of measurements. Orthogonality of outcomes implies that the measured quantum observable must be Hermitean. We shall then compare this approach (obtained without resorting to reduced density matrices or any other appeals to Born’s rule) with decoherence - based approach to pointer states and the usual view of einselection.

Pointer states are determined by the dynamics of information transfer. They define outcomes independently of the instantaneous reduced density matrix of the system (and, hence, of its initial state). Fixed outcomes define in turn events, and are key in discussion of probabilities in Section III. There we also take a fresh look at decoherence: It arises – along with Born’s rule – from symmetries of entangled quantum states.

Given Born’s rule and preferred pointer states one is still facing a problem: Quantum states are fragile. Initially ignorant observer cannot find out an unknown quantum state without endangering its existence: Collapse postulate means that selection of what to measure implies a set of outcomes. So, only a lucky choice of an observable could let observer find out a state without re-preparing it. The criterion for pointer states implied by axioms (o) - (iii) turns out to be equivalent to their stability under decoherence, and still leaves one with the same difficulty: How to find out effectively classical but ultimately quantum pointer state without re-preparing it? How to account for objective existence of “classical reality” using only “unreal” quantum ingredients?

The answer turns out to be surprisingly simple: Continuous monitoring of \( S \) by its environment results in redundant records of \( E \). Thus, many observers can find out state of the system indirectly, from small fragments of the same \( E \) that caused decoherence. Recent and still ongoing studies discussed in Section IV show how this replication selects “fittest” states that can survive monitoring, and yield copious information-theoretic offspring: Quantum Darwinism favors pointer observables at the expense of their complements. Objectivity of preferred is quantified by their redundancy – by the number of copies of the state of the system deposited in \( E \). Stability in spite of the environment is clearly a prerequisite for large redundancy. Hence, pointer states do best in this information - theoretic “survival of the fittest”.

Several interdependent steps account for the collapse, preferred states, probabilities, and objectivity – for the appearance of “the classical”. It is important to take them in the right order, so that each step is based only on what is already established. This is our aim. Neverthe-
less, each section of this paper can be read separately: Other sections are important to set the context, but are generally not required as a background.

II. EINSELECTION: BREAKING OF QUANTUM UNITARY SYMMETRY BY CLONING

Unitary equivalence of all states in the Hilbert space – the essence of axiom (i) – is the basic symmetry of quantum theory. It is reaffirmed by axiom (ii) which admits only unitary evolutions. But unitarity is also a centerpiece of various “proofs” of insolvability of the measurement problem. Unitary evolution of a general initial state of a system \( S \) interacting with the apparatus \( A \) leads – as seen in Eq. (1.1) – to an entangled state of \( S_A \). Thus, the total norm of the state must be preserved. After elementary algebra this leads to:

\[
\langle \psi_S \rangle \langle \varepsilon_0 \rangle = \left( \sum_k a_k |s_k \rangle \langle \varepsilon_0 \rangle \right) \Rightarrow \sum_k a_k |s_k \rangle \langle \varepsilon_k \rangle = |\Psi_{SE} \rangle .
\] (2.2)

This equality must hold for all states in \( H_S \), and, in particular, for any phases of the complex coefficients \( \{a_k\} \). Therefore, for any two states in the set \( \{|s_k\} \):

\[
\langle s_j | s_k \rangle (1 - \langle \varepsilon_j | \varepsilon_k \rangle) = 0 .
\] (2.4)

This equation immediately implies that \( \{|s_k\} \) must be orthogonal if they are to leave any imprint – deposit any information – in \( E \) while remaining unperturbed: It can be satisfied only when \( \langle s_j | s_k \rangle = \delta_{jk} \), unless \( \langle \varepsilon_j | \varepsilon_k \rangle = 1 \) – unless states of \( E \) bear no imprint of the states of \( S \).

In the context of quantum measurements Eq. (2.4) establishes the essence of axiom (iv) – the orthogonality of outcome states. On other hand, when outcome states are orthogonal, any value of \( \langle \varepsilon_j | \varepsilon_k \rangle \) is admitted, including \( \langle \varepsilon_j | \varepsilon_k \rangle = 0 \) which corresponds to a perfect record.

The necessity to choose between distinguishable (orthogonal) outcome states is then a direct consequence of the uncontroversial axioms (o) - (iii). It can be seen as a resolution of the tension between linearity of quantum theory (axioms (i) and (ii)) and nonlinearity of the process of proliferation of information – of amplification. This nonlinearity is especially obvious in cloning that in effect demands “two of the same”. Our derivation above parallels proofs of no-cloning theorem (Wootters and Zurek, 1982; Dieks, 1982; Yuen, 1986): The only difference – in cloning copies must be perfect. Hence, scalar products must be the same, \( \zeta_{j,k} = \langle \varepsilon_j | \varepsilon_k \rangle = \langle s_j | s_k \rangle \). Consequently, we have a special case of Eq. (2.4):

\[
\zeta_{j,k} (1 - \zeta_{j,k}) = 0 .
\] (2.5)

Clearly, there are only two possible solutions: \( \zeta_{j,k} = 0 \) (which implies orthogonality), or the trivial \( \zeta_{j,k} = 1 \). Indeed, we can deduce orthogonality of states that remain unperturbed while leaving small but distinct imprints in \( E \) directly from the no-cloning theorem: As the states of \( S \) remain unperturbed by assumption, arbitrarily many imperfect copies can be made. But each extra imperfect copy brings the collective state of all copies correlated with, say, \( |s_j \rangle \), closer to orthogonality with the collective state of all of the copies correlated with any other state \( |s_k \rangle \). Therefore, one could distinguish \( |s_j \rangle \) for \( |s_k \rangle \) by a measurement on a sufficient number of their copies with arbitrary accuracy, and, consequently, produce their “clones”. So even imperfect
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copying (any value of \((\varepsilon_j|\varepsilon_k)\) except 1) that preserves the “original” is prohibited by no-cloning theorem.

Similar argument based on unitarity was put forward in discussion of security of quantum cryptographic protocols. There, however, focus was on the ability to detect an eavesdropper through the perturbation she would have to inflict on the transmitted states (Bennett, Brassard, and Mermin, 1992), which is rather different from the quest for preferred basis considered here.

Reader might be concerned that above discussion is based on idealized assumptions, which include purity of the initial state of \(E\). Regardless of whether \(E\) designates an environment or an apparatus, this is unlikely to be a good assumption. But this assumption is also easily bypassed: A mixed state of \(E\) can be always represented as a pure state of an enlarged system. This is the so-called purification strategy: Instead of a density matrix
\[
\rho = \sum_k p_k |\varepsilon_k\rangle\langle\varepsilon_k|
\]
one can deal with a pure entangled state of \(E\) and \(E'\):
\[
|\varepsilon_E\varepsilon_{E'}\rangle = \sum_k \sqrt{p_k} |\varepsilon_k\rangle|\varepsilon_k\rangle
\]
deﬁned in \(\mathcal{H}_E \otimes \mathcal{H}_{E'}\). So, when the initial state of \(E\) is mixed, there is always a pure state in an enlarged Hilbert space, and all of the steps of the reasoning that lead to Eqs. (2.3) - (2.5) can be repeated leading to:
\[
\langle s_j|s_k\rangle(1 - \langle \varepsilon_j|\varepsilon_k\rangle\langle \varepsilon_j|\varepsilon_k\rangle) = 0 ,
\]
forcing one to the same conclusions as Eq. (2.3).

Purification uses connection between pure states and density matrices by treating \(\rho = \sum_k p_k |\varepsilon_k\rangle\langle\varepsilon_k|\) as a result of a trace over some pure state. This appears to contradict our stated goal of deriving axiom (iii) without appeal to measurement axioms (iv) and (v): The connection \(\rho = |\varepsilon_E\varepsilon_{E'}\rangle\langle \varepsilon_E|\langle \varepsilon_{E'}|\) does not invoke tracing and, hence, Born’s rule. But there is a way to weaken this assumption: It sufﬁces for to assume only that some such pure states in the enlarged Hilbert space exists. This does not rely on Born’s rule, but it does assert that ignorance that is reﬂected in a mixed local state (here, of \(E\)) can be regarded as a consequence of entanglement, so that some pure global state of \(EE'\) exists. So Born’s rule is not needed for this purpose. But the existence of some such rule is needed.

For a reader who is still suspicious of the procedure employed above we have an alternative: Unitary evolution preserves scalar products of density operators deﬁned by \(Tr\rho\rho'\). So,
\[
Tr|s_j\rangle\langle s_j|\rho E|s_k\rangle\langle s_k|\rho E' = Tr|s_j\rangle\langle s_j|\rho E|s_k\rangle\langle s_k|\rho E' \rho E|s_k\rangle\langle s_k|\rho E'\), where \(\rho E\) and \(\rho E'\) are mixed states of \(E\) affected by the two states of \(S\). This yields:
\[
|\langle s_j|s_k\rangle|^2(Tr\rho E^2 - Tr\rho E|\rho E|k) = 0
\]
which can be satisﬁed only in the same two cases as before: Either \(\langle s_j|s_k\rangle = 0\) or \(Tr\rho E^2 = Tr\rho E|\rho E|k\) which implies (by Schwartz inequality) that \(\rho E|j = \rho E|k\) (i.e., there can be no record of non-orthogonal states of \(S\)). This conclusion can be reached even more directly: It is clear that \(\rho E|j\) and \(\rho E|k\) have the same eigenvalues \(p_m\) as \(\rho = \sum_m p_m |\varepsilon_m\rangle\langle \varepsilon_m|\) from which they have unitarily evolved. Consequently, they differ from each other only in their eigenstates that contain record of the state of \(S\), e.g.: \(\rho E|j = \sum_m p_m |\varepsilon_m|\varepsilon_m\rangle\langle \varepsilon_m|\varepsilon_m\rangle\). Hence, \(Tr\rho E|j\rho E|k = \sum_m p_m^2 |\varepsilon_m|\varepsilon_m\rangle\langle \varepsilon_m|\varepsilon_m\rangle\rangle^2\), which coincides with \(Tr\rho E^2\) iff \(|\langle \varepsilon_m|\varepsilon_m\rangle\rangle^2 = 1\) whenever \(p_m \neq 0\). So, \(\rho E|j = \rho E|k\), and unless \(\langle s_j|s_k\rangle = 0\), they can leave no record in \(E\).

Economy of our assumptions stands in contrast with the uncompromising nature of our conclusions: Perfect predictability – the fact that the evolution leading to information transfer preserves initial state of the system – was, along with the principle of superposition, linearity of quantum evolutions, and preservation of the norm key to our derivation of inevitability of quantum jumps.

B. Predictability killed the (Schrödinger) cat

There are several equivalent ways to state our conclusions. To restate the obvious, we have established that outcome states of non-perturbing measurements must be orthogonal. This is the interpretation - independent part of axiom (iv) – all of it except for the literal collapse. This is of course enough for the Everettian relative state account of quantum jumps. So, a cat suspended between life and death by Schrödinger (1935) is forced to make a choice between these two options because these are the predictable options – they allow (axiom (iii)) for conﬁrmation (hence the above title).

Another way of stating our conclusion is to note that a set of orthogonal states deﬁnes a Hermitian observable when supplemented with real eigenvalues. This is then a derivation of the nature of observables. It justiﬁes the textbook focus on the Hermitian operators sometimes invoked in an alternative statement of axiom (iv).

We note that “strict repeatability” (that is, assertion that states \(|\{s_k\}\rangle\) cannot change at all in course of a measurement) is not needed: They can evolve providing that their scalar products remain unaffected. That is:
\[
\sum_{j,k} \alpha_j^* \alpha_k \langle s_j|s_k\rangle = \sum_{j,k} \alpha_j^* \alpha_k \langle s_j|s_k\rangle\langle \varepsilon_j|\varepsilon_k\rangle
\]
leads to the same conclusions as Eq. (2.2) providing that \(\langle s_j|s_k\rangle = \langle s_j|s_k\rangle\langle \varepsilon_j|\varepsilon_k\rangle\). So, when \(|s_j\rangle\) and \(|s_k\rangle\) are related with their progenitors by a transformation that preserves scalar product (e.g., by evolution in a closed system) the proof of orthogonality goes through unimpeded. Both unitary and antiunitary transformations are in this class.

We can also consider situations when this is not the case – \(|s_j\rangle\langle \varepsilon_j|\varepsilon_k\rangle\). Extreme example of this arises when the state of the measured system retains no memory of what it was beforehand (e.g., \(|s_j\rangle \Rightarrow |0\rangle\), \(|s_k\rangle \Rightarrow |0\rangle\). Then the apparatus can (and, indeed, by unitarity, has to) “inherit” information previously contained in the system. The need for orthogonality of \(|s_j\rangle\) and \(|s_k\rangle\) disappears. Of course such measurements do not fulﬁll axiom (iii) – they are not repeatable. For example, in quantum optics photons are usually absorbed by detectors, and coherent states play the role of the outcomes.
It is also interesting to consider sequences of information transfers involving many systems:

\[ |v\rangle|A_0\rangle|B_0\rangle\ldots|E_0\rangle \Rightarrow |\tilde{v}\rangle|A_w\rangle|B_0\rangle\ldots|E_0\rangle \Rightarrow \ldots \Rightarrow |\tilde{v}\rangle|\tilde{A}_v\rangle|\tilde{B}_v\rangle\ldots|E_v\rangle \ . \quad (2.9a) \]

\[ |w\rangle|A_0\rangle|B_0\rangle\ldots|E_0\rangle \Rightarrow |\tilde{w}\rangle|A_w\rangle|B_0\rangle\ldots|E_0\rangle \Rightarrow \ldots \Rightarrow |\tilde{w}\rangle|\tilde{A}_w\rangle|\tilde{B}_w\rangle\ldots|E_w\rangle \ . \quad (2.9b) \]

Above we focused on a pair of states and simplified notation (e.g., \( |v\rangle = |s_k\rangle \), \( |w\rangle = |s_j\rangle \)). Such “von Neumann chains” appear in discussion of quantum measurements (von Neumann, 1933), environment-induced decoherence (Zurek, 1982; 2003a), and – as we shall see in Section IV – in quantum Darwinism. As information about system \( S \) is passed along this chain, links can be perturbed (as in duplicity by “tilde”). Unitarity implies that – at each stage – products of overlaps must be the same. Thus,

\[ \langle v|w \rangle = \langle \tilde{v}|\tilde{w} \rangle \langle \tilde{A}_v||\tilde{A}_w\rangle \langle \tilde{B}_v||\tilde{B}_w\rangle \ldots \langle E_v||E_w \rangle \ , \quad (2.10) \]

or after a logarithm of squares of the absolute values of both side is taken;

\[
\ln |\langle v|w \rangle|^2 = \ln |\langle \tilde{v}|\tilde{w} \rangle|^2 + \ln |\langle \tilde{A}_v||\tilde{A}_w\rangle|^2 + \\
+ \ln |\langle \tilde{B}_v||\tilde{B}_w\rangle|^2 + \ldots + \ln |\langle E_v||E_w \rangle|^2. \quad (2.11)
\]

Therefore, when \( \langle v|w \rangle \neq 0 \), as the information about the outcome is distributed along the two von Neumann chains, quality of the records must suffer: Sum of logarithms above must equal \( \ln |\langle v|w \rangle|^2 \), and the overlap of two states is a measure of their distinguishability. For orthogonal states there is no need for such deterioration of the quality of information; \( \ln |\langle v|w \rangle|^2 = -\infty \), so arbitrarily many orthogonal records can be made.

We emphasize that Born’s rule was not used in the above discussion. The only two values of the scalar product that played key role in the proofs are “0” and “1”. Both of them correspond to certainty; e.g. when we have asserted immediately below Eq. (2.4) that \( \langle \epsilon_j|\epsilon_k \rangle = 1 \) implies that these two states of \( E \) are certainly identical. We shall extend this strategy of relying on certainty in the derivation of probabilities in Section III.

C. Pointer basis, information transfer, and decoherence

We are now equipped with a set of “measurement outcomes” or – to put it in a way that ties in with the study of probabilities we shall embark on in the Section III – with a set of possible events. Our derivation above did not appeal to decoherence. However, symmetry breaking induced by decoherence yields einselection (which is, after all, due to information transfer to the environment). We will conclude that the two symmetry breakings are in effect two views of the same phenomenon.

Popular accounts of decoherence and its role in the emergence of the classical often start from the observation that when a quantum system \( S \) interacts with some environment \( E \) “phase relations in \( S \) are lost”. This is a caricature, at best incomplete if not misleading: It begs the question: “Phases between what?” This in turn leads directly to the main issue addressed by einselection: “What is the preferred basis?” This question is often muddled in “folklore” accounts of decoherence.

The crux of the matter – the reason why interaction with the environment can impose classicality – is precisely the emergence of the preferred states. Its role and the basic criterion for singling out preferred pointer states was discovered when the analogy between the role of the environment in decoherence and the role of the apparatus in measurement were understood: What matters is that there are interactions that transfer information and yet leave selected states of the system unaffected. This leads one to einselection – to the environment induced superselection of preferred pointer states (Zurek, 1981).

Our discussion showed that simple idea of preserving a state while transferring the information about it – also the central idea of einselection – is very powerful indeed. It leads to breaking of the unitary symmetry and singles out preferred pointer states without any need to involve usual tools of decoherence. This is significant, as reduced density matrices and partial trace employed in decoherence calculations invoke Born’s rule, axiom (v), which relates states vectors and probabilities.

To consider probabilities it is essential to identify outcomes separately from these probabilities (and, therefore, independently from the amplitudes present in the initial state of the measured system). Both einselection implemented via the predictability sieve (Zurek, 1993; Zurek, Habib, and Paz, 1993; Paz and Zurek, 2001) and the “no cloning” approach above accomplish this goal.

To compare derivation of preferred states in decoherence with their emergence from symmetry breaking imposed by axioms (o) - (iii) we return to Eq. (2.2). We also temporarily suspend prohibition on the use of partial trace to compute reduced density matrix of the system:

\[ \rho_{S} = \sum_{j,k} \alpha_j \alpha_k^* \langle \epsilon_j|\epsilon_k \rangle |s_j\rangle \langle s_k| = Tr_E \langle \Psi_{ES}|\Psi_{ES} \rangle \ . \quad (2.12) \]

Above we wrote \( \rho_{S} \) in the pointer basis defined by its resilience in spite of the monitoring by \( E \). Resilience is the essence of the original definition of pointer states and einselection (Zurek, 1981; 1982). We note that pointer states will be in general different from Schmidt states of \( S \) – eigenstates of \( \rho_{S} \). They will coincide with Schmidt states of \( |\Psi_{ES} \rangle = \sum_k a_k |s_k\rangle |\epsilon_k \rangle \) only when \( \langle \epsilon_\ell|\epsilon_k \rangle \) – their records in \( E \) – are orthogonal. We did not need such perfect orthogonality of \( \langle \epsilon_\ell|\epsilon_k \rangle \) to prove orthogonality of pointer states earlier in this section.

“Folklore” often assigns classicality to eigenstates of \( \rho_{S} \). This identification is occasionally supported by some of decoherence proponents (Albrecht, 1992; Zeh, 1990; 2007) and taken for granted by others (e.g. Deutsch, 1986), but by and large it is no longer regarded as viable (see e.g. Schlosshauer, 2004; 2007): Eigenstates of \( \rho_{S} \) are not stable. They depend on time and on the initial state.
of $S$, which disqualifies them as events in the sense of probability theory, as the “elements of classical reality”. A related problem arises in a very long time limit, when equilibrium sets in, so energy eigenstates diagonalize $\rho_S$.

As is frequently the case with folk wisdom, a grain of truth is nevertheless reflected in such oversimplified “proverbs”: When environment acquires perfect knowledge of the states it monitors without perturbing and $\langle \varepsilon_j | \varepsilon_k \rangle = \delta_{jk}$, pointer states “become Schmidt”, and end up on the diagonal of $\rho_S$. Effective decoherence assures such alignment of Schmidt states with the pointer states. Given that decoherence is – at least in the macroscopic domain – very efficient, this can happen essentially instantaneously. Still, this coincidence should not be used to attempt a redefinition of pointer states as instantaneous eigenstates of $\rho_S$ – instantaneous Schmidt states. As we have already seen, and as will become even clearer in the rest of this paper, it is important to distinguish process that fixes preferred pointer states (that is, dynamics of information transfer that results in measurement as well as decoherence, but does not depend on the initial state of the system) from the probabilities of these outcomes (that are determined by this initial state).

D. Summary: The origin of outcome states

Preferred states of quantum systems emerge from dynamics. Interaction between the system and the environment plays crucial role: States that are immune to monitoring by the environment are predictable, and at least in that sense the most classical.

Selection of pointer states is determined by the evolution – i.e., in practice by the completely positive map (CPM) that represents open system dynamics. Therefore, instantaneous eigenstates of the reduced density matrix of the open systems will in general not coincide with the preferred pointer states singled out by einselection. However, as pointer states are capable of evolving predictably under the CPM in question, they will be – eventually, and after decoherence has done its job, but before the system has equilibrated – found on or near diagonal of $\rho_S$. It is nevertheless important to emphasize that definition of pointer states, e.g. – via predictability sieve – is based on stability, and not on this coincidence.

The lesson that derives from this section – as well as from earlier studies, including the original definition of pointer states (Zurek, 1981) – is that the preferred, effectively classical basis has nothing to do with the initial state of the system. This is brings to mind Bohr’s insistence that the measured observable of the system is defined by the classical apparatus, so that it arises outside of the quantum domain. Here preferred observables are defined not by the “classical apparatus”, but by the open system dynamics. Completely positive map describing it will preserve (at least approximately) certain subset of all the possible states. Extremal points of this set are projection operators corresponding to pointer states. In Bohr’s view as well as here they are defined by something else than just the preexisting quantum states. We have defended the idea that they are classical by pointing out to their predictability. In Section IV we shall show that they can be often found out by observers without getting disrupted (a telltale sign of objective existence, which will reinforce case for their classicality).

In the next section we derive Born’s rule. We build on einselection, but do it in a way that does not rely on axiom (v). In particular, use of reduced density matrices or completely positive maps we allowed in the latter part of this section shall be prohibited. We shall use them again in section IV, only after Born’s rule has been derived.

III. Probabilities and Born’s Rule from the Symmetries of Entanglement

The first widely accepted definition of probability was codified by Laplace (1820): When there are $N$ possible distinct outcomes and observer is ignorant of what will happen, all alternatives appear equally likely. Probability one should assign to any one outcome is then $1/N$. Laplace justified this principle of equal likelihood using invariance encapsulated in his ‘principle of indifference’: Player ignorant of the face value of cards in front of him (Fig. 1a) will be indifferent when they are swapped before he gets the card on top, even when one and only one of the cards is favorable (e.g., a spade he needs to win).

Laplace’s invariance under swaps captures subjective symmetry: Equal likelihood is a statement about observers ‘state of mind’ (or, at best, his records), and not a measurable property of the real physical state of the system which is altered by swaps (Fig. 1b). In classical setting probabilities defined in this manner are therefore ultimately unphysical. Moreover, indifference, likelihood, and probability are all ill-defined attempts to quantify the same ignorance. Expressing one undefined concept in terms of another undefined concept is not a definition.

It is therefore no surprise that equal likelihood is no longer regarded as a sufficient foundation for classical probability, and several other attempts are vying for primacy (Fine, 1973). Among them, relative frequency approach has perhaps the largest following, but attempts to use it in the relative states context (Everett, 1957a,b; DeWitt, 1970; 1971; Graham, 1973; Geroch, 1984) have been found lacking. This is because counting many world branches does not suffice. “Maverick” branches that have frequencies of events very different from these predicted by Born’s rule are also a part of the universal state vector, and on the basis of relative frequencies alone there is no good reason to claim that observer is unlikely to be found on such a branch. To get rid of them one would have to assign to them – without physical justification – vanishing probabilities related to their small amplitudes. This goes beyond relative frequency approach, in effect requiring – in addition to frequencies – another measure of probability. Papers mentioned above introduce it ad
FIG. 1 Probabilities and symmetry. (a) Laplace (1820) appealed to subjective invariance associated with ‘indifference’ of the observer based on his ignorance of the real physical state to define probability through his principle of equal likelihood. When observers ignorance means he is indifferent to swapping (e.g., of cards), alternative events should be considered equiprobable. So, for the cards above, subjective probability \( p_{\spadesuit} = \frac{1}{2} \) would be inferred by an observer who does not know their face value, but knows that one (and only one) of the two cards is a spade. (b) The real physical state of the system is however altered by the swap – it is not ‘indifferent’, illustrating subjective nature of Laplace’s approach. The subjectivity of equal likelihood probabilities posed foundational problems in statistical physics, and led to the introduction of imaginary ensembles. They were fictitious and subjective, but their state could be associated with probabilities defined through relative frequency – an objective property (albeit of a fictitious infinite ensemble). (c) Quantum theory allows for an objective definition of probabilities based on a perfectly known state of a composite system and symmetries of entanglement: When two systems (S and E) are maximally entangled (i.e., Schmidt coefficients differ only by phases, as in the Bell state above), a swap \(|\spadesuit\rangle\langle\heartsuit| + |\heartsuit\rangle\langle\spadesuit|\) in S can be undone by ‘counterswap’ \(|\clubsuit\rangle\langle\diamondsuit| + |\diamondsuit\rangle\langle\clubsuit|\) in E. So, as can be established more carefully (see text), \( p_{\spadesuit} = p_{\heartsuit} = \frac{1}{2} \) follows from an objective symmetry of entanglement. This entanglement-assisted invariance (envariance) also causes decoherence of Schmidt states, allowing for additivity of probabilities of the effectively classical pointer states. Probabilities derived through envariance quantify indeterminacy of the state of \( S \) alone given the global entangled state of \( SE \). Complementarity between global observables with entangled eigenstates (such as \(|\bar{\psi}_{SE}\rangle\), Eq. (3.5)) and local observables (such as \( \sigma_S = \sum_k \zeta_k |s_k\rangle\langle s_k| \otimes 1_E \)) is reflected in the commutator \([|\bar{\psi}_{SE}\rangle\langle\bar{\psi}_{SE}|, \sigma_S \otimes 1_E] = \sum_k \zeta_k (|\bar{\psi}_{SE}\rangle\langle s_k| - h.c.) - h.c.. It does not vanish, implying quantum indeterminacy responsible for the uncertainty about the outcome of a future measurement of \( \sigma_S = \sum_k \zeta_k |s_k\rangle\langle s_k| \) on \( S \) alone.

\[ \text{hoc. This is consistent with Born’s rule, but circular}\]

\[ \text{Stein, 1984; Kent, 1990; Joos, 2000). Indeed, formal attempts based on the “frequency operator” lead to mathematical inconsistencies (Squires, 1990).} \]

The problem can be “made to disappear” – coefficients of maverick branches become small (along with coefficients of all the branches) – in a limit of infinite and fictitious (and, hence, subjectively assigned) ensembles is introduced (Hartle, 1968; Farhi, Goldstone, and Guttman, 1989). Such infinite ensembles – one might argue – are always required by the frequentist approach also in the classical setting, but this is a weak excuse (see Kent, 1990). Moreover, in quantum mechanics they may pose problems that have to do with the structure of
infinite Hilbert spaces (Poulin, 2005; Caves and Shack, 2005). It is debatable whether these mathematical problems are fatal, but it is also difficult to disagree with Kent (1990) and Squires (1990) that the need to go to a limit of infinite ensembles to define probability in a finite Universe disqualifies them in the relative states setting.

The other way of dealing with this issue is to modify physics so that branches with small enough amplitude simply do not count (Bunin, Hsu, and Zee, 2006). We believe it is appropriate to regard such attempts primarily as illustration of seriousness of the problem at least until experimental evidence for the required modifications of quantum theory is found.

Kolmogorov’s approach – probability as a measure (see e.g. Gnedenko, 1968) – bypasses the question we aim to address: How to relate probability to states. It only shows that any sensible assignment (non-negative numbers that for a mutually exclusive and exhaustive set of events sum up to 1) will do. And it assumes additivity of probabilities while quantum theory provides only additivity of complex amplitudes (and, typically, these two additivity requirements are mutually inconsistent, as double slit experiment famously demonstrates).

Gleason’s theorem (Gleason, 1957) implements axiomatic approach to probability by looking for an additive measure on Hilbert spaces. It leads to Born’s rule, but provides no physical insight into why the result should be regarded as probability. Clearly, it has not settled the issue: Rather, it is often cited (Harte, 1968; Graham, 1973; Farhi, Goldstone, and Guttmann, 1989; Kent, 1990) as a motivation to seek a physically justified derivation of Born’s rule.

We shall now demonstrate how quantum entanglement leads to probabilities based on a symmetry, but – in contrast to subjective equal likelihood – on objective symmetry of known quantum states.

A. Envariance

A pure entangled state of a system $S$ and of another system (which we call “an environment $E$”, anticipating connections with decoherence) can be always written as:

$$|\psi_{SE}\rangle = \sum_{k=1}^{N} a_k |s_k\rangle|\varepsilon_k\rangle \ .$$

Here $a_k$ are complex amplitudes while $\{|s_k\rangle\}$ and $\{|\varepsilon_k\rangle\}$ are orthonormal bases in the Hilbert spaces $\mathcal{H}_S$ and $\mathcal{H}_E$. This Schmidt decomposition of pure entangled $|\psi_{SE}\rangle$ is a consequence of a theorem of linear algebra that predates quantum theory.

Schmidt decomposition demonstrates that any pure entangled bipartite state is a superposition of perfectly correlated outcomes of judiciously chosen measurements on each subsystem: Detecting $|s_k\rangle$ on $S$ implies, with certainty, $|\varepsilon_k\rangle$ for $E$, and vice versa.

Even readers unfamiliar with Eq. (3.1) have likely relied on its consequences: Schmidt basis $\{|s_k\rangle\}$ appears on the diagonal of the reduced density matrix $\rho_S = Tr_E |\psi_{SE}\rangle\langle\psi_{SE}|$. But tracing presumes Born’s rule we are trying to derive (see e.g. Nielsen and Chuang, 2000, for how Born’s rule is used to justify physical significance of reduced density matrices). Therefore, we shall not use $\rho_S$ as this could introduce circularity. Instead, we shall derive Born’s rule from symmetries of $|\psi_{SE}\rangle$.

Symmetries reflect invariance. Rotation of a circle by an arbitrary angle, or of a square by multiples of $\pi/2$ are familiar examples. Entangled quantum states exhibit a new kind of symmetry – entanglement-assisted invariance or envariance: When a state $|\psi_{SE}\rangle$ of a pair $S$, $E$ can be transformed by $U_S = u_S \otimes 1_E$ acting solely on $S$,

$$U_S|\psi_{SE}\rangle = (u_S \otimes 1_E)|\psi_{SE}\rangle = |\eta_{SE}\rangle \ ,$$

but the effect of $U_S$ can be undone by acting solely on $E$ with an appropriately chosen $U_E = 1_S \otimes u_E$:

$$U_E|\eta_{SE}\rangle = (1_S \otimes u_E)|\eta_{SE}\rangle = |\psi_{SE}\rangle \ ,$$

then $|\psi_{SE}\rangle$ is called envariant under $U_S$ (Zurek, 2003a;b).

Envariance can be seen on any entangled $|\psi_{SE}\rangle$. Any unitary operation diagonal in Schmidt basis $\{|s_k\rangle\}$:

$$u_S = \sum_{k=1}^{N} \exp(i\phi_k)|s_k\rangle\langle s_k| \ ,$$

is envariant: It can be undone by a countertransformation:

$$u_E = \sum_{k=1}^{N} \exp(-i\phi_k)|\varepsilon_k\rangle\langle \varepsilon_k| \ ,$$

acting solely on environment.

In contrast to familiar symmetries (when a transformation has no effect on a state or an object) envariance is an assisted symmetry. The global state of $SE$ is transformed by $U_S$, but it can be restored by acting on $E$, physically distinct (e.g., spatially separated) from $S$. When the state of $SE$ is envariant under some $U_S$, the state of $S$ alone must be obviously invariant under it.

Entangled state might seem an unusual starting point for the discussion of probabilities. After all, textbook formulation of Born’s rule begins with a pure state. However, in Everett’s approach entangled quantum state is a model of a measurement, with the outcomes corresponding to different states of the apparatus pointer (or of the memory of the observer). A similar sort of entanglement happens in course of decoherence. So it is natural to inquire about the symmetries of such states. And as we shall see below, envariance allows one to reassess the role of the environment and the origin of decoherence.

B. Decoherence as a result of envariance

Envariance of entangled states leads to our first conclusion: Phases of Schmidt coefficients are envariant under
local (Schmidt) unitaries, Eqs. (3.4). Therefore, when a composite system is in an entangled state $|\psi_{SE}\rangle$, the state of $S$ (or $E$) alone is invariant under the change of phases of $a_k$. In other words, the state of $S$ (understood as a set of all measurable properties of $S$ alone) cannot depend on phases of Schmidt coefficients: It can depend only on their absolute values and on the outcome states – on the set of pairs $\{|a_k|, |s_k\rangle\}$. In particular (as we shall see below) probabilities cannot depend on these phases.

So loss of phase coherence between Schmidt states – decoherence – is a consequence of envariance: Decoherence is, after all, selective loss of relevance of phases for the state of $S$. We stumbled here on its essence while exploring an unfamiliar territory, without the usual backdrop of dynamics and without employing trace and reduced density matrices. This encounter is a good omen: Born’s rule, the key link between the quantum formalism and experiments, is also involved in the transition from quantum to classical. But decoherence viewed from the vantage point of envariance may look unfamiliar.

What other landmarks of decoherence can we get to without using trace and reduced density matrices (which rely on Born’s rule – something we do not yet have)? The answer is – all the essential ones (Zurek, 2005; 2007). We have seen in Section II that pointer states (states that retain correlations, and, hence, are predictable and good candidates for classical domain) are singled out directly by the nature of information transfers. So we already have a set of preferred pointer states and we have seen that when they are aligned with Schmidt basis, phases between them lose relevance for $S$ alone. Indeed, models of decoherence (Zurek, 1981, 1982, 1991, 2003a; Paz and Zurek, 2001; Joos et al, 2003, Schlosshauer, 2007) predict that after a brief (decoherence time) interlude Schmidt basis will settle down to coincide with pointer states determined through other criteria (such as predictability in spite of the coupling to the environment).

One more lesson can be drawn from this encounter with decoherence on the way to Born’s rule: Quantum phases must be rendered irrelevant for additivity of probabilities to replace additivity of complex amplitudes. Of course, one could postulate additivity of probabilities by fiat. This was done by Gleason (1957), but such an assumption is at odds with the overarching additivity principle of quantum mechanics – with the quantum principle of superposition. So, if we set out with Everett on a quest to understand emergence of the classical domain from the quantum domain defined by axioms (i) – (iii), additivity of probabilities should be derived (as it is done in Laplace’s approach, see Gnedenko, 1968) rather than imposed as an axiom (as it happens in Kolmogorov’s measure - theoretic approach, and in Gleason’s theorem).

Assuming decoherence to derive $p_k = |\langle k|\psi\rangle|^2$ (Zurek, 1998b; Deutsch, 1999; Wallace, 2003) means at best starting “half way”, and courts circularity (Zeh, 1997; Zurek, 2003a,b; 2005; Schlosshauer, 2007) as physical significance of reduced density matrix – standard tool of decoherence – is justified using Born’s rule. By contrast, envariant derivation, if successful, can be fundamental, independent of the usual tools of decoherence: It will justify use of trace and reduced density matrices in the study of the quantum - classical transition.

There is clearly much more to say about preferred states, einselection, and decoherence, and we shall come back to these subjects later in this section. But now we return to the derivation of Born’s rule – to a problem Everett did appreciate and attempted to solve.

C. Swaps and equal probabilities

Envariance of pure states is purely quantum: Classical state of a composite system is given by a Cartesian (rather than tensor) product of its constituents. So, to completely know a state of a composite classical system one must know a state of each subsystem. It follows that when one part of a classical composite system is affected by a transformation – a classical analogue of $U_S$ – state of the whole cannot be restored by acting on some other part. Hence, pure classical states are never envariant.

However, a mixed state (of, say, two coins) can mimic envariance: When we only know that a dime and a nickel are ‘same side up’, we can ‘undo’ the effect of the flip of a dime by flipping a nickel. This classical analogue depends on a partial ignorance: To emulate envariance, we cannot know individual states of coins, just the fact that they are same side up – just the correlation.

In quantum physics tensor structure of states for composite systems means that ‘pure correlation’ is possible. We shall see that a maximally entangled state with equal absolute values of Schmidt coefficients:

$$|\psi_{SE}\rangle \propto \sum_{k=1}^N e^{-i\phi_k} |s_k\rangle |\varepsilon_k\rangle$$

implies equal probabilities for any measurement $S$ and $E$. Such an even state is envariant under a swap

$$u_S(k \equiv l) = |s_k\rangle \langle s_l| + |s_l\rangle \langle s_k| .$$

A swap exchanges two cards (Fig.1c). It permutes states $|s_k\rangle$ and $|s_l\rangle$ of the system. A swap $|\text{Heads}\rangle|\text{Tails}\rangle + |\text{Tails}\rangle|\text{Heads}\rangle$ would flip a coin.

A swap on $S$ is envariant when $|a_k| = |a_l|$ because $u_S(k \equiv l)$ can be undone by a counterswap on $E$:

$$u_E(k \equiv l) = e^{i(\phi_k - \phi_l)} |\varepsilon_k\rangle \langle \varepsilon_l| + e^{-i(\phi_k - \phi_l)} |\varepsilon_l\rangle \langle \varepsilon_k| .$$

Envariance under swaps is illustrated in Fig. 1c. We want to prove that probabilities of envariantly swappable outcome states must be equal. But let us proceed with caution: Invariance under a swap is not enough – probability could depend on some other ‘intrinsic’ property of the outcome. For instance, in a superposition $|g\rangle + |e\rangle$, the ground and excited state can be invariantly swapped, but their energies are different. Why shouldn’t probability – like energy – depend on some intrinsic property of the outcome state?
Envariance can be used to prove that it cannot – that probabilities of envariantly swappable states are indeed equal. To prove this, we first define what is meant by “the state” and “the system” more carefully. Quantum role of these concepts is elucidated by three “Facts” – three assumptions that are tacitly made anyway, but are worth stating explicitly:

**Fact 1:** Unitary transformations must act on the system to alter its state. That is, when an operator does not act on the Hilbert space $H_S$ of $S$, i.e., when it has a form $\otimes 1_S \otimes \ldots$ the state of $S$ does not change.

**Fact 2:** Given the measured observable, the state of the system $S$ is all that is needed (and all that is available) to predict measurement results, including probabilities of outcomes.

**Fact 3:** The state of a larger composite system that includes $S$ as a subsystem is all that is needed (and all that is available) to determine the state of $S$.

Note that resulting states need not be pure. Also note that Facts – while ‘naturally quantum’ – are not in any obvious conflict with the role of states in classical physics.

We can now prove that for an even $|\psi_{SE}\rangle$, Eq. (3.5), state of $S$ alone is invariant under swaps: Swap changes partners in the Schmidt decomposition (and, therefore, alters the global state). But, when the coefficients of the swopped outcomes differ only by phase, swap can be undone without acting on $S$ – by a counterswap in $E$. As the global state of $SE$ is restored, it follows (from fact 3) that the state of $S$ must have been also restored. But, (by fact 1) state of $S$ could not have been affected by a counterswap acting only on $E$. So, (by fact 2) the state of $S$ must be left intact by a swap on $S$ corresponding to an even $|\psi_{SE}\rangle$. QED.

We conclude that envariance of a pure global state of $SE$ under swaps implies invariance of a corresponding local state of $S$. We could now follow Laplace, appeal to indifference, apply equal likelihood, and “declare victory” – claim that subjective probabilities must be equal. However, as we have seen with the example of the eigenstates of energy, invariance of a local state under a swap implies only that probabilities get swapped when outcomes are swapped. This does not yet prove they are equal!

Envariance will allow us to get rid of subjectivity altogether. The simplest way to establish this desired equality is based on perfect correlation between Schmidt states of $S$ and $E$. These are relative states in the sense of Everett, and they are orthonormal, so they are correlated one-to-one. This implies the same probability for each member of a pair. Moreover (and for the same reason) after a swap on $S$ probabilities of swapped states must be the same as probabilities of their two new partners in $E$. But (by Fact 1) the state of $E$ (and, by Fact 2, probabilities it implies) are not affected by the swap in $S$. So, swapping Schmidt states of $S$ exchanges their probabilities, and when the entangled state is even it also keeps them the same! This can be true only if probabilities of envariantly swappable states are equal. QED.

We can now state our conclusion: When all $N$ coefficients in Schmidt decomposition have the same absolute value (as in Eq. (3.5)), probability of each Schmidt state is the same, and, by normalization, it is $p_k = 1/N$. Reader may regard this as obvious, but (as noted by Schlosshauer and Fine (2005) and Barnum (2003)), this is actually the hard part of the derivation, as it requires establishing a connection between quantum physics and mathematics with only minimal set of assumptions at hand. Still, this may seem like a lot of work to establish something ‘obvious’: The case of unequal coefficients is our real goal. But – as we now show – it can be reduced to the equal coefficient case we have just settled.

It is important to emphasize that in contrast to many other approaches to both classical and quantum probability, our envariant derivation is based not on a subjective assessment of an observer, but on an objective, experimentally verifiable symmetry of entangled states. Observer is forced infer equal probabilities not because of his ignorance, but because his certainty about something else – about a global state of the composite system – implies that local states are completely unknown.

D. Born’s rule from envariance

To illustrate general strategy we start with an example involving a two-dimensional Hilbert space of the system spanned by states $\{ |0 \rangle, |2 \rangle \}$ and (at least) a three-dimensional Hilbert space of the environment:

$$|\psi_{SE}\rangle \propto \sqrt{\frac{2}{3}} |0\rangle_S |+\rangle_E + \sqrt{\frac{1}{3}} |2\rangle_S |2\rangle_E .$$

(3.7a)

System is represented by the leftmost kets, and $|+\rangle_E = (|0\rangle_E + |1\rangle_E)/\sqrt{2}$ exists in (at least two-dimensional) subspace of $E$ that is orthogonal to the state $|2\rangle_E$, so that $\langle 0 | 0 \rangle = \langle 0 | 2 \rangle = \langle 1 | 2 \rangle = \langle + | + \rangle = 0$. We already know we can ignore phases in view of their irrelevance for states of subsystems, so we omitted them above.

To reduce this case to an even state we extend $|\psi_{SE}\rangle$ above to a state $|\Psi_{SE}\rangle$ with equal coefficients by letting $E$ act on an ancilla $C$. (By Fact 1, since $S$ is not acted upon, so probabilities we shall infer for is cannot change.) This can be done by a generalization of controlled-not

---

1. There is an amusing corollary to this theorem: One can now prove that states which appear in a Schmidt decomposition with coefficients $a_l = 0$ have 0 probability: To this end, consider a decomposition that has $n$ such states. One can combine two of these states to form a new state, which still has the same coefficient of 0. This purely mathematical step that cannot have any physical implications for probabilities of states that were not involved. Yet, there are now only $n - 1$ states with equal coefficients. So the probability $p_l$ of any state with zero amplitude has to satisfy $np_l = (n - 1)p_l$, which holds only when $p_l = 0$. 

---

...
acting between $E$ (control) and $C$ (target), so that (in the obvious notation) $|k⟩|0′⟩ \Rightarrow |k⟩|k′⟩$, leading to:
\[ \sqrt{2}(0)\langle + |0′⟩ + |2⟩|2⟩|0′⟩ \Rightarrow \frac{\sqrt{2}}{\sqrt{2}} \left( |0⟩|0′⟩ + |1⟩|1′⟩ + |2⟩|2⟩ |0′⟩ \right) \]  
(3.8a)

Above, and from now on we skip subscripts: State of $S$ will be always listed first, and state of $C$ will be primed. The cancellation of $\sqrt{2}$ yields equal coefficient state:
\[ |Ψ_{SCE}⟩ \propto |0,0′⟩|0⟩ + |0,1′⟩|1⟩ + |2,2′⟩|2⟩. \]  
(3.9a)

Note that we have now combined state of $S$ and $C$ and (in the next step) we shall swap states of $SC$ as if it was a single system.

Clearly, for joint states $|0,0′⟩$, $|0,1′⟩$, and $|2,2′⟩$ of $SC$ this is a Schmidt decomposition of $(SC)E$. The three orthonormal product states have coefficients with the same absolute value. So, they can be envariantly swapped. It follows that the probabilities of these Schmidt states — $|0⟩|0′⟩$, $|0⟩|1′⟩$, and $|2⟩|2′⟩$ — are all equal, so by normalization they are $\frac{1}{3}$. Moreover, probability of state $|2⟩$ of the system is $\frac{1}{3}$. As $|0⟩$ and $|2⟩$ are the only two outcome states for $S$, it also follows that probability of $|0⟩$ must be $\frac{2}{3}$. Consequently:
\[ p_0 = \frac{2}{3}, \quad p_2 = \frac{1}{3}. \]  
(3.10a)

This is Born’s rule!

Note that above we have avoided assuming additivity of probabilities: $p_0 = \frac{2}{3}$ not because it is a sum of two fine-grained alternatives each with probability $\frac{1}{3}$, but rather because there are only two (mutually exclusive and exhaustive) alternatives for $S$: $|0⟩$ and $|2⟩$, and $p_2 = \frac{1}{3}$. So, by normalization, $p_0 = 1 - \frac{1}{3}$.

Bypassing appeals to additivity of probabilities is a good idea in interpreting a theory with another principle of additivity — quantum superposition principle — which trumps additivity of probabilities or at least classical intuitive ideas about what should be additive (e.g., in the double slit experiment). Here this conflict is averted: Probabilities of Schmidt states can be added because of the loss of phase coherence that follows directly from envariance as we have established earlier (Zurek, 2005).

Consider now a general case. For simplicity we focus on entangled state with only two non-zero coefficients:
\[ |ψ_{SC}⟩ = α|0⟩|ε_0⟩ + β|1⟩|ε_1⟩, \]  
(3.7b)

and assume $α = \frac{1}{\sqrt{M}}$; $β = \frac{1}{\sqrt{M - m}}$, with integer $m$, $M$.

As before, the strategy is to convert a general entangled state into an even state, and then to apply envariance under swaps. To implement it, we assume $E$ has sufficient dimensionality to allow decomposition of $|ε_0⟩$ and $|ε_1⟩$ in a different orthonormal basis $\{|ε_k⟩\}$:
\[ |ε_0⟩ = \sum_{k=1}^{m} |ε_k⟩/\sqrt{m}; \quad |ε_1⟩ = \sum_{k=m+1}^{M} |ε_k⟩/\sqrt{M - m} \]

Envariance we need is associated with counterswaps of $E$ that undo swaps of the joint state of the composite system $SC$. To exhibit it, we let ancilla $C$ interact with $E$ as before, e.g., by employing $E$ as a control to carry out $|ε_k⟩|ε_0⟩ \rightarrow |ε_k⟩|ε_0⟩$, where $|ε_0⟩$ is the initial state of $C$ in some suitable orthonormal basis $\{|ε_k⟩\}$. Thus:
\[ |Ψ_{SCC}⟩ \propto \sqrt{M - m} |0⟩ + \sum_{k=1}^{m} |ε_k⟩|ε_k⟩ + \sqrt{M - m} |1⟩ + \sum_{k=m+1}^{M} |ε_k⟩|ε_k⟩ \]  
(3.8b)

obtains. This $CE$ interaction can happen far from $S$, so by Fact 1 it cannot influence probabilities in $S$. $|Ψ_{SCC}⟩$ is envariant under swaps of states $|s,c_k⟩$ of the composite $SC$ system (where $s$ stands for $0$ or $1$, as needed). This is even more apparent after the obvious cancellations:
\[ |Ψ_{SCC}⟩ \propto \sum_{k=1}^{m} |0⟩ + \sum_{k=m+1}^{M} |1⟩, \]  
(3.9b)

Hence, $p_0,k = p_1,k = \frac{1}{M}$. So, probabilities of $|0⟩$ and $|1⟩$:
\[ p_0 = \frac{m}{M} = |α|^2, \quad p_1 = \frac{M - m}{M} = |β|^2 \]  
(3.10b)

are given by Born’s rule. It arises from the most quantum aspects of the theory — entanglement and envariance.

In contrast with other approaches, probabilities in our envariance interpretation are a consequence of complementarity, of the incompatibility of purity of entangled state of the whole with purity of the states of parts. Born’s rule arises in a completely quantum setting, without any a priori imposition of symptoms of classicality that violate spirit of quantum theory. In particular, envariance derivation (in contrast to Gleason’s successful but unphysical proof and to Everett’s unsuccessful attempt) does not require additivity as assumption: The strategy that bypasses appeal to additivity used in the simple case of Eq. (3.10a) can be generalized (Zurek, 2005). In quantum setting this is an important advance. It can be made only because relative phases between Schmidt states are envariant – because of decoherence. The case of more than two outcomes is straightforward, as is extension by continuity to incommensurate probabilities.

E. Relative frequencies from relative states

We can now use envariance to deduce relative frequencies. Consider $N$ distinguishable $SC$ triplets, all in the state of Eq. (3.9). The state of the ensemble is then:
\[ |Ψ_{SCC}⟩ = \otimes_{E=1}^{N} |Ψ_{SCC}^{(E)}⟩ \]  
(3.11)

We now repeat steps that led to Eqs. (3.10) for the $SC$ triplet, and think of $C$ as a counter, in which states $|ε_1⟩, \ldots, |ε_m⟩$ record “0” in $S$, while $|ε_{m+1}⟩, \ldots, |ε_M⟩$ record “1”.

Carrying out tensor product and counting terms with $n$ detections of “0” yields the total $\nu_{N}(n) =$
it is invariant under swaps. This approach can be then extended to the case of unequal coefficients, and leads to Born’s rule. However, a density matrix is not the right starting point for the derivation: A pure state, prepared by the observer in the preceding measurement, is. And to get from such a pure state to a mixed (reduced) density matrix one must “trace” – average over e.g., the environment. Born’s rule is involved in the averaging, which courts circularity (Zeh, 1997; Zurek, 2003a,b; 2005).

One could of course try to start with a pure state instead. Deutsch (1999) and his followers (Wallace, 2002; Saunders, 2004) pursue this strategy, couched in terms of decision theory. The key is again invariance under permutations. It is indeed there for certain pure states (e.g., $|0⟩ + |1⟩$) but not when relative phase is involved. That is, $|0⟩ + |1⟩$ equals the post-swap $|1⟩ + |0⟩$, but $|0⟩ + e^{iφ}|1⟩ ≠ |1⟩ + e^{iφ}|0⟩$, and the difference is not the overall phase. Indeed, $|0⟩ + i|1⟩$ is orthogonal to $|0⟩ + |1⟩$, so there is no invariance under swaps. In an isolated system this problem cannot be avoided. (Envariance of course deals with it very naturally.) The other problem is selection of events one of which will happen upon measurement – the choice of preferred states. These two problems must be settled, either through appeal to decoherence (as in Zurek, 1998b, and in Wallace, 2002; 2003), or by ignoring phases essentially ad hoc (Deutsch, 1999), which then makes readers suspect that some “Copenhagen” assumptions are involved. Indeed, Barnum et al. (2000) criticized Deutsch (1999) paper interpreting his approach in the “Copenhagen spirit”. And decoherence – invoked by Wallace (2002) – employs reduced density matrices, and, hence, Born’s rule (Zurek, 2003b, 2005; Baker, 2007; Forrester, 2007; Schlosshauer, 2007).

Envarient derivation of Born’s rule we have presented is an extension of the swap strategy in (Zurek, 1998b): However, instead of tracing the environment, we incorporated it in the discussion. This leads to Born’s rule, but also to new appreciation of decoherence. Pointer states can be inferred directly from dynamics of information transfers as was shown in Section II and, indeed, in the original definition of pointer states (Zurek, 1981). Not everyone is comfortable with envariance (see e.g. Herbut, 2007, for a selection of views). But this is understandable – interpretation of quantum theory is a field rife with controversies.

Envariance is firmly rooted in physics. It is based on symmetries of entanglement. One may be nevertheless concerned about the scope of envariant approach: $p_k = |⟨ψ_k|ψ⟩|^2$ for Schmidt states, but how about measurements with other outcomes? The obvious starting point for derivation of probabilities is not an entangled state of $S$ and $E$, but a pure state of $S$. And such a state can be expressed in any basis that spans $H_S$. So why entanglement? And why Schmidt states?

Envariance of phases of Schmidt coefficients is closely tied to einselection of pointer states: After decoherence has set in, pointer states nearly coincide with Schmidt states. Residual misalignment is not going to be a major
problem. At most, it might cause minor violations of laws obeyed by the classical probability for events defined by pointer states. Such violations are intriguing, and perhaps even detectable, but unlikely to matter in the macroscopic setting we usually deal with. To see why, we revisit pointer states – Schmidt states (or einselection - envariance) link in the setting of measurements.

Observer $\mathcal{O}$ uses an (ultimately quantum) apparatus $\mathcal{A}$, initially in a known state $|A_0\rangle$, to entangle with $\mathcal{S}$, which then decoheres as $\mathcal{A}$ is immersed in $\mathcal{E}$ (Zurek, 1991, 2003a; Joos et al., 2003; Schlosshauer, 2004; 2007). This sequence of interactions leads to: $|\psi_S\rangle|A_0\rangle|\varepsilon_0\rangle \Rightarrow (\sum_k a_k|s_k\rangle|A_k\rangle)|\varepsilon_0\rangle \Rightarrow \sum_k a_k|s_k\rangle|A_k\rangle|\varepsilon_k\rangle$. In a properly constructed apparatus pointer states $|A_k\rangle$ are unperturbed by $\mathcal{E}$ while $|\varepsilon_k\rangle$ become orthonormal on a decoherence timescale. So in the end we have Schmidt decomposition of $\mathcal{SA}$ (treated as a single entity) and $\mathcal{E}$.

Apparatus is built to measure a specific observable $\sigma_{\mathcal{S}} = \sum_k \sigma_k|s_k\rangle\langle s_k|$, and $\mathcal{O}$ knows that $\mathcal{S}$ starts in $|\psi_S\rangle = \sum_k a_k|s_k\rangle$. The choice of $\mathcal{A}$ (of Hamiltonians, etc.) commits observer to a definite set of potential outcomes: Probabilities will refer to $\{\{A_k\}\}$, or, equivalently, to $\{\{A_{k,s_k}\}\}$ in the Schmidt decomposition. So, to answer questions we started with, entanglement is inevitable, and only pointer states (e.g., nearly Schmidt states after decoherence) of the apparatus can be outcomes. This emphasis on the role of apparatus in deciding what happens parallels Bohr’s view captured by “No phenomenon is a phenomenon until it is a recorded phenomenon” (Wheeler, 1983). However, in our case $\mathcal{A}$ is quantum and symptoms of classicality – e.g., einselection as well as loss of phase coherence between pointer states – arise as a result of entanglement with $\mathcal{E}$.

Envariant approach applies even when $|s_k\rangle$ aren’t orthogonal: Orthogonality of $|A_k,s_k\rangle$ is assured by $\langle A_k|A_l\rangle = \delta_{kl}$ – by distinguishability of records in a good apparatus. This is because events that we have direct access to are records in $\mathcal{A}$ (rather than states of $\mathcal{S}$).

Other simplifying assumptions we invoked can be also relaxed (Zurek, 2005). For example, when $\mathcal{E}$ is initially mixed (as will be generally the case), one can ‘purify’ it by adding extra $\mathcal{E}$ in the usual manner (see Section II). Given that we already have a derivation of Born’s rule, its use (when justified by the physical context) does not require apologies, and does not introduce circularity. Indeed, it is interesting to enquire what instances of probabilities in physics cannot be interpreted envariantly.

Purifications, use of ancillae, fine - graining, and other steps in the derivation need not be carried out in the laboratory each time probabilities are extracted from a state vector: Once established, Born’s rule is a law. It follows from the geometry of Hilbert spaces for composite quantum systems. We used assumptions about $\mathcal{E}, \mathcal{E}, \mathcal{A}, \mathcal{O}$, etc., to demonstrate $p_k = |\psi_k|^2$, but this rule must be obeyed even when no one is there to immediately verify compliance. So, even when there is no ancilla at hand, or when $\mathcal{E}$ is initially mixed or too small for fine-graining, one could (at some later time, using purification, extra environments and ancillae) verify that bookkeeping implicit in assigning probabilities to $|\psi_S\rangle$ or pre-entangled $|\psi_{SE}\rangle$ abides by the symmetries of entanglement.

The obvious next question is how to verify envariance directly. One way is to carry out experimentally steps we outlined earlier, Eqs. (3.4)-(3.10). To this end, one can e.g. attach ancilla $\mathcal{C}$, carry out swaps, and make intermediate measurements that verify equal probabilities in the fine-grained states of $\mathcal{SC}$ through swaps. This leads to probability of potential outcomes – it can be deduced from sequences of reversible operations that involve just a single copy of $|\psi_S\rangle$ (rather than a whole ensemble) by determining fraction of equiprobable alternatives $|s_k,c_k\rangle$ corresponding to specific $|s_k\rangle$. Such sequences of swaps, confirmatory measurements, and counterswaps can be easily devised on paper, but harder to implement: For instance, it would be best if measurements probed an entangled global state of $\mathcal{SC}$, as global outcomes can be predicted with certainty (so that confirming envariance at the root of Born’s rule does not rely on Born’s rule). However, even measurements that destroy global state and require statistics to verify envariance (e.g., quantum tomography) would be valuable: What is at stake is a basic symmetry of nature that provides a key link between the unitary ‘bare quantum theory’ and experiments.

Probabilities described by Born’s rule quantify ignorance of $\mathcal{O}$ before he measures. So they admit ignorance interpretation – $\mathcal{O}$ is ignorant of the future outcome, (rather than of an unknown pre-existing real state, as was the case classically). Of course, once $\mathcal{O}$’s memory becomes correlated with $\mathcal{A}$, its state registers what $\mathcal{O}$ has perceived (say, $|\rho_T\rangle$ that registers $|A_T\rangle$). Re-checking of the apparatus will confirm it. And, when many systems are prepared in the same initial state, frequencies of outcomes will be in accord with Born’s rule.

Envariant approach uses incompatibility between observables of the whole and its parts. In retrospect it seems surprising that envariance was not noticed and used before to derive probability or to provide insights into decoherence and environment - induced superselection: Entangling interactions are key to measurements and decoherence, so entanglement symmetries would seem relevant. However, entanglement is often viewed as paradox, as something that needs to be explained, and not used in an explanation. This attitude is, fortunately, changing.

IV. QUANTUM DARWINISM

Objective existence in quantum theory is a consequence of a relationship between the system and the observer, and not just (as was the case classically) “sole responsibility” of the system. This relational view of existence is very much in concert with Everett: Relative states can exist objectively, providing that observer will only measure observables that commute with the pre-existing mixed state of the system (e.g., in the wake of decoherence, its pointer observable). But why should the
observers measure only pointer observables?

Quantum Darwinism provides a simple and natural explanation of this restriction, and, hence, of the objective existence – bulwark of classicality – for the einselected states: Information we acquire about the “rest of the Universe” comes to us indirectly, through the evidence systems of interest deposit in their environments. Observers access directly only the record made in the environment, an imprint of the original state of \( S \) on the state of a fragment of \( E \). And there are multiple copies of that original (e.g., of this text) that are disseminated by the photon environment, by the light that is either scattered (or emitted) by the printed page (or by the computer screen). We can find out the state of various systems indirectly, because their correlations with \( E \) (which we shall quantify below using mutual information) allow \( E \) to be a witness to the state of the system.

The plan of this section is to define mutual information, and to use it to quantify information that can be gained about \( S \) from \( E \). Objectivity arises because the same information can be obtained independently by many observers from many fragments of \( E \). So, to quantify objectivity of an observable we compute its redundancy in \( E \) – count the number of copies of its record.

Results of two previous sections will be useful: Derivation of the pointer observable we have reported in Section II allows us to anticipate what is the preferred observable capable of leaving multiple records in \( E \): Only states that can be monitored without getting perturbed can survive long enough to deposit multiple copies of their information - theoretic progeny in the environment. In other words, the no-cloning theorem that is behind the derivation of Section II is not an obstacle when “cloning” involves not an unknown quantum state, but rather an einselected observable that is “fittest” – that has already survived evolutionary pressures of its environment and can produce copious information - theoretic offspring.

In order to make these arguments rigorous we shall compute entropies of \( S \), \( E \), and various fragments \( F \) of \( E \) (see Fig. 2). This means we will need reduced density matrices and probabilities. It is therefore fortunate that, in Section III, we have arrived at a fundamental derivation of Born’s rule from symmetry of entanglement. This gives us a right to use the usual tools of decoherence – reduced density matrix and trace – to compute entropy.

A. Mutual Information, redundancy, and discord

Quantities that play key role in quantum Darwinism are often expressed in terms of von Neumann entropy:
\[
H(\rho) = -\text{Tr}\rho \log \rho ,
\]
(4.1)
The density matrix describes the state of a system, or of a collection of several quantum systems. As is the case classically, von Neumann entropy in the quantum case is a measure of ignorance. But density matrix \( \rho \) provides more that just its eigenvalues that determine \( H(\rho) \) – more than just the set of probabilities. It is an operator – it has eigenstates. So, one is tempted to add that \( \rho \) also determines what one is ignorant of. This is not necessarily the case: As Section II has demonstrated, pointer states do not in general coincide with the states on the diagonal of the reduced density matrix. Therefore, the set of states that one should be curious about (because of their stability) may not coincide with the instantaneous eigenstates of the reduced density matrix (although after decoherence time they should be approximately aligned).
Nevertheless, one might be interested in the information about some other observable that has eigenstates \( \{|\pi_k\rangle\} \) which differ from the eigenstates of \( \rho \). The corresponding entropy is then Shannon entropy given by:

\[
H(p_k) = - \sum_k p_k \log p_k ,
\]

where:

\[
p_k = Tr(\pi_k |\rho|\pi_k)
\]

are the associated probabilities. For example, \( \{|\pi_k\rangle\} \) may be the pointer states. They will coincide with the eigenstates of the reduced density matrix \( \rho_S \) only after “decoherence has done its job”.

In this case, the difference between the two entropies disappears.

Strictly speaking, it is only then that one can associate the usual interpretation of probabilities to the pointer states. The problem one can encounter when this is not so is apparent in composite quantum systems. We shall exhibit it by computing mutual information which characterizes correlations between systems. Mutual information will also be our measure of how much (and what) fragment of the environment knows about the system.

1. Mutual information

Mutual information is the difference between the entropy of two systems treated separately and jointly:

\[
I(S : A) = H(S) + H(A) - H(S,A) .
\]

(4.4)

For classical systems this definition is equivalent to the definition that employs conditional information (e.g., \( H(S|A) \)). It is defined by separating out of the joint entropy \( H(S,A) \) the information about one of the two systems. For example:

\[
H(S,A) = H(A) + H(S|A) = H(S) + H(A|S) .
\]

(4.5)

Conditional entropy quantifies information about \( S \) (or \( A \)) that is still missing even after the state of \( A \) (or \( S \)) is already known.

In quantum physics “knowing” is not as innocent as in the classical setting: It involves performing a measurement, which in turn alters the joint density matrix into the outcome - dependent conditional density matrix that describes state of the system given the measurement outcome – e.g., state \( |A_k\rangle \) of the apparatus \( A \):

\[
\rho_{S|A_k} = |A_k\rangle \rho_{S,A} \langle A_k| / p_k ,
\]

(4.6)

where, in accord with Eq. (4.3), \( p_k = Tr(A_k |\rho_{S,A}| A_k) \).

Conditional entropy given an outcome \( |A_k\rangle \) is then:

\[
H(S|A_k) = -Tr(\rho_{S|A_k}) \log \rho_{S|A_k} ,
\]

(4.7)

which leads to the average:

\[
H(S\{|A_k\rangle\}) = \sum_k p_k H(S|A_k) .
\]

(4.8)

So this is how much information about \( S \) one can expect will be still missing after the measurement of the observable with the eigenstates \( \{|A_k\rangle\} \) on \( A \).

One can pose a more specific question — e.g., how much information about a specific observable of \( S \) (characterized by its eigenstates \( \{|s_j\rangle\} \)) will be still missing after the observable with the eigenstates \( \{|A_k\rangle\} \) on \( A \) is measured. This can be answered by using \( \rho_{S,A} \) to compute the joint probability distribution:

\[
p(s_j, A_k) = \langle s_j, A_k |\rho_{S,A}| s_j, A_k \rangle .
\]

(4.9)

These joint probabilities are in effect classical. They can be used to compute classical joint entropy for any two observables (one in \( S \), the other in \( A \)), as well as entropy of each of these observables separately, and to obtain the corresponding mutual information:

\[
I(\{|s_j\rangle\} : \{|A_k\rangle\}) = H(\{|s_j\rangle\}) + H(\{|A_k\rangle\}) - H(\{|s_j\rangle\}, \{|A_k\rangle\}) .
\]

(4.10)

We shall find uses for both of these definitions of mutual information. In effect, the von Neumann entropy based immediately above quantifies the mutual information between two specific observables. Shannon version is (by definition) basis dependent. It is straightforward to see (extending arguments of Ollivier and Zurek (2002)) that, for the same underlying joint density matrix:

\[
I(S : A) \geq I(\{|s_j\rangle\} : \{|A_k\rangle\}) .
\]

(4.11)

Equality can be achieved only for a special choice of the measured observables, and only when the eigenstates of \( \rho_{S,A} \) are not entangled.

One can also define “half way” (Shannon - von Neumann) mutual informations which presume a specific measurement on one of the two systems (e.g., \( A \)), but make no such commitment for the other one. For instance,

\[
J(S : \{|A_k\rangle\}) = H(S) - H(S\{|A_k\rangle\})
\]

(4.12)

would be one way to express the mutual information defined “asymmetrically” in this manner. There are some subtleties involved in such definition (Zurek, 2003c), and we shall not pursue this asymmetric subject in much greater detail because we can discuss quantum Darwinism without making extensive use of \( J(S : \{|A_k\rangle\}) \) and similar quantities. Nevertheless, \( J(S : \{|A_k\rangle\}) \) can be used to quantify “quantumness” of correlations.

Quantum discord is a difference between mutual entropy defined using the symmetric von Neumann formula, Eq. (4.4), and one of the Shannon versions. For example:

\[
\delta I(S : A) = I(S : A) - J(S : \{|A_k\rangle\}) .
\]

(4.13)

Discord defined in this manner is a measure of how much information about the two systems is accessible through a measurement on \( A \) with outcomes \( \{|A_k\rangle\} \). It clearly basis-dependent, and the minimum discord disappears:

\[
\delta I(S, A) = \min_{\{|A_k\rangle\}} \{\delta I(S : \{|A_k\rangle\})\} = 0
\]

(4.14)
iff $\rho_{S\mathcal{A}}$ commutes with $\mathcal{A} = \sum_k \alpha_k |A_k\rangle\langle A_k|$ (Ollivier and Zurek, 2002). When that happens, quantum correlation is classically accessible from $\mathcal{A}$. It is of course possible to have correlations that are accessible only “from one end” (Zurek, 2003c). For instance:

$$\rho_{S\mathcal{A}} = \frac{1}{2} (|\UP\rangle\langle\UP| |A_1\rangle\langle A_1| + |\DOWN\rangle\langle\DOWN| |A_2\rangle\langle A_2|) \quad (4.15)$$

will be classically accessible through a measurement with orthogonal records $\{|A_1\rangle, |A_2\rangle\}$ on $\mathcal{A}$, but classically inaccessible to any measurement on $S$ when $\langle\UP|\DOWN\rangle \neq 0$.

Questions we shall analyze using mutual information will concern both: (i) redundancy of the information (e.g., how many copies of the record does the environment have about $S$), and; (ii) what is this information about (that is, what observable of the system is recorded in the environment with largest redundancy).

One might be concerned that having different measures – different mutual informations – could be a problem, as this could lead to different answers, but in practice this never becomes a serious issue for two related reasons: There is usually a well-defined pointer observable that obviously minimizes discord, so various possible definitions of mutual information tend to coincide where it matters. Moreover, the effect we are investigating – quantum Darwinism – is not subtle: We shall see there are usually many copies of pointer states of $S$ in $E$, and the discrepancy between redundancies computed using different formulae for mutual information – differences between numbers of copies defined through different measures – is dwarfed by that redundancy.

In other words, questions that are of interest are for example “What observable of the system can be inferred from a fragment of $E$ when redundancy is large?” rather than “What precisely is the redundancy of this observable?”. We are investigating emergence of classical properties – objectivity that appears in the limit of large redundancy. Therefore, the precise value of redundancy has as little physical significance as the precise number of atoms on thermodynamic properties of a large system.

2. Evidence and its Redundancy

We shall study a system $S$ interacting with a composite environment $E = E_1 \otimes E_2 \otimes \cdots \otimes E_N$. The question we shall consider concerns the information one can obtain about $S$ from a fraction $\mathcal{F}$ of the environment $E$ consisting of several of its subsystems (see Fig. 2). To be more specific, we partition $E$ into non-overlapping fragments $\mathcal{F}_k$. Redundancy of the record is then defined as the number of disjoint fragments each of which can supply sufficiently complete (e.g., all but a fraction $\delta$) information about $S$.

The first question we need to address is: “How much information about $S$ can one get from a typical fragment $\mathcal{F}$ of $E$ that contains a fraction

$$f = \frac{\# \text{ of subsystems in } \mathcal{F}}{\# \text{ of subsystems in } E} \quad (4.16)$$

of $E$?”. Or, to put it slightly differently, we ask about the dependence of the mutual information $I(S, \mathcal{F}_f)$ on $f$.

This can be illustrated by the partial information plot, or “PIP” (see Fig. 3) of the von Neumann mutual information. The first observation is that these plots are asymmetric around $f = \frac{1}{2}$. This can be demonstrated assuming (i) $\mathcal{F}$ is “typical”, (ii) the whole of $SE$ pure, and using elementary properties of the von Neumann mutual information (Blume-Kohout and Zurek, 2005).

There is a significant difference between the character of PIPs for random pure states in the whole joint Hilbert space $\mathcal{H}_{SE} = \mathcal{H}_S \otimes \mathcal{H}_E$ and states resulting from decoherence - like evolution: For a random state very little information obtains from fragments with $f < \frac{1}{2}$. By contrast, for PIPs that result from decoherence even a small fragment will typically supply nearly all information that
can be obtained from less than almost all $\mathcal{SE}$.

The character of these decoherence - generated PIPs suggest dividing information into easily accessible classical information $\sim H_S$ that can be inferred from any sufficiently large fragment $\mathcal{F}$ which is still small compared to half of $\mathcal{E}$, and quantum information accessible only through a global measurement on $\mathcal{SE}$.

This shape of PIPs is a result of einselection: When there is a preferred observable in $\mathcal{S}$ that is monitored but not perturbed by the environment, the information about it is recorded over and over again by different subsystems not perturbed by the environment, the information about $\mathcal{S}$ can be obtained from less than almost all of the entropy $H_S$.

Clearly, for any $\mathcal{F}$ that is small enough to let the rest of the environment $\mathcal{E}/\mathcal{F}$ keep $\mathcal{S}$ decohored, joint density matrix:

$$\rho_{\mathcal{S}\mathcal{F}} = \sum_k p_k |\sigma_k\rangle\langle\sigma_k| \mathcal{F}_k = Tr_{\mathcal{E}/\mathcal{F}} \rho_{\mathcal{SE}}$$  \hspace{1cm} (4.17)

commutes with:

$$\rho_{\mathcal{S}} = \sum_k p_k |\sigma_k\rangle\langle\sigma_k|$$  \hspace{1cm} (4.18)

where $|\sigma_k\rangle$ are orthogonal pointer states.

Clearly, $H(\mathcal{S}) = H(\mathcal{S}, \mathcal{F}) = -\sum_k p_k \log p_k$, even when the states of the environment fragments $\{|\mathcal{F}_k\rangle\}$ are not orthogonal. Consequently:

$$I(\mathcal{S} : \mathcal{F}) = H(\mathcal{S}) + H(\mathcal{F}) - H(\mathcal{S}, \mathcal{F}) = H(\mathcal{F})$$ \hspace{1cm} (4.19)

in this case of effective decoherence. Moreover,

$$I(\{|\sigma_k\rangle\} : \mathcal{F}) = I(\mathcal{S} : \mathcal{F}) = H(\mathcal{F})$$ \hspace{1cm} (4.20)

so that all of the entropy $H(\mathcal{F})$ is due to correlations with $\mathcal{S}$ – it is the mutual information $\mathcal{F}$ has about $\mathcal{S}$.

So, in the limit of effective decoherence the density matrix of the fragment $\mathcal{F}$

$$\rho_{\mathcal{F}} = \sum_k p_k |\mathcal{F}_k\rangle\langle\mathcal{F}_k|$$ \hspace{1cm} (4.21)

holds answers to the remaining questions. Of course, $H(\mathcal{F})$ is generally less than $H(\mathcal{S}) = H(\mathcal{S}, \mathcal{F}) = -\sum_k p_k \log p_k$, as states $\{|\mathcal{F}_k\rangle\}$ of the environment fragment correlated with pointer states $\{|\sigma_k\rangle\}$ are in general not orthogonal, so $p_k$ are not the eigenvalues of $\rho_{\mathcal{F}}$.

There are two obvious and physically realistic situations that lead to $\langle\mathcal{F}_k|\mathcal{F}_l\rangle \approx \delta_{kl}$ and, hence, to $H(\mathcal{F})$ approaching $H(\mathcal{S}) = H(\{|\sigma_k\rangle\}) = -\sum_k p_k \log p_k$. The first one is evolution that leads to ever closer correlation of $\mathcal{S}$ and the same fragment $\mathcal{F}$: In principle, any fragment $\mathcal{F}$ large enough $(\dim \mathcal{H}_\mathcal{F} \geq \dim \mathcal{H}_\mathcal{S})$ can hold all of the information about $\mathcal{S}$ and, hence, acquire orthogonal records, $\langle\mathcal{F}_k|\mathcal{F}_l\rangle = \delta_{kl}$. However, even at a fixed time, or even when the evolution has reached a steady state and correlations with $\mathcal{S}$ are no longer increasing, one can gain more information about $\mathcal{S}$ by intercepting a bigger fraction of $\mathcal{E}$: As the size of the fragment $\mathcal{F}$ increases, states $\{|\mathcal{F}_k\rangle\}$ will hold a better record of the pointer observable with which they are correlated: They will be more mutually orthogonal.

There is an interesting and useful corollary to the above discussion: Consider split of the whole composite $\mathcal{SE}$ that separates $\mathcal{F}$ from the rest (that we shall designate by $\mathcal{SE}_i/\mathcal{F}$, or “the system $\mathcal{S}$ and all of the environment $\mathcal{E}$ except for the fragment $\mathcal{F}$”). The state vector of the whole $\mathcal{SE}$ can be written as:

$$|\Psi_{\mathcal{SE}}\rangle = \sum_k e^{i\phi_k} \sqrt{p_k} |\mathcal{F}_k\rangle |\sigma_k\rangle |\mathcal{E}_i/\mathcal{F}|k\rangle$$ \hspace{1cm} (4.22)

When (as we have obviously assumed) the whole $\mathcal{SE}$ is in a pure state, the entropy of $\mathcal{F}$ must be the same as the entropy of $\mathcal{SE}_i/\mathcal{F}$. Moreover, $\{|\sigma_k\rangle|\mathcal{E}_i/\mathcal{F}|k\rangle\}$ are orthogonal, and so are $\{|\sigma_k\rangle\}$. Therefore, the entropy of $\mathcal{F}$ is the same as the entropy of $\mathcal{S}$ decohered only by $\mathcal{F}$:

$$\rho_{\mathcal{S}\mathcal{F}} = \sum_k e^{i(\phi_k - \delta)} \sqrt{p_k p_l} (|\mathcal{F}_k\rangle|\sigma_k\rangle|\mathcal{E}_i/\mathcal{F}|l\rangle)$$ \hspace{1cm} (4.23)

This is a useful observation. Let us restate it for the record: When $\mathcal{SE}$ is in a pure state, entropy of a fragment $\mathcal{F}$ is equal to $H(\mathcal{S} \mathcal{F})$ – entropy the system $\mathcal{S}$ would have if it got decohered by $\mathcal{F}$ alone. Moreover, in the limit of effective decoherence $I(\mathcal{S} : \mathcal{F}) = H(\mathcal{F}) = H(\mathcal{S} \mathcal{F})$. The utility of this result has to do with the fact that now one can use decoherence theory (albeit in the unfamiliar case of relatively small environments) to calculate density matrix of a system as it is decohered by $\mathcal{F}$. The entropy $H(\mathcal{S} \mathcal{F})$ of $\rho_{\mathcal{S}\mathcal{F}}$ is how much $\mathcal{F}$ “knows” about $\mathcal{S}$.

Convergence of $H_{\mathcal{F}}$ (and, hence, of $I(\mathcal{S} : \mathcal{F})$) to $H_{\mathcal{S}}$ with the increase in the fragment size we exhibited above hints at redundancy: When $H_{\mathcal{F}} \approx H_{\mathcal{S}}$ is reached already for a typical fragment that is a small fraction $f$ of all the environment, then there are many $(1/f)$ such fragments that can independently provide the same information about $\mathcal{S}$. Indeed, we have arrived – to within one additional refinement – at the definition of redundancy: We define redundancy as the number of fragments that can independently supply all but $\delta$ of the missing information about the system:

$$R_\delta = \frac{1}{f_\delta}$$ \hspace{1cm} (4.24)

where $1 > \delta \geq 0$ is defined by:

$$I(\mathcal{S} : \mathcal{F}) = (1 - \delta) H(\mathcal{S})$$ \hspace{1cm} (4.25)
This definition of redundancy can be illustrated graphically using PIP’s: In effect, redundancy is the length of the plateau measured in sets by the support of the initial portion of the graph, the part starting at \( I(S : F) = 0 \) and ending when \( I(S : F) = (1 - \delta)H(S) \) (see Fig. 3). The reason we have introduced \( \delta \) is obvious: \( I(S : F) \) can reach \( H(S) \) only when \( f = \frac{1}{2} \). Thus, large redundancy can be attained only when we relax requirements on the completeness of information about \( S \).

**B. Quantum Darwinism in Action**

Dissemination of information through the environment has not been analyzed until recently. Given the complexity of this process, it is no surprise that the number of results to date is still rather small. We start with an overview of general features of quantum Darwinism we shall then illustrate on specific models.

Thus, first and foremost; (i) **dynamics responsible for decoherence is capable of imprinting multiple copies of the information about the system in the environment.** Whether environment can serve as a useful witness depends on the room it has to store this information, and whether it is stored in places accessible to observers. In other words, quantum Darwinism will always lead to decoherence, but the reverse is not true: There are situations where environment cannot store any information about \( S \). So, redundancy is not implied by decoherence. Moreover; (ii) **redundancy can keep on increasing long after decoherence has rendered a perfectly einselected \( E \).** Thus, the number of copies can continue to grow after the system has decohered. Last not least; (iii) **only the einselected pointer observable (selected by its predictability) can be redundantly recorded in \( E \).**

While multiple copies of information about the preferred observable are disseminated throughout \( E \), only one copy of the complementary information is (at best) shared by all the subsystems of the environment, making it in effect inaccessible.

1. **c-nots and qubits**

The simplest model of quantum Darwinism is a rather contrived arrangement of many (\( N \)) target qubits that constitute subsystems of the environment interacting via a **controlled not** ("c-not") with a single control qubit \( S \). As time goes on, consecutive target qubits become imprinted with the state of the control \( S \):

\[
(a|0\rangle + b|1\rangle) \otimes |0_{e_1}\rangle \otimes |0_{e_2}\rangle \cdots \otimes |0_{e_N}\rangle \implies (a|0\rangle \otimes |0_{e_1}\rangle \otimes |0_{e_2}\rangle + b|1\rangle \otimes |1_{e_1}\rangle \otimes |1_{e_2}\rangle) \cdots \otimes |0_{e_N}\rangle \implies a|0\rangle \otimes |0_{e_1}\rangle \cdots \otimes |0_{e_N}\rangle + b|1\rangle \otimes |1_{e_1}\rangle \cdots \otimes |1_{e_N}\rangle . \tag{4.26}
\]

It is evident that this dynamics is creating multiple records of the logical basis states of the system in the environment. Mutual entropy between \( S \) and a subsystem \( E_k \) can be easily computed. As the \( k \)’th c-not is carried out, \( I(S : E_k) \) increases from 0 to:

\[
I(S : E_k) = H(S) + H(E_k) - H(S, E_k) = |a|^2 \log |a|^2 + |b|^2 \log |b|^2 \tag{4.27}
\]

Thus, each \( E_k \) constitutes a sufficiently large fragment of \( E \) to supply complete information about the pointer observable of \( S \). The very first c-not causes complete decoherence of \( S \) in its pointer basis \( \{|0\rangle, |1\rangle \} \). This illustrates points (i) - (iii) above – the relation between decoherence and quantum Darwinism, the continued increase of redundancy well after coherence between pointer states was lost, and the special role of the pointer observable.

As each environment qubit is a perfect copy of \( S \), redundancy in this simple example is eventually given by the number of fragments – that is, in this case by the number of the environment qubits – that have a complete information about \( S \), e.g. \( R = N \). There is no reason to define redundancy in a more sophisticated manner, using \( \delta \): Such need will arise only in the more realistic cases when the analogues of c-not’s are imperfect.

Partial information plots in our example would be trivial: \( I(S : F) \) jumps from 0 to the “classical” value given by \( H(S) = |a|^2 \log |a|^2 + |b|^2 \log |b|^2 \) at \( f = 1/N \), continues along the plateau at that level until \( f = 1 - 1/N \), and eventually jumps up again to twice the classical level as the last qubit is included: The whole \( SE \) is still in a pure state, so when \( F = E \), \( H(S, F) = 0 \). However, this much information is in a global entangled states, and is therefore accessible only through global measurements.

Preferred pointer basis of the control \( S \) is of course its logical basis \( \{|0\rangle, |1\rangle \} \). These pointer states are selected by the “construction” of c-not’s. They remain untouched by copying into consecutive environment subsystems \( E_k \). As we have already anticipated, after the decoherence takes place:

\[
I(S : F) = I(\{|0\rangle, |1\rangle \} : F) . \tag{4.28}
\]

for any fragment of the environment when there is at least one subsystems of \( E \) correlated with \( S \) left outside of \( F \), which suffices to decohere \( S \). When this is the case, minimum quantum discord disappears:

\[
\delta I(S : F) = I(S : F) - I(\{|0\rangle, |1\rangle \} : F) = 0 , \tag{4.29}
\]

and one can safely ascribe probabilities to correlations between \( S \) and \( F \) in the pointer basis of \( S \) singled out by the c-not “dynamics”. Discord would appear only if all of \( E \) got included, as then \( I(S : F) = 2H(S) \), twice the classical information marked by the plateau of the PIP.

By the same token, as soon as decoherence sets in, \( H(S) = H(S, F) \) for any fragment \( F \) that leaves enough of the rest of the environment \( E/F \) to einselect pointer states in \( S \). Consequently:

\[
I(S : F) = I(\{|0\rangle, |1\rangle \} : F) = H(F) , \tag{4.30}
\]

as well as:

\[
H(F) = H(SdF) , \tag{4.31}
\]
providing simple illustration of Eqs. (4.19)-(4.22).

2. A spin system in a spin environment

A straightforward generalization of controlled not gates and qubits is a model with a central spin system interacting with the environment of many other spins. Several different versions of dynamics of models with this general structure were studied as examples of quantum Darwinism (Ollivier, Poulin, and Zurek, 2004, 2005; Blume-Kohout and Zurek, 2005, 2006).

Basic conclusions confirm that decoherence can indeed imprint multiple copies of the preferred observable onto the environment. Given the example of c-not’s and qubits, this is no surprise. Copies of pointer states of \( S \) are, of course, no longer perfect: A single subsystem of the environment is no longer perfectly correlated with (and, hence, does not completely decohere) the system. It is therefore also usually impossible for a single subsystem of \( \mathcal{E} \) to supply all the information about \( S \). Nevertheless, when the environment is sufficiently large, asymptotic form of \( I(S : F) \) has – as a function of the size of the fragment \( F \) – the same character we have already encountered with c-not’s: A steep rise (where in accord with Eq. (4.19), every bit of information stored in \( F \) can be regarded as the mutual information “about \( S \)” followed by a plateau (where the information only confirms what is already known). This is clearly seen in Fig. 4: Only when the environment is too small to convincingly decohere the system, PIP does not have a plateau.

As we have seen with c-not’s and qubits, and as will be often the case with photon environment, the system decoheres as soon as a single copy of its state is imprinted with a reasonable accuracy in \( \mathcal{E} \), and few such imprints will establish the initial rising part of the PIP. However, when new subsystems of \( \mathcal{E} \) become correlated with \( S \), the size of the plateau increases and its elongation occurs without any real change to the early part of the PIP. Thus, the number of copies of the information \( \mathcal{E} \) has about \( S \) can grow long after the system was decohered.

What is this information about? In systems such as spins with discrete observables one can prove rigorously that it is about pointer states. The proof was first given in the idealized case of perfect environmental record, and it was extended to the case of imperfect records a year later (Ollivier, Poulin, and Zurek, 2004; 2005).

The key question is: What are the states \( \{|\sigma_k\} \) of the system (or what is the set of the corresponding observables \( \{O\} \) that is completely \( (I(\{|\sigma_k\} : F) \approx H(S)) \) and redundantly \( (R_\delta(\{|\sigma_k\}) \geq 1 \) imprinted on the environment. Rigorous statement of the relevant theorem confirms Bohr’s suspicion that rigor and clarity are complementary: We quote (Ollivier, Poulin, and Zurek, 2004): “The set \( \{O\} \) is characterized by the unique observable \( \Pi \) called by definition ‘the maximally refined observable’. The information about any other observable \( \sigma \) in \( \{O\} \) is obtainable from a fragment \( F \) of \( \mathcal{E} \) is equiva-

lent to the information that can be obtained through its correlations with the maximally refined \( \Pi \).”

In other words, the most efficient way to predict outcome of measurement of any observable of the system indirectly – from the imprint in a part \( F \) of the environment – is to find out from \( F \) about the pointer observable \( \Pi \) of the system, and then hope that the observable of interest \( \sigma \) is correlated with \( \Pi \). It goes without saying that no information can be obtained in this way about observables complementary to \( \Pi \).

We can illustrate this preeminence of the pointer observable on a simple model: a single spin \( \frac{1}{2} \) interacting with a collection of \( N \) such spins. As seen in Fig. 5a environment as a whole contains information about any observable of \( S \). Preferred role of the pointer observable becomes apparent only when one seeks observables that are recorded redundantly in \( \mathcal{E} \). Figure 5b shows that only the pointer observable \( \Pi = \sigma_z \) (and observables that are nearly parallel to it) are recorded redundantly. The “ridge of redundancy” is strikingly sharp!

Comparison of Figure 5a and 5b also shows that redundancy of \( \sigma_z \) increases long after environment as a whole is strongly entangled with \( S \). This is seen in a steady rise of \( R_\delta \) with the action.
Thus, in a more realistic model that cannot’s and qubits we have seen characteristics (i) - (iii) of quantum Darwinism: (i) decoherence begets redundancy which can (ii) continue to increase after decoherence has already happened. Moreover, (iii) both decoherence and quantum Darwinism single out the same pointer observable.

3. Quantum Darwinism in Quantum Brownian Motion (QBM)

Evolution of a single harmonic oscillator (the system) coupled through its coordinate with a collection of many harmonic oscillators (the environment) is a well known exactly solvable model (Feynmann and Vernon, 1963; Dekker, 1977; Caldeira and Leggett, 1983; Unruh and Zurek, 1989; Hu, Paz, and Zhang, 1992). In contrast to spin models (where exact and orthogonal pointer states can be often identified) preferred states selected by their predictability are Gaussian minimum uncertainty wavepackets (Zurek, Habib, and Paz, 1993; Tegmark and Shapiro, 1994; Gallis, 1996). So, while decoherence in this model is well understood, quantum Darwinism – where the focus is not on $S$, but on its relation to a fragment $F$ of $E$ – presents one with novel challenges.

Here we summarize results obtained recently (Blume-Kohout and Zurek, 2007) under the assumption that fragments of the environment are “typical” subsets of its oscillators – that is, subsets of oscillators with the same spectral density as the whole $E$. The QBM Hamiltonian:

$$H = H_{sys} + \frac{1}{2} \sum_\omega \left( \frac{\Delta^2}{\omega^2} + m_\omega \omega^2 y_\omega^2 \right) + I_{sys} \sum_\omega C_\omega \omega \quad (4.32)$$

describes a collection of the environment oscillators coupled to the harmonic oscillator system with:

$$H_{sys} = \left( \frac{p_S^2}{m_S} + m_S \Omega^2 x_S^2 \right)/2 \quad (4.33)$$

the environmental coordinates $y_\omega$ and $q_\omega$ describe a single band (oscillator) $E_\omega$. As usual, the bath is defined by its spectral density, $I(\omega) = \sum_n \delta(\omega - \omega_n) C^2_{\omega n}/\pi m_\omega \omega_n$, which quantifies the coupling between $S$ and each band of $E$. We consider an ohmic bath with a cutoff $\Lambda$: $I(\omega) = 2m_\omega \omega \omega \Lambda$ for $\omega \in [0\ldots\Lambda]$. We adopt a sharp cutoff (rather than the usual smooth rolloff) to simplify numerics. Each coupling is a differential element, $dC^2_\omega = 2m_\omega \omega \omega^2 d\omega$ for $\omega \in (0\ldots\Lambda]$. For numerics, we divide $[0\ldots\Lambda]$ into discrete bands of width $\Delta \omega$, which approximates the exact model well up to a time $\tau_{rec} \approx 2\pi/\Delta \omega$.

We initialize the system in a squeezed coherent state, and $E$ in its ground state. QBM’s linear dynamics preserve the Gaussian nature of the state, which can be described by its mean and variance:

$$\bar{z}' = \left( \langle x \rangle \langle p \rangle \right) \quad ; \quad \Delta = \left( \begin{array}{c} \Delta x^2 \\ \Delta x p \\ \Delta p^2 \end{array} \right)$$
FIG. 6 Partial information plots for quantum Darwinism in QBM (Blume-Kohout and Zurek, 2007). To obtain graphs above, the system $S$ was initialized in an $x$-squeezed state, which decoheres as it evolves into a superposition of localized states. Plot (a) shows PIPs for three fully-decohered ($t = 4$) states with different squeezing. Small fragments of $E$ provide most of the available information about $S$; squeezing changes the amount of redundant information without changing the PIP’s shape. The numerics agree with our simple theory. Plot (b) tracks one state as decoherence progresses. PIPs’ shape is invariant; time only changes the redundancy of information.

Its entropy is a function of its squared symplectic area,

$$a^2 = \left( \frac{\hbar}{2} \right)^2 \det(\Delta); \quad (4.34)$$

$$H(a) = \frac{1}{2} \left( (a + 1) \ln(a + 1) - (a - 1) \ln(a - 1) \right) - \ln 2 \approx \ln \left( \frac{e}{2a} \right), \quad (4.35)$$

where $e$ is Euler’s constant, and the approximation is excellent for $a > 2$. For multi-mode states, numerics yield $H(\rho)$ exactly as a sum over $\Delta$’s symplectic eigenvalues (Serafini et al., 2004), but our theory approximates a collection of oscillators as a single mode with a single $a^2$.

PIP’s (Fig. 6) show information about $S$ stored in $E$. $I(S : F)$ rises rapidly as the fragment’s size ($f$) increases from zero, then flattens for larger fragments. Most – but all but $\sim 1$ nat – of $H_S$ is recorded redundantly in $E$. When $S$ is macroscopic, this non-redundant information is dwarfed by the total amount of information lost to $E$.

Calculations simplify in the macroscopic limit where the mass of the system is large compared to masses of the environment oscillators. This regime (of obvious interest to the quantum - classical transition) allows for analytic treatment based on the Born-Oppenheimer approximation: Massive system follows its classical trajectory, largely unaffected by $E$. The environment will, however, decohere a system that starts in a superposition of such trajectories. In the process, $E$ that starts in the vacuum will become imprinted with the information about position of $S$. This leads to consequences for partial information plots and for redundancy we shall now discuss.

The basic observation is that the area of the $1 - \sigma$ contours in phase space determines entropy. As a result of decoherence, the area corresponding to the state of the system will increase by $\delta a_S^2$. This is caused by the entanglement with the environment, so the entropies and areas of environment fragments increase as well. When $F$ contains a randomly selected fraction $f$ of $E$, $\rho_F$’s squared area is $a_F^2 = 1 + f \delta a_S^2$, and that of $\rho_S F$ is $a_{SF}^2 = 1 + (1 - f)\delta a_S^2$. Applying Eq. (4.35) (where $\delta a_S^2 \gg 1$) yields:

$$I(S : F) \approx H(S) + \frac{1}{2} \ln \left( \frac{f}{1-f} \right) \quad (4.36)$$

This “universal” $I(S : F)$ is valid for significantly delocalized initial states of $S$. It is a good approximation everywhere except very near $f = 0$ and $f = 1$ (where it would predict singular behavior). It has a classical plateau at $H_S$ which rises as decoherence increases entropy of the system. In contrast to PIP’s we have seen before, adding more oscillators to the environment does not simply extend the plateau: The shape of $I(S : F)$ is only a function of $f$ and so it is invariant under enlargement of $E$. This invariance is caused by the fact that adding more oscillators to the environment increases entropy of the system (while in case of spins $H(S)$ was limited by Shannon entropy of the pointer observable).

When the above equation for $I(S : F)$ is solved for $f_\delta$ one arrives at the estimate:

$$R_\delta \approx \rho^{2\delta H_S} \approx s^{2\delta}. \quad (4.37)$$

The last equality above follows because an $s$-squeezed state decoheres to a mixed state with $H_S \approx \ln s$. This simple last equation for $R_\delta$ holds where it matters – after decoherence but before relaxation begins to force the system to spiral down towards its ground state. As trajectories decay, plateau flattens compared to what Eq. (4.36) would predict. This will initially increase redundancy $R_\delta$ above the values attained after decoherence (see Fig. 7c). Eventually, as the whole $SE$ equilibrates, the system will spiral down to occupy mixture of low-lying number eigenstates, and $R_\delta$ will decrease.

In this perhaps most realistic (but still idealized) QBM model we confirm that decoherence dynamics leads to quantum Darwinism. While buildup of redundancy takes longer than the initial destruction of quantum coherence, various time-dependent processes (such as the increase of redundancy caused by dissipation) are still to be investigated in detail. Moreover, localized states favored by einselection are redundantly recorded by $E$. So, quantum Darwinism in QBM confirms features of decoherence we have anticipated earlier. On the other hand, we have found an interesting tradeoff between redundancy and imprecision $\delta$, Eq. (4.37). Objectivity (as measured by redundancy) comes at the price of accuracy.
We also note that the limit of effective decoherence we have described before holds in case of QBM. This follows, in effect, from the fact that $a_S^2 f = 1 + (1 - f) \delta a_S^2$ approaches $a_S^2 = 1 + \delta a_S^2$ for small $f$. Consequently, it is evident that $H(S) - H(S, \mathcal{E}/\mathcal{F}) \approx 0$, and the mutual information $I(S : \mathcal{F})$ is given by $H(\mathcal{F})$. This is not obvious from the simple scale invariant equation (4.37) above.

C. Summary: Environment as a Witness

States in classical physics were “real”: Their objective existence was established operationally – they could be found out by an initially ignorant observer without getting perturbed in the measurement process. Hence, they existed independently of what was known about them.

Information was, by contrast, “not real”. This was suggested by immunity of classical states to measurements. Information was what observer knew subjectively, a mere shadow of the real state, irrelevant for physics.

This dismissive view of information run into problems when classical Universe of Newton confronted thermodynamics. Clash of these two paradigms led to Maxwell’s demon, and is implicated in the origins of the arrow of time. The specter of information was and still is haunting physics. The seemingly unphysical record state was beginning to play a role reserved for the real state!

We have just seen how, in quantum setting, information and existence become interdependent. The real state is defined and made objective by what is known about it – by the information. “It from bit” comes to mind (Wheeler, 1990). The main new ingredient is the environment. $\mathcal{E}$ acts as a witness of the quantum state of the “object of interest”. It has information – many copies of information – about $S$. So, to quote another famous dictum, “information is physical” (Landauer, 1991). It must reside somewhere (e.g. in the environment). And the existence of evidence has its legal consequences.

The role of $\mathcal{E}$ in quantum Darwinism is not that of an innocent bystander, who simply reports what has happened. Rather, the environment is an accomplice in the “crime”, selecting and transforming some of the fragile “epistemic” quantum states into robust, objectively existing classical states: Environment - induced decoherence invalidates quantum principle of superposition, leading to einselection (which censors Hilbert space). Information transfer associated with it selects preferred pointer states, and banishes their superpositions.

Moreover, testimony $\mathcal{E}$ gives is biased – it can reveal only the very same pointer states $\mathcal{E}$ has helped select. Operational criterion for objectivity is the ability to find out a state without disturbing it. According to this operational definition of objective existence, pointer states exist in more or less the same way their classical counterparts did: They can be found out without getting
perturbed by anyone who examines one of the multiple copies of the record of $S$ “on display” in the environment.

V. DISCUSSION: EXISTENTIAL INTERPRETATION

There are two key ideas in Everett’s writings. The first one is to let quantum theory dictate its own interpretation. We took this “let quantum be quantum” point very seriously. The second message (that often dominates in popular accounts) is the Many Worlds mythology. In contrast “let quantum be quantum” it is less clear what it means, so – in the opinion of this author – there is less reason to take it at face value.

In search for relation between quantum formalism and the real world we have weaved together several ideas that are very quantum to arrive at the existential interpretation. Its essence is the operational definition of objective existence of physical states: To exist, a state must, at the very least, persist or evolve predictably in spite of the immersion of the system in its environment. Predictability is the key to einselection. Objective existence requires more: It should be possible to find out a state without perturbing it – without threatening its existence.

Let us briefly recapitulate how objective existence arises in the quantum setting: We started with axioms (i) and (ii) that sum up mathematics of quantum theory: They impose quantum principle of superposition, and demand unitarity, but make no connection with the “real world”. Addition of predictability postulate (axiom (iii), the only uncontroversial measurement axiom), and recognition that our Universe consists of systems (axiom (o)) immediately leads to preferred sets of pointer states. In the context of Everett’s relative state interpretation (that explains why a quantum observer perceives a definite outcome) this conclusions settles the issue of “collapse”. It justifies Hermitian nature of quantum observables and explains breaking of unitary symmetry, the crux of the collapse axiom (iv).

Our next task was to understand the origin of probabilities and Born’s rule, axiom (v). We have done this without appealing to decoherence (as this would have meant circularity in the derivation). Nevertheless, decoherence – inspired view is reflected in the envarient approach: To attribute probabilities to pointer states we first showed how to “get decoherence without using tools of decoherence” – to demonstrate that relative phases between outcomes do not matter. Envariance provides the answer, but – strictly speaking – only for Schmidt states.

We take this to mean that usual rules of the probability calculus will strictly hold for pointer states only after they have decohered. Pointer states – Schmidt states coincidence is expected to be very good indeed: Probabilities one has in mind ultimately refer to pointer states of measuring or recording devices. These are usually macroscopic, so their interaction with the environment will quickly align Schmidt basis with pointer states. Born’s rule (with all the consequences for the frequencies of events) immediately follows.

Probabilities derived from envariance are objective: They reflect experimentally testable symmetry of the global state (usually involving the measured system $S$, the apparatus $A$, and its environment $E$). Before observer interacts with $A$ he will be ignorant of the outcome, but will know the set of pointer states – the menu of possibilities. This ignorance reflects objective symmetries of the global state of $S,A,E$. These symmetries of the global state lead to Born’s rule.

Last question left to address was the origin of objective existence in the quantum world. We started by noting that in contrast to fragile arbitrary superpositions in the Hilbert space of the system, pointer states are robust. They are associated with operators (e.g., a completely positive map that embodies decoherence process). Therefore, pointer states can be “found out”: In contrast to states (which are fragile), operators in quantum theory are robust, and an unknown quantum operator can be usually determined. In the simplest case pointer states are the eigenstates of the interaction Hamiltonian (Zurek, 1981; 1991). As noted by Aharonov, Anandan, and Vaidman (1993; see also Unruh, 1994), this changes their ontological status. But this account loosely based on “protective measurements” (while not incorrect in principle) does not capture what happens in practice.

In the real world observers find out pointer states of systems not by carefully investigating interaction Hamiltonians through protective measurements (as if they were dealing with fragile endangered species), but by letting natural selection take its course: Pointer states are the “robust species”, adapted to their environments. They survive intact its monitoring. More importantly, multiple records about $S$ are deposited in $E$. They favor pointer states, which are the “fittest” in the Darwinian sense – they can survive and multiply.

There is an extent to which “it had to be so”: In order to make one more copy of the original one needs to preserve the original. But there is a more subtle part of this relation between decoherence, einselection, and quantum Darwinism. Hamiltonians of interaction that allow for copying of certain observables necessarily leave them unperturbed. This conspiracy was noticed early: It is the basis of the commutation criterion for pointer observables (Zurek, 1981). In effect, $H_{SE}$ is a function of some observable $A$ of the system, it will also necessarily commute with it, $[H_{SE}, A] = 0$.

Existential interpretation of quantum theory assigns “relatively objective existence” (Zurek, 1998b) – key to effective classicality – to widely broadcast quantum states. It is obviously consistent with the relative state interpretation: Redundancy of records disseminated throughout the environment supplies a natural definition of branches that are classical in the sense that an observer can find out macroscopic features of his branch and stay on it, rather than “cut off the branch he is sitting on” with his measurement. This is more than einselection, and much more than decoherence, although
the key ingredient – environment – is still the key, and the key criterion is “survival of the fittest” – immunity of pointer states to monitoring by $E$ reflected also in the predictability sieve. The role of $E$ is however upgraded from a passive “quantum information dump” to that of a communication channel. Information deposited in $E$ in the process of decoherence is not lost. Rather, it is stored there, in multiple copies, for all to see. The emphasis on information theoretic significance of quantum states cuts both ways: Environment - as - a - witness paradigm supplies operational definition of objective existence, and shows why and how pointer states can be found out without getting disrupted. However, it also shows that objective existence is not an intrinsic property of a quantum state, but that it arises along with – and as a result of – information transferred from $S$ to $E$.

A. Bohr, Everett, and Wheeler

Careful reader will note that this paper has largely avoided issues of interpretation, focusing instead on consequences of quantum theory that are “interpretation independent”, but may constrain interpretational options. This has certainly been our strategy: We have been led by quantum formalism to our conclusions, but these conclusions are largely beyond dispute. Our “existential interpretation” is in that sense not an interpretation – it simply points out the consequences of quantum formalism and some additional rudimentary assumptions.

It is nevertheless useful to see how the two principal interpretations of quantum theory – Bohr’s “Copenhagen Interpretation” (CI) and Everett’s “Relative State Interpretation” (RSI) fit within the constraints that we have derived above by acknowledging paramount role of the environment. To anticipate the conclusion, we can do no better than to quote John Archibald Wheeler (1957), who, comparing CI with RSI, wrote: “(1) The conceptual scheme of “relative state” quantum mechanics is completely different from the conceptual scheme of the conventional “external observation” form of quantum mechanics and (2) The conclusions from the new treatment correspond completely in familiar cases to the conclusions from the usual analysis.”

Bohr insisted on the classical part of the Universe to render outcomes of quantum measurements firm and objective. We have quantum Darwinism to accomplish that goal. Decoherence takes away quantumness of the system, but a system that is not quantum need not be immediately classical: Objective nature of events arises only as a result of redundancy, and is reached only asymptotically, in the limit of infinite redundancy, but large redundancy yields a very good approximation – sort of like finite systems that have a critical point marking a phase transition which is, strictly speaking, precisely defined only in the infinite size limit. Indeed, Quantum Darwinism might be regarded as a purely quantum implementation of the “irreversible act of amplification” that was such an important element of CI.

Physical significance of a quantum state in CI was purely epistemic (Bohr, 1928; Peres, 1993): States were only carriers of information – they correlated outcomes of measurements. Only the classical part of the Universe existed in the sense we are used to. In the account we have given above there are really several different sorts of states. There are pure states – vectors in the Hilbert space. But there are also objectively unknown states defined by the “Facts”. They describe a subsystem and derive from pure state of the whole – characterized by its symmetries. And there are states defined through the spectral decomposition of a quantum operator. Pointer states can be identified in this manner.

Role of each of these states changes depending on the context – provided by the information about it as it is filtered by its environment. For instance, pure pointer state can be said to exists objectively when it has spawned – through quantum Darwinism – enough environmental progeny to be discovered without getting disturbed. But, in an isolated system, the very same state is clearly not objective for an observer who does not know it (and, hence, cannot measure it without re-preparing the system). On the other hand, when such an observer knows that this state is one of the eigenstates of an operator he can inspect at leisure, that pure state is much like an unknown classical state – with enough care and perseverance it can be “found out”.

Mixed states also have a meaning that depends on the context. Often observer knows enough to devise a measurement that will reveal to him one of the pointer states, but leave the mixed state of the system (although not necessarily the global state of the whole, e.g., of system and the environment that caused it to decohere) intact. Many observers can do this, or they can use environment as a witness. In either case, they will end up agreeing on the results. In this case mixed quantum state is in effect a probability distribution over effectively classical states. This use of correlations as a source of consensus was recognized by Everett (1957a,b) and emphasized by Wheeler (1957). But, in contrast to CI that split Universe into only two domains – quantum and classical – we have seen that classicality is a matter of degree, and a matter of a criterion. For example, objectivity (which is in a sense the strongest criterion) is attained only asymptotically, in the limit of very large redundancy. It is clear why this is a good approximation in the case of macroscopic systems. But it is also clear that there are many intermediate stages on the way from quantum to classical, and that a system can be no longer quantum but be still far away from classical objective existence.

It is especially encouraging for the relative states point of view that the long - standing problem of the origin probabilities has an elegant solution that is very much “relative state” in spirit. We have relied on symmetries of entangled states. This allowed us to derive objective probabilities for individual events. We note that this is the first such objective derivation of probabilities not
just in the quantum setting, but also in the history of the concept of probability.

Envarient derivation of Born’s rule is based on entanglement (which is at the heart of relative states approach). We have not followed either proposals that appeal directly to invariant measures on the Hilbert space (Everett, 1957a, b), or attempts to derive Born’s rule from frequencies by counting many worlds branches (Everett, 1957b; DeWitt, 1970, 1971; Graham 1973, Geroch, 1984): As noted by DeWitt (1971) and Kent (1990), Everett’s appeal to invariance of Hilbert space measures makes no contact with physics, and makes even much less physical sense than the already very unphysical proof of Gleason (1957). And frequentist derivations are circular – in addition to counting branches they implicitly use Born’s rule to dismiss “maverick universes”.

B. Closing remarks

Our strategy was to avoid purely interpretational issues and to focus instead on technical questions. They can be often answered in a definitive manner. In this way we have gained new insights into selection of preferred pointer states that go beyond decoherence, found out how probabilities arise from entanglement, and discovered that objectivity derives from redundancy.

All of that fits well with the relative states point of view. But there are also questions related the above technical developments but are at present less definite – less technical – in nature. We signal some of them here.

The first point concerns nature of quantum states, and its implications for interpretation. One might regard states as purely epistemic (as did Bohr) or attribute to them “existence”. Technical results described above suggest that truth lies somewhere between these two extremes. It is therefore not clear whether one is forced to attribute “reality” to all of the branches of the universal state vector. Indeed, such view combines a very quantum attribute “reality” to all of the branches of the universal state vector. Indeed, such view combines a very quantum state vector. Indeed, such view combines a very quantum

Objective existence can be acquired (via quantum Darwinism) only by a relatively small fraction of all degrees of freedom within the quantum Universe: The rest is needed to “keep records”. Clearly, there is only a limited (if large) memory space available for this at any time. This limitation on the total memory available means that not all quantum states that exist or quantum events that happen now “really happens” – only a small fraction of what occurs will be still in the records in the future. So the finite memory capacity of the Universe implies indefiniteness of the present and impermanence of the past: To sum it up, one can extend John Wheeler’s dictum “the past exists only insofar as it is recorded in the present” and say “whatever exists is there only insofar as it is recorded”.

I would like to thank Robin Blume-Kohout, Fernando Cucchietti, Harold Ollivier, Juan Pablo Paz, and David Poulin for stimulating discussion.
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