Mass measurements of $^{60-63}$Ga reduce x-ray burst model uncertainties and extend the evaluated $T = 1$ isobaric multiplet mass equation
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We report precision mass measurements of neutron-deficient gallium isotopes approaching the proton drip line. The measurements of $^{60-63}$Ga performed with the TITAN multiple-reflection time-of-flight mass spectrometer provide a more than threefold improvement over the current literature mass uncertainty of $^{60}$Ga and mark the first direct mass measurement of $^{60}$Ga. The improved precision of the $^{60}$Ga mass has important implications for the astrophysical rp process, as it constrains essential reaction Q values near the $^{60}$Zn waiting point. Based on calculations with a one-zone model, we demonstrate the impact of the improved mass data on prediction uncertainties of x-ray burst models. The first-time measurement of the $^{60}$Ga ground-state mass establishes the proton-bound nature of this nuclide; thus, constraining the location of the proton drip line along this isotopic chain. Including the measured mass of $^{60}$Ga further enables us to extend the evaluated $T = 1$ isobaric multiplet mass equation up to $A = 60$.

I. INTRODUCTION

Type I x-ray bursts are recurring thermonuclear explosions occurring on the surface of accreting neutron stars [1–4]. Comparisons of the observed light curves with model predictions constrain the properties of neutron stars [2, 5–7] and the extreme states of neutron-rich matter found in the neutron star crust [8, 9]. The composition of burst ashes and the characteristic shape of the burst light curves, with a fast rise followed by a slow decay of the luminosity, are determined by the underlying nuclear reaction sequences [2, 10, 11]. The primary energy source of x-ray bursts is the rapid proton capture process (rp process) [12], a succession of fast proton captures $(p,\gamma)$ and slower $\beta$ decays that can synthesize neutron-deficient elements up to the $A \approx 100$ region [11, 13].

The rp process rapidly drives matter towards heavier nuclides along the $N = Z$ line, until the combination of a small or negative proton capture Q value $Q(p,\gamma)$ and a comparatively long $\beta$-decay half-life causes the mass flow to stall [14] at so-called waiting point nuclei. The reaction flow impedance imposed by the slow $\beta$ decay of a waiting point nucleus $i$ can be bypassed by the sequential two-proton capture $(i(p,\gamma)j(p,\gamma))k$. In this case, a local $(p,\gamma)$-$(\gamma,p)$-equilibrium develops between the waiting point nucleus $i$ and the intermediate nucleus $j$, and the net forward reaction flow is determined by the Saha equation for the two-proton capture reaction rate [14]:

$$\langle 2p, \gamma \rangle_i = \frac{2G_j}{(2J_p + 1)G_i} \left( \frac{2\pi\hbar^2}{\mu_0k_BT} \right)^{\frac{3}{2}} \exp \left( \frac{Q_{i(p,\gamma)}}{k_BT} \right) \langle p, \gamma \rangle_j,$$

where $G_i$ and $G_j$ denote the respective partition func-
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tions, \( J_p \) is the proton spin, \( \mu \) is the reduced mass for a proton and nucleus \( i \), \( T \) is the temperature, \((p, \gamma)_j \) is the proton-capture rate on nucleus \( j \), and \( Q_{(p, \gamma)} \) is the Q value for proton capture on nucleus \( i \), i.e., the mass difference between the initial and final states. Due to the exponential dependence of the two-proton capture rate on the Q value, the \( rp \)-process flow is highly sensitive to nuclear masses, and x-ray burst models rely critically on accurate nuclear mass inputs. In addition, most of the relevant proton capture rates \((p,\gamma)\) have not been measured and must be calculated [15]; these reaction rate calculations require well-known Q-values to pin down the energies of unmeasured reaction resonances [16, 17]. In this way, nuclear masses additionally affect burst model predictions through theoretical proton capture rates. Finally, accurate resonance energies are also critical to guide and enable future direct measurements of reaction rates. Despite extensive efforts at rare isotope beam facilities [18–22] some of the relevant input masses are still not known to the required precision of \( \approx 10 \) keV [5, 17, 23].

Here, we address nuclear uncertainties near the \(^{60}\text{Zn} \) \( rp \)-process waiting point [8] with precision mass measurements of \(^{60}\text{Ga} \) and \(^{61}\text{Ga} \). The \(^{60}\text{Zn} \) waiting point (\( T_{1/2} = 2.38 \) min. [24]) is of particular importance, as it may produce departures from the standard power-law decay of the burst luminosity [25]. Two complementary, large-scale sensitivity studies [15, 17] identified relevant nuclear masses and reaction rates for \( x \)-ray burst models respectively, and both emphasized the urgent need for improved experimental data near \(^{60}\text{Zn} \). Schatz et al. [17] found the 40 keV literature uncertainty [26] of \(^{61}\text{Ga} \) to be one of only a few remaining mass uncertainties that have significant impact on predicted \( x \)-ray burst light curves. Based on this result and possible underestimation of systematic uncertainties in earlier measurements, they recommended a more accurate re-determination of this mass value. The analysis by Cyburt et al. [15] and other reaction rate sensitivity studies [3, 27] have identified the unmeasured \(^{61}\text{Ga}(p,\gamma)^{62}\text{Ge} \) reaction rate as a key ingredient for reliable burst mass models. Accurate mass values for \(^{61}\text{Ga} \) and \(^{62}\text{Ge} \) are also important inputs for reliable calculations of this reaction rate. In principle, it is also possible that the \( rp \) process at least partially bypasses the \(^{60}\text{Zn} \) waiting point via the \(^{59}\text{Zn}(p,\gamma)^{60}\text{Ga}(p,\gamma)^{61}\text{Ge} \) two-proton capture sequence. The strength of this branching depends sensitively on the \(^{59}\text{Zn}(p,\gamma)^{60}\text{Ga} \) Q value (see Eqn. 1) and therefore on the previously unknown \(^{60}\text{Ga} \) mass.

At \( A \approx 60 - 100 \), many of the masses of neutron-deficient nuclei along the \( rp \)-process path have not been measured accurately [17], oftentimes forcing astrophysical models to rely on mass predictions. With typical RMS deviations of several 100 keV [28], global mass models are usually insufficient for astrophysical applications. Better mass predictions can be obtained with local mass extrapolations. With theoretical Coulomb displacement energies, the mass of a proton-rich nucleus can be deduced from the usually well-known mass of its mirror nucleus, yielding typical mass accuracies of \( \approx 100 \) keV [17, 29]. Even smaller prediction accuracies have been demonstrated with mass relations involving more than two nuclei, such as the Garvey-Kelson mass relations [30, 31] or the isobaric multiplet mass equation [32, 33].

According to the isobaric multiplet mass equation (IMME), the mass excesses (ME) of an isobaric multiplet, characterized by the total isospin \( T \) and a given set of other quantum numbers \( \alpha \), follow a quadratic form as function of the isospin projection \( T_z = (N - Z)/2 \):

\[
\text{ME}(\alpha, T, T_z) = a(\alpha, T) + b(\alpha, T) T_z + c(\alpha, T) T_z^2.
\]

The coefficients \( a, b \) and \( c \) are either determined by fitting experimental mass excesses [32, 34] or from theoretical predictions [35]. The IMME can be used to predict masses of proton-rich nuclei with uncertainties as low as a few 10 keV [32]. It further provides a conceptually simple, yet powerful framework to study the charge-dependence of the nuclear interaction [36]. Experimental IMME coefficients are crucial for the construction of isospin non-conserving (INC) shell-model Hamiltonians, since they are used to adjust the charge-dependent terms in the Hamiltonian [37]. The inclusion of phenomenological INC forces has been shown to be important for shell-model calculations in the \( sd \) shell [36] and the lower \( pf \) shell [38]. The situation is more diffuse in the upper \( pf \) shell [39, 40], as published compilations [32, 34] of experimental IMME coefficients for \( T = 1 \) and higher-order multiplets currently only extend up to \( A \approx 60 \). More experimental data on isobaric multiplets at higher masses is needed to assess the importance of INC forces in the upper \( pf \) shell [39, 40] and, if necessary, to tune their associated strength parameters [41]. Since charge-dependent microscopic forces have so far failed to reproduce the experimental data in the \( pf \) shell [42, 43], a well-tuned phenomenological Hamiltonian would offer an attractive alternative for accurate predictions for nuclear structure and astrophysics.

In this work, mass measurements of neutron-deficient gallium isotopes near the proton drip line are reported. We present a significantly more precise mass value for the key \( rp \)-process nucleus \(^{61}\text{Ga} \) and demonstrate its impact on the reliability of x-ray burst models. We further report the first direct mass measurement of \(^{60}\text{Ga} \) and discuss its implications for a \(^{60}\text{Zn} \) \( rp \)-process bypass, the location of the proton drip line, and the \( T = 1 \) IMME. The experiment was performed at TRIUMF’s Ion Trap for Atomic and Nuclear Science (TITAN) [44], a series of charged-particle traps for precision mass measurements and in-trap decay spectroscopy of short-lived isotopes. For the presented measurements, TITAN’s multiple-reflection time-of-flight mass spectrometer [45] was deployed to leverage its combination of high mass accuracy, high sensitivity and drastic suppression of isobaric contamination.
II. EXPERIMENT

The gallium isotopes of interest were produced at the TRIUMF Isotope Separator and Accelerator (ISAC) facility [46] by impinging a 480 MeV, 55 μA proton beam onto a ZrC target. The generated nuclides were element-selectively ionized by TRIUMF’s Resonant Laser Ion Source TRILIS [47]. The resulting singly charged ions were then accelerated to a transport energy of 20 keV and sent through ISAC’s two-stage mass separator [48] for selection of the mass unit of interest.

The continuous rare isotope beam was guided into TITAN’s helium-gas-filled radiofrequency quadrupole (RFQ) cooler & buncher [49], which supplied cold ion bunches at an output rate of 50 Hz. Using a pulsed drift tube, the ejected ion packets were then reduced to a transport energy of 1.3 keV and subsequently guided to TITAN’s multiple-reflection time-of-flight mass spectrometer (MR-TOF-MS).

The MR-TOF-MS [45] is comprised of a helium-gas-filled RFQ transport section ($p \approx 2 \times 10^{-2}$ mbar) and a time-of-flight (TOF) analyzer ($p < 1 \times 10^{-7}$ mbar) with two opposing ion mirrors [50]. The TOF analyzer is framed by a linear Paul trap for preparation of cold ion bunches on the injection end, and a TOF detector (ETP MagneTOF™) on the opposite end. After final cooling and preparation in the injection trap, the ions were injected into the TOF analyzer and underwent gradual mass separation by many reflections between the isochronous ion mirrors. A dynamic time-focus shift [51] was performed by applying a suitable set of mirror voltages during the first reflection. Independent of the number of ion reflections, this procedure guarantees narrow TOF foci, both at the detector and near the injection trap. To perform a mass measurement, after a well-defined number of laps in the TOF analyzer, referred to as isochronous turns (IT), the far-side ion mirror was opened to eject the ions towards the detector. The ion arrival times at the detector were recorded using a time-to-digital converter and the dedicated Mass Acquisition software (MAc) [52, 53]. More details on technical aspects and the performance of TITAN’s MR-TOF-MS can be found in [54].

In this experiment, the ions of interest were kept in the TOF analyzer for 327–400 IT, corresponding to total flight times of 5.1–6.2 ms. At each mass unit, unambiguous identification of the peak of interest was ensured by verifying the more than fivefold reduction in gallium yield when the ionizing TRILIS laser beam was blocked (see Fig. 2).

In the case of overwhelming isobaric contamination, so-called mass-selective retrapping [55] can be used to purify the ion beam within the MR-TOF-MS, thus deploying the mass spectrometer as its own isobar separator. This operation mode is facilitated by splitting each MR-TOF-MS cycle into two subcycles of identical length. The first subcycle is set aside for optional beam purification; the second one is used for the mass measurement. The device is then operated in either of the following modes:

1. Regular mass measurement: Throughout the first subcycle, the ion samples are kept in the injection trap. At the beginning of the second subcycle, they are injected into the TOF analyzer for the mass measurement.

2. Mass measurement with mass-selective retrapping: At the beginning of the first subcycle, the ion samples are injected into the TOF analyzer for mass separation via time of flight. Once the ions of interest have acquired sufficient separation from undesired isobaric contamination, they are selectively retrapped and recooled in the injection trap. Meanwhile, contaminant ions remaining in the TOF analyzer are removed by electrostatic deflection. In the second subcycle, the purified ion samples are re-injected for the mass measurement, analogous to operation mode (1).

Providing mass separation powers of several 100 000 and background suppression factors as high as $10^4$ [54], mass-selective retrapping allows one to leverage the characteristics of the isotope-separation on-line (ISOL) method, namely high rare isotope production yields at the expense of heavy isobaric contamination. After the first utilization in [56], the technique has been successfully used in several other on-line measurements at TITAN [57, 58].

In this experiment, mass-selective retrapping was used in the mass measurements of $^{60}$Ga and $^{61}$Ga. The suppression of isobaric background allowed the incoming rare isotope beam intensity to be raised by factors of 50 and 5 in the cases of $^{60}$Ga and $^{61}$Ga, respectively, while keeping the total event rate on the detector at $\ll 1$ per cycle. This greatly reduced the measurement durations, without adding systematic uncertainties due to ion-ion interactions. The use of mass-selective retrapping proved essential for the first direct mass measurement of $^{60}$Ga. Only the strong suppression of close-lying isobaric contaminants enabled the minute $^{60}$Ga signal (detected rate $\approx 7 \times 10^{-4}$ pps) to be elevated above the extended tails of contaminant peaks with orders of magnitude higher intensity (see Fig. 1). Out of a total rate of $\approx 10\,000$ pps delivered to the TITAN beam line only $\approx 0.025$ pps corresponded to $^{60}$Ga ions. This highlights the remarkable background-handling capability and sensitivity of TITAN’s MR-TOF-MS.

III. DATA ANALYSIS

The data analysis followed the general methodology presented in [60]. In the following, we briefly reiterate the most essential analysis steps and point out noteworthy departures from the procedures described in [60]. Most notably, for the present publication an open-source Python package [61] for fitting low-count mass spectra with hyper-exponentially modified Gaussian (hyper-EMG) [59] line shapes was developed. Details on the
FIG. 1. Mass spectra acquired at \( A = 60 \) with mass-selective retrapping turned off (top) and on (bottom). The intensities of peaks outside the retrapping TOF gate (gray-shaded area) were suppressed by up to two orders of magnitude, enabling a fiftyfold increase of the incoming rare isotope beam intensity and resulting in the observation of the minute \(^{60}\text{Ga}\) signal. The solid red lines mark maximum-likelihood fits obtained using a hyper-EMG model function [59] with two positive and two negative exponential tails. Colored dashed lines indicate the fit components associated with each peak. For clarity, only for every second bin is the Poisson counting uncertainty indicated by an error bar. The total measurement durations are given in the respective mass spectra.

FIG. 2. Mass spectra acquired at \( A = 61 \) with the ionizing laser beam blocked (top) and unblocked (bottom). The laser-induced increase of the relative intensity of the lower-mass peak provided additional verification of the gallium peak assignment. For both spectra mass-selective retrapping was used to suppress contaminant peaks outside the shown mass range. The solid red lines mark maximum-likelihood fits obtained using a hyper-EMG model function [59] with two positive and one negative exponential tails. Colored dashed lines indicate the fit components associated with each peak. For clarity, error bars are only shown for every second bin. The total measurement durations are given in the respective mass spectra.

Statistical and numerical methods implemented in the fitting package as well as results from extensive tests with synthetic spectra will be reported in a forthcoming publication [62].

The measured times of flight \( t \) were converted to mass-to-charge ratios \( \frac{m}{z} \) using the following calibration equation:

\[
\frac{m}{z} = \frac{c (t - t_0)^2}{(1 + N_{TT} b)^2},
\]

where \( c \) and \( t_0 \) are calibration parameters and \( N_{TT} \) is the number of completed isochronous turns. The calibration constants \( c \) and \( t_0 \) were determined before the beam time in an off-line measurement with several stable reference ions of well-known mass. Temperature drifts and fluctuations of the isochronous mirror voltages broaden the TOF peaks and degrade the mass resolving power. These effects were compensated with a time-resolved calibration (TRC) [60], in which the acquired data is split into calibration blocks with lengths on the order of 1–100 s and the calibration parameter \( b \) is determined for each block separately by fitting a Gaussian distribution to a well-known isobaric reference peak. This procedure resulted in high mass resolving powers on the order of \( R(\text{FWHM}) = \frac{m}{\Delta m} = 250,000 \).

For each spectrum, a high-statistics reference peak was selected as the shape calibrant peak and was individually fitted using Pearson’s chi-squared statistic \( \chi^2_P \) [63, 64] as the cost function to be minimized. The optimal model function for the description of the mass peaks was automatically determined by fitting the shape calibration peak with hyper-EMG distributions including successively higher orders of exponential tails on either side of the peak. Models for which the best-fit amplitude parameter of any exponential tail agreed with zero within its 1σ-interval were excluded. Amongst the remaining hyper-EMG models, the one resulting in the lowest chi-squared per degree of freedom was selected. Ideally, the shape cal-
The peak shape was calibrated by simultaneously fitting the 61Ga⁺ and 48Sc¹⁷O⁺ peaks.

All peaks in the mass range of interest were then simultaneously fitted in a binned maximum likelihood estimation (MLE) using the following Poisson likelihood ratio [63, 65] as cost function:

\[
L = 2 \sum_{i=1}^{N} \left[ f(x_i) - y_i + y_i \ln \left( \frac{y_i}{f(x_i)} \right) \right],
\]

where the summation runs over all \( N \) bins, \( y_i \) denotes the measured number of counts in the i-th bin and \( f(x_i) \) is the respective model prediction. In contrast to a regular \( \chi^2 \) fit, this approach properly treats the counting statistics in each bin as a Poisson process and yields unbiased fit results, even in low-count scenarios [65]. Further, \( L \) asymptotically converges to a \( \chi^2 \) distribution and, hence, provides a convenient goodness-of-fit measure, which has been shown to remain valid in low-statistics situations [66]. To account for dark counts and ions reaching the detector after collisions with residual-gas atoms, a uniform background was added to the multi-peak fit model. Since the shape parameters were predetermined in the peak-shape calibration, only the peak amplitudes and positions, and the amplitude of the uniform background were varied in the MLE fits. The fit curves obtained at \( A = 60 \) and \( A = 61 \) are shown in Fig. 1 and Fig. 2, respectively.

The ionic mass values \( m_{\text{ion}} \) and the (atomic) mass excesses ME were calculated as:

\[
m_{\text{ion}} = \frac{(m/z)_{\text{cal,lit}}}{(m/z)_{\text{M},\text{MLE}}} \cdot \frac{(m/z)_{\text{MLE}} \cdot z}{(m/z)_{\text{MLE}} \cdot z},
\]

\[
\text{ME} = m_{\text{ion}} + z \cdot m_e - A \cdot u,
\]

where \( (m/z)_{\text{MLE}} \) and \( (m/z)_{\text{cal,MLE}} \) denote the respective fit centroids of the ion-of-interest and mass-calibrant peak, \( (m/z)_{\text{cal,lit}} \) is the ionic literature mass of the calibrant species, \( m_e \) is the electron mass and \( z \) denotes the ion charge state. Electron binding energies of the singly charged ions were neglected since they are only relevant at mass precisions \( \ll 1 \) keV. The final mass values were verified in an independent analysis with a different code [67] for least-squares fitting with hyper-EMG line shapes.

The uncertainties of the fitted peak positions were evaluated with Monte Carlo methods. The statistical uncertainties of the peak positions and amplitudes were estimated by performing a parametric bootstrap. Specifically, for each MLE fit 1000 synthetic data sets were created by sampling an identical number of events as in the measured spectrum from the best-fit model. The MLE fit was reperformed on all synthetic spectra and the statistical mass uncertainty was estimated as the sample standard deviation of the obtained peak centroids. Uncertainties in the peak-shape parameters were also propagated into the final mass values using a similar Monte Carlo approach. However, since all ion-of-interest and mass-calibrant peaks were sufficiently separated from other mass peaks, this contribution was found to be on a negligible level of \( (\Delta m)/m < 1 \times 10^{-8} \) in all cases.

Particular care was taken to evaluate possible systematic uncertainties arising in the fitting process. The effects of the finite width of the mass bins as well as the impact of the chosen fit ranges in the shape calibration and the final MLE fit were quantified and found to be negligible for all reported cases.

Systematic mass shifts may arise when the voltages of the exit-side ion mirror are switched to release the ions towards the detector. These shifts are caused if ions of interest and calibrant ions probe different time-varying electric fields. The mass uncertainties related to such non-ideal ejection (NIE) were estimated following the procedure described in [60] and resulted in uncertainty contributions of \( (\Delta m)/m_{\text{NIE}} \approx 1.2 - 1.6 \times 10^{-7} \) for the reported cases.

The mass uncertainty due to the time-resolved calibration parameter \( b \) was calculated as \( (\Delta m)/m_{\text{TRC}} = 2 \Delta b \), where \( \Delta b \) denotes the standard error of the mean variation of \( b \) between neighboring calibration blocks. This uncertainty contribution typically amounted to \( (\Delta m)/m_{\text{TRC}} \approx 1 \times 10^{-7} \).

The magnitude of possible mass shifts due to ion-ion interactions in the TOF analyzer depends on the specific ion-optical tune, the count rate, the detection efficiency and the composition of the isobaric ion samples under study. Based on test measurements with stable molecular beams from the off-line ion source terminal [68] for ISAC, the relative mass uncertainty from ion-ion interactions was estimated by scaling a conservative upper limit of \( (\Delta m)/m_{\text{ion-ion}} = 1.7 \times 10^{-7} \) per detected ion to the respective count rate in each spectrum.

IV. RESULTS

The mass values obtained in this work for \( ^{60-63}\text{Ga} \) are compiled in Table I, along with literature values from the 2020 Atomic Mass Evaluation (AME2020) [26] and results from earlier indirect experimental determinations. In the following, we describe our experimental results for
each isotope and compare them to previously available data.

A. \( ^{63}\text{Ga} \)

The literature mass of \( ^{63}\text{Ga} \) is well-established in AME2020 with an uncertainty of 1.3 keV, based on a Penning trap measurement at ISOLTRAP [75]. Despite the high precision of the literature value, we re-determined the mass of \( ^{63}\text{Ga} \) to (1) provide an independent confirmation of the Penning trap measurement, and (2) diagnose the beam composition. Objective (2) is particularly relevant in the presence of isobaric beam contamination, since tracing isotopic chains through multiple mass units provided additional confirmation for peak assignments.

Our final \( ^{63}\text{Ga} \) mass excess value of \(-56563(14) \) keV is the variance-weighted mean of three separate measurements at 327 IT, 337 IT & 347 IT, respectively. The variance weights were derived from the corresponding statistical uncertainties. Since the measurements were performed at total rates of \( \approx 0.9 \) detected particles per cycle, the final mass uncertainty is dominated by the conservative limit placed on mass shifts from ion-ion interactions, \( (\Delta m/m)_{\text{ion-ion}} = 1.7 \times 10^{-7} \). The obtained mass value agrees with the more precise AME2020 value within 1.2\( \sigma \).

B. \( ^{62}\text{Ga} \)

Due to the superallowed nature of its \( \beta \) decay, \( ^{62}\text{Ga} \) has been the subject of extensive experimental efforts [76–79]. The evaluated literature mass in AME2020 is known to sub-keV precision based on a QEC-value measurement by the JYFLTRAP Penning trap [80].

In this work, we obtained a \( ^{62}\text{Ga} \) mass excess of \(-51992(14) \) keV, which agrees with the literature value within the quoted uncertainty. The measurement was performed at a total rate of \( \approx 0.9 \) detected ions per cycle; hence, the mass uncertainty is dominated by the estimated limit on shifts due to ion-ion interactions, \( (\Delta m/m)_{\text{ion-ion}} = 1.7 \times 10^{-7} \).

C. \( ^{61}\text{Ga} \)

AME2020 lists the mass excess of \( ^{61}\text{Ga} \) as \(-47130(40) \) keV based on a \( \beta \)-endpoint measurement [81] and a direct mass measurement at the CSRe storage ring [82]. These inputs contributed almost equally to the evaluated value [74]. A more precise determination of this mass value has been recommended [17] due to its astrophysical importance and concerns about possible underestimation of systematic uncertainties in the previous measurements.

The experimental mass excess of \(-47114(12) \) keV reported here confirms the previous results within the given measurement uncertainties. With a relative mass uncertainty of \( \Delta m/m = 2.1 \times 10^{-7} \), our result is three times more precise than the AME2020 value and four times more precise than the storage ring measurement.

D. \( ^{60}\text{Ga} \)

Previous to our study, the ground-state mass of \( ^{60}\text{Ga} \) had never been measured directly. Due to the lack of experimental data, multiple theoretical estimates [17, 29, 83, 84] of the mass excess or one-proton separation energy of \( ^{60}\text{Ga} \) have been derived from Coulomb displacement energies (CDEs).

Until recently, the only detailed experimental investigation of \( ^{60}\text{Ga} \) was a decay study performed by Mazzocchi et al. [69] in 2001. This study experimentally established the half-life of \( ^{60}\text{Ga} \) and identified the isobaric analog state (IAS) in \( ^{60}\text{Zn} \). Based on the well-known mass of the IAS in \( ^{60}\text{Zn} \) and systematics of experimental CDEs [85], they deduced a semi-empirical estimate for the \( ^{60}\text{Ga} \) mass excess of \(-40010(60) \) keV and a corresponding one-proton separation energy of 40(70) keV.

A recent study of the \( \beta \)-decay of \( ^{60}\text{Ge} \) by Orrigo et al. [70] determined the mass excess of the IAS in \( ^{60}\text{Ga} \) and provided a more precise derivation of the \( ^{60}\text{Ga} \) ground-state mass. In that experiment, the \( ^{60}\text{Ge} \) decays populated excited states in the daughter nuclide \( ^{60}\text{Ga} \), which then either de-excited via gamma emission or decayed to states in \( ^{59}\text{Zn} \) by emission of a proton (\( \beta \)-delayed proton emission). Combining the measured proton energies with the well-known \( ^{59}\text{Zn} \) ground-state mass, Orrigo et al. determined the mass excess of the IAS in \( ^{60}\text{Ga} \) as \(-37045(15) \) keV. Under the hypothesis that the IAS de-excites through the observed 1775 keV and 837 keV gamma transitions, they further deduced a \( ^{60}\text{Ga} \) ground-state mass excess of \(-40016(15) \) keV and a corresponding proton separation energy of 90(15) keV. Their underlying hypothesis about the gamma de-excitation of the IAS is strengthened by mirror symmetry arguments. However, they conceded that the discrepancy between the observed Fermi transition strength \( (B(F) = 3.1(1)) \) and theoretical expectation \( (B(F) = 4) \) could be caused by undetected gamma transitions [70] from the IAS. This raises questions about the reliability of the mass excess deduced in that study.

The present work marks the first direct measurement of the \( ^{60}\text{Ga} \) ground-state mass. The 41(8) measured \( ^{60}\text{Ga} \) events (see Fig. 1) were accumulated over a total measurement duration of \( \approx 16 \) hours and resulted in a statistically-limited mass uncertainty of \( \Delta m/m = 5 \times 10^{-7} \). Since our direct mass measurement is essentially free from additional assumptions, our \( ^{60}\text{Ga} \) mass value can be considered more reliable than previous results. Our mass excess value of \(-40005(30) \) keV lies more than 400 keV below the AME2020 [26] value of \(-39590^{\#}(200^{\#}) \) keV extrapolated from trends in the mass surface (\( \# \)), but is consistent with the
TABLE I. Overview of the mass excess values obtained in this work (labelled TITAN) in comparison to literature values from AME2020 [26], the semiempirical estimate from Mazzocchi et al. [69] and the indirect experimental result from Orrigo et al. [70]. The last column indicates the deviations between our mass excess values and the ones from AME2020. The respective ion species used for the mass calibration and the number of acquired gallium events \( N_{\text{events}} \) are also listed. Half-lives \( T_{1/2} \) are taken from ENSDF [24, 71–73].

| Nuclide | \( T_{1/2} \) (ms) | \( N_{\text{events}} \) | Calibrant species | Mass excess (keV) |
|---------|-------------------|-----------------|-----------------|-----------------|
| \(^{60}\text{Ga} \) | 70 | 41 | \(^{41}\text{Ca}^{19}\text{P}^+\) | \(-40005(30)\) | \(-39590\)\(^*\)\( (200\)\(^*\)\) | \(-40010(60)\) | \(-37045(15)\) | \(-415\)\(^*\)\( (202\)\(^*\)\) |
| \(^{61}\text{Ga} \) | 167 | 1001 | \(^{45}\text{Sc}^{16}\text{O}^+\) | \(-47114(12)\) | \(-47130\)\( (40)\) | - | - | - |
| \(^{62}\text{Ga} \) | 116 | 954 | \(^{46}\text{Ti}^{16}\text{O}^+\) | \(-51992(14)\) | \(-51987.0(0.6)\) | - | - | - |
| \(^{63}\text{Ga} \) | 3240 | 48099 | \(^{47}\text{Ti}^{16}\text{O}^+\) | \(-56563(14)\) | \(-56547.1(1.3)\) | - | - | - |

\(^*\) Extrapolated values based on trends from the mass surface [74].

AME2003 [86] value of \(-40000\)\(^*\)\( (110\)\(^*\)\) keV. In this region of the nuclear chart, multiple other works [70, 87–89] have found similar discrepancies with extrapolated values from atomic mass evaluations after AME2003. Our measured \(^{60}\text{Ga} \) mass adds an important anchor point to mitigate these issues in future mass evaluations. Additional mass measurements in this region are desirable [70]. Our result is in excellent agreement with the mass excess of \(-40005(100)\) keV obtained from theoretical CDE [29] and the measured mass of the \(^{60}\text{Cu} \) mirror nucleus [90]. It also shows 1\( \sigma \) agreement with the respective values deduced by Mazzocchi et al. [69] and Orrigo et al. [70].

V. DISCUSSION

In the following, we discuss the implications of our data in the context of the proton drip line along the gallium chain, give an update on the \( T = 1 \) IMME multiplets in the \( pf \) shell, and use the IMME to predict the unmeasured mass excess of \(^{61}\text{Ge} \). Further, the consequences of the improved mass data for models of type I x-ray bursts are reported.

A. Location of the proton drip line at \( Z = 31 \)

The proton drip line is defined as the point along an isotopic chain where the (one-)proton separation energy,

\[ S_p(Z, A) = \text{ME}(Z-1, A-1) + \text{ME}[^1\text{H}] - \text{ME}(Z, A), \]

becomes negative. As a fundamental boundary of nuclear stability, it provides an ideal testing ground for nuclear mass models and local mass predictions. Theoretical mappings of the drip line can further be used to identify candidates for exotic two-proton radioactivity (see for example [83]).

Since the Coulomb barrier allows for some nuclei to exist beyond the proton drip line, its exact localization is an experimental challenge and requires accurately measured \( S_p \) values, ideally obtained from direct mass measurements [91, 92]. The gallium chain is a particularly challenging case, since \(^{60}\text{Ga} \) and \(^{61}\text{Ga} \) lie very close to the expected proton drip line. Combining our mass results with the well-established literature masses for the neighboring zinc isotopes [26], we obtain purely experimental proton separation energies for \(^{60–63}\text{Ga} \) (see Table II) and can investigate the location of the proton drip line along this isotopic chain.

Fig. 3 shows the experimental proton separation energies obtained in this work in comparison to literature values from AME2020 and mass model predictions. The selected global mass models, namely FRDM2012 [93], HFB30 [94], SkM* [95], and WS4 [96], are a representative set of well-established models, commonly used for astrophysical calculations. None of these global mass models closely reproduce the experimental results. The spread in the model predictions illustrates the typical accuracy of global mass models, which has been shown to be on the order of 500 keV [28]. In terms of drip line predictions, this translates into a scatter by circa one isotope. Except for SkM*, the global models considered here underpredict the proton separation energy of \(^{60}\text{Ga} \).

Recent studies [97–99] have exploited Bayesian inference and machine learning to improve the predictive

TABLE II. Proton separation energies obtained in this work compared to values from AME2020 [26], and indirectly deduced results from measurements by Mazzocchi et al. [69] and Orrigo et al. [70].

| Nuclide | \( S_p \) (keV) |
|---------|----------------|
| \(^{60}\text{Ga} \) | 78\( (30) \) |
| \(^{61}\text{Ga} \) | 229\( (12) \) |
| \(^{62}\text{Ga} \) | 2932\( (21) \) |
| \(^{63}\text{Ga} \) | 2684\( (14) \) |

\(^*\) Extrapolated values based on trends from the mass surface [74].
power of global mass models. The proton-drip line mappings from [100] deployed Bayesian model averaging of various mass models and predicted $^{60}$Ga as a drip line nucleus with > 80% probability for it to be proton-bound. This is in agreement with experiment and indicates the potential of such refinements to global mass models. More experimental tests are needed to evaluate the reliability of mass predictions from these novel approaches.

Decent agreement with the experimental data at $A \leq 61$ is obtained with proton separation energies from theoretical CDEs. A recent mapping of the proton drip line [35] used CDEs deduced from theoretical IMME $b$ coefficients. In this approach, the $b$ coefficients were calculated with FL-MAC-NP, a modified version of the macroscopic part of the finite-range liquid drop model (FRLDM) [101], and then used to derive the masses of proton-rich nuclei from the literature masses of their neutron-rich mirror isotopes. FL-MAC-NP (black dotted line in Fig. 3) places $^{60}$Ga right on the proton drip line, with $S_p(60) = 0(180)$ keV. An earlier mapping of the proton drip line was presented by Brown et al. [29] based on CDEs from Skyrme Hartree-Fock calculations. Mass tables derived from these CDEs have been used for one-zone x-ray burst calculations in several studies [15, 17, 29, 102], including the present work. The CDEs from Brown et al. (orange dotted line in Fig. 3) show impressive agreement with the experimental trend and suggest $^{60}$Ga to be proton-bound with $S_p(60) = 70(140)$ keV. Both theoretical CDE estimates of $S_p(60)$ are compatible with experimental values, but the prediction uncertainties are too large to pin down the exact location of the proton drip line along the gallium chain.

Based on our direct mass measurement of $^{60}$Ga, we obtain $S_p = 78(30)$ keV, demonstrating $^{60}$Ga to be proton-bound with 2.6σ confidence. This is in strong disagreement with the estimated value from trends of the mass surface (♯) [74] given in AME2020 [26] ($S_p = -336(200)$ keV), which suggests $^{60}$Ga to be proton-unbound. Our result shows 1σ agreement with the semiempirical estimate by Mazzocchi et al. [69] ($S_p = 40(70)$ keV) and confirms the more precise experimental value of 90(15) keV indirectly deduced by Orrigo et al. [70]. We emphasize that the latter, in contrast to our direct mass measurement, relies on assumptions about the gamma de-excitation of the IAS in $^{60}$Ga. The decent agreement with our value supports the assumptions made by Orrigo et al. Combined, these two experimental results yield a variance-weighted mean of $S_p(60) = 88(18)$ keV, establishing the proton-bound nature of $^{60}$Ga, and constraining the location of the proton drip line at $Z = 31$.

To firmly establish the location of the proton drip line, it is also necessary to experimentally confirm the first isotope beyond the proposed drip line, in this case...
59\textsuperscript{Ga}, as proton-unbound. This question was addressed by Stolz et al. \cite{103, 104} in an isotope search with the A1900 fragment separator at the National Superconducting Cyclotron Laboratory. From the non-observation of 59\textsuperscript{Ga} in fragmentation reactions induced by a \textsuperscript{78}Kr\textsuperscript{34+} beam impinged on a beryllium target, they obtained very strong evidence that 59\textsuperscript{Ga} is proton-unbound. The aggregated results from Stolz et al., Orrigo et al. and this work provide very strong evidence that 60\textsuperscript{Ga} is the last proton-bound gallium isotope and marks the location of the proton drip line.

B. Status of the T = 1 isobaric multiplet mass equation in the pf shell

The most recent comprehensive survey of experimental data on isobaric analog states (IAS) and the associated coefficients in the isobaric multiplet mass equation (IMME) was published in 2014 by MacCormick et al. \cite{32}. In that evaluation, for the first time IAS were included in the mass network, correctly accounting for correlations between nuclei involved in the IAS multiplets. In cases where several observations of the same state had been made, sometimes through different reactions, the relative influence of each measurement was evaluated following the well-established procedures from \cite{105}. In their survey, due to missing experimental data, the T = 1 triplets could only be evaluated up to A = 58 with gaps at A = 44, 52 and 56. As demonstrated in \cite{41}, these gaps have all been filled by recent mass measurements of \textsuperscript{44}g,m\textsuperscript{V} \cite{41}, \textsuperscript{52}g,m\textsuperscript{Co} \cite{31} and \textsuperscript{56}Cu \cite{22}, respectively. The addition of our directly measured \textsuperscript{60}Ga mass completes the experimental data on the lowest-lying T = 1 multiplets up to A = 60.

We performed an updated evaluation of the quadratic IMME for the T = 1 multiplets from A = 42 to A = 60. The selection of input data proceeded according to the scheme detailed in \cite{32}. Unless otherwise stated, ground-state masses were taken from AME2020 \cite{26}, and IAS identifications and the corresponding level energies were adapted from ENSDF, after careful evaluation of the input data sources. The associated IMME coefficients were then obtained from least-squares fits to the resulting mass excesses of the multiplet members.

The data selection for the T = 1 multiplet at A = 60 was complicated by the ambiguous identification of the lowest-lying T = 1 IAS in zinc, \textsuperscript{60}Zn\textsuperscript{t}. ENSDF \cite{24} lists two candidate levels for \textsuperscript{60}Zn\textsuperscript{t}, with evaluated excitation energies \(E_x = 4852.2(7)\) keV and \(E_x = 4913.3(9)\) keV, respectively. Detailed review of the available data sources showed that neither of the two reaction studies \cite{106, 107} which observed the higher-lying candidate level could assign it an unambiguous spin-parity or provide conclusive arguments for its identification as the IAS. The lower-lying candidate level was first observed in \textsuperscript{58}Ni\textsuperscript{16}O\textsuperscript{14}C\textsuperscript{60}Zn reactions \cite{108} and suggested as the IAS, based on the agreement of the observed excitation energy with a CDE prediction for \(E_x(\text{\textsuperscript{60}Zn})\). The same level was later observed as a cascade of \(\beta\)-delayed gamma rays in \(\beta\gamma\)-spectroscopy studies by Maz-zocchi et.al \cite{69} and Orrigo et al. \cite{70}, which both identified it as the T = 1 IAS. In \cite{69} this identification was supported by the coincident detection of the observed \(\beta\)-delayed \(\gamma\) emission, and the agreement of the observed \(\beta\)-decay strength with the theoretical expectation for a pure Fermi transition. The latter suggests that potential unobserved \(\gamma\) transitions only contributed marginally, if at all, to the \(\gamma\) de-excitation of \textsuperscript{60}Zn\textsuperscript{t}. In agreement with NUBASE2020 \cite{109}, we hence identified the lower-lying evaluated level at \(E_x = 4852.2(7)\) keV as \textsuperscript{60}Zn\textsuperscript{t} and used its excitation energy in our experimental evaluation.

To compare the experimental results to shell-model predictions, we derived theoretical IMME coefficients from calculations in the full pf shell. The calculations were performed using the NuShellX@MSU shell-model code \cite{110} with the isospin-nonconserving Hamiltonian cdGX1A \cite{111}, an extension of the effective interaction GXPF1A \cite{112} with charge-dependent terms from \cite{37} and \cite{113}. The experimental and theoretical IMME coefficients obtained at A = 60 and the respective excitation energy of \textsuperscript{60}Zn\textsuperscript{t} are shown in Table III.

The resulting trends of the experimental and theoretical IMME coefficients are shown in Fig. 4. The c coefficients for isospin triplets exhibit a staggering behavior, which has been attributed to Coulomb pairing effects \cite{114}, supplemented by smaller contributions from nuclear two-body interactions \cite{34}. Comparison of our experimental b and c coefficients with the results from the 2014 survey \cite{32} clearly illustrates the reduced uncertainties due to the recent precision mass measurements \cite{22, 31, 41}. The coefficients for all lowest-lying triplets up to A = 60 are now well constrained by experimental data, with the exception of A = 58, where the current accuracy of the c coefficient is insufficient to rule out a potential reduction in the staggering amplitude. Such a sudden change in the staggering pattern could indicate isospin impurities \cite{32} or a misidentified IAS. Currently, the experimental precision of this triplet is limited by the 50 keV uncertainty of the \textsuperscript{58}Ni mass deduced from the measured Q value of \textsuperscript{58}Ni\(\pi^+,\pi^\)\textsuperscript{58}Zn \cite{115}. To exclude a possible anomaly, a direct mass measurement of \textsuperscript{58}Zn with < 10 keV accuracy is desirable.

The experimental IAS data for the triplet at A = 62 is

| Source of mass data | \(E_x(T_x = 0)\) (keV) | b (keV) | c (keV) |
|--------------------|---------------------|--------|--------|
| This work + AME2020 | 4852.2(7) | -9170(15) | 147(15) |
| cdGX1A             | 4235               | -9061.9 | 103.5  |
The mass of $^{61}$Ge has not yet been measured. We can combine our improved ground-state mass of $^{61}$Ga with experimental data on the other $T = 3/2$ quadruplet members ($^{61}$Zn and $^{61}$Cu) to give an IMME prediction for the mass of $^{61}$Ge.

With our $^{61}$Ga ground-state mass excess and the literature excitation energy for the IAS [71] ($E_x = 3162(30)$ keV), we deduced a mass excess of $-43723(30)$ keV for the lowest $T = 3/2$ IAS in $^{61}$Ga. Since the excitation energy listed for $^{61}$Zn in ENDSF [71] ($E_x = 3380$ keV) is based on a reaction Q value reported without an uncertainty estimate [116], we deduced $E_x$ from a different set of reaction measurements by Weber et al. [117]. Although the IAS identification is not discussed in [117], the observed $^{61}$Zn excitation energies of $3345(20)$ keV and $3370(60)$ keV respectively, match the value reported in [116] and could correspond to the same level. From these two values we obtained a variance-weighted mean of $E_x(^{61}$Zn) = 3348(19) keV. All experimental excitation energies are in tension with the theoretical prediction of 3097 keV deduced with the cdGX1A Hamiltonian. A confirmation of our IAS assignment by a more precise spectroscopy study would be welcomed.

The input mass excesses and the coefficients obtained from the quadratic IMME fit are listed in Table IV. To correctly account for correlations between the IMME coefficients, the prediction uncertainties were calculated using the full covariance matrix obtained in the fit.

### Table IV

| IMME input data | IMME prediction |
|----------------|-----------------|
| $T_z = +3/2$  | $T_z = +1/2$    | $T_z = -1/2$  | $T_z = -3/2$ |
| $-61984(1)$   | $-53001(25)$   | $-43723(30)$  | $-34150(117)$ |

AME2020: $-33790^\#(300^\#)$
CDE estimate: $-34065(100)$

$^\#$ Extrapolated values based on trends from the mass surface [74].
This resulted in a predicted $^{61}\text{Ge}$ ground-state mass excess of $-34150(117)$ keV. Within the large uncertainties, this value is consistent with the extrapolated value of $-33790^{\#}(300^{\#})$ keV from AME2020. Our mass extrapolation further agrees with a theoretical estimate of $-34065(100)$ keV [17] deduced with a CDE from Brown et al. [29].

D. Implications for the rp process in x-ray bursts

We explored the impact of our improved mass values on model predictions of x-ray burst light curves using a self-consistent one-zone model [11, 17], which emulates computationally costly multi-zone models closely enough to identify relevant nuclear uncertainties [15]. We used model A defined in [17], which reaches a peak temperature of 2 GK and is characterized by a strong rp-process flow beyond the $A = 60$ region. We analyzed the impact of the reduced mass uncertainties of $^{60}\text{Ga}$ and $^{61}\text{Ga}$ by varying mass values by $3\sigma$. Proton-capture rates were recalculated for each Q-value variation using the Hauser-Feshbach model code TALYS [118]. Reverse photodisintegration rates were determined via detailed balance, again using the new Q values.

The new masses are relevant for the $^{60}\text{Zn}$ waiting point in the rp process. First we investigated the possibility of the rp process bypassing the $^{60}\text{Zn}$ waiting point via the two-proton capture sequence $^{59}\text{Zn}(\gamma,Zn(p,\gamma))^{61}\text{Ge}$. A possible branching at $^{59}\text{Zn}$ into this sequence depends critically on the $^{59}\text{Zn}(p,\gamma)$ Q value, or equivalently the $^{60}\text{Ga}$ proton separation energy, $\sigma_p^{(60}\text{Ga})$. As $(p,\gamma)$-($\gamma,p$) equilibrium is established between $^{59}\text{Zn}$ and $^{60}\text{Ga}$, the reaction flow and thus the branching depends exponentially on $\sigma_p^{(60}\text{Ga})$ (see Eqn. 1). With the first direct measurement of the $^{60}\text{Ga}$ mass in this work, resulting in $\sigma_p^{(60}\text{Ga})=78(30)$ keV, the branching can now be determined with certainty. Despite $^{60}\text{Ga}$ being proton-bound, we found a negligible branching of the order of $10^{-4}$, which has no impact on burst observables.

The delay the $^{60}\text{Zn}$ waiting point imposes on the rp process is determined by the two-proton capture sequence $^{60}\text{Zn}(p,\gamma)^{61}\text{Ga}(p,\gamma)^{62}\text{Ge}$. The $^{61}\text{Ga}$ mass determines the efficiency of the first step, which again depends exponentially on $\sigma_p^{(61}\text{Ga})$ due to the $(p,\gamma)$-($\gamma,p$) equilibrium between $^{60}\text{Zn}$ and $^{61}\text{Ga}$. Compared to AME2020, our measurements yield a three times more precise $^{61}\text{Ga}$ proton separation energy, $\sigma_p^{(61}\text{Ga}) = 229(12)$ keV (see Table II). To investigate the impact of the improved precision of $\sigma_p^{(61}\text{Ga})$, we recalculated the $^{60}\text{Zn}(p,\gamma)$ and the $^{61}\text{Ga}(\gamma,p)$ rate using $3\sigma$ mass variations for $^{60}\text{Zn}$ and $^{61}\text{Ga}$ from AME2020 and from this work. The resulting burst light curve variations are shown in Fig. 5 and Fig. 6. They show the characteristic deviations from standard power-law cooling that the $^{60}\text{Zn}$ waiting point can induce. The new $^{61}\text{Ga}$ mass value reduces the $\sigma_p^{(61}\text{Ga})$-induced uncertainties in the burst light curve by more than a factor of two. The remaining 12 keV uncertainty of the $^{61}\text{Ga}$ mass still produces a small effect. This indicates that, for the chosen astrophysical conditions, even higher mass accuracies on the order of 1 keV would be needed to fully eliminate mass-induced model uncertainties in this particular case. Such precision levels have recently been demonstrated with an MR-TOF mass spectrometer [119], encouraging a future re-measurement of
the $^{61}\text{Ga}$ mass. However, other nuclear uncertainties in this region are now of higher astrophysical relevance.

The most critical uncertainty related to the $^{60}\text{Zn}$ waiting point is now the unknown $^{61}\text{Ga}(p,\gamma)^{62}\text{Ge}$ reaction rate. We note that our $^{61}\text{Ga}$ mass value also affects the Q value of this reaction. However, at present, this does not noticeably improve burst model predictions, since the Q-value uncertainty remains dominated by the large error of the unmeasured mass of $^{62}\text{Ge}$. Nevertheless, our measurement marks an important step towards a reliable determination of this key reaction rate and provides additional motivation for an accurate mass measurement of $^{62}\text{Ge}$.

VI. SUMMARY AND OUTLOOK

We have performed precision MR-TOF mass measurements of neutron-deficient gallium isotopes in the direct vicinity of the proton drip line. The obtained mass values confirm the literature mass values for $^{62-63}\text{Ga}$, improve the mass uncertainty for $^{61}\text{Ga}$ by more than a factor of 3 and mark the first direct measurement of the $^{60}\text{Ga}$ ground-state mass.

The new $^{60}\text{Ga}$ mass enabled an accurate determination of the one-proton separation energy of this nuclide, providing very strong evidence that $^{60}\text{Ga}$ is the last proton-bound nuclide in its isotopic chain. Using the new $^{60}\text{Ga}$ mass, we completed the experimentally evaluated IMME triplets up to $A = 60$ and resolved literature ambiguities about the assignment of the lowest-lying $T = 1$ isobaric analog state in $^{60}\text{Zn}$. The obtained IMME coefficients continue the expected trends and were found to be in reasonable agreement with shell-model predictions derived from the isospin-nonconserving cdGX1A Hamiltonian. Earlier studies of nuclides in this region have pointed out issues with masses predicted from trends of $^{60}\text{Zn}$ waiting point via two-proton capture on $^{59}\text{Zn}$. The obtained IMME coefficients continue the expected trends and were found to be in reasonable agreement with shell-model predictions derived from the isospin-nonconserving cdGX1A Hamiltonian. Earlier studies of nuclides in this region have pointed out issues with masses predicted from trends of the mass surface. Our $^{60}\text{Ga}$ measurement provides an additional fixpoint for future atomic mass evaluations and can be expected to mitigate the reported discrepancies.

Our $^{60,61}\text{Ga}$ mass measurements have important implications for the $rp$ process in x-ray bursts. We find that the new $^{60}\text{Ga}$ mass excludes the possibility of a bypass of the $^{60}\text{Zn}$ waiting point via two-proton capture on $^{59}\text{Zn}$. The new, more precise $^{61}\text{Ga}$ mass significantly reduces the uncertainty in x-ray burst light curve predictions due to the uncertainty of $S_p(^{61}\text{Ga})$ [17]. The remaining 12 keV uncertainty still produces a noticeable effect. However, the largest remaining uncertainty related to the $^{60}\text{Zn}$ waiting point is now the $^{61}\text{Ga}(p,\gamma)$ reaction rate. Our improved $^{61}\text{Ga}$ mass value is an important step towards an accurate Q value, and thus reliable calculations of this key reaction rate. Currently, rate calculations remain limited by the large uncertainty of the experimentally unknown mass of $^{62}\text{Ge}$. We therefore recommend that future experimental efforts focus on a precision mass measurement of this nuclide. With tighter constraints on the $^{61}\text{Ga}(p,\gamma)$ rate, the sensitivity of x-ray burst models to nuclear uncertainties near $^{60}\text{Zn}$ could be reassessed.
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