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Abstract

The objective is to investigate a well-known scheduling problem, namely the Permutation Flow-Shop Scheduling with the makespan as the objective function to be minimized. Various techniques, ranging from the simple constructive algorithms to the state-of-the-art techniques, such as Genetic Algorithms (GA), have been cited in the pertinent literature to solve this type of scheduling problem. A new GA-based solution methodology was developed and implemented. In this context, the performance of a stand-alone genetic algorithm (referred to as the non-hybrid genetic algorithm) and a novel hybridized genetic algorithm amalgamated with an iterative greedy algorithm were studied. The parameters of the hybrid and the non-hybrid genetic algorithms were tuned using a Full Factorial Experimental Design and Analysis of Variance. The performance of the properly tuned hybridized GA-based algorithm was examined on the existing standard benchmark problems of Taillard and it was shown that the proposed hybridized genetic algorithm performs very well on the benchmark problems.
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Permutation Flow-Shop Scheduling Problem (PFSP)

In assembly lines of many manufacturing companies, there are a number of operations that have to be performed on every job. Frequently, these jobs can follow the same route in assembly line meaning that the processing order of the jobs on machines should remain the same. The machines are normally set up in series, which constitute a flow-shop [1], and the scheduling of the jobs in this environment is commonly referred to as flow-shop scheduling. An apparent example for such a shop is an assembly line, where the workers (or workstations) represent the machines and a unidirectional conveyor performs the materials handling for machines. In this particular example, operations are performed on materials. A job in the aforementioned environment is accomplished the moment the material of interest leaves the last machine.

The flow-shop scheduling problem can be mathematically described as follows:

- There are \( n \) jobs to be processed on \( m \) machines.
- Each job has to be processed on all machines in the order 1, 2, ..., \( m \).
- The processing time, \( p_{ij} \), of job \( i \) on machine \( j \) is known.
- Every machine can handle at most one job at a time.
- Each job can be processed on one machine at a time.
- The operations, once started, cannot be preempted.
- The set-up times for the operations are sequence-independent and are included in the processing times.
- It is assumed that there is an unlimited storage (buffer) capacity in between the successive machines.
- All jobs are available for processing on the machines at time zero.
- Machines never breakdown and are available throughout the scheduling period. The time required to complete the last job on machine \( m \) is called the total completion time (makespan), and denoted by \( C_{\text{max}} \). The objective is to determine a processing order of the jobs on each machine which minimizes the \( C_{\text{max}} \).

Most of the literature on the flow-shop scheduling is limited to a special case called the permutation flow-shop scheduling (e.g., Reeves [2], Stützle [3], Iyer and Saxena [4], Ruiz et al. [5], Ruiz and Maroto [6], Ruiz and Stützle [7]). In this particular case of the flow-shop, machines must process the jobs in the very same order. In other words, in the permutation flow-shop scheduling, sequence change is not allowed between machines and once the sequence of jobs are scheduled on the first machine, this sequence remains unchanged on the other machines [8].

Adopting the notation of Gen and Cheng, the PFSP can be formulated as follows. Let \( p(i, j) \) be the processing time for job \( i \) on machine \( j \), and let \( \{J_1, J_2, \ldots, J_n\} \) be a job permutation. Also, let \( C(J_k) \) be the completion time of job \( J_k \) on machine \( k \), then completion times for the given permutation are:

\begin{align}
C(J_1) &= p(J_1) \\
C(J_i) &= C(J_{i-1}) + p(J_i), \text{ for } i=2, \ldots, n, \\
C(J_i, k) &= C(J_{i-1}, k-1) + p(J_i, k), \text{ for } k=2, \ldots, m, \\
C(J_i, k) &= \max\{C(J_{i-1}, k), C(J_{i-1}, k-1)\} + p(J_i, k), \text{ for } k=2, \ldots, m
\end{align}

The makespan for the given permutation is obtained through:

\[ C_{\text{max}} = \max_{1 \leq i \leq n} C(J_i) \]
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The permutation flow-shop scheduling problem as presented above is a combinatorial optimization problem and the size of its search space is \( n! \). According to Reeves and Yamada [9] any improvement in the quality of the solution (i.e., makespan) obtained for the general flow-shop scheduling is rather small as compared to that of the permutation flow-shop scheduling. On the other hand, the general flow-shop scheduling causes the size of search space to increase considerably from \( n! \) to \((n!)^{m}\). Therefore, in the general form of the flow-shop scheduling (where the permutation of jobs is allowed to be different on each machine) one might obtain a slightly better makespan at the cost of much higher computation time.

The layout of this paper is as follows: A review of the literature is provided in Section 2. The most celebrated constructive method, namely NEH is explained in Section 3. A review of the Genetic Algorithm, as the base for our proposed solution, is given in Section 4. Chapter 5 and 6 explain about the proposed solution methodology, numerical results, and the statistical analysis of the results. Conclusions and future work are provided in section 7.

**Review of Literature**

The methods cited in the literature for the PFSP can be divided into two main categories; namely, exact methods and heuristic methods. French [10] refers to exact methods as enumerative algorithms. Enumerative algorithms such as integer programming, and branch and bound techniques can be theoretically applied to find the optimal solution for the permutation flow-shop scheduling problem (See, e.g., French [10], Ladhari [11]). However, these methods are not practical for large-sized or even mid-sized problems. Ruiz et al. [5] states that exact methods are only applicable for small instances when the number of jobs is less than 20. Therefore, researchers have focused on applying heuristic methods to the PFSP in order to find near-optimal solutions in much shorter time. The heuristics proposed for the PFSP can fall into either constructive or improvement heuristics.

According to French [10], a constructive heuristic for a scheduling problem can be defined as an algorithm that builds up a schedule from the given data of the problem by following a simple set of rules (e.g., First-In-First-Out) which exactly determines the processing order.

Improvement heuristics, as contrasted to constructive heuristics, start from a previously generated schedule and try to iteratively modify it. Meta-heuristics (modern heuristics) such as Genetic Algorithms, Simulated Annealing, Iterated Local Search, Iterated Greedy Search, etc. fall in the category of improvement heuristics.

An extensive literature review on the proposed heuristics for the PFSP can be found in Gen and Cheng, and Ruiz and Maroto [6]. The heuristics by Johnson [12], Campel et al. [13], Dannenbring [14], Palmer [15], Gupta [16], Nawaz et al. [17], Taillard [18], Hundal and Rajgopal [19], Koulamas [20], and Pour [21] are instances of constructive heuristics in the literature. The most cited existing improvement heuristics in the literature are Simulated Annealing (SA) of Osman and Potts (1989), SA of Ogbu and Smith [22], Genetic Algorithm (GA) of Chen et al. [23], GA of Reeves [2], GA of Murata et al. [24], Iterated Local Search of Stützle [3], GA of Ponnambalam et al. [25], GA of Iyer and Saxena [4], GA of Ruiz et al. [5], Iterated Greedy Search of Ruiz and Stützle [7].

**The Algorithm of Nawaz, Enscore and Ham [17]**

The algorithm of Nawaz et al. [17], commonly referred to as the NEH algorithm in the literature, has been given considerable attention in the literature to the PFSP. It has been unanimously referred to as the best constructive method for the permutation flow-shop scheduling problems among the constructive heuristics in the literature; (See, e.g., Turner and Booth [26], and Widmer and Hertz [27], Taillard [18], Ponnambalam et al. [25], Ruiz and Maroto [6]). To the best of our knowledge, among the aforementioned references, the work of Ruiz and Maroto [6] is the most comprehensive since they have compared 15 constructive heuristics extensively.

In the NEH algorithm, the first the jobs are sorted by decreasing sum of processing times on machines. Then the first two jobs with highest sum of processing times on the machines are considered for partial scheduling. The best partial schedule of those two jobs (i.e., one that produces lower partial makespan) is selected. This partial sequence is fixed in a sense that the relative order of those two jobs will not change until the end of the procedure. In the next step, the job with the third highest sum of processing times is selected and three possible partial schedules are generated through placing the third chosen job at the beginning, in the middle, and at the end of the fixed partial sequence. These three partial schedules are examined and one that produces minimum partial makespan is chosen. This procedure is repeated until all jobs are fixed and the complete schedule is generated.

Taillard [18] investigated some of the above-mentioned constructive algorithms and he showed that the performance of the NEH algorithm is superior in terms of the achieved makespan through some experimental results. He proposed a method to speed up the NEH algorithm, which is known as Taillard’s algorithm [18]. One should note that Taillard’s algorithm [18] achieves the very same results that the NEH algorithm does, in lower CPU time.

**Genetic Algorithms and Their Applications in the PFSP**

Genetic algorithms are stochastic search and optimization techniques developed based on the mechanism of Darwinian ‘natural evolution’ and ‘survival of the fittest’. The probabilistic search method in Genetic Algorithms (GAs), along with natural selection and reproduction methods mimic the process of biological evolution [28].

A GA is a probabilistic algorithm that maintains a population of individuals. Each individual in population is referred to as a chromosome representing a potential solution (i.e., fit) to the problem at hand. A chromosome is encoded into a string of symbols, which might have a simple or complex data structure.

The collection of individuals (chromosomes) forms the population, and the population evolves iteration by iteration. Each iteration of the algorithm is named a generation. In each generation, every chromosome is evaluated and is given some measure of fitness. Then, a new population is generated by selecting the more fit individuals. Some of the individuals of the new population are transformed through genetic operators. There are mainly two types of transformation; namely mutation (unary operator) and crossover (binary operator). In mutation, a single individual is usually slightly changed and added to the population. In crossover, a new individual is generated through exchanging the information between two individuals. These selection, alteration, and evaluation steps are repeated for a pre-set number of generations. At the final generation, the algorithm converges to the best chromosome, which hopefully represents a near-optimum solution to the problem (with the highest fit value) [29].

**Representation and initial population**

As mentioned earlier, in the GAs each individual, as a potential
solution, is encoded into a string of symbols. In the classical GAs proposed by Holland [28], the binary representation of individuals has been applied. This, however, does not suit the representation of schedules in a PFSP. In practice, the binary representation for the PFSP needs special repair algorithms, because the change of a single bit of the binary string from zero to one (or vice versa) may produce an illegal schedule (a schedule which is not a permutation of jobs). Instead, the most frequently applied encoding scheme, and perhaps the most 'natural' representation of a schedule for the PFSP, is a permutation of the jobs. A permutation of jobs determines the relative order that the jobs should be performed on machines.

Initial population of a GA can be a collection of random permutation of jobs, collection of permutations which have already been obtained through heuristic approaches, and/or a combination of these two methods. Obviously, high-quality solutions generated by some heuristic method(s) might help a genetic algorithm find near-optimal solutions more efficiently. However, on the flip side one should note that starting the GA with a homogeneous population might result in a premature convergence [6].

**Evaluation**

As previously stated, the makespan in a PFSP is considered as the objective function to be minimized. Consequently, the fitness value of an individual should be calculated based on its makespan. Previously, the way one can obtain the *makespan* of a given permutation of jobs in a PFSP was formulated and illustrated.

**Selection**

Selection operator provides the driving force in a genetic algorithm. From biological point of view, Darwinian natural selection results in survival of the fittest. Similarly, in the selection phase of the genetic algorithms the fitter is an individual, the higher is the chance of being selected for the next generation.

It should be noted, however, that an appropriate selection method gives at least some chance of competing for survival to the individuals having lower fitness values. Otherwise, a few super individuals (highly fit individuals) will dominate the population after a few generations, and GA will terminate prematurely. Two selection methods; namely, rank-based selection [30] and tournament selection [28] are investigated in this paper.

**Crossover operators in GA-based PFSP**

Crossover operator is devised in GAs to exchange information between randomly selected parents with the aim of producing better offspring and exploring the search space [4]. Crossover operators mimic the reproduction mechanism in nature.

One should note that where a permutation of jobs in a PFSP represents a chromosome in the population, classical crossover operators, which are suitable for binary representation, cannot be applied. The reason is that the classical crossover operators will often produce an offspring, which is not a permissible permutation of jobs. One should also note that in an offspring each job must be represented only one time. Otherwise, the produced offspring is named illegal (inadmissible). Therefore, a customized crossover operator is needed for the problem at hand.

The most popular crossover operators applied for the PFSP are Order Crossover [31], Cycle Crossover [32], Partially-Mapped Crossover [33], Position-Based Crossover [34], Order-Based Crossover [34], Precedence Preservation Crossover [35], Two-Point Crossover I [24], Two-Point Crossover II [24], One-Point Crossover [24], Longest Common Subsequence Crossover [4], Similar Job Order Crossover [5], Similar Block Order Crossover [6], Similar Job 2-Point Order Crossover [7], and Similar Block 2-Point Order Crossover [7].

Ruiz et al. [5] have investigated the performance of the above-mentioned crossover operators except for the Longest Common Subsequence Crossover (LCSX). In their survey, it is shown that the Similar Block Order Crossover (SBOX) outperforms other crossover operators (excluding the LCSX, which was not considered in their survey).

Iyer and Saxena [4] proposed the LCSX and showed that LCSX outperform One-Point Crossover (OPX) through experimental results. However, in their experiments the standard benchmarks of Taillard were not used. In fact, the performance of their algorithm was only tested on some randomly generated problem instances of the PFPS. Consequently, the comparison of LCSX and SBOX on standard benchmarks of Taillard [18] seems necessary. In the following sections, the LCSX and SBOX are described. In Section 4, the performance of LCSX and SBOX utilized in the proposed hybrid GA is extensively studied and compared.

**Longest common subsequence crossover (LCSX):** The LCSX preserves the longest relative orders of the jobs which are common in both parents [4]. This concept is illustrated via an example. In the following example, two parents (schedules), $P1$ and $P2$, mate to produce two offspring, $O1$ and $O2$, via the LCSX:

\[
\begin{align*}
P1 &= (1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9) \\
P2 &= (4 \ 7 \ 6 \ 2 \ 8 \ 9 \ 1 \ 5 \ 3)
\end{align*}
\]

Step 1: First, the *longest common subsequence* of the jobs is found in the parents. In this particular example, one can find several *common subsequences*. For instance, (4,7) is a common subsequence between $P1$ and $P2$, since the relative order of these two jobs in both parents remains the same. Another common subsequence between $P1$ and $P2$ is (4,7,8). After a simple investigation one can readily realize that the longest common subsequence between $P1$ and $P2$ is (4,7,8,9).

The jobs belonging to the longest common subsequence are underlined in parents.

\[
\begin{align*}
P1 &= (1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9) \\
P2 &= (4 \ 7 \ 6 \ 2 \ 8 \ 9 \ 1 \ 5 \ 3)
\end{align*}
\]

Step 2: The underlined jobs are directly copied from $P1$ into the $O1$ by preserving their positions in $P1$. Likewise, the underlined jobs in $P2$ are directly copied into the $O2$ (‘x’s in the offspring $O1$ and $O2$ represent unknown jobs (open positions) at the current step):

\[
\begin{align*}
O1 &= (x \ x \ x \ 4 \ x \ 7 \ x \ x \ x) \\
O2 &= (4 \ 7 \ 6 \ x \ 8 \ x \ x \ x)
\end{align*}
\]

Step 3: The jobs in $P2$ which are not underlined (i.e., the jobs in $P2$ which are not in *longest common subsequence*) will fill the open positions of $O1$ from left to right. One should note that the relative order of jobs which are not in longest common in $P2$ is preserved as the open positions of $O1$ are being filled. Likewise, the open positions of $O2$ will be filled.

\[
\begin{align*}
O1 &= (6 \ 2 \ 1 \ 4 \ 5 \ 3 \ 8 \ x \ x) \\
O2 &= (4 \ 7 \ 2 \ 1 \ 8 \ x \ 3 \ 5 \ 6)
\end{align*}
\]
Iyer and Saxena [4] proposed LCSX since they assume that the relative positions of the jobs constitute the building block of the parent chromosomes. Consequently, they proposed the crossover operator that maintains the locations of those jobs whose relative positions in both parents are identical. More specifically, LCSX preserves only the longest common subsequence in the parents, which is ‘expected’ to give good results [4]. Since the performance of LCSX has not been examined on Taillard’s benchmark problem instances [18], it is of interest to verify the conjecture of Iyer and Saxena [4] in this paper.

Similar block order crossover (SBOX): In the SBOX [5], similar block of the jobs occupying the same positions play the main role in the crossover process. Considering P1 and P2 as the parents, the SBOX is exemplified as follows:

\[ P_1 = (1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9 \ 10 \ 11) \]
\[ P_2 = (2 \ 5 \ 3 \ 4 \ 9 \ 6 \ 7 \ 8 \ 1 \ 11 \ 10) \]

Step 1: similar block of jobs are to be found in the parents. Similar blocks are (at least) two consecutive identical jobs which occupy the very same positions in both parents. (Similar blocks are underlined in this example):

\[ P_1 = (1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9 \ 10 \ 11) \]
\[ P_2 = (2 \ 5 \ 3 \ 4 \ 9 \ 6 \ 7 \ 8 \ 1 \ 11 \ 10) \]

Step 2: Similar block of the jobs are copied over to both offspring.

\[ P_1 = (x \ x \ 3 \ 4 \ x \ 6 \ 7 \ 8 \ x \ x \ x) \]
\[ P_2 = (x \ x \ 3 \ 4 \ x \ 6 \ 7 \ 8 \ x \ x \ x) \]

Step 3: All jobs of each parent up to a randomly chosen cut point (marked by ‘|’) are copied to its corresponding offspring.

\[ O_1 = (2 \ 3 \ 4 \ | \ x \ 6 \ 7 \ 8 \ x \ x \ x) \]
\[ O_2 = (2 \ 3 \ 4 \ | \ x \ 6 \ 7 \ 8 \ x \ x \ x) \]

Step 4: Finally, the missing jobs of each offspring are copied in the relative order of the other parent.

\[ O_1 = (1 \ 2 \ 3 \ 4 \ | \ 5 \ 6 \ 7 \ 8 \ 9 \ 11 \ 10) \]
\[ O_2 = (2 \ 3 \ 4 \ | \ 1 \ 6 \ 7 \ 8 \ 9 \ 10 \ 11) \]

Ruiz et al. [5] proposed SBOX because they conjectured that preserving similar blocks of the jobs (defined earlier) plays the role of the building block in the chromosomes of the parents and consequently these blocks must be passed over from parents to offspring unaltered. The SBOX conceptually complies with the Johnson’s [12] rule for scheduling jobs, namely, job 1 proceeds job j if \( \min \{ P_{ \text{ej}}, P_{ \text{ij}} \} < \min \{ P_{ \text{ei}}, P_{ \text{ij}} \} \) whereas, \( P_{ \text{ej}} \) is the processing time of job “x” on machine “y”.

Mutations operators

In order to keep a GA form focusing on one region of the search space and from ending up with local optima, mutation operator has been introduced in the GAs. One should note that in the proposed genetic algorithms for the PFSP, mutation probability is normally assigned to each individual whereas in classical binary representation of genetic algorithms, mutation probability is usually applied to each bit (i.e., each position of the string) and not to an individual. In the following section the insertion mutation will be described.

Insertion mutation (shift change mutation): When an individual in the population is selected to undergo an insertion mutation (shift change mutation) operation, a job from that individual is selected at random, and then it is inserted in another random position. This mutation is illustrated as follows:

\[ P = (1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9) \]
\[ M = (1 \ 2 \ 7 \ 3 \ 4 \ 5 \ 6 \ 8 \ 9) \]

As observed in the above example, job 7 has been randomly selected and it has been inserted in another random position (position three). It can be proved that for an n-job individual, \((n-1)^2\) possible insertion mutations can be found.

This concept can be similarly applied to local search methods proposed for the PFSP [3]. Suppose that the neighborhoods of a schedule are defined as all schedules that are obtained through the procedure of insertion mutation. Adopting this definition, \((n-1)^2\) schedules representing the neighbors of the initial schedule can be found. Taillard’s acceleration [18] can be then applied in the procedure of finding the makespan for these schedules.

The other mutation operations cited in the literature are; Reciprocal Exchange Mutation, Transpose Mutation, and Inversion Mutation. It has been experimentally shown by Reeves [2] and Ruiz et al. [5] that the insertion mutation outperforms other aforementioned mutation operators. A new mutation named destruction-construction is proposed.

Solution Methodology and the Structure of the Proposed GA

The organization of this section is as follows: first, the proposed GA-based algorithm to solve the PFSP which builds upon the concept of the Iterated Greedy Algorithm (IGA) by Ruiz and Stützle [7] is discussed. Later on, the hybrid method combining the proposed GA with the IGA yielding favorable results over each individual technique is explained. The novelty is in the population initialization, the cross-over operation, and also the hybridization between the GA and the iterative greedy algorithm.

Representation and initial population

Similar to the existing GAs cited in the literature (e.g., Chen et al. [23], Reeves [2], Murata et al. [24], Ponnambalam et al. [25], Iyer and Saxena [4], Ruiz et al. [7]) a permutation of the jobs is adopted as the initial population. The initial population is recommended to be a collection of permutations that have already been obtained through heuristic approaches such as those addressed in (Chen et al. [23], and Ruiz et al. [7]). In the proposed algorithm, the initial population is generated through a slight modification of the NEH algorithm.

The original NEH algorithm can be observed as a function that initially gets a permutation of the jobs and returns a new permutation based on its input. More specifically, in the first step of the algorithm, the jobs are sorted by decreasing sum of their processing times. Then in the steps that follow, the NEH changes the permutation constructed in step one.

In the proposed modified NEH algorithm, a slight change is made in the first step of the original NEH to produce an initial population for the genetic algorithm (Figure 1). More specifically, the modified NEH is treated as a function that initially takes a random permutation of jobs (instead of getting a vector of sorted jobs by decreasing sum of their processing times). Then the second and the third steps of the original NEH algorithm are simply followed.
individuals as the second pair, and so on). A fraction of these pairs are randomly chosen (with the probability of \(p\)) to undergo crossover operation in the next step. Each pair which undergoes crossover operation produces two offspring that replace the parents in the candidacy list. If a pair is not chosen for crossover, they will remain intact in the candidacy list. Consequently, after applying the crossover, the number of individuals in the candidacy list remains unchanged. LCSX and SBOX, described as the crossover operators.

After applying the crossover operators, a fraction of individuals in the candidacy list is randomly chosen to undergo mutation operation. More specifically, the mutation operator with the probability of \(p_m\) is applied to each individual of the candidacy list. Two mutation operators are examined in the proposed algorithm; namely insertion mutation and destruction-construction mutation. The destruction-construction mutation operation is the same as destruction and construction phases of the Iterated Greedy Algorithm, which will be discussed later on. The preliminary tests show that destruction-construction mutation adopted in this paper is superior to the insertion mutation. Therefore, insertion mutation will not be considered in design of experiments (to be discussed in Section 6). Three levels are considered for mutation rates, namely, 0.10, 0.15, and 0.20.

Termination condition

A time dependent termination condition of \(n \times m \times 90\) milliseconds is adopted, where \(n\) and \(m\) are the number of jobs and machines, respectively. The proposed GA is implemented in Java (Java 2 Platform, Standard Edition) and is run on a personal computer with 1.4 GHz Pentium III processor, and 2 GB of RAM. The aforementioned period (as the termination condition) is twice the duration that Ruiz et al. [5] used in their proposed GA. In fact, Ruiz et al. [5] employed faster computer with Athlon XP 1600+ processor (running at 1400 MHz) and 512 MB of RAM [5]. The hybrid method based on the GA and the IGA is addressed in the next sections. An overview of the IGA is given first, and then the proposed hybrid solution technique is addressed.

Iterated greedy algorithm

Ruiz et al. [6] have proposed an Iterated Greedy Algorithm for the PFSP recently, which is easy to implement. The central idea behind any Iterated Greedy Algorithm (IGA) is to iteratively apply two main stages to the current solution (e.g., permutation, etc.); namely destruction stage and construction stage. These two stages are problem specific and in the case of the PFSP they are tuned by Ruiz et al. [6] as follows: in destruction stage, some jobs are removed at random from the current solution, and in construction stage, those removed jobs are added again to the sequence in a certain pattern which will be described later on.

The Iterated Greedy algorithm (IGA) of Ruiz and Stützle [6], which is similar to the Iterated Local Search (ILS) of Stützle [3] to some extent, has five components, namely, initial solution generation, destruction, construction, local search, and acceptance criterion.

The initial solution is found through the NEH heuristics which is followed by a local search. Local search, which will be described shortly, explores and finds local optimal solution in the neighbourhood of the initial solution. After finding the local optimal solution, four components, namely destruction, construction, local search, and acceptance criterion are iteratively applied to the incumbent solution.

In destruction phase, \(d\) jobs (without repetition) are randomly removed from the current solution \(\pi\). Removing \(d\) jobs from a permutation of \(n\) jobs, yields two partial sequences; namely \(\pi_D\) and \(\pi_C\), which

\[\pi_D = \{1, 2, \ldots, d\} \quad \text{and} \quad \pi_C = \{d+1, d+2, \ldots, n\} \quad \text{or} \quad \{1, 2, \ldots, d\} \quad \text{and} \quad \{d+1, d+2, \ldots, n\} \quad \text{or} \quad \{1, 2, \ldots, d\} \quad \text{and} \quad \{d+1, d+2, \ldots, n\} \]

One should admit that it is not easy to compare the performance of these two different types of computers precisely.
contains \((n-d)\) jobs, and \(\pi_k\) which has \(d\) jobs. Needy to say, the order in which those \(d\) jobs are removed from \(\pi\) is important because this order provides the \(\pi_k\), which is one of the two mentioned partial schedules.

In construction phase the jobs of \(\pi_k\) are re-inserted to \(\pi_0\) one by one according to the 3rd step of the NEH algorithm. Thus, the first job of \(\pi_k\) has \((n-d+1)\) possible positions for insertion to \(\pi_0\). All these positions are examined and the position which yields the best makespan is chosen. After fixing the position of the first job of \(\pi_k\) in \(\pi_0\), the best position for the second job of \(\pi_k\) is investigated. The second job of \(\pi_k\) has \((n-d+2)\) possible positions for insertion to \(\pi_0\). This procedure is repeated until the last job of \(\pi_k\) is inserted to \(\pi_0\). One should note that Taillard's acceleration is applied in construction phase.

After the construction phase, the current solution can undergo local search (this can be optional). In fact, Ruiz et al. [7] realized that this step improves the overall performance of the IGA. The insertion-move, which is similar to insertion mutation operator, is applied as a local search technique. As mentioned earlier, \((n-1)^2\) possible neighbourhoods can be scanned for a given permutation. Ruiz et al. [7] follow the strategy in which the first randomly chosen neighbourhood (among \((n-1)^2\) possible neighbourhoods) that improves the makespan of current solution is applied as the output of the local search procedure. In this paper, however, a different approach is adopted. More specifically, all \((n-1)^2\) possible neighbourhoods of the current solution are scanned and the best one is applied as the output of the local procedure.

The acceptance criterion that is applied in the IGA is a simulated annealing-type acceptance criterion, and is similar to the acceptance criterion in ILS [38]. Suppose that \(\pi\) is the current solution and after \(\pi\) undergoes local search, \(\pi^*\) is yielded. If \(C_{\text{max}}(\pi^*)\) is worse (i.e., greater) than \(C_{\text{max}}(\pi)\), \(\pi^*\) is accepted as a current solution with the probability of:

\[
p = \frac{\exp(-C_{\text{max}}(\pi^*) - C_{\text{max}}(\pi))/T)}{0 \leq p \leq 1} \tag{6}
\]

If \(C_{\text{max}}(\pi^*)\) is better than \(C_{\text{max}}(\pi)\), \(\pi^*\) is then accepted. Two parameters of IGA, namely \(T\) and \(d\) (where \(T\) and \(d\) represent the Temperature and the number of jobs to be removed in the destruction phase, respectively), were tuned by Ruiz et al. [6] through the design of experiments. As a result of experimental analysis, they found that the IGA with \(d=4\) and \(T=0.4\) yields the best results in terms of the relative percentage deviation from best-known solution of Taillard's instances.

Before dealing with the hybridization of the GA, it should be pointed out that the mutation operation considered for the proposed GA consists of two phases, namely destruction and construction phases of the IGA with \(d=4\).

Hybridization with iterated greedy algorithm

The idea of hybridization of the GA with other heuristics has been investigated for solving the PPSP in the literature. Murata et al. [24] examined genetic local search and genetic simulated annealing as two hybridization of genetic algorithm [24]. They showed that genetic local search outperforms the non-hybrid genetic algorithms and genetic simulated annealing. In their genetic local search, the local search is added as an improvement phase. In that improvement phase, all individuals of the current population of the GA iteratively undergo local search before going through the selection phase. The disadvantage of their approach is that the local search becomes very time consuming. Similarly, Ruiz et al. [6] showed that the hybridization of their proposed GA with a local search yields better results.

The approach that is adopted in this paper is as follows: after applying the crossover and mutation operators, Iterated Greedy Algorithm is applied to the best individual of the current population with probability of \(P_{\text{IGA}}\). The best permutation of the GA is then sent to the IGA, and the IGA is run for \(n \times m \times 30\) millisecond. If the permutation, which is achieved through the IGA, has lower makespan than that of the best permutation of GA, it is replaced with the best permutation of GA.

The final pseudo code for the hybrid method is illustrated in Figure 2. The levels that are considered for \(P_{\text{IGA}}\) are 0.00, 0.005, 0.01, and 0.02. One should note that the case of \(P_{\text{IGA}}=0\) corresponds to the non-hybrid genetic algorithm.

Experimental Parameter Tuning of the Proposed Algorithm

In this section, the impact of the factors described in Section 5 on the performance of the proposed GA-based algorithms to solve the PFSP is investigated through full factorial experimental design and ANOVA (Analysis of Variance). The Regression Point Displacement (RPD) is used as the performance measure for this purpose. In the Design of Experiments (DOE), it is of interest to determine which factors affect the proposed algorithms (both hybrid and non-hybrid GA) the most. Moreover, the performances of the hybrid and non-hybrid GA are extensively compared, and it is shown through experimental results that the hybridization of the GA with the IGA (i.e., the hybrid GA) yields better results in terms of the RPD. It is also shown that the proposed hybrid GA is robust15.

Implementation of the full factorial experimental design

In the full factorial experimental design (Montgomery 2000), all possible combinations of the levels (treatments16) of the factors that are anticipated to be influential to the end results are investigated. A combination of the following factors and their associated RPDs is referred to as observations here:

- Population size: 20, 40, and 60;
- Selection type17: tournament and rank-based selections,
- Crossover type18: LCSX and SBOX,
- Crossover probability: 0.4, 0.6, and 0.8,
- Mutation probability: 0.1, 0.15, and 0.20.
- \(P_{\text{IGA}}\) (IGA Probability): 0.005, 0.010, and 0.020.

One should note that the population size, selection type, crossover probability, mutation probability, and IGA probability are controllable factors in the full factorial experimental design. In addition to those controllable factors, there are two uncontrollable factors in the DOE, namely the number of jobs (i.e., \(n\)) and the number of machines (i.e., \(m\)). As a result, eight factors altogether are examined in the full factorial experimental design.

For tuning of the proposed hybrid algorithm, the set of Taillard's benchmarks was used. Taillard's benchmark problems can be found in [39]. The preliminary results show that any treatment combinations of the proposed hybrid algorithm find the optimal solution for almost all small instances (namely, the instances with the sizes of 20 x 5, 20 x 10, 20 x 20 and 50 x 5, which are labeled as ta001 to ta040 in the literature).

15According to Montgomery (2000), the term robust algorithm is applied to an algorithm, which is influenced very slightly by the external source of variability.
*In the design of experiments, every level of a factor is called a treatment.
**Hereinafter, tournament and rank-based selections will be denoted in the DOE by selection type 1 and 2, respectively.
• Hereinafter, LCSX and SBOX will be denoted by crossover type 1 and 2, respectively.
Therefore, in the design of experiments these instances are not used. In addition, instances with the size of 100 × 5 (labeled as ta041 to ta070) are not considered in the design of experiment for the same reason.

The instances used in the design of experiment are as follows: five out of ten instances with the size of 50 × 10 (namely, ta041, ta043, ta045, ta047, and ta049), five out of ten instances with the size of 50 × 20 (namely, ta051, ta053, ta055, ta057, and ta059), five out of ten instances with the size of 100 × 10 (namely, ta071, ta073, ta075, ta077, and ta079), five out of ten instances with the size of 100 × 20 (namely, ta081, ta083, ta085, ta087, and ta089), five out of ten instances with the size of 200 × 10 (namely, ta091, ta093, ta095, ta097, and ta099), and finally five out of ten instances with the size of 200 × 20 (namely, ta101, ta103, ta105, ta107, and ta109).

Noticeably, 324 combinations of the controllable factors should be employed for each of 30 above-mentioned instances. Consequently, 9,720 observations are needed to conduct all possible combinations of the factors for 30 chosen instances. Since four replicates are carried out for the hybrid GA, 38,880 observations are totally needed. In short, for the implementation of full factorial experimental design the effects of these 38,880 observations were investigated on their corresponding RPDs as the response variable.

Analysis of variance for the proposed hybrid algorithm

The full factorial design with aforementioned characteristics was conducted in MINITAB Statistical Software. MINITAB generates an Analysis of Variance (ANOVA) Table as the output of factorial design. The effects of each of the eight above-mentioned factors were individually investigated using hypotheses tests. More specifically, all possible interactions of two factors, and all possible interactions of three factors are examined using hypotheses tests.

Adopting the results of the ANOVA is subjected to satisfaction of certain assumptions, which are called the model adequacy checking [40]. The model adequacy checking can be performed through the examination of residuals, which consists of three tests; namely, test of normality of residuals, test of residuals versus the factors (the residuals should be unrelated to any factor including the predicted response variable), and test of residuals versus observation order (the residuals should be run-independent). Validation of these assumptions is investigated through graphical residual analysis, which is generated by MINITAB software. All these three assumption were satisfied.

In order to recognize whether each factor is influential on the proposed hybrid algorithm, the associated P-value of ANOVA is employed. P-value can be defined as the smallest level of significance that would lead to rejection of null hypothesis (rejection of null hypothesis means that there is a statistically significant difference between the levels of the factor or interaction considered). The predetermined level of significance of 0.05 is normally applied in hypothesis testing, which is adopted in this paper as well [41].

The P-values for factors n, m, SelectionType, and MutationProbability are smaller than 0.05 (the predetermined level of significance). Also, the P-values for some interactions, namely (n × m), (n × CrossoverType × SelectionType) and (n × m × SelectionType) are less than 0.05. Therefore, the null hypotheses are rejected for these terms, indicating that factors n, m, SelectionType, and MutationProbability are influential on RPD. It is noteworthy that n and m are uncontrollable factors and they are directly related to the problem at hand [42]. Furthermore, the three aforementioned terms, namely (n × m), (n × CrossoverType × SelectionType) and (n × m × SelectionType) are uncontrollable since they contain at least one of the two uncontrollable factors. The impact of SelectionType and MutationProbability will be investigated on the response variable later on.

As for the remaining factors and their interactions, the corresponding P-values were greater than 0.05, indicating that the null hypothesis should be accepted for them. The statistical interpretation behind acceptance of null hypothesis is that the obtained observations do not give enough evidence in support of significant difference in the average RPD across the levels of those factors and their interactions [43]. Therefore, it can be concluded that the factors or terms that have P-values of greater than 0.05 are not influential on the overall performance of the proposed hybrid genetic algorithm.

SelectionType and MutationProbability were tuned by making use of the plots of main effects and their interactions. The procedure for tuning these two parameters is as follows: between these two factors, SelectionType (the factor that has lower P-value) is tuned first. In fact,
the lower the $P$-value is, the more impact that factor can have on the response variable.

The plots for main effects of SelectionType and MutationProbability are shown in Figure 3. The difference between the mean of RPD for SelectionType 1 and SelectionType 2 is greater than the difference between the mean of RPD for MutationProbability of 0.10 and MutationProbability of 0.20. In other words, this plot confirms the fact that SelectionType has more influence on the response variable as compared to the factor MutationProbability.

In Figure 4, it can be observed that the SelectionType of tournament selection (denoted by 1) is more effective as compared to the rank-based selection (denoted by 2). Considering the SelectionType of tournament for the algorithm, it is also of interest to determine what mutation probability is more effective for the algorithm. It can be seen form Figure 4 that the mutation probability of 0.1 is more effective on the response variable.

As mentioned in the previous section, the other factors and their interactions were not influential on the RPD. However, through Figure 5 it can be seen that the following remaining parameters give a slightly better results: crossover type 2 (i.e., SBOX), population size of 40, crossover probability of 0.60, and IGA probability of 0.02.

The hybrid GA was tuned with the above-mentioned set of parameters and was run ten times against each of 110 instances of Taillard (labeled ta001 to ta110). Since these 110 instances contain 11 distinct problem sizes (i.e., for each problem size ten instances are available) the results are averaged over problem sizes and are given in Table 1.

### Tuning the proposed non-hybrid GA

In this section, the case of $P_{IGA}=0$ is individually investigated (i.e., the non-hybrid GA). In order to tune the parameters of the non-hybrid GA, the full factorial experimental design for all possible combinations of the following factors was carried out: population size (20, 40, and 60), selection type (rank-based selection, and tournament), crossover type (SBOX, and LCSX), crossover probability (0.4, 0.6, and 0.8), and mutation probability (0.1, 0.15, and 0.20). $P_{IGA}$ was set to zero, therefore 108 combinations were investigated.

The same thirty instances of Taillard, which were employed in implementation of the full factorial experimental design of the hybrid algorithm, were used here. Three replica with the above-mentioned combination of parameters were considered and consequently 9,720 observations were carried out. Similarly, the analysis of variance, and the model adequacy checking were investigated. The $P$-values of the ANOVA table for the non-hybrid GA were zero for all factors, meaning that all factors are statistically influential on the response variable. Since all $P$-values are zero, $F$-values are employed in order to determine the order of importance of the factors in the non-hybrid GA. The higher the $F$-value is, the more influential that factor is on the response variable. Therefore, it can be observed that the order of importance of the controllable factors in the non-hybrid GA is as follows: CrossoverType, SelectionType, PopulationSize, CrossoverProbability, and MutationProbability.

The plots of main effects (the main factors) and their interaction were employed in order to find the parameters that produce the lowest RPD. Based on the Figures 6 and 7, it is concluded that the following set of parameters is the optimum combination for the non-hybrid GA: crossover type 2 (i.e., SBOX), selection type 2 (i.e., rank-based selection), population size of 60, crossover probability of 0.40 and mutation probability of 0.20.

The mean value of RPD for the non-hybrid GA can be observed through the horizontal line illustrated in Figure 6. As it can be observed, the mean value of RPD for the non-hybrid GA is greater than 5.5 (its exact value is 5.651). The obtained mean of RPD for the hybrid GA is 0.938 (see the horizontal line illustrated in Figure 5). Consequently, the mean value of RPD for the non-hybrid GA was significantly higher than that of the hybrid GA. In other words, the hybridization of the GA with the IGA yields significantly better results as compared to the non-hybrid GA.

As in the hybridization of the GA, the IGA was employed and significantly better results were obtained, the IGA was also independently run in order to realize whether the GA played any role in the overall performance of the proposed hybrid algorithm. If employing the GA has not been helpful at all, one would prefer to allocate all the mentioned CPU time to the IGA. This question will be addressed in the next sections. More specifically, the performance of the stand-alone IGA was tested on the benchmarks of Taillard and then its performance was compared with that of the hybrid GA.

It is noteworthy that the IGA of Ruiz et al. [7] has been experimentally proved to be very effective. In fact, Ruiz et al. [7] compared the IGA against other twelve algorithms and they showed that their IGA outperformed all of them.
Performance of the stand-alone IGA and its comparison with the proposed hybrid GA

A time-dependent termination condition of $n \times m \times 90$ milliseconds was considered for the implemented IGA, where $n$ and $m$ are the number of jobs and machines, respectively. In fact, this is the same termination condition adopted for the hybrid GA. The stand-alone IGA was run ten times for each of 110 instances of Taillard and the results, which are averaged on problem size, are given in Table 2. In this Table, the results of hybrid GA are also presented for the sake of comparison.

As seen in Table 2, the average RPD obtained by the hybrid GA is at least as good as the average of RPD obtained by stand-alone IGA, except the problem size of $20 \times 10$.

The detailed comparative results for the instances are given in Tables 3-13. In these Tables, the results of 10 runs of the stand-alone IGA and hybrid GA are individually averaged for each instance.

From Table 3, it can be observed that both stand-alone IGA, and hybrid GA can obtain the optimal solution for all instances with the size $20 \times 5$, except for instance labeled ta007. More specifically, the optimal solution for ta007 was not obtained after 10 trials (runs) of the hybrid GA. The stand-alone IGA could not achieve the optimal solution for ta007 either.

Table 4 shows that hybrid GA is slightly better than the stand-alone IGA on instances ta012, ta013, and ta020. Whereas, the stand-alone IGA outperforms the hybrid GA on ta018 with a slim margin.

---

**Table 1:** Average RPD for different problems sizes of Taillard’s benchmarks obtained by ten runs of the tuned hybrid GA.

| Instances   | Instance Size | Obtained RPD by hybrid GA |
|-------------|---------------|---------------------------|
| ta001-ta010 | 20 × 5        | 0.04                      |
| ta011-ta020 | 20 × 10       | 0.03                      |
| ta021-ta030 | 20 × 20       | 0.03                      |
| ta031-ta040 | 50 × 5        | 0.01                      |
| ta041-ta050 | 50 × 10       | 0.73                      |
| ta051-ta060 | 50 × 20       | 1.18                      |
| ta061-ta070 | 100 × 5       | 0.01                      |
| ta071-ta080 | 100 × 10      | 0.26                      |
| ta081-ta090 | 100 × 20      | 1.63                      |
| ta091-ta100 | 200 × 10      | 0.23                      |
| ta101-ta110 | 200 × 20      | 1.54                      |

**Figure 5:** Plots of main effects of the crossover type, population size, crossover probability and IGA probability (for the hybrid GA).

**Figure 6:** Plots of main effects for the non-hybrid GA.

**Figure 7:** Interaction plots for the Non-hybrid GA.

---

It can be stated that the overall performance of the stand-alone IGA and hybrid GA are similar over the instances with the sizes of $20 \times 20$, $50 \times 5$, $50 \times 10$, $50 \times 20$, $100 \times 5$, $100 \times 10$. More specifically, in some cases, such as ta026 and ta032, the performance of the hybrid GA is slightly better than that of the stand-alone IGA. On the other hand, the performance of stand-alone IGA for some cases such as ta025 and ta041 was better than that of the hybrid GA. The slight advantage of the hybrid GA is more apparent for the instances with the size of $100 \times 20$ and $200 \times 20$. The corresponding results are given in Tables 11 and 13, respectively.

One should note that the advantage of the proposed hybrid GA is its robustness. This can be realized through the Figures 3-7. In Figures 3-5, it can be observed that different treatments of the factors do not change the obtained RPDs to a great extent. More specifically, the difference of the worst and best values for the RPDs in Figures 3-5 are not greater than 0.1. Whereas, the non-hybrid GA shows much higher variation in terms of the RPD. Figures 6 and 7 show that these variations could reach up to 4. Therefore, it can be concluded that the proposed hybrid GA is robust with respect to its parameters.

Conclusions and Future Work

The goal of this research was to survey one of the most well-known scheduling problems, the permutation flow-shop scheduling problem. Makespan, as the most common objective function (i.e., performance
### Table 2: Average RPD for different instance sizes of Taillard's benchmarks obtained by the stand-alone IGA, and the hybrid GA.

| Instances | Instance Size | Obtained RPD by the stand-alone IGA | Obtained RPD by the hybrid GA |
|-----------|---------------|-------------------------------------|------------------------------|
| ta001-ta010 | 20 × 5        | 0.04                               | 0.04                         |
| ta011-ta020 | 20 × 10       | 0.04                               | 0.03                         |
| ta021-ta030 | 20 × 20       | 0.03                               | 0.03                         |
| ta031-ta040 | 50 × 5        | 0.01                               | 0.01                         |
| ta041-ta050 | 50 × 10       | 0.78                               | 0.73                         |
| ta051-ta060 | 50 × 20       | 1.23                               | 1.18                         |
| ta061-ta070 | 100 × 5       | 0.01                               | 0.01                         |
| ta071-ta080 | 100 × 10      | 0.28                               | 0.26                         |
| ta081-ta090 | 100 × 20      | 1.72                               | 1.63                         |
| ta091-ta100 | 200 × 10      | 0.21                               | 0.23                         |
| ta101-ta110 | 200 × 20      | 1.63                               | 1.54                         |

### Table 3: Average RPD obtained by the stand-alone IGA, and the hybrid GA for different Taillard's instances with the size of 20 × 5.

| Instances | Instance Size | Obtained RPD by stand-alone IGA | Obtained RPD by hybrid GA |
|-----------|---------------|---------------------------------|---------------------------|
| ta001     | 20 × 5        | 0.00                            | 0.00                      |
| ta002     | 20 × 5        | 0.00                            | 0.00                      |
| ta003     | 20 × 5        | 0.00                            | 0.00                      |
| ta004     | 20 × 5        | 0.00                            | 0.00                      |
| ta005     | 20 × 5        | 0.00                            | 0.00                      |
| ta006     | 20 × 5        | 0.00                            | 0.00                      |
| ta007     | 20 × 5        | 0.40                            | 0.40                      |
| ta008     | 20 × 5        | 0.00                            | 0.00                      |
| ta009     | 20 × 5        | 0.00                            | 0.00                      |
| ta010     | 20 × 5        | 0.00                            | 0.00                      |

### Table 4: Average RPD obtained by the stand-alone IGA, and the hybrid GA for different Taillard's instances with the size of 20 × 10.

| Instances | Instance Size | Obtained RPD by stand-alone IGA | Obtained RPD by hybrid GA |
|-----------|---------------|---------------------------------|---------------------------|
| ta011     | 20 × 10       | 0.00                            | 0.00                      |
| ta012     | 20 × 10       | 0.01                            | 0.00                      |
| ta013     | 20 × 10       | 0.11                            | 0.07                      |
| ta014     | 20 × 10       | 0.00                            | 0.00                      |
| ta015     | 20 × 10       | 0.00                            | 0.00                      |
| ta016     | 20 × 10       | 0.00                            | 0.00                      |
| ta017     | 20 × 10       | 0.00                            | 0.00                      |
| ta018     | 20 × 10       | 0.15                            | 0.22                      |
| ta019     | 20 × 10       | 0.00                            | 0.00                      |
| ta020     | 20 × 10       | 0.13                            | 0.04                      |

### Table 5: Average RPD obtained by the stand-alone IGA, and the hybrid GA for different Taillard's instances with the size of 20 × 20.

| Instances | Instance Size | Obtained RPD by stand-alone IGA | Obtained RPD by hybrid GA |
|-----------|---------------|---------------------------------|---------------------------|
| ta021     | 20 × 20       | 0.00                            | 0.01                      |
| ta022     | 20 × 20       | 0.03                            | 0.04                      |
| ta023     | 20 × 20       | 0.10                            | 0.09                      |
| ta024     | 20 × 20       | 0.00                            | 0.00                      |
| ta025     | 20 × 20       | 0.05                            | 0.11                      |
| ta026     | 20 × 20       | 0.07                            | 0.04                      |
| ta027     | 20 × 20       | 0.00                            | 0.01                      |
| ta028     | 20 × 20       | 0.02                            | 0.00                      |
| ta029     | 20 × 20       | 0.02                            | 0.00                      |
| ta030     | 20 × 20       | 0.01                            | 0.01                      |

### Table 6: Average RPD obtained by the stand-alone IGA, and the hybrid GA for different Taillard's instances with the size of 50 × 5.

| Instances | Instance Size | Obtained RPD by stand-alone IGA | Obtained RPD by hybrid GA |
|-----------|---------------|---------------------------------|---------------------------|
| ta031     | 50 × 5        | 0.00                            | 0.00                      |
| ta032     | 50 × 5        | 0.07                            | 0.05                      |
| ta033     | 50 × 5        | 0.00                            | 0.02                      |
| ta034     | 50 × 5        | 0.01                            | 0.00                      |
| ta035     | 50 × 5        | 0.00                            | 0.00                      |
| ta036     | 50 × 5        | 0.00                            | 0.00                      |
| ta037     | 50 × 5        | 0.00                            | 0.00                      |
| ta038     | 50 × 5        | 0.00                            | 0.00                      |
| ta039     | 50 × 5        | 0.02                            | 0.05                      |
| ta040     | 50 × 5        | 0.00                            | 0.00                      |

### Table 7: Average RPD obtained by the stand-alone IGA, and the hybrid GA for different Taillard's instances with the size of 50 × 10.

| Instances | Instance Size | Obtained RPD by stand-alone IGA | Obtained RPD by hybrid GA |
|-----------|---------------|---------------------------------|---------------------------|
| ta051     | 50 × 10       | 1.23                            | 1.32                      |
| ta052     | 50 × 10       | 1.54                            | 1.33                      |
| ta053     | 50 × 10       | 1.11                            | 1.05                      |
| ta054     | 50 × 10       | 0.16                            | 0.15                      |
| ta055     | 50 × 10       | 0.88                            | 0.92                      |
| ta056     | 50 × 10       | 0.42                            | 0.30                      |
| ta057     | 50 × 10       | 0.89                            | 0.84                      |
| ta058     | 50 × 10       | 0.28                            | 0.28                      |
| ta059     | 50 × 10       | 0.28                            | 0.23                      |
| ta060     | 50 × 10       | 1.03                            | 0.87                      |

### Table 8: Average RPD obtained by the stand-alone IGA, and the hybrid GA for different Taillard's instances with the size of 50 × 20.

| Instances | Instance Size | Obtained RPD by stand-alone IGA | Obtained RPD by hybrid GA |
|-----------|---------------|---------------------------------|---------------------------|
| ta061     | 100 × 5       | 0.00                            | 0.00                      |
| ta062     | 100 × 5       | 0.04                            | 0.05                      |
| ta063     | 100 × 5       | 0.00                            | 0.00                      |
| ta064     | 100 × 5       | 0.06                            | 0.06                      |
| ta065     | 100 × 5       | 0.00                            | 0.01                      |
| ta066     | 100 × 5       | 0.00                            | 0.00                      |
| ta067     | 100 × 5       | 0.01                            | 0.00                      |
| ta068     | 100 × 5       | 0.00                            | 0.00                      |
| ta069     | 100 × 5       | 0.01                            | 0.01                      |
| ta070     | 100 × 5       | 0.00                            | 0.00                      |

### Table 9: Average RPD obtained by the stand-alone IGA, and the hybrid GA for different Taillard's instances with the size of 100 × 5.

| Instances | Instance Size | Obtained RPD by stand-alone IGA | Obtained RPD by hybrid GA |
|-----------|---------------|---------------------------------|---------------------------|
| ta061     | 100 × 5       | 0.00                            | 0.00                      |
measure) to be minimized, was considered for evaluation of the proposed algorithms in this paper.

A genetic algorithm-based solution methodology was developed and implemented. More specifically, the performance of two versions of the proposed algorithm, namely stand-alone genetic algorithm (referred to as the non-hybrid genetic algorithm) and the hybrid genetic algorithm (i.e., hybridization of the GA with the iterated greedy search algorithm) were extensively studied. As for the comparative experimental results, Taillard's standard benchmarks were employed. Experimental results presented in this work showed that the performance of the search for near optimal solutions was highly improved when the genetic algorithm adopted for solving the PFSP was hybridized with an iterated greedy search algorithm.

The parameters of the both hybrid and non-hybrid proposed genetic algorithms were individually tuned using the full factorial experimental design. As a result, it was shown that the following set of parameters yielded the optimal combination for the proposed hybrid algorithms: population size of 60, selection type of rank-based, crossover type of SBOX, crossover probability of 0.60, mutation probability of 0.1, and IGA probability of 0.02.

As for the non-hybrid genetic algorithm, it was shown that the optimal combination of the parameters for the proposed non-hybrid GA was: population size of 60, selection type of rank-based, crossover type of SBOX, crossover probability of 0.40, and mutation probability of 0.20.

Furthermore, it was shown that the hybrid genetic algorithm performs very well on the benchmark problems of Taillard. The hybrid genetic algorithm obtains the optimal solutions for a large number of the small instances of Taillard (namely instances with the size of $20 \times 5$, $20 \times 10$, $20 \times 20$, $50 \times 5$, and $100 \times 5$). The hybrid genetic algorithm performs well for the larger instances as well. In the worst case, the relative percentage deviation from the best-known solution for the instances with the size of $200 \times 20$ is less than two. In addition, it was shown that the proposed hybrid genetic algorithm is robust with respect to its parameters.

The non-hybrid genetic algorithm is not as effective as the hybrid one in terms of the obtained relative percentage deviation from the best-known solution. As it was seen, the performance of the non-hybrid genetic algorithm was always worse than the hybrid genetic algorithm.

Finally, it was shown that the hybrid genetic algorithm performs slightly better than the iterative greedy search algorithm of Ruiz et al. [5]. It is noteworthy that Ruiz et al. [6] compared their iterative greedy search algorithm against other existing algorithms and concluded that their algorithm outperforms them.

Future work for this research could be the parallel implementation of the genetic algorithm and the iterative greedy search algorithm. In the parallel implementation, the genetic algorithm and the iterative greedy search algorithm can be run on two separate processing units where both algorithms have their own evolution but they exchange their best solution in different intervals during the time that algorithms are being run on two computers. Application of the proposed hybrid GA on the Traveling Salesman Problem is another application domain that has been drawing attention recently.

### References
1. Pinedo ML (2012) Scheduling. Theory, Algorithms, and Systems (2nd Edition), Prentice Hall, Springer-Verlag New York.
2. Reeves CR (1995) A genetic algorithm for flowshop sequencing. Computers & Operations Research 22: 5-13.
3. Stütze T (1998) Applying Iterated Local Search to the permutation flow shop problem. Technical Report, Intellectics Group, TU, Darmstadt.

4. Iyer SK, Saxena B (2004) Improved genetic algorithm for the permutation flowshop scheduling problem. Computers & Operations Research 31: 593-606.

5. Ruiz R, Maroto C, Alcaraz J (2005) Two new robust genetic algorithms for the flowshop scheduling problem. OMEGA: International Journal of Management Science 34: 461-476.

6. Ruiz R, Maroto C (2005) A comprehensive review and evaluation of permutation flowshop heuristics. Eur J Oper Res 165: 479-494.

7. Ruiz R, Stütze T (2005) A Simple and Effective Iterated Greedy Algorithm for the Flowshop Scheduling Problem. Eur J Oper Res 177: 2033-2049.

8. Blazewicz J, Ecker K, Pesch E, Schmidt G, Weglarz J (2001) Scheduling computer and manufacturing processes (2nd editions). Springer-Verlag: Berlin and Heidelberg, pp: 247-249.

9. Reeves CR, Yamada T (1998) Genetic Algorithms, Path Relinking and the Flowshop Sequencing Problem. Evolutionary Computation Journal (MIT press) 6: 230-234.

10. French S (1982) Sequencing and Scheduling: An Introduction to the Mathematics of Job-Shop. Silver Arch Books, John Wiley, New York.

11. Ladhart T, Haouar MA (2005) Computational study of the permutation flow shop problem based on a tight lower bound. Computers & Operations Research 32: 1831-1847.

12. Johnson SM (1954) Optimal two- and three-stage production schedules with setup times included. Naval Research Logistics Quarterly 1: 61-68.

13. Campbell HG, Dudek RA, Smith ML (1970) A heuristic algorithm for the n-job, m-machine sequencing problem. Management Science 16: 630-637.

14. Dannenbring DG (1977) An evaluation of flow shop sequencing heuristics. Management Science 23: 1174-1182.

15. Palmer DS (1965) Sequencing jobs through a multistage process in the minimum total time: A quick method of obtaining a near-optimum. Operational Research Quarterly 16: 101-107.

16. Gupta JND (1971) A functional heuristic algorithm for the flow shop scheduling problem. Operational Research Society 22: 39-47.

17. Nawaz M, Enscore EEJ, Ham I (1983) A heuristic algorithm for the m-machine, n-job flow shop sequencing problem. OMEGA: International Journal of Management Science 11: 91-95.

18. Taillard E (1990) Some efficient heuristic methods for the flow shop sequencing problem. Eur J Oper Res 47: 65-74.

19. Hundal TS, Rajgopal J (1988) An extension of Palmer heuristic for the flowshop scheduling problem. Int J Prod Res 26: 1119-1124.

20. Kouklas C (1998) A new constructive heuristic for the flowshop scheduling problem. European Journal of Operational Research Society 105: 66-71.

21. Pour HD (2001) A new heuristic for the n-job, m-machine flow-shop problem. Production Planning and Control 12: 648-653.

22. Ogbru FA, Smith DK (1990) The application of the simulated annealing algorithms to the solution of the n/m/Cmax flowshop problem. Computers & Operations Research 17: 243-253.

23. Chen CL, Vempati VS, Aljaber N (1995) An application of genetic algorithms for flow shop problems. Eur J Oper Res 80: 389-396.

24. Murata T, Ishibuchi H, Takana H (1996) Genetic algorithm for flow shop scheduling problems. Computers and Industrial Engineering 30: 1061-1071.

25. Ponnambalam SG, Aravindan P, Chandrasekaran S (2001) Constructive and improvement flow shop scheduling heuristics: An extensive evaluation. Production Planning and Control 12: 335-344.

26. Turner S, Booth D (1987) Comparison of heuristics for flowshop sequencing. OMEGA: Int J of Mgmt Sci 15: 75-85.

27. Widmer M, Hertz A (1989) A new heuristic for the flow shop sequencing problem. Eur J Oper Res 41: 186-93.

28. Holland JH (1975) Adaptation in natural and artificial systems: an introductory analysis with applications to biology, control and artificial intelligence. Cambridge : MIT Press, UK, p: 211.

29. Michalewicz Z. (1998) Genetic Algorithms+ Data Structures = Evolution Programs. 3rd Revised Edition, Springer-Verlag, New York.

30. Elsheen AE, Smith JE (2003) Introduction to Evolutionary Computing. Natural Computing Series Springer-Verlag.

31. Davis L (1985) Applying adaptive algorithms to epistasis domains. Proceedings of the International joint conference on artificial intelligence 162-164.

32. Oliver IM, Smith DJ, Holland JRC (1987) A study of permutation crossover operators on the traveling salesman problem, Proceedings of the Second International Conference on Genetic Algorithms on and their application. Cambridge, Massachusetts, USA, pp: 224-230.

33. Goldberg DE (1989) Genetic algorithms in search, optimization, and machine learning. Addison Wesley Longman, Boston, MA, USA.

34. Syswerda G (1991) Schedule optimization using genetic algorithms. In: Davis L. Handbook of Genetic Algorithms, London: International Thomson Computer Press, New York, pp: 335-349.

35. Bienver C, Mattfeld DC, Kopfer H (1996) On permutation representations for scheduling problems. Proceedings of the 4th international conference on parallel problem solving from nature 1141: 310-318.

36. Whitley D (1989) The GENITOR algorithm and selection pressure: why rank-based allocation of reproductive trials is best. Proceedings of the Third International Conference on Genetic Algorithms.

37. Haupt RL, Haupt SE (2004) Practical Genetic Algorithms (2ndedn) Wiley Interscience, John Wiley & Sons, USA.

38. Lourenço HR, Martin OC, Stütze T (2003) Iterated Local Search. Handbook of Metaheuristics, Springer, US, pp: 320-353.

39. Taillard E (1993) Benchmark for basic scheduling problems. Eur J Oper Res 64: 278-285.

40. Montgomery DC (2000) Design and analysis of experiments (5thedn) Wiley India, New Delhi.

41. Osman IH, Potts CN (1989) Simulated annealing for permutation flow-shop scheduling. OMEGA, The International Journal of Management Science 17: 551-557.

42. Rinnooy Kan AHG (1976) Machine Scheduling Problems. Classification, Complexity, and Computations (1stedn) Nijhoff, The Hague.

43. Winston ML (1987) The Biology of the Honey Bee. Harvard University Press, Cambridge, Massachusetts.