Electric dipole spin resonance at shallow donors in quantum wires
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Electric dipole spin resonance is studied theoretically for a shallow donor formed in a nanowire with spin-orbit coupling in a magnetic field. Such system may represent a donor-based qubit. The single discrete energy level of the donor is accompanied by the set of continuum states, which provide a non-trivial interplay for the picture of electric dipole spin resonance driven by an external monochromatic field. Nonlinear dependencies of spin flip time as well as of the coordinate mean values on the electric field amplitude are observed, demonstrating the significance of coupling to the continuum for spin-based qubits manipulation in nanostructures.

I. INTRODUCTION

Electric dipole spin resonance (EDSR), that is the ability to manipulate spins of charge carriers by electric rather than by a magnetic field, is one of the most distinctive features of spin-orbit coupling (SOC). Being theoretically predicted 1 and initially experimentally observed for itinerant electrons in bulk crystals 2–4, soon it was studied theoretically in detail for electrons localized on donors 5 and for holes on the acceptor centers 6. More recently, it was shown that the EDSR is a powerful tool for spin manipulation in quantum wells 7 and other two-dimensional heterostructures with spin-orbit coupling 8. In addition, the EDSR can be used to manipulate electric current in low-dimensional conductors 9. Observation of the EDSR in quantum dots 10 opened a venue for their applications in spin-based quantum computing, where spin of a carrier localized in a quantum dot is considered as a qubit. Single electron spin manipulation using hybrid semiconductor-superconductor systems has been proposed in Ref. 11. As result, theoretical studies of the EDSR in quantum dots became the field attracting a great interest of researchers 12–14. The importance of several effects such as nonlinear dynamics has been recognized and investigated 15–16. Spin manipulation by pulsed rather than periodic electric fields has been studied, e.g. in Ref. 17 for designed pulses, and in Ref. 18 for subcycle ones. Also, the EDSR can occur in quantum wires 19 attracting a great deal of attention 20 in the information processing technologies. Another interesting example of the EDSR is presented by carbon nanotubes 21.

Recently, other kinds of solid-state based qubits have been put forward. These states are related to the Majorana fermions 22–24 in InSb-based nanowires, demonstrating rich disorder effects on the electron states 25. Another option is related to using shallow electron states as qubits 26. Here the studies of the EDSR face a challenge, which has not been yet addressed in the literature, since in the shallow donor systems the applied electric field can couple the localized and delocalized states of the electron. Also, such a modification of the states could be produced by the spin-orbit coupling. As a result, the electron wavefunctions, spin-flip transition matrix elements, and the entire spin dynamics become strongly modified. Shallow states in nanowires can be formed by charged donors screened by itinerant electrons in the surrounding metallic gates or in the two-dimensional electron gas used as a building element of the template structure.

Note that the above listed approaches considered either itinerant or localized states without taking into account possible transitions to the continuum states, as can occur for the shallow donors. Here we address these issues and show how the entire picture of the EDSR for the shallow states is modified in the presence of the continuum.

This paper is organized as follows. In Section II we introduce the model of single-electron states formed in a nanowire in the presence of a shallow donor potential, the SOC, and the magnetic field. Both localized and delocalized states are considered, and the periodic potential of the driving electric field is introduced. In Section III we present the results of the perturbation theory approach which allows to highlight several key features of the quantum states including the ones stemming from the interplay of the SOC and the magnetic field. In Section IV the numerical solution for the time-dependent problem with the driving is discussed, and the main results of the paper are presented for various parameters of the model. In Section V we give our conclusions.

II. MODEL HAMILTONIAN AND EXTERNAL DRIVING

We consider a narrow nanowire, elongated along the $x -$ axis, as shown in Fig. 1(a), where full three-dimensional (3D) electron wavefunction $\psi_3D(r)$ can be presented as a product $\psi_3D(r) = \psi_2D(r_\perp)\Psi(x,t)$. Here $\psi_2D(r_\perp)$ corresponds to the ground state of the trans-
verse motion with \( r_\perp = (y,z) \), and we will be interested only in the motion along the wire described by \( \Psi(x,t) \).

To characterize this one-dimensional motion, we begin with the following Hamiltonian using the effective mass approximation:

\[
H_0 = \frac{p^2}{2m} - \frac{U_0}{\cosh^2(x/d)},
\]

where the confinement by the donor is described as a potential with the effective width \( d \) and the maximum depth \( U_0 \), \( m \) is the electron effective mass, and \( p = -i\hbar \partial / \partial x \approx \hbar \kappa \) is the momentum operator. We are interested here in shallow potentials satisfying condition of weak binding such as \( \hbar^2 / md^2 \gg U_0 \). In general, in such potentials the binding energy \( E_0 \) is determined by \( E_0 \approx -m(U_0d)^2 / \hbar^2 \). Omitting for the moment the spinor structure, we present the ground state wavefunction at distances \( |x| \gg d \) in the form [20]:

\[
\psi_0(x) = \frac{1}{\sqrt{l}} \exp \left( - |x| / l \right),
\]

with the localization length \( l = \sqrt{\hbar^2 / 2m |E_0|} / d \).

Next, we add the Rashba SOC \( H_{R} = \alpha \sigma_y k \) and the constant magnetic field \( \mathbf{B} = (0,0,B) \) (see Fig. 1) creating the Zeeman term in the Hamiltonian, which now takes the following form:

\[
H_1 = H_0 + \frac{\Delta}{2} \sigma_z + \alpha \sigma_y k.
\]

Here the Zeeman splitting \( \Delta = \mu_B gB \), where \( \mu_B \) is the Bohr magneton, and \( g \) is the electron g-factor. Since we consider a narrow single quantum wire in the ground state transverse mode, we employ the basic form of the Rashba coupling. Description of the Rashba coupling in more complex nanowire systems can be found, e.g., in Refs. [31,32].

As a result, the ground state of (1) transforms into a Zeeman-split doublet containing the only two localized eigenstates of (3), with spacing \( E_2 - E_1 \) (see Fig. 1(b)). For \( \alpha = 0 \) and \( g < 0 \) the ground state \( E_1 \) is the spin-up state where the spin is parallel to the magnetic field, and the state \( E_2 \) is the spin-down state. These Zeeman partners may effectively participate in the spin resonance driven by an external periodic electric field applied along the wire, with the frequency \( \omega = (E_2 - E_1) / \hbar \) and amplitude \( F_0 \), and described as a potential,

\[
V(x,t) = eF_0 x \sin \omega t, \tag{4}
\]

where \( e \) is the fundamental charge, being added to the Hamiltonian \( H_1 \). The reason for this participation is that due to the presence of SOC the eigenstates of (3) contain both spinor components. Therefore, two states with different signs of their \( \sigma_z \) can still be coupled by the electric field described by the position operator, creating the possibility of the electric dipole spin resonance.

As for the continuum states, they also split into Zeeman doublets as shown in Fig. 1 by arrows in the bands above \( E_1 \) and \( E_2 \). At \( \alpha = 0 \) and \( g < 0 \), the low-energy part of the continuum has spin up and is non-degenerate. The higher states are twofold degenerate where the spin-up state from the lower Zeeman energy is accompanied by the spin-down state from the higher Zeeman energy described by the eigenvalue set of continuum for \( H_0 \).

In the absence of the spin-orbit coupling, with the increase in the magnetic field, the discrete state \( E_1 \) reaches the bottom of the continuum at the merging field \( B_m \) satisfying the condition

\[
\mu_B |g| B_m = |E_0|, \tag{5}
\]

and transition frequency \( \omega = |E_0| \times (B / B_m) / \hbar \). Below we will consider the fields lower than \( B_m \) in order to avoid the direct overlap of the discrete and continuum states in the stationary Hamiltonian (3). However, we will see that discrete and continuum states interact dynamically during the evolution driven by periodic electric field, as it will be discussed in the next Sections.

### III. SPIN-ORBIT COUPLING AS A PERTURBATION

For a qualitative understanding of the electric dipole spin resonance here we will apply the perturbation theory to highlight the effects of SOC and the presence of continuum on the wavefunctions belonging only to the lowest Zeeman-split doublet. We begin by considering
the SOC term $\alpha \sigma_y k$ in the Hamiltonian \[ as a perturbation, similarly to the approaches of Refs. \[34\]. At $\alpha = 0$, we label the Zeeman-split doublet state as spin-up ($\lambda = 1$) or spin-down ($\lambda = -1$) state, respectively.

The states of the discrete spectrum have the form:

$$
\psi_0^{\lambda = -1} = \begin{bmatrix} 0 \\ \psi_0(x) \end{bmatrix}, \quad \psi_0^{\lambda = 1} = \begin{bmatrix} \psi_0(x) \\ 0 \end{bmatrix}.
$$
(6)

The energies of this Zeeman doublet are $E_0^{[\lambda]} = E_0 + \lambda \Delta / 2$, and the only shallow localized ground state is $\psi_0(x)$. At $\alpha = 0$, $E_0^{\lambda = 1} = E_1$ and $E_0^{\lambda = -1} = E_2$.

The continuum states are modeled by the approximation of extremely far hard walls located at $|x| = L$ with $L \gg l$, corresponding to the wire length $2L$, which leads to the set of very densely located levels representing the continuum with required accuracy \[35\]. The spatially odd states to the set of very densely located levels representing the continuum are SOC-coupled via the continuum. In the leading order of the perturbation theory one can present them as:

$$
\varphi_n^{\lambda = -1} = \begin{bmatrix} \frac{1}{\sqrt{L}} \sin(k_n x) \\ 0 \end{bmatrix}, \quad \varphi_n^{\lambda = 1} = \begin{bmatrix} 0 \\ \frac{1}{\sqrt{L}} \sin(k_n x) \end{bmatrix},
$$
(7)

with the above defined energies $E_n^{[\lambda]} = E_n + \lambda \Delta / 2$ and

$$
\varphi_n(x) = \frac{1}{\sqrt{L}} \sin(k_n x),
$$
(8)

where $E_n = \hbar^2 k_n^2 / 2m$ with $k_n = \pi n / L$.

When the SOC is turned on, the localized states forming the ground Zeeman doublet acquire the admixture from the continuum states. In the leading order of the perturbation theory one can present them as:

$$
\psi_n^{\lambda = -1} = \left[ \sum a_n^{\lambda = -1} \varphi_n(x) / \psi_0(x) \right], \quad \psi_n^{\lambda = 1} = \left[ \sum a_n^{\lambda = 1} \varphi_n(x) / \psi_0(x) \right]
$$
(9)

where

$$
a_n^{[\lambda]} = -\frac{\alpha}{E_n^{[\lambda]} - E_{n+1}^{[\lambda]}} \int_{-\infty}^{\infty} \varphi_n(x) \psi_0(x) dx,
$$
(10)

and for the wavefunction in Eq. \[2\] one obtains

$$
\int_{-\infty}^{\infty} \varphi_n(x) \psi_0(x) dx = - \frac{2}{\sqrt{L}} \frac{k_n l}{1 + k_n^2 l^2}.
$$
(11)

By analyzing \[10\] and \[11\] one can see that the coefficients $a_n^{[\lambda]}$ describing the admixture of continuum states for the localized Zeeman-split doublet \[3\] are proportional to $\alpha$. This is a simple confirmation of the role played by the continuum states when the SOC is significant. The resulting spin-projected probability to find the electron in the continuum, $w_c = \sum_n |a_n^{[\lambda]}|^2$, at $B = 0$ is given by $w_c = m(\alpha/\hbar)^2 / |E_0|$.

For the following studies of the electric dipole spin resonance we will need the matrix element of coordinate calculated between the states of our interest, that is between $\psi_n^{\lambda = 1}$ and $\psi_n^{\lambda = -1}$ in Eq. \[9\]. For the localized states \[21\] with opposite spins one obtains:

$$
x_{\lambda \lambda'} = \sum_n \left( a_n^{\lambda = -1} + a_n^{\lambda = 1} \right) \int_{-\infty}^{\infty} \varphi_n(x) \psi_0(x) dx.
$$
(12)

Taking into account that

$$
\int_{-\infty}^{\infty} \varphi_n(x) \psi_0(x) dx = 4 \sqrt{\frac{l}{L}} \frac{k_n l}{(1 + k_n^2 l^2)^2},
$$
(13)

performing summation over $k_n$ and by using \[2\], \[8\], and \[10\], \[11\], we arrive at

$$
x_{\lambda \lambda'} = \frac{\alpha}{|E_0| \xi} \left[ \xi^2 + 4 \left( \sqrt{1 - \xi} + \sqrt{1 + \xi} - 2 \right) \right],
$$
(14)

with notation $\xi \equiv \Delta / |E_0| = B/B_n$. We consider $|\xi| < 1$ to avoid direct overlap of the continuum and localized states, where the energy levels acquire more complicated contributions. By expanding Eq. \[14\] by $\xi \ll 1$ we obtain $x_{\lambda \lambda'} = -5 \alpha \xi / 16 |E_0|$. Note that the matrix element in Eq. \[14\] can be estimated in terms of two characteristic lengths of the model as $l \times l / l_{so}$, with $l_{so} = \hbar^2 / m \alpha$ being the spin precession length. While this is the result of the first order perturbation theory which may no longer be applicable for large SOC, it clearly shows the importance of considering the continuum states for the system with shallow donor and strong SOC. Thus, the Zeeman-split discrete states are SOC-coupled via the continuum. This coupling is critical for the driven dynamics which will be analyzed in the next Section.

In a similar way we calculate the energy shift of the state of interest as

$$
\Delta E_{\lambda} = -2m \frac{\alpha^2}{\hbar^2 \xi^2} \left( \sqrt{1 - \lambda \xi} - 1 \right)^2.
$$
(15)

In the zero-field limit $\xi \to 0$ both $\Delta E_{\lambda = -1}$ and $\Delta E_{\lambda = 1}$ behave as $-m(\alpha/\hbar)^2 / 2$ and their difference $\Delta E_{\lambda = -1} - \Delta E_{\lambda = 1} \approx m(\alpha/\hbar)^2 \xi/2$. These corrections can be considered as a renormalization of the $g$-factor by the spin-orbit coupling due to the presence of the continuum states and show that the perturbation theory is applicable at $m(\alpha/\hbar)^2 / |E_0| \ll 1$, that is at $l \ll l_{so}$ and $|x_{\lambda \lambda'}| \ll l$.

**IV. SPIN DYNAMICS FOR PERIODIC DRIVING**

**A. Numerical basis states and model of the dynamics**

The numerically precise basis states $\phi_n$ and the energies $E_n^{(0)}$ of the Hamiltonian \[1\] are found by the discretization on the $x-$axis. An eigenstate $\psi(x)$ for \[3\]
with the eigenenergy $E_l$ is constructed as a superposition of the basis states $\phi_n$ of the Hamiltonian \( H \) with the coefficients forming the two-component spinors:

$$\psi_l(x) = \sum_n \begin{pmatrix} a_n^l \\ b_n^l \end{pmatrix} \phi_n(x).$$  \(16\)

The spinor coefficients $a_n^l$ and $b_n^l$ are found from the numerical diagonalization of \( H \) with $l = 1, \ldots, l_{\text{max}}$, where $l_{\text{max}}$ is the basis size.

Then, we solve numerically the nonstationary Schrödinger equation

$$i\hbar \frac{\partial}{\partial t} \Psi(x, t) = H(x, t)\Psi(x, t),$$  \(17\)

with the Hamiltonian $H(x, t) = H_1 + V(x, t)$, for the time-dependent wavefunction

$$\Psi(x, t) = C^T(t)\psi(x).$$  \(18\)

In Eq. \(18\) $C(t)$ is the vector with $l_{\text{max}}$ components determined from \(17\), and $\psi(x) = (\psi_1(x), \ldots, \psi_{l_{\text{max}}}(x))^T$. The Hamiltonian in \(17\) is time-periodic, i.e. $H(x, t) = H(x, t + NT)$ for any integer $N$, where the period $T = 2\pi/\omega$. The frequency $\omega$ of the driving field is tuned to match the splitting between the Zeeman doublet of the discrete state, $\hbar \omega = E_2 - E_1$. Since the driving is periodic, we can apply the Floquet technique \[13, 36–39\] to obtain the stroboscopic picture of the system state $\Psi(x, t)$ at discrete moments of time $t = NT$ \[39, 40\].

When the wavefunction \(18\) is found, one can calculate the stroboscopic evolution of various observables such as

$$x(t) = \int_{-\infty}^{\infty} \Psi^\dagger(x, t)x\Psi(x, t)dx,$$  \(19\)

for the position and

$$\sigma_z(t) = \int_{-\infty}^{\infty} \Psi^\dagger(x, t)\sigma_z\Psi(x, t)dx,$$  \(20\)

for the spin component. We take the initial state $\Psi(x, 0)$ as the ground state $E_1$ which has the spin component $\sigma_z(0)$ close to one. When the first zero of $\sigma_z(t) = 0$ is achieved (as shown in Fig. \(2\)a)) during the stroboscopic evolution, we define this time as the half of the “spin-flip” time $T_{\text{sf}}$. For a few certain values of the system parameters and driving fields it is possible that the condition $\sigma_z(t) = 0$ is never reached throughout the observation interval. In such a case we define the spin flip rate $1/T_{\text{sf}}$ as equal to zero.

B. Numerical results

1. System parameters

We begin with setting the parameters for numerical calculations. We use a donor state in InSb quantum wire. For InSb the value $m = 0.0136m_0$ is chosen for the electron effective mass where $m_0$ is the mass of a free electron \[41\]. We assume $g = -50.6$ for the electron $g$-factor in InSb. The amplitude of the Rashba SOC $\alpha$ in InSb can be tuned by the gate voltage and can reach high values up to 100 meV\(\mu\)m \[42, 43\].

For the shallow donor parameters we accept $U_0 = 1.5$ meV and $d = 10$ nm, as can be realized for a donor screened by a two-dimensional electron gas \[44\]. As a result, a single discrete level $E_0 = -0.072$ meV, corresponding to the localization length $l$ close to 200 nm and frequency $|E_0|/\hbar \approx 2\pi \times 17.8$ GHz, is formed. All the states with positive energies belong to the continuum. For the chosen parameters Eq. \(5\) gives the value $B_m = 25$ mT. We consider three values of magnetic field: $B = 0.25B_m$, $B = 0.5B_m$, and $B = 0.75B_m$ and for each $B$ take two values of SOC: $\alpha = 6$ meV\(\mu\)m (for a relatively weak SOC with $\ell_0 = h^2/2m_0\approx 10^4$ nm $> l$) and $\alpha = 25$ meV\(\mu\)m (for a relatively strong SOC where $\ell_0 \approx l$). The basis in Eq. \(18\), truncated at $l_{\text{max}} = 250\ldots500$, provides a good, $l_{\text{max}}$-independent, convergence of all the numerical results in the range, where the continuum states are effectively involved in the evolution by the electric fields.

Condition of strong driving field amplitude $F_s \sim |E_0/|e|$ in Eq. \(4\) yields $\sim 5$ V/cm. Although this value is experimentally accessible, we will limit our calculations to lower fields to avoid a nonlinear, strongly beyond the Fermi’s golden rule, ionization process \[42\]. Indeed, the semiclassical tunneling probability for a static field $F_0$ per time $h/E_0$ can be estimated as $\exp(-4F_s/3F_0)$, and one can introduce as a nominal reference parameter the tunneling ionization time $\tau_i = h/E_0 \times \exp(4F_s/3F_0)$. Since the electric fields of our interest during the oscillation period are considerably weaker than $F_s$ the system is stable against the ionization.

2. Time dependence of observables

To demonstrate a typical time dependence of the observables of interest, we show in Fig. \(2\) two examples of the evolution for mean values $\sigma_z(NT)$ and $x(NT)$ for driving fields with $F_0 = 0.5$ V/cm and $F_0 = 1.5$ V/cm, on the time interval $N < 200$ of the driving field periods. Other parameters are $B = 0.5B_m$ and $\alpha = 6$ meV\(\mu\)m giving the level splitting $E_2 - E_1 = 0.035$ meV equal to $\approx 2\pi \times 8.65$ GHz of the driving frequency. It should be mentioned that this splitting includes the Zeeman coupling and the contribution due to the presence of the continuum states, which, at weak SOC is proportional to the square of the Rashba SOC strength (see Eq. \(13\)). In experiment, the driving frequency can be tuned smoothly to match the exact level splitting which may differ from the simple Zeeman term. Note that this frequency, being a reference parameter, and independent of the driving field, does not include the dynamical Stark effect \[46\].

It can be seen that at low driving amplitude the dy-
FIG. 2: Stroboscopic dynamics for mean values of (a) spin component $\sigma_z(t)$ and (b) coordinate $x(t)$ for parameters $B = 0.5B_m$ and $\alpha = 6$ meV nm. The amplitude of the driving electric field $F_0 = 0.5$ V/cm (solid line) and $F_0 = 1.5$ V/cm (dashed line). Black circle in (a) corresponds to $T_{sf}/2$ for $F_0 = 0.5$ V/cm.

Dynamics of both spin and coordinate mean values shown in Fig. 2 is rather regular, especially for the spin, where it reminds the well-known picture for the Rabi resonance in a two-level system with the frequency close to $e|x_{\lambda\lambda}|F_0/\hbar$. As to the coordinate mean value, it demonstrates the combined drift and oscillations which do not exceed the localization length, being of the order of 40$ - 80$ nm. Thus, for low amplitudes of driving the influence of de-localized continuum states of the nanowire is relatively small both for spin and coordinate dynamics as it can be reduced mostly to the formation of nonzero matrix element of coordinate between localized spin-up and spin-down states.

The situation changes when the driving amplitude is increased to $F_0 = 1.5$ V/cm. It can be seen that both spin and coordinate loose their simple evolution pattern visible at low driving field. They now demonstrate more complicated dynamics with obviously many states participating in it. This result clearly reflects the presence of continuum states in the driven evolution, which become more significant when the driving amplitude is increased. As to the numerical values in Fig. 2 one can see that the spin projection $\sigma_z(t)$ never approaches $-1$, i.e. no full spin flip is achieved. We attribute this effect to the presence of many states with different spin projections and with comparable weights, in the the total wavefunction. The coordinate mean value $x(t)$ at a strong driving also demonstrates a complicated and irregularly oscillating behavior, with much greater amplitude than for weak driving, approaching or even exceeding the localization length $l$. This can be described as another evidence of significant contribution of continuum states in the driven dynamics even for moderate fields less then 3 V/cm.

3. Dependence on the driving field amplitude

It is of interest to track the amplitude characteristics of spin resonance as functions of the driving field amplitude. First of all, we consider the dependence of spin flip rate $1/T_{sf}$ and find it for several values of the field amplitude $F_0$ as plotted in Fig. 3. Two values of SOC coupling constant are taken for the magnetic field $B = 0.5B_m$. One can see that for both SOC amplitudes even at a moderate driving field amplitude $F_0 \approx 0.75$ V/cm, the dependence of $1/T_{sf}$ on $F_0$ becomes strongly nonlinear due to the significant role of continuum states in the driven dynamics, taking the system out of a simple two-level approximation. Similar behavior of the spin flip frequency in a multilevel system has been observed in our previous studies of the spin resonance in a double quantum dot [37]. The complicated behavior of coupled spin and charge observables was also observed in a multilevel system represented by a driven two-dimensional quantum billiard with SOC [38]. One can see in Fig. 3 as well as in Fig. 4 that for certain values of the driving field...
the spin flip rate decreases to zero. The definition of such case has been discussed at the end of subsection IV.A, and it represents rare cases where the condition $\sigma_z(t) = 0$ is never reached during the observation time. The main cause of this effect cannot be assigned to the dynamical shift of the resonance condition since the significant presence of the continuum states with variable spin projections produces a much more complex coupled spin-position dynamics than that solely caused by a time-dependent Stark effect. This is supported by an observation that the regions with zero $1/T_{sf}$ occupy only few intermediate points for driving field amplitudes $F_0$ in Figs. 3 and 4. One can see there that an increase in $F_0$ generates no results with vanishing $1/T_{sf}$ for $F_0$ close to the maximum values, so the observed feature is not definitely related to the dynamic energy level shift, which grows with the increasing driving field.

Another characteristic of the driven evolution is the maximum achievable displacement during the total observation time, $x_{\text{max}}$, shown in Fig. 3(b) for the same other parameters as in Fig. 3(a). One may expect that the absolute value $x_{\text{max}}$ grows up monotonically with increasing the electric field strength $F_0$. However, strong SOC and the presence of the continuum provide sizable corrections to such a simple estimate, as it can be seen in Fig. 3. First of all, the dependence of $x_{\text{max}}$ on $F_0$ demonstrates a nonlinear character from the fields of about 1 V/cm for $\alpha = 6$ meVnm and from 0.75 V/cm for $\alpha = 25$ meVnm. For the field amplitude exceeding $F_0 \approx 1.5$ V/cm, a saturation tendency is clearly visible, indicating that the electric field efficiency in displacing the electron at large distance is strongly reduced.

One can be interested to look at the characteristics of the spin resonance also for other values of the external magnetic field. Here we show the results for the spin flip rate for the field $B = 0.25B_m$ in Fig. 4(a) and for $B = 0.75B_m$ in Fig. 4(b). As in Fig. 3, for each field we consider two values of the SOC amplitude $\alpha = 6$ meVnm and $\alpha = 25$ meVnm.

By analyzing the results in Fig. 3 and Fig. 4, one can conclude that both spin and coordinate dynamics have a lot of common features for different parameters of the magnetic field and SOC. The nonlinear dependence of $1/T_{sf}$ and the $x_{\text{max}}$ on the driving field amplitude is clearly visible. The maximum values of $1/T_{sf}$ are comparable for all magnetic fields and for all SOC amplitudes. However, it can be seen from Fig. 4(b) that the increase in the magnetic field to $0.75B_m$ reduces the SOC-induced coupling between the states with different spin. Indeed, for this field, the values of $1/T_{sf}$ are in general lower than those for $B = 0.25B_m$ and $B = 0.5B_m$. This finding is especially clear for the low SOC strength $\alpha = 6$ meVnm. As one can see in all the Figures, the spin-flip time $T_{sf}$ usually does not exceed the nominal tunneling ionization time $\tau_{\text{in}}$, confirming that the time scale of the spin flip process is usually shorter than the time scale of the tunneling ionization.

The two values of Rashba coupling considered here represent its actual operating range in prospective systems based on InSb nanowires. Indeed, neither very small nor very large SOC is desirable. If the SOC is too weak, the coupling between spin-resolved discrete states via the continuum becomes ineffective. For a very strong coupling one needs large amplitudes $F_0$ to flip the spin and to make the qubit actually working since highly mixed spin states are involved and produced by the driving. As a result, a certain range of the SOC strength is needed as represented by these two realizations.

Another key parameter is the driving field amplitude $F_0$, limited here by a moderate value of 2.75 V/cm. The first reason for keeping it not very strong is avoiding the nonlinear ionization [45]. The second reason is the absence of an effective increase for the spin flip rate when making the driving amplitude too strong, as it can be seen in Figs. 3 and 4. When the driving is too intense, the continuum states with different spins begin to play more significant role by creating a hardly distinguishable mixture of the two discrete states with the continuum. In such a mixture the spin components together with the wavefunction spread may become poorly defined, prohibiting the application of such a regime for a practically operating qubit. Besides, strong electric fields are in general not desirable for micron- and submicron-sized electronic devices. This is why we restrict ourselves to
low and medium driving fields, sufficient for providing an effective operation for the qubit.

Here one additional comment might be of interest. Although the behavior of the driven spin dynamics in the regime of strong spin-orbit coupling is practically unpredictable, some conclusions can be made from the extension of the perturbation theory analysis. In this case, the matrix element of the coordinate $x_{\lambda\lambda'}$ is of the order of the localization length $l$. Therefore, the spin-flip Rabi frequency of the order of $\epsilon F_0/l\hbar$ sets the upper limit on the spin-flip rate for a weakly external field, which is confirmed by our results in Fig. 4 for lower amplitude $F_0$. For a strong field and a relatively weak spin-orbit coupling, we can conclude from the matrix element on Eq. (13) that the states providing the maximal contribution to (13) and to the spin dynamics have momenta of the order of $h/l$. Therefore, they are described by the precession rate of the order of $\alpha/hl$ that may help to estimate the actual spin-flip rate. However, it can be seen in Figs. 3 and 4 that an increase in the SOC amplitude alone does not lead to the strictly proportional growth of the spin flip rate since the dynamics has a complex nature with many states participating in it.

We note that in all the regimes considered here, $T_{sf}$ is of the order of or less than $10T$. Taking into account that $T$ is of the order of 0.1 ns, we find that $T_{sf}$ is of the order of a nanosecond. Since the spin relaxation time in weak magnetic fields exceeds this time by orders of magnitude $[14, 47]$, at the time scale of $N \sim 100$, we still have a coherent qubit manipulation in the EDSR regime. Note that the effect of the noise in the electric field always present in the semiconductor system of interest, will not change this result since the spectrum of the noise is not peaked in the frequency range corresponding to the EDSR in the magnetic fields considered in this paper.

V. CONCLUSIONS

We studied the electric dipole spin resonance for a nanowire-based donor states coupled to the continuum, the latter playing a critical role in the dynamics. The continuum leads to a strongly nonlinear dependence of the evolution of spin and position on the electric field. The observed characteristics of both spin and position dynamics, having much in common, for different values of magnetic field and spin-orbit coupling, can be of interest for designing novel types of spin and charge qubits when the confining potentials are shallow, and the discrete states strongly interact with the continuum during the qubit operation. For this reason, these effects should be taken into account for possible applications of materials with strong spin-orbit coupling such as InSb for fabricating the qubit-processing structures.
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