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1. Introduction

In many experiments one is only able to make indirect observations of the physical process being observed. Important quantities that are of interest to the study are not directly available for statistical inference in such so-called inverse problems, but images of these quantities under some transformation such as a convolution can be used instead. Here, we consider an inverse regression model, i.e. observing a signal of interest from indirect observations

\( Y_j = [K\theta](x_j) + \varepsilon_j, \quad j = -n, \ldots, n, \)

where \( K \) is an operator specifying convolution of the true underlying regression \( \theta \) with a distortion function \( \psi \), i.e.

\( [K\theta](x_j) = \int_{-1/2}^{1/2} \theta(u)\psi(x_j - u) \, du. \)

The resulting function \( K\theta \) can be viewed as a distorted regression function. We will assume that \( \psi \) is known and behaves like a probability density function on the interval \([-1/2, 1/2]\), i.e. \( \psi \) is positive–valued on the interval \([-1/2, 1/2]\) and integrates to one. To ensure the convolution operation is well–defined, we also assume that \( \psi \) can be periodically extended to the intervals \([x - 1/2, x + 1/2]\) for each \( x \in [-1/2, 1/2] \). However, we will only assume that \( \theta \) is known to be smooth. The covariates \( x_j \) in model (1.1) are uniformly distributed design points in the interval

\[ (-1/2, 1/2) \]
\[-1/2, 1/2\], i.e. \(x_j = j/2n, j = -n, \ldots, n\), and the errors \(\varepsilon_j\) are assumed to be independent, have mean equal to zero and have the common distribution function \(F\). Note, the assumptions given above only guarantee that model (1.1) is a well-defined indirect regression model, where \(\theta\) is identifiable (see, for example, Cavalier and Golubev, 2006, or Mair and Ruymgaart, 1996), and later we will require further assumptions for our results to hold.

Statistical inverse problems have received a great amount of attention for the construction of estimators for various densities and indirect regression models. In particular, early work considers properties of estimators in a range of important statistical inverse problems. Important examples are Masry (1991), who investigates estimators of a multivariate density function in an errors-in-variables model using a deconvolution technique; Fan (1991), who derives optimal rates of convergence for density estimators in these models, and Masry (1993), who investigates estimators of a smooth multivariate regression function using deconvolution techniques for the case of regression function estimation with contaminated covariates.

A second sequence of publications about statistical inverse problems such as those considered in (1.1) yields a better understanding of the asymptotic properties of the estimators from a theoretical perspective. Important results are due to Mair and Ruymgaart (1996), who consider estimates of the indirect regression function in a flexible model based on Hilbert scales. This includes the popular case of Sobolev classes, where these authors describe general regularization approaches for operator inversion and show that the considered estimates are in fact minimax optimal. Cavalier and Tsybakov (2002) investigate an indirect heteroscedastic regression model and prove minimax optimality of their estimates. Moreover, Cavalier (2008) surveys the available literature for deconvolution estimators and provides minimax rates of reconstructions in several models including (1.1).

More recently, statistical testing and model selection properties have been considered in statistical inverse problems of the type (1.1). Bissantz and Holzmann (2008) provide an overview for constructing confidence intervals and confidence bands in univariate statistical inverse problems. Later, Proksch, Bissantz and Dette (2015) generalize the univariate case studied by the previous authors and construct confidence bands for an indirect regression function of multiple covariates. Marteau and Mathé (2014) consider the problem of testing for distorted signals using general regularization schemes.

All of the deconvolution estimators investigated in the previously mentioned articles are based on projections of the data and result in kernel-type estimates that depend on some kind of regularization parameter. This quantity is analogous to the bandwidth found in the usual nonparametric function estimators. Data-driven selection of this parameter is an important problem that we want to more closely examine in this article. Techniques for choosing the sequence of regularization parameters generally focus on choosing a suitable estimate of the integrated mean squared error of an indirect regression estimator or choosing some other related quantity (see Section 3). Cavalier and Golubev (2006) make a particularly important contribution to this problem, where these authors investigate the integrated mean squared error of indirect regression estimates and propose a suitably penalized estimate based on a threshold of this important estimation performance metric. The authors call this a risk hull approach because of the resulting bowl-shaped objective function used for choosing their parameter sequence. From another perspective, we can consider potential bootstrap approaches to this problem, where we instead calculate the integrated mean squared error of a bootstrap version...
of the indirect regression estimate. The bootstrap method for choosing the regularization parameter sequence investigated here appears to be particularly promising when compared with the risk hull approach previously mentioned.

In this article, we provide a statistical methodology for selecting a best fitting (most feasible) regression estimate from a sequence of function estimates based on observations from model (1.1) using the resulting model residuals constructed from the estimator \( \hat{\theta} \), see (2.2):

\[
\hat{\varepsilon}_j = Y_j - [K\hat{\theta}](x_j), \quad j = -n, \ldots, n.
\]

Similar to other nonparametric function estimators, \( \hat{\theta} \) depends on a regularization parameter, and we introduce a technique based on the popular bootstrap methodology to select this quantity, which, to the best of our knowledge, has not been investigated before in signal deconvolution problems.

Many statistical procedures are residual–based, including the bootstrap methodology for selecting the regularization that we investigate. This requires that we first study the distribution function \( F \) of the model errors, which is generally unknown and must be estimated. To the best of our knowledge, this object has not been studied before with respect to statistical deconvolution in a completely nonparametric setting. We estimate \( F \) using the empirical distribution function of the model residuals:

\[
\hat{F}(t) = \frac{1}{2n+1} \sum_{j=-n}^{n} 1[\hat{\varepsilon}_j \leq t] = \frac{1}{2n+1} \sum_{j=-n}^{n} 1[Y_j - [K\hat{\theta}](x_j) \leq t], \quad t \in \mathbb{R}.
\]

The estimator \( \hat{\theta} \) is shown here to be a suitable estimate of \( \theta \) such that we can study the limiting behavior of \( \hat{F} \), which is new. In addition, this work reveals stronger conditions regarding the smoothness of \( \theta \) are required for \( \hat{F} \) to be consistent for \( F \) that have not appeared before in the literature. Hence, any residual–based inference procedure relying on \( \hat{F} \) would also require this stronger smoothness condition, e.g. Kolmogorov-Smirnov-type and Cramér-von-Mises-type statistics.

Studying these problems requires new results concerning the estimator \( \hat{\theta} \) and its bootstrap analog. The literature on statistical deconvolution problems is vast, and, hence, some results will be familiar. In particular, we show the estimator \( \hat{\theta} \) has a strong uniform rate of consistency for the function \( \theta \) that is analogous to the already known minimax optimal rate of convergence (see Theorem 1 in Section 2.1 and Remark 3 in Section 3). There are also many results in the literature on residual–based empirical distribution functions for direct regression models; for example, uniform consistency and asymptotic optimality. We show the estimate \( \hat{F} \) satisfies both of these properties (see Theorem 2 and Remark 2 in Section 2.1). The residual-based empirical distribution function for a wide class of semiparametric direct regression models are studied by Müller, Schick and Wefelmeyer (2007), and we derive comparable results for the indirect regression model (1.1).

We have organized the remainder of this article as follows. Further notation and the estimation method are introduced in Section 2 and the asymptotic results for the estimators \( \hat{\theta} \) and \( \hat{F} \) may be found in Section 2.1. In Section 3, we consider the problem of finding an optimal regularization parameter for the estimator \( \hat{\theta} \). Here we provide a rule-of-thumb approach that is in the spirit of Silverman (1986), and, in Section 3.1, we develop a data–driven approach for selecting this parameter using a smooth bootstrap of the model residuals that is in the
spirit of Neumeyer (2009). We conclude the article with a numerical study in Section 4, which indicates good finite sample performance of the proposed data-driven regularization against the theoretically optimal regularization, and we consider a comparative technique for choosing the regularization for spectral cut-off estimates (a special case of our approach) proposed by Cavalier and Golubev (2006) as an example in Section 4.1. All of the proofs of our results may be found in Section 5.

2. Estimation in the indirect regression model

Let us begin with the space of square integrable functions \( L_2([-1/2, 1/2]) \) with domain \([-1/2, 1/2] \). This function space has the well known and countable orthonormal basis

\[ \left\{ e^{i2\pi k x} : x \in [-1/2, 1/2] \right\}_{k \in \mathbb{Z}}. \]

In order to construct an estimator for the function \( \theta \) we will need to restrict \( \theta \) to a smooth class of functions from \( L_2([-1/2, 1/2]) \). This means we only consider functions \( \theta \) that are weakly differentiable in \( L_2([-1/2, 1/2]) \).

For clarity, we will now introduce some notation. Let \( d \in \mathbb{N} \). We will call \( q^{(i)}, 1 \leq i \leq d \), a weak derivative of \( q \) in \( L_2([-1/2, 1/2]) \) of order \( i \), if \( q^{(i)} \in L_2([-1/2, 1/2]) \) and \( q^{(i)} \) satisfies

\[ \int_{-1/2}^{1/2} q(x) \frac{d^i}{dx^i} \phi(x) \, dx = (-1)^i \int_{-1/2}^{1/2} q^{(i)}(x) \phi(x) \, dx, \]

for every infinitely differentiable function \( \phi \) with support \([-1/2, 1/2] \) that have evaluations of \( \phi \), \( (d^{i'} \phi)/(dx^{i'}) \), \( i' = 1, \ldots, i \), at \( 1/2 \) and \(-1/2 \) equal to zero. The corresponding space of functions is the Sobolev space \( W^{2,d}([-1/2, 1/2]) \), where

\[ W^{2,d}([-1/2, 1/2]) = \left\{ q \in L_2([-1/2, 1/2]) : q^{(1)}, \ldots, q^{(d)} \in L_2([-1/2, 1/2]) \right\} = \left\{ q \in L_2([-1/2, 1/2]) : \sum_{k=-\infty}^{\infty} (1 + k^2)^d |\rho(k)|^2 < \infty \right\}. \]

Here \( \{\rho(k)\}_{k \in \mathbb{Z}} \) are the Fourier coefficients of \( q \):

\[ \rho(k) = \int_{-1/2}^{1/2} q(u) e^{-i2\pi ku} \, du, \quad k \in \mathbb{Z}. \]

Replacing \( d \) with a positive real number motivates considering smoothness orders \( s > 0 \), i.e. \( W^{2,s}([-1/2, 1/2]) \) is defined exactly as \( W^{2,d}([-1/2, 1/2]) \) is defined above but now with \( s \) in place of \( d \). We will require that \( \theta \) satisfies a stronger series condition than that stated for \( W^{2,d}([-1/2, 1/2]) \) above. Following Condition \( C_1 \) in Politis and Romano (1999), which is similar to a condition imposed in Watson and Leadbetter (1963), we will restrict \( \mathcal{R}_s \) to a subspace of \( W^{2,s}([-1/2, 1/2]) \):

\[ \mathcal{R}_s = \left\{ q \in W^{2,s}([-1/2, 1/2]) : \sum_{k=-\infty}^{\infty} |k|^s |\rho(k)| < \infty \right\}. \]

Note, \( \theta \in \mathcal{R}_s \) implies a restriction on the Fourier coefficients \( \{\Theta(k)\}_{k \in \mathbb{Z}} \) of \( \theta \), which are defined similarly to the Fourier coefficients \( \{\rho(k)\}_{k \in \mathbb{Z}} \) above.
Another important note regarding the Fourier basis \( \{ \exp(i2\pi kx) : x \in [-1/2, 1/2] \}_{k \in \mathbb{Z}} \) is that it also decomposes the operator \( K \) into a singular value decomposition along each of the orthonormal basis functions, where now we only need to consider the Fourier coefficients \( \{ \Psi(k) \}_{k \in \mathbb{Z}} \) of the distortion function \( \psi \), which are defined similarly to the Fourier coefficients \( \{ \rho(k) \}_{k \in \mathbb{Z}} \) above. Much of the research in the area of deconvolution problems has focused on two important cases. The first case is that of the so-called ordinarily smooth distortion functions, which means assuming the Fourier coefficients \( \{ \Psi(k) \}_{k \in \mathbb{Z}} \) decay at a polynomial rate: there is some \( b > 0 \) such that \( |\Psi(k)| \sim |k|^{-b} \). Here "\( \sim \)" denotes asymptotic similarity. Under this assumption, we can construct an estimator \( \hat{\theta} \) for \( \theta \) whose strong uniform consistency rate is comparable, albeit worse, to the rates expected in the usual nonparametric regression case, and we can show the estimator \( \hat{\theta} \) is both root–n consistent for \( F \), uniformly in \( t \in \mathbb{R} \), and \( \hat{\theta} \) is asymptotically most precise. The second case is that of the so-called super smooth distortion functions, which means assuming the Fourier coefficients \( \{ \Psi(k) \}_{k \in \mathbb{Z}} \) decay at an exponential rate, e.g. \( |\Psi(k)| \sim \exp(-|k|^b) \). Under this assumption, the resulting indirect regression estimator has only a strong uniform consistency rate that is polynomial in the logarithm of \( n \), which we expect is too slow for us to maintain the root–n consistency of \( \hat{\theta} \). Throughout this article, we will therefore focus on the first case of ordinarily smooth distortion functions \( \psi \), and we work with a similar assumption as (1.4) of Fan (1991):

**Assumption 1.** There are finite constants \( b > 0 \), \( \Gamma > 0 \), and \( 0 < C_\psi < C'_\psi \) such that for every \( |k| > \Gamma \) the Fourier coefficients \( \{ \Psi(k) \}_{k \in \mathbb{Z}} \) satisfy \( C_\psi < |k|^b |\Psi(k)| < C'_\psi \).

**Example 1.** Suppose \( \psi \) is known to be the standard Laplace density function restricted to the interval \([-1/2, 1/2]\), i.e.

\[
\psi(x) = \frac{1}{2} e^{-|x|} \left[ \frac{1}{2} e^{-|x|} \, dx \right] = \frac{1}{2} e^{-|x|} \left[ 1 - e^{-1/2} \right], \quad x \in [-1/2, 1/2].
\]

The Fourier coefficients \( \{ \Psi(k) \}_{k \in \mathbb{Z}} \) are then given by

\[
\Psi(k) = \frac{1}{1 + 4\pi^2 k^2}, \quad k \in \mathbb{Z}.
\]

Then Assumption 1 is satisfied for the choices \( b = 2 \), \( \Gamma = 1 \), \( C_\psi = (1 + 4\pi^2)^{-1} \) and \( C'_\psi = (4\pi^2)^{-1} \).

Recall that we use a uniform fixed design on the interval \([-1/2, 1/2]\). Writing \( Q \) for the conditional distribution of a response \( Y \) given a fixed design point \( x \) results in the equivalence \( Q(y | x) = P_x(Y \leq y) \), where \( P_x \) denotes the distribution of \( Y \) depending on \( x \), which is not random. It follows that we can write the Fourier coefficients \( \{ R(k) \}_{k \in \mathbb{Z}} \) of \( K\theta \) as

\[
(2.1) \quad R(k) = \int_{-1/2}^{1/2} \int_{-\infty}^{\infty} ye^{-i2\pi kx} Q(dy | x) \, dx, \quad k \in \mathbb{Z}.
\]

The double integral in the right-hand side of (2.1) is an average, and, therefore, we can estimate it using the empirical average from our data \( (x_j, Y_j), j = -n, \ldots, n, \) to obtain

\[
\hat{R}(k) = \frac{1}{2n+1} \sum_{j=-n}^{n} Y_j e^{-i2\pi k x_j}, \quad k \in \mathbb{Z}.
\]

To estimate \( \theta \) from the convolution \( K\theta \), we will make use of the convolution theorem for Fourier transformation: \( R(k) = \Theta(k)\Psi(k), k \in \mathbb{Z} \). Since \( \psi \) is positive–valued on any interval
\[ [x - 1/2, x + 1/2], x \in [-1/2, 1/2], \] it follows that \( \{\Psi(k)\}_{k \in \mathbb{Z}} \) is bounded away from zero in absolute value on any bounded region \( \mathcal{Z} \subset \mathbb{Z} \), and, hence, \( \Psi^{-1} \) is well-defined (see, for example, the discussion on preconditioning on page 1425 of Mair and Ruymgaart, 1996). Observing that Fourier transformation reduces convolution to multiplication, we can exploit the Fourier inversion formula by writing
\[
\theta(x) = \sum_{k=-\infty}^{\infty} \frac{R(k)}{\Psi(k)} e^{i2\pi k x}, \quad x \in [-1/2, 1/2].
\]
To plug-in our estimated Fourier coefficients \( \{\hat{R}(k)\}_{k \in \mathbb{Z}} \) for the Fourier coefficients \( \{R(k)\}_{k \in \mathbb{Z}} \), we need to control the random fluctuations that occur at high frequency spectra, i.e. the inversion of the operator \( K \) in \( \mathbb{L}^2 \) requires regularization; see Cavalier and Golubev (2006) for a very clear discussion on regularization and ill-posedness.

Politis and Romano (1999) introduce spectral smoothing to control these fluctuations in higher frequencies, which amounts to regularizing the inversion operator in same spirit as Mair and Ruymgaart (1996). The idea is to utilize lower frequencies and taper down the contributions of higher frequencies, where the ratio \( |\hat{R}(k)|/|\Psi(k)| \) becomes large, by using a sequence of weights that keeps this ratio small enough so as to produce good estimates of \( \theta \). The most striking difference between the approaches taken by Politis and Romano (1999) and Mair and Ruymgaart (1996) is the previous authors require the regularization to preserve the fundamental Fourier frequency, i.e. the regularization must be equal to one around some neighborhood of the zeroth Fourier frequency. This approach to regularization is simple to specify for applications and leads to the desired minimax optimal estimates of \( \theta \).

To continue, we will introduce some notation. Let \( \{h_n\}_{n \geq 1} \) be a regularizing sequence that satisfies \( h_n \to 0 \), as \( n \to \infty \), and \( M > 0 \) is a constant chosen to control the amount of high-frequency smoothing applied. Now we consider smoothing kernel functions similar to those used in typical nonparametric function estimators, i.e. maps \( x \mapsto h_n^{-1}\delta(x/h_n) \), where \( \delta \) is a suitably constrained probability density function. Politis and Romano (1999) observe the Fourier transform of a smoothing kernel \( h_n^{-1}\delta(x/h_n) \) takes the form \( \Lambda(h_n k) \), where \( \Lambda \) is the Fourier transform of the desired kernel function \( \delta \), i.e. the Fourier transform of a smoothing kernel depends on \( n \) only through the regularizing sequence \( \{h_n\}_{n \geq 1} \) by shrinking the Fourier frequency from \( k \) to \( h_n k \). We will require our smoothing kernel to have a Fourier transform \( \Lambda \) that satisfies the following general assumption:

\textbf{Assumption 2.} There is an integer \( M > 0 \) specifying the region \( I = \{z \in \mathbb{Z} : |z| \leq M\} \) such that \( \Lambda(k) = 1 \), for \( k \in I \), \( |\Lambda(k)| \leq 1 \), for \( k \notin I \), and \( \Lambda \) satisfies \( \int_{-\infty}^{\infty} |u|^b |\Lambda(u)| \, du < \infty \), where \( b > 0 \) is a constant defined in Assumption 2.

Note, similar to Politis and Romano (1999), we require \( \Lambda \) to be equal to one in a neighborhood containing the zeroth Fourier frequency, and we will require stronger integrability assumptions on \( \Lambda \) to obtain desirable properties for estimates of \( \theta \). In particular, Assumption 2 ensures only the estimation bias has the fastest possible rate of convergence: \( O(h_n^s) \), when \( \theta \in \mathcal{R}_s \), which is comparable to the direct estimation setting by sufficiently high-order kernels or the so-called “superkernels” (see, for example, the discussion on page 3 of Politis and Romano, 1999). The idea of restricting the choice of the smoothing kernel function based on obtaining a suitable rate of convergence in the estimation bias dates all the way back to Parzen (1962). The stronger conditions imposed later on the smoothing kernel, which are stated below with the
associated results, are used to guarantee the deconvolution estimates are strongly, uniformly consistent with a convergence rate that is analogous to the already known minimax optimal rate (see the first statement of Theorem 1).

We can then estimate $\hat{\theta}$ using a kernel smoother:

$$
\hat{\theta}(x) = \sum_{k=-\infty}^{\infty} \Lambda(h_nk) \hat{R}(k) \Psi(k) e^{i2\pi kx} = \frac{1}{2n+1} \sum_{j=-n}^{n} Y_j W_{h_n} \left( \frac{x-x_j}{h_n} \right), \quad x \in [-1/2, 1/2],
$$

where the smoothing kernel $W_{h_n}$ is given by

$$
W_{h_n} \left( \frac{x-x_j}{h_n} \right) = \sum_{k=-\infty}^{\infty} \Lambda(h_nk) \Psi(k) \exp \left( i2\pi(h_nk) \frac{x-x_j}{h_n} \right).
$$

The smoothing kernel $W_{h_n}$ is sometimes called a deconvolution kernel (see, for example, Birke, Bissantz and Holzmann, 2010).

2.1. Asymptotic results for the deconvolution estimator and the empirical distribution function of the residuals. Our first result specifies the asymptotic order of the bias of $\hat{\theta}$.

**Lemma 1.** Let $\theta \in \mathcal{R}_s$, with $s \geq 1$, and let Assumptions 7 and 2 hold. Then, for any regularizing sequence $\{h_n\}_{n \geq 1}$ satisfying $h_n \to 0$ and $nh_n^{k+1} \to \infty$, as $n \to \infty$, we have

$$
sup_{x \in [-1/2, 1/2]} \left| E[\hat{\theta}(x)] - \theta(x) \right| = O(h_n^s + (nh_n^{k+1})^{-1}).
$$

The asymptotic order of the bias of $\hat{\theta}$ is impacted by the degree of ill-posedness of the inverse problem, which we expect can be made negligible by choice of regularization parameters $\{h_n\}_{n \geq 1}$. In the following result, we observe this detrimental effect in the asymptotic order of consistency as well.

**Lemma 2.** Let $\theta \in \mathcal{R}_s$, with $s \geq 1$, and let Assumptions 7 and 2 hold. Assume that $\Lambda$ additionally satisfies $\int_{-\infty}^{\infty} |u|^{b+1} |\Lambda(u)| du < \infty$ and the random variables $Y_{-n}, \ldots, Y_n$ have a finite absolute moment of order $\kappa > 2 + 1/b$. Finally, let the regularizing sequence $\{h_n\}_{n \geq 1}$ satisfy $h_n \to 0$ such that $(nh_n^{2b+1})^{-1} \log(n) \to 0$, as $n \to \infty$. Then

$$
sup_{x \in [-1/2, 1/2]} \left| \hat{\theta}(x) - E[\hat{\theta}(x)] \right| = O \left( (nh_n^{2b+1})^{-1/2} \log^{1/2}(n) \right), \quad a.s.
$$

The two lemmas above imply that we can obtain a strong uniform rate of convergence of the estimator $\hat{\theta}$ for $\theta$ by choosing a regularizing sequence $\{h_n\}_{n \geq 1}$ that balances the asymptotic orders of both the bias and consistency, i.e.

$$
h_n = O \left( n^{-1/(2s+2b+1)} \log^{1/(2s+2b+1)}(n) \right).
$$

For this choice of regularizing parameters, we have $(nh_n^{b+1})^{-1} = o(h_n^s)$, which implies the bias of $\hat{\theta}$ has the order $O(h_n^s)$. Note, Lemma 2 requires the responses to have a finite moment of order larger than $2 + 1/b$, which is only a sufficient condition. One can easily show that $\kappa > 2 + 1/(s+b)$ is necessary when $\{h_n\}_{n \geq 1}$ satisfies (2.3), which is more reasonable for situations when $b \to 0$. We now state the uniform rate of convergence of $\hat{\theta}$ for $\theta$ when the parameter sequence $\{h_n\}_{n \geq 1}$ satisfies (2.3), and two additional properties of the estimate $\hat{\theta}$.
THEOREM 1. Let the assumptions of Lemma 2 hold, but now only requiring \( \kappa > 2 + 1/(s+b) \). Choose the regularizing sequence \( \{h_n\}_{n \geq 1} \) to satisfy (2.3). Then

\[
\sup_{x \in [-1/2, 1/2]} |\hat{\theta}(x) - \theta(x)| = O\left(n^{-s/(2s+2b+1)} \log^{s/(2s+2b+1)}(n)\right), \quad \text{a.s.}
\]

If, additionally, \( s > (2b+1)/(2\gamma) \), for some \( 0 < \gamma \leq 1 \), then

\[
\left[ \sup_{x \in [-1/2, 1/2]} |\hat{\theta}(x) - \theta(x)| \right]^{1+\gamma} = o(n^{-1/2}), \quad \text{a.s.}
\]

If \( \Lambda \) satisfies \( \int_{-\infty}^\infty |u|^{s+b-1/2}|\Lambda(u)| \, du < \infty \), then, for large enough \( n \),

\[
\hat{\theta} - \theta \in \mathcal{R}_{s-1/2, 1}, \quad \text{a.s.,}
\]

where \( \mathcal{R}_{s-1/2, 1} = \{ q \in \mathcal{R}_{s-1/2} : \|q\|_\infty \leq 1 \} \) is the unit ball of the metric space \( (\mathcal{R}_{s-1/2}, \| \cdot \|_\infty) \).

REMARK 1. The second statement of Theorem 1 requires the smoothness index \( s \) of the function space \( \mathcal{B}_s \) to be larger than the degree of ill-posedness \( b \) of the inverse problem, which is a stronger requirement than what has appeared in the literature before. The additional smoothness is simply explained by the entanglement of the smoothness index \( s \) and the degree of ill-posedness \( b \) in the strong uniform consistency rate given in the first statement of Theorem 1, \( O(n^{-s/(2s+2b+1)} \log^{s/(2s+2b+1)}(n)) \). This entanglement also occurs for indirect regression estimators satisfying minimax optimality, where now the integrated mean squared error has the order \( O(n^{-(2s)/(2s+2b+1)}) \).

The results on \( \hat{\theta} \) above guarantee our model residuals are well-behaved so that we can study the limiting behavior of the empirical distribution function \( \hat{F} \).

THEOREM 2. Assume the distribution function \( F \) admits a bounded Lebesgue density function \( f \) that is Hölder continuous with exponent \( 0 < \gamma \leq 1 \), and let \( \varepsilon_n, \ldots, \varepsilon_n \) have a finite absolute moment of order \( \kappa > 2 + 1/(s+b) \). Let the assumptions of Theorem 1 be satisfied, with \( s > \max\{2b+1)/(2\gamma), 3/2 \} \) and choosing \( \Lambda \) as a symmetric function. Finally, let the regularizing sequence \( \{h_n\}_{n \geq 1} \) satisfy (2.3). Then

\[
\sup_{t \in \mathbb{R}} \left| \frac{1}{2n+1} \sum_{j=-n}^{n} \left( 1[\varepsilon_j \leq t] - 1[\varepsilon_j \leq t] - \varepsilon_j f(t) \right) \right| = o_P(n^{-1/2}).
\]

COROLLARY 1. Under the conditions of Theorem 2, the process

\[
(2n+1)^{1/2}\{\hat{F}(t) - F(t)\} = (2n+1)^{-1/2} \sum_{j=-n}^{n} \left( 1[\varepsilon_j \leq t] - F(t) + \varepsilon_j f(t) \right) + o_P(1),
\]

t \in \mathbb{R}, weakly converges to a mean zero Gaussian process on the Skorohod space \( D[-\infty, \infty] \), with covariance function, for \( u, v \in \mathbb{R} \),

\[
\Sigma(u, v) = F\left( \min\{u, v\} \right) - F(u)F(v) + f(u)E[\varepsilon 1[\varepsilon \leq v]] + f(v)E[\varepsilon 1[\varepsilon \leq u]] + \sigma^2 f(u)f(v),
\]

writing \( \sigma^2 = E[\varepsilon^2] \) and \( \varepsilon \) for a generic random variable with distribution function \( F \).
Remark 2. In light of the fact that $K\theta$ is nonparametric because $\theta$ is nonparametric, we can see that model (1.1) is a type of nonparametric regression. The estimator $\hat{F}$ has influence function
\[ 1[\varepsilon \leq t] - F(t) + \varepsilon f(t), \]
where $\varepsilon$ is a generic random variable with distribution function $F$. Hence, if we additionally assume that $F$ has finite Fisher information for location, it follows that $\hat{F}$ is efficient for estimating $F$, in the sense of Hájek and Le Cam, from the results of Müller, Schick and Wefelmeyer (2004).

3. Asymptotically optimal regularization parameter selection

We now consider the problem of choosing an appropriate sequence of regularization parameters $\{h_n\}_{n \geq 1}$ required by the estimator $\hat{\theta}$. Popular approaches in the literature suggest a practical choice of regularization would be a scheme that minimizes the integrated mean squared error (IMSE) of $\hat{\theta}$. However, selection of such a parameter can also be viewed as a model selection problem, where we select the most feasible regression model from a sequence of regression function estimates generated from a sequence of regularization parameters. In the case of iterative estimation procedures, a suitable stopping iteration is sought. Multiscale and related methods based on partial sums of normalized residuals have been thoroughly investigated in the literature (see, for example, González-Manteiga, Martinez-Miranda and Pérez-González, 2004; Bissantz, Mair and Munk, 2006; Bissantz, Mair and Munk, 2008; Davies and Meise, 2008, and Hotz et al., 2012). Lepski methodology among others has recently become a popular approach in this context, where the IMSE of the indirect regression estimate is replaced by a suitable non-random objective function using oracle inequalities (see, for example, Goldenshluger, 1999; Cavalier and Tsybakov, 2002; Mathé and Pereverzev, 2006; Blanchard and Mathé, 2012, and Blanchard, Hoffmann and Reiß, 2016). An important approach for spectral cut-off estimators based on assessing the risk hull of these estimates is investigated by Cavalier and Golubev (2006), which was already discussed in the introduction. In contrast to previous works, we will propose a methodology based on a smooth bootstrap of the model residuals to estimate the IMSE of $\hat{\theta}$, and, using the perspective of conducting model selection, we propose choosing the regularization parameter sequence that minimizes this estimate.

In the following result, we give the asymptotic order of the integrated variance and the integrated squared bias of the estimator $\hat{\theta}$ that will lead to a rule-of-thumb approach for selecting regularization parameters that approximately minimize the IMSE of $\hat{\theta}$.

Proposition 1. Let $\theta \in \mathcal{R}_s$, with $s \geq 1$, and let Assumptions 1 and 2 hold. Assume that $\varepsilon_n, \ldots, \varepsilon_n$ have finite variance $\sigma^2$. Then, for any regularizing sequence $\{h_n\}_{n \geq 1}$ satisfying $h_n \to 0$ such that both $nh_n^{2b+1} \to \infty$, as $n \to \infty$, and $(nh_n^{k+1})^{-1} = o(h_n^s)$ hold, there are constants $C_\Lambda > 0$ and $C_R > 0$ such that

\[
\int_{-1/2}^{1/2} E \left\{ \left\{ \hat{\theta}(x) - E[\hat{\theta}(x)] \right\}^2 \right\} dx = C_\Lambda \sigma^2 (nh_n^{2b+1})^{-1} + o(nh_n^{2b+1})^{-1}
\]

and

\[
\int_{-1/2}^{1/2} \left\{ E[\hat{\theta}(x)] - \theta(x) \right\}^2 dx = C_R h_n^{2s} + o(h_n^{2s}).
\]
Remark 3. From the results of Proposition 1, we can obtain an approximately optimal regularizing sequence, in the sense of minimizing the IMSE of \( \hat{\theta} \):

\[
h_{n,\text{opt}} \approx \left( \frac{2b + 1}{2s} \frac{C_A}{C_R} \sigma^2 \right)^{1/(2s+2b+1)} n^{-1/(2s+2b+1)}.
\]

Consequently, the integrated mean squared error of \( \hat{\theta} \) is of the order \( O(n^{-(2s)/(2s+2b+1)}) \). Setting \( \epsilon = \epsilon_n = O(n^{-1/2}) \) in Table 1 on page 9 of Cavalier (2008) yields that \( \hat{\theta} \) is indeed minimax optimal for estimating \( \theta \).

The conclusion that \( \hat{\theta} \), formed from a regularizing sequence of order \( O(n^{-1/(2s+2b+1)}) \), is minimax optimal only guarantees the estimation strategy is optimal in the sense that it both minimizes the rate of convergence for the integrated mean squared error, a measure of estimation performance, and that no other estimator will achieve a faster rate of convergence for this performance metric. However, as we can see from Remark 3, the choice of regularizing parameters \( \{h_{n,\text{opt}}\}_{n \geq 1} \) requires further investigation by numerical or stochastic methods due to unknown constants that are not directly estimable. For example, working with the approximately optimal bandwidth choice in Remark 3 the constant \( C_A \) is proportional to the limit of \( h_{n}^{2b+1} \sum_{k=-\infty}^{\infty} \{A(h_n k) / \Psi(k)\}^2 \), which could be approximated by a finite series and a pilot regularizing sequence. On the other hand, \( C_R \) is essentially an asymptotically stabilized bias. Usually, this is not observable, and, hence, a numerical method like bootstrap or cross–validation is required to estimate it. In addition, and more generally, the optimal bandwidth depends on the unknown smoothness index \( s \) of the function space \( \mathcal{R}_s \). Estimation of this quantity is very difficult and likely not even possible without harsh and confining assumptions. However, an educated guess would lead to the optimal bandwidth choice corresponding with the largest possible function class \( \mathcal{R}_s \). This means choosing \( s \) to be as small possible, when the rule of thumb approach in Remark 3 is used. Unfortunately, the resulting methodology is still arbitrary.

3.1. Smooth bootstrap of residuals. Computational approaches for automated and data–driven bandwidth selection methods have been well–studied in the literature for many nonparametric function estimators. The approaches generally focus on estimating the IMSE of the estimator using either a cross–validation or bootstrap approach, which can then be minimized with respect to the choice of bandwidth in an exact or approximate way. Cao (1993) studies two methods for selecting a bandwidth in a kernel density estimator using a smooth bootstrap of their univariate data. More recently, Neumeyer (2009) has proven the general validity of a smooth bootstrap process of the model residuals from a nonparametric regression. Due to its simplicity, we will introduce a similar smooth bootstrap process that admits a consistent estimate of the IMSE of \( \hat{\theta} \), which requires mirroring the restrictions given by Theorem 2 on model (1.1) in the bootstrap scheme. Throughout this section, we will describe the stochastic properties of our random quantities using \( P^*–\text{outer measure} \), which, for a single bootstrap response \( Y^* \), reduces to the conditional probability function

\[
P^*_x(Y^* \leq t) = P_x(Y^* \leq t \mid \mathcal{D}) = P_x(\varepsilon^* \leq t - [K \hat{\theta}](x) \mid \mathcal{D})
\]

given the original sample of data \( \mathcal{D} = \{(x_{-n}, Y_{-n}), \ldots, (x_n, Y_n)\} \). Here \( \varepsilon^* \) is a smooth bootstrap model residual, which we construct as follows.
Let us begin with examining the requirements imposed by Theorem 2 on model (1.1). We need to ensure our smooth bootstrap model residual \( \hat{\varepsilon}^* \) satisfies having a mean equal to zero, independence, a finite moment of order \( \kappa > 2 + 1/(s + b) \) and a common distribution function \( F^*_n \) that admits a bounded Lebesgue density function \( f^*_n \) that is Hölder continuous. The first requirement is satisfied merely by centering our original model residuals:

\[
\hat{\varepsilon}_j = \hat{\varepsilon}_j - \frac{1}{2n + 1} \sum_{i=-n}^{n} \hat{\varepsilon}_i, \quad j = -n, \ldots, n.
\]

Turning our attention to the next constraint, we can see that conditioning on the original sample \( D \) and selecting from \( \hat{\varepsilon}_{-n}, \ldots, \hat{\varepsilon}_n \) completely at random and with replacement satisfies independence, in the sense of \( P^* \)-outer measure. However, the remaining assumptions are not satisfied because resampling in this way results in the bootstrap model residuals \( \tilde{\varepsilon}^*_j \) having a discrete distribution.

To fulfill the last requirements imposed on model (1.1), we will contaminate the randomly selected centered model residual \( \hat{\varepsilon}^*_j \) by an independent, centered random variable \( U_j \) that has a finite moment of order \( \kappa > 2 + 1/(s + b) \) and common distribution function characterized by a bounded Lebesgue density function \( w \). Hence, we construct our smooth bootstrap model residuals \( \varepsilon^*_{-n} = \tilde{\varepsilon}^*_{-n} + c_n U_{-n}, \ldots, \varepsilon^*_n = \tilde{\varepsilon}^*_n + c_n U_n \). Here the sequence \( \{c_n\}_{n \geq 1} \) is a scaling sequence similar to a bandwidth for kernel density estimation, and later we will impose requirements on \( \{c_n\}_{n \geq 1} \) that are appropriate to form a bootstrap version of our indirect regression function estimator. Consequently, \( \varepsilon^*_j \) has the common distribution function

\[
F^*_n(t) = P^*(\varepsilon^*_j \leq t) = \frac{1}{(2n + 1)c_n} \sum_{j=-n}^{n} \int_{-\infty}^{t} w\left( \frac{u-\tilde{\varepsilon}_j}{c_n} \right) du, \quad t \in \mathbb{R},
\]

and density function

\[
f^*_n(t) = \frac{1}{(2n + 1)c_n} \sum_{j=-n}^{n} w\left( \frac{t-\tilde{\varepsilon}_j}{c_n} \right), \quad t \in \mathbb{R}.
\]

We can see that \( F^*_n \) is a smooth estimate of \( F \) based on a kernel density estimator \( f^*_n \) of the original error density \( f \). Hence, the remaining requirement imposed by Theorem 2 on \( F \) can be mirrored in the bootstrap process by choice of \( w \), i.e. we can choose \( w \) to be Hölder continuous with the desired exponent. Using model (1.1), we obtain our bootstrap sample \( (x_{-n}, Y^*_{-n}), \ldots, (x_n, Y^*_n) \), where

\[
Y^*_j = [K\hat{\theta}](x_j) + \varepsilon^*_j, \quad j = -n, \ldots, n.
\]

Let \( \hat{\theta}^* \) be defined in (2.2), with \( Y^*_j \) replacing \( Y_j \) and a regularizing sequence \( \{g_n\}_{n \geq 1} \) replacing the regularizing sequence \( \{h_n\}_{n \geq 1} \), which is also chosen to satisfy (2.3). Choosing the scaling sequence \( \{c_n\}_{n \geq 1} \) such that \( c_n = O(n^{-\alpha}) \), for some \( 0 < \alpha < 1/2 + 1/\kappa < 1 \), results in the bootstrap indirect regression estimator \( \hat{\theta}^* \) satisfying similar properties as \( \hat{\theta} \) given in Theorem 1. We summarize these results in the following theorem, and we omit its proof because it is proven in exactly the same manner as Theorem 1 (see Section 5).

**Theorem 3.** Let the assumptions of Theorem 1 be satisfied. Choose the regularizing sequence \( \{g_n\}_{n \geq 1} \) according to (2.3) and let the scaling sequence \( \{c_n\}_{n \geq 1} \) satisfy \( c_n = O(n^{-\alpha}) \),
with $0 < \alpha < 1/2 + 1/\kappa$. Then, $P^*$-outer almost surely, we have
\[
\sup_{x \in [-1/2, 1/2]} \left| \hat{\theta}^*(x) - \bar{\theta}(x) \right| = O\left(n^{-s/(2s+2b+1)} \log^{s/(2s+2b+1)}(n) \right),
\]
if, additionally, $s > (2b + 1)/(2\gamma)$, for some $0 < \gamma \leq 1$,
\[
\left[ \sup_{x \in [-1/2, 1/2]} \left| \hat{\theta}^*(x) - \bar{\theta}(x) \right| \right]^{1+\gamma} = o(n^{-1/2}),
\]
and, for large enough $n$,
\[
\hat{\theta}^* - \bar{\theta} \in \mathcal{R}_{s-1, 1/2}.
\]

A particularly important use of bootstrapping in practice is to find suitable quantiles for test statistics. In the case of residual-based analysis, one is typically interested in functionals as a symmetric function. Then \(\Lambda\) Let the assumptions of Theorem 3 be satisfied, with
\[
\sup_{x \in [-1/2, 1/2]} \left| \hat{\theta}^*(x) - \bar{\theta}(x) \right| = o(n^{-1/2}),
\]
In the following, we work with residuals constructed from this bootstrap data:
\[
\hat{\varepsilon}_j^* = Y_j^* - \left[ K \hat{\theta}^* \right](x_j), \quad j = -n, \ldots, n.
\]
The following result is the analog of Theorem 2 for the empirical distribution function of these residuals. In a moment, we will specialize this result in a way that guarantees the bootstrap residual–based empirical process behaves similarly to the original residual–based empirical process, i.e. conditions for which both processes have the same limiting distribution given in Corollary 1. The proof of this result follows along the same lines as the proof of Theorem 2 and its supporting results (see Section 5). Hence, it is omitted.

**Theorem 4.** Assume the density function \(w\) is Hölder continuous with exponent $0 < \gamma \leq 1$. Let the assumptions of Theorem 3 be satisfied, with $s > \max\{(2b + 1)/(2\gamma), 3/2\}$ and choosing \(\Lambda\) as a symmetric function. Then
\[
\sup_{t \in \mathbb{R}} \left| \frac{1}{2n + 1} \sum_{j=-n}^{n} \left\{ 1[\hat{\varepsilon}_j^* \leq t] - 1[\varepsilon_j^* \leq t] - \varepsilon_j^* f_n(t) \right\} \right| = o_P(n^{-1/2}).
\]

Note, this result always includes the optimal bandwidth choice \(c_n = O(n^{-1/5})\) for density estimation. This fact in combination with the results of Proposition 4 yield the following analog of Corollary 1.

**Corollary 2.** Let the assumptions of Theorem 4 be satisfied. If, additionally, both of the densities \(f\) and \(w\) are Hölder continuous with exponent $2/3 < \gamma \leq 1$, the scaling sequence \(\{c_n\}_{n \geq 1}\) satisfies \(c_n = O(n^{-1/5})\) and $s > (1 + \gamma)(2b + 1)/(3\gamma - 2)$, then the process
\[
(2n+1)^{-1/2} \sum_{j=-n}^{n} \left\{ 1[\hat{\varepsilon}_j^* \leq t] - F_n^*(t) \right\} = (2n+1)^{-1/2} \sum_{j=-n}^{n} \left\{ 1[\varepsilon_j^* \leq t] - F_n^*(t) + \varepsilon_j^* f_n(t) \right\} + o_P(1),
\]

t ∈ ℝ, weakly converges, conditionally on the sample \((x_{-n}, Y_{-n}), \ldots, (x_n, Y_n)\), to a mean zero Gaussian process on the Skorohod space \(D[-∞, ∞]\), with covariance function, for \(u, v ∈ ℝ\),

\[
\Sigma^*(u, v) = F_n^*(\min\{u, v\}) - F_n^*(u)F_n^*(v) + f_n^*(u)E^*[ε^*1[ε^* ≤ v]]
+ f_n^*(v)E^*[ε^*1[ε^* ≤ u]] + σ^2 f_n^*(u)f_n^*(v),
\]

where \(ε^*\) is a generic random variable with distribution function \(F_n^*\) and \(σ^2\) is given in Corollary 1.

Additionally, we have

\[
\sup_{u,v∈ℝ} \left| \Sigma^*(u, v) - \Sigma(u, v) \right| = o_p(1),
\]

where \(Σ\) is given in Corollary 4.

Following the observations on pages 207-209 in Neumeyer (2009), we can immediately obtain valid smooth bootstrap approximations of quantiles for test statistics that are constructed from continuous functionals of \(F\) by combining this fact with the continuous sample paths of Gaussian processes and the continuous mapping theorem. We conclude this section with the following remark:

**Remark 4.** Both the original residual–based process

\[
(2n + 1)^{-1/2} \sum_{j=-n}^{n} \left\{ 1[ε_j ≤ t] - F(t) \right\},
\]

from Corollary 1 and its smooth bootstrap analogue

\[
(2n + 1)^{-1/2} \sum_{j=-n}^{n} \left\{ 1[ε^*_j ≤ t] - F_n^*(t) \right\},
\]

from Corollary 2 have the same limiting distribution, when the conditions of Corollary 2 are satisfied. This limiting distribution is given by the Gaussian process described in Corollary 4 which has continuous sample paths. It then follows for statistics \(T_n\) and their smooth bootstrap version \(T_n^*\) obtained from continuous functionals of \(F\) satisfy the following consistency property. Define \(g_{n,α}\) by \(P(T_n ≤ g_{n,α}) = α\). Combining the continuity of the functional used to construct \(T_n\) and \(T_n^*\) and the continuous sample paths of Gaussian processes with the continuous mapping theorem, we obtain

\[
P(T_n ≤ g_{n,α}) = α + o(1),
\]

which characterizes the validity of the proposed smooth bootstrap of the model residuals. Hence, the bootstrap described here can be immediately used to approximate unknown quantiles of test statistics obtained from continuous functionals of \(F\).

3.2. Regularization parameter selection by bootstrap. Now we turn our attention to a different choice of regularization parameters that also approximately minimizes the IMSE of the indirect regression estimator \(\hat{θ}\). For clarity, throughout this section we will subscript the estimators \(θ\) and \(θ^\dagger\) by the regularization parameters used to form those estimates, i.e. we write \(\hat{θ}_{h_n}\), indicating the regularizing sequence \(\{h_n\}_{n≥1}\) is used, and \(\hat{θ}^\dagger_{g_n}\), indicating the regularizing sequence \(\{g_n\}_{n≥1}\) is used. The IMSE of \(\hat{θ}_{h_n}\), which we want to minimize with respect to the
regularizing sequence \( \{h_n\}_{n \geq 1} \), is given by

\[
IMSE(\hat{\theta}_{h_n}) = \int_{-1/2}^{1/2} E \left[ \{\hat{\theta}_{h_n}(x) - \theta(x)\}^2 \right] dx,
\]

which can be viewed as an objective function with respect to the mapping \( h_n \mapsto IMSE(\hat{\theta}_{h_n}) \).

Following Cao (1993), we will arbitrarily choose the original regularizing sequence \( \{h_n\}_{n \geq 1} \) according to Theorem 1 as a pilot sequence to form an initial and consistent estimate \( \hat{\theta}_{h_n} \). A practical choice for \( \{h_n\}_{n \geq 1} \) would be the rule-of-thumb parameter sequence given in Remark 3, where the unknown constants are estimated and the smoothness index \( s \) is chosen as small as possible, which minimizes the subjectivity of the resulting regularization. Consider the IMSE objective but now for the bootstrap data, where we instead have \( \hat{\theta}_{h_n} \) for the unknown function \( \theta \) in (3.2). Hence, we have an analogous form of (3.2) in \( P^*-\)outer measure that can be approximated via Monte Carlo simulation:

\[
IMSE^*(\hat{\theta}_{g_n}) = \int_{-1/2}^{1/2} E^* \left[ \{\hat{\theta}_{g_n}(x) - \hat{\theta}_{h_n}(x)\}^2 \right] dx.
\]

Since both \( \hat{\theta}_{h_n} \) and \( \hat{\theta}_{g_n} \) satisfy the projective representation (2.2), it follows for the expected values on the far right–hand sides of (3.2) and (3.3) to be averages taken with respect to the distribution functions \( F \) and \( F^*_n \), respectively. We can then use standard arguments to show

\[
E^* \left[ \int_{-1/2}^{1/2} \{\hat{\theta}_{g_n}(x) - \hat{\theta}_{h_n}(x)\}^2 dx \right] = E \left[ \int_{-1/2}^{1/2} \{\hat{\theta}_{h_n}(x) - \theta(x)\}^2 dx \right] + o_P(1).
\]

Hence, we obtain \( IMSE^*(\hat{\theta}_{g_n}) = IMSE(\hat{\theta}_{h_n}) + o_P(1) \). This implies (3.3) is an effective predictor of (3.2), which implies that we can use the mapping \( g_n \mapsto IMSE^*(\hat{\theta}_{g_n}) \) as an objective criteria for finding an optimal regularizing sequence. It follows that we can choose \( \{g_{n,opt}\}_{n \geq 1} \) such that

\[
g_{n,opt} = \arg\min_{g \in (0, b]} E^* \left[ \int_{-1/2}^{1/2} \{\hat{\theta}^*_g(x) - \hat{\theta}_{h_n}(x)\}^2 dx \right],
\]

where \( h > 0 \) is a constant chosen larger than the optimal regularization parameter. Consequently, the resulting regularization parameters \( \{g_{n,opt}\}_{n \geq 1} \) can be viewed as objective corrections to the subjective pilot regularization parameters \( \{h_n\}_{n \geq 1} \).

Recall the Fourier frequency smoothing kernel \( \Lambda \) used in the deconvolution estimators \( \hat{\theta}_{h_n} \) and \( \hat{\theta}_{g_n} \). It is easy to see that restricting the choice of \( \Lambda \), and, hence, restricting the choice of the resulting deconvolution smoothing kernel from (2.2), leads to unique minimizers for each of (3.2) and (3.3), respectively. For example, choosing \( \Lambda \) as an indicator function, e.g. working with spectral cut-off estimators, leads to the deconvolution smoothing kernel in (2.2) to be a smooth function with infinitely many derivatives. The desired consistency property between the smooth bootstrap selected optimal regularizing sequence \( \{g_{n,opt}\}_{n \geq 1} \) that minimizes (3.3) and the desired optimal regularizing sequence \( \{h_{n,opt}\}_{n \geq 1} \) that minimizes (3.2) then follows from the consistency of \( IMSE^*(\hat{\theta}_{g_{n,opt}}) \) for the desired \( IMSE(\hat{\theta}_{h_{n,opt}}) \). We summarize these observations in the following remark.
Remark 5. We can restrict our choice of smoothing kernel by its Fourier transform $\Lambda$ that allows for $\{h_n, opt\}_{n \geq 1}$ to be the unique minimizer of (3.2). Let $\{g_n, opt\}_{n \geq 1}$ satisfy (3.4). Since $IMSE(\hat{\theta}_{g_n, opt})$ is consistent for $IMSE(\hat{\theta}_{h_n, opt})$, we have the desired $g_n, opt = h_n, opt + o_P(1)$.

4. Finite sample properties

We conclude this article with a small numerical study of the previous results, and we investigate the effectiveness of our smooth bootstrap methodology for selecting a regularization parameter. In the following simulations, we chose two regression functions $\theta_1$ and $\theta_2$, where

$$\theta_1(x) = 3e^{-20x^2} \quad \text{and} \quad \theta_2(x) = 4x + 6x^2 - \frac{3}{2}\cos(4\pi x), \quad x \in [-1/2, 1/2].$$

The distortion function $\psi$ is taken as the Laplace density with a mean of zero and a scale of 1/10 that has been restricted to the interval $[-1/2, 1/2]$ as in Example 1 which also satisfies Assumption 4 for the choice $b = 2$. The fixed covariates are taken as $x_j = j/(2n + 1)$, which is asymptotically equivalent to $j/(2n)$. This choice allows us to use the fast Fourier transform algorithm for estimating the functions $\theta_1$ and $\theta_2$. Finally, we consider two cases for the model errors: normally distributed errors, with mean zero and scale 2/3, and $t$-distributed errors, with four degrees of freedom and scaled to 2/3 as well. We expect these choices of model errors to lead to similar estimates of $\theta_1$ and $\theta_2$ while leading to different estimates of the associated error distribution functions. Our simulations consider samples of sizes 51, 101, 201 and 301, i.e. $n$ is taken as 25, 50, 100 and 150.

We work with the smoothing kernel that has Fourier coefficients satisfying

$$\Lambda(k) = \begin{cases} 1, & \text{if } |k| \leq 7, \\ ((|k|/7)^{-6}, & \text{if } 7 < |k| \leq n, \\ 0, & \text{otherwise}, \end{cases}$$

which leads to considering function spaces $R_s$, with $5/2 < s < 7/2$. In order to select an appropriate regularization parameter for the indirect regression function estimates, we work with the pilot sequence $h_n = 5(2n + 1)^{-1/11} \log^{1/11}(2n + 1)$, which corresponds with the choice $s = 3$ in (2.3). For the smooth bootstrap of the residuals, we have used standard normally distributed contaminates $U_j$ and we used Silverman’s rule for selecting a bandwidth in kernel density estimation, i.e. we take the scaling sequence $c_n = 1.06\hat{\sigma}(2n + 1)^{-1/5}$, where $\hat{\sigma}$ is the estimated standard deviation of the model residuals respectively obtained from estimating each of the functions $\theta_1$ and $\theta_2$ using the pilot regularizing sequence $h_n$. Using 200 smooth bootstrap replications to construct a suitable approximation of the IMSE of the estimates of each of $\theta_1$ and $\theta_2$, we take 100 equally spaced candidate regularization parameters in an interval $[l_n, u_n]$, where $l_n = (2n + 1)^{-1/10}$, which results in undersmoothed estimates, and $u_n = 10(2n + 1)^{-1/12} \log^{1/12}(2n + 1)$, which results in oversmoothed estimates. Following the discussion in Section 3.2 we choose the optimal regularization parameter $g_n, opt$ as the grid point that minimizes this approximate IMSE, which we then use to construct the resulting function estimates of $\theta_1$ and $\theta_2$.

The assumptions of Theorem 2 and Theorem 3 are satisfied for the choices made above. Figure 1 displays the results of our indirect regression estimator for a typical data set from using $\theta_2$ and $t$-distributed errors based on a sample size of 201. The scatter plot of the data shows the function estimators $\hat{\theta}$ and $K\hat{\theta}$ work well in respectively estimating each of $\theta_2$ and $K\theta_2$. Turning
Figure 1. From left to right: A scatter plot of the data overlaid with the fitted blurred regression (solid), estimated regression (dashed), true blurred regression function (dotted) and the true regression function (dot-dashed); A scatter plot of the model residuals overlaid with a line at zero; A plot of the residual-based empirical distribution function (solid) overlaid with the true error distribution function (dashed).

| n  | t   | -2     | -1     | 0     | 1     | 2     |
|----|-----|--------|--------|-------|-------|-------|
| 51 | -0.003 (0.001) | -0.028 (0.045) | 0.012 (0.096) | 0.011 (0.043) | 0.000 (0.001) | 0.002 (0.002) |
| 101| 0.002 (0.002) | 0.043 (0.044) | 0.010 (0.087) | -0.047 (0.047) | -0.002 (0.002) | 0.033 (0.046) | 0.002 (0.001) |
| 201| 0.002 (0.001) | 0.037 (0.046) | 0.007 (0.088) | -0.027 (0.048) | -0.002 (0.002) | 0.003 (0.001) |
| 301| -0.001 (0.001) | -0.027 (0.046) | -0.006 (0.088) | 0.035 (0.041) | 0.003 (0.001) | 0.002 (0.001) |
| 301| 0.000 (0.001) | 0.010 (0.045) | -0.001 (0.092) | -0.011 (0.047) | 0.001 (0.001) | 0.002 (0.001) |
| 301| 0.000 (0.001) | 0.001 (0.047) | -0.001 (0.090) | -0.014 (0.048) | 0.002 (0.001) |

Table 1. Simulated asymptotic bias and variance (in parentheses) of \((2n + 1)^{1/2} \{ \hat{F}(t) - F(t) \} \) at the points \(-2, -1, 0, 1 \) and 2 for the case of normally distributed errors. The results from each regression \(\theta_1 \) and \(\theta_2 \) are given as rows within each sample size, with the first row corresponding to \(\theta_1 \) and the second to \(\theta_2 \).

our attention to the scatter plot of the residuals, we can see the indirect regression estimator, constructed with the proposed data-driven regularization methodology, is explaining the data very well, which follows from the appearance of completely random scatter in the residuals. Finally, the remaining plot of the distribution functions shows the empirical distribution function of the residuals \(\hat{F} \) matches very closely to the true error distribution function \(F\), which is expected.

Turning our attention to the numerical summaries of the estimator \(\hat{F} \), we can plainly see this estimator is performing well. Beginning with the case of normally distributed errors, Table 1 shows the figures for the simulated asymptotic biases and variances of \(\hat{F} \) at the points \(-2, -1, 0, 1 \) and 2. The simulated asymptotic biases are calculated by computing the simulated
Table 2. Asymptotic mean squared error of $(2n+1)^{1/2}\{\hat{F}(t) - F(t)\}$ at the points $-2, -1, 0, 1$ and $2$ for the case of normally distributed errors. The results from each regression $\theta_1$ and $\theta_2$ are given as rows within each sample size, with the first row corresponding to $\theta_1$ and the second to $\theta_2$.

| $n$ | $-2$  | $-1$  | $0$   | $1$   | $2$   |
|-----|-------|-------|-------|-------|-------|
| 51  | 0.001 | 0.046 | 0.096 | 0.044 | 0.001 |
|     | 0.002 | 0.046 | 0.087 | 0.049 | 0.002 |
| 101 | 0.001 | 0.045 | 0.091 | 0.047 | 0.001 |
|     | 0.001 | 0.048 | 0.088 | 0.049 | 0.002 |
| 201 | 0.001 | 0.047 | 0.088 | 0.043 | 0.001 |
|     | 0.001 | 0.045 | 0.092 | 0.047 | 0.001 |
| 301 | 0.001 | 0.046 | 0.093 | 0.046 | 0.001 |
|     | 0.001 | 0.047 | 0.091 | 0.048 | 0.001 |
| $\infty$ | 0.001 | 0.046 | 0.091 | 0.046 | 0.001 |

Table 3. Asymptotic integrated mean squared error of $(2n+1)^{1/2}\{\hat{F} - F\}$ by sample size for the case of normally distributed errors. The results from each regression $\theta_1$ and $\theta_2$ are given as rows, with the first row corresponding to $\theta_1$ and the second to $\theta_2$.

| $n$ | $51$ | $101$ | $201$ | $301$ | $\infty$ |
|-----|------|-------|-------|-------|---------|
|     | 0.191 | 0.190 | 0.188 | 0.189 | 0.188   |
|     | 0.199 | 0.192 | 0.192 | 0.190 |         |

Table 4. Simulated asymptotic bias and variance (in parentheses) of $(2n+1)^{1/2}\{\hat{F}(t) - F(t)\}$ at the points $-2, -1, 0, 1$ and $2$ for the case of $t$-distributed errors. The results from each regression $\theta_1$ and $\theta_2$ are given as rows within each sample size, with the first row corresponding to $\theta_1$ and the second to $\theta_2$.

| $n$ | $-2$        | $-1$        | $0$         | $1$         | $2$         |
|-----|-------------|-------------|-------------|-------------|-------------|
| 51  | -0.012 (0.005) | -0.009 (0.038) | 0.001 (0.131) | 0.006 (0.043) | 0.008 (0.005) |
|     | -0.004 (0.005) | 0.045 (0.041) | 0.013 (0.123) | -0.065 (0.043) | 0.005 (0.006) |
| 101 | -0.010 (0.006) | -0.014 (0.039) | 0.011 (0.133) | 0.011 (0.040) | 0.007 (0.006) |
|     | -0.001 (0.006) | 0.032 (0.040) | -0.014 (0.134) | -0.032 (0.041) | 0.001 (0.006) |
| 201 | -0.005 (0.006) | -0.012 (0.038) | -0.025 (0.146) | 0.027 (0.038) | 0.007 (0.005) |
|     | -0.003 (0.007) | 0.021 (0.037) | -0.014 (0.134) | -0.014 (0.040) | 0.007 (0.006) |
| 301 | -0.007 (0.006) | -0.021 (0.037) | 0.004 (0.145) | 0.012 (0.037) | 0.006 (0.006) |
|     | -0.008 (0.006) | 0.005 (0.038) | 0.001 (0.137) | -0.017 (0.040) | 0.002 (0.006) |

Biases of $\hat{F}$ and multiplying these by the square–root of the corresponding sample size, and the simulated asymptotic variance is similarly calculated but now we multiply by the corresponding sample size. Inspecting Table 3, we find the squared asymptotic bias of $\hat{F}$ becomes negligible.
Table 5. Asymptotic mean squared error of $(2n+1)^{1/2} \{ \hat{F}(t) - F(t) \}$ at the points $-2, -1, 0, 1$ and 2 for the case of $t$-distributed errors. The results from each regression $\theta_1$ and $\theta_2$ are given as rows within each sample size, with the first row corresponding to $\theta_1$ and the second to $\theta_2$.

| $n$ | $t$ | $-2$ | $-1$ | 0   | 1   | 2   |
|-----|-----|------|------|-----|-----|-----|
| 51  | 0.005 | 0.038 | 0.131 | 0.043 | 0.005 |
|     | 0.005 | 0.043 | 0.123 | 0.047 | 0.006 |
| 101 | 0.006 | 0.040 | 0.134 | 0.040 | 0.006 |
|     | 0.006 | 0.041 | 0.134 | 0.042 | 0.006 |
| 201 | 0.006 | 0.038 | 0.146 | 0.039 | 0.005 |
|     | 0.007 | 0.037 | 0.134 | 0.040 | 0.006 |
| 301 | 0.006 | 0.037 | 0.145 | 0.037 | 0.006 |
|     | 0.006 | 0.038 | 0.137 | 0.040 | 0.006 |
| $\infty$ | 0.006 | 0.036 | 0.156 | 0.036 | 0.006 |

Table 6. Asymptotic integrated mean squared error of $(2n+1)^{1/2} \{ \hat{F} - F \}$ by sample size for the case of $t$-distributed errors. The results from each regression $\theta_1$ and $\theta_2$ are given as rows, with the first row corresponding to $\theta_1$ and the second to $\theta_2$.

| $n$ | $t$ | 51  | 101 | 201 | 301 | $\infty$ |
|-----|-----|-----|-----|-----|-----|---------|
|     | 0.235 | 0.227 | 0.229 | 0.230 | 0.228 |
|     | 0.273 | 0.269 | 0.239 | 0.235 |       |

to the asymptotic variance of $\hat{F}$ at larger sample sizes, which is expected. In Table 2 we give the asymptotic mean squared error (AMSE) of $\hat{F}$, which is calculated by multiplying the simulated mean squared error of $\hat{F}$ by the corresponding sample size. The figures corresponding to the sample size $\infty$ are calculated using the results of Theorem 2. Comparing the results in Table 2 we find the theoretical prediction made in Theorem 2 concerning the asymptotic pointwise precision of $\hat{F}$ corresponds well with the simulated results. Finally, turning our attention to Table 3, we give the asymptotic integrated mean squared error (AIMSE) of $\hat{F}$, which is calculated similarly to the AMSE of $\hat{F}$ but now integrating with respect to $t$. These results also confirm that $\hat{F}$ performs well in estimating $F$ even at the smaller sample sizes 51 and 101. A possible explanation for this observation is the use of the smooth bootstrap methodology for choosing the regularization parameter in the estimate $\hat{\theta}$. Table 4, Table 5 and Table 6 show the related figures to Table 1, Table 2 and Table 3, respectively, when the model errors are $t$-distributed, and the results are analogous to the case of normally distributed errors.

The results concerning our indirect regression estimator are interesting. In addition to finding an asymptotically optimal regularization parameter using the proposed bootstrap methodology, we also conducted a similar grid search procedure choosing an optimal regularization parameter that minimizes the integrated squared error (ISE) between the indirect regression estimate and the regression function for each case of $\theta_1$ and $\theta_2$. In general, this methodology is
Figure 2. Boxplots of log-transformed ratios of regularization parameters (bootstrap-based selection to ISE-based selection) by log-transformed sample size. Plots on the left correspond to normally distributed errors and plots on the right correspond to t-distributed errors, while plots on the top correspond to the regression $\theta_1$ and plots on the bottom correspond to the regression $\theta_2$.

Table 7. Integrated mean squared error of the indirect regression estimator by sample size for each regression $\theta_1$ and $\theta_2$ in the case of normally distributed errors. Figures corresponding to ‘Bootstrap’ are the IMSE estimates based on the proposed smooth bootstrap methodology for selecting the regularization parameter and the figures corresponding to ‘Best’ are the IMSE estimates corresponding to selecting the regularization parameter by minimizing the ISE. The results for each regression $\theta_1$ and $\theta_2$ are given as rows within each regularization selection method, with the first row corresponding to $\theta_1$ and the second to $\theta_2$. 

| Regularization | 51  | 101 | 201 | 301 |
|----------------|-----|-----|-----|-----|
| Bootstrap      | 0.168| 0.092| 0.057| 0.040|
|                | 0.683| 0.566| 0.411| 0.344|
| Best           | 0.131| 0.075| 0.050| 0.036|
|                | 0.511| 0.396| 0.314| 0.280|
Table 8. Integrated mean squared error of the indirect regression estimator by sample size for each regression $\theta_1$ and $\theta_2$ in the case of $t$–distributed errors. Figures corresponding to ‘Bootstrap’ are the IMSE estimates based on the proposed smooth bootstrap methodology for selecting the regularization parameter and the figures corresponding to ‘Best’ are the IMSE estimates corresponding to selecting the regularization parameter by minimizing the ISE. The results for each regression $\theta_1$ and $\theta_2$ are given as rows within each regularization selection method, with the first row corresponding to $\theta_1$ and the second to $\theta_2$.

| Regularization | 51   | 101  | 201  | 301  |
|---------------|------|------|------|------|
| Bootstrap     | 0.161| 0.095| 0.055| 0.040|
|               | 0.677| 0.556| 0.401| 0.346|
| Best          | 0.128| 0.079| 0.048| 0.035|
|               | 0.505| 0.393| 0.310| 0.280|

4.1. Example: comparison between regularization methods for spectral cut-off estimators. Consider the special case of indirect regression estimates from the so-called spectral cut-off method. This means we consider the simpler spectral smoothing kernel

$$\Lambda(k) = 1[-1 \leq k \leq 1], \quad k \in \mathbb{Z}.$$
Here one seeks a regularization that essentially decides how many Fourier frequencies to include in the indirect regression estimates, which follows from observing that (2.2) evaluates Λ at the product \( h_n k \), where the regularizing parameter \( h_n \) is small. Cavalier and Golubev (2006) investigate a penalized estimate of the mean integrated squared error of indirect regression estimates obtained from the spectral cut-off method called a risk hull; see equation (1.9) on page 1656. These authors propose selecting a regularization that minimizes this quantity and call this the risk hull method. The penalty function is only specified for the case of normally distributed data (see page 1661 of that article). In this example, we simulated a comparison between the risk hull method and the proposed bootstrap regularization selection method from Section 3.2 for both regressions \( \theta_1 \) and \( \theta_2 \) and distortion function \( \psi \) specified in Section 4 in the case of normally distributed errors with mean zero and scaled to \( 2/3 \). Again, we considered sample sizes 51, 101, 201 and 301. For the bootstrap selection method, we used the same pilot sequence that was used in the previous simulations from Section 4.

The risk hull method requires choosing a tuning parameter \( \alpha \) that influences the strength of the penalty. Cavalier and Golubev (2006) suggest using \( \alpha = 1.1 \) on page 1664, which we do here as well. The main drawback with the tuning parameter \( \alpha \) is the risk hull method appears not to work very well when alpha is chosen either too large or too small, which seems to imply an optimal sequence \( \{\alpha_n\}_{n\geq 1} \) should be used instead. This is in contrast to the bootstrap selector from Section 3.2 that \textit{objectively corrects} the arbitrary choice of pilot regularization and leaves the method largely free of the problem of arbitrary choice.

The results of our numerical study are summarized in the boxplots displayed in Figure 3. At smaller sample sizes 51 and 101, we can see that both approaches generally choose similar regularizations, i.e. both procedures suggest similar spectral cuts. The larger sample sizes 201 and 301, however, show the risk hull method begins to favor regularizations that include more Fourier frequencies than the bootstrap method. Consequently, the IMSE of the estimates for \( \theta_1 \) are 0.322, 0.300, 0.293 and 0.290, for the risk hull method, and 0.322, 0.282, 0.054 and 0.039, for the proposed bootstrap procedure, respectively for each sample size 51, 101, 201 and

\[
\text{Figure 3. Boxplots of log-transformed ratios of regularization parameters (bootstrap–based selection to risk–hull–based selection) by log-transformed sample size. The boxplot on the left corresponds to the regression \( \theta_1 \) and the boxplot on the right to the regression \( \theta_2 \).}
\]
The second equality in (5.1) shows that $\hat{r}$ transform of $x$ is on the average estimating the discrete Fourier transform of $r$, which asymptotically exhaust the interval $[-1/2, 1/2]$ at the rate $n^{-1}$. We can plainly see the proposed bootstrap selection procedure compares favorably with the risk hull method. Since the proposed bootstrap procedure is highly applicable, we recommend practitioners to use it when considering data–driven regularization selection procedures.

5. Technical details

The estimator $\hat{R}$ is biased only in the design points, which asymptotically exhaust the interval $[-1/2, 1/2]$ at the rate $n^{-1}$. We arrive at the following result concerning the bias of $\hat{R}$.

**Lemma 3.** Let $\theta \in \mathcal{R}_s$, with $s \geq 1$. Then

$$\max_{k \in \mathbb{Z}} |E[\hat{R}(k)] - R(k)| = O(n^{-1}).$$

**Proof.** For any $s_1 \leq s_2$, we have the inclusion $\mathcal{R}_{s_2} \subset \mathcal{R}_{s_1}$, and, therefore, we only need to prove the result for $s = 1$. For clarity, write $r = K\theta$. Without any loss of generality, we can assume that $|r(0)| < \infty$. We can write

$$E[\hat{R}(k)] = \frac{1}{2n + 1} \sum_{j = -n}^{n} \left\{ \int_{-\infty}^{\infty} y Q(dy | x_j) e^{-i2\pi k x_j} \right\} = \frac{1}{2n + 1} \sum_{j = -n}^{n} r(x_j) e^{-i2\pi k x_j}$$

$$= \frac{1}{2n + 1} \sum_{j = 1}^{n} r(x_j) e^{-i2\pi k x_j} + \frac{r(0)}{2n + 1} + \frac{1}{2n + 1} \sum_{j = -n}^{n-1} r(x_j) e^{-i2\pi k x_j}.$$

The second equality in (5.1) shows that $\hat{R}$ is on the average estimating the discrete Fourier transform of $r$ calculated on the design points, which is expected.

We can relate the discrete Fourier transform of $r$ to its Fourier coefficients $\{R(k)\}_{k \in \mathbb{Z}}$ as follows. Partition the interval $[-1/2, 1/2]$ into

$$\left( \bigcup_{j = -n}^{n} \left[ \frac{2j - 1}{4n + 2}, \frac{2j + 1}{4n + 2} \right] \right) \bigcup \left[ -\frac{1}{4n + 2}, \frac{1}{4n + 2} \right] \bigcup \left( \bigcup_{j = 1}^{n} \left[ \frac{2j - 1}{4n + 2}, \frac{2j + 1}{4n + 2} \right] \right).$$

Since $x_j = j/(2n)$, we have $v/(2n + 1) + j/(2n + 1) = x_j + (v - x_j)/(2n + 1)$. It follows that $E[\hat{R}(k) - R(k)]$ is equal to

$$\frac{1}{2n + 1} \sum_{j = 1}^{n} \left\{ \int_{-1/2}^{1/2} r(x_j) - r(x_j + \frac{v - x_j}{2n + 1}) \right\} dv \exp(-i2\pi k x_j)$$

$$+ \frac{1}{2n + 1} \sum_{j = 1}^{n} \int_{-1/2}^{1/2} r(x_j + \frac{v - x_j}{2n + 1}) \left\{ \exp(-i2\pi k x_j) - \exp(-i2\pi k \left( x_j + \frac{v - x_j}{2n + 1} \right)) \right\} dv$$

$$+ \frac{1}{2n + 1} \int_{-1/2}^{1/2} \left\{ r(0) - r(\frac{v}{2n + 1}) \right\} \exp(-i2\pi k \frac{v}{2n + 1}) dv.$$
\begin{align*}
+ \frac{r(0)}{2n+1} \int_{-1/2}^{1/2} \left\{ 1 - \exp \left( -i2\pi k \frac{v}{2n+1} \right) \right\} dv \\
+ \frac{1}{2n+1} \sum_{j=-n}^{-1} \int_{-1/2}^{1/2} \left\{ r(x_j) - r \left( x_j + \frac{v - x_j}{2n+1} \right) \right\} \exp(-i2\pi kx_j) \\
+ \frac{1}{2n+1} \sum_{j=-n}^{-1} \int_{-1/2}^{1/2} \left( x_j + \frac{v - x_j}{2n+1} \right) \left\{ \exp(-i2\pi kx_j) - \exp \left( -i2\pi k \left( x_j + \frac{v - x_j}{2n+1} \right) \right) \right\} dv.
\end{align*}

We can see that \( |E[\hat{R}(k)] - R(k)| \) is bounded by
\[ R_1(k) + R_2(k) + R_3(k) + R_4(k) + R_5(k) + O(n^{-1}), \]
where the error term \( O(n^{-1}) \) does not depend on \( k \) and
\[ R_1(k) = \frac{1}{2n+1} \sum_{j=1}^{n} \int_{-1/2}^{1/2} \left| r(x_j) - r \left( x_j + \frac{v - x_j}{2n+1} \right) \right| dv, \]
\[ R_2(k) \text{ is equal to} \]
\[ \frac{1}{2n+1} \sum_{j=1}^{n} \int_{-1/2}^{1/2} \left| r(x_j + \frac{v - x_j}{2n+1}) \left\{ \exp(-i2\pi kx_j) - \exp \left( -i2\pi k \left( x_j + \frac{v - x_j}{2n+1} \right) \right) \right\} dv \right|, \]
\[ R_3(k) = \frac{1}{2n+1} \int_{-1/2}^{1/2} \left| r(0) - r \left( \frac{v}{2n+1} \right) \right| dv, \]
\[ R_4(k) = \frac{1}{2n+1} \sum_{j=-n}^{-1} \int_{-1/2}^{1/2} \left| r(x_j) - r \left( x_j + \frac{v - x_j}{2n+1} \right) \right| dv, \]
and \( R_5(k) \) is equal to
\[ \frac{1}{2n+1} \sum_{j=-n}^{-1} \int_{-1/2}^{1/2} \left| r(x_j + \frac{v - x_j}{2n+1}) \left\{ \exp(-i2\pi kx_j) - \exp \left( -i2\pi k \left( x_j + \frac{v - x_j}{2n+1} \right) \right) \right\} dv \right|. \]

Hence, the result follows, if we can show \( \max_{k \in \mathbb{Z}} R_i(k) = O(n^{-1}) \), for each \( i = 1, \ldots, 5 \).

Beginning with \( R_1(k) \), it follows from both \( \theta \in \mathcal{B}_1 \) and the equivalence \( r = K\theta \) that \( r \in \mathcal{B}_1 \) as well. Hence, we can find an appropriate constant \( C > 0 \) such that
\[ \int_{-1/2}^{1/2} \left| r(x_j) - r \left( x_j + \frac{v - x_j}{2n+1} \right) \right| dv \leq Cn^{-1} \left\{ \int_{-1/2}^{1/2} (v - x_j)^2 dv \right\}^{1/2}. \]

Therefore, we can bound \( R_1(k) \) by
\[ Cn^{-2} \sum_{j=1}^{n} \left\{ \int_{-1/2}^{1/2} (v - x_j)^2 dv \right\}^{1/2}, \]
which both does not depend on \( k \) and is easily seen to be \( O(n^{-1}) \). This implies \( \max_{k \in \mathbb{Z}} R_1(k) = O(n^{-1}) \).
Turning our attention to \( R_2(k) \), we can assume without loss of generality that \(|k| > 0\) as this term is equal to zero whenever \( k = 0 \). The integral in \( R_2(k) \) is equal to the sum of 
\[
\int_{-1/2}^{1/2} \left\{ r\left(x_j + \frac{v - x_j}{2n + 1}\right) - r(x_j) \right\} dv \exp\left(-i2\pi k x_j\right)
\]
and 
\[
\int_{-1/2}^{1/2} \left\{ r(x_j) \exp\left(-i2\pi k x_j\right) - r\left(x_j + \frac{v - x_j}{2n + 1}\right) \exp\left(-i2\pi k \left(x_j + \frac{v - x_j}{2n + 1}\right)\right) \right\} dv.
\]
Therefore, we can see that \( R_2(k) \) is bounded by the sum of \( \max_{k \in \mathbb{Z}} R_1(k) \), which we have already shown \( \max_{k \in \mathbb{Z}} R_1 = O(n^{-1}) \), and the quantity 
\[
(5.2) \quad \frac{1}{2n + 1} \sum_{j=1}^{n} \int_{-1/2}^{1/2} \left\{ r(x_j) \exp\left(-i2\pi k x_j\right) - r\left(x_j + \frac{v - x_j}{2n + 1}\right) \exp\left(-i2\pi k \left(x_j + \frac{v - x_j}{2n + 1}\right)\right) \right\} dv.
\]
We can use the Fourier inversion formula to write 
\[
(5.3) \quad r(x_j) \exp\left(-i2\pi k x_j\right) - r\left(x_j + \frac{v - x_j}{2n + 1}\right) \exp\left(-i2\pi k \left(x_j + \frac{v - x_j}{2n + 1}\right)\right) = \sum_{\xi=-\infty}^{\infty} R(\xi) \left\{ \exp\left(i2\pi(\xi - k)x_j\right) - \exp\left(i2\pi(\xi - k)\left(x_j + \frac{v - x_j}{2n + 1}\right)\right) \right\},
\]
and we can choose \( w_j(v) \in (\min\{x_j, x_j + (v - x_j)/(2n + 1)\}, \max\{x_j, x_j + (v - x_j)/(2n + 1)\}) \) for the right–hand side of (5.3) to be equal to 
\[
\frac{i2\pi(v - x_j)}{2n + 1} \sum_{|\xi - k| > 0} R(\xi)(\xi - k) \exp\left(i2\pi(\xi - k)w_j(v)\right).
\]
Since we have already shown \( r \in \mathcal{B}_1 \), we have, for \( \zeta = \xi - k \), \( \max_{|\xi| > 0} \sum_{|\xi| > 0} |\xi||R(k + \zeta)| < \infty \). Hence, we can find an appropriate constant \( C > 0 \) for (5.2) to be further bounded by 
\[
Cn^{-2} \sum_{j=1}^{n} \int_{-1/2}^{1/2} |v - x_j| dv,
\]
which both does not depend on \( k \) and is easily seen to be of order \( O(n^{-1}) \). Combining this fact with the result that \( \max_{k \in \mathbb{Z}} R_1(k) = O(n^{-1}) \) implies \( \max_{k \in \mathbb{Z}} R_2(k) = O(n^{-1}) \).

Using arguments similar to that for showing \( \max_{k \in \mathbb{Z}} R_1(k) = O(n^{-1}) \) above, we can also show \( \max_{k \in \mathbb{Z}} R_3(k) = O(n^{-1}) \) and \( \max_{k \in \mathbb{Z}} R_4(k) = O(n^{-1}) \). Finally, a similar argument for showing \( \max_{k \in \mathbb{Z}} R_2(k) = O(n^{-1}) \) can be used to show \( \max_{k \in \mathbb{Z}} R_5(k) = O(n^{-1}) \). This concludes the proof of Lemma 3. 

With the result of Lemma 3 we can give the proof of Lemma 1 from Section 2.1.

Proof of Lemma 1. We begin with the decomposition 
\[
E[\hat{\theta}(x)] = \sum_{k=-\infty}^{\infty} \Lambda(h_n,k)\Theta(k) \exp(i2\pi k x) + \sum_{k=-\infty}^{\infty} \frac{\Lambda(h_n,k)}{\Psi(k)} \left\{ E[\hat{R}(k)] - R(k) \right\} \exp(i2\pi k x)
\]
so that $E[\hat{\theta}(x)] - \theta(x)$ is equal to

$$
\sum_{k=-\infty}^{\infty} \left\{ \Lambda(h_n k) - 1 \right\} \Theta(k) \exp(i2\pi k x) + \sum_{k=-\infty}^{\infty} \frac{\Lambda(h_n k)}{\Psi(k)} \left\{ E[\hat{R}(k)] - R(k) \right\} \exp(i2\pi k x).
$$

We can see that $\sup_{x \in [-1/2, 1/2]} |E[\hat{\theta}(x)] - \theta(x)|$ is bounded by

$$
\sum_{k=-\infty}^{\infty} \left| \Lambda(h_n k) - 1 \right| |\Theta(k)| + \max_{k \in \mathbb{Z}} \left| E[\hat{R}(k)] - R(k) \right| \sum_{k=-\infty}^{\infty} \left| \frac{\Lambda(h_n k)}{\Psi(k)} \right|.
$$

Partition $\mathbb{Z}$ into $I(h_n) \cup I^c(h_n)$, where $I(h_n) = \{ z \in \mathbb{Z} : h_n |z| \leq M \} = \{ z \in \mathbb{Z} : |z| \leq Mh_n^{-1} \}$. Hence, for every $k \in I^c(h_n)$, it follows that $|\Lambda(h_n k)| \leq 1$, which implies both statements $|\Lambda(h_n k) - 1| \leq 2$ and $|k| > Mh_n^{-1}$ hold. The first term in the right-hand side of (5.4) is therefore bounded by

$$
2 \sum_{k \in I^c(h_n)} |\Theta(k)| \leq 2h_n^s M^{-s} \sum_{k=-\infty}^{\infty} |k|^s |\Theta(k)|.
$$

This implies the first term in (5.4) is of order $O(h_n^s)$, uniformly in $x \in [-1/2, 1/2]$.

We now turn to the second term in (5.4). It follows from Assumptions 1 and 2 for the series in this term to be bounded by

$$
h_n^{-1} \left[ \min_{k \in \{ z \in \mathbb{Z} : |z| \leq s \}} \left| \Psi(k) \right| \right]^{-1} \left\{ h_n \sum_{\omega \in h_n \mathbb{Z}} |\Lambda(\omega)| \right\} + h_n^{-b-1} C_\Psi^{-1} \left\{ h_n \sum_{\omega \in h_n \mathbb{Z}} |\omega|^b |\Lambda(\omega)| \right\},
$$

which is easily seen to be of the order $O(h_n^{-b-1})$. The additional factor of $h_n^{-1}$ appears in the bound above because we have a shrinkage of $|k|$ by $h_n$. This implies $\sum_{k=-\infty}^{\infty} \left| \frac{\Lambda(h_n k)}{\Psi(k)} \right|$ is of the order $O(h_n^{-b-1})$. Now we only need to consider the term $\max_{k \in \mathbb{Z}} \left| \hat{R}(k) - R(k) \right| = O(n^{-1})$. The assumptions of Lemma 3 are satisfied. It then follows for $\max_{k \in \mathbb{Z}} \left| \hat{R}(k) - R(k) \right| = O(n^{-1})$. Hence, the second term in (5.4) is of the order $O((nh_n^{b+1})^{-1})$, uniformly in $x \in [-1/2, 1/2]$. Combining the results above, we have that (5.4) is of the order $O(h_n^s + (nh_n^{b+1})^{-1})$, uniformly in $x \in [-1/2, 1/2]$, and the assertion of Lemma 1 follows.

**Proof of Lemma 2.** Without loss of generality we can assume that $n \geq 3$. Our argument is similar to the arguments found in Masry (1993), who gives related results for an errors-in-variables model. We will employ truncation as follows. Let the stabilizing sequence $\{ \eta_n \}_{n \geq 3}$ satisfy $\eta_n = O((nh_n^{2b+1})^{-1/2} \log^{1/2}(n))$ and the truncation sequence $\{ t_n \}_{n \geq 3}$ satisfy $t_n = O((n \log(n)(\log \log(n))^{1+b})^{1/\kappa})$, with $\delta > 0$. Write $K_j = E^1/\kappa |[Y_j]|^s$. We can decompose $\hat{\theta}(x) - E[\hat{\theta}(x)]$ into the sum of $D_1(x) = \hat{\theta}(x) - \hat{\theta}(x)$, $D_2(x) = E[\hat{\theta}(x)] - E[\hat{\theta}(x)]$ and $D_3(x) = \hat{\theta}(x) - E[\hat{\theta}(x)]$, where

$$
\hat{\theta}(x) = \frac{1}{2n+1} \sum_{j=-n}^{n} Y_j \mathbb{1} \left[ |Y_j| \leq K_j t_n \right] W_{j,h_n}(x), \quad x \in [-1/2, 1/2).
$$

Beginning with $D_1(x)$, it follows along the same lines as the arguments in the proof of Lemma 2.1 of Masry (1993) for $\sup_{x \in [-1/2, 1/2]} |D_1(x)| = o(\eta_n)$, almost surely. Turning our attention now to $D_2(x)$, it is easy to show $\sup_{x \in [-1/2, 1/2]} |W_{j,h_n}(x)|$ is bounded by the series $\sum_{k=-\infty}^{\infty} \left| \frac{\Lambda(h_n k)}{\Psi(k)} \right|$, and we have already shown this series is of the order $O(h_n^{-b-1})$ in
the proof of Lemma 1. Hence, we have that \( \sup_{x \in [-1/2, 1/2]} |W_{j,h}(x)| = O(h_n^{b-1}) \). It follows that we can find an appropriate constant \( C > 0 \) such that we can bound \( \sup_{x \in [-1/2, 1/2]} |D_2(x)| \) by

\[
C h_n^{b-1} \frac{1}{2n + 1} \sum_{j=-n}^{n} E \left[ |Y_j| \mathbb{1} \left[ |Y_j| > K_j t_n \right] \right].
\]

Since \( \kappa > 1 \), writing \( M_K = \max_{j=-n, \ldots, n} K_j \), we can apply Markov’s inequality to obtain

\[
\max_{j=-n, \ldots, n} E \left[ |Y_j| \mathbb{1} \left[ |Y_j| > K_j t_n \right] \right] = \max_{j=-n, \ldots, n} \int_0^{\infty} P \left( |Y_j| > \max \{ s, K_j t_n \} \right) ds \leq \frac{\kappa}{\kappa - 1} M_K t_n^{1-\kappa}.
\]

Enlarging the constant \( C \) in (5.6) implies \( \sup_{x \in [-1/2, 1/2]} |D_2(x)| \leq C h_n^{b-1} t_n^{-\kappa} = o(\eta_n) \).

To continue, we will require an additional result. For any \( u, v \in [-1/2, 1/2] \), we can find \( w_j \in (\min \{ u - x_j, v - x_j \}, \max \{ u - x_j, v - x_j \}) \) such that

\[
W_j, h_n(u) - W_j, h_n(v) = i2\pi(u - v) \sum_{k=-\infty}^{\infty} \frac{k\Lambda(h_n k)}{\Psi(k)} \exp \left( i2\pi k w_j \right).
\]

Following the arguments in the proof of Lemma 1, we can bound \( |W_j, h_n(u) - W_j, h_n(v)| \) by the product of \( |u - v| \) and

\[
h_n^{-2} \left[ \min_{k \in \{ z \in \mathbb{Z} : |z| \leq \Gamma \}} |\Psi(k)| \right]^{-1} \left\{ h_n \sum_{\omega \in h_n \mathbb{Z}} |\omega| |\Lambda(\omega)| \right\} + h_n^{-b-2} 2\pi C_{\Psi}^{-1} \left\{ h_n \sum_{\omega \in h_n \mathbb{Z}} |\omega|^{b+1} |\Lambda(\omega)| \right\}.
\]

This shows that we can find an appropriate constant \( C > 0 \) such that

\[
|W_j, h_n(u) - W_j, h_n(v)| \leq C h_n^{b-2} |u - v|, \quad u, v \in [-1/2, 1/2].
\]

Now we consider \( D_3(x) \). Let \( \{ s_n \}_{n \geq 1} \) be a sequence satisfying \( s_n = O(h_n^{b+2} \eta_n t_n^{-1}) = o(1) \) such that, when we shatter the interval \([-1/2, 1/2]\) into \( s_n^{-1} \) many fragments of the form \( (x_i, x_{i+1}] \), with the first fragment defined to be \([-1/2, x_1] = \{-1/2\} \cup (-1/2, x_2] \), our fragments satisfy \( \max_{i=1, \ldots, s_n^{-1}} |x_{i+1} - x_i| \leq s_n \). For any \( x \in [-1/2, 1/2] \), there is exactly one fragment \( (x', x'+1] \) that contains \( x \), and on this interval we can write

\[
D_3(x) = D_{4,i}(x) - D_{5,i}(x) + D_{6,i},
\]

where \( D_{4,i}(x) = \hat{\theta}(x) - \hat{\theta}(x_i) \), \( D_{5,i}(x) = E[\theta(x)] - E[\hat{\theta}(x_i)] \) and \( D_{6,i} = \hat{\theta}(x') - E[\hat{\theta}(x')] \). It follows that \( \sup_{x \in [-1/2, 1/2]} |D_3(x)| \) is bounded by

\[
\max_{i=1, \ldots, s_n^{-1}} \sup_{x \in (x_i, x_{i+1}]} |D_{4,i}(x)| + \max_{i=1, \ldots, s_n^{-1}} \sup_{x \in (x_i, x_{i+1}]} |D_{5,i}(x)| + \max_{i=1, \ldots, s_n^{-1}} |D_{6,i}|.
\]

Hence, to show the result \( \sup_{x \in [-1/2, 1/2]} |D_3(x)| = O(\eta_n) \), almost surely, we will instead show that each of the following statements hold:

\[
\max_{i=1, \ldots, s_n^{-1}} \sup_{x \in (x_i, x_{i+1}]} |D_{4,i}(x)| = O(\eta_n), \quad \text{a.s.,}
\]

\[
\max_{i=1, \ldots, s_n^{-1}} \sup_{x \in (x_i, x_{i+1}]} |D_{5,i}(x)| = O(\eta_n)
\]
and
\[
\max_{i=1,\ldots,n-1} |D_{6,i}| = O(\eta_n), \quad \text{a.s.}
\]

Beginning with (5.8), fix an arbitrary interval \((x_i, x_{i+1}]\). On this interval \(D_{4,i}(x)\) is equal to
\[
\frac{1}{2n+1} \sum_{j=-n}^{n} Y_j \mathbf{1}[|Y_j| \leq K_j t_n] \left\{ W_{j,h_n}(x) - W_{j,h_n}(x_i) \right\}, \quad x \in (x_i, x_{i+1}].
\]

It follows from (5.7) that we can find an appropriate constant \(C > 0\) for the inequality \(\sup_{x \in (x_i, x_{i+1}]} |D_{4,i}(x)| \leq C t_n h_n^{-b-2} s_n\) to hold, almost surely, independent of \(i\). Therefore, by construction of \(\{s_n\}_{n \geq 3}\), we find that (5.8) holds. Observing that \(D_{5,i}(x) = E[D_{4,i}(x)]\), we have that (5.9) holds as well.

To see the final statement (5.10) holds, define the random variables \(U_{j,i} = \{Y_j \mathbf{1}[|Y_j| \leq K_j t_n] - E[Y_j \mathbf{1}[|Y_j| \leq K_j t_n]]\} W_{j,h_n}(x_i), j = -n, \ldots, n\). Standard arguments can then be used to show that \(U_{-n,i}, \ldots, U_{n,i}\) are independent, and each have mean equal to zero, variance bounded by \(C_1 h_n^{-2b-1}\) and bounded in absolute value by \(C_2 t_n h_n^{-b-1}\), where \(C_1 > 0\) and \(C_2 > 0\) are appropriately chosen constants and both bounds are independent of both \(j\) and \(i\). Applying Bernstein's Inequality (see, for example, Lemma 2.2.11 in van der Vaart and Wellner, 1996), we can find an appropriate constant \(C > 0\) and obtain
\[
P\left( \max_{i=1,\ldots,n-1} |D_{6,i}| > \eta_n \right) \leq 2s_n^{-1} \exp \left( -C \frac{n\eta_n^2}{h_n^{-2b-1} + t_n h_n^{-b-1} \eta_n} \right).
\]

In light of the fact that \(t_n h_n^{-b-1} \eta_n = o(h_n^{-2b-1})\), which holds since \(\kappa > 2 + 1/b\), we can enlarge \(C\) for the right–hand side of (5.11) to be further bounded by a positive constant multiplied by \(h_n^{-3/2} n^{(1/2) + (1/\kappa) - C \log \left( \log \log (n) \right)} \left( \log \log (n) \right)^{(1+\delta)/\kappa}\), which is summable provided we take \(C > (3/2)(1 + 1/(2b + 1)) + 1/\kappa\), where \(1/(2b + 1)\) accounts for the expansion of \(h_n^{-1}\); i.e. \((n^{1/(2b+1)} h_n)^{-3/2} \to 0\) as \(n \to \infty\). It then follows by the Borel–Cantelli lemma that (5.10) holds, which also concludes the proof of Lemma 2.

We can now state the proof of Theorem 1 from Section 2.1.

Proof of Theorem 1. The first two assertions follow immediately from the results of Lemma 1 and Lemma 2 in combination with our choice of regularizing sequence as discussed in Section 2.1. This means we only need to show the last assertion. Let us begin by calculating the Fourier coefficients \(\{\hat{\Theta}(\xi)\}_{\xi \in \mathbb{Z}}\) of \(\hat{\theta}\):
\[
\hat{\Theta}(\xi) = \int_{-1/2}^{1/2} \hat{\theta}(x) e^{-i2\pi \xi x} \, dx = \sum_{k=-\infty}^{\infty} \frac{\Lambda(h_n k)}{\Psi(k)} \hat{R}(k) \int_{-1/2}^{1/2} e^{i2\pi (k-\xi) x} \, dx
\]
\[
= \Lambda(h_n \xi) \Theta(\xi) + \left\{ E\left[ \hat{R}(\xi) \right] - R(\xi) + \frac{1}{2n+1} \sum_{j=-n}^{n} \varepsilon_j e^{-i2\pi \xi j} \right\} \frac{\Lambda(h_n \xi)}{\Psi(\xi)},
\]
where we have used the orthonormality of the basis \( \{ \exp(i2\pi kx) : x \in [-1/2, 1/2] \}_{k \in \mathbb{Z}} \) in the final equality. The definition of \( \mathcal{R}_{s-1/2} \) requires that we show the series condition

\[
(5.12) \quad \sum_{\xi = -\infty}^{\infty} |\xi|^{s-1/2} |\hat{\Theta}(\xi)| < \infty
\]

is satisfied. We can see that \( |\hat{\Theta}(\xi)| \) is bounded by

\[
(5.13) \quad |\Theta(\xi)| + \left\{ \max_{k \in \mathbb{Z}} \left| E \left[ \hat{R}(k) \right] - R(k) \right| + \frac{1}{2n+1} \sum_{j=-n}^{n} \varepsilon_j e^{i2\pi k x_j} \right\} \frac{|\Lambda(h_n \xi)|}{|\Psi(\xi)|}.
\]

Observing that \( \theta \in \mathcal{R}_s \) implies \( \theta \in \mathcal{R}_{s-1/2} \), we have \( \sum_{\xi = -\infty}^{\infty} |\xi|^{s-1/2} |\Theta(\xi)| < \infty \). Hence, we only need to verify the series condition (5.12) stated for the last term in (5.13) holds.

Additionally, the map \( x \mapsto \exp(-i2\pi kx) \) is confined to the unit circle in the complex plane. A standard argument then shows

\[
\max_{k \in \mathbb{Z}} \left| \frac{1}{2n+1} \sum_{j=-n}^{n} \varepsilon_j e^{-i2\pi k x_j} \right| = O\left(n^{-1/2} \log^{1/2}(n)\right), \quad \text{a.s.}
\]

Finally, in the proof of Lemma \( 1 \), we have shown \( \sum_{k=-\infty}^{\infty} \{ |\Lambda(h_n k)| / |\Psi(k)| \} = O(h_n^{-b-1}) \), and similar lines of argument can be used to show \( \sum_{k=-\infty}^{\infty} |k|^{s-1/2} |\Lambda(h_n k)| / |\Psi(k)| \} = O(h_n^{-s-b-1/2}) \) with the assumption \( \int_{-\infty}^{\infty} |u|^{s+b-1/2} |\Lambda(u)| du < \infty \). Together, these results imply

\[
\left\{ \max_{k \in \mathbb{Z}} \left| E \left[ \hat{R}(k) \right] - R(k) \right| + \frac{1}{2n+1} \sum_{j=-n}^{n} \varepsilon_j e^{-i2\pi k x_j} \right\} \sum_{\xi = -\infty}^{\infty} \frac{|\xi|^{s-1/2} |\Lambda(h_n \xi)|}{|\Psi(\xi)|}
\]

is of order \( O(1 + (n \log(n))^{-1/2}) = O(1) \), almost surely. Hence, the series condition (5.12) stated for the last term in (5.13) holds. It follows that \( \hat{\theta} - \theta \in \mathcal{R}_{s-1/2} \), almost surely, for large enough \( n \). Combining this statement with the first assertion then proves the third assertion. \( \square \)

Nickl and Pötscher (2007) study classes of functions of Besov- and Sobolev-type. These authors derive results concerning the bracketing metric entropy, and the related central limit theorems, of these spaces in weighted norms. Since our space \( \mathcal{R}_s \) is a collection of functions with compact support on the interval \([-1/2, 1/2]\), we can see the results of their Corollary 4 on bracketing numbers for weighted Sobolev spaces immediately apply to our case by repeating the steps in the proof of their Corollary 2 for Besov-type functions of bounded support, i.e. our function space \( \mathcal{R}_{s,1} \) is the unit ball of the metric space \( (\mathcal{R}_s, \| \cdot \|_\infty) \) and \( \mathcal{R}_{s,1} \) can be viewed as a restriction of a larger weighted Sobolev space of similar type, where the weighting function is now defined to be equal to 1 on the interval \([-1/2, 1/2]\). We can summarize this result in the following proposition:

**Proposition 2.** For the function space \( \mathcal{R}_{s,1} \), with \( s > 1/2 \), there is a constant \( C > 0 \) such that

\[
\log N_1(\epsilon, \mathcal{R}_{s,1}, \| \cdot \|_\infty) \leq C \epsilon^{-1/s}, \quad \epsilon > 0,
\]

where \( N_1(\epsilon, \mathcal{R}_{s,1}, \| \cdot \|_\infty) \) is the number of brackets of length \( \epsilon \) required to cover the metric space \( (\mathcal{R}_{s,1}, \| \cdot \|_\infty) \).
In light of the results on the estimator \( \hat{\theta} \), we can now state a result on the modulus of continuity relating \( \hat{\hat{\theta}}(t) \) to \((2n + 1)^{-1} \sum_{j=-n}^{n} 1[\varepsilon_j \leq t]\). Using results on Donsker classes of functions, we can show this modulus of continuity holds up to a negligible term of order \( o_P(n^{-1/2}) \). The proof of this result follows along the same lines as the proof of Lemma A.1 in Van Keilegom and Akritas (1999) and, therefore, it is omitted.

**Lemma 4.** Let the assumptions of Theorem [1] be satisfied with \( s > 3/2 \). In addition, assume that \( F \) admits a bounded Lebesgue density function \( f \). Then \( \sup_{t \in \mathbb{R}} |M_n(t)| = o_P(n^{-1/2}) \), where

\[
M_n(t) = \frac{1}{2n + 1} \sum_{j=-n}^{n} 1[\varepsilon_j \leq t + [K(\hat{\theta} - \theta)](x_j)] - \int_{-1/2}^{1/2} F(t + [K(\hat{\theta} - \theta)](x)) \, dx
\]

\[
- \frac{1}{2n + 1} \sum_{j=-n}^{n} 1[\varepsilon_j \leq t] + F(t).
\]

Direct regression estimators typically allow for appropriate expansions into averages of the model errors up to some negligible remainder term. This representation motivates the term \( \varepsilon f(t) \) in the expansion of the empirical distribution function of the these model residuals. In the following result, we provide a similar expansion for the indirect regression estimator \( \hat{\theta} \), and we show this expansion holds up to a negligible term of order \( o_P(n^{-1/2}) \). Hence, we can immediately see that our indirect regression function estimator \( \hat{\theta} \) and typical direct regression function estimators share this property. This combined with the modulus of continuity result above implies that our residual-based empirical distribution function behaves similarly to that in the usual direct estimation setting (see, for example, Müller, Schick and Wefelmeyer, 2007, who construct expansions for many residual-based empirical distribution functions based on direct regression function estimators).

**Proposition 3.** Let the assumptions of Lemma [1] be satisfied, and assume that \( E[\varepsilon_j^2] < \infty \), \( j = -n, \ldots, n \). In addition, let \( \Lambda \) be a symmetric function and let the regularizing sequence \( \{h_n\}_{n \geq 1} \) satisfy \( h_n^{p+k+1} = o(n^{-1/2}) \) and \( (nh_n)^{-1} = o(n^{-1/2}) \). Then

\[
\left| \int_{-1/2}^{1/2} [K(\hat{\theta} - \theta)](x) \, dx - \frac{1}{2n + 1} \sum_{j=-n}^{n} \varepsilon_j \right| = o_P(n^{-1/2}).
\]

**Proof.** Note that \( \hat{R}(k) - E[\hat{R}(k)] = (2n + 1)^{-1} \sum_{j=-n}^{n} \varepsilon_j \exp(-i2\pi k x_j) \). We can write \( 1 = \int_{-1/2}^{1/2} \sum_{k=-\infty}^{\infty} e^{i2\pi k x} \, dx \) so that we can bound the left–hand side of the assertion by \( S_1 + S_2 + S_3 \), where

\[
S_1 = \left| \frac{1}{2n + 1} \sum_{j=-n}^{n} \varepsilon_j \int_{-1/2}^{1/2} \sum_{k=-\infty}^{\infty} \left\{ \Lambda(h_n k) - 1 \right\} e^{i2\pi k(x-x_j)} \right| \, dx,
\]

\[
S_2 = \sum_{k=-\infty}^{\infty} \left| \Lambda(h_n k) - 1 \right| \left| R(k) \right| \left| \int_{-1/2}^{1/2} e^{i2\pi k x} \, dx \right|,
\]

and

\[
S_3 = \max_{k \in \mathbb{Z}} \left| E[\hat{R}(k)] - R(k) \right| \sum_{k=-\infty}^{\infty} \left| \Lambda(h_n k) \right|.
\]
The assertion then follows, if we show $S_1 = o_P(n^{-1/2})$, $S_2 = o(n^{-1/2})$ and $S_3 = o(n^{-1/2})$.

We can see that it follows for $S_1 = o_P(n^{-1/2})$, if we can show

\begin{equation}
\frac{1}{2n+1} \sum_{j=-n}^{n} \left\{ \int_{-1/2}^{1/2} \left\{ \sum_{k=-\infty}^{\infty} \{ \Lambda(h_n k) - 1 \} e^{i2\pi k(x-x_j)} \right\} dx \right\}^2 = o(1).
\end{equation}

(5.14)

Recall the set $I^c(h_n) = \{ z \in \mathbb{Z} : |z| > Mh_n^{-1} \}$ introduced in Lemma 1. Since $I^c(h_n) \cap \{0\}$ is empty for large enough $n$, it then follows from both the symmetry of $\Lambda$ and that $\Lambda(h_n k) - 1$ is nonzero only for $k \in I^c(h_n)$ that

$$\left\| \sum_{k=-\infty}^{\infty} \{ \Lambda(h_n k) - 1 \} \int_{-1/2}^{1/2} e^{i2\pi k x} dx \right\| = o(1).$$

This implies (5.14) is $o(1)$, and, therefore, $S_1 = o_P(n^{-1/2})$.

To show that $S_2 = o(n^{-1/2})$, recall the convolution theorem for Fourier transformation implies that $|R(k)| = |\Theta(k)||\Psi(k)|$. The integral term in $S_2$ is bounded by a positive constant $C$ multiplied by $|k|^{-1}$. Combining this fact with the constant $C_{f,\gamma}$ from Assumption 4 and that $|\Lambda(h_n k) - 1| \leq 2$ shows that we can enlarge $C$ such that $S_2$ is bounded by

$$CH_n^{h+b+1} \sum_{k=-\infty}^{\infty} |k|^s |\Theta(k)| = O(h_n^{h+b+1}) = o(n^{-1/2}).$$

Finally, we consider the last remainder term $S_3$. The assumptions of Lemma 3 are satisfied, which gives max$_{k \in \mathbb{Z}} |E[\hat{R}(k)] - R(k)| = O(n^{-1}).$ Similar lines of argument to those in the proof of Lemma 2 shows the series term in $S_3$ is of the order $O(h_n^{-1})$. Combining these facts, we have that $S_3$ is of the order $O((nh_n)^{-1}) = o(n^{-1/2})$, which concludes the proof. \hfill \square

Combining the results above, we can now state the proof of Theorem 2

\textbf{PROOF OF THEOREM 2} Recall $M_n(t)$ from Lemma 4. A straightforward calculation shows that

\begin{equation}
\frac{1}{2n+1} \sum_{j=-n}^{n} \left\{ 1[\hat{\epsilon}_j \leq \hat{t}] - 1[\hat{\epsilon}_j \leq t] - \epsilon_j f(t) \right\} = M_n(t) + H_n(t) + L_n(t),
\end{equation}

where

$$H_n(t) = \int_{-1/2}^{1/2} F(t + [K(\hat{\theta} - \theta)](x)) dx - F(t) - f(t) \int_{-1/2}^{1/2} [K(\hat{\theta} - \theta)](x) dx$$

and

$$L_n(t) = f(t) \left\{ \int_{-1/2}^{1/2} [K(\hat{\theta} - \theta)](x) dx - \frac{1}{2n+1} \sum_{j=-n}^{n} \epsilon_j \right\}.$$

The assumptions of Lemma 4 are satisfied, which implies sup$_{t \in \mathbb{R}} |M_n(t)| = o_P(n^{-1/2})$. Hence, the assertion follows from showing sup$_{t \in \mathbb{R}} |H_n(t)| = o_P(n^{-1/2})$ and sup$_{t \in \mathbb{R}} |L_n(t)| = o_P(n^{-1/2})$.

Beginning with $H_n(t)$, writing $C_{f,\gamma}$ for the Hölder constant of $f$ with exponent $\gamma$, we have

$$H_n(t) = \int_{-1/2}^{1/2} [K(\hat{\theta} - \theta)](x) \int_{0}^{1} \left\{ f(t + s[K(\hat{\theta} - \theta)](x)) - f(t) \right\} ds dx$$
so that \( \sup_{t \in \mathbb{R}} |H_n(t)| \) is bounded by
\[
\frac{C_{f, \gamma}}{1 + \gamma} \left[ \sup_{x \in [-1/2, 1/2]} \left| \hat{\theta}(x) - \theta(x) \right| \right]^{1+\gamma}.
\]
The assumptions of Theorem 3 are satisfied, which implies the second term in the bound above is \( o(n^{-1/2}) \), almost surely. It then follows that \( \sup_{t \in \mathbb{R}} |H_n(t)| = o_P(n^{-1/2}) \).

Now we will consider \( L_n(t) \). Since \( f \) is bounded, we have that \( \sup_{t \in \mathbb{R}} |L_n(t)| \) is bounded by
\[
\sup_{t \in \mathbb{R}} |f(t)| \int_{-1/2}^{1/2} \left[ K(\hat{\theta} - \theta) \right] (x) \, dx - \frac{1}{2n + 1} \sum_{j=-n}^{n} \varepsilon_j.
\]
The parameter sequence \( \{h_n\}_{n \geq 1} \) satisfies (2.3), and we have both
\[
h_{n+s+b+1} = O\left(n^{-1/2-1/(4s+4b+2)} \log^{(s+b+1)/(2s+2b+1)}(n)\right) = o(n^{-1/2})
\]
and
\[
(nh_n)^{-1} = O\left(n^{-(2s+2b)/(2s+2b+1)} \log^{-1/(2s+2b+1)}(n)\right) = o(n^{-1/2}),
\]
which follows from the fact that \( s + b > 1/2 \). The assumptions of Proposition 3 are satisfied, which implies the second term in the bound above is \( o_P(n^{-1/2}) \). This shows that \( \sup_{t \in \mathbb{R}} |L_n(t)| = o_P(n^{-1/2}) \), and, hence, the assertion of Theorem 2 holds.

**Proof of Proposition 3**. Beginning with the first assertion, we can write the integrated variance of \( \hat{\theta} \) as
\[
\int_{-1/2}^{1/2} E\left[ \left\{ \dot{\hat{\theta}}(x) - E[\dot{\hat{\theta}}(x)] \right\}^2 \right] \, dx = \frac{\sigma^2}{2n + 1} \sum_{k=-\infty}^{\infty} \frac{\Lambda^2(h_n k)}{\Psi^2(k)}.
\]
Repeating the arguments in the proof of Lemma 1 in Section 5 then shows
\[
\sum_{k=-\infty}^{\infty} \frac{\Lambda^2(h_n k)}{\Psi^2(k)} = O(h_n^{-2b-1}).
\]
Therefore, we can specify \( C_\lambda > 0 \) for the first assertion to hold. The second assertion follows directly by an application of Lemma 1.

Now returning to the discussion in Section 3.1, the choice of scaling sequence \( \{c_n\}_{n \geq 1} \) used for the contaminates \( c_n U_j, \ j = -n, \ldots, n \), in the smooth bootstrap, always satisfies \( (nc_n)^{-1} \log(n) = o(1) \), and, hence, we can apply Theorem A of Silverman (1978) in combination with the Hölder continuity of \( w \) and the results of Theorem 1 or the combination of the results from Lemma 1 and Lemma 2 to show that \( f_n^* \) is strongly consistent for \( f \), uniformly over the entire real line. The result only holds when the density function \( f \) is Hölder with exponent \( 2/3 < \gamma \leq 1 \), the density function \( w \) is also chosen to be Hölder continuous with similar smoothness, and the smoothness index \( s \) of the function space \( \mathcal{R}_s \) satisfies \( s > (1+\gamma)(2b+1)/(3\gamma-2) > 4b+2 \), which is twice the lower bound on \( s \) required by the second statement of Theorem 1 and Theorem 3. The additional smoothness in \( \theta \) is required due to the fact that residuals are used in the estimator \( f_n^* \) rather than the model errors. Under these conditions, further technical but standard arguments similar to those used to prove related results in Neumeyer (2009) can be used to prove the following result.
Proposition 4. Let the assumptions of Theorem 4 be satisfied, but now requiring the density $f$ to be Hölder continuous with exponent $2/3 < \gamma \leq 1$ and choosing the density $w$ also to be Hölder continuous with the same exponent. Additionally, assume the smoothness index $s$ of the function space $\mathcal{R}_s$ satisfies $s > (1 + \gamma)(2b + 1)/(3\gamma - 2)$. Then

$$\sup_{t \in \mathbb{R}} \left| f_n^* (t) - f(t) \right| = o_P(1),$$

$$\sup_{t \in \mathbb{R}} \left| F_n^* (t) - F(t) \right| = o_P(1)$$

and

$$\sup_{t \in \mathbb{R}} \left| E^* \left[ \varepsilon^* \mathbf{1} \left[ \varepsilon^* \leq t \right] \right] - E \left[ \varepsilon \mathbf{1} [\varepsilon \leq t] \right] \right| = o_P(1).$$
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