Quantum charge pumping in graphene-based devices: When lattice defects do help
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Quantum charge pumping, the quantum coherent generation of a dc current at zero bias through time-dependent potentials, provides outstanding opportunities for metrology and the development of nanodevices. The long electronic coherence times and high quality of the crystal structure of graphene may provide suitable building blocks for such quantum pumps. Here, we focus in adiabatic quantum pumping through graphene nanoribbons in the Fabry-Pérot regime highlighting the crucial role of defects by using atomistic simulations. We show that even a single defect added to the pristine structure may produce a two orders of magnitude increase in the pumped charge.

Graphene and carbon nanotubes exhibit unprecedented electronic mean-free paths of up to several microns. Their high quality (defect-free) crystalline structure together with the ability of building low resistance contacts is evidenced in the observation of high conductances approaching the quantum limit. Fabry-Pérot oscillations, a hallmark of ballistic transport, are experimentally observed in both carbon nanotubes, graphene, and in careful experiments in suspended graphene. After the initial excitement, the study of defective samples came back to the main stage. Defect engineering of carbon-based materials may provide alternative ways of tailoring nanomaterials.

Another issue of interest is the use of ac fields such as gate voltages or illumination with a laser to achieve unique phenomena in these low-dimensional materials such as laser-induced band gaps in graphene which would allow for switching of the dc electrical response, or the generation of a dc current even in the absence of an applied bias voltage either by exploiting a ratchet effect or quantum interference. The latter phenomenon, known as quantum charge pumping, is usually produced by modulating the sample properties through gate voltages which alternate with the same frequency but with a phase difference. The regime which is most usually explored corresponds to either isolated resonances or pristine, defect-free, materials. Quantum pumping allows for the study of fundamental issues related to the breaking of symmetries in quantum transport while at the same time may provide for devices with lower power dissipation or even close the metrological triangle when the quantum limit for ballistic transport and therefore charging effects do not play a role as evidenced by experiments. In our case, the gate voltages and simply shift the corresponding site energies in the Hamiltonian for a (armchair) graphene nanoribbon:

$$H_c = \sum_i E_i \hat{c}_i^\dagger \hat{c}_i - \sum_{\langle i,j \rangle} \gamma_{ij} [\hat{c}_i^\dagger \hat{c}_j + \hat{c}_j^\dagger \hat{c}_i]$$

where \(\hat{c}_i^\dagger\) and \(\hat{c}_i\) are the electronic creation and annihilation operators at site \(i\), \(E_i\) is the site energy and \(\langle i, j \rangle\) denote that the summation is restricted to nearest neighbors. The transfer integral between nearest neighbors is chosen as \(\gamma_0 = 2.7 eV\). To simulate the effect of a partially transparent contact to semi-infinite graphene electrodes (left and right) the hopping matrix elements connecting a region of length \(L\) of the device to the electrodes are affected by a factor \(\gamma_{FP} < 1\). We note that in this high-conductance regime transport is very close to the quantum limit for ballistic transport and therefore charging effects do not play a role as evidenced by experiments. In our case, the gate voltages \(X_1(t)\) and \(X_2(t)\) simply shift the corresponding site energies in the same amount \(\hat{E}_{i,j} = eX_j(t)\). We carried out simulations for different types of lattice defects with similar results. Here we concentrate in Stone-Wales topological defects. These defects are formed by rotating a carbon-carbon bond 90 degrees leading to a pentagon-heptagon pair (as represented in red in the scheme in Fig.1-a) or pristine, defect-free, materials. Quantum pumping, the quantum coherent generation of a dc current at zero bias through time-dependent potentials, provides outstanding opportunities for metrology and a semi-empirical Hamiltonian including a lattice defect 16–18 which would allow for switching of the dc electrical response, or even close the metrological triangle when the quantum limit for ballistic transport and therefore charging effects do not play a role as evidenced by experiments. In our case, the gate voltages \(X_1(t)\) and \(X_2(t)\) simply shift the corresponding site energies in the same amount \(\hat{E}_{i,j} = eX_j(t)\). We carried out simulations for different types of lattice defects with similar results. Here we concentrate in Stone-Wales topological defects. These defects are formed by rotating a carbon-carbon bond 90 degrees leading to a pentagon-heptagon pair (as represented in red in the scheme in Fig.1-a) or pristine, defect-free, materials. Quantum pumping, the quantum coherent generation of a dc current at zero bias through time-dependent potentials, provides outstanding opportunities for metrology and the development of nanodevices. The long electronic coherence times and high quality of the crystal structure of graphene may provide suitable building blocks for such quantum pumps. Here, we focus in adiabatic quantum pumping through graphene nanoribbons in the Fabry-Pérot regime highlighting the crucial role of defects by using atomistic simulations. We show that even a single defect added to the pristine structure may produce a two orders of magnitude increase in the pumped charge.
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FIG. 1. (Color online) (a) Scheme of the considered setup where a graphene ribbon of length $L$ is connected to electrodes and two time-dependent gate voltages are applied ($X_1$ and $X_2$). (b) Conductance as a function of the Fermi energy for a ribbon of 111.4 nm length and 3 nm width with slightly imperfect contacts ($\gamma_{FP} = 0.7\gamma_0$) and $X_1 = X_2 = 0$. The dashed line corresponds to a pristine sample while the solid one is for a device with one Stone-Wales defect. The inset shows a broader scale for the Fermi energy reaching the limits of the first conductance plateau.

This pumped current can be calculated in an elegant way by using the adiabatic theory\textsuperscript{32}. The charge pumped per cycle is constant and can be written as an integral over the contour in the $X_1 - X_2$ plane as\textsuperscript{32}:

$$Q(m, r) = \frac{e}{\pi} \int_A dX_1 dX_2 \sum_{\alpha \in m} \sum_{\beta} \Im \left( \frac{\partial S_{\alpha \beta}^*}{\partial X_1} \frac{\partial S_{\alpha \beta}}{\partial X_2} \right)$$

where $S_{\alpha \beta}$ are the matrix elements of the scattering matrix encoding the probability amplitudes for the reflection/transmission between the different electrodes, $\alpha, \beta = L, R$. One can also define the pumping kernel $dQ$ as

$$dQ = \sum_{\beta} \sum_{\alpha \in m} \Im \left( \frac{\partial S_{\alpha \beta}^*}{\partial X_1} \frac{\partial S_{\alpha \beta}}{\partial X_2} \right),$$

which has the advantage of being a contour-independent property.

In absence of defects, the model presented above gives a series of conductance oscillations as shown in Fig. 1-b with a dashed line. These so-called Fabry-Pérot oscillations were observed experimentally\textsuperscript{5,7} in devices with low-resistance contacts. Close to the charge neutrality point, the spacing between the maxima is approximately constant $\Delta \sim h v_F / L$, $v_F$ is the Fermi velocity and $L$ is the device length. The amplitude of these oscillations is controlled by the matrix element $t_{FP}$ and an analytical solution in terms of Chebyshev polynomials is feasible\textsuperscript{40}.

When adding the two slowly varying gate voltages $X_1$ and $X_2$, a pumped charge is generated. This pumped charge follows the structure of maxima and minima observed in the conductance, see Fig. 2-a.

The addition of a single Stone-Wales defect introduces important depressions within the first conductance plateau, close to the onset of higher subbands\textsuperscript{38}. However, since these destructive interference features are far from the charge neutrality point (at least for small ribbons), they may be difficult to reach experimentally. A more detailed look to the results on Fig. 1-b (solid line) reveals that the defects also introduce smaller modifications of the conductance oscillations close to the Dirac
one can separate the contributions to the pumping kernel \(dQ\) due to the transmission \((dQ_t)\) and the reflection amplitudes \((dQ_r)\), \(dQ = dQ_t + dQ_r\). In our case, where one has low resistance contacts, the latter contribution turns out to be the dominant one (Fig. 3 shows the maxima of \(dQ\) (red dots) as well as the transmission contribution \(dQ_t\) (grey squares)). Indeed, whereas unitary enforces that a variation in the transmission probability leads to the same (but opposite) variation in the reflection probability, when we analyze the variation in the corresponding phases, the phase of the reflection amplitude is the one that changes in a stronger way. In our case, the defect acts as an additional scatterer introducing important changes in the path described by the reflection amplitude in the complex plane as the gate voltages are changed.

To rationalize the origin of this dramatic increase in the pumped charge we first observe that from Eq. (3) one can separate the contributions to the pumping kernel \(dQ\) due to the transmission \((dQ_t)\) and the reflection amplitudes \((dQ_r)\), \(dQ = dQ_t + dQ_r\). In our case, where one has low resistance contacts, the latter contribution turns out to be the dominant one (Fig. 3 shows the maxima of \(dQ\) (red dots) as well as the transmission contribution \(dQ_t\) (grey squares)). Indeed, whereas unitary enforces that a variation in the transmission probability leads to the same (but opposite) variation in the reflection probability, when we analyze the variation in the corresponding phases, the phase of the reflection amplitude is the one that changes in a stronger way. In our case, the defect acts as an additional scatterer introducing important changes in the path described by the reflection amplitude in the complex plane as the gate voltages are changed.

Now we turn to another experimentally relevant issue: the scaling of the pumping features with the device width and length. While for the pristine system the maxima of the pumping kernel \(dQ_{\text{max}}\) remains constant as a function of the device width, it decreases as 1/Width (see Fig. 2-a-b). This is expectable since our pristine model can be reduced to a one-dimensional system with width-independent parameters (by using a mode decomposition as in\(^4\)) while the influence of the defect becomes stronger in the 1d limit. On the other hand, \(dQ_{\text{max}}\) increases with the device length (see Fig. 2-c-d) which scales down the mean level spacing leading to a faster variation of the scattering matrix elements.

To obtain a meaningful value for the pumped current we choose a contour that encircles a single maximum/minimum of \(dQ\) in parameter space. Since, the distance between these extrema is locked to the level spacing which scales as the inverse length, our pumping contour becomes smaller as \(L^{-2}\). When combined, these two trends give the behavior observed in Fig. 2-e-f for the pumped current as a function of the device length. Notably, in the absence of decoherence effects, the pumped charge for the defected system remains constant even when the chosen contour’s area decreases (Fig. 2-f). Furthermore, as shown in Fig. 2-f, the pumped charge surpasses the picoamperes scale for a frequency of 10 GHz.

In summary, we show that defects may dramatically enhance the pumped current in graphene-based devices. Although here we present only the case of a Stone-Wales defect, our simulations show that this effect is generic and does not depend much on the nature of the defect. For instance, a vacancy or a substitutional atom give a similar increase in the pumped current. Similar features are also recovered in a purely one-dimensional model for a conductor in the Fabry-Pérot regime, thereby confirming the generality of the results. While the overall shape of the pumping kernel \(dQ\) as a function of the gate voltages changes when adding more defects, the order of magnitude change in the pumped charge is kept in this weak disorder limit. The typical currents obtained could easily reach the pA-nA range for reasonable frequencies 10–100 GHz. We encourage further experimental work to unveil these exciting phenomena.
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