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Abstract: Recent works have revealed a unique combination of high strength and high ductility in certain compositions of high-entropy alloys (HEAs), which is attributed to the low stacking fault energy (SFE). While atomistic calculations have been successful in predicting the SFE of pure metals, large variations up to 200 mJ/m² have been observed in HEAs. One of the leading causes of such variations is the limited number of atoms that can be modeled in atomistic calculations; as a result, due to random distribution of elements in HEAs, various nearest neighbor environments may not be adequately captured in small supercells resulting in different SFE values. Such variation further increases with the increase in the number of elements in a given composition. In this work, we use machine learning to overcome the limitation of smaller system sizes and provide a methodology to significantly reduce the variation and uncertainty in predicting SFEs. We show that the SFE can be accurately predicted across the composition ranges in binary alloys. This capability then enables us to predict the SFE of multi-elemental alloys by training the model using only binary alloys. Consequently, SFEs of complex alloys can be predicted using a binary alloys database, and the need to perform calculations for every new composition can be circumvented.
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1. Introduction

High-entropy alloys (HEAs) have recently attracted wide attention as future structural alloys [1–8]. These alloys have exhibited superior hardness, yield strengths, and fracture toughness compared to conventional alloys [2–8]. A key distinguishing feature of HEAs from conventional alloys is the presence of multiple principal elements randomly distributed in large proportions on a given crystal lattice. This feature has opened up an exponentially large number of possible alloy compositions that have the potential to unveil many interesting properties. Indeed, certain HEA compositions have shown a unique presence of both high strength and high ductility, [9] which is generally an uncommon property in conventional alloys.

Recent experiments have shown that the underlying cause of the unique combination is the change in the deformation mechanisms from slip to twinning to transformation-induced plasticity [9–14]. These mechanism changes have been directly correlated to the stacking fault energy (SFE) of alloys, where it is observed that lowering the SFE favors the sequential change in the deformation mechanisms [9,13–19]. Li et al. [20] experimentally showed this phenomenon in Fe₈₀₋ₓMnxCo₁₀Cr₁₀, where the change in Mn from 45% to 30% resulted in the sequential observation of three deformation mechanisms with simultaneous decrease in SFE and increase in both strength and ductility. Liu et al. [21] performed similar study in Fe₂₀CoₓNi₄₀₋ₓCr₂₀Mn₂₀ (x = 20–30%). With the increase in Co from 15% to 30%, the authors showed systematic decrease in SFE from 38 ± 6 mJ/m² to 19 ± 3 mJ/m² and revealed a concomitant sequential change in the deformation mechanisms; in parallel, a systematic increase in both strength and ductility was observed. Similar observations have also been made in other
studies [22–24]. These experimental results reveal that SFE serves as the central quantity, and new HEAs with a combination of high strength-high ductility are now being designed around SFE.

Atomistic calculations, particularly, density functional theory (DFT) have been widely used to calculate SFE of various pure metals. These predictions have generally been in good agreement with experimental measurements [25–29]. Atomistic calculations are expected to play a key role in developing guidelines to down-select alloy compositions with low SFEs. However, disagreements between calculated SFEs and experimental measurements have been noted in HEAs. Furthermore, large variations among DFT-calculated SFEs have been observed, both among different groups and even within the same research group. For example, Zhao et al. [26] performed SFE calculations on various alloys from unary to quinary compositions including Ni, NiCo, NiFe, NiPd, NiCoCr, NiCoFe, NiCoFeCr, NiCoFeMn, NiCoFeCrMn, and NiCoFeCrPd. The authors performed calculations on three different special quasi-random structures (SQS) to include a certain level of statistics. However, variations up to 120 mJ/m² were observed within a given composition; in addition, it was found that the variation increased with the increase in the number of elements. Furthermore, the variation spanned across both negative and positive values of SFE, thereby adding large uncertainty to the predicted values. Similarly, calculations by Yu et al. [30] revealed a variation from −112 mJ/m² to +8 mJ/m² in Al₀.₃₆FeNiCoCr and from −59 mJ/m² to +31 mJ/m² in Mo₀.₃₆FeNiCoCr among six calculations for each alloy. A variation between −18 mJ/m² to −77 mJ/m² and between −82 mJ/m² to −180 mJ/m² for NiCoCr and NiCoCrFe, respectively has also been reported by Zhang et al. [31]. Similarly, Ding et al. [32] also reported a variation from −140 mJ/m² to 65 mJ/m² in NiCoCr in their calculations. Other values of −24 mJ/m² [33], −62 mJ/m² [26] and −41 mJ/m² [34] have also been reported for NiCoCr by different research groups. Large variations have also been reported in various other studies [35–37].

In contrast, relatively much smaller variations have been observed experimentally among various groups. For example, Laplanche et al. [38] and Liu et al. [39] reported SFE of 30 ± 5 mJ/m² and 26.5 ± 4.5 mJ/m² for NiFeCoCrMn, which is a fairly good agreement between the two studies. Similarly, the same two groups reported 22 ± 4 mJ/m² and 18 ± 4 mJ/m² for NiCoCr, which is also in good agreement. Experimental SFE values of many other alloys have been reported, and a fairly narrow variation, normally less than 10 mJ/m², is observed [21,38,39]. Thus, while a very large uncertainty exists in atomistic predictions, fairly reliable SFE values are obtained experimentally.

The large variations in calculated SFEs is a result of the inherent limitation of small supercell sizes that have to be used to perform the calculations. For example, DFT calculations are performed in structures containing up to five-hundred atoms, which is a very small fraction of atoms compared to experiments. As a result, only a handful of nearest neighbor atomic environments are captured, and these structures fail to capture the overall real-life distribution of various elements in a given alloy composition. Recent works have illustrated the effect of nearest neighbor environments on SFEs calculated from DFT [30–32,40]. These observations have revealed a strong correlation between the type of nearest neighbor environment and the resulting SFE value. Thus, the limited nearest neighbor environments incorporated in the supercell appears to be the leading cause of large disagreements among various atomistic studies. What is therefore needed is a framework that can capture a large number of different nearest neighbor environments and predict the SFE of experimentally resembling elemental distribution.

In this work, we illustrate a proof-of-concept framework that is built to overcome the system size challenge by using machine learning (ML). We train the ML model on various nearest neighbor environments and their corresponding SFEs in Ni-Fe-Cr and Ni-Cr binary alloys. This training is done on various supercells, each containing 480 atoms that potentially have varying nearest neighbor environments. The ML model is then used to predict the SFE of a given alloy composition. We show that the model is capable of predicting SFE with high accuracy and with significantly reduced variation. In addition, the model is able to predict SFEs of ternary alloys among the phase ranges of Ni-Fe-Cr compositions simply from binary alloys. This capability thus lays a foundation of a framework to
predict accurate SFE of complex HEAs simply by using the nearest neighbor and SFE information of binary alloys.

2. Methodology

In order to overcome the limitation of smaller system sizes, the central idea of the approach is to learn the nearest neighbor environments from smaller structures, and then use ML to predict the SFE of larger structures that contain diverse nearest neighbor environments. Figure 1a schematically shows the overall idea where many smaller supercells are modeled using atomistic simulations to train an ML model, which is then used to predict the SFE of a much larger supercell of a given alloy composition. We translate the idea to ternary systems, where the same database of binary alloys of smaller structures is used to train an ML model to predict SFEs of ternary alloys, as illustrated in Figure 1b.

**Figure 1.** Schematic representation of the methodology used to train and predict SFE (stacking fault energy) using ML (machine learning). (a) The SFE and the nearest neighbor information is extracted from smaller supercells, which is used to train ML model to predict SFE of larger supercells. (b) SFE and the nearest neighbor information is extracted from various binary alloys, which is used to train ML model to predict SFE of ternary alloys.

In literature, various methods have been used to calculate the SFE of alloys from DFT calculations. It is to be noted that the variation in SFE is observed irrespective of the method used. Discussions on the implementation of these methods can be found here [26,29,35,41]. In this work, we use one of these methods, where an intrinsic stacking fault (ISF) is created by removing one plane of atoms from the ABCABC face centered cubic (fcc) stacking of planes; as a result, a stacking fault (and a local hexagonal close packed (hcp) region) is created. Figure 2a,b show the perfect and faulted structures, respectively. In fcc, the stacking faults form on {111} plane and <110> direction, and this is the slip system that we have considered in this study. This is a standard plane and direction in fcc stacking faults. Due to the implementation of periodic boundary conditions in all three directions, a system size convergence test is done, in order to determine the minimum number of atomic planes required to prevent the interactions between the two stacking faults, as shown in Figure 2c. In this work, we use a distance of at least eleven layers between the two stacking faults to nullify their interactions. While removing the layer we ensure that the alloy composition of the perfect and faulted structure remains identical. For example, in a A$_{50}$B$_{50}$ alloy, the layer that is removed also has A$_{30}$B$_{30}$ composition; as a result, both the perfect and the faulted structures maintain the original alloy composition. Energies of
the structures in Figure 2a,b are computed. The energy of the perfect structure is normalized with respect to the number of atoms used in the faulted structure. Equation (1) is used to calculate the SFE

\[ E_{SF} = \frac{E_{\text{fault}} - E_{\text{perfect}}}{S} \]  

where \( E_{SF} \) is the ISF energy, \( E_{\text{fault}} \) and \( E_{\text{perfect}} \) are energies of the faulted and perfect structures, respectively, and \( S \) is the cross-sectional area. In this work, only the fcc phase is considered. All binary and ternary compositions are modeled in fcc. This is done because of the limitation of the interatomic potential, and to keep the study simple in order to demonstrate that the ML framework can work. Complexities such as different phases will be incorporated in the next versions of the ML framework.

The energies are computed using atomistic simulations performed via large-scale atomic/molecular massively parallel simulator (LAMMPS) code [42]. The benefit of using the LAMMPS code is that it enables calculations of large system sizes, which, in turn, allow us to validate the predictions of the ML model. The simulations are performed on various system sizes, including 480, 4320, 6000, 12,000, and 108,000 atoms to elucidate the effect of system size on SFE variation. We use Bonny 2013 potential to model Ni-Cr-Fe system [43].

Various recent studies have concluded that the local nearest neighbor environment is largely responsible for the ultimate value of SFE. Therefore, in order to capture the effect of local nearest neighbor environment on SFE, the type and number of bonds are used as descriptors to train the ML model. A portion of the spreadsheet that is built for a binary alloy is shown in Figure 3. After relaxing the structures, the number of bonds in both perfect and faulted structures are documented. This information is stored for all bonds that lie within a range from 1 Å to 7 Å, thereby including information up to fourth nearest neighbors. These bonds are then binned with a bin size of 0.1 Å resulting in total of 60 bins for each type of bond. For example, to predict SFE for Ni-Fe alloy, Ni-Ni, Fe-Fe, and Ni-Fe bonds are included (60 of each type), which results in a total of 180 descriptors. Descriptors for both perfect and faulted structures are included. This results in a total of 360 descriptors for training the ML model. In Figure 3a, the top row represents the range of the bins. The second row represents the number of bonds that lie within a given bin size. The binning is done for each type of bond as shown in Figure 3a. At the extreme right, the final column is the SFE calculated for a given supercell. Since each row represents a given supercell, the number of rows represent the number of supercells; this information is used to train the ML model. Finally, a spreadsheet for a given alloy system (e.g., Ni-Fe) contains the information of various compositions (e.g., Ni\(_x\)Fe\(_{1-x}\)).
Figure 3. Representation of the data in the form of spreadsheet used to train the machine learning model to predict SFE of (a) binary alloys and (b) ternary alloys. In (a), separate spreadsheets are created for perfect and faulted structures. The bond lengths for each type of A-A, B-B, and A-B bonds are documented up to 7 Å and are binned at an interval of 0.1 Å. The number of bonds of each type under corresponding bond length are included. The resulting SFE for each structure is included into the spreadsheet. In (b), shaded boxes represent the bond information of a particular bond type, while empty boxes represent no information for that particular bond type. The zoomed-in view of a shaded box shows the bond length information used to train the model, similar to (a).

While Figure 3a is built for binary alloys, this information is then collectively used to build the model for ternary alloys. Figure 3b shows collective binary data of Ni-Fe, Ni-Cr, and Fe-Cr for ternary Ni-Fe-Cr. The top row in Figure 3b represents different types of bonds in the binary system. Shaded boxes represent the type of bond and bond length information, whereas the empty box represents no information for the corresponding bond type. For example, in the Ni-Fe system only three out six boxes i.e., Ni-Ni, Fe-Fe, and Ni-Fe are filled whereas the Cr-Cr, Ni-Cr, and Fe-Cr are unfilled, because these bonds are absent in Ni-Fe system. Each filled box contains the information of the number of bonds of a particular binary system as shown by the close-up view in Figure 3b. Note that we do not provide any information about the ternary alloys; only, the information of the binary alloys is used to train the model to predict the SFE of ternary alloys. This is so done to make a robust ML model such that the SFE of ternary HEAs could be predicted simply using the information of binary alloys.

Generally, the construction of an ML model consists of three sequential steps, i.e., sample construction, model building, and model evaluation [44]. The sample is constructed via data collection,
either from the experiments or from the simulations [44]. Depending upon the complexity of the data, a model is chosen from various available models, such as linear regression, support vector machine, random forest regressor, gradient boosting regressor, etc. [45]. Depending upon the volume of the data, either hold-out, cross-validation or bootstrapping individual evaluation method, or a combination is chosen. Due to availability of sufficient amount of data in this work, a cross-validation method is used for training the model and a hold-out is used for testing the accuracy of the model [44]. In the hold-out method, data is divided into training and testing sets. Usually, an 80-20 combination is used, i.e., 80% of the data is used for training the model and 20% data set is kept aside for evaluating the model. The k-fold cross-validation is also used for training the model. In this method, the original dataset is portioned into k mutually exclusive subsets of the same size. Then, the union set of k-1 of the subsets is taken as the training dataset, and the remaining one subset is used as a testing dataset. This is usually done to tune the hyper-parameters avoiding over-fitting or under-fitting the model. After training the model, it is evaluated to test its performance. Mathematical tools such as mean absolute percentage error (MAPE), root mean square error (RMSE), Pearson coefficient ($R$), and the correlation coefficient ($R^2$), etc. are used to evaluate the model.

In this work, the data is generated and collected by running a large number of atomistic simulations and is represented as shown in Figure 3a,b. Due to the simplicity of the system, linear regression models are chosen. We chose a ridge model for the binary alloys and a lasso model [45] for the ternary alloys, and the data is split into 80-20 ratio for training and testing. Two different models are chosen, due to the differences in the collection/representation of the data for binary and ternary alloys. Although ridge regression is usually the first choice, due to large number of features, i.e., 720 for ternary (60 for each type of bond, as shown in Figure 3b), lasso is chosen for training the ternary model. After testing the model on the 20% hold-out dataset, the same model is used to predict the SFE for larger supercells. Five different random states are chosen for splitting the data, resulting in five different models for the same data set. This is done to ensure the generalization of the model. Training of the 80% data set is done using 10 k-fold cross-validation technique. Finally, we use root mean square error (RMSE), Pearson coefficient ($R$), and standard deviation (std.) of the error as the mathematical tools for model evaluation. Throughout the paper, true-data refers to the actual SFE calculation, whereas predicted-data refers to the SFE prediction from the ML model.

3. Results

3.1. Large Variation in SFE Due to System Size

We first demonstrate the effect of system size on SFE values. Figure 4 shows the variation in SFE obtained by performing calculations in four different system sizes, i.e., 48, 120, 480, and 6000 atoms in Ni$_{50}$Fe$_{50}$. For each system size, 100 different supercell structures are created. Figure 4 shows that a very large distribution from $-244$ mJ/m$^2$ to $+292$ mJ/m$^2$ is obtained when the SFE is calculated in a 48-atom supercell. In contrast, the variation decreases and converges between $-8$ mJ/m$^2$ to $+72$ mJ/m$^2$ in the 6000-atom supercell. The height of the bars in Figure 4 shows the number of structures with a corresponding SFE value. We find that the SFE variation decreases and the number of structures falling within a small distribution of SFE increases as the supercell size increases from 48 to 6000 atoms. This distribution implicitly indicates that the SFE depends on the nearest neighbor environments, i.e., in a smaller 48 atom supercell, the SFE distribution is wider because each supercell contains a very small fraction of the overall nearest neighbor environments. In addition, each supercell potentially contains a distinct nearest neighbor environment from the other that leads to widely different SFE values. As a result, a wider variation among 100 supercell structures is observed in a 48-atom system. In contrast, in the 6000-atom system, a much larger variety of nearest neighbor environment is present in a given supercell, which leads to more converged SFE values. A similar observation has been made in a recent work [26].
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Recall that the SFE is calculated from the difference in the energies between the perfect and faulted structures, using Equation (1). When the faulted structure is created, the only structural change that occurs is at the layer, which is removed to create the fault; the rest of the structure remains identical to the perfect structure. The insets in Figure 5 show different nearest neighbor environments in the perfect and the faulted structures, before and after the layer has been removed. A significantly large difference in the nearest neighbor environment between the perfect and faulted structures leads to a large SFE value. The variation among the two supercells originates from how large the change in nearest neighbor environment occurs between the perfect and faulted structures of a given supercell. Indeed, the change is expected to occur much more drastically in the smaller system-size supercells compared to larger supercells. Note that the local composition does not change (e.g., it remains \( \text{Ni}_{50}\text{Fe}_{50} \)), yet a large difference (\(-98.72 \text{ mJ/m}^2 \) vs \(202.53 \text{ mJ/m}^2 \)) in the SFE is observed between the two structures. Thus, the larger variations in the 48-atom supercell compared to the 6000-atom supercell is essentially due to the system size.

To elaborate on the effect of system size on SFE values, Figure 5 shows the SFE of two different 48-atom supercell structures in \( \text{Ni}_{50}\text{Fe}_{50} \). A large variation in SFE is observed among the two supercells. Recall that the SFE is calculated from the difference in the energies between the perfect and faulted structures, using Equation (1). When the faulted structure is created, the only structural change that occurs is at the layer, which is removed to create the fault; the rest of the structure remains identical to the perfect structure. The insets in Figure 5 show different nearest neighbor environments in the perfect and the faulted structures, before and after the layer has been removed. A significantly large difference in the nearest neighbor environment between the perfect and faulted structures leads to a large SFE value. The variation among the two supercells originates from how large the change in nearest neighbor environment occurs between the perfect and faulted structures of a given supercell. Indeed, the change is expected to occur much more drastically in the smaller system-size supercells compared to larger supercells. Note that the local composition does not change (e.g., it remains \( \text{Ni}_{50}\text{Fe}_{50} \)), yet a large difference (\(-98.72 \text{ mJ/m}^2 \) vs \(202.53 \text{ mJ/m}^2 \)) in the SFE is observed between the two structures. Thus, the larger variations in the 48-atom supercell compared to the 6000-atom supercell is essentially due to the system size.

**Figure 4.** Effect of system size on the distribution of SFE. Four systems sizes, i.e., 48 atoms (green bar), 120 atoms (orange bar), 480 atoms (yellow bar), and 6000 atoms (blue bar) are shown. Data is collected by performing 100 simulations for each system size. As the system size increases the variation in the SFE decreases. The data is shown only for one alloy composition, i.e., \( \text{Ni}_{50}\text{Fe}_{50} \).

**Figure 5.** Two different atomic structures used to compute SFE for \( \text{Ni}_{50}\text{Fe}_{50} \) alloy. Large SFE variation (\(-98.72 \text{ mJ/m}^2 \) vs \(202.53 \text{ mJ/m}^2 \)) is observed. Resulting nearest neighbor environments can be significantly different between perfect and faulted structures when a stacking fault is created. Enlarged insets show such significantly different nearest neighbor environments between the perfect and faulted structures. (Gold and green colors represent A and B atoms of a binary alloy).
Table 1 shows the SFE average (avg.), range of variation (r.v) and standard deviation (std.) for four system sizes, i.e., 48, 480, 6000, and 108,000-atom supercells obtained from 100 structures for each supercell size. The data is provided for three different binaries, i.e., Ni$_{50}$Fe$_{50}$, Ni$_{50}$Cr$_{50}$ and Fe$_{50}$Cr$_{50}$. The data shows that, while the average SFE for each supercell structure remains almost the same, the range of variation and the standard deviation decrease consistently with the increase in the supercell size. For example, in Ni$_{50}$Fe$_{50}$, the range of variation decreases from 537.59 mJ/m$^2$ in 48-atom supercell to a mere 18.37 mJ/m$^2$ in 108,000-atom supercell. Similarly, the standard deviation decreases from 90.94 to 3.68 mJ/m$^2$, respectively. These results show that system size has a significant effect on the SFE value and is the underpinning reason for the wide disagreement among the literature, as discussed above.

Table 1. SFE average (avg.), range of variation (r.v) and standard deviation (std.) for Ni$_{50}$Fe$_{50}$ compositions obtained from 100 different structures each for 48, 480, 6,000 and 108,000-atom supercells.

| System Size | 48 atoms | 480 atoms | 6000 atoms | 108,000 atoms |
|-------------|----------|-----------|------------|--------------|
| Parameters  | avg.     | r.v       | std.       | avg.         | r.v       | std.       | avg.         | r.v       | std.       | avg.         | r.v       | std.       | avg.         | r.v       | std.       |
| Ni-Fe       | 53.17    | 537.59    | 90.94      | 28.00       | 264.69     | 49.84      | 30.40       | 81.17       | 19.29      | 33.65       | 18.37       | 3.68       |
| Ni-Cr       | 64.95    | 337.68    | 60.41      | 63.07       | 201.94     | 33.95      | 64.32       | 70.45       | 15.65      | 64.84       | 11.98       | 2.64       |
| Fe-Cr       | 45.17    | 500.55    | 96.96      | 45.81       | 252.05     | 48.00      | 45.81       | 100.88      | 23.73      | 52.80       | 17.74       | 3.71       |

3.2. Variation in SFE for Various Compositions

The above results are shown for Ni$_{50}$Fe$_{50}$ composition. Now, we illustrate the SFE variation across the whole composition range in Ni-Fe, Ni-Cr and Fe-Cr binary phase diagrams. Figure 6a shows the SFE variation across the composition range in Ni-Fe at an interval of 5% Fe. The SFE variation for three different system sizes, i.e., 480, 4320, and 108,000-atom supercells are shown in Figure 6a–c, respectively. Two-hundred different supercell structures are modeled for each composition in each system size, leading to a total 11,400 calculations in Figure 6a. For the 480-atom system size, we observe that the SFE variation in the largest (264.4 mJ/m$^2$) for the 50-50 composition; the variation, however, decreases as the composition moves away from the center towards either ends of the phase diagram. This is simply because of the larger randomness in the 50-50 supercell that creates the largest possibilities of different nearest neighbor environments. Figure 6b,c show the SFE variation in 4320 and 108,000-atom supercells, respectively. As expected, the variation in SFE goes down significantly as the system size increases. Another key point to note is that the standard deviation for the SFE also decreases significantly from 480 to 108,000-atom system. The standard deviation for 480 and 108,000-atom system is 47.11 mJ/m$^2$ and 3.52 mJ/m$^2$, respectively. For the approximate normal distribution possessing average ($\mu$) and standard deviation ($\sigma$), 95.45% of the value lie within the range of $\mu \pm 2\sigma$. Thus, for the 108,000-atom system, with $\mu$ equals 33.54 and $\sigma$ equals 3.52, 95.45% of the SFE should lie within the range from 26.5 to 40.5 mJ/m$^2$. This small variation observed in the 108,000-atom system indicates that various nearest neighbor environments are potentially captured in this system size. In contrast, much higher standard deviations of 47.11 mJ/m$^2$ and 16.14 mJ/m$^2$ are observed in 480-atom and 4320-atom supercells, respectively. The average SFE across the three systems sizes remains almost same, i.e., 31.67 mJ/m$^2$, 31.65 mJ/m$^2$, and 33.54 mJ/m$^2$ in 480, 4320, and 108,000 atom systems, respectively. The average SFE for each composition is shown by black dots in Figure 6a–c. It is to be noted that the average SFE is similar because we have considered very large number of supercell structures (i.e., two hundred) for each composition. If only a handful of structures were considered, the average SFE among three system sizes could be widely different. In agreement with Figure 4, these results show that the SFE variation decreases with increasing system size across the composition range.
Similar to the Ni-Fe alloy system, simulations are performed for Ni-Cr and Fe-Cr binary alloys. Figures 6d–f and 6g–i show the variations observed for 480, 4320, and 108,000-atom supercells in Ni-Cr and Fe-Cr systems, respectively. Similar results are obtained in both systems, i.e., the variation in SFE decreases with increasing system size.

Despite these similarities, these simulations also reveal a distinguishing feature among these alloy systems, i.e., the effect of alloy chemistry on SFE. Figure 7 shows the average SFE of the three alloy systems from 108,000-atom supercell calculations. We find that each alloy chemistry has a unique SFE trend. While there is almost a linear decrease in Ni-Fe and a linear increase in Fe-Cr as a function of Fe concentration, there is a parabolic behavior observed in the Ni-Cr alloy system across the phase diagram. These behaviors are not surprising, because they represent the effect of alloy chemistry, which is expected to be unique for each alloy. This is an important information that is included in the database.

Figure 6. SFE variation across the composition range in (a–c) Ni-Fe, (d–f) Ni-Cr, and (g–i) Fe-Cr at an interval of 5% in 480, 4320, and 108,000-atom systems. SFE variation decreases as the system size increases due to increasing number of nearest neighbor environments that are captured in large system sizes. SFE variation is maximum for the composition near the center of the phase diagram due to larger number of possible nearest neighbor environments compared to the ends of the composition range.
in Figure 3, which allows us to incorporate nearest neighbor environmental chemistry-effect in the database. The ML models learn these correlations and predict the SFE for unknown environments, as discussed in the rest of the paper.

![Figure 7](image)

**Figure 7.** Effect of alloy chemistry on the average SFE in Ni-Fe, Ni-Cr, and Fe-Cr alloys computed in 108,000-atom supercells. Data from Figure 6 is used to calculate the average for each alloy chemistry. The SFE for Ni-Fe and Fe-Cr system varies almost linearly in contrast to parabolic behavior in Ni-Cr.

### 3.3. SFE Prediction Using Machine Learning Models

The overall goal of using ML is to be able to club the best of the two worlds, i.e., the atomistic information from the practically feasible smaller system sizes, and various nearest neighbor environments from larger system sizes. Using the central idea from Figure 1, ML allows us to bridge the system-size gap. By clubbing the two, the expectation is that the large SFE variations observed in smaller supercells will be reduced when predicted on larger supercells.

Figure 8a shows a comparison of SFE variation in Ni-Fe between the true data from 480-atom and 4320-atom supercells. In addition, it shows the ML-predicted variation on 4320-atom supercells. Recall that the ML model is trained using the nearest neighbor and SFE information of the 480-atom supercells. Based on the above discussion, the variation decreases from 480-atom to 4320-atom supercells as expected when the true data are compared. More interestingly, we find that the variation in the 4320-atom ML prediction is significantly lower than the true 480-atom supercells and is exactly same as that of the true data of 4320-atom supercells. This is a key result that shows that ML is able to predict a significantly reduced SFE variation by learning from smaller 480-atom supercells. In other words, the large SFE variation in 480-atom supercells is significantly reduced when predicted on larger 4320-atom supercells by the ML model, even though the model is trained on 480-atom supercells. This training has enabled predicting the SFE for unseen environments in larger 4320-atom supercells.

Figure 8b shows the comparison of average SFE between the true-data and ML predicted-data for 4320-atom system. A very good agreement between the two is observed. In particular, ML is able to fully capture the shape of the curve as a function of alloy chemistry, which indicates that the effect of the change in the number of Ni and Fe nearest neighbors on SFE is captured very well. This capability becomes very useful in predicting the SFE of multi-elemental alloys, as shown later in ternary Ni-Fe-Cr system. Figure 8c shows the Pearson coefficient (R) plot between the true and predicted SFE values demonstrating a very good agreement. Overall, these results illustrate that ML is able to club the properties of the two length scales, and the effect of alloy chemistry is now embedded in our ML model.
Figure 8. (a–c) Ni-Fe, (d–f) Ni-Cr, and (g–i) Fe-Cr. (a,d,g) SFE comparison among true data for 480-atom (blue circles), true data for 4320-atom (pink circles), and ML-predicted data for 4320-atom supercells (brown circles). The SFE variation from ML prediction, which is trained on 480-atom supercells, is almost of the same range as that of the true data of 4320-atom supercells, indicating the ability of ML to learn and predict SFE with high accuracy. (b,e,h) Average SFE comparison between true and predicted data for 4320-atom supercells. (c,f,i) Pearson plot between true and predicted value for 4320-atom supercells. Pearson coefficient of 0.99 indicates excellent match between true and predicted values.

Figure 8d–f and 8g–i show similar results in Ni-Cr and Fe-Cr alloys, respectively. We find that ML is able to reduce the level of uncertainty in SFE in larger 4320-atom supercells in both alloys by learning from the 480-atom supercells, as shown in Figure 8d,g, respectively. Similarly, the shape of the SFE curve demonstrated by the average SFE of true and ML-predicted in Figure 8e,h are also captured very well. Finally, the Pearson coefficient shows a good agreement between the true and ML-predicted data for both alloys in Figure 8f,i respectively. Table 2 shows the RMSE and Pearson coefficient for Ni-Fe, Ni-Cr, and Fe-Cr, illustrating a very good prediction by the ML model.

Table 2. Root mean square error (RMSE) and Pearson coefficient values of Ni-Fe, Ni-Cr, and Fe-Cr for 4320-atom supercells.

| Composition | RMSE  | Pearson Coefficient |
|-------------|-------|---------------------|
| Ni-Fe       | 2.76  | 0.996               |
| Ni-Cr       | 1.30  | 0.998               |
| Fe-Cr       | 0.57  | 0.998               |
The above results illustrate the benefit of predicting SFE on larger system sizes. An additional benefit of this ML-framework is that it has no limitations on how large the system sizes are used for predictions. Rather, the prediction improves with increasing system sizes as more nearest neighbor environments are included. We illustrate this benefit by predicting SFE on a 108,000-atom system. The results are shown in Figure 9 for 50-50 compositions of Ni-Fe, Ni-Cr, and Fe-Cr. In Figure 9, we compare the true and ML-predicted SFEs of 4320-atom and 108,000-atom supercells for each of the three compositions.

![Figure 9](image.png)

**Figure 9.** Comparison between true and predicted SFE for both 4320-atom and 108,000-atom supercells for Ni$_{50}$-Fe$_{50}$, Ni$_{50}$-Cr$_{50}$, and Fe$_{50}$-Cr$_{50}$ compositions. Significantly reduced variation is observed in 108,000-atom compared to 4320-atom supercells. The variation in the ML predictions is of the same range as that of the true-data for both structure sizes, indicating the ability of the model to learn and predict for various nearest neighbor environments. Color scheme: green diamonds—true data for 4320-atom supercell, green squares—predicted data for 4320-atom supercell, orange diamonds—true data for 108,000-atom supercell, and orange squares—predicted data for 108,000-atom supercell.

Recall that the training is done only on 480-atom supercells. Here, we use two-hundred supercells of 480-atom each to train the model, and the ML prediction is also made on different two-hundred supercells of 4320 atoms. For 108,000-atom supercells, ML predictions are made on ten different supercell structures. Unsurprisingly, the SFE variation of the true data decreases significantly from 4320-atom to 108,000-atom systems. More interestingly, the ML-predicted variation of the SFE decreases drastically between the two system sizes. The variation in the 4320-atom system is 87.38 mJ/m$^2$, compared to only 12.77 mJ/m$^2$ in the 108,000-atom Ni-Fe system. This result indicates that the ML-model provides a methodology to predict SFE of alloys with an increasing level of precision as the system size increases. It is to be noted that there is no additional computational cost to predict for larger systems from ML unlike in DFT, where each simulation has to be explicitly performed. Thus, we propose that this framework opens a path to predict SFE of an experimentally resembling elemental distribution in a binary alloy with minimized uncertainty.

### 3.4. Number of Supercells vs ML Precision Tradeoff

Since the accuracy of ML prediction increases with increasing number of training data, there is a tradeoff between the computational cost and accuracy. Figure 10 provides an overview of a trade-off between the number of supercells and the accuracy of the ML model. A comparison between the variation in SFE prediction with the number of supercells used to train the model is provided. For a given number of training supercells, the model is trained five times with different random states, ensuring complete randomness and generalization while choosing the states used for training the
model. In Figure 10, diamonds show the average of those five random states chosen and the error bars represent minimum and maximum observed SFE values. Again, the training is done on 480-atom supercells, while a prediction is made on ten different 108,000-atom supercell structures. Training is done on 480-atom system, because a smaller system size could lead to an interaction between the stacking faults, due to periodic boundary conditions. While the variation is almost negligible when the model is trained with 200 supercells, we find that a reasonable level of accuracy can be achieved by training between 60–90 supercells. We find that the 200-supercells and 70-supercells trained models predict an average SFE of 33.72 mJ/m² and 21.92 mJ/m² respectively, which are in close agreement. A variation of 23.51 mJ/m² is observed when trained on 70 supercells. This shows that the ML model may be optimally trained on 70-supercells of 480 atoms; the number of supercells is still large, but it is practically possible for DFT calculations. We expect the predictions to further improve in the future as we explore other ML models and improve the descriptors used to train the model. This framework thus opens a possibility to predict SFE of complex alloys using DFT calculations.

![Figure 10](image)

**Figure 10.** Correlation between the number of 480-atom supercells used to train the model and the variation in the ML-predicted SFE. Diamonds show the average SFE.

### 3.5. Predicting SFE of Ternary Alloys

Now, we illustrate the applicability of the framework to ternary alloys in Ni-Fe-Cr phase space. Note that the predictions are made by training the model using the information of the binary alloys, i.e., Ni-Fe, Ni-Cr, and Fe-Cr. Figure 11a shows a comparison of the variations obtained from true SFE data of 480-atom and ML-predictions on 12,000-atom supercells. We find that that the variation in the ML predictions is within 7.81 mJ/m² which is significantly smaller than the true data of 480-atom supercells.

Finally, we computed SFE across the Ni-Fe-Cr ternary phase diagram. Hundred supercells are used to compute the average SFE for each composition. The true SFE values are calculated by performing the simulations on the supercell exhibiting ternary composition across the whole composition range, as shown in Figure 11b. The ML model is used to predict the SFE of the same compositions as shown in Figure 11c. The difference between the two SFE datasets is shown in Figure 11d for the corresponding ternary compositions. We find that the difference between the true and predicted SFE is less than 20 mJ/m², except for three compositions that lie between 20–30 ml/m². These results thus show that the ML-framework has the ability to predict SFE of ternary compositions from binary compositions.
In the recent literature, the large variation in SFE has been attributed to limited system sizes used in DFT calculations. In this work, we have presented a ML-based methodology to overcome this limitation. The ML model allows predicting SFE with reduced variation. In addition, it enables predicting SFE of ternary alloys from a binary database. As the database would grow, the opportunity lies in predicting SFEs of various compositions possibly circumventing the need to perform expensive calculations from scratch for every new composition. It is to be recognized that coherent potential approximation (CPA) method provides as alternative route to calculate SFE in concentrated alloys [12,46–49]. CPA averages over the scattering given by all possible configurations as found from the Green’s function; as a result, it is not plagued by the limited system size. The CPA method thus provides a platform to compare and improve the predictions of our method, which we plan to perform in near future.

There are certain limitations and assumptions within which the first version of this framework has been developed. The current version relies on the interatomic potential, and the SFE values predicted here may not necessarily agree quantitatively with DFT or experiments. However, developing such agreement is not the main purpose of this paper; rather, we demonstrate that the SFE values if available (either from interatomic potentials or DFT) could be used to build a framework for predicting SFE with minimized variations. While this work serves as the proof-of-concept, we are working on building a DFT-based binary database. In similar vein, we note that, because we have performed calculations using inter-atomic potentials, the magnetic states of atoms are not captured, which have been found to have a significant effect on SFE. Similarly, recent studies have reported that specific elements segregate

Figure 11. (a) SFE comparison between true-data for 480-atom and predicted-data for 12,000-atom supercells for nine different Ni-Fe-Cr ternary composition. True data for the 480-atom and 12,000-atom system is shown in green and brown color diamonds, while predicted data for 12,000-atom system in shown by yellow squares. Significantly reduced SFE variation is observed in both 12,000-atom ML-predicted compared to 480-atom true supercells. (b) True and (c) predicted SFEs in ternary Ni-Fe-Cr phase diagram. (d) Difference between true and predicted SFE from (b) and (c) for each composition. Very small difference between the two is observed illustrating the robustness of the ML model.

4. Discussion
to the stacking faults which can influence the SFE. For example, Ikeda et al. [40] reported SFE increase with increase in local Ni concentration close to the SF layer in NiCoCr. These authors showed that the SFE increased by 100 mJ/m², when the layer near the SF is fully occupied with Ni. A similar effect was observed for Cr segregation as well. The effect of short-range order, which is currently a highly debated topic in the HEA community, has also been observed. Ding et al. [32] showed that short range order can significantly change the SFE in NiCoCr. Although it remains to be tested, it is possible the ML model can be potentially trained for specific atomic configurations, including short-range order or segregation-based atomic environments to predict SFE.

5. Conclusions

In conclusion, we built an ML-based framework that can predict the SFE of multi-elemental alloys, while relying only on the input of binary alloys. This framework reduces large variation in the SFEs that have been commonly observed in the recent literature. This framework will contribute towards the rational design of low SFE HEAs, which show a unique combination of high strength and high ductility.
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