An Updated Constraint on Variations of the Fine-Structure Constant Using Wavelengths of Fe II Absorption Line Multiplets
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Abstract: A new stringent limit relating to the variation of the fine-structure constant \( \alpha = \frac{e^2}{4\pi\hbar c} \) has been extracted from Ritz wavelengths of 27 quasi_stellar object (QSO) absorption spectra lines of Fe II. The calculation was combined with laboratory wavelengths and QSO spectra to obtain the result \( \Delta \alpha / \alpha = (0.027 \pm 0.832) \times 10^{-6} \). This result suggests how dedicated astrophysical estimations can improve these limits in the future and can also constrain space_time variations.
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1. Introduction

One of the most interesting problems of contemporary physics addresses space_time variations of the fundamental constants across the evolution of the Universe, a possibility considered by Dirac [1] and Milne [2]. One possible variation indicated by measurements of QSO emission spectra suggests that the fine-structure constant, \( \alpha \), may have a changing value throughout the evolution of the Universe [3,4]. From the analysis of the spectra, some of the achievements of the last years have already been recited by the alkali doublet (AD) method. The most suitable result of this method is \( \Delta \alpha / \alpha = (0.7 \pm 1.4) \times 10^{-4} \) with the redshifts \( 0.16 < z < 0.80 \) and \( \Delta \alpha / \alpha = (1.5 \pm 0.7) \times 10^{-3} \) up to redshift \( 0.281 \) [5,6] derived from the analysis of the wavelength separations of O III emission alkali doublet lines (\( \lambda 5007 \)Å and \( \lambda 4959 \)Å) seen in the Sloan Digital Sky Survey (SDSS) QSO. The other method is called the many multiplet (MM) method, which obtained the changed values of \( \Delta \alpha / \alpha \), an order sensitive magnitude better than the AD method [7–10]. Murphy et al. (2003) applied this technique to analyze the 21 Si IV doublets, resulting in \( \Delta \alpha / \alpha = (-0.5 \pm 1.3) \times 10^{-5} \) at \( z_{\text{abs}} = 2.8 \) [11]. Furthermore, within the first development of these studies, Dzuba et al. (1999; 2003) applied this method to several different transitions of multiplets and ions in order to exploit the sensitivities of \( \alpha \)-variation [7–10]. Applying the MM method to 128 systems with the spanning redshift 0.2 < \( z < 3.7 \), Murphy et al. (2002) and Webb et al. (2003) obtained \( \Delta \alpha / \alpha = (-0.57 \pm 0.10) \times 10^{-5} \) [12,13]. Moreover, the application of this approach used large numbers of Echelle quasar spectra with a good resolving power, attempting to find the cosmological variations in \( \alpha \). Reimers et al. (1998) and Quast et al. (2004) obtained \( \Delta \alpha / \alpha = (-0.4 \pm 1.9) \times 10^{-6} \) [14,15], while Chand et al. (2006) determined \( \Delta \alpha / \alpha = (-0.5 \pm 2.4) \times 10^{-6} \) [16]. However, the estimation errors of \( \Delta \alpha / \alpha \) are going to be quite challenging within the determinations of true values when applying the MM technique to large samples, because the wavelength calibration errors have not been taken into account. The most accurate estimate of \( \Delta \alpha / \alpha \) gave the space or time variation of \( \Delta \alpha / \alpha \) with high accuracy (parts of \( 2 \times 10^{-6} \)) in order to apply the MM method to Fe II absorption lines at \( z_{\text{abs}} = 1.15 \), in which Levshakov et al. (2006; 2007; 2008) obtained \( \Delta \alpha / \alpha = (-0.07 \pm 0.84) \times 10^{-6} \) [17–19],
and Porsev et al. (2007) found \( \Delta \alpha / \alpha = (-0.12 \pm 1.79) \times 10^{-6} \) and \( \Delta \alpha / \alpha = (-5.4 \pm 2.5) \times 10^{-6} \) at \( z = 1.8 \) [20]. These studies reflect the possibility that the ultimate resulting estimation of \( \Delta \alpha / \alpha \) might be affected by unnoticed systematic effects that are included and correlated with the individual values from different pairs. In combination with wavelength calibration difficulties, problems with the methodology might be the cause when this is applied towards the analysis of the Fe II absorption complex and could lead to different sensitivity contributions to variations of \( \alpha \) from the fact that different transitions were found in molecules and atoms from QSO spectra [21–27]. Following on this interesting topic, a new method has been developed and achieved to search for \( \alpha \)-variation over cosmological space and time [28]. The obtained results inferred a change with the cosmic epoch of \( \Delta \alpha / \alpha = (-0.157 \pm 0.300) \times 10^{-6} \) together with the redshift \( z = 1.15 \) [28]. This technique allowed us to estimate values at the first stages of the evolution of the universe through the exploration of both doublet and multiplet lines visible in QSO spectra. This method has the benefit of being more obvious and less affected by the systematic error.

In this study, we propose to make use of the Ritz wavelengths of 27 QSO absorption line spectra of Fe II to constrain any variations in the fine-structure constant on cosmological space and time scales [29–33]. Combining high precision measurements of the light from distant quasars together with laboratory wavelengths of the measured lines, this result is significantly tighter than the previously derived results using the MM method [34].

2. Atomic Data and Analysis

The absorption lines observed inside of the spectra of quasars offer us an effective tool to constrain changes in the fine-structure constant. They include almost-resonance lines belonging to the ions, as well as the ground state transition of those correspondences. The separation between levels of energy as a consequence of fine-splitting is proportional to \( \alpha^4 \), with the main term of the energy level being proportional to \( \alpha^2 \). Any difference in these separations could possibly be due to a change in \( \alpha \), because the energy associated with the line transition depends on individual changes. The spatial or temporal variation of the fine-structure constant can create a difference throughout the measurement relationship between the QSO absorption and emission systems and the laboratory values [28].

\[
\frac{\Delta \alpha}{\alpha} \approx \frac{1}{2} \left( \frac{\Delta \lambda}{\lambda} \right) \left( \frac{\lambda_2(\ell)}{\lambda_1(\ell)} \right) - 1 - 1
\]

Thus, comparing the relative of the measured wavelengths \( \lambda_1(\ell) \) and \( \lambda_2(\ell) \) from QSO absorption or emission systems at the redshift \( z \) with the related laboratory wavelength it is possible to directly infer the potential variation at different epochs and space and time locations. The main advantage of this technique is that it is useful for studying the possible effect of temporal variability on the fine-structure constant, comparing its current value with earlier cosmic space and time or different regions of the universe. This method has a great benefit in that it allows us not only to apply it to the emission lines, but also to the absorption lines, as well as to wide ranges of redshifts. The spectra employed in this particular study are the same as those presented in References [29,32,33], and a detailed procedure of the analysis together with Ritz laboratory wavelengths are presented in the works of Nave and Sansonetti (2011) [30] and Nave (2012) [31]. The details of the experiments with a discussion arising in the literature about the validity of the analysis are available in the papers [27–29]. The spectra under study are of great quality within the uncertainty of laboratory errors of the Fe II, whose measurements are known up to several \( mA \). Making use of this uncertainty allows us to estimate the systematic error in order to determine the value of \( \Delta \alpha / \alpha \). In this way, we can apply the Fe II elements and the quality of those ionization states and the original majority of the multiplet lines with the various upper levels of energy for our analysis, with independent physical conditions of the gas where the Fe II lines originate. The possible cause of the statistical and systematic error discussion details can be found in References [15–30].
In our study, we used the updated data that were recorded by the Hubble Space Telescope Imaging Spectrograph with the high-resolution far-UV spectrum from the works of Aldenius et al. (2006); Nave and Sansonetti (2011); Nave (2012); and Pickering et al. (2000; 2002) [29–33]. The most suitable spectra, which provide the necessary wavelength accuracy for our study, are presented in Table 1.

Table 1. Twenty-seven quasi-stellar object (QSO) absorption lines of Fe II and Ritz laboratory wavelengths. The lower level for all lines is 3d⁶⁴s⁴p⁴D₉/₂.

| Upper Level | Observed Wavelengths from QSO | Ritz Wavelengths from Laboratories | References |
|-------------|-------------------------------|-----------------------------------|------------|
| 3d⁵²ZD4p⁰D₉/₂ | 2600.172                      | 2600.1720(11)                    | [28–30]    |
| 3d⁵²ZD4p⁰D₇/₂ | 2586.649                      | 2586.64934(11)                   | [28–30]    |
| 3d⁵²ZD4p⁰F₁₁/₂ | 2382.764                      | 2382.76397(11)                   | [28–30]    |
| 3d⁵²ZD4p⁰F₉/₂ | 2374.460                      | 2374.46009(11)                   | [28–30]    |
| 3d⁵²ZD4p⁰F₇/₂ | 2367.589                      | 2367.58924(11)                   | [28–30]    |
| 3d⁵²ZD4p⁰P₇/₂ | 2344.212                      | 2344.21276(11)                   | [28–30]    |
| 3d⁵²ZD4p⁰F₉/₂ | 2260.780                      | 2260.77911(10)                   | [28–30]    |
| 3d⁵²ZD4p⁰D₇/₂ | 2249.877                      | 2249.87547(10)                   | [28–30]    |
| 3d⁵²(a'yF)4p⁰F₂/₂ | 1611.200                      | 1611.20037(7)                    | [28–31]    |
| 3d⁵²(S)⁴s⁴p⁴(yP)⁴P₇/₂ | 1608.450                      | 1608.45085(7)                    | [28–31]    |
| 3d⁵²(S)⁴s⁴p⁴(xP)⁴P₇/₂ | 1260.533                      | 1260.53558(6)                    | [28–31]    |
| 3d⁵²(C)⁴s⁴p⁴(yP)⁴F₁₁/₂ | 1144.939                     | 1144.93921(5)                    | [28–31]    |
| 3d⁵²(C)⁴s⁴p⁴(yP)⁴F₉/₂ | 1143.224                      | 1143.22379(6)                    | [28–31]    |
| 3d⁵²(C)⁴s⁴p⁴(yP)⁴P₇/₂ | 1142.366                      | 1142.36568(6)                    | [28–31]    |
| 3d⁵²(P)⁴s⁴p⁴(P)⁴D₇/₂ | 1260.533                      | 1133.66526(5)                    | [28–31]    |
| 3d⁵²(D)⁵p⁰D₉/₂ | 1127.097                      | 1127.09842(5)                    | [28–32]    |
| 3d⁵²(D)⁵p⁰D₇/₂ | 1125.446                      | 1125.44765(5)                    | [28–32]    |
| 3d⁵²(P)⁴s⁴p⁴(P)⁴P₇/₂ | 1121.975                      | 1121.97473(5)                    | [28–32]    |
| 3d⁵²(D)⁵p⁰F₁₁/₂ | 1112.047                      | 1112.04833(5)                    | [28–32]    |
| 3d⁵²(D)⁵p⁰F₉/₂ | 1106.362                      | 1106.35952(5)                    | [28–32]    |
| 3d⁵²(D)⁵p⁰P₇/₂ | 1096.877                      | 1096.87689(5)                    | [29–32]    |
| 3d⁵²(D)⁴s⁴p⁴(P)⁴F₉/₂ | 1083.419                      | 1083.42027(5)                    | [29–32]    |
| 3d⁵²(D)⁴s⁴p⁴(P)⁴F₁₁/₂ | 1081.874                      | 1081.87528(5)                    | [29–32]    |
| 3d⁵²(D)⁴s⁴p⁴(P)⁴D₈/₂ | 1063.971                      | 1063.97182(5)                    | [29–32]    |
| 3d⁵²(D)⁴s⁴p⁴(P)⁴D₉/₂ | 1063.176                      | 1063.17688(5)                    | [29–32]    |
| 3d⁵²(C)⁴s⁴p³(wP)⁴G₉/₂ | 1062.152                      | 1062.1533(3)                     | [29–32]    |
| 3d⁵²(D)⁴s⁴p³(P)⁴P₇/₂ | 1055.262                      | 1055.26178(5)                    | [29–32]    |

To identify \( \Delta \alpha / \alpha \) in each QSO absorber, we used and developed our previous studies with the nonlinear least squares program [28–33]. This program allowed us to fit all available observed absorption line profiles. It is well known that in the case of occurring absorption lines that are available in a single cloud of gas, which does not include the internal velocity structure, these lines would comprise only a single, symmetric component, which will help us make the measurement easier. However, almost all QSO absorption systems have a complicated velocity structure. Therefore, a well-fitting program is needed in order to identify the value of \( \Delta \alpha / \alpha \) for these complicated profiles with a minimum number of parameters. This program was developed in order to fit all available transitions simultaneously. Based on the previous studies, we can fit \( \Delta \alpha / \alpha \) as a free parameter in our fitting program. Simultaneously, we can estimate the value of \( \Delta \alpha / \alpha \) to an associated error for each QSO absorber for the free parameters minimizing \( \chi^2 \). It is noted that the error in the calculated value \( \Delta \alpha / \alpha \) is dominated by the error in the measurement of wavelength separation \( \Delta \lambda \). The selection of appropriate centroid wavelengths was based on this profile, where the line fitting provides wavelength uncertainties of \( \sigma_{\lambda} \), and \( \sigma_{\Delta \lambda} \). In our previous study, we identified that the main effect on the error budget was based on the width separation ratio between observed lines from quasars and laboratories with the actual wavelength splitting of the line pairs with small separations. Therefore, we chose the Fe
II lines ($\lambda_{1055}$–$\lambda_{2600}$) for our analysis because these lines are located close to the central regions of the corresponding Echelle. Moreover, we have the potential to minimize distortions of the line profiles, which are caused by the decreasing spectral sensitivity at the edges of Echelle orders. In this case, we can distinguish the influence of hidden blends on the line position measurements that help us to identify the identical velocity structure of these transitions. In addition, $\alpha$-independent line ratios are included, which have the benefit of being able to identify the exact size of statistical and systematic errors. In addition to determining the calibrated laboratory wavelength and observed data, issues with the MM technique may be the main cause of potential sources of systematic error. The most important systematic errors and wavelength calibrations affected $\Delta a / a$ determinations in the previous studies. Because these effects are dependent on the transition wavelength therefore, they have to be quantified and removed. We know that there are common systematic errors, such as the incorrect wavelength solution through the thorium–argon (ThAr) calibration. Moreover, these errors can result from velocity shifts between spectra from different exposures, and from different settings on the spectrograph, which the MM method is unable to explain. Furthermore, one of the most important problems is these systematic errors themselves, which might introduce a velocity distortion as opposed to a simple velocity offset. It is well known that the obtained results for $\Delta a / a$ measurement would not be correct if there was a velocity distortion inside the spectrum, because the MM technique is sensitive to velocity shifts between transitions. The disadvantage of the MM method is the insufficient spectral resolution coming from the present QSO spectra. At present, we can only detect about 60% of the individual subcomponents that come from galactic interstellar absorption lines with very high-resolution spectra ($R \approx 10^6$). The normal separation of these subcomponents is approximately 1.2 km s$^{-1}$ even at a resolution of 0.5 km s$^{-1}$ [34–39]. It should be noted that the Doppler profiles could possibly narrow in the highest-quality QSO spectra ($R \approx 80,000$--4 km s$^{-1}$), in which the saturated subcomponents could be recognized only by line asymmetries. This problem has been identified in the works of Murphy et al. [38] and their analysis focused on possible weak transition lines and therefore, the effects of which were statistically relevant for a large number of systems. The results found by Chand et al., which included closely blended components, probed $\Delta a / a$ regarding the apparent position shifts caused by unresolved line blends [39]. The results came from different studies based on their type of analysis, therefore they restricted their work to systems with simple profiles. One must be aware that within their works there have been reported calibration errors that are much larger than the final velocity precision required to determine $\Delta a / a$. These calibration errors are possibly averaged out and they do not support a good method for the final determination $\Delta a / a$. In the case of the MM method, the comparison of various lines with various absorbers has been found in a large number of redshifts. If these errors are random, they may average out. However, these errors will not affect our rate changes in measured Doppler shifts with redshift $z$. Making use of this technique to find these errors, we first estimated $\Delta a / a$ for a single line of observed spectrum, then we applied this to the whole spectrum to determine the average error of all systems.

3. Results and Discussion

In our previous works, the best result obtained was the variation limits of $\Delta a / a = 2.2 \pm 2.3$ ppm (parts per million). However, these works suggested that this limit was caused by a systematic effect, which can be determined from the use of laboratory wavelengths. We have since improved these conditions by refining our previous method using wavelength shifts in combination with the laboratory Ritz wavelengths and QSO spectra with an uncertainty of 0.004 Å. This allowed us to examine the suspected systematic errors, which may be caused by the calibration error. Moreover, this effect has important implications, since it is dependent on the wavelength transitions used to determine the value of $\Delta a / a$. The spectral data were first examined and associated with every object, then the absorption lines were fitted to determine the Fe II transitions in order to estimate the relevant values of $\Delta a / a$. Blends of wavelength were inspected for all transitions and discarded, if found. We fit the Fe II absorption lines in this way using previously-described method [28–33]. For each individual system
We then determined the minima of 1.2 \times 10^{-10} \text{redshift range, leading to the final possibility to imply that regardless of the averaging over with 1\( \sigma \)} values for each absorption system, as illustrated in Figure 1. We obtained the final result: \( \chi^2 \) minimum (\( \chi^2_{\text{min}} \)) as it was the measured valuation of \( \Delta a/\alpha \) with the system. Then we retrieved the minima \( \chi^2 \) for each of these fits and plotted them as a general function of \( \Delta a/\alpha \). Therefore, to make sure that the minima \( \chi^2 \) regarding our crucial parameter was not a local minimum, we made use of the contrary \( \chi^2 \) to the \( \Delta a/\alpha \) curvature method as opposed to a single minimization that we could concurrently base the variation of four parameters; \( \Delta a/\alpha \), Doppler, widths, and redshifts. Despite what might be expected, we minimized \( \chi^2 \) by various Doppler widths and redshifts for each valuation of \( \Delta a/\alpha \). We then determined the minima of \( \chi^2 \) versus \( \Delta a/\alpha \) and all Fe II lines were applied to fit simultaneously using laboratory wavelengths (\( \Delta a/\alpha = 0 \)). Therefore, the parameter of redshifts was constrained in this way so that all species under consideration would be the same. We minimized \( \chi^2 \) using our fit and estimated the final value of \( \Delta a/\alpha \) with its statistical error correspondence and the systematic error with 1\( \sigma \) uncertainty together with the smaller reduced \( \chi^2 \) in Table 2.

Step by step, this fitting program was used to recover the value of \( \Delta a/\alpha \) in each realization and it was plotted as a function of the input. In an individual measurement of the typical error, \( \Delta a/\alpha \) was also illustrated in the plot. Consequently, we had 27 input values with included varying parameters: Column density \( N \), \( z_{\text{abs}} \) Doppler, and line-width \( b \). Therefore, each point shows the location of the minimum in \( \Delta a/\alpha \) with an error bar 1\( \sigma \). The output values of \( \Delta a/\alpha \) are represented by the weighted mean of the error bars from 27 measurements, which are consistent with the input values for each absorption system, as illustrated in Figure 1. We obtained the final result: \( \Delta a/\alpha = (0.027 \pm 0.832) \times 10^{-6} \), where the error was determined with a high degree of accuracy.

In the analysis of the optical quasar spectra, the works of Quast et al. (2004); Chand et al. (2006); Levshakov et al. (2006; 2007; 2008) and Murphy et al. (2008) are conflicting, at least in part [15–19,27]. These analyses of \( \Delta a/\alpha \) was certainly not explicitly used as the fitting parameter. Instead, they used the \( \chi^2 \) versus \( \Delta a/\alpha \) curve to acquire the best-fitting value of \( \Delta a/\alpha \). The most effective result of those analyses only agreed with a cosmological variation of the level of \( 10^{-6} \). To search for the sensitivity over cosmic space and time, our analyses were based on the \( \alpha \)-independent line ratios with the main influence range on the error budget. This allowed us to perceive the actual size of statistical and systematic errors and trust the exact wavelength splitting of the line pairs, which was also mostly suggested around the lines with small separations. Moreover, it was simply and well-applied to a wide redshift range, leading to the final possibility to imply that regardless of the averaging over \( \Delta a/\alpha \), several values will deliver an accurate \( \Delta a/\alpha \) value.
4. Conclusions

In this study, we used Ritz wavelengths, including 27 lines of Fe II to constrain past variations of $\alpha$. The expected result was probably the most stringent limit on the $\alpha$-variation of an individual system. The values of $\Delta \alpha / \alpha$ were illustrated versus redshift for the Fe II absorption lines. The estimated values of $\Delta \alpha / \alpha$ from our analysis are plotted based on the $\chi^2$ minimization for individual systems.
absorption line. Moreover, this result indicates that the data-reduction, calibration, and analysis of Fe II systems eliminated the most important systematic errors associated with other determinations of $\alpha$ and offered estimations of the remainder of the statistical and systematic errors. This arose because our analysis only included $\alpha$-independent line ratios which can identify the real size of statistical and systematic errors.

The obtained values of $\Delta \alpha / \alpha$ from our analysis were plotted versus the absorption redshifts of Fe II systems. Despite the low-z data, we found on of the most stringent limits on the space and time variations in $\Delta \alpha / \alpha$. The large scatters seen in $\Delta \alpha / \alpha$ for the high-z systems occurred mainly because of the large change in the Fe II wavelengths. Furthermore, the values of $\chi^2$ indicated that a linear increase in $\alpha$ with time was preferred. As a result, whenever we look deep into the early universe (high redshift), the values of $\Delta \alpha / \alpha$ are positive or negative as a result of the systematic error effect that is based on the use of the laboratory wavelengths.

The precision regarding the relative change in $\Delta \alpha$ achieved from our results is the most stringent limit in comparison with the results produced by Quast et al. (2004) [15]. Our results also possess order of magnitude improvements compared to the exact results from Chand et al. (2006) [16] and are better than the results derived by Levshakov et al. (2006; 2007; 2008) [17–19], Molaro et al. (2005; 2008) [14–25], Murphy et al. (2008; 2014) [27,34], and Bainbridge et al. (2017) [40]. A considerable advance has been made in improving the laboratory wavelengths of transitions in the Fe II multiplet line that can be utilized in our analyses. These remarks will provide the strongest and most constraining measurements, with particular implications for the cosmic space–time variation of the fine-structure constant, allowing further investigation of large systems in order to reduce the final error bar [11–13,34–42]. This result creates a better choice with a high-quality process for the selection of the absorption lines. Moreover, it would allow us to reduce the potential for systematic error effects in the estimation of the $\Delta \alpha / \alpha$ values of the quality of many multiplet systems available in a single QSO spectrum with high sensitivity.

With the further development of QSO as well as the improved laboratory wavelengths, this study ought additionally to be able to open an innovative window for the equivalence principle of relativity and can provide an important tool for checking the models of the grand unification.
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