Abstract

Image denoising and artefact removal are complex inverse problems admitting many potential solutions. Variational Autoencoders (VAEs) can be used to learn a whole distribution of sensible solutions, from which one can sample efficiently. However, such a generative approach to image restoration is only studied in the context of pixel-wise noise removal (e.g., Poisson or Gaussian noise). While important, a plethora of application domains suffer from imaging artefacts (structured noises) that alter groups of pixels in correlated ways. In this work we show, for the first time, that generative diversity denoising (GDD) approaches can learn to remove structured noises without supervision. To this end, we investigate two existing GDD architectures, introduce a new one based on hierarchical VAEs, and compare their performances against a total of seven state-of-the-art baseline methods on five sources of structured noise (including tomography reconstruction artefacts and microscopy artefacts). We find that GDD methods outperform all unsupervised baselines and in many cases not lagging far behind supervised results (in some occasions even superseding them). In addition to structured noise removal, we also show that our new GDD method produces new state-of-the-art (SOTA) results on seven out of eight benchmark datasets for pixel-noise removal. Finally, we offer insights into the daunting question of how GDD methods distinguish structured noise, which we like to see removed, from image signals, which we want to see retained.

1. Introduction

Image restoration is a fundamental problem in computer vision. All image data, from regular photographs to microscopy or medical images, are subject to unwanted noise and artefacts. Often the most dominant sources of noise are pixel-noises such as Gaussian and Poisson noise [30]. We distinguish pixel-noises from structured noises, i.e., all signal corruptions or artefacts that affect groups of pixels in correlated ways.

Supervised image restoration methods based on Deep Learning (DL) can address pixel-wise and structured noises but require paired training data that allows the trained network to distinguish wanted signal from unwanted corruption patterns [55, 54, 33, 8, 16]. The applicability of unsupervised methods is much broader since they do not require paired training data [29, 2, 42, 30, 31, 51], but their downsides are that (i) most of them are only capable of re-
moving pixel-noises, and (ii) they typically show weaker overall performance than their supervised alternatives.

Generative Diversity Denoising (GDD) methods such as [40, 39] have recently been proposed for unsupervised denoising. Additional to producing state-of-the-art (SOTA) results on many denoising benchmarks [40], GDD methods can generate diverse denoised solutions, giving users access to samples from a distribution of sensible denoising results. The most impressive results are, so far, reported on limited image domains such as microscopy datasets and photographs of human faces. On richer domains, e.g. natural images, the expressivity of the employed generative models becomes a bottleneck [40]. Additionally, GDD methods are so far not used to remove structured noises.

In this work, we first introduce a new GDD method called Hierarchical DivNoising (HDN). HDN employs hierarchical VAEs and, as we show on eight publicly available benchmark datasets from diverse image domains, is the new SOTA method for pixel-noise removal.

We then study GDD methods based on Variational Autoencoders (VAEs) with respect to their ability to perform unsupervised structured noise removal. More specifically, we investigate if and how well VAE-GDD methods can learn to remove various sources of patterned artefacts from input images without supervision. Our experiments include simulated structured noises, real-world microscopy artefacts, and structured noise introduced during computer tomography (CT) reconstruction. We show, for the first time, that GDD methods can indeed be used to remove complex artefacts from noisy data. While this is known to not be possible with other unsupervised methods [29, 2, 32, 31], it immediately raises the question how GDD methods distinguish between structured noise, which should be removed, from true image signals, which need to be retained.

To provide some answers to this fundamental question, we perform a series of experiments and analyses, leading us to identifying several factors that contribute to successful artefact removal using GDD methods. We believe these analyses are important initial steps towards interpretable image restoration with GDDs.

2. Related Work

Image restoration without deep learning (DL). Next to classical methods such as bilateral filtering [17], arguably the most popular non DL based methods are Non-Local Means [17] and BM3D [13]. Non-Local Means uses information from similar regions in the image to obtain estimates of the underlying clean pixel values while BM3D uses a two stage non-locally collaborative filtering. A detailed review of classical denoising methods can be found in [37].

Image restoration with supervised DL. Supervised DL methods using paired training data have been shown to perform extraordinarily well for many image restoration tasks [56, 54, 33, 16, 9]. These methods can be used to remove pixel-noises and structured noise (artefacts) since the provided image pairs showcase which visible structures are wanted and which ones are not. However, paired training data is typically not available and can be hard or even impossible to obtain [8, 9].

Image restoration with unsupervised DL. Ulyanov et. al [51] showed that convolutional neural networks (CNNs) can be used to restore corrupted images without supervision when training is stopped at an apriori unknown time before convergence. Their method, called Deep Image Prior (DIP), is extraordinarily interesting in that it demonstrates an existing inductive bias (prior) of CNNs. Methods such as DIP (or other methods that require training for each input image separately, e.g. SELF2SELF [32]) are, however, computationally very expensive. To address these problems, an array of methods was proposed [29, 2, 55, 50, 31], all of them addressing pixel-noise removal, exclusively. Broddus et al. [4] extend [29] and show how structured line artefacts that are common for certain microscopy modalities can be removed.

Image restoration with generative DL methods. Generative Adversarial Networks (GANs) [20] and Variational Autoencoders (VAEs) [27, 44] are powerful generative models. GANs have, for example, been used to generate pairs of noisy and clean images, later used to train supervised denoising networks [11]. Another interesting approach to image restoration on unpaired training data using GANs is [36].

Although VAEs do not explicitly address denoising, the output of a VAE decoder can be interpreted as predicting a Gaussian noise distribution per pixel. Prakash et al. [40] make the link between VAEs and denoising more explicit and more practical by introducing a suitable pixel-noise model in the decoder.

Hierarchical VAEs. Hierarchical VAEs [48, 35] are splitting the latent space encoding into multiple conditionally dependent latent (sub-)spaces. This can greatly improve the expressivity of VAEs, recently demonstrated on high-resolution image generation tasks [52, 13]. In this work we draw inspiration from several works [48, 35, 52, 13] in order to propose Hierarchical DivNoising, an improved method for diversity denoising.

3. The Image Restoration Task

The task of image restoration involves the estimation of a clean and unobservable signal $s = (s_1, s_2, \ldots, s_N)$ from a corrupted reconstruction $x = (x_1, x_2, \ldots, x_N)$, where $s_i$ and $x_i$ refer to the respective pixel intensities in the image domain. In general, the reconstructed image comes from
solving an inverse imaging problem given by the forward model,
\[ y = A(s) + e, \]
where \( A \) is the forward operator (tomography, blurring, subsampling, etc), \( e \) is noise in the measurements typically assumed iid, and \( y \) is the noisy measurements. An image reconstruction algorithm is needed to recover an estimation \( x \) of \( s \) from the noisy measurements \( y \). Typically, the image reconstruction is obtained through an optimization formulation, where we seek a solution \( x \) that fits the observed values and is compatible with some image prior \( R \),
\[ x = \arg \min_s \| A(s) - y \|^2 + \lambda R(s). \]
The parameter \( \lambda \geq 0 \) is related to the level of confidence in the prior \( R \). There exists an extensive amount of work defining image priors [47, 18, 5, 57, 45, 51].

Without loss of generality, we can decompose the reconstructed image as
\[ x = s + n, \]
where \( n \) is the residual (noise) between the ideal image and the reconstructed one. Generally, the noise \( n \) on the reconstruction \( x \) is composed of pixel-noise (such as Poisson or Gaussian noise) and multi-pixel artefacts or structured noise that affect groups of pixels in correlated ways. Such artefacts arise through dependencies that are introduced by the adopted reconstruction technique and the domain-specific inverse problem (e.g. tomography, microscopy, or ISP in an optical camera).

In Section 3 we make the assumption that the noise contribution \( n_i \) to each pixel \( x_i \) is conditionally independent given the signal \( s_i \), i.e. \( p(n|x) = \prod_i p(n_i|s_i) [29] \).

In many practical applications, including the ones presented in Section 6, this assumption does unfortunately not hold true, and the noise \( n \) is harder to formally grasp. This is equally true for supervised image restoration approaches, but by having access to paired image data with fixed \( s \) and changing \( n \), a distinction between wanted and unwanted structures can be learned [53, 33, 8].

4. Generative Diversity Denoising (GDD)

GDD methods grant access to diverse restorations by means of providing samples \( s^k \) drawn from a posterior distribution of restored images. More formally, the restoration operation of a GDD model can be expressed by \( f_\psi(x) = s^k \sim p(s|x) \), where \( f \) is a GDD model with parameters \( \psi \). In this work, we propose a new GDD method called HIERARCHICAL DIVNOISING and compare it with two existing GDD methods, namely DIVNOISING [40] and vanilla VAEs [27, 24].

Vanilla VAEs. VAEs are generative encoder-decoder models, capable of learning a latent representation of the data and capturing a distribution over inputs \( x \) [28, 21]. The encoder maps input \( x \) to a conditional distribution \( q_\phi(z|x) \) in latent space. The decoder, \( g_\theta(z) \), takes a sample from \( q_\phi(z|x) \) and maps it to a distribution \( p_\theta(x|z) \) in image space. Encoder and decoder are neural networks, jointly trained to minimize the loss
\[ L_{\phi,\theta}(x) = E_{q_\phi(z|x)}[-\log p_\theta(x|z)] + KL (q_\phi(z|x)||p(z)), \]
with the second term being the KL-divergence between the encoder distribution \( q_\phi(z|x) \) and prior distribution \( p(z) \) (usually a unit normal distribution). The network parameters of the encoder and decoder are given by \( \phi \) and \( \theta \), respectively. The decoder is usually modelled to factorize over pixels as
\[ p_\theta(x|z) = \prod_i p_\theta(x_i|z), \]
with \( p_\theta(x_i|z) \) being a normal distribution predicted by the decoder. The encoder distribution is modeled in a similar way, factorizing over the dimensions of the latent space \( z \).

In [40] the performance of vanilla VAEs on pixel-noise removal tasks was analyzed, and an improved method called DIVNOISING was introduced.

DIVNOISING (DN). DN [40] is a VAE based method for unsupervised pixel noise removal that incorporates an explicit noise model \( p_{NM}(x|s) \) in the decoder. More formally, the generic normal distribution over pixel intensities of Eq. 4 is replaced with a known noise model \( p_{NM}(x|s) \) which factorizes as a product of pixels, i.e. \( p_{NM}(x|s) = \prod_i p_{NM}(x_i|s_i) \), and the decoder learns a mapping from \( z \) directly to the space of restored images, i.e. \( g_\theta(z) = s \). Therefore,
\[ p_\theta(x|z) = p_{NM}(x|g_\theta(z)). \]

The loss of DN hence becomes
\[ L_{\phi,\theta}(x) = \mathbb{E}_{q_\phi(z|x)} \left[ \sum_{i=1}^N - \log p(x_i|g_\theta(z)) \right] + KL (q_\phi(z|x)||p(z)). \]

DN is the current SOTA for many unsupervised denoising benchmarks, but can have difficulties to learn a good posterior distribution of clean data for complex domains such as natural images [40].

HIERARCHICAL DIVNOISING. One of our contributions in this work is a new GDD method based on hierarchical VAEs [45, 35, 52, 13]. HIERARCHICAL DIVNOISING (HDN) splits its latent representation over \( n > 1 \) hierarchically dependent stochastic latent variables \( z = \{ z_1, z_2, ..., z_n \} \). As in [13], \( z_1 \) is the bottom-most latent variable, seeing the input essentially in unaltered form. The top-most latent variable is \( z_n \), receiving an \( n - 1 \) times
and top-down architectures follows the description in [48, 34], with the bottom-up and top-down networks having parameters \( \phi \) and \( \theta \), respectively. The top-down network performs a downward pass to compute a hierarchical prior \( p_\theta(z) \) which factorizes as

\[
p_\theta(z) = p_\theta(z_n) \prod_{i=1}^{n-1} p_\theta(z_i | z_{j>i}),
\]

with each factor \( p_\theta(z_i | z_{j>i}) \) being a learned multivariate Normal distribution with diagonal covariance, and \( z_{j>i} \) referring to all \( z_j \) with \( j > i \). Note that even \( p_\theta(z_n) \), the prior of the top-most layer, is being learned during training.

Given a noisy input \( x \), the encoder distribution \( q_\phi(z|x) \) is computed in two steps. First the bottom-up network performs a deterministic upward pass and extracts representations from noisy input \( x \) at each layer. Next, the representations extracted by the top-down network during the downward pass are merged with results from the bottom-up network before inferring the conditional distribution

\[
q_\phi(z|x) = q_\phi(z_n|x) \prod_{i} q_\phi,\theta(z_i | z_{j>i}, x).
\]

As in DN, the conditional distribution \( p_\theta(x|z) \) is described in Eq. [8] The generative model along with the prior \( p_\theta(z) \) and noise model \( p_{NM}(x|s) \) describes the joint distribution \( p_\theta(x, s) = p_{NM}(x|s)p_\theta(s|z)p_\theta(z) \). Considering Eq. [5] and [7] the denoising loss function for HDN thus becomes

\[
\mathcal{L}_{\phi, \theta}(x) = \mathbb{E}_{q_\phi(z|x)} \left[ - \sum_{i=1}^{N} \log p(x_i | g_\phi(z)) \right] + \\
\text{KL (} q_\phi(z_n|x) || p_\theta(z_n) \text{)} + \\
\sum_{i=1}^{n-1} \mathbb{E}_{q_\phi(z_{j>i},x)} \left[ \text{KL (} q_\phi,\theta(z_i | z_{j>i}, x) || p_\theta(z_i | z_{j>i}) \text{)} \right].
\]

Following the suggestions in [35, 13], we use residual blocks in the encoder and decoder. Additionally, as proposed in [55, 34], our generative path uses skip connections which enforce conditioning on all layers above. To avoid KL-vanishing [3], we use the so called free-bits approach [26, 12], which defines a threshold on the KL term in Eq. [9] and then only uses this term if its value is above it. A schematic of our fully convolutional network architecture is shown in Appendix A.

5. Application: Pixel-noise Removal

Datasets. We consider 8 publicly available denoising benchmark datasets from different image domains, including natural images, microscopy data, images of faces and digits. Some of these datasets are synthetically corrupted with pixel-noise while others are intrinsically noisy. A qualitative noisy sample from each dataset is shown in Fig. 2. Appendix A describes all datasets in more detail.

Baselines. We compare HDN on all datasets against (i) 7 unsupervised baseline methods, i.e. BM3D [15], Deep Image Prior (DIP) [51], SELF2SELF (S2S) [42], NOISE2VOID (N2V) [29], Probabilistic NOISE2VOID (PN2V) [30], NOISE2SAME [53], and DIVNOISING (DN) [40], and (ii) against 2 supervised methods, namely NOISE2NOISE (N2N) [33] and CARE [54].

Note that we are limiting the evaluation of DIP and S2S to 3 and 2 datasets, respectively. This is motivated by the prohibitive training time of these methods (training is required for each input image).

All training parameters for N2V, PN2V, DN, N2N and CARE are as reported in [29, 40, 30, 19]. NOISE2SAME, SELF2SELF and DIP are trained using the default parameters mentioned in [55, 42] and [51], respectively.

HDN Training and Denoising. All but one HDN networks make use of 6 stochastic latent variables \( z_1, \ldots, z_6 \). The one exception holds for the MNIST dataset, where we only use 3 latent variables. Each \( z_i \) has 32 dimensions per pixel. We use an initial learning rate of 0.0003 and always train for 22 million steps using Adam [25]. During training, we extract random patches from the training data (128 x 128 patches for BiolD Faces and natural image datasets, 256 x 256 patches for CelebA HQ, 28 x 28 patches for MNIST, and 64 x 64 patches for all other datasets). Additional training details can be found in Appendix A.

All denoising results are quantified in terms of Peak-Signal-to-Noise Ratio (PSNR) against available ground truth (GT) in Table 1. MMSE results of HDN are obtained by averaging 100 diverse denoised samples per noisy input. HDN outperforms all unsupervised baselines on all dataset, only for the Set12 data being marginally outperformed by BM3D. Note also that on 4 datasets HDN even outperforms both supervised baselines. Results with other denoising metrics are shown in Appendix I and show similar overall trend.

Expressivity of Learned Posteriors. The generator of GDD methods can naturally be used for de-novo image generation. We compare images generated by DN and HDN with real image patches and find that HDN generated images are resembling the quality of real images to a much higher degree. Results are shown in Appendix C. This demonstrates that HDN learns a more accurate posterior distribution over clean images than DN, explaining also why HDN pixel-denosing results are so much better.
Figure 2. Qualitative pixel-noise removal with Hierarchical DivNoising (HDN). For each dataset we tested, we show denoising results for one representative input image. Columns show, from left to right, the input image and an interesting crop region, results of CARE, two randomly chosen HDN samples, a difference map between those samples, the per-pixel variance of 100 diverse samples, the MMSE estimate derived by averaging these 100 samples, and the ground truth image.

Table 1. Quantitative pixel-noise removal with HDN. For all conducted experiments, we compare results in terms of Peak signal-to-noise ratio (PSNR in dB). The best performing method is indicated by being underlined, best performing unsupervised method is shown in bold. For all but one dataset, our Hierarchical DivNoising is the new unsupervised SOTA method, even superseding the competing supervised baselines on 4 of the 8 used datasets.

| Dataset       | Non DL | Single Image DL | Multi Image DL (non-GDD) | GDD Methods | Supervised |
|---------------|--------|-----------------|--------------------------|-------------|------------|
|               | BM3D   | DIP             | S2S                      | N2V, Noise2Same, PN2V, DN, HDN (Ours), N2N, CARE |
| Convallaria   | 35.45  | -               | 35.73, 36.46, 36.47      | 36.90, 37.10 | 36.85, 36.71 |
| Flywing       | 23.45  | 24.67           | 24.79, 22.81, 24.85      | 25.02, 25.41 | 25.67, 25.79 |
| BSD68         | 28.56  | 27.96, 28.61    | 27.70, 27.95, 28.46      | 27.42, 28.70 | 28.86, 29.07 |
| Set12         | 29.94  | 28.60, 29.51    | 28.92, 29.35, 29.61      | 28.24, 29.80 | 30.04, 30.36 |
| BioID Faces   | 33.91  | -               | 32.34, 34.05, 33.76      | 33.12, 34.61 | 35.04, 35.06 |
| CelebA HQ     | 33.28  | -               | 30.80, 31.82, 33.01      | 31.41, 33.74 | 33.39, 33.57 |
| MNIST         | 15.82  | -               | 19.04, 18.79, 13.87      | 19.06, 21.21 | 20.29, 20.43 |
| Kanji         | 20.45  | -               | 19.95, 20.28, 19.40      | 19.47, 20.68 | 20.56, 20.64 |

6. Application: Structured Noise Removal

In this section, we ask if, and to what degree, GDD models can be used for image restoration, i.e., to remove artefacts spanning multiple pixels (structured noise). To the best of our knowledge, we are the first to ask this question. Please note that none of the GDD methods described in Sec. 4 are devised with the intention of removing structured noise. We observe that all three methods are capable of removing structured noises, raising the question why this is the case.

**Stripping Artefacts in Microscopy.** Additional to pixel-noise, microscopy images are often subject to line artefacts. These undesired patterns are not removed using unsupervised non GDD methods (see Fig. 1).

We tested vanilla VAEs, DN, and HDN on the microscopy dataset from [4], which is subject to intrinsic pixel-noise as well as said striping artefacts. In order to apply DN, we start by learning a pixel-wise GMM noise model as described in [41], using the available public implementation. Remember, this noise model only captures...
networks trained on input data exposed to chessboard patterns at abundances the one below does not contain this structured noise at all (ε).

The second column shows two test inputs, the top one with the highest possible abundance of the chessboard patterns (ε = 1), while the one below does not contain this structured noise at all (ε = 0). The remaining 4 columns show results obtained with DivNOISING networks trained on input data exposed to chessboard patterns at abundances ε of 0.5, 0.7, 0.8, and 1, respectively. Cyan frames in the top row indicate cases where DivNOISING successfully removes the chessboard patterns. Red frames, in the bottom row, indicate cases where denoising results show restored chessboard patterns despite the corresponding input not containing them (i.e. hallucinated artefacts).

Figure 3. Testing structured noise removal with DivNOISING at changing artefact abundance. The first column shows a ground truth image and below a crop of a training image subject to Gaussian noise and a superimposed chessboard patterns at an abundance of ε = 0.3. The second column shows two test inputs, the top one with the highest possible abundance of the chessboard patterns (ε = 1), while the one below does not contain this structured noise at all (ε = 0).

information about the pixel-noises contained in the data. Our HDN setup uses the same noise model but the more expressive hierarchical latent space, as previously described.

Results obtained by multiple baselines methods (N2V, PN2V and Struct N2V) as well as the results obtained using a vanilla VAE, DN, and HDN are shown in Table 2.

We observe that both the vanilla VAE and DN outperform unsupervised baselines in terms of achieved PSNR values to the available GT. While N2V and PN2V can by design not remove structured noise, Struct N2V, however, was specifically proposed for stripping artefact removal in microscopy.

It is interesting to see that HDN, which is clearly the best-performing method for pixel-denoising tasks (see Table 1), shows much worse restoration results on microscopy stripping artefacts than the vanilla VAE or DN (see Table 2). To better understand why this is the case, we have first to understand why other GDD methods (vanilla VAE and DN) are capable of removing structured noises in the first place.

The very nature of VAE is to find a compact latent space encoding z. By design, only what is encoded in z can be reconstructed by the VAEs generator. Limiting the dimensionality of z also means that the variational autoencoder needs to find a more compact representation of the image distribution it needs to capture. Since all methods minimize some pixel-wise loss, it pays to capture more dominant/frequent and larger structures over small and/or infrequent details. This is additionally facilitated by the fact that larger structures can be encoded in fewer bits (or latent space dimensions) as the very many bits it takes to encode finer structures, artefacts, or pixel-noises.

These considerations and the observations in 51 make us believe that GDD methods minimize the loss by first encoding the largest and most frequent/dominant structures into its latent code, and then successively add increasingly finer or less abundant (but at the same time more latent space consuming) image features, only stopping once no further capacity in z remains (find some additional thoughts and experimental results giving more substance to these ideas in Appendix C).

With this in mind, we can now try to understand why HDN is not performing as well as vanilla VAEs or DN on microscopy data with striping artefacts. The hierarchical latent space of HDN is simply expressive enough to not only capture larger-scale image features, but can actually even pack the slightly smaller scale striping artefacts into its encoding. Interestingly, this also means that the reason why GDD methods are capable of removing structured noises from data is essentially accidental, facilitated by insufficient expressivity/dimensionality of used latent spaces.

However, owing to its hierarchical nature, we can inspect the contributions of individual latent variables z1, . . . , zn to a reconstructed image. We use the trained HDN network to visualize the image aspects captured at hierarchy levels 1 to n (see Appendix F). Maybe little surprisingly, we find that striping artefacts are (mostly) captured in z1 and z2, the two bottom-most layers, corresponding to the highest resolution image features. With this in mind, we modified our HDN setup to compute the conditional distribution qφ,θ(z1|z2>1, x) of Eq. 8 only using information from the top-down pass, neglecting the input that is usually received from bottom-up computations.

Since we want to exclude artefacts which are captured in z1 and z2 we apply these modifications only to these two layers and keep all operations for layers 3 to 6 unchanged. Mentioning all layers that remain unchanged, we denote this particular setup by HDN3→6. As can be seen in Table 2, the trained HDN3→6 network outperforms all other unsupervised methods by a rather impressive margin.
Synthetic Structured Noise Experiments. With the previous experiments in mind, we want to better understand how GDD models remove structured noises and collect additional evidences for our intuitions. To this end, we take the BioID Faces dataset and synthetically apply structured corruptions and Gaussian pixel-noise (see Fig. 3 and Fig. 4). A detailed description of used synthetic artefacts is given in Appendix A. Next, we train DN using a noise model matching the Gaussian pixel-noise we applied while corrupting the dataset. This noise model is not in any form expressing any prior knowledge about the structured noises we have used in any of the conducted experiments.

In order to better discuss our findings, we introduce the following terminologies.

Abundance/dominance, and $\varepsilon$-fractions. During training, we would like to have control over the abundance or dominance of a given source of structured noise. Hence, we modulate the abundance by only corrupting an $\varepsilon$-fraction of all pixels of any given input image with structured noise. We then trained a series of DN networks, with training data covering a range of $\varepsilon$-fractions (see Fig. 3).

After training networks on various $\varepsilon$-fractions, we test the quality of restorations on inputs with $\varepsilon = 0$ and $\varepsilon = 1$ and empirically distinguish operational regimes separated by two observational thresholds on $\varepsilon$.

The encoding threshold. The encoding threshold is the minimal abundance of a given type of structured noise in training data so that the latent space encoding of a given GDD setup starts to capture these unwanted structures. In other words, it is the largest $\varepsilon$-fraction one can use during training such that predictions made with the trained GDD network remain artefact free even for worst-case inputs, i.e. inputs that show the structured noise everywhere ($\varepsilon = 1$).

The hallucination threshold. While the encoding threshold tells us about how abundant artefacts need to be in order to make it into the latent space encoding of a given GDD setup, a second question to ask is when a given GDD network would start to misinterpret inputs as containing the unwanted structures even though the inputs do not have any artefacts. Hence, the hallucination-threshold is defined as the largest $\varepsilon$-fraction above which a GDD method starts to hallucinate these structured noises, even when applied to images not corrupted with structured noise ($\varepsilon = 0$).

In Fig. 3 we show results for a series of DN networks trained on images corrupted with Gaussian pixel-noise and structured chessboard artefacts at various $\varepsilon$-fractions. We observe that the encoding threshold and hallucination threshold are somewhere between 0.7 and 0.8. Results for horizontal line artefacts and Moire patterns are shown in Appendix D. We additionally look into DN networks trained with data below and above the encoding threshold and analyze/visualize latent space features of these networks. We find that networks either lack any representation of structured noise patterns or express those very broadly (see Appendix F).

In the top half of Table 3 we report image restoration results using DN after being trained at various $\varepsilon$-fractions for all three synthetic sources of structured noise. Addition-

| Unsupervised non-GDD Methods | Unsupervised GDD Methods | Supervised |
|-----------------------------|--------------------------|------------|
| Struct. denoising BM [4]    | Vanilla VAE              | CARE       |
| N2V                         | DN                       |            |
| PN2V                        | HDN                      |            |
| Struct N2V                  | HDN+e                    |            |

Table 2. Quantitative results for removal of striping artefacts in microscopy data. On a real-world microscopy benchmark (Struct-Convallaria [4]), GDD methods generally outperform all unsupervised baselines in terms of peak signal-to-noise ratio (PSNR, dB). Our HDN+e method is the new SOTA on this benchmark.
At maximum artefact abundance (during training. All results are evaluated on test-inputs generated show that there exists a regime below a certain encoding projections used to create FBP reconstructions. Our results indicate PSNR values w.r.t. available ground truth images. For VAE setup we evaluated all nine combinations. All numbers indicate PSNR values w.r.t. available ground truth images. Results obtained by our VAE outperform both baselines. A comparison against supervised methods is given in Appendix E.

### 7. Discussion

In this work, we have introduced Hierarchical Divoising (HDN), a new GDD method utilizing expressive hierarchical latent spaces, leading to SOTA results on 7 out of 8 unsupervised denoising benchmarks. Additionally, we showed that different layers of the hierarchical latent space encode for image features at different spatial scales. We used this to selectively “deactivate” bottom-up input to latent layers when they encode undesired structured noises. We demonstrated this approach on a real-world microscopy dataset corrupted by line-scanning artefacts, where our HDN approach produces SOTA results.

We expect that selective “deactivation” of latent layers will find practical application for many microscopy datasets corrupted with structured noise. Since microscopy data is typically diffraction limited, the pixel-resolution of micrographs typically exceeds the optical resolution of visible structures. This means that true image structures are blurred by a blur kernel called the point spread function. Hence, the spatial scale of the true signal in microscopy data is not the same as the spatial scale of many structured microscopy noises and the method we proposed for microscopy data restoration in Section 6 will likely apply.

We have then explored the capability of GDD methods to remove structured noises beyond striping artefacts. In total we experimented with 3 synthetic sources of structured noise as well as artefacts that arise by a commonly used reconstruction pipeline in computed tomography (CT). We saw that all sources of structured noise can be removed with GDD methods as long as the trained latent space does not encode the unwanted structures. To better understand our observations, we introduced encoding threshold and hallucination threshold that we used to evaluate how robustly the GDD setups we used remove the respective source of structured noise (as a function of their, as we called it, abundances).

As we have reasoned in Section 6, unsupervised removal of structured noise with GDD methods is a consequence of finding a compressed latent space encoding that can or cannot describe all observable image features contained in a given body of training data. Hence, whether or not artefacts are removed is an indirect consequence of a combination of factors that are not easily controllable, i.e., (i) the expressivity of the latent space, (ii) the abundance or dominance of artefacts in the training data, (iii) the predictability/complexity of the artefacts, and (iv) how much encoding the structured noise contributes to the loss used to train the GDD setup.

| Method      | Chessboard | Horizontal | Moire |
|-------------|------------|------------|-------|
| DN $\varepsilon = 0.01$ | 33.22      | 35.11      | 32.91 |
| DN $\varepsilon = 0.03$ | 33.04      | 34.98      | 33.08 |
| DN $\varepsilon = 0.05$ | 33.06      | 35.04      | 32.93 |
| DN $\varepsilon = 0.10$ | 33.05      | 34.80      | 32.85 |
| DN $\varepsilon = 0.50$ | 32.97      | 34.76      | 28.64 |
| DN $\varepsilon = 1.0$    | 19.59      | 34.10      | 26.63 |
| test input: 200 pas       | 39.84      | 39.48      | 38.74 |
| 180 pas                  | 36.19      | 36.05      | 35.29 |
| 150 pas                  | 41.78      | 41.18      | 39.34 |
| VAE(100)                | 41.92      | 41.12      | 39.15 |
| VAE(50)                 | 42.07      | 41.01      | 38.78 |

Table 3. Structured noise removal with GDDs. Top 6 rows show Divoising (DN) results on the BiolD-Faces dataset, subjected to 3 sources of structured noises (see text for details). Rows differ by the abundance (b-fraction) of the respective structured noise during training. All results are evaluated on test-inputs generated at maximum artefact abundance (b = 1). Bottom 5 rows compare results of DIP [SI], S2S [42], and vanilla VAEs trained on tomographic reconstructions from either 150, 180, or 200 projection angles (pas), also indicated as subscript in column 1. While DIP and S2S is always use the same pas during training and testing, for VAE setup we evaluated all nine combinations. All numbers indicate PSNR values w.r.t. available ground truth images.
While, as we have shown, unsupervised GDD pixel-noise removal leads to SOTA results, for structured noise removal the situation is more complicated. Whenever the structured noise is not abundant enough to be learned by a given GDD setup, SOTA results can be achieved. Still, in order to increase the scope and practicality of GDD methods for unsupervised structured noise removal, finer-grained control over what structures a GDD method picks up or ignores will be needed. In future work we will address this remaining shortcoming.
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A. Datasets and Training Details

A.1. Datasets Corrupted with Pixel-wise Noise

We consider two microscopy datasets namely, the (i) FU-PN2V Convallaria dataset from [30,31] which shows 1024 × 1024 images of an intrinsically real-world noisy Convallaria sections, and the (ii) DenoiSeg Flywing dataset from [10], showing images of a developing Flywing. Following [40], we synthetically corrupted DenoiSeg Flywing images with zero mean Gaussian noise of standard deviation 70. The train and validation splits for these datasets are as described in the respective publication. For the FU-PN2V Convallaria dataset, the test set consists of 100 images of size 512 × 512 while the test set for DenoiSeg Flywing dataset consists of 42 images of size 512 × 512.

From the domain of natural images, we consider two grayscale test datasets namely, (iii) the popular BSD68 dataset from [46] containing 68 natural images of different sizes, and (iv) the Set12 dataset from [56] containing 12 images of either size 512 × 512 or 256 × 256. Both datasets have been synthetically corrupted with zero mean Gaussian noise of standard deviation 25. For training and validation, we use a set of 400 natural images of size 180 × 180 as released by [56] and has later also been used in [29].

Next, we chose to use (v) the popular MNIST dataset [32] showing 28 × 28 images of digits, and (vi) the Kazushiji-Kanji dataset [14] showing 64 × 64 images of Kanji characters. Both datasets have been synthetically corrupted with zero mean Gaussian noise of standard deviation 140. For the Kanji dataset, we randomly select 119360 images for training and 14042 images for validation. The test set contains 100 randomly selected images not present in either training or validation sets. For the MNIST dataset, the publicly available data has two splits containing 60000 training images and 10000 test images. We further divide the training images into training and validation sets containing 54000 and 6000 images, respectively. We take a random subset of 100 images from the test data and use this as our test set to evaluate all methods. The noisy train, validation and test images for Kanji and MNIST data will be released publicly.

Finally, we selected two datasets of faces, namely, (vii) the BioID Faces dataset [1] showing 286 × 384 images of different persons under different lighting conditions, and (viii) the CelebA HQ dataset at 256 × 256 image resolution containing faces of celebrities from [24]. The CelebA HQ dataset has RGB images and we take only the red channel images for our experiments. Both facial datasets have been synthetically corrupted with zero mean Gaussian noise of standard deviation 15. For the BioID Faces dataset, we choose 340 images in the training set and 60 images in the validation set while the test set contains 100 additional images. For the CelebA HQ dataset, the train and validation sets contain 27000 and 1500 images, respectively, while the test set contains 100 additional images. We will release the noisy versions of these datasets publicly.

A.2. Datasets Corrupted with Structured Noises

We used the BioID Faces dataset for all our experiments with synthetic structured noises. In total, we generated four structured noises (sources of artefacts):

- **Chessboard patterns.** We first corrupted the images with zero mean Gaussian noise with standard deviation 15. Following this, we went over each 8 × 8 pixel groups on each image and added a pixel-wise chessboard pattern on it uniform at random with probability ϵ. The added chessboard pattern is adding either −25 and +25 to the underlying image pixels.

- **Horizontal striping patterns.** We first corrupted the images with zero mean Gaussian noise with standard deviation 7. Following this, we went over adjacent groups of 20 × 1 pixels and added a horizontal striping pattern with probability ϵ. The added horizontal pattern is obtained by convolving a 20 × 1 kernel (each element of the kernel having value 1/20) with a noise vector of the same shape and the noise elements lying in the range [0,60). Note, the added patterns are zero mean.

- **Moiré patterns.** We create an image of Moiré patterns by the superposition of two sinusoidal waves with amplitudes 10. The first sinusoidal component has frequencies 45/π rad and 50/π rad in x and y directions, respectively. The second sinusoidal component has frequencies −45/π rad and 50/π rad in x and y directions, respectively. Also, both components are phase shifted by π. We first corrupted our training images with zero mean Gaussian noise with standard deviation 15 and then added the Moiré patterns uniform at random per-pixel with probability ϵ.

- **Computed Tomography (CT) artefacts.** These artefacts are a consequence of how CT images are reconstructed from a given set of projections. We have used a CT simulator capable of projecting a given 2D image and then reconstructing a 2D image from these projections. Artefacts arise because a reconstruction based on too few projections suffers from missing data being observed. To create the data we used, we have cropped 283 × 283 tiles from each ground truth image in the respective training, validation and test sets. We used the CT simulator multiple times, each time specified a different number of projection angles, hence leading to artefacts of varying magnitude. More specifically, we choose 150, 180 and 200 projection angles for CT reconstruction.

1The full dataset can be downloaded from the Google Drive link at https://github.com/avojit-0x55a/celebA-HQ-dataset-download
A.3. Training details of Hierarchical DivNoising

Our HDN network is fully convolutional and consists of multiple hierarchical stochastic latent variables. For our experiments we use a network with 6 hierarchical latent variables, only for the MNIST dataset we have only used a hierarchy of height 3. Each latent group has $H_i \times W_i \times 32$ dimensions where $H_i$ and $W_i$ represent the dimensionality of the feature maps at layer $i$. The initial number of filters is set to 64 and we utilize batch-normalization [22] and dropout [49] with a probability of 0.2. Both top-down and bottom-up networks have 5 residual blocks between each latent group. A schematic of the residual blocks and the full network architecture is shown in Fig. A.1. A batch size of 16 was used for BioID Faces and Natural image datasets, while a batch size of 64 was used for FU-PN2V Convallaria, DenoISeg Flywing, Kanji and MNIST. For the CelebA HQ dataset we used a batch size of 4. To prevent KL vanishing [3], we use the free bits approach as described in [26][12]. For experiments on all datasets other than the MNIST dataset, we set the value of free bits to 1.0, while for the MNIST dataset a value of 0.5 was used.

A.4. Architecture of Hierarchical DivNoising

Figure A.1 shows our Hierarchical DivNoising architecture with 3 stochastic latent variables, as used for experiments on the MNIST data. For all other experiments our architecture is the same, but has 6 latent variable groups instead of 3. Please note that we have used the exact same architecture for pixel-wise and structured noise removal experiments. Our networks with 6 latent groups need around 8 GB of GPU memory and were trained on a Titan Xp GPU. The training time until convergence varies from 1
day to 5 days depending on the task and dataset.

### B. Median Estimate From Hierarchical DivNoising Samples

Here, we compute the pixel-wise median estimate using 100 denoised samples from Hierarchical DivNoising and compare it to the MMSE estimate as reported in Sec. 5. To compute the median estimate, we simply take the pixel-wise median of the 100 samples.

| Dataset        | HDN MMSE | HDN Median |
|----------------|----------|------------|
| Convallaria    | 37.10    | 36.94      |
| Flywing        | 25.41    | 25.42      |
| BSD68          | 28.70    | 28.43      |
| Set12          | 29.80    | 29.72      |
| BioID Faces    | 34.61    | 34.57      |
| CelebA HQ      | 33.74    | 33.71      |
| MNIST          | 21.21    | 21.15      |
| Kanji          | 20.68    | 20.57      |

Table B.1. Comparison of HDN MMSE estimate and HDN Median estimate. We compare two point estimates namely MMSE and pixel-wise Median estimate obtained by using 100 HDN samples for all pixel-wise noise removal experiments. We observe that the MMSE estimate gives slightly better performance in terms of PSNR (in dB) compared to the Median estimate.

We observe in Table B.1 that the median estimate performs slightly worse than the MMSE estimate in terms of PSNR values. This is expected since MMSE estimate naturally minimizes the squared error and hence maximizes PSNR.

### C. How Accurate is the Hierarchical DivNoising posterior?

We qualitatively compare the learned posterior of Hierarchical DivNoising with DivNoising. Since both methods are fully convolutional, we can generate images of arbitrary size. For the DivNoising setup, we sample from the unit normal Gaussian prior and for Hierarchical DivNoising, we sample from the learned priors as discussed in Sec. 4 and then generate results using the top-down network. Note that in either case, the images are generated by sampling the latent code from the prior without conditioning on an input image. Below, we show a random selection of generated images for DenoiSeg Flywing, FU-PN2V Convallaria, Kanji, MNIST and natural images datasets in Fig. C.2, Fig. C.3, Fig. C.4 and Fig. C.5 respectively.

When comparing generated images from both setups with real images from the respective datasets, it is rather evident that Hierarchical DivNoising learns a much more accurate posterior of clean images than DivNoising. For the MNIST, Kanji, FU-PN2V Convallaria and DenoiSeg Flywing datasets, the images generated by Hierarchical DivNoising have a very realistic appearance. For the natural image dataset the situation is rather different. Generated natural images do not have the same quality as instances of the training dataset do, offering lots of room for future improvement. Hence, it appears that learning a suitable latent space encoding of clean natural images is much harder than for the other datasets.

### D. Additional Qualitative Results for Structured Noise Removal

Here we show additional qualitative results obtained with DivNoising on images subjected to horizontal line artefacts or Moire patterns (see Fig. D.6). More specifically we show, as we did also in Section 6, how the abundance of structured noises, modulated by the $\epsilon$ fractions used during training, changes the restoration properties of trained networks. Like in the main text, used test images are either exposed to the highest level of structured noise ($\epsilon = 1$), or to inputs only being exposed to pixel-wise noise ($\epsilon = 0$). Additionally, we show very similar results in the context of computed tomography (CT), where reconstruction artefacts are removed by a vanilla VAE (see Fig. D.7). Note that CT artefacts are modulated by the number of projection angles used during CT reconstruction, thus, instead of $\epsilon$, we study CT streaking artefact removal as a function of projection angles used during CT reconstruction.

### E. Structured Noise Removal with GDD Methods vs. Supervised Baselines

We present a comparison of unsupervised GDD methods for structured noise/artefacts removal with the supervised methods Noise2Noise [33] and CARE [54] (see Table E.2). Due to having access to additional data, it is not surprising that both supervised methods outperform unsupervised GDD methods. However, depending on the structured noise, the Noise2Noise approach is not far ahead and has two decisive disadvantages. First, it requires more and specific paired training data, but maybe more importantly, it can and will only come up with one prediction while GDD approaches have the desired capability of sampling diverse data interpretations. The traditional supervised approach of CARE requires clean data during training, making a direct comparison even less fair. While, as we argue in the main text in great detail, GDD methods cannot a priori decide what spatial structures are signal and what others are artefacts, the paired training data for CARE makes this distinction very explicit.
| Method      | Chessboard | Horizontal | Moire |
|-------------|------------|------------|-------|
| DN\(\varepsilon = 0.01\) | 33.22      | 35.11      | 32.91 |
| DN\(\varepsilon = 0.03\) | 33.04      | 34.98      | 33.08 |
| DN\(\varepsilon = 0.05\) | 33.06      | 35.04      | 32.93 |
| DN\(\varepsilon = 0.10\) | 33.05      | 34.80      | 32.85 |
| DN\(\varepsilon = 0.50\) | 32.97      | 34.76      | 28.64 |
| DN\(\varepsilon = 1.0\)  | 19.59      | 34.10      | 26.63 |
| N2N\(\varepsilon = 0.01\) | 34.80      | 35.35      | 32.15 |
| N2N\(\varepsilon = 0.03\) | 34.59      | 36.06      | 32.15 |
| N2N\(\varepsilon = 0.05\) | 33.84      | 35.95      | 32.82 |
| N2N\(\varepsilon = 0.10\) | 31.29      | 36.27      | 32.89 |
| N2N\(\varepsilon = 0.50\) | 24.92      | 36.97      | 30.63 |
| N2N\(\varepsilon = 1.0\)  | 19.76      | 36.84      | 26.94 |
| CARE\(\varepsilon = 0.01\) | 33.69      | 35.94      | 32.22 |
| CARE\(\varepsilon = 0.03\) | 35.12      | 35.49      | 32.21 |
| CARE\(\varepsilon = 0.05\) | 35.09      | 35.97      | 31.63 |
| CARE\(\varepsilon = 0.10\) | 35.02      | 36.13      | 32.92 |
| CARE\(\varepsilon = 0.50\) | 34.94      | 34.78      | 34.89 |
| CARE\(\varepsilon = 1.0\)  | 35.17      | 36.01      | 35.20 |

| test input: | 200 pas | 180 pas | 150 pas |
|-------------|---------|---------|---------|
| VAE\(_{200}\) | 41.21   | 40.65   | 38.79   |
| VAE\(_{180}\) | 41.32   | 40.59   | 38.60   |
| VAE\(_{150}\) | 41.44   | 40.48   | 38.16   |
| CARE\(_{200}\) | \textbf{45.69} | \textbf{44.75} | 40.52   |
| CARE\(_{180}\) | \textbf{45.27} | \textbf{44.73} | \textbf{43.12} |

Table E.2. **Structured noise removal with GDDs.** Top 6 rows show DivNOISING (DN) results on the BioID-Faces dataset, subjected to 3 sources of structured noises (see Sec. 6 for details). Rows differ by the abundance (\(\varepsilon\)-fraction) of structured noise used during training. All results are evaluated on test-inputs generated at maximum artefact abundance (\(\varepsilon = 1\)). The next two groups of 6 rows indicate the results of the supervised methods Noise2Noise [33] and CARE [54], respectively. The 6 bottom-most rows compare results of CARE, and vanilla VAEs trained on tomographic reconstructions from either 150, 180, or 200 projection angles (pas), also indicated as subscript in column 1. All numbers indicate PSNR values w.r.t. available ground truth images. As expected, supervised CARE method gives the best results in all categories.
Figure C.2. **Accuracy of the learned posterior.** We show real images (top row), generated images from HIERARCHICAL DIVNOISING (middle row) and generated images from DIVNOISING (bottom row) at different resolutions for the DenoSeg Flywing dataset. The images from our method look much more realistic compared to those generated by DIVNOISING, thereby validating the fact that our method learns a much better posterior distribution of clean images compared to DIVNOISING.

Figure C.3. **Accuracy of the learned posterior.** We show real images (top row), generated images from HIERARCHICAL DIVNOISING (middle row) and generated images from DIVNOISING (bottom row) at different resolutions for the FU-PN2V Convallaria dataset. The images from our method look much more realistic compared to those generated by DIVNOISING, thereby validating the fact that our method learns a much better posterior distribution of clean images compared to DIVNOISING.
Figure C.4. **Accuracy of the learned posterior.** We show real images (*top row*), generated images from HIERARCHICAL DIVNOISING (*middle row*) and generated images from DIVNOISING (*bottom row*) for the Kanji dataset in first half and the MNIST dataset in second half. The images from our method look much more realistic compared to those generated by DIVNOISING, thereby validating the fact that our method learns a much better posterior distribution of clean images compared to DIVNOISING.

Figure C.5. **Accuracy of the learned posterior.** We show generated images from HIERARCHICAL DIVNOISING (*top row*) and generated images from DIVNOISING (*bottom row*) at different resolutions for natural images. The images from our method look much more realistic compared to those generated by DIVNOISING, although there seems to be plenty of room for improvement. The generated images by HDN vaguely resemble structures such as rock, clouds, etc. More meaningful structures like people, animals, etc. are not generated at all. This indicates that our method is not powerful enough to capture the tremendous diversity in natural image datasets but still gives SOTA denoising performance on natural image benchmarks (see Table I and Table I.4).
Figure D.6. Testing structured noise removal with **DIVNOISING** at changing artefact abundance. The top half shows results for horizontal pattern removal and the bottom half for the restoration of images corrupted with Moire patterns. The first column always shows a ground truth image and below a crop of a training image subject to Gaussian and structured noise ($\epsilon = 0.5$). The second column shows two test inputs, top with highest abundance ($\epsilon = 1$), bottom without structured noise ($\epsilon = 0$). The remaining 4 columns show results obtained with **DIVNOISING** networks trained on input data exposed to various abundances $\epsilon$. Cyan frames in the top row indicate cases where **DIVNOISING** successfully removes structured noise. Red frames, in the bottom row, indicate cases where restorations show structured noise patterns despite the input not containing them (hallucinated artefacts).

Figure D.7. Testing tomography artefact removal with vanilla VAEs with varying abundance of artefacts. The first column shows a ground truth image and below a crop of a training image subject to computational tomography (CT) artefacts simulated by using only 180 projection angles for reconstruction. The second column shows two test inputs, the top one with the artefacts simulated by using 150 projection angles, while the one below does not contain this structured noise at all (ground truth). The remaining 4 columns show results obtained with vanilla VAE networks trained on input data exposed to tomography artefacts due to reconstruction with different number of projection angles. Cyan frames in the top row indicate cases where the vanilla VAE successfully removes the artefacts. The bottom row indicates denoising results for the same networks when the corresponding input does not contain artefacts.
F. Visualizing Patterns Encoded by HDN Latent Layers and Targeted Deactivation

In this section we present a way to visualize what the individual levels of a HDN learned to represent. The idea for this way of inspecting a Ladder VAE is not new and can also be found in a GitHub repo authored by a member of the team around [34].

More specifically, we want to visualize what our 6-layered HDN model has learned in Section 6 of the main text. We inspect layer \( i \) by performing the following steps:

- We draw a sample from all latent variables for layers \( j > i \).
- We then draw 6 samples from layer \( i \) (conditioned on the samples we drew just before).
- For each of these 6 samples, we take the mean of the conditional distributions at layers \( k < i \), i.e. we do not sample for these layers.
- We generate a total of 6 images given the latent variable samples and means from above.

The results of this procedure on the HDN network used in Section 6 can be seen in Fig. F.8.

| Method       | PSNR (dB) |
|--------------|-----------|
| HDN          | 29.78     |
| HDN\(_{2-6}\) | 31.24     |
| HDN\(_{3-6}\) | 31.36     |
| HDN\(_{4-6}\) | 28.13     |

Table F.3. Performance of HDN networks with “deactivated” latent layers. We show results for HDN setups (in terms of PSNR) with different layers of the original HDN architecture “deactivated” (see Appendix F for how latent layers are deactivated). In line with our observations in Fig. F.8, the HDN\(_{3-6}\) setup leads to the best performance on the data of [49], which we used here.

By visually inspecting Fig. F.8, one can observe that the bottom two layers (layers 1 and 2) learned fine details, including the line artefacts we would like to remove from input images. The other layers (layers 3 to 6), on the other hand, either learn smoother global structures or learn such abstracted concepts that the used visualization method is not very informative.

Still, the created visuals help us to understand why the full HDN leads to worse results for removing microscopy line artefacts than a DN setup did (see Table 2 in the main text). Owing to the high expressivity of the HDN model, the structured noise can actually be encoded in the hierarchical latent spaces and the artefacts will therefore be faithfully represented in the otherwise denoised resulting image.

Motivated by these observations, we proposed a simple modification to HDN that has then led to SOTA results on the given benchmark dataset (see again Table 2 in the main text). We showed that by “deactivating” layers 1 and 2, i.e. the ones that show artefact-like patterns in Fig. F.8, the modified HDN model restored the data well and removed pixel noises as well as the undesired line artefacts (structured noise).

Here, instead, we also computed results by “deactivating” only the bottom-most layer (HDN\(_{2-6}\)), the lowest two layers as described in the main text (HDN\(_{3-6}\)), and the bottom-most three layers (HDN\(_{4-6}\)). All results are shown in terms of peak signal-to-noise ratio (PSNR) in Table F.3. The best results are obtained with HDN\(_{4-6}\) setup.

G. Early Stopping of HDN Training

As reported in Section 6 and Appendix F, we show that unaltered GDD networks, if expressive enough to encode given structured noises, might not remove them. However, we observed that early stopping can also help in these situations to remove structured noises since GDD models encode for the structures of interest (we wish to preserve) first before starting to encode for structured noise (we wish to remove). In Figure G.9 we show results obtained with a vanilla VAE, trained on computed tomography data, at various intermediate states of training.

Note that similar observation has been made in the Deep Image Prior (DIP) work [51].

H. Visualizing GDD Operations

Here we will first introduce a method to visualize what operation a trained GDD network carries out on a given input image. We will then use this method to get a deeper look “behind the scenes” of two DN networks. Both networks are trained on images that are subjected to synthetic Moire patterns, one below the encoding threshold for this dataset (\( \varepsilon = 0.01 \)), the other above (\( \varepsilon = 1 \)).

The visualization we propose to use is based on an idea we found in [38]. More specifically, we take a linear approximation of our non-linear denoising network \( f_\psi \) by computing its Jacobian (\( J \)) evaluated for input \( x \). We then perform a Singular Value Decomposition (SVD) on the computed Jacobian. In Fig. H.10 we show examples of singular vectors of the Jacobians of the two trained networks.

When browsing through the singular vectors obtained with this method one notices that patterns that resemble the unwanted Moire patterns are either completely absent (for the network trained with \( \varepsilon = 0.01 \)), or visible for all dominant (i.e. all of at least the first 1000) singular vectors (for the network trained with \( \varepsilon = 1.0 \)). These observations suggest that there is indeed a sharp transition between latent encodings learned below or above the encoding threshold.

I. Pixel-wise Denoising in Terms of SSIM

While we have measured pixel-denoising performance in the main text in terms of PSNR, here we quantify all results also in terms of Structural Similarity (SSIM), see Table I.4.

*https://github.com/addtt/ladder-vae-pytorch*
Figure F.8. **Visualizing what HIERARCHICAL DIVNOISING encodes at each latent layer.** Please see Appendix F for a detailed description of how the shown images have been created. The interesting observation is that structures that resemble the structured line artefacts are only visible in layers 1 and 2, which gave rise to the proposed HDN$_{3−6}$ network used in Tables 2 and F.3.
Figure G.9. **Inductive Bias of GDD Network.** We show that vanilla VAE has a strong inductive bias towards learning the structures of interest that we wish to retain compared to the structured noise/artefacts that we wish to discard. The first column shows a test image corrupted with computational tomography (CT) artefacts image and below the corresponding Ground Truth image. The second column shows a cropped region while the results of a VAE network at different time intervals during training with inputs containing CT artefacts is shown in the next 3 columns. Cyan frames indicate training intervals where vanilla VAE does not encode for CT artefacts. Red frames indicate training intervals when vanilla VAE starts encoding for artefacts. The artefacts are only encoded after encoding for the signals of interest.

Figure H.10. **Visualizing the restoration behavior of GDD for structured noise removal.** We consider two DIVNOISING networks trained with inputs corrupted with Gaussian noise superimposed with Moire patterns at abundance fractions of $\varepsilon = 0.01$ and $\varepsilon = 1.0$. We look at the singular vectors of Jacobian matrices of both networks at the shown test image. Even the dominant singular vectors (corresponding to index 100 and 600 for network trained with $\varepsilon = 1.0$ setup encode for Moire patterns while this is not the case for network trained with $\varepsilon = 0.01$ setup. The weaker singular vectors for both setups encode for pixel-wise noise.
| Dataset       | Non DL | Single Image DL | Multi Image DL (non-GDD) | GDD Methods | Supervised |
|--------------|--------|-----------------|--------------------------|-------------|------------|
|              | BM3D   | DIP             | S2S                      | N2V | Noise2Same | PN2V | DN | HDN (Ours) | N2N | CARE       |
| Convallaria  | 0.939  | -               | -                        | 0.954        | 0.963      | 0.959 | **0.966** | **0.966** | 0.963 | 0.962     |
| Flywing      | 0.721  | -               | -                        | 0.843        | 0.482      | 0.821 | 0.842 | **0.852** | 0.865 | 0.866     |
| BSD68        | 0.801  | 0.774           | 0.803                    | 0.778        | 0.776      | 0.801 | 0.754 | **0.812** | 0.812 | 0.827     |
| Set12        | 0.850  | 0.772           | 0.832                    | 0.828        | 0.818      | 0.831 | 0.787 | 0.837      | 0.844 | 0.860     |
| BioID Faces  | 0.909  | -               | -                        | 0.865        | 0.907      | 0.891 | 0.886 | **0.920** | 0.920 | 0.919     |
| CelebA HQ    | 0.904  | -               | -                        | 0.851        | 0.884      | 0.895 | 0.874 | **0.918** | 0.912 | 0.914     |
| MNIST        | 0.521  | -               | -                        | 0.707        | 0.475      | 0.455 | 0.759 | **0.874** | 0.869 | 0.866     |
| Kanji        | 0.504  | -               | -                        | 0.678        | 0.431      | 0.576 | 0.664 | **0.844** | 0.891 | 0.888     |
| **PSNR (in dB)** |       |                 |                           |              |            |      |      |            |      |            |
| Convallaria  | 35.45  | -               | -                        | 35.73        | 36.46      | 36.47 | 36.90 | **37.10** | 36.85 | 36.71     |
| Flywing      | 23.45  | 24.67           | -                        | 24.79        | 22.81      | 24.85 | 25.02 | **25.41** | 25.67 | 25.79     |
| BSD68        | 28.56  | 27.96           | 28.61                     | 27.70        | 27.95      | 28.46 | 27.42 | **28.70** | 28.86 | 29.07     |
| Set12        | **29.94** | 28.60           | 29.51                     | 28.92        | 29.35      | 29.61 | 28.24 | 29.80      | 30.04 | 30.36     |
| BioID Faces  | 33.91  | -               | -                        | 32.34        | 34.05      | 33.76 | 33.12 | **34.61** | 35.04 | 35.06     |
| CelebA HQ    | 33.28  | -               | -                        | 30.80        | 31.82      | 33.01 | 31.41 | **33.74** | 33.39 | 33.57     |
| MNIST        | 15.82  | -               | -                        | 19.04        | 18.79      | 13.87 | 19.06 | **21.21** | 20.29 | 20.43     |
| Kanji        | 20.45  | -               | -                        | 19.95        | 20.28      | 19.40 | 19.47 | **20.68** | 20.56 | 20.64     |

Table I.4. **Quantitative pixel-noise removal with HDN.** For all conducted experiments, we compare results in terms of Structural Similarity (SSIM) and PSNR. The best performing method is indicated by being underlined, best performing unsupervised method is shown in bold. For all but one dataset, our **HIERARCHICAL DIVNOISING** is the new unsupervised SOTA method, even superseding the competing supervised baselines on 4 of the 8 used datasets.