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Abstract
The question of how observable variables should be associated with latent structures has been at the center of the area of psychometrics. A recently proposed alternative model to the traditional factor retention methods is called Exploratory Graph Analysis (EGA). This method belongs to the broader family of network psychometrics which assumes that the associations between observed variables are caused by a system in which variables have direct and potentially causal interaction. This method approaches the psychological data in an exploratory manner and enables the visualization of the relationships between variables and allocation of variables to the dimensions in a deterministic manner. In this regard, the aim of this study was set as comparing the EGA with traditional factor retention methods when the data is unidimensional and items are constructed with polytomous response format. For this investigation, simulated data sets were used and three different conditions were manipulated: the sample size (250, 500, 1000 and 3000), the number of items (5, 10, 20) and internal consistency of the scale (α = 0.7 and α = 0.9). The results revealed that EGA is a robust method especially when used with graphical least absolute shrinkage and selection operator (GLASSO) algorithm and provides better performance in the retention of a true number of dimension than Kaiser's rule and yields comparable results with the other traditional factor retention methods (optimal coordinates, acceleration factor and Horn's parallel analysis) under some conditions. These results were discussed based on the existing literature and some suggestions were given for future studies.
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INTRODUCTION
The question of how observable variables should be associated with latent structures have been at the center of the area of psychometrics (Borsboom & Molenaar, 2015). So far, various models were developed to specify this association. However, despite the quantitative increase in numbers and great flexibility of mathematical models used in psychometric studies, the models are surprisingly limited in terms of the paradigm that they are based on.

There are two large families of the models in social sciences to describe the relationships between latent variables and observed variables (Edwards & Bagozzi, 2000). In the first category, the latent traits are considered as the common cause of the observed scores. The model based on such kind of conceptualization is called reflective. Reflective models assume that latent traits cause observed variables (also known as indicators, test items, or symptoms. In reflective models, the indicators are modeled as a function of a common latent variable plus some amount of item-specific error variance. Confirmatory factor analysis (CFA) is one of the most commonly used methods representing reflective models.

Formative models are another broad category to define the relationship between latent structures and observed variables. By this conceptualization, it is accepted that observable variables define the latent structures, not caused by them. The classic example of these kinds of models is the socio-economic status defined by a set of observed variables (e.g., education, job, salary and the district of residency). Principal component analysis (PCA) can be given as a classic example of this kind of model. Using
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PCA, data is reduced based on weighted combinations of observed variables to define latent traits (Pearl, 2000).

On the other hand, there is no “rule of thumb” when deciding on how many dimensions will retain. In the literature, there are many standard methods for this decision. Kaiser's rule of eigenvalues greater than one rule (KR1: Kaiser, 1960) is the most widely preferred criterion in deciding on how many factors will be retained. This popularity is partly related to its ease of application. However, this method is very sensitive to the number of variables (Gorsuch, 1983) and reliability (Cliff, 1988). Therefore, it may not be effective enough when used in factor retention decisions. An alternative method to KR1 is parallel analysis (PA) developed by Horn (1965). This method is the sample-based adaptation of the KR1 method and has been proposed to alleviate the component indeterminacy problem. Literature shows that this method shows the best performance for component analysis and factor analysis in determining the actual number of factors (Lance, Butts, & Michels, 2006; Velicer, Eaton, & Fava, 2000). Readers are encouraged to look at Kline (2014) for more technical information for KR1, PA and other methods.

More recently, the Acceleration Factor (AF) and Optimal Coordinates (OC) methods were proposed by Raiche, Riopel and Blais (2006) and Raiche (2010). These methods provide non-graphical solutions to Cattell's scree test (1966) to overcome its subjective weakness. AF shows where the elbow of the slope is on the graph and corresponds to the curve's acceleration, i.e. the second derivative. That is, it aims to determine the point where the slope changes abruptly. OC is the other method based on measuring gradients associated with the eigenvalues and preceding eigenvalues to determine the slope's location. It has been stated that AF and OC methods perform better than the KR1 method and approach the performance of PA under certain conditions. (Ruscio and Roche, 2012).

A recently proposed alternative model to traditional reflective and formative approaches is called network modeling. In this approach, there is an assumption that the associations between observed variables are caused by a system in which variables have direct and potentially causal interaction with each other (Eaton, 2015). The usage of network models has provided considerable benefit for understanding complex systems in many different disciplines (Barabási & Pósfai, 2016). In the social sciences, the application of network analysis was adopted firstly to investigate social network structures (e.g. Cartwright and Harary, 1956). However, in the following decades, it has been used as an alternative to latent variable modeling in studies to analyze network models of psychological behaviors in an exploratory manner (Borsboom & Cramer, 2013; Schmittmann et al., 2013). After this shift in the application of network modeling, the popularity of the network approach increased and it started to be used intensively in psychology and led to the emergence of a new branch of psychology aimed at predicting network structures in psychological data. This new branch is called network psychometrics (Epskamp, Maris, Waldorp, & Borsboom, 2015).

As with other network models, a psychometric network model consists of a series of nodes (or vertices), a set of connections or links between the nodes (also known as edges) and information regarding the structure of nodes and edges (De Nooy, Mrvar & Batagelj, 2011). In this framework, the nodes represent the psychological indicator variables (e.g. symptoms, behaviors, or faces of latent variables). Traditionally, they are represented by circles in the network structure. On the other hand, the edges represent the node's associations and represented in a network models by lines connecting the nodes.

A more recent paper (Golino & Epskamp, 2017) introduced an innovative way to investigate the dimensionality of psychological constructs by network modeling. This new method is called the EGA. As its name implies, this model is not based on prior assumptions when investigating the dimensionality of a construct. Instead, it approaches the psychological data in an exploratory way. A fascinating feature of EGA is that it enables the visualization of the relationships between variables and allocating variables to the dimensions in a deterministic manner (Golino et al., 2020). For this reason, it is an ideal method to test or reevaluate the theoretical structure of psychological constructs.

In an EGA model, traditionally green (or blue) lines on the network represent positive partial correlations, and red lines correspond to negative partial correlations. In addition, the thickness of the
lines gives information about the amount of the correlation as the thicker lines indicate that the partial correlation values approach 1. If the partial correlation values are exactly 0, no line is drawn between the two nodes which implies that the two variables are independent when other variables in the network are conditionally controlled (Pearl, 2000). In figure 1, an exemplary graph of EGA was presented.

Like other psychometric network models, the EGA is also based on Gaussian Graphical Modeling (GGM), which was proposed by Lauritzen (1996). This model estimates the joint distribution of random variables by modeling the inverse of the variance-covariance matrix (Epskamp, Borsboom & Fried, 2018). In this type of modeling, each edge value represents the relationship between a node pair after conditioned to other variables in the model (Epskamp & Fried, 2016). In more concrete terms, partial correlations are used for the construction of networks in the models. If no edges were drawn between nodes, it implies that zero value for partial correlations is estimated. That is, the nodes are not connected in the model and show conditional independence.

Like other statistical methods that use sample data to estimate parameters, correlation and partial correlation values are also affected by sampling variation. Hence, the exact zero values in matrices are rarely be observed in real data. As a result, the estimated networks based on partial correlations become fully connected. Small weights on many edges could possibly reflect weak and potentially spurious partial correlations in this kind of network. These spurious relationships cause a threat to the clear interpretation of networks and replicability. Frequently, a statistical method is used to remove these spurious connections and control network complexity. For estimations based on partial correlations, a commonly used procedure is to apply the least absolute shrinkage and selection operator (LASSO) proposed by Friedman, Hastie and Tibshirani (2008). Because the LASSO can control spurious connections, this method can provide high precision estimates when combined with the community detection algorithm, such as the walktrap algorithm (Pons & Latapy, 2005).

LASSO uses a tuning parameter to remove spurious connections in the model by filtering the network with penalization approach to the inverse covariance matrix. In this way, partial correlation values smaller than a threshold are estimated as exactly zero. The tuning parameter was selected based on minimizing Extended Bayesian information criterion (EBIC) proposed by Chen and Chen (2008). It enables the researcher to control the sparsity of networks (Foygel & Drton, 2010). LASSO is an important part of network modeling because it determines the eventual network structure. It also enables obtaining parsimonious and more interpretable models. In EGA models, a graphical extension of LASSO is used and referred to as GLASSO. In addition, as an alternative to GLASSO, Triangulated Maximally Filtered Graph (TMFG) was proposed. This approach builds a triangulation that enables a score function to maximize. In this way, the data becomes organized in a meaningful structure and modeling becomes possible. The detailed explanations and formulations could be found in Massara, Di Matteo and Aste (2016).

As cited above, the EGA was firstly proposed by Golino & Epskamp (2017). In this paper, they compared the performance of the EGA with five different traditional factor retention methods. These methods are as follows: (a)very simple structure (VSS; Revelle & Rocklin, 1979); (b) minimum average partial procedure (MAP; Velicer, 1976); (c) fit of a different number of factors, from 1 to 10, via BIC and via EBIC; (d) Horn's Parallel Analysis (PA; Horn, 1965); (e) Kaiser-Guttman eigenvalue greater than one rule (Guttman, 1954); (f) EGA.

In the study, these methods were compared with each other by using simulated data sets across different conditions: the sample size (100, 500, 1000 and 5000), the number of factors (2 and 4), the number of items in each factor (5 and 10) and the correlation between the dimensions (.2, .5 and .7). The datasets were generated in two and four dimension structures and as having dichotomous items. The effectiveness of the methods was tested with their estimation rate of a true number of factors. These methods were compared in terms of their performance to extract the true number of dimensions. According to the findings, it was reported that EGA performed better than the traditional factor retention methods especially when the datasets were simulated as having four dimensions and when the number of items in each dimension was five. It was also stated that EGA was found to be the only method giving satisfactory results in all conditions. All in all, this study confirmed the superiority of
EGA to other traditional methods under some conditions. As this study revealed, EGA is suitable to be used with multidimensional datasets.

On the other hand, the reason why multidimensional datasets were preferred in this recent study is that EGA framework was available to be used only with multidimensional datasets, but a recent revision allowed the examination of unidimensional datasets. In this way, practical limitations to test the effectiveness of EGA with unidimensional datasets were eliminated. There are a number of important reasons to examine unidimensionality in tests. First of all, there is a need to calculate the α coefficient for the overall test (Dunn, Baguley, & Brunsden, 2014). In addition, unidimensionality indicates the presence of a common underlying cause or a coherent set of homogeneous causes (DeVellis, 2017). Based on these facts, Golino & Epskamp (2017) recommended testing the performance of EGA with unidimensional datasets composed of polytomously scored items.

Considering the richness of outputs (such as centrality measures, node strength measures, item stability statistics and entropy fit index) EGA provide to evaluate psychometrical properties of scales (Golino & Christensen, 2020), it is assumed that test developers will use EGA with increasing frequency in the future. In addition, some psychological traits like depression (Beard et al., 2016), anxiety (Fisher et al., 2017) or addiction are measured based on the symptoms they are relied on. DiFranza & colleagues (2002) suggested considering these symptoms as interconnecting networks rather than indicators caused by latent traits. It is assumed that such kinds of understanding of psychopathological symptoms can contribute more to our understanding of disorders (Beard et al. 2016). For this reason, it is fair to assume that use of EGA will increase in the future.

**Purpose of the Study**

In this regard, the aim of this study was set as the comparison of the performance of EGA with traditional factor retention methods when the data is unidimensional and items are scored in polytomous response format.

**METHOD**

**Data Simulation Procedure**

In the current study, three different conditions were manipulated: the sample size (250, 500, 1000 and 3000), the number of items (5, 10, 20) and the internal consistency level (α = 0.7 and α = 0.9). The conditions of the study were determined by taking into account the features of the scales in the existing psychology literature. Related literature shows that the number of items in unidimensional measurement tools show variance. For example, the Satisfaction with Life Scale (Diener, Emmons, Larsen, & Griffin (1985) consists of five items while the Center for Epidemiologic Studies Depression Scale (Radloff, 1977) consists of twenty items. For this reason, a number of items in simulated data sets were allowed to vary between these observed values (5, 10, 20). In addition, in order to consider a test to be reliable, the lower threshold value was proposed as .7 (Nunnaly 1978). On the other hand, if the α level is above .90, it is regarded as the test has a good level of α. Accordingly, the data sets were simulated as half of them had α at lower threshold (α = 0.7) while another half of the datasets were simulated as having α level regarded as good (α = 0.9). Finally, the sample size of n=250 is generally regarded as the minimum number when applying factor retention methods (Cattell, 1978). For this reason, the simulated datasets were arranged to have a sample size of at least 250 while n=500, n=1000 and n=3000 conditions were also selected when generating data sets. Based on these facts, 24 different conditions were created with a 4x3x2 design. Finally, in line with the main aim of this study, all of the data sets were simulated as having unidimensional structure and datasets were generated as if the items were scored between 1-5 intervals.

For each condition, data simulation was repeated 100 times to obtain more stable results. This process resulted in generating 2400 datasets. The reported results in this study reflect the arithmetic average
of the iterations. The data simulation was performed with mirt package (Chalmers, 2012) in R program (R core team, 2019).

Analysis Procedure

EGA analyses were carried out using the EGAnet package available in R statistical environment (Golino & Christensen, 2020). The tuning parameter for GLASSO was determined based on EBIC to obtain a sparser network. In this study, this parameter was set at 0.5, which is a default option in EGAnet. On the other hand, the nFactors package (Raiche, 2010) was used for applying OC, AF, PA and KR1 factor retention methods.

The assessment of how accurate the correct number of dimensions is extracted was made based on extraction accuracy index and bias indices, as Garrido, Abad & Posada (2016). Factor extraction accuracy index was calculated at two stages: (1) coding correct estimation of the true number of factors as 1 and incorrect estimation of castors as 0, (2) taking the arithmetic mean of coded scores. For instance, when 100 datasets were analyzed, if the true number of factors extracted for 50 datasets, the accuracy index was computed as 0.5. On the other hand, the bias index was calculated as a subtraction of the estimated number of dimensions from a true number of dimensions. For instance, for a unidimensional dataset if the estimated number of the dataset is 1, the bias index is calculated as 0 while if the estimated number is 2, the bias value becomes 1. Therefore, a bias value of 0 indicates the correct number of dimensions are extracted perfectly while a bias values far from 0 indicates the poor performance of the corresponding method. Similar to the accuracy index, the values of bias in the results section represents the arithmetic mean of 100 iterations.

RESULTS

The average accuracy index values and corresponding standard deviations obtained from 100 iterations were given in Table 1. When the sample size was set as 250 and datasets contained five items, all of the methods estimated the correct number of factors perfectly regardless of the α level. As the number of items was increased to ten and α level was 0.7, EGA (LASSO) could extract unidimensional structure for 79% while this rate was 49% for EGA(TMFG). Both algorithms of EGA method outperformed the traditional KR1 method. When the α level has risen to 0.9, EGA (LASSO) method estimated the correct number of dimensions for 99% of datasets, whereas EGA (TMFG) method's percentage drops to 9%. On the other hand, for the other four traditional methods, the average accuracy rates were 100%. In particular, EGA (LASSO) method yielded comparable results with traditional methods when the alpha level was 0.9. Finally, for data sets containing twenty items, the accuracy rate of EGA(LASSO) was 2% and 52% for the conditions where the α was 0.7 and 0.9 respectively, whereas accuracy rates of EGA (TMFG) were 0% for both α levels. The only method EGA(LASSO) outperformed was KR1 while EGA (TMFG) yielded the worst accuracy rates.

For the datasets with n=500 sample size condition, all of the methods examined were perfectly estimated unidimensional structure when the sample size contained five items. This result didn't show a difference across α levels. On the other hand, when the number of items was increased to 10 and α level was 0.7, the average accuracy rate of EGA(LASSO) and EGA(TMFG) was found to be 0.99 and 0.45 respectively. EGA(LASSO) outperformed the traditional KR1 method while EGA(TMFG) method yielded the lowest accuracy levels. As the α level increased to 0.90, EGA(TMFG) was the only method that provided an imperfect accuracy rate (%22). Finally, as the number of items in the datasets was increased to 20, only AF performed a perfectly estimated true number of dimensions when the α was set to be 0.7 while AF and PA performed perfectly when the α level was 0.90. On the other hand, EGA methods yielded the worst accuracy rates.

For the n=1000 sample size condition, when the dataset contained five items, all of the methods extracted the correct number of dimensions perfectly while imperfect rates were obtained for EGA(TMFG) with accuracy rates of 0.59 and 0.26 depending on the α level for the datasets contained ten items. Finally, as the number of items was set to be 20, the EGA(LASSO) method's accuracy rates
were 68% and 99% for the α levels of 0.7 and 0.9, respectively. On the other hand, EGA(TMFG) yielded perfectly inaccurate results.

For datasets where the sample size was 3000, the accuracy rate for EGA (LASSO) was 99% when α was 0.7 and the number of items was 20, while it was 100% in other conditions. For EGA (TMFG) method, the accuracy rates for datasets with 10 and twenty items fell to 77% and 0% when the alpha was α = 0.7, while the accuracy rates for the data sets with ten and twenty items and with α value of .9, accuracy rates decreased to 36% and 0% respectively. For the KR1 method, the accuracy rate was 3% for datasets where α = 0.7 and the number of items was 2. For OC, AF and AP methods, a 100% accuracy rate was achieved under all conditions. Lastly, EGA(LASSO) yielded a 99% accuracy rate when α level was 0.7 and datasets contained twenty items while it perfectly estimated true number of dimensions for the rest of the conditions. On the other hand, EGA(TMFG) yielded the lowest accuracy rates when the number of items was 10 and 20. Especially, OC, AF and AP methods yielded perfect accuracy rates under all conditions examined. As could be inferred, based on the number of items, EGA’s relative performance against traditional factor retention methods changed dramatically. In addition, for most of the conditions, GLASSO algorithm was superior to TMFG algorithm.

Table 1. Mean Accuracy of Factor Retention Methods

|       | EGA(LASSO) | EGA(TMFG) | OC   | AF   | PA   | KR1  |
|-------|------------|-----------|------|------|------|------|
| Mean  | SD         | Mean      | SD   | Mean | SD   | Mean | SD   | Mean | SD   | Mean | SD   |
| n=250 |            |           |      |      |      |      |      |      |      |      |      |
| α = 0.70 |           |           |      |      |      |      |      |      |      |      |      |
| 5 items | 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 10 items | 0.79 0.41 0.49 0.50 0.91 0.29 1.00 0.00 0.91 0.29 0.14 0.02 | | | | | | | | | | |
| 20 items | 0.02 0.14 0.00 0.00 0.58 0.50 1.00 0.00 0.58 0.50 0.00 0.00 | | | | | | | | | | |
| α = 0.90 |           |           |      |      |      |      |      |      |      |      |      |
| 5 items | 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 10 items | 0.99 0.10 0.09 0.29 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 20 items | 0.52 0.50 0.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 0.03 0.17 | | | | | | | | | | |
| n=500 |            |           |      |      |      |      |      |      |      |      |      |
| α = 0.70 |           |           |      |      |      |      |      |      |      |      |      |
| 5 items | 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 10 items | 0.99 0.10 0.45 0.50 1.00 0.00 1.00 0.00 1.00 0.00 0.75 0.44 | | | | | | | | | | |
| 20 items | 0.45 0.50 0.00 0.00 0.87 0.34 1.00 0.00 0.86 0.35 0.00 0.00 | | | | | | | | | | |
| α = 0.90 |           |           |      |      |      |      |      |      |      |      |      |
| 5 items | 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 10 items | 1.00 0.00 0.22 0.42 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 20 items | 0.93 0.26 0.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 0.73 0.45 | | | | | | | | | | |
| n=1000 |            |           |      |      |      |      |      |      |      |      |      |
| α = 0.70 |           |           |      |      |      |      |      |      |      |      |      |
| 5 items | 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 10 items | 1.00 0.00 0.59 0.49 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 20 items | 0.68 0.47 0.00 0.00 0.99 0.10 1.00 0.00 0.99 0.10 0.00 0.00 | | | | | | | | | | |
| α = 0.90 |           |           |      |      |      |      |      |      |      |      |      |
| 5 items | 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 10 items | 1.00 0.00 0.26 0.44 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 20 items | 0.99 0.10 0.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| n=3000 |            |           |      |      |      |      |      |      |      |      |      |
| α = 0.70 |           |           |      |      |      |      |      |      |      |      |      |
| 5 items | 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 10 items | 1.00 0.00 0.77 0.42 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 20 items | 0.99 0.10 0.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 0.03 0.17 | | | | | | | | | | |
| α = 0.90 |           |           |      |      |      |      |      |      |      |      |      |
| 5 items | 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 10 items | 1.00 0.00 0.36 0.48 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
| 20 items | 1.00 0.00 0.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 | | | | | | | | | | |
The calculated bias values for the factor retention methods across conditions were given in Table 2. If the datasets contained five items, EGA(LASSO) provided unbiased estimates of the correct number of dimensions. As the number of items in the datasets was increased to 10 and the sample size of n=250, the bias value was estimated to be 0.33 0.01 for α levels of 0.7 and 0.9, respectively. As the sample size of datasets was increased to 500, EGA(LASSO) yielded 0.01 and 0 bias for α levels of 0.7 and 0.9. When the sample size was n=1000 and n=3000, EGA(LASSO) yielded no bias when the item number was 10. For the datasets containing twenty items, if the sample size was n=250, the bias value was 2.41 for α level of 0.7 and 1.39 for α level of 0.9. On the other than, the bias value of 1.39 has very large standard deviation value which indicated that, there was a variation across the datasets in terms of the bias value calculated. As the sample size was increased to 500, 1000 and 3000, the bias values calculated showed a decrease compared to n=250 condition. Similar changes were also observed for EGA(TMFG) across the conditions while EGA(TMFG) performed worse than EGA(LASSO) in general. On the other hand, other traditional estimation methods provided almost perfect results especially when the sample size was n=1000 and n=3000.

Table 2. Mean Bias Error of Factor Retention Methods

|                | EGA(LASSO) | EGA(TMFG) | OC   | AF     | PA     | KR1   |
|----------------|------------|-----------|------|--------|--------|-------|
| **n=250**      |            |           |      |        |        |       |
| α = 0.70       |            |           |      |        |        |       |
| 5 items        | 0.00       | 0.00      | 0.00 | 0.00   | 0.00   | 0.00  |
| 10 items       | 0.33       | 1.02      | 0.57 | 0.61   | 0.10   | 0.33  |
| 20 items       | 2.41       | 1.16      | 2.27 | 0.75   | 0.56   | 0.74  |
| α = 0.90       |            |           |      |        |        |       |
| 5 items        | 0.00       | 0.00      | 0.00 | 0.00   | 0.00   | 0.00  |
| 10 items       | 0.01       | 0.10      | 1.00 | 0.45   | 0.00   | 0.00  |
| 20 items       | 1.39       | 3.71      | 2.20 | 0.75   | 0.00   | 0.00  |
| **n=500**      |            |           |      |        |        |       |
| α = 0.70       |            |           |      |        |        |       |
| 5 items        | 0.00       | 0.00      | 0.00 | 0.00   | 0.00   | 0.00  |
| 10 items       | 0.01       | 0.10      | 0.57 | 0.54   | 0.00   | 0.00  |
| 20 items       | 1.37       | 2.79      | 2.35 | 0.69   | 0.15   | 0.44  |
| α = 0.90       |            |           |      |        |        |       |
| 5 items        | 0.00       | 0.00      | 0.00 | 0.00   | 0.00   | 0.00  |
| 10 items       | 0.00       | 0.00      | 0.85 | 0.52   | 0.00   | 0.00  |
| 20 items       | 0.07       | 0.26      | 2.25 | 0.74   | 0.00   | 0.00  |
| **n=1000**     |            |           |      |        |        |       |
| α = 0.70       |            |           |      |        |        |       |
| 5 items        | 0.00       | 0.00      | 0.00 | 0.00   | 0.00   | 0.00  |
| 10 items       | 0.00       | 0.00      | 0.42 | 0.52   | 0.00   | 0.00  |
| 20 items       | 0.85       | 2.74      | 2.28 | 0.74   | 0.01   | 0.10  |
| α = 0.90       |            |           |      |        |        |       |
| 5 items        | 0.00       | 0.00      | 0.00 | 0.00   | 0.00   | 0.00  |
| 10 items       | 0.00       | 0.00      | 0.85 | 0.59   | 0.00   | 0.00  |
| 20 items       | 0.02       | 0.20      | 2.23 | 0.85   | 0.00   | 0.00  |
| **n=3000**     |            |           |      |        |        |       |
| α = 0.70       |            |           |      |        |        |       |
| 5 items        | 0.00       | 0.00      | 0.00 | 0.00   | 0.00   | 0.00  |
| 10 items       | 0.00       | 0.00      | 0.25 | 0.48   | 0.00   | 0.00  |
| 20 items       | 0.01       | 0.10      | 2.05 | 0.73   | 0.00   | 0.00  |
| α = 0.90       |            |           |      |        |        |       |
| 5 items        | 0.00       | 0.00      | 0.00 | 0.00   | 0.00   | 0.00  |
| 10 items       | 0.00       | 0.00      | 0.70 | 0.58   | 0.00   | 0.00  |
| 20 items       | 0.00       | 0.00      | 2.10 | 0.85   | 0.00   | 0.00  |
After calculating the accuracy rates and the bias values, a series of factorial ANOVA was performed to examine the effects of conditions altered for each factor retention method. For this analysis, the raw estimated dimension number value was used as the dependent variable. Only eta square ($\eta^2$) effect size values and the significance levels of ANOVA analysis were reported. The significance levels, ** sign denotes significance at $p<0.01$ level and * implies significance at $p<0.05$. The $\eta^2$ values show the magnitudes of the differences between the conditions for each method under investigation. According to Cohen (1988), $\eta^2$ values of 0.14 and above can be regarded as a “large” effect size. On the other hand, the effect size for AF method cannot be compared because this method perfectly estimated the true number of dimensions for all 2400 datasets.

For the rest of the methods, it was found that the unique effects of the conditions examined for EGA (GLASSO) method or their two-way and three-way interactions did not have a large effect size. Similar results were observed for OC and PA methods. On the other hand, the item number condition had a large effect size for EGA(TMFG) method. Finally, for the KR1 method, large amounts of the effect size values were observed for each of the conditions examined and their two-way and three-way interactions were found as significant.

| Sample Size (SS) | EGA(GLASSO) | EGA(TMFG) | OC | AF | PA | KR1 |
|------------------|-------------|-----------|----|----|----|-----|
| Number of Items (NI) | 0.05** | 0.01** | 0.05** | - | 0.05** | 0.62** |
| Reliability (r) | 0.09** | 0.75** | 0.04** | - | 0.04** | 0.91** |
| SS X NI | 0.02** | 0.01** | 0.03** | - | 0.03** | 0.80** |
| SS X r | 0.07** | 0.01** | 0.06** | - | 0.06** | 0.65** |
| NI X r | 0.01** | 0.01 | 0.05** | - | 0.05** | 0.36** |
| SS X NI X r | 0.02** | 0.03** | 0.04** | - | 0.04** | 0.86** |

**$p<0.01$**

**DISCUSSION and CONCLUSION**

The current study aimed to compare the effectiveness of EGA in extracting the true number of dimensions with traditional methods when the data was unidimensional and composed of polytomous items. This aim was determined based on Golino and Epskamp’s (2017) recommendations and literature review showed that no study was conducted so far considering this recommendation. Unlike this study, in the current study, OC and AF methods were included for comparison because these methods are also relatively new compared to more traditional methods like PA and KR1 and their inclusion on relatively new methods is believed to increase existing knowledge on the effectiveness of EGA.

As a result of this study, it has been observed that EGA (LASSO) successfully extracted unidimensional structure perfectly like other methods for datasets where the number of items was five. This success of EGA was valid even for data sets with a sample size as small as 250. A similar finding was obtained for EGA (TMFG). On the other hand, as the number of items increases, the performance of both EGA (LASSO) and EGA (TMFG) decreased. Even when the sample size was 3000 and the reliability level was 0.9, EGA (TMFG) could not extract the correct number of dimension with high accuracy if there were ten or more items in the data set. On the other hand, for $n = 500$ and $n = 1000$ sample size conditions, EGA (LASSO) yielded comparable accuracy rates only if the reliability level was 0.9 while its performance decreased when the reliability dropped to 0.7 and when data sets contained twenty items.

If the methods are compared in general, AF had perfectly extracted the actual dimensional structure regardless of the conditions altered and use of it by the researchers is strictly recommended in their future studies. Overall, EGA (LASSO) algorithm outperformed EGA (TMFG) algorithm. For this
reason, it is recommended that GLASSO algorithm should be preferred over TMFG algorithm for unidimensional and polytomous data sets. The same superior performance of EGA (GLASSO) was also observed when compared with the traditional KR1 method.

Therefore, it can be said that EGA (LASSO) is an important effective alternative for researchers who prefer the traditional KR1 method, which has been used extensively because of availability on most of the commercial software programs. Considering the richness of output EGA provides (see Golino & Christensen, 2020), EGA can be a better alternative to KR1. In addition, if the sample size was increased to 1000 or 3000, EGA (LASSO) method gives results comparable to the OC and PA methods. On the other hand, EGA should be considered as a serious alternative only when the scale contains fewer items with high internal consistency for smaller sample size conditions (250 or 500). Otherwise, OC and PA provide better results.

According to factorial ANOVA results, it was found that there were no unique or interaction effects observed for EGA (LASSO) method. Similar findings were also observed for OC and PA methods. It can be said that these three methods were the most robust ones across the conditions tested. Although these statistics can not be calculated for AF, it provides perfect results under all conditions. it is also definitely correct to consider this method as robust. On the other hand, “large” effect size was observed for the EGA (TMFG) method for the sample size condition. That is, the sample size affects the performance of EGA (TMFG) method negatively regardless of other conditions. The poor performance of TMFG algorithm is understandable because it performs better when booting algorithms are used simultaneously.

Finally, for the KR1 method. “large” effect sizes were observed for all conditions and their two-way and three-way interactions. Accordingly, it can be said that the KR1 method was the least robust method within the context of the conditions examined in this study. This finding is in line with past literature (Velicer, Eaton & Fava. 2000; Ruscio & Roche, 2012).

This study is one of the few studies comparing EGA's factor retention effectiveness with other traditional methods. Contrary to the findings obtained by Golino and Epskamp (2017), EGA(LASSO) was not to be detected as clearly superior to other traditional methods. This result implies that EGA (LASSO) may not be a suitable alternative when the data is unidimensional and potential researchers should use EGA (LASSO) for scales with fewer items, higher internal consistency and a large sample size for unidimensional tests. On the other hand, EGA (TMFG) should not be an option for researchers in a wide of conditions considered in the current study.

All in all, more research is needed to examine the effectiveness of EGA in different conditions. For example, EGA's effectiveness in datasets with different ability distributions will contribute to the richness of the existing literature. In addition, in this study the effectiveness of the methods was only evaluated in terms of the number of factors. In future studies, it is suggested to evaluate the performance of EGA in terms of estimating real factor loadings.
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Tek Boyutlu ve Çok Yanıt Kategorisine Sahip Veriler İçin Açıklayıcı Grafik Analizinin Performansının İncelenmesi

Giriş
Gözlenen değişkenlerin örtük yapılarla nasıl ilişkilendirilmiş gerektiği sorusuna psikometrinin merkezinde yer almaktadır (Borsboom ve Molenaar, 2015). Şimdide kadar, bu ilişkiyi belirtmek için çeşitli modeller geliştirilmiştir. Bununla birlikte, psikometrik çalışmalarında kullanılan matematiksel modellerin niceliğine artışına ve büyük esnekliğe rağmen, örtük özellikler ve davranışlar arasındaki ilişkileri tanımlamak için sunulan modeller, dayandıkları paradigma açısından şaşırtıcı bir şekilde sınırlıdır.

Bu geleneksel yakımlarla ise yakın zamanda ağ modelleri olarak adlandırılan alternatif model önerilmiştir. Bu yakımda, gözlenen değişkenler arasındaki ilişkilerin, değişkenlerin birbirlerile doğrudan ve potansiyel olarak nedensel etkileşime sebep olan bir sistem aracılığıyla kaynaklandığı varsayılmaktadır (Eaton, 2015). Ağ modellerinin kullanımı, birçok farklı disiplinde karmaşık süreçlerin anlaşılmasını sağlayan bir araçtırır. 

Bununla birlikte, son yıllarda, psikolojide, sosyal bilimlerde ve genelde tüm bilimlerde etkili olmak üzere, ağ analizi uygulanarak, modellerin keşifsel bir şekilde analiz edilmesi önerilmiştir. Bu analitik yaklaşımlar, genelde grafiksel olarak ifade edilir ve genellikle, modelin performansını ve güvence sıvadığını gösterir (Pearl, 2000).
yögun bir şekilde kullanılmaya başlanmış ve psikolojik verilerde ağ yapılarını tahmin etmevi amaçlayan yeni bir psikolojik alanının ortaya çıkmasına neden olmuştur. Bu yeni alan, ağ psikometrisi olarak adlandırılır (Epskamp, Maris, Waldorp ve Borsboom, 2015).

Diğer ağ modellerinde olduğu gibi, psikometrik ağ modeli de bir dizi düğümde (veya köşelerden), düğümler arasında bir dizi bağlantlı veya ağaç anlamları olabilir (kenarlar olarak da bilinir) ve düğümlerin ve kenarların yapısal olarak ilgili bir bilgisini temsil etmektedir (De Nooy, Mrvar ve Batagelj, 2011). Düğümler, psikolojik gösterge değişkenlerini (örn. gizil değişkenlerin semptomları, davranışları veya yüzleri) temsil eder. Geleneksel olarak, düğümler ağ başında dairelerle temsil edilir. Öte yandan, kenarlar, düğümlerin arasındaki ilişkileri temsil eder ve bir ağ modellinde daireleri birbirine bağlı olan düğüllerle temsil edilir.

Yakın geçmişte yayımlanan bir çalışma (Golino ve Epskamp, 2017), ağ modellerine yoluya psikolojik yapının boyutluğunu araştırmanın yenilikçi bir yolunu sunmuştur. Bu yeni teknikle Açıklayıcı Grafik Analizi (AGA) adı verilir. Adından da anlaşılabileceği gibi, bu model bir yapının incelenken örn. genişlemesi seçeneklere dayanmaktadır. Burun yerine, psikolojik verileri keşifsel bir analizle ele alır. AGA’nın dikkate değer bir özelliği, değişkenler arasındaki ilişkilerin görselleştirilmesi ve değişkenlerin boyunlara ataşmasını belirleyicidir bir şekilde sağlamasıdır. Bu nedenle psikolojik özelliklerin kümremleri için test etmek ya da yeniden değerlendirmek için ideal bir yöntemdir.

Kısımsal korelasyonlara dayalı tahminlere gerçekleştirilirken bu yönteme, yaygın olarak en az mutlak durum ve seçim operatörüne (least absolute shrinkage and selection operator-LASSO) işlemi yaygın olarak uygulanmaktadır (Friedman, Hastie ve Tibshirani, 2008). LASSO, sahte (spurious) nöktaşıyla ele alır.

Optimum bir model elde etmek için bir çalışma (Golino ve Epskamp, 2017), ağ modellerine yoluya psikolojik yapının boyutluğunu araştırmanın yenilikçi bir yolunu sunmuştur. Bu yeni teknikle Açıklayıcı Grafik Analizi (AGA) adı verilir. Adından da anlaşılabileceği gibi, bu model bir yapının incelenken örn. genişlemesi seçeneklere dayanmaktadır. Burun yerine, psikolojik verileri keşifsel bir analizle ele alır. AGA’nın dikkate değer bir özelliği, değişkenler arasındaki ilişkilerin görselleştirilmesi ve değişkenlerin boyunlara ataşmasını belirleyicidir bir şekilde sağlamasıdır. Bu nedenle psikolojik özelliklerin kümremleri için test etmek ya da yeniden değerlendirmek için ideal bir yöntemdir.

Kısımsal korelasyonlara dayalı tahminlere gerçekleştirilirken bu yönteme, yaygın olarak en az mutlak durum ve seçim operatörüne (least absolute shrinkage and selection operator-LASSO) işlemi yaygın olarak uygulanmaktadır (Friedman, Hastie ve Tibshirani, 2008). LASSO, sahte (spurious) nöktaşıyla ele alır.

Optimum bir model elde etmek için bir çalışma (Golino ve Epskamp, 2017), ağ modellerine yoluya psikolojik yapının boyutluğunu araştırmanın yenilikçi bir yolunu sunmuştur. Bu yeni teknikle Açıklayıcı Grafik Analizi (AGA) adı verilir. Adından da anlaşılabileceği gibi, bu model bir yapının incelenken örn. genişlemesi seçeneklere dayanmaktadır. Burun yerine, psikolojik verileri keşifsel bir analizle ele alır. AGA’nın dikkate değer bir özelliği, değişkenler arasındaki ilişkilerin görselleştirilmesi ve değişkenlerin boyunlara ataşmasını belirleyicidir bir şekilde sağlamasıdır. Bu nedenle psikolojik özelliklerin kümremleri için test etmek ya da yeniden değerlendirmek için ideal bir yöntemdir.

Kısımsal korelasyonlara dayalı tahminlere gerçekleştirilirken bu yönteme, yaygın olarak en az mutlak durum ve seçim operatörüne (least absolute shrinkage and selection operator-LASSO) işlemi yaygın olarak uygulanmaktadır (Friedman, Hastie ve Tibshirani, 2008). LASSO, sahte (spurious) nöktaşıyla ele alır.

Optimum bir model elde etmek için bir çalışma (Golino ve Epskamp, 2017), ağ modellerine yoluya psikolojik yapının boyutluğunu araştırmanın yenilikçi bir yolunu sunmuştur. Bu yeni teknikle Açıklayıcı Grafik Analizi (AGA) adı verilir. Adından da anlaşılabileceği gibi, bu model bir yapının incelenken örn. genişlemesi seçeneklere dayanmaktadır. Burun yerine, psikolojik verileri keşifsel bir analizle ele alır. AGA’nın dikkate değer bir özelliği, değişkenler arasındaki ilişkilerin görselleştirilmesi ve değişkenlerin boyunlara ataşmasını belirleyicidir bir şekilde sağlamasıdır. Bu nedenle psikolojik özelliklerin kümremleri için test etmek ya da yeniden değerlendirmek için ideal bir yöntemdir.

Kısımsal korelasyonlara dayalı tahminlere gerçekleştirilirken bu yönteme, yaygın olarak en az mutlak durum ve seçim operatörüne (least absolute shrinkage and selection operator-LASSO) işlemi yaygın olarak uygulanmaktadır (Friedman, Hastie ve Tibshirani, 2008). LASSO, sahte (spurious) nöktaşıyla ele alır.

Optimum bir model elde etmek için bir çalışma (Golino ve Epskamp, 2017), ağ modellerine yoluya psikolojik yapının boyutluğunu araştırmanın yenilikçi bir yolunu sunmuştur. Bu yeni teknikle Açıklayıcı Grafik Analizi (AGA) adı verilir. Adından da anlaşılabileceği gibi, bu model bir yapının incelenken örn. genişlemesi seçeneklere dayanmaktadır. Burun yerine, psikolojik verileri keşifsel bir analizle ele alır. AGA’nın dikkate değer bir özelliği, değişkenler arasındaki ilişkilerin görselleştirilmesi ve değişkenlerin boyunlara ataşmasını belirleyicidir bir şekilde sağlamasıdır. Bu nedenle psikolojik özelliklerin kümremleri için test etmek ya da yeniden değerlendirmek için ideal bir yöntemdir.

Kısımsal korelasyonlara dayalı tahminlere gerçekleştirilirken bu yöntemde, yaygın olarak en az mutlak durum ve seçim operatörüne (least absolute shrinkage and selection operator-LASSO) işlemi yaygın olarak uygulanmaktadır (Friedman, Hastie ve Tibshirani, 2008). LASSO, sahte (spurious) nöktaşıyla ele alır.

Optimum bir model elde etmek için bir çalışma (Golino ve Epskamp, 2017), ağ modellerine yoluya psikolojik yapının boyutluğunu araştırmanın yenilikçi bir yolunu sunmuştur. Bu yeni teknikle Açıklayıcı Grafik Analizi (AGA) adı verilir. Adından da anlaşılabileceği gibi, bu model bir yapının incelenken örn. genişlemesi seçeneklere dayanmaktadır. Burun yerine, psikolojik verileri keşifsel bir analizle ele alır. AGA’nın dikkate değer bir özelliği, değişkenler arasındaki ilişkilerin görselleştirilmesi ve değişkenlerin boyunlara ataşmasını belirleyicidir bir şekilde sağlamasıdır. Bu nedenle psikolojik özelliklerin kümremleri için test etmek ya da yeniden değerlendirmek için ideal bir yöntemdir.

Kısımsal korelasyonlara dayalı tahminlere gerçekleştirilirken bu yöntemde, yaygın olarak en az mutlak durum ve seçim operatörüne (least absolute shrinkage and selection operator-LASSO) işlemi yaygın olarak uygulanmaktadır (Friedman, Hastie ve Tibshirani, 2008). LASSO, sahte (spurious) nöktaşıyla ele alır.
Yöntem

Bu çalışmada üç farklı koşul kontrol edilmiştir: örneklem büyüklüğü (250, 500, 1000 ve 3000), madde sayısı (5, 10, 20) ve iç tütürlik seviyesi (α = 0.7 ve α = 0.9). Buna koşullara bağlı olarak 4x3x2 tasarım ile 24 farklı koşul oluşturulmuştur. Ayrıca, bu çalışmanın temel amacı doğrultusunda, tüm veri setleri tek boyutlu]byteacağı sahip şekilde türetilmiştir ve madde sayısı 1-5 aralığında puanlanmış şekilde veri setleri oluşturulmuştur. Daha kararlı sonuçlar elde etmek için her koşul için veri üretme işlemi 100 kez tekrarlanmıştır. Bu sayede, 2400 veri kümesi oluşturulmuştur. Bu çalışmada bulgular kısmında sunulan sonuçlar, tekrarlar sonucunda elde edilen değerlerin aritmetik ortalamasını yansıtmaktadır. Veri üretme işlemi, R ortamında (R çekirdek ekibi, 2019) “mirt” paketi (Chalmers, 2012) ile gerçekleştirilmiştir.

AGA yönteminin performansını karşılaştırmak amacıyla beş farklı faktör sayısına karar verme yöntemi kullanılmıştır: Hızlanma Faktörü (AF: Acceleration Factor), Optimal Koordinatlar (OC: Optimal Coordinates), Paralel Analiz (PA) ve Kaiser’in özdeğer 1’den büyük kuralı (KR1). Bu dört yöntemin ilikin ayrıntılı teknik bilgiler Raiche, Riopel & Blais (2006) ve Raiche (2010)’de yer almaktadır. AGA analizlerini ve R istatistik programında bulunan “EGAnet” paketi (Golino & Christensen, 2020) kullanılarak gerçekleştiriliyor. OC, AF, PA ve KR1 faktör çıkarma yöntemleri için “nFactors” paketi (Raiche, 2010) kullanılmıştır. AGA tekniği GLASSO ve TMFG algoritmaları için ayrı ayrı gerçekleştirilmiş ve çalışmanın geri kalanında sırasıyla AGA(GLASSO) ve AGA(TMFG) kullanılmıştır. GLASSO algoritması kullanılarak, ayardıma parametre 0.5 olarak belirlenmiştir. Koşullara göre genel betimleyici istatistiklerin yanı sıra faktöryel varyans analizi (ANOVA) kullanılarak etkisi incelenen koşulların faktör sayısına karar verme yöntemleri üzerindeki tekil etkileri ile etkileşimlerinden kaynaklı etkilerin incelenmesi amaçlanmıştır.

Sonuç ve Tartışma

Elde edilen bulgulara göre AGA (LASSO) madde sayısı 5 olduğu veri setleri için diğer yöntemler gibi tek boyutlu yapıyı mükemmel bir şekilde kestirdiği görülmüştür. AGA’nın bu başarısı, örneklem büyüklüğü 250 olan veri setleri için de geçerlidir. Benzer bulgular AGA (TMFG) için de elde edilmiştir. Diğer taraftan, madde sayısı arttıkça hem AGA (LASSO) hem de AGA (TMFG)’ün performansını düştüğü görülmüştür. Örneklem büyüklüğü 3000 ve güvenilirlik düzeyi 0.90 olsa bile AGA (TMFG) veri setinde 10 veya daha fazla madde olduğunda doğru boyut sayısı yüksek doğrulukla çıkartamadığı belirlenmiştir. Ayrıca, n = 500 ve n = 1000 örneklem büyüklüğü koşulları için AGA (LASSO) yalnızca güvenilirliğin seviyesi 0.9 olduğunda diğer yöntemlerle karşılaştırılabilir kesinlik oranları sağlanmıştır. Ancak, güvenilirlik 0.7’ye düşüğünde ve veri kümeleri 20 madde içerdığında performansı düştüştü.

Yöntemler genel olarak karşılaştırılıştığında ise. AF’nin kontrol edilen koşullarla da uyuşmuş olarak gerçek boyut sayısı mükemmel bir şekilde(556,1192),(715,1212)

ISSN: 1309 – 6575  Eğitimde ve Psikolojide Ölçme ve Değerlendirme Dergisi  Journal of Measurement and Evaluation in Education and Psychology 13
sahip veri setleri için GLASSO algoritmasının TMFG algoritmasına tercih edilmesi gerektiği görülmüştür. AGA (GLASSO)'nın üstün performansı, geleneksel KR1 yöntemiyle karşılaştırıldığında da gözlenmiştir. Bu nedenle, AGA (LASSO)'nun geleneksel KR1 yönteminin tercih eden araştırmacılar için önemli ve etkil bir alternatif olduğu söylenebilir. AGA'nın sağladığı bilgilerin zenginliği göz önune alındığında, araştırmacılar tarafından tercih edilmesi özkilekle önerilmektedir. Ek olarak, örneklem büyüklüğü 1000 veya 3000'e yükseldiğinde AGA (LASSO) yöntemi, OC ve PA yöntemleriyle de karşılaştırılabilir sonuçlar vermiştir. Örnekleminin büyükliği daha küçük ise (250 veya 500), AGA yalnızca yüksek iç tutarlılığa sahip ve daha az madde içeren ölçüm araçları için ciddi bir alternatif olarak düşünülmelidir.

Faktöryel ANOVA sonuçlarına göre AGA (LASSO) yöntemi için tekil veya etkileşim etkisinin gözlemlenmediği bulunmuştur. OC ve PA yöntemleri için de benzer bulgular gözlenmiştir. Bu üç yöntemin test edilen koşullar arasında en dayanıklı yöntemleri olduğu söhenebilir. Ayrıca bu istatistikler AF için hesaplanamamıştır çünkü bu yöntem her koşulda mükemmel sonuçlar ortaya koymaktadır. Başka bir anlatımla, bu yöntemi sağlam yöntem olarak değerlendirilmelidir. Öte yandan, örneklem büyüklüğü koşulunun AGA (TMFG) yönteminde “büyük” etkiye sahip olduğu gözlemlenmiştir. Yani örneklem büyüklüğü AGA (TMFG) yönteminin faktör sayısına karar verme performansı üzerinde etkiye sahiptir. Son olarak, geleneksel olarak en yaygın kullanılan KR1 yöntemi için tüm koşullar ve bunların ikili ve üçlü etkileşimleri için “büyük” etkiler gözlemlenmiştir. Buna göre bu çalışmada incelenen koşullar bağlamında KR1 yönteminin en az sağlam yöntem olduğu söhenebilir. Bu bulgu, ilgili alan yazı ile uyumluudur (Velicer. Eaton. Fava. 2000; Ruscio & Roche. 2012).

Bu çalışma, AGA'nnın faktör çikarma etkinliğini diğer geleneksel yöntemlerle karşılaştırılan birkaç çalışmadan biridir (Golino & Epskamp. 2017; Golino ve ark. 2020). Bu nedenle, AGA’nnın farklı koşullarda etkinliğini belirlemek için daha fazla araştırılmış olması gerekmektedir. Ayrıca, bu çalışmada yöntemlerin etkinliği yalnızca faktör sayısını kesin ve yansız çikartılabilir açıdan değerlendirmiştir. Gelecek çalışmalarında, AGA’nın performansının gerçekleş faktör yüklerini tahmin etme açısından değerlendirilmesi önerilmektedir.
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