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Abstract—We consider the general setting for partial matching of two or multiple graphs, in the sense that not necessarily all the nodes in one graph can find their correspondences in another graph and vice versa. We take a universe matching perspective to this ubiquitous problem, whereby each node is either matched into an anchor in a virtual universe graph or regarded as an outlier. Such a universe matching scheme enjoys a few important merits, which have not been adopted in existing learning-based graph matching (GM) literature. First, the subtle logic for inlier matching and outlier detection can be clearly modeled, which is otherwise less convenient to handle in the pairwise matching scheme. Second, it enables end-to-end learning especially for universe level affinity metric learning for inliers matching, and loss design for gathering outliers together. Third, the resulting matching model can easily handle new arriving graphs under online matching, or even the graphs coming from different categories of the training set. To our best knowledge, this is the first deep learning network that can cope with two-graph matching, multiple-graph matching, online matching, and mixture graph matching simultaneously. Extensive experimental results show the state-of-the-art performance of our method in these settings.

Index Terms—Multiple Graph Matching, Partial Matching, Incremental Matching, Combinatorial Optimization

1 Introduction

Finding consistent association among multiple objects is a fundamental task in pattern recognition and computer vision. The applications range from image registration [1], structure from motion [2], [3], object tracking [4], [5], optical flow [6], [7], [8], stereo matching [9], [10], and pose estimation [11], [12], etc. In these tasks, not only the appearance but also the structure of the objects play an important role in establishing the correspondence.

In particular, graph matching (GM) aims to find node correspondence between graph-structured data via second-order [13], [14] or even high-order information [15], which has shown its superiority on robustness against local noise. Specifically, Lawler’s quadratic assignment programming (QAP) is the most general form for two-graph matching:

\[
X = \arg \max_{X} \vec{v}c(X)^{T}K\vec{v}c(X)
\]

s.t. \(X \in \{0,1\}^{n_{1} \times n_{2}}, X1_{n_{2}} \leq 1_{n_{1}}, X^{T}1_{n_{1}} \leq 1_{n_{2}}\) \hspace{1cm} (1)

where \(X\) is a (partial) permutation matrix encoding node-to-node correspondence, and vec(\(X\)) is its column-vectorized version. \(1_{n}\) represents column vector of length \(n\) whose elements all equal to 1. \(K \in \mathbb{R}^{n_{1} \times n_{2}}\) is the affinity matrix (also called cost matrix in the equivalent minimization problem in literature). Its diagonal and off-diagonal elements store the node-to-node and edge-to-edge affinities, respectively. A popular extension to multiple graph matching (MGM) [16], [17], [18], [19] can be written as:

\[
X = \arg \max_{X} \sum_{i=1,j=1}^{N} \vec{v}c(X_{ij})^{T}K_{ij}\vec{v}c(X_{ij})
\]

s.t. \(X_{ij}1_{n_{j}} \leq 1_{n_{i}}, X_{1j}^{T}1_{n_{j}} \leq 1_{n_{i}}, X_{ik}X_{kj} \leq X_{ij}, \forall i, j, k\) \hspace{1cm} (2)

where cycle consistency [16], [18] is often enforced. Both GM and MGM problems are in general NP-hard and many approximate algorithms have been proposed over the decades [20], [21].

Deep learning has shown its potential in pushing the frontier of GM for real-world image data [22], [23], [24], [25], [26], [27]. Benefiting from the power of convolutional neural networks (CNNs) and graph neural networks (GNNs), expressive appearance and structure features are extracted from the source data. In these methods [22], [23], [25], it is often assumed that all the nodes
can find their correspondences from the other graph, and vice versa, which means the matching between graphs is a bijective function. We refer to it as bijective matching in this paper.

However, the data obtained from real-world often breaks the assumption that holds for bijective matching:

- The graphs to be matched suffer ‘partial overlap’ in most cases. It is hard to ensure all the graphs share nodes of the same kind, e.g., in image matching tasks, key points could be occluded or missed due to rotation.

- Although the nodes information is the input for graph matching problem, it is often manually labeled or detected by algorithm. Mistakes can not be avoided during such processing. For example, keypoint detection algorithm would generate coordinates for meaningless nodes, which are spurious and have no correspondence in graph matching settings.

- In some extreme cases, the input graphs are even of different classes (mixture graph matching and clustering [28]), which means they share no common nodes at all.

In this paper, we focus on a more general setting, so-called partial matching [17], [29]. Partial matching is an extension of bijective matching, where the correspondence between graphs is relaxed to a partial function. Compared with bijective matching, it is closer to practice and becomes a more challenging task.

Partial matching has not been fully explored and one key lies in how to cope with spurious nodes and matchings. BBGM [26] deals with partial matching via learning negative affinity to reduce the spurious matching pair, while DLGM [27] also tries to predict consistent topology of graphs to alleviate the spurious map. All these previous works suffer from two drawbacks:

- They can only deal with two-graph matching, under which partial matching is an ill-posed problem and cannot be settled down perfectly. In the real-world, partial matching is more suitable to be formulated as multiple graphs matching, e.g., 3D reconstruction from multiple views and video tracing with several frames.

- They are often confused by the spurious nodes. There are two kinds of nodes having no correspondence in a two-graph matching instance: the nodes with semantic meaning but not shared in both graphs, and the meaningless nodes labeled or detected by mistakes. However, they are all treated as spurious nodes in previous work, which degrades the quality of the gradient and leads to poor performance.

To facilitate the discussion, we divide the nodes into three types: matched inlier, unmatched inlier, and outlier, where the last two are spurious nodes. Unmatched inlier denotes the node with semantic coherence but no correspondence, while outlier denotes the node labeled or detected by random mistake. The division is shown in Table 1. More detailed mathematical definition is given in Sec. 3.1.1

| Table 1: Categorization of different nodes for matching. In a specific two-graph matching instance, node is divided to three types: matched inlier, unmatched inlier and outlier, based on whether it has semantic coherence and whether it has correspondence on another graph. Note both ‘unmatched inlier’ and ‘outlier’ are treated as spurious nodes in previous work, where their semantic meaning difference are ignored. |

| Semantic Coherence | Matched Inlier | Unmatched Inlier | Outlier |
|--------------------|----------------|------------------|--------|
|                    | ✓              | ✓                |        |
| Pairwise Matching  | ✓              |                   |        |

To resolve the challenges above, we introduce the universe graph [17], [30] into deep learning model and proposed a method, so-called Universe Partial Matching (UPM), as shown in Fig. 1. It can cope with both two-graph and multiple graph matching at the same time, and dedicated modules are designed to distinguish node type on a fine-grained level. More specifically, all the input graphs are matched to a universe graph instead of pairwise matching, which unifies the matching process of two-graph and multiple graphs, and cycle consistency is automatically satisfied. Meanwhile, the universe graph is also able to serve as a filter to distinguish unmatched inlier and outliers. Fig. 1 shows that different nodes have different correspondence states on universe graph. The real-world matching instances are also shown in Fig. 2 that our method UPM take a great advantage in distinguishing spurious node types and reducing spurious matching prediction, compared with SOTA BBGM [26].

In a nutshell, the main contribution can be included as follows, and the source code of UPM will be made public available at https://github.com/Thinklab-SJTU/UniversePartialMatching.

- We analyze the partial matching in detail. Under a multiple graph matching perspective, we propose the definition of unmatched inlier and outliers and reveal the limitation of pairwise graph matching on distinguishing them. We, therefore, introduce universe matching into deep learning for the first time.

- We design pipeline and loss for universe matching. More specifically, we propose the universe metric learning to distinguish the unmatched inliers and outlier-aware loss to filter out outliers. We also give detailed mathematical analysis on mechanism and gradient to illustrate how these modules work.

- Our proposed method UPM outperforms SOTA of deep learning model and learning-free solver on main-stream datasets in the partial matching setting. It also has a strong ability on generalization and is robust for hyper-parameters.

- To our best knowledge, UPM is also the first deep learning method that can deal with two-graph and multiple graph match-
ing simultaneously. It can also be applied to extension tasks e.g. online MGM and mixture graph matching and clustering. Compared with previous work, UPM achieves the best performance and notably accelerates the matching process on real-world benchmarks.

2 RELATED WORK
Graph matching has been a long-standing and active research area, from two-graph to multiple graph matching, and recently deep learning of graph matching, which we briefly review in this paper.

2.1 Classical Two Graph Matching
Graph matching refers to two-graph matching or pairwise graph matching, which aims to solve the Eq. 1 mentioned above. [13] solves graph matching via graduated assignment (GA) algorithm, which computes the partial derivative of the objective function with Taylor expansion to turn the GM problem into a linear assignment problem. RRWM [14] constructs an association graph for matching graphs and applies the random walk algorithm on it with matching constraints. RRWHM [15] is the extended version to RRWM where the association graph is built with higher-order geometric information extracted from the graph. DS++, DS* [31], [32] design different ways to tightly relax GM to a convex problem, and then project the results back to the original solution space. LPMP [33] propose several additional Lagrangian relaxations of the graph matching problem and o leading solvers for this problem optimize the Lagrange decomposition duals with sub-gradient and dual ascent updates.

2.2 Classical Multiple Graph Matching
There are mainly two forms of methods to solve the Eq. 2 of MGM. The first solves the problem in discrete space, which includes the composition-based method CAO, MGM-Floyd [18], [19] and the tree-structure-based approach MatchOpt [16]. These methods iteratively optimize the matching via finding the optimal matching chains over pairwise graph matching results, whereby the cycle consistency constraint is either automatically satisfied by the mechanism or encouraged in the objective function.

Another line of works [29], [34], [35] etc. try to relax the MGM problem into a continuous space and re-project the solution back to obtain a discrete matching result. The global consistency is maintained with a universe-graph-like structure and pursued via some continuous optimization methods, e.g. spectral clustering [30], semidefinite programming [34] and further robust improvement [29] using alternating direction methods of multipliers (ADMM) that can address the partial multi-graph matching setting. Differing from the above approaches that separate the affinity-based two-graph matching and consistency-driven smoothing into two stages, some other works e.g. MatchALS [17], [36] also explore the joint optimization regarding consistency and affinity by relaxation in continuous space.

Some extension settings of MGM are also explored as incremental multiple graph matching [19], [37] or multiple graph matching and clustering [28], [38]. Incremental multiple graph matching solver [19], [37] aims to design an efficient algorithm for the setting where graphs are given one by one in sequence. Meanwhile, [28], [38] propose the method to deal with graphs of mixed class as input, where matching and clustering are often iteratively performed to improve the accuracy of both sides.

2.3 Deep Learning of Graph Matching
Deep learning has recently been applied to graph matching on images [22], whereby CNN is used to extract node features from images followed with spectral matching and is learned using a regression-like node correspondence supervision. This work is improved via introducing GNN to encode structural [23], [39] or geometric [40] information, with a combinatorial loss based on cross-entropy loss, and Sinkhorn network [41] as a differential matching solver. The work [42] extends PCA (Permutation loss and Cross-graph Affinity GM) [23] by edge embedding and Hungarian-based [43] attention mechanism to stabilize end-to-end training. BBGM (Blackbox Deep Graph Matching) [26] proposes a better front-end feature extraction backbone with Spline Convolution [44], and the gradient is backpropagated by fitting linear gradient of the discrete graph matching solver [45]. NGM (Neural Graph Matching Nets) [24], [25] proposes to address the most general Lawler’s QAP form, based on the novel feature extractors e.g. [46] with the proposed learnable graph matching solver. DLGM (Deep Latent Graph Matching) [27], based on BBGM, predicts consistent topology of graphs utilizing both deterministic and generative models to improve the matching quality.

2.4 Partial Matching and Maximum Common Subgraph
Maximum common subgraph (MCS) is similar to two-graph partial matching since we can see the nodes in the common subgraph as inliers and others as outliers. Learning-based methods are also introduced for MCS. However, it relies on graph isomorphism and aims to find the same common subgraph for inputs, while in partial matching, the geometric structure is often broken with massive outliers. [47] decomposes target graph by extracting k-hop neighborhood around and applying GNN to encode the structure of subgraph for matching. [48] introduces Q-Network (DQN) to replace the node selection heuristics required in state-of-the-art MCS solvers, which is more accurate and efficient.

3 METHODOLOGY
In this section, we first present the motivation for introducing universe graph into deep learning in Sec. 3.1. Then we introduce the design of the modules for universe matching with mathematical analysis. Universe metric learning is discussed in Sec. 3.2 and outlier-aware loss is introduced in Sec. 3.3. Finally, we discuss the limitations of our model UPM in Sec 3.4. The overall pipeline is shown in Fig. 3, and the detailed algorithm is shown in Alg. 1.

3.1 Motivation for the Universe Graph Perspective
The idea of the universe graph has once been discussed in [17], [30]. It is a virtual graph where all the nodes of input graphs can find their correspondence on universe graph. An absorbing node is added to the universe graph, which is matched to all the outliers. We introduce the universe graph into deep learning model for two reasons: 1) universe graph can aggregate the information over all the graphs in the training dataset, thus providing a comprehensive view for node type distinguishing; 2) universe graph unifies the matching procedure for both two-graph and multiple graph, which allows a unified model for all the matching tasks in graph matching.

JOURNAL OF SOME CLASS FILES, VOL. 14, NO. 8, OCTOBER 2022
TABLE 2

Main notations and description used in this paper.

| Notations | Descriptions |
|-----------|--------------|
| $\mathcal{G}$ | $\mathcal{G}$ is a set of $N$ graphs $\mathcal{G} = \{ \mathcal{G}_1, \ldots, \mathcal{G}_N \}$ |
| $\mathcal{G}$ | A graph instance $\mathcal{G}$ consists of vertex set $\mathcal{V}$ and edge set $\mathcal{E}$. |
| $v$ | $v$ denotes the node on the graph. |
| $U, \hat{U}$ | $U$ is the universe graph which consists of $n$ anchor points features $U = \{F_1, \ldots, F_n\}$. $\hat{U}$ is the sub-universe graph of $i$-th class. |
| $\mathcal{F}_a, \mathcal{F}_u$ | $\mathcal{F}_a$ denotes the node feature of $\mathcal{G}_a$, while $\mathcal{F}_u$ denotes the anchor features of universe graph. |
| $\mathcal{X}$ | $\mathcal{X}$ denotes all the pairwise matching results in graph set $G: \mathcal{X} = \{X_{ij}^{G} \}_{i,j=1}^{N,N}$. |
| $X_{ij}, X_{iu}$ | $X_{ij}$ denotes pairwise matching between $G_i$ and $G_j$. $X_{iu}$ denotes universe matching from $G_i$ to universe graph. |
| $\hat{X}, \hat{X}_{ij}, \hat{X}_{iu}$ | The matching with hat denotes the prediction made by model. |
| $K_{ab}$ | $K_{ab} \in [0,1]^{N \times N \times N \times N}$ denotes the affinity matrix between $\mathcal{G}_a$ and $\mathcal{G}_b$. Its diagonal and off-diagonal elements store the node-to-node and edge-to-edge affinities, respectively. |
| $S_{ab}, S_a$ | $S_{ab} \in [0,1]^{N \times N \times N}$ denotes the node affinity between $\mathcal{G}_a$ and $\mathcal{G}_b$. $S_a$ denotes the universe affinity from $\mathcal{G}_a$ to universe graph. |
| $p_i$ | $p_i$ denotes the matching likelihood distribution from node $v_i$ to universe graph $U$. |
| $p_{ij}$ | $p_{ij}$ is the matching probability of $v_i$ and $v_j$. |
| $L, L_{ij}$ | $L$ denotes the overall loss and $L_{ij}$ denotes the loss between matching pair $G_i$ and $G_j$. |

3.1.1 Global view for node distinguishing

We begin with the node types applied in pairwise matching-based models [23], [26], [27], [39]. In a two-graph matching instance, whether nodes are spurious or not is decide by the pairwise graph correspondence (PGC). PGC denotes whether a node has correspondence in another graph. Given a pair of graphs $(\mathcal{G}_a, \mathcal{G}_b)$ with ground truth matching $X_{ab}^{gt}$, PGC of $v_i \in G_a$ is defined as:

$$\text{PGC}(v_i|\mathcal{G}_a, \mathcal{G}_b, X_{ab}^{gt}) = \left \{ \begin{array}{ll} 1, & \sum_{v_j \in \mathcal{G}_b} X_{ab}^{gt}(v_i, v_j) = 1 \\ 0, & \sum_{v_j \in \mathcal{G}_b} X_{ab}^{gt}(v_i, v_j) = 0 \end{array} \right \}$$

(3)

This kind of node division is rough and ignores the semantic differences of spurious nodes. In previous works [26], [27], the matched nodes are clustered together while all the spurious nodes are excluded from each other in feature space. However, the type of nodes changes from case to case, e.g. the matched node in one case can turn to the spurious nodes in another matching instance. Therefore, the gradient directions from two scenarios can be totally different or even conflicted. Meanwhile, outliers are always spurious and excluded from each other. As the consequence, they are uniformly scattered in the feature space after training and are easily confused with other key points. In fact, outliers need to be clustered and handled together to obtain a better solution. All in all, nodes of different types require different strategies, and thus we propose a fine-grained level division for spurious nodes.

As mentioned in Table 1, matched nodes are called matched inlier in this paper, while spurious nodes are further divided into unmatched inlier and outlier via semantic coherence. We define semantic coherence based on the assumption that a node with specific semantic coherence can reoccur, while a node obtained by random mistakes is unique. That is to say, a node with semantic coherence is bound to have correspondence with other nodes, as long as the dataset is large enough. Therefore, multiple graph correspondence (MGC) is proposed to define whether a node has semantic coherence as follows:

$$\text{MGC}(v_i|\mathcal{G}_a, \mathcal{G}, X^{gt}) = \left \{ \begin{array}{ll} 1, & \sum_{v_j \in \mathcal{G}} \sum_{v_j \in \mathcal{G}} X_{ab}^{gt}(v_i, v_j) > 0 \\ 0, & \sum_{v_j \in \mathcal{G}} \sum_{v_j \in \mathcal{G}} X_{ab}^{gt}(v_i, v_j) = 0 \end{array} \right \}$$

(4)

where $\mathcal{G}$ denotes all the graphs in training data and $X^{gt}$ denotes all the ground truth matching results.

Note that MGC is defined under the view of multiple graph with all the graphs $\mathcal{G}$ and ground truth matching results $X^{gt}$. Therefore, two-graph base models cannot resolve it well. That’s why we introduce the universe graph to aggregate the global information of all graphs in training data. As shown in Fig. 1, different node type has distinctive performance, which illustrates that node type is easy to be distinguished via a universe graph. Furthermore, the universe graph offers a template for the input graph. Each node is encouraged to match to an anchor node on the universe. It avoids the conflict gradient from the different matching instances, which occurs in previous works.

3.1.2 Unified model for graph matching

There are several tasks in graph matching, e.g. two-graph matching, multiple graph matching, online matching, and mixture graph matching. All of them can be solved by our proposed method UPM, due to the merits of universe graph.

The key difference between two-graph matching and multiple graph matching is the cycle consistency [17], [18], e.g. the composition of matches among a loop of graphs should be identical. In our method UPM, universe graph serves as a center where all the input graphs are matched to universe graph first and then pairwise graph are reconstructed from universe matching results. Cycle consistency is automatically satisfied with the centralized structure. Therefore, two-graph matching and multiple graph matching are unified via universe graph.

Online MGM, also called incremental MGM, is recently proposed by [37]. Rather than being obtained at one time, graphs are often collected over time in practice, e.g. photos taken by street-view vehicles, video from the surveillance camera, newly discovered protein v.s. existing protein. For this setting, the naive strategy by matching all the old graphs with new coming graphs is inefficient. Moreover, it also needs post-process if cycle consistency is required. As for the universe graph, only one forward between the universe graph and the new coming one is enough to obtain the overall matching results, which reduces the time cost from linear magnitude to constant magnitude. Meanwhile, it is also space-efficient. Since the pairwise matching can be reconstructed by universe matching, we only need to keep the latter. This reduces the space storage from square to linear order.

On another line of the problem, most matching tasks assume that all the graphs belong to the same category and contain common inliers, which is often too ideal in practice. Mixture graph matching and clustering [28] is proposed where multiple graphs of different categories are given as input. It can be seen as a kind of partial matching where the key points from different clusters do not match with each other, as unmatched inliers. Universe graphs can distinguish node types and thus can reject the pair of different categories. Therefore, UPM is also able to cope with mixture graph matching and clustering.

In general, universe matching is robust and efficient for all kinds of tasks. All kinds of matching tasks can be unified under...
In this section, we first study how to construct universe affinity, and then further explore the structure of universe graph over multiple categories.

3.2.1 Construction of universe affinity
According to affinity matrix factorization proposed by [50], previous works [22], [25], [26] build the pairwise affinity $S$ by:

$$ S_{ab} = F_a A F_b^T $$  \hspace{1cm} (5)

where $F_a \in \mathbb{R}^{n_a \times d}$, $F_b \in \mathbb{R}^{n_b \times d}$ denote the features of graph $G_a$, $G_b$ accordingly, and $A$ is also a learnable weight of this affinity function. Such an affinity construction focuses on the similarity between the pair of graphs and is more suitable for the bijective matching setting. As for partial matching, massive outliers will destroy the geometric similarity between graphs, resulting in a large gap in feature extraction. The similarity assumptions of matching graphs followed in bijective matching will be severely broken, thus degrading the quality of the pairwise affinity.

In this paper, we propose a new metric learning method, called 'universe affinity', to overcome the challenges brought by partial matching. Specifically, we fabricate a universe graph $U$ with universe anchor features $\{F_u^{(1)}, \ldots, F_u^{(n_u)}\}$ and try to learn the affinity $S_u$ between a single graph and the universe graph.

$$ S_u = F_u A_u F_u^T $$  \hspace{1cm} (6)

where $A_u$ and $F_u$ share weight for all matching instance. Let $M = A_u F_u^T$ be a learnable weight, it turns out:

$$ S_u = F_u M $$  \hspace{1cm} (7)

This is equivalent to performing a linear transformation on the features. We also add batch norm and relu to increase the non-linearity in metric learning, which can extract universe affinity of higher quality.

Compared with node features extracted from a single source graph, universe anchor features $F_u$ aggregate the information of all the graphs in training data and thus is more robust against the node and structure noise. Therefore, the universe affinity constructed by anchor feature is more reliable. Universe anchor features separate the latent feature space into different parts and encourage the node features within the same region to be matched.

Fig. 3. Overall pipeline for UPM. The pipeline mainly consists of three parts: front-end feature extraction, universe metric learning, and universe matching solver. In front-end feature extraction, we extract local, middle, global features for each node with ResNet50 [49] backbone and input them to Spline CNN [44] to obtain node feature. In the universe metric Learning part, we build universe affinity between input graphs and universe graph respectively and train the universe graph with an outlier-aware loss, which will be discussed in detail in Sec. 3.2 and Sec. 3.3. The red nodes in universe is absorbing node and red element in matrix illustrates that it is an outlier. In the evaluation phase, outlier filter and inlier solver are adopted to obtain a discrete solution. Outlier filter removes the last column and the rows of outliers. Inlier solver applies the Hungarian algorithm [43] to obtain universe matching results. The pairwise is reconstructed from universe matching.
Meanwhile, universe affinity does not lose information compared to pairwise affinity, because pairwise affinity could be easily reconstructed by universe affinity as follows:

$$S_{ab} = \mathcal{F}_a \Lambda \mathcal{F}_b^\top = \mathcal{F}_a \mathbf{M} \mathbf{M}^\top \mathcal{F}_b^\top = S_a S_b^\top$$  (8)

Although universe affinity could be applied to both node and edge affinity, we give up the edge affinity learning for three reasons. 1) Due to massive outliers in partial matching, the structural similarity of two graphs is badly broken. Edge affinity learning hardly improves or even harms the matching results. 2) Node features have already included geometric information that is carried by edge affinity for applying Spline CNN refinement module. 3) The number of edges on the universe graph is extensive, especially for the node-merged universe graph. The training phase of edge affinity is unstable and converges very slowly. Therefore, we only focus on node affinity for matching in this paper.

### 3.2.2 Structure of universe graph

Graph matching aims to explore the graph similarity between objects, which is able to cope with matching instances from different classes, e.g. the tasks of matching cars and matching boats can be solved with one model. However, each class would generate one universe graph and correspondent universe anchor features of their own. It calls for further exploration of how these universe graphs from different classes fuse together.

To facilitate the discussion, we called the universe graph from each class as sub-universe graph $\mathcal{U}_i$. Its universe anchor features are represented as $\{\mathcal{F}_{i,1}^{(1)}, \ldots, \mathcal{F}_{i,n_i}^{(1)}\}$, where $\mathcal{F}_{i,j}^{(1)} \in \mathbb{R}^d$ is node feature of $v_j \in \mathcal{U}_i$ and $n_i$ is the node number of $\mathcal{U}_i$. The universe graph $\mathcal{U}$, which refers to the fusion graph of all sub-universe graphs, is represented as the same way: $\{\mathcal{F}_{1,1}^{(1)}, \ldots, \mathcal{F}_{n,R}^{(1)}\}$. Note we only care about the node features of universe graph and the edge feature as well as adjacency is ignored during the discussion.

In general, we propose two hypotheses on the structure of universe graph across all classes: feature-merged universe graph and node-merged universe graph, as shown in Fig. 4.

**Feature-merged Universe Graph**  Let $n$ be the maximum size of the sub-universe graphs $n = \max n_i$, where universe anchor feature $\mathcal{F}_u^{(i)}$ aggregates all the $i$-th features in each sub-universe graph:

$$\mathcal{F}_u^{(i)} = \text{CONCAT}(\mathcal{F}_{1,1}^{(i)}, \ldots, \mathcal{F}_{n_i}^{(i)})$$  (9)

The feature number $n$ of $\mathcal{U}$ stays the same with the increasing classes number. The total feature dim also has an upper bound to reach its maximum expression capability (limited by the front-end model). Therefore, this kind of universe graph construction method is more efficient in both time and memory. It is more suitable for situations where there are many graph categories or the relationship between categories is complex.

**Node-merged Universe Graph**  Let $n$ be the sum of node number of sub-universe graphs $n = \sum n_i$ where overall universe graph $\mathcal{U}$ aggregates all features of sub-universe graphs.

$$\mathcal{U} = \bigcup_i \mathcal{U}_i = \bigcup_i \{\mathcal{F}_{i,1}^{(1)}, \ldots, \mathcal{F}_{i,n_i}^{(1)}\}$$  (10)

This type of universe graph construction method is more sensitive to graphs of different classes. It can reject two graphs from different categories and is more suitable for a mixture graph setting. However, the drawback is the size of universe graph, which increases linearly with classes number $n$. Moreover, due to all the features being extracted from a share-weighted front-end model, the feature dim should be consistent with input graph features, which means many channels are wasted. As shown in the right figure in Fig. 4, the feature dim is also 9, and 6 of them are wasted for each node on node-merged universe graph.

In practice, we can shift these two constructions by changing the size of universe graph and the associated training protocol. For feature-merged universe graph, we can estimate the maximum feature dimension of all the classes and sample the training pair of the same category. For node-merged universe graph, we estimate the sum of feature numbers over the classes, and half of the training pair is of the different categories. The feature channel assignment is adaptively learned with the model itself and we only set the total feature dim as a constant. We conduct experiments to further prove the construction of the universe graph conforms to our conjectures in both settings.

### 3.3 Loss Design for Outlier Clustering

Intuitively, outliers should be clustered and processed together to obtain a better solution. However, the major challenges lie in that outliers are never matched with each other, which lacks guidance to gather them. Therefore, outliers are excluded from each other and randomly scattered in the feature space in the previous work.

In our method **UPM**, we offer an absorbing node on universe graph as an anchor for outlier and design an outlier-aware loss to...
encourage outlier to get close to the anchor. In this section, we will begin at the vanilla loss analysis to show the rationality of our loss design, and then modify it to an outlier-aware loss.

### 3.3.1 Vanilla loss design

Learning-based GM problem can be viewed as a process of maximizing the likelihood, as formulated in [27]. Given a batch of training samples \( \{ X_{ab}^{(l)}, G_a^{(l)}, G_b^{(l)} \} \) with \( l = 1, 2, \ldots, N \), the objective of learning-based GM aims to maximize the likelihood:

\[
\arg \max_{\theta} \prod_{l} P_{\theta}(X_{ab}^{(l)}|G_a^{(l)}, G_b^{(l)}) = \arg \max_{\theta} \prod_{ij} P_{\theta}(x_{ij}|G_a, G_b),
\]

where \( \hat{X}_{ab} \) is the matching results predicted by the deep learning model. If we relax permutation constraints on results \( \hat{X}_{ab} \), the probability can be factorized to node-level:

\[
P_{\theta}(X_{ab} = X_{ab}|G_a, G_b) = \prod_{ij} P_{\theta}(\hat{x}_{ij}|G_a, G_b).
\]

\( \hat{x}_{ij} \) and \( x_{ij} \) denotes the entry of \( \hat{X}_{ab} \) and \( X_{ab} \) accordingly, which represents the matching probability between \( v_i \) and \( v_j \). Note \( \hat{X}_{ab} \) is the ground truth label and satisfies the matching constraints. The prediction \( X_{ab} \) will be guided by \( \hat{X}_{ab} \), and thus satisfies matching constraints too.

Let \( p_{ij}^{(k)} = P_{\theta}(\hat{x}_{ij}^{(k)} = 1) \) denote the matching probability between \( v_i \) and \( v_j \). We can further rewrite the optimization target as follows:

\[
\begin{align*}
\log_{\theta} &= \arg \max \sum_{ij} \sum_{ij} \log(p_{ij}^{(k)}) \\
&= \arg \max \sum_{ij} \sum_{ij} x_{ij}^{(k)} \log(p_{ij}^{(k)}) + (1 - x_{ij}^{(k)}) \log(1 - (p_{ij}^{(k)})),
\end{align*}
\]

which has the same form as binary cross entropy. Therefore we apply BCE loss into learning-based GM problem as in [23]:

\[
L = \sum_{ij} L_{ij} = \sum_{ij} \text{BCE}(p_{ij}, x_{ij}).
\]

For pairwise matching pair \((G_a, G_b)\), we define the matching probability \( p_{ij}^{ab} \) through universe graph. Let \( p_{ij}^{ab} \) denotes the universe matching probability between node \( v_i \in G_a \) and anchor point \( v_k \) on universe graph \( U \). Matching probability \( p_{ij}^{ab} \) can be calculated as:

\[
p_{ij}^{ab} = \sum_{v_k \in U} p_{ik}^{a} p_{jk}^{b} = (p_i^{a} \cdot p_j^{b})^T.
\]

where \( p_i^{a} (p_j^{b}) \) is universe matching likelihood distribution between universe graph and \( v_i (v_j) \). They are obtained by normalization (softmax) on universe affinity \( S^a, S^b \).

We also calculate the gradient to analyze the effect of BCE loss on universe affinity:

\[
\frac{\partial L_{ij}}{\partial S_{it}} = \begin{cases} 
\frac{p_i^{a} p_j^{b}}{p_{ij}^{ab}} \cdot \sum_k p_{ik}^{a} (p_{jk}^{b} - p_{jk}^{b}), & \text{if } x_{ij} = 1; \\
\frac{p_i^{a} p_j^{b}}{p_{ij}^{ab}} \cdot \sum_k p_{ik}^{a} (p_{jk}^{b} - p_{jk}^{b}), & \text{if } x_{ij} = 0.
\end{cases}
\]

Moreover, the sum of the gradient on node \( v_i \) would be 0:

\[
\sum_t \frac{\partial L_{ij}}{\partial S_{it}} = \sum_t \frac{p_i^{a} p_j^{b}}{p_{ij}^{ab}} \cdot \sum_k p_{it}^{a} (p_{jt}^{b} - p_{jt}^{b}) = 1 - 1 = 0.
\]

The sign of gradient is decided by \( \sum_k p_{ik}^{a} (p_{jk}^{b} - p_{jk}^{b}) \).

### 3.3.2 Outlier-aware loss design

However, vanilla BCE loss can not handle outlier matching well. Since there is no correspondence between outliers \( n_i \) and \( n_j \), the universe matching likelihood distribution \( p_i^{a} \) and \( p_j^{b} \) are mutually exclusive. In that case, outliers can hardly be clustered and matched to the absorbing node in universe graph. To resolve it, we define the partial node matching probability by removing the last column (outlier column) of node matching probability \( p_{ij}^{ab} \):.

\[
p_{ij}^{ab} = \sum_{k=1}^{n-1} p_{ik}^{a} p_{jk}^{b}
\]

and the loss turns out to be:

\[
L' = \sum_{ij} \text{BCE}(p_{ij}^{ab}, x_{ij}) = \sum_{ij} \text{BCE} (\sum_{k=1}^{n-1} p_{ik}^{a} p_{jk}^{b}, x_{ij})
\]

Under the new loss design, the gradient \( \frac{\partial L'_{ij}}{\partial S_{it}} \) for \( t \neq n \) does not change a lot:

\[
\frac{\partial L'_{ij}}{\partial S_{it}} = \begin{cases} 
\frac{p_i^{a} p_j^{b}}{p_{ij}^{ab}} \cdot \sum_k p_{ik}^{a} (p_{jk}^{b} - p_{jk}^{b}) - p_{jn}^{a} p_{in}^{b}, & \text{if } x_{ij} = 1; \\
\frac{p_i^{a} p_j^{b}}{p_{ij}^{ab}} \cdot \sum_k p_{ik}^{a} (p_{jk}^{b} - p_{jk}^{b}) + p_{jn}^{a} p_{in}^{b}, & \text{if } x_{ij} = 0.
\end{cases}
\]

```latex
\textbf{Algorithm 1:} Universe Partial Matching (UPM)
\begin{enumerate}
  \item Input: Image pairs \( \{I_1, I_2\} \), node coordinates \( \{V_1, V_2\} \)
  \item Visual features are obtained from ResNet50 with relu3_5 and relu4_5 and final layers:
    \( U_{local}, F_{middle}, G_{global} \leftarrow \text{ResNet}(I_1, I_2, V_1, V_2) \)
  \item Feature nodes are obtained as:
    \( F_1, F_2 \leftarrow \text{MLP}(U_{local}, F_{middle}, \text{MLP}(G_{global})) \)
  \item Feature nodes are refined via SplineCNN with adjacency:
    \( F_1 = \text{SplineCNN}(F_1, A_1) \)
    \( F_2 = \text{SplineCNN}(F_2, A_2) \)
  \item Calculate universe affinity for each graph:
    \( S_1 \leftarrow \text{SoftMax}(F_1) \)
    \( S_2 \leftarrow \text{SoftMax}(F_2) \)
  \item if training phase then
    \begin{enumerate}
      \item Remove the last column to cope with outlier:
        \( S_1' \leftarrow S_1(1:n-1) \)
        \( S_2' \leftarrow S_2(1:n-1) \)
      \item Calculate the matching loss:
        \( L = \text{BCELoss}(S_1'(S_2')^T, X_{it}) \)
    \end{enumerate}
  \item else if evaluation phase then
    \begin{enumerate}
      \item Remove the last column as well as outlier rows:
        \( S_1' \leftarrow \text{OutlierFilter}(S_1(1:n-1)) \)
        \( S_2' \leftarrow \text{OutlierFilter}(S_2(1:n-1)) \)
      \item Calculate the matching to universe graph:
        \( X_1 \leftarrow \text{Hungarian}(S_1') \)
        \( X_2 \leftarrow \text{Hungarian}(S_2') \)
      \item Fill the outlier rows with 0 and reconstruct pairwise matching with \( X_{1t} \), \( X_{2t} \):
        \( X_{12} \leftarrow \text{Fill}(X_1) \text{Fill}(X_2) \)
    \end{enumerate}
  \end{enumerate}

\textbf{Output:} Pairwise matching \( X_{12} \)
```
whose sign is decided by $\sum_k p^a_{ji} (p^b_{ik} - p^b_{jk}) - p^{ab}_{ijk}$, and all the conclusions above still hold. When $l = n$, the gradient becomes:

$$\frac{\partial E^l_{ij}}{\partial S_{in}} = \begin{cases} p^a_{in} p^b_{ij} / p^{ab}_{in}, & x_{ij} = 1 \\ -p^a_{in} p^b_{ij} / p^{ab}_{in}, & x_{ij} = 0 \end{cases}$$ (21)

For outliers, there is no matching node and $x_{ij}$ is always 0. Thus the gradient is always negative and the affinity between outlier and absorbing node on universe graph will never decreases.

For inliers, the universe matching likelihood distribution $p_i$ has two peaks: the correct anchor points and the absorbing node, where other terms are close to 0. Moreover, the gradient on $S_{in}$ can be expanded into:

$$-p^a_{in} p^b_{ij} / p^{ab}_{in} = -p^a_{in} \frac{\sum_{k=1}^{n-1} p^a_{ik} p^b_{jk}}{\sum_{k=1}^{n-1} p^a_{ik} p^b_{jk}}$$ (22)

When the ground truth $x_{ij} = 0$, only $p^a_{in} p^b_{ij}$ is relative large and other terms can be overlooked. Thus the gradient is close to 0. On another side, when $x_{ij} = 1$, both the matching likelihoods term of correct anchor points and the absorbing node are activated. Therefore $p^a_{in} p^b_{ij}$ is a constant instead of zero. All in all, the gradient under positive match ($x_{ij} = 1$) is much larger than the negative match ($x_{ij} = 0$), which avoids inliers matching with absorbing node to some extent.

In general, by removing the last column (outlier column) in the node matching probability definition, the loss can distinguish the outlier and inlier. The outliers are also clustered into the absorbing node even without the guidance of the ground truth matching label, which allows for effective learning of inliers.

3.4 Discussion on Limitation

In face of the long-standing and challenging problem for partial matching of multiple graphs, our method UPM also has several limitations. First, the definition of multiple graph correspondence (MGC) relies on the ground truth label of the dataset, which is used to distinguish between inlier and outlier. However, the credibility of this judgment depends on how much the graph pairs are labeled. When the dataset is small and noisy, or it is extremely sparsely labeled, the reliability of MGC is broken and thus leads to poor performance. As shown in ‘table’ and ‘sofa’ in Table 5, these two categories have few images and the performance becomes worse.

Another limitation is the relatively low recall of the prediction matching. Although our method UPM can recognize the node type and thus successfully reduce the spurious matching, its prediction still leaves out many correct matching. As shown in Fig. 6, the occurrence of ill-matching and over-matching decrease dramatically, while the appearance of correct matching does not increase a lot. That is to say, UPM is cautious on its prediction and misses some match that is not obvious. It mainly attributes to the tendency that UPM will mismatch some ill inliers to absorbing nodes. In some cases when a kind of inlier rarely appears over the whole dataset, the negative match’s update surpasses the positive match’s update and the inlier would be seen as an outlier. This problem prevents our method UPM from making better predictions and leaves room for improvement in future work.

4 Experiments

In this section, we first introduce the general protocol, metric, and dataset processing for all experiments in Sec. 4.1. Then we introduce peer methods in Sec. 4.2. In Sec. 4.3, 4.4 and 4.5, we show experiments we have done from three perspectives: partial matching comparison, method exploration & analysis, and extension cases exploration. All the experiments are conducted on a Linux workstation with Nvidia 2080Ti GPU and Intel i7-7820X CPU @ 3.60GHz with 128GB RAM.

4.1 Protocol, Metrics, and Dataset

4.1.1 Training and Evaluation Protocol

We adopt three protocols for our experiments: standard partial matching, online matching, and mixture graph matching and clustering.

- **Standard partial matching** is the fundamental setting in this paper. The unmatched inliers and outliers are either obtained from the dataset itself or manually added. In some experiments, there might be no unmatched inlier or outlier. The training graphs are randomly sampled in the same class and we only sample two graphs once a time to build the matching instance. The evaluation phase also follows the training protocol.

- **Online matching** is explored by [19], [37] where input graphs are not given at once, but come one by one. In this paper, we adopt the protocol of standard partial matching for the training phase. While in the evaluation phase, we sample 15 graphs of the same category and send them into the model one after another. Moreover, the online matching is conducted on partial matching, where unmatched inliers and outliers are also added following standard partial matching’s protocol.

- **Mixture graph matching and clustering** is proposed by [28]. It aims to deal with the input of different classes and obtain both matching and clustering results. We also add outliers for the dataset as the first two settings do. In the training phase, we keep half of the samples in the same class and other samples consist of graphs from different classes. The ground truth matching is set to zero between inter-class graphs. In the evaluation phase, we follow the protocol in [28], [38] to randomly pick several classes and sample graphs in selected classes. The clustering results are obtained via spectral clustering [51] based on affinity score. The affinity score of UPM is defined as:

$$\text{Affinity} = \bar{X}_{ab} \odot (S_n^a S_n^b)$$ (23)

where $\odot$ denotes the Hadamard product.

4.1.2 Evaluation Metric

We use multiple metrics for performance evaluation as it is beyond the full two-graph matching setting.

**F1 Score** We seem the matching prediction as a binary classification task for each entry. Therefore, F1 score is applied as an evaluation metric, which is first used by BBGM [26] in ‘Keypoint inclusion’ setting. The F1 score is calculated as:

$$F_1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} = \frac{TP}{TP + \frac{1}{2}(FP + FN)}$$ (24)

where $TP$ denotes true positive, $FP$ denotes false positive and $FN$ denotes false negative. F1 score is the most important metric in our experiments.

**Accuracy.** We also adopt the accuracy as evaluation metric in online matching, which represents the correct node pairs’ ratio in prediction matching:

$$\text{acc} = 1 - \frac{\|X - X_{gt}\|^2_F}{\|X\|^2_F}$$ (25)


**Matching Accuracy of Cluster / Matching F1 Score of Cluster**

The wrong match types are defined by the node type of two nodes that belong to the specific node correspondence. The header row and header column represent their node types. Moreover, MI, UI, and O refer to matched inlier, unmatched inlier, and outlier respectively.

|   | MI   | UI   | O    |
|---|------|------|------|
| MI | mismatching | ill-matching | over-matching |
| UI | ill-matching | over-matching | over-matching |
| O  | over-matching | over-matching | over-matching |

where $\| \cdot \|_F$ denotes Frobenius Norm.

**Matching Type.** Matching type is defined to illustrate the ability of node type recognition. We divide all the matching predictions into four types: correct matching, mismatching, ill-matching, and over-matching. The first one denotes the correct prediction whereas the last three denote three different types of errors. The matching type of prediction $(v_i, v_j)$ is defined by the node type of $v_i$ and $v_j$, as shown in Table 3. The number of mismatching denotes the ability of the model to distinguish unmatched inliers, and the number of over-matching denotes the ability of the model to distinguish outliers. We calculate the ratio of each matching type to show the distinguishing ability of node types.

**Clustering Metrics.** Clustering Purity, Rand Index, Clustering Accuracy and Matching Accuracy [28] are also introduced to evaluate the clustering results of mixture graph matching and clustering in Sec. 4.5:

- **Clustering Purity (CP):** Let $C_i$ represents the $i$-th predicted cluster, $C_j^i$ is the $j$-th ground truth cluster, $k$ denotes the number of cluster, and $m$ denotes the number of total graphs.

$$CP = \frac{1}{m} \sum_{i=1}^{k} \max_{j \in \{1...k\}} |C_i \cap C_j^i|.$$  \hspace{1cm} (26)

- **Rand Index (RI):** it is computed by the number of graphs predicted in the same cluster with the same label $n_{11}$, and the number of graphs predicted in separate clusters and with different labels $n_{00}$, and normalized by the total number of graph pairs $n$.

$$RI = \frac{n_{11} + n_{00}}{n}.$$  \hspace{1cm} (27)

- **Clustering Accuracy (CA):** the accuracy of cluster prediction, is measured by calculating all the wrong match pairs from same or different clusters.

$$CA = 1 - \frac{1}{k} \left( \sum_{C_i} \sum_{C_j \neq C_i} \frac{1}{|C_i||C_j|} |C_i \cap C_j^i||C_i \cap C_j^f| \right)$$

$$+ \sum_{C_i \neq C_j} \sum_{C_i \neq C_j} \frac{1}{|C_i||C_j^i||C_j^f|} |C_i \cap C_j^i||C_i \cap C_j^f|.$$  \hspace{1cm} (28)

- **Matching Accuracy of Cluster / Matching F1 Score of Cluster (MAC/F1C):** the matching quality within each cluster.

$$MA = 1 - \frac{1}{k} \sum_{j=1}^{k} \frac{1}{|C_j|^2} \sum_{(s_a, s_b) \in C_j}acc(X_{ab}, X_{ab}^f)$$

$$F1C = 1 - \frac{1}{k} \sum_{j=1}^{k} \frac{1}{|C_j|^2} \sum_{(s_a, s_b) \in C_j}F1(X_{ab}, X_{ab}^f).$$  \hspace{1cm} (29)

### 4.1.3 Dataset Processing

**PascalVOC.** The Pascal VOC [54] with Berkeley annotations [55] contains images with bounding boxes surrounding objects of 20 classes. We follow the standard data preparation procedure of NGM and BBGM [25], [26]. Each object is cropped to its bounding box and scaled to $256 \times 256$ px. The resulting images contain up to 23 annotated key points, depending on the object category. We follow the ‘Keypoint inclusion’ setting proposed in [26] which does not filter out unmatched inliers for graph pairs. Moreover, we randomly sample the coordinates on images to add outliers for each class. We also follow NGM [25] and BBGM [26] to split the train and test dataset, where training data includes 7,020 images and testdata includes 1,682 images.

**Willow ObjectClass.** The Willow ObjectClass [56] contains images from Caltech-256 [57] and Pascal VOC 2007 [58], which consists of 256 images from 5 categories: 40 cars, 40 motorbikes, 50 ducks, 66 wine bottles, and 109 faces. Each image is annotated with the same 10 distinctive category-specific key points. Following standard procedure, we also crop the images to the bounding boxes of the objects and rescale them to $256 \times 256$ px.

In experiments, we randomly drop some key points for each image to generate unmatched inliers. We also add random outliers as we do in PascalVOC. We choose 20 images from each category as our training dataset and leave others for evaluation.

### 4.2 Compared Methods

We compare our methods UPM with previous work of two kinds: deep graph matching learning model and traditional solver with pre-defined affinity. In our experiments, the affinity in the second category is pre-learned to make the comparison as fair as possible.

#### 4.2.1 Learning-based model

Unlike previous works mostly adopting VGG [59] as the backbone, in our experiment, we apply ResNet50 [49] to improve the model’s expression capability and cost-efficiency. For a fair comparison, we replace the backbone with ResNet50 for all previous works mentioned below and train them with optimal hyperparameters released in their codes. The feature dimension is reduced to 1024 with MLP layers as the same with UPM.

- **PCA / IPCA** [23] proposes a method called permutation loss and cross-graph affinity graph matching model (PCA-GM) which is the first deep learning model that applies GNN and permutation loss. [39] further improved the idea with the method called Iterative Permutation loss and Cross-graph Affinity based Graph Matching (IPCA-GM).

- **NGM** [25] proposes Neural Graph Matching network (NGM) to address the most general Lawler’s QAP form via a learning-based solver. NGM construct an association graph based on the affinity matrix and transfer the assignment problem into the node classification task on the association graph.

- **BBGM** [26] proposes BlackBox differentiation of Graph Matching solvers (BBGM) to combine the Spline CNN refinement module and traditional graph matching algorithm with blackbox differentiation.

- **DLGM** [27] focuses on exploring graph topology with Deterministic model (DLGM-D) and generative model (DLGM-G) to improve matching quality. We report the performance of DLGM-G as it outperforms DLGM-D in all kinds of experiments in the paper [27]. Note we do not replace its backbone
with ResNet50 and we report its number which is obtained from [27] for it has not released code yet.

4.2.2 Learning-free solver

learning-free solvers only take the affinity and do not have models like front-end feature extraction and matching instance building to extract information from the real world. Therefore, we adopt the learned affinity extracted by BBGM [26] with ResNet50 backbone as input for all learning-free solvers. All the hyperparameters are set to the optimal as they reported.

• GAGM [13] proposes a graduated assignment algorithm for graph matching which is fast and accurate even in the presence of high noise. This classic method has inspired a series of GM solvers including [60], [61].

• RRWM [14] adopts a random-walk view with reweighted jump on association graph based on affinity matrix.

• BPF [52] improves path-following techniques by branch switching, reaching state-of-the-art performance on learning-free solvers of graph matching.

• ZAC [53] works on KAP formulation and designs an efficient outlier-robust algorithm to significantly reduce the incorrect or spurious matchings caused by numerous outliers.

• CAO [18] propose Composition Based Affinity Optimization (CAO-c) to solve MGM via iteratively update pairwise matching with new matching composition. It also proposed two methods CAO-pc and CAO-uc to accelerate the original method.

• DPMC [28] first propose Decayed Pairwise Matching Composition based method, called DPMC, to solve the mixture graph matching and clustering problem. It adopts a tree-structured supergraph with affinity score to distinguish different classes.

• GA-MAMC / GANN-MGMC [38] propose GA-MAMC, an MGM solver with graduate assignment, where GANN-MGMC is its self-supervised learning version.

4.3 Partial Matching Performance

We conduct two experiments for standard partial matching comparison on PascalVOC with different kinds of illness:

• PascalVOC with unmatched inliers and 2 outliers,

• PascalVOC with unmatched inliers and without outlier.

During the training phase, we train UPM for 10 epochs, and in each epoch, we randomly sample 16000 pairs of graphs for training. We also randomly sample 8000 pairs for evaluation. We apply the feature-merged universe graph of size 30 and feature dimension 1024. The F1 score is reported in Table 5 and Table 4.

As one can see, our method UPM outperforms all the peer methods in both settings. The improvement is large in the complex settings where UPM is 11.16% and 12.76% higher than the sota of both deep learning model BBGM and learning-free solver ZAC on average, and even outperforms the peer methods across almost all the categories. As for the setting without outlier, modules like outlier-aware loss and outlier filter do not work anymore. However, the gap between UPM and other methods is still remarkable: 2.81% (for learning methods) and 11.12% (for learning-free solvers). Moreover, our method UPM has really bad performance on ‘table’ (in Table 5) and ‘sofa’ (in Table 4), which supports our analysis in Sec. 3.4 that our method can suffer from small and noisy dataset.

Fig. 6 shows the comparison on node type recognition. Three experiments with 0/2/4 outliers are conducted and the matching type ratio (proposed in Tab. 3) of both BBGM and UPM are reported. As one can see, UPM achieves 6% improvements on correct matching ratio under the setting without outlier. The gap is increasing by adding the outliers, which reaches 24% under 4 outliers. Meanwhile, the wrong match ratio of UPM keeps the same when the outlier number increases from 0 to 4. It illustrates that UPM has a robust performance against outlier, and we will show that with more rigorous experiments in the following.

We also conduct two pressure tests of learning methods on Willow Object for unmatched inlier and outlier respectively:

• Willow Object with 2 outliers, random drop 0 ~ 6 inliers,

• Willow Object with 0 ~ 10 outliers, random drop 2 inliers.

We train the model for 2 epochs, where 400 and 100 pairs are randomly sampled for training and evaluation respectively. We also set the universe graph size as 20 or 25 and feature dim as 1024 to keep feature-merged universe graph construction for UPM.

As shown in Fig. 5, our method UPM outperforms BBGM, especially in extreme cases. In the inlier test, UPM outperforms BBGM with 5%-10% improvements on F1 score when inlier number is less than 10 and there exists unmatched inlier. In the outlier test, UPM beats BBGM on F1 score with 3% - 15% in all the settings. More complex the setting is, UPM is more powerful to achieve better matching results. Meanwhile, it also shows that UPM has a great advantage on the precision of the prediction, where the recall of UPM is almost the same or lower than BBGM in all the cases. This also supports our discussion in Sec. 3.4 that UPM tends to give low confidence matching prediction.

4.4 Further Exploration on UPM

In this subsection, we conduct four experiments on: universe graph structure, quality of universe affinity, generalization ability, and hyper-parameter sensitivity to further analyze our algorithm UPM.

### Table 4

| Methods   | UN | BI | BR | BO | BU | CA | CH | CW | TL | DO | HS | MO | PR | PL | SH | SO | TR | TV | Avg |
|-----------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| IPCA [23] | 32.6 | 51.0 | 32.7 | 26.4 | 64.0 | 45.2 | 25.1 | 43.0 | 28.0 | 41.3 | 22.1 | 39.5 | 41.0 | 40.1 | 30.7 | 57.6 | 33.0 | 23.1 | 37.0 | 58.1 | 38.46 |
| NMG [25]  | 35.5 | 57.4 | 42.3 | 31.9 | 68.5 | 47.0 | 30.7 | 49.4 | 33.4 | 48.3 | 38.5 | 48.5 | 46.7 | 49.5 | 39.9 | 70.8 | 36.8 | 38.7 | 45.0 | 58.1 | 45.84 |
| BBGM [26] | 36.2 | 63.2 | 54.1 | 36.0 | 75.1 | 60.8 | 20.9 | 65.1 | 33.7 | 61.2 | 36.0 | 69.1 | 57.4 | 57.2 | 39.4 | 81.3 | 53.5 | 27.1 | 51.3 | 78.5 | 52.41 |
| GAGM [13] | 26.7 | 49.5 | 36.6 | 25.1 | 61.9 | 40.7 | 9.0 | 45.4 | 22.5 | 39.3 | 13.1 | 41.0 | 37.8 | 39.1 | 27.9 | 59.8 | 29.1 | 19.7 | 26.0 | 54.9 | 25.25 |
| RRWM [14] | 28.3 | 54.6 | 40.3 | 27.4 | 70.6 | 46.3 | 9.0 | 49.8 | 23.5 | 42.8 | 15.1 | 44.8 | 38.1 | 39.1 | 30.3 | 66.8 | 29.3 | 18.1 | 27.1 | 64.0 | 18.27 |
| BPF [52]  | 25.8 | 55.2 | 38.8 | 26.0 | 70.7 | 45.7 | 9.5 | 49.4 | 22.9 | 40.2 | 14.4 | 44.1 | 36.9 | 40.0 | 29.0 | 68.6 | 28.6 | 18.8 | 28.1 | 63.8 | 37.83 |
| ZAC [53]  | 37.2 | 62.3 | 50.8 | 34.0 | 76.0 | 55.9 | 23.8 | 63.7 | 33.2 | 58.8 | 37.7 | 59.4 | 55.4 | 55.4 | 39.1 | 81.3 | 53.5 | 27.1 | 51.3 | 78.5 | 50.81 |

UPM                 | 46.3 | 67.2 | 65.3 | 44.9 | 80.5 | 72.7 | 63.5 | 71.9 | 49.1 | 73.5 | 58.8 | 69.4 | 63.6 | 62.4 | 55.5 | 86.4 | 63.0 | 28.4 | 68.5 | 50.8 | 63.57 |
TABLE 5
F1 score comparison on PascalVOC with all unmatched inliers and without any outlier. All the learning-based methods apply the ResNet backbone except DLGM. Note DLGM has not released its code. So we report its number reported by the paper, which still uses the VGG16 backbone. The affinity matrix of the learning-free solver is built with the unary and quadratic cost learned by BBGM. We either adopt the optimal hyperparameters reported in their paper or adjust them to fit the partial matching setting.

| Methods | aero | bike | bird | boat | bottle | bus | car | cat | chair | cow | dog | horse | motor | person | plant | sheep | sofa | train | tv | avg |
|---------|------|------|------|------|--------|-----|-----|-----|-------|-----|-----|--------|-------|---------|-------|-------|------|-------|-----|
| UPM     | 58.5 | 74.1 | 67.1 | 46.1 | 86.5   | 74.9 | 75.6| 73.0 | 59.4  | 73.0 | 43.3 | 72.4  | 67.6  | 72.2   | 55.2  | 97.5  | 68.3 | 45.0  | 75.5 | 85.1 |
| BBGM    | 50.5 | 74.1 | 67.1 | 46.1 | 86.5   | 74.9 | 75.6| 73.0 | 59.4  | 73.0 | 43.3 | 72.4  | 67.6  | 72.2   | 55.2  | 97.5  | 68.3 | 45.0  | 75.5 | 85.1 |
| IPCA [23]| 33.0 | 56.5 | 38.8 | 32.1 | 80.1   | 55.0 | 30.8| 43.4 | 32.2  | 44.8 | 39.1 | 40.5  | 44.2  | 52.4   | 34.0  | 81.0  | 38.8 | 26.1  | 55.7 | 75.3 |
| NGM [25]| 42.4 | 69.3 | 51.2 | 40.5 | 87.0   | 62.6 | 43.5| 57.9 | 45.1  | 57.3 | 53.4 | 55.0  | 55.9  | 62.5   | 46.6  | 92.5  | 44.7 | 41.8  | 66.6 | 73.6 |
| DLGM [27]| 43.8 | 72.9 | 58.5 | 47.4 | 86.4   | 71.2 | 53.1| 66.9 | 54.6  | 67.8 | 64.9 | 65.7  | 66.9  | 70.8   | 47.4  | 96.5  | 61.4 | 48.4  | 77.5 | 83.9 |

Fig. 5. F1 score, precision and recall on Willow-Object with different extensions of partial matching cases. The figures on the left show the robustness of our method against unmatched inliers, while the figures on the right show the robustness of our method against outliers.

Fig. 6. Distribution of matching type on PascalVOC with different numbers of outliers. For representativeness, both state-of-the-art BBGM and the proposed UPM are tested. The occurrence number of each matching type over all the categories are summed up. Both the occurrence number and proportion are reported for each matching type. It shows our method UPM has superiority on distinguishing node types.

4.4.1 Universe graph structure

To confirm our hypothesis with universe graph structure we’ve talked in Sec. 3.2, we conduct an experiment on Willow Object and draw the node map distribution of feature-merged universe graph and node-merged universe graph, as shown in Fig. 7.

As we mentioned before, the feature-merged universe graph is constructed with small size UPM-20 (20 denotes the universe graph size $n_u$), and the node-merged universe graph is built with UPM-90 on the opposite. We train UPM-20 with standard partial matching setting and train UPM-90 with mixture graph matching setting. Both models are trained with two outliers and no inlier is dropped. UPM-20 and UPM-90 all achieve 85 on F1 score under their setting, which means the model is almost ideally trained according to our theory. We show the node map distribution to show the structure of two universe graphs in Fig. 7.

First of all, the feature-merged graph concatenates nodes from different classes for different nodes in different classes are matched to the same universe node. Meanwhile, the node-merged universe graph divides all the nodes separately. This supports our hypothesis on the structure of these two graphs, which is proposed in Fig. 4. Furthermore, the outlier distribution in the feature-merged universe graph also confirms our design on outlier filter and loss modules. The outlier is matched to the last node, called absorbing node, on the universe graph. As for the node-merged universe graph, the outliers are scattered from 61-th anchor node to 90-th anchor node, which is mainly attributed to the universe size exceeding the sum of exact feature number a lot.

4.4.2 Universe affinity vs pairwise affinity

As we mentioned in Eq. 8, universe affinity does not lose information compared to pairwise affinity, since the latter can be built with the former. Therefore, we conduct a experiment to show the quality of pairwise affinity matrix constructed by universe affinity. Since we only have node affinity, the affinity matrix $K_u$
Fig. 7. Universe node matching likelihood distribution on Willow Object with two outliers. We randomly sample 200 graphs for each category and count the correspondence between input graphs and two types of universe graphs. The X-axis denotes the nodes in the feature-merged graph and node-merged universe graph, whose size is 20 and 90 respectively. The Y-axis denotes the nodes of different semantic meaning in all the categories, where inlier and outlier are divided by dotted lines. Darker color represents more appearances for the node correspondence pair. Since all the universe nodes are permutation invariant, we adjust the order of columns for better visualization.

Fig. 8. Comparison of F1 score for universe affinity and pairwise affinity on PascalVOC. The average F1 score is reported at last. Universe affinity matrix $K^u$ is built with $S$ learned by UFM as shown in Eq. 30. Pairwise affinity matrix is learned by BBGM with ResNet50 backbone. Methods with `-UA` denotes the learning-free solver with universe affinity $K^u$, and `-PA` denotes for pairwise affinity matrix.

We compare universe affinity $K^u$ with the pairwise affinity $K$ learned by BBGM with ResNet50 backbone. They are fed into several learning-free solvers: GAGM, RRWM, BPF, and ZAC for comprehensive evaluation. We follow the standard partial matching setting on PascalVOC without filtering out any unmatched inlier and randomly add two outliers for each image. The F1 score is reported in Fig. 8.

In general, all the methods with $K^u$ outperform those with the raw pairwise affinity $K$. For the recent learning-free solver ZAC, the version of universe affinity has 2% improvements, and it is much better on GAGM and RRWM (17% and 14% respectively). Meanwhile, all the methods tend to obtain similar results when adopting universe affinity, and the red bars of GAGM, RRWM, and ZAC are almost of the same height. It might attribute to the construction of node-wise universe affinity, which simplifies the information of edge affinity and degrades the difficulty of finding the optimal solution.
4.4.3 Generalization on unmatched inliers and outliers

We also test generalization ability for our proposed UPM on standard partial matching. Here the generalization ability refers to the extent of performance degradation when the evaluation setting is different from training e.g. with different number of outliers or varying number of unmatched inliers. For PascalVOC, we keep all the unmatched inliers and test the generalization ability with 0 to 8 outliers. For Willow Object, we test generalization ability for both unmatched inlier and outlier. We first randomly drop 2 inliers and test the generalization ability with 0 to 8 outliers. Then we randomly add 2 outliers and test the generalization ability with 0 to 8 inliers drop, which means there are 10 to 2 inliers in each graph. The F1 scores are shown in Fig. 9. The color map is determined by the F1 score value in the cell normalized by the highest value in its column. Darker color denotes relatively better performance in the same testing setting. The darker the row is, the better the generalization ability of the model.

On the other side, the model trained with few dropped inliers is also able to achieve the highest F1 score in numerous dropped inliers setting, as shown by the model trained with 2 drops. However, when the training cases are too ill-posed, the model’s capability dramatically degrades, e.g. there are 10 key points in each graph of Willow Object and we randomly drop 8 inliers in experiments, which means there hardly exists a matched node pair in training or evaluation instance.

Moreover, we do not conduct the confusion matrices over categories. Since we can hardly construct a universe graph for an unknown category, our model UPM is bound to fail on categories confusion experiments.

4.4.4 Hyper-parameter sensitivity

We conduct a sensitivity test for universe graph size $n_u$ via two schemes of construction. For the feature-merged universe graph, we apply the standard partial matching setting on PascalVOC with unmatched inliers and two outliers. Since $n_u$ is defined as node feature number of sub-universe graphs $n_u = \max n_i$, we vary the $n_u$ from 15 to 35 to see its performance. For the node-merged universe graph, we apply the mixture partial matching setting mentioned above, where half of both training and test sample pairs are of different categories. Unmatched inliers and two outliers are adopted as well. We report F1 score of UPM with $n_u = 200, 300, 400, 500$. Note that the category of person has the
most kinds of labels: 23 different kinds of labels\(^2\), whereas other categories have 6 ~ 16. The sum of label kinds over all categories is 243. (UPM-24 and UPM-244 add a absorbing node)

As shown in Table 6, our approach UPM is robust against universe graph size. As for feature-merged universe graph, even 40% overestimate or underestimate of \( n_u \) only results in 6% performance drop. On the other side, there is only 4.3% decrease on F1 score with doubled \( n_u \) (UPM-500 for \( n_u = 244 \)) in node-merged universe graph. Moreover, we also find that the impact of underestimating is more serious than the impact of overestimating. UPM even encourages a little bit overestimating to achieve the best performance. As shown in Table 6, UPM-30 outperforms UPM-24 with 1.81% on F1 score, where the latter is a better estimation for the exact universe size \( n_u = 23 \).

\(^2\) For example, the category ‘person’ have different kinds of labels for key points: ‘left eye’, ‘right eye’, ‘left hand’, ‘right hand’, and so on.

### 4.5 Extension to Online and Mixture Matching

In this subsection, we show our model UPM’s performance in two extension cases: online multiple graph matching [37], [62], and mixture categories matching and clustering [28].

The former relates to matching new coming graphs given the computed matchings among existing graphs. While the latter refers to the setting of solving graph clustering and matching within the clusters, which is a more challenging task than traditional graph matching that assumes all the graphs are matchable within the same category.

### 4.5.1 Online multiple graph matching

We randomly pick 15 graphs of the same category in PascalVOC. We do not filter out any unmatched inlier and randomly add 0/2/4/8 outliers for each image. \( 3 \times 8 \) denotes that we randomly pick three categories in PascalVOC and for each category, we randomly sample 8 graphs to build the evaluation instance. Instead of MAC, we report the F1C score, which is more suitable for partial matching.

### Table 6

Hyper-parameter sensitivity exploration for feature-merged (top) and node-merged (bottom) universe graph respectively. F1 score are reported above. Feature-merged universe graph based UPM are trained and evaluated on pairs with the same category, while node-merged universe graph based UPM are trained and evaluated on pairs where half of them are of different categories, e.g. ‘bike’ class get half bikes pairs and half pairs of bike and another category. The ground truth matching between different categories is set to zero matrix. UPM-24 and UPM-244 show the performance of our method with the exact universe size (inliers and an absorbing node) under feature-merged and the node-merged universe.

| PascalVOC | Table cluster size: 3×8 | Table cluster size: 4×6 | Table cluster size: 6×4 |
|-----------|--------------------------|--------------------------|--------------------------|
|            | F1↓ | CP↑ | RI↑ | CA↑ | time↓ | F1↓ | CP↑ | RI↑ | CA↑ | time↓ | F1↓ | CP↑ | RI↑ | CA↑ | time↓ |
| BBGM [26] | 52.68 | 83.89 | 85.51 | 81.75 | 2.36 | 52.37 | 84.24 | 86.46 | 82.06 | 2.36 | 53.25 | 80.70 | 89.42 | 79.08 | 3.48 |
| UPM-30    | 50.16 | 81.15 | 81.59 | 77.01 | 0.32 | 47.33 | 78.02 | 83.72 | 72.74 | 0.33 | 48.69 | 71.62 | 84.86 | 67.90 | 0.43 |
| UPM-300   | 64.79 | 89.69 | 89.94 | 87.09 | 0.34 | 63.78 | 87.67 | 90.91 | 84.62 | 0.33 | 64.12 | 80.33 | 90.45 | 77.00 | 0.43 |

### Table 7

Mixture graph matching and clustering on PascalVOC with inference time overhead in seconds. All the unmatched inliers are reserved and two outliers are randomly added for each image. \( 3 \times 8 \) denotes that we randomly pick three categories in PascalVOC and for each category, we randomly sample 8 graphs to build the evaluation instance. Instead of MAC, we report the F1C score, which is more suitable for partial matching.

| PascalVOC | F1C↑ | CP↑ | RI↑ | CA↑ | time↓ |
|-----------|-------|-----|-----|-----|-------|
| BBGM [26] | 52.68 | 83.89 | 85.51 | 81.75 | 2.36 |
| UPM-30    | 50.16 | 81.15 | 81.59 | 77.01 | 0.32 |
| UPM-300   | 64.79 | 89.69 | 89.94 | 87.09 | 0.34 |

### Table 8

Mixture graph matching and clustering on Willow Object with inference time overhead in seconds. We follow [38] by randomly picking 8 cars, 8 ducks and 8 motorbike without outliers and unmatched inliers.

| Willow | CP↑ | RI↑ | CA↑ | MAC↑ | time↓ |
|--------|-----|-----|-----|------|-------|
| RRWM [14] | 87.9 | 87.1 | 81.5 | 74.8 | 0.4 |
| CAo-e [18] | 90.8 | 90.3 | 86.0 | 87.8 | 3.3 |
| CAo-ec [18] | 88.7 | 88.3 | 83.1 | 87.0 | 1.8 |
| DPMC [28] | 93.1 | 92.3 | 89.0 | 87.2 | 1.2 |
| GA-MGMC [38] | 92.1 | 90.5 | 89.3 | 65.3 | 10.6 |
| GANN-MGMC [38] | 97.6 | 97.0 | 96.3 | 89.6 | 5.2 |
| UPM-90 | 98.92 | 98.59 | 98.18 | 94.24 | 0.52 |

2. For example, the category ‘person’ have different kinds of labels for key points: ‘left eye’, ‘right eye’, ‘left hand’, ‘right hand’, and so on.
4.5.2 Mixture graph matching and clustering

We conduct two experiments for mixture graph matching and clustering. All the learning-based models e.g. UPM and BBGM are trained on Willow or PascalVOC where half of training sample pairs are of the same category and half are of different categories. During the evaluation, the clustering results are obtained via spectral clustering [51] based on affinity score, which follows the process of DPMC [28] and GA-MGMC [38].

We first compare our method with learning-free solvers on Willow Object. Evaluation is performed with 8 Cars, 8 Ducks, and 8 Motorbikes, and two outliers are randomly added for each graph. The results are shown in Table 8 where the performance of other methods are reported according to the number in [38]. As one can see, UPM outperforms other methods on all the clustering metrics, with a low cost of inference time. It is $2 \times \sim 20 \times$ faster than solver that achieves good performance. While compare with the RRWM with the same magnitude time cost, UPM outperforms over 10% on all the matching quality evaluation metrics.

However, the learning-based models all well perform on Willow-Object which is less challenging. While on PascalVOC, which is much more complicated than Willow-Object due to the occlusion and rotation perspective, we compare our method UPM-300 (feature-merged universe graph) and UPM-300 (node-merged universe graph) with BBGM as the baseline. During the evaluation phase, we resample the cluster as well as graphs for each inference. Different sampling strategy e.g. ‘3×8’, ‘4×6’, and ‘6×4’ are applied, where ‘3×8’ denotes that we randomly pick three categories in PascalVOC and for each category, we random sample 8 graphs to build the evaluation instance.

As shown in Table 7, UPM-300 outperforms the other two
methods in terms of both cluster quality and speed. In both of the $3 \times 8$ and $4 \times 6$ settings, UPM-300 achieves an improvement of 3%-6% on clustering metrics as CP, RI, and CA, while matching quality F1C and speed enjoy a remarkable improvement. The gap on cluster metrics e.g. CA, RI, and CP decrease by raising the number of image categories. However, UPM-300 still has a great advantage on F1 score.

On the other hand, UPM-30 fails to cope with mixture graph matching and clustering. Feature-merged universe graph mixes up the nodes from all the sub-universe graphs, and thus fails to reject the mapping over classes. It also supports our hypothesis on the structure of the feature-merged graph and the node-merged universe graph.

5 Conclusion and Outlook

In this paper, we first introduce the universe graph into deep graph matching model. Universe graph offers a matching template that gathers the nodes of the same type with anchor points and optimizes the node feature distribution in feature space. Based on that, we propose our method Universe Partial Matching (UPM). Benefit from the mechanism of universe graph, UPM serves as a unified model for all the tasks in graph matching and is able to distinguish node type at a fine-grained level. It achieves the best performance in all the tasks under the partial matching setting and is robust against the variance of outliers and inliers.

Promising results as UPM shows, it still relies on a large number of labeled pairs. Such corresponding label is expensive and time-consuming especially for some specific fields e.g. drug discovery and video tracing. Unsupervised models for graph matching are still under exploration. Meanwhile, UPM has high precision and a low recall on matching prediction. It can be further improved in future works to balance them or adjust the ratio with a hyperparameter.
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