 SOME NEW PROPERTIES OF CONFLUENT HYPERGEOMETRIC FUNCTIONS
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ABSTRACT. The confluent hypergeometric functions (the Kummer functions) defined by
\[ 1F_1(\alpha; \gamma; z) := \sum_{n=0}^{\infty} \frac{(\alpha)_n}{(\gamma)_n} \frac{z^n}{n!} \] (\(\gamma \neq 0, -1, -2, \ldots\)), which are of many properties and great applications in statistics, mathematical physics, engineering and so on, have been given. In this paper, we investigate some new properties of \(1F_1(\alpha; \gamma; z)\) from the perspective of value distribution theory. Specifically, two different growth orders are obtained for \(\alpha \in \mathbb{Z} \leq 0\) and \(\alpha \notin \mathbb{Z} \leq 0\), which are corresponding to the reduced case and non-degenerated case of \(1F_1(\alpha; \gamma; z)\). Moreover, we get an asymptotic estimation of characteristic function \(T(r, 1F_1(\alpha; \gamma; z))\) and a more precise result of \(m(r, 1F_1(\alpha; \gamma; z))\), compared with the Logarithmic Derivative Lemma. Besides, the distribution of zeros of the confluent hypergeometric functions is discussed. Finally, we show how a confluent hypergeometric function and an entire function are uniquely determined by their \(c\)-values.

1. INTRODUCTION

1.1. Background. It is a well-known fact that some special functions are the solutions of second-order differential equations, whose standard form is

\[ \frac{d^2y}{dz^2} + p(z) \frac{dy}{dz} + q(z) y(z) = 0, \]

where \(p(z)\) and \(q(z)\) are given complex-valued functions.

The singularities of \(1.1\) may be those of solutions, and solutions are analytic at the ordinary points of \(1.1\).

Definition 1.1. If \(z = z_0\) is a singularity of \(1.1\), then \(z = z_0\) is a regular singularity of \(1.1\) if and only if

\[ (z - z_0) \cdot p(z), \ \ (z - z_0)^2 \cdot q(z) \]

are analytic in \(\{ z : |z - z_0| < R \}\), where \(R\) is a positive real number.

Definition 1.2. A class of equations with \(n\) regular singularities is called Fuchsian type equations, where \(n\) is a positive integer.

When \(n = 3\), the Fuchsian type equation

\[ z(1-z) \frac{d^2y}{dz^2} + [\gamma - (\alpha + \beta + 1) z] \frac{dy}{dz} - \alpha \beta y(z) = 0 \]
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is called the Gauss hypergeometric equation, which has three regular singularities \( \{0, 1, \infty\} \).

\[
(1.4) \quad 2F_1(\alpha, \beta; \gamma; z) := \sum_{n=0}^{\infty} \frac{(\alpha)_n (\beta)_n}{n! (\gamma)_n} z^n \quad (\gamma \neq 0, -1, -2, \ldots)
\]

satisfies \( (1.3) \) and is convergent in \( D(0, 1) := \{z : |z| < 1\} \). When \( \gamma \notin \mathbb{Z} \), \( z^{1-\gamma} 2F_1(\alpha - \gamma + 1, \beta - \gamma + 1; 2 - \gamma; z) \) is linearly independent of \( (1.4) \) and convergent in \( D(0, 1) \), where \( (\alpha)_n := \alpha (\alpha + 1) \cdots (\alpha + n - 1) = \frac{\Gamma(\alpha + n)}{\Gamma(\alpha)} \) is called rising factorial of length \( n \).

Moreover, each equation with three regular singularities can be transferred into the Gauss hypergeometric equation, whose solutions are related to the hypergeometric functions \( 2F_1(\alpha, \beta; \gamma; z) \).

If we replace \( z \) by \( \frac{1}{z} \) in the Gauss hypergeometric equation \( (1.3) \), let \( b = \beta \to \infty \), then \( (1.3) \) will be reduced into the confluent hypergeometric equation

\[
(1.5) \quad \frac{d^2y}{dz^2} + (\gamma - z) \frac{dy}{dz} - \alpha y(z) = 0.
\]

It is easy to see that \( z = 0 \) is still a regular singularity, but \( z = \infty \) becomes an irregular singularity. Around the origin,

\[
(1.6) \quad F_1(\alpha; \gamma; z) := \sum_{n=0}^{\infty} \frac{(\alpha)_n}{n! (\gamma)_n} z^n \quad (\gamma \neq 0, -1, -2, \ldots)
\]

is one solution of \( (1.5) \), which is entire, called the confluent hypergeometric function (the Kummer function). In particular, when \( \alpha = -n = 0, -1, -2, \cdots \), \( F_1(-n; \gamma; z) \) is a polynomial.

On the other hand, from the viewpoint of physics (see \[14\], Chapter 1), physicists started to focus on the confluent hypergeometric functions when they tried to solve equations of the type

\[
(1.7) \quad \nabla^2 \psi + \frac{8\pi^2 M}{h^2} \left( E + \frac{\mu}{r} \right) \psi = 0,
\]

where \( \nabla^2 = \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial \phi^2} \), \( \psi \) is a function of the spherical coordinates \( r, \theta \) and \( \phi \).

Then \( \psi = \alpha(r) \beta(\theta) \gamma(\phi) \), where \( \gamma(\phi) = e^{i \phi \theta} \), \( \beta(\theta) = P^m(\cos \theta) \), a Legendre polynomial, and \( \alpha(r) \) is a function satisfies a second-order differential equation

\[
(1.8) \quad r^2 \alpha''(r) + 2r \alpha'(r) + (ar^2 + br) \alpha(r) = c,
\]

whose solutions are related to the confluent hypergeometric functions.

1.2. The general solutions of confluent hypergeometric equations near the origin. (see \[27\]) If we put \( z = \lambda \xi, y = z^\rho \cdot e^{h \xi} \cdot \eta \), the confluent hypergeometric equation \( (1.5) \) transforms into

\[
(1.9) \quad \xi \frac{d^2\eta}{d\xi^2} + [\gamma + 2\rho - (1 - 2h)\lambda \xi] \frac{d\eta}{d\xi} + \left[ \frac{\rho(\rho + \gamma - 1)}{\xi} - \lambda(\alpha - h\gamma + \rho - 2h \rho) + \lambda^2 h(h - 1) \xi \right] \eta = 0.
\]

This equation will have the same form of \( (1.5) \) if \( \rho = 0 \) or \( \rho = 1 - \gamma \), \( h = 0 \) or \( h = 1 \), \( \lambda(1 - 2h) = 1 \).
Since one solution of (1.5) is
\[ y_1 = {}_1F_1(\alpha; \gamma; z), \]
and the transformations give three further solutions,
\[ y_2 = z^{1-\gamma} {}_1F_1(\alpha - \gamma + 1; 2 - \gamma; z), \]
\[ y_3 = e^z {}_1F_1(\gamma - \alpha; \gamma; -z), \]
\[ y_4 = z^{1-\gamma} e^z {}_1F_1(1 - \alpha; 2 - \gamma; -z). \]
From their behavior at the origin, it follows that \( y_1 \) and \( y_2 \) are linearly independent if \( \gamma \notin \mathbb{Z} \) so that (in this case) the general solution of (1.5) may be written as \( y = Ay_1 + By_2 \), where \( A \) and \( B \) are constants.

Note that both \( y_1 \) and \( y_3 \) are solutions of (1.5) and regular at the origin, having the value unity there. If \( \gamma \notin \mathbb{Z} \), differential equation (1.5) cannot have more than one such solution, then we must have \( y_1 = y_3 \), i.e.,
\[ {}_1F_1(\alpha; \gamma; z) = e^z {}_1F_1(\gamma - \alpha; \gamma; -z), \]
which is known as Kummer’s transformation. Similarly, \( y_2 = y_4 \) can be obtained by Kummer’s transformation also.

1.3. Some properties of the confluent hypergeometric functions. (see [2] and [13]) For each confluent hypergeometric function \( {}_1F_1(\alpha; \gamma; z) \), there exist four functions
\[ {}_1F_1(\alpha + 1; \gamma; z), \quad {}_1F_1(\alpha - 1; \gamma; z), \quad {}_1F_1(\alpha; \gamma + 1; z), \quad {}_1F_1(\alpha; \gamma - 1; z) \]
contiguos to it are linearly connected. They form the following recurrence relations.
\[ (\gamma - \alpha) {}_1F_1(\alpha - 1; \gamma; z) + (2\alpha - \gamma + z) {}_1F_1(\alpha; \gamma; z) - \alpha {}_1F_1(\alpha + 1; \gamma; z) = 0, \]
\[ \gamma(\gamma - 1) {}_1F_1(\alpha; \gamma - 1; z) - \gamma(\gamma - 1 + z) {}_1F_1(\alpha; \gamma; z) + z(\gamma - \alpha) {}_1F_1(\alpha; \gamma + 1; z) = 0, \]
\[ (\alpha - \gamma + 1) {}_1F_1(\alpha; \gamma; z) - \alpha {}_1F_1(\alpha + 1; \gamma; z) + (\gamma - 1) {}_1F_1(\alpha; \gamma - 1; z) = 0, \]
\[ \gamma {}_1F_1(\alpha; \gamma; z) - \gamma {}_1F_1(\alpha - 1; \gamma; z) - z {}_1F_1(\alpha; \gamma + 1; z) = 0, \]
\[ \gamma(\alpha + z) {}_1F_1(\alpha; \gamma; z) + z(\alpha - \gamma) {}_1F_1(\alpha; \gamma + 1; z) - \alpha \gamma {}_1F_1(\alpha + 1; \gamma; z) = 0, \]
\[ (\alpha - 1 + z) {}_1F_1(\alpha; \gamma; z) + (\gamma - \alpha) {}_1F_1(\alpha - 1; \gamma; z) + (1 - \gamma) {}_1F_1(\alpha; \gamma - 1; z) = 0. \]
These relations are not all independent. If we choose two of them suitably, all the others follow by simple operations.

Any function \( {}_1F_1(\alpha + m; \gamma + n; z) \), \( m, n \) integers, is said to be associated with \( {}_1F_1(\alpha; \gamma; z) \). By repeated application of the relations between contiguous functions, any three associated functions are connected by a homogeneous linear relation whose coefficients are polynomials in \( z \). Moreover,
\[ \frac{d^n}{dz^n} {}_1F_1(\alpha; \gamma; z) = \frac{(\alpha)_n}{(\gamma)_n} {}_1F_1(\alpha + n; \gamma + n; z). \]
1.4. Integral representations of the confluent hypergeometric functions. (see [2] and [16]) It is known that homogeneous linear differential equations whose coefficients are linear functions of the independent variable can be integrated by Laplace integrals. Then

\[ 1F_1(\alpha; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\alpha)\Gamma(\gamma - \alpha)} \int_0^1 e^{zu}u^{\alpha-1}(1-u)^{\gamma-\alpha-1}du, \]

where \( \Re \gamma > \Re \alpha > 0, \arg u = \arg(1-u) = 0. \)

Another type of integral representation uses Mellin-Barnes integrals, thus

\[ 1F_1(\alpha; \gamma; z) = \frac{1}{2\pi i} \frac{\Gamma(\gamma)}{\Gamma(\alpha)} \int_{-i\infty}^{i\infty} \frac{\Gamma(\alpha + s)\Gamma(-s)}{\Gamma(\gamma + s)} (-z)^s ds, \]

where \( \alpha \neq 0, -1, -2, \ldots, |\arg(-z)| < \frac{\pi}{2}. \)

Besides,

\[ 1F_1(\alpha; \gamma; z) = \frac{1}{(2\pi i)^2} e^{-i\pi\gamma}(1-\alpha)\Gamma(\gamma)\Gamma(1+\alpha-\gamma) \int^{(1,0+,1-,0-)} \! e^{zt\alpha-1}(1-t)^{\gamma-\alpha-1}dt, \]

where the contour of integration is a double loop starting at a point \( A \) between 0 and 1 on the real \( t \) axis, with \( \arg t = \arg(1-t) = 0 \) at \( A \), encircling first \( t = 1 \) in the positive sense, then \( t = 0 \) in the positive sense, then \( t = 1 \) in the negative sense, and finally \( t = 0 \) in the negative sense, returning to \( A. \)

\[ 1F_1(\alpha; \gamma; z) = \frac{1}{2\pi i} \frac{\Gamma(\gamma)\Gamma(\alpha - \gamma + 1)}{\Gamma(\alpha)} \int_0^{(1+)} e^{zt\alpha-1}(t-1)^{\gamma-\alpha-1}dt, \]

where \( \Re \alpha > 0, \) the contour is a loop starting (and ending) at \( t = 0 \) and encircling 1 once in the positive sense.

\[ 1F_1(\alpha; \gamma; z) = -\frac{1}{2\pi i} \frac{\Gamma(\gamma)\Gamma(1-\alpha)}{\Gamma(\gamma - \alpha)} \int_1^{(0+)} e^{zt\alpha-1}(1-t)^{\gamma-\alpha-1}dt, \]

where \( \Re(\gamma - \alpha) > 0, \) the contour is the above one by interchanging the roles of 0 and 1.

1.5. Asymptotic behavior. (see [2]) The asymptotic behavior of confluent hypergeometric functions is different according as the large quantity is the variable, one of the parameters, or two or all three of these quantities.

Asymptotic behavior for large \(|z|\) is

\[ 1F_1(\alpha; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\alpha - \gamma)} \left( \frac{e^{i\pi\epsilon}}{z} \right)^\alpha \sum_{n=0}^M \frac{(\alpha)\gamma_n(\alpha - \gamma + 1)_n}{n!} (-z)^{-n} + O(|z|^{-M-1}) \]

\[ + \frac{\Gamma(\gamma)}{\Gamma(\alpha)} e^{\epsilon z}\alpha^{-\gamma} \sum_{n=0}^N \frac{(\gamma - \alpha)\alpha_n(1 - \alpha)_n}{n!} z^{-n} + O(|e^{\epsilon z}\alpha^{-\gamma}z^{N-1}|), \]

where \( M, N = 0, 1, 2, \ldots, \epsilon = 1 \) if \( \Im \alpha > 0, \epsilon = -1 \) if \( \Im \alpha < 0, \) \( z \to \infty, -\pi < \arg z < \pi. \)
In particular, as $\Re z \to \infty$,

$$f_1(\alpha; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\alpha)} e^{z} z^{\alpha-\gamma} \left[ 1 + O(|z|^{-1}) \right],$$

and as $\Re z \to -\infty$,

$$f_1(\alpha; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\gamma - \alpha)} (-z)^{-\alpha} \left[ 1 + O(|z|^{-1}) \right].$$

Moreover, if $\alpha$ and $z$ are bounded, $\gamma \to \infty$,

$$f_1(\alpha; \gamma; z) = 1 + O(|\gamma|^{-1}).$$

If $\gamma - \alpha$ and $z$ are bounded, $\gamma \to \infty$,

$$f_1(\alpha; \gamma; z) = e^{z} \left[ 1 + O(|\gamma|^{-1}) \right].$$

1.6. The generalized Laguerre polynomials. (see [2], [9] and [16]) Laguerre’s equation

$$-z \frac{d^2 y}{dz^2} + (\mu + 1 - z) \frac{dy}{dz} + ny = 0 \quad (n = 0, 1, 2, \ldots)$$

is a special case of the confluent hypergeometric equation

$$-z \frac{d^2 y}{dz^2} + (\mu + 1 - z) \frac{dy}{dz} - \alpha y = 0$$

by choosing $\alpha = -n = 0, -1, -2, \ldots$. Then the polynomial $f_1(-n; \mu + 1; z)$ is a solution of this equation for $\mu \notin \mathbb{Z}_{<0}$. In particular, when $\mu = 0$,

$$f_1(-n; 1; z) = e^{z} \frac{d^n}{dz^n} \left( e^{-z} z^n \right) = \frac{1}{n!} \left( \frac{d}{dz} - 1 \right)^n z^n,$$

which is the Rodrigues formula. The polynomial $F(-n; 1; z)$ is called the Laguerre polynomial.

**Definition 1.3.** The generalized Laguerre polynomials (The Sonine polynomials) are defined by

$$L_n^\mu(z) = \frac{z^{-\mu} e^{z}}{n!} \cdot \frac{d^n}{dz^n} \left( e^{-z} z^{n+\mu} \right),$$

where $\mu \notin \mathbb{Z}_{<0}$.

Then

$$L_n^\mu(z) = \frac{z^{-\mu}}{n!} \cdot \left( \frac{d}{dz} - 1 \right)^n z^{n+\mu} = \frac{\Gamma(\mu + 1 + n)}{n! \cdot \Gamma(\mu + 1)} f_1(-n; \mu + 1; z).$$

Obviously, $L_n^\mu(z)$ is a polynomial of degree $n$, and $L_n^0(z) = f_1(-n; 1; z)$.

The Laguerre’s equation is equivalent to the statement that $L_n^\mu(z)$ is the eigenfunction with respect to eigenvalue $n$ of the second-order differential operator

$$\mathcal{L} = -z \frac{d^2}{dz^2} + (z - \mu - 1) \frac{d}{dz}.$$

Then the operator is self-adjoint with respect to the inner product

$$\langle f, g \rangle = \int_0^\infty f(z) g(z) \omega(z) dz,$$

where $\omega(z)$ is weight function, i.e.,

$$\langle \mathcal{L} f, g \rangle = \langle f, \mathcal{L} g \rangle.$$
Based on the integral representations of confluent hypergeometric functions, one can get the degenerated cases for $\alpha \in \mathbb{Z}_{\leq 0}$, the basic one is

\begin{equation}
L_\mu^n(z) = \frac{(-1)^n}{2\pi i} \int_{(0^+)} e^{zt} (1-t)^{\mu+n} t^{-n-1} dt,
\end{equation}

where the contour encircles $t = 0$ in the positive sense, and $t = 1$ is outside the contour, $|\arg(1-t)| < \pi$.

Set $t = 1 - \frac{v}{z}$ in the above equality, then

\begin{equation}
L_\mu^n(z) = e^z z^{-\mu} \int_{(z^+)} \frac{e^{-v} v^{\mu+n}}{(v-z)^{n+1}} dv
= \frac{e^z z^{-\mu}}{n!} \frac{d^n}{dz^n} \left( (z^{\mu+n} e^{-z}) \right),
\end{equation}

which implies a differentiation formula

\begin{equation}
L_m^n(z) = (-1)^m \frac{d^n}{dz^n} L_0^{m+n}(z),
\end{equation}

where $n$ and $m$ are nonnegative integers.

From the integral representation, one can get

\begin{equation}
\sum_{n=0}^{\infty} L_n^\mu(z) t^n = \frac{e^{-\frac{zt}{1-t}}}{(1-t)^{\mu+1}} \quad (|t| < 1),
\end{equation}

the function of right hand side is called a generating function of $L_n^\mu(z)$.

Besides, if we consider a collection of generalized Laguerre polynomials $\{L_n^\mu(z)\}$, $n = 0, 1, 2, \cdots$, then

\begin{equation}
\int_0^\infty z^\mu e^{-z} L_n^\mu(z) L_n^{\mu'}(z) dz = \frac{\Gamma(\mu + n + 1)}{n!} \delta_{\mu\mu'},
\end{equation}

which is the orthogonality of the generalized Laguerre polynomials.

1.7. Applications. In statistics, $_1F_1(\alpha; \gamma; z)$ with integral and half integral values of the parameters $\alpha$ and $\gamma$, occurs in the distributions of many important statistics, such as F-statistics and $D^2$-statistics (see [11]). Moreover, it is well-known that Error function and Incomplete function appear in statistics commonly, which can be represented by the confluent hypergeometric functions, i.e.,

\begin{equation}
erfx = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt = \frac{2x}{\sqrt{\pi}} e^{-x^2} {_1F_1} \left( 1; \frac{3}{2}; x^2 \right),
\end{equation}

\begin{equation}
\Gamma_x(n) = \int_0^x e^{-t} t^{n-1} dt = \frac{1}{n} e^{-x} x^n {_1F_1}(1; n+1; x).
\end{equation}
The normal distribution function with mean $m$ and standard deviation $\sigma$ is given by

$$\frac{1}{\sigma\sqrt{2\pi}} \int_{-\infty}^{x} e^{-(t-m)^2/(2\sigma^2)} \, dt = \frac{1}{2} \text{erfc} \left( \frac{m-x}{\sigma\sqrt{2}} \right)$$

(1.48)

The Poisson-Charlier polynomials, arising in the calculus of probability, can be expressed by means of generalized Laguerre polynomials as

$$C_n(x; \mu) = 2 \cdot {}_2F_0 \left(-n, -x; -1; -\frac{1}{\mu}\right) = (-1)^n \cdot n! \cdot L_n^{-1-x} \left(-\frac{1}{\mu}\right).$$

(1.49)

In quantum mechanics, the study of almost all physical systems allowing exact solutions for Schrödinger equation (e.g., the harmonic oscillator, the hydrogen atom, the Morse, Pöschl-Teller, Wood-Saxon, Hulthén or Eckart potentials) is reduced to the analysis of either hypergeometric or confluent hypergeometric equations (see [12] and [13]). Besides, for the two-dimensional Coulomb potential, each physical normalized eigenfunction associated to a bounded state can be described in two ways by means of the confluent hypergeometric functions.

What is more, the confluent hypergeometric equations are related to some equations owning one regular singularity and one irregular singularity, such as the Whittaker equation, the Bessel equation and the Coulomb wave equation. Specifically, the Bessel equation

$$\frac{d^2f}{dz^2} + \frac{1}{z} \frac{df}{dz} + \left(1 - \frac{\nu^2}{z^2}\right) f(z) = 0$$

(1.50)

can be viewed as a special case of the confluent hypergeometric equation under the transformation

$$f(z) = z^\nu e^{-\xi} y(z), \quad \xi = 2iz,$$

(1.51)

where $y(\xi)$ satisfies the confluent hypergeometric equation

$$\xi \frac{d^2y}{d\xi^2} + (2\nu + 1 - \xi) \frac{dy}{d\xi} - \left(\nu + \frac{1}{2}\right) y(\xi) = 0$$

(1.52)

with $\alpha = \nu + \frac{1}{2}$, $\gamma = 2\nu + 1 = 2\alpha$ in [15].

The Whittaker equation

$$\frac{d^2\omega}{dz^2} + \left(-\frac{1}{4} + \frac{k}{z} + \frac{1}{z^2} \cdot \frac{1}{2} - m^2\right) \omega = 0,$$

(1.53)

which is the normal form of confluent hypergeometric equation [15] via the substitutions $y(z) = e^{z^2/2} \omega(z)$, $k = \frac{\gamma}{2} - \alpha$ and $m = \frac{k^2 - 1}{2}$. It has a regular singularity at the origin with exponents $\frac{1}{2} \pm m$, and an irregular singularity at infinity of rank
one. If $2m$ is not an integer, then the two linearly independent solutions at origin are
\begin{equation}
M_{k,m}(z) = e^{-\frac{1}{2}z^{2}} F(\alpha; \gamma; z) = e^{-\frac{1}{2}z^{2}+m} F_{1} \left( \frac{1}{2} + m - k; 1 + 2m; z \right)
\end{equation}
and
\begin{equation}
M_{k,-m}(z) = e^{-\frac{1}{2}z^{2}} F(\alpha-\gamma+1; 2-\gamma; z) = e^{-\frac{1}{2}z^{2}-m} F_{1} \left( \frac{1}{2} - m - k; 1 - 2m; z \right).
\end{equation}

Moreover, the confluent hypergeometric functions are connected with representations of the group of third-order triangular matrices (see [15]). The elements of this group are of the form
\begin{equation}
\begin{pmatrix}
1 & \alpha & \beta \\
0 & \gamma & \delta \\
0 & 0 & 1
\end{pmatrix},
\end{equation}
where $\alpha$, $\beta$, $\gamma$, $\delta$ are real numbers, and $\gamma > 0$. Vilenkin (see [15]) constructs irreducible representations of this group, in which the diagonal matrices correspond to operators of multiplication by an exponential function. The other group elements correspond to integral operators whose kernels can be expressed in terms of Whittaker functions. The identification can be used to obtain various properties of the Whittaker functions, including recurrence relations and derivatives.

In this paper, we will use Nevanlinna’s value distribution theory and Wiman-Valiron theory to describe some new properties of confluent hypergeometric functions. For the convenience of readers, we list the following standard notations and results in Nevanlinna theory (see [4]).

Let $f$ be a nonconstant meromorphic function in the complex plane. Then the proximity function $m(r, f)$, counting function $N(r, f)$, reduced counting function $N(r, f)$, characteristic function $T(r, f)$ and order $\sigma(f)$ are defined by
\begin{equation}
m(r, f) = \frac{1}{2\pi} \int_{0}^{2\pi} \log^{+} |f(re^{i\theta})|d\theta,
\end{equation}
\begin{equation}
N(r, f) = \int_{0}^{r} \frac{n(t, f) - n(0, f)}{t} dt + n(0, f) \log r,
\end{equation}
\begin{equation}
\overline{N}(r, f) = \int_{0}^{r} \frac{n(t, f) - n(0, f)}{t} dt + n(0, f) \log r,
\end{equation}
\begin{equation}
T(r, f) = m(r, f) + N(r, f),
\end{equation}
\begin{equation}
\sigma(f) = \limsup_{r \to \infty} \frac{\log^{+} T(r, f)}{\log r},
\end{equation}
respectively, where $\log^{+} x = \max\{\log x, 0\}$ for all $x \geq 0$, $n(t, f)$ denotes the number of poles of $f$ in the closed disc $D(0, t) = \{ z : |z| \leq t \}$, counting multiplicities and $\overline{n}(t, f)$ denotes the number of poles of $f$ in $D(0, t)$, ignoring multiplicities.

We recall the following results:
(i) The arithmetic properties of $T(r, f)$ and $m(r, f)$:
\begin{equation}
T(r, fg) \leq T(r, f) + T(r, g),
\end{equation}
(1.63) \[ T(r, f + g) \leq T(r, f) + T(r, g) + O(1). \]

The same inequalities hold for \( m(r, f) \).

(ii) \( T(r, f) \) is an increasing function with respect to \( r \). Moreover, \( f \) is a rational function if and only if

(1.64) \[ T(r, f) = O(\log r). \]

(iii) Nevanlinna’s First Main Theorem:

(1.65) \[ T(r, f) = T(r, f) + O(1). \]

(iv) The Logarithmic Derivative Lemma: If \( f \) is of finite order, then

(1.66) \[ m \left( r, \frac{f'}{f} \right) = O(\log r). \]

If \( f \) is of infinite order, then

(1.67) \[ m \left( r, \frac{f'}{f} \right) = O(\log rT(r, f)), \]

outside of a possible exceptional set of finite linear measure.

(v) Nevanlinna’s Second Main Theorem:

(1.68) \[ (q - 2)T(r, f) \leq \sum_{j=1}^{q} N \left( r, \frac{1}{f - a_j} \right) + S(r, f), \]

where \( a_1, a_2, \ldots, a_q \) are distinct complex numbers in \( \hat{\mathbb{C}} = \mathbb{C} \cup \{\infty\} \) and \( S(r, f) \) denotes a quantity satisfying \( S(r, f) = O(\log(rT(r, f))) \), outside of a possible exceptional set of finite linear measure. If \( f \) is of finite order, then \( S(r, f) = O(\log r) \).

2. Some Lemmas

In order to prove our main results in Section 3-5, we need the following lemmas.

**Lemma 2.1** ([8]). If \( f \) is an entire function of order \( \sigma \), then

(2.1) \[ \sigma = \limsup_{r \to \infty} \frac{\log^+ \nu_f(r)}{\log r} = \limsup_{r \to \infty} \frac{\log^+ \log^+ \mu_f(r)}{\log r}, \]

where \( \mu_f(r) \) and \( \nu_f(r) \) are the maximum term and central index of \( f(z) \) respectively.

**Lemma 2.2** ([8]). Let \( f \) be a transcendental entire function, let \( 0 < \delta < \frac{1}{4} \) and \( z \) be such that \( |z| = r \) and that

(2.2) \[ |f(z)| > M(r, f) \nu_f(r)^{-\frac{1}{4} + \delta} \]

holds. Then there exists a set \( F \subset \mathbb{R}_+ \) of finite logarithmic measure, i.e., \( \int_F \frac{dt}{t} < +\infty \), such that

(2.3) \[ f^{(m)}(z) = \left( \frac{\nu_f(r)}{z} \right)^m (1 + o(1)) f(z) \]

holds for all \( m \geq 0 \) and all \( r \notin F \).
Lemma 2.3 ([4]). Let \( f(z) \) be a nonconstant entire function and \( M(r,f) := \max_{|z|=r} |f(z)| \), then

\[
T(r,f) \leq \log^+ M(r,f) \leq \frac{R+r}{R-r} T(R,f)
\]

for \( 0 \leq r < R < \infty \).

Lemma 2.4 ([4]). Let \( h(z) \) be a nonconstant entire function and \( f(z) = e^{h(z)} \), \( \sigma \) and \( \mu \) be the order and the lower order of \( f(z) \).

(i) If \( h(z) \) is a polynomial of degree \( p \), then \( \sigma = \mu = p \).

(ii) If \( h(z) \) is a transcendental entire function, then \( \sigma = \mu = \infty \).

3. Nevanlinna Characteristic Of \( _1F_1(\alpha; \gamma; z) \)

As we know, around the origin, \( _1F_1(\alpha; \gamma; z) \) is one solution of \( z \frac{d^2y}{dz^2} + (\gamma - z) \frac{dy}{dz} - \alpha y(z) = 0 \), which is an entire function. In this section, we shall discuss the rate of growth of the function by showing estimates of maximum modulus function \( M(r, _1F_1(\alpha; \gamma; z)) \) and Nevanlinna characteristic function \( T(r, _1F_1(\alpha; \gamma; z)) \), computing the order \( \sigma( _1F_1(\alpha; \gamma; z)) \), and providing a better estimation of \( m(r, _1F_1(\alpha; \gamma; z)) \), which are our main results.

Theorem 3.1. Let \( _1F_1(\alpha; \gamma; z) \) be a confluent hypergeometric function, where \( \gamma \neq 0, -1, -2, \cdots \). Then \( T(r, _1F_1(\alpha; \gamma; z)) = O(r) \) for \( \alpha \notin \mathbb{Z}_{\leq 0} \), \( T(r, _1F_1(\alpha; \gamma; z)) = O(\log r) \) for \( \alpha \in \mathbb{Z}_{\leq 0} \).

Proof. Since the confluent hypergeometric function

\[
_1F_1(\alpha; \gamma; z) = \sum_{n=0}^{\infty} \frac{(\alpha)_n}{n!(\gamma)_n} z^n \quad (\gamma \neq 0, -1, -2, \cdots),
\]

then

\[
m(r, _1F_1(\alpha; \gamma; z)) \\
= \frac{1}{2\pi} \int_{0}^{2\pi} \log^+ |_1F_1(\alpha, \gamma; re^{i\theta})| \, d\theta \\
= \frac{1}{2\pi} \int_{0}^{2\pi} \log^+ \left| \sum_{n=0}^{\infty} \frac{(\alpha)_n}{n!(\gamma)_n} (re^{i\theta})^n \right| \, d\theta \\
= \frac{1}{2\pi} \int_{0}^{2\pi} \log^+ \left| \sum_{n=0}^{\infty} \frac{(\alpha)_n}{n!(\gamma)_n} r^n e^{in\theta} \right| \, d\theta \\
\leq \frac{1}{2\pi} \int_{0}^{2\pi} \log^+ \left| \sum_{n=0}^{\infty} \frac{(\alpha)_n}{n!(\gamma)_n} r^n e^{in\theta} \right| \, d\theta \\
= \frac{1}{2\pi} \int_{0}^{2\pi} \log^+ \left| \sum_{n=0}^{\infty} \frac{(\alpha)_n}{n!(\gamma)_n} r^n \right| \, d\theta \\
= \log^+ \sum_{n=0}^{\infty} \left| \frac{(\alpha)_n}{n!(\gamma)_n} \right| r^n.
\]
Case 1. If $\Re \alpha < \Re \gamma$, then we can find a smallest $j \in \mathbb{Z}^+$ such that $\Re \alpha + j > 0$ and $|\alpha + j| < |\gamma + j|$. Denote

$$C(\alpha, \gamma) = 1 + \max_{1 \leq i \leq j} \left| \frac{(\alpha)_i}{(\gamma)_i} \right|. \quad (3.3)$$

Thus,

$$\left| \frac{(\alpha)_n}{(\gamma)_n} \right| \leq C(\alpha, \gamma) \quad (3.4)$$

whenever $0 \leq n \leq j$.

Since $\frac{\alpha + k}{\gamma + k} < 1$ for $k \geq j$, we have

$$\left| \frac{(\alpha)_n}{(\gamma)_n} \right| = \left| \frac{(\alpha)_n}{(\gamma)_j} \cdot \frac{(\alpha + j)_{n-j}}{(\gamma + j)_{n-j}} \right| \leq C(\alpha, \gamma) \cdot \left| \frac{(\alpha + j)_{n-j}}{(\gamma + j)_{n-j}} \right| < C(\alpha, \gamma) \quad (3.5)$$

whenever $j < n$. So

$$\left| \frac{(\alpha)_n}{(\gamma)_n} \right| \leq C(\alpha, \gamma) \quad (3.6)$$

for $n \geq 0$. It implies that

$$m(r, 1F(\alpha; \gamma; z)) \leq \log^+ \left( C(\alpha, \gamma) \sum_{n=0}^{\infty} \frac{r^n}{n!} \right) = \log^+ (C(\alpha, \gamma)e^r) = O(r). \quad (3.7)$$

Case 2. If $\Re \alpha > \Re \gamma$, then we can find a smallest $\tilde{j} \in \mathbb{Z}^+$ such that $\Re \gamma + \tilde{j} > 0$ and $|\alpha + \tilde{j}| > |\gamma + \tilde{j}|$. Thus, there exists a positive integer $\beta \geq 2$ such that $\beta|\gamma + \tilde{j}| > |\alpha + \tilde{j}|$. Similarly, we denote

$$\tilde{C}(\alpha, \gamma) = 1 + \max_{1 \leq i \leq \tilde{j}} \left| \frac{(\alpha)_i}{(\gamma)_i} \right|. \quad (3.8)$$

Then

$$\left| \frac{(\alpha)_n}{(\gamma)_n} \right| \leq \tilde{C}(\alpha, \gamma) \quad (3.9)$$

whenever $0 \leq n \leq \tilde{j}$.

Note that $\frac{\alpha + k}{\gamma + k} > 1$ for $k \geq \tilde{j}$ and $\frac{\alpha + k}{\gamma + k}$ is decreasing with respect to $k$, owning lower bound 1. So we can obtain that

$$\left| \frac{(\alpha)_n}{(\gamma)_n} \right| = \left| \frac{(\alpha)_{\tilde{j}}}{(\gamma)_{\tilde{j}}} \cdot \frac{(\alpha + \tilde{j})_{n-\tilde{j}}}{(\gamma + \tilde{j})_{n-\tilde{j}}} \right| \leq \tilde{C}(\alpha, \gamma) \cdot \left| \frac{(\alpha + \tilde{j})_{n-\tilde{j}}}{(\gamma + \tilde{j})_{n-\tilde{j}}} \right| \leq \tilde{C}(\alpha, \gamma) \cdot \tilde{j}^n \quad (3.10)$$

whenever $\tilde{j} < n$. Then

$$\left| \frac{(\alpha)_n}{(\gamma)_n} \right| \leq \tilde{C}(\alpha, \gamma) \cdot \beta^n \quad (3.11)$$
for \( n \geq 0 \). Hence,

\[
(3.12) \quad m \left( r, 1 F_1(\alpha; \gamma; z) \right) \leq \log^+ \left( C(\alpha, \gamma) \sum_{n=0}^{\infty} \frac{(\beta r)^n}{n!} \right) = \log^+ \left( C(\alpha, \gamma) e^{\beta r} \right) = O(r).
\]

**Case 3.** If \( \Re \alpha = \Re \gamma \), then there exists a smallest \( \hat{j} \in \mathbb{Z}^+ \) such that \( \Re \alpha + \hat{j} = \Re \gamma + \hat{j} > 0 \). Next, we can follow Case 1 and Case 2 for \(|\alpha + \hat{j}| \leq |\gamma + \hat{j}| \) and \(|\alpha + \hat{j}| > |\gamma + \hat{j}| \) respectively.

Since the confluent hypergeometric function \( 1 F_1(\alpha; \gamma; z) \) is an entire function, combining the above three cases, we get

\[
(3.13) \quad T(r, 1 F_1(\alpha; \gamma; z)) = O(r).
\]

Obviously, when \( \alpha = -n = 0, -1, -2, \cdots \), \( 1 F_1(-n; \gamma; z) \) is a polynomial of degree \( n \), then

\[
(3.14) \quad T(r, 1 F_1(-n; \gamma; z)) = n \log r + O(1).
\]

This completes the proof. \( \Box \)

Theorem 3.1 shows two different growth levels for the characteristic functions of degenerated and non-degenerated confluent hypergeometric functions. From Lemma 2.3 and the proof of Theorem 3.1, we can get a similar situation occurs in their corresponding maximum modulus functions \( M(r, 1 F_1(\alpha; \gamma; z)) \) immediately.

**Theorem 3.2.** Let \( 1 F_1(\alpha; \gamma; z) \) be a confluent hypergeometric function, where \( \gamma \neq 0, -1, -2, \cdots \). Then \( M(r, 1 F_1(\alpha; \gamma; z)) = O(e^r) \) for \( \alpha \notin \mathbb{Z}_{\leq 0} \), \( M(r, 1 F_1(\alpha; \gamma; z)) = O(r^{-\alpha}) \) for \( \alpha \in \mathbb{Z}_{\leq 0} \).

The following theorem shows that, making use of the notion of order, these two growth levels can be distinguished by two different numbers simply.

**Theorem 3.3.** Let \( 1 F_1(\alpha; \gamma; z) \) be a confluent hypergeometric function, where \( \gamma \neq 0, -1, -2, \cdots \). Then \( \sigma(1 F_1(\alpha; \gamma; z)) = 1 \) for \( \alpha \notin \mathbb{Z}_{\leq 0} \), \( \sigma(1 F_1(\alpha; \gamma; z)) = 0 \) for \( \alpha \in \mathbb{Z}_{\leq 0} \), where \( \sigma(1 F_1(\alpha; \gamma; z)) \) is the order of \( 1 F_1(\alpha; \gamma; z) \).

**Proof.** From the proof of Theorem 3.1 by the definition of order, we can get \( \sigma(1 F_1(\alpha; \gamma; z)) \leq 1 \) for \( \alpha \notin \mathbb{Z}_{\leq 0} \).

In order to verify \( \sigma(1 F_1(\alpha; \gamma; z)) \geq 1 \), we will consider three different cases for \( \alpha \notin \mathbb{Z}_{\leq 0} \).

**Case 1.** If \( \Re \alpha < \Re \gamma \), then we can find a smallest \( j \in \mathbb{Z}^+ \) such that \( \Re \alpha + j > 0 \) and \(|\alpha + j| < |\gamma + j| \). Denote

\[
(3.15) \quad D(\alpha, \gamma) = \min_{1 \leq i \leq j} \left| \frac{\alpha_i}{\gamma_i} \right|.
\]

Thus,

\[
(3.16) \quad \left| \frac{\alpha_n}{\gamma_n} \right| \geq D(\alpha, \gamma) > 0
\]

whenever \( 1 \leq n \leq j \).

Note that \( \frac{\alpha + k}{\gamma + k} \) is increasing with respect to \( k \), having upper bound 1. We define

\[
(3.17) \quad \delta := \frac{|\alpha + j|}{|\gamma + j|},
\]
then
\[ \left\lfloor \frac{(\alpha)_n}{(\gamma)_n} \right\rfloor = \left\lfloor \frac{(\alpha)_j}{(\gamma)_j} \cdot \frac{(\alpha + j)_{n-j}}{(\gamma + j)_{n-j}} \right\rfloor \geq D(\alpha, \gamma) \cdot \left\lfloor \frac{(\alpha + j)_{n-j}}{(\gamma + j)_{n-j}} \right\rfloor \geq D(\alpha, \gamma) \cdot \delta^{n-j} \geq D(\alpha, \gamma) \cdot \delta^n \]
whenever \( j < n \). Hence,

\[ \left\lfloor \frac{(\alpha)_n}{(\gamma)_n} \right\rfloor \geq D(\alpha, \gamma) \cdot \delta^n \]
for \( n \geq 1 \). It implies that

\[ \left\lfloor \frac{(\alpha)_n}{n!(\gamma)_n} \right\rfloor \delta^n \geq D(\alpha, \gamma) \cdot \frac{(\delta r)_n}{n!} \]
for \( n \geq 1 \).

Set \( f(z) = D(\alpha, \gamma) e^{\delta z} - D(\alpha, \gamma) + 1 = 1 + D(\alpha, \gamma) \cdot \sum_{n=1}^{\infty} \frac{(\delta z)_n}{n!} \), there exists \( r_0 > 0 \) such that

\[ D(\alpha, \gamma) \cdot \delta r > 1 \]
whenever \( r > r_0 \), then

\[ \mu_f(z)(r) = \max_{n \geq 1} \left\{ D(\alpha, \gamma) \cdot \frac{\delta^n}{n!} \cdot r^n \right\} \]
\[ = D(\alpha, \gamma) \cdot \frac{\delta^n}{n!} \cdot \frac{r^n}{r^n} \cdot r^{\nu_f(z)(r)} \]
\[ \leq \frac{(\alpha)_{\nu_f(z)(r)}(r)}{\nu_f(z)(r)! (\gamma)_{\nu_f(z)(r)}} \cdot r^{\nu_f(z)(r)} \]
\[ \leq \max_{n \geq 0} \left\{ \frac{(\alpha)_n}{n!(\gamma)_n} \cdot r^n \right\} \]
\[ = \mu_1 F_1(\alpha; \gamma; z) (r) \]
whenever \( r > r_0 \), where \( \nu_f(z)(r) = \max \{ m, \mu_f(z)(r) = D(\alpha, \gamma) \cdot \frac{\delta^m}{m!} \cdot r^m \} \). Hence, by Lemma 2.1 and Lemma 2.4 we have

\[ \sigma(\psi F_1(\alpha; \gamma; z)) = \limsup_{r \to \infty} \frac{\log^+ \log^+ \mu_1 F_1(\alpha; \gamma; z)(r)}{\log r} \]
\[ \geq \limsup_{r \to \infty} \frac{\log^+ \log^+ \mu_f(z)(r)}{\log r} \]
\[ = \sigma(f(z)) \]
\[ = 1. \]

**Case 2.** If \( \Re \alpha > \Re \gamma \), then we can find a smallest \( \tilde{j} \in \mathbb{Z}^+ \) such that \( \Re \gamma + \tilde{j} > 0 \) and \( |\alpha + j| > |\gamma + j| \). Similarly, we denote

\[ \bar{D}(\alpha, \gamma) = \min_{1 \leq i \leq \tilde{j}} \left| \frac{(\alpha)_i}{(\gamma)_i} \right|. \]
Then

\[(3.25) \quad \left| \frac{(\alpha)_n}{\gamma_n} \right| \geq \tilde{D}(\alpha, \gamma)\]

whenever \(1 \leq n \leq \tilde{j}\).

Since \(\frac{\alpha + k}{\gamma + k} > 1\) for \(k \geq \tilde{j}\), we have

\[(3.26) \quad \left| \frac{(\alpha)_n}{\gamma_n} \right| = \left| \frac{(\alpha)_{\tilde{j}}}{\gamma_{\tilde{j}}} \right| \cdot \left| \frac{(\alpha + \tilde{j})_{n-\tilde{j}}}{(\gamma + \tilde{j})_{n-\tilde{j}}} \right| \geq \tilde{D}(\alpha, \gamma) \cdot \left| \frac{(\alpha + \tilde{j})_{n-\tilde{j}}}{(\gamma + \tilde{j})_{n-\tilde{j}}} \right| > \tilde{D}(\alpha, \gamma)\]

whenever \(\tilde{j} < n\). So

\[(3.27) \quad \left| \frac{(\alpha)_n}{\gamma_n} \right| \geq \tilde{D}(\alpha, \gamma)\]

for \(n \geq 1\). It implies that

\[(3.28) \quad \left| \frac{(\alpha)_n}{n!} \right| r^n \geq \frac{\tilde{D}(\alpha, \gamma)}{n!} \cdot r^n\]

for \(n \geq 1\).

Set \(g(z) = \tilde{D}(\alpha, \gamma)e^z - \tilde{D}(\alpha, \gamma) + 1 = 1 + \tilde{D}(\alpha, \gamma) \cdot \sum_{n=1}^{\infty} \frac{z^n}{n!}\), there exists \(\tilde{r}_0 > 0\) such that

\[(3.29) \quad \tilde{D}(\alpha, \gamma) \cdot r > 1\]

whenever \(r > \tilde{r}_0\), then

\[
\begin{align*}
\mu_{g(z)}(r) &= \max_{n \geq 1} \left\{ \tilde{D}(\alpha, \gamma) \cdot \frac{r^n}{n!} \right\} \\
&= \tilde{D}(\alpha, \gamma) \cdot \frac{\tilde{g}''(z)(r)}{\nu_{g(z)}(r)} \cdot \frac{1}{\nu_{g(z)}(r)} \cdot r^{\nu_{g(z)}(r)} \\
&\leq \left| \frac{(\alpha)_{\nu_{g(z)}(r)}}{\nu_{g(z)}(r)!} \right| (\gamma)_{\nu_{g(z)}(r)} \cdot \frac{r^{\nu_{g(z)}(r)}}{\nu_{g(z)}(r)!} \\
&\leq \max_{n \geq 0} \left\{ \left| \frac{(\alpha)_n}{n!} \right| r^n \right\} \\
&= \mu_{\nu_{g(z)}(r)}(r)
\end{align*}
\]

whenever \(r > \tilde{r}_0\), where \(\nu_{g(z)}(r) = \max \left\{ m, \mu_{g(z)}(r) = \frac{\tilde{D}(\alpha, \gamma)}{m!} \cdot r^m \right\}\). Hence, by Lemma 2.1 and Lemma 2.4, we have

\[
\sigma(1_{F_1(\alpha; \gamma; z)}) = \lim_{r \to \infty} \sup \frac{\log^+ \log^+ \mu_{\nu_{g(z)}(r)}(r)}{\log r}
\]

\[(3.31) \quad \geq \lim_{r \to \infty} \sup \frac{\log^+ \log^+ \mu_{g(z)}(r)}{\log r} = \sigma(g(z)) = 1.\]
Case 3. If $\Re \alpha = \Re \gamma$, then there exists a smallest $\hat{j} \in \mathbb{Z}^+$ such that $\Re \alpha + \hat{j} = \Re \gamma + \hat{j} > 0$. Next, we can follow Case 1 and Case 2 for $|\alpha + \hat{j}| \leq |\gamma + \hat{j}|$ and $|\alpha + \hat{j}| > |\gamma + \hat{j}|$ respectively.

It is easy to see that $\sigma(1 F_1(\alpha; \gamma; z)) = 0$ when $\alpha \in \mathbb{Z}_{\leq 0}$.

This completes the proof. \hfill \Box

Let $f$ be a meromorphic function, it is well-known that the following logarithmic derivative estimate

\begin{equation}
(3.32) \quad m \left( r, \frac{f'(z)}{f(z)} \right) = O(\log r T(r, f)) = S(r, f),
\end{equation}

holds outside a possible set of finite linear measure, where the notation $S(r, f)$ means that the expression is of $o(T(r, f))$. It shows that the proximity function of the logarithmic derivative of $f(z)$ grows much slower than the characteristic function of $f(z)$. By Theorem 3.3 we have known that $1 F_1(\alpha; \gamma; z)$ is of finite order, then the growth of $m \left( r, \frac{1 F_1'(\alpha; \gamma; z)}{1 F_1(\alpha; \gamma; z)} \right)$ is not exceeded $O(\log r)$. Next, we will provide a more precise estimation for $m \left( r, \frac{1 F_1'(\alpha; \gamma; z)}{1 F_1(\alpha; \gamma; z)} \right)$.

**Theorem 3.4.** Let $1 F_1(\alpha; \gamma; z)$ be a confluent hypergeometric function, where $\gamma \neq 0, -1, -2, \cdots$. Then $m \left( r, \frac{1 F_1'(\alpha; \gamma; z)}{1 F_1(\alpha; \gamma; z)} \right) = O(1)$, outside a possible set of finite logarithmic measure.

**Proof.** Note that $1 F_1(\alpha; \gamma; z)$ is an entire function, by Lemma 2.2 we have

\begin{equation}
(3.33) \quad \frac{1 F_1''(\alpha; \gamma; z)}{1 F_1(\alpha; \gamma; z)} = \left( \frac{\nu_1 1 F_1(\alpha; \gamma; z)(r)}{z} \right)^2 (1 + o(1))
\end{equation}

and

\begin{equation}
(3.34) \quad \frac{1 F_1'(\alpha; \gamma; z)}{1 F_1(\alpha; \gamma; z)} = \frac{\nu_1 1 F_1(\alpha; \gamma; z)(r)}{z} (1 + o(1))
\end{equation}

holding for $r = |z| \not\in E$, where $E \subset \mathbb{R}_+$ is a set of finite logarithmic measure, and $z$ is chosen such that $|1 F_1(\alpha; \gamma; z)| = M(r, 1 F_1(\alpha; \gamma; z)) := \max_{|z|=r} |1 F_1(\alpha; \gamma; z)|$.

Since $1 F_1(\alpha; \gamma; z)$ is a solution of (1.5) around the origin, we can deduce

\begin{equation}
(3.35) \quad (\nu_1 1 F_1(\alpha; \gamma; z)(r))^2 (1 + o(1)) + (\gamma - z)\nu_1 1 F_1(\alpha; \gamma; z)(r)(1 + o(1)) - \alpha z = 0.
\end{equation}

Then

\begin{equation}
(3.36) \quad \nu_1 1 F_1(\alpha; \gamma; z)(r) \sim \frac{-(\gamma - z) \pm \sqrt{(\gamma - z)^2 + 4\alpha}}{2} \leq ar,
\end{equation}

$r \not\in E$, where $a$ is a positive real constant.

It implies that

\begin{equation}
(3.37) \quad m \left( r, \frac{1 F_1'(\alpha; \gamma; z)}{1 F_1(\alpha; \gamma; z)} \right) = O(1),
\end{equation}

outside a possible set of finite logarithmic measure.

This completes the proof. \hfill \Box
4. Zeros distribution of $\text{1F}_1(\alpha; \gamma; z)$

Many problems in mathematical physics can be solved with the help of the distribution of zeros of confluent hypergeometric functions. If $\alpha \notin \mathbb{Z}_{\leq 0}$ and $\gamma - \alpha \notin \mathbb{Z}_{\leq 0}$, then $\text{1F}_1(\alpha; \gamma; z)$ has infinitely many zeros in $\mathbb{C}$. Naturally, it is desirable to explore the distribution of these zeros. These are many known results about it for real parameters (see [14]).

When $\alpha, \gamma, z \in \mathbb{R}$, since

$$
\text{1F}_1(\alpha; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\alpha - \gamma)} e^z z^{\alpha - \gamma} [1 + O(|z|^{-1})] \neq 0
$$

as $z \to +\infty$, and

$$
\text{1F}_1(\alpha; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\gamma - \alpha)} (-z)^{-\alpha} [1 + O(|z|^{-1})] \neq 0
$$

as $z \to -\infty$, then $\text{1F}_1(\alpha; \gamma; z)$ has finitely many real zeros. Specifically, let $n^+(\alpha, \gamma)$ be the number of positive zeros, then

$$
n^+(\alpha, \gamma) = \lceil -\alpha \rceil
$$

when $\alpha < 0$ and $\gamma \geq 0$,

$$
n^+(\alpha, \gamma) = 0
$$

when $\alpha \geq 0$ and $\gamma \geq 0$,

$$
n^+(\alpha, \gamma) = 1
$$

when $\alpha \geq 0$ and $-1 < \gamma < 0$,

$$
n^+(\alpha, \gamma) = \left\lfloor \frac{\gamma}{2} \right\rfloor - \left\lceil \frac{\gamma + 1}{2} \right\rceil
$$

when $\alpha \geq 0$ and $\gamma \leq 1$,

$$
n^+(\alpha, \gamma) = \lceil -\alpha \rceil - \lceil -\gamma \rceil
$$

when $[-\alpha] \geq [-\gamma]$, $\alpha < 0$ and $\gamma < 0$,

$$
n^+(\alpha, \gamma) = \left\lfloor \frac{1}{2}([-\gamma] - [-\alpha] + 1) \right\rfloor - \left\lceil \frac{1}{2}([-\gamma] - [-\alpha]) \right\rceil
$$

when $[-\gamma] > [-\alpha] > 0$. Here, the notations $\lceil x \rceil$ and $\lfloor x \rfloor$ stand for the integer such that $x \leq \lfloor x \rfloor < x + 1$, and that for which $x - 1 < \lfloor x \rfloor \leq x$ respectively, where $x$ is real. Besides, the number of negative zeros $n^-(\alpha, \gamma)$ is given by

$$
n^-(\alpha, \gamma) = n^+(\gamma - \alpha, \gamma).
$$

Definitely, we want to find a 'measure' for the quantity expression of complex zeros. Next, we will use the 'language' of value distribution theory to do it.

**Definition 4.1.** Let $f(z)$ be transcendental meromorphic function, whose nonzero zeros are $z_1, z_2, \cdots, z_n, \cdots$, counting multiplicities. Let $|z_n| = r_n$, then $r_1 \leq r_2 \leq \cdots \leq r_n \leq \cdots$. We define the infimum of positive number $\tau$ for which $\sum r_n^{-\tau}$ converges as the exponent of convergence of zero-sequence, and write it as $\lambda(f)$. 
Let \( n(r) \) be the number of nonzero zeros of \( f(z) \) in \( D(0, r) := \{ z : |z| \leq r \} \), as counting functions defined in Section 1, one can denote
\[
(4.10) \quad N(r) = \int_0^r \frac{n(t)}{t}dt.
\]
It is easy to check that
\[
(4.11) \quad n \left( r, \frac{1}{f} \right) = n(r) + n \left( 0, \frac{1}{f} \right)
\]
and
\[
(4.12) \quad N \left( r, \frac{1}{f} \right) = N(r) + n \left( 0, \frac{1}{f} \right) \log r.
\]

**Lemma 4.2** ([4]). Let \( f(z) \) be a transcendental meromorphic function, then
\[
(4.13) \quad \limsup_{r \to \infty} \frac{\log^+ N(r)}{\log r} = \limsup_{r \to \infty} \frac{\log^+ n(r)}{\log r} = \lambda(f),
\]
and \( \lambda(f) \leq \sigma(f) \).

By Theorem 3.3 and Lemma 4.2 we can get the following result immediately.

**Theorem 4.3.** Let \( _1F_1(\alpha; \gamma; z) \) be a confluent hypergeometric function, where \( \gamma \neq 0, -1, -2, \cdots \). If \( \alpha \notin \mathbb{Z}_{\leq 0} \) and \( \gamma - \alpha \notin \mathbb{Z}_{\leq 0} \), then \( \forall \epsilon > 0, n \left( r, \frac{1}{f} \right) = n(r) = O(r^{1+\epsilon}) \) when \( r \) is sufficiently large.

### 5. Uniqueness of \( _1F_1(\alpha; \gamma; z) \)

In this section, as applications of Theorem 3.1 and Theorem 3.3, we shall provide some uniqueness theorems for confluent hypergeometric functions.

Two meromorphic functions \( f \) and \( g \) are said to share a value \( a \in \mathbb{C} \) CM (counting multiplicities) if \( E_f(a) = E_g(a) \). Here, \( E_f(a) := \{ z \in \mathbb{C} : f(z) - a = 0 \} \) denotes the preimage of \( a \) under \( f \), where a zero of \( f - a \) with multiplicity \( m \) counts \( m \) times in \( E_f(a) \). Moreover, \( f \) and \( g \) are said to share a value \( a \) IM (ignoring multiplicities) if \( \overline{E_f(a)} = \overline{E_g(a)} \). Here \( \overline{E_f(a)} \) denotes the set of the distinct elements in \( E_f(a) \), which is called the simplified preimage of \( a \) under \( f \). In terms of sharing values, two nonconstant meromorphic functions in \( \mathbb{C} \) must be identically equal if they share five values IM, and one must be a Möbius transform of the other if they share four values CM, the numbers five and four are the best possible, as shown by Nevanlinna (see [1]).

**Theorem 5.1.** Let \( f(z) \) be an entire function with \( f(0) = 1 \), and let \( g(z) := _1F_1(\alpha; \gamma; z) \) be a confluent hypergeometric function. If \( f(z) \) and \( g(z) \) share 0 CM, and there exists a finite nonzero complex number \( a \) such that \( \overline{E_f(a)} \subseteq \overline{E_g(a)} \), and \( f'(0) = g'(0) \), then \( f(z) \equiv g(z) \).

**Proof.** By Nevanlinna’s Second Main Theorem and Theorem 3.3, we have
\[
T(r, f) \leq \overline{N} \left( r, \frac{1}{f} \right) + \overline{N} \left( r, \frac{1}{f - a} \right) + S(r, f)
\]
\[
\leq \overline{N} \left( r, \frac{1}{g} \right) + \overline{N} \left( r, \frac{1}{g - a} \right) + S(r, f)
\]
\[
\leq 2T(r, g) + S(r, f),
\]
which implies that $\sigma(f) \leq \sigma(g) = 1$.

Since $f$ and $g$ share 0 $CM$ and both are entire, by Lemma 2.4 we have

\begin{equation}
(5.2) \quad \frac{f(z)}{g(z)} = e^{Az+B},
\end{equation}

i.e., $f(z) = e^{Az+B} \cdot g(z)$, where $A$ and $B$ are constants.

Note that $f(0) = g(0) = F(\alpha; \gamma; 0) = 1$, we can get $B = 2k\pi i$, $k \in \mathbb{Z}$. So $f(z) = e^{Az} \cdot g(z)$. Taking derivative on both sides, we obtain that

\begin{equation}
(5.3) \quad f'(z) = Ae^{Az} \cdot g(z) + e^{Az} \cdot g'(z).
\end{equation}

Thus, $f'(0) = A \cdot g(0) + g'(0) = A + g'(0)$. By $f'(0) = g'(0)$, we can deduce $A = 0$. Hence, $f(z) \equiv g(z)$. 

The following example shows that the condition '$f'(0) = g'(0)$' in Theorem 5.1 is necessary.

**Example 5.2.** Let $f(z) = e^{-z}$, $g(z) := {}_1F_1(\alpha; \gamma; z)$ be a confluent hypergeometric function with $\alpha = \gamma$, then $g(z) = e^z$. It is easy to see that $f(z)$ and $g(z)$ share 0 $CM$, $f(0) = 1$ and $E_f(1) \subset E_g(1)$, but $f(z) \not\equiv g(z)$.

Next examples given illustrate that the condition '$f(0) = 1$' in Theorem 5.1 is needful.

**Example 5.3.** Let $f(z) = 2e^{iz}$, $g(z) := {}_1F_1(\alpha; \gamma; z)$ be a confluent hypergeometric function with $\alpha = \gamma$, i.e., $g(z) = e^z$. Then $f(z)$ and $g(z)$ share 0 $CM$, $E_f(1) \subset E_g(1)$ and $f'(0) = g'(0)$, but $f(z) \not\equiv g(z)$.

**Example 5.4.** Let $f(z) = -e^{-z}$, $g(z) := {}_1F_1(\alpha; \gamma; z)$ be a confluent hypergeometric function with $\alpha = \gamma$, i.e., $g(z) = e^z$. Then $f(z)$ and $g(z)$ share 0 $CM$ and $f'(0) = g'(0)$. Furthermore, we have $E_f(i) = E_g(i)$, but $f(z) \not\equiv g(z)$.

We proceed to showing the following uniqueness result according to the roots of the equation $f'(z) = a$ additionally.

**Theorem 5.5.** Let $f(z)$ be an entire function with $f(0) = 1$, and let $g(z) := {}_1F_1(\alpha; \gamma; z)$ be a confluent hypergeometric function. If $f(z)$ and $g(z)$ share 0 $CM$, and $E_{f'}(\frac{\alpha}{\gamma}) \subseteq E_{g'}(\frac{\alpha}{\gamma})$, then $f(z) \equiv g(z)$.

**Proof.** We distinguish two cases to discuss as follows.

Case I. $\alpha = 0$. It is obvious that $g$ is a constant function, by the assumption of the theorem, we obtain that $f \equiv g$.

Case II. $\alpha \neq 0$.

Since

\begin{equation}
(5.4) \quad \frac{\alpha}{f} = \frac{f'}{f} - \frac{f''}{f''} \frac{f''}{f},
\end{equation}

then

\begin{equation}
(5.5) \quad m\left(r, \frac{1}{f}\right) \leq m\left(r, \frac{f'}{f}\right) + m\left(r, \frac{f''}{f'}\right) + m\left(r, \frac{f''}{f}\right) + O(1).
\end{equation}
By the Logarithmic Derivative Lemma and Nevanlinna’s first main theorem, we have
\[
T(r,f) - N \left( r, \frac{1}{f} \right)
\leq m \left( r, \frac{f' - \frac{2}{f}}{f''} \right) + S(r,f)
\leq m \left( r, \frac{f''}{f'} - \frac{\alpha}{\gamma} \right) + N \left( r, \frac{f' - \frac{2}{f}}{f''} \right) + S(r,f)
\leq N \left( r, \frac{f''}{f'} - \frac{\alpha}{\gamma} \right) - N \left( r, \frac{f' - \frac{2}{f}}{f''} \right) + S(r,f)
\leq N(r,f'') + N \left( r, \frac{1}{f' - \frac{2}{f}} \right) - N \left( r, \frac{1}{f''} \right) - N \left( r, f' - \frac{\alpha}{\gamma} \right) + S(r,f).
\]

Since \( f \) is an entire function such that \( f \) and \( g \) share \( 0 \) CM, and \( E_f(\frac{\alpha}{\gamma}) \subseteq E_g(\frac{\alpha}{\gamma}) \), we obtain
\[
T(r,f) \leq N \left( r, \frac{1}{f} \right) + N \left( r, \frac{1}{f' - \frac{2}{f}} \right) - N \left( r, \frac{1}{f''} \right) + S(r,f)
\leq N \left( r, \frac{1}{f} \right) + N \left( r, \frac{1}{f' - \frac{2}{f}} \right) - N \left( r, \frac{1}{(f' - \frac{2}{f})'} \right) + S(r,f)
\leq N \left( r, \frac{1}{g} \right) + N \left( r, \frac{1}{g' - \frac{2}{g}} \right) + S(r,f).
\]

Note that \( m(r,g') \leq m \left( r, \frac{g'}{g} \right) + m(r,g) \), by Theorem 3.3, we have
\[
T(r,f) \leq m(r,g) + m(r,g') + S(r,f)
\leq 2T(r,g) + S(r,g) + S(r,f),
\]
which implies that \( \sigma(f) \leq \sigma(g) = 1 \).
According to the conditions of the theorem, by Lemma 2.4, we get
\[
\frac{f(z)}{g(z)} = e^{Az + B},
\]
i.e., \( f(z) = e^{Az + B} \cdot g(z) \), where \( A \) and \( B \) are constants.

Note that \( g(0) = F(\alpha; \gamma; 0) = 1 \) and \( f(0) = 1 \), then \( B = 2k\pi i, k \in \mathbb{Z} \). It follows that
\[ f(z) = e^{Az} \cdot g(z). \]
Taking derivative on both sides, we obtain that
\[
f'(z) = Ae^{Az} \cdot g(z) + e^{Az} \cdot g'(z).
\]
Thus, \( f'(0) = A \cdot g(0) + g'(0) = A + g'(0) \). By \( f'(0) = g'(0) = \frac{\alpha}{\gamma} \), we can deduce \( A = 0 \). Hence, \( f(z) \equiv g(z) \).
The following two examples provided show that some conditions given in Theorem 5.5 are reasonable.

Example 5.6. Let $f(z) = e^{z^2}$, $g(z) := {}_1F_1(\alpha; \gamma; z)$ be a confluent hypergeometric function with $\alpha = \gamma$, then $g(z) = e^{z^2}$. It is easy to check that $f(z)$ and $g(z)$ share 0 CM and $f(0) = 1$, but $f(z) \not\equiv g(z)$. So the condition $\overline{E_f'(z)} \subseteq \overline{E_g'(z)}$ cannot be deleted.

Example 5.7. Let $f(z) = -e^{-z}$, $g(z) := {}_1F_1(\alpha; \gamma; z)$ be a confluent hypergeometric function with $\alpha = \gamma$, i.e., $g(z) = e^{z^2}$. Then $f(z)$ and $g(z)$ share 0 CM and $\overline{E_f'(1)} \subseteq \overline{E_g'(1)}$. Obviously, $f(z) \not\equiv g(z)$, so the condition $f(0) = 1$ is necessary.
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