Status, issues, and future of computer-aided part orientation for additive manufacturing

Yuchu Qin1 · Qunfen Qi1 · Peizhi Shi1 · Paul J. Scott1 · Xiangqian Jiang1

Received: 20 November 2020 / Accepted: 25 March 2021 / Published online: 15 May 2021
© The Author(s) 2021

Abstract
Part orientation is a critical task in the process of additive manufacturing product realisation. Recently, various computer-aided methods for this task have been presented in the literature. The coexistence of different methods generates a series of questions: What are the common characteristics of these methods? What are the specific characteristics of each method? What are the main issues in computer-aided part orientation for additive manufacturing currently? What are the potential research directions in this field in the future? To approach these questions, a review of the existing computer-aided part orientation methods for additive manufacturing is presented in this paper. This review starts with a clarification of a part orientation problem and a classification of the existing methods into two categories according to their process of solving the problem. An overview of the representative methods in each category is then carried out from the aspects of approaches for orientation search, generation, or selection, estimation of build orientation factors, determination of weights of factors, establishment of overall objective function, and demonstration of effectiveness. After that, a discussion about the main issues in computer-aided part orientation for additive manufacturing is documented based on the overview. Finally, a suggestion of some future research directions in this field is reported.
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1 Introduction
Additive manufacturing (AM), historically known as freeform fabrication, solid freeform fabrication, layer manufacturing, additive layer manufacturing, additive processes, additive techniques, and three-dimensional (3D) printing, is a set of processes of adding materials together in a layer upon layer manner to build 3D parts from 3D model data [1]. Compared to conventional manufacturing processes, AM processes have distinguishing characteristics in providing high degree of freedom for design and achieving complex geometries without additional cost. In addition, AM processes enable the direct production of products with heterogeneous materials, multiple colours, and customisable functionalities [2, 3]. Convinced by such characteristics and capability, some have anticipated that AM processes would bring revolutionary changes to the industry [4].

Existing AM processes were categorised into vat photopolymerisation, material jetting, binder jetting, powder bed fusion, material extrusion, directed energy deposition, and sheet lamination [5], where:

1 Vat photopolymerisation builds 3D parts by selectively curing the liquid photopolymer in a vat through targeted light-activated polymerisation. The earliest vat photopolymerisation technology is stereolithography (SLA). Other technologies include digital light processing, continuous liquid interface production, and daylight polymer printing. Vat photopolymerisation is known as a fast and accurate AM process that can be used to build rather large parts.

2 Material jetting builds 3D parts by selectively depositing the droplets of material. The development of this process mainly derived from the standard inkjet technology used by conventional two-dimensional (2D) printers on papers, as the process directly deposits droplets of build material onto a substrate by drop-on-demand ink jetting (IJ). The material jetting process is
a great choice for realistic prototypes. It can provide an excellent level of details, high accuracy, and smooth surface roughness and supports the build of a part with multiple colours and materials.

(3) Binder jetting builds 3D parts by joining material through selectively depositing liquid binder. This process can work with a variety of materials, which include polymer, metal, ceramic, sand, and composite. 3D parts can be built with a range of different colours using the process.

(4) Powder bed fusion builds 3D parts by using either a laser beam or an electron beam to selectively fuse the regions of a powder bed. The earliest powder bed fusion technology is selective laser sintering (SLS), which mainly uses polymer as the build material. Metal is not commonly used in it since there are three important metal powder bed fusion techniques. They are electron beam melting (EBM), direct metal laser melting, and selective laser melting, where the latter two techniques are commonly referred to as laser powder bed fusion (LPBF) [6]. The SLS process benefits from requiring no additional support. EBM and LPBF enable the fabrication of metallic components with near full density and high strength and stiffness, which makes them two very promising metal AM technologies for producing functional components in the industry.

(5) Material extrusion builds 3D parts by selectively dispensing material through a nozzle or an orifice. A common material extrusion technique is fuse deposition modelling (FDM), which builds layers through mechanically extruding molten thermoplastic material onto a substrate. Material extrusion is well-known as an inexpensive AM process which has been widely used in many domestic and hobby AM machines. It supports a wide variety of materials, such as polymer, composite, metal, and ceramic.

(6) Directed energy deposition builds 3D parts by using focused thermal energy to melt material as it is being deposited. An important directed energy deposition technique is laser engineered net shaping. Other representative techniques include laser deposition welding, 3D laser cladding, direct metal deposition (DMD), and directed light fabrication. The directed energy deposition process can be used with metal, ceramic, and composite. It can control the grain structure to a high degree, which makes it uniquely suitable for repairing complex damaged parts.

(7) Sheet lamination builds 3D parts by bonding sheets of material. Two representative sheet lamination techniques are laminated object manufacturing (LOM) and paper 3D printing. The sheet lamination process has the advantages of ease of material handling, smooth surface roughness, and low material, machine and process costs.

In general, the use of an AM process to realise a product contains a set of activities [7], where process planning is a critical one [8–10]. Process planning for AM refers to an activity of determining appropriate process variables, including orientation, support, slices, tool path, and process parameters, to build a part using an AM machine [11]. It consists of four successive tasks before the construction of a part. Part orientation is the first task, which directly influences its three subsequent tasks, which are support generation [12], slicing [13], and path planning [14].

In the context of AM, the orientation to build a part is one of the most essential process variables, since it has an important effect on the time and cost to build the part and the quality and property of the as-built part [15–17]. Part orientation is the determination of an optimal orientation to build a part using an AM machine based on certain production requirements on the part. In real workshops, an AM process planner or machine operator usually determines the build orientation of a part according to their production experience and intuitive analysis on the part. Different planners or operators could specify different build orientations for an identical part under the same conditions. This would negatively affect the stability and repeatability of the used AM process and the quality and property of the as-built part.

To implement the automation of part orientation, various computer-aided methods have been presented during the past three decades. The coexistence of different methods triggers a series of questions: What are the common characteristics of these methods? What are the specific characteristics of each method? What are the main issues in computer-aided part orientation (CAPO) for AM currently? What are the potential research directions in this field in the future? This paper attempts to approach these questions via presenting a review of the existing CAPO methods. Although [11, 15, 16], and [17] have, respectively, presented related or similar reviews. The review in the present paper is still of necessity because:

(1) The review of [11] was made two decades ago. It defined and conceptualised the four AM process planning tasks, i.e. part orientation, support generation, slicing, and path planning, and provided an overview of the computer-aided methods for these tasks at that time. This review does not include a large number of new CAPO methods that have emerged during the past two decades.

(2) The review of [15] was presented 13 years ago. It described and discussed various CAPO attempts up to that time. This review also does not contain a large number of newly emerging CAPO methods.
The review of [16] was conducted 7 years ago. It carried out a study of the CAPO strategies considering the effects of build orientation on surface roughness, dimensional accuracy, volumetric error, support volume, part strength, and build time. This review lacks a detailed discussion of the main issues in CAPO for AM.

The review of [17] was presented recently. It provided an overview of the objective functions for search of an optimal build orientation, including part accuracy, surface roughness, support volume, build time, manufacturing cost, and mechanical properties, and made an analysis of the optimisation techniques adopted in the existing CAPO methods. This review also does not involve a detailed discussion of the main issues of the CAPO methods.

The review in the present paper, compared to the four reviews, classifies and introduces the existing CAPO methods from the perspective of their principles, instead of their optimisation objectives. This review is more comprehensive than the four reviews, as it covers nearly all of the CAPO methods published in mainstream journals in the past three decades. More importantly, the review presents a detailed discussion of the main issues in CAPO for AM and reports a suggestion of some future research directions in this field.

The remainder of the paper is organised as follows. An overview of the existing CAPO methods are provided in Section 2. Section 3 carries out a discussion about the main issues in CAPO for AM. Section 4 ends the paper with a suggestion of some future research directions in CAPO for AM.

2 Status of CAPO for AM

In this section, a part orientation problem is first clarified and an overview of the existing computer-aided methods for solving this problem is then presented.

2.1 Part orientation problem

In the context of AM product realisation process, the build orientation refers to the orientation with respect to the slice plane of an AM machine. Theoretically, the number of possible build orientations of a part is infinite. Part orientation is the determination of an optimal build orientation for a part from infinite possible orientations. It is required for all AM processes. A part orientation problem takes as input a 3D model of a part represented by a specific format and certain production objectives on the part, and outputs a build orientation for the part that can simultaneously optimise the input production objectives [11]. It is a typical multi-objective problem [17].

In most of the existing CAPO methods, a build orientation is represented by a two-tuple \((\alpha, \beta)\), such that, as shown in Fig. 1, the build orientation lines up along the Z axis after rotating the 3D model around the X axis by an angle of \(\alpha (0^\circ \leq \alpha \leq 360^\circ)\) and around the Y axis by an angle of \(\beta (0^\circ \leq \beta \leq 360^\circ)\). A build orientation can also be expressed by a unit vector \((x, y, z)\), where \((x, y, z)\) can be converted into \((\alpha, \beta)\) using the following equations:

\[
\alpha = \begin{cases} \arctan(y/z) & \text{if } y \neq 0 \text{ or } z \neq 0 \\ 0 & \text{if } y = 0 \text{ and } z = 0 \end{cases} \tag{1}
\]

\[
\beta = -\arctan \frac{x}{\sqrt{y^2 + z^2}} \tag{2}
\]

At present, there are a variety of formats that can be used to represent the 3D model of an AM part [18], where the standard tessellation language (STL) is the most used one and has become the actual standard 3D model format in AM. Almost all computer-aided design (CAD) systems can import and export STL files, and almost all AM machines support the STL format. Most of the existing CAPO methods take the STL model as input. A few methods also use the original CAD model, the voxel model, the AMF (additive manufacturing file) model, and the STEP (standard for the exchange of product model data) model.

The production objectives for determining an optimal build orientation (OBO) are set according to the build orientation factors (BOFs), i.e. the factors influenced by the build orientation. According to the surveys of [16] and [17], the international standard [19], and the studies of [20–23], and [24], the main BOFs are:

1. Part property: The mechanical properties of an as-built part, such as the tensile strength, yield strength, elongation, hardness, and the physical properties, such as the residual stress, flexural modulus, and fatigue performance, are generally affected by the build orientation of the part. For example, the mechanical
properties of an as-built part are always anisotropic. In general, the tensile strength and yield strength in horizontal orientation are respectively greater than the tensile strength and yield strength in vertical orientation.

(2) Part accuracy: Part accuracy indicators generally include dimensional error, geometric error, and volumetric error. Build orientation directly affects the shrinkage, curling, and distortion of an as-built part, which are the major factors causing dimensional error and geometric error. Volumetric error is caused by building a part with staircases in a layer by layer manner. It cannot be eliminated, but its influence on part accuracy can be reduced via designing proper build orientation and layer thickness.

(3) Surface quality: The most used surface quality indicator is surface roughness. Build orientation has a direct effect on surface roughness for all AM processes because of the layer upon layer building manner. For example, planes or surfaces that are parallel or perpendicular to build orientation would have smaller surface roughness than those that have an angle with build orientation. Declining faces would be more seriously influenced by staircase effect.

(4) Support structure: In the AM processes that are not free of support structure, such as FDM, LPBF, EBM, and DMD, support structure is used to sustain the overhanging region to resist deformation or collapse, reduce part distortion caused by thermal gradients, or balance a building part to avoid shift. The use of support structure, however, directly leads to an increase of the total build volume, thereby lengthening the build time and increasing the build cost. Further, the removal of support structure will lengthen the post-processing time and increase the post-processing cost, and could be detrimental to the surface quality of the supported region. It is intuitive that different build orientations result in different support structure and supported region.

(5) Build time: Build time mainly consists of layer preparation time, layer building time, and recoating time. Build orientation directly affects the build height and thus influences the build time.

(6) Build cost: Build cost calculates all resources required in building a part, such as materials, energy, machine, and labour. It is affected by build orientation, since different build orientations may cause different material consumption and build time.

(7) Post-processing time: Post-processing time mainly contains property enhancement time, support removal time, accuracy improvement time, and surface quality improvement time. Build orientation also affects the post-processing time, since it influences the support structure, part accuracy, surface quality, and part property.

(8) Post-processing cost: Post-processing cost calculates all resources needed in all post-processing tasks on a built part. It is also influenced by build orientation, because different build orientations may result in different support structure, part accuracy, surface quality, part property, and post-processing time.

In some existing CAPO methods, certain optimisation methods are developed or adopted to search an orientation enabling one or more factors to be optimal from infinite possible orientations. These methods are called as one-step methods in the present paper, since they solve a part orientation problem in one step. Other existing CAPO methods divide the part orientation task into a step of generation of some alternative build orientations (ABOs) and a step of selection of an OBO, which are successively carried out on the basis of the optimisation of one or more factors. These methods are named as two-step methods. More details of the two categories of CAPO methods are given below.

2.2 One-step methods

A one-step method generally develops an exhaustive search algorithm or adopts an optimisation technique to search an OBO from an infinite solution space. This search process is a typical multi-objective optimisation (MOO) process. According to the search approach, one-step methods can be further divided into direct search-based methods and optimisation technique-based methods.

A direct search-based method usually works on the basis of a process of exhaustive computation. Its general flow, as depicted in Fig. 2, is described as follows:

(1) Input a 3D model of a part in its original orientation and certain production objectives on the part (e.g. to maximise the tensile strength, to minimise the support volume, to minimise the build cost).

(2) Estimate the values of the considered BOFs (e.g. tensile strength, support volume, build cost) under the current orientation using certain estimation models.

(3) Calculate a summary value of the considered BOFs under the current orientation using certain aggregation models.

(4) Determine whether the solution space has been traversed and continue to (5) if the answer is no and skip to (6) if the answer is yes.

(5) Rotate the 3D model in the current orientation in a specific step size to obtain a new orientation and skip to (2).
(6) Output an orientation that achieves the optimal summary value to build the part.

There is a contradictory issue in (5): How to set a proper step size? If the step size is assigned a large value, the number of the iterations of the entire part orientation process will be reduced. But this will increase the risk of missing the true OBO. If it is assigned a small value, such risk will be reduced. But this will greatly increase the number of iterations. If the step size is assigned random values, an OBO could be generated in a short time. But it is more likely to take a very long time. Because of the contradictory issue, most of the existing direct search-based methods have a shortcoming of low efficiency.

Unlike the direct search-based methods, it is rather difficult to use a unified flow to summarise all optimisation technique-based methods, because the optimisation techniques applied in the existing one-step methods are diverse and their principles or processes could be different in nature. However, according to a survey of the existing one-step methods, it is found that the most used optimisation technique is the population-based optimisation algorithm (PBOA), such as the genetic algorithm (GA), the particle swarm optimisation algorithm (PSOA), the bacterial foraging optimisation algorithm (BFOA), and the electromagnetism-like mechanism algorithm (ELMA). Without loss of generality, the general flow of the one-step methods using the PBOAs is described below.

A PBOA-based method generally works based on a process that constantly updates the current group of orientations. Its general flow, as depicted in Fig. 3, is described as follows:

(1) Input a 3D model of a part and certain production objectives on the part.

(2) Set controlling parameters and generate an initial group of orientations. Different controlling parameters are needed to be set when using different PBOAs. For example, setting the population size, crossover probability, and mutation probability is required when using the GA. Specifying the inertia weight, social, and cognitive parameters is needed when using the PSOA. Setting the number of bacteria, number of chemotactic, swim, reproductive, elimination, and dispersal steps, elimination probability, and chemotactic step size is required when using the BFOA. Specifying the number of samples, maximum number of iterations, maximum number of local search iterations, and local search parameter is needed when using the ELMA. The initial group of orientations is usually generated randomly.

(3) Estimate the values of the considered BOFs using certain estimation models and calculate the value of overall objective function (OOF).

(4) Determine whether the termination condition is satisfied and continue to (5) if the answer is no and skip to (6) if the answer is yes. A PBOA-based method will stop its iterations when certain objectives are achieved, when a certain number of iterations are completed, when the allocated time is used up, when something disappears, or when no significant improvement of the optimisation results after a certain number of iterations.

(5) Output an orientation that achieves the optimal summary value to build the part.
(5) Perform specific operations to update the current group of orientations and skip to (3). Different PBOAs update the current group of orientations via different operations. For example, the GA updates it via selection, crossover, and mutation. The PSOA updates it via movement. The BFOA updates it via chemotaxis, reproduction, and elimination-dispersal. The ELMA updates it via attraction-repulsion.

(6) Output an optimal orientation to build the part.

The use of a PBOA is usually helpful to improve the efficiency. But this brings an issue of setting controlling parameters. In general, whether the set controlling parameters are optimal would significantly affect the effectiveness of the entire method. Determination of an optimal group of controlling parameters is not an easy task. In addition, a specific PBOA can only achieve good performance for specific types of optimisation problems. It is not clear which PBOA is the most suitable for a part orientation problem.

During the past few decades, the research of part orientation via direct search and optimisation techniques has gained importance and popularity within the academia. A large number of one-step methods have been presented in this period. A brief summarisation of a set of representative large number of one-step methods is provided in Table 1. As can be seen from the table, the main difference of the existing one-step methods lies in the targeted AM processes, the approach for orientation search, the OOF, and the considered BOFs:

(1) Processes: Most one-step methods are proposed for the SLA, FDM, or SLS process. Some methods are theoretically applicable for all AM processes. A few methods are developed for the EBM or LPBF process.

(2) Search approach: Direct search-based methods directly search an OBO via an exhaustive computation procedure. Optimisation technique-based methods search an OBO using optimisation techniques.

(3) OOF: The OOFs used in the existing one-step methods include the weighted sum model (WSM) \( w_1 F_1(O) + w_2 F_2(O) + ... + w_{m'} F_{m'}(O) \), Pareto front analysis (PFA) \( \{ F_1(O), F_2(O), ..., F_{m'}(O) \} \), and min-max functions (MMFs) \( \min/\max\{F_1(O)\}, \min/\max\{F_2(O)\}, ..., \min/\max\{F_{m'}(O)\} \). Here, \( O \) is a given build orientation, \( m' \) is the number of the considered BOFs, \( F_i(O) \) is the objective function of the \( i \)-th BOF in \( O \), and \( w_i \) is the weight of the \( i \)-th BOF.

(4) BOFs: Each one-step method considers one or more BOFs among part property, part accuracy, surface quality, support structure, build time, build cost, post-processing time, and post-processing cost.

In the following subsections, a general overview of the characteristics of the optimisation techniques used in the one-step methods in Table 1 is first provided. Then a review of these one-step methods is given according to their targeted AM processes.

### 2.2.1 Overview of the used optimisation techniques

According to Table 1, the optimisation techniques used in the existing one-step methods include the GA [82], non-dominated sorting genetic algorithm II (NSGA-II) [83], trust region method (TRM) [84], PSOA [85], extreme learning machine (ELM) [86], principal component analysis-based optimisation algorithm (PCABOA) [56], surrogate model (SM) [87], Taguchi method (TM) [88], sequential quadratic programming algorithm (SQPA) [89], BFOA [90], S-metric selection evolutionary multi-objective algorithm (SMEMOA) [91], globally convergent method of moving asymptotes (GCMMA) [92], ELMA [93], and generalised differential evolution 3 (GDE3) [94], where:

1. **GA** is a meta-heuristic algorithm of searching for the optimal solution via simulating the natural evolution process. Its main advantages lie in having simple and robust process, good scalability, potential concurrency, and random search capability irrelevant to actual optimisation problems. The major limitations of the GA are reflected at two aspects. On the one hand, the GA has a tendency to converge towards local optimum in many optimisation problems. On the other hand, the efficiency of the GA is generally lower than that of other optimisation algorithms.

2. **NSGA-II** is an improved version of the non-dominated sorting genetic algorithm [95]. It has three aspects of improvement. The first aspect is the development of a non-dominated sorting procedure, which largely improves the efficiency. The second aspect is the use of crowding distance and its comparison operators, which enable individuals in the quasi-Pareto domain to extend to the entire Pareto domain and maintain the diversity of the population. The third aspect is the introduction of elitist strategy, which expands the sampling space. A main shortcoming of the NSGA-II is that the unstable crowding distance model when two or more solutions have the same fitness value will influence the convergence and diversity preservation capabilities of the algorithm.

3. **TRM** is one of the most important numerical optimisation techniques for solving non-linear optimisation problems. A main advantage of the TRM over line search algorithms is that it can use non-convex approximation models. Further, the TRM is a reliable and robust technique which has strong convergence property and can be applied to
| One-step method | Processes | Search approach | OOF | PP | PA | SQ | SS | BT | BC | PT | PC |
|----------------|-----------|----------------|-----|----|----|----|----|----|----|----|----|
| 25             | SLA       | Direct search  | MMFs| ✓  | ✓  | ✓  |     |     |     |     |     |
| 26             | SLA       | Direct search  | WSM| ✓  | ✓  | ✓  |     |     |     |     |     |
| 27             | SLA, FDM  | Direct search  | MMFs| ✓  | ✓  | ✓  | ✓   |     |     |     |     |
| 28             | SLA       | Direct search  | WSM| ✓  | ✓  | ✓  |     |     |     |     |     |
| 29             | SLA       | Direct search  | WSM| ✓  | ✓  | ✓  |     |     |     |     |     |
| 30             | 4 processes | Direct search | PFA| ✓  | ✓  | ✓  | ✓   |     |     |     |     |
| 31             | FDM       | Direct search  | MMFs| ✓  |     |     |     |     |     |     |     |
| 32             | SLS       | Genetic algorithm | MMFs|     | ✓  |     |     |     |     |     |     |
| 33             | FDM       | Direct search  | MMFs| ✓  |     |     |     |     |     |     |     |
| 34             | FDM       | Direct search  | MMFs| ✓  |     |     |     |     |     |     |     |
| 35             | FDM       | NSGA-II        | MMFs|     | ✓  |     |     |     |     |     |     |
| 36             | FDM       | Genetic algorithm | WSM| ✓  | ✓  |     |     |     |     |     |     |
| 37             | 3 processes | Genetic algorithm | WSM| ✓  | ✓  |     |     |     |     |     |     |
| 38             | SLA       | Genetic algorithm | WSM| ✓  | ✓  | ✓  | ✓   |     |     |     |     |
| 39             | SLA       | Trust region method | MMFs|     | ✓  |     |     |     |     |     |     |
| 40             | 3 processes | Genetic algorithm | MMFs|     | ✓  |     |     |     |     |     |     |
| 41             | SLA       | Genetic algorithm | WSM| ✓  | ✓  |     |     |     |     |     |     |
| 42             | SLA, SLS  | Trust region method | WSM| ✓  | ✓  | ✓  | ✓   |     |     |     |     |
| 43             | SLS       | Direct search  | MMFs| ✓  |     |     |     |     |     |     |     |
| 44             | SLA       | Genetic algorithm | PFA | ✓  | ✓  | ✓  |     |     |     |     |     |
| 45             | SLS       | NSGA-II, PSOA  | MMFs| ✓  | ✓  | ✓  |     |     |     |     |     |
| 46             | SLA, SLS  | Direct search  | MMFs| ✓  |     |     |     |     |     |     |     |
| 47             | SLS       | Genetic algorithm | PFA| ✓  | ✓  | ✓  |     |     |     |     |     |
| 48             | 3 processes | Genetic algorithm | WSM| ✓  | ✓  | ✓  | ✓   |     |     |     |     |
| 49             | AM processes | Genetic algorithm | PFA| ✓  | ✓  | ✓  |     |     |     |     |     |
| 50             | AM processes | Genetic algorithm | MMFs| ✓  |     |     |     |     |     |     |     |
| 51             | AM processes | Direct search | MMFs| ✓  |     |     |     |     |     |     |     |
| 52             | AM processes | Direct search | WSM| ✓  | ✓  |     |     |     |     |     |     |
| 53             | SLA, FDM  | ELM            | WSM| ✓  |     |     |     |     |     |     |     |
| 54             | AM processes | Genetic algorithm | WSM| ✓  |     |     |     |     |     |     |     |
| 55             | SLS       | Direct search  | MMFs| ✓  |     |     |     |     |     |     |     |
| 56             | AM processes | PCABAOA        | MMFs| ✓  |     |     |     |     |     |     |     |
| 57             | LPBF      | Genetic algorithm | WSM| ✓  | ✓  | ✓  | ✓   | ✓   |     |     |     |
| 58             | AM processes | Direct search | MMFs| ✓  | ✓  | ✓  |     |     |     |     |     |
| 59             | AM processes | Direct search | WSM| ✓  | ✓  | ✓  |     |     |     |     |     |
| 60             | FDM       | Direct search  | WSM| ✓  | ✓  |     |     |     |     |     |     |
| 61             | FDM       | NSGA-II        | PFA | ✓  | ✓  | ✓  |     |     |     |     |     |
| 62             | FDM       | Surrogate model | WSM| ✓  |     |     |     |     |     |     |     |
| 63             | AM processes | PSOA          | MMFs| ✓  | ✓  |     |     |     |     |     |     |
| 64             | LPBF      | PSOA           | WSM| ✓  | ✓  |     |     |     |     |     |     |
| 65             | FDM       | Taguchi method | MMFs| ✓  | ✓  |     |     |     |     |     |     |
| 66             | LPBF      | Direct search  | MMFs| ✓  | ✓  |     |     |     |     |     |     |
| 67             | FDM       | Direct search  | MMFs| ✓  |     |     |     |     |     |     |     |
| 68             | FDM       | SQPA           | WSM| ✓  |     |     |     |     |     |     |     |
| 69             | FDM       | PSOA, BFOA    | WSM| ✓  | ✓  |     |     |     |     |     |     |
| 70             | FDM       | SMSEMOA       | PFA | ✓  | ✓  | ✓  | ✓   |     |     |     |     |
| 71             | LPBF      | Direct search  | MMFs| ✓  | ✓  | ✓  |     |     |     |     |     |
| 72             | FDM       | Direct search  | MMFs| ✓  | ✓  | ✓  |     |     |     |     |     |
Table 1 (continued)

| One-step method | Processes | Search approach | OOF | PP | PA | SQ | SS | BT | BC | PT | PC |
|-----------------|-----------|-----------------|-----|----|----|----|----|----|----|----|----|
| [73] SLA        | GCMMA     | MMFs            | ✓   |    |    |    |    |    |    |    |    |
| [74] FDM        | ELMA      | MMFs            |    | ✓ ✓| ✓ ✓| ✓ ✓| ✓ ✓| ✓ ✓|    |    |    |
| [75] SLA, FDM, | NSGA-II,  | MMFs            | ✓   |    |    |    |    |    |    |    |    |
| IJ              | GDE3      |                 |    |    |    |    |    |    |    |    |    |
| [76] FDM        | Direct search | MMFs   | ✓   |    |    |    |    |    |    |    |    |
| [77] SLA, FDM   | PSOA      | WSM            | ✓   |    |    |    |    |    |    |    |    |
| [78] FDM        | PSOA      | PFA            | ✓   |    |    |    |    |    |    |    |    |
| [79] AM processes | Direct search | MMFs   | ✓   |    |    |    |    |    |    |    |    |
| [80] FDM        | Genetic algorithm | WSM  | ✓   |    |    |    |    |    |    |    |    |
| [81] AM processes | Direct search | MMFs   | ✓   |    |    |    |    |    |    |    |    |

OOF stands for overall objective function; PP stands for part property; PA stands for part accuracy; SQ stands for surface quality; SS stands for support structure; BT stands for build time; BC stands for build cost; PT stands for post-processing time; PC stands for post-processing cost; MMFs stands for min-max functions; WSM stands for weighted sum model; 4 processes include SLA, SLS, FDM, LOM; PFA stands for Pareto front analysis; NSGA-II stands for non-dominated sorting genetic algorithm II; 3 processes include SLA, SLS, FDM; ELM stands for extreme learning machine; PCABOA stands for principal component analysis-based optimisation algorithm; SQPA stands for sequential quadratic programming algorithm; SMSEMOA stands for S-metric selection evolutionary multi-objective algorithm; GCMMA stands for globally convergent method of moving asymptotes; GDE3 stands for generalised differential evolution

ill-conditioned optimisation problems. However, optimisations using the TRM require the gradients or Hessian matrices of the objective and constraint functions, which are sometimes not easy to calculate.

(4) The PSOA is a group collaboration-based search algorithm developed by simulating the foraging behaviour of birds. It has five common characteristics with the GA. Firstly, the initial population of both is generated randomly. Secondly, both of the algorithms evaluate the fitness value of each individual. Thirdly, the current population is updated according to the fitness values. Fourthly, both of them terminate when the termination condition is satisfied. Fifthly, both of them are not guaranteed to find the global optimal solution. Compared with the GA, the PSOA does not involve the crossover and mutation operations and all particles may converge to the optimal solution faster in most cases. However, the algorithm is easy to fall into local optima for objective functions with multiple local extreme points. In addition, the PSOA does not have a rigorous theoretical basis. It is not clear from the principle why the algorithm is effective. Because of this, the PSOA is generally suitable for a class of high-dimensional optimisation problems that do not require very accurate solutions.

(5) The ELM is a machine learning algorithm for solving single hidden layer feed-forward neural network. It is simple and easy to use, since it only needs to set the network structure, while traditional feed-forward neural networks need to manually set a large number of network training parameters. In the ELM, the weights from the input layer to the hidden layer are randomly determined once and do not need to be adjusted during the execution of the algorithm, while the weights from the hidden layer to the output layer only need to be determined by solving a linear equation system. For this reason, the computation speed is largely increased. The main characteristic of using the ELM to search the optimal solution is reflected in high efficiency. However, the accuracy of the search largely depends on the quality of the sample data. For most optimisation problems, obtaining a certain amount of high-quality sample data is not easy.

(6) The PCABOA is an optimisation algorithm for part orientation based on the principal component analysis [96]. In this algorithm, the area weighted normal is first introduced to convert a part orientation problem to a least absolute deviation linear regression problem. Then, the principal component analysis is used to solve the regression problem. Compared with the direct search-based methods, the algorithm uses less than 40% running time to achieve satisfying accuracy. In addition, the PCABOA determines the optimal solution adaptively, which eliminates the uncertainty caused by manual interventions. However, it is not clear whether the performance of the algorithm is better than that of other optimisation techniques.

(7) The SM is a commonly used optimisation technique in engineering problems. When an optimisation problem requires a large amount of computation and is not easy to solve, a simplified model that needs a smaller amount of computation and mimics
the original problem as closely as possible can be used to replace the optimisation problem to speed up the optimisation process. This simplified model is the so-called SM. There have been a number of commonly used SMs so far, such as the polynomial response surface, kriging, radial basis function, support vector machine, Bayesian network, and Fourier surrogate model. Using certain SMs to solve complex optimisation problems can be beneficial, but it is generally not easy to find or establish an accurate SM for a specific optimisation problem.

(8) The TM is a powerful experimental optimisation technique. The main advantages of the TM over other experimental optimisation techniques are reflected at three aspects. Firstly, the TM is usually carried out with the minimum number of experiments. Secondly, it is applicable for both continuous and discrete optimisation problems. Thirdly, it can find the optimal solution without calculation of the derivatives. A main limitation of the TM is that the selection of the optimal solution for the problem from the specified levels of parameters may lead to a limited resolution to search the optimal solution [65].

(9) The SQPA is one of the most effective algorithms for solving constrained non-linear optimisation problems. It is capable of processing any degrees of non-linearity. The prominent advantages of the SQPA lie in good convergence property, high computational efficiency, and strong boundary search capability. However, each iteration of the algorithm needs to solve one or more quadratic programming subproblems. The amount of computation and storage required to solve the subproblems is substantial with the expansion of the optimisation problem scale. For this reason, the SQPA only works well for small and medium optimisation problems and becomes very cumbersome for large optimisation problems with many variables.

(10) The BFOA is a bionic optimisation algorithm based on the Ecoli phagocytosis behaviour in human intestines. Its notable characteristic is having fast convergence speed, high accuracy, and the capability to jump out of local optimums. Further, the algorithm introduces a new termination condition. That is, without any iteration or accuracy condition, it will naturally terminate with the disappearance of the colony and certain accuracy can still be maintained. However, for complex optimisation problems, especially high-dimensional multi-modal optimisation problems, the convergence property of the BFOA is worse than other swarm intelligence optimisation algorithms.

(11) The SMSEMOA is an indicator-based evolutionary algorithm that explicitly uses a performance indicator called as hypervolume or S-metric in its environmental selection procedure. It has an advantage of not requiring a reference set over other indicator-based evolutionary algorithms. The SMSEMOA uses only a reference point, which is much easier to state than a reference set. Because of this, the algorithm is more flexible to solve the MOO problems where the characteristics of the Pareto front are unknown. However, the computational cost of the performance indicator will greatly increase as the number of objectives increases. Thus, the application of the SMSEMOA is usually limited by its high computational cost.

(12) The GCMMA is a globally convergent version of the method of moving asymptotes [97], a convex approximation method for structural optimisation problems. Like the SQPA, the GCMMA is also an alternative method for solving constrained non-linear optimisation problems. A main difference between them is that the SQPA needs to perform a line search on a merit function at each iteration, while the GCMMA introduces curvature in the objective function and the constraint functions of the subproblem to avoid line search. Another difference is that the SQPA cannot work well for large optimisation problems with many variables, while the GCMMA can be successfully used to optimisation problems with a very large number of variables and a relatively small number of constraints. A main shortcoming of the GCMMA is that it is not capable of finding the optimal solution in a reasonable time for some large structural optimisation problems.

(13) The ELMA is a meta-heuristic algorithm of solving the unconstrained non-linear optimisation problems in a continuous domain via simulating the attraction-repulsion mechanism of charges in the electromagnetism theory. The main strength of the algorithm lies in the idea of directing the sample points towards local optimisers. Further, the ELMA has better performance in terms of accuracy and efficiency when it is compared with the GA and PSOA, although it shares several characteristics with them. However, the algorithm pays little attention to the influence of the size of the search step on its accuracy and convergence performance. In the ELMA, the particle search is based on random step size and the iterations are terminated when obtaining one comparatively better objective function value. This way is not acceptable since it may not achieve a balance between the convergence speed and the convergence accuracy.

(14) The GDE3 is an improved version of the generalised differential evolution 2 [98], a meta-heuristic
algorithm that optimises a problem via iteratively improving an alternative solution according to a given measure of quality. A major change is the use of a growing population and non-dominated sorting with pruning of non-dominated solutions, which decreases the population size at the end of each iteration and makes the algorithm more stable in selecting controlling parameters. Compared to the NSGA-II, the GDE3 provides better solution diversity and requires less function evaluations. However, its convergence performance needs further testing.

Based on the description above and Table 1, the optimisation techniques used in the existing one-step methods are briefly summarised in Table 2. It can be seen from Table 2 that PBOA is the most used optimisation technique and the GA is the most used PBOA in the existing one-step methods. This does not indicate that a PBOA or the GA is the most suitable optimisation technique to solve a part orientation problem. In addition, each optimisation technique has its specific strengths and limitations. It is difficult to find the most suitable one for a part orientation problem from such qualitative description. To achieve this, specific quantitative comparison experiments need to be carried out. However, there is yet no evidence that such experiments have been conducted.

### 2.2.2 One-step methods for the SLA process

The method of [25] established three decision criteria, including surface quality, build time, and support complexity, to search desirable build orientations for an SLA part directly. The surface quality was evaluated by the area of non-stepped and stepped surfaces. The build time was estimated via the number of layers. The support complexity was quantified by the supported points. The optimisation objective for searching the build orientations was to maximise the area of non-stepped surfaces and minimise the area of stepped surfaces, to minimise the number of layers, or to minimise the number of supported points. This method was demonstrated via a simulation example.

In the method of [26], part stability, part accuracy, and build time were optimised at the same time to search an OBO for an SLA part directly. The part stability in a given build orientation $O$ was evaluated by a penalty function when the part is unstable in $O$

$$s^O_{\text{part}} = \frac{h^O_{\text{cog}} d^O_{\text{cogch}}}{a^O_{\text{base}}}$$

(3)

where $h^O_{\text{cog}}$ is the height of centre of gravity in $O$, $d^O_{\text{cogch}}$ is the closest distance between the projection of centre of gravity and the convex hull of base in $O$, and $a^O_{\text{base}}$ is the base area in $O$. The part accuracy and build time were quantified by the overhanging region and number of layers, respectively. The OOF was established using the WSM, in which the weights were manually assigned. The optimisation objective for searching an OBO is to minimise the OOF. The feasibility of this method was verified by two simulation examples.

The method of [28] optimised the part accuracy, build time, and part stability simultaneously to search an OBO

| Technique | PBOA | Number | Main strength of the technique | Main limitation of the technique |
|-----------|------|--------|------------------------------|----------------------------------|
| GA [82]   | Yes  | 14     | Simple and robust            | Tend to converge to local optimum in many problems |
| NSGA-II [83] | Yes  | 4      | Robust and efficient        | Unstable when solutions have the same fitness value |
| TRM [84]  | No   | 2      | Reliable and robust        | Not easy to calculate gradients or Hessian matrices |
| PSOA [85] | Yes  | 6      | Simple and efficient        | Solutions are not very accurate for many problems |
| ELM [86]  | No   | 1      | Simple and efficient        | Not easy to obtain high-quality sample data |
| PCABOA [56] | No   | 1      | Flexible and efficient      | Performance still requires further evaluation |
| SM [87]   | No   | 1      | Beneficial for complex problems | Not easy to find or establish an accurate SM |
| TM [88]   | No   | 1      | Versatile and efficient     | Limited resolution to search the optimal solution |
| SQPA [89] | No   | 1      | Good convergence and efficient | Cumbersome for large problems with many variables |
| BFOA [90] | Yes  | 1      | Effective and efficient     | Bad convergence for high-dimensional problems |
| SMSEMOA [91] | Yes  | 1      | Flexible for certain problems | Application is limited by high computational cost |
| GCMMA [92] | No   | 1      | Applicable for large problems | Not efficient when solving some large problems |
| ELMA [93] | Yes  | 1      | Effective and efficient     | Effect of search step size on performance is neglected |
| GDE3 [94] | Yes  | 1      | Good diversity of solutions | Convergence performance still needs further testing |

PBOA stands for whether the technique is a PBOA; Number stands for the number of the one-step methods in Table 1 that use the technique.
for an SLA part directly. The part accuracy in a given build orientation $O$ was estimated by

$$A_{\text{part}}^O = \left( \sum_{i=1}^{n} \frac{1}{\sin \theta_i^O \cos \theta_i^O} \right)/n + \left( \sum_{i=1}^{n} a_{\text{psfacet},j} \right)/\left( \sum_{i=1}^{n} a_{\text{facet},i} \right)$$ (4)

where $n$ is the number of facets of the input STL model, $n'$ is the number of sloping facets with respect to $O$, $\theta_i^O$ is the sloping angle of the $i$th facet with respect to $O$ (i.e. the acute angle between the $i$th facet and the XOY plane when $O$ and the $+Z$ axis are in the same direction), $a_{\text{psfacet},j}^O$ is the area of the $j$th projected sloping facet with respect to $O$, and $a_{\text{facet},i}$ is the area of the $i$th facet. The build time was estimated via the number of layers. The part stability was quantified using the ratio of projected support area to base area. The OOF was established using the WSM, where the weights were manually assigned. The optimisation objective for searching an OBO is to minimise the OOF. This method was illustrated by a simulation example.

In the method of [29], a build orientation for an SLA part was searched directly based on the objectives of short build time, high part accuracy, and smooth surface roughness. The build time and part accuracy were evaluated using the response surface methodology. The surface roughness in a given build orientation $O$ was predicted by

$$R_{\text{surface}}^O = \frac{\sum_{i=1}^{n} ((1874 \sin \theta_i^O \cos \theta_i^O + 3.5 \theta_i^O + 48) a_{\text{facet},i})}{\sum_{i=1}^{n} a_{\text{facet},i}}$$ (5)

The OOF was established using the WSM, in which the weights were manually assigned. The optimisation objective for searching an OBO is to minimise the OOF. This method was demonstrated via two simulation examples.

The method of [38] optimised the post-processing time, post-processing cost, and number of layers simultaneously to search an OBO for an SLA part. The post-processing time in a given build orientation $O$ and the post-processing cost in $O$ were respectively evaluated by

$$T_{\text{postproc}}^O = T_{\text{removal}}^O + T_{\text{polish}}^O + T_{\text{wash}} + T_{\text{postcure}} + T_{\text{transfer}}$$ (6)

$$C_{\text{postproc}}^O = C_{\text{removal}}^O + C_{\text{polish}}^O + C_{\text{wash}} + C_{\text{postcure}} + C_{\text{transfer}} + C_{\text{overhead}}$$ (7)

where $T_{\text{removal}}^O$ is the support removal time in $O$, $T_{\text{polish}}^O$ is the polishing time in $O$, $T_{\text{wash}}$ is the washing time, $T_{\text{postcure}}$ is the post-curing time, $T_{\text{transfer}}$ is the transferring time, $C_{\text{removal}}^O$ is the support removal cost in $O$, $C_{\text{polish}}^O$ is the polishing cost in $O$, $C_{\text{wash}}$ is the washing cost, $C_{\text{postcure}}$ is the post-curing cost, $C_{\text{transfer}}$ is the transferring cost, and $C_{\text{overhead}}$ is the overhead cost. The OOF was established using the WSM, in which the weights were manually specified. The optimisation objective for searching an OBO is to minimise the OOF. The search was accelerated by a model mapping approach based on the GA. The rotation step sizes from $0^\circ$ to $10^\circ$ were tested and compared. This method was demonstrated by three simulation examples, in which the rotation step size was assigned $5^\circ$.

In the method of [39], the model in Eq. 5 was used to evaluate the surface roughness of an SLA part. The optimisation objective for searching an OBO is to minimise the surface roughness. The optimisation process was realised by the TRM. The rotation step size was set as $1^\circ$. This method was illustrated by two simulation examples.

The method of [41] established a framework for searching an OBO for an SLA part. In this framework, the optimisation objective is to minimise a weighted sum of build time and surface roughness. The optimisation process was realised using the GA, in which random step sizes were used. The framework was tested by a set of simulation examples.

In the method of [44], the objective functions of the surface roughness, build time, and support volume of an SLA part were handled individually via Pareto-based optimisation, which was performed by the GA. The surface roughness was evaluated using an adaptive slicing method presented by [99]. The build time was calculated via an algorithm based on the number of layers. The support volume was estimated by a model presented by [100]. This method was illustrated using two simulation examples.

The method of [73] realised the simultaneous optimisation of the build orientation and structural topology of an SLA part. In this method, the mechanical properties of an as-built part were considered and a quantitative correlation between the process variables and the mechanical properties was established. The correlation was implemented for process and topology optimisation by a gradient-based algorithm. This method was validated via a set of fabrication examples.

### 2.2.3 One-step methods for the FDM process

The methods of [31] and [33] established one decision criterion, volumetric error, to search proper build orientations for an FDM part directly. The volumetric error in a given build orientation $O$ was evaluated by

$$E_{\text{volum}}^O = \sum_{i=1}^{N_{\text{layers}}} E_{\text{area},i}^O p_{\text{layer},i}$$ (8)
where \( N_{\text{layers}}^O \) is the number of layers in \( O \), \( p_{\text{layer},i} \) is the perimeter of the \( i \)th layer, and \( E_{\text{area},i}^O \) is the area error in the \( i \)th layer with respect to \( O \) that can be calculated using

\[
E_{\text{area},i}^O = \begin{cases} \frac{l_{\text{layer}}^2}{2 \tan \theta_i^O} & \text{if the } i \text{th layer is an overhanging layer} \\ \frac{l_{\text{layer}}^2 \tan \theta_i^O}{2} & \text{if the } i \text{th layer is not an overhanging layer} \end{cases}
\]

where \( l_{\text{layer}} \) is the constant layer thickness. In the method of [34], a different model for estimating the volumetric error of an FDM part was developed as

\[
E_{\text{volume}}^O = \sum_{i=1}^{n_{\text{layers}}} \frac{1}{2} (a_{\text{layer},i+1}^O - a_{\text{layer},i}^O) l_{\text{layer}}
\]

where \( a_{\text{layer},i}^O \) is the horizontal area of the \( i \)th layer with respect to \( O \). For the three methods, the optimisation objective for searching the build orientations was to minimise the volumetric error. These methods were validated via a set of simulation or fabrication examples.

The method of [35] established two decision criteria, surface roughness and build time, to search an OBO for an FDM part. The surface roughness in a given build orientation \( O \) was predicted by

\[
R_{\text{surface}}^O = \frac{\sum_{i=1}^{n} (R_{\text{facet},i}^O a_{\text{facet},i})}{\sum_{i=1}^{n} a_{\text{facet},i}}
\]

where \( R_{\text{facet},i}^O \) is the surface roughness of the \( i \)th facet in \( O \) that was calculated via

\[
R_{\text{facet},i}^O = \begin{cases} 69.28 \rightarrow 72.36 l_{\text{layer}} / \tan \theta_i^O & \text{if } 0^\circ \leq \theta_i^O \leq 70^\circ \\ 0.05 (90 R_{70^\circ} - R_{90^\circ} + \theta_i^O (R_{90^\circ} - R_{70^\circ})) & \text{if } 70^\circ < \theta_i^O < 90^\circ \\ 117.6 l_{\text{layer}} & \text{if } \theta_i^O = 90^\circ \\ 1.2 R_{\text{facet},i}^O & \text{if the } i \text{th facet is a supported facet} \end{cases}
\]

where \( R_{70^\circ} \) is the value of \( R_{\text{facet},i}^O \) when \( \theta_i^O = 70^\circ \), and \( R_{90^\circ} \) is the value of \( R_{\text{facet},i}^O \) when \( \theta_i^O = 90^\circ \). The build time in \( O \) was estimated through

\[
T_{\text{build}}^O = N_{\text{layers}}^O \left( 1 + \frac{\sum_{j=1}^{n'} d_{\text{facet},j}^O}{\sum_{i=1}^{n} a_{\text{facet},i}^O} R_{\text{sw2tw}}^O \right)
\]

where \( n' \) is the number of supported facets in \( O \), and \( R_{\text{sw2tw}}^O \) is the ratio of the supported width in \( O \) to the total width in \( O \). The optimisation objectives were to minimise the surface roughness and minimise the build time. The NSGA-II was adopted to accelerate the search and the rotation step size was assigned random values in the algorithm. This method was demonstrated by two simulation examples.

In the method of [36], surface roughness and build time were optimised simultaneously to search an OBO for an FDM part. The surface roughness in a given build orientation \( O \) was evaluated using the model in Eq. 11. The build time in \( O \) was predicted by

\[
T_{\text{build}}^O = N_{\text{layers}}^O \left( 1 + \frac{\sum_{j=1}^{n'} d_{\text{facet},j}^O}{\sum_{i=1}^{n} a_{\text{facet},i}^O} D_{\text{smat}} \right)
\]

where \( D_{\text{smat}} \) is the density of the support material. The OOF was established using the WSM, in which the weights were manually assigned. The optimisation objective is to minimise the OOF. The search was accelerated using the GA. This method was verified via two simulation examples.

The method of [60] searched a build orientation for an FDM part via minimising the number of disconnected components and the distance between the disconnected components that remain, thereby minimising the total build time. The OOF was defined as a weighted sum of such number and distance and the height and trapped volume of the input 3D model. The weights of these criteria were determined based on the experiment results of 20 models.
This effectiveness of this method was demonstrated by a comparison of simulation and fabrication results of six models with the part orientation method in [10].

In the method of [61], the surface roughness was estimated using a model based on analytical modelling and empirical investigation presented by [101]. The build time was predicted using the model in Eq. 14. The search of an OBO for an FDM part was realised by PFA, which was performed using the NSGA-II. This method was validated by three fabrication examples.

The method of [62] addressed the simultaneous optimisation of the volumetric error and material composition error of an FDM part. In this method, the volumetric error in a given build orientation \( O \) was evaluated through

\[
E_{\text{volum}}^O = \begin{cases} 
\sum_{i=1}^n \left( t_{\text{layer}} | \delta_i^O | a_{\text{facet},i} \right) & \text{if } |z_i^O| = 1 \\
\sum_{i=1}^n \left( 1/2 t_{\text{layer}} c_i^O a_{\text{facet},i} \right) & \text{if } |z_i^O| \neq 1
\end{cases}
\]

(15)

where \( z_i^O \) is the Z component of the unit normal vector of the \( i \)th facet with respect to \( O \), and \( \delta_i^O \) was defined as

\[
\delta_i^O = \left( \frac{(Z_i^O - Z_{\text{min}})}{t_{\text{layer}} + 0.5} \right) - (Z_i^O - Z_{\text{min}})/t_{\text{layer}}
\]

(16)

where \( Z_i^O \) is the Z coordinate of \( i \)th facet with normal vector along the Z axis with respect to \( O \), and \( Z_{\text{min}} \) is the bounding box minima in the Z direction with respect to \( O \). The material composition error in \( O \) was calculated by

\[
E_{\text{mcomp}} = 1 - \frac{n^O_{\text{voxels}}}{N^O_{\text{voxels}}} \sum_{i=1}^{n^O_{\text{voxels}}} \left\| C_{\text{dm},i} - C_{\text{amat},i} \right\|
\]

(17)

where \( n^O_{\text{voxels}} \) is the number of voxels in \( O \), \( C_{\text{dm},i} \) is the desired material composition at the \( i \)th voxel centroid, and \( C_{\text{amat},i} \) is the attainable material composition at the \( i \)th voxel centroid. The OOF was formulated as a weighted sum of the volumetric error and material composition error, where the weights were manually assigned. A build orientation for an FDM part was searched with an objective of minimising the support material. This method was tested via several fabrication examples.

In the method of [65], the support volume and surface roughness were optimised at the same time to search an OBO for an FDM part. The support volume in a given build orientation \( O \) was predicted by

\[
V_{\text{support}}^O = \sum_{j=1}^{n^O_{\text{aver}}} \left( \frac{z_{\text{aver},j} a_{\text{facet},j}}{\sum_{i=1}^{n^O_{\text{aver}}} a_{\text{facet},i}} \right) \left( 1 + \sum_{j=1}^{n^O_{\text{aver}}} |Z_j^O| \right)
\]

(18)

where \( z_{\text{aver},j} \) is the average of the Z components of the three vertices of the \( i \)th facet with respect to \( O \). The surface roughness in \( O \) was estimated via

\[
R_{\text{surface}}^O = \frac{\sum_{i=1}^n (z_i^O a_{\text{facet},i})}{\sum_{i=1}^n a_{\text{facet},i}}
\]

(19)

The optimisation objectives were to minimise the support volume and to minimise the surface roughness. The optimisation was carried out using the Taguchi experiment method, in which the rotation step size was set as 1°. This method was tested by a fabrication example.

The method of [67] developed a novel support generation approach to reduce material consumption, build time, and energy consumption in FDM. Build orientation was considered as a significant factor and was optimised with an objective of minimising the support material. This method was tested via several fabrication examples.

In the method of [68], a strategy for determining the OBO of 3D truss-like structures built using FDM was presented. The objective was to minimise the norm of dot products of the normal direction of build platform and the directions of tensile forces. The determination strategy was implemented using the SQPA. To demonstrate the method, two 3D truss-like structures fabricated by FDM were investigated.

The method of [69] established the relationships between the build orientation of an FDM part and the tensile strength, hardness, flexural modulus, and surface roughness of the part via linear multiple regression. The OOF was formulated using the WSM, in which the weights were manually assigned. The optimisation was performed using a hybrid particle swarm optimisation-bacterial foraging optimisation algorithm. This method was tested through a set of fabrication examples.

In the method of [70], estimation models for the surface quality and manufacturing cost of an FDM part were presented. The surface quality in a given build orientation \( O \) was predicted via

\[
Q_{\text{surface}}^O = \frac{\sum_{i=1}^n (p_{i,a} a_{\text{facet},i})}{\sum_{i=1}^n a_{\text{facet},i}}
\]

(20)

where \( p_{i,a} \) is the \( Pa \) (arithmetic average of the unfiltered raw profile) value (defined in ISO 4287) of the \( i \)th facet, which was calculated using a model constructed in [102]. The manufacturing cost in \( O \) was evaluated by

\[
c_{\text{mat}}^O = (R_{\text{ecost}} + R_{\text{fcost}}) V_{\text{build}} + c_{\text{smat}} + c_{\text{postproc}}
\]

(21)

where \( R_{\text{ecost}} \) is the energy cost rate (i.e. energy cost per unit time), \( R_{\text{fcost}} \) is the fixed cost rate (i.e. fixed cost per unit time), \( c_{\text{smat}} \) is the support material cost in \( O \), and \( c_{\text{postproc}} \) is the
post-processing cost in \(O\), and \(T_{\text{build}}^O\) was estimated using an estimator based on neural network in [103]. The generation of the build orientations for an FDM part was realised by PFA, which was solved using the SMSEMOA. The final determination of an OBO was carried out via the technique for order of preference by similarity to ideal solution (TOPSIS). The reliability of the method was evaluated via a set of properly designed case studies.

The method of [72] developed a multi-axis robot FDM system for dynamic part orientation. The system was constructed around two robot arms and an FDM extruder. Using the system, quantitative experiments were carried out to investigate the effect of build orientations on the surface roughness, support structure, and mechanical strength of an as-built part.

In the method of [74], volumetric error, supported region area, staircase effect, build time, surface roughness, and surface quality were optimised simultaneously to search an OBO for an FDM part. The volumetric error in a given build orientation \(O\) was evaluated by

\[
E_{\text{volum}}^O = \sum_{i=1}^{n} \left( \frac{t_{\text{layer}}^2 |\mathbf{o}^T \mathbf{v}_i| a_{\text{facet},i}^2}{2} \right) \tag{22}
\]

The search was accelerated using the ELMA and the rotation step size was assigned random values in the algorithm. This method was tested by a set of simulation examples.

The method of [76] developed a concurrent density distribution and build orientation optimisation framework of functionally graded lattice structures built by the FDM process. The optimisation objective was to maximise the structural performance. The developed framework was demonstrated via three lightweight part design examples, whose degree of geometric complexity is from low to high. The demonstration results suggest that the OBO determined by the method can achieve better structural performance than the OBOs generated by slicing software.

In the method of [78], a flexible support platform for the FDM process was developed. The objective of the method was to search a build orientation for a part to be built using the platform that minimises the support structure. The search was accelerated using the PSOA. The Pareto solution was generated via the algorithm. The effectiveness of the method was verified by three fabrication examples. The verification results show that a 3D model having cantilever structure can reduce more support structure after optimisation on the platform.

The method of [80] considered two BOFs, build time and support structure, when searching an OBO for an FDM part. The build time in \(O\) was estimated using the model in Eq. 11, where \(R_{\text{facet},i}^O\) was calculated by

\[
R_{\text{facet},i}^O = \begin{cases} 
70.82 t_{\text{layer}} / \cos \theta_i^O & \text{if } 0^\circ \leq \theta_i^O \leq 70^\circ \\
0.05 (90 R_{70^\circ} - 70 R_{90^\circ} + \theta_i^O (R_{90^\circ} - R_{70^\circ})) & \text{if } 70^\circ < \theta_i^O < 90^\circ \\
117.6 t_{\text{layer}} & \text{if } \theta_i^O = 90^\circ \\
70.82 (1.2 t_{\text{layer}} / \cos(\theta_i^O - 90^\circ)) & \text{if } 90^\circ < \theta_i^O \leq 135^\circ \\
500 t_{\text{layer}} |\cos(85^\circ - \theta_i^O)| / \cos 5^\circ | & \text{if } 135^\circ < \theta_i^O \leq 180^\circ 
\end{cases} \tag{26}
\]

The surface quality in \(O\) was predicted via

\[
S_{\text{surface}}^O = \frac{\sum_{i=1}^{n} \left( |\cos \theta_i^O| t_{\text{layer}} a_{\text{facet},i} \right)}{\sum_{i=1}^{n} a_{\text{facet},i}} \tag{27}
\]
supported region area and the rotation step size was set as 1°. This method was tested by a set of simulation examples.

2.2.4 One-step methods for the SLS process

The method of [32] addressed the concurrent determination of an OBO and packing of multiple SLS parts. In the determination process, the build time was considered and quantified by the build height and feeding powder quantity. The objectives were to minimise the build height and to minimise the ratio of X length to Y length at cross-section. In the packing process, each 3D model to be built was represented as a voxel structure and an adapted bottom-left approach was adopted. The concurrent optimisation was performed using the GA. This method was evaluated via a set of simulation examples.

In the method of [47], the determination of an OBO for an SLS part with an objective of minimising the tensile strain was investigated. The SLS process was applied to build a set of test specimens. The relationships between strain, stress, and modulus against build orientations are established via tensile test experiments. Such relationships were expressed as

\[
A_{\text{max}}^O = 0.000054\gamma^2 - 0.00082\gamma + 0.85
\]

\[
E_{\text{max}}^O = 0.00021\gamma^2 - 0.10\gamma + 14.00
\]

\[
M_{\text{young}}^O = -0.0224\gamma^2 + 0.74\gamma + 263.00
\]

where \(A_{\text{max}}^O\) is the maximum strain in a given build orientation \(O\), \(E_{\text{max}}^O\) is the maximum stress in \(O\), \(M_{\text{young}}^O\) is the Young’s modulus in \(O\), and \(\gamma\) is the angle between the load direction and the build platform of the machine. These equations were used in the selection of an OBO. This method was tested by a simulation example.

The method of [45] established two decision criteria, surface roughness and energy consumption, to search an OBO for an SLS part. The surface roughness in a given build orientation \(O\) was predicted using the model in Eq. 11, where \(R_{\text{facet},i}^O\) was calculated by

\[
R_{\text{facet},i}^O = \begin{cases} 
-2.04067 + 0.222\theta_i^O + 0.06722\theta_i^{\text{layer}} - 0.001368(\theta_i^O)^2 & \text{if the } i\text{th facet is an upward facet} \\
185 - 9.52P_{\text{laser}} - 0.8346\theta_i^{\text{layer}} + 0.157\theta_i^{\text{layer}} + 0.15P_{\text{laser}}^2 - 0.00099(\theta_i^O)^2 + 0.0058\theta_i^{\text{layer}} & \text{if the } i\text{th facet is a downward facet}
\end{cases}
\]

where \(P_{\text{laser}}\) is the laser power. The build time in \(O\) was quantified by the height of the input STL model in \(O\). The search was accelerated by the NSGA-II and the multi-objective PSOA, in which the rotation step size was set as random values. This method was tested by a set of simulation examples.

In the method of [43], the determination of an OBO for an SLS part with an objective of improving the surface roughness was investigated. This method was tested via two simulation examples. The optimisation was realised via PFA, which was performed by the GA. The rotation step size was set as 5°. This method was tested via two simulation examples.

The method of [55] optimised the build orientation of an SLS part with an objective of improving the surface quality. In this method, the surface roughness in a given build orientation \(O\) was predicted using the model in Eq. 11, where \(R_{\text{facet},i}^O\) was assigned according to a database of the surface quality. A validation of the method was carried out with a built monitor bracket. The measurement results of five different orientations of the monitor bracket showed a good accordance between the predicted surface roughness and measured surface roughness.

2.2.5 One-step methods for the LPBF process

The method of [57] simultaneously optimised eight BOFs, including yield strength, tensile strength, elongation, hardness, surface roughness, support volume, build time, and build cost, to determine an OBO for an LPBF Ti6Al4V part. The yield strength, tensile strength, elongation, and hardness in a given build orientation \(O\) were predicted using some models based on build orientation and post-processing heat treatments (stress relief, mill anneal, and hot isostatic pressing). The surface roughness in \(O\) was estimated using the model in Eq. 11, where \(R_{\text{facet},i}^O\) was calculated via

\[
R_{\text{facet},i}^O = 9.4148 + 0.0389\theta_i^O
\]

This equation was established based on a study of the average surface roughness of LPBF Ti6Al4V samples in different build orientations and with a constant layer thickness of 0.03 mm. The support volume in \(O\) was evaluated through geometric analysis. The build time and
build cost in \( O \) were respectively predicted using the models in [104, 105]

\[
T_{\text{build}}^{O} = \frac{h_{\text{model}}^{O}}{t_{\text{layer}}} T_{\text{recoat}} + \frac{V_{\text{model}} + V_{\text{support}}^{O}}{t_{\text{layer}} h_{\text{hatch}} h_{\text{scan}}} \tag{34}
\]

\[
C_{\text{build}}^{O} = C_{\text{material}}^{O} + C_{\text{energy}}^{O} + C_{\text{indirect}}^{O} \tag{35}
\]

where \( h_{\text{model}}^{O} \) is the height of the input STL model in \( O \), \( T_{\text{recoat}} \) is the recoating time, \( V_{\text{model}} \) is the volume of the input STL model, \( C_{\text{material}}^{O} \) is the material cost in \( O \), \( C_{\text{energy}}^{O} \) is the energy cost in \( O \), and \( C_{\text{indirect}}^{O} \) is the indirect cost in \( O \). The OOF was constructed using the WSM, where the weights were determined using triangular fuzzy numbers. The optimisation was accelerated using the GA, in which the rotation step sizes were randomly set. An LPBF part orientation system with a user-friendly graphical user interface was developed to optimise LPBF process variables and provide different estimation tools. The developed system was tested by two simulation examples.

\[
C_{\text{build}}^{O} = \sum_{i=1}^{N_{\text{bins}}} \left( R_{\text{indirect}} T_{\text{build},i}^{O} + P_{\text{bmat}} D_{\text{bmat}} \sum_{j=1}^{N_{\text{pieces},i}} \left( V_{\text{model},j} + V_{\text{support},j}^{O} \right) \right) \tag{36}
\]

where \( N_{\text{bins}} \) is the number of bins, \( N_{\text{pieces},i} \) is the number of pieces in the \( i \)th bin, \( R_{\text{indirect}} \) is the indirect cost rate (i.e. the indirect cost per unit time), \( P_{\text{bmat}} \) is the price of the build material, \( D_{\text{bmat}} \) is the density of the build material, and \( T_{\text{build},i}^{O} \) was approximated via

\[
T_{\text{build},i}^{O} = t_{\text{const}} + c_{\text{height}} h_{\text{build},i}^{O} + c_{\text{volume}} \sum_{j=1}^{N_{\text{pieces},i}} V_{\text{model},j} + c_{\text{support}} \sum_{j=1}^{N_{\text{pieces},i}} V_{\text{support},j}^{O} \tag{37}
\]

where \( t_{\text{const}} \) is a constant time, \( h_{\text{build},i}^{O} \) is the build height of the \( i \)th bin in \( O \), \( c_{\text{height}} \) is the build height coefficient, \( c_{\text{volume}} \) is the model volume coefficient, and \( c_{\text{support}} \) is the support volume coefficient. The search was carried out by an iterative tabu search procedure, in which decreasing, random, and fixed rotation step sizes were respectively tested. To validate the method, a set of simulation experiments were conducted and the searching results were benchmarked against Materialise Magics, a commercial process planning software for metal AM.

In the method of [71], a mathematical framework for minimisation of the structural compliance, build time, and build cost of an LPBF part in simultaneous part orientation and density-based topology optimisation. The surface area and support volume of an input 3D model were implemented as the physical factors affecting the build time and build cost. A new approach was developed to estimate support volume throughout topology optimisation with variable build orientations. This method was tested via three simulation examples.

### 2.2.6 One-step methods for over one processes

The method of [27] directly searched a build orientation for an SLA/FDM part that can minimise the manufacturing cost of the part. In this method, the manufacturing cost in a given build orientation \( O \) was defined as

\[
C_{\text{manuf}}^{O} = C_{\text{prebuild}}^{O} + C_{\text{build}}^{O} + C_{\text{postproc}}^{O} \tag{38}
\]

where \( C_{\text{prebuild}}^{O} \) is the pre-build cost in \( O \). The three types of cost were respectively calculated via

\[
C_{\text{prebuild}}^{O} = (R_{\text{operat}} + R_{\text{comput}}) T_{\text{procplan}}^{O} + R_{\text{operat}} T_{\text{setup}}^{O} \tag{39}
\]
\[ C_{\text{build}}^{O} = R_{\text{machine}}T_{\text{build}}^{O} + C_{\text{smat}}^{O} + C_{\text{mmat}}^{O} \quad (40) \]
\[ C_{\text{postproc}}^{O} = R_{\text{postproc}}T_{\text{postproc}}^{O} + C_{\text{ppmat}}^{O} \quad (41) \]

where \( R_{\text{operat}} \) is the machine operator cost rate, \( R_{\text{compt}} \) is the computer cost rate, \( T_{\text{proplan}}^{O} \) is the process planning time in \( O \), \( T_{\text{setup}} \) is the machine setup time, \( R_{\text{machine}} \) is the machine cost rate, \( C_{\text{mmat}} \) is the model material cost, \( R_{\text{postproc}} \) is the post-processing cost rate, and \( C_{\text{ppmat}} \) is the post-processing material cost in \( O \). This method was demonstrated through two simulation examples.

In the method of [30], a framework for directly searching an OBO for an SLA/SLS/FDM/LOM part was presented. The part accuracy was selected as the primary optimisation objective and the surface roughness, build time, and build cost were chosen as the secondary optimisation objectives in the framework. This method was illustrated via a simulation example.

The method of [37] developed a model to estimate the surface roughness in a given build orientation \( O \) and a model to estimate the build time in \( O \):

\[
R_{\text{surface}}^{O} = \sum_{i=1}^{n} \left( \frac{n_{\text{layer}}}{4} \cos \theta_{i} - \frac{(R_{i}^{2} + R_{j}^{2})(1-\pi/4) \sin \theta_{i}^{O}}{n_{\text{layer}}} + \frac{(R_{i}^{2} - R_{j}^{2})^{2}(1-\pi/4)^{2}}{n_{\text{layer}}} \tan \theta_{i}^{O} \sin \theta_{i}^{O} \right) d_{\text{facet},i} + \sum_{j=1}^{n} \sum_{i=1}^{n} R_{\text{surf}} d_{\text{facet},j} \quad (42)
\]

\[
T_{\text{build}}^{O} = N_{\text{layers}}^{O} \left( T_{\text{idle}} + D_{\text{mmat}} \left( \frac{V_{\text{model}}}{N_{\text{layers}}^{O} n_{\text{layer}} R_{\text{mha}}} + \frac{V_{\text{model}}}{N_{\text{layers}}^{O} n_{\text{layer}} R_{\text{msa}}} \right) \right) + D_{\text{smat}} \sum_{i=1}^{n} d_{\text{facet},i} \quad (43)
\]

where \( R_{1} \) is the radius of the round fillet, \( R_{2} \) is the radius of the corner fillet, \( R_{m} \) is the constant surface roughness of the supported region, \( d_{\text{facet},j} \) is the area of the \( j \)th supported facet, \( T_{\text{idle}} \) is the idle time of the machine between layers, \( D_{\text{mmat}} \) is the density of the model material, \( R_{\text{mha}} \) is the model hatching rate (i.e. the area hatching per unit time), \( R_{\text{msa}} \) is the model scanning rate (i.e. the area scanning per unit time), \( d_{\text{beam}} \) is the diameter of the laser beam, and \( R_{\text{ssa}} \) is the support scanning rate (i.e. the area scanning per unit time). The OOF was established using the WSM, where the weights were determined using triangular fuzzy numbers. The optimisation objective for searching an OBO for an SLA/SLS/FDM part is to minimise the OOF. The genetic algorithm was adopted to accelerate the search and the rotation step size was assigned random values in the algorithm. This method was demonstrated by five simulation examples.

In the method of [40], the required post-machining region in a build orientation \( O \) was considered and quantified using

\[
R_{\text{postmach}}^{O} = \sum_{i=1}^{n} a_{\text{facet},i} v_{\text{binary},i}^{O} \quad (44)
\]

where \( v_{\text{binary},i}^{O} \) is a binary variable corresponding to the \( i \)th facet in \( O \) that was obtained according to

\[
v_{\text{binary},i}^{O} = \begin{cases} 1 & \text{if } R_{\text{surface},i}^{O} > R_{\text{target}} \\ 0 & \text{if } R_{\text{surface},i}^{O} \leq R_{\text{target}} \end{cases} \quad (45)
\]

where \( R_{\text{target}} \) is a target roughness whose value was set according to the actual situation, and \( R_{\text{surface},i}^{O} \) is the surface roughness of the \( i \)th facet in \( O \) that was estimated by

\[
R_{\text{surface},i}^{O} = R(\theta_{\text{prev}}) + \frac{R(\theta_{\text{next}}) - R(\theta_{\text{prev}})}{\theta_{\text{next}} - \theta_{\text{prev}}} (\theta_{i}^{O} - \theta_{\text{prev}}) \quad (46)
\]

where \( \theta_{\text{prev}} \) is the previous sloping angle, \( \theta_{\text{next}} \) is the next sloping angle, \( R(\theta_{\text{prev}}) \) is the measured roughness at the previous sloping angle, and \( R(\theta_{\text{next}}) \) is the measured roughness at the next sloping angle. An OBO for an SLA/SLS/FDM part was searched with an objective of minimising the required post-machining region. The search was accelerated using the GA and the rotation step size was assigned random values in the algorithm. This method was tested by a set of simulation examples.

The method of [42] optimised the surface roughness, build time, and support structure simultaneously to search an OBO for an SLA/SLS part. The surface roughness was estimated using the model in Eq. 5. The build time in a given build orientation \( O \) was calculated using a model presented by [35]. The support structure was quantified by the area of the supported region. The optimisation objective is to minimise a weighted sum of surface roughness, build time, and build structure. The optimisation process was realised by the TRM. The rotation step size was set as 1°. This method was illustrated by three simulation examples. This method is similar to the method of [39] at several aspects. But it adds the optimisation of build time and support structure.
In the method of [46], the cylindricity error in a given build orientation $O$ was evaluated by

$$E_{cyl}^O = \sum_{i=1}^{N_{cyl}} \left( l_{layer} \sin \psi_i^O \right)$$  \hspace{1cm} (47)$$

where $N_{cyl}$ is the number of facets with cylindricity tolerance, and $\psi_i^O$ is the angle between the cylinder axis and $O$. An OBO for an SLA/SLS part was directly searched with an objective of minimising the cylindricity error. This method was illustrated through a simulation example.

The method of [48] searched an OBO for an SLA/SLS/FDM part via simultaneously optimising build height, surface roughness, and material utilisation. The build height in a given build orientation $O$ was calculated by

$$h_{build}^O = h_{model}^O / (1.2)^{\text{bbdiag}}$$  \hspace{1cm} (48)$$

where $l_{\text{bbdiag}}^O$ is the length of diagonal of the bounding box with respect to $O$. The surface roughness in a given build orientation $O$ was evaluated via

$$R_{\text{surface}}^O = \sum_{i=1}^{n} \left( \frac{70.82 l_{layer}^O / \cos \theta_i^O}{a_{\text{facet},i}} \right)$$  \hspace{1cm} (49)$$

The material utilisation is the percentage of material used in building a hollowed SLA part and was quantified as ratio of the volume of hollowed model to the volume of solid model. The optimisation process was realised by the GA, in which the rotation angles were generated randomly in their range. This method was tested by three simulation examples.

In the method of [49], a multi-sphere model was used to optimise the build orientation of an AM part. Two criteria, theoretical volume deviation and model height, are considered in the optimisation. The search of an OBO was realised via PFA, which was performed using the GA. This method was tested by three simulation examples. The method of [50] developed a unit sphere discretisation and search approach to optimise the build orientation of an AM part with minimum volumetric error. In this approach, a unit sphere was uniformly discretised first to express the potential build orientations in 3D space. Then, each facet of the STL model was mapped to the discretised unit sphere as a great circle, which denotes the optimal orientation for this facet. To find the globally OBO, both exhaustive search and genetic algorithm-based search were carried out. This method was demonstrated via three simulation examples.

In the method of [51], how the support structure of an AM part can be optimised via changing the build orientation of the part was examined. The objective function of support volume was defined as a continuous function with respect to the build orientations. An efficient algorithm running on a graphics processing unit was presented to compute the support volume in a given build orientation. The presented algorithm was extended to search a build orientation with minimum support volume. This method was validated by a set of simulation examples.

The method of [52] searched an OBO for an AM part directly with objectives of reducing the cylindricity and flatness errors and minimising the support volume. The cylindricity error in a given build orientation $O$ was evaluated using the model in Eq. 47. The flatness error in $O$ was estimated via

$$E_{\text{flat}}^O = \sum_{i=1}^{N_{\text{fflat}}} \left( l_{layer} \cos \theta_i^O \right)$$  \hspace{1cm} (50)$$

where $N_{\text{fflat}}$ is the number of facets with flatness tolerance. The support volume in $O$ was calculated by a voxel-based approach. The OOF was constructed using the WSM, in which the weights were manually specified. This method was tested via two simulation examples. The method of [58] extended the method of [52] via adding the consideration of perpendicularity and parallelism errors, which were respectively estimated via

$$E_{\text{perpendicular}}^O = \sum_{i=1}^{N_{\text{fperp}}} \left( l_{layer} \cos \theta_i^O \right)$$  \hspace{1cm} (51)$$

$$E_{\text{parallel}}^O = \sum_{i=1}^{N_{\text{fpar}}} \left( l_{layer} \cos \theta_i^O \right)$$  \hspace{1cm} (52)$$

where $N_{\text{fperp}}$ is the number of facets with perpendicularity tolerance, and $N_{\text{fpar}}$ is the number of facets with parallelism tolerance.

In the method of [53], a perceptual model to search build orientations that avoid placing support in perceptually significant region was presented. The OOF was formulated as a weighted sum of metrics including supported region area, visual saliency, preferred viewpoint, and smoothness preservation. A training-and-learning methodology was developed to obtain a closed-form solution for the presented model. The performance of the model was demonstrated via a set of simulation and fabrication examples. The main characteristic of this method is to introduce the ELM into part orientation for SLA/FDM. Because of this, the search efficiency is generally better than direct search and search based on optimisation algorithms. However, the training of the model requires a certain amount of sample data, which is sometimes not so easy to obtain in practice.

The method of [54] established an integrated framework for optimisation of AM process variables via geometric analysis. The optimisation objectives were to ensure the manufacturability and to minimise the build complexity. The OOF was formulated using the WSM, in which the
weights were determined by an approach based on hypothetical equivalents and inequivalents. The optimisation process was performed using the GA. This method was tested via two freeform surface models.

In the method of [56], a fast determination strategy of an OBO for an AM part with an objective of minimising the volumetric error was presented. The staircase effect between two consecutive layers was analysed and an estimation model of volumetric error was established as

\[ E_{\text{volum}}^{O} = \sum_{i=1}^{n} \left( \frac{1}{2} t_{\text{layer}} \cos \theta_{i} | a_{\text{facet},i} \right) \]  

(53)

The area weighted normal was introduced to convert a part orientation problem to a least absolute deviation linear regression problem. The PCABOA was used to solve the regression problem. The PCABOA was used to solve the problem of [75] addressed the objective function of the build orientation of an AM part. The staircase effect in a given build orientation \( O \) was evaluated by

\[ E_{\text{scase}}^{O} = \begin{cases} \text{Eq. 22} & \text{if } | o^{T} v_{j} | \neq 1 \\
0 & \text{if } | o^{T} v_{j} | = 1 \end{cases} \]  

(54)

The supported region area was estimated via

\[ A_{\text{region}}^{O} = \begin{cases} \text{Eq. 23} & \text{if } | o^{T} v_{j} | \neq 1 \text{ and the } i \text{th facet is not on the build base} \\
0 & \text{if } | o^{T} v_{j} | = 1 \text{ or the } i \text{th facet is on the build base} \end{cases} \]  

(55)

The search was accelerated using the PSOA. This method was illustrated via three simulation examples.

The method of [75] addressed the objective function of the build cost of an SLA/FDM/IJ part via PFA, which was carried out by the NSGA-II and the GDE3. The build cost in a given build orientation \( O \) was evaluated by

\[ C_{\text{build}} = T_{\text{build}}^{O} R_{\text{pcost}} + (M_{\text{model}} + M_{\text{support}}^{O}) R_{\text{mcost}} \]  

(56)

where \( M_{\text{model}} \) is the mass of the input 3D model, \( M_{\text{support}}^{O} \) is the mass of the support in \( O \), \( R_{\text{pcost}} \) is the production cost rate (i.e. the production cost per unit time), and \( R_{\text{mcost}} \) is the material cost rate (i.e. the material cost per unit mass). This method was tested by three simulation examples.

In the method of [77], the support volume, surface roughness, salient area roughness, and mechanical property were optimised simultaneously to determine an OBO for an SLA/FDM part. The support volume in a given build orientation \( O \) was predicted using

\[ V_{\text{support}}^{O} = \sum_{i=1}^{N} \left( a_{\text{grid},i} \sum_{j=1}^{N'} h_{\text{support},i,j}^{O} \right) \]  

(57)

where \( N \) is the number of grids, \( N' \) is the number of supported points, \( a_{\text{grid},i} \) is the area of the \( i \)th grid, and \( h_{\text{support},i,j}^{O} \) is the support height of the \( j \)th supported point of the \( i \)th grid. The surface roughness in \( O \) was estimated by

\[ R_{\text{surface}}^{O} = w_{\text{fsr}} \sum_{i=1}^{n} \left( \frac{1}{2} a_{\text{facet},i}^{O} \cos \theta_{i}^{O} \right) + w_{\text{fsfr}} \sum_{j=1}^{n'} d_{\text{facet},j}^{O} \]  

(58)

where \( w_{\text{fsr}} \) is the weight of the facet surface roughness and \( w_{\text{fsfr}} \) is the weight of the supported facet surface roughness. The salient area roughness in \( O \) was evaluated using

\[ R_{\text{area}}^{O} = \sum_{i=1}^{n} \left( c_{\text{facet},i} \left( \frac{1}{2} w_{\text{fsr}} a_{\text{facet},i}^{O} \cos \theta_{i}^{O} + w_{\text{fsfr}} d_{\text{facet},i}^{O} \right) \right) \]  

(59)

where \( c_{\text{facet},i} \) is the cone curvature of the \( i \)th facet. The mechanical property in \( O \) was predicted via

\[ R_{\text{mech}}^{O} = \sum_{i=1}^{N''} \left( \omega_{i} S_{\text{max},i}^{O} \cos \varphi_{i}^{O} \right) \]  

(60)

where \( N'' \) is the number of critical sections, \( \omega_{i} \) is the weight of the \( i \)th critical section, \( S_{\text{max},i}^{O} \) is the maximum normal stress in the \( i \)th critical section, and \( \varphi_{i}^{O} \) is the angle between \( S_{\text{max},i}^{O} \) and \( O \). The OOF was established using the WSM, where the weights were manually specified. The optimisation was realised using the PSOA. This method was validated by a set of fabrication examples.
The method of [79] developed a build orientation determination algorithm to minimise the amount of shape modifications required to make the shape manufacturable with a given AM process. The effectiveness of the algorithm was demonstrated via a set of simulation and fabrication examples.

In the method of [81], the build orientation and topological layout of an AM part were optimised simultaneously to satisfy the overhanging angle constraints for part self-support. These overhanging angle constraints were converted into two global constraints via the Heaviside projection-based aggregations. The first global constraint controls the overhanging angle of the interface inside the 3D model to eliminate the internal support. The second global constraint controls the angle of the 3D model boundary to reduce the external support. The effectiveness and efficiency of the method in build orientation optimisation and overhanging angle control were demonstrated via several simulation and fabrication examples.

### 2.3 Two-step methods

A two-step method, as depicted in Fig. 4, divides the part orientation task into two successive steps. The first step is to generate a certain number of ABOs from infinite possible orientations. The second step is to select an OBO from the generated ABOs. In the existing two-step methods, the generation of ABOs is realised by feature recognition, convex hull generation, quaternion rotation, or facet clustering. The selection of an OBO is carried out via a multi-objective decision-making (MODM) process. In this process, certain estimation models of the considered BOFs are first used to estimate the values of the factors under each ABO. Then, a summary value of the considered factors under each ABO is calculated using certain aggregation models. An OBO is selected according to the calculated summary values.

From the principle above, it can be observed that a two-step method focuses on a certain number of ABOs. It will not spend time in performing computation on a large number of meaningless orientations like a one-step method. However, a two-step method generally has high risk of missing the true OBO, because no matter what technique is adopted, it is usually difficult to ensure that the generated ABOs must contain the true OBO.

During the past three decades, the research of part orientation via the two-step strategy has also gained importance within the academia. A number of two-step methods have been proposed in this period. A brief summarisation of a set of representative two-step methods is given in Table 3.

In the following subsections, an overview of the two-step methods in Table 3 is given on the basis of their adopted approach in the generation of ABOs.

#### 2.3.1 Two-step methods based on feature recognition

The method of [106] classified the features of 3D models into fourteen types. Based on these features, a set of rules, as listed in Table 4, were developed to infer the ABOs. Given the 3D model of an SLA part, the method first identified the types of features included in the model and then determined the ABOs of the part according to the rules in Table 4. An OBO of the part was selected from the determined ABOs using an MODM approach, in which part accuracy and build time were considered. The part accuracy in an ABO $O$ was evaluated by

$$A_{\text{part}}^O = \sum_{i=1}^{N_{\text{ifs}}^O} (W_i N_i)$$

where $N_{\text{ifs}}^O$ is the number of the identified features in $O$, $W_i$ is the weight of the $i$th identified feature that was assigned according to Table 4, and $N_i$ is a number associated with the $i$th identified feature. The build time in $O$ was assumed to be directly proportional to the number of layers in $O$. An OBO was selected with a primary objective of attaining the best possible part accuracy and a secondary objective of minimising the build time. The working process of the method was illustrated by two simulation examples.

In the method of [107], the features of 3D models were divided into hole, revolution surface, round surface, thin
Table 3 A brief summarisation of representative two-step methods

| Two-step method | Processes | ABO generation | OOF | PP | PA | SQ | SS | BT | BC | PT | PC |
|-----------------|-----------|----------------|-----|----|----|----|----|----|----|----|----|
| [106]           | SLA       | Feature recognition | MMFs | ✓  | ✓  |
| [107]           | SLA       | Feature recognition | MMFs | ✓  | ✓  | ✓  |
| [100]           | SLA       | Feature recognition | WSM  | ✓  | ✓  | ✓  |
| [108]           | SLA       | Feature recognition | DF   | ✓  | ✓  | ✓  |
| [99, 109]       | 4 processes | Convex hull generation | WSM  | ✓  | ✓  | ✓  |
| [110]           | AM processes | Convex hull generation | MMFs | ✓  | ✓  |
| [111]           | AM processes | Feature recognition | WSM  | ✓  | ✓  | ✓  | ✓  | ✓  |
| [112]           | AM processes | Feature recognition | WSM  | ✓  | ✓  | ✓  | ✓  | ✓  |
| [113]           | LPBF      | Feature recognition | WSM  | ✓  | ✓  |
| [114]           | SLA       | Quaternion rotation | OWAO | ✓  | ✓  |
| [115]           | AM processes | Feature recognition | FAOs | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  |
| [116]           | SLA, FDM  | Quaternion rotation | WSM  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  |
| [117]           | AM processes | Feature recognition | WSM  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  |
| [118, 119]      | LPBF      | Facet clustering  | WSM  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  |

OOF stands for overall objective function; PP stands for part property; PA stands for part accuracy; SQ stands for surface quality; SS stands for support structure; BT stands for build time; BC stands for build cost; PT stands for post-processing time; PC stands for post-processing cost; MMFs stands for min-max functions; WSM stands for weighted sum model; DF stands for deviation function; 4 processes include SLA, SLS, FDM, LOM; OWAO stands for ordered weighted averaging operator; FAOs stands for fuzzy aggregation operators.

structure, inter/external surface, plane, freeform surface, inclined plane, and overhang. On the basis of these features, a set of rules were designed to generate the ABOs for an SLA part with an objective of improving the surface quality of the part. An OBO for the part was determined by a decision support system with objectives of minimising the build time and minimising the amount of support structure.

The method of [100] provided a decision support system to help SLA users in part orientation. In this system, overhanging region area, support volume, build time, build cost, and problematic features, are considered concurrently to recommend a desirable orientation to an end-user. The overhanging region area, support volume, build time, and build cost in an ABO were estimated using certain estimation models. The problematic features in $O$ were

| Type of feature          | Build orientation | Staircase | Overcure | Support | Weight |
|-------------------------|-------------------|-----------|----------|---------|--------|
| Upfacing horizontal plane | $\eta = 0^\circ$ | ✓         | ✓        |         | 1      |
| Perpendicular plane     | $\eta = 90^\circ$ | ✓         | ✓        |         | 1      |
| Base plane              | $\eta = 180^\circ$ | ✓         | ✓        |         | $W_2 + W_3 + 1$ |
| Downfacing horizontal plane no support | $\eta = 180^\circ$ | ✓         |         |         | $W_3$ |
| Downfacing horizontal plane need support | $\eta = 180^\circ$ | ✓         | ✓        |         | $W_2 + W_3$ |
| Upward sloping plane    | $(\alpha, \beta) = (0^\circ, 90^\circ)$ | ✓         |         |         | $-\cos \eta/2$ |
| Downward sloping plane  | $(\alpha, \beta) = (90^\circ, 150^\circ)$ | ✓         | ✓        |         | $W_3 + \cos \eta/2$ |
| Downward sloping plane no support | $(\alpha, \beta) = (150^\circ, 180^\circ)$ | ✓         | ✓        |         | $W_3 + \cos \eta/2$ |
| Downward sloping plane need support | $(\alpha, \beta) = (150^\circ, 180^\circ)$ | ✓         | ✓        |         | $\sin \eta/2 - 1$ |
| Horizontal cylinder (hole) | $\eta = 0^\circ (180^\circ)$ | ✓         | ✓        |         | 1      |
| Perpendicular cylinder (hole) no support | $\eta = 90^\circ$ | ✓         | ✓        |         | $W_3$ |
| Perpendicular cylinder (hole) need support | $\eta = 90^\circ$ | ✓         | ✓        | ✓        | $W_2 + W_3$ |
| Sloping cylinder (hole) no support | $(\alpha, \beta) = (0^\circ, 90^\circ)$ | ✓         | ✓        |         | $W_3 - \sin \eta/2$ |
| Sloping cylinder (hole) need support | $(\alpha, \beta) = (60^\circ, 90^\circ)$ | ✓         | ✓        | ✓        | $\cos \eta/2 - 1$ |

$\eta$ is the angle between the normal vector of the feature and the build orientation.
categorised into pipes, shells, critical surfaces, holes, axes, dimensions, and extents. The OOF was constructed using the WSM, in which the weights were manually specified. The performance of the system was tested via three simulation examples.

In the method of [108], an integrated process planning framework was developed to assist SLA users in selecting proper values of build orientation, layer thicknesses, and recoating variables. In this framework, the ABOs of an SLA part were generated using a feature-based approach. An OBO of the part was selected based on a balance of objectives specified by the build time, part accuracy, and surface roughness, which was achieved by a deviation function. This method was tested on a 3D model with non-trivial features.

The method of [111] introduced the concept of AM feature and classified AM features into cylinders, planes, cones, and structural units. A set of rules, as depicted in Fig. 5, were developed to determine the ABOs for cylinders, planes, and cones. The ABOs of an AM part were obtained via combining the ABOs of all recognised AM features included in the 3D model of the part and removing the duplicated ones. An OBO of the part was selected from the obtained ABOs using an integrated MODM model in [120]. In the selection process, the mechanical properties, part accuracy, surface quality, support volume, build time, build cost, post-processing, and favourableness of AM features are considered at the same time. The values of these BOFs in an ABO were predicted using an AM process planning platform named KARMA Tool. This method was demonstrated via two simulation examples.

In the method of [112], a two-step strategy was introduced to address the part orientation problem for multi-part production in AM. First, the feature-based approach in [111] was used to generate a set of finite ABOs for each part within a given part group. Second, an improved genetic algorithm was adopted to search a globally optimal combination of build orientations to minimise the total build time and build cost. This method was illustrated via a case study of orientating sixteen parts simultaneously on a build chamber.

The method of [113] developed a system for automatic determination of part build orientations in LPBF. The system first read a STEP model and extracted its geometrical and topological information. Then the features and their geometric properties were respectively recognised and extracted. Based on the feature information, feasible build orientations were determined with an objective of maximising the dimensional and geometrical tolerances of all features, which were estimated using

$$T_{\text{dimegeom}}^O = \sum_{i=1}^{N_{\text{fs}}} \left( \frac{W_i}{N_{\text{fs}}} \sum_{j=1}^{n} a_{\text{facet},j} \right)$$

where $a_{\text{feature},i}$ is the area of the $i$th feature. An OBO was selected using an MODM approach based on the WSM, in which the weights were manually assigned and part accuracy and build time were considered. This method was tested by a simulation example.

In the method of [115], the ABOs of an AM part were generated using the feature-based approach in [111]. The OBO of the part was determined using an MODM approach based on a fuzzy weighted power partitioned Muirhead mean operator [121] and a fuzzy power prioritised average operator [122]. The reason for using this approach is that the operators can capture the correlative and priority relationships among the considered BOFs when aggregating their values, while the WSM, min-max functions, and PFA used in the existing CAPO methods always assume that the BOFs are independent of each other. In the determination process, the mechanical strength, part accuracy, surface roughness, support volume, build time, build cost, post-processing, geometric features, and need for filler material were identified as BOFs. The values of these BOFs in an ABO were also estimated using the KARMA Tool. This method was demonstrated via two simulation examples.
together with qualitative and quantitative comparisons based on them.

### 2.3.2 Two-step methods based on convex hull generation

The methods of [99, 109] determined the ABOs for an SLA/SLS/LOM part from the surfaces of the convex hull of its 3D model, which were manually identified by users. An OBO for the part was selected from the determined ABOs using an MODM approach based on the WSM, in which three BOFs, including surface roughness, build time, and manufacturing cost, were considered simultaneously and their weights were assigned manually. The surface roughness in an ABO was estimated by the model in Eq. 42. The build time in O was predicted by the model in Eq. 43. The manufacturing cost in O was evaluated via

\[
C_{\text{manuf}} = R_{\text{lcost}}(T_{\text{preproc}}^O + T_{\text{postproc}}^O) + R_{\text{bcost}}T_{\text{build}}^O + (1 + r)
\times (D_{\text{mmat}}V_{\text{model}}P_{\text{mmat}} + D_{\text{mmat}}V_{\text{support}}P_{\text{mmat}})
\]  

(63)

where \( R_{\text{lcost}} \) is the labour cost rate (labour cost per unit time), \( R_{\text{bcost}} \) is the build cost rate (build cost per unit time), \( T_{\text{preproc}}^O \) is the pre-processing time in \( O \), \( r \) is the material waste ratio, \( P_{\text{mmat}} \) is the price of model material, and \( P_{\text{mmat}} \) is the price of the support material. These methods were demonstrated via several simulation and fabrication examples.

In the method of [110], an algorithm for automatic determination of the build orientations of an AM part was developed. This algorithm determined an OBO for minimising the amount of support structure according to the convex hull principle: (1) Identify the outward unit normal vectors of an input STL model; (2) Generate the convex hull of the model; (3) Compare the STL model facets and convex hull facets for matches; (4) Merge facets in list of potential build surfaces; (5) Determine a build surface with least amount of overhanging region. The working process of the algorithm was illustrated by a simulation example.

### 2.3.3 Two-step methods based on quaternion rotation

The method of [114] presented quantitative suggestions for build orientation selection for the SLA process. In this method, the ABO space was first expended to infinity via quaternion rotation. Then the ABOs were determined according to the randomly acquired rotation axes. An OBO was selected using a MODM approach based on the proportional-integral-derivative control model, in which the surface roughness, support volume, and build time were considered concurrently. The surface roughness in an ABO was estimated by the model in Eq. 42. The support volume in O was evaluated by

\[
V_{\text{support}}^O = h_{\text{base}}a_{\text{proj}}^O + \left((2z_{\text{min}}^O + Z_{\text{max}}^O)/3 + d_{\text{pp}}\right)a_{\text{facet},i}^O \cos \theta_{\text{facet},i}^O
\]  

(64)

where \( h_{\text{base}} \) is the base thickness, \( a_{\text{proj}}^O \) is the horizontal projection area of the minimum bounding box, \( Z_{\text{max}}^O \) is the bounding box maxima in the Z direction with respect to \( O \), and \( d_{\text{pp}} \) is the distance between the base plane and the part. The build time in \( O \) was predicted via

\[
T_{\text{build}}^O = \frac{1}{l_{\text{layer}}v_{\text{scan}}} \sum_{i=1}^{n} (a_{\text{facet},i}^O \sin \theta_{\text{facet},i}^O) + \frac{V_{\text{support}}^O}{l_{\text{layer}}v_{\text{scan}}s_{\text{hatchy}}} + \frac{V_{\text{support}}^O}{l_{\text{layer}}v_{\text{scan}}s_{\text{hatchy}}}
\]  

(65)

where \( s_{\text{hatchy}} \) is the hatch spacing in X direction, and \( s_{\text{hatchy}} \) is the hatch spacing in Y direction. The estimated values of the considered BOFs were aggregated using the ordered weighted averaging operator, in which the weights were manually specified. The method was tested by four simulation examples.

In the method of [116], personalised design of the build orientation of an SLA/FDM part was studied. A certain number of ABOs of the part were also determined via quaternion rotation. An OBO was selected using a negative feedback decision-making model, which was established by integrating the proportional-integral-derivative control model and the TOPSIS. The decision-making model considered simultaneously the surface roughness, support volume, build time, manufacturing cost, and flatness error, whose weights were assigned manually. The surface roughness in an ABO was estimated using the model in Eq. 42. The support volume in O was evaluated using the model in Eq. 64. The build time in O was predicted by the model in Eq. 65. The manufacturing cost in O was estimated using the model in Eq. 63. The flatness error in O was predicted via

\[
E_{\text{flatness}}^O = \frac{\sum_{i=1}^{n} \left(\left|\left(t_{\text{layer}} + \epsilon_z\right) \cos \theta_{\text{facet},i}^O + \epsilon_{xy} \sin \theta_{\text{facet},i}^O\right|\right)}{\sum_{i=1}^{n} a_{\text{facet},i}^O}
\]  

(66)

where \( \epsilon_{xy} \) is the XY-error, and \( \epsilon_z \) is the Z-error. The effectiveness of the method was demonstrated by several simulation and fabrication examples.

### 2.3.4 Two-step methods based on facet clustering

The method of [117] generated the ABOs of an AM part via a facet clustering-based approach and determined an OBO for the part via an MODM approach based on statistical
Evaluation. The facet clustering-based approach, whose general flow is shown in Fig. 6, includes clustering of facets and generation of ABOs. In the clustering of facets, the STL model of an AM part is used as the input of the k-means clustering algorithm, where k was determined by the Davies-Bouldin index. A certain number of meaningful clusters of facets were produced based on the facets clustering rule of “The observed data objects for the clustering of facets are the normal vectors of facets and the distance metric is a metric of angle between the normal vectors of facets in 3D space”.

In the generation of ABOs, the ABOs of each facet cluster were generated according to an ABO generation rule of “The unitised central vector of all normal vectors in a cluster and its opposite vector directly serve as the ABOs of this cluster”. The ABOs of the part are obtained via combining the ABOs of all clusters and removing duplicated ABOs among them. The MODM approach selected an ABO from the generated ABOs based on a decision index, which implicitly described the influence of a build orientation on the surface quality and support structure. The decision index was formulated using the WSM, where the weights were specified manually. This method was tested via a set of simulation examples.

An important characteristic of the method of [117] is that it can work for both regular and freeform surface models. But the method could generate unstable and unreasonable ABOs and would not be efficient for a high-resolution STL model. The method of [118] addressed these limitations by replacing the k-means clustering algorithm with an accelerated HDBSCAN* (hierarchical density-based spatial clustering of applications with noise*) algorithm. The general flow of this method is shown in Fig. 7. The method also includes clustering of facets and generation of ABOs. In the clustering of facets, the STL model of an LPBF part was used as the input of the accelerated HDBSCAN* algorithm. A certain number of meaningful clusters of facets were produced based on the same facets clustering rule and the k-cluster lifetime partition criterion. In the generation of ABOs, whether the obtained facet clusters needs to be further refined is first judged. If a refinement is no longer required, the ABOs of each cluster will be generated according to the same ABO generation rule. The ABOs of the part are obtained via combining the ABOs of all clusters. Otherwise, a refinement of clusters will be carried out according to a cluster refinement rule of “The top 20 (200) facet clusters in area are used to generate ABOs if the input STL model is a regular (freeform) surface model”. Then a smaller number of clusters will be achieved to generate the ABOs of the part. An OBO of the part was determined using an MODM approach in the method of [119]. This approach considered simultaneously the support volume, volumetric error, surface roughness, build time, and build cost. The support volume in an ABO O was evaluated using Autodesk Meshmixer. The volumetric error in O was calculated by the model in Eq. 53. The surface roughness in O was predicted using the model in Eq. 11, where RO facet,i was calculated via Eq. 33. The build time in O was estimated by the model in Eq. 34. The build cost in O was estimated by the model in Eq. 35. The OOF was established using the WSM, in which the weights were determined using a scaling approach based on pairwise comparison. The effectiveness of the methods
was demonstrated via a set of simulation examples together with qualitative and quantitative comparisons.

### 3 Issues in CAPO for AM

Based on the review of the state-of-the-art, the issues in CAPO for AM can be discussed from the following aspects:

1. **Process of solving a part orientation problem:** A one-step method solves a part orientation problem via a step of searching an orientation that can meet one or more objectives. A main issue in this process is the difficulty in determining a proper rotation step size or setting suitable controlling parameters. As analysed in Section 2.2, a large rotation step size can improve the efficiency but will increase the risk of missing the true OBO. A small rotation step size can improve the accuracy but will lengthen the search time. A random rotation step size would take a long time to obtain accurate results. Some one-step methods [38, 39, 42, 47, 65, 80] set the rotation step size as 1° or 5°. Other one-step methods [35, 37, 40, 41, 45, 48, 57, 64, 74] use random rotation step sizes. A few one-step methods [38, 66] test different rotation step sizes. There is no answer from the existing one-step methods in terms of what is the most appropriate rotation step size. It is thought that a proper rotation step size should be able to achieve a trade-off between the accuracy and the efficiency. As also analysed in Section 2.2, whether the set controlling parameters are optimal would significantly influence the effectiveness of the entire method. But determination of an optimal group of controlling parameters is not an easy task. In the existing PBOA-based methods [32, 35–38, 40, 41, 44, 45, 47–50, 54, 57, 61, 63, 64, 69, 70, 74, 75, 77, 78, 80], the controlling parameters are manually assigned according to experience. A two-step method addresses a part orientation problem through a step of generating a certain number of ABOs and a step of selecting an OBO from the generated ABOs on the basis of one or more objectives. A main issue in this process is the high risk of missing the true OBO. As described in Section 2.3, the existing two-step methods generate ABOs via feature recognition [100, 106–108, 111–113, 115], convex hull generation [99, 109, 110], quaternion rotation [114, 116], and facet clustering [117–119]. The use of these techniques is helpful for improving the efficiency. But no matter what technique is used, it is generally difficult to ensure that the generated ABOs must contain the true OBO.

2. **Generation of ABOs:** The existing approaches based on feature recognition are not applicable for freeform surface models, as it is impossible to define the features and ABOs of features for such models. In addition, automatic recognition of features from a complex 3D model with multiple overlapping features remains a challenging task [123–125]. The existing approaches based on convex hull generation have an accuracy issue, since the convex hull is not the exact 3D model. The existing approaches based on quaternion rotation cannot ensure that the true OBO is included in the determined ABOs, because the ABOs are determined according to the randomly acquired rotation axes. The existing approaches based on facet clustering would not be effective when the considered BOFs do not include support volume, build time, and build cost. That is, they do not have satisfying flexibility. The facet clustering rule, ABO generation rule, and cluster refinement rule used in these approaches can theoretically benefit the optimisation of the total support volume. The ABOs generated by them are effective when the considered BOFs include support volume. However, the rules would be ineffective when only other BOFs are considered.

3. **Consideration of BOFs:** Different CAPO methods may consider different BOFs for the same AM process. This can be very confusing, because there is not a guideline or standard that states which BOFs should be considered for a certain AM process.

4. **Estimation of the values of BOFs:** There may be a number of different estimation models for a BOF for an identical AM process. It is unclear which one is the most accurate and efficient, since there is not an existing CAPO method that makes a comprehensive comparison of the performance of the different estimation models.

5. **Determination of the weights of BOFs:** The weights of the considered BOFs reflect their relative importance for search or selection of an OBO. A small variation of the weights can significantly influence the determined OBO. In most of the existing CAPO methods, the weights are assigned manually. Generally, it is not easy to specify proper weights for the considered BOFs, as this would require a deep understanding of how the BOFs affect the as-built part. In addition, the considered BOFs are usually conflicting or interrelated, which makes the assignment of their weights more complicated [17]. A few methods determine the weights via triangular fuzzy numbers [37, 57], an approach based on hypothetical equivalents and inequivalents [54], certain experiments [60, 64], and a scaling approach based on pairwise
Aggregation of the values of BOFs: In the existing CAPO methods, the most used aggregation approaches are the MMFs, WSM, and PFA. A set of MMFs is the most intuitive aggregation approaches for solving a multi-objective problem. But it is generally impossible or difficult to search an OBO that can simultaneously satisfy all min/max conditions. The WSM is a popular aggregation approach in MOO and MODM because of its simplicity and efficiency. However, determination of proper weights of the considered BOFs, as discussed in (5), is not an easy task. Further, the use of the WSM produces a single OBO instead of a set of solutions to be later compared, which prompts the application of the PFA [17]. Compared to a single OOF established via the WSM, Pareto-based optimisation can better reflect the characteristics of individual objective functions. However, evaluating a Pareto front is a complicated and time-consuming task [126]. Apart from their respective weaknesses, a common limitation of the MMFs, WSM, and PFA is that the complex relationships among the considered BOFs are not captured in them. Generally, the different considered BOFs are not independent of each other, but are conflicting or interrelated. For example, large support volume will lead to long build time and post-processing time and high build cost and post-processing cost. All of the three aggregation approaches assume that the BOFs are independent of each other when aggregating their values. The method of [115] copes with this issue using fuzzy aggregation operators. But the use of these operators leads to lower efficiency with respect to the use of the WSM, since the time complexity of the used operators \(O(m'n'm')\) is significantly higher than that of the WSM \(O(m')\). (7)

Classification of Pareto OBOs. Since a part orientation problem is essentially a multi-objective problem, its solution set usually consists of a relatively large number of Pareto optimal solutions [126]. A solution in this set is not a true OBO. Therefore, strictly speaking, a Pareto OBO determined from the set is not the true OBO, but a good build orientation. This raises a question of how close to the true OBO does a Pareto OBO need to be classified as a good build orientation. For this question, the existing CAPO methods do not provide an appropriate answer. (8)

Techniques for OBO search: Many existing one-step methods search an OBO directly under certain optimisation objectives. Direct search, sometimes known as exhaustive search, is a simple and crude search approach. This approach is desirable when the solution space is small. But it has very low efficiency for OBO search, since the solution space of OBO search is infinite. To accelerate the search of an OBO, a number of other one-step methods use optimisation techniques. Compared to direct search, optimisation technique-based search is helpful to improve the efficiency. But certain optimisation techniques can only achieve good performance for certain optimisation problems. So far, various optimisation techniques have been applied to solve a part orientation problem. It is not clear which optimisation algorithm is the most suitable for this problem. (9)

Demonstration of the effectiveness: Effectiveness is the most important criterion for evaluating a CAPO method. In general, whether a CAPO method is effective depends on whether the OBO determined by it can meet the pre-set objectives. The best way to demonstrate the effectiveness of a CAPO method is to carry out actual fabrication experiments to compare the estimated and measured values of the considered BOFs. Among the existing CAPO methods, the methods of [53, 56, 60, 61, 65, 67, 69, 73, 77–79, 81, 99, 109], and [116] adopted this way. Another feasible way is to use the OBO determination results of a commercial AM process planning software as benchmark. For example, the method of [66] was validated via conducting a quantitative comparison experiment, in which the OBO determination results were benchmarked against Materialise Magic. Apart from these methods, the remaining methods just illustrated their working process via one or more simulation examples, which would be insufficient for demonstrating their effectiveness. (10)

Quantitative comparison among different CAPO methods. Making a comparison between the determined OBO and estimated results of a new CAPO method and those of the existing methods is another feasible way to validate the new method. But there is yet no evidence that any literature has included such a comparison. The main reason is that the comparison can only be carried out when all methods to be compared are for the same AM process and consider the same BOFs. These conditions are a bit harsh for the existing CAPO methods. (11)
(12) Consideration of multi-part production: An important characteristic of most AM processes is the support of multi-part production [127, 128]. In addition to the methods of [112] and [66], the remaining CAPO methods focus on build orientation determination for production of one single part. They are not applicable for the situation where a group of parts in the same build need to be orientated simultaneously.

### 4 Future research directions

Detailed work in the review of the existing CAPO methods and the discussion of their issues revealed a number of interesting future research directions, which are outlined as follows:

(1) Determination of personalised rotation step size or controlling parameters. What is the best rotation step size or the best group of controlling parameters? This question is very difficult to answer, because the rotation step size or controlling parameters is or are related to the geometry of the input 3D model. The 3D models with different geometries would have different best rotation step sizes or group of controlling parameters. For example, the best rotation step size of a regular surface model is sometimes 90°, while that of a freeform surface model is generally small. To calculate the personalised rotation step size or controlling parameters for an input 3D model, a specialised approach is required. This approach can be developed via geometry analysis. One can also consider using machine learning algorithms in the development.

(2) Development of new rules for facet clustering, cluster refinement, and ABO generation. The latest two-step method based facet clustering can work for both regular and freeform surface models, produce stable and reasonable results, and provide satisfying efficiency. But the method would not be effective if it is applied to the AM processes that are free of support structure. The reason is that the facet clustering rule, ABO generation rule, and cluster refinement rule used in the method can only meet an objective of optimising the support volume. To apply the method to the situation where support volume is not considered, new rules for facet clustering, cluster refinement, and ABO generation need to be developed.

(3) Development of a guideline or standard to recommend the BOFs for each commonly used AM process. The BOFs considered for different AM processes are generally not the same, since each AM process has its characteristics and application range. For example, the FDM process is a cheap technique that is mainly applied to manufacture the products for toy or hobby use, while the LPBF process is a promising metal AM technique that can be applied to produce functional components in high-value industries. The BOFs related to part property, such as the strength, elongation, hardness, residual stress, flexural modulus, and fatigue performance, are usually not important for the FDM process, but they are of great importance for the LPBF process. To avoid the confusion in study of the part orientation problem, a guideline or standard for recommending the BOFs for each commonly used AM process is required.

(4) Determination or establishment of an accurate and efficient estimation model for each BOF. Accuracy is the most critical performance indicator for an estimation model of a BOF, since the accuracy of the model has a direct influence on the effectiveness of the CAPO method considering this BOF. Efficiency is another important performance indicator for an estimation model of a BOF, because most of the time in the entire part orientation process is spent on estimation of the values of BOFs [119]. In general, the accuracy and efficiency of an estimation model are negatively correlated. For example, accurate estimation of support volume is very time-consuming. That is why some of the existing CAPO methods used very rough models to estimate the support volume. But if the support volume is not accurately calculated, the prediction of build time, build cost, post-processing time, and post-processing cost will not be accurate and the effectiveness of the entire CAPO method will be negatively affected. To ensure the effectiveness and efficiency of a CAPO method, an estimation model for each BOF which can achieve a trade-off between the accuracy and efficiency needs to be determined or established.

(5) Determination of the reference weights of BOFs: In view of the fact that the weights of BOFs in most of the existing CAPO methods are manually assigned, it is of necessity to carry out specialised studies and conduct certain experiments to determine the weights of the recommended BOFs for each commonly used AM process. The determined weights can be used as reference when developing new CAPO methods.

(6) Development of a guideline to recommend the most suitable technique for OBO search or selection. In view of the facts that various OBO search or selection techniques have been used in the existing CAPO methods and it is not clear which one is the most suitable for a part orientation problem, it is of importance to conduct quantitative comparison experiments and develop a guideline to address the question.
Comparison of the effectiveness of different CAPO methods for each commonly used AM process. In general, the effectiveness of a CAPO method mainly depends on the accuracy of the used estimation models of BOFs and the effectiveness of the used OBO determination approach. To this end, the comparison can be carried out via comparing this indicator for a certain number of parts. To make future comparisons between a new CAPO method and the existing methods more convenient, an open source benchmark for evaluating a CAPO method needs to be developed.

CAPO for multi-part production. In view of the facts that support of multi-part production is an important characteristic of most AM processes and most of the existing CAPO methods focus only on part orientation for production of one single part, it is of necessity to develop new CAPO methods for multi-part production.

Integration of design task and other process planning tasks with part orientation. The quality and property of an as-built part are synthetically affected by multiple design and process variables (e.g. topology, build orientation, support structure, slices, tool path, and process parameters). It is sometimes insufficient to study the part orientation problem separately by fixing or ignoring other variables. An ideal way is to comprehensively determine all design and process variables via weighing certain part quality and property factors. To this end, it would be desirable to study the systematic determination of the design and process variables for each commonly used AM process.

**Appendix 1. Definition of acronyms**

| Acronym | Description |
|---------|-------------|
| ABO     | Alternative Build Orientation |
| AM      | Additive Manufacturing |
| AMF     | Additive Manufacturing File |
| BFOA    | Bacterial Foraging Optimisation Algorithm |
| BOF     | Build Orientation Factor |
| CAD     | Computer-Aided Design |
| CAPO    | Computer-Aided Part Orientation |
| DMD     | Direct Metal Deposition |
| EBM     | Electron Beam Melting |
| ELM     | Extreme Learning Machine |
| ELMA    | Electromagnetism-Like Mechanism Algorithm |
| FDM     | Fuse Deposition Modelling |
| GA      | Genetic Algorithm |
| GCMMA   | Globally Convergent Method of Moving Asymptotes |
| GDE3    | Generalised Differential Evolution 3 |
| HDBSCAN | Hierarchical Density-Based Spatial Clustering of Applications with Noise |
| IJ      | Ink Jetting |
| LPBF    | Laser Powder Bed Fusion |
| LOM     | Laminated Object Manufacturing |
| MMFs    | Min-Max Functions |
| MODM    | Multi-Objective Decision-Making |
| MOO     | Multi-Objective Optimisation |
| NSGA-II | Non-dominated Sorting Genetic Algorithm II |
| OBO     | Optimal Build Orientation |
| OOF     | Overall Objective Function |
| PBOA    | Population-Based Optimisation Algorithm |
| PCABOA  | Principal Component Analysis-Based Optimisation Algorithm |
| PFA     | Pareto Front Analysis |
| PSOA    | Particle Swarm Optimisation Algorithm |
| SLA     | Stereolithography |
| SLS     | Selective Laser Sintering |
| SM      | Surrogate Model |
| SMSEMOA | S-Metric Selection Evolutionary Multi-Objective Algorithm |
| SQPA    | Sequential Quadratic Programming Algorithm |
| STEP    | Standard for The Exchange of Product model data |
| STL     | Standard Tessellation Language |
| TM      | Taguchi Method |
| TOPSIS  | Technique for Order of Preference by Similarity to Ideal Solution |
| TRM     | Trust Region Method |
| WSM     | Weighted Sum Model |
| 3D      | Three-Dimensional |
| 2D      | Two-Dimensional |

**Appendix 2. Definition of symbols**

| Symbol | Description |
|--------|-------------|
| α      | The angle at which the 3D model rotates around the X axis |
| β      | The angle at which the 3D model rotates around the Y axis |
| γ      | The angle between the load direction and the build platform of the machine |
| ε_{x,y} | The XY-error |
| ε_z   | The Z-error |
| θ_i^O | The sloping angle of the i-th facet with respect to O |
| θ_i^O | The angle between the normal vector of the i-th facet and O |
| θ_{next} | The next sloping angle |
| θ_{prev} | The previous sloping angle |
The number of facets of the input STL model
The number of the generated alternative
The material waste ratio
The three vertices of the \( i \)th facet
The weight of the \( i \)th critical section
The weight of the \( i \)th build orientation factor
The weight of the supported facet surface roughness
The X coordinate of a unit vector expressing a build orientation
The Y coordinate of a unit vector expressing a build orientation
The Z coordinate of a unit vector expressing a build orientation
The Z component of the unit normal vector of the \( i \)th facet with respect to \( O \)
The maximum strain in \( O \)
The part accuracy in \( O \)
The supported region area in \( O \)
The attainable material composition at the \( i \)th voxel centroid
The build cost in \( O \)
The desired material composition at the \( i \)th voxel centroid
The energy cost in \( O \)
The indirect cost in \( O \)
The manufacturing cost in \( O \)
The material cost in \( O \)
The model material cost
The overhead cost
The polishing cost in \( O \)
The post-curing cost
The post-processing cost in \( O \)
The post-processing material cost in \( O \)
The pre-build cost in \( O \)
The support removal cost in \( O \)
The support material cost in \( O \)
The transferring cost
The washing cost
The density of the build material
The density of the model material
The density of the support material
The area error in the \( i \)th layer with respect to \( O \)
The flatness error in \( O \)
The maximum stress in \( O \)
The material composition error in \( O \)
The staircase effect in \( O \)
The volumetric error in \( O \)
The objective function of the \( i \)th build orientation factor in \( O \)
The mass of the input 3D model
The mass of the support in \( O \)
The Young’s modulus in \( O \)
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\[ \begin{align*}
N & \quad \text{The number of grids} \\
N' & \quad \text{The number of supported points} \\
N'' & \quad \text{The number of critical sections} \\
N_{\text{bins}} & \quad \text{The number of bins} \\
N_{\text{fcl}} & \quad \text{The number of facets with cylindricity tolerance} \\
N_{\text{flat}} & \quad \text{The number of facets with flatness tolerance} \\
N_{\text{fpar}} & \quad \text{The number of facets with parallelism tolerance} \\
N_{\text{fperp}} & \quad \text{The number of facets with perpendicularity tolerance} \\
N_i & \quad \text{A number associated with the } i\text{th identified feature} \\
N_{\text{fs}} & \quad \text{The number of the identified features in } O \\
N_{\text{layers}} & \quad \text{The number of layers in } O \\
N_{\text{pieces },i} & \quad \text{The number of pieces in the } i\text{th bin} \\
N_{\text{voxels },i} & \quad \text{The number of voxels in } O \\
P_i & \quad \text{A given build orientation} \\
P_{\text{bmat}} & \quad \text{The price of the build material} \\
P_{\text{mat}} & \quad \text{The price of model material} \\
P_{\text{mmat}} & \quad \text{The price of the support material} \\
P_{\text{laser}} & \quad \text{The laser power} \\
P_{\text{mech}} & \quad \text{The mechanical property in } O \\
Q_0^\text{mech} & \quad \text{The surface quality in } O \\
Q_0^\text{surface} & \quad \text{The salient area roughness in } O \\
R_{\text{bcost}} & \quad \text{The build cost rate (build cost per unit time)} \\
R_{\text{cost}} & \quad \text{The energy cost rate (i.e. the energy cost per unit time)} \\
R_i^\text{facet },i & \quad \text{The surface roughness of the } i\text{th facet in } O \\
R_i^\text{Cost} & \quad \text{The fixed cost rate (i.e. the fixed cost per unit time)} \\
R_{\text{indirect}} & \quad \text{The indirect cost rate (i.e. the indirect cost per unit time)} \\
R_{\text{light}} & \quad \text{The labour cost rate (labour cost per unit time)} \\
R_{\text{machine}} & \quad \text{The machine cost rate} \\
R_{\text{ncost}} & \quad \text{The material cost rate (i.e. the material cost per unit mass)} \\
R_{\text{mha}} & \quad \text{The model hatching rate (i.e. the area hatching per unit time)} \\
R_{\text{msa}} & \quad \text{The model scanning rate (i.e. the area scanning per unit time)} \\
R_{\text{gro}} & \quad \text{The value of } R_i^\text{facet },i \text{ when } \theta_i^O = 90^\circ \\
R_{\text{r}} & \quad \text{The radius of the round fillet} \\
R_{\text{oper}} & \quad \text{The machine operator cost rate} \\
R_{\text{pcost}} & \quad \text{The production cost rate (i.e. the production cost per unit time)} \\
R_{\text{scf}} & \quad \text{The constant surface roughness of the supported area} \\
R_{70^\circ} & \quad \text{The value of } R_i^\text{facet },i \text{ when } \theta_i^O = 70^\circ \\
R_{\text{ssa}} & \quad \text{The support scanning rate (i.e. the area scanning per unit time)} \\
R_i^\text{surface} & \quad \text{The surface roughness in } O \\
R_i^\text{surface },i & \quad \text{The surface roughness of the } i\text{th facet in } O \\
R_{\text{sw}2t} & \quad \text{The ratio of the supported width in } O \text{ to the total width in } O \\
R_2 & \quad \text{The radius of the corner fillet} \\
R_{\text{postproc}} & \quad \text{The post-processing cost rate} \\
R_{\text{target}} & \quad \text{A target roughness} \\
S_i^O & \quad \text{The energy consumption in } O \\
S_{\text{max },i} & \quad \text{The maximum normal stress in the } i\text{th critical section} \\
S_{\text{part}} & \quad \text{The part stability in } O \\
T_{\text{build}} & \quad \text{The build time in } O \\
T_{\text{dimgeom}} & \quad \text{The dimensional and geometrical tolerances in } O \\
T_{\text{idle}} & \quad \text{The idle time of the machine between layers} \\
T_{\text{polish}} & \quad \text{The polishing time in } O \\
T_{\text{postcure}} & \quad \text{The post-curing time} \\
T_{\text{postproc}} & \quad \text{The post-processing time in } O \\
T_{\text{preproc}} & \quad \text{The pre-processing time in } O \\
T_{\text{procplan}} & \quad \text{The process planning time in } O \\
T_{\text{recoat}} & \quad \text{The recoating time} \\
T_{\text{setup}} & \quad \text{The machine setup time} \\
T_{\text{tension}} & \quad \text{The support removal time in } O \\
T_{\text{transferring}} & \quad \text{The transferring time} \\
T_{\text{washing}} & \quad \text{The washing time} \\
V_{\text{model}} & \quad \text{The volume of the input STL model} \\
V_i^O & \quad \text{The support volume in } O \\
W_i & \quad \text{The weight of the } i\text{th identified feature} \\
Z_i^O & \quad \text{The } Z\text{ coordinate of the } i\text{th facet with normal vector along the } Z\text{ axis with respect to } O \\
Z_{\text{max }}^O & \quad \text{The bounding box maxima in the } Z\text{ direction with respect to } O \\
Z_{\text{min }}^O & \quad \text{The bounding box minima in the } Z\text{ direction with respect to } O
\end{align*}\]

Authors’ contributions Yuchu Qin: conceptualisation, methodology, writing—original draft, writing—review and editing. Quifen Qi: conceptualisation, methodology, writing—review and editing, funding acquisition. Peizhi Shi: writing—review and editing, visualisation. Paul J. Scott: writing—review and editing, funding acquisition, supervision. Xiangqian Jiang: writing—review and editing, funding acquisition, supervision.

Funding This research was supported by the EPSRC UKRI Innovation Fellowship (Ref. EP/S001328/1), EPSRC Fellowship in Manufacturing (Ref. EP/R024162/1), and EPSRC Future Advanced Metrology Hub (Ref. EP/P006930/1).
Declarations

Ethics approval  This article does not contain any studies with human participants or animals performed by any of the authors.

Competing interests  The authors declare that they have no competing interests.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. ISO/ASTM 52900 (2015) Additive manufacturing—General principles—Terminology. International Organization for Standardization
2. Gibbon I, Rosen D, Stucker B (2015) Additive manufacturing technologies: 3d printing, rapid prototyping, and direct digital manufacturing, 2nd edn. Springer, New York
3. Chua CK, Leong KF (2017) 3D printing and additive manufacturing: principles and applications (the 5th edition of rapid prototyping: principles and applications). World Scientific Publishing, Singapore
4. Gao W, Zhang Y, Ramanujan D, Ramani K, Chen Y, Williams CB, Wang CC, Shin YC, Zhang S, Zavattieri PD (2015) The status, challenges, and future of additive manufacturing in engineering. Comput Aided Des 69:65–89
5. ISO 17296-2 (2015) Additive manufacturing—General principles—Part 2: Overview of process categories and feedstock. International Organization for Standardization
6. Sing SL, Yeong WY (2020) Laser powder bed fusion for metal additive manufacturing: perspectives on recent developments. Virtual Phys Prototyp 15(3):359–370
7. Qiu Y, Qi Q, Scott PJ, Jiang X (2020) An additive manufacturing process selection approach based on fuzzy Archimedean weighted power Bonferroni aggregation operators. Robot Comput Integr Manuf 64:101926
8. Kim DB, Witherrill P, Lipman R, Feng SC (2015) Streamlining the additive manufacturing digital spectrum: A systems approach. Addit Manuf 5:20–30
9. Newman ST, Zhu Z, Dhokia V, Shokrani A (2015) Process planning for additive and subtractive manufacturing technologies. CIRP Ann–Manuf Technol 64(1):467–470
10. Ahsan AN, Habib MA, Khoda B (2015) Resource based process planning for additive manufacturing. Comput Aided Des 69:112–125
11. Kulkarni P, Marsan A, Dutta D (2000) A review of process planning techniques in layered manufacturing. Rapid Prototyp J 6(1):18–35
12. Jiang J, Xu X, Stringer J (2018) Support structures for additive manufacturing: a review. J Manuf Mater Process 2(4):64
13. Zhao D, Guo W (2020) Shape and performance controlled advanced design for additive manufacturing: a review of slicing and path planning. J Manuf Sci Eng 142(1):010801
14. Jiang J, Ma Y (2020) Path planning strategies to optimize accuracy, quality, build time and material use in additive manufacturing: A review. Micromachines 11(7):633
15. Pandey PM, Reddy NV, Dhande SG (2007) Part deposition orientation studies in layered manufacturing. J Mater Process Technol 185(1–3):125–131
16. Tawnik M, Jain PK (2013) Role of build orientation in layered manufacturing: a review. Int J Manuf Technol Manag 27(1–3):47–73
17. Di Angelo L, Di Stefano P, Guardiani E (2020) Search for the optimal build direction in additive manufacturing technologies: A review. J Manuf Mater Process 4(3):71
18. Qin Y, Qi Q, Scott PJ, Jiang X (2019) Status, comparison, and future of the representations of additive manufacturing data. Comput Aided Des 111:44–64
19. ISO 17296-3 (2014) Additive manufacturing—General principles—Part 3: Main characteristics and corresponding test methods. International Organization for Standardization
20. Simonelli M, Tse YY, Tuck C (2014) Effect of the build orientation on the mechanical properties and fracture modes of SLM Ti–6Al–4V. Mater Sci Eng A 616:1–11
21. Wauthle R, Vrancken B, Beynaerts B, Jorissen K, Schrooten J, Krupth PV, Van Humbeeck J (2015) Effects of build orientation and heat treatment on the microstructure and mechanical properties of selective laser melted Ti6Al4V lattice structures. Addit Manuf 5:77–84
22. Agius D, Kourousis KI, Wallbrink C, Song T (2017) Cyclic plasticity and microstructure of as-built SLM Ti-6Al-4V: The effect of build orientation. Mater Sci Eng A 701:85–100
23. Alsalla HH, Smith C, Hao L (2018) Effect of build orientation on the surface quality, microstructure and mechanical properties of selective laser melting 316L stainless steel. Rapid Prototyp J 24(1):9–17
24. Persenot T, Burr A, Martin G, Buffiere JY, Dendievel R, Maire E (2019) Effect of build orientation on the fatigue properties of as-built Electron Beam Melted Ti-6Al-4V alloy. Int J Fatigue 118:65–76
25. Lan PT, Chou SY, Chen LL, Gemmill D (1997) Determining fabrication orientations for rapid prototyping with stereolithography apparatus. Comput Aided Des 29(1):53–62
26. Xu F, Wong YS, Loh HT, Fuh JYH, Miyazawa T (1997) Optimal orientation with variable slicing in stereolithography. Rapid Prototyp J 3(3):76–88
27. Alexander P, Allen S, Dutta D (1998) Part orientation and build cost determination in layered manufacturing. Comput Aided Des 30(5):343–356
28. Hur J, Lee K (1998) The development of a CAD environment to determine the preferred build-up direction for layered manufacturing. Int J Adv Manuf Technol 14(4):247–254
29. McClurkin JE, Rosen DW (1998) Computer-aided build style decision support for stereolithography. Rapid Prototyp J 4(1):4–13
30. Xu F, Loh HT, Wong YS (1999) Considerations and selection of optimal orientation for different rapid prototyping systems. Rapid Prototyp J 5(2):54–60
31. Masood SH, Rattanawong W, Iovenitti P (2000) Part build orientations based on volumetric error in fused deposition modelling. Int J Adv Manuf Technol 16(3):162–168
32. Hur SM, Choi KH, Lee SH, Chang PK (2001) Determination of fabricating orientation and packing in SLS process. J Mater Process Technol 112(2–3):236–243
33. Rattanawong W, Masood SH, Iovenitti P (2001) A volumetric approach to part-build orientations in rapid prototyping. J Mater Process Technol 119(1–3):348–353
34. Masood SH, Rattanawong W, Iovenitti P (2003) A generic algorithm for a best part orientation system for complex parts in rapid prototyping. J Mater Process Technol 139(1-3):110–116
35. Pandey PM, Thirumurthulu K, Reddy NV (2004) Optimal part deposition orientation in FDM by using a multicriteria genetic algorithm. Int J Prod Res 42(19):4069–4089
36. Thirumurthulu K, Pandey PM, Reddy NV (2004) Optimum part deposition orientation in fused deposition modeling. Int J Mach Tools Manuf 44(6):585–594
37. Byun HS, Lee KH (2005) Determination of the optimal part orientation in layered manufacturing using a genetic algorithm. Int J Prod Res 43(13):2709–2724
38. Kim HC, Lee SH (2005) Reduction of post-processing for stereolithography systems by fabrication-direction optimization. Comput Aided Des 37(7):711–725
39. Singhal SK, Pandey AP, Pandey PM, Nagpal AK (2005) Optimum part deposition orientation in stereolithography. Comput-Aided Des Appl 2(1-4):319–328
40. Ahn D, Kim H, Lee S (2007) Fabrication direction optimization to minimize post-machining in layered manufacturing. Int J Mach Tools Manuf 47(3-4):593–606
41. Canellidis V, Giannatsis J, Dedoussis V (2009) Genetic-algorithm-based multi-objective optimization of the build orientation in stereolithography. Int J Adv Manuf Technol 45(7-8):714–730
42. Singhal SK, Jain PK, Pandey PM, Nagpal AK (2009) Optimum part deposition orientation for multiple objectives in SL and SLS prototyping. Int J Prod Res 47(22):6375–6396
43. Chen Z, Chen Y (2010) Selection of build orientation with minimum tensile strain. Comput-Aid Des Appl 7(5):639–647
44. Nezhad AS, Barazandeh F, Rahimi AR, Vatani M (2010) Pareto-based optimization of part orientation in stereolithography. Proc Inst Mech Eng B J Eng Manuf 224(10):1591–1598
45. Padhye N, Deb K (2011) Multi-objective optimisation and multi-criteria decision making in SLS using evolutionary approaches. Rapid Prototyp J 17(6):458–478
46. Paul R, Anand S (2011) Optimal part orientation in Rapid Manufacturing process for achieving geometric tolerances. J Manuf Syst 30(4):214–222
47. Strano G, Hao L, Everson R, Evans K (2011) Multi-objective optimization of selective laser sintering processes for surface quality and energy saving. Proc Inst Mech Eng B J Eng Manuf 225(9):1673–1682
48. Phatak AM, Pande SS (2012) Optimum part orientation in rapid prototyping using genetic algorithm. J Manuf Syst 31(4):395–402
49. Li Y, Zhang J (2013) Multi-criteria GA-based Pareto optimization of building direction for rapid prototyping. Int J Adv Manuf Technol 69(5-8):1819–1831
50. Zang J, Li Y (2013) A unit sphere discretization and search approach to optimize building direction with minimized volumetric error for rapid prototyping. Int J Adv Manuf Technol 67(1-4):733–743
51. Ezair B, Massarwi F, Elber G (2015) Orientation analysis of 3D objects toward minimal support volume in 3D-printing. Comput Graph 51:117–124
52. Paul R, Anand S (2015) Optimization of layered manufacturing process for reducing form errors with minimal support structures. J Manuf Syst 36:231–243
53. Zhang X, Le X, Panotopoulou A, Whiting E, Wang CCL (2015) Perceptual models of preference in 3d printing direction. ACM Trans Graph 34(6):1–12
54. Ahsan N, Khoda B (2016) AM optimization framework for part and process attributes through geometric analysis. Addit Manuf 11:85–96
55. Delfs P, Tows M, Schmid HJ (2016) Optimized build orientation of additive manufactured parts for improved surface quality and build time. Addit Manuf 12:314–320
56. Luo N, Wang Q (2016) Fast slicing orientation determining and optimizing algorithm for least volumetric error in rapid prototyping. Int J Adv Manuf Technol 83(5-8):1297–1313
57. Brika SE, Zhao YF, Brochu M, Mezzetta J (2017) Multi-objective build orientation optimization for powder bed fusion by laser. J Manuf Sci Eng 139(11):111011
58. Das P, Mhapsekar K, Chowdhury S, Samant R, Anand S (2017) Selection of build orientation for optimal support structures and minimum part errors in additive manufacturing. Comput-Aid Des Appl 14:1–13
59. Chowdhury S, Mhapsekar K, Anand S (2018) Part build orientation optimization and neural network-based geometry compensation for additive manufacturing process. J Manuf Sci Eng 140(3):031009
60. Galicia JAG, Benes B (2018) Improving printing orientation for fused deposition modeling printers by analyzing connected components. Addit Manuf 22:720–728
61. Huang R, Dai N, Li D, Cheng X, Liu H, Sun D (2018) Parallel non-dominated sorting genetic algorithm-ii for optimal part deposition orientation in additive manufacturing based on functional features. Proc Inst Mech Eng C J Mech Eng Sci 232(19):3384–3395
62. Jaiswal P, Patel J, Rai R (2018) Build orientation optimization for additive manufacturing of functionally graded material objects. Int J Adv Manuf Technol 96(1-4):223–235
63. Pereira S, Vaz AIF, Vicente LN (2018) On the optimal object orientation in additive manufacturing. Int J Adv Manuf Technol 98(5-8):1685–1694
64. Cheng L, To A (2019) Part-scale build orientation optimization for minimizing residual stress and support volume for metal additive manufacturing: Theory and experimental validation. Comput Aided Des 113:1–23
65. Golmohammadi AH (2019) A framework for multi-objective optimisation of 3d part-build orientation with a desired angular resolution in additive manufacturing processes. Virtual Phys Prototyp 14(1):19–36
66. Griffiths V, Scanlan JP, Eres MH, Martinez-Sykora A, Chinchar-Patnam P (2019) Cost-driven build orientation and bin packing of parts in Selective Laser Melting (SLM). Eur J Oper Res 273(1):334–352
67. Jiang J, Xu X, Stringer J (2019) Optimization of process planning for reducing material waste in extrusion based additive manufacturing. Robot Comput Integr Manuf 59:317–325
68. Lovo JFP, Fortulan CA, da Silva MM (2019) Optimal deposition orientation in fused deposition modeling for maximizing the strength of three-dimensional printed truss-like structures. Proc Inst Mech Eng B J Eng Manuf 233(4):1206–1215
69. Raju M, Gupta MK, Bhaton N, Sharma VS (2019) A hybrid PSO–BFO evolutionary algorithm for optimization of fused deposition modelling process parameters. J Intell Manuf 30(7):2743–2758
70. Di Angelo L, Di Stefano P, Dolatnezhadsomarin A, Guardiani E, Khorram E (2020) A reliable build orientation optimization method in additive manufacturing: the application to FDM technology. Int J Adv Manuf Technol 108:263–276
71. Fritz K, Kim IY (2020) Simultaneous topology and build orientation optimization for minimization of additive manufacturing cost and time. Int J Numer Models Eng 121(15):3442–3481
72. Fry NR, Richardson RC, Boyle JH (2020) Robotic additive manufacturing system for dynamic build orientations. Rapid Prototyp J 26(4):659–667
73. Li S, Yuan S, Zhu J, Wang C, Li J, Zhang W (2020) Additive manufacturing-driven design optimization: Building direction and structural topology. Addit Manuf 36:101406

74. Matos MA, Rocha AMAC, Pereira AI (2020) Improving additive manufacturing performance by build orientation optimization. Int J Adv Manuf Technol 107:1993–2005

75. Mele M, Campana G (2020) Sustainability-driven multi-objective evolutionary orienting in additive manufacturing. Sustain Prod Consum 23:138–147

76. Nguyen CHP, Choi Y (2020) Concurrent density distribution and build orientation optimization of additively manufactured functionally graded lattice structures. Comput Aided Des 102884:127

77. Shen H, Guo S, Fu J, Lin Z (2020a) Building orientation determination based on multi-objective optimization for additive manufacturing. 3D Print Addit Manuf 7(4):186–197

78. Shen H, Ye X, Xu G, Zhang L, Qian J, Fu J (2020b) 3D printing build orientation optimization for flexible support platform. Rapid Prototyp J 26(1):59–72

79. Ulu E, Gecer Ulu N, Hsiao W, Nelaturi S (2020) Manufacturability oriented model correction and build direction optimization for additive manufacturing. J Mech Des 142(6):062001

80. Wang W, Shao H, Liu X, Yin B (2020) Printing direction optimization through slice number and support minimization. IEEE Access 8:75646–75655

81. Wang C, Qian X (2020) Simultaneous optimization of build orientation and topology for additive manufacturing. Addit Manuf 34:101246

82. Holland JH (1973) Genetic algorithms and the optimal allocation of trials. SIAM J Comput 2(2):88–105

83. Deb K, Pratap A, Agarwal S, Meyarivan T (2002) A fast and elitist multiobjective genetic algorithm: NSGA-II. IEEE Trans Evol Comput 6(2):182–197

84. Byrd RH, Gilbert JC, Nocedal J (2000) A trust region method based on interior point techniques for nonlinear programming. Math Program 89(1):149–185

85. Kennedy J, Eberhart R (1995) Particle swarm optimization. In: Proceedings of ICNN’95-international conference on neural networks, vol 4. IEEE, pp 1942–1948

86. Huang GB, Zhu QY, Shi CW (2006) Extreme learning machine: Theory and applications. Neurocomputing 70(1-3):489–501

87. Jin Y (2011) Surrogate-assisted evolutionary computation: Recent advances and future challenges. Swarm Evol Comput 1(2):61–70

88. Roy RK (2010) A primer on the Taguchi method. Soc Manuf Eng

89. Tolle JW (1995) Sequential quadratic programming. Acta Numerica 4:1–51

90. Passino KM (2002) Biomimicry of bacterial foraging for distributed optimization and control. IEEE Control Syst Mag 22(3):52–67

91. Beume N, Naujoks B, Emmerich M (2007) SMS-EMOA: Multiobjective selection based on dominated hypervolume. Eur J Oper Res 181(3):1653–1669

92. Svanberg K (2002) A class of globally convergent optimization methods based on conservative convex separable approximations. SIAM J Optim 12(2):555–573

93. Birbil SI, Fang SC (2003) An electromagneticism-like mechanism for global optimization. J Glob Optim 25(3):263–282

94. Kukkonen S, Lampinen J (2005) GDE3: the third evolution step of generalized differential evolution. In: Proceedings of the 2005 IEEE congress on evolutionary computation, vol 1. IEEE, pp 443–450

95. Srinivas N, Deb K (1994) Multiobjective optimization using nondominated sorting in genetic algorithms. Evol Comput 2(3):221–248

96. Wold S, Esbensen K, Geladi P (1987) Principal Component Analysis. Chemom Intell Lab Syst 2(1-3):37–52

97. Svanberg K (1987) The method of moving asymptotes—a new method for structural optimization. Int J Numer Methods Eng 24(2):359–373

98. Kukkonen S, Lampinen J (2004) An extension of generalized differential evolution for multi-objective optimization with constraints. In: Proceedings of the 2004 international conference on parallel problem solving from nature, vol 3242. Springer, pp 752–761

99. Byun HS, Lee KH (2006) Determination of optimal build direction in rapid prototyping with variable slicing. Int J Adv Manuf Technol 28(3-4):307–313

100. Pham DT, Dimov SS, Gault RS (1999) Part orientation in stereolithography. Int J Adv Manuf Technol 15(9):674–682

101. Vahabi E, Rahmati S (2017) Hybrid estimation of surface roughness distribution in FDM parts using analytical modeling and empirical investigation. Int J Adv Manuf Technol 88(5-8):2287–2303

102. Di Angelo L, Di Stefano P, Marzola A (2017) Surface quality prediction in FDM additive manufacturing. Int J Adv Manuf Technol 93(9-12):3655–3662

103. Di Angelo L, Di Stefano P (2011) A neural network-based build time estimator for layer manufactured objects. Int J Adv Manuf Technol 57(1-4):215–224

104. Baumers M, Tuck C, Wildman R, Ashcroft I, Rosamond E, Hague R (2012) Combined build-time, energy consumption and cost estimation for direct metal laser sintering. In: Proceedings of the twenty third annual international solid freeform fabrication symposium—an additive manufacturing conference, University of Texas, vol 13, pp 932–944

105. Byun HS, Lee KH (2006) Determination of the optimal build direction in rapid prototyping with variable slicing. Int J Adv Manuf Technol 28(3-4):307–313

106. Cheng W, Fuh JYH, Nee AYC, Wong YS, Loh HT, Miyazawa T (1995) Multi-objective optimization of part-building orientation in stereolithography. Rapid Prototyp J 1(4):12–23

107. Frank D, Fadel G (1995) Expert system-based selection of the preferred direction of build for rapid prototyping processes. J Intell Manuf 6(5):339–345

108. West AP, Sambu SP, Rosen DW (2001) A process planning method for improving build performance in stereolithography. Comput Aided Des 33(1):65–79

109. Byun HS, Lee KH (2006) Determination of the optimal build direction for different rapid prototyping processes using multi-criterion decision making. Robot Comput Integr Manuf 22(1):69–80

110. Zwier MP, Wits WW (2016) Design for additive manufacturing: Automated build orientation selection and optimization. Procedia CIRP 55:128–133

111. Zhang Y, Bernard A, Gupta RK, Harik R (2016) Feature based building orientation optimization for additive manufacturing. Rapid Prototyp J 22(2):358–376

112. Zhang Y, Bernard A, Harik R, Karunakaran KP (2017) Build orientation optimization for multi-part production in additive manufacturing. J Intell Manuf 28(6):1393–1407

113. Al-Ahmari AM, Abdulhameed O, Khan AA (2018) An automatic and optimal selection of parts orientation in additive manufacturing. Rapid Prototyp J 24(4):698–708

114. Qie L, Jing S, Lian R, Chen Y, Liu J (2018) Quantitative suggestions for build orientation selection. Int J Adv Manuf Technol 98(5-8):1831–1845

115. Qin Y, Qi Q, Scott PJ, Jiang X (2019) Determination of optimal build orientation for additive manufacturing using...
Muirhead mean and prioritised average operators. J Intell Manuf 30(8):3015–3034

Yu C, Qie L, Jing S, Yan Y (2019) Personalized design of part orientation in additive manufacturing. Rapid Prototyp J 25(10):1647–1660

Zhang Y, Harik R, Fadel G, Bernard A (2019) A statistical method for build orientation determination in additive manufacturing. Rapid Prototyp J 25(1):187–207

Qin Y, Qi Q, Shi P, Scott PJ, Jiang X (2020a) Automatic generation of alternative build orientations for laser powder bed fusion based on facet clustering. Virtual Phys Prototyp 15(3):307–324

Qin Y, Qi Q, Shi P, Scott PJ, Jiang X (2021) Automatic determination of part build orientation for laser powder bed fusion. Virtual Phys Prototyp 1(16):29–49

Zhang Y, Bernard A (2014) An integrated decision-making model for multi-attributes decision-making (MADM) problems in additive manufacturing process planning. Rapid Prototyp J 20(5):377–389

Qin Y, Qi Q, Scott PJ, Jiang X (2019) Multi-criteria group decision making based on Archimedean power partitioned Muirhead mean operators of q-rung orthopair fuzzy numbers. Plos One 14(9):e0221759

Qin Y, Qi Q, Shi P, Scott PJ, Jiang X (2020) Linguistic interval-valued intuitionistic fuzzy Archimedean prioritised aggregation operators for multi-criteria decision making. J Intell Fuzzy Syst 38(4):4643–4666

Shi P, Qi Q, Qin Y, Scott PJ, Jiang X (2020a) A novel learning-based feature recognition method using multiple sectional view representation. J Intell Manuf 31(5):1291–1309

Shi P, Qi Q, Qin Y, Scott PJ, Jiang X (2021) Intersecting machining feature localisation and recognition via single shot multi-box detector. IEEE Trans Ind Inf 5(17):3292–3302

Shi Y, Zhang Y, Harik R (2020) Manufacturing feature recognition with a 2D convolutional neural network. CIRP J Manuf Sci Technol 30:36–57

Ancău M, Caizar C (2010) The computation of Pareto-optimal set in multicriteria optimization of rapid prototyping processes. Comput Ind Eng 58(4):696–708

Jiang J, Xu X, Stringer J (2019) Optimisation of multi-part production in additive manufacturing for reducing support waste. Virtual Phys Prototyp 14(3):219–228

Jiang J, Xu X, Xiong Y, Tang Y, Dong G, Kim S (2020) A novel strategy for multi-part production in additive manufacturing. Int J Adv Manuf Technol 109(5):1237–1248

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.