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Abstract

Representation learning is a key issue for most Natural Language Processing (NLP) tasks. Most existing representation models either learn little structure information or just rely on pre-defined structures, leading to degradation of performance and generalization capability. This paper focuses on learning both local semantic and global structure representations for text classification. In detail, we propose a novel Sandwich Neural Network (SNN) to learn semantic and structure representations automatically without relying on parsers. More importantly, semantic and structure information contribute unequally to the text representation at corpus and instance level. To solve the fusion problem, we propose two strategies: Adaptive Learning Sandwich Neural Network (AL-SNN) and Self-Attention Sandwich Neural Network (SA-SNN). The former learns the weights at corpus level, and the latter further combines attention mechanism to assign the weights at instance level. Experimental results demonstrate that our approach achieves competitive performance on several text classification tasks, including sentiment analysis, question type classification and subjectivity classification. Specifically, the accuracies are MR (82.1%), SST-5 (50.4%), TREC (96%) and SUBJ (93.9%).

1 Introduction

Representation learning plays an important role in various NLP tasks, especially in text classification (Bengio et al., 2013; Le and Mikolov, 2014). Existing representation models for text classification can be categorized into four types: bag-of-words representation models, sequence representation models, structure representation models and attention-based models. Bag-of-words representation models (Salton et al., 1975) are able to represent the sentence accounting for the different words, but fail to encode word order and syntactic structures. Sequence representation models (Kim, 2014; Kalchbrenner et al., 2014) consider word order without using structure information. Structure representation models, such as Tree-LSTM (Tai et al., 2015) and DSCNN (Zhang et al., 2016), take the structure information into account. Attention-based models (Yang et al., 2017; Lin et al., 2017) use attention mechanism to build representations by scoring input words respectively.

However, most structure representation methods either learn little structure information or rely heavily on parsers, leading to relatively low performance or gradient vanishing problem. Moreover, to our best knowledge, no one has considered effective fusion of semantic and structure information. These hinder the performance of sentence representation for text classification.

To address these issues, we propose a novel model named Sandwich Neural Network, which consists of a Convolutional Neural Network (CNN) layer in the middle of two Long Short-Term Memory (LSTM) layers like a sandwich. We define local semantic representation as n-grams feature and global structure representation as the dependency relationship between words or phrases in the sentence. SNN can generate both local semantic representation and global structure representation without relying on parsers. Then two dynamic fusion methods are developed to make full use of these information.
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The contributions of this paper can be summarized into two parts:

1) We propose a novel SNN to extract semantic and structure representations, which enriches information of sentence representation. Thus SNN improves the performance of text classification.

2) In order to make full use of these two representations, we design and implement two fusion methods to learn the weights of semantic and structure representations at corpus and instance level respectively. The former employs adaptive learning strategy to automatically learn a pair of weights for the whole corpus. The latter integrates attention mechanism to adjust the weights subtly for each single instance.

The rest of our paper is organized as follows: Section 2 elaborates the related work about structure representation and attention mechanism. Section 3 details the proposed SNN and two fusion methods. Section 4 conducts experiments on four datasets to verify the effectiveness of our model. Section 5 draws a conclusion and discusses the future work.

2 Related Work

Text classification develops from rule-based method, statistical machine learning method to deep learning method (Aggarwal and Zhai, 2012). Many researches on text classification focus on the sentence representation (Liu et al., 2018). Structure representation and attention mechanism are important for sentence representation.

2.1 Sentence Structure Representation

Current researches about sentence representation pay much attention to structure representation. Structure representation models can be divided into three types: hierarchical models, tree-based models and reinforcement learning (RL) models. Hierarchical models combine CNN and RNN to learn structure representation, such as C-LSTM (Zhou et al., 2015) and DSCNN (Zhang et al., 2016). C-LSTM utilizes CNN to extract a sequence of higher-level phrase representations. Then the representations are fed into an LSTM to obtain sentence representation with long dependency structure. DSCNN utilizes CNN to extract features from hidden states of an LSTM layer, which is able to catch long dependency structure at a certain level. Tree-based models, such as Tree-LSTM (Tai et al., 2015) and TBCNN (Mou et al., 2015), rely on existing parsers. Tree-LSTM utilizes LSTM along the tree structure and treats root as sentence representation. TBCNN combines CNN with tree structure and uses pooling results as sentence representation. More recently, RL models are attempted in structure representation, such as ID-LSTM (Zhang et al., 2018) and HS-LSTM (Zhang et al., 2018), which are integrated seamlessly with a policy network and a classification network. These works contribute significantly to sentence structure representation.

However, hierarchical models are not able to learn adequate structure information and lack effective fusion of semantic and structure representations; tree-based models are time-consuming and rely on parsers which are unable to guarantee an accurate syntactic structure; RL models require much experience to initialize and design reward function, which yields moderate performance.

2.2 Attention Mechanism

Attention mechanism for NLP is first proposed by Bahdanau et al. (2014) to improve machine translation task. The neural machine translation model consists of two RNNs: an encoder and a decoder. When decoding the hidden state \( s_{i} \), the decoder calculates attention distribution \( \alpha \) on the whole source sentence. The attention mechanism is defined as follows:

\[
\alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{k=1}^{T_{x}} \exp(e_{ik})}
\]

\[
e_{ij} = \sigma(s_{i-1}, h_{j})
\]

where \( x \) is the source sentence, \( T_{x} \) is the length of source sentence, \( \sigma \) is an activation function, \( s_{i-1} \) is the hidden state of the decoder RNN at time step \( i - 1 \), \( h_{j} \) is the hidden state of the encoder RNN at time step \( j \).
Because of its promising performance, attention mechanism attracts lots of attention. For example, Rush et al. (2015) apply it to solve sentence summarization. Xu et al. (2015) utilize it to generate caption of images. Tan et al. (2017) employ it to handle reading comprehension task.

3 Proposed Model

In order to address problems as discussed in Section 2.1, we are inspired by Section 2.2 to propose our novel methods. As shown in Figure 1, there exists three major parts: (1) SNN model: build the semantic and structure representations through SNN; (2) Fusion methods: fuse the semantic and structure representations with different methods; (3) Loss function: train the model with cross-entropy objective function. The core of our methods can be formulated as \[ M = \phi(se; st), \]
where \( \phi \) is a fusion function which combines the semantic representation \( se \) with the structure representation \( st \).

3.1 Obtaining the semantic and structure representations

As shown in Figure 1, SNN consists of three parts: First LSTM layer, CNN layer and Second LSTM layer. The first LSTM layer utilizes the hidden states of LSTM as tuned word representations to take the context into account and the tuned representations are the input of CNN layer. The CNN layer is designed to learn local n-gram high-level semantic representations like standard CNN (Kim, 2014) through convolution and max pooling. The second LSTM layer feeds results from the convolution into LSTM and use the last hidden state of LSTM to obtain global structure representations.

First LSTM layer

Let the input of our model be a sentence of length \( s : [w_1, w_2, \ldots, w_s] \), \( c \) be the total number of word embedding versions and \( x_t^{(j)} \) is the \( i^{th} \) word’s embedding of the \( j^{th} \) version. The common word embedding versions are Word2vec (Mikolov et al., 2013) and Glove (Pennington et al., 2014).

The first layer of our model consists of LSTM networks processing multiple versions of word embeddings. For each version of word embedding, we construct an LSTM network where the input \( x_t^{(j)} \in \mathbb{R}^d \) is the \( d \)-dimensional word embedding for \( w_t \). The LSTM layer will produce a hidden state \( h_t^{(j)} \in \mathbb{R}^d \) at each time step. We collect hidden states as the output of LSTM layers:

\[
h_t^{(j)} = [h_1^{(j)}, h_2^{(j)}, \ldots, h_t^{(j)}, \ldots, h_s^{(j)}]
\]

for \( i = 1, 2, \ldots, c \).

Then these hidden states are fed into CNN layer as input.

CNN layer

To utilize multiple kinds of word embeddings, we apply a filter \( F \in \mathbb{R}^{c \times d \times l} \), where \( l \) is the window size. Hidden state sequence \( h_t^{(i)} \) produced by the \( i^{th} \) version of word embedding forms one channel of the feature maps. Then these feature maps are stacked \( c \)-channel feature maps \( X \in \mathbb{R}^{c \times d \times s} \). Afterwards,
What is the conversion rate between dollars and pounds?

What does target heart rate mean?

| Sentence | Ground truth | Reason |
|----------|--------------|--------|
| What is the conversion rate between dollars and pounds? | numeric | key word “rate” |
| What does target heart rate mean? | describe | key structure “what does ... mean” and word “rate” is a disturbance |

Table 1: Examples of TREC classification

Filter $F$ convolves with the window vectors ($l$-gram) at each position to generate a feature map $c \in \mathbb{R}^{s-l+1}$; $c_k$ is the element of the feature map $c$ for window vector $X_{k:k+l-1}$ at position $k$ and it is produced as follows:

$$c_k = f\left(\sum_{i,j,r} (F \odot X_{k:k+l-1})_{i,j,r}\right)$$

where $\odot$ denotes element-wise multiplication.

The $n$ feature maps generated from $n$ filters can be rearranged through column vector concatenation method to form a new representation,

$$W = [c_1; c_2; \ldots; c_n]$$

Each row $W_j$ of $W \in \mathbb{R}^{(s-l+1) \times n}$ is the feature map generated from $n$ filters for the window vector at position $j$. The new successive higher-level representations are then fed into the second LSTM layer.

Here, a max-over-time pooling layer is added after the convolution neural network. The pooling result of the feature map $c$ is:

$$p = \max(c_1, c_2, \ldots, c_{s-l+1})$$

These pooling results are used as our local semantic representation $se \in \mathbb{R}^n$:

$$se = [p_1, p_2, \ldots, p_n]$$

Second LSTM layer

This layer feeds the high-level phrase representation $W$ generated from CNN into LSTM. We use the same number of filters $n$ to denote the dimension in this LSTM layer for simple and fair fusion and use the last hidden state of LSTM as global structure representation $st \in \mathbb{R}^n$.

Thus, we get the local semantic representation $se$ and the global structure representation $st$. Then we combine $se$ and $st$ to get the concatenated weighted sentence representation.

3.2 Fusion methods

To make better use of semantic and structure representations and address the fusion problems discussed in Section 1, we explore three different fusion ways to learn the weights of semantic and structure representations.

Static weights

Combine semantic and structure representations to get the sentence representation. That is to say, this method gives equal weights to these two kinds of representations.

Adaptive learning at corpus level

Different properties (i.e. semantic and structure property) of a sentence contribute unequally according to the specific corpus. Table 1 shows examples of this phenomenon. To take the above observation into account, we design an adaptive learning method to learn the semantic weight $g_{se}$ and the structure weight $g_{st}$ at corpus level. To reflect the difference of these two properties, we use a simple but elegant and effective method: set $g_{se}$ to be $\alpha$ and $g_{st}$ to be $1-\alpha$. They are parameters that can be learned automatically during the training process. Each element in the semantic representation $se$ will multiply $\alpha$ to get the weighted semantic representation. It is the same with structure representation $st$ and $1-\alpha$. Figure 2 shows the adaptive learning method.
Self-attention at instance level

With the adaptive learning strategy, the weights are learned based on the whole corpus. However, the weights of semantic and structure information vary according to the sentence itself. For instance, “The dog the stick the fire burned beat bit the cat” is rich in structure information, and we should pay more attention to its structure. Motivated by the attention mechanism, we propose the self-attention strategy to learn weights at instance level. First, we average the word embeddings of the sentence to get a simple but useful sentence representation \( S \). Second, linear transformations are used to transform the representations into semantic space representation \( S_{se} \) and structure space representation \( S_{st} \). The transformed dimension is \( d \). Third, we compute the similarity of representations through inner product. Last, softmax is used to normalize weights. Figure 3 shows the whole process. The computational procedure is as follows:

\[
\begin{align*}
(\text{att}_{se}, \text{att}_{st}) &= \text{softmax}(p_{se}, p_{st}) \\
p_{se} &= \rho(S_{se}, S) \\
p_{st} &= \rho(S_{st}, S) \\
S_{se} &= W_{se} \times S + b_{se} \\
S_{st} &= W_{st} \times S + b_{st} \\
S &= (x_1 + x_2 + \ldots + x_s)/s
\end{align*}
\]

where \( x_i \) is the word embedding, size of \( d \); \( S \) is a representation of the sentence, calculated by averaging the word embeddings, size of \( d \); \( S_{se} \) and \( S_{st} \) are the transformed semantic and structure representations, size of \( n \); \( W_{se} \) and \( W_{st} \) are the projection matrices, size of \( n \times d \); \( b_{se} \) and \( b_{st} \) are the projection biases, size of \( d \); \( \rho \) is an average inner product operator; \( \text{att}_{se} \) and \( \text{att}_{st} \) are the attention weights.

In the above fusion methods, the adaptive learning strategy and self-attention strategy can learn weights on the two representations. Then, we concatenate weighted semantic and structure represen-
| Data     | Class | Len | Max Len | Size  | Test |
|----------|-------|-----|---------|-------|------|
| MR       | 2     | 20  | 56      | 10662 | CV   |
| SST-5    | 5     | 18  | 53      | 11855 |      |
| TREC     | 6     | 10  | 37      | 9592  | 500  |
| SUBJ     | 2     | 23  | 120     | 10000 | CV   |

Table 2: Statistics for experiment datasets. Class: number of classes. Len: average length of sentence. Max: max length of sentence. Size: Dataset size. Test: test set size (CV means no standard train/test split and thus 10-fold CV is used).

3.2 Assembling Representations

To get the final sentence representation.

\[
M = \begin{cases} 
[se; st], & \text{for fixed weights} \\
[gse * se; gst * st], & \text{for adaptive weights} \\
[attse * se; attst * st], & \text{for self-attention}
\end{cases}
\]  

where \( M \) is the sentence representation, and operator \([v1; v2]\) denotes concatenation of vector \( v1 \) and \( v2 \).

3.3 Training Models

After getting both semantic and structure representations, a fully-connected layer follows. To learn the model parameters, we minimize a cross-entropy objective function as follows:

\[
Loss = -\frac{1}{m} \sum_{i=1}^{m} y^i \times log(\hat{y}_i)
\]  

where \( y^i \) is the one-hot vector representation of real label of the \( i \)-th sentence, \( \hat{y}_i \) is the predicted probability representation in the neural network, and \( m \) is the number of samples.

4 Experiments

4.1 Datasets

We test our model on several datasets. The detailed information is listed in Table 2.

- **Movie Review (MR)** proposed by Pang and Lee (2005) is a dataset for sentiment analysis of movie reviews. It contains two classes: positive and negative.

- **Stanford Sentiment Treebank with Five Labels (SST-5)** is another popular sentiment classification dataset proposed by Socher et al. (2013). The sentences are labeled in a fine-grained way: very negative, negative, neutral, positive, very positive.

- **Text REtrieval Conference (TREC)** dataset proposed by Li and Roth (2002) contains sentences that are questions in the following 6 classes: abbreviation, entity, description, location, numeric, human.

- **SUBjectivity (SUBJ)** classification dataset released by Pang and Lee (2004) contains two classes: subjective and objective.

4.2 Experimental Configuration

Literature usually adopts 100-300 as the dimension of word embedding. Here, we use two versions of word embeddings, Word2vec and Glove, with dimension 300. We use 100 convolution filters each for window sizes of 3,4,5. Rectified Linear Units (RELU) is chosen as the nonlinear function in the convolutional layer. For the second LSTM, we set the dimension to be 100. For regularization, both word-embedding and the penultimate layer use dropout (Hinton et al., 2012) with rate 0.5. We don’t impose L2 regularization at each layer. We use the gradient-based optimizer Adam (Kingma and Ba, 2014) to minimize the loss between the predicted and true distributions, and the training is early stopped when the accuracy on validation set starts to drop. Additionally, we use the same configuration for all datasets.
| Method                        | MR  | SST-5 | TREC | SUBJ |
|------------------------------|-----|-------|------|------|
| Standard-RNN (Socher et al., 2013) | –   | 43.2  | –    | –    |
| Standard-LSTM (Tai et al., 2015)    | 77.4| 46.4  | –    | 92.2*|
| bi-LSTM (Tai et al., 2015)          | 79.7| 49.1  | –    | 92.8*|
| CNN (Kim, 2014)                   | 81.5| 48    | 93.6 | 93.4 |
| DCNN (Kalchbrenner et al., 2014)   | 81.5| 48.5  | 93   | –    |
| MVCNN (Yin and Schütze, 2016)      | –   | 49.6  | –    | 93.9 |
| Tree-LSTM (Tai et al., 2015)       | 80.7| 50.1  | –    | 93.2*|
| TBCNN (Mou et al., 2015)           | –   | 51.4  | 96   | –    |
| Dep-CNN (Ma et al., 2015)          | 81.9| 49.5  | 95.4 | –    |
| DCNN (Kim, 2014)                   | 81.5| 49.7  | 95.4 | 93.2 |
| C-LSTM (Zhou et al., 2015)         | 81.5| 49.2  | 94.6 | –    |
| ID-LSTM (Zhang et al., 2018)       | 81.6| 50    | –    | 93.5 |
| HS-LSTM (Zhang et al., 2018)       | 82.1| 49.8  | –    | 93.7 |
| Self-Attentive (Lin et al., 2017)  | 80.1| 47.2  | –    | 92.5 |
| SNN                            | 81.7| 49.8  | 95.6 | 93.8 |
| AL-SNN                         | 81.9| 50    | 95.8 | 93.9 |
| SA-SNN                         | 82.1| 50.4  | 96   | 93.9 |

Table 3: Experiment results of our methods compared with other models. Performance is measured in accuracy(%). The results with * is from Zhang et al. (2018). Models are categorized into 7 classes. The first block is RNN and its variants. The second is CNN and its variants. The third is tree-based model. The forth is the hierarchical model. The fifth is RL model. The sixth is attention-based model. And the last is our models. **Standard-RNN**: Standard Recursive Neural Network (Socher et al., 2013). **Standard-LSTM**: Standard Long Short-Term Memory Network (Tai et al., 2015). **bi-LSTM**: Bidirectional LSTM (Tai et al., 2015). **CNN**: Convolutional Neural Network (Kim, 2014). **DCNN**: Dynamic Convolutional Neural Network with k-max pooling (Kalchbrenner et al., 2014). **MVCNN**: Multichannel Variable-Size Convolution Neural Network (Yin and Schütze, 2016). **Tree-LSTM**: Tree-Structured LSTM (Tai et al., 2015). **TBCNN**: Tree-Based Convolutional Neural Network (Mou et al., 2015). **Dep-CNN**: Dependency-based Convolutional Neural Network (Ma et al., 2015). **DSCNN**: Dependency Sensitive Convolutional Neural Network (Zhang et al., 2016). **C-LSTM**: Convolutional LSTM (Zhou et al., 2015). **ID-LSTM**: Information Distilled LSTM (Zhang et al., 2018). **HS-LSTM**: Hierarchical Structured LSTM (Zhang et al., 2018). **Self-Attentive**: Structured Self-Attentive model (Lin et al., 2017).

### 4.3 Results and Discussion

As shown in Table 3, the results demonstrate effectiveness of our model in comparison with other state-of-the-art methods. Among the models without relying on parsers, the other models get the highest accuracy in one certain task (e.g. HS-LSTM in MR and MVCNN in SUBJ), but our models get the highest accuracy on all datasets: MR, SST-5, TREC and SUBJ. It shows strong generalization capability. Additionally, compared with TBCNN, which relies heavily on parsers, our models get the same highest accuracy on TREC and are on a par with TBCNN’s performance on SST-5.

The benefit of SNN is attributed to its ability to capture both semantic and structure representations. The benefit of adaptive learning is attributed to its ability to learn the weights of both representations according to the specific corpus. The benefit of self-attention is attributed to its ability to adjust the weights of both representations at instance level. In the following, we first give visualization of our models to show the learned structure. Then, we give some examples to show how our models make progress from SNN, adaptive learning to self-attention. At last, we make quantitative analysis to show the correlation between structure attention value and structure complexity.

#### 4.3.1 Visualization of learned structure

The input gate value of LSTM is able to show how much a word representation contributes to the final sentence representation (Palangi et al., 2016). We draw a heat map of input gates of the second LSTM layer to show the learned structure. Figure 4 gives two examples from TREC. The color represents the values (from 0 to 1) of input gate. The higher means the n-gram part contributes more to the final sentence representation.
(a) In sentence “What New York City structure is also known as the Twin Towers”, structure “What New York” – “the Twin Towers” is learned. It is very related to the name of “location”. More amazing, attributive clause structure “that” is learned. The content before “that” contributes more than the content after “that”, which makes the representation focus more on what is related to the classification.

(b) In sentence “What is the name of the satellite that the Soviet Union sent into space in 1957”, structure “What is the name of” is important and related to sentence class “entity”. More amazing, attributive clause structure “that” is learned. The content before “that” contributes more than the content after “that”, which makes the representation focus more on what is related to the classification.

Figure 4: Visualization of learned structure.

| Sentence | Dataset | Ground truth | DSCNN | SNN |
|----------|---------|--------------|-------|-----|
| What does your spleen do? | TREC | describe | abbreviation | describe |
| Some actors have so much charisma that you’d be happy to listen to them reading the phone book. | SST-5 | positive | negative | positive |

Table 4: Examples that SNN makes right while DSCNN fails.

4.3.2 SNN analysis

SNN can learn both semantic and structure representations. As shown in Table 4: in the first sentence, word “spleen” does not appear in the train data, but its topically related words in medical domain like “AIDS”, “HIV”, “BPH”, “SIDS” appear in abbreviation class frequently. Traditional models (e.g. DSCNN) ignore the structure “what does ... do” and misclassifies it into abbreviation class. In contrast, our model captures the structure and correctly classifies it into entity class.

4.3.3 AL-SNN analysis

AL-SNN can learn the weights of semantic and structure representations at corpus level. As shown in Table 5: $g_{sc}$ denotes semantic weight and $g_{st}$ denotes structure weight as mentioned in Section 3. In the first sentence, the structure “what is ... the name of” appears with almost the same frequency (67 and 66 times) in human and entity class and appears very little in the other classes. Thus, more weights should be added on semantic representation. Through adaptive learning at corpus level, AL-SNN achieves it.

| Sentence | Dataset | Ground truth | SNN | AL-SNN | $g_{sc}$ | $g_{st}$ |
|----------|---------|--------------|-----|--------|---------|---------|
| What was the name of the plane Lindbergh flew solo across the Atlantic? | TREC | entity | human | entity | 0.94 | 0.06 |
| The acting is stiff, the story lacks all trace of wit, the sets look like they were borrowed from gilligan’s inland, and – the cgi scooby might well be the worst special-effects creation of the year. | SST-5 | very negative | negative | very negative | 0.56 | 0.44 |

Table 5: Examples that AL-SNN makes right while SNN fails.
Table 6: Examples that SA-SNN makes right while AL-SNN fails.

| Sentence                                      | Dataset | Ground truth | AL-SNN | SA-SNN | $g_{st}$ | $att_{st}$ |
|-----------------------------------------------|---------|--------------|--------|--------|---------|-----------|
| What is Hawaii’s state flower?                | TREC    | entity       | location | entity  | 0.06    | 0.33      |
| The director byler may yet have a great movie in him, but charlotte sometimes is only half of one. | SST-5   | negative     | positive | negative | 0.44    | 0.57      |

4.3.4 SA-SNN analysis

SA-SNN can adjust weights at instance level. As shown in Table 6: $g_{st}$ denotes structure weight and $att_{st}$ denotes structure attention as mentioned in Section 3. In the first sentence, AL-SNN gives more weight to semantic representation at corpus level, focuses on word “Hawaii” and misclassifies the sentence into location class. Through self attention, SA-SNN gives more weight to structure, focuses on structure “what is ... ?” and correctly classifies the sentence into entity class.

4.3.5 Quantitative analysis

It is obvious that more complicated structure means higher structure weight. We use four statistics to represent structure complexity: dependency length (dl), average dependency length (adl), max dependency length (mdl) and sentence length (sl). Among them, average dependency length is dependency length divided by the number of dependency relationships of the sentence. Figure 5 depicts the correlation between the average structure attention (asa) of SA-SNN and the four statistics on SST-5. It shows a strongly positive correlation apart from a few small random variations caused by a limited sample size. Thus, it proves that our attention mechanism is very reasonable.

![Graphs](image_url)

(a) the correlation between asa and dl
(b) the correlation between asa and adl
(c) the correlation between asa and mdl
(d) the correlation between asa and sl

Figure 5: The correlation between structure attention of SA-SNN and structure complexity on SST-5.
5 Conclusion

In this paper, we propose a novel SNN model and two effective fusion methods, i.e. AL-SNN and SA-SNN. By capturing and fusing both local semantic information and global structure information effectively, our model achieves state-of-the-art in several text classification tasks among the methods without relying on parsers, which verifies its great performance and strong generalization capability. Additionally, we give examples, visualization and quantitative analysis to make explanations in detail. In the future, we will pay more attention to knowledge-embedded methods to speed up training and improve performance.
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