Abstract—Direct behavior observation, i.e., without first creating a video recording, is a challenging, one-shot task. The behavior has to be coded accurately during the situation itself. Mobile devices can assist direct observation, and there already are applications available for these purposes. However, the mobile revolution has led to new developments in devices, infrastructure, and market penetration that have opened up new, yet untapped, possibilities. In this article, expanded activity theory is used to highlight the unused potential of computer-assisted direct observation (CADO) apps. If this potential is realized, it can provide observation with the same advantages online questionnaires and sites like Mechanical Turk have provided for surveys and Internet experiments.
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I. INTRODUCTION

Observational studies are used in many scientific disciplines, among others, applied behavior analysis, child development, animal behavior [1], and visitor studies [2]. They provide important information about actual behavior ([3]; [4]; [2]) with a high level of detail [2] and without being dependent on language [4]. They also allow for more contextual information in the field [5] and are highly sensitive regarding detailed events [6]. If they are done unobtrusively, they avoid reactivity problems like the guinea pig effect, role selection, or measurement as a guinea pig effect, role selection, or measurement as a guinea pig effect, role selection, or measurement as a guinea pig effect, role selection, or measurement as a guinea pig effect, role selection, or measurement as a unobtrusively, they avoid reactivity problems like the guinea pig effect, role selection, or measurement as a unobtrusively, they avoid reactivity problems like the guinea pig effect, role selection, or measurement as a unobtrusively, they avoid reactivity problems like the guinea pig effect, role selection, or measurement as a unobtrusively, they avoid reactivity problems like the guinea pig effect, role selection, or measurement as a

However, observations are challenging. While patterns in behavior can be identified [8], the researcher has to choose, usually based on theory, on which behaviors and behavioral patterns to focus. In quantitatively oriented observations, these behaviors are tracked and quantified according to frequency and time [9]. For achieving reliable and valid data, observations place high demands on the observers’ attention, accuracy, and speed to notice and accurately record these events. Biases like human observer or investigator errors [4] threaten the internal and external validity of the observations. Observer agreement, the “sine qua non of observational research” [10] can usually only be determined after the observation, and only if multiple observers or observations are available (interobserver agreement, cf. [1]). It is not an easy task to conduct valid observations under economic and practical constraints (e.g., feasibility, operating ease, and cost-benefit ratio; see, e.g., [4]).

One way to deal with these demands is to use video recording. However, whereas a video recording of the observation can reduce time-pressure and improve accuracy and reliability, there are many situations that prevent video from being used. Privacy norms and expectations are an increasingly important issue. Depending on country and setting, laws might prohibit unobtrusive, or even obtrusive, recording. Ethical concerns make covert video recording questionable ([11]; [2]), whereas informing the subjects prior to the observation incurs reactivity issues. There are also practical concerns, like the difficulty in covering a whole area with cameras [2], or getting high quality audio/video data [11]. A fixed camera with its 2D view is also not as flexible as a human observer [12]. These issues are more prominent in naturalistic observations of human subjects, which frequently are of particular interest.

Manually creating a record of the observations during the situation itself is often the only feasible way. However, with no video recording to refer to, direct observation is a challenging, “one-shot” task. Similar to the “decisive moment” in photography [13], a missed event cannot be repeated. Thus there is a strong need for methods to conduct observations in the situation itself that are as accurate, reliable, valid, and efficient as possible. Frequently, pencil and paper are used for direct observations. But as [2] pointed out, despite the ostensibly low cost and ease of use, paper and pencil have several disadvantages: It is difficult to log accurate times for overlapping actions, writing on clipboards is highly obtrusive, and digitizing the data requires additional effort.

Handhelds have become common for specialized commercial and scientific purposes in the last two decades ([14]; [15]). Many advantages of digital technology for observations are acknowledged. For example, [2] and others point to the potential of digital technology for observations, esp. handheld computer technology or “computer-assisted direct observation programs” [15]. Compared to pencil and paper, these digital devices are extremely useful for observation. By using virtual buttons and automatic logging to code behavior and behavior patterns, they allow for more accurate recording with separate times for concurrent behaviors ([1]; [2]), are easy to learn ([16]; [2]), eliminate the need to digitize/transcribe the data [2] and thus help to avoid possible transcription errors [3]. They are also harder for the observed subject to notice [2], allow the observer to code more categories of behaviors ([1]; [16]), can assist in the observation (e.g., via questions, [16]) and provide a means of checking whether data was entered completely and at the correct time [3]. Especially the elimination of transcription costs can make mobile devices cost-effective, despite their higher initial costs ([16]; [2]). Main cost factors are devices and software licenses for the observation app, occasional replacement costs [3], and training.
costs [16]. There are even developments that use voice recognition technology to automatically translate spoken observations into text [17].

The utility of a tool depends on the specific goal of the observation, yet compared to video recording, mobile media allow for more flexible positioning of the observer, e.g., in tracking subjects over larger areas and independent from a fixed camera angle [2]. Digital devices provide the observer with more contextual information when doing the coding [12]. Privacy, legal, and ethical issues are also avoided or reduced through their use.

The theoretical advantages of digital devices do indeed seem to turn into practical ones [3]. The technical issues of using mobile devices seem to be under control and are well understood. Guidelines for user interface are widely available (e.g., Apple UI Guidelines, see [18]). Important criteria like accuracy, speed, error correction, and mechanical and environmental factors (battery life, screen visibility, resistance to adverse weather conditions) are identified ([19]; [3]; [17]).

However, despite their positive aspects, the full potential of mobile devices has barely been tapped. While the systems have become more powerful and user-friendly as [14] predicted nearly 20 years ago, developments in devices, infrastructure, and market penetration have also opened up new, yet untapped, possibilities. The change has not simply been a quantitative change in terms of device power, but a qualitative change as well. The mobile revolution has vastly improved technology, added new features, and made the devices ubiquitously available. From specialized, organizer-like devices, mobile media have become all-around mobile computers with touchscreen-based user interfaces. Other powerful hardware features allow for powerful new uses. The potential of such features can assist direct observers in using that one opportunity to capture behavior and improve observations in general.

In the present paper, the focus is on this new potential in the hope of stimulating further development of computer-assisted direct-observation apps (CADO apps). CADO apps are defined as apps running on commercial tablets and smartphones to assist users in scientific observations of other people, animals, or processes.

To identify potential advantages, we have adapted the expanded activity theory for mobile learning ([20]; [21]) to CADO apps. Whereas observation is different from mobile learning, this theory sheds light on the use of mobile technology to facilitate an outcome, here to ensure or improve a psychological process like learning. Thus, expanded activity theory seems to be a suitable basis for identifying the potential of CADO apps. After a short overview of the theory, the factors of this theory will guide the main part of the paper.

II. EXPANDED ACTIVITY THEORY

The expanded activity theory for mobile learning ([20]; [21]) was designed to structure and analyze mobile learning and has also been used for a state of the art literature review [22]. Given a different focus — in this case, mobile learning vs. conducting observations — some adaptation is needed. But since activity theory has an entire “activity” as a unit of analysis [23], instead of a specific tool or purpose, the theory can be adapted for computer assisted direct observation apps. Activity theory allows “capturing the myriad possible interactions that learners may engage in as they roam around their respective environments” [20], and likewise, it can be used to look for unused potential. Thus, activity theory is suited to show “points of attack to improve tool-mediated activity” [23].

Activity theory for mobile learning consists of six interconnected factors: tools, subject, objective, control, context, and communication. Additionally, there are two perspectives, or layers, from which to look at these six factors: the semiotic layer (“the learner's object-oriented actions [...] are mediated by cultural tools and signs”, [21]) and the technological layer. For a description of six factors and two layers in context of CADO apps, see Table 1.

The overall desired consequence of the activity (the changed object) is the improvement of observation quality or its maintenance at a very high level.

Whereas the semiotic and technological layers can be viewed separately, both layers closely and dynamically interact with each other [21]. Thus, it makes sense to look at them together, to examine the interaction between the user and the applied technology and the consequences of this interaction for improving observation.

III. LOOKING AT THE DIFFERENT FACTORS FOR THEIR USE IN COMPUTER-ASSISTED DIRECT OBSERVATION

The sections on each factor start with a short description and are followed by relating the factor to ways to improve observation practice.

A. Tool

Mobile devices usually share a number of attributes: They are portable individual devices that can react to the current context (context sensitivity) and allow face-to-face and computer-mediated sharing of information (cf. [24]). Whereas users can show the screen to others, they can also easily use it in private, hiding it from view (more in “Subject” and “Objective”). Electronic communication includes, for example, Bluetooth, WLAN, or Cellular data (more in “Communication”), while context sensitivity includes sensors like, e.g., GPS, accelerometer, compass, microphone, camera (more in “Context”). With these sensors, the device can determine location, time, movement, and more. Hardware sensors (e.g., Pasco, see [25]) can also be connected to smartphones to gather additional data (see “Context”).
Additionally, whereas many mobile devices are marketed as smartphones or music players/entertainment devices (e.g., iPod touch), they actually are fully-fledged and powerful computers with a lot of processing power (see “Control”).

The consequences of most of these features are discussed in the following subsections. However, it is worth pointing out that most of today’s mobile devices come with a virtual interface that can display any visual information and can react to many different kinds of input (simple touch to multitouch gestures). Thus, the virtual interface allows for a high degree of flexibility in displaying information and receiving user input. It allows for natural finger interaction and can be adapted to situational requirements. On a virtual interface, almost anything can be displayed and used as virtual button.

B. Subject

One of the main changes due to the mobile revolution is the ubiquity of mobile devices. They are widely used in most of the world. This allows for a large user base of potential observers if the observers’ own devices are used, akin to the “bring your own device” (BYOD) movement in education. Using the observers’ own devices can also save researchers from having to allocate resources for the hardware (see [26]). Likewise, the development of apps for mobile devices has become popular. Powerful integrated development environments like XCode and widely available online instructions and communities (e.g., on Stackoverflow or MOOCS about programming) make it possible for laypeople to develop apps.

Thus, with regard to the subject in the activity, here the observer, the potential advantages of CADO apps include improved personalization, the involvement of lay observers (similar to the use of survey respondents with Mechanical Turk), and keeping the observer engaged.

1) Improved Personalization

Mobile media usually are personal devices. Thus they can be configured to suit the individual user (see [24]). This might seem at odds with reliability, the “sine qua non of observational research” [10]. However, it is not important that the observation tool looks the same for each observer, but that different observers produce identical (and valid) observation data. The interface should be designed well, but adaptations should also be possible.

On the software side, if a virtual interface is user-editable, it allows for changes in the placement and size of buttons, or mirroring the whole layout to change handedness. Given that handedness is an important consideration in handheld vigilance tests [27], taking handedness into account should lead to improved accuracy and in turn improved reliability, validity and efficiency as well. Language settings are another area where flexibility is useful. On a more strategic level, the number of possible observational categories can be adapted to the skill of the observer. Using a basic set of categories for all observers ensures comparability, while additional or more detailed categories can be used as “add-on” for more experienced observers. When it comes to output, personal reminders via prompts and feedback can be given according to the observer’s skill level (as implemented for video observation/coding by [1]).

On the hardware side, given the ubiquity and frequent usage of mobile devices, observers likely are more familiar and comfortable with using their own devices for observations. They do not need to adapt to handling another device.

2) Use of Lay Observers

The ubiquity of mobile devices combined with allowing observers to use their own devices can open up observation to laypeople. Whereas some disciplines have a long tradition of non-professionals as observers (e.g., astronomy or ornithology), other disciplines usually use non-professionals mainly as study subjects to be observed. However, CADO Apps on ubiquitously available devices can do for observations what the Internet has done for surveys: Provide access to data created by people from all over the world. Observers can be recruited via sites like Mechanical Turk (https://www.mturk.com), or be volunteers like students in a school/university class or interested citizen scientists (cf. [28]). This allows for observations in different contexts and of different groups (incl. frequently neglected ones, see, e.g., [6]). Informants (see [4]) can be used who have access to otherwise inaccessible settings.

Recruiting interested citizen scientists or paid lay-observers can thus vastly increase the scope and generalizability of observations. This possibility addresses the frequent concern that some areas of science are focused too much on artificial situations and lack generalizability. Some applications already point to the potential for using them in developing countries (e.g., [16]) and laypeople are already involved in some observations [5]. Note that legal and ethical issues must be taken into account, both in the country where the observations take place and in the country that is responsible for the research.

Using lay people requires that the App (and the specific interface used for the observation) are available on the commercial devices. Training and evaluation are also needed to ensure that only laypeople who are able to use the app and meet the required level of skill can become observers (see “Control”). Video data with volunteers can be used to describe the observable behaviors. As for trust in the data, context-awareness (see “Context”) can be used to ensure that the observations were actually done in the described conditions and in a realistic way. For example, protected log files can be used to check that the data was entered both at the correct time and place and in a realistic time frame (for time implemented by [3]). Interruptions in using the App can be monitored as well, e.g., a manual termination of the app or an incoming call. Being able to correct user errors easily is important, but editing older data should require supervisor access to prevent retrospective entry. These features can lend trust in the quality of the data and expose data fabrication and manipulation. Since the device time can be changed, the app should “call home” via a short message when it is used (see “Connectivity”).

3) Keeping the Observer Engaged

Given the repetitiveness and downtime involved in many observations and the resulting focused attention that is required, some degree of observer engagement is desirable. For example, gamification (e.g., [29]) can be used to make the observation more engaging by, e.g., indicating the amount of codings done in intervals or providing feedback on one’s competence as observer. The goal here is not to turn a scientific observation into a game but to ensure high levels of attention. Thus, these “add-ons” must
neither interfere with the observation and must not lead to observers’ “gaming the game” (i.e., trying to get a high score at the cost of observation quality; cf. [29]). The advantages of a mobile platform can be used to keep the observer engaged. The mobile platform can run multiple apps, so other apps can be used during downtime. An example of such a downtime might be during the time a subject is in an area that should not be observed (e.g., a café in a museum) and the observer has to wait for the subject to leave that area. However, whereas the time outside the observation app can be easily tracked by logging when the app goes into the background and returns to the foreground, the observer must retain enough attention to notice when the observation must resume (i.e., when the subject should be observed again).

C. Objective

Looking specifically at how CADO apps can support the activity’s objective (improved/high validity and information value of observations), the potential includes improvement of the unobtrusiveness of observations, increase of trust by protecting the observed person’s privacy (in observations with humans), and provision of additional information about the observation targets.

1) Improvement of Unobtrusiveness of Observation

If observers are discovered, it threatens internal and external validity (see [4]). Reactivity comes into play, which, while predictable in some cases (see [6]), is best avoided. Given the size and ubiquity of mobile devices, they do not draw much attention and can easily be hidden (see for example Fig. 1, used in an exploratory study in an art museum). Additionally, dummy screens (e.g., the app displaying an image of a Wikipedia App which is done by some “spy-cam” apps) can be used when the observed person comes too close and can look at the screen.

2) Increase of Trust by Protecting the Observed Person’s Privacy

Even without use of video, the observation data might be potentially damaging to the observed person (e.g., observing mistakes made by employees). Given that the app handles the data, the data can be immediately encrypted (also highly relevant for data transmission, see “Communication”). Alternatively, it is possible to prevent displaying the data on the device itself. If an observed person objects to being observed, the data can still be purged, e.g., by using a consecutive observation number, a code, and/or date/time information to identify and delete the relevant data. Accessing aggregated data for on-the-fly analyses (see “control”) or using it to generate custom questions (see below) is still possible.

3) Provision of Additional Information about the Observed “Objects”

The computational power combined with digital data affords lots of potential for detecting interesting patterns by using algorithms for pattern detection (see, e.g., [8]). Done during or immediately after the observation it allows for confronting a human subject with his/her idiosyncratic behavior. Recorded behavior can be dynamically replayed or summarized on the device. Replays can include using a map for displaying movement and short texts/icons for observed behaviors. Summaries can include a heat-map of the target’s location (see [30], for museum evaluation reports) or a list of the most or least frequent, longest or shortest behaviors. If “prototypical” behavior data is available as a comparison (e.g., already collected and aggregated data), atypical behavior or rare combinations of behaviors can be examined in detail by pointing them out as well.

Think-aloud protocols can be used to determine the targets’ explanations of their behavior. If allowed, the explanations of the subjects can be recorded via the microphone of the smartphone and — in a dynamic replay — stored with the respective time codes for later analysis. For animals, further analysis might also be suggested.

To avoid observer bias, computer-assisted self-administered interviews [31] can be used for humans. The observed person answers the questionnaire on the device, similar to a web-survey, but without the need for a network connection. Given that the behavior information is stored on the device, the data can be used to select and frame questions, similarly to adaptive testing.

D. Control

Regarding the control factor of activity theory, a balance must be struck between control by the device and control by the observer. If handled well, CADO apps can improve usability by preventing observation errors. This support can be helpful to compensate for lack of experience among observers (i.e., lay observers). However, when limitations cannot be overcome by the app itself, it might be necessary to go beyond the app. In particular, the focus here is on using visual representations and strong feedback, active error checking and prevention, and using handwritten annotations for rare events.

1) Using Visual Representations and Strong Feedback

Given the visual interface on which almost anything can be displayed, visual representations can be used for tracking. For example, similar to the presentation of observation results in evaluation reports (e.g., [30]), a map can be used for tracking as well. To assist in tracking, the displayed map can also be divided into a chessboard or hexagonal pattern (see Fig. 2). Alternatively, areas of interest defined by the setting itself can be used, e.g., exhibits in a museum, natural objects like water holes in the wild, or play objects in a cage. Larger settings can be broken down into sub-sections accessible via taps or by implementing zooming gestures. Likewise, buttons can represent the actual objects or behaviors. For instance, in a...
gallery, artworks can be represented with small images/icons of these artworks (see Fig. 2). Likewise, photos of specific physical markings can be used to help identifying animals. The camera of the device can be used to create/modify the buttons.

To facilitate observations, buttons can be grouped as mutually exclusive actions. A new action within the same group ends the previous action. Likewise, for one-time actions buttons can “light up” for a few seconds after being pressed and then slowly fade out. Buttons can also stay pressed (highlighted) for events that extend in time/continuing actions (similar to a latching switch). Audio-feedback can be used when a button is pressed, ranging from a simply click sound (mimicking physical buttons) to a sound file denoting the behavior. Earphones prevent disturbing the subject or inducing reactivity.

To use the limited screen real-estate optimally, only currently relevant buttons should be displayed. Also, buttons can modify the behavior of other buttons. For example, during a visitor observation, selecting a new exhibit deactivates the previously selected exhibit, as a visitor usually looks only at one exhibit at a time. However, if a “sweep gaze” button is pressed, multiple exhibits can be selected (when the visitor looks at multiple ones at the same time). Using multitouch would be another way to deal with multiple actions at the same time, if the buttons are close together. “Action windows” (see [16]) can be used to offer more detailed choices for categories of behavior without overcrowding the small display. Depending on the information, either the time of the first button press or of the detailed button press can be used as start time for the behavior. For example, pressing a “talk” button can change the view to allow for more detailed choices (e.g., how loudly or to whom). The time of the first button press is then used as start time for the behavior, given that the detailed button only further specifies the behavior.

2) Active Error Checking and Prevention

The CADO App can assist observers in controlling for errors in multiple ways, starting with preventing biases of whom to observe in the first place. Humans usually have difficulties making random choices and might prefer to observe certain people and not others. While an “imaginary line” [2] can be used to select, e.g., the visitor to track in a museum, generating random choices on the App might lead to a more objectively random selection.

Completeness checks and logic checks (e.g., questioning whether a combination is actually possible) can be used. For example, incomplete observations can be pointed out. Likewise, mutually exclusive actions can be prevented or signaled, e.g., if a certain position does not allow the observed person to look at a specific object. Auto-correction can also be used. However, it is crucial to leave the control with the user. The observer should never “fight” the automated actions of the instrument.

Going further, pattern analysis can be used to indicate deviations from the norm (i.e., data from previous observations) for further investigation. While there is no “typical” subject in many areas (e.g., for museum visitors, see [32]), some deviations might at least hint at observer errors or at special cases that warrant closer observation. For example, actions that deviate in frequency or duration by, e.g., two standard deviations, might be valid, but it is probably good practice to check for an error. Analyzing the observational data during the observation can assist in checking the coding and identifying of errors while they happen. If the deviations are due to coding errors, looking at the amount of corrections done by the observer might point to fatigue or general lack of attention. Thus, longer pauses can be suggested or enforced by the device. Otherwise, actual outliers can trigger additional actions to find out exactly why this subject differs. For example, the rare behavior can be made a topic of an interview (cf. objective above).

3) Using Handwritten Annotations for Rare Events

In the case of unforeseen events, notes are necessary for later reference. As typing on digital devices is a chore for many users, handwritten notes might be preferable. This can be done on the device itself, as handwriting is possible with special pens for capacity touchscreens. Given the virtual display, a button can display a clear writing surface for quick notes and then store the note with its time code. Another solution is the use of a button that provides a consecutive number with each press. This number is logged in the app as an observation with its own time code. The observer simply writes the number and the code. The observer simply writes the number and the code. The observer simply writes the number and the code.

Figure 2. Visual Representation of the Setting and the Objects in an Observation in a working App prototype
E. Context

The context in which behavior is shown, including environmental conditions, is an important factor when it comes to understanding behavior [1]. Especially dynamically changing contexts (see [1]) can be tracked easily with mobile devices.

1) Observation in Field Settings

Digital devices might not seem suitable for field settings, due to the dangers to electronics posed by water, dust, and dirt. However, cases for outdoor use exist for many modern smartphones. These cases protect the device while still allowing the user to operate the touchscreen. Protection includes waterproofing and impact resistance, as well as protection against dust, dirt and snow. There are also specially designed gloves that can be used in cold climates and which will work on the display. A capacitive stylus also allows data entry when wearing ski gloves or mittens [3]. However, a capacity touchscreen will not work when wet (rain, emerged in water). This additional equipment needs to be taken into account when planning the observation budget and determining the observation conditions.

However, other advantages of digital devices make up for these limitations. For example, handhelds can be used with one hand alone if the interface is designed accordingly. The fingers hold the device while the thumb presses the virtual buttons. In practice, this allows users to observe behavior in situations where they need their other hand, e.g., for holding themselves in position. Also, a night view mode can be used for observation in low light conditions. Using a simplified interface with red colors for button outlines might help with observations in the dark, by allowing logging observations and helping the observer adapt to the dark. This feature has already been implemented in some apps, e.g., for reading in the dark, or for stargazing (e.g., [34]).

2) Capturing the Environment

Many Smartphones have ways to determine the current location via GPS, but also by using available WiFi or Bluetooth signals. While each system has its advantages and limitations, the accuracy is getting better. There are promising developments especially in the area of museum or tour guides that can be used in aiding observations (for a discussion of the potential of these systems see [32]).

While using video observation might not be possible, the camera can be used to capture the environment in which the observation takes place. Many smartphones have high quality photo/video cameras. Photo or video data attached to an observation can provide useful data about the environment -- even without the observation target in it.

Existing capabilities of smartphones can be augmented with external sensors. Scientific sensors can be connected to smartphones (e.g. from Pasco, see [25]). These sensors provide information about the natural environment (e.g., water quality, light, soil properties, temperature, weather, radiation) or, in cued observations, the physiology of the observed person (e.g., blood pressure, respiration). The area of passive telemetries can provide other useful sensor information for observing human subjects (see, e.g., [7]). Sensors embedded in the environment, e.g., movement sensors in museums to measure visitor density (see, e.g., [4]), also provide useful context information. Sensor data greatly reduce the amount of work that needs to be done by the observer and increase accuracy and reliability.

3) Field Analysis and Adaptation

In some field settings it might be necessary to make adaptations of the observation scheme on the device itself. The visual interface allows these modifications on the device itself and also creates opportunity to discuss handling or coding issues in the actual environment. Importing photos for maps, button images, etc. or drawing areas of interests would be a requirement. This facilitates pilot testing and modifying the instrument. If there are irregularities or elements are grouped too closely together and have to be treated as a single unit (e.g., exhibit elements that cannot be differentiated by an observer, [2]) these positions/groupings can be changed on the fly. The device can also be used to log more general information. Freedom of movement necessitates having to make a choice about the position from which to observe. It can be difficult to find positions from which a user can observe unobtrusively, so it is useful to be able to highlight places on the map where the observer is hidden, yet has a good line of sight. Additionally, this information allows automatically determining situations where no observations are possible.

Information about useful changes can come from analyses done on the device — given the available processing power of mobile devices. These analyses can, e.g., assist in observing specific behaviors in more detail by indicating times and places where these behaviors are frequent. Changes in population stability over time or in certain areas (see [4]) can also be indicated. Similarly, if data from prior observations exist, this data can be used for comparison to the current observation. While individual behavior is potentially unique and fluctuates over time and situations [7], aggregated data from past and current observations should be similar — at least on some key indicators or “marker behaviors.” Deviation from easy to code and relatively unchanging “marker behaviors” can indicate observation problems and suggest the need to check for error in the situation.

4) Observation in the Scientific Community

CADO apps can facilitate sharing of observation interfaces, coding schemes, and data. After creation, the interface can be exported to other devices. Likewise, creation of an interface can be done on an external computer and imported into the app. Defining an interface via tables and/or scripts can allow laypeople to create interfaces. Handling the interface separately from the actual app allows for storing different setups in the app.

If the interface and instructions can be imported/exported, it becomes possible to share coding schemes more easily. This makes it easier to replicate observations, and save time in developing coding schemes. However, coding schemes usually are not eagerly adopted by other researchers [35] and given their close ties to theory it is questionable whether they can be easily adopted (e.g., mentioned by [9]). However, importing an existing coding scheme complete with instructions and examples might be a good start.

The way data is handled for analysis can differ. As digital data is highly flexible, an observation app should provide multiple output formats, regarding the used syntax as well as regarding the file format. A syntax editor with placeholders for times and actions would provide the
necessary flexibility to export the data, for example, in a state-object-location-activity syntax [12] or Theme’s notation [8]. Data files should also contain meta data about the observation itself, the used interface, available behaviors, etc.

F. Communication

With WiFi and cellular data, handhelds can connect to other devices and data sources, including the Internet (see [24]). While connectivity has tremendous potential, in many observations it should be an option and not a requirement. Otherwise, even an observation backed up by redundancy depends on a working network connection; something the observer usually has little control over. Improvements include communication with the environment, among observers for training and support, among observers for coordination, and with the lead researcher.

1) Communication with the environment

Connectivity allows the device to gather data from the environment. Besides sensor data (see “Context”), devices in the environment can provide data as well. For example, digital exhibits in a museum can communicate usage data when an observed person uses it to further augment the observation data. From another viewpoint toward the observer, in structured observations the observer might want to influence the situation. Connectivity can be used to trigger specific actions in the environment, e.g., giving food to animals, or (re-)starting a movie for visitors in a museum. This trigger can be given manually or based on specific behaviors that were coded (e.g., position of the subject).

2) Communication among observers for training and support

Training observers is crucial for good observation data. Especially if laypeople are used (cf. subject), training should be directly on the devices of the observers and highly automated. For example, sample videos can be provided online, which the potential lay observer codes with the app. Given that the actions are known, the device can then compare the observers codings with the best practice solution as well as highlight misses and false alarms. If the device and the video are synced, problems can then compare the observers codings with the best practice solution as well as highlight misses and false alarms. Given that the actions are known, feedback can be given immediately or after the observation, e.g., as a list or via interobserver messages (see “Subject”). For new behavior, connectivity (e.g., via messages) can be used to let different observers exchange their notes on coding ambiguous behavior. Hints about the observation can also be shared while the observation is ongoing.

To support objectivity, CADO apps can provide checklists for setting up the observation, rules for the observation, help files, tutorials for the app or the specific observation, and much more. Checklists with completion checks that reset after each observation period can be used. This would require observers to check and confirm that they have completed the necessary steps and thus avoid variation in the observation. Likewise information about ethical issues and best practices can be made available.

3) Communication among observers for coordination

If more than one observer is used, connectivity can be used to sync the start times of the observations. Connectivity in this case is achieved either by establishing a connection between the devices directly or by connecting the devices to a time server (Internet Time Service).

Connectivity, esp. in combination with location sensitivity, can be used to guide multiple observers to good positions, to coordinate time and location sampling [4], or to let observers organize themselves via chat or voice messages. Chat and voice messages among the observers should be recorded as well to prevent misuse. Connectivity can also be used to randomly assign observers to sampling units (see [4]). If quotas are used, connectivity can aid in adhering to these quotas. The demographics of all finished observations can be matched against the quota and the desired targets would be presented to the observers. Coordinating multiple observers to shadow subjects more effectively can also be useful. Instead of one observer following a subject the whole time, the subject could be passed to the next observer. A short shared description of the subject would clarify the target if photos cannot be used. In the same way, multiple observers can also code
the complex behavior of one person by dividing up the behaviors to code, e.g., one focusing on talk, the other on movement, the third on gaze. Existing data on behavior frequency, e.g., based on video coding, can be used to divide the behaviors in a way that allow for direct observation coding. The virtual interface then displays the respective buttons for each observer.

One step further, gaze sensors of smartphones can be used. Some smartphones are able to determine when the user looks at the screen to automatically scroll text or to stop videos. However, gaze sensors can be used to coordinate observers. As no behavior can be visually observed when an observer looks at the screen, a look at the screen can automatically signal another observer to take over the observation to ensure a more complete coverage of observed behaviors.

4) Communication with the lead researcher

If the application is able to import/export the observation interface and other information, then it becomes possible to easily update the observation schemes by sending the data via eMail, for example, or exchanging it between the devices directly (e.g., via WiFi or Bluetooth). Incremental updates (delta updates) keep the bandwidth to a minimum, which is relevant in field conditions.

Connectivity allows sending the observation data to backup servers immediately when a connection is available. With an application that aggregates the data in a dashboard (similar to content management systems), the supervisor can examine the data as it is collected.

While eMails can be used to exchange data (see [3]), questions about ambiguous behavior can also be asked. For example, if simple human behavior is coded, a volunteer/second observer can record the observer repeating the behavior. The supervisor can then decide how to code this behavior and distribute that information to all observers.

IV. DISCUSSION

The six different but interconnected factors of the activity theory for mobile learning — tool, subject, objective, control, context, and communication — point to ways to improve observation with digital devices. However, it is likely that not all improvements are equally beneficial, nor beneficial for all observations.

This said, probably the greatest possible potential is to make use of the ubiquity of mobile devices and get laypeople to participate in scientific observations. Smartphones and touchscreen-based pocket computers like the iPod touch are widely available. There are already Apps used privately for life logging (e.g., [38]) or self-observation (e.g., Ethnography Apps like "MyServiceFellow" and "Over The Shoulder", see [39]). Laypeople are already continually observing their environment or themselves, often either informing scientists about their discoveries (e.g., astronomers), working in close cooperation with ethnographers, or using the data themselves (e.g., the quantified self movement). If the App is less a specialist piece of software available only to a few, but more user-friendly and self-explanatory, more quantitative observations can be done by laypeople as well. Despite usually being a complex one-shot task, a well-designed CADO app can do for observations what the Internet and Mechanical Turk has done for surveys — with vast benefits for science.

However, there are potential downsides to using commercial, privately owned devices. Observers with different devices might increase error variance, although minimum requirements in display size and processing speed should keep them in check, and it is coding behavior in the same way that counts, not having the same devices. Most smartphones override the current app when a call comes in, but this can be prevented by using the airplane mode (if communication is not required) or by using a "do not disturb" mode to block calls (if the observer agrees). Smartphones are usually more common with younger people of higher socio-economic status. However, these people might also be the ones who are more likely to work as observers. After all, if recruited via Mechanical Turk, laypeople as observers require a certain amount of technical equipment to be on Mechanical Turk in the first place. Network coverage can be difficult during observations in some areas (e.g., parts of the developing world), so data should be stored locally on the device first. The device with its personal information and apps might also be a source of distraction. However, this can be assessed if the app logs when it is closed or moves to the background.

Given that the collected data is about other people, there are ethical and legal implications. However, some surveys also collect data about other people (e.g., surveys about domestic violence) or the social environment (e.g., surveys about the work climate), but no video data of other people is produced. Possible observers have to be briefed and recruited carefully. The potential to use the devices directly for training, esp. in handling problematic situations, is useful here.

The descriptions and the example focused on smartphone sized devices. However, almost all functions can be carried out as well on tablet sized devices. For iOS, projects can be easily converted or developed for iPhone/iPod touch and iPad at the same time. Whereas tablets offer more screen real estate, they are more obtrusive in many settings. They are larger, easier to see and more noticeable because few people carry tablets with them. Thus, there are good reasons to use smaller handhelds. However, this depends on the needs of the specific observation.

While the possible features might sound like pipe dreams or science fiction, they are feasible from a technical perspective. The iOS and its Software Development Kit allows for the implementation of these functions. Ref. [40] discusses different ways of implementing applications for research purposes. He looks at general-purpose programs and specific-experiment programs, and argues for a hybrid approach, using object-oriented programming and XML objects to select and arrange those objects. A similar approach can be used for such an observation app: Using objects (incl. variables and functions) and an interface to create and arrange these objects, depending on the needs of the observation.

Also, the code can be adapted to specific needs by adding new objects, adding variables or functions to existing objects, or by subclassing them. The specific observation setup can be exported/imported as observational modules, which include instructions, interface, training files, images, videos, etc.

However, some of these functions require a large programming effort. While many features are waiting to be used by commercial providers of mobile observation
software, there is also huge potential for non-commercially developed apps. There is a long tradition of scientific participation, and there are good reasons for scientists to develop new tools, or to be closely involved in their development (see, e.g., [41]; [42]). For example, some research needs are too specific for commercial software [41]. Science grows and improves with new tools [41], it is less constrained by other people’s conceptions and allows for more creative solutions ([41]; [42]). The scientific imagination also encourages innovation [43] (also one reason for the present paper), and it allows for better cross-disciplinary communication, even if a professional programmer or company does the actual development and programming [42]. If enough scientist-programmers develop their observation tools this might stimulate the evolution of apps. An Open Source App as basis with modules to augment it would be a good first step. While such a project can become unwieldy quickly — the technology is advanced and stable enough to work with.

Technology that is usable for observations will develop further, and new, interesting developments are already on the horizon. This might lead to reluctance to develop apps for current, widely distributed technology. After all, glasses with integrated optical head-mounted display are close to coming on the market or available already (e.g., Google Glass). These glasses allow observers to keep their eyes on the subject while coding the behavior. However, it essentially only changes the interface, not the underlying functions. In fact, most of the potential discussed can be used in this case as well. Mobile media is not constrained only to smartphones, but can be applied to other devices as well.

Thus it makes sense to start realizing the underused potential of mobile media for scientific observations. Science improves with better tools [41] and with ingenuity that “leads to new means of making more valid comparisons” [4]. Whether they will actually fulfill this potential is beyond the scope of this article. However, to find out and possibly improve observation studies, it is high time to implement these tools.
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