DeViT: Deformed Vision Transformers in Video Inpainting
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Figure 1: Video inpainting results generated by our proposed model. The results show high capability for recovering texture detail from spatial structure for slow panning motions, and temporal coherent for agile motion. Best viewed with zoom-in.

ABSTRACT

This paper proposes a novel video inpainting method. We make three main contributions: First, we extended previous Transformers with patch alignment by introducing Deformed Patch-based Homography (DePtH), which improves patch-level feature alignments without additional supervision and benefits challenging scenes with various deformation. Second, we introduce Mask Pruning-based Patch Attention (MPPA) to improve patch-wised feature matching by pruning out less essential features and using saliency map. MPPA enhances matching accuracy between warped tokens with invalid pixels. Third, we introduce a Spatial-Temporal weighting Adaptor (STA) module to obtain accurate attention to spatial-temporal tokens under the guidance of the Deformation Factor learned from DePtH, especially for videos with agile motions. Experimental results demonstrate that our method outperforms recent methods qualitatively and quantitatively and achieves a new state-of-the-art.

CCS CONCEPTS

• Theory of computation → Design and analysis of algorithms; • Computing methodologies → Computer vision problems.
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1 INTRODUCTION

Video inpainting aims to replace unwanted objects or scratches in a video with plausible contents. Since different frames in a video often have spatial misalignment and structure distortion, it is very challenging to recover both spatially plausible and temporally consistent results. Thus, the key to video inpainting is effectively establishing correspondences between target patches with holes and distorted reference patches. Previous learning-based approaches adopt either patch matching (patch-match [24, 33], patch-based attention [26, 34]) or pixel-wise alignment [15] (optical flow [6, 17, 35], deformable convolution [9]). While many works have been proposed, their results are still far from perfect. This paper investigates three key challenges in video inpainting and proposes corresponding remedies to tackle each one of them under a unified framework:

Alignment in Video Inpainting  
Many previous methods estimate global alignment [15] or optical flow [6, 35] merely based on known regions and propagate valuable contents from external frames into missing areas. However, they usually fail when faced with occluded stationary background, where there are no valuable hints for hole areas. On the other hand, recent patch-based methods [4, 28] may also fail to obtain high-quality source patches due to geometric variation in object scale, pose, viewpoint or part deformation. Thus it requires network modules to accommodate all these variations.

To relieve the limitations above, we propose a Deformed Patch-based Transformer Homography (DePtH) module, which aligns key/value components of the transformer to the query, in a patch-wised way, before calculating feature similarity as in vanilla Vision Transformer. Our proposed DePtH robustly warps spatially misaligned patches, which can produce a more precise soft attention.
map and better-aligned candidate patches, thus yielding better inpainting results.

**Feature Matching with Invalid Feature** Another critical challenge in video inpainting lies in effectively establishing correspondences between hole patches and complete patches. Previous patch-wise matching methods search for related patches by calculating feature similarity [20, 26, 34, 38], (usually Scaled Dot-Product [29] in attention mechanism). However, the calculation of such similarity is easily distracted by hole pixels. The features of the hole pixel will participate in the matching score calculation, e.g., two patches with holes in the same position usually produce a high similarity score, which prevents the process from locating high-quality semantically similar candidates. Previous work [20, 38] adopt a straightforward way to set patches-pair scores to zero if the ratio of the invalid pixel is larger than 0.5. Such computation is too coarse to precisely model similarity between them.

To overcome the shortcomings of the vanilla attention mechanism, we design a new operator Mask Pruning based Patch Attention (MPPA) with a new hole-aware similarity measure on patch-level. MPPA aims to achieve a better elaborate matching among the tokens containing invalid pixels. Therefore, the most relevant patches can be detected and prevent the model from generating blurry results influenced by invalid pixels.

**Spatial-Temporal Weighting Adaptor** Video inpainting methods usually borrow valid contents from neighboring frames [23, 25], where missing contents may appear. However, when scenes in the video are almost static, those methods tend to produce blurry results with few details. In this case, the problem degrades to a single image inpainting task. We, in this paper, introduce a novel weighting adaptive strategy so that the network will adaptively deal with significant transformations for temporal object movement during different frames as well as stationary background texture in one frame. To summarize, our main contributions are as follows:

- We propose a new network Deformed Vision Transformer (DeViT) with emphasis on better patch-wise alignment and matching in video inpainting. The results are promising and superior to the current state-of-the-art on common inpainting test datasets.
- We introduce patch-based homography into the attention module of the transformer, and propose a novel Deformed Patch based Homography (DePH), which is designed to estimate alignment parameters for patches, and learn a Deformation Factor for guiding STA. Aligned tokens are then adaptively selected by MPPA, which could improve feature matching quality.
- A new patch similarity measurement considering correlation map between patches has been proposed in Mask Pruning based Patch Attention (MPPA), so the most relevant patches can be located and prevent the model from generating blurry results influenced by invalid pixels.
- **Spatial Temporal weighting Adaptor (STA)** is proposed to adaptively attend to different spatial-temporal tokens more accurately under the guidance of the Deformation Factor, indicating the motion type of the video. It can better handle scenes like complex motion as well as scenes with a stationary background.

## 2 RELATED WORK

**Traditional Inpainting Methods** Early works for image inpainting can broadly fall into either diffusion-based [1, 16] or patch-based methods [4]. The former propagates texture from the hole boundaries towards the hole center, and works well with small holes, but suffers artifacts and noisy results with large holes. The latter tries to match and copy the nearest neighbor background patches, and is widely deployed in practical applications.

**Learning based Video Inpainting Methods** Wang [31] proposed the first deep learning-based video inpainting using a 3D encoder-decoder network. However, this work did not cover the object removal task in general videos and was only applied to a few specific domains. In order to complete the missing contents in the video, Kim [13] proposed a 3D-2D encoder-decoder network to maintain temporal consistency through recurrent feedback and a memory layer with the flow and the warping loss. Wang [30] used a 3D CNN to capture the temporal structure from low-resolution video and a 2D CNN to capture spatial details. Nevertheless, their fundamental limitation is that the temporal window for the referencing is small. Therefore, using valid pixels in distant frames is difficult, resulting in a limited performance for scenes with large or slow-moving objects.

**Alignment Methods** Granados [8] proposed to align the frames based on the homographies. They also applied the optical flow between completed frames to maintain temporal consistency. Woo [15] proposed a deep alignment network to compute affine matrices between images to align frames with affine matrices. Jaderberg [11] proposed to use a spatial transformer that performs explicit spatial transformations of features. Dai [3] proposed deformable convolution to enhance CNNs’ capability of modeling geometric transformations. Newsom [24] proposed 3D Patch Match to maintain the temporal consistency rather than using the affine transformation to compensate for the motion. Huang [10] proposed using optical flow optimization in spatial patches to complete images while preserving temporal consistency. Woo [34] used homography-based alignment instead of flow-guided warping. However, all the methods above are based on frame level, which cannot realize elaborate alignment for complex movement in the video.

**Patch-wise Attention** Attention mechanisms so far have been designed to look at the same patterns in parts of the images (patches) across different frames in a video, which can predict the best location to attend to in the frames. Oh [25] proposes asymmetric attention for calculating the similarities between hole regions on the target frame and valid regions on reference frames. Zeng [38] proposed applying a transformer to video inpainting tasks to match and retrieve information from multiple frames with infinite spatio-temporal receptive fields. However, this method cannot deal with the misalignment in orientation and scale conversion between patches, suffering from blurry outputs by averaging unaligned reference patches. Liu [20] propose a decoupled spatial-temporal transformer, which calculates the attention between tokens from different frames’ same zone in the temporal transformer. However, it can not handle non-rigid transformation and complex motion, especially for largely misaligned references. So we propose MPPA in this model, which pruned out invalid pixels in warped tokens first and then wight matching scores with saliency map.

## 3 METHOD

Our framework takes a set of video frames \( X = \{X_1, X_2, \ldots, X_T\} \) and hole masks \( M = \{M_1, M_2, \text{input}, \ldots, M_T\} \), where \( M_t \) is a
one-channel binary matrix where 1 represent pixels in holes and 0 represent valid pixels outside the hole. And we denote \( Y := \{Y_1, Y_2, \ldots, Y_T\} \) as the ground truth frames. We aim to learn a mapping \( G : X \rightarrow Y \) such that the prediction \( \hat{Y} \) be as close as possible to the ground truth video \( Y \), while being plausible and consistent in space and time.

### 3.1 Overall Design

#### Whole Architecture

The framework overview is shown in Figure 2. Specifically, our network consists of three components: a frame-level encoder and decoder, a Deformed Patch-based Homography (DePtH), and a Spatial-temporal Transformer with weighting adaptor (STA), which basic attention operator is MPPA. The first core component, DePtH, warps and aligns each patched-wise Key (K) and Value (V) to Query (Q). Q, aligned K, and aligned V, serve as the basic vector in our transformer, are sent to MPPA, a generalization of the conventional attention operator, to conduct aligned-patch-based pruning attention. STA is adopted in our spatial-temporal transformer to adaptively allocate different weights to spacial and temporal branches for different videos with variance moving speed.

#### Network Design

The video is processed frame-by-frame in the temporal order. In order to fill a target frame \( X_t \), our network takes \( X_{t-n}^{t+n} \), neighboring frames around \( t \)-th frame and \( X_{t-s}^t \), distant frames with interval \( s \), then complete all the input frames simultaneously. Where \( t \) is the target frame index, \( n \) is neighbour window size.

#### Image Encoder

The image encoder takes an image of 240 × 432 pixels as input, and produces an embedded feature map in \( \mathbb{R}^{c \times 60 \times 108} \), where \( c \) denotes the channel size. We use a shared weight encoder for all frames and obtain \( f_t \) for \( t \)-th frame. We extract \( N_p = n^2 \) patches from each frame where \( N_p \) is number of patches in each frame, which is different in multi head (we use \( n = 2, 3, 6, 12 \) or \( N_p = 4, 9, 36, 144 \) in our experiment). Different heads of the transformer attends on patches across different scales. In Figure 2, we show the case of 4 patches for each frame. Then we concat these \( N_p \) patches of \( T \) frames as patch features \( F : \mathbb{R}^{N \times c \times h \times w} \). The set of patched feature \( F \) will be sent to Deformed Patch Based Homography as the input, where \( N = T \times N_p \) is the whole number of patches in the video.

### 3.2 Deformed Patch based Homography

Traditional Transformers are inherently limited to the complex scenario or agile motions. The limitation originates from the fixed geometric structures of Transformer modules: patches are sampled from feature maps at fixed locations and fixed shapes. Attention operations are conducted from shape-fixed patches from query key and value, which limits the precision and accuracy of patch matching. Another limitation is that these attention-based methods usually assume global affine transformations or homogeneous
With this in mind, we propose Mask Pruning-based Patch Attention weighted by the correlation map according to the valid common ratio of two patches (saliency map). Our new mechanism (MPPA) could choose the most contributing features from the pruned features and reconstructs the final feature map for the decoder more accurately. MPPA can be regarded as a generalization of attention operators in traditional transformers. When there is no invalid pixel in the patch, MPPA degrades into conventional attention operation in the transformer.

Mask-Pruning based Attention (MPPA) MPPA is based on patch triplet, whose patch matching produces a measure of similarity between the pruned Q, K, V patch feature. We denote the basic operation between the query patch and aligned key patch as \( O(f^k, f^q) = C \), such that \( C : \mathbb{R}^{N \times d} \times \mathbb{R}^{d \times N} \rightarrow \mathbb{R}^{N \times N} \), where \( N = T \times N_p \) is the number of patches in T frames, \( d = c \times h \times w \) is the hidden feature of the patch. C is used to compute the similarity between pruned patch pair (pruned query patch \( f^q \) and pruned aligned key patch \( f^k \)). We constrain the matching to happen only between the valid parts excluding the hole pixels. To this end, we use down sampled binary inpainting masks \( m^k \) and \( m^q \in \mathbb{R}^{N \times N} \). With \( i \) and \( j \) denoting the patch indices for \( f^k \) and \( f^q \) respectively, the correlation map is computed. For a pair of Query patch and Key patch, we compute pruned patch similarities \( C(q, k) \) between Query patch \( q \) and aligned Key patch \( k \) in the feature space:

\[
C(q, k) = \sum_{(x, y)} V^q(x, y) \cdot f^q(x, y) \cdot V^k(x, y) \cdot f^k(x, y)
\]

where \( V = 1 - m \) is the valid map, \( x, y \) are pixels in valid areas. \( V^{k\rightarrow q} \) is the aligned valid map of key. The above equation is basically computing the pruned similarity between two aligned patches, excluding the hole pixels. Then a saliency map \( S(q, k) \) for each pair of patch is computed as follows:

\[
S(q, k) = \frac{1}{\sum V} \sum_{(x, y)} V^{k\rightarrow q}(x, y) \cdot V^q(x, y)
\]

Each pixel value in the saliency map (correlation map) holds the weight that specific pixels have on filling the hole in the target. The attention map is the similarities \( C \) weighting on the saliency map.

\[
\text{Attn}(q, k) = C(q, k) \cdot S(q, k)
\]

\[
a_{q,k} = \text{softmax}(\text{Attn}(q, k))
\]

Finally, the aligned value features are aggregated through a weight sum with the attention map, and the output of each patch can be obtained by weighted summation of aligned value patch features \( f^{q\rightarrow k} \) from relevant patches:

\[
\text{MPPA}(f^q, f^{k\rightarrow q}, f^{q\rightarrow k}) = a_{q,k} \cdot f^{q\rightarrow k}
\]

Examples of calculating MPPA are given in supplementary materials. The MPPA mechanism follows the concept of the multi-headed self-attention in transformer technique while in accordance with the video inpainting task.

Figure 4: Mask pruning based Patch attention (MPPA). MPPA pruned out invalid pixels confusing the matching similarity in warped tokens, thus the attention mechanism is more engaging to video inpainting task.

Educating motions, making them hard to model complex motions and often yield blurry edges in detail. To tackle these problems, we apply a Deformed Patch-based Homography (DePiH) into a multi-head spatial-temporal transformer:

**Patch Encoder** In the embedding step, we encode the output of image encoder into query, key and value for further retrieval: \( f^q, f^k, f^v = D_q(F), D_k(F), D_v(F) \), where \( D_q(\cdot), D_k(\cdot) \) and \( D_v(\cdot) \) denote the \( 1 \times 1 \) 2D convolutions that embed input features into query, key and value feature spaces while maintaining the spatial size of features.

**Deformed Patch-based Transformation Estimator** Given a set of patched features, transformation estimator could predict Deformation Factor \( \theta \), which is to warp and align each patched key feature and patched value feature onto the patched query feature. The transformation estimator takes the patch-based Query feature map and patch-based K feature map as input and produces homography parameters \( \theta \) between the reference and target. It is trained to output 6 parameters (affine transformation): \( T(f^q, f^k) = \theta \), and \( T : \mathbb{R}^{N \times 2c \times w h} \rightarrow \mathbb{R}^{N \times 2 \times 3} \). Note that the DePiH is jointly trained with other networks in an end-to-end manner, not independently. Details of the Deformed Transformation estimator network architectures are provided in the supplementary materials.

### 3.3 Pruned Patch Attention in Transformer

Invalid pixels (holes) in token prevent the model from generating smooth results. The traditional Patch Matching mechanism takes no account of the structural characteristics of two patches. However, the confidence for matching scores should be reduced when the large invalid area of two patches overlaps since these invalid pixels will generate blurry results although they have a similar structure. With this in mind, we propose Mask Pruning-based Patch Attention (MPPA) mechanism, aiming to achieve a better elaborate matching among the tokens containing invalid pixels. First, MPPA prunes out invalid pixels from the warped query and key tokens and then calculates the correlation among them. Second, the final score is weighted by the correlation map according to the valid common
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**3.4 Spatial Temporal Weighting Adaptor (STA)**

Different types of videos need reference patches in different locations, which own different spatial or temporal effectiveness. Specifically, on the one hand, spatial patches are applicable to many scenarios, such as non-repetitive scene motion or under the handheld camera condition. On the other hand, temporal patches are mainly used to handle moving scenes. However, some previous methods [38] only use spatial information or pay equal attention to spatial and temporal patches for different scenarios, which is not adaptive for complex and varied scenes. To overcome these difficulties, we propose a weighting adaptor that can compute spatial-temporal weight according to learned video characteristics. By assigning different spatial-temporal weights to spatial/temporal tokens under the guidance of the learned deformation factor $\theta$, we can allocate more accurate weights to spatial/temporal tokens under the guidance of the learned deformation factor $\theta$. In the first case in Figure 6, for stable foreground-background motions (the dog), the model could attend to the correct location of patches in neighbor frames. In the second case (the water ripple), for the video with local motion, the learned deformation factor $\theta$ guided STA to attend to the local patches since the top 1 attended image is the target image inpainted. In conclusion, STA learns the different spatial-temporal weights to handle videos with different moving speeds uniformly and enhance the temporal consistency in repaired areas.

**3.5 Training Objective**

We end-to-end optimize our DeViT in a self-supervised manner. Choosing optimization objectives ensures per-pixel reconstruction accuracy, perceptual rationality, and spatial-temporal coherence in generated videos [7, 12, 15, 37]. To this end, we select a pixel-wise reconstruction loss focuses on the pixel-level features.

$$L_{\text{hole}} = \sum_{f} \| H^f \odot (\hat{Y}^f - Y) \|_1, \quad L_{\text{valid}} = \sum_{f} \| V \odot (\hat{Y}^f - Y) \|_1$$

Where $H$ is hole pixels and $V$ are valid pixels. Inspired by the recent studies [37], we use adversarial training to help our model generate high-quality content generation results. Specifically, we use a Temporal PatchGAN (T-PatchGAN) as our discriminator [2, 36, 37, 39]. In order to enhance both perceptual quality and spatial-temporal coherence in video inpainting [2, 37]. This spatial-temporal adversarial loss has shown promising results. The T-PatchGAN discriminator is composed of 6 3D convolutional layers with kernel size $3 \times 5 \times 5$ and stride $1 \times 2 \times 2$. The recently proposed spectral normalization [22] is applied to both the generator and discriminator, similar to [23] to enhance training stability. In addition, we use the hinge loss as the objective function to discriminate if the input video is real or fake.
Figure 6: The attention maps learned by our model. Four cases from left to right correspond to motion types C, B, B, and A. STA assigns different spatial-temporal weights to videos with different motion types. Our model can track the moving dog and motorbike over the video mainly by attending to temporal tokens under the guidance of Deformation Factor $\theta'$. For completing the human mask with local motion, STA attends to the spatial token. Thus the target frame itself owns the highest attention score. Attention regions are highlighted in yellow. The number in the final line indicates the attention weight for the spatial and temporal branches.

Figure 7: Qualitative comparison with other methods on DAVIS for object removal. The 1st and 2nd row are cases of slow panning motions (type B), mainly using a temporal token. The 3rd to 5th row are cases of local motion (type A) which needs more spatial token. Our method accurately finds the correct position of patches in both motion types.

The optimization function for the T-PatchGAN [37] discriminator is shown as follows:

$$L_D = E_{x \sim P_{Y'|T}}(x) [\text{ReLU}(1 - D(x))] + E_{z \sim P_{z'|T}}(z) [\text{ReLU}(1 + D(z))]$$

The adversarial loss is denoted as:

$$L_{adv} = -E_{z \sim P_{z'|T}}(z) [D(z)]$$
Table 1: The quantitative evaluation of video inpainting. We compare our method with 8 different baselines under four different metrics. Our model achieves state-of-the-art results.

| Models            | YouTube VOS | DAVIS |
|-------------------|-------------|-------|
|                  | PSNR | SSIM | VFID | E_{warp} | PSNR | SSIM | VFID | E_{warp} |
| VNNet [13]        | 29.20 | 0.9434 | 0.1490 | 0.072 | 28.96 | 0.9411 | 0.1785 | 0.0199 |
| DFVI [35]         | 29.16 | 0.9429 | 0.1509 | 0.066 | 28.81 | 0.9404 | 0.1880 | 0.187 |
| CPT [15]          | 31.58 | 0.9607 | 0.1470 | 0.071 | 30.28 | 0.9521 | 0.1824 | 0.182 |
| FGVC [6]          | 31.83 | 0.9634 | 0.1460 | 0.062 | 30.51 | 0.9535 | 0.1791 | 0.165 |
| STTN [38]         | 32.34 | 0.9655 | 0.1451 | 0.053 | 30.67 | 0.9560 | 0.1779 | 0.149 |
| Decouple [20]     | 32.66 | 0.9646 | 0.1430 | 0.052 | 31.75 | 0.9650 | 0.1716 | 0.148 |
| Fuseformer [5]    | 33.16 | 0.9673 | - | 0.051 | 32.54 | 0.9700 | - | 0.138 |
| TSAM [40]         | 32.71 | 0.9713 | 0.1433 | 0.053 | 31.77 | 0.9666 | 0.1731 | 0.141 |
| Ours              | 33.42 | 0.9732 | 0.1429 | 0.049 | 32.43 | 0.9721 | 0.1663 | 0.133 |

The total loss is the weighted summation of all the loss functions:

\[ L_{\text{total}} = \lambda_{\text{hole}} \cdot L_{\text{hole}} + \lambda_{\text{cal}} \cdot L_{\text{valid}} + \lambda_{\text{adv}} \cdot L_{\text{adv}} \] (10)

4 EXPERIMENTS

4.1 Datasets
We use DAVIS [27] and DAVIS [18, 19] for train and evaluation. We split DAVIS [27] dataset into a training set including 90 video clips and a test set including 60 video clips. To simulate real-world applications, we synthesized datasets for two tasks: video completion and object removal. We evaluate models for the two tasks using two types of free-form masks, including stationary masks and moving masks [2, 13, 15]. For the video completion task, a sequence of stationary masks is generated to simulate applications like watermark removal, hoping the algorithm can recover the original videos. For the object removal task, we synthesized videos by putting imaginary object masks from DAVIS [18, 19] and Youtube-VOS [23] on the videos. The original video is used as the ground truth.

4.2 Experimental Analysis
To simulate real-world applications, we perform experiments by comparing our network with other deep video inpainting approaches to video completion and object removal. For testing video completion tasks, the original videos are taken as ground truths, and we evaluate models from both quantitative and qualitative aspects. For testing moving masks, we use foreground object annotations as masks since the ground truths after foreground removal are unavailable. We evaluate the models through qualitative analysis following previous works. We split the video into three motion types: A: no motion, B: slow panning motions, C: agile/complex motions.

Qualitative Analyses As shown in Figure 7, our model achieves competitive qualitative performance against other alignment methods [15], flow guided methods [6, 13, 35, 40], and Transformer-based methods [5, 20, 38]. CPT cannot deal with camera and local motions such as water ripples. Transformer-based methods [5, 20, 38] yield blurry results when dealing with agile/complex motions. Flow-based approaches [35, 40] are sensitive to errors in optical flow and are able to generate higher resolution results for video of motion type A. However, our model outperforms both methods in any motion type in either motion scenes or stationary scenes and has large gains on agile motions(type C).

Quantitative Analyses We conducted a quantitative evaluation by measuring the quality of video completion and object removal. We use PSNR, SSIM, optical flow-based warping error \( E_{\text{warp}} \) [14], and Video-based Fréchet Inception Distance (VFID) [32] as they are the most widely-used metrics for video quality assessment. Table 1 compares the PSNR and the SSIM measures between our method and other state-of-the-art methods. Our results are the best among the compared methods. Finally, we also conducted a user study on the visual quality of different methods in supplementary material.

4.3 Ablation Study
We perform an ablation study to investigate how each component in our network impacts the performance of video completion. The quantitative metrics PSNR and SSIM at 200 000 iterations are summarized in Table 4. We investigate A, B, C three motion types, and choose 30 videos from DAVIS validate set (10 type A, 10 type B and 10 type C). We also randomly choose 60 videos (20 for each type) from the YouTube-VOS test set. Our sub-module are compared against other methods [6, 21, 40] for each type.

The Effect of DePtH DePtH helps to obtain accurate content that is more structure-preserving by warping patch-based features in the attention mechanism. As shown in Figure 8, when we remove the DePtH module (the first column), the model is non-robust to the accurate angle compared to the target patch (Q).
The Effect of MPPA MPPA aims to accurately localize the target patch to fill in the hole by eliminating the participation of the hole pixel in the matching score calculation. Without MPPA, the model mistakenly attends to the patches with holes (on the mask’s boundary), which typically leads to incorrect results.

The Effect of STA In the Youtube-VOS dataset, many videos own a stationary background. Thus, STA will allocate more weight to the spatial branch. As shown in Figure 8, without STA, the inpainted textures yield blurry outputs for mistakenly attending to irrelevant patches. As shown in Fig 9, STA can adaptively learn spatial and temporal weight for different motion types.

The Effect on Different Motion Types The performance across different motion types is in Table 4. We compare all methods under the same settings and mask type. The quantitative results show that DePtH gains more on type B than C, and STA gains more on type B/C than A. The qualitative results are shown in Fig 6.

**Training Details** We use 240 × 432 images for training. We use Adam optimizer with $\beta_1 = 0.99, \beta_2 = 0.999$ and its learning rate starts from $10^{-4}$ and is decayed once with the factor 0.1 at 150,000 iteration. The total training iteration is 500,000. We use two 2080Ti GPUs for training and set the batch size to 2. The proposed DeVIT can enable fast training and inference. Specifically, our model runs at about 17.1 fps with an NVIDIA 2080Ti GPU. Our full model has 28.8M trainable parameters and 266 G FLOPS. It consumes about 3.9G GPU memory for completing a video from the DAVIS dataset, which is the same order of magnitude with [38]. More ablation studies and failure case analyses are in the supplementary.

**5 CONCLUSION** In this paper, we proposed a novel framework DeVIT with emphasis on better patch-wise alignment and matching in video inpainting. Specifically, a new DePtH is designed to introduce alignment in the patch token. Aligned tokens are then adaptively selected by MPPA, which could improve feature matching quality. Moreover, the STA in the transformer balances spatial and temporal branches for better adaptation to different scenarios (motion types). Extensive experiments verify the effectiveness of our proposed modules. Our method achieves state-of-the-art performance for video inpainting.
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REFERENCES

[1] Coloma Ballester, Marcelo Bertalmio, Vicent Caselles, Guillermo Sapiro, and Joan Verdera. 2001. Filling-in by joint interpolation of vector fields and gray levels. IEEE transactions on image processing 10, 8 (2001), 1200–1211.

[2] Ya-Liang Chang, Zhe Yu Liu, Kuan-Ying Lee, and Winston Hsu. 2019. Learnable gated temporal shift module for deep video inpainting. arXiv preprint arXiv:1907.01131 (2019).

[3] Jifeng Dai, Haoxi Qi, Yuwen Xiong, Yi Li, Guodong Zhang, Han Hu, and Yichen Wei. 2017. Deformable convolutional networks. In Proceedings of the IEEE international conference on computer vision. 764–773.

[4] Soheil Darabi, Eli Shechtman, Connelly Barnes, Dan B Goldman, and Pradeep Belhumeur. 2014. 3DMM: A compact model of 3D human shape and pose. ACM Transactions on Graphics (TOG) 33, 6 (2014), 1–10.

[5] Liu R et al. 2021. Fuseformer: Fusing fine-grained information in transformers for video inpainting. In ICCV.

[6] Chen Gao, Ayush Saraf, Jia-Bin Huang, and Johannes Kopf. 2020. Flow-edge guided video completion. In ECCV. Springer, 713–729.

[7] Leon A Gatys, Alexander S Ecker, and Matthias Bethge. 2016. Image style transfer using convolutional neural networks. In CVPR. 2414–2423.

[8] Miguel Granados, Kwang In Kim, James Tompkin, Jan Kautz, and Christian Theobalt. 2012. Background inpainting for videos with dynamic objects and a free-moving camera. In ECCV. Springer, 682–695.

[9] Yusuke Hara, Xuetong Wang, and Toshikazu Yamasaki. 2021. Video Inpainting by Frame Alignment with Deformable Convolution. IEEE Transactions on Information and Systems 104, 8 (2021), 1349–1358.

[10] Jia-Bin Huang, Sing Bing Kang, Narendra Ahuja, and Johannes Kopf. 2016. Temporally coherent completion of dynamic video. ACM Transactions on Graphics (TOG) 35, 6 (2016), 1–11.

[11] Max Jaderberg, Karen Simonyan, Andrew Zisserman, and Koray Kavukcuoglu. 2015. Spatial transformer networks. (2015).

[12] Justin Johnson, Alexandre Alahi, and Li Fei-Fei. 2016. Perceptual losses for real-time style transfer and super-resolution. In European conference on computer vision. Springer, 694–711.

[13] Dahun Kim, Sanghyun Woo, Joon-Young Lee, and In So Kweon. 2019. Deep video inpainting. In CVPR. 5792–5801.

[14] Wei-Sheng Lai, Jia-Bin Huang, Oliver Wang, Eli Shechtman, Ersin Yumer, and Alexei A Efros. 2016. Context encoders: Feature learning by inpainting. In Proceedings of the IEEE conference on computer vision and pattern recognition. 2536–2544.

[15] Federico Perazzi, Jordi Pont-Tuset, Brian McWilliams, Luc Van Gool, Markus Gross, and Alexander Sorkine-Hornung. 2016. A benchmark dataset and evaluation methodology for video object segmentation. In CVPR. 724–732.

[16] Denis Simakov, Yaron Caspi, Eli Shechtman, and Michal Irani. 2008. Summarizing visual data using bidirectional similarity. In 2008 IEEE Conference on Computer Vision and Pattern Recognition. IEEE, 1–8.

[17] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz Kaiser, and Illia Polosukhin. 2017. Attention is all you need. In Advances in neural information processing systems. 5998–6008.

[18] Chaun Wang, Haibin Huang, Xiaogang Han, and Jue Wang. 2019. Video inpainting by jointly learning temporal structure and spatial details. In AAAI, Vol. 33. 5232–5239.

[19] Chaoyue Wang, Chang Xu, Chaohui Wang, and Dacheng Tao. 2018. Perceptual adversarial networks for image-to-image transformation. IEEE Transactions on Image Processing 27, 8 (2018), 4066–4079.

[20] Ting-Chun Wang, Ming-Yu Liu, Jun-Yan Zhu, Guilin Liu, Andrew Tao, Jan Kautz, and Bryan Catanzaro. 2018. Video-to-video synthesis. arXiv preprint arXiv:1808.06601 (2018).

[21] Yonatan Wexler, Eli Shechtman, and Michal Irani. 2004. Space-time video completion. In CVPR. Vol. 1. IEEE, I–I.

[22] Sanghyun Woo, Dahun Kim, KwanYong Park, Joon-Young Lee, and In So Kweon. 2019. Align-and-attend network for globally and locally coherent video inpainting. arXiv preprint arXiv:1905.13066 (2019).

[23] Rui Xu, Xiaoxiao Li, Bolei Zhou, and Chen Change Loy. 2019. Deep flow-guided video inpainting. In CVPR. 3723–3732.

[24] Fuzhi Yang, Huan Yang, Jianlong Fu, Hongtao Lu, and Baining Guo. 2020. Learning Texture Transformer Network for Image Super-Resolution. In CVPR. 5791–5800.

[25] Jiahui Yu, Zhe Lin, Jimei Yang, Xiaohui Shen, Xin Lu, and Thomas S Huang. 2019. Free-form image inpainting with gated convolution. In ICCV. 4471–4480.

[26] Yanhong Zeng, Jianlong Fu, Hongyang Chao, and Baining Guo. 2019. Learning to paint motion. In CVPR. 3723–3732.

[27] Yuanzhe Zhen, Jianlong Fu, and Hongyang Chao. 2020. Learning Joint Spatial-Temporal Transformations for Video Inpainting. In ECCV. Springer, 528–543.

[28] Yanhong Zeng, Jianlong Fu, Hongyang Chao, and Baining Guo. 2019. Learning pyramid-context encoder network for high-quality image inpainting. In CVPR. 1486–1494.

[29] Xuyuan Zou, Linjie Yang, Ding Liu, and Yong Jae Lee. 2021. Progressive temporal feature alignment network for video inpainting. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 16448–16457.
A APPENDIX

A.1 Details of Network Architecture

Deformed Transformation estimator Table 5 illustrate the detailed network architectures of our Deformed Transformation estimator module described in Sec 3 of the main paper. All the convolutional layers are followed by ReLU for the non-linearity except for the last layer of decoder.

Transformation estimator takes the correlation map C as input and produces homography parameters θ between the reference and target. It is trained to output 6 parameters (i.e. affine transformation), such that \( R(C) = \theta \), and \( R: \mathbb{R}^{N \times C \times w_h} \rightarrow \mathbb{R}^{N \times 2 \times 3} \).

Temporal Patch GAN The DeVit is built on a Generative Adversarial Network (GAN). Inspired by Free-form’s work, we integrate the temporal dimension and use Temporal PatchGAN (T-PatchGAN) as our discriminator that focuses on different spatial-temporal features to fully utilize all the global and local image features and temporal information together. T-PatchGAN discriminator is composed of six 3D convolutional layers with kernel size \( 3 \times 5 \times 5 \) and stride \( 1 \times 2 \times 2 \), 3d-Conv denotes a 3D convolution layer that adopts spectral normalization to stabilize GAN’s training. The recently proposed spectral normalization is applied to both the generator and discriminator, similar to Free-form to enhance training stability. Similar with Free-form, we use the hinge loss as the objective function as to discriminate if the input video is real or fake. The details of the architectures of T-PatchGAN is in table 6.

Spatial Temporal Branches Figure 10 demonstrate the visualization attention map for whole patches. When \( i = j \), the Spatial Transformer is conducted, as shown in orange block in the attention map. When \( i \neq j \), Temporal Transformer is conducted, as shown in blue block in the attention map. The spatial temporal weighting adaptor (STA) does not increase computational complexity compared to conventional transformer since they compute equal size attention map, which are visually presented to demonstrate our computation. We compute \( T \) times spatial attention which produce \( N_p \times N_p \) attention map each time, and \( T \) times temporal attention which produce \( N_p \times (T - 1) N_p \) attention map each time. The output of spatial branch will be concat to feature of shape \( N_p \times 1 \times \sum 1 \times \sum \times \sum \), and add with motion encoding \( \theta^m \) which is learned by DePtH representing the motion pattern of the video. The same procedure is applied to the Temporal Transformer branch. These two branches will be fused by Spatial Temporal Gate as illustrated in Figure 3 in main paper under the guidance of \( \theta \) learned by DePtH.

A.2 Computation complexity

We focus on the computation complexity caused by the MPPA in spatial and temporal branches and leave out other computation costs (e.g., encoding and decoding costs). The computation complexity of the proposed DeVit with Spatial-Temporal weighting Adaptor (STA) are denoted as:

\[
O(n^2) = \sum_{i=1}^{D} \left( \frac{H \cdot W}{N_p} \cdot (N_p C_i + n k_t^2 H W C_{i-1} C_i) \right) + O(\sum_{i=1}^{D} n \cdot \frac{H \cdot W}{N_p} \cdot (n - 1) \cdot \left( \frac{H \cdot W}{N_p} \cdot (N_p C_i + n k_t^2 H W C_{i-1} C_i) \right)
\]

\( N_p \) is the number of patches in each frame, \( n \) is the number of input frames, \( H W \) is the feature size, \( k_t \) denotes for kernel size, \( C \) is the channel number of features and \( D \) is number of convolutional layers. We demonstrate that the Spatial-Temporal weighting Adaptor (STA) and Mask Pruning based Patch Attention (MPPA) doesn’t increase computational complexity compared to traditional transformer since they compute equal size attention map.

| Name | Filter Size | Channels | Stride/Up Factor | Nonlinearity |
|------|-------------|----------|-----------------|--------------|
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 128 | 2 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 256 | 1 | LeakyReLU(0.2) |
| Transformer | \( 8 \times 8 \) | \( 5 \times 5 \) x \( 5 \times 5 \) | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |
| 2dConv | 3 x 3 x 3 | 64 | 1 | LeakyReLU(0.2) |

Figure 10: The whole patch-based attention map.

The Spatial-temporal Selective mechanism can also used as a plugin, which can be inserted into transformers and replace the conventional Attention computation to increase the spatial-temporal selection when dealing with variance video datasets.

A.3 More Experiments

User Study We conduct a user study for a more comprehensive comparison. We choose STTN STTN and Copy-ans-Paste [15] as two baselines, since we have observed their significantly better performance than other baselines from both quantitative and qualitative results. We randomly sampled 20 videos (10 from DAVIS [27] and 10 from Youtube-VOS [23]) for stationary masks filling, and
Figure 11: An example of calculating our MPPA versus conventional attention operation.

Figure 12: A failure case. The third column shows our results with large holes. For reconstructing the train occluded by a large mask, although better than STTN, DeVit fails to find enough patches to refer to and generates blurs inside the mask.

Figure 13: User study on different methods. We compare our method with STTN [38] and Copy-and-Paste [15]. Our model is ranked in first place in most cases.

20 videos from DAVIS for moving masks filling. In practice, 20 volunteers are invited to the user study. In each trial, inpainting results from different models are shown to the volunteers, and the volunteers are required to rank the inpainting results. The results of the user study are concluded in Figure 13. We can find that our model performs better in most cases for these two types of masks.

Cases of MPPA MPPA aims at accurately localise the target patch to fill in the hole by eliminating participation of hole pixel in the matching score calculation. Without MPPA, the model mistakenly attend to the wrong patches, which typically leads to incorrect results. Figure 11 demonstrate two pair of patches that compute attention score using our MPPA versus conventional attention in STTN. (a) demonstrate our MPPA architecture, (b) is two pair of query (q) and key (k), which number in each grid is the normalized feature of each pixel.

Effectiveness of mask pruning In case 1, our MPPA compute the attention score of q and k1 according to the section 3.3, which result is 0.44. However, in STTN, the conventional attention score is 0.17, and the weight with the ratio of hole pixel in k1’s mask which mean(m) < 0.5. So the final attention weight is 0. In other words, although patch pair q and k1 share some same information, STTN delete this key for the reason that more than half of the pixel in k1 is in the hole, since conventional attention in STTN cannot capture information from k1 to query patch, and prevented the process from locating high quality semantically similar candidates.

Effectiveness of saliency map our MPPA compute the saliency map respectively for case 1 and case 2. According to the equation 2 in section 3.3, the saliency map (valid weighing map) holds the weight that valid pixels have on filling the hole in the target. The saliency score for case 1 is 2/9 and 5/9 for case 2. We hope the model pay more attention to the patch pair whose common valid pixels ratio is higher.

A.4 Limitations And Societal Impact

Limitations We note that DeVit may generate blurs in large missing masks if continuous quick motions occur. As shown in Figure 12, although our DeVit performs better than transformer baseline STTN [38], DeVit generates blurs when reconstructing the large hole. We infer that when the hole is very large, there are no abundant patches for DeVit to calculate attention scores. We will investigate other types of temporal losses for joint optimization in the future.

Societal Impact Malicious use of DeVit may bring negative societal impacts: fake videos could be used to deceive or persuade viewers on social media. We believe that the task itself is neutral with positive uses, such as image/video editing in TV and movie post-production, to improve storytelling and expression.