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Abstract. By using the Cauchy integral formula in the theory of complex functions, the authors establish some integral representations for the principal branches of several complex functions involving the logarithmic function, find some properties, such as being operator monotone function, being complete Bernstein function, and being Stieltjes function, for these functions, and verify a conjecture on complete monotonicity of a function involving the logarithmic function.

1. Preliminaries

We recall some definitions, notion, and characterizations.

Definition 1.1 ([25, Chapter IV]). An infinitely differentiable function $f$ on an interval $I$ is said to be completely monotonic on $I$ if it satisfies

$$(-1)^{n-1} f^{(n-1)}(t) \geq 0$$

for $x \in I$ and $n \in \mathbb{N}$, where $\mathbb{N}$ stands for the set of all positive integers.

For our own convenience, we denote the class of all completely monotonic functions on an interval $I$ by the notation $C[I]$. The class $C[(0, \infty)]$ may be characterized by

Proposition 1.1 ([25, Theorem 12b]). A necessary and sufficient condition that $f(x)$ should be completely monotonic for $0 < x < \infty$ is that

$$f(x) = \int_0^\infty e^{-xt} \, d \alpha(t),$$

where $\alpha(t)$ is non-decreasing and the integral converges for $0 < x < \infty$.
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Definition 1.2 ([9, 14, 20]). Let \( f(x) \) be a completely monotonic function on \((0, \infty)\) and denote
\[
f(\infty) = \lim_{x \to \infty} f(x).
\]
If for some \( r \in \mathbb{R} \) the function \( x^r[f(x) - f(\infty)] \) is completely monotonic on \((0, \infty)\) but \( x^{r+\varepsilon}[f(x) - f(\infty)] \) is not for any positive number \( \varepsilon > 0 \), then we say that the number \( r \) is the completely monotonic degree of \( f(x) \) with respect to \( x \in (0, \infty) \); if for all \( r \in \mathbb{R} \) each and every \( x^r[f(x) - f(\infty)] \) is completely monotonic on \((0, \infty)\), then we say that the completely monotonic degree of \( f(x) \) with respect to \( x \in (0, \infty) \) is \( \infty \).

For convenience and simplicity, the notation
\[
\text{deg}^r_{\text{cm}}[f(x)]
\]
was designed in [6, p. 9890] to denote the completely monotonic degree of \( f(x) \) with respect to \( x \in (0, \infty) \). Completely monotonic functions on \((0, \infty)\) of degree \( r \geq 0 \) with respect to \( x \) can be characterized by [11, Remark 1.6] which may be reformulated as follows.

Proposition 1.2. Let \( f(x) \) be a completely monotonic function on \((0, \infty)\) and
\[
\Gamma(z) = \int_0^\infty t^{z-1}e^{-t} \, dt
\]
for \( \Re(z) > 0 \) stand for the classical Euler’s gamma function. Then \( \text{deg}^r_{\text{cm}}[f(t)] = r \geq 0 \) if and only if
\[
f(x) = \int_0^\infty \left[ \frac{1}{\Gamma(\alpha)} \int_0^\infty (s-\tau)^{\alpha-1} \, d\mu_s(\tau) \right] e^{-xs} \, ds
\]
converges for all \( 0 \leq z \leq r \) and \( 0 < x < \infty \), where \( \mu_s(\tau) \) is a family of non-negative measures on \((0, \infty)\) if and only if \( 0 \leq \alpha \leq r \).

Remark 1.1. It was proved in [14, Section 1.5] that the completely monotonic degree \( \text{deg}^r_{\text{cm}}[f(x)] \) equals \( \infty \) if and only if \( f(x) \) is nonnegative and identically constant.

Remark 1.2. For more information and recent results on the gamma function \( \Gamma(z) \), please refer to [13] and closely related references therein.

Definition 1.3 ([1, 2, 7, 15, 16, 19, 21]). An infinitely differentiable and positive function \( f \) is said to be logarithmically completely monotonic on an interval \( I \) if
\[
(-1)^k[\ln f(x)]^{(k)} \geq 0
\]
hold on \( I \) for all \( k \in \mathbb{N} \).

Definition 1.4 ([23, Definition 2.1]). If a function \( f : (0, \infty) \to [0, \infty) \) can be written in the form
\[
f(x) = \frac{a}{x} + b + \int_0^\infty \frac{1}{s+x} \, d\mu(s), \label{eq:1.1}
\]
where \( a, b \) are non-negative constants and \( \mu \) is a measure on \((0, \infty)\) such that \( \int_0^\infty \frac{1}{1+s} \, d\mu(s) < \infty \), then we say that \( f \) is a Stieltjes function.

Proposition 1.3 ([2, 7, 15]). The inclusions
\[
\mathcal{L}[I] \subset \mathcal{C}[I] \quad \text{and} \quad \mathcal{S} \setminus \{0\} \subset \mathcal{L}((0, \infty))
\]
are valid, where \( \mathcal{S}, \mathcal{L}[I], \) and \( \mathcal{C}[I] \) denote respectively the set of all Stieltjes functions, the set of all logarithmically completely monotonic functions on an interval \( I \), and the set of all completely monotonic functions on \( I \).
Definition 1.5 ([23]). An infinitely differentiable function \( f : I \to [0, \infty) \) is called a Bernstein function on an interval \( I \) if \( f'(t) \) is completely monotonic on \( I \).

We denote the group of all Bernstein functions on an interval \( I \) by \( \mathcal{B}[I] \).

Proposition 1.4 ([23, Theorem 3.2]). A function \( f : (0, \infty) \to [0, \infty) \) is a Bernstein function if and only if it admits the representation

\[
f(x) = a + bx + \int_0^\infty \left( 1 - e^{-xt} \right) d\mu(t),
\]

where \( a, b \geq 0 \) and \( \mu \) is a measure on \((0, \infty)\) satisfying \( \int_0^\infty \min[1, t] d\mu(t) < \infty \). In particular, the triplet \((a, b, \mu)\) determines \( f \) uniquely and vice versa.

The formula (1.3) is called Lévy-Khintchine representation of \( f \). The representing measure \( \mu \) and the characteristic triplet \((a, b, \mu)\) from (1.3) are often respectively called Lévy measure and Lévy triplet of the Bernstein function \( f \).

Definition 1.6 ([23, Definition 6.1]). If Lévy measure \( \mu \) from (1.3) has a completely monotonic density \( m(t) \) with respect to Lebesgue measure, that is, the integral representation

\[
f(x) = a + bx + \int_0^\infty \left( 1 - e^{-xt} \right)m(t) dt
\]

holds for \( a, b \geq 0 \), where \( m(t) \) is a completely monotonic function on \((0, \infty)\) and satisfies \( \int_0^\infty \min[1, t]m(t) dt < \infty \), then \( f \) is said to be a complete Bernstein function on \((0, \infty)\).

We denote the collection of all complete Bernstein functions on \((0, \infty)\) by \( \text{CB} \).

Definition 1.7 ([23, Definition 8.1]). If the function \( tm(t) \) is completely monotonic on \((0, \infty)\), then \( f \) is said to be a Thorin-Bernstein function on \((0, \infty)\).

We use \( \mathcal{T}\mathcal{B} \) to denote the class of all Thorin-Bernstein functions on \((0, \infty)\).

Definition 1.8 ([9, 20] and [22, Definition 1.4]). If \( \deg_{\text{CM}}[m(t)] = r \) for some \( r \geq 0 \), then \( f \) is said to be a complete Bernstein function of degree \( r \), or say, the scalar \( r \) is said to be the degree of the complete Bernstein function \( f \) on \((0, \infty)\).

Similar to \( \deg_{\text{CM}}[f(t)] \), we use the notation

\[
\deg_{\text{CB}}[f(t)]
\]

to represent the degree of the complete Bernstein function \( f \) on \((0, \infty)\).

Definition 1.9 ([3, Definition 2]). Let \( \mathcal{M}_n^+ \) denote the space of \( n \times n \) complex Hermitian positive semi-definite matrices with the usual ordering that \( A \preceq B \) means that \( B - A \) is a positive matrix. For a real function \( f \) on an interval \( I \), if \( D \) is a diagonal matrix \( \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n) \), then define \( f(D) = \text{diag}(f(\lambda_1), f(\lambda_2), \ldots, f(\lambda_n)) \). If \( A \) is an Hermitian matrix with eigenvalues belonging to \( I \), then define \( f(A) = U f(D) U^H \), where \( A = U D U^H \) and the diagonal matrix \( D \) is constituted by the eigenvalues of \( A \), with \( U \) being a unitary matrix and \( U^H \) being the conjugate transpose of \( U \). A function \( f : I \to (0, \infty) \) is said to be matrix monotone of order \( n \) if \( A \preceq B \) implies \( f(A) \preceq f(B) \), where \( A, B \in \mathcal{M}_n^+ \) and the eigenvalues of \( A \) and \( B \) are contained in the interval \( I \). If for every \( n \geq 1 \) a function \( f \) on an interval \( I \) is always matrix monotone of order \( n \), then \( f \) is said to be operator monotone on \( I \).

We use \( \text{OM}[I] \) to denote the set of all operator monotone functions on an interval \( I \).

Because [23, Theorem 7.3] reads that a (non-trivial) function \( f \) is a complete Bernstein function if and only if \( f \) is a (non-trivial) Stieltjes function, we may define a new notion "degree of Stieltjes function" as follows.
Definition 1.10. Let \( f(t) \) be a Stieltjes function. If \( \text{deg}_{\text{cb}}^t[f(t)] = r \) for some \( r \geq 0 \), then \( f(t) \) is said to be a Stieltjes function of degree \( r \), or say, the scalar \( r \) is said to be the degree of the Stieltjes function \( f \) on \((0, \infty)\).

Similar to the above mentioned \( \text{deg}_{\text{cm}}^t[f(t)] \) and \( \text{deg}_{\text{cb}}^t[f(t)] \), we use

\[
\text{deg}_{\text{op}}^t[f(t)]
\]

to represent the degree of the Stieltjes function \( f \).

Remark 1.3. Since a complete Bernstein function is of degree \( \infty \) if and only if it is a linear function \( a + bx \) with \( a, b \geq 0 \), see [22], then \( \text{deg}_{\text{cm}}^t[f(x)] = \infty \) if and only if \( f(x) = \frac{1}{ax + b} \) for \((a, b) \in [0, \infty) \times [0, \infty) \setminus (0, 0)\).

It is stated in [23, Theorem 12.17] that the families of complete Bernstein factions and positive operator monotone functions on \((0, \infty)\) coincide. Therefore, we may introduce a new notion “degree of a positive operator monotone function” as follows.

Definition 1.11. Let \( f(t) \) be a positive operator monotone function on \((0, \infty)\). If \( \text{deg}_{\text{cb}}^t[f(t)] = r \) for some \( r \geq 0 \), then \( f(t) \) is said to be a positive operator monotone function of degree \( r \), or say, the scalar \( r \) is said to be the degree of the positive operator monotone function \( f \) on \((0, \infty)\).

Similar to the above mentioned \( \text{deg}_{\text{cm}}^t[f(t)] \), \( \text{deg}_{\text{cb}}^t[f(t)] \), and \( \text{deg}_{\text{op}}^t[f(t)] \), we use

\[
\text{deg}_{\text{op}}^t[f(t)]
\]
to represent the degree of a positive operator monotone function \( f \).

Remark 1.4. As mentioned above, a complete Bernstein function is of degree \( \infty \) if and only if it is a linear function \( a + bx \) with \( a, b \geq 0 \), see [22], then \( \text{deg}_{\text{op}}^x[f(x)] = \infty \) if and only if \( f(x) = a + bx \) for \( a, b \geq 0 \).

2. Motivation and Main Results

Now we simply summarize up the motivation of this paper.

In [10], the double inequality

\[
\frac{x^2 + 1}{x + 1} < \Gamma(x + 1) < \frac{x^2 + 2}{x + 2}
\]

for \( x \in (0, 1) \) was obtained. In [24, Theorem 1], the double inequality (2.1) was generalized as the following monotonicity.

Theorem 2.1. The function

\[
Q(x) = \frac{\ln \Gamma(x + 1)}{\ln(x^2 + 1) - \ln(x + 1)}
\]
is strictly increasing on \((0, 1)\), with the limits

\[
\lim_{x \to 0^+} Q(x) = \gamma \quad \text{and} \quad \lim_{x \to 1^-} Q(x) = 2(1 - \gamma),
\]

where \( \gamma = 0.57 \ldots \) denotes Euler-Mascheroni’s constant.

In [24, Section 5], the following problem and conjectures were posed.

Problem 2.1 ([24, Section 5.1]). What is the largest number \( \tau \) (or the smallest number \( \tau \), respectively), with \( 1 < \tau < 6 \), for the function

\[
f_{\tau}(x) = \begin{cases} 
\frac{\ln \Gamma(x + 1)}{\ln(x^2 + \tau) - \ln(x + \tau)}, & x \neq 1 \\
(1 + \tau)(1 - \gamma), & x = 1
\end{cases}
\]
on \((0, \infty)\), where \( \gamma = 0.577 \ldots \) denotes Euler-Mascheroni’s constant, to be strictly increasing (or decreasing, respectively) on \((0, 1)\)?
Conjecture 2.1 ([24, Section 5.2]). The function $f_1(x)$ is strictly increasing not only on $(0, 1)$ but also on $(0, \infty)$.

Conjecture 2.2 ([24, Section 5.2]). For $\tau \geq 0$, the function
\[
g_\tau(x) = \begin{cases} 
\frac{\ln \Gamma(x)}{\ln(x^2 + \tau) - \ln(x + \tau)}, & x \neq 1 \\
-(1 + \tau)\gamma, & x = 1
\end{cases}
\]is strictly increasing on $(0, \infty)$.

Conjecture 2.3 ([24, Section 5.2]). For $\tau \geq 0$, let
\[
h_\tau(x) = \begin{cases} 
\frac{\ln x}{\ln(x^2 + \tau) - \ln(x + \tau)}, & x \neq 1 \\
1 + \tau, & x = 1
\end{cases}
\]on $(0, \infty)$. The function $h_1(x) = h(x)$ is completely monotonic on $(0, \infty)$.

Problem 2.1 was answered in [12] and the answer reads that the function $f_1(x)$ is increasing on $(0, 1)$ if and only if $0 \leq \tau < \frac{\pi^2 - 6\gamma}{18 - 12\gamma - \pi^2} = 1.76 \ldots$ and that it is decreasing on $(0, 1)$ if and only if $\tau \geq \frac{\pi^2 - 6\gamma}{18 - 12\gamma - \pi^2} = 5.321 \ldots$. Conjecture 2.1 was confirmed by [8, Theorem 1]. Consequently, by the relation
\[h_\tau(x) + g_\tau(x) = f_\tau(x),\]
it follows that the function $g_1(x)$ is increasing on $(0, \infty)$, which is a partial verification to Conjecture 2.2 for $0 \leq \tau \leq 1$. However, since
\[g_{1000}(10) - g_{1000}(5) = \frac{\ln(362880)}{\ln(1100) - \ln(1010)} - \frac{\ln(24)}{\ln(1025) - \ln(1005)} < 0,
\]Conjecture 2.2 is not always true. Therefore, we modify Conjecture 2.2 as the following open problem.

**Problem 2.2.** What is the numbers $\tau_1 > \tau_0 > 1$ such that,

1. when $0 \leq \tau \leq \tau_0$, the function $g_\tau(x)$ is increasing on $(0, \infty)$?
2. when $\tau_1 > \tau > \tau_0$, the function $g_\tau(x)$ is not monotonic on $(0, \infty)$?
3. when $\tau \geq \tau_1$, the function $g_\tau(x)$ is decreasing on $(0, \infty)$?

The aim of this paper is to verify Conjecture 2.3. To attain our aim, we need the following knowledge. It is easy to obtain that $\lim_{x \to \infty} h(x) = 1$. Let
\[H(x) = h(x) - 1 = \begin{cases} 
\frac{\ln x + \ln(1 + x) - \ln(1 + x^2)}{\ln(1 + x^2) - \ln(1 + x)}, & x \neq 1 \\
1, & x = 1.
\end{cases}
\]As usual, we use $\ln x$ for the logarithmic function having base $e$ and applied to the positive argument $x > 0$. Further, the principal branch of the holomorphic extension of $\ln x$ from the open half-line $(0, \infty)$ to the cut plane
\[A = \mathbb{C} \setminus (-\infty, 0]\]
is denoted by
\[\ln z = \ln |z| + i \arg z,\]
where \( i = \sqrt{-1} \) and the principal value of the argument of \( z \) satisfies \(-\pi < \arg z < \pi\). It is not difficult to see that the principal branches of the holomorphic extensions of \( h(x) \) and \( H(z) \) to \( A \) are
\[
h(z) = \begin{cases} 
\ln z \quad &z \neq 1 \\
\ln \frac{1+iz}{1+z} &z = 1
\end{cases}
\]
and
\[
H(z) = \begin{cases} 
\ln \frac{z(1+z)}{1+iz} \quad &z \neq 1 \\
\ln \frac{1+z^2}{1+iz} &z = 1.
\end{cases}
\]

By the Cauchy integral formula in the theory of complex functions, we will obtain more and stronger results than Conjecture 2.3, which can be formulated as the following theorems.

**Theorem 2.2.** For \( z \in A \),

1. the principal branch of the complex function \( zH(z) \) has an integral representation
   \[
   zH(z) = \int_0^\infty \frac{\rho(t)}{t + z} \, dt,
   \]
   where
   \[
   \rho(t) = \begin{cases} 
\frac{t}{\ln \frac{1+iz}{1+z}} \quad &0 < t < 1 \\
0 &t = 1 \\
\frac{t \ln \frac{z(1+z)}{1+iz}}{\left(\ln \frac{1+iz}{1+z}\right)^2 + \pi^2} \quad &1 < t < 1 + \sqrt{2} \\
\frac{t \ln \frac{1+z^2}{1+iz}}{\left(\ln \frac{1+z^2}{1+iz}\right)^2 + \pi^2} \quad &1 + \sqrt{2} \leq t < \infty
\end{cases}
   \]
is non-negative on \((0, \infty)\);

2. the principal branch of the complex function \( \frac{1}{zH(z)} \) has an integral representation
   \[
   \frac{1}{zH(z)} = \int_0^\infty \frac{\rho(t)}{\varphi(t)} \frac{1}{t + z} \, dt,
   \]
   where
   \[
   \varphi(t) = \begin{cases} 
\frac{t}{\ln \frac{1+iz}{1+z}} \quad &0 < t < 1 \\
t &t = 1 \\
\frac{t \left[\ln \frac{z(1+z)}{1+iz} + 2\pi^2 + \left(\pi \ln \frac{z(1+z)}{1+iz}\right)^2\right]}{\left(\ln \frac{z(1+z)}{1+iz}\right)^2 + \pi^2} \quad &1 < t < 1 + \sqrt{2} \\
\frac{t \left[\ln \frac{1+z^2}{1+iz} + 2\pi^2\right]}{\left(\ln \frac{1+z^2}{1+iz}\right)^2 + \pi^2} \quad &1 + \sqrt{2} \leq t < \infty
\end{cases}
   \]
is positive on \((0, \infty)\);

3. the principal branch of the complex function \( h(z) \) has an integral representation
   \[
   H(z) = h(z) - 1 = \int_0^\infty \left[ \int_0^\infty \frac{\rho(u)}{u} \left(1 - e^{-au}\right) \, du \right] e^{-iz} \, dt;
   \]
   \[
   (2.6)
   \]
4. the principal branch of the complex function \(\frac{1}{H(z)}\) has an integral representation

\[
\frac{1}{H(z)} = z \int_0^\infty \frac{\rho(t)}{t} \, dt - \int_0^\infty \left[ \int_0^\infty \frac{u^2 \rho(u)}{\phi(u)} e^{-utan} \, du \right] \, dt.
\] (2.7)

**Theorem 2.3.** For \(x \in (0, \infty)\) and \(z \in A\),

1. \(h(x), H(x) \in C([0, \infty))\), with the same integral representation (2.6) and

\[
H(z) = \frac{1}{z} \int_0^\infty \frac{\rho(t)}{t} \, dt - \int_0^\infty \frac{\rho(t)}{t(t+z)} \, dt
\] (2.8)

and of degree

\[
\deg_{\text{cm}}^x [h(x)] = \deg_{\text{cm}}^x [H(x)] = 1;
\] (2.9)

2. \(\frac{1}{H(x)} \in B([0, \infty))\) and \(H(x) \in L([0, \infty))\);

3. \(xH(x) \in S\) and \(xH(x) \in L([0, \infty))\), with the integral representation (2.4) and of degree

\[
\deg_{S}^x [xH(x)] = 0;
\] (2.10)

4. \(\frac{1}{xH(x)} \in CB\) and \(\frac{1}{xH(x)} \in OM\)\([0, \infty)\), with Lévy-Khintchine representation

\[
\frac{1}{zH(z)} = \int_0^\infty \left[ \int_0^\infty \frac{u \rho(u)}{\phi(u)} e^{-utan} \, du \right] (1 - e^{-ztan}) \, dt
\] (2.11)

and of degree

\[
\deg_{\text{cb}}^x \left[ \frac{1}{xH(x)} \right] = 0 \quad \text{and} \quad \deg_{\text{op}}^x \left[ \frac{1}{xH(x)} \right] = 0;
\] (2.12)

5. \(\frac{1}{xH(x)} \in S\) and \(\frac{1}{xH(x)} \in L([0, \infty))\), with the integral representation (2.5) and of degree

\[
\deg_{S}^x \left[ \frac{1}{x^2H(x)} \right] = 0;
\] (2.13)

6. \(x^2H(x) \in CB\) and \(x^2H(x) \in OM\)\([0, \infty)\), with Lévy-Khintchine representation

\[
x^2H(z) = \int_0^\infty \left[ \int_0^\infty \frac{u \rho(u)}{\phi(u)} e^{-utan} \, du \right] (1 - e^{-ztan}) \, dt
\] (2.14)

and of degree

\[
\deg_{\text{cb}}^x [x^2H(x)] = 0 \quad \text{and} \quad \deg_{\text{op}}^x [x^2H(x)] = 0.
\] (2.15)

3. Remarks

Before proving Theorems 2.2 and 2.3, we supply some remarks on them.

**Remark 3.1.** It is listed in [23, Proposition 7.1] and [23, p. 96] that for \(f(x) > 0\),

1. \(f \in CB\) if and only if \(\frac{x}{f(x)} \in CB\),

2. \(f(x) \in CB\) if and only if \(\frac{1}{f(x)} \in CB\),

3. \(f(x) \in CB\) if and only if \(xf(\frac{1}{x}) \in CB\),

4. \(f(x) \in S\) if and only if \(\frac{1}{f(x)} \in S\).
5. \( f(x) \in S \) if and only if \( \frac{1}{x}\overline{f(x)} \in S \),
6. \( f(x) \in S \) if and only if \( \frac{f^{(i)}(x)}{z^{(i)} + 1} \in S \) for all \( \epsilon > 0 \).

From these properties and the fact that \( H(\frac{1}{x}) = \frac{1}{x} \), it follows that
1. \( \frac{1}{x}\overline{H(x)} \in CB \) if and only if \( x^2 H(x) \in CB \),
2. \( xH(x) \in S \) if and only if \( \frac{1}{x}\overline{H(x)} \in S \),
3. \( xH(x) \in S \) if and only if \( \frac{xH(x)}{z^{(i)} + 1} \in S \) for all \( \epsilon > 0 \).

Remark 3.2. Corollary 7.4 in [23] states that \( 0 < g \in S \) if and only if \( g(0^+) \) exists in \([0, \infty] \) and \( g \) extends analytically to \( A \) such that \( \Im(z)\Im(g(z)) \leq 0 \). This means that
\[
\Im(z)\Im(zH(z)) \leq 0, \quad \Im(z)\Im\left(\frac{1}{x^2 H(x)}\right) \leq 0, \quad \text{and} \quad \Im(z)\Im\left(\frac{zH(z)}{ezH(z) + 1}\right) \leq 0
\]
for all \( \epsilon > 0 \) and \( z \in A \). Geometrically speaking, the three Stieltjes functions \( zH(z) \), \( \frac{1}{zH(z)} \), and \( \frac{zH(z)}{ezH(z) + 1} \) for all \( \epsilon > 0 \) map the upper half-plane to the lower half-plane and vice versa.

Remark 3.3. Find all \( \tau > 0 \) such that the function \( h_1(x) \) defined by (2.2) is completely monotonic on \((0, \infty)\).

4. Lemmas

In order to prove our main results, the following lemmas are necessary.

Lemma 4.1 (Cauchy integral formula [5, p. 113]). Let \( D \) be a bounded domain with piecewise smooth boundary. If \( f(z) \) is analytic on \( D \), and \( f(z) \) extends smoothly to the boundary of \( D \), then
\[
f(z) = \frac{1}{2\pi i} \oint_D \frac{f(w)}{w - z} \, dw, \quad z \in D.
\]

Lemma 4.2. For \( z = re^{\theta i} \in A \), the complex function \( zH(z) \) uniformly tends to 0 as \( r \to \infty \).

Proof. By standard argument, we have
\[
\lim_{r \to \infty} |zH(z)|^2 = \lim_{r \to 0^+} \left| \frac{1}{2} H\left(\frac{1}{z}\right) \right|^2 = \lim_{r \to 0^+} \left| \frac{1}{rH(z)} \right|^2
\]
\[
= \lim_{r \to 0^+} \frac{\left| \ln \frac{1 + z^2}{1 + z^2} + i \arg \frac{1 + z^2}{1 + z^2} \right|^2}{\left| \ln \frac{z(1 + z^2)}{1 + z^2} + i \arg \frac{z(1 + z^2)}{1 + z^2} \right|^2}
\]
\[
= \lim_{r \to 0^+} \frac{\left| \ln \frac{1 + z^2}{1 + z^2} \right|^2 + \left| \arg \frac{1 + z^2}{1 + z^2} \right|^2}{\left| \ln \frac{z(1 + z^2)}{1 + z^2} \right|^2 + \left| \arg \frac{z(1 + z^2)}{1 + z^2} \right|^2}
\]
\[
= \lim_{r \to 0^+} \left[ \frac{1}{2} \ln \frac{1 + 2r \cos \theta + r^2}{1 + 2r \cos 2\theta + r^2} \right]^2 + \left[ \frac{1}{2} \arctan \frac{r(1 - 2r \cos \theta - r^2) \sin \theta}{1 + r(1 + r^2) \cos \theta \sin 2\theta} \right]^2
\]
where
\[
\lim_{r \to 0^+} \left[ \frac{1}{2r} \ln \frac{1 + 2r \cos \theta + r^2}{1 + 2r^2 \cos 2\theta + r^4} \right] = \cos \theta,
\]
\[
\lim_{r \to 0^+} \ln \frac{1 + 2r \cos \theta + r^2}{1 + 2r^2 \cos 2\theta + r^4} = 0,
\]
\[
\lim_{r \to 0^+} \left[ \frac{1}{r} \arctan \frac{r(1 - 2r \cos \theta - r^2) \sin \theta}{1 + r(1 + r^2) \cos \theta + r^2 \cos(2\theta)} \right] = \sin \theta,
\]
and \(0 \leq \arg \frac{z^{\frac{1+2i}{2}}}{1+z^2} \leq \pi\). Further considering \(\lim_{r \to 0^+} \ln r = -\infty\), Lemma 4.2 is thus proved. \(\square\)

**Lemma 4.3.** For \(z = re^{i\theta} \in \mathcal{A}\) and \(\theta \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]\), the complex function \(z^2 H(z)\) uniformly tends to 0 as \(r \to 0^+\).

**Proof.** By the same argument as in the proof of Lemma 4.2, we have

\[
\lim_{r \to 0^+} \left| z^2 H(z) \right|^2 = \lim_{r \to 0^+} \left| z^2 \frac{\ln \left| z^{\frac{1+2i}{2}} \right| + i \arg \left( z^{\frac{1+2i}{2}} \right)}{\ln \left| z^{\frac{1+2i}{2}} \right| + i \arg \left( z^{\frac{1+2i}{2}} \right)} \right|^2
= \lim_{r \to 0^+} \left[ r \ln r + \frac{1}{2} \ln \frac{1+2r \cos \theta + r^2 \cos(2\theta)}{1+2r \cos \theta + r^2 \cos(2\theta)} + r^2 \left| \frac{\ln \left( z^{\frac{1+2i}{2}} \right)}{\ln \left( z^{\frac{1+2i}{2}} \right)} \right|^2 \right]
= 0.
\]

The proof of Lemma 4.3 is complete. \(\square\)

**Lemma 4.4.** When \(z = re^{i\theta} \in \mathcal{A}\), the limits \(\lim_{z \to 0^+} \frac{1}{z H(z)} = 0\) for \(\theta \in \left[\frac{\pi}{2}, \frac{\pi}{2}\right]\) and \(\lim_{z \to \infty} \frac{1}{z H(z)} = 0\) for \(\theta \in (-\pi, \pi)\) converge uniformly.

**Proof.** This follows from similar arguments as in proofs of Lemmas 4.2 and 4.3. \(\square\)

**Lemma 4.5.** For \(z \in \mathcal{A}\), the real and imaginary parts of the principal branch of the complex function \(z H(z)\) satisfy

\[
\lim_{\varepsilon \to 0^+} \Re((-t + i\varepsilon) H(-t + i\varepsilon)) = \begin{cases} 
\frac{t \ln \left( \frac{1+t^2}{1-t^2} \right)}{\ln \left( \frac{1+t^2}{1-t^2} \right)}, & 0 < t < 1; \\
\frac{t \ln \left( \frac{1+t^2}{1-t^2} \right)}{\ln \left( \frac{1+t^2}{1-t^2} \right)}, & t = 1; \\
\frac{t \ln \left( \frac{1+t^2}{1-t^2} \right)}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \frac{1+t^2}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \frac{\pi^2}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \pi^2, & 1 < t < 1 + \sqrt{2}; \\
\frac{t \ln \left( \frac{1+t^2}{1-t^2} \right)}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \frac{1+t^2}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \frac{\pi^2}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \pi^2, & 1 + \sqrt{2} \leq t < \infty.
\end{cases}
\]

and

\[
\lim_{\varepsilon \to 0^+} \Im((-t + i\varepsilon) H(-t + i\varepsilon)) = \begin{cases} 
\frac{-\pi t}{\ln \left( \frac{1+t^2}{1-t^2} \right)}, & 0 < t < 1; \\
0, & t = 1; \\
\frac{-\pi t}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \frac{1+t^2}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \frac{\pi^2}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \pi^2, & 1 < t < 1 + \sqrt{2}; \\
\frac{-\pi t}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \frac{1+t^2}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \frac{\pi^2}{\ln \left( \frac{1+t^2}{1-t^2} \right)} + \pi^2, & 1 + \sqrt{2} \leq t < \infty.
\end{cases}
(4.1)
\]

**Proof.** For \(t \in (0, \infty)\) and \(\varepsilon > 0\), when \(z = -t + i\varepsilon\), we have

\[
\ln \left( \frac{1+z^2}{1+z} \right) = \ln \left( \frac{1+(-t+\varepsilon i)^2}{1-t+\varepsilon i} \right) = \ln \frac{(1+(-t+\varepsilon i)^2)(1-t-\varepsilon i)}{(1-t)^2+\varepsilon^2}
\]
as $\varepsilon \to 0^+$. So, it follows that

$$h(-t + \varepsilon i) = \frac{\ln(-t + \varepsilon i)}{\ln \frac{1 + (t + \varepsilon i)^2}{t + \varepsilon i}} \to \begin{cases} \ln t + \pi i, & 0 < t < 1 \\ \ln \frac{1 + t^2}{t - 1}, & t = 1 \\ \ln \frac{1 + t^2}{t - 1} - \pi i, & 1 < t < 1 + \sqrt{2} \\ \ln \frac{1 + t^2}{t - 1} + \pi i, & 1 + \sqrt{2} \leq t < \infty \end{cases}$$

as $\varepsilon \to 0^+$. As a result,

$$\lim_{\varepsilon \to 0^+} \Re(h(-t + \varepsilon i)) = \begin{cases} \ln t, & 0 < t < 1; \\ \ln \frac{1 + t^2}{t - 1}, & t = 1; \\ \ln t \ln \frac{1 + t^2}{t - 1} - \pi^2 + \pi \ln \frac{1 + t^2}{t - 1} + \ln t, & 1 < t < 1 + \sqrt{2}; \\ \ln t \ln \frac{1 + t^2}{t - 1} + \pi^2 + \pi \ln \frac{1 + t^2}{t - 1} + \ln t, & 1 + \sqrt{2} \leq t < \infty \end{cases}$$

(4.2)
and
\[
\lim_{\varepsilon \to 0^+} \Im(h(t + \varepsilon i)) = \begin{cases} \frac{\pi}{\ln \frac{1+2t}{1-t}}, & 0 < t < 1; \\ 0, & t = 1; \\ \frac{\pi(\ln \frac{1+2t}{1-t} + \ln t)}{\left(\ln \frac{1+2t}{1-t}\right)^2 + \pi^2}, & 1 < t < 1 + \sqrt{2}; \\ \frac{\pi(\ln \frac{1+2t}{1-t} - \ln t)}{\left(\ln \frac{1+2t}{1-t}\right)^2 + \pi^2}, & 1 + \sqrt{2} \leq t < \infty. \end{cases}
\] (4.3)

From the relation (2.3) between \(h(x)\) and \(H(x)\) and the property of complex numbers, it follows that
\[
\Re(zH(z)) = \Re(zh(z) - z) = \Re(z(\Re(h(z)) - \Im(h(z)))) = \Re(z)
\]
and
\[
\Im(zH(z)) = \Im(zh(z) - z) = \Im(z(\Re(h(z)) + \Re(h(z)) - \Im(z)) = \Im(z).
\]
Accordingly, we obtain
\[
\lim_{\varepsilon \to 0^+} \Re((-t + \varepsilon i)H(-t + \varepsilon i)) = -t \lim_{\varepsilon \to 0^+} \Re(h(t)) + t = t \left[1 - \lim_{\varepsilon \to 0^+} \Re(h(t))\right]
\]
and
\[
\lim_{\varepsilon \to 0^+} \Im((-t + \varepsilon i)H(-t + \varepsilon i)) = -t \lim_{\varepsilon \to 0^+} \Im(h(t)).
\]
Combining these with the limits (4.2) and (4.3) and simplifying yield the required limits. Lemma 4.5 is thus proved. □

**Lemma 4.6** (Convolution theorem for Laplace transforms [25, pp. 91–92]). Let \(f_i(t)\) for \(i = 1, 2\) be piecewise continuous in arbitrary finite intervals included in \((0, \infty)\). If there exist some constants \(M_i > 0\) and \(c_i \geq 0\) such that
\[
|f_i(t)| \leq M_i e^{c_i t} \quad \text{for} \quad i = 1, 2,
\]
then
\[
\int_0^\infty \left[ \int_0^d f_1(u) f_2(t-u) \, du \right] e^{-st} \, dt = \int_0^\infty f_1(u) e^{-su} \, du \int_0^\infty f_2(v) e^{-sv} \, dv.
\]

5. Proofs of theorems

We now start out to to prove our main results stated in Theorems 2.2 and 2.3.

**Proof.** [Proof of Theorem 2.2] For any fixed point \(z_0 = x_0 + iy_0 \in \mathbb{C} \setminus (-\infty, 0]\), choose \(\varepsilon\) and \(r\) such that
\[
\begin{cases} 0 < \varepsilon < |y_0| \leq |z_0| < r, & y_0 \neq 0, \\ 0 < \varepsilon < x_0 = |z_0| < r, & y_0 = 0, \end{cases}
\]
and consider the positively oriented contour \(C(\varepsilon, r)\) in \(\mathbb{C} \setminus (-\infty, 0]\) consisting of the half circle \(z = \varepsilon e^{i\theta}\) for \(\theta \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]\) and the half lines \(z = x \pm iy\) for \(x \leq 0\) until they cut the circle \(|z| = r\), which close the contour at the points \(-r(\varepsilon) \pm iy\), where \(0 < r(\varepsilon) \to r\) as \(\varepsilon \to 0\). See Figure 1.

For our own convenience, in what follows, let us denote \(zH(z)\) by \(G(z)\).
Applying the Cauchy integral formula in Lemma 4.1 to the function $G(z)$ on the domain enclosed by the contour $C(\varepsilon, r)$ gives

$$G(z_0) = \frac{1}{2\pi i} \left[ \int_{\arg \{ re^{i\theta} \}}^{\pi/2} \frac{\varepsilon e^{i\theta} G(\varepsilon e^{i\theta})}{\varepsilon e^{i\theta} - z_0} \, d\theta + \int_{\arg \{ -re^{i\theta} \}}^{-\pi/2} \frac{i re^{i\theta} G(-re^{i\theta})}{-re^{i\theta} - z_0} \, d\theta \right] + \int_{-r(\varepsilon)}^{0} \frac{G(t + \varepsilon i)}{t + \varepsilon i - z_0} \, dt + \int_{0}^{r(\varepsilon)} \frac{G(t - \varepsilon i)}{t - \varepsilon i - z_0} \, dt.$$  

By virtue of Lemma 4.2, we deduce that

$$\lim_{\varepsilon \to 0} \int_{\arg \{ re^{i\theta} \}}^{\pi/2} \frac{\varepsilon e^{i\theta} G(\varepsilon e^{i\theta})}{\varepsilon e^{i\theta} - z_0} \, d\theta = \lim_{r \to \infty} \int_{-\pi}^{\pi} \frac{ire^{i\theta} G(re^{i\theta})}{re^{i\theta} - z_0} \, d\theta = 0.$$  

From Lemma 4.3, we see that $\lim_{z \to 0} [zG(z)] = 0$. Hence, we have

$$\lim_{\varepsilon \to 0} \int_{\pi/2}^{-\pi/2} \frac{\varepsilon e^{i\theta} G(\varepsilon e^{i\theta})}{\varepsilon e^{i\theta} - z_0} \, d\theta = 0.$$  

Utilizing the readily verified formula $G(\overline{z}) = \overline{G(z)}$ and the limit (4.1) in Lemma 4.5 results in

$$\int_{-r(\varepsilon)}^{0} \frac{G(t + \varepsilon i)}{t + \varepsilon i - z_0} \, dt + \int_{0}^{r(\varepsilon)} \frac{G(t - \varepsilon i)}{t - \varepsilon i - z_0} \, dt = \int_{-r(\varepsilon)}^{0} \frac{G(t + \varepsilon i)}{t + \varepsilon i - z_0} \frac{G(t + \varepsilon i)}{t - \varepsilon i - z_0} \, dt + \int_{0}^{r(\varepsilon)} \frac{G(t - \varepsilon i)}{t - \varepsilon i - z_0} \frac{G(t - \varepsilon i)}{t + \varepsilon i - z_0} \, dt.$$
By Lemma 4.4 and the same argument as in the proof of the integral representation (2.4), it follows that

\[
\text{This implies that the function } \rho(t) \text{ is non-negative on } (0, \infty).
\]

By standard argument and Lemma 4.5, we may gain

\[
\lim_{\varepsilon \to 0^+} \left\{ \frac{1}{(t - i\varepsilon)^2} H(t + i\varepsilon) \right\} = \lim_{\varepsilon \to 0^+} \left( \frac{\varepsilon F(t + i\varepsilon) - \varepsilon \Re F(t + i\varepsilon)}{(t + i\varepsilon)^2} \right) = \lim_{\varepsilon \to 0^+} \frac{\Im F(t + i\varepsilon)}{(t + i\varepsilon)^2} = \lim_{\varepsilon \to 0^+} \frac{\Im F(t + i\varepsilon)}{(t + i\varepsilon)^2} = \lim_{\varepsilon \to 0^+} \frac{\Im F(t + i\varepsilon)}{(t + i\varepsilon)^2}
\]

and

\[
\lim_{\varepsilon \to 0^+} | F(t + i\varepsilon)^2 | = \lim_{\varepsilon \to 0^+} \left| \Re F(t + i\varepsilon)^2 + \Im F(t + i\varepsilon)^2 \right|
\]

By Lemma 4.4 and the same argument as in the proof of the integral representation (2.4), it follows that

\[
\frac{1}{(t - i\varepsilon)^2} H(t) = - \frac{1}{\pi} \int_0^\infty \frac{1}{t + z} \lim_{\varepsilon \to 0^+} \frac{1}{(t + i\varepsilon)^2} H(t + i\varepsilon) \, dt
\]

as \( \varepsilon \to 0^+ \) and \( r \to \infty \). Substituting (5.2), (5.3), and the above one into (5.1) and simplifying generate the integral representation (2.4).
The integral representation (2.5) is proved.
By Lemma 4.6 and the integral representation (2.4), it is not difficult to see that
\[
\frac{1}{H(z)} = \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, dt = \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \left( \frac{t^2}{t + z} \right) \, dt
\]
\[
= \int_0^\infty \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, dt \, du = \int_0^\infty \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, du \, dt
\]
\[
= \int_0^\infty \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, du \, dt
\]
\[
= \int_0^\infty \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, du \, dt + \int_0^\infty \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, du \, dt - \int_0^\infty \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, du \, dt
\]
Further considering \(\lim_{z \to 0+} \frac{1}{H(z)} = 0\) and simplifying leads to the integral representation (2.7). The proof of Theorem 2.2 is complete. \(\square\)

**Proof.** [Proof of Theorem 2.3] The properties \(h(x), H(x) \in C([0, \infty])\) follow immediately from the integral representation (2.6).

The integral representation (2.8) is a rearrangement of (2.4).

The integral representation (2.4) shows that \(\deg_{cm}^x H(x) \geq 1\). On the other hand, if \(x^t H(x) \in C([0, \infty])\), then its first derivative is non-negative, that is,
\[
\alpha \leq -\frac{x H'(x)}{H(x)} = \frac{x^2 + 2x - 1}{x + 1} \ln \frac{x + 1}{x^2 + 1} + \frac{x^2 - 2x - 1}{x + 1} \ln \frac{x + 1}{x + 1} \ln \frac{x^2 + 1}{x^2 + 1} \to 1
\]
as \(x \to 0^+\). This implies that \(\deg_{cm}^x H(x) \leq 1\). Hence, the degree in (2.9) holds.

The property \(\frac{1}{H(x)} \in B([0, \infty])\) follows readily from (2.7). The property \(H(x) \in L([0, \infty])\) may be conclude from [4, pp. 161–162, Theorem 3] which reads that if \(f \in B(I)\) then \(\frac{1}{f} \in L(I)\) for any interval \(I \subseteq \mathbb{R}\).

Comparing (1.1) with (2.4) acquires \(x H(x) \in S\). By [23, Theorem 7.3], it follows that \(\frac{1}{H(x)} \in CB\). By the integral representation (2.5), it follows that
\[
\frac{1}{z H(z)} = \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, dt = \int_0^\infty \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, du \, dt - \int_0^\infty \int_0^\infty \frac{\rho(t)}{\rho(t) + z} \, du \, dt
\]
\[ \int_0^\infty \left[ \int_0^\infty t p(t) \frac{d}{d\varrho} e^{\varrho u} \right] d \varrho \left( 1 - e^{-zu} \right) du. \]

Lévy-Khintchine representation (2.11) follows.

It is obvious that the density of Lévy-Khintchine representation (2.11) is

\[ m(t) = \int_0^\infty \frac{u p(u)}{\varrho(u)} e^{-tu} du \in \mathbb{C}[[0, \infty]]. \]

If \( t^\alpha m(t) \in \mathbb{C}[[0, \infty]] \), then, as discussed above,

\[ \alpha \leq - \frac{tm'(t)}{m(t)} = \frac{t}{\int_0^\infty \frac{u p(u)}{\varrho(u)} e^{-tu} du} \rightarrow 0 \]

as \( t \to 0^+ \). This implies the degrees in (2.12) and (2.10).

The properties \( \frac{1}{\varrho(xH)} \in \mathcal{S} \) and \( x^2H(x) \in \mathbb{C} \mathbb{B} \) follow from (2.5) and [23, Theorem 7.3]. By (2.4), we have

\[ z^2H(z) = \int_0^\infty \rho(t) \frac{z^2}{t + z} dt = \int_0^\infty \left[ \int_0^\infty t p(t) e^{-tu} dt \right] \left( 1 - e^{-zu} \right) du. \]

Lévy-Khintchine representation (2.14) is established.

The degrees appeared in (2.15) and (2.13) may be calculated by the same argument as in the proof of the degrees in (2.12).

By virtue of the second inclusion in (1.2), the logarithmically complete monotonicity \( xH(x) \in \mathcal{L}[[0, \infty]] \) and \( \frac{1}{\varrho(xH)} \in \mathcal{L}[[0, \infty]] \) may be derived from the properties \( xH(x) \in \mathcal{S} \) and \( \frac{1}{\varrho(xH)} \in \mathcal{S} \) respectively.

All of positive operator monotonicity may be deduced from the property that they are complete Bernstein functions by available of [23, Theorem 12.17] recited on page 1662 and before Definition 1.10. The proof of Theorem 2.3 is complete. \( \square \)

**Remark 5.1.** This paper is a slightly revised version of the preprints [17, 18].

**Acknowledgements**

The first author thanks Professor Junesang Choi at Dongguk University in South Korea for his warming invitation and financial support for the first author to attend the 22ICFIDCAA.

**References**

[1] R. D. Atanassov and U. V. Tsoukrovski, Some properties of a class of logarithmically completely monotonic functions, C. R. Acad. Bulgare Sci. 41 (1988), no. 2, 21–23.

[2] C. Berg, Integral representation of some functions related to the gamma function, Mediterr. J. Math. 1 (2004), no. 4, 433–439; Available online at http://dx.doi.org/10.1007/s13004-004-0022-6.

[3] A. Besenyei, On complete monotonicity of some functions related to means, Math. Inequal. Appl. 16 (2013), no. 1, 233–239; Available online at http://dx.doi.org/10.7155/mia-16-17.

[4] C.-P. Chen, F. Qi, and H. M. Srivastava, Some properties of functions related to the gamma and psi functions, Integral Transforms Spec. Funct. 21 (2010), no. 2, 153–164; Available online at http://dx.doi.org/10.1080/10652469.2011.627511.

[5] T. W. Gamelin, Complex Analysis, Undergraduate Texts in Mathematics, Springer, New York-Berlin-Heidelberg, 2001; Available online at http://dx.doi.org/10.1007/978-0-387-21607-2.

[6] B.-N. Guo and F. Qi, A completely monotonic function involving the tri-gamma function and with degree one, Appl. Math. Comput. 218 (2012), no. 19, 9890–9897; Available online at http://dx.doi.org/10.1016/j.amc.2012.01.075.

[7] B.-N. Guo and F. Qi, A property of logarithmically absolutely monotonic functions and the logarithmically complete monotonicity of a power-exponential function, Politehn. Univ. Bucharest Sci. Bull. Ser. A Appl. Math. Phys. 72 (2010), no. 2, 21–30.

[8] B.-N. Guo and F. Qi, Monotonicity of functions connected with the gamma function and the volume of the unit ball, Integral Transforms Spec. Funct. 23 (2012), no. 9, 701–708; Available online at http://dx.doi.org/10.1080/10652469.2011.627511.

[9] B.-N. Guo and F. Qi, On the degree of the weighted geometric mean as a complete Bernstein function, Afr. Mat. 26 (2015), no. 7, 1253–1262; Available online at http://dx.doi.org/10.1007/s13370-014-0279-2.
[10] P. Ivády, A note on a gamma function inequality, J. Math. Inequal. 3 (2009), no. 2, 227–236; Available online at http://dx.doi.org/10.7153/jmi-09-23.

[11] S. Koumandos and H. L. Pedersen, Completely monotonic functions of positive order and asymptotic expansions of the logarithm of Barnes double gamma function and Euler’s gamma function, J. Math. Anal. Appl. 355 (2009), no. 1, 33–40; Available online at http://dx.doi.org/10.1016/j.jmaa.2009.01.042.

[12] P. A. Kupán and R. Szász, Monotonicity theorems and inequalities for the gamma function, Math. Inequal. Appl. 17 (2014), no. 1, 149–159; Available online at http://dx.doi.org/10.7153/mia-17-11.

[13] F. Qi, Limit formulas for ratios between derivatives of the gamma and digamma functions at their singularities, Filomat 27 (2013), no. 4, 601–604; Available online at http://dx.doi.org/10.2298/FIL1304601Q.

[14] F. Qi, Properties of modified Bessel functions and completely monotonic degrees of differences between exponential and trigamma functions, Math. Inequal. Appl. 18 (2015), no. 2, 493–518; Available online at http://dx.doi.org/10.7153/mia-18-37.

[15] F. Qi and Č.-P. Chen, A complete monotonicity property of the gamma function, J. Math. Anal. Appl. 296 (2004), 603–607; Available online at http://dx.doi.org/10.1016/j.jmaa.2004.04.026.

[16] F. Qi, S. Guo, and B.-N. Guo, Complete monotonicity of some functions involving polygamma functions, J. Comput. Appl. Math. 233 (2010), no. 9, 2149–2160; Available online at http://dx.doi.org/10.1016/j.cam.2009.09.044.

[17] F. Qi and W.-H. Li, Integral representations and properties of some functions involving the logarithmic function, ResearchGate Dataset (2014), available online at http://dx.doi.org/10.13140/2.1.1315.1367.

[18] F. Qi and W.-H. Li, Integral representations and properties of some functions involving the logarithmic function, ResearchGate Dataset (2014), available online at http://arxiv.org/abs/1305.4083.

[19] F. Qi and S. Luo, Complete monotonicity of a function involving the divided difference of digamma functions, Sci. China Math. 56 (2013), no. 11, 2315–2325; Available online at http://dx.doi.org/10.1007/s11425-012-4562-0.

[20] F. Qi and S.-H. Wang, Complete monotonicity, completely monotonic degree, integral representations, and an inequality related to the exponential, trigamma, and modified Bessel functions, Glob. J. Math. Anal. 2 (2014), no. 3, 91–97; Available online at http://dx.doi.org/10.14419/gjma.v2i3.2919.

[21] F. Qi, C.-F. Wei, and B.-N. Guo, Complete monotonicity of a function involving the ratio of gamma functions and applications, Banach J. Math. Anal. 6 (2012), no. 1, 35–44; Available online at http://dx.doi.org/10.15352/bjma/1337814663.

[22] F. Qi, X.-J. Zhang, and W.-H. Li, Lévy-Khintchine representations of the weighted geometric mean and the logarithmic mean, Mediterr. J. Math. 11 (2014), no. 2, 315–327; Available online at http://dx.doi.org/10.1007/s00009-013-0111-z.

[23] R. L. Schilling, R. Song, and Z. Vondraček, Bernstein Functions—Theory and Applications, 2nd ed., de Gruyter Studies in Mathematics 37, Walter de Gruyter, Berlin, Germany, 2012; Available online at http://dx.doi.org/10.1515/9783110269338.

[24] J.-L. Zhao, B.-N. Guo, and F. Qi, A refinement of a double inequality for the gamma function, Publ. Math. Debrecen 80 (2012), no. 3-4, 333–342; Available online at http://dx.doi.org/10.5486/PMID.2012.5016.

[25] D. V. Widder, The Laplace Transform, Princeton Mathematical Series 6, Princeton University Press, Princeton, N. J., 1941.