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Abstract—This work combines Convolutional Neural Networks (CNNs), clustering via Self-Organizing Maps (SOMs) and Hebbian Learning to propose the building blocks of Convolutional Self-Organizing Neural Networks (CSNNs), which learn representations in an unsupervised and Backpropagation-free manner. Our approach replaces the learning of traditional convolutional layers from CNNs with the competitive learning procedure of SOMs and simultaneously learns local masks between those layers with separate Hebbian-like learning rules to overcome the problem of disentangling factors of variation when filters are learned through clustering. We investigate the learned representation by designing two simple models with our building blocks, achieving comparable performance to many methods which use Backpropagation, while we reach comparable performance on Cifar10 and give baseline performances on Cifar100, Tiny ImageNet and a small subset of ImageNet for Backpropagation-free methods.
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I. INTRODUCTION

A well-known downside of many successful Deep Learning approaches like Convolutional Neural Networks (CNNs) is their need for big, labeled datasets. Obtaining these datasets can be very costly and time-consuming or the required quantity is even not available due to restrictive conditions. In fact the availability of big datasets and the computational power to process this information are two of the main reasons for the success of Deep Learning techniques [1]. This raises the question of why models like CNNs need that much data: Is it the huge amount of model parameters, are training techniques like Backpropagation [2], [3] just too inefficient or is the cause a combination of both?

The fact that neural networks have become both large and deep in recent years, and often consist of millions of parameters, suggests that the cause is a combination of both. On the one hand, large amounts of data are needed, because there are so many model parameters to set. On the other hand, the data may not yet be optimally utilized. The suboptimal utilization of data to date could be related to the following problem, which we call the Scalar Bow Tie Problem: Most training strategies for neural networks rely just on one single scalar value (the loss value) which is computed for each training step and then used as a feedback signal for optimizing millions of parameters. In contrast, humans use multiple feedback types to learn, e.g., when they learn representations of objects, different sensor modalities are used. With the Scalar Bow Tie Problem we refer to the current situation for training neural networks and agents. Similar to a bow tie, both ends of the learning setting (the learner and the task to be learned) are complex and the only connection between these complex parts is one single point (the scalar loss or feedback value).

There exists a current effort of Backpropagation-based methods to overcome the Scalar Bow Tie Problem, e.g., by using multiple loss functions at different output locations of the network (a variant of multi-task learning, i.a. [4]). Furthermore, there exists a current debate to which degree Backpropagation is biologically plausible on a network level (e.g., [5]–[7]), which often highlights that layer-dependent weight updates in the whole model are less likely than more independent updates, like layer-wise ones, and beyond that would require an exact symmetric copy $W^T$ of the upstream weight $W$. In [8] Grossberg describes this problem in detail and refers to it as the weight transport problem.

In this work we do not aim to solve all these problems, but want to make a small step away from common Deep Learning methods while keeping some benefits of these models, like modularity and hierarchical structure. We propose a CNN variant with building blocks that learn in an unsupervised, self-organizing and Backpropagation-free manner (CSNN). Within these blocks we combine methods from CNNs [9], Self-Organizing Maps (SOMs) [10] and Hebbian Learning [11].

Our main contributions are as follows:

- We propose an unsupervised, Backpropagation-free learning algorithm, which uses two learning rules to update weights layer-wise without an explicitly defined loss
function and thereby reduces the Scalar Bow Tie Problem.

- This learning algorithm is used to train CSNN models, with which we achieve comparable performance to many models trained in an unsupervised manner.
- We overcome a fundamental problem of SOMs trained on image patches, by presenting two types of weight masks, to mask input and neuron activities.
- We propose a multi-headed version of our building blocks, to further improve performance.
- To the best of our knowledge, our approach is the first to combine the successful principles of CNNs, SOMs and Hebbian Learning into a single Deep Learning model.

II. RELATED WORK

Our work relates to methods of unsupervised representation learning. Due to the usage of SOMs, it further relates to clustering methods \cite{12}; in fact one could change the SOM learning algorithm with another clustering algorithm. Moreover, we can relate our proposed local learning rules in Section C to other local learning rules (e.g., \cite{11}, \cite{13}, \cite{14}). To stay on track, we focus on methods for unsupervised, Backpropagation(-free) representation learning as follows:

A. UNSUPERVISED REPRESENTATION LEARNING VIA BACKPROPAGATION

Recently unsupervised representation learning through auto-encoders \cite{15}–\cite{18}, and in general self-supervised approaches \cite{19}, showed promising results. Zhang et al. \cite{15} improved the approach of Gidaris et al. \cite{20} by not only predicting rotations, but by auto-encoding a variety of transformations between images. In \cite{18} a hierarchical, disentangled object representation and a dynamics model for object parts is learned from unlabeled videos by a novel formulation, which can be seen as a conditional, variational auto-encoder with additional representation and a dynamics model for object parts is learned.

- We propose a multi-headed version of our building blocks, to further improve performance.
- To the best of our knowledge, our approach is the first to combine the successful principles of CNNs, SOMs and Hebbian Learning into a single Deep Learning model.

B. UNSUPERVISED, BACKPROPAGATION-FREE REPRESENTATION LEARNING

While there are many advances in unsupervised methods using Backpropagation, in comparison there are only a few efforts to propose Backpropagation-free alternatives. Chan et al. \cite{28} used Principal Component Analysis (PCA) in a convolutional manner to learn two-stage filter banks, which are followed by binary hashing and block histograms to compress the representation. In a similar way Hankins et al. \cite{29} used SOMs and additionally introduced pooling layers to shrink SOM-activations along the feature dimension. Coates et al. \cite{30} studied hyperparameter choices and preprocessing strategies on several single-layer networks learned on convolutional patches, including sparse auto-encoders, sparse restricted Boltzmann machines, K-means clustering, and Gaussian mixture models and showed, e.g., general performance gains when the representation size is increased. In \cite{31} an adaptive-subspace SOM is used for saliency-based, invariant representation learning for image classification.

Krotova et al. \cite{32} introduced a learning algorithm motivated by Hebbian Learning to learn early feature detectors by utilizing global inhibition in the hidden layer. In \cite{33} a Nonnegativity Orthogonal Matching Pursuit (NOMP) encodes representations by selecting a small number of atoms from the feature dictionary, such that their linear combination approximates the input data vector best under an nonnegativity constraint. This constraint mitigates OMPs stability issue and adds resistance to overfitting. Furthermore, there exists work on unsupervised spiking neural network models using spike-timing dependent plasticity learning rules (e.g., \cite{34}).

III. CSNN

This section describes the key methods of CSNNs. The proposed blocks for each method and their interactions are summarized in Fig. 2.

A. CONVOLUTIONAL, SELF-ORGANIZING LAYER

The convolutional, self-organizing layer (sconv) follows closely the convolutional layer of standard CNNs. The entire input is convolved patchwise with each learned filter:

\[ y_{m,n,i} = p_{m,n} \cdot w_i \] (1)
where \( p_{m,n} \) is the image patch centered at position \( m,n \) of the input, \( w_i \) is the \( i \)-th filter of the layer and \( y_{m,n,i} \) is the activation at position \( m,n,i \) of the output. The only difference to a standard convolutional layer is that the weights are learned by a competitive, self-organizing optimization procedure. The output of the layer for one image patch are the distances for each neuron in a SOM. Each neuron of the SOM corresponds to one filter in a CNN, and each distance output of a SOM-neuron corresponds to a specific feature \( y_{m,n,i} \) of the feature map \( i \) at the center of the patch \( m,n \) after the convolution operation was applied. The central difference to a standard CNN is that the CSNN only uses local learning rules. It is trained unsupervised and bottom-up fashion in contrast to the top-down supervised backpropagation approach. Analog to CNNs the proposed modular layers can be combined with other layers in Deep Learning architectures.

B. Competitive Learning Rule

Most learning rules for SOMs require a best matching unit (BMU) in order to compute the weight change \( \Delta w \). Since we use a convolution as distance metric the index of the BMU for one patch is defined as:

\[
e_{m,n} = \underset{i}{\text{argmax}} \{ y_{m,n,i} \}
\]

where \( e_{m,n} \) is the index of the BMU in the (2D) SOM-grid for patch \( m,n \).

To allow self-organization, learning rules for SOMs require a neighborhood function to compute the neighborhood coefficients from all the other neurons in the grid to the BMU. A common type of neighborhood function is the Gaussian:

\[
h_{m,n,i}(t) = \exp\left(-d_A(k_{m,n,c_{m,n}}, k_{m,n,i})^2 \right) / 2\delta(t)^2
\]

where \( k_{m,n,c_{m,n}} \) and \( k_{m,n,i} \) are the coordinates of the BMU and the \( i \)-th neuron in the SOM-grid. These coordinates depend on the dimensionality of the grid. For the distance function \( d_A \) we use the Euclidean distance and \( \delta(t) \) is a hyperparameter to control the radius of the Gaussian which could change with the training step \( t \). Then \( h_{m,n,i}(t) \) is the neighborhood coefficient of neuron \( i \) to the center (the BMU) \( e_{m,n} \) for the patch \( m,n \). In our experiments we did not investigate other neighborhood functions.

Now the weight update for one patch can be defined as:

\[
\Delta w_{m,n,i}(t) = a(t)h_{m,n,i}(t)p_{m,n}
\]

\[
w_{m,n,i}(t) = \frac{w_{m,n,i}(t) + \Delta w_{m,n,i}(t)}{\| w_{m,n,i}(t) + \Delta w_{m,n,i}(t) \|}
\]

where \( \| \cdots \| \) is the Euclidean norm used to get the positive effects of normalization such as preventing the weights from growing too much. \( a(t) \) is the learning rate which could change over the course of the training.

For an entire image, the final weight change for the weight vector of a SOM-neuron is computed by taking the mean over all patch weight updates:

\[
\Delta w_i(t) = \frac{a(t)}{m,n} \sum_{m,n} h_{m,n,i}(t)p_{m,n}
\]

In batch training the mean of all patches in a batch is taken.

The use of other distance metrics (like the L1- or L2-norm) may make it necessary to switch the computation of the BMU (e.g., to argmin) and the learning rule.

C. Mask Layers

We argue that given the learning rule \( i \) a SOM-neuron is not able to disentangle factors of variation, which is a key property of Deep Learning architectures \[35\]. In other words, it is not able to choose which part of the input it wants to give more attention and which it wants to ignore. The SOM just tries to push its neurons around to fit the dataset best. This may lead to poor performance, because a neuron is not able to learn abstract features which can be seen as concepts. Even in higher layers a SOM-neuron just processes the input from a collection of SOM-neurons of the previous layer in its receptive field. Therefore, the network forms a hierarchy of collections rather than a hierarchy of concepts. Furthermore, a neuron in a deeper layer with a small receptive field of e.g., \( 3 \times 3 \) needs to compute the distance between its \( 3 \times 3 \times 256 \) vector and the input patch, if there are \( 256 \) SOM-neurons in the previous layer. Because the weight update shifts all the values of the weights from the BMU and its neighbors in one direction to the input at once, it seems unlikely that the SOM-neurons learn distinct enough features for data with a high amount of information such as images. This argument goes hand in hand with Dundar et al. \[36\], where similar observations are made for k-means clustering.

To allow the network to learn some kind of concept, we propose two types of separately learned mask vectors shown in Fig. 3. The first mask \( a \) enables each neuron to mask its input values with a vector of the same dimension as the input patch and the SOM-neuron’s weight vector. Each CSNN-neuron multiplies the image patch with its mask and convolves the masked patch with the weight vector of the SOM neuron:

\[
\hat{y}_{m,n,i} = p_{m,n} \odot m_i
\]
D. Local Learning Rules

To learn the input mask of each neuron, we propose two simple local learning rules which are inspired by the Generalized Hebbian Algorithm (GHA). These procedures show good results in our experiments, but there are certainly other local learning rule alternatives that could guide the training process of the masks as well.

Below we derive our final learning rules by discussing the following equations within the context of the CSNN, where \( e \) indicates that we present the element-wise form of the learning rules. For the original inviolate versions we refer to the literature.

\[
\Delta h_{e}(\hat{p}_{m,n}, \hat{y}_{m,n,i}) = \hat{y}_{m,n,i} \circ p_{m,n} \tag{10}
\]

\[
\Delta o_{e}(\hat{p}_{m,n}, \hat{y}_{m,n,i}, \hat{y}) = \hat{y}_{m,n,i} \circ (p_{m,n} - \hat{y}_{m,n,i} \circ m_{i}) \tag{11}
\]

\[
\Delta m_{es}(\hat{p}_{m,n}, \hat{y}_{m,n,i}, \hat{y}) = h_{e}(p_{m,n} - \gamma \sum_{k} \hat{y}_{m,n,k} \circ m_{k}, \hat{y}_{m,n,i}, \hat{y}) \tag{12}
\]

\[
\Delta m_{ec}(\hat{p}_{m,n}, \hat{y}_{m,n,i}, \hat{y}) = o_{e}(\hat{p}_{m,n} - \gamma \sum_{k} \hat{y}_{m,n,k} \circ m_{k}, \hat{y}_{m,n,i}, \hat{y}) \tag{13}
\]

\[
\Delta n_{i}(t) = \frac{a(t)}{m n} \sum_{m,n} [\Delta m_{es}(\hat{p}_{m,n}, \hat{y}_{m,n,i}, \hat{y})] \tag{14}
\]

\[
\Delta n_{i}(t) = \frac{a(t)}{m n h w} \sum_{m,n,k,h,w} [\Delta m_{es}(\hat{p}_{m,n,k,h,w}, \hat{y}_{m,n,k,h,w,i}, \hat{y})] \tag{15}
\]

Eq. (10) describes simple Hebbian Learning in vector notation. It implements the principle “neurons that fire together, wire together”, where \( p_{m,n} \) is the pre- and \( \hat{y}_{m,n,i} \) is the postsynaptic neuron activities vector. This principle per se is useful for mask learning, because the procedure could find mask values, which indicate the connection strengths between mask input and output. However, Hebb’s rule is unstable. If there are any dominate signals in the network and in our case this is likely due to BMUs the mask values will approach numerical positive or negative infinity rapidly. In fact, it can be shown that the instability of Hebbian Learning accounts for every neuron model [37].

Eq. (11), known as Oja’s rule [14], tries to prevent this problem through multiplicative normalization, where the resulting additional minus term can be seen as the forgetting term to control the weight growth. This restricts the magnitude of weights to lie between 0 and 1.0, where the squared sum of weights tends to 1.0 in a single-neuron fully-connected (fc) network [14]. For that reason, using Oja’s rule in our case would lead to mask values approaching 1.0, because each mask value has its own input and output due to the element-wise multiplication and is therefore independent of all other mask value updates. Each mask value forms a one-weight, single-neuron fc network. In order to prevent this tendency to 1.0, we can make the mask value updates dependent on each other.

The GHA [13] makes its updates dependent through input modification to approximate eigenvectors for networks with more than one output allowing to perform a neural PCA [13] in contrast to Oja’s rule, which approximates the first eigenvector for networks with only one output. In [13] one can see that the algorithm is equivalent to performing Oja Learning using a modified version of the input, and a particular weight is dependent on the training of the other weights only through the modifications of the input. If Oja’s algorithm is applied to the modified input, it causes the \( i \)-th output to learn the \( i \)-th eigenvector [13]. However, our mask values have their own single and independent inputs and outputs.
Therefore, in (12) we use a modified input patch for mask \(i\) by simply subtracting the input patch from the sum over mask outputs, which sums the filtered information of all masks when \(k\) iterates over all masks. Similar to the GHA we additionally multiply the mask to the output before summing up, which leads to a normalization effect and drives the mask coefficients to the initialization interval \([-1, 1]\). Now each mask update tries to incorporate the missing input information in the output in a competitive manner, where the mask value growth is restricted. This can be seen as a self-organization process for the masks. In our experiments we found that due to the summation over all masks the updates are stable enough to use Hebbian Learning (10), which saves computation time.

In (13) we sum up all \(k < i\) and each next mask \(m_i\) sees an output from which the filtered information of the previous masks \(\{m_1, ..., m_{i-1}\}\) in the grid is subtracted. The hyperparameter \(\gamma\) is used to control how much information we want to subtract from the input. A smaller \(\gamma < 1.0\) value enables the masks to share more input information with each other.

Eq. (14) shows the final update formula for the input masks (7), where we compute the mean over every patch \(p_{m,n}\). For the second mask type (9) the final update formula is shown in (15). Instead we update here the mask \(n_i\) with the mean over each spatial activation vector \(p_{m,n,w}\) of every patch. Experiments show that the update rules (14) and (15) lead to better performance for smaller models when using the input modification of (13) and \(\gamma = 0.5\). But this equation requires the Oja Rule and sometimes bigger neighborhood coefficients especially when \(\gamma\) is near 1.0 because of unequal opportunities of masks to learn which may lead to poorer efficiency. With the other input modification (12) and \(\gamma = 1.0\) we achieve better performance for our deeper models.

Furthermore, we want to note that in our experiments the mask values are initialized uniformly in \([-1, 1]\] to encourage the model to learn negative mask values, which allow the masks to flip their input. For stability it is recommended that the input is normalized. It is also possible to multiply \(m_i\) by \(h_{m,n,i}(t)\) to get similar masks for neighboring neurons, but experiments show that the resulting loss in diversity decreases performance. Therefore we only update the BMU mask.

E. Multi-Head Masked SConv-Layer

To further improve the performance of our models we do not use one big SOM per layer, but multiple smaller maps. For the output of a layer we concatenate the SOMs outputs in the feature dimension. We use multiple maps for multiple reasons: First, the neuron’s mask may (and should) lead to specialization, and in combination with the self-organization process a single SOM is possibly still not able to learn enough distinct concepts. Second, multiple smaller maps seem to learn more distinct features more efficiently than scaling up a single map. This approach is very flexible, in fact, experiments show similar performance between SOMs using 3 big maps or 12 small maps per layer. To further increase diversity we update only the best BMU of all maps per patch. This could lead to maps that will never be updated or to maps where the update is stopped to early during training. We do not use a procedure to prevent these dead maps, because we have not had problems with these during our experiments. In fact, dead maps can often be prevented by scaling up the coefficient of the neighborhood function (5). It is a task for future research to examine dead maps and to investigate whether the use of multiple SOMs in the CSNN model leads to redundant information.

All the presented learning methods can be applied layer-wise. On the one hand, this brings benefits like the opportunity to learn big models by computing layer by layer on a GPU and more independent weight updates compared to gradient descent, which reduces the Scalar Bow Tie Problem. On the other hand, this independence could lead to fewer “paths” through the network, reducing the capability of the network to disentangle factors of variation. Examining this problem by creating and comparing layer-wise dependent and independent learning rules is an interesting direction for future research, and some work has already been done (e.g., [3]).

F. Other Layers and Methods

Since we are in the regime of convolutional Deep Learning architectures, there are plenty of other methods we could test within the context of our modules. In our experiments we choose to investigate batch normalization (38) (with no trainable parameters) and max-pooling (1). Furthermore, SOMs are pretty well studied and there are many improvements over the standard formulation of the SOM, which could be investigated in the future (e.g., the influence of different distance metrics).

IV. EXPERIMENTS

To evaluate our methods we design and follow two model architectures throughout the experiments. For training our CSNNs we do not use any fancy strategies like pre-training, decaying rates or regularization. We simply use the zero-mean and unit-variance of the datasets. Our implementation is in TensorFlow and Keras and available at https://github.com/BonifazStuhr/CSNN

A. Datasets

Cifar10 [39] with its 32 × 32 images and 10 classes is used to evaluate the importance of the proposed building blocks. We split the validation set into 5000 evaluation and test samples. Cifar100 [39] contains 100 classes with which we test the capability of our representation to capture multiple classes. We split the validation set into 5000 evaluation and test samples.

Tiny ImageNet is used to investigate the capability of our models to learn on a dataset with larger images (64 × 64) containing 200 classes with fewer examples.

SOMe ImageNet: We take a subset of ImageNet [40] containing 10100 training, 1700 evaluation and 1700 test samples and 10 classes to test our performance on larger (256 × 256) images. Please refer to our implementation for details.
B. Evaluation Metrics

To evaluate our models we mainly use the representations to train a linear (l), a nonlinear (nl) and a few-shot (fs) classifier. To further evaluate the model we compute the percentage of used neurons per batch (neuron utilization), try to reconstruct the input from the representation and have a look at different neuron activities based on their input class. We prove the stability of our learning processes by reporting 10-fold cross-validation results. Furthermore, we give random (R) baseline performances for our models. At this point we want to highlight the importance of such baselines, e.g., Saxe et al. [41] showed that models with random weights can achieve performances often just a few percent worse than sophisticated unsupervised training methods. Additional plots and visualizations can be found in the Appendix A.

C. Model Architectures and Details

Appendix [A] Fig. [7] shows a CSNN with three maps.

S-CSNN: Our small model consists of two CSNN-layers, each is followed by a batch norm and a max-pooling layer to halve the spatial dimension. The first layer uses a $10 \times 10 \times 1$ SOM-grid (1 head with 100 SOM-neurons), stride 2 and input masks [14] the second layer a $16 \times 16 \times 1$ SOM-grid, stride 1 and masks between neurons [15]. Both layers use a kernel size of $3 \times 3$ and the padding type “same”.

D-CSNN: Our deeper model consists of three CSNN-layers, each is followed by a batch norm and a max-pooling layer to halve the spatial dimension. The first layer uses a $12 \times 12 \times 3$ SOM-grid and input masks [14], all remaining layers use masks between neurons [15]. The second layer consist of a $14 \times 14 \times 3$ SOM-grid, and the third layer of a $16 \times 16 \times 3$ SOM-grid. All layers use a kernel size of $3 \times 3$, a stride of $1 \times 1$ and the padding type “same”. For Tiny ImageNet the layer 1 stride is $2 \times 2$ and for SOnne ImageNet the layer 1 and 2 strides are $3 \times 3$ to keep the representation sizes the same.

Training: We simply set the learning rate of the SOM(s) to 0.1 and the learning rate of the local mask weights to 0.005 for all layers. The neighborhood coefficients for each layer are set to $(1.0, 1.25)$ for the S-CSNN and $(1.0, 1.5, 1.5)$ for the D-CSNN. The individual layers are learned bottom up, one after another, because its easier for deeper layers to learn, when the representations of the previous layers are fully learned. The steps for which each layer will be learned can be defined in a flexible training interval.

Classifiers: Our nl classifier is a three layer MLP (512, 256, num-classes) with batch norm and dropout (0.5, 0.3) between its layers. Our l and fs classifier is simply a fc layer (num-classes). All classifiers use elu activation functions and are trained using the Adam optimizer with standard parameters and batch size 512. To infer the results on the test set we take the training step where the evaluation accuracy of the model was the best (pocket algorithm approach).

D. Objective Function Mismatch

Fig. [4] shows that all models reach their accuracy peak very early in training. Because this peak is often reached before seeing the entire training set and Fig. [8] in Appendix A shows ongoing SOM-weight convergence, it seems likely that the decrease in performance is due to the objective function mismatch between the self-organization process and the ideal objective function to learn features for classification. This is a common problem in unsupervised learning techniques [42]. Taking another, positive view, one could argue that our models require fewer samples to learn representations (e.g., 2000 samples ($\approx 3\%$) of Cifar10 for the D-CSNN-B1 peak). Even more surprising is the huge jump in accuracy (by up to 62%) after the models have only seen 10 examples. This could be a positive effect of reducing the Scalar Bow Tie Problem, but we also want to note that better initialization and not using dropout in the nl classifier leads to better initial performance. Furthermore, we can see that the mask learning rule [12] is superior in this setting for the deeper model and vice versa.

E. Influences of the Methods

The left part of Table [1] shows the influence of our proposed building blocks. We start with our small and deep model with random sconv weights and no masks (RS-NM). Then we incrementally add and train our methods showing that: 1) Training only the SOM (NM) decreases performance. 2) Even static, random masks (RM) or noise masks (NO), which change every training step, lead to a huge accuracy increase. We generated these mask from a uniform distribution in $[-1, 1]$. 3) Training masks (no acronym) increases performance again; even if we leave the SOM untrained (RS), accuracy increases through mask training. 4) Our overall learning increases accuracy by about 10% for the l classifier and 20-65% for the nl classifier compared to the uniform (in $[-1, 1]$) random baseline (R). The low accuracy of the nl classifier for random weights is due to the use of dropout.

In the right part of Table [1] we show that: 1) Increasing the amount of maps (single M) improves performance (1M, 2M, no acronym). 2) Similar performance can be reached if a higher number of smaller maps is used (M-12M: $(6 \times 6, 7 \times 7, 8 \times 8)$). 3) On the other hand, updating neighboring
The neuron utilization of models trained with various batch sizes and mask learning rules on Cifar10. (bottom) The 10-fold few-shot classifier accuracy of these models with increasing shot sizes from 1 to 50 on Cifar10.

Fig. 5. (top) The neuron utilization of models trained with various batch sizes and mask learning rules on Cifar10. (bottom) The 10-fold few-shot classifier accuracy of these models with increasing shot sizes from 1 to 50 on Cifar10.

masks (NH) or not using batch normalization (NBN) decreases performance. We note that for deeper models batch normalization is necessary to prevent too large values in deeper layers (exploding weights). 4) Updating all maps per step (BMU) decreases the performance of the nl classifier. 5) Using training data augmentation (rotations, shifts and horizontal flip) only to create a bigger representation dataset for the classifier learning increases performance (Aug). Analog to [19] we observe that increasing the representation size improves performance, but in contrast classifier training takes not long to converge.

The upper part of Fig. 5 shows that for every model the neuron utilization the percentage of used neurons per input is getting smaller if we move towards deeper layers, indicating that the SOM-neurons of deeper layers specialize in certain inputs. Furthermore, we can see that measuring on a larger batch size leads to slightly higher neuron utilization, indicating that a fair amount of neurons serve a purpose for the dataset and are not dead. In comparison to learning rule (13) the rule (12) leads to a higher neuron utilization, which makes sense due to the fairer competition. We want to note that a higher neuron utilization does not necessarily lead to a higher performance, because a lower neuron utilization may lead to better distinguishable, sparser representations.

The lower part of Fig. 5 shows how the classification accuracy of the 1 classifier increases, when the number of representation vectors per class used to learn the 1 classifier increases, reaching over 41% when trained on 50 examples per class.

F. Performances on the Datasets and Generalization

Table I shows the performance of our best models compared to other methods. For fs training 50 samples per class were used. The model we use for Cifar100, Tiny ImageNet and SOMe ImageNet is not tuned for these datasets. It uses the same hyperparameters as our Cifar10 model (except the training steps for Cifar100). We can see that D-CSNN-B1 is comparable to many recent methods, but seems to lack performance for Tiny ImageNet, maybe because this amount of classes requires bigger models. To additionally test the generalization capability we train our model on one dataset and test it on the remaining datasets, achieving excellent generalization capability, where difference in accuracy lie in the low percentage range.

G. Visual Interpretations

Fig. 6 row b) shows that the input images can be reconstructed from the representation showing a high degree of detail. Furthermore, one can see in rows c) and d) that “similar” classes lead to similar average representations, especially there exist similar spots with high average neuron activities. The classes are sorted according to their $L_1$ distance from the truck class and we can see that the car class is most similar, followed by the horse class. Row e) shows remaining distinguishable differences between average representations of the class and the neighboring class on the right hand side (e.g., the first entry equals the truck minus car average representation).

V. Discussion and Conclusion

In this work we introduced the modular building blocks of CSNNs to learn representations in an unsupervised manner
without Backpropagation. With the proposed CSNN modules which combine CNNs, SOMs and Hebbian learning of masks a new, alternative way for learning unsupervised feature hierarchies has been explored. Along the way we discussed the Scalar Bow Tie Problem and the Objective Function Mis-match: two problems in the field of Deep Learning, which we believe can be potentially solved together and are an interesting direction for future research.
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Fig. 7. Detailed architecture of the S-CSNN with three SOM-maps. The model consists of two CSNN-layers, each is followed by a batch norm and a max-pooling layer to halve the spatial dimension of the output tensor. The first layer uses a $10 \times 10 \times 3$ SOM-grid (3 heads with 100 SOM-neurons), stride $2 \times 2$ and input mask weights. The second layer uses a $16 \times 16 \times 3$ SOM-grid, stride $1 \times 1$ and mask weights between neurons. Both layers use a kernel size of $3 \times 3$ and padding type “same”. Best viewed in color.

Fig. 8. The first row shows the average SOM-weight changes during training of each layer. We can see that each layer was trained bottom up in its defined training interval. The SOM-weights show convergence, which takes longer in deeper layers (and possibly could be improved when learning rates and neighborhood coefficients change over the course of the training). We argue that the reasons for the slower convergence of deeper layers are the increased kernel and SOM-map sizes. The second row shows average mask weight changes. Best viewed in color.
Fig. 9. The layers SOM-weights shown at their SOM-grid and map position throughout the training process of the D-CSNN. Each SOM-image is formed by taking the weights from all SOM-neurons of the map at the current training step, reshaping them to the patch shape (3D) and forming an image by placing them according to the corresponding SOM-neuron coordinates in the SOM-grid. For deeper layers we only show a slice of depth three through the SOM-weights, because it is hard to visualize kernel (SOM-weight) depths larger then three (e.g., the depth 300 when there are three $10 \times 10$ SOMs in the previous layer). We can see that all SOM-weights were trained bottom up in their defined training intervals. Furthermore, this clearly figure shows some kind of self-organization. We want to note that the individual SOM-weights in layer 1 do not necessary represent color, as shown in the following Fig. 10, 11 and 12; the reason for that are the mask weights. Best viewed in color.
Fig. 10. BMU-images for each layer of the D-CSNN created by replacing each patch with the SOM-weight of the BMU, which is reshaped into the 3D patch shape. For deeper layers we only show a slice of depth three through the BMU-weight, because its hard to visualize kernel depths larger then three. Since the D-CSNN-B1 contains three maps, we use the best BMU from all maps of the layer, but it is also possible to inspect individual maps. We can see that the BMUs for deeper layers where noise for the first images, because the layers had not been trained yet. After each layer was trained, patterns emerged. For layer 1 one can see patterns corresponding to the input regions content. These patterns become less interpretable in deeper layers. Image 5 of layer 2 shows that the SOM-weights are not only sensitive to colors, because different backgrounds result in similar BMU patterns. Best viewed in color.
Fig. 11. More BMU-images. Best viewed in color.
Fig. 12. More BMU-images. Best viewed in color.
Fig. 13. Shows a slice of depth one through the mask values of one mask for each layer, where white corresponds to 1.0 and black to −1.0. One can see that throughout the training process these values change slightly, indicating that the local mask learning chooses preferred inputs.
Fig. 14. Shows the neighborhood coefficients of one spatial activation for each layer and map, where white corresponds to 1.0 and black to 0.0. To create one image the flat vector containing the neighborhood coefficients is reshaped to the 2D SOM-grid shape. One can see that the neighborhood is Gaussian and that only the map with the best BMU was updated. Furthermore, one can see that layers are only trained in their defined training intervals $[y, x]$. 
Fig. 15. The accuracy curves for the linear and nonlinear classifier training on the D-CSNN-B1 representations.

Fig. 16. The loss curves for the linear and nonlinear classifier training on the D-CSNN-B1 representations.
Fig. 17. Accuracies of our models trained with our local mask learning rules (S/D for (12) and S2/D2 for (13)) and different batch sizes B. Every point corresponds to an nl classifier trained on the representation of the CSNN, the layers of which were trained layer-wise for the steps shown on the x-axes. Best viewed in color.

Fig. 18. (top) The neuron utilization of models trained with various batch sizes and mask learning rules on Cifar10. (bottom) The 10-fold few-shot classifier accuracy of these models with increasing shot sizes from 1 to 50 on Cifar10.