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Abstract

INTRODUCTION: Contact tracing is a method to track the victims, which have been infected from the host with any particular disease. Therefore, clustering based machine learning techniques can be employed for contact tracing. Contact tracing can be automated by using technology and thus helps us in producing much more accurate and efficient results.

OBJECTIVES: This work aims at finding usefulness of clustering techniques for contact tracing. Two different clustering techniques namely density-based clustering and partitioning-based clustering have been used to analyse corresponding results for COVID-19 infected cases. The dataset is generated from a mock data generator with certain assumptions.

RESULTS: The paper compares DBSCAN and K-means for contact tracing for COVID-19 Pandemic. The comparative analysis of two algorithms is presented.

CONCLUSION: The effectiveness of certain clustering algorithms in COVID-19 contact tracing is analysed. DBSCAN performs well for clustering tasks. This work only focuses on possible techniques useful for contact tracing and does not claim any medical accuracy.
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1. Introduction

The effectiveness of modern technologies such as Artificial Intelligence (AI), Big Data, Internet of Things (IoT), Machine Learning, and Deep Learning [18] in medical sciences and health care has increased at an astounding rate in the past few years [1]. This study intends to analyse and evaluate the effectiveness of various machine learning clustering algorithms in COVID-19 contact tracing. The Coronavirus disease (COVID-19) pandemic has disrupted the economy and lives of people on a global scale. COVID-19 is much more communicable than other viruses like SARS and MERS. But the mortality rate of this virus is lower than the other viruses. Initially, there are very mild or no symptoms for the COVID-19 carrier. The carrier had already spread the virus to the others meeting the carrier before he was tested positive for the virus. This shows us the great need for the 'contact tracing' to find the discreet persons who met COVID-19 virus carrier.

There are multiple ways to put a check the spread of this virus. One of the ways is the pharmaceutical way, which uses vaccination or antibiotics/ anti-viral drugs. Another way is to prohibit people from infecting each other. This can be achieved either by reducing the hygienically related contacts or to trace the contacts of infected individuals. Contact tracing is done either
manually or digitally. In manual contact tracing, health authorities interview the infected individual. The prime agenda of the interview is to identify those individuals who came in close contact with the carrier individual for more than 5-10 minutes in the last 14-21 days [6]. On this basis of context (e.g. indoors/outdoors), proximity (distance of contact between two individuals), duration of contact the health authorities then compute a risk score for each individual coming in contact. However, this is not possible for the carrier to remember all the individuals who met them in the last 14-21 days. They might also have infected unknown individuals, for example, contact with an individual in the supermarket. Also, this chain continues for each infected individual. Moreover, manual contact tracing requires a lot of time and workforce of health authorities.

Therefore, Researchers are aiming to build a technological solution to automate this process via digital contact tracing. The goal of this digital contact tracing is to find rapidly the contacts that are at great risk to be infected. This kind of contact tracing is strongly based on the networks of contact of the people linking together. These contacts can be linked together to form a cluster and from these clusters, we can identify the infected individuals. We can use machine learning techniques to build these clusters. Various types of clustering algorithms are available. These clustering algorithms are of different types like Centroid-based Clustering, Density-based Clustering, Distribution based Clustering, Hierarchical clustering, Partitioning based clustering. In this study, we are focusing on Density-based clustering and partitioning-based clustering.

Density-based clustering is a type of unsupervised learning. This technique utilizes the idea that a cluster is a high point density contiguous region in the data space separated by low point density contiguous region clusters. The data points which are there in the separating regions of low point density are termed as outliers/noise [7-8]. Partitioning-based data clustering is a type of unsupervised learning. This provides us a refined and abstract view of the data structure by partitioning it into a specific number of disjoint groups [9].

Different architectures can be considered to collect the data for tracing purposes. These are the centralized, decentralized, and hybrid approaches [10]. These architectures use the Blue trace protocol where the requirement is that the user should be pre-registered on some central server. This generates a temporary id for each device nearby using Bluetooth technology. These encounters can be recorded and utilized as an input for the clustering algorithms. Tracking coverage and testing delays play a major role in contact tracing. Considering the ideal case having 0 days delay and covering 100% of tracing, we can omit the spread between the individuals up to a significant level.

2. Literature Survey

In [3] the author proposed an extensive review of different clustering techniques present in the data mining. This work provides a piece of detailed information regarding different types of clusters like well-separated clusters, center-based clusters, contiguous clusters, Density-based clusters, and shared property/conceptual clusters. They also mentioned the properties that a good clustering algorithm should have. Different classifications of the clustering have also been discussed like Hierarchical methods, partitioning methods, and Density-based methods. The author concluded that any clustering “is a division of the objects into a group based on a set of rules – it is neither true nor false.”

In [17], the author proposed a Density-Based algorithm that can discover the clusters in the large spatial databases in presence of noise. The algorithm is named DBSCAN. This algorithm fulfills the requirement of clustering in larger spatial databases i.e. minimum knowledge to determine the input parameters and the ability to discover clusters efficiently in large databases with arbitrary shapes. This algorithm relies on the density-based notion of cluster. This algorithm requires only one input parameter. It also supports the user to determine the appropriate value of this input parameter. For the effectiveness and efficiency evaluation of this algorithm, the author used synthetic data and real data of SEQUOIA 2000 bench-mark. The author concluded that the DBSCAN defeated the CLARANS algorithm by a factor greater than 100 in terms of efficiency. Hence, the DBSCAN algorithm is more effective than the CLARANS algorithm in discovering clusters of arbitrary shapes.

In [2] the author introduced a modelling study on the impacts of time intervals on the potency of various contact tracing methods. The projected mathematical model evaluates the impact of time intervals and completeness in various steps involved in tracing strategies. These delays include the interval of the time between getting infected, identifying symptoms, and various testing delays. This proposed model also includes the tracing of close as well as casual contacts. They have also computed the effectual multiplicative numbers of contact tracing approaches with a group of people having distance matrix, different scenarios for the isolation index, and segregation of their contacts. Author concluded that for testing and testing delays of 0 days and tracing coverage of 100%, the effective reproduction number of 1.2 comes down to 0.8 by adding contact tracing. Also, the author concluded that the proportion of onward transmission per index case that can be prohibited depends on the interval of testing and tracing, an interval of 0 days between tracing and testing from up to 79.9% compared to the delay interval of 3 days at 41.8% and 4.9 with a 7-day testing delay.

In [6] author implies a comprehensive review of COVID-19 contact tracing applications in terms of their system design, privacy, Proximity estimation, security, and information management. This work provided
detailed information on different architectures like centralized, Decentralized, and Hybrid. They also provided detailed information regarding the different steps followed in these different architectures. This work also provides details regarding how this different contact-tracing application collects the data and utilizes them in contact tracing and privacy issues related to the data collected by these applications. Different contact tracing applications are analyzed on different protocols specific to privacy, Security, proximity estimation, and data management. The author concluded his work by giving directions for the research of upgraded design of applications on the parameters of tracing and security potency.

3. Materials and Methods

The geographical spread of the different people is shown in Figure 1. The fuzzy Logic System comprises four chief divisions: fuzzifier, rule-base, inference engine, and a de-fuzzifier. Initially, the marks in various attributes are provided as a crisp input to the model. These inputs are then transformed into a fuzzy collection using fuzzy linguistic terms and membership functions. Afterward, they are passed through an IF-ELSE rule base. As a third move, the outcome of fuzzified output is charted to a crisp output by applying the membership functions, in the defuzzification move.

3.1 Dataset Description

The data set of this work has been collected from an online mock data generator [15], which contains geographical location data of different individuals. This dataset is meant to test only one of many possible scenarios on contact tracing models; it doesn't however claim to cover all possible cases and variations that exist in the real world. The generated dataset contains 100 total location tags of 10 different individuals, 12 UNIX timestamps have also been supplied with a gap of 60 minutes (i.e. 3600 seconds) to mimic the real-world movement of people over an area [16]. Every record of the dataset contains its corresponding unique identifier column called id, this is only meant to distinguish between records of the same individuals. Each record is in the form of a JSON object.

3.2 Pre-Processing Steps

The dataset used for this study must abide by certain criterion to be used effectively during model training:

3.2.1 Population Density
Since the important factor in the transmission of this virus is contact and transmission through air, so closer the distance between people greater are the chances of spreading the virus. Therefore, the population density plays a vital role in performance algorithms on the dataset. If the geographical locations of individuals are far apart or greater than a certain minimum transmission distance, the actual propagation of contagion may not take place.

3.2.2 Time Constraint
The physical presence of any two individuals not only should be within 6 feet of each other but the time at which they come in contact with each other should also be the same, otherwise, virus transmission would not take place. In the real world, people would commute from one place to another and in doing so come in contact with multiple people and thus greatly increasing the probability of contagion infecting people in their vicinity. Hence, the dataset must have a balanced number of records with similar timestamp values.

3.2.3 Number of instances of each individual
The number of records of each individual must be more than one in number to encompass the movement of an infected individual between multiple locations; this would provide an accurate simulation for the real-life movement of people. In this work, the mock dataset generated contains 10 instances of each differentiable by timestamp and geographic location tags.

3.3 Model Formulation

Clustering deals with the partition of different data elements or entities and combines those forming groups based on similarity in characteristics called clusters. Clusters are entities that share similar characteristics among themselves whilst dissimilar characteristics with objects of other cluster [3]. It’s a data analysis technique used in data science to identify or discover certain patterns or characteristics of data and group them accordingly for gaining insights about the data. Representation of data using fewer clusters leads to
inevitable data loss or loss of certain finer details but it also leads to simplification and overall generalization [3]. Clustering is an unsupervised machine learning technique. It is a machine learning technique in which user supervision is not necessary. The data need not be labelled and the model discovers patterns on its own and clusters/groups them accordingly. For the abovementioned reasons clustering algorithms are not only utilized for data organization and data categorization rather for data compression applications and model construction. By extracting similarities in the data, it is relatively less complex to represent the data using lesser symbols or notations [4].

Clustering techniques generate groups or clusters that should suffice the following criteria: Homogeneity; instances that belong to the same cluster are similar to each other and Intra-cluster non-homogeneity; each cluster varies from other clusters in terms of their objective characteristics. The clusters thus generated may have different characteristics [3-4]: Exclusive; any instance belongs to only one group. Overlapping; any instance may belong to multiple clusters, Probabilistic; an instance may have a certain probability of belongingness to a cluster. In this study, we have implemented two different clustering techniques:

3.3.1 Density-based Clustering:
Summation of the density functions of every object is termed as the overall density of the data points. Clusters thus formed determined by parameters called density attractors, where the aforementioned local maxima of the overall density function are termed as density attractors. The influence, however, may be arbitrary [3]. Clusters are formed based on the density of the region- examples are DBSCAN (Density-Based Spatial Clustering of Application with Noise) and OPTICS (Ordering Points to Identify Clustering Structure). DBSCAN is a widely used clustering algorithm. It does not require cluster numbers as a parameter; it infers the cluster numbers according to the data. The clusters generated by it can take arbitrary shapes; the clusters generated by K-means usually take spherical shape. Figure 2 is representing non-linear separable clusters whereas figure 3 shows linear separable clusters.

3.3.2 Partitioning-based Clustering:
The data is partitioned into \( k \) units and each unit is termed as a cluster- examples are K-means, CLARANS (Clustering Large Applications based upon Randomized Search) as shown in figure 4. K-means begins with selecting \( k \) numbers of centroids (\( K \) is a hyper-parameter selected by the user depending upon the data characteristics, Model specification, and requirements) and iteratively readjusting the positions of centroids. When there is a relatively minute change, in the position of the centroids, the iteration is terminated and final clusters are obtained. The distance metric is chosen depending upon the data – examples are Euclidean distance, Manhattan distance, Hamming distance, etc.

3.3.3 Mathematical Analysis:
A set of \( n \) vectors \( X_i, j = 1, \ldots, n \) have to partition into \( c \) groups \( G_i, i = 1, \ldots, c \). The cost function, which can be based on Euclidean distance, Manhattan Distance or Hamming Distance between any vector \( X_k \) in group \( j \) and the corresponding cluster \( c_i \), can be defined by [4]. Where \( J_i \) is the cost function within the group \( i \).
K-Means algorithm requires a parameter $k$ that defines the number of clusters. There are two most commonly used methods of selecting the optimal number of clusters from K-Means; Elbow Method and Silhouette Methods. The basic idea behind elbow methods is testing every number $k$ and evaluating the value of cost function for each value of $k$ and plotting a graph for the same.

$$J = \sum_{i=1}^{c} I_i = \sum_{i=1}^{c} \left( \sum_{k \in \mathbb{Z}} \left| x_i - c_i \right|^2 \right)$$ (1)



The optimum cluster numbers can be decided by the elbow method and exploratory data analysis. Once the cluster formation is complete, tracing the infected individual is simple. We assume that any person 'person.a' is infected, the model will simply find the cluster with 'person.a' with associated 'id' from the dataset and append the 'person.a' along with other entities (people) in the cluster into the infected list. After this step, each unique name from the list is extracted and the previous step is re-iterated until no more infected people are found then the iteration terminates. From the aforementioned steps, the formulated model generates a list of infected individuals.

4. Experimental Results and Discussion

There are various clustering algorithms and therefore various implementations. The performance algorithms depend upon the programming language utilized by the programmers to implement them, the underlying data structures, the computing node, and the dataset. An implementation in C and C++ will surely result in higher performance than the ones implemented purely in python. However, the underlying data structures can greatly affect the overall asymptotic performance of the algorithm. Similarly, the dataset also plays a pivotal role in the performance of algorithms. The size and statistical distribution of the dataset can have different effects in different algorithms. Hence, below we perform a comparative study of multiple clustering algorithms and datasets of varying sizes, where each algorithm is executed on a battery of randomly generated datasets of different sizes to accurately capture the worst-case performance on a broader spectrum. Fig. 5 and Fig. 6 depict two of the many dataset sub-types utilized to test the algorithms. The dataset depicted in Fig. 6 below has been reduced in dimensions, features, and sample size for the sake of formatting purposes in this paper [12]. The different clustering algorithm implementations being tested are mentioned below:

1. K-Means clustering (Sklearn and Scipy)
2. DBSCAN clustering
3. Agglomerative clustering (Sklearn and Scipy)
4. Spectral clustering
During testing runs, ten different clustering algorithms were run many times over twenty-two datasets of varying sizes. If these algorithms were to run completely then they would be requiring hours of run-time on a workstation of standard configuration, hence run-time was cropped to 45 seconds per run for relatively slower algorithms. The comparison of all the above implementations of clustering algorithms is done by fitting a regression function to obtain a general scaling trend. We use the seaborn library that provides regplot which supports higher-order regression through the dataset. The trend lines or regression lines corresponding to each algorithm include a point to mark mean and one error bar which covers the range of data [12].

4.1 K-Means result

Before obtaining clusters with the K-means algorithm, we require optimal cluster numbers that would be passed as a parameter to the K-means model. The most common and effective way of obtaining the optimum cluster numbers is via Elbow method which works by evaluating the output of the cost function for arbitrary values of $k$ i.e. number of clusters. We usually plot a graph between the numbers of clusters ($k$) on x-axis and cost function values on y-axis. The graph appears to be flattening for a critical value of $k$; at this point an elbow appears to be forming in the
plotline. From Fig. 8, we can observe graph appears to be flattening at $k = 6$.

![Elbow Method](image1)

**Figure 8.** Optimal number of the cluster for K-means generated by Elbow method

Then we can obtain cluster formations from K-means with the number of clusters as 6. In Fig. 10, we can observe 6 clusters. In most of these clusters, there are several data points with distances greater than 6 feet. We can make this remark by comparing cluster data points with the data set locations. This is the major drawback as in our model formulation, we discussed that each formed cluster would be assumed to have samples with a distance of approximately 6 feet among them. Therefore, we can safely assume that to represent the correct relationship between sample points, the number of clusters must be increased. We evaluate the distances among the sample points of each cluster formed during every iteration of K-means while increasing the number of clusters gradually. We arrive at a convincing state when the number of clusters was in the range 25-35, which can be clearly observed from Fig. 9.

![Cluster number=6](image2)

**Figure 10.** Cluster number=6

4.2 DBSCAN Result:

Similarly, we generated clusters with DBSCAN. It requires parameter $\epsilon$ (the similarity between the sample points), $min\_samples$ (minimum number of sample points to form a relationship), and metric (the types of distance measure). After providing all these parameters with appropriate values, DBSCAN generated 28 clusters, each cluster containing a sample point with the distance of approximate distance of 6 feet between them. Cluster formation is shown below in Fig. 11.

![Cluster formation of DBSCAN with eps=6 feet](image3)

**Figure 11.** Cluster formation of DBSCAN with eps=6 feet

After obtaining clusters from both clustering approaches, we can execute the rest of the contact tracing approaches discussed earlier. Fig. 12 depicts the infected list with patient 0 as Sarsij.
COVID-19 contact tracing is analysed. We can surmise that DBSCAN performs well and is less complex to implement for clustering tasks. In the future with the increment of the computational capacity of scientific as well as consumer device Artificial Intelligence, based operations will be implemented with greater efficiency. Algorithms with the help of enhanced computing machines will be able to identify and extract a greater amount of patterns and thus will be able to categorize and cluster data points with greater precision and logic which will surely help in contact tracing applications.
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