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Abstract: Neural network modeling for nonlinear time series predicts modeling speed and computational complexity. An improved method for dynamic modeling and prediction of neural networks is proposed. Simulations of the nonlinear time series are performed, and the idea and theory of optimizing the initial weights and threshold of the GA algorithm are discussed in detail. It has been proved that the use of GA-BP neural network in cigarette sales forecast is 80% higher than before, and this method has higher accuracy and accuracy than the gray system method.
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1 Introduction

Under the background of the implementation of “organization of supply according to order” in country’s cigarette industry, the accuracy of cigarette sales forecasts directly affects the purchase plan and inventory decision-making of tobacco companies. There are many factors affecting cigarette sales, such as market size, economic development level, and seasonal fluctuations, these factors interact and affect the sales of cigarettes together. At the same time, the monthly and quarterly cigarette sales have obvious time-series dual trend changes; that is, it shows overall trend variability and seasonal volatility [1]. The commonly used methods for double trend forecasting include linear regression, neural network, and time-series methods. As far as my country’s tobacco industry is concerned, due to the extremely strong industry planning, the changes in consumer demand for smokers are relatively stable, and there is basically no market-based competition, the time-series decomposition method can be used for sales forecasting [2]. Since any time series can be regarded as an input and output system determined by a nonlinear relationship, the modeling essence of time-series forecasting is a nonlinear parameter fitting process, as shown in Figure 1.

Neural networks can be used for many non-parametric, non-linear classification and prediction problems. Adopting neural network to predict time series does not need to make assumptions about the characteristics of the series in advance, there is no need to establish precise input and output rules for the system, and it is a nonlinear mapping relationship trained based on the input set and the expected pattern through a self-learning process. According to Kolmogorov’s theorem, EBP (error back propagation) neural network can approximate any rational function with arbitrary accuracy. That is, a three-layer EBP network can complete any m-dimensional to n-dimensional mapping [3].

Introduce the method of using neural networks for time-series modeling and prediction, an improved dynamic modeling and prediction method is proposed, and finally, a simulation example is given.

2 Literature review

The main purpose is to combine the BP network and the GA algorithm to form a GA-BP network to train and
predict the time series. Studies have shown that Duan et al. considered the defects of the BP network and the advantages of the GA algorithm, combining the two for training and prediction is a strategy to improve prediction accuracy. The main techniques are as follows: Initially given a neural network, use the GA algorithm to optimize the initial weight and threshold of the neural network, when the algorithm reaches a certain convergence requirement, the neural network is used for secondary training, in this way, the local optimum is avoided and the goal of improving the accuracy and speed of network training is achieved \[4\]. As shown in Figure 2, Kasmuri et al. believe that any time series can be regarded as an input and output system determined by a nonlinear mechanism, and the data in the forecast are all from a single discrete sequence; therefore, the back propagation direction can be used in the application for memory training and prediction; that is, the associative memory function of the network can be used to predict the nonlinear time series \[5\].

A fast nonlinear effect estimation method based on the fractional Fourier transform was proposed by Huang et al. For nonlinear phase noise from single-mode 10 G Porter OOK and RZ-QPSK signals with a fiber length range of 0–200 km and 1–10 mW, the self-phase modulation effect was accurately estimated. Pulse window adding was used to search for the best fractions of the OOK and RZ-QPSK signals. Since the nonlinear phase shift caused by the SPM effect is small, conventional methods fail to accurately exactly the best fractional of the signal.

![Figure 1: Time-series prediction flow.](image1)

![Figure 2: Combined model predictions.](image2)

The simulation results are consistent with the theoretical analysis, and the proposed method is suitable for signals with similar characteristics to Gaussian pulses \[6\]. A hybrid prediction method based on support vector machines is proposed by Mu et al. Comparative analysis of municipal cigarette sales predicted using scanning hall probe microscopy, (SHPM), linear regression, ARIMA (autoregressive integrated moving average), and support vector machine, (SVM), respectively. The results show that it is feasible to predict cigarette sales by the SVM method. The prediction error of SVM, linear regression, and ARIMA was reduced by 9.58, 11.83, and 45.79%, respectively; the SHPM prediction method was more effective \[7\]. A maximum information utilization generalized learning system (MIE-BLS) for extreme information utilization by Han for modeling large-scale chaotic time series, etc. To effectively capture the linear information of chaotic systems, an improved leaky integration dynamic library is introduced. It can not only capture information about the current state, but also implement a trade-off with the historical state in a dynamic system. In addition, the features are mapped to the enhancement layer by nonlinear random mapping to exploit the nonlinear information. The cascade mechanism facilitates information propagation in dynamic modeling and enables the reactivation of features. MIE-BLS has better information detection performance in modeling large-scale dynamical systems \[8\]. A method for multivariable dynamic modeling and multistep prediction of nonlinear chemical processes using alternative models is proposed by Shokry et al. The proposed method provides a systematic and robust procedure for the development of data-driven dynamic models that can predict process outputs over longer time ranges. It is based on
building multiple nonlinear autoregressive exogenous models (NARX) using proxy models, each approximating the future behavior of process output, as a function of the input and output of current and previous processes. The developed dynamic model is used in recursive mode to predict the future output of multiple time steps (multiple-step advance prediction) [9]. A failure time-series prediction method was proposed by Sun et al. The proposed method first uses the ensemble empirical mode decomposition to decompose the original failure sequence into several significant fluctuations and one trend component and then predicts them separately using the SVR and ARIMA. The performance of this model is compared with other single models (such as Holt-Winters, autoregressive integrated moving average, multiple linear regression, and grouped data processing methods for seven published nonlinear non-stationary failure data sets). Comparative results show that the proposed model outperforms other techniques and can serve as a promising tool for fault data prediction applications [10].

Chen developed a systematic framework for improved prediction models designed to advance all range of predictions, etc. The starting model in this new framework belongs to a class of rich nonlinear systems with a conditional Gaussian structure. These models allow for efficient nonlinear smooth state estimation using part of the observations, thereby facilitating fast parameter estimation based on the expectation-maximization algorithm. Nonlinear smoothers, under partially observed time series, further improve the effective backward sampling of hidden trajectories, whose kinetic and statistical properties allow for a systematic quantification of model errors through information theory. Sampling trajectories are then used as recovered observations of hidden variables, facilitating the further improvement of prediction models using generic nonlinear data-driven modeling techniques [11].

Future stock prices are predicted through the NARX model. Stocks with high prediction accuracy were used to form the four portfolios. Finally, the positive probability, negative probability, and stock yield were used as the target function. Genetics is used to solve the Pareto optimal multi-objective optimization problem of asset allocation. The combination of a NARX with the genetic algorithm (GA) effectively compensates for the deficiency of traditional methods. The four portfolios constructed by this method yielded higher than market yields and were verified by real data from each quarter of 2018. Furthermore, it is noteworthy that univariate model error input only one macroscopic factor without considering microscopic factors. In future studies, the sample size can be expanded to further improve its effectiveness [12]. A novel loss function for training time-series models in an end-to-end manner in the presence of missing values is proposed by Ma et al. The framework can handle the interpolation of random missing inputs and continuous missing inputs. Furthermore, when performing a time-series prediction of the missing values, the LIME-recurrent neural network allows for simultaneous interpolation and prediction. The effectiveness of the model is demonstrated by extensive experimental evaluation of both univariate and multivariate time series, achieving state-of-the-art performance on synthetic and real data [13].

The innovation point of this article is that GA-BP is used to predict the sales of cigarettes by the neural network. The article explains the principle of the GA-BP neural network algorithm, processes the cigarette sales data, establishes the cigarette sales neural network prediction model, and trains and simulates the data. Comparative analysis with actual sales volume proved that the prediction result of GA-BP neural network was accurate.

### 3 GA-BP neural network and cigarette sales

#### 3.1 The training and prediction principle of BP neural network

The basic steps of using the BP neural network for time-series modeling and forecasting are mainly divided into three steps:

1) Determine the dimensionality of the input layer: First, divide the time series into two parts. The first part is roughly twice the size of the other part, the size of the starting window can be chosen arbitrarily; that is, the number of input neurons can be set to any initial value, use the first part to train the network, and the resulting network is used to predict the second part and calculate the prediction error. Change the window from small to large, until as the window size increases, the prediction accuracy is no longer significantly improved, and the window size at this time is the dimension of the input layer.

2) Train the network: Use all sequences as training samples to train the network to obtain the neural network prediction model of the time sequence [14].

3) Prediction: Use the obtained model to make predictions. The main problem faced in the practical application of time-series modeling and forecasting using the BP neural network, the first is the learning
efficiency of BP network. Since the BP algorithm uses the gradient descent method to adjust the connection weights, it is inevitable that the network learning speed will be slower, and it is easy to sink into a local minimum or enter a flat area, resulting in failure to converge; At the same time, BP network, by its nature, is just a nonlinear mapping system, not a nonlinear dynamic system; without dynamic adaptability, it is difficult to meet the requirements of real-time systems; In addition, in order to obtain satisfactory prediction accuracy, the accuracy of the sample data is required to be high.

Second, it can be seen from the above modeling steps that the main factors that affect the modeling speed are as follows:
1) When determining the order, use multiple sets of samples for training, prediction, and comparison of prediction accuracy, and then get the number of network input layer units, which is bound to consume a lot of time;
2) Use all samples for training, and then make predictions, the increase in the number of samples can easily lead to the expansion of calculations, especially when a new sample is added, all previous samples must be added to the retraining, which will not only extend the training time [15]; moreover, because the information contained in the BP network is limited, it is easy to cause the network to fail to converge. In response to these problems, a dynamic modeling and prediction method is proposed below. Now introduce this method with one-step prediction, and the multi-step prediction method can be analogized.

3.2 The key process of optimizing neural network with GA calculation

The process of optimizing the connection weight and threshold of the neural network with the GA algorithm has the following three main processes: (i) The expression of the gene (i.e., the code that determines the weight and threshold). (ii) Estimation of individual fitness. (iii) Use evolutionary operators (including selection, crossover, and mutation). On the basis of the above three steps, the algorithm iteratively optimizes until the conditions are met.

1) Coding

First build a BP neural network, the ownership value and threshold of the network (including the weight matrix from the input layer to the hidden layer, the weight matrix from the hidden layer to the output layer, the hidden layer threshold, and the output layer threshold) are regarded as a set of ordered chromosomes; according to the number of weights and thresholds, it is represented by a real variable of the corresponding dimension. The direct use of real number coding is because: (i) The number of patterns in the population is only related to the population size and chromosome length [16]. (ii) It is a direct natural description of the continuous parameter optimization problem, there is no encoding and decoding process between decimal and binary. (iii) It can improve the accuracy and speed of calculation, reduce the complexity of calculation, and improve the efficiency of calculation.

\[ X = [w_{11}, w_{12}, \ldots, w_{m1}, w_{12}, \ldots, v_{11}, v_{12}, \ldots, v_{pm}, \theta_1, \theta_2, \ldots, \theta_m, t_1, t_2, \ldots, t_p]. \]

2) Adaptability

In the evolution of GAs, the evaluation of chromosomes is done by fitness function, the calculation of the fitness function value is very important, and it is the basis for selecting the operation [17]. The search goal of the GA is to obtain network weights and thresholds that minimize the sum of squared errors of the network in all evolutionary generations; the GA is evolving in the direction of increasing the value of the fitness function. According to the neural network corresponding to each individual (weight and threshold), the sum of squared errors of the BP network is calculated, and the fitness function uses the reciprocal of the sum of squares of network errors:

\[ E(X_i) = \frac{1}{2} \sum_{k=1}^{l} \sum_{j=1}^{p} (d_{kj} - o_{kj})^2, \]

\[ f(X_i) = E^{-1}(X_i), \]

where \( o_{kj} \) represents the \( i \)th individual (chromosome string) (i.e., the ordered vector of weights and thresholds), the output value of the \( k \)th training sample at the \( j \)th output node; \( d_{kj} \) is the expected output value; \( l \) is the number of training samples; \( p \) is the number of neurons in the output layer, and \( i = 1, 2, \ldots, N \) (\( N \) is the population size). Obviously, \( f(X_i) \) represents the fitness of the \( i \)th gene chain.

3) Evolutionary operation

a) Gene selection: According to formula (8), the fitness value of each individual in the population can be obtained. Sort their sizes in descending order, and then use the fitness ratio selection method (roulette
b) Keegan Crossover: The use of crossover operators enables the algorithm to find a better individual coding structure from a global perspective. Suppose the two gene chains to be involved in the crossover operation are $X_i$ and $X_j$ ($X_i$’s fitness is greater than $X_j$’s fitness), the chromosomes at corresponding positions on the chain are A and B, respectively, and the following two intermediate variables are defined:

$$
\Delta^i_j = \begin{cases} 
\min \left\{ \frac{1 + p_c (x_i - x_j)}{2}, x_{\text{max}} \right\} \\
\max \left\{ \frac{1 + p_c (x_i - x_j)}{2}, x_{\text{min}} \right\}
\end{cases},
$$

(4)

$$
\Delta^j_i = \begin{cases} 
\max \left\{ \frac{1 + p_c (x_j - x_i) + x_i}{2}, x_{\text{min}} \right\} \\
\min \left\{ \frac{1 + p_c (x_j - x_i) + x_i}{2}, x_{\text{min}} \right\}
\end{cases}.
$$

(5)

c) Genetic mutation: In order to make the individual closer to the optimal solution from a local perspective, and to accelerate the convergence of the algorithm when approaching the optimal solution neighborhood, use a uniformly distributed random number to replace the original gene, so that the individual can move freely in the search space; that is, the mutation point $k$ is randomly selected among the parent individuals, and the new gene value of the mutation point is:

$$
\hat{x}_k = x_{\text{min}} + \beta \cdot (x_{\text{max}} - x_{\text{min}}),
$$

(6)

where $x_{\text{min}}$ and $x_{\text{max}}$ are the minimum and maximum values of the initial individual target variables, respectively; $\beta$ is a random number uniformly distributed in $[0, 1]$. If the crossover operator finds better individuals globally, the mutation operator adjusts and optimizes the coding structure in the details of the search space. The use of gene mutation can improve the local search ability of the algorithm and maintain the diversity of the group [19]. The combined flowchart of the BP network and GA algorithm is shown in Figure 3.

### 3.3 Forecasting methods of nonlinear time series

For one-dimensional nonlinear time series $x(t)$, $t \in [0, 1]$, if you want to predict the value of $x(t + 1)$ time, first, we must construct the structural form of the BP network, that is, determine the number of input nodes and output nodes, better reveal the relevance of non-time series in the time-delayed state space, for a single time series, and use the overlap and partial overlap methods of the training part and the test part to predict. The specific method is as follows:

$x_1, x_2, x_3, ..., x_0$ is a single time series, to predict the value of $x_{n+1}, x_4, x_{k+1}, ..., x_{k+n}$ can be taken as $k$ input samples, use $\left( \frac{-1}{2} + \frac{1}{1 + \exp(-x_{k+n})} \right)$ as the $k$th corresponding teacher, and the corresponding value $x_{k+n+1}$ is predicted.
3.4 Cigarette sales forecast

Compared with annual sales and quarterly sales forecasts, monthly cigarette sales forecasts are more difficult. The monthly data of the influencing factors used in the annual and quarterly sales forecasts are difficult to collect, and it is inconvenient to do multiple regression analysis. Therefore, academia usually uses the time-series method to predict the monthly sales of cigarettes and summarizes the monthly sales forecasts to predict quarterly or annual sales.

Time-series analysis is the theory and method of establishing mathematical models through curve fitting and parameter estimation based on the time-series data obtained from system observations. Time-series forecasting is simple and practical, the existing literature has proposed a variety of methods for double trend time-series forecasting, and the most common one is the autoregressive moving average model, which requires time-series data to be stationary after differentiation, in addition, when doing multi-step forecasting. It is easy to bias toward the average value just like the exponential model and the threshold regression model, resulting in large errors; BP neural network has also been widely used, but it often ignores some huge noise or non-stationary data, ignores the overall growth trend of the sequence, and makes its prediction results generally lower than actual observations [20]. Although the call blocking probability model is structurally isotropic, the BP neural network has been partially improved, however, the cyclical volatility of the dual trend time series is ignored, and its forecasting effect is relatively poor. The gray G(1, 1) model can only fit the trend part of the time series well, but for periodic volatility, its prediction accuracy is significantly reduced. The traditional moving average method and exponential smoothing method often have lag errors.

4 Experimental analysis

Construct a prediction model based on the monthly data of cigarette sales in a province from 2015 to 2020 and use the data from January to June 2021 to test the prediction model [21,22]. Among them, the sales in the 6 months of 2018 are shown in Table 1. After obtaining the real data, it is necessary to analyze the data to discover the characteristics and connections of the data itself. First, you can draw a scatter plot of the sales data in chronological order, as shown in Figure 4.

Figure 4 shows that the monthly sales volume of cigarettes shows obvious cyclical fluctuations, sales fell sharply in March, increased significantly in September and October, and fell sharply in November. This fully shows that traditional festivals such as Spring Festival and Mid-Autumn Festival have a great influence on cigarette sales [23,24]. It is precisely because of the large volatility caused by this impact that it also increases the possible errors in the forecast of monthly cigarette sales. Second, draw a graph of sales changes in each month over the years, the ordinate is the monthly sales. Except for cigarette sales in January and February each year, which fluctuated greatly and showed an upward trend, the rest of the months showed a steady upward trend. Generally speaking, there is a gradual increasing trend over the same period, but the increase rate is not large [25,26].

| Month | January | February | March | April | May | June |
|-------|---------|----------|-------|-------|-----|------|
| Sales volume (ten thousand Yuan) | 2.33 | 2.71 | 2.62 | 2.54 | 2.44 | 2.26 |
| 1.68 | 1.58 | 2.68 | 3.08 | 1.58 | 1.62 |
| 1.02 | 1.32 | 1.62 | 0.92 | 3.02 | 3.09 |
| 1.99 | 2.39 | 3.09 | 1.29 | 1.19 | 1.29 |
| 2.12 | 2.62 | 2.32 | 2.22 | 2.11 | 2.08 |
| 2.46 | 1.46 | 0.49 | 2.47 | 0.94 | 1.99 |
| 2.77 | 3.57 | 2.27 | 2.47 | 2.67 | 2.46 |
| 1.84 | 1.84 | 1.54 | 2.24 | 2.84 | 2.32 |
| 3.12 | 0.92 | 2.72 | 3.01 | 2.62 | 0.49 |

Figure 4: Scatter plot of monthly cigarette sales from 2015 to 2020.
2015.01 to 2020.12 are analyzed and forecasted. Step 1: Calculate the long-term trend \( T \), draw the data after moving average and centralization processing into a TC scatter diagram (Figure 5), and perform curve estimation.

Figure 5 shows that the entire image is a straight line with a negative slope, therefore, consider the time \( t \) as the independent variable, use TC as the dependent variable to do a linear fitting of sales \( T \), according to the processed cigarette sales data, the regression equation of the model fitted with Eviews is:

\[
\hat{T} = 132022.6 + 351.3505t. \tag{7}
\]

The regression coefficients are statistically significant at the 95% confidence level. The coefficient of determination \( R^2 = 0.983582 \) of the regression equation indicates that the regression model has a high degree of fit. The \( P \) value of the \( F \) test is close to 0, which means that the model is statistically significant [27,28].

Step 2: Calculate the seasonal index, as shown in Table 2.

Step 3: Get the predicted value. Calculate \( T \) according to formula (4), and then calculate the final predicted value according to formula (6). In the monthly forecast results, the average relative error \( \circ \) is 4.451%, and the range is between 0.134 and 29.499%; among them, the relative error of 89.286% falls within the 10% interval. The comparison between monthly sales and forecast results is shown in Figure 6.

As can be seen from Figure 6, the time-series decomposition method can effectively simulate the seasonal and periodic characteristics of cigarette sales based on historical sales data, but the error of some series points is too large. In the prediction results, there are 28 sequence points with an error greater than 5%; among them, points greater than 10% basically occur in December, January, and February (marked by underline), and the rest are distributed in April, May, August, and September. The sales data still include the influence of certain fixed factors, causing the forecast error to be too large in a fixed period; these sequence points are similar to traditional Chinese festivals, so it can be inferred that the forecast errors in the previous few months are relatively large, mainly because of the influence of traditional lunar festivals (such as Spring Festival, Dragon Boat Festival, and Mid-Autumn Festival) [29,30]. Traditional festivals are different from the solar calendar, and the data are summarized based on the solar calendar; therefore, there is an abnormality during traditional festivals that is related to this, but this factor interferes with the cyclical law, and the forecast error will fluctuate randomly with the distribution of the lunar calendar, which reduces the reliability of the forecast.

By comparing the above experiment analysis: (i) based on BP neural network, prediction model is indeed a considerable prediction method, simply increasing a certain number of hidden layers is conducive to the

---

**Table 2: Seasonal index of monthly cigarette sales**

| Month | 1     | 2     | 3     | 4     | 5     | 6     |
|-------|-------|-------|-------|-------|-------|-------|
|       | 1.6873| 1.0407| 0.8467| 0.8804| 0.9463| 0.9626|
| Month | 7     | 8     | 9     | 10    | 11    | 12    |
|       | 0.9570| 0.9715| 1.0395| 0.9415| 0.9112| 0.8153|

---

**Figure 5:** TC scatter plot of monthly cigarette sales.

**Figure 6:** Comparison of the effect of the monthly sales forecast.
model prediction accuracy, but also increasing the complexity of the model, reducing the model training efficiency, and by introducing the dynamic learning rate in the model training process can improve the model training efficiency to a certain extent. (ii) After using the GA optimization, the training speed of the neural network model has been greatly improved, the convergence speed of the model is accelerated, and the prediction accuracy of the model is also improved. (iii) In the experiment, the GRNN neural network was used to establish a time-series prediction model to predict the cigarette sales volume. Compared with the GRNN model and the GA-BP neural network prediction model, according to the two model evaluation indicators of the average absolute error and the mean square error, the accuracy of the GRNN prediction model is slightly lacking. Therefore, the GA-BP neural network prediction model studied in this article has a high feasibility.

5 Conclusion

The time-series decomposition method is based on the solar calendar time, without considering the influence of my country’s lunar festivals, since the lunar calendar and the solar calendar are not synchronized, the lunar calendar has become a floating factor. If it is not analyzed and corrected, it will affect the prediction accuracy to a greater extent. Through the test of a sample of monthly cigarette sales in a certain province, the time-series decomposition model with dummy variables is introduced to more closely fit the law and trend of changes in monthly cigarette sales and can specifically measure the degree of influence of traditional festivals on cigarette sales. In addition, the comparison of the three aspects of error, fit, and predictive ability all shows that the improved model can significantly improve the accuracy of prediction and can help tobacco companies set up safety stocks and reduce capital occupation. At the same time, the dummy variables in the model can be set according to actual forecasting needs, which has a high degree of flexibility and feasibility; it can be a good reference for other forecasting work. The prediction of tobacco sales using neural network technology is a very challenging task because sales data are vulnerable to many factors and is an extremely complex nonlinear system. In the study of this article, although good prediction results were obtained according to the previous sales data of cigarette factories, they did not consider the impact of domestic environmental policy factors and some non-digital factors, that is, the predictive factors are relatively single. Second, due to the lack of data, cigarette sales in different regions were not analyzed in more detail. Therefore, in the later study, more sales factors can be considered if conditions permit and comprehensively analyze the impact of different factors on the actual cigarette sales, so as to make more sales decisions conducive to enterprises.
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