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Chatbots are a promising technology with the potential to enhance workplaces and everyday life. In terms of scalability and accessibility, they also offer unique possibilities as communication and information tools for digital learning. In this paper, we present a systematic literature review investigating the areas of education where chatbots have already been applied, explore the pedagogical roles of chatbots, the use of chatbots for mentoring purposes, and their potential to personalize education. We conducted a preliminary analysis of 2,678 publications to perform this literature review, which allowed us to identify 74 relevant publications for chatbots’ application in education. Through this, we address five research questions that, together, allow us to explore the current state-of-the-art of this educational technology. We conclude our systematic review by pointing to three main research challenges: 1) Aligning chatbot evaluations with implementation objectives, 2) Exploring the potential of chatbots for mentoring students, and 3) Exploring and leveraging adaptation capabilities of chatbots. For all three challenges, we discuss opportunities for future research.
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INTRODUCTION

Educational Technologies enable distance learning models and provide students with the opportunity to learn at their own pace. They have found their way into schools and higher education institutions through Learning Management Systems and Massive Open Online Courses, enabling teachers to scale up good teaching practices (Ferguson and Sharples, 2014) and allowing students to access learning material ubiquitously (Virtanen et al., 2018).

Despite the innovative power of educational technologies, most commonly used technologies do not substantially change teachers’ role. Typical teaching activities like providing students with feedback, motivating them, or adapting course content to specific student groups are still entrusted exclusively to teachers, even in digital learning environments. This can lead to the teacher-bandwidth problem (Wiley and Edwards, 2002), the result of a shortage of teaching staff to provide highly informative and competence-oriented feedback at large scale. Nowadays, however, computers and other digital devices open up far-reaching possibilities that have not yet been fully exploited. For example, incorporating process data can provide students with insights into their learning progress and bring new possibilities for formative feedback, self-reflection, and competence development (Quincey et al., 2019). According to (Hattie, 2009), feedback in terms of learning success has a mean
effect size of $d = 0.75$, while (Wisniewski et al., 2019) even report a mean effect of $d = 0.99$ for highly informative feedback. Such feedback provides suitable conditions for self-directed learning (Winne and Hadwin, 2008) and effective metacognitive control of the learning process (Nelson and Narens, 1994).

One of the educational technologies designed to provide actionable feedback in this regard is Learning Analytics. Learning Analytics is defined as the research area that focuses on collecting traces that learners leave behind and using those traces to improve learning (Duval and Verbert, 2012; Greller and Drachsler, 2012). Learning Analytics can be used both by students to reflect on their own learning progress and by teachers to continuously assess the students’ efforts and provide actionable feedback. Another relevant educational technology is Intelligent Tutoring Systems. Intelligent Tutoring Systems are defined as computerized learning environments that incorporate computational models (Graesser et al., 2001) and provide feedback based on learning progress. Educational technologies specifically focused on feedback for help-seekers, comparable to raising hands in the classroom, are Dialogue Systems and Pedagogical Conversational Agents (Lester et al., 1997). These technologies can simulate conversational partners and provide feedback through natural language (McLoughlin and Oliver, 1998).

Research in this area has recently focused on chatbot technology, a subtype of dialog systems, as several technological platforms have matured and led to applications in various domains. Chatbots incorporate generic language models extracted from large parts of the Internet and enable feedback by limiting themselves to text or voice interfaces. For this reason, they have also been proposed and researched for a variety of applications in education (Winkler and Soellner, 2018). Recent literature reviews on chatbots in education (Winkler and Soellner, 2018; Hobert, 2019a; Hobert and Meyer von Wolff, 2019; Jung et al., 2020; Pérez et al., 2020; Smutny and Schreiberova, 2020; Pérez-Marín, 2021) have reported on such applications as well as design guidelines, evaluation possibilities, and effects of chatbots in education.

In this paper, we contribute to the state-of-the-art of chatbots in education by presenting a systematic literature review, where we examine so far unexplored areas such as implementation objectives, pedagogical roles, mentoring scenarios, the adaptations of chatbots to learners, and application domains. This paper is structured as follows: First, we review related work (section 2), derive research questions from it, then explain the applied method for searching related studies (section 3), followed by the results (section 4), and finally, we discuss the findings (section 5) and point to future research directions in the field (section 5).

**RELATED WORK**

In order to accurately cover the field of research and deal with the plethora of terms for chatbots in the literature (e.g. chatbot, dialogue system or pedagogical conversational agent) we propose the following definition:

Chatbots are digital systems that can be interacted with entirely through natural language via text or voice interfaces. They are intended to automate conversations by simulating a human conversation partner and can be integrated into software, such as online platforms, digital assistants, or be interfaced through messaging services.

Outside of education, typical applications of chatbots are in consumer service (Xu et al., 2017), counseling of hospital patients (Vaidyam et al., 2019), or information services in smart speakers (Ram et al., 2018). One central element of chatbots is the intent classification, also named the Natural Language Understanding (NLU) component, which is responsible for the sense-making of human input data. Looking at the current advances in chatbot software development, it seems that this technology’s goal is to pass the Turing Test (Saygin et al., 2000) one day, which could make chatbots effective educational tools. Therefore, we ask ourselves “Are we there yet? - Will we soon have an autonomous chatbot for every learner?”

To understand and underline the current need for research in the use of chatbots in education, we first examined the existing literature, focusing on comprehensive literature reviews. By looking at research questions in these literature reviews, we identified 21 different research topics and extracted findings accordingly. To structure research topics and findings in a comprehensible way, a three-stage clustering process was applied. While the first stage consisted of coding research topics by keywords, the second stage was applied to form overarching research categories (Table 1). In the final stage, the findings within each research category were clustered to identify and structure commonalities within the literature reviews. The result is a concept map, which consists of four major categories. Those categories are CAT1. Applications of Chatbots, CAT2. Chatbot Designs, CAT3. Evaluation of Chatbots and CAT4. Educational Effects of Chatbots. To standardize the terminology and concepts applied, we present the findings of each category in a separate sub-section, respectively (see Figure 1, Figure 2, Figure 3, and Figure 4) and extended it with the outcomes of our own literature study that will be reported in the remaining parts of this article. Due to the size of the concept map a full version can be found in Appendix A.

Regarding the applications of chatbots (CAT1), application clusters (AC) and application statistics (AS) have been described in the literature, which we visualized in Figure 1. The study of (Pérez et al., 2020) identifies two application clusters, defined through chatbot activities: “service-oriented chatbots” and “teaching-oriented chatbots.” (Winkler and Soellner, 2018) identify application clusters by naming the domains “health and well-being interventions,” “language learning,” “feedback and metacognitive thinking” as well as “motivation and self-efficacy.” Concerning application statistics (AS), (Smutny and Schreiberova, 2020) found that nearly 47% of the analyzed chatbots incorporate informing actions, and 18% support language learning by elaborating on chatbots integrated into the social media platform Facebook. Besides, the chatbots studied had a strong tendency to use English, at 89%. This high number aligns with results from (Pérez-Marín, 2021), where 75% of observed agents, as a related technology, were designed to interact in the English language. (Pérez-Marín, 2021) also shows that 42% of the analyzed chatbots had mixed
interaction modalities. Finally, (Hobert and Meyer von Wolff, 2019) observed that only 25% of examined chatbots were incorporated in formal learning settings, the majority of published material focuses on student-chatbot interaction only and does not enable student-student communication, as well as nearly two-thirds of the analyzed chatbots center only on a single domain. Overall, we can summarize that so far there are six application clusters for chatbots for education categorized by chatbot activities or domains. The provided statistics allow for a clearer understanding regarding the prevalence of chatbots applications in education (see Figure 1).

Regarding chatbot designs (CAT2), most of the research questions concerned with chatbots in education can be assigned to this category. We found three aspects in this category visualized in Figure 2: Personality (PS), Process Pipeline (PP), and Design Classifications (DC). Within these, most research questions can be assigned to Design Classifications (DC), which are separated into Classification Aspects (DC2) and Classification Frameworks (DC1). One classification framework is defined through “flow chatbots,” “artificially intelligent chatbots,” “chatbots with integrated speech recognition,” as well as “chatbots with integrated context-data” by (Winkler and Soellner, 2018). A second classification framework by (Pérez-Marín, 2021) covers pedagogy, social, and HCI features of chatbots and agents, which themselves can be further subdivided into more detailed aspects. Other Classification Aspects (DC2) derived from several publications, provide another classification schema, which distinguishes between “retrieval vs. generative” based technology, the “ability to incorporate context data,” and “speech or text interface”
By specifying text interfaces as "Button-Based" or “Keyword Recognition-Based” (Smutny and Schreiberova, 2020), text interfaces can be subdivided. Furthermore, a comparison of speech and text interfaces (Jung et al., 2020) shows that text interfaces have advantages for conveying information, and speech interfaces...
interfaces have advantages for affective support. The second aspect of CAT2 concerns the chatbot processing pipeline (PP), highlighting user interface and back-end importance (Pérez et al., 2020). Finally, (Jung et al., 2020) focuses on the third aspect, the personality of chatbots (PS). Here, the study derives four guidelines helpful in education: positive or neutral emotional expressions, a limited amount of animated or visual graphics, a well-considered gender of the chatbot, and human-like interactions. In summary, we have found in CAT2 three main design aspects for the development of chatbots. CAT2 is much more diverse than CAT1 with various sub-categories for the design of chatbots. This indicates the huge flexibility to design chatbots in various ways to support education.

Regarding the evaluation of chatbots (CAT3), we found three aspects assigned to this category, visualized in Figure 3: Evaluation Criteria (EC), Evaluation Methods (EM), and Evaluation Instruments (EI). Concerning Evaluation Criteria, seven criteria can be identified in the literature. The first and most important in the educational field, according to (Smutny and Schreiberova, 2020) is the evaluation of learning success (Hobert, 2019a), which can have subcategories such as how chatbots are embedded in learning scenarios (Winkler and Soellner, 2018; Smutny and Schreiberova, 2020) and teaching efficiency (Pérez et al., 2020). The second is acceptance, which (Hobert, 2019a) names as “acceptance and adoption” and (Pérez et al., 2020) as “students’ perception.” Further evaluation criteria are motivation, usability, technical correctness, psychological, and further beneficial factors (Hobert, 2019a). These Evaluation Criteria show broad possibilities for the evaluation of chatbots in education. However, (Hobert, 2019a) found that most evaluations are limited to single evaluation criteria or narrower aspects of them. Moreover, (Hobert, 2019a) introduces a classification matrix for chatbot evaluations, which consists of the following Evaluation Methods (EM): Wizard-of-Oz approach, laboratory studies, field studies, and technical validations. In addition to this, (Winkler and Soellner, 2018) recommends evaluating chatbots by their embeddedness into a learning scenario, a comparison of human-human and human-chatbot interactions, and comparing spoken and written communication. Instruments to measure these evaluation criteria were identified by (Hobert, 2019a) by naming quantitative surveys, qualitative interviews, transcripts of dialogues, and technical log files. Regarding CAT3, we found three main aspects for the evaluation of chatbots. We can conclude that this is a more balanced and structured distribution in comparison to CAT2, providing researchers with guidance for evaluating chatbots in education.

Regarding educational effects of chatbots (CAT4), we found two aspects visualized in Figure 4: Effect Size (ES) and Beneficial Chatbot Features for Learning Success (BF). Concerning the effect size, (Pérez et al., 2020) identified a strong dependency between learning and the related curriculum, while (Winkler and Soellner, 2018) elaborate on general student characteristics that influence how students interact with chatbots. They state that students’ attitudes towards technology, learning characteristics, educational background, self-efficacy, and self-regulation skills affect these interactions. Moreover, the study emphasizes chatbot features, which can be regarded as beneficial in terms of learning outcomes (BF): “Context-Awareness,” “Proactive guidance by students,” “Integration in existing learning and instant messaging tools,” “Accessibility,” and “Response Time.” Overall, for CAT4, we found two main distinguishing aspects for chatbots, however, the reported studies vary widely in their research design, making high-level results hardly comparable.

Looking at the related work, many research questions for the application of chatbots in education remain. Therefore, we selected five goals to be further investigated in our literature review. Firstly, we were interested in the objectives for implementing chatbots in education (Goal 1), as the relevance of chatbots for applications within education seems to be not clearly delineated. Secondly, we aim to explore the pedagogical roles of chatbots in the existing literature (Goal 2) to understand...
how chatbots can take over tasks from teachers. (Winkler and Soellner, 2018) and (Pérez-Marín, 2021), identified research gaps for supporting meta-cognitive skills with chatbots such as self-regulation. This requires a chatbot application that takes a mentoring role, as the development of these meta-cognitive skills cannot be achieved solely by information delivery. Within our review we incorporate this by reviewing the mentoring role of chatbots as (Goal 3). Another key element for a mentoring chatbot is adaptation to the learners needs. Therefore, (Goal 4) of our review lies in the investigation of the adaptation approaches used by chatbots in education. For (Goal 5), we want to extend the work of (Winkler and Soellner, 2018) and (Pérez et al., 2020) regarding Application Clusters (AC) and map applications by further investigating specific learning domains in which chatbots have been studied.

METHODS

To delineate and map the field of chatbots in education, initial findings were collected by a preliminary literature search. One of the takeaways is that the emerging field around educational chatbots has seen much activity in the last two years. Based on the experience of this preliminary search, search terms, queries, and filters were constructed for the actual structured literature review. This structured literature review follows the PRISMA framework (Liberati et al., 2009), a guideline for reporting systematic reviews and meta-analyses. The framework consists of an elaborated structure for systematic literature reviews and sets requirements for reporting information about the review process (see section 3.2 to 3.4).

Research Questions

Contributing to the state-of-the-art, we investigate five aspects of chatbot applications published in the literature. We therefore guided our research with the following research questions:

RQ1: Which objectives for implementing chatbots in education can be identified in the existing literature?

RQ2: Which pedagogical roles of chatbots can be identified in the existing literature?

RQ3: Which application scenarios have been used to mentor students?

RQ4: To what extent are chatbots adaptable to personal students’ needs?

RQ5: What are the domains in which chatbots have been applied so far?

Sources of Information

As data sources, Scopus, Web of Science, Google Scholar, Microsoft Academics, and the educational research database “Fachportal Pädagogik” (including ERIC) were selected, all of which incorporate all major publishers and journals. In (Martín-Martín et al., 2018) it was shown that for the social sciences only 29.8% and for engineering and computer science, 46.8% of relevant literature is included in all of the first three databases. For the topic of chatbots in education, a value between these two numbers can be assumed, which is why an approach of integrating several publisher-independent databases was employed here.

Search Criteria

Based on the findings from the initial related work search, we derived the following search query:

(“Education OR Educational OR Learning OR Learner OR Student OR Teaching OR School OR University OR Pedagogical”) AND Chatbot.

It combines education-related keywords with the “chatbot” keyword. Since chatbots are related to other technologies, the initial literature search also considered keywords such as “pedagogical agents,” “dialogue systems,” or “bots” when composing the search query. However, these increased the number of irrelevant results significantly and were therefore excluded from the query in later searches.

Inclusion and Exclusion Criteria

The queries were executed on 23.12.2020 and applied twice to each database, first as a title search query and secondly as a
keyword-based search. This resulted in a total of 3.619 hits, which were checked for duplicates resulting in 2.678 candidate publications. The overall search and filtering process is shown in Figure 5.

In the case of Google Scholar, the number of results sorted by relevance per query was limited to 300, as this database also delivers many less relevant works. The value was determined by looking at the search results in detail using several queries to exclude as few relevant works as possible. This approach showed promising results and, at the same time, did not burden the literature list with irrelevant items.

The further screening consisted of a four-stage filtering process. First, eliminating duplicates in the results of title and keyword queries of all databases independently and second, excluding publications based on the title and abstract that:

- were not available in English
- did not describe a chatbot application
- were not mainly focused on learner-centered chatbots applications in schools or higher education institutions, which is according to the preliminary literature search the main application area within education.

Third, we applied another duplicate filter, this time for the merged set of publications. Finally, a filter based on the full text, excluding publications that were:

- limited to improve chatbots technically (e.g., publications that compare or develop new algorithms), as research questions presented in these publications were not seeking for additional insights on applications in education
- exclusively theoretical in nature (e.g., publications that discuss new research projects, implementation concepts, or potential use cases of chatbots in education), as they either do not contain research questions or hypotheses or do not provide conclusions from studies with learners.

After the first, second, and third filters, we identified 505 candidate publications. We continued our filtering process by reading the candidate publications’ full texts resulting in 74 publications that were used for our review. Compared to 3.619 initial database results, the proportion of relevant publications is therefore about 2.0%.

The final publication list can be accessed under https://bit.ly/2RRArFT.

Analysis
To analyze the identified publications and derive results according to the research questions, full texts were coded, considering for each publication the objectives for implementing chatbots (RQ1), pedagogical roles of chatbots (RQ2), their mentoring roles (RQ3), adaptation of chatbots (RQ4), as well as their implementation domains in education (RQ5) as separated sets of codes. To this end, initial codes were identified by open coding and iteratively improved through comparison, group discussion among the authors, and subsequent code expansion. Further, codes were supplemented with detailed descriptions until a saturation point was reached, where all included studies could be successfully mapped to codes, suggesting no need for further refinement. As an example, codes for RQ2 (Pedagogical Roles) were adapted and refined in terms of their level of abstraction from an initial set of only two codes, 1) a code for chatbots in the learning role and 2) a code for chatbots in a service-oriented role. After coding a larger set of publications, it became clear that the code for service-oriented chatbots needed to be further distinguished. This was because it summarized e.g. automation activities with activities related to self-regulated learning and thus could not be distinguished sharply enough from the learning role. After refining the code set in the next iteration into a learning role, an assistance role, and a mentoring role, it was then possible to ensure the separation of the individual codes. In order to avoid defining new codes for singular or a very small number of publications, studies were coded as “other” (RQ1) or “not defined” (RQ2), if their occurrence was less than eight publications, representing less than 10% of the publications in the final paper list.

RESULTS
By grouping the resulting relevant publications according to their date of publication, it is apparent that chatbots in education are currently in a phase of increased attention. The release distribution shows slightly lower publication numbers in the current than in the previous year (Figure 6), which could be attributed to a time lag between the actual publication of manuscripts and their dissemination in databases.

Applying the curve presented in Figure 6 to Gartner’s Hype Cycle (Linden and Fenn, 2003) suggests that technology around chatbots in education may currently be in the “Innovation Trigger” phase. This phase is where many expectations are placed on the technology, but the practical in-depth experience is still largely lacking.

Objectives for Implementing Chatbots in Education
Regarding RQ1, we extracted implementation objectives for chatbots in education. By analyzing the selected publications we identified that most of the objectives for chatbots in education can be described by one of the following categories: Skill improvement, Efficiency of Education, and Students’ Motivation (see Figure 7). First, the “improvement of a student’s skill” (or Skill Improvement) objective that the chatbot is supposed to help with or achieve. Here, chatbots are mostly seen as a learning aid that supports students. It is the most commonly cited objective for chatbots. The second objective is to increase the Efficiency of Education in general. It can occur, for example, through the automation of recurring tasks or time-saving services for students and is the second most cited objective for chatbots. The third objective is to increase Students’ Motivation. Finally, the last objective is to increase the Availability of Education. This objective is intended to provide learning or counseling with temporal flexibility or without the
limitation of physical presence. In addition, there are other, more diverse objectives for chatbots in education that are less easy to categorize. In cases of a publication indicating more than one objective, the publication was distributed evenly across the respective categories.

Given these results, we can summarize four major implementing objectives for chatbots. Of these, Skill Improvement is the most popular objective, constituting around one-third of publications (32%). Making up a quarter of all publications, Efficiency of Education is the second most popular objective (25%), while addressing Students’ Motivation and Availability of Education are third (13%) and fourth (11%), respectively. Other objectives also make up a substantial amount of these publications (19%), although they were too diverse to categorize in a uniform way. Examples of these are inclusivity (Heo and Lee, 2019) or the promotion of student teacher interactions (Mendoza et al., 2020).

**Pedagogical Roles**

Regarding RQ2, it is crucial to consider the use of chatbots in terms of their intended pedagogical role. After analyzing the selected articles, we were able to identify four different pedagogical roles: a supporting learning role, an assisting role, and a mentoring role.

In the supporting learning role (Learning), chatbots are used as an educational tool to teach content or skills. This can be
achieved through a fixed integration into the curriculum, such as conversation tasks (L. K. Fryer et al., 2020). Alternatively, learning can be supported through additional offerings alongside classroom teaching, for example, voice assistants for leisure activities at home (Bao, 2019). Examples of these are chatbots simulating a virtual pen pal abroad (Na-Young, 2019). Conversations with this kind of chatbot aim to motivate the students to look up vocabulary, check their grammar, and gain confidence in the foreign language.

In the assisting role (Assisting), chatbot actions can be summarized as simplifying the student’s everyday life, i.e., taking tasks off the student’s hands in whole or in part. This can be achieved by making information more easily available (Sugondo and Bahana, 2019) or by simplifying processes through the chatbot’s automation (Suwannatee and Suwanyangyuen, 2019). An example of this is the chatbot in (Sandoval, 2018) that answers general questions about a course, such as an exam date or office hours.

In the mentoring role (Mentoring), chatbot actions deal with the student’s personal development. In this type of support, the student himself is the focus of the conversation and should be encouraged to plan, reflect or assess his progress on a meta-cognitive level. One example is the chatbot in (Cabales, 2019), which helps students develop lifelong learning skills by prompting in-action reflections.

The distribution of each pedagogical role is shown in Figure 8. From this, it can be seen that Learning is the most frequently used role of the examined publications (49%), followed by Assisting (20%) and Mentoring (15%). It should be noted that pedagogical roles were not identified for all the publications examined. The absence of a clearly defined pedagogical role (16%) can be attributed to the more general nature of these publications, e.g., focused on students’ small talk behaviors (Hobert, 2019b) or teachers’ attitudes towards chatbot applications in classroom teaching (P. K. Bii et al., 2018).

Looking at pedagogical roles in the context of objectives for implementing chatbots, relations among publications can be inspected in a relations graph (Figure 9). According to our results, the strongest relation in the examined publications can be considered between Skill Improvement objective and the Learning role. This strong relation is partly because both, the Skill Improvement objective and the Learning role, are the largest in their respective categories. In addition, two other strong relations can be observed: Between the Students’ Motivation objective and the Learning role, as well as between Efficiency of Education objective and Assisting role.

By looking at other relations in more detail, there is surprisingly no relation between Skill Improvement as the most common implementation objective and Assisting, as the 2nd most common pedagogical role. Furthermore, it can be observed that the Mentoring role has nearly equal relations to all of the objectives for implementing chatbots.

The relations graph (Figure 9) can interactively be explored through bit.ly/32FSKQM.

**Mentoring Role**

Regarding RQ3, we identified eleven publications that deal with chatbots in this regard. The Mentoring role in these publications can be categorized in two dimensions. Starting with the first dimension, the mentoring method, three methods can be observed:

- **Scaffolding** (n = 7)
- **Recommending** (n = 3)
- **Informing** (n = 1)

An example of Scaffolding can be seen in (Gabrielli et al., 2020), where the chatbot coaches students in life skills, while an example of Recommending can be seen in (Xiao et al., 2019), where the chatbot recommends new teammates. Finally, Informing can be seen in (Kealy et al., 2008), where the chatbot informs students about their personal Open Learner Model.

The second dimension is the addressed mentoring topic, where the following topics can be observed:

- **Self-Regulated Learning** (n = 5)
- **Life Skills** (n = 4)
- **Learning Skills** (n = 2)

While Mentoring chatbots to support Self-Regulated Learning are intended to encourage students to reflect on and plan their
learning progress, Mentoring chatbots to support Life Skills address general student’s abilities such as self-confidence or managing emotions. Finally, Mentoring chatbots to support Learning Skills, in contrast to Self-Regulated Learning, address only particular aspects of the learning process, such as new learning strategies or helpful learning partners. An example for Mentoring chatbots supporting Life Skill is the Logo counseling chatbot, which promotes healthy self-esteem (Engel et al., 2020). CALMsystem is an example of a Self-Regulated Learning chatbot, which informs students about their data in an open learner model (Kerly et al., 2008). Finally, there is the Learning Skills topic. Here, the MCQ Bot is an example that is designed to introduce students to transformative learning (W. Huang et al., 2019).

**Adaptation**

Regarding RQ4, we identified six publications in the final publication list that address the topic of adaptation. Within these publications, five adaptation approaches are described:

The first approach (A1) is proposed by (Kerly and Bull, 2006) and (Kerly et al., 2008), dealing with student discussions based on success and confidence during a quiz. The improvement of self-assessment is the primary focus of this approach. The second approach (A2) is presented in (Jia, 2008), where the personality of the chatbot is adapted to motivate students to talk to the chatbot and, in this case, learn a foreign language. The third approach (A3), as shown in the work of (Vijayakumar et al., 2019), is characterized by a chatbot that provides personalized formative feedback to learners based on their self-assessment, again in a quiz situation. Here, the focus is on Hattie and Timperley’s three guiding questions: “Where am I going?,” “How am I going?” and “Where to go next?” (Hattie and Timperley, 2007). In the fourth approach (A4), exemplified in (Ruan et al., 2019), the chatbot selects questions within a quiz. Here, the chatbot estimates the student’s ability and knowledge level based on the quiz progress and sets the next question accordingly. Finally, a similar approach (A5) is shown in (Davies et al., 2020). In contrast to (Ruan et al., 2019), this chatbot adapts the amount of question variation and takes psychological features into account which were measured by psychological tests before.

We examined these five approaches by organizing them according to their information sources and extracted learner information. The results can be seen in Table 2.

Four out of five adaptation approaches (A1, A3, A4, and A5) are observed in the context of quizzes. These adaptations within quizzes can be divided into two mainstreams: One is concerned about students’ feedback (A1 and A3), while the other is concerned about learning material selection (A4 and A5). The only different adaptation approach is shown in A2, which focuses on the adaptation of the chatbot personality within a language learning application.

#### TABLE 2 | Adaptation approaches of chatbots in education.

| Adaptation Approach | Information Source | Extracted learner Information |
|---------------------|--------------------|-------------------------------|
| Discussing Learning Quiz Progress (A1) | Kerly and Bull (2006); Kerly et al. (2008) | Students’ self-assessment, quiz results, confidence, knowledge level |
| Adapting Chatbot Personality (A2) | Jia (2008) | Registration questionnaire, dialogue data, students’ interest |
| Formative Quiz Feedback (A3) | Vijayakumar et al. (2019) | Students’ self-assessment, quiz results, confidence, knowledge level |
| Quiz Question Selection (A4) | Ruan et al. (2019) | Quiz progress, ability, knowledge level |
| Quiz Question Variation Adaptation (A5) | Davies et al. (2020) | Psychological tests, psychological features |

#### FIGURE 9 | Relations graph of pedagogical roles and objectives for implementing chatbots.

![Diagram showing the relationships between implementation objectives and pedagogical roles.](image-url)
Domains for Chatbots in Education

Regarding RQ5, we identified 20 domains of chatbots in education. These can broadly be divided by their pedagogical role into three domain categories (DC): Learning Chatbots, Assisting Chatbots, and Mentoring Chatbots. The remaining publications are grouped in the Other Research domain category. The complete list of identified domains can be seen in Table 3.

The domain category Learning Chatbots, which deals with chatbots incorporating the pedagogical role Learning, can be subdivided into seven domains: 1) Language Learning, 2) Learn to Program, 3) Learn Communication Skills, 4) Learn about Educational Technologies, 5) Learn about Cultural Heritage, 6) Learn about Laws, and 7) Mathematics Learning. With more than half of publications (53%), chatbots for Language Learning play a prominent role in this domain category. They are often used as chat partners to train conversations or to test vocabulary. An example of this can be seen in the work of (Bao, 2019), which tries to mitigate foreign language anxiety by chatbot interactions in foreign languages.

The domain category Assisting Chatbots, which deals with chatbots incorporating the pedagogical role Assisting, can be subdivided into four domains: 1) Administrative Assistance, 2) Campus Assistance, 3) Course Assistance, and 4) Library Assistance. With one-third of publications (33%), chatbots in the Administrative Assistance domain that help to overcome bureaucratic hurdles at the institution, while providing round-the-clock services, are the largest group in this domain category. An example of this can be seen in (Galko et al., 2018), where the student enrollment process is completely shifted to a conversation with a chatbot.

### Table 3 | Domains of chatbots in education.

| Domain Category       | Domain                                                                 |
|-----------------------|------------------------------------------------------------------------|
| Learning Chatbots (n = 36) | Language Learning (n = 19)                                             |
|                       | Bao (2019); Chen et al. (2020); Davies et al. (2020); Fryer et al. (2017); Fryer et al. (2019); Fryer et al. (2020); Huang et al. (2018); Jia (2004); (2008); Haristiani; Nagata et al. (2020); Na-Young (2017), (2018a), (2018b), (2019); Nghi et al. (2019); Pham et al. (2018); Goda et al. (2014) |
|                       | Learn to Program (n = 7)                                               |
|                       | Abbasi and Kazi (2014); Daud et al. (2020); Ismail and Ade-Ibijola (2019); Kerly et al. (2007); Kerly and Bull (2006); Lin and Tsai (2019); Subramaniyan (2019) |
|                       | Mathematics Learning (n = 2)                                           |
|                       | Febriani and Agustia (2019); Yn et al. (2020)                          |
|                       | Learning Chatbot Frameworks (n = 2)                                    |
|                       | Ruan et al. (2019); Vijayakumar et al. (2019)                          |
|                       | Learn Communication Skills (n = 1)                                     |
|                       | Chang and Hwang (2019)                                                 |
|                       | Learn about Educational Technologies (n = 1)                           |
|                       | Liu et al. (2020)                                                      |
|                       | Learn about Laws (n = 1)                                               |
|                       | Diachenko et al. (2019)                                                |
|                       | Learn Writing Skills (n = 1)                                           |
|                       | Lin and Chang (2020)                                                   |
|                       | Learn about Psychology (n = 1)                                         |
|                       | Heller et al. (2005)                                                   |
|                       | Learn about Computer Administration (n = 1)                           |
|                       | Hsieh (2011)                                                           |
| Assisting Chatbots (n = 15) | Administrative Assistance (n = 5)                                      |
|                       | Chen et al. (2016); Galko et al. (2018); Lee et al. (2019); Mamani et al. (2019); Rebaque-Rivas and Gil-Rodriguez (2019) |
|                       | Campus Assistance (n = 4)                                              |
|                       | Heo an Lee (2019); Ondas et al. (2019); Meyer et al. (2020); Stapić et al. (2020) |
|                       | Course Assistance (n = 4)                                              |
|                       | Carayannopoulos (2018); Mendoza et al. (2020); Sandoval (2018); Sugondo and Bahana (2019) |
|                       | Library Assistance (n = 2)                                             |
|                       | Kumar et al. (2016); Suwannatee and Suwanyangyuen (2019)               |
| Mentoring Chatbots (n = 11) | Scaffolding Chatbots (n = 7)                                           |
|                       | Cabales (2019); Dural and Kapros (2020); Engel et al. (2020); Gabrielli et al. (2020); Huang et al. (2019); Matsuura and Omokawa (2020); Wolfbauer et al. (2020) |
|                       | Recommending Chatbots (n = 3)                                          |
|                       | Chan et al. (2018); Robinson (2019); Xiao et al. (2019)                |
|                       | Informing Chatbots (n = 1)                                             |
| Other Research (n = 12) | General Chatbot Research in Education (n = 7)                          |
|                       | Abbasi et al. (2019); Almann et al. (2020); Bii et al. (2018); Bos et al. (2020); Hober et al. (2020); Pereira et al. (2019); Song et al. (2019) |
|                       | Chatbot Interfaces (n = 3)                                             |
|                       | Matsuura and Ishimura (2017); Dibitonto et al. (2018); Sinclair et al. (2019) |
|                       | Indian Educational System (n = 2)                                       |
|                       | Bii et al. (2013); Sandu and Gide (2019)                               |
The domain category Mentoring Chatbots, which deals with chatbots incorporating the pedagogical role Mentoring, can be subdivided into three domains: 1) Scaffolding Chatbots, 2) Recommending Chatbots, and 3) Informing Chatbots. An example of a Scaffolding Chatbot is the CRI(S) chatbot (Gabrielli et al., 2020), which supports life skills such as self-awareness or conflict resolution in discussion with the student by promoting helpful ideas and tricks.

The domain category Other Research, which deals with chatbots not incorporating any of these pedagogical roles, can be subdivided into three domains: 1) General Chatbot Research in Education, 2) Indian Educational System, and 3) Chatbot Interfaces. The most prominent domain, General Chatbot Research, cannot be classified in one of the other categories but aims to explore cross-cutting issues. An example for this can be seen in the publication of (Hobert, 2020), which researches the importance of small talk abilities of chatbots in educational settings.

**DISCUSSIONS**

In this paper, we investigated the state-of-the-art of chatbots in education according to five research questions. By combining our results with previously identified findings from related literature reviews, we proposed a concept map of chatbots in education. The map, reported in Appendix A, displays the current state of research regarding chatbots in education with the aim of supporting future research in the field.

**Answer to Research Questions**

Concerning RQ1 (implementation objectives), we identified four major objectives: 1) Skill Improvement, 2) Efficiency of Education, 3) Students’ Motivation, and 4) Availability of Education. These four objectives cover over 80% of the analyzed publications (see Figure 7). Based on the findings on CAT3 in section 2, we see a mismatch between the objectives for implementing chatbots compared to their evaluation. Most researchers only focus on narrow aspects for the evaluation of their chatbots such as learning success, usability, and technology acceptance. This mismatch of implementation objectives and suitable evaluation approaches is also well known by other educational technologies such as Learning Analytics dashboards (Jivet et al., 2017). A more structured approach of aligning implementation objectives and evaluation procedures is crucial to be able to properly assess the effectiveness of chatbots. (Hobert, 2019a), suggested a structured four-stage evaluation procedure beginning with a Wizard-of-Oz experiment, followed by technical validation, a laboratory study, and a field study. This evaluation procedure systematically links hypotheses with outcomes of chatbots helping to assess chatbots for their implementation objectives. “Aligning chatbot evaluations with implementation objectives” is, therefore, an important challenge to be addressed in the future research agenda.

Concerning RQ2 (pedagogical roles), our results show that chatbots’ pedagogical roles can be summarized as Learning, Assisting, and Mentoring. The Learning role is the support in learning or teaching activities such as gaining knowledge. The Assisting role is the support in terms of simplifying learners’ everyday life, e.g. by providing opening times of the library. The Mentoring role is the support in terms of students’ personal development, e.g. by supporting Self-Regulated Learning. From a pedagogical standpoint, all three roles are essential for learners and should therefore be incorporated in chatbots. These pedagogical roles are well aligned with the four implementation objectives reported in RQ1. While Skill Improvement and Students’ Motivation is strongly related to Learning, Efficiency of Education is strongly related to Assisting. The Mentoring role instead, is evenly related to all of the identified objectives for implementing chatbots. In the reviewed publications, chatbots are therefore primarily intended to 1) improve skills and motivate students by supporting learning and teaching activities, 2) make education more efficient by providing relevant administrative and logistical information to learners, and 3) support multiple effects by mentoring students.

Concerning RQ3 (mentoring role), we identified three main mentoring method categories for chatbots: 1) Scaffolding, 2) Recommending, and 3) Informing. However, comparing the current mentoring of chatbots reported in the literature with the daily mentoring role of teachers, we can summarize that the chatbots are not at the same level. In order to take over mentoring roles of teachers (Wildman et al., 1992), a chatbot would need to fulfill some of the following activities in their mentoring role. With respect to 1) Scaffolding, chatbots should provide direct assistance while learning new skills and especially direct beginners in their activities. Regarding 2) Recommending, chatbots should provide supportive information, tools or other materials for specific learning tasks to life situations. With respect to 3) Informing, chatbots should encourage students according to their goals and achievements, and support them to develop meta-cognitive skills like self-regulation. Due to the mismatch of teacher vs. chatbot mentoring we see here another research challenge, which we call “Exploring the potential of chatbots for mentoring students.”

Regarding RQ4 (adaptation), only six publications were identified that discuss an adaptation of chatbots, while four out of five adaptation approaches (A1, A3, A4, and A5) show similarities by being applied within quizzes. In the context of educational technologies, providing reasonable adaptations for learners requires a high level of experience. Based on our results, the research on chatbots does not seem to be at this point yet. Looking at adaptation literature like (Brusilovsky, 2001) or (Benyon and Murray, 1993), it becomes clear that a chatbot needs to consider the learners’ personal information to fulfill the requirement of the adaptation definition. Personal information must be retrieved and stored at least temporarily, in some sort of learner model. For learner information like knowledge and interest, adaptations seem to be barely explored in the reviewed publications, while the model of (Brusilovsky and Millán, 2007) points out further learner information, which can be used to make chatbots more adaptive: personal goals, personal tasks, personal background, individual traits, and the learner’s context. We identify research in this area as a third future challenge and call it the “Exploring and leveraging adaptation capabilities of chatbots” challenge.

In terms of RQ5 (domains), we identified a detailed map of domains applying chatbots in education and their distribution (see Table 3). By systematically analyzing 74 publications, we
identified 20 domains and structured them according to the identified pedagogical role into four domain categories: Learning Chatbots, Assisting Chatbots, Mentoring Chatbots, and Other Research. These results extend the taxonomy of Application Clusters (AC) for chatbots in education, which previously comprised the work from (Pérez et al., 2020), who took the chatbot activity as characteristic, and (Winkler and Soellner, 2018), who characterized the chatbots by domains. It draws relationships between these two types of Application Clusters (AC) and structures them accordingly. Our structure incorporates Mentoring Chatbots and Other Research in addition to the “service-oriented chatbots” (cf. Assisting Chatbots) and “teaching-oriented chatbots” (cf. Learning Chatbots) identified by (Pérez). Furthermore, the strong tendencies of informing students already mentioned by (Smutny and Schreiberova, 2020) can also be recognized in our results, especially in Assisting Chatbots. Compared to (Winkler and Soellner, 2018), we can confirm the prominent domains of “language learning” within Learning Chatbots and “metacognitive thinking” within Mentoring Chatbots. Moreover, through Table 3, a more detailed picture of chatbot applications in education is reflected, which could help researchers to find similar works or unexplored application areas.

**Limitations**

One important limitation to be mentioned here is the exclusion of alternative keywords for our search queries, as we exclusively used chatbot as keyword in order to avoid search results that do not fit our research questions. Though we acknowledge that chatbots share properties with pedagogical agents, dialog systems, and bots, we carefully considered this trade-off between missing potentially relevant work and inflating our search procedure by including related but not necessarily pertinent work. A second limitation may lie in the formation of categories and coding processes applied, which, due to the novelty of the findings, could not be built upon theoretical frameworks or already existing code books. Although we have focused on ensuring that codes used contribute to a strong understanding, the determination of the abstraction level might have affected the level of detail of the resulting data representation.

**CONCLUSION**

In this systematic literature review, we explored the current landscape of chatbots in education. We analyzed 74 publications, identified 20 domains of chatbots and grouped them based on their pedagogical roles into four domain categories. These pedagogical roles are the supporting learning role (Learning), the assisting role (Assisting), and the mentoring role (Mentoring). By focusing on objectives for implementing chatbots, we identified four main objectives: 1) Skill Improvement, 2) Efficiency of Education, 3) Students’ Motivation, and 4) Availability of Education. As discussed in section 5, these objectives do not fully align with the chosen evaluation procedures. We focused on the relations between pedagogical roles and objectives for implementing chatbots and identified three main relations: 1) chatbots to improve skills and motivate students by supporting learning and teaching activities, 2) chatbots to make education more efficient by providing relevant administrative and logistical information to learners, and 3) chatbots to support multiple effects by mentoring students. We focused on chatbots incorporating the Mentoring role and found that these chatbots are mostly concerned with three mentoring topics 1) Self-Regulated Learning, 2) Life Skills, and 3) Learning Skills and three mentoring methods 1) Scaffolding, 2) Recommending, and 3) Informing. Regarding chatbot adaptations, only six publications with adaptations were identified. Furthermore, the adaptation approaches found were mostly limited to applications within quizzes and thus represent a research gap.

Based on these outcomes we consider three challenges for chatbots in education that offer future research opportunities:

**Challenge 1:** Aligning chatbot evaluations with implementation objectives. Most chatbot evaluations focus on narrow aspects to measure the tool’s usability, acceptance or technical correctness. If chatbots should be considered as learning aids, student mentors, or facilitators, the effects on the cognitive, and emotional levels should also be taken into account for the evaluation of chatbots. This finding strengthens our conclusion that chatbot development in education is still driven by technology, rather than having a clear pedagogical focus of improving and supporting learning.

**Challenge 2:** Exploring the potential of chatbots for mentoring students. In order to better understand the potentials of chatbots to mentor students, more empirical studies on the information needs of learners are required. It is obvious that these needs differ from schools to higher education. However, so far there are hardly any studies investigating the information needs with respect to chatbots nor if chatbots address these needs sufficiently.

**Challenge 3:** Exploring and leveraging adaptation capabilities of chatbots. There is a large literature on adaptation capabilities of educational technologies. However, we have seen very few studies on the effect of adaptation of chatbots for education purposes. As chatbots are foreseen as systems that should personally support learners, the area of adaptable interactions of chatbots is an important research aspect that should receive more attention in the near future.

By addressing these challenges, we believe that chatbots can become effective educational tools capable of supporting learners with informative feedback. Therefore, looking at our results and the challenges presented, we conclude, “No, we are not there yet!”

- There is still much to be done in terms of research on chatbots in education. Still, development in this area seems to have just begun to gain momentum and we expect to see new insights in the coming years.
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APPENDIX A
ACONCEPT MAP OF CHATBOTS IN EDUCATION