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Abstract

Training an accurate object detector is expensive and time-consuming. One main reason lies in the laborious labeling process, i.e., annotating category and bounding box information for all instances in every image. In this paper, we examine ways to improve performance of deep object detectors without extra labeling. We first explore to group existing categories of high visual and semantic similarities together as one super category (or, a superclass). Then, we study how this knowledge of hierarchical categories can be exploited to better detect object using multi-grained RCNN top branches. Experimental results on DeepFashion2 and OpenImagesV4-Clothing reveal that the proposed detection heads with multi-grained branches can boost the overall performance by 2.3 mAP for DeepFashion2 and 2.5 mAP for OpenImagesV4-Clothing with no additional time-consuming annotations. More importantly, classes that have fewer training samples tend to benefit more from the proposed multi-grained heads with superclass grouping. In particular, we improve the mAP for last 30% categories (in terms of training sample number) by 2.6 and 4.6 for DeepFashion2 and OpenImagesV4-Clothing, respectively.

1. Introduction

In the deep learning era, accurate object detection relies on a large amount of training data and annotations. However, instance-level annotations, such as bounding boxes, are expensive to collect compared to image-level labels. Therefore, it is important to make full use of currently available data and annotations. To this end, we propose to improve detection performance using multi-grained detection heads with superclass grouping in this paper. We integrate and utilize information from different abstraction levels during both training and inference. Such detectors that can extract and utilize hierarchical features are desirable in many real-world scenarios. For example, in case of fashion items, the features that separate different kinds of tee-shirts should be on different levels with those that distinguish tee-shirts from skirts. In practice, most items in catalogs of online retailers are organized hierarchically so that data and ground-truth labels are usually collected and used for training in a multi-grained fashion. However, most existing object detection algorithms such as SSD [20], YOLO and its variants [22, 23, 24], Mask RCNN [11] are designed to exploit labels in a flat or uniform manner. Consequently, these models cannot benefit from hierarchical nature of the data.

In addition, most real-world datasets are imbalanced in that some categories have more samples than others. Strategies such as data resampling [10,2] and cost-sensitive learning [15,27,36] can be adopted to alleviate this imbalance problem. Relatively speaking, fewer deep learning approaches [35,29,14,30] have been proposed to address this issue for object detection. Detectors trained on imbalanced datasets can lead to low detection accuracy for small classes (i.e., classes with a limited number of samples). We hypothesize that closely-related fine-grained categories may utilize similar coarse-grained features. We attempt to improve performance on small categories via learning shared coarse features with the help of data from related large categories. In this way, we make full use of available bounding box annotations.

2. Related works

In this section, we review several deep learning based object detection approaches. One of the dominant paradigms in modern object detection is based on a two-stage approach. In the first stage, a set of candidate proposals are
generated using techniques like Selective Search \cite{Uijlings13} and EdgeBoxes \cite{Zitnick14}. The second stage refines the proposals into a final set of bounding boxes along with their corresponding categories. RCNN \cite{girshick2014rich} and its variants, namely Fast RCNN \cite{girshick2015fast} and Faster RCNN \cite{ren2015faster}, belong to this category of detectors. Mask RCNN \cite{he2017mask} is based on Faster RCNN with a separate mask branch added for instance segmentation. In an effort to produce more accurate bounding boxes, multi-step detectors have also been proposed that explore different ways of gradually refining the detections. Some examples are multi-region detector \cite{g游2021}, CRAFT \cite{Liu19}, AttractioNet \cite{Liu18}, Cascade R-CNN \cite{cai2017cascade}.

Compared to the two-stage paradigm, one-stage object detectors have gained popularity mainly due to their efficiency. OverFeat \cite{sermanet2013overfeat} is one of the first one-stage object detectors. More recently, SSD \cite{liu2016ssd} and YOLO \cite{redmond2016you} (including its variants such as YOLOv3 \cite{redmond2018yolov3}) have reduced the detection accuracy gap between one-stage and two-stage detectors while improving on the computation efficiency. To achieve better accuracy without much extra computation, Lin et al. \cite{liu2017focal} have proposed focal loss to assign higher weights to hard examples dynamically. Another variant of YOLO, called YOLO9000 \cite{redmon2018yolov3}, detects over 9000 object categories by taking advantage of both the abundance of fine-grained category labels in ImageNet \cite{deng2009imagenet} and the plenitude of coarse-class bounding box annotations in the MS-COCO dataset \cite{lin2014microsoft}. Another work that uses coarse- and fine-grained category organization is \cite{Zhao19}. It detects at the level of fine-grained classes, while only requiring a small set of bounding box annotations at coarse-grained class level.

In most modern detectors such as the above-mentioned Faster RCNN \cite{ren2015faster}, the same level of (top) features is used to detect and classify different categories. However, representations suitable for different categories may lie on different abstraction levels. Previous works, such as skip connection \cite{Chen20} and layer aggregation \cite{Carion20}, have been shown to be effective for integrating different-level information. As far as we know, few, if any, works have experimented with utilizing multi-level information in distinct detection heads (after ROI determination). Also, none has attempted to inject multi-level supervision information on such heads to extract features at different granularities. Our work builds on the two-stage Faster RCNN backbone and we propose detection heads with multi-grained branches to exploit information from different abstractness levels. Unlike Mask RCNN \cite{he2017mask} (another Faster-RCNN multiple-branch extension as mentioned previously), our multiple branches capture multi-grained information and tackle the same final task (fine-grained apparel detection in our case). To train these multi-grained branches, we first group the categories into hierarchical manner (i.e., superclass grouping).

3. Category grouping and multi-grained detection heads

In this section, we first discuss category grouping strategies and then present different detection head architectures to improve the overall detection performance as well as the performance for minority categories.

3.1. Superclass grouping for multi-grained detection heads

First, we need to build a hierarchical structure of the data. If the dataset contains hierarchical information, we respect the original hierarchy or superclass grouping. If not, the WordNet \cite{miller1995wordnet} hierarchy can be used as a guidance (as many works do \cite{Deng19, Li20}). In this paper, we group fine-grained categories into coarse-grained super-categories based on visual and functional similarity. It is worth noting that the extra superclass grouping/labeling is very cheap. It simply becomes a dictionary checkup procedure after a hierarchy containing super-category and category pairs is defined. This cost can be negligible in most cases. To be more specific, we use two publicly available datasets, namely DeepFashion2 \cite{Cao19} and OpenImagesV4 \cite{Kuznetsova20} in this paper. We group the categories as follows:

**DeepFashion2** contains 491K images of 13 clothing categories from both commercial shopping stores and consumers, out of which 312186 training instances and 52490 validation instances are publicly available. For our detection task, only category and bounding box information are utilized in our experiments. The 13 categories are grouped into 3 super categories, namely top, bottom, and one-piece dress, as shown in Figure 1.

![Figure 1: Category grouping and instance number in each category of DeepFashion2 training set.](image)

**OpenImagesV4** \cite{Kuznetsova20} contains 15.4 million bounding boxes for 600 categories on 1.9 million images, rendering it the largest existing public dataset with object location annotations (approximately 15 times more bounding boxes than ImageNet \cite{deng2009imagenet} and MS-COCO \cite{lin2014microsoft}). For our purpose, we select the subset of clothing instances, which we refer to as OpenImagesV4-Clothing dataset in the following. There are 490,777 bounding box instances for training and 3,897 instances for validation in total in OpenImagesV4-Clothing dataset. While grouping the categories, we respect the hi-
erarchy provided by the dataset with a few changes. In particular, we perform the following modifications (A → B indicates class B of superclass A in the original dataset):

- We merge helmet, hat, and fashion accessory → hat as headwear.
- We merge fashion accessory → necklace, tie, and clothing → scarf as neckwear.
- We group clothing → shorts, trousers → jeans, and skirt → miniskirt together as bottom.

Figure 2 demonstrates the super category and category relationship with the number of training instances added to each category.

In the following section, we describe how we propose to exploit the resulting hierarchical data structure by designing coarse- as well as fine-grained classifiers on top of Faster RCNN.

3.2. Detection heads with multi-grained branches

In Faster RCNN, after backbone feature extraction and region-of-interest (ROI) proposal stages, a single branch with one set of bounding box regression and classification heads are plugged on top of the pooled/aligned ROI features. Consequently, it cannot integrate information from different abstract levels explicitly or utilize labels in a hierarchical manner. Instead, we propose to add several branches of different depths to the ROI features. Different depths of feature extraction produce features of different granularities and abstractness levels, on which our localization and classification are based. We refer such head structures as multi-grained heads or detection heads with multi-grained branches in this paper. Each branch can be any type of networks that help increase feature abstractness, e.g., convolutional or fully connected. The multi-grained branch ideas explored in this paper are demonstrated in Figure 3. In our datasets, the labels have been organized in two levels. Therefore, we only study detection heads of two granularity levels here. They can be easily extended to cases with more granularity levels.

Figure 3a shows the original Faster RCNN structure[25]. We choose ROI alignment[11] instead of ROI pooling[25] for all our configurations.

In Figure 3b, two detection branches of different depths are added to the ROI-aligned feature maps. With more depths, the longer branch is expected to learn more abstract and finer-grained features than the shallower branch. The same number of neurons are on top of both the coarse- and fine-grained branches. The number is equal to the number of total fine-grained categories. Fine-grained supervision is applied on the fine-grained branch. We can inject either superclass (with grouping) or fine-grained class (w/o grouping) information onto the coarse branch. The latter is equivalent to grouping each category as a separate super category on its own. For the ‘with grouping’ option, the amount of work needed to perform category-level grouping is negligible compared to instance-level annotation. We use only the fine-grained bounding box regression head to evaluate localization performance.

In addition, based on Figure 3b, we add extra merging layers that combine information from coarse and fine grained stages as shown in Figure 3c. Compared to other parts of the network (backbone, RPN, and head branches), a merging layer is light. It only consists of one fully connected layer to integrate the outputs from different abstract levels and produce one final set of results. The lower layers to be merged are first concatenated before being fully connected with the merging layer. One difference of Fig. 3c from Fig. 3b is that apart from the supervision added at the end, no separate coarse-level supervision is applied.

Loss function: For Figure 3a and 3c, standard softmax cross entropy and smooth $L_1$ loss[8] are used as loss functions for box head classification and regression, respectively. For multi-grained branches without the additional merging head (Figure 3b), we modify these losses to:

$$E_{ce} = - \sum_{l=1}^{L} \sum_{c=1}^{C} w_k^{(l)} y_c^{(l)} \ln y_c^{(l)}$$ (1)
where $E_{ce}$ and $E_{loc}$ correspond to the cross entropy and bounding box regression losses, $l$ indicates level or stage, $L$ is the number of levels used ($L = 2$ in our case), $c$ represents category (including background), $y$ is the set of predicted results after softmax, $t$ is the set of ground-truth labels (one-hot encoded in our case), $w_k$ and $w_r$ are stage-weighting factors for classification and bounding box regression. $\text{smooth}_{L_1}$ stands for the smooth $L_1$ function as proposed in [8]. $o^u$ is predicted bounding-box offsets tuple for the true class $u$ and $v$ is ground-truth bounding-box regression target. In our implementation, $L = 2$ and $w_r$ for the coarse branch is 0. We drop the loss component from coarse branch to avoid the complexity of bounding box merging logic from multiple branches. The total loss of the framework is the sum of the above two losses together with the binary classification and localization regression losses of the RPN subnetwork.

4. Experiments

In this section, we present the implementation details (Sec. 4.1) and the evaluation metrics (Sec. 4.2) for our proposed solution. Finally, we present our quantitative and qualitative results and compare the proposed approaches and the baseline (Sec. 4.3).

4.1. Implementation details

Our implementations are based on Detectron2 [31]. Modifications are made to support detection heads with multi-grained branches and superclass grouping. Our frameworks are trained with a minibatch size of 24 for 200k iterations using a stochastic gradient descent (SGD) optimizer. The base learning rate is 0.005 and is decreased twice at 150K and 175K iterations by a factor of 10. We use a weight decay of 0.0001 and momentum of 0.9. For each RPN anchor, 5 scales and 3 aspect ratios are used to generate original anchor boxes. An anchor box is considered positive if its IoU with a groundtruth box exceeds 0.5. All the frameworks studied adopt a ResNet101 backbone [12] with Feature Pyramid Network (FPN) [17] support. The shared backbone is pre-trained on the MS-COCO dataset [19]. The coarse-grained and fine-grained branches consist of one and
two fully connected layers of 1024 neurons, respectively. Parameter size differences between multi-grained detection heads with and without merged heads are negligible. As for the baseline model, we add more layers to the single branch after ROI alignment in order to match the size of our multi-grained approach. In our experiments, all competing frameworks have approximately 73M trainable parameters.

4.2. Metrics

We adopt mean average precision (mAP) to evaluate our methods. In our context, the overall mAP score is calculated by taking the mean AP over all classes and over all IoU thresholds. Following the standard COCO metrics, for each framework on each dataset, we report AP (averaged over IoU thresholds), AP50 (IoU threshold 0.5), AP75 (IoU threshold 0.75), and APs (small objects, area < 32²), APm (medium size objects), and APl (large objects, area > 96²).

4.3. Results

In this section, we first present our quantitative results. Our focuses are on both overall mAP and Per-category AP (especially for small categories). Then, qualitatively, we show some success and failure cases of our approaches.

4.3.1 Overall mAP

Table 1 and 2 show the detection results on DeepFashion2 and OpenImagesV4-Clothing, respectively. As we can see, it is beneficial to use information from different abstraction levels (in contrast to just the top one) to produce final detection results. The multi-grained branch with superclass grouping can clearly improve mAP scores by up to 2%. In general, the multi-grained branch utilizing superclass information is better than other multi-grained solutions on the two datasets. This shows that the injected superclass knowledge (at nearly no cost) helps with overall detection. It is worth mentioning that despite a lower overall mAP score, the merged head actually achieves comparable mAP50 scores (slightly lower for DeepFashion2 and slightly higher for OpenImagesV4-Clothing). A possible contributing factor here is the relatively large amount of quality training data, especially in the larger OpenImagesV4-Clothing dataset. With enough training data, the network can possibly learn some hierarchical information itself. For this architecture to work well, much more data and annotations are needed. Comparing the first two rows in Table 1 and 2, we can see that the naive multi-grained branches without category grouping does not help much over the baseline. In some cases, the no-grouping solution even leads to worse performance than the baseline. The possible reason is the confusion that the W/O Group method introduces by injecting the same finer grained category information in learning different-level features for both branches.

4.3.2 Per-category AP

In addition to overall mAP, we report per-category AP in this section. The category columns are sorted in ascending order of the number of instances. It is evident that both datasets are imbalanced. In DeepFashion2, the largest category has 71,645 instances while the smallest category has only 543 instances (130x smaller). In OpenImagesV4-Clothing, there are 500x more samples in the largest category than in the smallest category. A good overall detection score may be misleading if the small classes are what we care more about. Table 3 and Table 4 demonstrate the detailed per-category AP scores for all four frameworks.

We can see from tables 3 and 4 that, in general, injecting superclass grouping information to the coarse branch helps with small classes more than larger classes. On average, we improve the overall mAP over the baseline method by 2.3 and 2.5 for the DeepFashion2 and OpenImagesV4-Clothing datasets, respectively. More importantly, we improve the mAP for last 30% categories (in terms of number of training samples) by 2.55 and 4.59 for the two datasets, respectively. In particular, the mAP score is improved by as high as about 9.96 for the small sombrero category in OpenImages-Clothing that contains only 644 instances. To better illustrate the general trend that small classes benefit more, we present the improvement in AP for all categories and for both datasets in Figure 4. One possible reason for the trend is that similar classes can share much low level features. By explicitly grouping them together, it helps to learn such features discriminatively, which is especially helpful for minority classes. In addition, category grouping may alleviate the over-fitting issue when attempting to train millions of parameters using only a few hundred instances for a class. That said, there are some small category exceptions where the performance improvement is small or even negative. This could be caused by the imperfection of superclass grouping. Also, different categories have different difficulties to be detected/recognized. Information from closely-related categories may not be enough to greatly improve the performance for some challenging categories.

4.3.3 Qualitative results

Figure 5 demonstrates some successful qualitative examples on the two datasets. These results give an idea how multi-grained branches with superclass grouping can improve over the baseline. In Figure 6 we depict some of our typical failure cases. As we can see, our failure cases correspond mostly to false negatives.
Table 1: Results on the validation set of DeepFashion2. ‘Baseline’ stands for the baseline Faster RCNN (Fig. 3a), ‘W/O Group’ indicates the naive multi-grained branch approach without grouping (Fig. 3b), ‘W Group’ refers to the multi-grained branch with superclass grouping (Fig. 3b), ‘Merged’ represents the merged heads approach (Fig. 3c).

|               | AP  | AP50 | AP75 | APs | APm | AP1 |
|---------------|-----|------|------|-----|-----|-----|
| Baseline      | 67.02 | 79.90 | 75.61 | 40.05 | 47.09 | 67.23 |
| W/O Group     | 67.54 | 79.87 | 75.88 | 25.10 | 47.74 | 67.79 |
| Merged        | 68.80 | 81.55 | 77.40 | 31.75 | 50.80 | 69.04 |
| W Group       | 69.02 | 81.60 | 78.12 | 31.75 | 51.16 | 69.23 |

Table 2: Results on the validation set of OpenImagesV4-Clothing. ‘Baseline’ stands for the baseline Faster RCNN (Fig. 3a), ‘W/O Group’ indicates the naive multi-grained branch without grouping (Fig. 3b), ‘W Group’ refers to the multi-grained branch with superclass grouping (Fig. 3b), ‘Merged’ represents the merged heads approach (Fig. 3c).

|               | AP  | AP50 | AP75 | APs | APm | AP1 |
|---------------|-----|------|------|-----|-----|-----|
| Baseline      | 47.88 | 67.19 | 52.45 | 8.21 | 29.05 | 52.21 |
| W/O Group     | 48.40 | 67.79 | 53.53 | 8.96 | 31.31 | 52.85 |
| Merged        | 49.48 | 68.59 | 54.98 | 8.79 | 29.23 | 54.12 |
| W Group       | 49.50 | 68.34 | 55.12 | 9.77 | 29.19 | 53.91 |

Table 3: Per-category AP of the DeepFashion2. The columns are sorted in ascending order of the number of instances in that category. **Num** refers to the number of training bounding box instances in that category. ‘Baseline’: Fig. 3a, ‘W/O Grp’: Fig. 3b without grouping, ‘W Group’: Fig. 3b with grouping, ‘Merged’: Fig. 3c.

| Category                  | Num   | Short sleeve outwear | Sling | Sling dress | Long sleeve dress | Long sleeve outwear | Vest |
|---------------------------|-------|----------------------|-------|-------------|-------------------|---------------------|------|
| Short sleeve dress        | 543   | 42.45                | 47.55 | 65.40       | 53.43             | 72.57               | 66.93|
| W/O Grp                   | 44.29 | 48.12                | 66.74 | 53.21       | 73.80             | 67.47               |      |
| Merged                    | 46.11 | 49.63                | 68.41 | 56.28       | 74.22             | 68.68               |      |
| W Group                   | 46.51 | 51.59                | 68.24 | 57.06       | 73.97             | 68.28               |      |

5. Discussion and future work

Different from popular deep layer aggregation strategies [34], we have attempted to use separate branches to capture coarse and fine features. The reason is that although human hierarchy knowledge is useful (especially when labeled data is limited), it may not be well-aligned with the coarse-to-fine features that is deeply learned using a single branch with only fine-grained supervision on top. That said, through shared lower layer features, the separate branches can interact with each other. This perhaps explains why our multibranch solution (Fig. 3b) can perform better than the merged solution (Fig. 3c) that does not intake any human knowledge about the superclass. Apart from human hierarchy knowledge, other superclass grouping strategies can be explored or even learned if we have enough labeled data. Although both datasets we used are already very large publicly available datasets in this field, it would be of interest to experiment on even larger data and more annotations. It is possible that with unlimited data and annotations, merged head can freely learn to integrate different abstractness level information to minimize the loss. That said, in most real-world cases with limited annotated data, superclass grouping as shown can be a simple yet effective way to improve
Table 4: Per-category AP of the OpenImagesV4-Clothing. Only grouped categories are shown. The columns are sorted in ascending order of the number of training bounding box instances in that category. ‘Baseline’: Fig. 3a, ‘W/O Grp’: Fig. 3b without grouping, ‘W Group’: Fig. 3b with grouping, ‘Merged’: Fig. 3c.

| Category | Brief-case | Tiara | Swimcap | Suitcase | Sombrero | Crown | Miniskirt | Backpack | Sock | Scarf |
|----------|------------|-------|---------|----------|----------|-------|-----------|----------|------|-------|
| Num      | 155        | 411   | 591     | 602      | 644      | 684   | 954       | 1205     | 1259 | 2280  |
| Baseline | 4.81       | 51.20 | 49.16   | 33.90    | 38.04    | 47.55 | 51.19     | 43.90    | 57.82 | 37.74 |
| W/O Grp  | 9.79       | 47.66 | 45.03   | 30.21    | 29.36    | 49.67 | 57.90     | 45.61    | 61.32 | 38.76 |
| Merged    | 12.28      | 47.05 | 47.41   | 35.05    | 42.89    | 50.14 | 57.90     | 48.00    | 63.25 | 40.85 |
| W Group   | 12.98      | 55.40 | 47.99   | 36.10    | 48.00    | 51.73 | 57.87     | 45.62    | 63.19 | 41.09 |

| Category | Handbag | Necklace | Sandal | Cowboy hat | High heels | Boot | Fedora | Roller skates | Coat | Sunhat |
|----------|---------|----------|--------|------------|------------|------|--------|---------------|------|--------|
| Num      | 2425    | 2694     | 2912   | 3034       | 3093       | 3113 | 3624   | 5283         | 6434 | 6935   |
| Baseline | 76.53   | 60.50    | 40.28  | 38.61      | 42.52      | 57.86 | 58.55  | 44.18         | 43.77 | 50.14  |
| W/O Grp  | 78.32   | 62.21    | 40.97  | 41.22      | 42.18      | 59.27 | 64.64  | 45.49         | 43.73 | 52.69  |
| Merged    | 78.49   | 63.86    | 43.26  | 35.63      | 40.09      | 58.16 | 66.11  | 44.15         | 46.16 | 51.25  |
| W Group   | 78.76   | 62.10    | 44.34  | 41.99      | 42.47      | 58.03 | 62.79  | 44.58         | 44.76 | 49.63  |

| Category | Shirt | Goggles | Tie | Football helmet | Bike helmet | Shorts | Sunglasses | Jacket | Glasses | Jeans |
|----------|-------|---------|-----|-----------------|-------------|--------|------------|--------|---------|-------|
| Num      | 7416  | 9593    | 10535 | 11657          | 15927       | 16971  | 23956      | 25782  | 57857   | 78348 |
| Baseline | 59.49 | 37.36   | 72.11 | 52.12          | 41.31       | 41.74  | 31.51      | 41.92  | 44.05   | 56.33 |
| W/O Grp  | 63.05 | 35.85   | 72.94 | 53.38          | 44.55       | 41.28  | 33.60      | 41.81  | 46.81   | 58.43 |
| Merged    | 64.32 | 37.55   | 73.59 | 53.46          | 43.86       | 42.87  | 31.97      | 42.96  | 46.90   | 58.83 |
| W Group   | 64.34 | 38.28   | 72.95 | 52.48          | 44.03       | 40.59  | 33.06      | 41.73  | 46.12   | 57.95 |

In addition to improving detection performance, extra levels of supervision offer more flexibility to utilize information at different granularities. When two or more datasets have multi-grained groundtruth labels, it is hard to put them on a flat level (e.g., dog and golden retriever). In such cases, multi-grained branches are promising to integrate information from these datasets. Also, our frame-
Figure 5: **Best viewed in color.** Qualitative results of different heads with single and multi-grained branches. W/O grouping: naive multi-grained branches without grouping, Merged: multi-depth branches with merged heads, W Grouping: multi-grained branches with superclass grouping. The first image is from DeepFashion2 (cropped for clarity) and the second image is from OpenImagesV4-Clothing. We have blurred faces for privacy reasons.

Figure 6: **Best viewed in color.** Examples of failure cases of our proposed solution on OpenImagesV4-Clothing dataset. We highlight the missed detections with red boxes and also specify what category we missed to detect. We have blurred faces for privacy reasons.
works with multi-grained branches may handle newer categories more easily. If the new category’s superclass already exists in our model, the retraining efforts can be focused more on the fine-grained branch than the coarse-grained branch and the lower layers. Such explorations are deferred to future work.

6. Conclusion

In this paper, we study several detection head solutions with multi-grained branches for Faster RCNN backends which can make use of ROI information from different abstractness levels. According to our experiments on DeepFashion2 and OpenImagesV4-Clothing datasets, detection heads with multi-grained branches can boost detection performance by up to 2% without requiring extra expensive annotations. Particularly, superclass grouping with human knowledge can greatly improve the performance for categories with fewer images. For example, in the sombrero case of OpenImagesV4-Clothing, its mAP is increased by as high as 10%.
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