Learning to Extract Building Footprints from Off-Nadir Aerial Images

Jinwang Wang, Lingxuan Meng, Weijia Li, Wen Yang, Lei Yu, Gui-Song Xia

Abstract—Extracting building footprints from aerial images is essential for precise urban mapping with photogrammetric computer vision technologies. Existing approaches mainly assume that the roof and footprint of a building are well overlapped, which may not hold in off-nadir aerial images as there is often a big offset between them. In this paper, we propose an offset vector learning scheme, which turns the building footprint extraction problem in off-nadir images into an instance-level joint prediction problem of the building roof and its corresponding “roof to footprint” offset vector. Thus the footprint can be estimated by translating the predicted roof mask according to the predicted offset vector. We further propose a simple but effective feature-level offset augmentation module, which can significantly refine the offset vector prediction by introducing little extra cost. Moreover, a new dataset, Buildings in Off-Nadir Aerial Images (BONAI), is created and released in this paper. It contains 268,958 building instances across 3,300 aerial images with fully annotated instance-level roof, footprint, and corresponding offset vector for each building. Experiments on the BONAI dataset demonstrate that our method achieves the state-of-the-art, outperforming other competitors by 3.37 to 7.39 points in F1-score. The codes, datasets, and trained models are available at https://github.com/jwwangchn/BONAI.git.

Index Terms—Building footprint extraction, building detection, learning offset vector, off-nadir aerial image.

1 INTRODUCTION

Automatic Building Footprint Extraction (BFE) from aerial images for urban scenes has been studied for decades and benefited a wide variety of geomatics and Earth observation tasks, e.g., 3D city modeling, building change detection and precise urban planning [1], [2], [3], [4], [5]. Early work tackles the BFE problem primarily through exploiting image structure and appearance features to characterize building footprints [6], [7], [8], [9], while the performance of these methods is often limited by the discriminative capability of shallow features. Recently, deep learning-based solutions [3], [10], [11], [12] have reported promising results on BFE, benefiting from the powerful capability of deep models in representation learning. However, the BFE methods mentioned above mainly focus on near-nadir images, as shown in Fig. 1 (a), where the projected positions of the roof and the footprint of a building are usually well overlapped, and the BFE problem boils down to the extraction of the visible roofs of buildings. Few of them can handle off-nadir images that are often acquired when the viewing angle of the aerial imaging system is large (e.g., larger than 25°). An example of off-nadir images and a building instance model in it are illustrated in Fig. 1 (b) and (c) respectively. It can be observed that, for a building in off-nadir images, there is often a non-negligible offset between the projections of the roof and the footprint. Moreover, the boundary of the building footprint is partially visible and heavily occluded by its facade. All these pose great challenges to accurately detecting footprints of buildings in off-nadir images.

Despite the difficulties, it is actually in great demand to extract pixel-level building footprints from off-nadir images, see e.g., the SpaceNet 4 Challenge. So far, to the best of our knowledge, few methods can accurately extract the obscured contour of the building footprints, except the work [13] that uses off-nadir images with the help of LiDAR data to learn the geocentric pose of a building for generating its pixel-level footprint. However, compared with imagery, the LiDAR data is much less accessible. In this paper, we concentrate on recovering accurate building footprints from off-nadir images, in a more general setting that only two-dimensional images are available.

With a preliminary observation that the contours of the roof and the footprint are often consistent for most single buildings in the urban scenes, as shown in Fig. 1, we pro-
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pose to learn the partially occluded footprints of buildings from their visible roofs and facades. More precisely, instead of directly extracting building footprints, we tackle the BFE problem in off-nadir images by simultaneously learning an instance-level building roof and its corresponding offset vector toward the footprint for each building. To do so, we present a novel model named Learning Offset vector (LOFT). Specifically, we design a new offset head to predict the "roof to footprint" offset vector for each building, which can be easily applied to typical top-down instance segmentation methods such as Mask R-CNN [14]. The building footprints are then estimated by translating the predicted roof masks according to the predicted offset vectors. As the roofs are visible for most buildings, and the offset vectors are actually embedded in the visible facade structures, our LOFT method can achieve better BFE performance than the methods that directly model the building footprints.

Noticing that the length of the "roof to footprint" offset vector mainly depends on the building height, while the angle of the offset vector is sensitive to the perspective angle of the imaging system, it may not converge well when training the offset head with limited offset training samples. Moreover, the performance of BFE largely depends on the accuracy of the offset prediction in the LOFT scheme. Therefore, we further present a simple yet effective Feature-level Offset Augmentation (FOA) module to reduce the offset prediction errors. Unlike traditional image-based rotation augmentation, the proposed FOA module is implemented via simple rotations operating in the abstract feature space thus with very limited sacrifice of computational cost. Specifically, in the training stage, the offset vector and its corresponding offset feature of each building are synchronously rotated by multiple angles, based on which multiple offset losses are calculated to train an Offset Prediction Network (OPN). In the inference stage, the multiple offsets predicted by the OPN are fused to output a final offset.

Currently, there are mainly two types of datasets to train and evaluate BFE models: pixel-level labeled datasets, e.g. [15], [16] and instance-level labeled datasets, e.g. [17], [18], [19]. Among the first type, the INRIA Aerial Image Labeling dataset [15] provides pixel-wise labels of building/non-building classes, while the ISPRS Benchmark dataset [16] annotates images with six categories, including buildings. Both are prepared to train and evaluate BFE models which tackle the BFE problem through a pixel-level segmentation task. On the other hand, the DSTL Kaggle Dataset [17] and the WHU Building dataset [18] annotate buildings in aerial images with polygons, which are suitable to train and evaluate instance segmentation-based BFE methods. Note that, except for [19] and [20], which have some off-nadir images, the datasets above contain almost only near-nadir images and few off-nadir images. Moreover, those datasets are only annotated with building footprints, and the offset vectors are missed.

To train and evaluate our LOFT method for off-nadir images, the annotations of building roofs and their corresponding offset vectors are essential. Therefore, we create a new dataset for BFE in off-nadir imagery, dubbed as BONAI (Buildings in Off-Nadir Aerial Images). The BONAI dataset contains 268,958 building instances across 3,500 aerial images. Unlike the datasets mentioned above, on the one hand, BONAI contains a large amount of off-nadir images. On the other hand, the images in BONAI are annotated with building roof, building footprint, and the automatically generated offset vector. Note that due to the consistent contour of roof and footprint, the annotation cost of BONAI dataset is slightly higher than those who only annotate the building footprints. The detailed annotation process will be described in Sec. 3.1.

In experiments, we leverage our proposed offset head on the existing state-of-the-art instance segmentation methods (i.e., Mask R-CNN [14], PANet [21], Cascade Mask R-CNN [22], HRNet-v2 [23]) to demonstrate that the LOFT scheme can fully exploit the structural information of buildings to obtain precise footprint contours. In the standard evaluation of building footprint extractors, our proposed offset head and FOA consistently improve the F1-Score of the aforementioned extractors on BONAI dataset. Furthermore, we evaluate the LOFT scheme on the near-nadir BFE dataset to verify its generalization.

To summarize, our main contributions are three-fold:

- We propose to cast the BFE problem in off-nadir images as a problem of estimating the instance-level building roof and predicting its offset vector simultaneously, and present a new model, i.e., LOFT, which can be used for both off-nadir and near-nadir images.
- We further present a simple yet effective feature-level offset augmentation module to refine the offset vector prediction through transforming the input features in the abstract feature space, which only requires slightly incremental computation.
- We introduce a new well-annotated dataset for BFE in off-nadir imagery, i.e., BONAI, in which buildings are well annotated with instance-level roofs, footprints and corresponding offset vectors.

2 METHODOLOGY
After giving a general setup of the BFE problem in off-nadir images by Sec. 2.1, this section first presents an overview of our method in Sec. 2.2. All details of the proposed method are subsequently described in Sec. 2.3 and Sec. 2.4.

2.1 Problem Setup
Given an off-nadir aerial image I, the task of BFE is to design a model to locate the footprints and simultaneously extract their boundaries of all buildings contained by I. As mentioned before, the main difficulty lies in the fact that the footprints of buildings are often partially visible when imaging at off-nadir viewing angles.

In this work, we propose to solve this problem by supervised learning a deep BFE model with a set of N instance-level labeled data D, i.e.,

$$D = \{ (I_i, T_i) ; i = 1, \ldots, N \},$$

where T_i is the corresponding label of buildings contained by the image I_i in D. In particular, T_i consists of K footprints \{F_j^i; j = 1, \ldots, K\} with each F_j^i \in \mathbb{R}^{2 \times M} being represented by a polygon of M vertexes.

Moreover, as the footprints of buildings are partially visible while the roof is always fully visible, the problem can be converted into estimating the roof associated with an offset vector to the footprint for each building. Thus, every
footprint label $r_i^j$ in the dataset $D$ corresponds to a roof label $r_i^j$ and an extra offset label $o_i^j \in \mathbb{R}^2$, which represents the offset vector from the roof to the footprint of the $j$-th building in the image $I_i$. Therefore, the labeled data will be,

$$D = \left\{ (I_i, \{r_i^j, o_i^j\}^K_{j=1}) ; i = 1, \ldots, N \right\}. \quad (2)$$

An example of the instance-level annotation of a building in off-nadir images is demonstrated in Fig. 1 (c).

### 2.2 Overview

We elaborate our LOFT scheme by casting the BFE problem in off-nadir images as a problem of estimating the instance-level building roof and predicting its offset vector simultaneously. To learn the instance-level offset vector of each building, LOFT introduces an offset head to the top-down instance segmentation framework as shown in Fig. 2. To refine the offset vector prediction for mitigating the effects of noises raised from the image acquisition and offset learning, we further propose an efficient feature-level offset augmentation module, displayed in Fig. 3, by feature transformations in the offset head.

### 2.3 Learning Offset Vector (LOFT)

The LOFT model approaches the BFE problem in off-nadir images by predicting the roofs and their associated offset vectors to the footprints of buildings, with the supervision of dataset $D$. The idea is conceptually simple: plugging a new offset head to learn the offset vector into a top-down instance segmentation framework used for learning the building roofs. In what follows, the Mask R-CNN [14] is adopted to demonstrate the proposed LOFT model for its simplicity. Similarly, our proposed LOFT module can also be used in some other instance segmentation frameworks.

The overall architecture of LOFT is illustrated in Fig. 2. To train the LOFT model, the ground-truth labels of building bounding boxes (B-Box) $\{b_i^j\}^K_{j=1}$, the roof masks (R-Mask) $\{r_i^j\}^K_{j=1}$, and the offset vectors (Offset) $\{o_i^j\}^K_{j=1}$ are required, where each $b_i^j \in \mathbb{R}^4$ is a bounding box denoted by $\{(x_i^j, y_i^j, w_i^j, h_i^j)\}$ and each $r_i^j \in \mathbb{R}^2 \times M$ is represented by a polygon of $M$ vertexes. This information can be obtained from the labels $T_i = \{r_i^j, o_i^j\}^K_{j=1}$. The detailed generation process is described in Sec. 3.1.

In the training stage, with a set of labeled data $D$, an input image $I$ is fed into the backbone network, which produces the backbone feature map $B$ as shown in Fig. 2. Then, the Region Proposal Network (RPN) [24] takes the feature map $B$ as the input to generate region proposals $P$. Next, three RoI Align [14] layers take each proposal $p_i = (x_i, y_i, w_i, h_i) \in P$ and $B$ as inputs to compute feature maps $F^P$, $F^r$, and $F^o$, where $p_i$ denotes the $i$-th building proposal, $F^P$, $F^r$, and $F^o$ are the building bounding box, roof mask, and offset vector feature maps in the R-CNN head, mask head, and offset head, respectively. The R-CNN and mask heads are inherited from the Mask R-CNN [14]. For the offset head, the feature map $F^o$ is used as the input, and it consists of several convolution (Conv) layers and fully connected (FC) layers. Note that the ground truths of the RPN and the R-CNN head are building bounding boxes, since the receptive field of the network in the offset head needs to cover roof and footprint at the same time for regressing the offset vector, i.e., the information of offset vector is embedded in the visible building facade structure.

The LOFT model is finally obtained via minimizing a joint loss function,

$$L = L_{RPN} + \alpha_1 L_{RCNN} + \alpha_2 L_{Mask} + \alpha_3 L_{Offset}. \quad (3)$$

where $L_{RPN}$, $L_{RCNN}$, $L_{Mask}$ are the same as those in Mask R-CNN, i.e., the losses for the RPN, R-CNN, and mask heads, respectively. $L_{Offset}$ is the loss for the offset head, where a standard smooth $L_1$ Loss is used. We empirically set the loss weights as $\alpha_1 = 1$, $\alpha_2 = 1$, and $\alpha_3 = 2$ in the experiments.

To speed up the offset head convergence, the following encoding functions are used:

$$\phi_x = o_x / w^P, \quad \phi_y = o_y / h^P, \quad (4)$$

where $w^P$ and $h^P$ are the width and height of the matched proposal $p_m \in P$, $[o_x, o_y]^T$ is the ground truth offset vector, and $[\phi_x, \phi_y]^T$ is the encoded offset vector for regression.

During the inference stage, we use the predicted offset vectors to convert the predicted roof masks to the footprint masks. Specifically, a predicted roof mask will firstly be represented as a polygon $r \in \mathbb{R}^2 \times M$ with $M$ vertexes by a topological structural analysis algorithm [25]. The footprint polygon $f$ is finally computed by translating the roof polygon $r$ with the predicted offset $\delta = [o_x, o_y]^T$.

### 2.4 Feature-level Offset Augmentation (FOA)

Note that the offset vector $o = [o_x, o_y]^T$ can be converted into $[o_x, o_y]^T$ in a polar coordinate system. The $o_x$ is approx-
imately uniformly distributed since the perspectives of the aerial imaging platforms are almost arbitrary to the scenes. Hence, the network needs to handle arbitrary rotation transformations when learning offsets. Moreover, the offset head may not well converge with a limited number of offset training samples. Thus designing an enhancement module is necessary to learn more robust offset features. One way is using image-level rotation augmentations. Observing that the offset vectors in an image can only be rotated by one angle in a training epoch and the network thus needs more time to converge, we present an FOA module by rotating the offset features, improving the robustness of offset prediction by operating in the abstract feature space as in [26].

The architecture of the FOA module is shown in Fig. 3. We extend the single forward offset head to multiple parallel offset head branches and these branches regress multiple rotated offset vectors by different angles in parallel. Specifically, the input feature map $F^0$ and corresponding ground-truth offset vector $[o_x, o_y]^T$ will be simultaneously rotated by a rotation angle set $\Theta = \{\theta_1, \theta_2, \cdots, \theta_n\}$. Specifically, we exploit the spatial transformer [27] for the feature map rotation. Firstly, the rotation angle $\theta_i \in \Theta$ is used to create a sampling grid, a set of points where the input feature map is sampled to produce the transformed feature map. More precisely, given the rotation matrix,

$$A_\theta = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix},$$

the point-wise transformation on an input feature map is

$$[x^s_i, y^s_i]^T = A_\theta [x^t_i, y^t_i]^T,$$

where $[x^t_i, y^t_i]^T$ is the target coordinate of the regular grid in the output feature map, and $[x^s_i, y^s_i]^T$ is the source coordinate in the input feature map. A similar way is applied to the offset vector rotation, i.e., a rotated offset vector $o^* = [o^*_x, o^*_y]^T$ is computed by $o^* = A_\theta o$.

Fig. 3 illustrates the network architecture of the FOA module with a rotation angle set $\{0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$, each branch of which consists of a series of Conv and FC layers with the same parameters as the offset head in Sec. 2.3. To reduce the parameters in the FOA module, the parameters of FC layers in all branches are shared. In the training stage, each branch will calculate offset vector loss separately, while in the inference stage, the predicted multiple offset vectors in corresponding branches will rotate reversely according to the rotation angle. The final fused offset is generated by the max selection strategy since we find that the values of offsets tend to be smaller than ground-truth values.

### 3 Experiments and Analysis

#### 3.1 BONAI Dataset

We build the BONAI dataset with a large quantity of off-nadir aerial images with spatial resolutions of 0.3m and 0.6m, mainly collected from Google Earth images and Microsoft Virtual Earth images geo-located in six representative cities of China, i.e., Shanghai, Beijing, Harbin, Jinan, Chengdu, and Xi’an. It is worth noticing that although the images used in BONAI dataset are often RGB-rendered versions of original aerial images, the structure and appearance of the image content are always consistent and are feasible for recognition-oriented tasks [28], [29].

As mentioned before, due to the observation that the contours of the roof and the footprint of a building in near-nadir images are often well overlapped, existing datasets for the BFE problem with near-nadir images, e.g., [18], [19], often label building footprints directly by their roofs. In contrast, our BONAI dataset targets the BFE problem in off-nadir images and provides an instance-level annotation of every building. More precisely, for a building in BONAI dataset, we provide the masks of its roof and footprint in polygon formats as well as an associated offset vector from the roof toward the footprint. Fig. 1 (c) illustrates an annotation example of a building in BONAI dataset.

Noticing that the building footprints in off-nadir aerial images are usually heavily occluded, it is often impossible to directly annotate their accurate boundaries. Therefore, we first annotate its fully visible roof with a polygonal mask when labeling a building. We then create its footprint mask by translating the obtained roof mask to the footprint whose boundary is partially visible. The corresponding translation

### TABLE 1

| Dataset | City      | #Image | #Instance |
|---------|-----------|--------|-----------|
| BONAI   | Shanghai  | 1,688  | 167,595   |
| Training Set | Beijing | 684    | 36,932    |
|          | Chengdu   | 72     | 4,448     |
|          | Harbin    | 288    | 16,480    |
| Validation Set | Jinan   | 228    | 16,747    |
|          | Xi’an     | 72     | 6,147     |
| Test Set | Shanghai  | 200    | 15,100    |
|          | Xi’an     | 100    | 5,489     |
| Total    |           | 3,300  | 268,958   |
vector is finally recorded as the offset vector. Fig. 4 shows some annotated images with building roof polygons in blue, footprint polygons in yellow, and offset vectors in red.

Tab. 1 presents the overview of the BONAI dataset, which contains 268,958 buildings across 3,300 images with size of $1024 \times 1024$ pixels. The BONAI dataset is carefully split into three subsets, i.e., Training Set, Validation Set, and Test Set, such that the coverage areas of the images contained by one subset are geographically non-overlapped with those of others.

3.2 Implementation Details

Following the pipeline in Fig. 2, we use ResNet-50 [30] pre-trained on the ImageNet with FPN [31] as the backbone. All the models are trained with a batch size of 32 on 16 NVIDIA Titan XP GPUs (with 12GB RAM). We use 24 epochs for training, with the learning rate starting from 0.02 and decaying by a factor of 0.1 at the 16$^{th}$ and 22$^{nd}$ epoch. The Stochastic Gradient Descent (SGD) with a weight decay of 0.0001 and momentum of 0.9 is used in all experiments. Mask R-CNN [14] is used as the basic architecture of the LOFT model unless specified otherwise. The batch sizes of the RPN and Fast R-CNN are set to be 512 and 1024, respectively, with a sampling ratio of 1/3 between the positives and negatives. The number of RPN proposals is set to 3000, and we run the R-CNN head on these proposals, followed by Non-Maximum Suppression (NMS). The mask head and offset head are then applied to 512 building boxes with the highest scores. All models are built in PyTorch.

3.3 Evaluation Protocols

A core step of evaluating a BFE method is to instance-wisely match the predicted footprint to the ground truth with a specified metric. To assess the localization quality and boundary quality simultaneously, two Intersection over Union (IoU)-based segmentation evaluation measures, i.e., Mask IoU and Boundary IoU [32], are adopted in our experiments.

The most commonly used evaluation metrics for BFE task are Precision, Recall, and F1-Score with a Mask IoU threshold of 0.5. These metrics mainly measure the localization quality since Mask IoU is insensitive to the boundaries [32]. However, the boundary quality is another crucial factor in evaluating of building footprint extractors. Therefore, we employ a recently proposed metric called Boundary AP$_{50}$ (AP$_{50}^{\theta}$) [32] to obtain a more reliable evaluation of boundary performance. AP$_{50}^{\theta}$ is proposed by replacing Mask IoU by the Boundary IoU [32] in Average Precision (AP) metric with a Boundary IoU threshold of 0.5. The Boundary IoU can better reveal the improvements in boundary quality that Mask IoU generally ignores. Note that since the BFE task is also an instance segmentation task, the AP metric can be used to evaluate the performance of BFE methods. Finally, the F1-Score is exploited as the main metric to be consistent with other works in literature.

3.4 Main Results

We evaluate the BFE performance of our proposed method on two datasets, i.e., the BONAI dataset containing off-nadir images and the commonly-used WHU Building dataset [18] that only has near-nadir images.

Results on Off-nadir Images. We compare the performance of our LOFT with the state-of-the-art instance segmentation methods which are used for the SpaceNet Building Detection Challenge on the BONAI dataset. The results are reported in Tab. 2. One can see that our proposed method (LOFT w/ FOA) achieves an absolute improvement of 3.37 points in terms of F1-score when compared with the state-of-the-art instance segmentation method Cascade Mask R-CNN (CM R-CNN) [22]. Besides, our method performs much better than MAP-Net [11], indicating the effectiveness and superiority of our method on off-nadir images.

We visualize some representative footprint extraction results in Fig. 5, which qualitatively demonstrates the superiority of LOFT to its counterparts in terms of the accuracy of position and shape. Methods that directly extract footprints tend to mistake the building facades as the building footprints, since the network needs to learn the structural information of the occluded boundaries implicitly when training. Instead, for the LOFT scheme, the shape predictions of the building footprints are usually correct for most buildings as it extracts the building footprints indirectly by predicting the fully visible building roofs and the corresponding offsets.

Results on Near-nadir Images. To further evaluate the generalization ability of our method, we train the LOFT with or without offset head on the WHU Building dataset (WHU dataset) [18] which is designed to evaluate the BFE methods for near-nadir images. In the experiments, we train and evaluate our method on the aerial subsets, which consist of more than 187,000 building instances across 8,188 aerial image tiles with $512 \times 512$ pixels. We conduct our experiments with the same setting as in [18]. Note that we set offset vector as [0, 0] for each building in the experiment of the LOFT with offset head since the WHU dataset only contains near-nadir images. As a result, the F1-Scores of the LOFT with and without offset head both achieve 91.97% which is comparable to the 91.76% reported in [18] with the same Mask R-CNN architecture, which implies our LOFT with offset head can also work well for near-nadir images. Therefore our proposed LOFT is a unified BFE method for both off-nadir and near-nadir images, as the offset vectors tend to be zero in near-nadir images.

3.5 Ablation Study

We also conduct a series of experiments to investigate the function of each component in the proposed method. The detailed comparisons are given in the following.

4. Note that a single Titan XP GPU is sufficient to train and test our models. More GPUs can speed up the training and inference, while the influences on the model accuracy are negligible.

5. https://spacenetchallenge.github.io/
**Influence of the Offset Head.** We apply the offset head to typical top-down instance segmentation methods, i.e., Mask R-CNN [14], PANet [21], HRNetv2-W32 [23], and CM R-CNN [22], to verify the effectiveness of the offset head. For the sake of fairness, all hyperparameters are strictly consistent. Tab. 3 shows the comparison results. It can be observed that the offset head can improve the performance of Mask R-CNN, PANet, HRNetv2-W32, and CM R-CNN by 3.66, 4.09, 2.35, and 2.79 points in terms of F1-Score, respectively, implying the effectiveness of the offset-based method for BFE in off-nadir aerial images. It is worth noting that, in addition to the methods in Tab. 3, the offset head can also be applied to other instance segmentation methods.

| Method                  | F1-Score | Precision | Recall | AP50 |
|-------------------------|----------|-----------|--------|------|
| Mask R-CNN [14]         | 58.12    | 59.26     | 57.03  | 45.80|
| Mask R-CNN + Offset     | 61.78    | 60.87     | 62.72  | 50.10|
| PANet [21]              | 58.06    | 59.26     | 56.91  | 45.30|
| PANet + Offset          | 62.15    | 61.33     | 62.99  | 49.90|
| HRNetv2-W32 [23]        | 60.81    | 61.20     | 60.42  | 50.10|
| HRNetv2-W32 + Offset    | 63.16    | 62.31     | 64.03  | 52.00|
| CM R-CNN [22]           | 60.94    | 67.09     | 55.83  | 46.50|
| CM R-CNN + Offset       | 63.73    | 68.29     | 59.74  | 48.70|

**Influence of the FOA Module.** We also compare the performance of the LOFT with and without the use of the FOA module. The experimental results are illustrated in Tab. 4. It shows that the FOA module brings noticeable gain in contrast to LOFT without the FOA module, which improves the footprint F1-Score from 61.78% to 64.31%. Besides, we can find that the roof F1-Scores of LOFT and LOFT w/ FOA are almost the same, indicating that the FOA module only improves the accuracy of offset prediction. Therefore, in the case of high offset prediction accuracy, we can easily utilize the better instance segmentation methods to predict the building roof for further improving the accuracy of building footprint extraction. In Fig. 6, we present the qualitative results on the BONAI dataset, where the proposed FOA generates more accurate offset vectors.

**Influence of the Rotation Angles in FOA.** As mentioned in Sec. 2, the FOA module will transform instance-level building features and then predict multiple offsets according...
to the rotation angle set. Hence, we study the influence of different rotation angle sets including typical angle combinations, i.e., \{0\}, \{0, \pi/2\}, \{0, \pi/2, \pi\}, \{0, \pi/2, \pi, 3\pi/2\}. Tab. 5 reports the results with different rotation angle sets, implying that the footprint extraction performance can be improved when more rotation angles are involved in the computation. Specifically, we can see that the F1-Score of using four angles is 2.53 points higher than that using only one angle. Thus the rotation angle set \{0, \pi/2, \pi, 3\pi/2\} is used in other experiments, unless specified otherwise.

**Parameter Sharing in the FOA.** In the FOA module, four convolution (Conv) layers and two fully connected (FC) layers are used in each branch. Thus we implement ablation studies on whether or not to share the parameters of Conv and FC layers. Results are shown in Tab. 6. One can observe that the LOFT achieves the best performance when the parameters of FC layers are shared. Besides, sharing the parameters of FC layers can also reduce the number of model parameters. Therefore, we only share the parameters of FC layers in other experiments.

**Image-level Rotation Augmentation with the FOA.** We compare the performance of image-level rotation augmentation (IRA) with the FOA module. In our experiments of the IRA, the input image and corresponding ground truth are randomly rotated with a rotation angle set \{0, \pi/2, \pi, 3\pi/2\} as the same as in the FOA module. The F1-scores of footprint and roof are both reported in Tab. 7, where 1x means training with 24 epochs. One we can find that more training time (\#epoch) is needed to obtain more accurate results when the IRA is used. Specifically, the LOFT obtains better footprint F1-Score when the LOFT is trained from 24 epochs to 48 epochs regardless of whether the FOA is used or not (62.55% to 65.22% with FOA, and 59.88% to 63.75% without FOA). In addition, the FOA module takes only a quarter of the training time (24 epochs) to obtain the comparable result (64.31% to 64.43%) with the IRA trained by 96 epochs. Besides, the FOA module can still improve the accuracy regardless of the training time even with IRA. The other we can see that the trends of F1-Scores of roof and footprint are consistent when the IRA is used since the IRA transforms the roof and footprint simultaneously in the training process. Due to the FOA only rotating the offset feature, it has little effect on the F1-Score of the roof, which also implies the FOA improves the BFE performance by refining the offset prediction.

### 3.6 Discussions

**End-point Error of Offset Learning.** In the LOFT, the footprint F1-Score can only indirectly reflect the performance of offset learning. To directly evaluate the performance of offset learning, we compute the object-wise end-point error (denoted by EPE) in pixels, which is the Euclidean distance between the endpoints of the predicted and ground truth offset vectors. Note that we only calculate the EPE value of the offset vector when its corresponding footprint prediction is true positive. The results of different methods are shown in Tab. 8. One can find that the average EPE of the LOFT is just 5.26 pixels, and the FOA module can further reduce the error of offset prediction (from 5.26 to 4.94), which has the same trend as the footprint F1-Score in Tab. 4.

**Upper Bound Performance.** For offset-based BFE methods, the footprint extraction accuracy largely depends on the prediction accuracies of the roofs and offset vectors. However, if we use the ground truth offsets to replace the predicted offsets, the prediction performances of the roofs and footprints will be the same. Hence, the footprint extraction accuracy is upper bounded by the performance of roof prediction. The performance of our proposed LOFT and Mask R-CNN on the extraction of roofs and footprints is shown in Tab. 9. The performance gap between the roofs and the footprints of our method is just 2.94 points in F1-Score which is much smaller than the 8.98 points of Mask R-CNN. Considering that in off-nadir images, the features of building roofs are more notable than building footprints, which implies that our offset-based method is highly effective to BFE problem in off-nadir imagery.

**Failure Cases.** Fig. 7 reveals three typical failure cases when using the proposed LOFT model, mainly resulting

---

**Table 4**
The influence of the FOA module on BONAI dataset (%).

| Item       | Method         | F1-Score | Precision | Recall | AP\(_D^{50}\) |
|------------|----------------|----------|-----------|--------|-------------|
| Roof       | LOFT           | 67.17    | 65.49     | 68.95  | 59.60       |
|            | LOFT w/ FOA    | 67.25    | 65.55     | 69.03  | 60.80       |
| Footprint  | LOFT           | 61.78    | 60.87     | 62.72  | 50.10       |
|            | LOFT w/ FOA    | 64.31    | 63.37     | 65.29  | 53.40       |

**Table 5**
F1-Scores of different rotation angle sets in the FOA module.

| Method w/ FOA | Rotation angle set | F1-Score (%) |
|---------------|--------------------|--------------|
|               | \{0\}              | 61.78        |
|               | \{0, \pi/2\}       | 63.83        |
|               | \{0, \pi/2, \pi\}  | 63.95        |
|               | \{0, \pi/2, \pi, 3\pi/2\} | 64.31      |

**Table 6**
Results of different network design choices of the FOA. Conv and FC mean the convolution and fully connected layers, respectively.

| Method         | Share Conv | Share FC | F1-Score (%) |
|----------------|------------|----------|--------------|
| LOFT w/ FOA    | ✓          | ✓        | 63.84        |

**Table 7**
Comparison of image-level rotation augmentation (IRA) with the FOA module. 1x means 24 epochs (%).

| Method | IRA | FOA | \#epoch | Footprint F1-Score | Roof F1-Score |
|--------|-----|-----|---------|--------------------|---------------|
| LOFT   | ✓   | ✓   | 1x      | 61.78              | 67.17         |
|        | ✓   | ✓   | 2x      | 59.88              | 66.58         |
|        | ✓   | ✓   | 3x      | 63.75              | 68.53         |
|        | ✓   | ✓   | 4x      | 64.43              | 68.56         |
| Footprint | ✓ | ✓ | 1x | 64.31 | 67.25 |
|         | ✓ | ✓ | 1x | 62.55 | 66.71 |
|         | ✓ | ✓ | 2x | 65.22 | 68.71 |

**Table 8**
The end-point error comparison of LOFT with or without FOA.

| Method | Average EPE (pixel) |
|--------|---------------------|
| LOFT   | 5.26                |
| LOFT w/ FOA | 4.94         |
from the prediction errors of building locations, shapes, and offset vectors. The failure in the left of Fig. 7 occurs as the building roof is confused with the building facade or background, while the middle occurs when the prediction of offset is far from correct. The right one is most challenging as both the shape and the location are difficult to predict. To better handle the BFE problem in off-nadir images and reduce the failure cases, further study may consider facade segmentation as an extra task in a multi-task learning scheme. Besides, roof boundary learning might help to predict more accurate building roofs.

4 Conclusion

In this paper, we have addressed the problem of building footprint extraction in off-nadir imagery. To make the most of the property that the building footprint is partially visible while the building roof is fully visible in off-nadir images, we propose the LOFT scheme to decouple the BFE problem to the building roof extraction superimposing a roof-to-footprint offset vector regression. The proposed offset head can be easily applied to any top-down instance segmentation method. Moreover, a simple but effective feature-level offset augmentation module is proposed to refine the offset vector prediction further, avoiding significant extra computation in traditional image-based augmentation. A new dataset, i.e., BONAI, is also created to train and evaluate BFE models for Off-nadir aerial images. Experimental results on BONAI demonstrate the superiority of our method.
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TABLE 9

| Method            | Roof (%) | Footprint (%) | Gap (%) |
|-------------------|----------|--------------|---------|
| LOFT w/ FOA       | 67.25    | 64.31        | 2.94    |
| Mask R-CNN [14]   | 67.10    | 58.12        | 8.98    |

Fig. 7. Some typical failure cases of LOFT on BONAI dataset. Blue and red mean prediction and ground truth, respectively.