Deep Neural Network Prediction of Mechanical Drilling Speed
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Abstract: Rate of penetration (ROP) prediction is critical for the optimization of drilling parameters and ROP improvement during drilling. However, it is still challenging to accurately predict ROP based on traditional empirical formula methods. This is usually the case for the development of the Wushi 17-2 oilfield block in the South China Sea. The Liushagang Formation is complex and the ROP is relatively low and difficult to increase. Ordinary data-driven ROP prediction models are not applicable because they do not take into account the complexity of formation conditions. In this work, we characterize the formation with acoustic transit time and build a data-driven ROP prediction model based on a deep neural network approach. By using the exploratory well data of the Wushi 17-2 oilfield for training and testing, the matching degree of the established model with the real data can reach 82%. In addition, we have developed a drilling parameter optimization process based on the ROP prediction model to improve ROP. Through on-site simulation, we found that the process can well meet the construction requirements. The established models and process flow are also applicable to the development of other formations and fields.
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1. Introduction

Well drilling has been widely identified as the key section during oil and gas field development, as the drilled well is the only pathway for trapped hydrocarbon to be produced and transported from underground. Among all drilling parameters, the rate of penetration (ROP) raises the most interest. The ROP characterizes the speed at which a drill bit breaks the rock under it to deepen the borehole. Since it directly controls the drilling speed and efficiency and ultimately affects the development cost [1], it is vitally important to accurately predict the ROP during the drilling process.

Hitherto, there are two main methods for ROP prediction: the traditional empirical formula method and the data-driven method. The traditional empirical formula is developed based on the understanding and experience from the drilling industry through a gradual learning process. In 1962, Maurer first revealed the relationship between ROP, weight on bit (WOB) and rotations per minute (RPM) under different cleaning conditions, and he established the ROP equation of a cone bit under ideal cleaning conditions [2]. In the following decades, more traditional empirical methods to predict ROP occurred. For example, in 1965, Bingham proposed the famous Bingham equation [3]. In 1974, Bourgoyne and Young proposed the famous B-Y equation [4]. In 1987, Warren first proposed the ROP equation of roller cone bits with consideration of the tooth cutting process [5]. In 1994, Hareland and Rampersad proposed a new ROP equation based on the study of the interaction between bit cutter and rock [6]. In 2010, Motahhari et al. established an ROP equation of polycrystalline diamond compact (PDC) bit by considering wear coefficient and rock strength [7]. These
traditional empirical formulas are derived from acquired drilling parameters. However, given the extensive complexity of the whole drilling process, some of the drilling parameters are not invariable and usually alter with time or at different depth and formation [8,9]. Therefore, the traditional mathematical models cannot accurately and comprehensively predict the ROP to a degree to meet the engineering requirement. Meanwhile, with the help of prompt development of computer technology, machine learning has been gradually applied to ROP prediction. Compared to the traditional empirical formula method, the data-driven ROP prediction model has the ability to precisely characterize the ROP based on the more accurate simulation of the actual drilling situation. For example, in 1997, Bilgesu and Tetrick first applied an artificial neural network to predict ROP based on a large number of experimental data obtained from indoor simulated drilling [10]. In 2010, David et al. developed a credible expenditure authorization based on the data such as geological information, logging data and bit usage information using an artificial neural network, which could effectively estimate the ROP and drilling time of each size of wellbore [11]. In 2020, Ahmad et al. established a prediction model of ROP for horizontal wells in carbonate reservoirs using adaptive artificial neural network technology [12]. Compared with the traditional ROP equation, the prediction accuracy of this model was as high as 94.88%.

Currently, various machine-learning-based nonlinear learning models are widely used for ROP prediction, especially support vector machines and artificial neural networks [13–22]. However, most of the existing models only consider simple formation conditions and a small number of drilling parameters; the processing framework is too simple and cannot simulate the real situation and apply to predict ROP in complex formations. Therefore, it is very important and urgent to develop a comprehensive data-driven ROP prediction model for complex situations to meet industry needs. In this work, we developed a new ROP prediction model through deep neural network and data mining based on the logging and drilling data of multiple wells in the Wushi 17-2 oilfield in the South China Sea, and the sonic time difference data is brought into the model as a parameter of the characterization of the formation, which can be applied to complex formation conditions. The accuracy of the model was verified to meet the requirements. In addition, we also developed a drilling parameter optimization process based on the ROP prediction model to improve ROP. After on-site simulation and application, the model and process established in this work can be applied to other oilfields and can bring benefits to oilfield development.

2. Stratigraphic Profiles

Wushi 17-2 block is located in the east of Wushi Sag in Beibu Gulf Basin of the South China Sea with extremely rich reserves of intensified oil and gas resources [23]. However, as a typical fault block reservoir, the lithology of Liushagang Formation is considerably complex, where the mudstone, sandstone and shale are unevenly distributed in the thick mixed layers [24–26]. Most of the formation rocks present with high argillaceous and strong water sensitivity. Meanwhile, the drillability of the mudstone formation is poor, and the rock strength of the sandstone and gravel formation is high with strong abrasiveness. When the PDC bit drills in such soft–hard intersected layers, some of the drilling parameters such as WOB and rotational speed cannot fully match the rock properties, resulting in efficiency reduction of the bit in the rock breaking and a generally low ROP. According to the field data, the average ROP of seven early exploratory wells in the upper formation was 87.32 m/h, while the average ROP of the Liushagang Formation was only 23.27 m/h, which was 73% lower than that of the upper formation (see Figure 1). Considering the high cost of offshore drilling and severe working conditions, the development of a suitable ROP prediction model for the Liushagang Formation would be an important and theoretical guidance for drilling parameter adjustment, ROP improvement and drilling period reduction during the whole construction process.
3. Controlling Factors of ROP

3.1. Stratigraphy

The characteristics of rock which strongly affect ROP are of inherent nature of the target formation and thus cannot be changed. Figure 2 shows the lithology profile of the Liushagang Formation. According to the lithology distribution law, the Liushagang Formation can be divided into an upper homogeneous mudstone and sandstone section, and the middle and lower soft-hard interlaced section. The middle and lower formations are mainly dominated by mudstone with a small amount of sandstone and shale. The average proportion of mudstone, sandstone and shale in the Liushagang Formation is 62.82%, 24.95% and 11.23%, respectively. Based on the whole-rock mineral X-ray diffraction (XRD) analysis, the content of clay mineral of this formation is around 45%.

ROP is mainly controlled by the lithology of formation. When drilling in the upper homogeneous formation, the ROP can maintain at a relatively high value, while for the soft-hard intersected layers in the middle and lower section, due to the significant variation in lithology and the strong fluctuation of WOB, the ROP would be hard to be maintained in a stable manner and the ROP is relatively low.

Figure 3 shows the strength envelope using Mohr–Coulomb criterion from the rock mechanics experiments on core samples from the field [27]. The results indicate that the
rock cohesion force of the target formation is 6–8 MPa, implying a poor cementation with a loose rock structure.

![Figure 3. Mohr–Coulomb envelope circle: (a) argillaceous sandstone, (b) gravel rock, (c) gravel-coarse sandstone and (d) argillaceous sandstone.](image)

### 3.2. Drilling Parameters

The drill bits used in the formation we studied in this work was PDC bits with a size of 12 1/4in. PDC bits mainly rely on chamber plows in soft formations and cutting in hard formations. When the cutting depth is relatively shallow, the rock is mainly plastically damaged, which is represented by the continuous accumulation of powder particles at the tip of the tool. When the cutting depth reaches a certain value, the rock will suffer brittle failure, which is manifested as cracks extending from the tool tip along the cutting direction, and finally extending to the free surface to form larger chips.

#### 3.2.1. WOB

The relationship between ROP and WOB in the upper and lower formations of the Liushagang Formation are different. Taking the section of the Liushagang Formation in well X-2 for example (Figure 4): in the upper homogeneous formation, increasing WOB increases ROP; however, in the lower soft and hard staggered formation, increasing WOB leads to a decrease in ROP.

![Figure 4. The relationship between WOB and ROP: (a) well X-2 Upper formation and (b) well X-2 lower formation.](image)
3.2.2. Rotating Speed

In the drilling industry, the wellhead rotary table drives the drill pipe and lower part of the drilling tool to rotate. The rotation speed of the rotary table highly depends on the efficiency of rock breaking. Therefore, the rotation speed is one of the key drilling parameters that affects the mechanical penetration rate. Given the complex working conditions during the actual drilling process, it is essential to have a good analysis to characterize the relationship between the rotating speed and ROP at different drilling conditions.

Figure 5 shows the variation in ROP and rotation speed at the depth from 1900 to 1990 m in the Liushagang Formation of well X-2. In general, the rotational speed of the whole section remains relatively stable. At a depth of 1940 m, the rotational speed starts to decrease. At the same section, the ROP presents an obvious low value, indicating a strong dependence between ROP and rotation speed. During the normal drilling process in the Liushagang Formation, a lower speed can lead to the reduction in ROP. For the well section with stable rotating speed, the complex operating conditions such as drilling in soft-hard intersected layers or other drilling parameter fluctuations can also cause the ROP fluctuation.

![Figure 5. The relationship between ROP and rotation speed in Well X-2.](image)

3.2.3. Pump Volume

Rock cuttings broken by the bit cutting teeth usually need to be removed from the bottom of the well to avoid repeated bit breaking [28]. To effectively remove the formed cuttings, drilling fluid is commonly used. A proper pump volume of drilling fluid can ensure a good migration of rock cuttings and also save the cost of drilling. Figure 6 shows the design and actual drilling pump volume data of four wells. To guarantee the effective cleaning of the well bottom, the recommended pump volume is 3000–3200 L/min.

![Figure 6. Pump volume as function of depth.](image)
3.2.4. Drilling Fluid Density

Drilling fluid is considered as the “blood” in drilling engineering and plays the role of bridge between the ground and underground [29]. A suitable drilling fluid density can effectively balance the pressure during drilling and avoid circulation loss or wellbore instability. Figure 7 shows the variation in ROP and hydrostatic column pressure with consideration of drilling fluid density in well X-1. In general, increasing drilling fluid density decreases the ROP.

![Figure 7. Relationship between ROP and drilling fluid density.](image)

3.3. Drilling Tool

There are many types of downhole tools, including hydraulic oscillators to ensure WOB transmission, and centralizers to avoid drill pipe bending [30–33]. In this work, we only discuss the influence of the bit on ROP. As the main tool for rock breaking, the wear of the bit cutting teeth is highly related to drilling efficiency. With the same values of other parameters, the greater the wear degree of the cutting teeth, the smaller the volume of rock breaking, and the lower the ROP [34]. It is worth noting that other drilling tool parameters, such as the bit tooth distribution mode, tooth shape and number of teeth, can also affect the ROP [35].

According to the statistics from the field, the bit’s cutting tooth used in the Liushagang Formation shows more or less wear. The average wear of the inner cutting tooth is 29.7%, and the average wear of the outer cutting tooth is 54.7%. In this work, considering the different usage and different degree of bit with various types, a constant value is set in the ROP prediction model.

3.4. Analysis of Main Controlling Factors

To analyze the controlling factors of ROP, based on the drilling data collected from the field, we used a correlation analysis method to interpret the relationship among lithology, WOB, rotating speed, pump capacity, drilling fluid density and ROP. The thermal diagram of the main controlling factors is shown in Figures 8–10. In these figures, the blue blocks represent a positive correlation and the red represent a negative correlation. It is clear to see that the drilling parameters at different sections show different influence on ROP.

The main controlling factors governing ROP and the recommended drilling parameter interval in the Liushagang Formation are shown in Table 1. These drilling parameters need to be taken into account when developing an ROP prediction model. When optimizing drilling parameters, it is necessary to adjust the relative parameters based on these controlling factors at different layers to ultimately achieve an effective ROP release.
According to the statistics from the field, the bit’s cutting tooth used in the Liushagang Formation shows more or less wear. The average wear of the inner cutting tooth is 29.7%, and the average wear of the outer cutting tooth is 54.7%. In this work, considering the different usage and different degree of bit with various types, a constant value is set in the ROP prediction model.

3.4. Analysis of Main Controlling Factors

To analyze the controlling factors of ROP, based on the drilling data collected from the field, we used a correlation analysis method to interpret the relationship among lithology, WOB, rotating speed, pump capacity, drilling fluid density and ROP. The thermal diagram of the main controlling factors is shown in Figures 8–10. In these figures, the blue blocks represent a positive correlation and the red represent a negative correlation. It is clear to see that the drilling parameters at different sections show different influence on ROP.

Figure 8. Section 1 of Liushagang Formation and Upper part of Section 2 of Liushagang Formation.

Figure 9. Lower part of Section 2 of Liushagang Formation.

Figure 10. Section 3 of Liushagang Formation.

The main controlling factors governing ROP and the recommended drilling parameter interval in the Liushagang Formation are shown in Table 1. These drilling parameters need to be taken into account when developing an ROP prediction model. When optimizing drilling parameters, it is necessary to adjust the relative parameters based on these controlling factors at different layers to ultimately achieve an effective ROP release.

Table 1.

| Stratum Main Control Factors                  | Recommended Range |
|----------------------------------------------|-------------------|
| Section 1 of Liushagang Formation and upper part of Section 2 of Liushagang Formation | Rotating speed: [100, 120] r/min, Drilling fluid density: [1.33, 1.35] g/cm³ |
| Lower part of Section 2 of Liushagang Formation | WOB: [60, 90] kN |
| Section 3 of Liushagang Formation             | WOB: [70, 90] kN, Rotating speed: [100, 120] r/min |

4. A Prediction Model of ROP Based on DNN

The deep neural network contains multiple intermediate layers. Except for the input and output layer, all intermediate layers are the hidden layers. The connection mode between different layers is full connection. Therefore, DNN is also called the full connection neural network [36].

Compared to the traditional method, DNN has high accuracy and strong robustness. It plays an important role in the field of data mining. For the complex drilling process, DNN has great potential to address the large number of data processing because of the fast calculation speed, flexible structure and convenient implementation [37]. The simple topology of DNN is shown in Figure 11.
Table 1. Recommended range of main control factors of ROP.

| Stratum                                      | Main Control Factors     | Recommended Range          |
|----------------------------------------------|--------------------------|----------------------------|
| Section 1 of Liushagang Formation and upper part of Section 2 of Liushagang Formation | Rotating speed, Drilling fluid density | [110, 120] r/min, [1.33, 1.35] g/cm³ |
| Lower part of Section 2 of Liushagang Formation | WOB                      | [60, 90] kN                 |
| Section 3 of Liushagang Formation            | WOB, Rotating speed      | [70, 90] kN, [100, 120] r/min |

4. A Prediction Model of ROP Based on DNN

The deep neural network contains multiple intermediate layers. Except for the input and output layer, all intermediate layers are the hidden layers. The connection mode between different layers is full connection. Therefore, DNN is also called the full connection neural network [36]. Compared to the traditional method, DNN has high accuracy and strong robustness. It plays an important role in the field of data mining. For the complex drilling process, DNN has great potential to address the large number of data processing because of the fast calculation speed, flexible structure and convenient implementation [37]. The simple topology of DNN is shown in Figure 11.

Figure 11. Schematic of DNN topology.

4.1. Design of ROP Prediction Model

4.1.1. Input Layer, Middle Layer and Output Layer Selection

Based on the aforementioned analyses on the factors affecting the ROP of the Liushagang Formation, we chose the depth, formation lithology, WOB, rotating speed, pump volume and drilling fluid density as the input parameters of DNN, and ROP as output terminal, which is illustrated in Figure 12. The middle layer was set to two layers, and each layer has 64 neurons. For formation lithology, the traditional rock cuttings judgment method is not suitable for the actual field operation anymore, and it is extensively affected by the experience. The acoustic moveout data can reflect the changes of rock dynamic elastic parameters and represent the strength characteristics of the formation to a certain degree. Therefore, the acoustic time data was selected as the lithology substitute value input. The acoustic time difference data of new wells can be obtained by inversion of block seismic data [38].
4.1. Design of ROP Prediction Model

The basic structure of the neurons in DNN consists of weight, bias and activation function. The weight represents the connection strength of two neurons in adjacent layers. The bias can translate the activation function. The activation function endows the network with the ability to address nonlinear problems and limits the output amplitude of neurons to a specified range, which is generally limited to \((-1, 0)\) or \((0, 1)\). Figure 13 shows the neuron structure.

Assuming that a DNN has \(X\) layers, where the first layer and layer \(X\) are the input and output layer, respectively, the remaining \(X-2\) layers are therefore intermediate layers. In this case, any layer \(n\) \((1 < n \leq X)\) would satisfy the following equation:

\[
\begin{align*}
    f_{\text{input}}^{n} & = \sum_{q=1}^{\text{sum}(n-1)} \omega_{pq}^{n} f_{\text{input}}^{q} + b_{p}^{n} & n \in [2, X] \\
    f_{\text{output}}^{n} & = c_{n} \left( f_{\text{input}}^{n} \right) 
\end{align*}
\]  

(1)

where \(f_{\text{input}}^{n}\) and \(f_{\text{output}}^{n}\) is the input and output of the \(p\)-th neuron in layer \(n\); \(\omega_{pq}^{n}\) is the weight between the \(q\)-th neuron in layer \(n-1\) and the \(p\)-th neuron in layer \(n\); \(b_{p}^{n}\) is the bias of the \(p\)-th neuron in layer \(n\); \(c_{n}(\cdot)\) is the activation function; \(\text{sum}(n-1)\) is the total number of neurons in layer \(n-1\).

The specific settings of the weights, biases and activation function of the neural network model are shown in Table 2.
4.1.4. Dropout Mechanism

During the DNN training process, it is common to face the overfitting problem where the fitting degree of training set data is too high with a poor fitting result of the test data. The overfitting issue usually occurs when the gap between the training set and the test set is large. Due to the complexity of the drilling, there might be a big difference between the training set data and the test set data, which may trigger overfitting errors. If the overfitting problem is not solved, the ROP prediction result would greatly deviate from the actual situation, and lead the trained ROP model to certain meaninglessness.

Dropout is an update method that can effectively prevent overfitting problems [40]. The principle of dropout is that, in the process of forward data transmission, some neurons are stopped randomly. This process changes the structure of the neural network, and the model would be no longer dependent on any group of neurons. Therefore, all neurons will be accounted for to avoid falling into local optimization. The schematic of dropout is shown in Figure 14. Meanwhile, the additional dropout can strengthen the ability of neurons and reduce the cost of training. In a real application, if the set value is too low, the dropout would not enhance the generalization ability. On the other hand, if the set value of dropout is too high, it would lead to underfitting. After comprehensive consideration, in this work, the dropout value of this model was set to 0.25.

Table 2. Settings of the weights, biases and activation function.

| Name              | Setting         |
|-------------------|-----------------|
| Weights           | normal distribution |
| Bias              | 0.1             |
| Activation function | ReLU           |

4.1.3. Adam Optimizer

Different types of optimizers have different convergence rates. Considering the influence of certain randomness during the drilling process and to avoid falling into local minimum and inability to achieve global optimization, in this work, Adam optimizer is selected as the optimizer of the ROP prediction model.

Adam optimizer was proposed by Kingma et al. in 2014 [39], and the expression is given by:

$$
\theta_{t+1} = \theta_t - \frac{\eta}{\sqrt{v_t} + \epsilon} \hat{m}_t
$$

where $v_t$ is the exponential decay average of the historical square gradient; $\hat{m}_t$ is the exponential decay average of the historical gradient.

The Adam optimizer can automatically adjust the learning rate, which would not be affected by the change of historical gradient scaling. For drilling engineering with a large number of data and parameters, the Adam optimizer is convenient to implement and has a small amount of calculation, which is quite suitable for the optimization of the ROP prediction model.

**Figure 14.** Full connection after the dropout mechanism is applied.
4.1.5. L2 Regularization

During the neural network training, the weight coefficient between neurons has a great impact on the calculation output. Excessive weight coefficient will lead the neural network to rely on the excessive weight of the training set. If the error between the training set and test set is high, when the test set data is brought into the trained network to validate the network generalization ability, the fitting result of the training set would deviate too much from the real value. To ensure a suitable value of weight, it is reasonable to apply L2 regularization for adding constraints on parameters.

The principle of L2 regularization is to penalize the peak weight vector by adding the sum of the squares of all the weight values of the neural network to the loss function, so that the network can account for the weight vector, avoid falling into local optimum, and improve the generalization ability of neural network models. During the gradient descent stage, the essence of L2 regularization is to attenuate the weight of each neuron to 0 using the equation given by:

\[ R_\omega = \frac{1}{2} \lambda \| \omega \|^2 \]

where: \( \| \omega \|^2 \) is 2-norm square term of \( \omega \); \( \lambda \) is the regularization coefficient.

Taking the above formula into the loss function, the final result is given by:

\[ Loss = Loss_0 + \frac{\lambda}{2n} \sum \omega \omega^2 \]

where \( Loss_0 \) is the original loss function; \( \frac{\lambda}{2n} \sum \omega \omega^2 \) is the sum of squares of all weights which is quantitatively adjusted by \( \frac{\lambda}{2n} \); \( n \) is the number of instances contained in the training set.

From Equation (5), it can be found that the regularization process is actually the allocation and adjustment of small weight to minimize the original loss function. The larger the regularization coefficient, the more the network tends to pursue small weight. On the other hand, the smaller the regularization coefficient, the higher the degree of the network minimizing the original loss function.

4.1.6. Calculation Process

The ROP prediction model provides an end-to-end calculation process through the DNN. From the inputs such as acoustic time difference, drilling, hydraulic parameters and other data to the outputs to predict the ROP, the whole calculation process can be decomposed into drilling data cleaning (removing outliers), drilling data normalization, input drilling data, data transfer between the input layer and middle layer, establishment of mapping relationship between the middle layers, prediction data as the output layer, data inverse normalization processing and other steps. The calculation workflow diagram is shown in Figure 15. The specific steps are listed as follows:

1. Data collection: collect acoustic time, drilling parameters, hydraulic parameters and ROP data.
2. Data preprocessing: clean the collected data and fill the missing points with the average value.
3. Data normalization: to coordinate the size of different parameters; for example, the numerical range of pump volume is 2000~3500, while the drilling fluid density range is mostly 1.3~1.4. The difference between the two is too large. In order to avoid the calculation error caused by the large gap between the data, as well as the problem of memory usage and slow calculation, the data is normalized.
4. Data loading: input the processed data into the DNN.
5. Nonlinear mapping: The DNN completes the nonlinear mapping calculation from the input layer to the output layer.
6. Data inverse normalization: inverse normalization of output layer data.
7. Data output: output the predicted ROP.
4.2. ROP Prediction Model Training

4.2.1. Training Process

In general, there are two data transmission modes in the DNN ROP prediction model: forward propagation and back propagation. The forward propagation mode is the process of establishing a nonlinear mapping from the input to output terminal, whereas the back propagation mode uses the loss function to calculate the partial derivatives of different parameters, and then updates the weights of different parameters. When the convergence loss function of the ROP prediction model meets the preset accuracy or the ROP prediction model reaches the maximum iterations, the training will be stopped. The specific ROP training process is illustrated in Figure 16:

Figure 15. Calculation process.

4.2. ROP Prediction Model Training

4.2.1. Training Process

In general, there are two data transmission modes in the DNN ROP prediction model: forward propagation and back propagation. The forward propagation mode is the process of establishing a nonlinear mapping from the input to output terminal, whereas the back propagation mode uses the loss function to calculate the partial derivatives of different parameters, and then updates the weights of different parameters. When the convergence loss function of the ROP prediction model meets the preset accuracy or the ROP prediction model reaches the maximum iterations, the training will be stopped. The specific ROP training process is illustrated in Figure 16:

Figure 16. ROP training process.

From Figure 17, before the iteration, the training model of ROP prediction needs to complete several data processing steps, including preprocessing, normalization and splitting of drilling data, to ensure the reliability of the data involved in training and testing. The split training set is used to verify the loss function of the ROP prediction model and calculate the parameter gradient. When the calculation results cannot meet the end
conditions, data back propagation will occur, and the weight parameters between different layers will be updated for the second iteration.

### Table 3. Data splitting for training and test set.

| Well | Original Dataset | Training Set | Test Set |
|------|------------------|--------------|----------|
| X-1  | 4155             | 3373         | 782      |
| X-2  | 4155             | 2974         | 1181     |
| X-3  | 4155             | 2908         | 1247     |
| X-4  | 4155             | 3210         | 945      |

**Figure 17.** Generalization ability test.

#### 4.2.2. Training Data Split

In order to obtain an ROP model that meets industry requirements, the data were divided into training set and test set. The training set was used for training the ROP prediction model. During the training on the training set, the DNN continuously updates the iterative parameters based on the training set data characteristics and errors. The test set was used for verifying whether the trained ROP model had good generalization ability or not.

In this paper, the data from four wells are classified and divided into input and output data with consideration of the structure of the ROP prediction model. Three wells were used as the training set and one well was used as the test set. The data splitting of these wells is shown in Table 3. The aim of data splitting is to avoid the poor fitting result of the ROP prediction model due to limited data.
Table 3. Data splitting for training and test set.

| Test Well | Original Dataset | Training Set | Test Set |
|-----------|------------------|--------------|----------|
| X-1       | 4155             | 3373         | 782      |
| X-2       | 4155             | 2974         | 1181     |
| X-3       | 4155             | 2908         | 1247     |
| X-4       | 4155             | 3210         | 945      |

4.2.3. Training Strategy

The training of the DNN ROP prediction model is a process where the weights of parameters between different layers are continuously optimized and adjusted with the iteration, and ultimately meet the expected training results. Before training the network, it was necessary to set up the input and output terminals of the network and prepare training data. At the beginning of training, the initial weight of the network needs to be given. During network training, the network will automatically update the weight based on the preset sample batch size, sample iteration epochs, learning rate, learning rate decay rate and other super parameters, so as to subsequently make the regression fitting results meet the requirements, and to establish the nonlinear function mapping of input and output. The specific super parameter settings of ROP prediction model training are shown in Table 4:

Table 4. Hyperparameter design.

| Hyperparameters          | Setting |
|--------------------------|---------|
| batch size               | 100     |
| epoch                    | 100     |
| learning rate            | 0.003   |
| learning rate decay rate | 0.15    |

4.3. Generalization Ability Test of ROP Prediction Model

After model training, the generalization ability of the ROP prediction model was tested using the split test set data. The design parameters of the test wells were selected as inputs for the network, and the calculated predicted ROP was used as the output. Figure 17 shows the predicted ROP based on the DNN model and the real ROP as function of depth for the four exploration wells. The black line in the figure represents the actual ROP, and the red line represents the predicted ROP. According to the curve fitting results of these wells, our ROP prediction model shows strong ability for nonlinear function fitting.

The prediction performance of four independent wells as test sets is shown in Figure 18. The average $R^2$ between the real and predicted ROP of the four wells is 0.82. Furthermore, the average relative error between the predicted and real ROP of the four wells is shown in Table 5. The average relative error of the predicted ROP of the four exploration wells is 15.23%.

![Figure 18. Cont.](a) (b)
Figure 18. Comparison of ROP prediction and actual value: (a) Well X-1, (b) Well X-2, (c) Well X-2 and (d) Well X-4.

Table 5. Relative error of multi-well prediction results.

| Well | Test Data | Average Relative Error |
|------|-----------|------------------------|
| X-1  | 782       | 16.59%                 |
| X-2  | 1181      | 14.06%                 |
| X-3  | 1249      | 15.32%                 |
| X-4  | 945       | 14.95%                 |

5. ROP Predictive Model Applications

The prediction model of ROP developed in Section 4 presents good generalization ability after being verified by the training set. To better test and validate this established model, it is worthwhile applying it for a field simulation. In this section, the middle and lower formation of Section 2 of the Liushagang Formation in well X-2 in Wushi 17-2 block is used as an example for further validation.

5.1. Geological Profile

Well X-2 is located in the north of Wushi 17-2 block. The stratum depth in the middle and lower part of Section 2 of the Liushagang Formation is about 2151–2465 m. The lithology of this stratum is mainly gray mudstone and brownish gray shale, accompanied by a small amount of gray siltstone. When drilling into the shale formation at a depth of 2310 m, there is an obvious ROP reduction. Based on the field data (Figure 19), the average ROP at the depth from 2310 to 2410 m was only 18.42 m/h, while the average ROP of 2151–2309 m was 25.51 m/h, which gives a 28% decrease.

5.2. Drilling Parameter Optimization Process

With consideration of the analysis of the main controlling factors on ROP in Section 3 and the DNN ROP prediction model established in Section 4, we developed a comprehensive framework for drilling parameter optimization (Figure 20). The main steps consist of:

1. Collection of design data of new well: use seismic method to invert the acoustic time data in the new well of the Liushagang Formation, and find the drilling parameter interval based on the design data of the new well and the history data of the completed adjacent wells.
2. Prediction of ROP: take the design data as the input of the model and bring it into the DNN ROP prediction model for prediction.
3. ROP judgment: the field operator judges whether the predicted ROP results meet the engineering expectations.
4. Drilling parameter optimization: adjust the drilling parameters of the well section where the predicted ROP does not meet the engineering expectations, and adjust the main control factors according to the analysis results of the factors affecting the ROP in different layers of the Liushagang Formation.
5. Re-prediction of ROP: the adjusted drilling parameters and unknown variables are taken as the input of the model and brought into the ROP prediction model based on DNN for prediction.
6. Guide drilling: after the predicted ROP meets the actual engineering expectations, drill with the optimized drilling parameters.

Figure 19. Lithology and ROP profile of Well X-2.
After the analyses of the main controlling factors on ROP in the middle and lower part of the Liushagang Formation (detailed in Section 2), WOB was identified as the main dominating parameter. Figure 21 shows the profile of lithology, WOB and ROP vary with depth. It can be found that WOB starts to decrease at a depth of 2310 m. The average WOB at the depth from 2310 to 2410 m is 47.08 kN, whereas the average ROP is only 18.42 m/h. Therefore, adjusting WOB of this well section can clearly improve the ROP performance while keeping other parameters as constants. The recommended WOB is 80 kN.

Figure 21. Lithology–WOB–ROP profile of Well X-2.
The next step is to bring the optimized drilling parameters into the ROP prediction model, and acquire the optimized predicted ROP results by calculating output. A comparison between the actual ROP, the predicted ROP and the optimized predicted ROP is shown in Figure 22. From the figure, it is found that the predicted average ROP increases to 27.67 m/h after a pressure increase compared to the initial WOB of only 18.42 m/h. Generally, after WOB optimization at a depth of 2310–2410 m of well X-2 in the Liushagang Formation, the ROP performance is clearly improved. Therefore, our drilling parameter optimization process based on the DNN ROP prediction model can guide the drilling parameter adjustment operation in the field.

Figure 22. Optimization results of drilling parameters.

6. Conclusions

In this work, we show a novel ROP prediction model based on a deep neural network. Using the drilling data of Wushi 17-2 block in the South China Sea, we characterize the controlling factors on ROP of the Liushagang Formation through the developed model. The main conclusions are summarized as follows:

1. The ROP of the Liushagang Formation is mainly affected by stratigraphic lithology, and the controlling parameters on ROP are highly related to stratigraphic properties.
2. The prediction model of ROP based on DNN shows good generalization ability and can meet the requirement of drilling engineering with a high enough accuracy.
3. We also developed a framework or workflow for drilling parameter optimization. This workflow was validated by the simulation using data from the real field, and it can guide the optimization of drilling parameters to effectively improve the drilling speed.
4. Compared with other data-driven ROP prediction models, the model developed in this work takes the formation conditions into account, and the prediction accuracy in complex formations can meet the requirements. However, the formation situation is more complex, and it is far from enough to replace the formation situation with the acoustic transit time only. Other parameters need to be added to the model to better describe the formation.
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