Microscopic low-dissipation heat engine via shortcuts to adiabaticity and shortcuts to isothermality
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We construct a microscopic model of low-dissipation engines by driving a Brownian particle in a time-dependent harmonic potential. Shortcuts to adiabaticity and shortcuts to isothermality are introduced to realize the adiabatic and isothermal branches in a thermodynamic cycle, respectively. We derive an analytical expression of the efficiency at maximum power for this kind of engines. This expression satisfies the universal law of efficiency at maximum power up to the second order of the Carnot efficiency. We also analyze the issue of power at any given efficiency for general low-dissipation engines, and then obtain the supremum of the power in three limiting cases respectively.

I. INTRODUCTION

Finite-time thermodynamics [1, 2] is a new active branch of nonequilibrium physics. One of the most important topics in finite-time thermodynamics is the efficiency at maximum power for heat engines. Researchers have investigated the efficiencies at maximum power for various models of finite-time heat engines, including endoreversible Carnot-like engine [3, 4], stochastic engine [5], Feynman’s ratchet [6], quantum dot engine [7], low-dissipation engine [8], minimally nonlinear irreversible engine [9] and so on. Their studies reveal an impressive universality that under certain conditions the efficiencies at maximum power for different models are identical up to the quadratic term of Carnot efficiency [3–7]. It is found that the universality up to linear term is due to the tight coupling [10], and that the universality up to quadratic term owes to symmetric coupling [11] or energy matching [12, 13].

To seek both powerful and efficient engines for practical applications, an increasing number of researchers have been devoting themselves to study the general constraints for efficiency and power [4, 8, 9, 14–19, 217 – 24]. For endoreversible engines, Chen and Yan derived an optimum relation between power and efficiency [4] while Gordon and Huleihil provided the power-versus-efficiency diagram [14]. More recently, Esposito et al. derived the upper and lower bounds of efficiency at maximum power for low-dissipation engines [8]. Holubec and Ryabov [18, 19] discussed the efficiency at arbitrary power for low-dissipation engines and obtained analytical upper bounds of efficiency in the regions nearby the maximum power and the zero power. Ma et al. analytically derived the constraints on efficiency for all power values [24]. But their results are not the supremum or infimum in the whole region since the bounds of efficiency for some power values are inaccessible.

With the fast development of optical-trap technique, the design and realization of microscopic engines have been widely discussed [25–30]. Schmiedl and Seifert constructed a stochastic Carnot-like engine by using a time-dependent potential to drive a Brownian particle [5]. The protocol during the isothermal processes is chosen to yield a maximum work output while the adiabatic transitions are completed instantaneously. Considering that the mismatch of kinetic energy in the instantaneously adiabatic transition inevitably results in heat exchange between two heat baths, the last author in the present work proposed replacing the instantaneously adiabatic transitions with shortcuts to adiabaticity [26]. However, the isothermal transitions in these models are not really isothermal in the traditional sense since the effective temperature is time-dependent. This shortage inspires the subsequent researches. Following the work by Salazar and Lira [31], Chen et al. realized the isothermal processes with exponential protocols under the assumption of slow driving [32]. Nakamura et al. developed the fast-forward approach to mimic the finite-time isothermal processes [33]. Their approach consists of two steps: determining the driving potential in an extremely slow time evolution and then rescaling the time variable so that the Kramers equation works for finite-time regions. A more straightforward approach is the shortcut to isothermality [34, 35] which is the correspondence of quasi-static isothermal process in finite-time thermodynamics. The calculations of work and heat are tractable in shortcuts to isothermality. There is still blank in the study of heat engines with the consideration of shortcuts to isothermality.

In this work, we employ both shortcuts to isothermality [34] and shortcuts to adiabaticity [36, 37] to accomplish a microscopic Carnot-like engine. This engine turns out to be of low dissipation. We also investigate the power and efficiency of this low-dissipation engine. The rest of this paper is organized as follows. In Sec. II, we revisit the shortcuts to isothermality and shortcuts to adiabaticity. In Sec. III, we construct a microscopic heat engine including two isothermal branches and two adiabatic branches. The work dissipated during the isothermal branches is inversely proportional to the operation time, which means what we construct is exactly a model
of low-dissipation engines. In Sec. IV, we calculate the efficiency at maximum power of this engine and find that it satisfies the universal law when the damping coefficients in both isothermal branches are identical. In Sec. V, we discuss the power at any given efficiency for general low-dissipation engines and obtain the analytical supremum of power when the ratio of dissipation coefficients during the cold and hot isothermal branches approaches zero, one and infinity, respectively. In Sec. VI, we compare our results for constraints on efficiency at given power with those in Refs. [19, 24]. The last section is a brief summary.

II. REVISITING SHORTCUTS TO ISOTERMALITY AND SHORTCUTS TO ADIABATICITY

In this section, we outline two key concepts that we will adopt in this work. The first one is the shortcut to isothermality and the second one is the shortcut to adiabaticity.

A. Shortcuts to isothermality

Consider a Brownian particle moving in a one-dimensional potential \( U_o(x, \lambda) \), where \( \lambda = \lambda(t) \) is a time-dependent external parameter. The Hamiltonian of this particle is \( H_o = p^2/2 + U_o(x, \lambda) \). The mass of the particle is set to be unit for convenience. The Brownian particle is coupled to a heat bath with constant temperature \( T \). To realize finite-time isothermal transitions between two equilibrium states with same temperature, Li et al. [34, 35] proposed a framework of shortcuts to isothermality by introducing an auxiliary potential \( U_a(x,p,t) \) so that the distribution function of the system always maintains the following canonical form

\[
\rho = e^{\beta F(\lambda) - \beta H_o(x,p,\lambda)},
\]

where \( F = -\beta^{-1} \ln \left[ \int \int dx \, dp \, e^{-\beta H_o(x,p,\lambda)} \right] \) and \( \beta = 1/T \). We have set the Boltzmann constant to be unit. The auxiliary potential can be determined by substituting Eq. (1) to the generalized Kramers equation (see Eq. (19) in Ref. [34]). As for the time-dependent harmonic potential \( U_a = \lambda^2(t)x^2/2 \), the auxiliary potential is

\[
U_a = \frac{\dot{\lambda}(t)}{2\gamma \lambda(t)} \left[ (p - \gamma x)^2 + \lambda^2(t)x^2 \right],
\]

where \( \gamma \) is the damping coefficient and the dot above a character denotes the derivative with respect to time \( t \). To ensure that the initial and final states of the system are in equilibrium with the bath, a constraint

\[
\dot{\lambda}(t_i) = \dot{\lambda}(t_f) = 0
\]

should be imposed at the initial time \( t_i \) and the final time \( t_f \) [34].

According to the stochastic thermodynamics [38–40], the ensemble-averaged work exerted on the particle during the shortcut to isothermality is

\[
W \equiv \left\langle \int_{t_i}^{t_f} dt \frac{\partial H}{\partial t} \right\rangle
= \int_{t_i}^{t_f} dt \int dx \, dp \, \rho \left( \frac{\partial U_o}{\partial t} + \frac{\partial U_a}{\partial t} \right)
= T \ln \frac{\lambda(t_f)}{\lambda(t_i)} + TC[\Lambda(\tilde{\lambda})],
\]

where

\[
C[\Lambda(\tilde{\lambda})] \equiv \int_{\tilde{\lambda}}^{1} dt \left( \frac{1}{\gamma} + \frac{\lambda^2}{\tilde{\lambda}^2} \right) \frac{1}{\gamma^2} \left( \frac{d\Lambda}{dt} \right)^2,
\]

and \( \Lambda(\tilde{\lambda}) \equiv \lambda(t_i + (t_f - t_i)\tilde{\lambda}) \). \( \langle \ldots \rangle \) denotes the ensemble average under canonical distribution. The work in Eq. (4) is decomposed into two parts. The first term equals to the variation of the free energy. The second term represents the dissipative work which is inversely proportional to the operation time \( (t_f - t_i) \). Although this result is based on the harmonic potential, the inverse-proportion relation between the dissipative work and the operation time is universal for shortcuts to isothermality [34].

B. Shortcuts to adiabaticity

Shortcuts to adiabaticity are strategies devised to circumvent the condition of infinitely slow evolution in quantum adiabatic theorem [36, 41–48]. These strategies are also applicable to classical systems. In classical mechanics, the volume \( \Omega \) of phase space enclosed by an energy shell remains constant when the external parameter varies slowly enough. Jarzynski introduced a counterdiabatic driving Hamiltonian \( H_c \) so that \( \Omega \) will keep constant even if the external parameter changes at finite rate [37]. As an example, Jarzynski obtained

\[
H_c = -\dot{\lambda}(t)xp/(2\lambda(t)) \text{ for } H_o = p^2/2 + \lambda^2(t)x^2/2.
\]

Hence, the total Hamiltonian becomes

\[
H \equiv H_o + H_c = p^2/2 + 1/2 \lambda^2(t)x^2 - \frac{\dot{\lambda}(t)}{2\lambda(t)}xp.
\]

Consider the system described by the above equation decoupling from heat bath and evolving from an equilibrium state with temperature \( T_i \) to another equilibrium state with temperature \( T_f \) at the final time \( t_f \). In Ref. [26], the author found that the shortcuts to adiabaticity can be adopted to accomplish the evolution along an adiabatic path as long as the external parameter satisfies

\[
\frac{\lambda(t_i)}{T_i} = \frac{\lambda(t_f)}{T_f}.
\]
Moreover, $\dot{\lambda}(t)$ should satisfies the same constraint as Eq. (3) such that $H = H_o$ at the initial and final time. The adiabatic transition based on shortcuts to adiabaticity can be completed arbitrarily fast.

### III. MODEL AND ENERGETICS

We construct a microscopic engine with a one-dimensional Brownian particle in a time-dependent harmonic potential. This engine contains two isothermal and two adiabatic branches which are realized by shortcuts to isothermality and shortcuts to adiabaticity, respectively. The original potential is $U_o = \lambda^2(t)x^2/2$. $U_o$ and $H_c$ are respectively applied to the particle during the isothermal and the adiabatic branches. Fig. 1 is a schematic diagram of the thermodynamic cycle. Stage I ranging from time $t_1$ to $t_2$ represents the isothermal expansion branch where the particle is coupled to the hot bath with temperature $T_h$ and $\lambda$ decreases with time. Stage II from time $t_2$ to $t_3$ represents the adiabatic expansion branch where the particle is decoupled from the heat bath. Stage III from time $t_3$ to $t_4$ represents the isothermal compression branch where the particle is coupled to the cold bath with temperature $T_c(< T_h)$ and $\lambda$ increases with time. Stage IV represents the adiabatic compression branch after which the particle is again coupled to the hot bath.

![FIG. 1. Carnot-like thermodynamic cycle.](image)

Stage I is realized by shortcuts to isothermality. According to Eq. (4), the input work during this stage is expressed as

$$W_1 = T_h \ln \frac{\lambda_2}{\lambda_1} + T_h \frac{C_h[\Lambda_h(\hat{t})]}{t_2 - t_1}$$

where

$$C_h[\Lambda_h(\hat{t})] \equiv \int_0^1 d\hat{t} \left( \frac{1}{\gamma_h} \right) \left( \frac{d\Lambda_h}{d\hat{t}} \right)^2$$

and $\Lambda_h(\hat{t}) \equiv \lambda((t_2 - t_1)\hat{t} + t_1)$. $\gamma_h$ is the damping coefficient of the particle in hot bath. $\lambda_1$ and $\lambda_2$ are respectively the value of $\lambda$ at the initial and final time of stage I. Since the initial and final states of this stage are equilibrium states with same temperature $T_h$, we obtain that the energy difference between them vanishes. Based on the conservation of energy, the heat absorbed from the hot bath is

$$Q_1 = -W_1 = T_h \ln \frac{\lambda_1}{\lambda_2} - T_h \frac{C_h[\Lambda_h(\hat{t})]}{t_2 - t_1}.$$  \hspace{1cm} (10)

Similarly, the heat exchange between the particle and the cold bath during stage III may be expressed as

$$Q_{III} = T_c \ln \frac{\lambda_3}{\lambda_4} - T_c \frac{C_c[\Lambda_c(\hat{t})]}{t_4 - t_3},$$

where

$$C_c[\Lambda_c(\hat{t})] \equiv \int_0^1 d\hat{t} \left( \frac{1}{\gamma_c} + \frac{\gamma_c}{\Lambda_c^2} \right) \left( \frac{d\Lambda_c}{d\hat{t}} \right)^2$$

and $\Lambda_c(\hat{t}) \equiv \lambda((t_4 - t_3)\hat{t} + t_3)$. $\gamma_c$ is the damping coefficient of the particle in cold bath. $\lambda_3$ and $\lambda_4$ are respectively the value of $\lambda$ at initial and final time of stage III.

It should be emphasized that $\ln(\lambda_1/\lambda_2)$ in Eq. (10) and $\ln(\lambda_3/\lambda_4)$ in Eq. (11) are exactly the variations of entropy during the isothermal expansion and compression branches, respectively. Considering that stages II and IV are realized by shortcuts to adiabaticity, we have $\lambda_2/T_h = \lambda_3/T_c$ and $\lambda_4/T_c = \lambda_1/T_h$ according to Eq. (7). Hence,

$$\frac{\lambda_1}{\lambda_2} = \frac{\lambda_4}{\lambda_3},$$

which implies that the variations of entropy in the two isothermal branches are opposite numbers. Then Eq. (10) and Eq. (11) can be further expressed as

$$Q_1 = T_h \left( \Delta S - \frac{C_h}{\tau_h} \right),$$

and

$$Q_{III} = -T_c \left( \Delta S + \frac{C_c}{\tau_c} \right),$$

where $\Delta S = \ln(\lambda_1/\lambda_2) = -\ln(\lambda_3/\lambda_4)$ represents the variation of entropy during the isothermal expansion branch. $C_h$ and $C_c$ are respectively the values of the functionals in Eq. (9) and (12). We have set $\tau_h \equiv t_2 - t_1$ and $\tau_c \equiv t_4 - t_3$ for convenience. Noticing that the dissipative terms (i.e. the second term in $Q_1$ and $Q_{III}$) in the expressions of heat exchanges are inversely proportional to the operation time, we conclude that the microscopic engine based on shortcuts to isothermality and shortcuts to adiabaticity is a realization of microscopic low-dissipation heat engines [8]. $C_h$ and $C_c$ respectively correspond to
the dissipation coefficients during the isothermal expansion and compression branches in Ref [8]. Since the particle will return to the initial state after finishes a thermodynamic cycle, the variation of energy in the cycle vanishes. And there is no heat exchange in the adiabatic branches. Hence, the total output work in each cycle is

\[ W_{\text{out}} = Q_t + Q_{\text{III}} \]  

(16)

with the consideration of energy conservation.

**IV. EFFICIENCY AT MAXIMUM POWER**

Considering that the adiabatic branches could be accomplished in rather shorter time than the isothermal branches, the total time for completing the cycle can be approximated by \( \tau_h + \tau_c \). Thus, the power output of this microscopic engine is

\[ P = \frac{W_{\text{out}}}{\tau_h + \tau_c} = \frac{T_h \left( \Delta S - \frac{C_h}{\tau_h} \right) - T_c \left( \Delta S + \frac{C_c}{\tau_c} \right)}{\tau_h + \tau_c}. \]  

(17)

The power output (17) can be optimized with respect to both the protocol of external parameter \( \lambda(t) \) and the time \( \tau_h \) and \( \tau_c \).

Firstly, to obtain the maximum work output, we need to minimize the functionals \( C_h[\lambda_h(t)] \) and \( C_c[\lambda_c(t)] \). We notice that the integrands in Eq. (9) and Eq. (12) do not explicitly contain the argument of time. Hence, there are two conserved quantities:

\[ \Sigma_h \equiv \left( \frac{1}{\gamma_h} + \frac{\gamma_h}{\Lambda_h^2} \right) \frac{1}{\Lambda_h^2} \left( \frac{d\Lambda_h}{dt} \right)^2, \]  

(18)

\[ \Sigma_c \equiv \left( \frac{1}{\gamma_c} + \frac{\gamma_c}{\Lambda_c^2} \right) \frac{1}{\Lambda_c^2} \left( \frac{d\Lambda_c}{dt} \right)^2. \]  

(19)

Further, the minimum values of functionals in Eq. (9) and Eq. (12) equal to \( \Sigma_h \) and \( \Sigma_c \), respectively. We can determine the optimal protocols \( \Lambda_h^* \) and \( \Lambda_c^* \) in isothermal branches by solving Eq. (18) and Eq. (19). The detailed calculations can be found in Appendix A. In adiabatic branches, there is arbitrariness for selecting the protocols. Following Ref. [26], here we choose \( \lambda(t) = \lambda_t + (\lambda_f - \lambda_t) \Phi((t - t_i)/(t_f - t_i)) \), where \( \Phi(t) \) is defined as \( \Phi = 3t^2 - 2t^3 \). A schematic diagram of the protocol in a cycle is shown in Fig. 2.

Secondly, by solving \( \partial P/\partial \tau_h = 0 \) and \( \partial P/\partial \tau_c = 0 \), we obtain the optimum values of \( \tau_h \) and \( \tau_c \):

\[
\begin{align*}
\tau_h^* &= \frac{2(\Sigma_h \Delta T_h T_c + \Sigma_h T_h)}{(T_h - T_c) \Delta S}, \\
\tau_c^* &= \frac{2(\Sigma_c \Delta T_c T_h + \Sigma_c T_c)}{(T_h - T_c) \Delta S},
\end{align*}
\]  

(20)

where we have replaced \( C_h \) and \( C_c \) with their optimal values \( \Sigma_h \) and \( \Sigma_c \), respectively. Substituting Eq. (20) into the expression of power, then we obtain the maximum power

\[ P_{\text{max}} = \frac{T_h \Delta S^2}{\Sigma_h} \frac{\eta_C^2}{4(\sqrt{1 - \eta_C})^2 + 1}, \]  

(21)

where \( \chi \equiv \Sigma_c/\Sigma_h \). Based on the definition of efficiency \( \eta = W_{\text{out}}/Q_t \), we derive the efficiency at maximum power:

\[ \eta_{\text{max}} = \frac{\eta_C}{2 - \frac{\eta_C}{\sqrt{\chi(1 - \eta_C)^2 + 1}}} \]  

(22)

It is not hard to verify that \( \eta_C/2 \leq \eta_{\text{max}} \leq \eta_C/(2 - \eta_C) \). This constraint is consistent with the conclusion in Ref. [8]. Different from the model in Ref. [8], here we can obtain the exact expressions of \( \Sigma_h \) and \( \Sigma_c \) according to differential equations (18) and (19):

\[
\begin{align*}
\Sigma_h &= \frac{1}{\gamma_h} \left[ \psi \left( \frac{\lambda_t}{\gamma_h} \right) - \psi \left( \frac{\lambda_t}{\gamma_h} \right) \right]^2, \\
\Sigma_c &= \frac{1}{\gamma_c} \left[ \psi \left( \frac{\lambda_t}{\gamma_c} \right) - \psi \left( \frac{\lambda_t}{\gamma_c} \right) \right]^2,
\end{align*}
\]  

(23)

(24)

with \( \psi(x) \equiv \sinh^{-1}(x) - \cosh[\sinh^{-1}(1/x)] \). The detailed derivation can be found in Appendix A. Then we have

\[ \chi = \frac{\Sigma_c}{\Sigma_h} = \frac{\Psi((1 - \eta_C)\xi\alpha)}{\Psi(\alpha)}, \]  

(25)

where \( \xi \equiv \gamma_h/\gamma_c, \alpha \equiv \lambda_t/\gamma_h \) and \( \Psi(x) \equiv [\psi(\zeta x) - \psi(x)]^2 \) with \( \zeta \equiv \lambda_2/\lambda_1 \).

It is obvious that the efficiency at maximum power depends on the parameters \( \alpha, \xi \) and \( \xi \) as well as the Carnot efficiency \( \eta_C \). For symmetric damping situation where \( \xi = 1 \), Eq. (25) becomes \( \chi \approx 1 - (\alpha \Psi'(\alpha)/\Psi(\alpha))\eta_C \) for small \( \eta_C \). By substituting \( \chi \) into Eq. (22), we obtain
the efficiency at maximum power up to the quadratic order of $\eta_C$

$$\eta_{\text{max}} \approx \frac{\eta C}{2} + \frac{\eta C^2}{8},$$

(26)

which is consistent with the universal law of efficiency at maximum power [11–13]. In fact, the damping coefficients are usually dependent of temperature, which causes $\xi$ deviates from 1. However, we find that $\xi = 1 + O(\eta_C)$ for most of solvents [49–51]. In this case, the universal law (26) still holds. In Fig. 3, we compare the behavior of Eq. (22) with that of Eq. (26) for different $\alpha$ when $\xi = 1$ and $\zeta = 0.3$. The dashed, dotted and dash-dotted lines respectively correspond to Eq. (22) with $\alpha = \pi/10$, $\alpha = 2\pi$ and $\alpha = 10\pi$. The solid line corresponds to the universal law (26). We observe that these curves overlap at small $\eta_C$.

Moreover, we notice that the efficiency at maximum power given by Eq. (22) tends to $1/2$ when $\eta_C$ tends to 1. This surprising result is different from the performances of endoreversible Carnot-like engine [3, 4], stochastic engine [5], Feynman’s ratchet [6], quantum dot engine [7] etc. To understand this result, we calculate the Laurent series of $\chi$ about $\eta_C = 1$ when $\xi = 1$: 

$$\chi = \frac{(1 - \zeta)^2}{\zeta^2 \alpha^2 \Psi(\alpha)(1 - \eta_C)^2} + O((1 - \eta_C)^3).$$

(27)

Substituting this equation into Eq. (22), then we obtain

$$\eta_{\text{max}} = \frac{1}{2} + \frac{\zeta \alpha \sqrt{\Psi(\alpha)}}{4(1 - \zeta)} \sqrt{1 - \eta_C} + O((1 - \eta_C)^1).$$

(28)

The above equation describes the behavior of the three curves corresponding to Eq. (22) nearby $\eta_C = 1$ in Fig. 3.

V. POWER AT ANY GIVEN EFFICIENCY

Since the efficiency and power could not be simultaneously optimized, we need to investigate the trade-off relation between these two quantities. For asymmetrical damping coefficients and anharmonic potentials, the microscopic model in the present work becomes a general microscopic low-dissipation engine. In this section, we start with general low-dissipation engines and find the maximum power at given efficiency.

To simplify the calculations, we define the following quantities: $\alpha_h = \Sigma_h/\Delta S$, $\alpha_c = \Sigma_c/\Delta S$, $L_h = \alpha_h/\tau_h$, $L_c = \alpha_c/\tau_c$, $\tilde{\tau} = \tau_h/\tau_c$. The expressions of heat exchanges $Q_I$ and $Q_{III}$ with the new variables are respectively

$$Q_I = \Delta ST_h(1 - L_h),$$

(29)

and

$$Q_{III} = -\Delta ST_c(1 + L_c).$$

(30)

Hence, the efficiency of the engine is

$$\eta = \frac{Q_I + Q_{III}}{Q_I} = 1 - (1 - \eta_C) \frac{1 + \chi \tilde{\tau} L_h}{1 - L_h},$$

(31)

where we have used $L_c/L_h = \chi \tilde{\tau}$. From Eq. (31), we obtain

$$\tilde{\tau} = b \left( \frac{\delta}{L_h} - 1 \right),$$

(32)

where

$$b = \frac{1 - \eta}{(1 - \eta_C) \chi},$$

(33)

and

$$\delta = \frac{\eta C - \eta}{1 - \eta} \leq \eta_C.$$  

(34)

Since $b \geq 0$ and $\tilde{\tau} \geq 0$, we obtain $L_h \leq \delta \leq \eta_C$. The power of the engine is

$$P = \frac{\eta Q_I}{\tau_h + \tau_c} = \eta \Delta S \frac{T_h L_h(1 - L_h)(\delta - L_h)}{\alpha_h \delta - L_h + L_h/b}.$$  

(35)

In the following, we consider the dimensionless power

$$\tilde{P} = \frac{\alpha_h P}{T_h \alpha C} = \frac{L_h(1 - L_h)(\delta - L_h)}{\delta - L_h + L_h/b}.$$  

(36)

To obtain the maximum value of $\tilde{P}$ for given $\eta$, we need to solve the equation $\partial \tilde{P} / \partial L_h = 0$ for $L_h$. However, this is a cubic equation and the solutions are so cumbersome that we can not illustrate their analytical behavior. Hence, we consider three limiting cases as follows.

Firstly, $\chi \equiv \Sigma_c/\Sigma_h \rightarrow 0$ which means the dissipation is dominated by the isothermal expansion branch. In this case, Eq. (33) implies $b \rightarrow \infty$. Hence, Eq. (36) degenerates into

$$\tilde{P}_0 = \eta L_h(1 - L_h).$$  

(37)
For given efficiency, this is a parabolic function of $L_h$ with the extreme point at $L_h = 1/2$. Since $L_h \leq \delta \leq \eta_C$, the accessible maximum value of $P_0$ is dependent of $\delta$. If $\delta \geq 1/2$, which means $\eta \leq 2\eta_C - 1$, $P_0$ reaches its maximum value at $L_h = 1/2$ and the value is

$$P_0^* = \frac{\eta}{4}.$$ (38)

If $\delta < 1/2$, which means $\eta > 2\eta_C - 1$, $P_0$ reaches its maximum value at $L_h = \delta$ and the value is

$$P_0^* = \frac{\eta(1 - \eta_C)(\eta_C - \eta)}{(1 - \eta)^2}.$$ (39)

The global maximum value of $P_0^*$ is $\eta_c^2/4$ at $\eta = \eta_C/(2 - \eta_C)$. We emphasize that the value of $\eta_C$ determines whether the maximum power at given efficiency can be expressed as Eq. (38). If $\eta_C \leq 1/2$, Eq. (34) implies $\delta \leq 1/2$ for $\eta \in [0, \eta_C]$. Then the maximum power at given efficiency is only expressed as Eq. (39). If $\eta_C > 1/2$, Eq. (34) implies that $\delta$ can be either larger or smaller than $1/2$. Then the maximum power at given efficiency is piecewisely expressed as Eq. (38) and Eq. (39). Fig. 4 shows the upper bound of power at given efficiency for small $\chi$ when $\eta_C = 0.3$ (Fig. 4(a)) and $\eta_C = 0.8$ (Fig. 4(b)). The dashed and solid lines correspond to the analytical results (38) and (39), respectively. The triangles, squares and circles respectively represent the upper bounds of power for $\chi = 0.01$, $\chi = 0.05$ and $\chi = 0.1$ obtained with numerical method (see Appendix B). From Fig. 4, we observe that the numerical results approach the analytical result as $\chi$ decreases.

![FIG. 4. (color online) The upper bound of power at given efficiency for small $\chi$. The dashed and solid lines correspond to Eq. (38) and Eq. (39), respectively. The triangles, squares and circles respectively represent the upper numerical bounds of power for $\chi = 0.01$, $\chi = 0.05$ and $\chi = 0.1$. (a) $\eta_C = 0.3$; (b) $\eta_C = 0.8$.]

Secondly, $\chi = 1$ which implies that the dissipation coefficients are symmetric in the two isothermal branches. In this case, Eq. (33) implies $b = (1 - \eta)/(1 - \eta_C)$. Hence, Eq. (36) degenerates into

$$\hat{P}_1 = \eta L_h (\delta - L_h)/\delta.$$ (40)

Obviously, for given efficiency, $\hat{P}_1$ reaches its maximum value at $L_h = \delta/2$. The maximum value is

$$\hat{P}_1^* = \frac{\eta(\eta_C - \eta)}{4(1 - \eta)}.$$ (41)

This expression is the same as the result of endoreversible engine obtained by Chen and Yan [4]. The global maximum value of $\hat{P}_1^*$ is $(1 - \sqrt{1 - \eta_C})^2/4$ at $\eta = 1 - \sqrt{1 - \eta_C}$ which is exactly the efficiency at maximum power obtained by Curzon and Ahlborn [3]. Fig. 5 shows the upper bounds (41) of power at given efficiency for $\chi = 1$.

![FIG. 5. The upper bounds of power at given efficiency for $\chi = 1$ according to Eq. (41). (a) $\eta_C = 0.3$; (b) $\eta_C = 0.8$.]

Thirdly, $\chi \to \infty$ which means the dissipation is dominated by the isothermal compression branch. In this case, Eq. (33) implies $b \to 0$. The leading term of Eq. (36) is

$$\hat{P}_\infty = \frac{1}{\chi_\infty} \frac{\eta(1 - \eta)}{1 - \eta_C} (1 - L_h)(\delta - L_h),$$ (42)

where the subscript '∞' of $\chi_\infty$ indicates that $\chi$ is sufficiently large. For given efficiency, the maximum value of $\hat{P}_\infty$ is attained when $L_h = 0$ and the maximum value is

$$\hat{P}_\infty^* = \frac{1}{\chi_\infty} \frac{\eta(\eta_C - \eta)}{1 - \eta_C}.$$ (43)

The global maximum value of $\hat{P}_\infty^*$ is $\eta_C^2/[4\chi_\infty(1 - \eta_C)]$ at $\eta = \eta_C/2$. Fig. 6 shows the behavior of $\chi \hat{P}_\infty^*$ for large $\chi$. The solid line corresponds to the analytical result based on Eq. (43). The circles, squares and triangles respectively correspond to the numerical results for $\chi = 10^2$, $\chi = 10^3$ and $\chi = 10^4$ (the numerical method can be found in Appendix B). From Fig. 6, we observe that the numerical results approach the analytical result as $\chi$ increases.

**VI. EFFICIENCY AT ANY GIVEN POWER**

In Sec. V, we have investigated the constraint on power at given efficiency and obtained the maximum-power curves in the power-efficiency diagram. In fact, these...
efficiency, which are generated by random values of \( \eta \leq 0 \). Let the value of \( \eta \) be zero, while the power and the operation time are non-negative, and the efficiency is expressed as Eq. (31). To ensure the constraints for power and efficiency in Refs. [19, 24], Holubec and Ryabov discussed the upper bound of efficiency at given power in Ref. [19] while Ma et al. analyzed the upper and lower bounds of efficiency at given power in Ref. [24]. In this section, we compare our results in Sec. V with those in Refs. [19, 24].

The power of the engine can be expressed with \( \bar{\tau} \) and \( L_h \) as follows:

\[
P = \frac{Q_l + Q_{III}}{\bar{\tau}_h + \tau_c} = \frac{\Delta S T_h}{\alpha_h} \left( 1 - L_h \right) \frac{(1 - \eta_C)(1 + \chi \bar{\tau} L_h)}{1 + \bar{\tau}} \tag{44}
\]

while the efficiency is expressed as Eq. (31). To ensure that the power and the operation time are non-negative, the value of \( L_h \) is confined by \( 0 \leq L_h \leq \eta_C \) and \( \bar{\tau} \) is confined by \( 0 \leq \bar{\tau} \leq (1 - L_h)/(1 - \eta_C) - 1)/(\chi L_h) \). Fig. 7 shows the power-efficiency diagram of the low-dissipation engines in three limiting cases: \( \chi \rightarrow 0, 1, \) and \( \infty \). The scatter points represent the possible values of power and efficiency, which are generated by random values of \( L_h \) and \( \bar{\tau} \) according to Eq. (31) and Eq. (44). Fig. 7(a) shows the results for \( \chi \rightarrow 0 \). The solid line is depicted according to Eqs. (38) and (39). It is exactly the envelope curve of all scatter points. The dashed line corresponds to the upper bound of efficiency at given power obtained in Ref. [19]. The two dotted lines represent the lower and upper bounds of efficiency at given power obtained in Ref. [24]. It is obvious that the upper bound of efficiency in Ref. [19] is a supremum at large power but deviates from the accessible values of efficiency at small power. The upper bound in Ref. [24] overlaps with our result while the lower bound is inaccessible. Fig. 7(b) shows the results for \( \chi = 1 \). The solid line is depicted according to Eq. (41). It is the envelope curve of all scatter points. The upper bound of efficiency in Ref. [19] does well at large power while the upper bound of efficiency in Ref. [24] does well for most power values. The lower bound in Ref. [24] is still inaccessible. Fig. 7(c) shows the results for \( \chi \rightarrow \infty \). The solid line as an envelope curve of the scatter points, is depicted according to Eq. (43) and it overlaps with the constraints in Ref. [19, 24].

Based on the above discussion, we conclude that the results in Sec. V provide more exact constraints for efficiency and power than the bounds in Ref. [19, 24] for low-dissipation engines.

VII. CONCLUSION

In summary, we have designed a Carnot-like microscopic heat engine with the help of shortcuts to isothermality and shortcuts to adiabaticity. The dissipative work during the isothermal branches is inversely proportional to the operation time, which means we have realized a microscopic low-dissipation engine. Although we have only demonstrated the case of harmonic potential, this realization is not restricted to harmonic potential since the inverse-proportion relation is independent of the form of potentials according to the character of shortcuts to isothermality. We have obtained the analytical efficiency at maximum power of this engine. For symmetric damping coefficients, we have verified that the efficiency at maximum power satisfies the universal law (26) at small \( \eta_C \) and tends to a universal value (i.e., 1/2) when \( \eta_C \) approaches one. Our results are different from those obtained by Schmiedl and Seifert [5]. The underlying reason is the consideration of shortcuts to isothermality and shortcuts to adiabaticity in our model.

For asymmetrical damping coefficients and anharmonic potentials, the microscopic model in the present work becomes a general microscopic low-dissipation engine. We have investigated the maximum power at given efficiency for general low-dissipation engines and derived the analytical results in three limiting cases. When the ratio \( \chi \) of the dissipation coefficients during the cold isothermal branch and the hot isothermal branch is one, the result for endoreversible engine is recovered. For \( \chi \) approaches zero or infinity, the expression of maximum power at given efficiency becomes fairly concise, which is respectively piecewise curve or parabolic curve. We have compared the constraints for power and efficiency in the present work with those in Refs. [19, 24] and obtained that our constraints are more exact. We notice that in recent work [52], Chen implemented the strategies of generalized shortcuts to isothermality to design Brownian heat engines and obtained the efficiency at maximum power as well as the maximum power at given efficiency via thermodynamic length. It is worth considering to calculate the thermodynamic length of our model in the future work. In addition, Albay et al. experimentally realized the shortcuts to isothermality [53–55]. Hence, it is possible to verify our theoretical results in future experiments.
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Appendix A: Detailed discussion about optimal potential protocols

Based on the differential equations (18) and (19), the optimal protocols \( \Lambda_h^*(\tilde{t}) \) and \( \Lambda_c^*(\tilde{t}) \) of external parameters are given by the following implicit expressions:

\[
\sinh^{-1} \left( \frac{\Lambda_h^*}{\gamma_h} \right) - \cosh \left[ \sinh^{-1} \left( \frac{\gamma_h}{\Lambda_h^*} \right) \right] = -\sqrt{\gamma_h \Sigma_h} \tilde{t} + c_1, \quad (A1)
\]

\[
\sinh^{-1} \left( \frac{\Lambda_c^*}{\gamma_c} \right) - \cosh \left[ \sinh^{-1} \left( \frac{\gamma_c}{\Lambda_c^*} \right) \right] = \sqrt{\gamma_c \Sigma_c} \tilde{t} + c_2, \quad (A2)
\]

where \( \Sigma_h, c_1, \Sigma_c \) and \( c_2 \) are time-independent constants which can be determined by the boundary conditions \( \Lambda_h(0) = \lambda_1, \Lambda_h(1) = \lambda_2, \Lambda_c(0) = \lambda_3 \) and \( \Lambda_c(1) = \lambda_4 \). The expressions of these constants are:

\[
c_1 = \psi \left( \frac{\lambda_1}{\gamma_h} \right), \Sigma_h = \frac{1}{\gamma_h} \left[ \psi \left( \frac{\lambda_2}{\gamma_h} \right) - \psi \left( \frac{\lambda_1}{\gamma_h} \right) \right]^2; \quad (A3)
\]

\[
c_2 = \psi \left( \frac{\lambda_3}{\gamma_c} \right), \Sigma_c = \frac{1}{\gamma_c} \left[ \psi \left( \frac{\lambda_4}{\gamma_c} \right) - \psi \left( \frac{\lambda_3}{\gamma_c} \right) \right]^2. \quad (A4)
\]

\( \psi \) is defined as \( \psi(x) \equiv \sinh^{-1}(x) - \cosh \left[ \sinh^{-1}(1/x) \right] \).

On the other hand, considering that \( d\Lambda_h/d\tilde{t} = \tau_h d\lambda /dt \), the constraint (3) means that

\[
\left. \frac{d\Lambda_h}{d\tilde{t}} \right|_{\tilde{t}=0} = \left. \frac{d\Lambda_h}{d\tilde{t}} \right|_{\tilde{t}=1} = 0. \quad (A5)
\]

If we substitute the above conditions into Eq. (18), we will obtain \( \Sigma_h = 0 \) (considering that \( \Sigma_h \) is a conserved quantity during the isothermal expansion branch). This is incompatible with Eq. (A3) since \( \lambda_1 \neq \lambda_2 \). There is same contradiction in the isothermal compression branch. To resolve these contradictions, we introduce a small time interval \( \varepsilon \) and turn the protocols into piecewise functions over \( \tilde{t} \in [0, 1] \). Take the isothermal expansion branch as an example.

For \( \tilde{t} \in [0, \varepsilon] \), we suppose that

\[
\Lambda_h^*(\tilde{t}) = \Lambda_h(0) + \left[ a_h^\ell - \Lambda_h(0) \right] \phi_h^\ell \left( \frac{\tilde{t}}{\varepsilon} \right), \quad (A6)
\]

where \( \phi_h^\ell(t) \) is defined as \( \phi_h^\ell(t) = b_h^\ell t^2 - (b_h^\ell - 1)t^3 \), \( a_h^\ell \) and \( b_h^\ell \) are undetermined coefficients. It is easy to verify that \( \Lambda_h^*(\tilde{t}) \) satisfies the boundary conditions of \( \Lambda_h \) and

FIG. 7. (color online) The power-efficiency diagram of low-dissipation engines. \( \eta_c = 0.8 \) and \( P_{\text{max}} \) is given by Eq. (21). The scatter points are generated by random values of \( L_h \) and \( \tilde{r} \). The solid lines are based on the results in Sec. V. The dashed and dotted lines respectively correspond to the results in Ref. [19] and Ref. [24]. (a) \( \chi = 10^{-5} \), (b) \( \chi = 1 \), (c) \( \chi = 10^6 \).
\[
\frac{d\Lambda_h}{dt}\biggr|_{\bar{t}=0} = \frac{d\Lambda_h}{dt}\biggr|_{\bar{t}=1}
\]

For \( \bar{t} \in [\varepsilon, 1 - \varepsilon] \),
\[
\Lambda_h^{\text{st}}(\bar{t}) = \Lambda_h^b.
\]  
(A7)

For \( \bar{t} \in [1 - \varepsilon, 1] \), we suppose that
\[
\Lambda_h^{*\text{r}}(\bar{t}) = \Lambda_h(1) + [a_h^* - \Lambda_h(1)] \phi_h^*(\frac{\bar{t}}{1 - \varepsilon}),
\]  
(A8)

where \( \phi_h^*(t) \) is defined as \( \phi_h^*(t) = b_h^*(t)^2 - (b_h^*(t) - 1)t^3 \), \( a_h^* \) and \( b_h^* \) are undetermined coefficients. It is easy to verify that \( \Lambda_h^{*\text{r}}(\bar{t}) \) satisfies the boundary conditions of \( \Lambda_h \) and d\(\Lambda_h\)/d\(t\) at \( \bar{t} = 1 \).

To realize smooth connections between \( \Lambda_h^{\text{st}} \) and \( \Lambda_h^{*\text{m}} \), the values of \( a_h^* \) and \( b_h^* \) should satisfy
\[
\Lambda_h^{\text{st}}(\bar{t} = \varepsilon) = \Lambda_h^{*\text{r}}(\bar{t} = \varepsilon),
\]
\[\frac{d\Lambda_h^{\text{st}}}{dt}\biggr|_{\bar{t} = \varepsilon} = \frac{d\Lambda_h^{*\text{r}}}{dt}\biggr|_{\bar{t} = \varepsilon}.
\]  
(A9)

Similarly, \( a_h^* \) and \( b_h^* \) should satisfy
\[
\Lambda_h^{*\text{r}}(\bar{t} = 1 - \varepsilon) = \Lambda_h^{*\text{m}}(\bar{t} = 1 - \varepsilon),
\]
\[\frac{d\Lambda_h^{*\text{r}}}{dt}\biggr|_{\bar{t} = 1 - \varepsilon} = \frac{d\Lambda_h^{*\text{m}}}{dt}\biggr|_{\bar{t} = 1 - \varepsilon}.
\]  
(A10)

By solving the above four equations, we obtain the explicit expressions of \( \Lambda_h^{\text{st}}(\bar{t}) \) and \( \Lambda_h^{*\text{r}}(\bar{t}) \). In the limit of \( \varepsilon \to 0 \), \( \Lambda_h^{\text{st}} \), \( \Lambda_h^{*\text{m}} \) and \( \Lambda_h^{*\text{r}} \) lead to the same value of integral (9) with \( \Lambda_h^b \) and hence they constitute the optimal \( \Lambda_h(\bar{t}) \) that satisfy the boundary conditions of \( \Lambda_h \) and d\(\Lambda_h\)/d\(t\) at \( \bar{t} = 0 \) and \( \bar{t} = 1 \). The optimal \( \Lambda_h(\bar{t}) \) can be determined in the same procedure.

Appendix B: Numerical method of determining the maximum power at given efficiency

To find the maximum power at given efficiency, we need to solve the equation \( \partial \bar{P}/\partial L_h = 0 \) for \( L_h \). According to Eq. (36), the equation turns out to be
\[
(1 + \delta - 2L_h)L_h^2 + b(\delta - L_h)^2(-1 + 2L_h) = 0,
\]  
(B1)

where \( b = (1 - \eta)/(1 - \eta_C)\chi \) and \( \delta = (\eta_C - \eta)/(1 - \eta) \). This is a cubic equation. It has three roots and what we need is the real roots \( L_h^* \) that satisfy \( 0 \leq L_h^* \leq \delta \). The analytical solutions are so cumbersome that it is hard to determine the proper solutions. Hence, we numerically solve Eq. (B1) at certain efficiency with given \( \eta_C \) and \( \chi \) and pick out the proper solutions \( L_h^* \). Then we compare the value of \( \bar{P} \) at \( L_h = L_h^* \) with the boundary values (\( \bar{P} \) at \( L_h = 0, \delta \)) and obtain the maximum value of power at certain efficiency with given \( \eta_C \) and \( \chi \).
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