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Abstract

In the paper we present the governing equations for marginal distributions of Poisson and Skellam processes time-changed by inverse subordinators. The equations are given in terms of convolution-type derivatives.
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1 Introduction

Time-changed Poisson processes $N(H^f(t))$, $t \geq 0$, where $H^f(t)$ is a subordinator with the Laplace exponent $f$, independent of $N(t)$, provide a rich class of tractable and flexible models with applications in various applied areas. The processes $N(H^f(t))$, $t \geq 0$, have positive integer-valued jumps whose distribution can be expressed in terms of the corresponding Bernštejn function $f$. In the papers [17], [8] the distributional properties, hitting times and governing equations for such processes were derived and specified for several choices of $H^f(t)$ (some particular cases can be also found in [16], [7], [10], [12]).

Particular attention in literature has been gained by the processes $N(S^\alpha(t))$, where $S^\alpha(t)$ is a stable subordinator, with the Bernštejn function $f(s) = s^\alpha$, $0 < \alpha < 1$. In this case the time-changed Poisson process is called a space-fractional Poisson process. The study of these processes was undertaken, e.g., in the papers [16], [17], [8], to mention only few.

Another interesting time-changed model is provided by the process $N(Y^\alpha(t))$, where $Y^\alpha(t)$ is the inverse process for the stable subordinator $S^\alpha(t)$. Such a process is called a time-fractional Poisson process. The important feature of this process is that the probabilities $p^\alpha_k(t) = P\{N(Y^\alpha(t)) = k\}$ obey the fractional equation of the form:

$$D^\alpha_t p^\alpha_k(t) = -\lambda (p^\alpha_k(t) - p^\alpha_{k-1}(t)),$$  \hspace{1cm} (1)

with appropriate initial conditions, where $D^\alpha_t$ is the fractional Caputo-Djrbashian derivative, $\lambda$ is the intensity parameter of the Poisson process $N(t)$ (see, for example, Beghin and Orsingher [4], [5]).

We have supposed so far that the Poisson process $N(t)$ is homogeneous, and, correspondingly, $N(Y^\alpha(t))$ is a fractional (in time) homogeneous Poisson process. In the paper by Leonenko, Scalas, Trinh [13] the non-homogeneous fractional Poisson process was introduced and studied, namely, the time-changed process $N(Y^\alpha(t))$, where $N(t)$ is supposed to be non-homogeneous. It was shown that the marginal distributions of such process satisfy the fractional difference-integral equations, involving the fractional Caputo-Djrbashian derivative, these governing equations generalize the equations (1) which hold in the homogeneous case.
In the recent paper by Kochubei [11] and later in the paper by Toaldo [20], the new types of differential operators are presented which are related to Bernstein functions and generalize the classical Caputo-Djrbashian and Riemann-Liouville fractional derivatives. In the paper [11] these operators are called differential-convolution operators, and in [20] they are called convolution-type derivatives with respect to Bernstein functions. It is shown in [20] that these derivatives provide the unifying framework for the study of subordinators and their inverse processes, and, in particular, the governing equations for densities of subordinators and their inverses are obtained in terms of the convolution-type derivatives. The introduction of these derivatives has also inspired numerous recent studies of new types of equations suitable to describe anomalous diffusion and other complex processes.

In the present paper we study the time-changed processes

\[ N(Y^f(t)), \ t \geq 0, \ \text{and} \ S(Y^f(t)), \ t \geq 0, \]

where \( N(t) \) is a (non-homogeneous) Poisson process, \( S(t) \) is a Skellam process, and \( Y^f(t) \) is an inverse subordinator. Note that with upper index \( f \) we refer to the Bernstein function of the subordinator to which \( Y^f(t) \) is the inverse.

We obtain the governing equations for marginal distributions of the processes (2) which generalize the known results, where the time change is performed by means of the inverse stable subordinator (see, [13], [9]). This generalization is done by the use of appropriate convolution-type derivatives in lieu of fractional ones.

We note that governing equations for marginal distributions of the process \( N(H^f(t)), \ t \geq 0 \), with \( H^f(t) \) being an arbitrary subordinator are presented in [17]. Namely, these are difference-differential equations (form of which depends on the corresponding Bernstein function \( f \)), and these equations can be specified for particular models (see, e.g., [8], [17], [7], [12]). For some models more general fractional difference-differential equations can be written. We refer, for example, to [16], and to the very recent paper [1], where new properties of fractional Poisson processes, mixed-fractional Poisson processes and fractional Poisson fields are presented and the corresponding fractional differential equations are studied.

The paper is organized as follows. In Section 2 we give all necessary definitions and results from [20] on convolution type-derivatives which will be used in the next sections. In Section 3 we present the governing equations for the marginal distribution and moment generating function for the Poisson process time-changed by a general inverse subordinator \( Y^f(t) \). The equations involve the Caputo-Djrbashian convolution-type derivatives. As a direct corollary of the theorem on governing equations for time-changed Poisson process, we obtain that the Laplace transform of the inverse subordinator \( Y^f(t) \) is an eigenfunction of the generalized Caputo-Djrbashian convolution-type derivative w.r.t. the corresponding Bernstein function \( f \). In Section 4 the analogous results are derived for time-changed Skellam processes.

2 Preliminaries

Let \( f(x) \) by a Bernstein function:

\[ f(x) = a + bx + \int_0^\infty (1 - e^{-xs}) \mathcal{P}(ds), \quad x > 0, a, b \geq 0, \]

\( \mathcal{P}(ds) \) is a non-negative measure on \((0, \infty)\), referred to as the Lévy measure for \( f(x) \), such that

\[ \int_0^\infty (s \wedge 1) \mathcal{P}(ds) < \infty. \]
In the papers [11], [20] the convolution-type derivatives with respect to Bernstein functions were introduced, which generalize the classical fractional derivatives.

We present the definitions and some facts following [20].

To write the governing equations for time-changed processes, we will use the generalized Caputo-Djrbashian (C-D) derivative w.r.t. the Bernstein function $f$, which is defined on the space of absolutely continuous functions as follows (see [20], Definition 2.4):

$$ fD_t u(t) = b \frac{d}{dt} u(t) + \int_0^t \frac{\partial}{\partial t} u(t-s) \nu(s) ds, \quad (4) $$

where $\nu(s) = a + \overline{\nu}(s, \infty)$ is the tail of the Lévy measure $\nu(s)$ of the function $f$.

In the case when $f(x) = x^\alpha, x > 0, \alpha \in (0,1)$, the derivative (4) becomes:

$$ fD_t u(t) = D^\alpha_t u(t), \quad (5) $$

where $D^\alpha_t u(t)$ is the fractional C-D derivative:

$$ D^\alpha_t u(t) = \frac{d^\alpha}{dt^\alpha} u(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{u'(s)}{(t-s)^\alpha} ds $$

(see Remarks 2.6 and 2.5 in [20]).

According to Lemma 2.5 [20], the following relation holds for the Laplace transform of the derivative (4):

$$ \mathcal{L} \left[ fD_t u(t) \right](s) = f(s) \mathcal{L} [u(t)](s) - \frac{f(s)}{s} u(0), s > s_0, \quad (5) $$

for $u(t)$ such that $|u(t)| \leq M e^{s_0 t}, M$ and $s_0$ are some constants.

The generalization of the classical Riemann-Liouville (R-L) fractional derivative is introduced in [20] by means of another convolution-type derivative w.r.t. $f$, which is given by the following formula:

$$ fD_t u(t) = fD^\alpha_t u(t) + \frac{d}{dt} \int_0^t u(t-s) \nu(s) ds, \quad (6) $$

(see, [20], Definition 2.1).

The derivatives $fD_t$ and $fD^\alpha_t$ are related as follows:

$$ fD_t u(t) = fD^\alpha_t u(t) + \nu(t) u(0) \quad (7) $$

(see, [20], Proposition 2.7).

Let $H^f(t), t \geq 0$, be a subordinator with the Laplace exponent $f$ given by [3], and $Y^f(t)$ be its inverse process defined as

$$ Y^f(t) = \inf \left\{ s \geq 0 : H^f(s) > t \right\}. \quad (8) $$

It was shown in [20] that the distribution of the inverse subordinator $Y^f(t)$ has a density $l^f(t, s)$ and its Laplace transform with respect to $t$ has the form:

$$ \mathcal{L}_t \left[ l^f(t, s) \right](r) = \frac{f(r)}{r} e^{-sf(r)}, $$

provided that the following condition holds:
**Condition I.** $\mathcal{W}(0, \infty) = \infty$ and the tail $\nu(s) = a + \mathcal{W}(s, \infty)$ is absolutely continuous.

It was shown in [20] that the convolution-type derivatives $f^D_t$ and $f^D_t$ are useful tools which allow to study the properties of subordinators and their inverses in the unifying manner. In particular, the governing equations for their densities can be written down in terms of convolution-type derivatives. According to Theorem 4.1 [20], the density $l^f(t, u)$ of the inverse subordinator $Y^f(t)$ satisfies the following equation:

$$f^D_t l^f(t, u) = -\frac{\partial}{\partial u} l^f(t, u),$$

subject to

$$l^f(t, u/b) = 0, \quad l^f(t, 0) = \nu(t), \quad l^f(0, u) = \delta(u).$$

In the paper [11] the solution to the Cauchy problem for the equations involving differential-convolution operators were presented, and the connections with Poisson processes time-changed by inverse subordinators were provided. We will return in more details to these results in Remark 3 in Section 3.

In the present paper we will use the generalized C-D and R-L convolution-type derivatives to obtain the governing equations for time-changed Poisson and Skellam processes.

Consider a non-homogeneous Poisson process $N(t), t \geq 0$, with intensity function $\lambda(t) : [0, \infty) \rightarrow [0, \infty)$. Denote

$$\Lambda(s, t) = \int_s^t \lambda(u)du, \quad \Lambda(t) = \Lambda(0, t).$$

$N(t)$ has independent but not necessarily stationary increments and for $0 \leq v < t$

$$p_x(t, v) = P\{N(t + v) - N(v) = x\} = \frac{e^{-(\Lambda(t+v) - \Lambda(v))}(\Lambda(t+v) - \Lambda(v))^x}{x!}, \quad x = 0, 1, 2, \ldots.$$

The distribution $p_x(t, v)$ satisfy the difference-differential equation

$$\frac{d}{dt}p_x(t, v) = -\lambda(t + v)(p_x(t, v) - p_{x-1}(t, v)), \quad x = 0, 1, 2, \ldots,$$

with the usual initial conditions

$$p_x(0, v) = \begin{cases} 1, & x = 0, \\ 0, & x \geq 1, \end{cases}$$

$p_{-1}(t, v) = 0$ (see, e.g. [13]). We denote $p_x(t) = p_x(t, 0)$.

The non-homogeneous Poisson process $N(t)$ can be represented as $N(t) = N_1(\Lambda(t))$, where $N_1(t)$ is the homogeneous Poisson process with intensity 1.

We will study the non-homogeneous Poisson process time-changed by an inverse subordinator $Y^f(t)$:

$$N^f(t) = N(Y^f(t)), t \geq 0,$$

where $f$ is the Bernstein function of the form (3) and we will suppose in what follows that $a = b = 0$. 
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In the paper [13] the authors study the case \( f(s) = s^\alpha \), which corresponds to the stable subordinator and \( Y^{f}(t) \) is the inverse stable subordinator \( Y_{\alpha}(t) \). The corresponding time-changed process (11) is called a fractional non-homogeneous Poisson process, for marginal distributions of which the fractional difference-differential equations are derived in [13].

In the next section, we are aimed to obtain the governing equation for marginal distributions of (11) in the general case. We show that this can be done with the use of convolution-type derivative (4), applying the same line of reasonings as those used in [13] for a particular case of the inverse stable subordinator.

3 Poisson processes time-changed by inverse subordinators

Consider a non-homogeneous Poisson process \( N(t), t \geq 0 \), with intensity function \( \lambda(t) \), and its increments defined for \( v \geq 0 \) as

\[
I(t, v) = N(t+v) - N(v), \quad t \geq 0.
\]

Taking time-change by the inverse subordinator \( Y^{f}(t) \), we consider the process

\[
N^{f}(t) = N(Y^{f}(t)), \quad t \geq 0,
\]

and, for \( v \geq 0 \), the time-changed increments process

\[
I^{f}(t, v) = I(Y^{f}(t), v) = N(Y^{f}(t)+v) - N(v), \quad t \geq 0.
\]

Their marginal distributions can be written down as follows:

\[
p^{f}_{x}(t, v) = \mathbb{P}\{I^{f}(t, v) = x\} = \mathbb{P}\{N(Y^{f}(t)+v) - N(v) = x\} = \int_{0}^{\infty} p_{x}(u, v) l^{f}(t, u) du
\]

\[
= \int_{0}^{\infty} e^{-\Lambda(u, u+v) \Lambda(u+v)} \frac{\Lambda(u+v)^{x}}{x!} l^{f}(t, u) du, \quad x = 0, 1, 2, \ldots,
\]

and

\[
p^{f}_{x}(t) = p^{f}_{x}(t, 0) = \mathbb{P}\{N(Y^{f}(t)) = x\} = \int_{0}^{\infty} p_{x}(u) l^{f}(t, u) du
\]

\[
= \int_{0}^{\infty} e^{-\Lambda(u) \Lambda(u)} \frac{\Lambda(u)^{x}}{x!} l^{f}(t, u) du, \quad x = 0, 1, 2, \ldots,
\]

where \( l^{f}(t, u) \) is the density of the process \( Y^{f}(t) \), which exists under Condition I.

In the next theorem we present the governing equation for the marginal distributions \( p^{f}_{x}(t, v) \).

**Theorem 1.** Let Condition I hold. Then the marginal distributions \( p^{f}_{x}(t, v) \) of the process \( I^{f}(t, v) \) satisfy the following differential-integral equations

\[
j^{f}D_{t} p^{f}_{x}(t, v) = \int_{0}^{\infty} \lambda(u + v) [-p_{x}(u, v) + p_{x-1}(u, v)] l^{f}(t, u) du,
\]

with initial condition

\[
p_{x}(0, v) = \begin{cases} 
1, & x = 0, \\
0, & x \geq 1,
\end{cases}
\]

and \( p_{-1}(0, v) \equiv 0 \), where \( j^{f}D_{t} \) is the C-D convolution-type derivative with respect to function \( f \) defined by (4).
Proof. We follow the same arguments as those used in [13]. Taking the characteristic function of \( p_f^t \) and the Laplace transform w.r.t. \( t \) (which we denote as \( \tilde{\varphi} \) and \( \hat{\varphi} \) correspondingly), we obtain:

\[
\tilde{\varphi}_f(r,v) = \int_0^\infty \hat{\varphi}_f(u,v)\tilde{\varphi}(r,u)du = \\
= \int_0^\infty \exp \{ \Lambda(v,u+v)(e^{iy} - 1) \} \frac{f(r)}{r} e^{-uf(r)}du \\
= \frac{f(r)}{r} \left[ \exp \{ \Lambda(v,u+v)(e^{iy} - 1) \} \left[ -\frac{1}{f(r)} e^{-uf(r)} \right] \right]_{u=0}^\infty \\
+ \frac{1}{f(r)} \int_0^\infty \left( \frac{d}{du}\Lambda(v,u+v) \right) \left( e^{iy} - 1 \right) \exp \{ \Lambda(v,u+v)(e^{iy} - 1) \} e^{-uf(r)}du \\
= \frac{1}{f(r)} \left[ \frac{f(r)}{r} + (e^{iy} - 1) \int_0^\infty \Lambda(v,u+v)(e^{iy} - 1) \frac{f(r)}{r} e^{-uf(r)}du \right];
\]

and, therefore,

\[
f(r)\tilde{\varphi}_f(r,v) = \frac{f(r)}{r} = (e^{iy} - 1) \int_0^\infty \lambda(u+v) \exp \{ \Lambda(v,u+v)(e^{iy} - 1) \} \frac{f(r)}{r} e^{-uf(r)}du.
\]

The left-hand side is equal to the following:

\[
f(r)\mathcal{L}_t \{ \tilde{\varphi}_f(t,v) \}(r) - \frac{f(r)}{r} \hat{\varphi}_f(0,v) = \mathcal{L}_t \{ \mathcal{D}_l \hat{\varphi}_y(t,v) \}(r),
\]

in view of (5) and taking into account that under conditions of the theorem \( \hat{\varphi}_y(0,v) = 1 \). Therefore, inverting the Laplace transform, we have:

\[
\mathcal{D}_l \hat{\varphi}_y(t,v) = (e^{iy} - 1) \int_0^\infty \lambda(u+v)\hat{\varphi}_y(u,v)\tilde{\varphi}(t,u)du,
\]

and then, inverting the characteristic function, we obtain:

\[
\mathcal{D}_l p_f^t(t,v) = \int_0^\infty \lambda(u+v) [-p_f^t(u,v) + p_{f-1}(u,v)] l_f^t(t,u)du.
\]

Note that equivalently the proof can be done by considering the double Laplace transform of \( p_f^t(t,v) \) with respect to \( x \) and \( t \).

From Theorem 1, taking \( v = 0 \), we immediately obtain the corresponding results for the marginal distributions of the process \( N(Y_f(t)) \) itself, which we formulate in the next two theorems.

**Theorem 2.** Let \( N(Y_f(t)), t \geq 0, \) be a nonhomogeneous Poisson process time-changed by the inverse subordinator \( Y_f(t) \), and Condition I hold. Then the marginal distributions \( p_f^t(t,v) = \mathbb{P} \{ N(Y_f(t)) = x \} \), \( x = 0, 1, \ldots \), satisfy the differential-integral equations

\[
\mathcal{D}_l p_f^t(t,v) = \int_0^\infty \lambda(u) \left[ -p_f^t(u,v) + p_{f-1}(u,v) \right] l_f^t(t,u)du,
\]

with initial condition

\[
p_f^t(0,v) = \begin{cases} 1, & x = 0, \\ 0, & x \geq 1, \end{cases}
\]
Theorem 3. Under the conditions of Theorem 2, suppose that the Poisson process is homogeneous with intensity \( \lambda \). Then the marginal distributions \( p_x(t) = P \{ N(Y^f(t)) = x \} \), \( x = 0, 1, \ldots \), satisfy the differential equations:

\[
\mathcal{D}_t p_x(t) = -\lambda \left[ p_x(t) - p_{x-1}(t) \right],
\]

with the same initial conditions as in Theorem 2.

Although Theorem 3 is a direct corollary of Theorem 1, we present now its another proof, which will be instructive for our consideration of time-changed Skellam processes in the next section.

Proof of Theorem 3. In the homogeneous case, for the probabilities \( p_x(t) \) we have:

\[
p_x(t) = P \{ N \left( Y^f(t) \right) = x \} = \int_0^\infty p_x(u) l^f(t, u) du = \int_0^\infty e^{-\lambda u} \frac{(\lambda u)^x}{x!} l^f(t, u) du, \quad x = 0, 1, 2, \ldots
\]

We take the generalized R-L convolution-type derivative \( \mathcal{D}_t \) given by (6) and use the fact that the density \( l^f(t, u) \) of the inverse subordinator satisfies the following equation (see [20]):

\[
\mathcal{D}_t l^f(t, u) = -\frac{\partial}{\partial u} l^f(t, u),
\]

and

\[
l^f(t, 0) = \nu(t), \quad l^f(0, u) = \delta(u).
\]

We obtain:

\[
\mathcal{D}_t p_x(t) = \int_0^\infty p_x(u) \mathcal{D}_t l^f(t, u) du = - \int_0^\infty p_x(u) \frac{\partial}{\partial u} l^f(t, u) du
\]

\[
= \int_0^\infty l^f(t, u) \frac{\partial}{\partial u} p_x(u) du - p_x(u) l^f(t, u) \bigg|_{u=0}^\infty
\]

\[
= \int_0^\infty l^f(t, u) \left( -\lambda [p_x(u) - p_{x-1}(u)] \right) du + p_x(0) l^f(t, 0)
\]

\[
= -\lambda \left[ p_x(u) - p_{x-1}(u) \right] du + p_x(0) \nu(t).
\]

Using the relation (7) between the convolution derivatives of C-D and R-L types, we have:

\[
\mathcal{D}_t p_x(t) = \mathcal{D}_t p_x^f(t) - \nu(t) p_x^f(0),
\]

and we note that

\[
p_x^f(0) = \int_0^\infty p_x(u) l^f(0, u) du = \int_0^\infty p_x(u) \delta(u) du = p_x(0) = 1.
\]

From (16), taking into account (17)-(18), we finally obtain:

\[
\mathcal{D}_t p_x^f(t) = -\lambda \left[ p_x^f(t) - p_{x-1}^f(t) \right].
\]

\[\square\]
**Example 1.** In the case when \( Y^f(t) = Y_\alpha(t), t \geq 0 \), is the inverse stable subordinator, that is, \( f(x) = x^\alpha, \alpha \in (0, 1) \), we obtain the known equation involving the fractional C-D derivative \( D_t^\alpha \) in the left-hand side:

(i) if \( N(t) \) is a nonhomogeneous Poisson process with intensity \( \lambda \), then \( N(Y_\alpha(t)) \) is a fractional nonhomogeneous Poisson process, and the governing equation \([13]\) becomes

\[
D_t^\alpha p_x^\alpha(t) = \int_0^\infty \lambda(u) \left[ -p_x^\alpha(u) + p_x^{\alpha-1}(u) \right] h^\alpha(t, u) du,
\]

where \( h_\alpha(t, u) \) is the density of the inverse stable subordinator (this result was stated in \([13]\));

(ii) if \( N(t) \) is a homogeneous Poisson process with intensity \( \lambda \), then we obtain the well known equation for probabilities of time-fractional Poisson process \( N(Y_\alpha(t)) \):

\[
D_t^\alpha p_x^\alpha(t) = -\lambda \left( p_x^\alpha(t) - p_x^{\alpha-1}(t) \right), \quad x = 0, 1, 2, \ldots,
\]

(see, for example, \([4], [5]\)).

**Remark 1.** Moments and covariance of the nonhomogeneous time-changed process \( N(Y^f(t)) \) can be obtained with the same arguments as in \([13]\), Section 4. In fact, the reasoning therein holds true if instead of the inverse stable subordinator \( Y_\alpha(t) \) we take a general inverse subordinator \( Y^f(t) \). We come to the following formulas:

\[
E \left[ N \left( Y^f(t) \right)^k \right] = \int_0^\infty \sum_{i=1}^k \Lambda(x)^i S(k, i) \lambda^f(t, x) dx = E \sum_{i=1}^k \Lambda \left( Y^f(t) \right)^i S(k, i)
\]

where \( S(k, i) \) are the Stirling numbers of the second kind:

\[
S(k, i) = \frac{1}{i!} \sum_{j=0}^i (-1)^{i-j} \binom{i}{j} j^k;
\]

\[
E \left[ N \left( Y^f(t) \right) \right] = E \left[ \Lambda \left( Y^f(t) \right) \right];
\]

\[
E \left[ \left[ N \left( Y^f(t) \right) \right]^2 \right] = E \left[ \Lambda \left( Y^f(t) \right) \right] + E \left[ \Lambda \left( Y^f(t) \right)^2 \right].
\]

\[
Var \left[ N \left( Y^f(t) \right) \right] = E \left[ \Lambda \left( Y^f(t) \right) \right] + Var \left[ \Lambda \left( Y^f(t) \right) \right].
\]

The derivation of the formula for the covariance function given in \([13]\) for the case of \( Y_\alpha(t) \) is preserved completely for the general case and therefore, we come to the following:

\[
cov \left[ N \left( Y^f(s) \right), N \left( Y^f(t) \right) \right] = E \left[ \Lambda \left( 0, Y^f(s \wedge t) \right) \right] + cov \left[ \Lambda \left( Y^f(s) \right), \Lambda \left( Y^f(t) \right) \right].
\]

For more details we refer to \([13]\).

**Example 2.** The Poisson process time-changed by the inverse tempered stable subordinator. Consider the tempered stable subordinator \( H^f(t) \), with the Bernstein function

\[
f(x) = (x + \beta)^\alpha - \beta^\alpha, \quad \alpha \in (0, 1), \beta > 0.
\]
The corresponding Lévy measure is given by the formula:

\[ \nu(ds) = \frac{1}{\Gamma(1 - \alpha)} \alpha e^{-\beta s} s^{-\alpha - 1} ds; \]

and its tail is

\[ \nu(s) = \frac{1}{\Gamma(1 - \alpha)} \alpha \beta \Gamma(-\alpha, s), \]

where \( \Gamma(-\alpha, s) = \int_{s}^{\infty} e^{-z} z^{-\alpha - 1} dz \) is the incomplete Gamma function.

The generalized C-D convolution-type derivative (4) for \( f(x) \), given by (19), becomes:

\[ f^{D_{t}}u(t) = \frac{\alpha \beta}{\Gamma(1 - \alpha)} \int_{0}^{t} \frac{\partial}{\partial t} u(t - s) \Gamma(-\alpha, s) ds. \quad (20) \]

If \( N(Y^{f}(t)) \) is the Poisson process time-changed by the inverse tempered stable subordinator, that is, \( f(x) \) is given by (19), then as consequences of Theorems 2 and 3 we obtain the following governing equations for the probabilities \( p_{x}^{f}(t) = P\{N(Y^{f}(t)) = x\} \):

(i) if \( N \) is a non-homogeneous process, then:

\[ f^{D_{t}}p_{x}^{f}(t) = \int_{0}^{\infty} \lambda(u) \left[ -p_{x}^{f}(u) + p_{x-1}^{f}(u) \right] h^{f}(t, u) du; \]

(ii) if \( N \) is a homogeneous process, then:

\[ f^{D_{t}}p_{x}^{f}(t) = -\lambda \left[ p_{x}^{f}(t) - p_{x-1}^{f}(t) \right]; \]

with the same initial conditions as in Theorem 2, where the derivative in the l.h.s. is defined by (20), and \( h^{f}(t, u) \) is now the density of the inverse tempered stable subordinator, the exact formula for which is presented, for example, in [2].

As an interesting corollary of Theorem 3, we find an eigenfunction of the convolution derivative of C-D type \( f^{D_{t}} \).

**Lemma 1.** Let Condition I hold. The Laplace transform of the density \( l^{f}(t, u) \) of the inverse subordinator

\[ \tilde{l}^{f}(t, \lambda) = \int_{0}^{\infty} e^{-\lambda u} l^{f}(t, u) du = E e^{-\lambda Y^{f}(t)} \]

is an eigenfunction of the generalized C-D convolution-type derivative \( f^{D_{t}} \), that is

\[ f^{D_{t}}\tilde{l}^{f}(t, \lambda) = -\lambda\tilde{l}^{f}(t, \lambda). \quad (21) \]

**Proof.** The result follows immediately from Theorem 3. Indeed, taking \( x = 0 \) in (13), we have:

\[ f^{D_{t}}p_{0}^{f}(t) = -\lambda p_{0}^{f}(t), \]

where

\[ p_{0}^{f}(t) = p_{0}^{f}(t, \lambda) = P\{N_{\lambda}(Y^{f}(t)) = 0\} = \int_{0}^{\infty} p_{0}(u) l^{f}(t, u) du = \int_{0}^{\infty} e^{-\lambda u} l^{f}(t, u) du = \tilde{l}^{f}(t, \lambda). \]
Remark 2. From Lemma 1 in the case when $Y^f(t)$ is the inverse stable subordinator $Y_\alpha(t)$ with $f(s) = s^\alpha$, we reveal the well known result that the Laplace transform of the inverse subordinator $Y_\alpha(t)$

$$E e^{-\lambda Y_\alpha(t)} = E_\alpha (-\lambda t^\alpha),$$

where $E_\alpha (\cdot)$ is the Mittag-Leffler function, is an eigenfunction of the C-D fractional derivative:

$$\frac{\partial^\alpha}{\partial t^\alpha} E_\alpha (-\lambda t^\alpha) = -\lambda E_\alpha (-\lambda t^\alpha).$$

Remark 3. The result, which we present in Lemma 1 as a direct consequence of Theorem 3, has been derived in [11] by means of analytic methods based on the theory of complete Bernstein functions. It is stated in Theorem 2 [11] that the solution $u(t)$ of the Cauchy problem

$$(\mathbb{D}(k) u)(t) = -\lambda u(t), \quad \lambda > 0, \ t > 0, \ u(0) = 1, \quad (22)$$

is continuous on $[0, \infty)$, infinitely differentiable and completely monotone, under the prescribed conditions on the function $k$, which is used to define the differential-convolution operator $\mathbb{D}(k)$:

$$(\mathbb{D}(k) u)(t) = \frac{d}{dt} \int_0^t k(t-\tau)u(\tau)d\tau - k(t)u(0). \quad (23)$$

Moreover, the probabilistic interpretation of the solution has been given. We present here some details to shed more light on properties of the process $N(Y^f(t))$.

Let $H^f$ be a subordinator with the Laplace exponent

$$f(x) = bx + \int_0^\infty (1 - e^{-x}) \nu(ds), \ b \geq 0, \quad (24)$$

and either $b > 0$, or $\nu((0, \infty)) = \infty$, or both, and let $Y^f(t)$ be the inverse process defined by (8).

The time-changed Poisson process $N(Y^f(t))$ is a renewal process with the waiting time $J_n$ such that

$$P \{J_n > t\} = E e^{-\lambda Y^f(t)} = \tilde{f}(t, \lambda) \quad (25)$$

and

$$\int_0^\infty e^{-st}E e^{-\lambda Y^f(t)} dt = \frac{f(s)}{s(\lambda + f(s))}. \quad (26)$$

(see [13], [14], [11], [20]).

As can be seen from Theorem 2 from [11], the expression in the r.h.s. of (20) appears to be the Laplace transform of the solution $u(t)$ to equation (22), which entails that the solution itself is given by $E e^{-\lambda Y^f(t)}$.

Therefore, we can see that the result stated in Lemma 1 is in accordance with the results on the solution to the Cauchy problem (22) given in [11].

Remark 4. The study of arrival times of the time-changed process $N(Y^f(t))$, can be done in the same way as that in [13] for the case of the Poisson process with inverse stable subordinator $N(Y_\alpha(t))$.

We present here some details following to [13].
The distribution functions for arrival times $T_n$ of homogeneous and non-homogeneous Poisson processes are given by

$$F_{HP}^{T_n}(t) = 1 - e^{-\lambda t} \sum_{k=0}^{n-1} \frac{\lambda^k t^k}{k!}$$

and

$$F_{NHP}^{T_n}(t) = 1 - e^{-\Lambda(t) t} \sum_{k=0}^{n-1} \frac{\Lambda(t)^k t^k}{k!}$$

correspondingly, where for (28) to be a distribution function it is required for the function \(\Lambda(t)\) to be a monotone increasing and \(\Lambda(t) \to 0\), as \(t \to 0\), \(\Lambda(t) \to \infty\), as \(t \to \infty\) (see, [13]).

The derivation of the expression for distribution of arrival times $T_n$ for the process $N(Y^f(t))$ can be done following the same lines of reasoning as in [13] for the case of time-change by the inverse stable subordinator. We obtain the following:

(i) if $N(t)$ is a nonhomogeneous Poisson process, then

$$F_{T_n}^f(t) = \int_0^\infty l^f(t,u)F_{NHP}^{T_n}(u)du$$

(ii) if $N(t)$ is a homogeneous Poisson process, then

$$F_{T_n}^f(t) = \int_0^\infty l^f(t,u)F_{HP}^{T_n}(u)du = 1 - \sum_{k=0}^{n-1} \frac{\lambda^k}{k!} (-1)^k \partial^k \partial \lambda^k E e^{-\lambda Y^f(t)}$$

that is, in the latter case the distribution function of $T_n$ is expressed in terms of the Laplace transform of the inverse subordinator $E e^{-\lambda Y^f(t)}$ in the place of the Mittag-Leffler function which appears for the particular case of inverse stable subordinator.

We are also able to derive the equation for the moment generating function of the homogeneous time-changed Poisson process $N\left(Y^f(t)\right)$.

Lemma 2. The moment generating function of the process $N\left(Y^f(t)\right)$, under the conditions of Theorem 3, is given by the formula

$$M(\theta, t) = \bar{f}^f(t, \lambda (1 - e^\theta))$$

and satisfies the differential equation

$$f^D t M(\theta, t) = \lambda (e^\theta - 1) M(\theta, t)$$

with the initial condition $M(\theta, 0) = 1$.

Proof. We can write

$$E e^{\theta N(Y^f(t))} = \int_0^\infty E e^{\theta N(u)} l^f(t,u)du = \int_0^\infty e^{-u(\lambda - \lambda e^\theta)} l^f(t,u)du = \bar{f}^f(t, \lambda (1 - e^\theta)).$$

The formula (29) follows from Lemma 1. \(\square\)
Reconsidering the proof of Lemma 2, we conclude that the more general result can be stated, namely, for the process \( Z(t) = X(Y^f(t)) \), where \( X(t) \) is an arbitrary Lévy process.

Indeed, let \( X(t) \) be a Lévy process with the Laplace exponent \( f_X(s) \).

Then we can write:

\[
M_Z(\theta, t) = \mathbb{E} e^{\theta Z(t)} = \int_0^\infty \mathbb{E} e^{\theta Z(u)} f^f(t, u) du = \int_0^\infty e^{-uf_X(-\theta)} f^f(t, u) du
\]

from Lemma 1 we know that \( f^f(t, \lambda) \) is an eigenfunction of the derivative \( f^D_t \), and, therefore,

\[
f^D_t M_Z(\theta, t) = -f_X(-\theta) M_Z(\theta, t),
\]

provided that \( f_X(-\theta) \) is well defined.

### 4 Skellam processes time-changed by inverse subordinators

Let \( S(t) \) be a Skellam process:

\[
S(t) = N_1(t) - N_2(t), \quad t \geq 0,
\]

where \( N_1(t) \) and \( N_2(t) \) are two independent homogeneous Poisson processes with intensity parameters \( \lambda_1 > 0 \) and \( \lambda_2 > 0 \), correspondingly.

The probability distribution of \( S(t) \) is given by

\[
s_k(t) = P(S(t) = k) = e^{-t(\lambda_1 + \lambda_2)} \left( \frac{\lambda_1}{\lambda_2} \right)^{k/2} I_k \left( \frac{2t \sqrt{\lambda_1 \lambda_2}}{k} \right), \quad k \in \mathbb{Z} = \{0, \pm 1, \pm 2, \ldots\}, \quad (32)
\]

where \( I_k \) is the modified Bessel function of the first kind:

\[
I_k(z) = \sum_{n=0}^\infty \frac{(z/2)^{2n+k}}{n!(n+k)!}.
\]

The Skellam process is a Lévy process, its Lévy measure is the linear combination of two Dirac measures: \( \nu(du) = \lambda_1 \delta_1(u) du + \lambda_2 \delta_{-1}(du) \), and the corresponding Bernstein function is given by

\[
f_S(\theta) = \int_{-\infty}^\infty (1 - e^{-\theta y}) \nu(dy) = \lambda_1 (1 - e^{-\theta}) + \lambda_2 (1 - e^{\theta}).
\]

Skellam processes are considered, for example, in [3], the Skellam distribution had been introduced and studied in [19].

Consider the time-changed Skellam process

\[
Z(t) = S(Y^f(t)), \quad t \geq 0,
\]

where \( Y^f(t) \) is an inverse subordinator.
Theorem 4. Let \( Z(t) = S(Y^f(t)) \), \( t \geq 0 \), be a time-changed Skellam process, where \( Y^f(t) \) is the inverse subordinator, and Condition I holds.

Then:
1. The marginal distribution of \( Z(t) \) is given by
\[
 r^f_k(t) = \Pr\{Z(t) = k\} = \int_0^\infty s_k(u)l^f(t,u)du
\]
and satisfies the following system of differential equations:
\[
 fD_t r^f_k(t) = \lambda_1 \left( r^f_{k-1}(t) - r^f_k(t) \right) - \lambda_2 \left( r^f_k(t) - r^f_{k+1}(t) \right)
\]
with the initial condition
\[
 r_k(0) = \begin{cases} 
 1, & k = 0, \\
 0, & k \neq 0. 
\end{cases}
\]
2. The moment generating function is given by
\[
 L(\theta, t) = \tilde{l}^f \left( t, (\lambda_1 + \lambda_2 - \lambda_1 e^\theta - \lambda_2 e^{-\theta}) \right),
\]
and satisfies the following differential equation:
\[
 fD_t L(\theta, t) = \left[ \lambda_1 \left( e^\theta - 1 \right) + \lambda_2 \left( e^{-\theta} - 1 \right) \right] L(\theta, t)
\]
with the initial condition \( L(\theta, 0) = 1 \).

Proof. The proof of the first part is analogous to that of Theorem 3. Using conditioning arguments, we obtain the formula for the marginal distribution of \( Z(t) = S(Y^f(t)) \):
\[
 r^f_k(t) = \int_0^\infty s_k(u)l^f(t,u)du,
\]
where \( s_k(u) \) are given by (32).

We take the derivative \( fD_t \) and use formula (9):
\[
 fD_t r^f_k(t) = -\int_0^\infty s_k(u) \frac{\partial}{\partial u} l^f(t,u)du = \int_0^\infty l^f(t,u) \frac{\partial}{\partial u} s_k(u)du - s_k(u) l^f(t,u)|_0^\infty; \quad (37)
\]
Since the probabilities \( s_k(u) \) satisfy the equation
\[
 \frac{\partial}{\partial u} s_k(u)du = \lambda_1 (s_{k-1}(t) - s_k(t)) - \lambda_2 (s_k(t) - s_{k+1}(t)),
\]
from (37) we obtain:
\[
 fD_t r^f_k(t) = \lambda_1 \left( r^f_{k-1}(t) - r^f_k(t) \right) - \lambda_2 \left( r^f_k(t) - r^f_{k+1}(t) \right) + s_k(0) l^f(t,0).
\]
Using relation (7) between the derivatives \( fD_t \) and \( f\bar{D}_t \), we can write
\[
 fD_t r^f_k(t) = f\bar{D}_t r^f_k(t) - \nu(t)r^f_k(t), \quad (39)
\]
we also have (see (10)):

\[ l^f(t, 0) = \nu(t) \] (40)

and

\[ r_k^f(0) = -\int_0^\infty s_k(u)l^f(0, u)du = \int_0^\infty s_k(u)\delta(u)du = s_k(0). \] (41)

In view of (39)-(41), from (38) we obtain equation (34).

For the moment generating function we can write:

\[
E e^{\theta Z(t)} = E e^{\theta S(f^f(t))} = \int_0^\infty E e^{\theta Z(u)}l^f(t, u)du = \int_0^\infty e^{-u(\lambda_1 + \lambda_2 - \lambda_1 e^{\theta} - \lambda_2 e^{-\theta})}l^f(t, u)du
\]

\[
= \tilde{l}^f(t, (\lambda_1 + \lambda_2 - \lambda_1 e^{\theta} - \lambda_2 e^{-\theta}))
\]

and, therefore, formula (35) is obtained. The equation (36) follows in view of Lemma 1.

\[ \square \]

\textbf{Remark 5.} In the case when \( Y^f(t) \) is an inverse stable subordinator, from Theorem 5 we obtain the known results for so-called fractional Skellam process \( S(Y_\alpha(t)) \), stated in [9](Theorem 3.2), that is, equations (34) and (36) hold with the fractional C-D derivative in the l.h.s.

\section{5 Concluding remarks}

In the paper the time-changed processes \( N(Y^f(t)), t \geq 0 \), and \( S(Y^f(t)), t \geq 0 \), are studied, where \( N(t) \) is a (non-homogeneous) Poisson process, \( S(t) \) is a Skellam process, and \( Y^f(t) \) is the inverse process for the subordinator with Bernstein function \( f \). The governing equations for marginal distributions of the processes \( N(Y^f(t)) \) and \( S(Y^f(t)) \) are presented in terms of the generalised Caputo-Djrbashian convolution-type derivatives with respect to the function \( f \) defined in [11], [20]. For the case where \( Y^f(t) \) is an inverse stable subordinator, the obtained results coincide with the known results for fractional (in time) Poisson and Skellam processes.
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