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Abstract

In this paper, we investigate the modeling of sub-scale components of proper orthogonal decomposition reduced order models (POD-ROMs) of convection-dominated flows. We propose ROM closure models that depend on the ROM residual. We illustrate the new residual-based data-driven ROM closure within the variational multiscale (VMS) framework and investigate it in the numerical simulation of a one-dimensional parameter-dependent convection-dominated convection-diffusion problem. For comparison purposes, we also investigate a streamline-upwind Petrov-Galerkin (SUPG) ROM stabilization strategy and the standard Galerkin ROM (G-ROM). Our numerical investigation shows that the new residual-based data-driven VMS-ROM is more accurate than both the standard G-ROM and the SUPG-ROM.
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1 Introduction

Over the last decade, several closure modeling strategies for reduced order models (ROMs) of turbulent flows have been developed (see the review in [2]). These closure models include the effect of the discarded ROM basis functions, which can significantly increase the ROM accuracy in under-resolved turbulent flows. Probably the most active area of research in this field has been data-driven closure modeling, in which available data is used to construct accurate ROM closure operators. Most of the current data-driven ROM closures depend on the ROM coefficients.

In this paper, we investigate the modeling of sub-scale components of proper orthogonal decomposition reduced order models (POD-ROMs) of convection-dominated flows. We find our primary motivation in the low decay of the POD eigenvalues for high-Reynolds number, turbulent flows. As a consequence, the POD-ROM solution of these flows needs reduced spaces of very high dimension, incurring a high computational cost and yielding no gain with respect to full order models (FOMs), i.e., computational models obtained with classical numerical methods (e.g., finite element (FE) method).

As in the FOM case, the issue of ROM sub-scale component modeling for convection-dominated flows is closely related to the stabilization of ROMs. This is due to the diffusive effect of the sub-grid scales on the resolved scales [12]. This diffusive effect has been leveraged in constructing ROM stabilized models, see, e.g., [3, 4, 6, 8, 10, 14, 17, 18, 24].
In this paper, we propose a new residual-based data-driven VMS (variational multiscale)-ROM closure framework, and we compare it with both the streamline-upwind Petrov-Galerkin ROM (SUPG-ROM) stabilization strategy and the standard Galerkin ROM (G-ROM).

VMS models [16] are increasingly used as a successful approach that seeks to simulate large scale structures in turbulent flows. In the context of FOM, a recent survey of VMS models can be found in [1], where a classification into essentially residual-based and not residual-based VMS models is done.

A survey of VMS-ROM closure modeling is performed in Section IV.A.5 of [2]. Next, we outline several VMS-ROM closure models relevant to the new residual-based data-driven VMS-ROM closure framework. In [6], a residual-based VMS model is proposed as a ROM stabilization strategy. A two-scale VMS-ROM equipped with time-dependent orthogonal sub-grid scales is developed in [27]. A VMS-ROM closure that includes an artificial viscosity added only to the small resolved scales of the gradient is proposed in [17]. Numerical tests in [17] show the increased numerical stability and accuracy of the VMS-ROM over the standard G-ROM and illustrate the theoretical convergence rates. In particular, a problem displaying shock-like phenomena is considered (2D traveling wave) at a moderate Péclet number ($\nu = 10^{-4}$). In [18], the VMS-ROM is extended and studied for the incompressible Navier-Stokes equations. Recent VMS-ROM developments can be found in, e.g., [13, 26, 28, 32, 34].

The SUPG-ROM strategy [6, 14, 22, 25, 37, 38] is one of the most popular ROM stabilization techniques. Next, we briefly mention SUPG-ROM approaches relevant to the SUPG-ROM used in our numerical investigation. In [14], the authors present a SUPG-ROM based on POD, which is investigated theoretically and numerically for the convection-diffusion equation. In this context, it is stressed that for convection-dominated problems whose solutions have a steep internal layer, using a stabilized discretization is necessary when using relatively coarse meshes. We note that, in practical applications, FE meshes are significantly coarser than the width of the internal layers. Relying on the SUPG-FEM [7], in [14], the authors use both offline and online stabilization procedures to deal with the numerical instabilities of the Galerkin method in both the FOM and the ROM. We note that the SUPG-ROM involves the full residual, thus being fully consistent. The study of appropriate choices of the SUPG-ROM stabilization parameter is considered in [14]. Two approaches are used: one based on the underlying FE discretization and the other based on the POD truncation. Thus, the question of whether the stabilization parameter should depend on the spatial resolution of the underlying FE space or on the number of POD modes used is treated in [14] by means of numerical analysis arguments. Another SUPG-ROM strategy is considered in [8], where the authors propose and numerically investigate a SUPG-ROM stabilization method for the convection term, together with a stabilization approach for the pressure term. An error analysis of this method in [8] was performed in [10]. Recent developments in the numerical analysis of SUPG-ROMs can be found in [20].

For completeness, we remark that not fully consistent stabilization techniques (but of optimal order with respect to the FOM interpolation), such as local projection stabilization (LPS) [5] have also been applied in the context of POD-ROM, see, e.g., [3, 24, 29].

In this paper, we introduce a new type of data-driven ROM closure for convection-diffusion problems, in which the closure term is a function of the ROM residual. We perform a systematic numerical study of different sub-scale modeling strategies to increase the ROM accuracy for convection-dominated problems that show the excellent accuracy properties of the new method. It advantageously compares to several other types of data-
driven ROM closures. In our numerical investigation, we consider the following models: (i) the novel residual-based data-driven VMS-ROM (R-D2-VMS-ROM); (ii) the standard coefficient-based data-driven VMS-ROM (C-D2-VMS-ROM) [23, 36] (see also [19, 30, 31]); and (iii) a data-driven SUPG-ROM. The first two approaches are closure models, whereas the third is a stabilization method. We also note that all three approaches are data-driven approaches in which a least squares problem is solved in the offline stage to determine the closure operators (for the first two approaches) or the stabilization parameter (in the third approach) that are optimal with respect to the FOM data. To ensure a fair comparison, in the SUPG-ROM construction, we provide different strategies for the computation of the stabilization parameter, apart from the data-driven approach. Our numerical investigation shows that the new R-D2-VMS-ROM yields the most accurate results.

The outline of the paper is as follows: In Sections 2 and 3, we briefly outline the FOM and G-ROM for the parameter-dependent convection-diffusion problem, respectively. Section 4 describes the small-large scale decomposition that underpins the VMS-ROM framework. Section 5 outlines two types of D2-VMS-ROM. Specifically, Section 5.1 presents the new R-D2-VMS-ROM with two different strategies, and Section 5.2 describes the standard C-D2-VMS-ROM. In Section 6, we outline the SUPG-ROM and list different options for the stabilization parameter. In Section 7, we provide a numerical investigation of four models: G-ROM, R-D2-VMS-ROM, C-D2-VMS-ROM, and SUPG-ROM. Section 8 concludes the paper by presenting a short summary and future research directions.

2 Full Order Order Model (FOM)

As a mathematical model, we use a one-dimensional parameter-dependent convection-diffusion (CD) problem with a small diffusion coefficient:

\[
\begin{align*}
-\mu \partial_{xx} u + c \partial_x u &= f, \\
u(0) &= 0 \quad \text{and} \quad u(1) = 0,
\end{align*}
\]

where \( f \) is the forcing term, \( c \) the convection velocity field, \( u \) the variable of interest, and \( \mu \) the diffusion coefficient.

In the parameter-dependent CD problem, we vary the parameter \( \mu \) to obtain different solutions. In Figure 1, we plot the exact and FOM solutions, which solve (1) by using the finite element method, and the error between the exact and FOM solutions for different \( \mu \) values. The error plot shows that the FOM solutions are well resolved. Thus, we will use them as snapshots in the next sections.

3 Galerkin Reduced Order Model (G-ROM)

This section provides a brief overview of the standard G-ROM strategy. The G-ROM is one of the most common types of ROMs for fluid flows. In Algorithm 1, we outline the G-ROM construction.

By using Algorithm 1 for the CD problem (1), we obtain the following G-ROM:

\[
A_{LL} a_L = b_L, \tag{3}
\]

where, for \( i, j = 1, \ldots, L \), the ROM operators are the matrix \((A_{LL})_{ij} := \mu (\partial_x \varphi_j, \partial_x \varphi_i) + \langle c \partial_x \varphi_j, \varphi_i \rangle\), and the vector \((b_L)_i := \langle f, \varphi_i \rangle\), where \( \langle \cdot, \cdot \rangle \) represents the \( L^2 \) inner product, and \( a_L \) is the vector of G-ROM coefficients \((a_L)_j \), which needs to be determined.
Figure 1: Exact solution, FOM solution, and error plots with $f = -c = -400$ and different values of the parameter $\mu$.

Algorithm 1 Galerkin ROM (G-ROM)

1: Use available FOM data to construct dominant modes by using the POD, \( \{\varphi_1, \ldots, \varphi_L\} \), \( L \ll d \) (where $d$ is the dimension of the input dataset), which correspond to the largest relative kinetic energy content and represent the dominant spatial structures of the given test problem;

2: Construct a ROM approximation:

\[
\mathbf{u}_L = \sum_{j=1}^{L} (a_L)_j \varphi_j, \tag{2}
\]

as a linear combination of ROM basis functions $\varphi_j$ with ROM coefficients $(a_L)_j$;

3: Replace $\mathbf{u}$ in the given test problem (1) with the ROM solution $\mathbf{u}_L$ given in (2);

4: Use the Galerkin projection, which projects the system obtained in step 3 onto the ROM space $\mathbf{X}^L$ spanned by $\{\varphi_1, \ldots, \varphi_L\}$.

4 Variational Multiscale Reduced Order Model (VMS-ROM)

In this section, we construct the VMS-ROM framework, which will be used in the next sections to build data-driven VMS-ROMs.

First, we note that when all the ROM modes are used to create a ROM solution, the ROM approximation reads

\[
\mathbf{u}_d = \sum_{j=1}^{d} (a_d)_j \varphi_j. \tag{4}
\]

In this case, $\mathbf{u}_d$ is the most accurate ROM approximation of the FOM solution with the given data in the POD sense (i.e., from the energetic point of view [35]).

For laminar flows, using a few $(L \ll d)$ ROM basis functions is enough to capture the main dynamics of the given problem (resolved regime). In other words, a low-dimensional ROM solution $\mathbf{u}_L$, with small $L \ll d$, yields an accurate approximation of the FOM solution.

However, for turbulent flows, the low-dimensional ROM solution (2) with small $L \ll d$ is not an accurate approximation of the FOM solution (under-resolved regime). To increase
the accuracy of the $L$-dimensional ROM solution \cite{2}, we roughly have two options: (i) increase the G-ROM dimension, $L$, or (ii) add a low-dimensional closure term to the G-ROM. In this paper, we aim to increase the numerical accuracy without significantly increasing the computational cost. Thus, we choose the second option. Next, we explain what ROM closure modeling is (see \cite{2} for a review) and how it is performed in a VMS setting.

The orthogonality of the ROM basis functions (since we used the POD to construct the basis) allows us to decompose the ROM space as follows: $X^d = X^L \oplus X^S$, where $X^d := \text{span}\{\varphi_1, ..., \varphi_d\}$, $X^L := \text{span}\{\varphi_1, ..., \varphi_L\}$, and $X^S := \text{span}\{\varphi_{L+1}, ..., \varphi_d\}$. By using the same decomposition, we define the large and sub-scale solutions of the most accurate (in the previously mentioned sense) ROM solution, $u_d$, as follows:

$$u_L := \sum_{j=1}^{L} (a_L)_j \varphi_j,$$  \hfill (5a)

$$u_S := \sum_{j=L+1}^{d} (a_S)_j \varphi_j.$$  \hfill (5b)

The most accurate ROM approximation in \cite{4}, $u_d$, solves the following bilinear-linear form of the CD problem \cite{1}

$$a(u_d, v_d) = \langle f, v_d \rangle, \quad \forall v_d \in X^d,$$  \hfill (6)

where the bilinear form $a(u_d, v_d) := -\mu(\partial_{xx} u_d, v_d) + \langle c \partial_x u_d, v_d \rangle$. By using the VMS method and choosing $v_{\ell} = \varphi_{\ell} \in X^L$ and $v_s = \varphi_s \in X^S$ ($v_d = v_{\ell} + v_s$), we can decompose (6) into two problems as follows:

$$a(u_L, \varphi_{\ell}) = \langle f, \varphi_{\ell} \rangle - a(u_S, \varphi_{\ell}) = \langle \text{Res}(u_S), \varphi_{\ell} \rangle := \text{Res}_L(u_S),$$  \hfill (7a)

$$a(u_S, \varphi_s) = \langle f, \varphi_s \rangle - a(u_L, \varphi_s) = \langle \text{Res}(u_L), \varphi_s \rangle := \text{Res}_S(u_L),$$  \hfill (7b)

where $\text{Res}(u) = f - (-\mu \partial_{xx} u + c \partial_x u)$. The matrix-vector forms of (7a)-(7b) are as follows:

$$A_{LL} a_L + A_{LS} a_S = b_L,$$  \hfill (8a)

$$A_{SL} a_L + A_{SS} a_S = b_S.$$  \hfill (8b)

The matrices and vectors in (8a)-(8b) are defined as follows:

$$(A_{MN})_{ij} = \mu (S_{MN})_{ij} + (C_{MN})_{ij},$$

$$(b_M)_i = \langle f, \varphi_i \rangle,$$

$$(S_{MN})_{ij} = \langle \partial_x \varphi_j, \partial_x \varphi_i \rangle,$$

$$(C_{MN})_{ij} = \langle c \partial_x \varphi_j, \varphi_i \rangle,$$  \hfill (9)

where $M, N$ could be either $L$ (and the corresponding indices vary from 1 to $L$) or $S$ (and the corresponding indices vary from $L+1$ to $d$).

The VMS-ROM idea can be explained by using the matrix formulation in (8a)-(8b). First, we note that this matrix form was obtained by using the variational formulation in (7a)-(7b). Second, we note that the matrix formulation in (8a)-(8b) is a multiscale formulation since $a_L$ and $a_S$ correspond to the large and small scales in the system, respectively. Thus, the matrix formulation in (8a)-(8b) is truly a variational multiscale ROM formulation.
The main goal in VMS-ROM is to find an accurate approximation of $a_L$ without solving for $a_S$. The rationale is that, since $L \ll d$, $a_L$ can be computed efficiently. In contrast, since $L \ll S$, we should try to avoid the expensive computation of $a_S$. The challenge, however, is that the equations for $a_L$ and $a_S$ in (8a)–(8b) are coupled. Of course, one could decouple the two equations by using the Schur complement, but that would involve the computation of $A_{SS}^{-1}$, which is expensive (since $S$ is large), see Figure 2.

The VMS-ROM strategy centers around a simple idea: VMS-ROMs reduce the large system of equations (8a)–(8b) to a low-dimensional equation for $a_L$. Figure 2 represents a schematic representation of the VMS-ROM idea. To obtain an accurate approximation for $a_L$, the effect of $a_S$ needs to be modeled. In the next section, we present two new data-driven strategies for modeling the effect of $a_S$.

5 Data-Driven Variational Multiscale ROM (D2-VMS-ROM)

In this section, we present two fundamentally different types of D2-VMS-ROMs. In Section 5.1, we propose two novel D2-VMS-ROMs in which the effect of sub-scales on the large resolved scales is modeled by using the large scale residual. These two new models are denoted by R1-D2-VMS-ROM and R2-D2-VMS-ROM. For comparison purposes, in Section 5.2, we outline the construction of the recently proposed D2-VMS-ROM, in which the effect of sub-scales on the large resolved scales is modeled by using the large scale ROM coefficients, $a_L$. This model is denoted by C-D2-VMS-ROM.

5.1 Residual-Based Data-Driven Variational Multiscale ROM (R-D2-VMS-ROM)

In this section, we propose two different R-D2-VMS-ROM strategies, i.e., R1-D2-VMS-ROM and R2-D2-VMS-ROM.

To construct R1-D2-VMS-ROM, we use only one ansatz to model the sub-scales in (8a), $a_S$, as a function of the residual term $Res_S(a_L) := (b_S - A_{SL}a_L)$. The idea behind this strategy is that we avoid solving the expensive, high-dimensional equation (8b). Instead, we only leverage the information in (8b) (i.e., the fact that $a_S$ depends on the residual $Res_S(a_L)$) to model the sub-scales in (8a).

To construct R2-D2-VMS-ROM, we use two ansatzes. The first ansatz is the same as the ansatz used to construct R1-D2-VMS-ROM: We model the sub-scales in (8a), $a_S$, as a function of the residual term $Res_S(a_L) := (b_S - A_{SL}a_L)$. The second ansatz models the residual $Res_L(a_S) := (b_L - A_{LS}a_S)$ by using $Res_L(a_S^{approx})$, where $a_S^{approx}$ is the sub-scale
approximation in the first ansatz. We emphasize that, just as we did in the R1-D2-VMS-ROM construction, we are not solving the expensive, high-dimensional equation (8b). Instead, we only leverage the information in (8b) to postulate our ansatzes.

Depending on how we model the sub-scales in R1-D2-VMS-ROM and R2-D2-VMS-ROM (i.e., if we use a linear or an affine ansatz), we present four different R-D2-VMS-ROMs. Since both R1-D2-VMS-ROM and R2-D2-VMS-ROM contain more information from the sub-scales in (8a) and (8b) and are constructed by using the residual ansatz to model the closure terms, the expectation is that R-D2-VMS-ROMs are both more accurate and more consistent than standard D2-VMS-ROMs, i.e., C-D2-VMS-ROMs (which are presented in Section 5.2).

5.1.1 The new R1-D2-VMS-ROM strategy

The following two R1-D2-VMS-ROM variants are obtained by using only one ansatz to model the sub-scales $a_S$ in (8a):

$$a_S \approx \text{Ansatz} (\text{Res}_S(a_L)) = \tilde{A} \text{Res}_S(a_L), \quad (10a)$$

R1a-ROM: \( (A_{LL} - A_{LS} \tilde{A} A_{SL}) a_L = b_L - A_{LS} \tilde{A} b_S. \) \( (10b) \)

$$a_S \approx \text{Ansatz} (\text{Res}_S(a_L)) = \tilde{A} \text{Res}_S(a_L) + \tilde{b}, \quad (11a)$$

R1b-ROM: \( (A_{LL} - A_{LS} \tilde{A} A_{SL}) a_L = b_L - A_{LS} \tilde{A} b_S - A_{LS} \tilde{b}. \) \( (11b) \)

The main difference between the ansatzes in (10a) and (11a) is the D2 operator $\tilde{b}$. To ensure a fair comparison of these two methods, in Section 7, we provide the consistency error tables to determine whether the vector $\tilde{b}$ is needed or not.

For both cases, to construct the D2 operators in (10b) and (11b), we need to solve the following least squares problem:

$$\min_{\text{D2 operators}} \sum_{k=1}^{M} \left\| a_S^k - \text{Ansatz}(\text{Res}_S(a_L^k)) \right\|_{L^2}^2, \quad (12)$$

where $M$ represents the number of snapshots. After solving (12) for the D2 operators $\tilde{A}$ and $\tilde{b}$ for the ansatzes (10a) and (11a), and plugging them into (8a), we get the models R1a-ROM (10b) and R1b-ROM (11b).

5.1.2 The new R2-D2-VMS-ROM strategy

Next, we present two more R-D2-VMS-ROM variants, which are derived by using two ansatzes and are denoted by R2-D2-VMS-ROMs. The main differences between the R1 and R2 types of D2-VMS-ROMs are the following: (i) the R2 models use two ansatzes whereas the R1 models use only one ansatz, and (ii) because the R2 models use more ansatzes, they have more information related to the sub-scales since they gradually model the sub-scales.

In R2-D2-VMS-ROMs, the first ansatz is constructed to approximate the sub-scales $a_S$ in (8a) by using the residual $\text{Res}_S(a_L)$ in (8b), as done in (10a) and (11a) for R1a-ROM and R1b-ROM, respectively. We solve the least square problem (12) to obtain the D2 operators $A_1$ and $b_1$ for the ansatzes (14a) and (15a).
The second ansatz in R2-D2-VMS-ROM is used to approximate the residual \( \text{Res}_L(a_S) := (b_L - A_{LS} a_S) \) in (8a) by using the approximated residual sub-scales \( \text{Res}_L(a_{S}^{\text{approx}}) \), which is obtained by using the first ansatzes (14a) and (15a). After solving the least square problem (13), we obtain the D2 operators \( A_2 \) and \( b_2 \).

\[
\min_{\text{D2 operators}} \sum_{k=1}^{M} \left\| \text{Res}_L(a_S^k) - \text{Ansatz2}(\text{Res}_L(a_{S}^{\text{approx},k})) \right\|_2^2.
\]

Using the operators \( \tilde{A}_1 \) and \( \tilde{b}_1 \), and \( \tilde{A}_2 \) and \( \tilde{b}_2 \), yields the following R2-D2-VMS-ROMs, i.e., R2a-ROM (14c) and R2b-ROM (15c):

\[
a_S \approx a_{S}^{\text{approx}} = \text{Ansatz1}(\text{Res}_S(a_L)) = \tilde{A}_1 \text{Res}_S(a_L), \quad (14a)
\]

\[
\text{Res}_L(a_S) \approx \text{Ansatz2}(\text{Res}_L(a_{S}^{\text{approx}})) = \tilde{A}_2 \text{Res}_L(a_{S}^{\text{approx}}), \quad (14b)
\]

\[
\text{R2a-ROM} : \ (A_{LL} - \tilde{A}_2 A_{LS} \tilde{A}_1 A_{SL}) a_L = \tilde{A}_2 (b_L - A_{LS} \tilde{A}_1 b_S). \quad (14c)
\]

\[
a_S \approx \text{Ansatz1}(\text{Res}_S(a_L)) = \tilde{A}_1 \text{Res}_S(a_L) + \tilde{b}_1, \quad (15a)
\]

\[
\text{Res}_L(a_S) \approx \text{Ansatz2}(\text{Res}_L(a_{S}^{\text{approx}})) = \tilde{A}_2 \text{Res}_L(a_{S}^{\text{approx}}) + \tilde{b}_2, \quad (15b)
\]

\[
\text{R2b-ROM} : \ (A_{LL} - \tilde{A}_2 A_{LS} \tilde{A}_1 A_{SL}) a_L = \tilde{A}_2 \left[ b_L - A_{LS} (\tilde{A}_1 b_S + \tilde{b}_1) \right] + \tilde{b}_2. \quad (15c)
\]

### 5.2 Coefficient-Based Data-Driven Variational Multiscale ROM (C-D2-VMS-ROM)

This section recalls the standard C-D2-VMS-ROMs [23]. In this method, we use a linear ansatz to model the sub-scale contribution in (8a), \( A_{LS} a_S \), as a function of the large-scale ROM coefficients, \( a_L \), i.e., \( \text{Ansatz}(a_L) \). Then, we consider two different ansatzes, which yield two different C-D2-VMS-ROMs:

\[
A_{LS} a_S \approx \text{Ansatz}(a_L) = \tilde{A} a_L, \quad (16a)
\]

\[
\text{C1a-ROM} : \ (A_{LL} + \tilde{A}) a_L = b_L. \quad (16b)
\]

\[
A_{LS} a_S \approx \text{Ansatz}(a_L) = \tilde{A} a_L + \tilde{b}, \quad (17a)
\]

\[
\text{C1b-ROM} : \ (A_{LL} + \tilde{A}) a_L = b_L - \tilde{b}. \quad (17b)
\]

The expectation is that the C1b-ROM yields more accurate results than the C1a-ROM since the ansatz in the C1b-ROM has more flexibility, i.e., it contains the D2 operator \( \tilde{b} \), whereas the C1a-ROM does not.

For both cases, to construct the D2 operators in (16b) and (17b), we need to solve the following least squares problem:

\[
\min_{\text{D2 operators}} \sum_{k=1}^{M} \left\| A_{LS} a_S^k - \text{Ansatz}(a_L^k) \right\|_2^2. \quad (18)
\]

After solving (18) for the D2 operators \( \tilde{A} \) and \( \tilde{b} \) for the ansatzes (16a) and (17a), and plugging them into (8a), we get the C1a-ROM as (16b) and C1b-ROM as (17b).
Streamline-Upwind Petrov–Galerkin ROM (SUPG-ROM)

This section presents the SUPG-ROM for (1). The SUPG-ROM is obtained by adding a stabilization term to the G-ROM (3), as follows:

\[ a(L, \varphi_i) + \tau_L \langle \text{Res}(L), c\partial_x \varphi_i \rangle = \langle f, \varphi_i \rangle, \quad i = 1, \ldots, L, \]  

(19)

where \( \tau_L \) is the so-called “stabilization coefficient” and \( \text{Res}(L) = f - (-\mu\partial_{xx}L + c\partial_x L) \).

From (19), we obtain the following matrix-vector form for the SUPG-ROM:

\[ \text{SUPG-ROM}(\tau_L) : (A_{LL} + \tau_L A_{supg}) a_L = b_L, \]  

(20)

where \( A_{LL} \) and \( b_L \) are G-ROM operators that were defined right after (3), \( \tau_L A_{supg} \) is the stabilization term, and \( a_L \) is the SUPG-ROM coefficient that has to be determined.

For the derivation of \( A_{supg} \), for simplicity, we will use a linear FE basis and POD modes with zero boundary conditions, so that only the weak form of the convective part does not vanish in the SUPG derivation. In other words, \( A_{supg} = -c^2 S_{LL}, \) where the stiffness matrix \( S_{LL} \) was defined in (9), and, for simplicity, we consider a constant convection velocity \( c \).

We use three different strategies to find the optimal stabilization coefficient \( \tau_L \) value in SUPG-ROM (20). The first approach uses the following two formulas inspired by the FE case in [11]:

\[ \tau_{FE1}^L = \frac{1}{|c| L}, \]  

(21a)

\[ \tau_{FE2}^L = \frac{1}{2|c| L} \left( \coth(Pe) - \frac{1}{Pe} \right), \quad Pe := \frac{|c|}{2\mu L}. \]  

(21b)

The second strategy uses a trial and error approach to find the optimal stabilization coefficient \( \tau_L \). We distinguish the trial and error approach in two ways, i.e., training and testing. In the training case, \( \tau_L^{\text{training}} \) minimizes the difference between the ROM and FOM solutions over the whole training set parameters, i.e., \( \mu^{\text{training}} \). In other words, the SUPG-ROM with \( \tau_L^{\text{training}} \) minimizes the following quantity:

\[ \sum_{k=1}^{M_{\text{training}}} \left( (u_L(\tau_L^{\text{training}}, \mu_k^{\text{training}}) - u_{\text{FOM}}(\mu_k^{\text{training}}) \right)^2, \]  

(22)

where \( M_{\text{training}} \) is the size of the training parameter set. In the testing case, \( \tau_L^{\text{testing}} \) minimizes the difference between the ROM and FOM solutions just for the target parameter, i.e., \( \mu^{\text{testing}} \). In other words, the SUPG-ROM with the stabilization coefficient \( \tau_L^{\text{testing}} \) minimizes the following quantity:

\[ \left( u_L(\tau_L^{\text{testing}}, \mu^{\text{testing}}) - u_{\text{FOM}}(\mu^{\text{testing}}) \right)^2, \]  

(23)

where \( \mu^{\text{testing}} \) falls outside the training range, as we will see in the next section. In Figure 3 we include the trial and error plots for different \( L \) values. Specifically, we fix an interval for the stabilization coefficient \( \tau_L \) and search for the optimal \( \tau_L^{\text{testing}} \) (\( \tau_L^{\text{testing}} \)) that minimizes the errors \( E_{L2} \) defined in (26a) and \( E_{L2-\text{proj}} \) defined in (26b).

In the third strategy, we use a data-driven approach to find the optimal stabilization coefficient \( \tau_L^{d2} \) by creating the following ansatz:

\[ A_{LS} a_S \approx \tau_L^{d2} A_{supg} a_L, \]  

(24)

where \( \tau_L^{d2} \in \mathbb{R}^{L \times L} \).
Figure 3: $L^2$ error (26a) and $L^2$-projection error (26b) for SUPG-ROM (20) with $\mu^{testing} = 0.5$ and different $L$ values for the stabilization coefficient $\tau_L$.

| Closure Term | Ansatz | Model |
|--------------|--------|-------|
| $a_S$        | $\text{Ansatz}(\text{Res}_S(a_L)) = \tilde{A} \text{Res}_S(a_L)$ | R1a-ROM |
| $a_S$        | $\text{Ansatz}(\text{Res}_S(a_L)) = \tilde{A} \text{Res}_S(a_L) + \tilde{b}$ | R1b-ROM |
| $a_S$        | $\text{Ansatz}_1(\text{Res}_S(a_L)) = A_1 \text{Res}_S(a_L)$ | R2a-ROM |
| $a_S$        | $\text{Ansatz}_2(\text{Res}_L(a_S)) = A_2 \text{Res}_L(a_S)$ | R2b-ROM |
| $A_L a_S$    | $\text{Ansatz}(a_L) = \tilde{A} a_L$ | C1a-ROM |
| $A_L a_S$    | $\text{Ansatz}(a_L) = \tilde{A} a_L + \tilde{b}$ | C1b-ROM |

Table 1: Summary of the numerical methods based on the D2-VMS-ROM.

| Stabilization Coefficient | Model |
|---------------------------|-------|
| $\tau^{FE_1}_L$, $\tau^{FE_2}_L$ | SUPG-ROM($\tau^{FE_1}_L$, $\tau^{FE_2}_L$) |
| $\tau_L^{training}$       | SUPG-ROM($\tau_L^{training}$) |
| $\tau_L^{testing}$        | SUPG-ROM($\tau_L^{testing}$) |
| $\tau_L^{dd}$             | SUPG-ROM($\tau_L^{dd}$) |

Table 2: Summary of the numerical methods based on the SUPG-ROM (20).

7 Numerical Results

In this section, we investigate the numerical accuracy of the R-D2-VMS-ROMs in Section 5.1, C-D2-VMS-ROMs in Section 5.2, and SUPG-ROMs in Section 6. Furthermore, we compare the consistency behavior of the R-D2-VMS-ROMs and C-D2-VMS-ROMs. For clarity, in Tables 1 and 2 we include a summary of the different D2-VMS-ROMs and SUPG-ROMs investigated in this section, respectively.

We present numerical results for the parameter-dependent CD problem (1) with the
following exact solution, which was used in [9]:

\[
    u(x, \mu) = \frac{\exp(c x/\mu) - 1}{\exp(c/\mu) - 1} - x,
\]

(25)

where \(\mu\) is the diffusion coefficient. The forcing term is \(f = -c = -400\).

**Snapshot Generation** We generate the FOM results for \(\mu \in [1, 10]\) with \(\Delta \mu = 1\) values by using a linear FE spatial discretization with mesh size \(h = 1/4096\).

**ROM Construction** We generate the ROM basis functions and operators by collecting the snapshots, which are the solutions of problem (1) for \(\mu_{\text{training}} = 1, 2, \ldots, 9, 10\). To build the ROM basis, we use the POD [15, 35]. To train the D2-VMS-ROM operators, \(A\) and \(b\), we use the FOM data for all the \(\mu_{\text{training}}\) values. We test all the ROMs for \(\mu_{\text{testing}} = 0.5, 0.1, 0.05, 15\), which fall outside the training range. Thus, we are testing all the ROMs in the predictive regime.

To compare the numerical accuracy of the methods defined in Section 5 and 6 we use different metrics. In Section 7.1, for one testing parameter value, we use the \(L^2\) error (26a) and \(L^2\)-projection error (26b), which measure the difference between the ROM solution \(u_L\) and FOM solution \(u_{\text{FOM}}\), and between the ROM solution \(u_L\) and the \(L^2\)-projection of the FOM solution, respectively. In Section 7.2 we use avg-\(L^2\) error (28) for all testing parameters.

### 7.1 Testing the ROMs for \(\mu_{\text{testing}} = 0.5\)

In this section, we compare the accuracy of all the ROMs considering the following metrics:

\[
    E_{L^2} = \left\| u_L(\mu_{\text{testing}}, \text{operators} = u_{\text{FOM}}(\mu_{\text{testing}}) \right\|_{L^2},
\]

(26a)

\[
    E_{L^2-\text{proj}} = \left\| u_L(\mu_{\text{testing}}, \text{operators} = \sum_{i=1}^{L} \langle u_{\text{FOM}}(\mu_{\text{testing}}), \varphi_i \rangle \varphi_i \right\|_{L^2},
\]

(26b)

where \(u_L\) and \(u_{\text{FOM}}\) are the ROM and FOM solutions, and \(\text{operators}\) are the D2 operators from Section 5 or the stabilization term (20) from Section 6. In this section, the metrics (26a) and (26b) are computed for just one testing parameter value, \(\mu_{\text{testing}} = 0.5\), which is outside the training range.

In Tables 3 and 4, we list the ROM errors for all the methods that were introduced in Sections 5.2 and 5.1 which are run for the testing parameter \(\mu_{\text{testing}} = 0.5\) (outside the training range) and assessed by using the metrics (26a)-(26b).

For both Tables 3 and 4, the G-ROM and C1a-ROM yield the worst results among all the ROMs. Furthermore, the R1a, R1b, R2a, and R2b-ROMs give the lowest errors among all the ROMs. In Tables 3 and 4 the R1a and R1b, and R2a and R2b-ROM errors are similar, and almost coincide when \(L\) approaches \(d\). Thus, these numerical results suggest that there is no benefit in adding the term \(b\) to the residual-based ansatzes. For this reason, to list the errors, starting with the next section, we use only R1a-ROM and R2a-ROM from the four R-D2-VMS-ROMs. In contrast, for the comparison of the coefficient-based data-driven models, we observe that C1b-ROM yields more accurate results than C1a-ROM. Thus, to make a fair comparison among all ROMs in the next section, we list C1b-ROM since it is the most accurate coefficient-based model.
Table 3: $L^2$ error (26a) for G-ROM, R1-ROMs, R2-ROMs, and C1-ROMs for various $L$ values (number of POD modes).

| $L$ | G-ROM | R1a-ROM | R1b-ROM | R2a-ROM | R2b-ROM | C1a-ROM | C1b-ROM |
|-----|--------|----------|----------|----------|----------|----------|----------|
| 1   | $4.38e+00$ | $6.37e-02$ | $6.37e-02$ | $6.37e-02$ | $6.37e-02$ | $5.72e+00$ | $6.38e-02$ |
| 2   | $3.72e-01$ | $2.49e-02$ | $2.49e-02$ | $2.49e-02$ | $2.49e-02$ | $3.66e-01$ | $2.51e-02$ |
| 3   | $4.26e-01$ | $1.15e-02$ | $1.15e-02$ | $1.15e-02$ | $1.15e-02$ | $4.19e-01$ | $1.16e-02$ |
| 4   | $1.68e-01$ | $6.55e-03$ | $6.55e-03$ | $6.55e-03$ | $6.55e-03$ | $1.68e-01$ | $6.69e-03$ |
| 5   | $1.61e-01$ | $4.45e-03$ | $4.45e-03$ | $4.45e-03$ | $4.45e-03$ | $1.61e-01$ | $4.56e-03$ |
| 6   | $9.92e-02$ | $3.33e-03$ | $3.33e-03$ | $3.33e-03$ | $3.33e-03$ | $9.92e-02$ | $3.41e-03$ |
| 7   | $9.49e-02$ | $2.63e-03$ | $2.63e-03$ | $2.63e-03$ | $2.63e-03$ | $9.49e-02$ | $2.69e-03$ |

Table 4: $L^2$-projection error (26b) for G-ROM, R1-ROMs, R2-ROMs, and C1-ROMs for various $L$ values (number of POD modes).

| $L$ | G-ROM | R1a-ROM | R1b-ROM | R2a-ROM | R2b-ROM | C1a-ROM | C1b-ROM |
|-----|--------|----------|----------|----------|----------|----------|----------|
| 1   | $4.38e+00$ | $5.45e-04$ | $5.45e-04$ | $5.46e-04$ | $5.46e-04$ | $5.72e+00$ | $2.84e-03$ |
| 2   | $3.71e-01$ | $1.04e-04$ | $9.29e-05$ | $1.04e-04$ | $1.04e-04$ | $3.66e-01$ | $3.53e-03$ |
| 3   | $4.26e-01$ | $6.90e-05$ | $7.22e-05$ | $6.98e-05$ | $7.21e-05$ | $4.19e-01$ | $2.06e-03$ |
| 4   | $1.68e-01$ | $8.20e-05$ | $8.18e-05$ | $8.10e-05$ | $8.07e-05$ | $1.68e-01$ | $1.38e-03$ |
| 5   | $1.61e-01$ | $2.48e-04$ | $2.47e-04$ | $2.13e-04$ | $2.13e-04$ | $1.61e-01$ | $1.00e-03$ |
| 6   | $9.92e-02$ | $1.72e-04$ | $1.72e-04$ | $1.39e-04$ | $1.39e-04$ | $9.92e-02$ | $7.59e-04$ |
| 7   | $9.48e-02$ | $1.18e-04$ | $1.18e-04$ | $1.44e-04$ | $1.44e-04$ | $9.48e-02$ | $5.95e-04$ |

We note that the errors in Table 4 are equal to or significantly lower than the errors in Table 3. This is due to the fact that, in this case, the projection error

$$\left\| u_{\text{FOM}}(\mu_{\text{testing}}) - \sum_{i=1}^{L} \left( u_{\text{FOM}}(\mu_{\text{testing}}), \varphi_i \right) \varphi_i \right\|_{L^2}$$

(27)

dominates the error bound for (26a). In view of the smallest errors achieved with the metric (26b), to assess the ROM accuracy starting with the next section, we use only that metric.

To have a better understanding of the advantage of using the residual-based ansatz over the coefficient-based ansatz to model the closure term, in Tables 5, 6, and 7, we investigate the ROM consistency, by listing the $L^2$-norm of the closure term and its ansatz for each ROM. In our numerical investigation, we call a closure model consistent if the magnitude of its ansatz is on the same order as the magnitude of the closure term.

In Table 5, we investigate the consistency behavior of the C-D2-VMS-ROMs, i.e., C1a-ROM (16b) and C1b-ROM (17b) by listing $\| A_{LS} a_s \|_{L^2}$, which is the norm of the closure term (which is the same for both models), and $\| A a_L \|_{L^2}$ and $\| A a_L + b \|_{L^2}$, which are the norms of the C1a-ROM and C1b-ROM ansatzes, respectively, for all $L$ values. Based on the numerical results, we observe that the norm of the C1b-ROM ansatz, $\| A a_L + b \|_{L^2}$, has the same order of magnitude as the norm of the closure term, $\| A_{LS} a_s \|_{L^2}$. In contrast, the order of magnitude of the norm of the C1a-ROM ansatz, $\| A a_L \|_{L^2}$, quickly diminishes. Thus, we conclude that the C1b-ROM consistency error is smaller than the C1a-ROM consistency error.

We perform the same consistency investigation for the R1-D2-VMS-ROMs and R2-D2-VMS-ROMs. In Table 6, we list the $L^2$-norm of the closure term, $\| a_s \|_{L^2}$, the norm of the the R1a-ROM ansatz, $\| A \text{Res}_S(a_L) \|_{L^2}$, and the norm of the R1b-ROM ansatz,
\[ \| \tilde{A} \text{Res}_S(a_L) + \tilde{b} \|_{L^2}, \text{ for all } L \text{ values.} \]

Likewise, in Table 7, we list the \( L^2 \)-norm of the closure term, \( \| \text{Res}_L(a_S) \|_{L^2} \), the norm of the R2a-ROM ansatz \( \| \tilde{A}_2 \text{Res}_L(a_{S \text{approx}}) \|_{L^2} \), and the norm of the R2b-ROM ansatz, \( \| \tilde{A}_2 \text{Res}_L(a_{S \text{approx}}) + \tilde{b}_2 \|_{L^2} \), for all \( L \) values. In both tables, we observe that the orders of the magnitude of the norms of the R1-ROM and R2-ROM ansatzes are the same as their closure terms. Furthermore, as \( L \) goes to \( d \), the norm of the R1a and R1b, and R2a and R2b-ROM ansatzes yield the same results. Thus, we conclude that R1a-ROM, R1b-ROM, R2a-ROM, and R2b-ROM have similar small consistency errors.

**Remark 7.1.** From Tables 3-4, i.e., the accuracy tables, and Tables 5-7, i.e., the consistency tables, we observe that R1a-ROM and R1b-ROM, and R2a-ROM and R2b-ROM yield similar results; thus, in next section, we only keep R1a-ROM and R2a-ROM. Furthermore, C1b-ROM is more accurate and has a smaller consistency error than C1a-ROM. Thus, to have a fair comparison, in the next section, we focus our investigation on C1b-ROM. Furthermore, to better assess the accuracy, we use metric (26b).

In what follows, for ease of notation, we denote C1b-ROM, R1a-ROM, and R2a-ROM as C1-ROM, R1-ROM, and R2-ROM, respectively.

| \( L \) | Closure Term \( \| A_{LS} a_S \|_{L^2} \) | Ansatz in C1a \( \| A_a \|_{L^2} \) | Ansatz in C1b \( \| A_a + b \|_{L^2} \) |
|---|---|---|---|
| 1 | 3.06e+02 | 7.10e+02 | 3.08e+02 |
| 2 | 1.21e+03 | 1.77e+01 | 1.22e+03 |
| 3 | 1.21e+03 | 1.90e+01 | 1.26e+03 |
| 4 | 1.00e+03 | 7.07e-01 | 1.12e+03 |
| 5 | 7.85e+02 | 3.77e-01 | 9.85e+02 |
| 6 | 5.90e+02 | 2.41e-02 | 8.70e+02 |
| 7 | 4.18e+02 | 4.60e-04 | 7.77e+02 |
| 8 | 2.64e+02 | 3.32e-04 | 7.00e+02 |
| 9 | 1.26e+02 | 2.42e-02 | 6.36e+02 |
| 10 | 0 | 0 | 0 |

Table 5: Consistency error comparison for C-D2-VMS-ROMs, i.e., C1a-ROM and C1b-ROM, for various \( L \) values (number of POD modes).

Until now, we provided numerical results for the D2-VMS-ROMs. To ensure a fair comparison, we present hereafter the SUPG-ROM numerical results. In Tables 8 and 9, we list the SUPG-ROM errors by using different stabilization coefficients \( \tau_L \) and the metrics (26a)-(26b). For both Tables 8 and 9, the second and third columns, i.e., SUPG(\( \tau_{FE1}^L \)) and SUPG(\( \tau_{FE2}^L \)), where \( \tau_{FE1}^L \) and \( \tau_{FE2}^L \) are calculated by using (21a)-(21b), give the highest SUPG-ROM errors. The fourth and fifth columns show SUPG(\( \tau_{\text{training}}^L \)) and SUPG(\( \tau_{\text{testing}}^L \)) errors, where \( \tau_{\text{training}}^L \) and \( \tau_{\text{testing}}^L \) are calculated by using (22)-(23). In the last column, the SUPG-ROM errors are calculated by modeling the stabilization coefficient \( \tau_L \) with a data-driven approach, see (24). Among all SUPG-ROMs with different \( \tau_L \) models in Tables 8 and 9, the SUPG(\( \tau_{\text{testing}}^L \)) yields the lowest error with respect to both metrics (26a)-(26b). Thus, in the next section, we compute the SUPG-ROM errors only considering the stabilization coefficient \( \tau_{\text{testing}}^L \).

Furthermore, the errors in Table 9 are similar to the errors in Table 8. This is due to the fact that, in this case, the projection error (27) does not dominate the error bound in (26a) so the metrics (26a) and (26b) yield similar results. Thus, in the next section, we use metric (26b) to calculate the SUPG-ROM errors.
Table 6: Consistency error comparison for R1-D2-VMS-ROMs, i.e., R1a-ROM and R1b-ROM, for various $L$ values (number of POD modes).

| $L$ | $\|a_S\|_{L^2}$ | $\|A_{Res}\(a_L\)\|_{L^2}$ | $\|A_{Res}\(a_L\) + b\|_{L^2}$ |
|-----|----------------|----------------|----------------|
| 1   | 6.37e-02       | 7.01e-02       | 7.01e-02       |
| 2   | 2.48e-02       | 2.67e-02       | 2.66e-02       |
| 3   | 1.14e-02       | 1.28e-02       | 1.28e-02       |
| 4   | 6.36e-03       | 8.77e-03       | 8.77e-03       |
| 5   | 4.17e-03       | 7.12e-03       | 7.11e-03       |
| 6   | 2.95e-03       | 6.03e-03       | 6.03e-03       |
| 7   | 2.13e-03       | 5.12e-03       | 5.12e-03       |
| 8   | 1.50e-03       | 7.41e-03       | 7.41e-03       |
| 9   | 9.35e-04       | 4.23e-04       | 4.23e-04       |
| 10  | 0              | 0              | 0              |

Table 7: Consistency error comparison for R2-D2-VMS-ROMs, i.e., R2a-ROM and R2b-ROM, for various $L$ values (number of POD modes).

| $L$ | $\|Res_L\(a_S\)\|_{L^2}$ | $\|A_{2}\ Res_L\(a_S^{approx}\)\|_{L^2}$ | $\|A_{2}\ Res_L\(a_S^{approx}\) + b_2\|_{L^2}$ |
|-----|----------------|----------------|----------------|
| 1   | 4.24e+01       | 4.02e+01       | 4.25e+01       |
| 2   | 1.24e+03       | 1.27e+03       | 6.20e+02       |
| 3   | 1.21e+03       | 1.31e+03       | 1.89e+04       |
| 4   | 1.06e+03       | 1.23e+03       | 1.23e+03       |
| 5   | 8.34e+02       | 1.10e+03       | 1.10e+03       |
| 6   | 6.86e+02       | 1.02e+03       | 1.02e+03       |
| 7   | 5.31e+02       | 9.17e+02       | 9.17e+02       |
| 8   | 4.43e+02       | 7.92e+02       | 7.92e+02       |
| 9   | 3.74e+02       | 6.90e+02       | 6.87e+02       |
| 10  | 0              | 0              | 0              |

Remark 7.2. From Tables 8 and 9, we observe that we have the lowest SUPG-ROM error when the stabilization coefficient $\tau_L$ is chosen as $\tau_L^{testing}$ (23) and metric (26b) is used. In the next section, we only consider the SUPG($\tau_L^{testing}$) with the metric (26b).

Table 8: $L^2$ error (26a) for SUPG-ROM (20) for various $\tau_L$ models and $L$ values (number of POD modes).

| $L$ | SUPG($\tau_F^{\text{FE1}}$) | SUPG($\tau_F^{\text{FE2}}$) | SUPG($\tau_t^{\text{training}}$) | SUPG($\tau_t^{\text{testing}}$) | SUPG($\tau_d^{\text{2d}}$) |
|-----|----------------------------|----------------------------|----------------------------------|----------------------------------|--------------------------|
| 1   | 5.70e-01                   | 5.63e-01                   | 1.23e-01                         | 1.16e-01                         | 5.72e+00                 |
| 2   | 5.51e-01                   | 5.27e-01                   | 8.35e-02                         | 3.11e-02                         | 4.62e-01                 |
| 3   | 5.23e-01                   | 4.72e-01                   | 5.56e-02                         | 1.83e-02                         | 5.10e-01                 |
| 4   | 4.86e-01                   | 4.00e-01                   | 7.06e-02                         | 1.59e-02                         | 1.71e-01                 |
| 5   | 4.40e-01                   | 3.22e-01                   | 7.06e-02                         | 1.40e-02                         | 1.62e-01                 |
| 6   | 3.89e-01                   | 2.53e-01                   | 7.05e-02                         | 1.40e-02                         | 9.92e-02                 |
| 7   | 3.38e-01                   | 2.05e-01                   | 7.05e-02                         | 1.36e-02                         | 9.49e-02                 |
Table 9: $L^2$-projection error (26b) for SUPG-ROM (20) for various $\tau_L$ models and $L$ values (number of POD modes).

| $L$ | SUPG($\tau_{L1}^{FE1}$) | SUPG($\tau_{L2}^{FE2}$) | SUPG($\tau_{L}^{training}$) | SUPG($\tau_{L}^{testing}$) | SUPG($\tau_{L}^{d2}$) |
|-----|-------------------------|-------------------------|----------------------------|----------------------------|---------------------|
| 1   | 5.66e-01                | 5.60e-01                | 1.05e-01                   | 9.64e-02                   | 5.72e+00            |
| 2   | 5.51e-01                | 5.26e-01                | 7.97e-02                   | 1.87e-02                   | 4.61e-01            |
| 3   | 5.23e-01                | 4.72e-01                | 5.44e-02                   | 1.42e-02                   | 5.10e-01            |
| 4   | 4.86e-01                | 4.00e-01                | 7.02e-02                   | 1.45e-02                   | 1.71e-01            |
| 5   | 4.40e-01                | 3.22e-01                | 7.05e-02                   | 1.33e-02                   | 1.61e-01            |
| 6   | 3.89e-01                | 2.53e-01                | 7.04e-02                   | 1.36e-02                   | 9.92e-02            |
| 7   | 3.38e-01                | 2.05e-01                | 7.04e-02                   | 1.33e-02                   | 9.48e-02            |

Table 10: Average $L^2$ error (28) for G-ROM, C1-ROM, R1-ROM, R2-ROM, and SUPG-ROM with $\tau_{L}^{testing}$ model (see Tables 1-2 and Remarks 7.1-7.2 for summary of models).

| $L$ | G-ROM | R1-ROM | R2-ROM | C1-ROM | SUPG($\tau_{L}^{testing}$) |
|-----|-------|--------|--------|--------|-----------------------------|
| 1   | 1.95e+01 | 1.10e-03 | 1.10e-03 | 3.99e-03 | 1.47e-01                   |
| 2   | 4.17e-01 | 3.11e-04 | 3.11e-04 | 5.76e-03 | 7.07e-02                   |
| 3   | 3.31e+00 | 2.85e-04 | 2.86e-04 | 5.06e-03 | 4.57e-02                   |
| 4   | 3.07e-01 | 3.36e-04 | 3.30e-04 | 4.68e-03 | 3.11e-02                   |
| 5   | 1.93e+00 | 1.03e-03 | 7.26e-04 | 4.43e-03 | 2.30e-02                   |
| 6   | 2.64e-01 | 8.30e-04 | 5.14e-04 | 4.17e-03 | 1.90e-02                   |
| 7   | 1.49e+00 | 6.54e-04 | 8.41e-04 | 3.95e-03 | 1.67e-02                   |

7.2 Testing for all $\mu$ values

In this section, instead of further investigating different single $\mu^{testing}$ values that are out of the training set (as we did in Section 7.1), we use the average $L^2$ error (28), which is the average of the metric (26b), to measure the ROM accuracy for several parameter values that are out of the training set, $\mu^{testing} = 0.5, 0.1, 0.05, 0.15$:

$$\mathcal{E}_{avg-L^2} = \frac{1}{M} \sum_{k=1}^{M} \left\| u_L(\mu_{k}^{testing}, \text{operators}) - \sum_{i=1}^{r} \left( u_FOM(\mu_{k}^{testing}), \phi_i \right) \phi_i \right\|_{L^2}.$$  (28)

In Table 10, we list the average $L^2$ errors for G-ROM, C1-ROM, R1-ROM, R2-ROM, and SUPG-ROM with $\tau_{L}^{testing}$ model (see Tables 1-2 and Remarks 7.1-7.2 for summary of models).

Based on the errors in Table 10, G-ROM yields the least accurate results. SUPG-ROM is more accurate than G-ROM and less accurate than C1-ROM, R1-ROM, and R2-ROM. This is not surprising, as SUPG-ROM has fewer degrees of freedom than the D2-VMS-ROMs to be adjusted in the offline step. The R1-ROM and R2-ROM errors yield much better accuracy than the C1-ROM. For example, with $L = 2, 3, 4$, the R1-ROM and R2-ROM are more than one order of magnitude more accurate than the C1-ROM. This conclusion is the main result of this paper, which points out that the consistent models R1-ROM and R2-ROM, which are residual-based models, yield significantly better accuracy than the coefficient-based C1-ROM. Finally, although R2-ROM involves more information from the sub-scale equation (8b), R1-ROM and R2-ROM yield similar results, as we observed in Tables 3 and 4.
8 Conclusions and Outlook

In this paper, we proposed and investigated data-driven ROM closure modeling for convection-dominated problems. Specifically, we considered three types of ROM closure modeling using available data to construct accurate ROM closure operators. The first type of data-driven ROM closure was a novel residual-based D2-VMS-ROM (R-D2-VMS-ROM), in which the closure term is a function of the ROM residual. The second type of data-driven ROM closure that we investigated was the standard coefficient-based D2-VMS-ROM (C-D2-VMS-ROM) \cite{23, 36}. We also investigated a SUPG-ROM stabilization strategy in which the stabilization parameter was computed by extrapolating the classical FE scalings in the ROM framework, by a trial and error approach, or by using data-driven modeling. Finally, for comparison purposes, we investigated a standard G-ROM in which neither stabilization nor closure was used. We investigated the new R-D2-VMS-ROM and the standard C-D2-VMS-ROM, SUPG-ROM, and G-ROM in the numerical simulation of a one-dimensional parameter-dependent convection-diffusion problem in the predictive regime (i.e., for parameters that were not used in the training stage).

Our numerical investigation yielded the following conclusions: First, the novel residual-based D2-VMS-ROM, i.e., R-D2-VMS-ROM was the most accurate model. Second, R-D2-VMS-ROM yielded smaller consistency errors (i.e., smaller error between the modeling ansatz and the true closure term) than the standard C-D2-VMS-ROM. Third, R-D2-VMS-ROM, C-D2-VMS-ROM, and SUPG-ROM were significantly more accurate than G-ROM. Finally, the SUPG-ROM with the stabilization coefficient $\tau_L^{\text{testing}}$ \cite{23}, which corresponds to the trial and error framework, was more accurate than the SUPG-ROM with the FE extrapolated stabilization parameter and data-driven parameter.

There are several research directions that can be pursued next. Probably the most important is the extension of the new R-D2-VMS-ROM framework to more complex convection-dominated problems, such as under-resolved turbulent flows. Another important research direction is providing mathematical support for the new R-D2-VMS-ROM. For example, we plan to prove R-D2-VMS-ROM’s verifiability, i.e., to show that when the closure model error decreases, the ROM error decreases at the same rate. The first step in this direction has been taken in \cite{21}, where we proved the verifiability of the standard C-D2-VMS-ROM.
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