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Abstract—The CEO problem has received much attention since first introduced by Berger et al., but there are limited results on non-Gaussian models with non-quadratic distortion measures. In this work, we extend the quadratic Gaussian CEO problem to two non-Gaussian settings with general $r$th power of difference distortion. Assuming an identical observation channel across agents, we study the asymptotics of distortion decay as the number of agents and sum-rate, $R_{sum}$, grow without bound, while individual rates vanish. The first setting is a regular source-observation model with $r$th power of difference distortion, which subsumes the quadratic Gaussian CEO problem, and we establish that the distortion decays at $O(R_{sum}^{-r/2})$ when $r \geq 2$. We use sample median estimation after the Berger-Tung scheme for achievability. The other setting is a non-regular source-observation model, including uniform additive noise models, with $r$th power of difference distortion for which estimation-theoretic regularity conditions do not hold. The distortion decay is $O(R_{sum}^{-r/2})$ when $r \geq 1$ obtained for the non-regular model by midrange estimator following the Berger-Tung scheme. We also provide converges based on the Shannon lower bound for the regular model and the Chazan-Zakai-Ziv bound for the non-regular model, respectively. Lastly, we provide a sufficient condition for the regular model, under which quadratic and logarithmic distortions are asymptotically equivalent by an entropy power relationship as the number of agents grows. This proof relies on the Bernstein-von Mises theorem.
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I. INTRODUCTION

Consider a multiterminal source coding problem where the CEO (Chief Executive Officer) of an organization is interested in a sequence of random variables $\{X(t)\}_{t=1}^{\infty}$, but does not observe it directly. Instead, there are $L$ agents of the organization who make noisy observations; the $i$th agent has $\{Y_{i}(t)\}_{t=1}^{\infty}$, a noisy version of $\{X(t)\}_{t=1}^{\infty}$ observed over channels with common statistics. The agents must convey their observations to the CEO without convening, but the CEO has a cognitive constraint that limits the information rate she can receive, requiring each agent to discretize observations under rate constraints $\{R_{i}\}_{i=1}^{L}$ with $R_{sum} = \sum_{i=1}^{L} R_{i}$. For a given distortion measure $d$, the CEO declares $\{\hat{X}(t)\}_{t=1}^{\infty}$ that minimizes an expected distortion function $E[d(X, \hat{X})]$ in a long-term average sense.

The CEO problem was first proposed by Berger et al. [2] for discrete alphabets, and the minimal probability of error was studied when the number of agents and sum-rate tend to infinity. Later a jointly Gaussian setting with quadratic distortion was studied [3], where the asymptotic (in the number of agents) tradeoff between sum-rate and distortion was obtained using a statistical inference approach. The asymptotic result was refined by Oohama [4] from the multiterminal source coding viewpoint. The exact rate region of the non-asymptotic quadratic Gaussian CEO problem with a finite number of agents that allows non-identical observation channels was obtained separately by Oohama [5] and Prabhakaran et al. [6]. Under logarithmic distortion, the exact rate region for a general setting with a finite number of agents was found [7], and the rate region for the quadratic scalar Gaussian case was explicitly given using quadratic-logarithmic distortion duality [8]. The rate region of the vector Gaussian CEO problem under logarithmic distortion is fully characterized [9]. Several extensions of the quadratic Gaussian CEO problem have been further studied [10]–[15].

In contrast to the quadratic Gaussian CEO problem, non-quadratic and/or non-Gaussian CEO problems have received less attention due to limited analytic tractability compared to the quadratic Gaussian case. A non-regular source-observation pair such as additive uniform noise or truncated Gaussian noise was considered under quadratic distortion [16], and a general continuous source with additive Gaussian noise was considered under quadratic distortion and general distortion [17]. Toward a generalization of network compression problems, it was shown that Gaussianity is in fact the worst (that is, least compressible) among variance-bounded sources and variance-bounded additive noises [18]. Beyond CEO problems, a multiterminal setting of hypothesis testing under communication constraints is also widely investigated, but such investigations in continuous-alphabet settings assume that some or all distributions in the problem are Gaussian [19]–[22]. Specifically, [22] considers independence testing under a general non-Gaussian source, but assumes additive Gaussian noise.

It is common to study quadratic distortion $|x - \hat{x}|^{2}$ due to its analytic tractability in many cases. For example, there are many useful results such as the Fisher information and the (Bayesian) Cramér-Rao lower bound [23], its mutual information representation in Gaussian channels [24], linear
estimation optimality for Gaussian cases, and so on. However, one might wish to consider lower- or higher-order difference distortion, that is, $|x - \hat{x}|^r$ with $r = 1$ or $r \geq 3$. This is a common extension to the quadratic distortion in the lossy source coding literature e.g., [25]–[29].

In this work, we explore two CEO problems that differ from prior results in that the models have not only a non-Gaussian source-observation pair, but also a general $r^{th}$ power difference distortion $d(x, \hat{x}) = |x - \hat{x}|^r$. There are two classical asymptotic approaches that have been developed for the CEO and multiterminal source coding problems. The first takes asymptotics in the number of agents [2], [3], where the number of agents grows, but individual rates vanish sufficiently slowly so that the sum-rate grows without bound. In this asymptotic regime, the nature of detection or estimation (for discrete and continuous alphabets, respectively) dominates and statistical inference techniques play a key role. The other takes asymptotics where individual coding rate vanishes with a fixed number of agents [30], which highlights the nature of compression. Note that distortion asymptotics of the two regimes in terms of sum-rate could be different even for the same source-observation setting. In this work, we take the first approach and investigate problems from an estimation-theoretic viewpoint. The models and our contributions are summarized here.

Sec. III regular model: Continuous source supported on $\mathbb{R}$ and observation satisfying some regularity conditions, including the jointly Gaussian CEO problem [3], [6], [9], [14], [15], but with $d(x, \hat{x}) = |x - \hat{x}|^r$, $r \in \mathbb{N}, r \geq 2$: We find the distortion scales as $O(R_{\text{sum}}/r^2)$ using the Berger-Tung scheme [31] with median estimation. A converse bound is also provided by the Shannon lower bound [25], assuming each agent makes use of an identical encoding scheme. The tightness of the converse is unknown in general as it reduces to an open problem in information geometry, but it is tight at least when the model is Gaussian.

Sec. IV non-regular model: Bounded source and observation such that estimation-theoretic regularity conditions do not hold, including additive uniform noise, with $d(x, \hat{x}) = |x - \hat{x}|^r$, $r \in \mathbb{N}, r \geq 1$: We find the distortion scales as $O(R_{\text{sum}})$ using the Berger-Tung scheme with midrange estimation [32]. A converse bound is also given by a generalization of the Chazan-Zakai-Ziv bound [33], [34], assuming each agent makes use of an identical encoding scheme, although its tightness is unproven.

Sec. V asymptotic equivalence: If the optimal compression scheme for the regular model in Sec. III satisfies some conditions, quadratic (i.e., $r = 2$) and logarithmic distortions are asymptotically equivalent as $L \to \infty$, bridged by entropy power equation $D_Q = \frac{1}{2\pi}e^{2D_{\log}}$, where $D_Q, D_{\log}$ indicate quadratic and logarithmic distortions, respectively. If so, it also implies the logarithmic distortion decays as $O(-\log R_{\text{sum}})$.

This paper is organized as follows. Sec. I formally defines the CEO problem and the figure of merit we are interested in. Sec. II states the regular CEO problem and results with complete proofs. Sec. III states the non-regular CEO problem and results; proof steps that are identical to their regular counterparts are omitted. Sec. IV shows the asymptotic equivalence of quadratic and logarithmic distortions. Sec. V concludes the paper and mentions a few possible extensions.

II. CEO PROBLEM FORMULATION

We consider the CEO problem with real-valued alphabet as in [3], i.e., $\mathcal{X}, \mathcal{Y} \subset \mathbb{R}$. The source $\{X(t)\}_{t=1}^{\infty}$ is independent and identically distributed (i.i.d.) from a density function $f_X(x)$. There are $L$ agents who collect the source information, but the $i^{th}$ agent is only given a noisy observation $\{Y_i(t)\}_{t=1}^{\infty}$, i.i.d. drawn from a common observation distribution $f_{Y_i}|X$. The agents encode observations separately into messages of rate $\{R_i\}_{i=1}^{L}$; more precisely, the $i^{th}$ agent encodes length $n$ observations into a codeword $C_i$ from codbook $C_i$ of rate $R_i$ and sends the codeword index. Sum-rate of the link to the CEO is limited to $R_{\text{sum}} = \sum_{i=1}^{L} R_i$.

Upon receiving codewords from agents, the CEO makes estimates $\{\hat{X}(t)\}_{t=1}^{n}$ that minimize the expected distortion of length $n$,

$$D_n(X^n, \hat{X}^n) := \frac{1}{n} \mathbb{E} \left[ \sum_{t=1}^{n} |X(t) - \hat{X}(t)|^r \right]$$

where $\hat{X} \in \mathcal{X}$, if the distortion is difference distortion of order $r \in \mathbb{N}$. The other distortion measure in this work is logarithmic distortion, which commonly arises in machine learning and also recently in information theory [7],

$$D_{\log}^n(X^n, \hat{X}^n) := \frac{1}{n} \mathbb{E} \left[ \sum_{t=1}^{n} -\log \hat{X}(X(t); t) \right]$$

where $\hat{X}$ is a probability distribution over $\mathcal{X}$, i.e., $\hat{X} \in \mathcal{P}(\mathcal{X})$ where $\mathcal{P}(\mathcal{X})$ is the set of absolutely continuous probability distributions (with respect to the Lesbegue measure) over $\mathcal{X}$ that have well-defined differential entropy. The problem model is illustrated in Fig. [I].
In this work, we are interested in the asymptotic tradeoff between $R_{\text{sum}}$ and $D^n(X^n, \hat{X}^n)$ with the number of agents in the sense of [2, 3]. To this end, define
\[
D^n(L, R_{\text{sum}}) := \min_{(c_i)_{i=1}^L : \sum_{i=1}^L R_i \leq R_{\text{sum}}} D^n(X^n, \hat{X}^n),
\]
\[
D(L, R_{\text{sum}}) := \lim_{n \to \infty} D^n(L, R_{\text{sum}}).
\]

It is immediate that $D(L, R_{\text{sum}})$ asymptotically vanishes as $R_{\text{sum}}, L$ grow without bound. In particular, we consider the regime where individual rates vanish slower than $1/L$ as in [2, 3], that is, $R_{\text{sum}} \to \infty$ and
\[
R_{\text{ind}} := \frac{R_{\text{sum}}}{L} \to 0 \text{ as } L \to \infty.
\]

We investigate the following quantities in this work:
\[
\beta_{\text{reg}} := \lim_{L, R_{\text{sum}} \to \infty} R_{\text{sum}}^{1/2} D(L, R_{\text{sum}}) \quad \text{in Sec. III}
\]
\[
\beta_{\text{n-reg}} := \lim_{L, R_{\text{sum}} \to \infty} R_{\text{sum}} \log L D(L, R_{\text{sum}}) \quad \text{in Sec. IV}
\]

If $\beta_{\text{reg}}$ and $\beta_{\text{n-reg}}$ are positive, the speeds of distortion decay are clearly $R_{\text{sum}}^{-1/2}$ and $R_{\text{sum}}^{-r}$ up to some prefactors for regular and non-regular models, respectively.

Before proceeding to formal definitions of regular and non-regular models, recall one of the regularity conditions of the Fisher information (and thus the Cramér-Rao lower bound) [35, Sec. 2.5]:

The support of $f_{Y|X}$ is common for all $x$, i.e., the set \( \{ y : f_{Y|X}(y|x) > 0 \} \) is independent of $x$.

In this context, a model is called regular if it satisfies the above condition as well as others in Sec. III whereas called non-regular if the above does not hold, but conditions in Sec. IV hold. Note that these two definitions do not form a disjoint partition of the entire model space; some examples are neither regular nor non-regular.

**Notation:** In the sequel, $f, p$ denote continuous and discrete probability distributions, respectively. We will use the natural logarithm so that the unit of all information quantities are nats. Hat notation $\hat{Z}$ is for estimated values and tilde notation $\tilde{Z}$ is for quantized values. The function $q(\cdot)$ also stands for the quantization function so $q(Z)$ and $\tilde{Z}$ are interchangeable. The round bracket subscript $Z_{(i)}$ denotes the $i$th order statistics, that is, the $i$th element of the reordered sequence from \( \{ Z_i \}_{i=1}^L \) in increasing order $Z_{(1)} \leq Z_{(2)} \leq \cdots \leq Z_{(L)}$. When $L$ is odd and $L = 2m + 1$, $Z_{(m+1)}$ is the sample median and denoted by $\text{med}(\{ Z_i \}_{i=1}^L)$. Also, the population median of $f_Z$ is denoted by $\text{med}(Z)$ with abuse of notation. For notational brevity, $Z^n := (Z(1), \ldots, Z(n))$ denotes a length $n$ vector and $Z^n_{(i)} := (Z(1), \ldots, Z(t-1), Z(t+1), \ldots, Z(n))$ denotes $Z^n$ excluding the $i$th element. Notation is summarized in Table [I]

### A. Distortion with Varying $r$

If one considers two different power distortions, say the $r$th power and $p$th power of difference distortions, clearly the distortion characterization varies with the power since units of distortion are power-wise different. One may further wonder how exactly their optimal characterization is different. The following elementary analysis suggests the distortion might be different at least in its exponent and this exponent linearly increases with $r$. Our work verifies this forthcoming intuition: the exponents of the upper and lower bounds linearly increase with $r$.

To see this, fix a specific coding and estimation scheme, and recall the definition of the $r$th power of difference distortion.
\[
D_r := \frac{1}{n} \sum_{t=1}^n \mathbb{E} \left[ |X(t) - \hat{X}(t)|^r \right].
\]

Using Jensen’s inequality twice, we have an inequality between $D_r, D_p$ for $1 < p < r$.
\[
D_r := \frac{1}{n} \sum_{t=1}^n \mathbb{E} \left[ |X(t) - \hat{X}(t)|^r \right] \\
= \frac{1}{n} \sum_{t=1}^n \mathbb{E} \left[ (|X(t) - \hat{X}(t)|^p)^{r/p} \right] \\
\geq \left( \frac{1}{n} \sum_{t=1}^n \mathbb{E} \left[ |X(t) - \hat{X}(t)|^p \right] \right)^{r/p} = D_p^{r/p},
\]

where (a) and (b) follow from Jensen’s inequality since $(\cdot)^{r/p}$ is convex.

The above inequality indicates that if we can achieve optimal $D_r$ by a certain scheme, $D_p$ incurred by the same estimation scheme, which is perhaps suboptimal for $D_p$, is smaller than $D_p^{r/p}$. In other words, a lower power of difference distortion is immediately upper bounded by $D_r$ with linearly-scaled exponent. Then, an immediate question is whether the equality asymptotically holds or not. That is, whether the linearly scaled exponent is (asymptotically in the number of agents) optimal or not. The linear exponent is not tight if there exists a better estimation scheme that achieves better asymptotics. Our result suggests that the exponent linearly increasing with $r$ is asymptotically (in the number of agents) correct and can be achieved by Berger-Tung coding with median (for the regular model) and midrange estimation (for the non-regular models) schemes.

### III. Regular CEO Problem

#### A. Model and Result

Consider unbounded source and observation alphabets $\mathcal{X} = \mathcal{Y} = \mathbb{R}$ and impose some regularity conditions on probability distributions that enable us to characterize bounds on $\beta_{\text{reg}}$. Let us first state conditions (A1)–(A4) on the source and observation, as well as condition (A5) on the coding scheme. Detailed explanation and intuition for the conditions are deferred until after the main theorem statement, but note that many smooth distributions satisfy the conditions.

(A1) The source and observations have finite absolute moment of order $r$.

(A2) The source is identifiable from observations, i.e., $f_{Y|x_1} = f_{Y|x_2}$ only when $x_1 = x_2$. 

(A3) Uniformly bounded source and observation alphabets.

(A4) Uniformly bounded probability density functions of source and observation.

(A5) Coding scheme that achieves linearly scaled exponent. Then, an immediate question is whether the equality asymptotically holds or not. That is, whether the linearly scaled exponent is (asymptotically in the number of agents) optimal or not. The linear exponent is not tight if there exists a better estimation scheme that achieves better asymptotics. Our result suggests that the exponent linearly increasing with $r$ is asymptotically (in the number of agents) correct and can be achieved by Berger-Tung coding with median (for the regular model) and midrange estimation (for the non-regular models) schemes.

(A6) The Fisher information of the source is uniformly bounded. 

(A7) The Fisher information of the observation is uniformly bounded. 

(A8) The Fisher information of the source and observation is uniformly bounded.

(A9) The Fisher information of the source and observation is uniformly bounded.

(A10) The Fisher information of the source and observation is uniformly bounded.

(A11) The Fisher information of the source and observation is uniformly bounded.

(A12) The Fisher information of the source and observation is uniformly bounded.

(A13) The Fisher information of the source and observation is uniformly bounded.

(A14) The Fisher information of the source and observation is uniformly bounded.

(A15) The Fisher information of the source and observation is uniformly bounded.

(A16) The Fisher information of the source and observation is uniformly bounded.

(A17) The Fisher information of the source and observation is uniformly bounded.

(A18) The Fisher information of the source and observation is uniformly bounded.

(A19) The Fisher information of the source and observation is uniformly bounded.

(A20) The Fisher information of the source and observation is uniformly bounded.
The density \( f_X \) is continuous and positive almost everywhere in \( \mathbb{R} \). The density \( f_{Y|X} \) is twice continuously differentiable with respect to \( x \) for almost every \( x, y \in \mathbb{R} \). Moreover, for almost every \( x \in \mathbb{R} \), the Fisher information

\[
I_Y(x) := \mathbb{E}_{Y|x}[\frac{\partial}{\partial x} \log f_{Y|X}(Y|x)^2]
\]

is well-defined and positive finite for almost every \( x \in \mathbb{R} \). Recall that \( \text{med}(Y|x) \) is the median of \( f_{Y|X=\cdot} \), i.e.,

\[
\int_{-\infty}^{\text{med}(Y|x)} f_{Y|X}(y|x)dy = \frac{1}{2}.
\]

(A4) The inverse of \( \text{med}(Y|x) \) is well-defined and Lipschitz continuous.\(^1\)

We impose identical compression schemes on agents in the converse argument.

(A5) Compression schemes adopted by agents are identical, that is, given the same \( y^n \), all agents output the same codewords.

Therefore, our converse under condition (A5) gives a conditional lower bound that is proven to hold only when optimal codebooks \( C_i \) are identical across agents. As far as we know, it is unknown whether identical encoding minimizes distortion for CEO problems with \( \{Y^n_{\cdot}\} \) drawn through a common channel, however, identical encoding is optimal for the quadratic Gaussian CEO problem \(^{10}\) as well as the discrete CEO problem \(^2\).

In this work, we use the Berger-Tung coding scheme for achievability, which involves finding an appropriate auxiliary random variable \( U \). Define \( S_{\text{reg}} \) to be the set of ‘good’ \( U \)’s (therefore, good test channels) that satisfy:

1) The Markov chain \( X \rightarrow Y \rightarrow U \)

2) \( U \) has a finite absolute moments of order up to \( 2r \)

3) Let \( \ell(x) := \text{med}(U|x) \) be the function that maps \( x \) to the median of \( f_{U|X} \). Then, the inverse function \( \ell^{-1}(\cdot) \) exists and is Lipschitz with constant \( K_U \).

Note that \( U = Y + V \) with an independent Gaussian \( V \) satisfies the three conditions, and therefore, \( S_{\text{reg}} \) is nonempty.

\(^1\)The Lipschitzness throughout this paper is on \( \mathbb{R} \) equipped with the Euclidean distance.

As mentioned, the distortion measure we will consider is the \( r \)th power of difference, i.e.,

\[
d(x, \hat{x}) = |x - \hat{x}|^r, r \in \mathbb{N}, r \geq 2
\]

under which our main result of this section is the following. Let \( \alpha_U := \inf_{x \in \mathbb{R}} \frac{I(U,X)}{I(U|X)} \).

**Main Result** (Regular CEO problem). Suppose conditions (A1)–(A5) hold. Then, for \( d(x, \hat{x}) = |x - \hat{x}|^r, r \geq 2 \), the following bounds hold.

\[
C_1 \left( \lim_{a \to 0} \min_{U \in S_{\text{reg}}} \frac{I(U;Y|X)}{I(U;X)} \right)^{r/2} \leq \beta_{\text{reg}} \leq C_2 \left( \lim_{a \to 0} \min_{U \in S_{\text{reg}}} \frac{K_U^2 I(U;Y|X)}{\alpha_U^2} \right)^{r/2},
\]

where

\[
C_1 = \frac{1}{r^e} \left( \frac{\sqrt{\pi e}}{2 \sqrt{\Gamma(1 + \frac{1}{r})}} \right)^r, \quad C_2 = \left( \frac{1}{\sqrt{2}} \right)^r \frac{\Gamma(\frac{r+1}{2})}{\sqrt{\pi}}
\]

with the Gamma function \( \Gamma(\cdot) \).

**Proof:** Follows from Thms. \(^1\) and \(^2\) \( \blacksquare \)

**B. Discussion on Conditions**

Consider (A1)–(A3) first. Condition (A1) is standard in rate-distortion formulations \(^{36}\); otherwise any arbitrary small error probability in encoding and decoding results in unbounded distortion. Equivalently, (A1) requires that tails of \( f_X, f_Y \) decay sufficiently fast. The Cauchy distribution is a well-known example that does not have bounded moments, and therefore, it violates (A1). Condition (A2) is immediate since the CEO is unable to distinguish \( x_1 \) from \( x_2 \) unless (A2) holds. Condition (A3) is a regularity condition for Fisher information \(^{35}\), so we call this model regular. If (A3) holds, the model is sufficiently smooth so that we have a closed-form expression for \( I(X;Y^L) \) when \( L \) is large as in Lem. \(^4\). This is a key idea in our converse argument.
Condition (A4) describes a graphical relationship between $x$ and $\text{med}(Y|x)$ that allows us to control estimation error. For illustration, let us consider an example that also gives an overview of our achievability scheme. Suppose $Y_i = X + N_i$, $i = 1, \ldots, L$ for large $L$ with i.i.d. zero mean and unskewed noise $N_i$. Suppose the CEO has direct access to $\{Y_i\}$ and wishes to estimate the source by the sample median. Given $X$, note that $\text{med}(\{Y_i\}) \approx X$ with high probability. Therefore, it is reasonable to declare $\hat{X} = \text{med}(\{Y_i\})$. Another interpretation of this example is by $\ell(x) := \text{med}(Y|x) = x$. As $\ell^{-1}(y) = y$, it is reasonable to declare $\hat{X} = \ell^{-1}(\text{med}(\{Y_i\})) = \text{med}(\{Y_i\})$. Now consider another example where $X_i = 2X + N_i$. Similarly, taking $\hat{X} = \ell^{-1}(\text{med}\{Y_i\}) = \frac{1}{2}\text{med}(\{Y_i\})$ is reasonable because $\ell(x) = 2x$ and $\ell^{-1}(y) = \frac{1}{2}y$. Note that $\ell^{-1}$ is Lipschitz with constant $\frac{1}{2}$, i.e.,

$$|\ell^{-1}(y + \epsilon) - \ell^{-1}(y)| \leq \frac{1}{2} |(y + \epsilon) - y| = \frac{1}{2} \epsilon \quad \text{for } \epsilon > 0.$$ 

So $\epsilon$ deviation of the sample median from the population median implies at most $\frac{\epsilon}{2}$ deviation of our estimator from the true source. Hence, we can couple two errors in sample median and source recovery.

Now consider a case where $\ell^{-1}$ is not Lipschitz. Suppose $Y_i = \text{sgn}(X) \sqrt{|X|} + N_i$, where $X, N_i$ are standard Gaussian and $\text{sgn}(\cdot)$ is the sign function. As the noise is additive and unskewed, $\text{med}(Y|x) = \text{sgn}(x) \sqrt{|x|}$ and the inverse is $\ell^{-1}(z) = \text{sgn}(z)z^2$, which is not Lipschitz. Note that when $L$ is large, the sample median $\text{med}(\{Y_i\})$ is close to $\text{med}(Y|x)$ with high probability, but still has a small error $\epsilon > 0$, so $\text{med}(\{Y_i\}) = \text{med}(Y|x) + \epsilon = \text{sgn}(x) \sqrt{|x|} + \epsilon$. Then, the final estimation error is

$$|\hat{X} - x| = |\ell^{-1}(\text{med}(\{Y_i\})) - x| = |\text{sgn}(\text{med}(\{Y_i\}))(\text{med}(\{Y_i\}))^2 - x| = |\text{sgn}(x)(\text{sgn}(x) \sqrt{|x|} + \epsilon)^2 - x| = 2\epsilon \sqrt{|x|} + \epsilon^2.$$ 

The error grows without bound as $x$ tends to infinity so we fail to accurately recover when $x$ is large. This argument highlights why Lipschitz continuity of the inverse function is necessary and will be useful in our achievability argument.

Next, consider conditions on $S_{\text{reg}}$. The Markov condition is required for the Berger-Tung encoding and decoding that we will use. Finite moments are necessary to diminish estimation error occurred by encoding and decoding error events. For instance, the Berger-Tung scheme induced by an additive Cauchy test channel will never achieve a bounded estimation error. The Lipschitz continuity together with (A4) describes a graphical relationship between $x$ and $\text{med}(U|x)$ and enables us to control estimation error when no error in encoding and decoding occurred.

Some readers may notice that an independent and additive noise model greatly simplifies the above conditions. Suppose $Y = X + N$ where $N$ is independent noise such that (A1) holds. Then, (A2) immediately holds as $Y = x + N$. As $\text{med}(Y|x) = x + \text{med}(N) = x + \text{constant}$, the inverse is Lipschitz with constant 1. So (A4) is also redundant. Only smoothness condition (A3) must be additionally satisfied.

If one adopts another estimation scheme such as mean estimation or maximum likelihood estimation, different conditions need to be imposed. It is however worth mentioning that not only do (A1)–(A5) hold for the model of the Gaussian CEO problem [3], but also that the additive Gaussian test channel is in $S_{\text{reg}}$.

C. Direct Coding Theorem

We will follow the standard achievability approach as in [3] except for the median estimator part. That is, first finely quantize continuous alphabets and apply Berger-Tung encoding and decoding over induced discrete alphabets. Then, estimate the source by sample median estimator. Suppose the number of agents is odd for simple exposition, i.e., $L = 2m + 1$, $m \in \mathbb{Z}_+$. Consider random variables $\{U_i\}_{i=1}^L$ generated from an identical test channel $f_{U|Y} \in S_{\text{reg}}$.

1) Quantization: Quantizing the real line enables agents to use subsequent codes and the Slepian-Wolf (or SW, for short) compression in a discrete domain. Let $\hat{X}, \hat{Y}, \hat{U}$ denote the quantized versions of $X, Y, U$. Our fine quantization ensures that the loss due to quantization is negligible. Formally, we take a quantization scheme that satisfies the following conditions: for some small $\delta_i > 0$, $i \in \{0, 1, 2\}$,

$$\mathbb{E} [U_{(m+1)} - q(U_{(m+1)})] \leq \delta_0, \quad \mathbb{E} [q(U_{(m+1)}) - \text{med}(\{U_i\}_{i=1}^L)] \leq \delta_0 \quad 1 \leq j \leq 2r,$$

$$I(Y; U) - I(\hat{Y}; \hat{U}) \leq \delta_1,$$

$$I(X; U) - I(\hat{X}; \hat{U}) \leq \delta_2.$$ 

It is easy to see that there exists a quantization scheme with finite cardinality that satisfies \([1], [4], [5] and 2\) from the finite moment condition, \([3]\) and \([4]\) from the definition of mutual information for arbitrary ensembles \([37]\), hence a common refinement of quantization schemes satisfies all conditions. This quantization also induces discrete probability distributions for $\hat{X}, \hat{Y}, \hat{U}$:

$$p_{\hat{Y}, \hat{U}}(\hat{y}, \hat{u}) = \int_{\{(y,u): q(y) = \hat{y}, q(u) = \hat{u}\}} f_{Y,U}(y, u)dydu,$$

$$p_{\hat{X}, \hat{U}}(\hat{x}, \hat{u}) = \int_{\{(x,u): q(x) = \hat{x}, q(u) = \hat{u}\}} f_{X,U}(x, u)dxdu,$$

$$p_{\hat{Y}|X}(\hat{y}|x) = \int_{\{y: q(y) = \hat{y}\}} f_{Y|X}(y|x)dy,$$

$$p_{\hat{U}|Y}(\hat{u}|\hat{y}) = \frac{p_{\hat{Y}, \hat{U}}(\hat{y}, \hat{u})}{p_{\hat{Y}}(\hat{y})}.$$ 

Spaces of $\hat{X}, \hat{Y}, \hat{U}$ are denoted by $\hat{X}, \hat{Y}, \hat{U}$, which are of finite cardinality.

2) Codes Approximating Test Channel: Each agent takes block length $n_0$ and encodes quantized observation $Y^{n_0}$ into a codeword, instead of $Y^{n_0}$. Let $\varphi : \hat{Y}^{n_0} \rightarrow U^{n_0}$ be a
deterministic block code encoder, common for all agents. This mapping induces the following empirical distributions,
\[ \hat{p}_{\hat{Y},\hat{U}}(\hat{y},\hat{u}) = p_{\hat{Y}|\hat{U}}(y|u), \]
where \( \hat{y} = p_{Y|U}(y|u) \) follows from \([3, \text{Prop. 3.1}]\).

**Proposition 1 (\([3]\)).** For every \( \epsilon, \delta > 0 \), there exists a deterministic mapping \( \varphi : \hat{Y} \rightarrow \hat{U} \) with the range cardinality \( M \) such that
\[ \frac{1}{n_0} \log M \leq I(Y;U) + \epsilon \]
and
\[ \sum_{u \in U} \hat{p}_{\hat{U}|X}(\hat{u}|x) - p_{\hat{U}|X}(\hat{u}|x) \leq \frac{\epsilon}{|X|}, \]
for all \( t \in [1:n_0] \) and all \( x \in \mathbb{R} \).

3) Encoding and Decoding: The overall encoding scheme is two-step as in \([2, 3]\). In the first step, each agent receives \( Y_i \) into \( U_i \) by the common \( \varphi_\sigma \). Note that the \( U_i \) are correlated since they stem from the same source \( X \). Hence, defining supersystem \( W_i := U_i^n \), we can notice that \( \{W_i\}_{i=1}^N \) are correlated across agents. In the second step, collecting the \( W_i \) over \( n_1 \) times, we have the setting for the Slepian-Wolf coding, by which we can remove the correlation and save the rate as if \( \{W_i\}_{i=1}^N \) are new correlated random sources of length \( n_1 \). Formally speaking, the SW encoder at the \( i \)-th agent is a mapping \( \xi_i : W_i \rightarrow \{1, \ldots, N_i\} \). Individual and total rates are therefore defined as
\[ R_i = \frac{1}{n_0 n_1} \log N_i, \]
\[ R_{\text{sum}} = \sum_{i=1}^L R_i = \frac{1}{n_0 n_1} \sum_{i=1}^L \log N_i. \]
The complete encoder of \( i \)-th agent is given by
\[ Z_i := \xi_i \circ \varphi_{n_0}(\hat{y}_i^{n_0}), \]
which maps \( n = n_0 n_1 \) observations into a single codeword.

Note that the second encoding step is an \( L \)-source SW problem with sources being identically distributed conditioned on \( X \). That is, the joint distribution of \( (U_{i_1}, U_{i_2}, \ldots, U_{i_L}) \) is symmetric. In turn implies the rate region is symmetric in \( R_1, \ldots, R_L \). Furthermore, we can achieve the optimal sum-rate of the SW region using codebooks of rate \( R_i = R_{\text{sum}}/L \) for all \( i \).

The CE0 performs decoding in reverse: recovers \( \{\hat{U}_i^{n_0} : i = 1, \ldots, L\} \) from \( \{Z_i\}_{i=1}^L \), and then estimates \( X \) from \( \{\hat{U}_i^{n_0} : i = 1, \ldots, L\} \).

The next proposition (\([3, \text{Prop. 3.2 and Sec. III.D}]\)) characterizes the average individual rate upper bound in multi- and single-letter mutual information forms, and its probability of error.

**Proposition 2 (\([3]\)).** For every \( \lambda, \beta > 0 \) and \( \beta' > 0 \), there exists sufficiently large \( L, n \) and index encoders \( \{\xi_i\}_{i=1}^L \) such that
\[ \frac{R_{\text{sum}}}{L} \leq \frac{1}{n_0} H(\hat{U}_i^{n_0}|X_i^{n_0}) + \epsilon \leq I(Y;U|X) + \epsilon', \]
where \( \beta = \{U_{i_1}, \ldots, U_{i_L} \neq \hat{U}_{i_1}, \ldots, \hat{U}_{i_L}\} \) is the error event.

4) Estimation Upper Bound: If the CEO has the exact \( \hat{U}(x) \), the population median of \( \hat{U} \) resulting from \( x \), she can uniquely determine \( x = \beta^{-1}(\hat{U}(x)) \). Our goal is therefore to estimate \( \hat{U}(x) \) accurately from the decoded \( \{U_{i_1}\}_{i=1}^L \), which in turn implies our estimate of \( x \) is accurate according to the Lipschitz continuity.

Before proceeding to the achievability, let us consider two lemmas.

**Lemma 1 (Median Estimator \([38]\)).** Let \( F, f \) be the cumulative distribution and density function of \( X \). Then, the sample median of \( U = 2m+1 \) samples follows the density function
\[ \text{Pr}[V(m+1) = u] = \frac{(2m+1)!}{2m!m!} (F(v))^m (1-F(v))^m f(v) = \frac{(F(v))^m (1-F(v))^m}{B(m+1, m+1)} dF(v), \]
where \( B(\cdot, \cdot) \) is the Beta function, so it is the Beta \((m + 1, m + 1)\) distribution scaled by \( F(v) \). Furthermore, \( V(m+1) \) is approximately Gaussian \( N\left(\text{med}(V), \frac{1}{4L f^2(\text{med}(V))}\right) \) provided that \( L \) is large.

**Lemma 2.** Under the notations of Lem.\([\square]\) the following holds: For any \( \epsilon > 0 \), we can take a large \( L \) such that
\[ \mathbb{E} [ (V(m+1) - \text{med}(V))^r ] \leq \left( \frac{1}{2L f^2(\text{med}(V))} \right)^{r/2} \frac{\Gamma(\frac{r+1}{2})}{\sqrt{\pi}} + \epsilon. \]

**Proof:** See App.\([\square]\)

Now we can derive the distortion asymptotics (in number of agents) in terms of \( R_{\text{sum}} \).

**Theorem 1 (Achievability of Regular CEO Problem).** For \( r \geq 2 \),
\[ \beta_{\text{reg}} \leq \left( \frac{1}{2\sqrt{\pi}} \right)^{r} \frac{\Gamma(\frac{r+1}{2})}{\sqrt{\pi}} \left( \frac{\lim_{a \rightarrow 0} \min_{U \in S_{i=0}^L Y \leq a} \frac{K_U^2 I(Y;U|X)}{\alpha_U}}{\alpha_U} \right)^{\frac{1}{2}}. \]

**Proof:** Fix \( f_{0}|Y \). The expectation of an instantaneous error at \( t \) is bounded as follows. As \( \ell(x) = \text{med}(U|x) \in U \), we take our estimation \( \hat{X} = \beta^{-1}(\hat{U}_{(m+1)}(t)) \). Then,
\[ \mathbb{E} \left[ (X(t) - \hat{X}(t))^r \right] = \mathbb{E} \left[ (\hat{X}(t) - \beta^{-1}(\hat{U}_{(m+1)}(t)))^r \right] \leq K_{U}^2 \mathbb{E} \left[ \text{med}(U|X) - \hat{U}_{(m+1)}(t))^r \right] \leq \left( K_{U}^2 \mathbb{E} \left[ \text{med}(U|X) - U_{(m+1)}(t))^r \right] \right)^{\frac{1}{2}} \epsilon_1. \]
follows standard arguments as in [3]. For completeness, we begin with coding rate analysis that complete the asymptotic tightness when distortion is small [28], not only because of a simple closed-form expression, but also for any source and distortion measure, the classic rate-

\[ K_U \mathbb{E} \left[ \left| \text{med}(U|X) - U_{(m+1)}(t) \right| \right] = K_U \mathbb{E}_X \mathbb{E}_{U|X} \left[ \left| \text{med}(U|X) - U_{(m+1)}(t) \right| \right] \]

\[ \leq K_U \mathbb{E}_X \left[ \left( \frac{1}{2L} \right)^r \frac{\Gamma \left( \frac{r+1}{2} \right)}{\sqrt{\pi}} + \epsilon \right] \]

\[ = \left( \frac{K_U}{\sqrt{2\alpha_U}} \right)^r \frac{1}{L^{r/2}} \frac{\Gamma \left( \frac{r+1}{2} \right)}{\sqrt{\pi}} + \epsilon, \]

where the inequality follows from Lem. [2].

Summing over all \( t \in [1 : n] \) and letting \( \epsilon = \epsilon_1 + \epsilon_2 \),

\[ D^n(X^n, \hat{X}^n) = \frac{1}{n} \sum_{t=1}^{n} \mathbb{E} \left[ |X(t) - \hat{X}(t)|^r \right] \]

\[ \leq \left( \frac{K_U}{\sqrt{2\alpha_U}} \right)^r \frac{1}{L^{r/2}} \frac{\Gamma \left( \frac{r+1}{2} \right)}{\sqrt{\pi}} + \epsilon \]

\[ \implies D(L, R_{\text{sum}}) \leq \left( \frac{K_U}{\sqrt{2\alpha_U}} \right)^r \frac{1}{L^{r/2}} \frac{\Gamma \left( \frac{r+1}{2} \right)}{\sqrt{\pi}} + \epsilon. \]

From Prop. [2] we have \( \frac{R_{\text{sum}}}{L} \leq I(Y; U|X) \), and therefore,

\[ \beta_{\text{reg}} = \lim_{L, R_{\text{sum}} \to \infty} \frac{R_{\text{sub}}^{1/2}}{R_{\text{sum}}^{1/2}} D(L, R_{\text{sum}}) \]

\[ \leq \left( \frac{1}{\sqrt{2}} \right)^r \frac{\Gamma \left( \frac{r+1}{2} \right)}{\sqrt{\pi}} \left( \frac{K_U^2 I(Y; U|X)}{\alpha_U} \right)^{r/2}. \]

Taking infimum over \( f_U|Y \in S_{\text{reg}} \) such that \( I(Y; U|X) \) is constant and decreasing individual rates to zero complete the proof.

D. Converse Coding Theorem

A key idea of the converse is the Shannon lower bound [25]. For any source and distortion measure, the classic rate-
distortion function is given in [36], [39]; however, a closed-

\[ \Pr[x \leq X(t) \leq x + dx, y \leq Y(t) \leq y + dy, u(t, x^n_t) = c] \]

\[ = f_X(x) f_Y|X(y|x) \times \Pr[C = c|Y(t) = y, X(t) = x, X^n_t = x^n_t] dx dy \]

\[ = f_X(x) f_Y|X(y|x) \Pr[C = c|Y(t) = y, X^n_t = x^n_t] dx dy, \]

since codeword \( C \) depends on \( X(t) \) only through \( Y(t) \). Hence, the Markov chain \( X(t) - Y(t) - U(t, x^n_t) \) holds, and so we have the following lower bound in expectation form.

\[ R_{\text{sum}} \geq \frac{L}{n} \sum_{i=1}^{n} \mathbb{E}_{X^n_t} [I(Y(t); U(t, x^n_t)|X(t))]. \]

2) Estimation Lower Bound: An estimate by the CEO is \( \hat{X}^n(C_1, C_2, \ldots, C_L) \). Consider two-component lemmas prior to the estimation lower bound.

Lemma 3 (Shannon lower bound [25]). Suppose \( X, \hat{X} \) are d-
dimensional source and estimate vectors in \( \mathbb{R}^d \) and consider any norm \( \| X - \hat{X} \| \). Define the standard rate distortion function

\[ R(D) := \inf_{P_{X|\hat{X}}: \mathbb{E}[\| X - \hat{X} \|] \leq D} I(X; \hat{X}). \]

Then, the Shannon lower bound is given by

\[ R(D) \geq R_{\text{SLB}}(D) := h(X) - \frac{d}{r} \log \left( \frac{rD}{d} (V_d \Gamma(1 + \frac{d}{r}))^{r/d} \right) \]

\[ = h(X) - \frac{1}{r} \log \left( reD(2\Gamma(1 + \frac{1}{r}))^r \right) \quad \text{if } d = 1, \]

where \( V_d \) is the volume of d-dimensional unit ball such that \( \{ x : \| x \| \leq 1, x \in \mathbb{R}^d \} \) and \( \Gamma(\cdot) \) is the Gamma function.
Lemma 4 ([41], [42]). Suppose \( X \in \mathbb{R}^d \) and conditions (A2)–(A3) hold. Then,

\[
I(X(t); \{C_i\}_{i=1}^L) = \frac{d}{2} \log \frac{L}{2\pi e} + h(X) + \frac{1}{2} \mathbb{E}[\log \det I_C(X(t))] + o(1)
\]

where \( (a) \) follows from the harmonic mean-arithmetic mean inequality. 

Proof: Combining Lems. 3 and 4 with Corollary 1.

Now we can prove the converse.

Theorem 2 (Converse of Regular CEO Problem). Suppose (A5) holds, i.e., each agent adopts the same codebook. Then, for any conditional density \( f_{U|Y} \), it holds that for \( r \geq 2 \),

\[
\beta_{\text{reg}} \geq \frac{1}{re} \left( \sqrt[8]{C_1 \pi e} \right)^r \left( \lim_{a \to 0} \min\limits_{X \in \mathbb{R}^d} \frac{I(Y; U(X)|X=a)}{\mathbb{E}[\log I_C(X(t))] \left( \frac{2\Gamma(1 + \frac{1}{r})}{r} \right)^r} \right) \times \left( \frac{1}{r} \right)^{r/2}
\]

where (a) follows from the Shannon lower bound in Lem. 3, (b) follows from the data processing inequality since a Markov chain \( X(t) \sim \{C_i\}_{i=1}^L - \tilde{X}(t) \) holds, and (c) follows from Lem. 4.

Rearranging terms,

\[
D(t) \geq \left( \frac{1}{\mathbb{E}[\log I_C(X(t))] \left( \frac{2\Gamma(1 + \frac{1}{r})}{r} \right)^r} \right) \left( \frac{1}{re} \right)^{r/2} \left( \frac{\sqrt[8]{C_1 \pi e}}{2\Gamma(1 + \frac{1}{r})} \right)^r
\]

where

\[
C_1 := \frac{1}{re} \left( \sqrt[8]{C_1 \pi e} \right)^r.
\]

Therefore we obtain a single-letter bound

\[
\beta_{\text{reg}} \geq \frac{C_1}{re} \left( \frac{1}{\mathbb{E}[\log I_C(X(t))] \left( \frac{2\Gamma(1 + \frac{1}{r})}{r} \right)^r} \right)^{r/2} \min_{X \in \mathbb{R}^d} \frac{I(Y; U(X)|X)=a}{\mathbb{E}[\log I_U(X)]}.
\]

Decreasing \( I(Y; U|X) \rightarrow 0 \) concludes the converse.

Further applying Jensen’s inequality yields the generalization of the converse by Viswanathan and Berger [3].

Corollary 1. For any conditional density \( f_{U|Y} \), it holds that for \( r \geq 2 \),

\[
\beta_{\text{reg}} \geq \frac{C_1}{re} \left( \frac{1}{\mathbb{E}[\log I_C(X(t))] \left( \frac{2\Gamma(1 + \frac{1}{r})}{r} \right)^r} \right)^{r/2} \min_{X \in \mathbb{R}^d} \frac{I(Y; U(X)|X)=a}{\mathbb{E}[\log I_U(X)]}.
\]

Proof: The only new term is the ratio \( \frac{I(Y; U|X)}{\mathbb{E}[\log I_U(X)]} \). Since the exponential function is convex, Jensen’s inequality yields

\[
\mathbb{E}[\log I_U(X)] \leq \mathbb{E}[e^{\log I_U(X)}] = \mathbb{E}[I_U(X)].
\]

Therefore the claim holds.

Notice that the term \( \frac{I(Y; U|X)}{\mathbb{E}[\log I_U(X)]} \) is the ratio of the conditional mutual information to the Fisher information. The setting maximizing the Fisher information, while having mutual information fixed, is an important problem in information theory [43], [44]. Our lower bound also has a similar expression that maximizes the Fisher information when the conditional mutual information vanishes.
Investigating whether the lower bound is strictly positive is not straightforward: as far as we know it is still open. However, for the Gaussian CEO model, it reduces to \([3], [4]\) as we will see, thus positive.

E. Examples

We consider three examples of the regular model.

**Example 1.** Let us consider the quadratic Gaussian CEO problem \([3], [4]\). Suppose \(X \sim \mathcal{N}(0, \sigma_X^2)\), \(Y = X + N\) where \(N \sim \mathcal{N}(0, \sigma_N^2)\). Then, Viswanathan-Berger \([3]\) and Oohama \([4]\) showed for quadratic distortion, i.e., \(r = 2\),

\[
\beta_{\text{VB}} := \lim_{R_{\text{sum}} \to \infty} \frac{R_{\text{sum}} D(L, R_{\text{sum}})}{2} = \frac{\sigma_N^2}{2}.
\]

Moreover, the limit can be attained by an additive Gaussian compression kernel with unbounded noise variance. That is, \(U = Y + V, V \sim \mathcal{N}(0, \sigma_V^2)\) and \(\sigma_V^2 \to \infty\). Then, sample mean estimation achieves \(\beta_{\text{VB}} = \frac{\sigma_V^2}{2}\). Evaluating the non-asymptotic (in the number of agents) result \([5], [6]\) for our asymptotic (in the number of agents) setting, this conclusion can be directly recovered too.

Returning to our results, note that \(C_1 = 1, C_2 = 1/4\) when \(r = 2\). Then, Thms. \([7], [8]\) reduce to

\[
\lim_{I(Y;U|X) \to 0} \min_{e^{I(Y;U|X)}} I(Y;U|X) \leq \beta_{\text{reg}} \\
\leq \frac{1}{4} \lim_{I(Y;U|X) \to 0} \min_{U \in \mathbf{S}_{\text{reg}}} \frac{K_U^2 \log_2 I(Y;U|X)}{\alpha_U^2}.
\]

Minimizers of the lower and upper bounds are hard to obtain in general, however, it is reasonable to take the additive Gaussian compression kernel as \([3]\). From Cor. \([7]\) the lower bound recovers \(\beta_{\text{VB}}\) since

\[
\lim_{\sigma_V^2 \to \infty} \frac{I(Y;U|X)}{\mathbb{E}[I(U|X)]} = \lim_{\sigma_V^2 \to \infty} \frac{\frac{1}{2} \log(1 + \frac{\sigma_V^2}{\sigma_Y^2})}{1/(\sigma_Y^2 + \sigma_V^2)} = \frac{\sigma_Y^2}{2} = \beta_{\text{VB}}.
\]

On the other hand, note that \(\alpha_U = (2\pi(\sigma_Y^2 + \sigma_V^2))^{-1/2}\) and \(K_U = 1\) due to Gaussianity and additivity. Consequently, the upper bound yields

\[
\lim_{\sigma_V^2 \to \infty} \frac{1}{4} \frac{I(Y;U|X)}{\alpha_U^2} = \lim_{\sigma_V^2 \to \infty} \frac{1}{4} \frac{\frac{1}{2} \log(1 + \frac{\sigma_V^2}{\sigma_Y^2})}{(2\pi(\sigma_Y^2 + \sigma_V^2))^{-1/2}} = \frac{\pi \sigma_Y^2}{4}.
\]

The loss in prefactor 0.2854 \(\approx \frac{\pi}{2} - \frac{1}{2}\) is because of the suboptimality of median estimation for Gaussian distributions, however, it provides the correct asymptotics (in number of agents) \(\Theta(R_{\text{sum}}^{-1/2})\). Median estimator often outperforms sample mean estimator in particular when the noise variance is large, but is also robust against adversarial corruption \([25]\).

Next two examples evaluate upper bounds for non-Gaussian regular models.

**Example 2.** Consider a quadratic sub-Gaussian CEO problem \(Y = X + N\) where \(X, N\) are sub-Gaussian independently drawn from \(f(t) = \frac{1}{2} \exp(-ct^4)\), where

\[
c = \frac{\Gamma(\frac{3}{4})^4}{2\pi^2 \sigma^4} \quad \text{and} \quad Z = \frac{\pi^{3/2} \sigma}{2^{1/4} \Gamma(\frac{3}{4})^2}
\]

so that \(f\) is a valid probability density function with mean zero and variance \(\sigma^2\). Suppose \(X, N\) have variances 1 and \(\sigma_N^2\) respectively.

For achievability, it is challenging to minimize the right side, but the additive Gaussian test channel is a valid choice for tractability. So take \(U = Y + V = X + N + V\) and \(V \sim \mathcal{N}(0, \sigma_V^2)\). As Gaussian maximizes differential entropy given variance,

\[
I(Y;U|X) = \int f_X(x) I(Y;U|X=x) dx \\
= \int f_X(x) (h(X + N + V) - h(V)) dx \\
\leq \int f_X(x) \left( \frac{1}{2} \log \left( 1 + \frac{\sigma_X^2}{\sigma_Y^2} \right) \right) dx \\
= \frac{1}{2} \log \left( 1 + \frac{\sigma_X^2}{\sigma_Y^2} \right).
\]

Moreover, since the noise and test channel both are independent and additive, \(K_U = 1\) and \(\alpha_U = f_{U,X}(0|0) = f_{N+V}(0).\) The convolution property of the sum of two independent random variables gives

\[
\alpha_U = f_{N+V}(0) = \int_{-\infty}^{\infty} f_N(-\tau) f_V(\tau) d\tau \\
= \frac{1}{Z \sqrt{2\pi \sigma_V^2}} \int_{-\infty}^{\infty} \exp(-c\tau^4) \exp\left(-\frac{\tau^2}{2\sigma_V^2}\right) d\tau \\
= \frac{\exp[1/32\sigma_V^2 c] B_K(1/4,1/32\sigma_V^2 c)}{4Z \sqrt{\pi c \sigma_V^2}}
\]

where \(B_K\) is the modified Bessel function of the second kind. Therefore, we can calculate the limit

\[
\lim_{\sigma_V^2 \to \infty} \frac{1}{4} \frac{I(Y;U|X)}{\alpha_U^2} \leq \lim_{\sigma_V^2 \to \infty} \frac{1}{4} \frac{\frac{1}{2} \log \left( 1 + \frac{\sigma_X^2}{\sigma_Y^2} \right)}{\sigma_U^2} = \frac{\pi \sigma_Y^2}{4}.
\]

Therefore, \(O(R_{\text{sum}}^{-1/2})\) is achievable.

It should be noted that the bound is the same as that we obtained for the quadratic Gaussian case. This is not surprising because we can always upper bound \(h(N + V)\) by the Gaussian entropy although \(N + V\) is non-Gaussian. Moreover, the test channel is highly noisy Gaussian, the Gaussian nature dominates the behavior of \(U\). Therefore, we can achieve at least the same performance of the Gaussian CEO problem for any non-Gaussian regular model. This generalizes the fact that Gaussianity is the worst in compression and communication, i.e., least compressible in source coding or least favorable in communication \([18]\), to an indirect rate-distortion setting.

**Example 3.** Consider the standard Gaussian source and additive chi-square noise of degree of freedom 1, i.e., \(Y = X + N\) where \(X \sim \mathcal{N}(0,1)\) and \(N \sim \chi^2(1)\). We take the additive chi-square test channel \(V \sim \chi^2(k)\) due to tractability, and therefore, \(U = X + N + V\). As sum of chi-square random variables is still chi-square, we know \(N + V \sim \chi^2(k + 1)\).
Noting that this is an additive model, $I(Y;U|X = x)$ is invariant over $x$. Hence, the mutual information can be obtained in closed form as

$$I(Y;U|X)x = I(Y;U|X = x) = h(N + V) - h(V)$$

where $\Gamma(\cdot), \psi(\cdot)$ are the Gamma and digamma functions, respectively.

In addition, as the population median of the chi-square distribution of degree $k + 1$ is approximately $(k + 1)(1 - \frac{2}{9(k + 1)})$, we have

$$\alpha_U = f_{N+V}(\text{med}(N + V)) = f_{N+V}(\zeta) = \frac{1}{2^{\frac{k+1}{2}} \Gamma\left(\frac{k+1}{2}\right)} \sqrt{\zeta} \exp\left(-\frac{\zeta}{2}\right).$$

With the fact that $C_2 = \frac{1}{\sqrt{2}}, K_U = 1$, we can evaluate the upper bound.

$$\beta \leq \lim_{k \to \infty} \frac{1}{4} I(Y;U|X)_{\alpha_U} \approx 1.5708.$$

Hence, $O(R_{\text{sum}})$ is achievable.

IV. NON-REGULAR MODEL

A. Model and Result

This section considers bounded source and observation alphabets $X', Y \subseteq \mathbb{R}$ as in [16], where the source-observation model is assumed to be non-regular in the sense of the Cramér-Rao lower bound regularity condition [23], [35]. An example of such non-regular models is $Y = X + N$ with $X, N \sim \text{unif}[0, 1]$ independently. Let us first state formal definitions. Detailed explanation and intuition are deferred until after the main theorem statement.

(B1) The source and observation are finitely supported, that is, $X', Y \subseteq \mathbb{R}$ are (possibly finite union of) bounded intervals of the real line.

(B2) $f_{Y|x}$ is discontinuous at both end points of support conditioned on $x$, i.e., let $Y_x \subseteq \{e_t(x), e_u(x)\}$ be the support of $f_{Y|x}$ for some $-\infty < e_t < e_u < +\infty$, and $\lim_{y \to e_t(x)} f_{Y|x}(y), \lim_{y \to e_u(x)} f_{Y|x}(y) > 0$. Furthermore, $(e_t + e_u)(x)$ is invertible and the inverse is Lipschitz continuous.

Without loss of generality, we suppose $X = Y = [0, 1]$.

As the regular model, we impose an identical coding scheme on agents in the converse.

(B3) Compression schemes adopted by agents are identical, that is, given the same $y^n$, all agents output the same codeword.

Let $S_{\text{reg}}$ be the set of good test channels for the non-regular model (i.e., the set of $U$'s in the Berger-Tung achievability) that satisfy:

1) A Markov chain $X - Y - U$ holds.

2) $f_{Y|x}$ has a bounded support $U_c \in [a(x), b(x)]$, and $f_{Y|x}$ does not vanish at either end point $a(x), b(x)$, i.e., $f_{Y|x}(a(x)|x), f_{Y|x}(b(x)|x) > \delta_U$ for some $\delta_U > 0$.

3) $\ell(x) := \frac{a(x) + b(x)}{2}$ is invertible and the inverse function $\ell^{-1} = \left(\frac{x + \ell(x)}{2}\right)^{-1}$ is Lipschitz with constant $K_U$.

Without loss of generality, we assume $U = [0, 1]$ as well.

To see that $S_{\text{reg}}$ is nonempty, consider a $k \geq 2$ peak noise $V$ such that $f_V(v) = \sum_{i=1}^{k} p_i \delta(v - c_i)$ where $\delta(\cdot)$ is the Dirac delta function and $c_1 < c_2 < \cdots < c_k$ are peak locations. If a test channel is taken as $U = Y + V$, the conditional distribution $f_{Y|U}(u) = \sum_{i=1}^{k} p_i f_{Y|U}(u|c_i)$ is supported on $U_c \subseteq \cup_e e_t(x) + c_e, e_u(x) + c_e$. In addition, $f_{Y|U}(u + c_i) = \lim_{u \to e_t(x) + c_i} f_{Y|U}(u) = \lim_{u \to e_u(x) + c_i} f_{Y|U}(u)$.

Hence it satisfies all the conditions, $S_{\text{reg}}$ is clearly nonempty. Such a discrete test channel is investigated in [46].

Main Result (Non-regular CEO problem). Suppose conditions (B1)–(B3) hold. Then, for $d(x, \hat{x}) = |x - \hat{x}|^r, r \geq 1$, the following bounds hold.

$$\frac{r}{2^r} \int_{h=0}^{1} \hat{h}^{r-1} \int_{x=0}^{1} f_X(x) \varphi(x) dx dh \leq \beta_{\text{reg}} \leq 2(r!) \lim_{a \to \infty} \min_{U \in S_{\text{reg}}} \frac{K_U I(Y;U|X)}{\delta_U},$$

with

$$\varphi(x) = \lim_{a \to \infty} \min_{Y \sim \text{unif}[0, 1]} I(Y;U|X)^e e^{-\hat{h}(g(x))},
\hat{h}(Y = U|X = a)$$

and

$$g(x) = \frac{d}{d\Delta} \left( -\min_{s \in [0, 1]} \log \left( \int f_{Y|x}(u|x) f_{Y|x}^{-r}(u|x + \Delta) dy \right) \right) \bigg|_{\Delta = 0}.$$
Thus, \((e_t + e_a)(x) = x\) is invertible and the inverse is Lipschitz. Moreover, \(\lim_{y \to x} f_{Y|x}(y) = \lim_{y \to x} f_{Y|x}(y) = \frac{1}{x} \geq 1\) for all \(x\), non-vanishing.

To illustrate the role of Lipschitz continuity, let us revisit Ex. \([4]\) and suppose the CEO has direct access to \(\{Y_i\}\), that is, the additive test channel is \(V\) or equivalently \(V \sim f_{Y|v}(v) = \delta(v)\). Hence, the conditional support of \(U\) is \(U_x = \{x, 1 + x\} := [a(x), b(x)]\), and thus, \(\ell(x) = \frac{a(x) + b(x)}{2} = x + \frac{1}{2}\) is invertible with Lipschitz constant \(K_U = 1\). As \(f_{Y|x}(a(x))\) and \(f_{Y|x}(b(x))\) are nonzero, there will be some observations in small neighborhoods of \(a(x), b(x)\) if \(L\) is large. So if the number of observations given to the CEO is large enough, she can accurately estimate \(\frac{a(x) + b(x)}{2}\) by \(\frac{\min(Y_i) + \max(Y_i)}{2}\). This in turn implies her estimate \(\hat{x} = \ell^{-1} \left(\frac{\min(Y_i) + \max(Y_i)}{2}\right)\) is accurate as well due to the Lipschitz continuity of \(\ell^{-1}\).

Recall that \(S_{\text{reg}}\) includes a collection of discrete test channels. However, \(S_{\text{reg}}\) does not admit an independent and additive test channel whose density \(f_{U|Y}\) is continuous as follows.

**Proposition 3.** Consider a non-regular model that satisfies (B1) and (B2). Then, an independent and additive test channel such that \(f_{U|Y}\) is continuous in \(y\) cannot satisfy \(f_{U|X}(a(x)|x), f_{U|X}(b(x)|x) > 0\).

**Proof.** Given in App. \([C]\)

### C. Direct Coding Theorem

Like in Sec. \([\text{III-C}]\) we use quantization, Berger-Tung compression-decompression, and then estimating the source. Conditions for the quantization are the following:

\[
\mathbb{E}[|U - \hat{U}|] \leq \delta_0, \quad \text{for } 1 \leq j \leq 2r, \quad (6)
\]

\[
|I(Y; U) - I(Y; \hat{U})| \leq \delta_1, \quad |I(X; U) - I(X; \hat{U})| \leq \delta_2.
\]

The remaining steps are the same as Sec. \([\text{III-C}]\) except for the estimation step. The midrange estimator will be used to estimate the source since it is optimal in several cases with bounded supports \([32], [47], [48]\). Furthermore, it is more efficient than the sample mean in many cases such as the cosine, parabolic, rectangular, and inverted parabolic distributions \([32]\).

**Theorem 3** (Achievability of non-regular CEO problem). For \(r \geq 1\),

\[
\beta_{\text{reg}} \leq 2^r \left(\lim_{a \to 0} \min_{U \in S_{\text{reg}}} \frac{K_U I(Y; U|X)}{\delta_U}\right)^r,
\]

where \(K_U, \delta_U\) are from the definition of \(S_{\text{reg}}\).

**Proof:** As mentioned, the CEO estimates \(X\) by sample midrange estimator, i.e.,

\[
\hat{X}(t) = \ell^{-1} \left(\frac{\hat{U}(1)(t) + \hat{U}(L)(t)}{2}\right).
\]

Fix \(f_{U|Y}\). Then we have the following distortion upper bound:

\[
\begin{align*}
\mathbb{E}[|X(t) - \hat{X}(t)|^r] & = \mathbb{E}[|X(t) - \ell^{-1} \left(\frac{\hat{U}(1)(t) + \hat{U}(L)(t)}{2}\right)|^r] \\
& = \mathbb{E}\left[\ell^{-1} \left(\frac{a(X(t)) + b(X(t))}{2} - \ell^{-1} \left(\frac{\hat{U}(1)(t) + \hat{U}(L)(t)}{2}\right)\right)^r\right] \\
& \leq K_U^r \mathbb{E}\left[\frac{a(X(t)) + b(X(t))}{2} - \frac{\hat{U}(1)(t) + \hat{U}(L)(t)}{2}\right]^r
\end{align*}
\]

since \(\ell^{-1}\) is Lipschitz with constant \(K\). For notational simplicity, let us denote \(a_X = a(X(t)), b_X = b(X(t))\) and omit \(\cdot t^r\).

\[
K_U^r \mathbb{E}\left[\frac{a_X + b_X}{2} - \frac{\hat{U}(1)(t) + \hat{U}(L)(t)}{2}\right]^r
\]

\[
= \left(\frac{K_U}{2}\right)^r \mathbb{E}\left[\left|a_X + b_X - (\hat{U}(1) + \hat{U}(L))\right|^r\right]
\]

\[
= \left(\frac{K_U}{2}\right)^r \mathbb{E}\left[\left|a_X + b_X - (U(1) + U(L))\right|^r\right]
\]

\[
+ \left(U(1) + U(L)\right) - (\hat{U}(1) + \hat{U}(L))\right|^r\right]
\]

\[
\leq \left(\frac{K_U}{2}\right)^r \mathbb{E}\left[\left|a_X + b_X - (U(1) + U(L))\right|^r\right]
\]

\[
+ \left|U(1) + U(L)\right) - (\hat{U}(1) + \hat{U}(L))\left|^r\right] + \epsilon_3,
\]

where (a) follows from the triangle inequality, and (b) is given by Prop. \([6]\) in App. \([E]\).

Recall that \(f_{U|X}\) does not vanish at either end point, \(a_X\) and \(b_X\). Define the set \(\mathcal{I} := \{u_1 > a_X + \epsilon_4\text{ or } u_L < b_X - \epsilon_4\}\) so that \(\mathcal{I}^c = \{U(1) \leq a_X + \epsilon_4\text{ and }U(L) \geq b_X - \epsilon_4\}\). Note that

\[
\begin{align*}
\mathbb{E}\left[\left|a_X + b_X - \left(U(1) - U(L)\right)\right|\right] & = \mathbb{E}_X \mathbb{E}_{U|X}\left[\left|a_X + b_X - \left(U(1) - U(L)\right)\right|\right] \\
& \leq \text{const}. \Pr[\mathcal{I}^c|X].
\end{align*}
\]

Then, the conditional expectation is

\[
\begin{align*}
\mathbb{E}_{U|X}\left[\left|a_X + b_X - \left(U(1) - U(L)\right)\right|\right] & = \int_{\mathcal{I}} \left|a_X + b_X - \left(U(1) - U(L)\right)\right| f_{U(1), U(L)|X}(u(1), u(L)|x) du(1) du(L) \\
& + \int_{\mathcal{I}^c} \left|a_X + b_X - \left(U(1) - U(L)\right)\right| f_{U(1), U(L)|X}(u(1), u(L)|x) du(1) du(L) \\
& \leq \text{const}. \Pr[\mathcal{I}^c|X].
\end{align*}
\]

\[
\begin{align*}
+ \int_{\mathcal{I}^c} \left|a_X + b_X - \left(U(1) - U(L)\right)\right| f_{U(1), U(L)|X}(u(1), u(L)|x) du(1) du(L).
\end{align*}
\]

\[
(7)
\]
Let us separately evaluate each term. First, since \( \{U_i\}_{i=1}^{L} \) are independent when conditioned on \( X \),

\[
\begin{align*}
\Pr[Z|X] &\leq \Pr[U(1)] + \epsilon_4|X| + \Pr[U(L)] < b_X - \epsilon_4|X|
\end{align*}
\]

where the last inequality follows from Prop. \([7]\) and the definitions of \( \eta \) and \( \xi \). Therefore, when \( L \) is large the second term is

\[
\begin{align*}
\int_{\mathbb{R}} |a_X + b_X - U(1) + U(L)|^r \\
\times f_{\alpha(1), \alpha(L)}(u(1), u(L)|x)du(1)du(L)
\end{align*}
\]

with \( z_1 := L(1-F_U|X(b_X - \epsilon_4)) \) and \( z_2 := LF_U|X(a_X + \epsilon_4) \).

Combining all of the above,

\[
\begin{align*}
R_{\text{sum}}^r(D, L, R) &\leq R_{\text{sum}}^r\left(\frac{K_U}{2}\right)^r \times \\
\mathbb{E}_X \left[\frac{2^r}{(L\delta_U)^r} \int_{0}^{z_1} \int_{0}^{z_2} (s_1 + s_2) f_{\xi, \eta}(s_1, s_2)ds_1ds_2 + \epsilon \right].
\end{align*}
\]

Taking infimum over \( S_{\text{reg}} \) and decreasing the mutual information to zero complete the achievability proof.

\[\square\]

**D. Converse Coding Theorem**

The Chazan-Zakai-Ziv bound \([33]\) holds even under the non-regularity conditions (B1) and (B2) unlike the Cramér-Rao lower bound. Hence, we will make use of the generalized Chazan-Zakai-Ziv bound to show the converse. The next lemma is a generalized version of the Chazan-Zakai-Ziv bound. The proof is an easy extension of special case \( r = 2 \) \([33], [50]\), but for the sake of completeness, included in App. \([D]\).

**Lemma 5** (Chazan-Zakai-Ziv Bound for \( r \in \mathbb{N} \)). Consider \( X \in [0,1] \) and its noisy observation \( Z \). Then,

\[
\mathbb{E}[|X - \hat{X}|^r] \geq \int_{h=0}^{1} r^{2-r} h^{-r-1} \int_{x=0}^{1-h} \phi(x, x+h)dxdh,
\]

where

\[
\phi(x, x+h) := \frac{f_X(x) + f_X(x+h)}{2} P_{\min}(x, x+h)
\]

and \( P_{\min} \) is the minimum probability of error of binary hypothesis testing with \( H_0 : Z \sim f_Z|x \) and \( H_1 : Z \sim f_Z|x+h \).

**Proof:** See App. \([D]\).

We suppose \( X^n_t \) is given at the moment of decoding and estimating \( X(t) \), therefore \( P_{\min} \) in the above lemma is a function of \( f_{\hat{X}(t)}^\prime \) given \( X^n_t \). Recall that the same argument in Sec. \([III-D1]\) gives the sum-rate lower bound

\[
R_{\text{sum}}^r \geq \frac{L}{n} \sum_{t=1}^{n} \mathbb{E}_{\hat{X}_t}[I(Y(t); U(t, \hat{X}_t)|X(t))].
\]
Theorem 4 (Converse for Non-regular CEO Problem). For any $f_{U|Y}$ and $r \geq 1$, the following holds:

$$\beta_{n-reg} \geq \frac{r}{2^r} \int_{h=0}^{1} \int_{x=0}^{1} f_X(x) \theta(x, \tilde{h}) dx d\tilde{h},$$

where

$$\theta(x, \tilde{h}) := \lim_{a \to 0} \min_{I(Y;U|X)=a} I(Y;U|X) e^{-\tilde{h}g(x)},$$

$$g(x) = \frac{d}{d\Delta} \left( - \min_{s \in [0,1]} \log \left( \int f_{U|X}(u|x) f_{1-s}^{1-s} (u|x + \Delta) dy \right) \right) \bigg|_{\Delta=0}.$$  

Proof:

$$D^n(X^n, \tilde{X}^n)$$

$$= \frac{1}{n} \sum_{t=1}^{n} E \left[ |X(t) - \tilde{X}(t)|^r \right]$$

$$\geq \frac{1}{n} \frac{r}{2^{r+1}} \sum_{t=1}^{n} \int_{h=0}^{1} \tilde{h}^{r-1} \times \int_{x=0}^{1} (f_X(x) + f_X(x + h)) P_{min}(x, x + h; t) dx dh$$

$$= \frac{1}{n} \frac{r}{2^{r+1}} \sum_{t=1}^{n} \int_{h=0}^{1} \tilde{h}^{r-1} \times \int_{x=0}^{1} (f_X(x) + f_X(x + h)) P_{min}(x, x + h; t) dx dh(hL)$$

$$\geq \frac{1}{n} \frac{r}{2^{r+1}} \sum_{t=1}^{n} \int_{h=0}^{1} \tilde{h}^{r-1} \times \int_{x=0}^{1} (f_X(x) + f_X(x + \frac{\tilde{h}}{L})) P_{min} \left( x, x + \frac{\tilde{h}}{L}; t \right) dx d\tilde{h},$$

where (a) follows from the Chazan-Zakai-Ziv bound in Lem.\[5\] and (b) is obtained by letting $\tilde{h} = hL$. Also, the Chernoff-Stein lemma \[51\] gives

$$P_{min} \left( x, x + \frac{\tilde{h}}{L}; t \right) = e^{-LC(x,x + \frac{\tilde{h}}{L}; t)}.$$

where $C \left( x, x + \frac{\tilde{h}}{L}; t \right)$ is the Chernoff information between two conditional densities of codeword given $(x(t), x_{n-t})$ and $(x(t) + \frac{\tilde{h}}{L}, x_{n-t})$. Since $L \to \infty$, the quantity $G_x \left( \frac{\tilde{h}}{L}; t \right) := C \left( x, x + \frac{\tilde{h}}{L}; t \right)$ can be approximated by the Maclaurin expansion

$$G_x(\Delta; t) = G_x(0; t) + \Delta \cdot G'_x(0; t) + O(\Delta^2).$$

As $G_x(0; t) = 0$, we have

$$P_{min} \left( x, x + \frac{\tilde{h}}{L}; t \right) = e^{-LC(x,x + \frac{\tilde{h}}{L}; t)} = e^{-\tilde{h}G'_x(0; t) + O(L^{-1})}.$$
\[ R_{\text{sum}} D^n(X^n, \bar{X}^n) \]
\[ \geq \frac{r}{2} \frac{L}{L^2} \left( \frac{L}{n} \sum_{t=1}^{n} E_{X_t} [I(Y(t); U(t, \bar{X}_t)|X(t))] \right)^r \int_{h=0}^{1} \int_{x=0}^{1} f_X(x) e^{-\frac{r}{2} \sum_{t=1}^{n} h g(x;t)} dx dh \]
\[ = \frac{r}{2} \left( \frac{1}{n} \sum_{t=1}^{n} E_{X_t} [I(Y(t); U(t, \bar{X}_t)|X(t))] \right)^r \int_{h=0}^{1} \int_{x=0}^{1} f_X(x) e^{-\frac{r}{2} \sum_{t=1}^{n} h g(x;t)} dx dh \]
\[ \geq \frac{r}{2} \left( \prod_{t=1}^{n} E_{X_t} [I(Y(t); U(t, \bar{X}_t)|X(t))] \right)^{r/n} \int_{h=0}^{1} \int_{x=0}^{1} f_X(x) \left( \prod_{t=1}^{n} e^{-h g(x;t)} \right)^{1/n} dx dh \]
\[ \geq \frac{r}{2} \int_{h=0}^{1} \int_{x=0}^{1} f_X(x) \left( \min_{t, X_t} I(Y(t); U(t, \bar{X}_t)|X(t)) \right) e^{-h g(x;t)} \ dx dh, \quad (8) \]

Fact attainable. In addition, those two are in general related by the entropy power inequality [51].

\[ \var{X|Z} \geq \frac{1}{2\pi e} 2^{\var{X|Z}} \quad \implies \quad D_Q \geq \frac{1}{2\pi e} 2^{2D_{\log}}. \]

We previously showed that the equality holds in the case of the joint Gaussian CEO problem with finite number of agents [8] due to the entropy maximization property of the Gaussian distribution. Here we extend it to our regular CEO problem and provide conditions for which \( D_Q \) and \( D_{\log} \) are asymptotically equivalent under the entropy power conversion \( D_Q = \frac{1}{2\pi e} 2^{2D_{\log}} \) when \( L \to \infty \).

To argue the equivalence, we state that each agent’s test channel (thus, subsequent encoding scheme) \( f_{U|Y} \), is identical to \( f_{U|Y} \) as assumed in the previous sections. Also, beyond the regular model in Sec. [III] we further suppose the following conditions on test channels for logarithmic optimal codewords [52, 53]:

\begin{enumerate}
  \item [(C1)] For all \( x \in X \), it holds that \( \int_{U} \var{f_U}{X(u|x)} du = 0 \).
  In addition, the Fisher information is finite and positive, i.e., \( 0 < I_U(x) := \var{U}{f_{U|X}(U|x)} \) < \infty for all \( x \in X \).
  \item [(C2)] Let \( x_0 \) denote the true source. Then, there exists \( k(u) \) such that \( \var{f_U}{X(u|x)} \leq k(u) \) on small neighborhood of \( x_0 \) and such that \( \var{X_0}{k(U)} \) is finite.
\end{enumerate}

Define \( S_{\text{reg}} \) to be the set of \( U \) that satisfy (C1) and (C2) as well as (A5). Note that although \( S_{\text{reg}} \subset S_{\text{reg}} \), it only affects the constant factor in Thm. [I].

Before proceeding to the equivalence, let us state the Bernstein-von Mises theorem which is often referred to as asymptotic normality of posterior, without the prior having an effect.

**Lemma 6** (Bernstein-von Mises [52, 53]). Suppose (C1) and (C2) as well as (A1)-(A5) hold. Then, for any \( x_0 \in X \),
\[ d_{TV}(f(X|U), N(\hat{X}\text{MLE}, (L_I(U(x_0))^{-1})) \to 0 \]
as \( L \to \infty \) with \( f_{Y|X} \)-probability 1, where \( \hat{X}_{\text{MLE}} \) and \( d_{TV} \) denote the maximum likelihood estimator and total variational distance, respectively.

Now we can prove the equivalence, which relies on the Bernstein-von Mises theorem.

**Theorem 5.** Suppose that the optimal codebook for logarithmic distortion is generated from a member of \( S_{\text{reg}} \). Then, \( D_Q(L, R_{\text{sum}}) \) and \( D_{\log}(L, R_{\text{sum}}) \) asymptotically (in number of agents) satisfy
\[ D_{\log}(L, R_{\text{sum}}) - \frac{1}{2} \log (2\pi e D_Q(L, R_{\text{sum}})) \to 0 \]
as \( L, R_{\text{sum}} \to \infty \).

**Proof:** Let us consider the quadratic optimal codebook and fix some codewords \( (w_1, w_2, \ldots, w_L) \). Then, incurred quadratic distortion is
\[ (D_Q(L, R_{\text{sum}}) | \{ w_i \}_{i=1}^L)^n \]
\[ = \left( \frac{1}{n} \sum_{t=1}^{n} \var{X(t) - \hat{X}(t)}{\{ w_i \}_{i=1}^L} \right)^n \]
\[ = \left( \frac{1}{n} \sum_{t=1}^{n} \var{X(t) - \hat{X}(t)}{\{ w_i \}_{i=1}^L} \right)^n \]
\[ \geq \prod_{t=1}^{n} \var{X(t) - \hat{X}(t)}{\{ w_i \}_{i=1}^L} \]
\[ = \prod_{t=1}^{n} \frac{1}{2\pi e} 2^{2D_{\log}(L, R_{\text{sum}}) | \{ w_i \}_{i=1}^L} \]
\[ = \frac{1}{(2\pi e)^n} e^{2D_{\log}(L, R_{\text{sum}}) | \{ w_i \}_{i=1}^L} \]
\[ = \left( \frac{1}{2\pi e} 2^{2D_{\log}(L, R_{\text{sum}}) | \{ w_i \}_{i=1}^L} \right)^n, \]
where (a) follows from the arithmetic-geometric inequality; (b) follows from the fact that the Gaussian distribution maximizes differential entropy for a given variance; and (c) follows by declaring the true posterior distribution \[ \text{[7, Lem. 1]} \]. Hence, taking an expectation over all codewords,

\[
D^\alpha_Q(L, R_{\text{sum}}) = \mathbb{E} \left[ \sum_{i=1}^{L} \frac{1}{2\pi e} e^{2D^\alpha_Q(L, R_{\text{sum}}|\{W_i\}_{i=1}^{L})} \right] \\
\geq \mathbb{E} \left[ \frac{1}{2\pi e} e^{2D_\log^\alpha(L, R_{\text{sum}}|\{W_i\}_{i=1}^{L})} \right] \\
\geq \frac{1}{2\pi e} e^{2D_\log^\alpha(L, R_{\text{sum}}|\{W_i\}_{i=1}^{L})} \\
= \frac{1}{2\pi e} e^{2D_\log^\alpha(L, R_{\text{sum}})},
\]

where (d) follows from Jensen’s inequality and \( D_\log^\alpha \) is the logarithmic distortion incurred by the optimal codebook in the quadratic case. It is therefore obvious that the logarithmic optimal codebook achieves a smaller distortion. This concludes one direction

\[
D^\alpha_Q(L, R_{\text{sum}}) \geq \frac{1}{2\pi e} e^{2D_\log^\alpha(L, R_{\text{sum}})}. 
\]

To show the other direction, consider the optimal codebook for the logarithmic distortion.

\[
D_\log^\alpha(L, R_{\text{sum}}) = h(X|U^L) \\
\overset{(a)}{=} \frac{1}{2} \log (2\pi e \text{Var}(X|U^L)) \\
\overset{(b)}{=} \frac{1}{2} \log (2\pi e D_\log^\alpha(L, R_{\text{sum}})),
\]

where (a) is in fact ‘≥’, but the equality asymptotically holds by the Bernstein-von Mises theorem, and (b) follows since the optimal codebook in the logarithmic case is suboptimal for the quadratic distortion. This shows the other direction and the theorem is proved.

VI. DISCUSSION

We studied two continuous-alphabet CEO problems—regular and non-regular—and found sum-rate asymptotics \( O(R_{\text{sum}}^{-r/2}) \) and \( O(R_{\text{sum}}^{-r}) \) respectively for \( |x - \hat{x}|^r \) distortion. For the regular CEO problem, we used a practical sample median to estimate the source. For the non-regular CEO problem, we used a midrange estimator that relies heavily on the non-vanishing property of the conditional distribution at boundaries. Converse bounds are also provided by the Shannon lower bound and the Chazan-Zakai-Ziv bound respectively, but whether or not they are tight is generally unknown.

Our achievable schemes leave several interesting future directions. First note that the median estimator may not be the best, but achieves the correct sum-rate asymptotics, at least for Gaussian. For instance, the (scaled version of) sample mean estimator in \[ \text{[3]} \] turns out to be the best estimator for the quadratic Gaussian CEO problem even in the non-asymptotic regime \[ \text{[5, 6]} \] because the minimum mean-squared error estimator (MMSE) is in fact linear sum of codewords from the additive Gaussian test channel. To illustrate the pros and cons of the two estimators, consider a simple estimation problem of \( X \) from observation \( Y_i = X + Z_i, i \in [1 : L] \) without coding, where \( Y_i \) is a given observation, \( Z_i \) is i.i.d. drawn from some \( f_Z \) with zero mean and \( \sigma_Z^2 \) variance. In this case, the sample mean estimator is distributed approximately \( N(X, \sigma_Z^2/L) \) by the central limit theorem so yields approximately \( \sigma_Z^2/L \) quadratic distortion. However, the quadratic distortion induced by the median estimator is \( (4L\sigma_Z^2(0))^{-1} \) according to Lem. \[ \text{[1]} \]. Since the performance of the median estimator is independent of \( \sigma_Z^2 \), the median estimator is more efficient when \( Z \) is sufficiently heavy-tailed. So one may wonder under what conditions median estimation outperforms mean estimation in our asymptotic regime. However, it is not obvious as \( I(Y;U|X)/\alpha^2 \) is generally hard to evaluate.

The median estimation is also widely used for robust estimation. Even when only a couple of malicious agents corrupt their observations, the mean estimator fails to recover the population mean, whereas the median estimator still recovers the population median within a small error \[ \text{[15]} \]. Hence, it is interesting to consider an adversarial CEO problem like \[ \text{[54]} \].

The fact that the median and mean estimators both achieve the same distortion decay at least for the Gaussian case implies that a broader class of estimators may achieve the same asymptotics. Thus, considering another type (or a class) of estimators is also interesting. Note that Lem. \[ \text{[4]} \] which is due to Gaussianity further suggests that a broader class of estimators called Consistent and Asymptotic Normal (CAN) estimators perhaps achieves the same asymptotics; for example, the maximum likelihood estimator (MLE) is also CAN and furthermore asymptotically efficient \[ \text{[55]} \]. The asymptotic normality of the MLE by the Bernstein-von Mises theorem is also a stepping stone to the equivalence of quadratic and logarithmic distortions in Sec. \[ \text{[v]} \] Since the Bernstein-von Mises theorem relies on a strong assumption that the \{\{U_i\}\} are conditionally independent and identically distributed, it is natural to investigate relaxing the identifiability and independence for more realistic and general models.

For the non-regular CEO problem, we used the midrange estimator that relies heavily on the non-vanishing property of conditional distribution at boundaries. However, note that the Chazan-Zakai-Ziv bound does not require such a non-vanishing condition. So, it would be an interesting future direction to find a generalization of the non-regular model and/or its matching estimation scheme in (non-)asymptotic regime. Moreover, since (A1)–(A4) and (B1)–(B2) do not form a disjoint partition, there are other models that do not belong to either of the two. For example, when the observational noise is additive triangular, it does not satisfy non-vanishing probability density in (B2) so the midrange estimator does not work. We do not know its distortion decay, which would be of interest to determine.

As we have seen, the regular model attains \( O(R_{\text{sum}}^{-r/2}) \) distortion decay. In addition, it is known that the jointly Gaussian model, a member of the regular model class, is the least compressible model among all finite-variance additive noise models, i.e., it admits the largest distortion for given compression rates \[ \text{[18]} \]. Therefore, we can conclude that the regular model is the hardest model to estimate in the distortion decay sense. In contrast, non-regular models that have
\( O(R_{\text{sum}}) \) decay are easier to estimate than the regular model. Extending this argument, it is interesting to classify various models according to their distortion decay.

**APPENDIX A**

**Proof of Lem. [1] Absolute Central Moments for Sample Median**

Let us introduce some notations first. Let \( W \) be the Gaussian random variable with distribution \( \mathcal{N}(\mathbf{med}(V), 2L^2/(\text{med}(V))) \). Let \( \xi_m := E[V_{(m+1)}] \), and notice that \( \xi_m \neq \text{med}(V) \) in general since a sample median, \( V_{(m+1)} \), is biased unless \( V \) is unskewed. Also, let \( \gamma_r, \gamma'_r \) be the absolute central moments of \( V_{(m+1)} \) and \( W \) of order \( r \), i.e.,

\[
\gamma_r := E[(V_{(m+1)} - \xi_m)^r], \\
\gamma'_r := E[(W - \text{med}(V))^r],
\]

and \( \rho_r, \rho'_r \) be central moments of \( V_{(m+1)} \) and \( W \), i.e.,

\[
\rho_r := E[(V_{(m+1)} - \xi_m)^r], \\
\rho'_r := E[(W - \text{med}(V))^r].
\]

Our proof is then based on the following result.

**Proposition 4 ([56]).** For all \( r \geq 2 \), \( \lim_{m \to \infty} \rho_r = \rho'_r \) provided that all quantities exist and finite, and \( \lim_{m \to \infty} \xi_m = \text{med}(V) \).

Due to the triangle inequality and Prop. [7]

\[
E[(V_{(m+1)} - \text{med}(V))^r] \\
= E[(V_{(m+1)} - \xi_m + \xi_m - \text{med}(V))^r] \\
\leq E[(V_{(m+1)} - \xi_m)^r] + \epsilon,
\]

where the last equality follows since \( \xi_m, \text{med}(V) \) are deterministic quantities. Furthermore, due to Prop. [4] we can take large \( m \) for any positive \( \delta \) such that \( |\xi_m - \text{med}(V)|^r \leq \delta \).

Consider the first term. Since \( \rho_r \to \rho'_r \), we know that \( \gamma_r, \gamma'_r \) are also bounded. Letting \( A := V_{(m+1)} - \xi_m \) and \( B := W - \text{med}(V) \) for brevity, take a large \( p \in \mathbb{N} \) such that

\[
|E[|A|^r] - E[|A|^r \wedge p]| \leq \delta \quad \text{and} \quad |E[|B|^r] - E[|B|^r \wedge p]| \leq \delta,
\]

where \( \wedge \) is the minimum operator. Then,

\[
\left| E[|A|^r] - E[|B|^r] \right| \\
= \left| E[|A|^r - |A|^r \wedge p + |A|^r \wedge p] \right| \\
- E[|B|^r] - |B|^r \wedge p + |B|^r \wedge p \right| \\
\leq 2\delta + \left| E[|A|^r \wedge p] - E[|B|^r \wedge p] \right|.
\]

Hence, the first term satisfies

\[
E[(V_{(m+1)} - \xi_m)^r] \leq E[|B|^r] + 3\delta + \delta.
\]

Note that \( E[|B|^r] \) is the \( r \)th absolute central moment of Gaussian. For \( Z \sim \mathcal{N}(\mu, \sigma^2) \), it holds that \( E[|X - \mu|^r] = (2\sigma^2)^{r/2} \Gamma(\frac{r+1}{2})/\sqrt{\pi} \). Hence,

\[
E[|B|^r] = \left( \frac{1}{2L^2/(\text{med}(V))} \right)^{r/2} \Gamma(\frac{r+1}{2})/\sqrt{\pi},
\]

which completes the proof since \( \delta \) is arbitrary.

**APPENDIX B**

**Distortion Bounds in Achievability**

The next proposition is a part of the proof of the regular model achievability.

**Proposition 5** (Regular CEO Problem).

\[
K_U E \left[ \left| \text{med}(U|X) - U_{(m+1)}(t) + U_{(m+1)}(t) - \tilde{U}_{(m+1)}(t) \right|^r \right] \\
\leq K_U E \left[ \left| \text{med}(U|X) - U_{(m+1)}(t) \right|^r \right] + \epsilon_1.
\]

**Proof:** For the sake of brevity, define \( A := |\text{med}(U|X) - U_{(m+1)}(t)| \) and \( B := |U_{(m+1)}(t) - \tilde{U}_{(m+1)}(t)| \). By the triangle inequality,

\[
K_U E \left[ \left| \text{med}(U|X) - U_{(m+1)}(t) + U_{(m+1)}(t) - \tilde{U}_{(m+1)}(t) \right|^r \right] \\
\leq K_U E \left[ (A + B)^r \right] \\
= K_U E \left[ A^r + \left( \frac{r}{1} \right) A^{r-1} B + \cdots + \left( \frac{r}{r-1} \right) A B^{r-1} + B^r \right].
\]

Due to the Cauchy-Schwarz inequality that \( E[A^j B^j] \leq \sqrt{E[A^{2j}] E[B^{2j}]} \) for \( j \geq 1 \), it is sufficient to show that \( E[B^2] \leq \epsilon \) for all \( 1 \leq j \leq r \). Hence,

\[
E[B^2] = E \left[ \left| U_{(m+1)} - \tilde{U}_{(m+1)} \right|^2 \right] \\
= E \left[ \left| U_{(m+1)} - q(U_{(m+1)}) + q(U_{(m+1)}) - \tilde{U}_{(m+1)} \right|^2 \right] \\
\leq 2^{2j} E \left[ \left| U_{(m+1)} - q(U_{(m+1)}) \right|^2 \right] \\
\quad + 2^{2j} E \left[ q(U_{(m+1)}) - \tilde{U}_{(m+1)} \right]^2 \\
\leq 2^{2j} E \left[ \left| U_{(m+1)} - q(U_{(m+1)}) \right|^2 \right] \\
\quad + 2^{2j} E \left[ q(U_{(m+1)}) - \text{med}(\{\tilde{U}_i\}_{i=1}^L) \right]^2 \\
\quad + 2^{2j} E \left[ \text{med}(\{\tilde{U}_i\}_{i=1}^L) - \tilde{U}_{(m+1)} \right]^2 ,
\]

where both inequalities are due to the triangle inequality and Prop. [7].

Now the first and second terms can be small enough due to (2), i.e.,

\[
2^{2j} E \left[ \left| U_{(m+1)} - q(U_{(m+1)}) \right|^2 \right] \leq 2^{2j} \delta_0, \\
2^{2j} E \left[ q(U_{(m+1)}) - \text{med}(\{\tilde{U}_i\}_{i=1}^L) \right]^2 \leq 2^{4j} \delta_0.
\]

Note that \( \tilde{U}_i, \tilde{U}_{(m+1)} \in \tilde{A} \), a finite set. Hence, the last term can be also bounded using the Slepian-Wolf decoding error \( B \) in Prop. [2]

\[
2^{2j} E \left[ \text{med}(\{\tilde{U}_i\}_{i=1}^L) - \tilde{U}_{(m+1)} \right]^2 \leq 2^{2j} (2\tilde{u}_{\text{max}})^2 \lambda, \\
\leq 2^{2j} (2\tilde{u}_{\text{max}})^2 \Pr[B] \leq 2^{4j} (2\tilde{u}_{\text{max}})^2 \lambda,
\]
and decreasing $\lambda \to 0$ with $n \to \infty$. Therefore, we can choose small $\delta$ and large $n$ appropriately so that $[\bar{9}]$ is bounded by $\epsilon_2 > 0$. This completes the claim.

The next proposition is a part of the proof of the non-regular model achievability.

**Proposition 6 (Non-regular CEO Problem).** For any $\epsilon > 0$, there exist a quantization scheme and block length $n$ such that

$$
\left( \frac{K}{2} \right)^r \mathbb{E} \left[ \left| \left( a_X + b_X - (U_1 + U_{\ell(L)}) \right) \right| \right] \\
+ \left( \frac{K}{2} \right)^r \mathbb{E} \left[ \left| \left( U_1 + U_{\ell(L)} - (\hat{U}_1 + \hat{U}_{\ell(L)}) \right) \right| \right] \\
\leq \left( \frac{K}{2} \right)^r \mathbb{E} \left[ \left| \left( a_X + b_X - (U_1 + U_{\ell(L)}) \right) \right| \right] + \epsilon_3,
$$

**Proof:** For brevity, define $A := [a_X + b_X - (U_1 + U_{\ell(L)})]$ and $B := [(U_1 + U_{\ell(L)}) - (\hat{U}_1 + \hat{U}_{\ell(L)})]$. Then we can write that

$$
\left( \frac{K}{2} \right)^r \mathbb{E} \left[ |A + B|^r \right] \\
= \left( \frac{K}{2} \right)^r \mathbb{E} \left[ A^r + \left( \frac{K}{2} \right)^r A^{-1} B + \cdots + B^r \right].
$$

Due to the Cauchy-Schwartz inequality, $\mathbb{E}[A^i B^j] \leq \sqrt{\mathbb{E}[A^{2i}] \mathbb{E}[B^{2j}]}$ for $i, j \geq 1$, it is sufficient to show that $\mathbb{E}[B^{2j}] \leq \epsilon$ for all $1 \leq j \leq r$. Hence,

$$
\mathbb{E}[B^{2j}] = \mathbb{E} \left[ \left| \left( U_1 + U_{\ell(L)} - (\hat{U}_1 + \hat{U}_{\ell(L)}) \right) \right|^{2j} \right] \\
\leq 2^{2j} \mathbb{E} \left[ \left| \left( U_1 + U_{\ell(L)} - (\hat{U}_1 + \hat{U}_{\ell(L)}) \right) \right|^{2j} \right] + 2^{2j} \mathbb{E} \left[ \left| \left( U_{\ell(L)} - \hat{U}_{\ell(L)} \right) \right|^{2j} \right] \\
\leq 2^{2j+1} \delta_0.
$$

To bound the second term, recall the decoding error probability $Pr[\mathcal{B}] \leq \lambda$ given in Prop. 2. Then, applying Prop. 7,

$$
2^{2j} \mathbb{E} \left[ \left| \left( U_1 + U_{\ell(L)} - (\hat{U}_1 + \hat{U}_{\ell(L)}) \right) \right|^{2j} \right] \\
\leq 2^{2j} \mathbb{E} \left[ \left| \left( U_1 - \hat{U}_1 \right) \right|^{2j} \right] + 2^{2j} \mathbb{E} \left[ \left| \left( U_{\ell(L)} - \hat{U}_{\ell(L)} \right) \right|^{2j} \right] \\
\leq 2^{2j+1} \delta_0.
$$

where $\tilde{u}_{\text{max}} := \max \{ |\tilde{u}| : \tilde{u} \in \mathcal{U} \} < 1$ as $\mathcal{U} = [0, 1]$. Hence, taking sufficiently fine quantization and taking sufficiently large $n$, we can bound [10] by any $\epsilon_3 > 0$. ■

**APPENDIX C**

**PROOF OF PROP. [3]**

Fix $x$, and suppose the support of $f_{Y|x}$ is $\mathcal{Y}_x = [e_\ell(x), e_a(x)]$, an interval. The case when $\mathcal{Y}_x \subseteq [e_\ell(x), e_a(x)]$ (e.g., union of disjoint intervals) will be discussed later. By (B2), we know that $f_{Y|x}(e_\ell(x)), f_{Y|x}(e_a(x)) > 0$. Let $\mathcal{V} \subseteq [v_\ell, v_a]$ be the support of $f_Y$. Even when $f_Y$ is zero inside of $[v_\ell, v_a]$, it does not affect the support computation so we can assume $\mathcal{V} = [v_\ell, v_a]$ without loss of generality. As $V$ is independent and additive, the range of $Y + V$ is $[Y + v_\ell, Y + v_a]$ so $U_x = [a(x), b(x)] = \cup_{y \in \mathcal{Y}_x} [y + v_\ell, y + v_a]$. For instance, when $U = X + N + V$ where $X, N, V$ are independently drawn from $\text{unif}[0, 1]$, $U_x = \cup_{y \in [x, x+1]} [y + 0, y + 1] = [x, x+2]$. This is illustrated in Fig. 2.

As $f_{Y|x}$ is positive on $\mathcal{Y}_x$, we can take $0 < c < C$ such that $c < f_{Y|x}(y) < C$ on $\mathcal{Y}_x$. Then, by the marginalization law,

$$
f_{U|\mathcal{X}}(b(x)) = \int_{y \in \mathcal{Y}_x} f_{U|Y}(b(x)|y)f_{Y|\mathcal{X}}(y|x)dy \\
\implies c \int_{y \in [e_\ell, e_a]} f_{U|Y}(b(x)|y)dy \\
\leq f_{U|\mathcal{X}}(b(x)) \leq C \int_{y \in [e_\ell, e_a]} f_{U|Y}(b(x)|y)dy.
$$

It is therefore equivalent to showing that $\int f_{U|Y}(b(x)|y)dy > \delta$ for some $\delta > 0$. However, $f_{U|Y}(b(x)|y)$ is positive only when $y = e_a(x)$. In other words, the set of points on which $f_{U|Y}(b(x)|y) > 0$ is Lebesgue measure zero. This in turn implies $\int f_{U|Y}(b(x)|y)dy = 0$. In the above example, this integration is the Riemann sum along the solid red line in Fig. 2.

Next consider the case when $f_{Y|x}(y) = 0$ on some interior subsets of $[e_\ell(x), e_a(x)]$. That is, $\mathcal{Y}_x \subseteq [e_\ell(x), e_a(x)]$. Take $g(y)$ such that $g(y) \geq f_{Y|x}(y)$ and $c < g(y) < C$ for all $y \in [e_\ell(x), e_a(x)]$. Then, we have

$$
f_{U|\mathcal{X}}(b(x)) = \int_{y \in [e_\ell, e_a]} f_{U|Y}(b(x)|y)f_{Y|\mathcal{X}}(y|x)dy \\
\leq \int_{y \in [e_\ell, e_a]} f_{U|Y}(b(x)|y)g(y)dy.
$$

Since $g(y)$ might not be a valid probability distribution, we have to normalize properly and obtain a valid distribution $\hat{g}(y)$,
but this does not change whether the right side is positive or not. Applying the above argument concludes that \( f_{U|x}(b(x)) \) cannot be positive in this case as well.

**APPENDIX D**

**Proof of Lem. [5] Chazan-Zakai-Ziv Bound for rth Power**

Let us start with the following identity for a non-negative random variable \( A \):

\[
E[A] = \int_0^\infty \Pr[A \geq t] dt.
\]

Letting \( A = |X - \hat{X}|^r \) and \( t = \left( \frac{h}{2} \right)^r \), we have the following identity by change of variables.

\[
E[|X - \hat{X}|^r] = \int_0^\infty \Pr[|X - \hat{X}|^r \geq t] dt = \int_0^\infty r^{2-r} h^{r-1} \Pr \left[ |X - \hat{X}| \geq \left( \frac{h}{2} \right)^r \right] dh.
\]

Let us derive a lower bound on \( \Pr \left[ |X - X| \geq h \right] \).

\[
\Pr \left[ |X - X| \geq h \right] \geq \Pr \left[ X - X \geq \frac{h}{2} \right] + \Pr \left[ X - X < -\frac{h}{2} \right] = \int_0^1 f_X(x) \Pr \left[ X - X \geq \frac{h}{2} \right] dx + \int_0^1 f_X(x) \Pr \left[ X - X < -\frac{h}{2} \right] dx.
\]

By change of variable \( x = t + h \) in the second integration, we have (11) in the next page.

Notice that the quantity in the curly bracket implies the error probability of the decision rule

\[
\hat{X} = x \begin{cases} x = x + h \text{ if } h \geq \frac{h}{2}, \end{cases}
\]

Then, it can be further bounded by the optimal error probability \( P_{\min}(x, x + h) \). Finally, we have the lower bound as follows. Let \( f_{\text{ave}}(x, x + h) := f_X(x) + f_X(x + h) \). Then,

\[
\Pr \left[ |X - X| \geq \frac{h}{2} \right] \geq \int_0^{1-h} \frac{f_{\text{ave}}(x, x + h)}{2} P_{\min}(x, x + h) dx \Rightarrow E[|X - \hat{X}|^r] \geq \int_0^\infty r^{2-r} h^{r-1} \int_0^{1-h} \frac{f_{\text{ave}}(x, x + h)}{2} P_{\min}(x, x + h) dx dh = \int_0^\infty r^{2-r} h^{r-1} \int_0^{1-h} \frac{f_{\text{ave}}(x, x + h)}{2} P_{\min}(x, x + h) dx dh.
\]

It completes the proof.

**APPENDIX E**

**Inequality**

The next proposition is a scalar version of \( c_r \)-inequality, which is originally for random variables, however, sufficient for our purpose.

**Proposition 7.** For \( a, b \geq 0 \) and \( r \in \mathbb{N} \),

\[
(a + b)^r \leq 2^r (a^r + b^r).
\]

**Proof:** By the binomial expansion theorem,

\[
(a + b)^r = \sum_{i=0}^{r} \binom{r}{i} a^{r-i} b^i \leq \sum_{i=0}^{r} \binom{r}{i} (\max(a, b))^r = 2^r (\max(a, b))^r \leq 2^r (a^r + b^r).
\]

---
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