Check-Operators and Quantum Spectral Curves
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Abstract. We review the basic properties of effective actions of families of theories (i.e., the actions depending on additional non-perturbative moduli along with perturbative couplings), and their description in terms of operators (called check-operators), which act on the moduli space. It is this approach that led to constructing the (quantum) spectral curves and what is now nicknamed the EO/AMM topological recursion. We explain how the non-commutative algebra of check-operators is related to the modular kernels and how symplectic (special) geometry emerges from it in the classical (Seiberg–Witten) limit, where the quantum integrable structures turn into the well studied classical integrability. As time goes, these results turn applicable to more and more theories of physical importance, supporting the old idea that many universality classes of low-energy effective theories contain matrix model representatives.
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1 Introduction

One of the main lessons that we learned from string theory is that instead of working with a particular model (string or field), one should better consider families of similar models at once. This provides the most effective description of the problem, no matter has one to integrate over the space of theories (as in string theory) or not (as in the ordinary quantum field theory). This approach allows one to reveal various non-trivial structures underlying the family of theories that require involving a dynamics on the moduli space of theories. The most instructive examples of these structures are the algebras of constraints (Ward identities), that act on the partition functions of the theories [10, 25, 31, 42, 61, 76, 91] and various integrable structures, from the standard integrability [33, 47, 48, 50, 64, 66, 67, 68, 69, 82, 83] to the Whitham integrability [49, 72].

Technically, one of the most effective tools turned out to be matrix models, working out these simple examples it was possible to develop a notion of check-operators. These operators act on the moduli space, and it turned out to be possible to mimic the action of various operators of the concrete theory by an action of check-operators [3, 4]. This framework allowed one later to realize many essential structures, from the topological recursion[5, 6, 40, 116] to dualities [44], from the wall-crossing formulas [45] to knot theory [45, 46, 51, 52, 53, 54, 55]. Moreover, it turns out that
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this approach provides a simple description of some standard objects like modular kernels [44] and of some standard procedures like quantization of Seiberg–Witten integrabilities [81], both the standard [89, 92, 110] and Whitham [49, 72, 81] ones. As predicted [84, 85, 103, 104, 105, 106], nowadays they proved important far beyond the matrix model context, where they were originally discovered. The same will definitely happen to the new insights of general value from matrix model theory, which we mostly restrict to in the present review. While 25 years ago one mostly dealt with integrability, Virasoro constraints (or loop equations, or Ward identities) genus expansions and spectral curves, today the top issues are check-operators, their action on spaces of solutions to the loop equations, the quantum spectral curves and quantized Whitham flows.

Returning to applications, these include, first of all, topological strings. Here one considers matrix models of a quite general form which are referred to as matrix model networks [14, 70, 98, 99, 100, 107]. These matrix model networks have many avatars: on one hand, they may serve as a tool to study (refined) topological strings [1, 11, 12, 13, 37, 56, 57, 58, 59, 115] and Nekrasov functions [41, 108, 109], on another hand, within the framework of quantum field theory, they describe supersymmetric quiver gauge theories of Seiberg–Witten type, and, at last, at the algebraic level their partition functions are associated [30, 38, 39, 60, 90, 94, 95, 96] with the conformal blocks of Virasoro/W and Ding–Iohara–Miki algebras. Interrelations between these subject is nothing but the AGT correspondence [2, 30, 38, 39, 60, 90, 93, 94, 95, 96, 122].

One can illustrate these relations with the best studied example of two-parametric deformations of Seiberg–Witten (SW) systems:

| Gauge theory | Integable system | Spectral curve | AGT dual |
|--------------|------------------|----------------|----------|
| Nekrasov function $(\epsilon_1, \epsilon_2)$ | quantum integrable systems + Whitham flows | degenerate conformal block equation | conformal matrix model, KP hierarchy |
| Quantum Seiberg–Witten system $\downarrow \epsilon_2 \to 0$ | quantum many-body integrable system, $\hbar = \epsilon_1$ | quantum spectral curve = Schrödinger (Baxter) equation | spectral dual to quantum integrable system |
| Seiberg–Witten system $\downarrow \epsilon_1 \to 0$ | classical finite-dimensional integrable system | spectral curve (+ Whitham flows) | spectral dual to classical integrable system |

Below we consider only the simplest realization of check-operators and their applications within the ordinary matrix models, not the matrix model networks. We demonstrate how to construct check-operators, to obtain SW systems and to generate quantum spectral curves using them. We also describe a simple application of check-operators: a derivation of the modular kernel in two-dimensional conformal field theory.

This paper is a review of earlier results mostly described in [3, 4, 7, 8, 44]. In particular, the check-operators (see examples in Sections 3.1 and 3.4 below) were introduced in [3, 4], where their properties were discussed. Among the check-operators, there is the main check-operator (see Section 3.5) with the crucial property (3.1). In a different situation, this main check-operator was discussed in [44].

2 Multiple solutions to the Virasoro constraints

2.1 Simplest example: the Hermitean matrix integral

Thus, we start with the simplest example of the Hermitean matrix model

$$Z = \int dM \exp[\text{Tr} V(M)],$$

(2.1)

where we parameterize

$$V(M) = \sum_{k=0}^{\infty} t_k M^k$$
so that there is a natural grading \([t_k] = k\) and \(dM\) is the Haar measure of integration over \(N \times N\) Hermitean matrices normalized to the volume of the unitary group \(U(N)\). \(t_k\) are here coefficients in the potential \(V(M)\) which can be treated either as a formal series or as a polynomial of large enough degree (in the sense of the projective limit).

This integral satisfies an infinite set of Virasoro constraints (= loop equations) \([10, 25, 31, 42, 61, 76, 91]\):

\[
L_n Z = 0, \quad n \geq -1, \\
L_n = \sum t_k \frac{\partial}{\partial t_{k+n}} + \sum_{a+b=n} \frac{\partial^2}{\partial t_a \partial t_b}, \\
\frac{\partial Z}{\partial t_0} = NZ.
\]

These operators \(L_n\) form a Borel subalgebra of the Virasoro algebra.

### 2.2 Solutions as formal series

The matrix model partition function is defined in (2.1) by a formal integral, which is still to be defined. Instead of this, we define it as any solution to the constraints (2.2). We also need to fix a class of functions where we look for these solutions. Let us consider power series solutions in all \(t_k\), i.e., we treat the integral (2.1) perturbatively with respect to the potential \(V(M)\). Then, there are no solutions to (2.2) at all! This is because the moments \(\langle M^k \rangle\) all diverge. One has to regularize them.

The simplest way to do this is to consider the Gaussian integral, i.e., make the substitution \(t_2 \rightarrow t_2 - \alpha\). Then,

\[
Z = \int dM \exp \left[ -\alpha \text{Tr} M^2 + \text{Tr} V(M) \right] = c_0 + c_1 t_1 + c_2^{(1)} t_1^2 + c_2^{(2)} t_2 + \cdots \\
= \sum_n \sum_{\Delta: |\Delta|=n} c_n^\Delta t_\Delta,
\]

where \(c\)'s are some coefficients of grading \(n\), which are constructed from the moments

\[
\int dM \exp \left[ -\alpha \text{Tr} M^2 \right] M^k,
\]

and \(\Delta\) is the Young diagram with lengths \(\delta_1 \geq \delta_2 \geq \cdots \geq \delta_k\), \(t_\Delta = \prod_{i=1}^k t_{\delta_i}\). Note that

\[
c_i \sim \alpha^{-i/2},
\]

which is evident by dimensional argument.

Parameter \(\alpha\) is the simplest example of a non-perturbative modulus. It is treated differently from the perturbative couplings \(t_k\), but not independent of them. It can appear in denominators of the coefficients, still \(\frac{\partial Z(\alpha|t)}{\partial t} = -\frac{\partial Z(\alpha|t)}{\partial \alpha}\).

### 2.3 More general (Dijkgraaf–Vafa) case

Let us now consider a more general Dijkgraaf–Vafa (DV) case, when a few first coefficients \(t_k\) are shifted \(t_k \rightarrow T_k + t_k\) so that the partition function (2.1) becomes \([27, 28, 29]\)

\[
Z_{DV} = \int dM \exp[\text{Tr} W(M) + \text{Tr} V(M)],
\]
where $W(M) = \sum^p T_k M^k$, and the integral is treated as a power series in $t_k$’s, but as a function of $T_k$’s. One also has to make the shift $t_k \to T_k + t_k$ in the Virasoro constraints.

Then, the coefficients are constructed from
\[
\int dM \exp[\text{Tr} W(M)] M^k,
\]
i.e., combinations of $T_k$’s appear in denominators. One understands these integrals as integrals over properly chosen contours at fixed $W(M)$. This means that the matrices may not be literally Hermitean, since their eigenvalues are not obligatory real.

### 2.4 How many solutions?

Now one can enumerate the solutions to (2.2) with $p$ first $t_k$’s shifted [7, 8]. One can state that solutions are parameterized by an arbitrary function of $p - 2$ variables $T_k$. The two variables are fixed by the only linear constraints
\[
L_0 Z = 0, \quad L_{-1} Z = 0,
\]
and all other constraints do not impose more restrictions, but serve as recurrence relations that allow one to evaluate all coefficients $c$. Thus, for $p = 2$ (the Gaussian case) there is a unique solution.

### 2.5 Technical tools: loop equations

One can rewrite the constraints (2.2) by introducing a generating functions of the connected correlators (resolvents) in the model (2.3):
\[
\rho^{(1)}(z) = \left\langle \text{Tr} \frac{1}{z - M} \right\rangle = \sum_{k=0}^{\infty} \frac{1}{z^{k+1}} \left\langle \text{Tr} M^k \right\rangle = \frac{1}{Z_{\text{DV}}} \hat{\nabla}_z Z_{\text{DV}} = \hat{\nabla}_z F, \]
\[
\rho^{(2)}(z_1, z_2) = \left\langle \frac{1}{z_1 - M} \text{Tr} \frac{1}{z_2 - M} \right\rangle_c = \hat{\nabla}_{z_1} \hat{\nabla}_{z_2} F, \]
\[\ldots,
\]
where
\[
\hat{\nabla}_z = \sum_{k=0}^{\infty} \frac{1}{z^{k+1}} \frac{\partial}{\partial t_k}, \quad Z_{\text{DV}} = \exp F.
\]

Then, the generating function for the constraints (2.2)
\[
[T(z) Z_{\text{DV}}]_- = 0, \quad T(z) \equiv \sum_{n=-\infty}^{+\infty} \frac{L_n}{z^{n+2}}
\]
can be rewritten in the form of loop equation
\[
\rho^{(1)}(z)^2 + \hat{\nabla}_z \rho^{(1)}(z) + W'(z) \rho^{(1)}(z) + \left[ W'(z) \rho^{(1)}(z) \right]_+ + \left[ V'(z) \rho^{(1)}(z) \right]_- = 0. \tag{2.4}
\]

Here the indices “+” and “−” denote the non-negative power and negative power parts of the expression accordingly.
3 Check-operators

3.1 Check-operator: acting on the space of solutions

At all \( t_k = 0 \), the last term in (2.4) vanishes, while the forth one
\[
f_{p-2}(z) = \left[ W'(z)\rho^{(1)}(z) \right]_+
\]
can be realized by the action of an operator \( \hat{R}_z \) in variables \( T_k \) which are moduli of solutions
\[
f_{p-2}(z) \equiv \hat{R}_z \mathcal{F}, \quad \hat{R}_z = -\sum_{a,b} (a + b + 2) T_{a+b+2} z^a \frac{\partial}{\partial T_b}.
\]

This is the first example of a check-operator [7, 8].

This operator is crucially important to make the loop equations closed: \( z \)-dependence of \( \rho \) depends on the action of \( \hat{R}_z \). At the same time, it affects the equation only “a little”: the corresponding piece is a polynomial of finite degree in \( z \), while the function \( \rho^{(1)}(z) \) is essentially non-polynomial (in fact, one would better consider \( \rho^{(1)}(z)dz \) as a 1-differential [5, 6, 40, 116], however, we do not discuss this kind of subtleties in the short review).

3.2 Classical spectral curve

Now let us define the classical spectral curve that describes the family of solutions to the matrix model\(^1\). To this end, one has to make the genus expansion by rescaling the variables
\[
(t_k, T_k) \rightarrow \left( \frac{1}{g} t_k, \frac{1}{g} T_k \right), \quad Z = \exp \left( \frac{1}{g^2} \mathcal{F} \right),
\]
and considering the free energy expansion
\[
\mathcal{F} = \sum_k g^{2k} \mathcal{F}_k.
\]

The leading term (planar limit) of this genus expansion (which corresponds to neglecting the second term in (2.4)) in the resolvent is
\[
\rho^{(1)}_0(z) = \frac{-W'(z) + y(z)}{2}
\]
at all \( t_k = 0 \), where
\[
y(z)^2 \equiv W'(z)^2 - 4f_{p-2}(z)
\]
determines the classical spectral curve. Generically, it is a hyperelliptic Riemann surface of genus \( p - 2 \). Note that this resolvent is defined as the generating function of correlators that are not just power series but functions of \( T_k \)'s.

Thus, the role of the check operator \( \hat{R}_z \) is exactly to provide the spectral curve. Loop equations then build \( \rho(z) \) from this curve by a specially devised canonical procedure, known as the AMM/EO topological recursion [5, 6, 40, 116]. Remarkably, as we demonstrate below, these same check operators describe not only the classical spectral curve, but also its quantization.

\(^1\)We remind here again that by the matrix model we mean the set of constraints (2.2).
3.3 Examples

Let us consider a couple of simplest examples.

- **Gaussian case:** $p = 2$, $f_0(z) = \text{const}$, $y^2 = z^2 - \text{const}$. This leads to the notorious semi-circle distribution [36], and the Riemann surface has genus 0, it is just sphere.
- **Cubic polynomial $W_3$ case:** $p = 3$, $f_1(z)$ is a linear function, the spectral curve is a torus, the space of solutions is described by a function of one variable.

Let us discuss a meaning of this last example [88]. In this case $p = 3$, and, in accordance with general theory, the solutions to the Virasoro constraints (2.2) are fixed by a choice of an arbitrary function of one variable. What does this mean in terms of matrix integral?

For the eigenvalue matrix models it reduces to an $N$-fold integral over eigenvalues $x_i$ of $M$. Each of them, $\int dx e^{W_3(x)}$, depends on the choice of integration contours. For this cubic exponential, there are two independent contours (corresponding to two Airy functions), and any contour is an arbitrary linear combination of these two. Thus, the partition function is expanded into basic partition function with $N$ eigenvalues in the integrand parted into two groups (two possible contours) consisting of $N_1$ and $N_2$ eigenvalues, $N_1 + N_2 = N$. This describes the two-cut (torus) solution, and there is only one independent variable, say, the fraction $N_1/N_2$. This is why the solutions are parameterized by an arbitrary function of one variable. Increasing the degree of $W$ we get more and more independent integration contours and thus more and more moduli in the space of solutions.

3.4 Summary of general properties

Now we can formulate the general properties of solutions to the Virasoro constraints (2.2) at fixed $p$ and their moduli space [3, 4].

i) Any solution is unambiguously labeled by an arbitrary function of $p - 2 \ T$-variables. This function can be associated with the free energy at all $t_k = 0$. We call it the *bare* free energy $\mathcal{F}^{(0)}(T)$.

ii) Solutions to the Virasoro constraints (or loop equations) are constructed from $\mathcal{F}^{(0)}(T)$ by an evolution operator $\hat{U}(T, t)$ that does not depend on $\mathcal{F}^{(0)}(T)$:

$$Z(T, t) = \hat{U}(T, t)e^{\mathcal{F}^{(0)}(T)}.$$

iii) The evolution operator $\hat{U}(T, t)$ is understood here as a power series in $t_k$ with the coefficients which can be completely expressed in terms of the unique operator $\hat{R}(x)$ with its non-local “function” $\hat{y}$

$$\hat{y} \equiv \sqrt{W'(x)^2 - 4\hat{R}(x)}, \quad \hat{R}(x) \equiv - \sum_{a,b=0} \frac{(a + b + 2)T_{a+b+2}x^a}{\partial \partial T_b},$$

its derivatives and $W'(x)$. Here $\hat{y}$ is defined as a power series at large $x$, see [3, 4] for the details.

3.5 Main check-operator

These general properties have an immediate consequence: they allow one to introduce the notion of the main check-operator [3, 4]. Indeed, one can construct the resolvent from the free energy
not only by the standard loop operator $\hat{\nabla}_z(t)$ acting on $t_k$’s, but also by a check-operator acting on the moduli $T_k$:

$$\rho^{(1)}(z) = \hat{\nabla}_z(t)\mathcal{F} = \hat{\nabla}_z(T)\mathcal{F}.$$  

This check operator is called main, and it is for construction of this operator from the spectral curve “bundle” over the moduli space, that the AMM/EO recursion procedure was later devised [5, 6, 40, 116]. It follows from the previous subsection that the main check-operator $\rho^{(1)}(z)$ is expressed through $y$, its derivatives and $W'(x)$. It is important to notice that $[\hat{\nabla}_z, \hat{\nabla}_z] = 0$, but $[\hat{\nabla}_z, \hat{\nabla}_z] \neq 0$. Hence, these operators are of different level of complexity, but the check-operator acts on a much smaller space. Unfortunately, many properties of the check-operator have not been well-studied yet, though some of them are already known.

### 3.6 Main property

It turns out that the main check-operator possesses a very crucial property [3, 4]:

$$\left[ \oint_{A_i} dz \hat{\nabla}_z, \oint_{B_j} dz \hat{\nabla}_z \right] = \delta_{ij}, \quad (3.1)$$

where $A_i$ and $B_i$ are the $A$- and $B$-cycles over the classical spectral curve $y^2 = W'^2(x) - 4\hat{R}(x)\mathcal{F}(0)$ and the statement has been checked at the vicinity of large $x$, i.e., it requires a kind of analytic continuation to the whole spectral curve.

### 4 Seiberg–Witten (SW) like solutions and integrable properties

#### 4.1 DV/SW system

The main check-operator property (3.1) immediately leads to the SW structure of the matrix models [22, 23, 24, 27, 28, 29]. Indeed, choose the basis of functions parameterizing the space of solutions to the Virasoro constraints (2.2) to be eigenfunctions of the $A$-periods of the main check-operator: $\oint_{A_i} dz \hat{\nabla}_z Z_a = a_i Z_a$, i.e., $\oint_{A_i} dz \hat{\nabla}_z \mathcal{F}_a = \oint_{A_i} dz \rho^{(1)}(z) = a_i$, then

$$\oint_{B_i} \rho^{(1)}(z) dz = \frac{\partial \mathcal{F}_a}{\partial a_i}.$$  

In the matrix model terms, the filling numbers $N_i$’s that we discussed in Section 3.3 are associated with

$$a_i = \oint_{A_i} \rho^{(1)}(z) dz.$$  

Let us stress again that we consider all the objects being formal series w.r.t. variables $t_k$’s, but functions of $T_k$’s, $N_i$’s, $a_i$’s.

#### 4.2 Integrable properties

As usual, the matrix models have clear integrable properties:

- $Z(N|t)$ (2.1) is a $\tau$-function of the Toda chain (as a formal series) with $N$ playing role of the discrete time [47, 64, 66, 67, 68, 69], while, in the DV case, it is a sum of $Z_a$ (introduced in the previous subsection) which is this $\tau$-function [97].
• $Z_{DV}(T_k, N_i)$ determines the SW system; hence, it satisfies the Whitham hierarchy [49, 72] in the planar limit, and $T_k$ are Whitham flows [22, 23, 24].

• In the planar limit, $Z_{DV}(T_k, N_i)$ as a function of $T_k$ and $N_i$ also satisfies [22, 23] the WDVV equations [32, 35, 121], which is typical for $\tau$-functions of Whitham hierarchies, and for the SW systems [78, 79, 80, 86].

• The Dijkgraaf–Vafa partition function $Z_{DV}(T_k, N_i)$ as the SW system is also associated with a many-body integrable system, classical [33, 48, 50, 82, 83] in the planar limit or quantum [81, 89, 92, 110], maybe even with the Whitham flows quantized [81] (see table in the Introduction). This quantization is realized by the check-operators.

5 Quantum spectral curves

The integrability of our matrix model allows one to define immediately the quantum spectral curve as an operator which cancels the Baker–Akhiezer function of the integrable system [47, 64, 66, 67, 68, 69, 71, 114]. Indeed, in our Toda chain case, the latter is defined through the $\tau$-function (the matrix model partition function) as (in this subsection $V$ denotes the potential with shifted coefficients, i.e., is a sum of $W + V$ in (2.3), and all the statements are treated in terms of formal series in $V$)

$$\Psi_{BA}(z) = e^{V(z)/2} \Psi(z),$$

where

$$\Psi(z) = \frac{Z(t - \frac{1}{k_0})}{Z(t)} = \frac{1}{Z(t)} z^N e^{\int \frac{1}{2} \hat{\nabla} \nabla Z(t) = \langle \det(z - M) \rangle.} \quad (5.1)$$

Here $\langle \cdots \rangle$ means the matrix model average. Since the Baker–Akhiezer function is proportional to the matrix model average of the determinant, one of the lessons is that this average also satisfies the quantum spectral curve equation.

From the Virasoro constraints (2.2), the quantum spectral curve looks like

$$\left[ \partial_z^2 + V'(z) \partial_z + \tilde{R}_z \right] \Psi(z) = 0 \quad (5.2)$$

and, then, the equation for the Baker–Akhiezer function is

$$\left[ \partial_z^2 - \frac{1}{2} V''(z) + \frac{1}{4} V'(z)^2 - \frac{1}{2} [\tilde{R}_z V(z)] + \tilde{R}_z \right] \Psi_{BA}(z) = 0.$$

In the classical (planar) limit, $\partial \log \Psi(z) = \rho_{0}^{(1)}(z)$ and equation (5.2) turns into the classical spectral curve (planar loop equation):

$$\rho_{0}^{(1)}(z)^2 + V'(z) \rho_{0}^{(1)}(z) + \tilde{R}_z \mathcal{F} = 0.$$  

Note that, in integrable terms, $\tilde{R}_z$ contains the derivatives w.r.t. the Whitham times.

6 Quantum curves from degenerate conformal blocks

In the previous sections, we demonstrated what is the check-operator technique in the simplest example of matrix models. In the next two sections we illustrate it in a more involved example of two-dimensional conformal field theories [9, 21, 26, 102, 123]. The conformal block in this theory is also described by a matrix model, however, being a function, not just a formal series has more tricky global behaviour. This is one of the avatars of the AGT correspondence [2, 93, 122], which implies that the conformal block can be described as a $\beta$-ensemble of the Dotsenko–Fateev type [30, 34, 38, 39, 60, 90, 94, 95, 96].
6.1 AGT and degenerate conformal blocks: quantum spectral curve

Conformal block. The n-point conformal block \( G(x_k, \Delta; \Delta_i; c) \) \([9, 21, 26, 102, 123]\) depends on the external conformal dimensions \( \Delta_i \), on the internal dimension \( \Delta \), on the central charge \( c \) and on \( n - 3 \) double ratios \( x_k \) of points. These variables are most conveniently parameterized (in particular, from the point of view of the AGT correspondence) as \( \Delta = (Q - \alpha)\alpha, \ c = 1 + 6Q^2 \), \( Q = b - 1/b \), the primary fields can be written in terms of the free field \( \phi(z) \) as \( V_\alpha(z) = e^{i\alpha\phi(z)} \); and \( \ldots \) denotes the normal ordering.

Degenerate conformal block and the spectral curve. Let us suppose that one of the fields in the conformal block is degenerate at a level \( L \), which means it is simultaneously a primary field and a level \( L \) descendant. Then, the corresponding conformal block satisfies an equation of order \( L \) \([9, 21, 26, 102, 123]\). For instance, \((b^2L^2 - L_{-2})V_{1/26}(z)\) is a primary field, i.e., \( V_{1/26}(z) \) is degenerate at the second level. Then, the equation for the 5-point block with the degenerate field at \( z \):

\[
\left[ b^2z(z - 1)\partial^2 + (2z - 1)\partial_z - \frac{q(q - 1)}{z - q} \partial_q + \text{rational function of } q \right] G_5(z|0, q, 1, \infty) = 0, \tag{6.1}
\]

Comment on Toda quantum spectral curve. In the limit when all \( \Delta_i \to \infty \), this equation is reduced to the non-stationary Schrödinger SU(2) periodic Toda chain equation

\[
\left( \partial^2_z - 2\Lambda^2 \cosh z + \frac{1}{4} \frac{\partial}{\partial \Lambda} \right) G^{\text{Toda}}_5 = 0,
\]

where \( \Lambda \) is the limit of a properly rescaled variable \( q \). This is the quantum spectral curve for the SU(2) periodic Toda chain, while \( \log \Lambda \) is known to play the role of the first Whitham time in the Seiberg–Witten theory.

6.2 Conformal matrix model

Now let us note that the quantum spectral curve (6.1) is the curve for a matrix model, namely for the conformal matrix model \([15, 16, 17, 30, 38, 39, 60, 65, 77, 90, 94, 95, 96, 101]\):

\[
G_4(0, q, 1, \infty) = q^{2\alpha_1\alpha_2}(1 - q)^{2\alpha_2\alpha_3} \prod_i \int du_i \Delta^{2\alpha}(u)_2 \alpha_1(1 - u_i)^{2\alpha_3}(q - u_i)^{2\alpha_2}, \tag{6.2}
\]

where \( \Delta(u) \) is the Van-der-Monde determinant and the integrals over \( u_i \)'s part into groups: there are two integration contours, \([0, q]\) and \([0, 1]\). Then, \( \alpha, \alpha_4 \) are related to the number of these contours:

- there are \( N_1 \) contours \([0, q]\) with \( bN_1 = \alpha - \alpha_1 - \alpha_2 \),
- there are \( N_2 \) contours \([0, 1]\) with \( bN_2 = Q - \alpha - \alpha_3 - \alpha_4 \).

\( N_1 \) and \( N_2 \) are associated with the Dijkgraaf–Vafa \( N_i \) (see Section 3.3). Since the \( \beta \)-ensemble (6.2) can be presented in the form

\[
G_4 = \left\langle V_{\alpha_1}(0)V_{\alpha_2}(q)V_{\alpha_3}(1)V_{\alpha_4}(\infty) \left( \int_0^q V_b(u)du \right)^{N_1} \left( \int_0^1 V_b(u)du \right)^{N_2} \rightangle_{\text{CFT}},
\]
where \( \langle \cdots \rangle_{\text{CFT}} \) denotes averaging in the free field theory and \( \int V_b(u)du \) is a screening charge, it is nothing but the four-point conformal block \([30, 38, 39, 60, 90, 94, 95, 96]\). At the same time, the degenerate five-point conformal block \( G_5 = \langle V_{1/2b}(z) \cdots \rangle_{\text{CFT}} \). Since \( \langle V_{1/2b}(z)V_b(u) \rangle_{\text{CFT}} = z - u \), one immediately obtains \( G_5 = \langle \det(z - u) \rangle \). From (5.1) one knows that the matrix model average of the determinant satisfies the equation for the quantum spectral curve. Hence, the equation (6.1) for \( G_5 \) is exactly the quantum spectral curve for the Dotsenko–Fateev (or conformal) matrix model (6.2).

7 Modular kernels in conformal field theory

Now we are ready to use the developed technique to derive the modular kernel in conformal theory.

7.1 Modular kernel for 4-point conformal block

The modular kernel is defined for the modular transformation \( S: x \rightarrow 1 - x \) by the formula

\[
G_4(x, a; a_i, b) = \int da' K(a, a'; a_i, b)G_4(1 - x, a'; a_i, b),
\]

and we use the notation \( a_i = \alpha_i - Q/2 \).

**Explicit expression for modular kernel.** The explicit expression for the four-point conformal block was obtained by a tedious work in \([117, 118]\) and has the form

\[
K(a, a'; a_i, b) = 4 \sinh(2\pi a'/b) \sinh(2\pi ba') \frac{S_b(u_1)S_b(u_2)}{S_b(v_1)S_b(v_2)} \int dx \prod_{i=1}^{4} \frac{S_b(x - \xi_i)}{S_b(x - \zeta_i)},
\]

where \( S_b(x) \) is the double sine function \([62, 63, 73, 74, 75, 119]\), \( u_i, v_i, \xi_i, \zeta_i \) are linear functions of \( a_i, b, a, a' \), and the choice of integration contours is quite tricky \([117, 118]\).

**Representation of \( G(x, a; a_i, b) \) as a \( \beta \)-ensemble with \( \beta = b^2 \).** One can also calculate the modular kernel from the matrix model representation of the conformal block (6.2) perturbatively in the genus expansion term by term \([43, 111]\), the result being quite surprising: the modular kernel in all orders of the expansion is the Fourier kernel:

\[
K(a, a'; a_i, b) = e^{2\pi i a a'}.
\]

This result seems to contradict the result of \([117, 118]\), and we now explain the reason for the difference and derive the result of \([117, 118]\) in a simple way in a simpler case of the one-point conformal block on torus.

7.2 1-point toric conformal block

We consider the one-point toric conformal block, which has the following series expansion

\[
G(\tau, a; \mu) = 1 + q \left( \frac{\Delta_{\text{ext}}(1 - \Delta_{\text{ext}})}{2\Delta} + 1 \right) + O(q^2)
\]

with \( \Delta_{\text{ext}} = \mu(Q - \mu) \), and \( q = \exp i\pi \tau \), \( \tau \) being the torus modular parameter. In terms of the AGT dual gauge theory, \( \mu \) is the adjoint hypermultiplet mass. The modular transformation of the conformal block now is given by the modular transformation of torus:

\[
G(\tau, a; \mu) = \int da' K(a, a'; \mu)G(-\tau^{-1}, a'; \mu).
\]
Explicit expression for modular kernel. This time the explicit expression for the modular kernel due to [120] is

$$K(a, a'; \mu) \sim \int \frac{d\xi}{S_b(\xi + \mu/2 - a') S_b(\xi + \mu/2 + a')} e^{4\pi ia\xi}. \quad (7.1)$$

Modular kernel from $\beta$-ensemble. One can again get the modular kernel from the $\beta$-ensemble realization of the conformal block [43, 111]. In this case, the essential point is that the conformal block differs from the partition function of the $\beta$-ensemble by a normalization factor [44]

$$G(\tau, a; \mu) = \frac{1}{N(a)} Z(\tau, a; \mu), \quad N(a) = \frac{\Gamma_b(2a + \mu) \Gamma_b(2a + Q - \mu)}{\Gamma_b(2a), \Gamma_b(2a + Q)}$$

where $\Gamma_b(x)$ is the Barnes double gamma function [18, 19, 20, 62, 63]. The partition function turns out again to be transformed in the genus expansion by the pure Fourier transform

$$Z(\tau, a; \mu) = \int da' e^{2\pi ia'd'} Z(-\tau^{-1}, a'; \mu),$$

i.e., the modular kernel appeared to be purely exponential. We now see why this is not quite the case and explain how to correct the calculation.

7.3 An archetypical example

An archetypical example of duality is provided by the pair of operators constructed from the coordinate and momentum, $\hat{A} = e^{i\hat{P}}$ and $\hat{B} = e^{i\hat{Q}}$, with the commutation relation

$$\hat{A}\hat{B} = e^{ih}\hat{B}\hat{A}. \quad (7.2)$$

Then, their eigenfunctions are related by the Fourier transform in the eigenvalue space:

$$\hat{A}Z_a(Q) = e^{ia} Z_a(Q), \quad \hat{B}Z_{a'}(Q) = e^{ia'} \hat{Z}_{a'}(Q) \quad (7.2) \Rightarrow Z_a(Q) = \int e^{ia'a} \hat{Z}_{a'}(Q) da',$$

which can be easily checked by the direct calculation of the eigenfunctions:

$$Z_a(Q) = e^{-\frac{iQa}{h}}, \quad \hat{Z}_{a'}(Q) = \delta(Q - a').$$

Check-operators. One, however, does not need to calculate the eigenfunctions in order to determine what is the transformation kernel. Instead, one can substitute the two operators by their representatives in the eigenvalue space, which reproduce the right commutation relations:

$$\hat{A} = e^{ia}, \quad \hat{B} = e^{h\frac{\partial}{\partial a}}.$$

Then the transformation kernel $M(a, a') = e^{ia'a}/h$ is simply obtained from the equation

$$\hat{A}(a) M(a, a') = \hat{B}(a') M(a, a'). \quad (7.3)$$

7.4 Conformal block as an eigenfunction

The conformal block turns out to be an eigenfunction of some operator $\mathcal{L}_A$:

$$\mathcal{L}_A G = \lambda G, \quad \mathcal{L}_B G = \Lambda(\partial_\lambda) G,$$
which is constructed, similarly to the previous subsection, from the canonical pair of operators [44]. Taking into account the matrix model (β-ensemble) representation of the conformal block, it is natural that this pair is given by periods of the main check-operator, (3.1). Hence,

Claim.

\[ \mathcal{L}_\gamma = e^{b \oint_A d z \nabla_z} \cdot \]

Since \([\mathcal{L}_A, \mathcal{L}_B] = 1\), one obtains that \(K(a, a'; \mu)\) is the Fourier exponential. This is what was obtained perturbatively [43, 111], and it was a pretty tedious calculation!

Subtlety. Now one has to ask why (7.1) is not the exponential. The answer is hidden in the analytic properties of the partition function: the conformal theory is invariant with respect to the reflection \(a \to -a\), but there are two different main check-operators

\[ \oint_A d z \nabla_z^0 Z_0^{(\pm)} = a Z_0^{(\pm)}, \quad \oint_A d z \nabla_z^0 Z_0^{(-)} = -a Z_0^{(-)}, \]

and two different branches of the β-ensemble partition function, i.e., \(G\) is globally defined but \(Z(a)\) is not! There are two branches at \(a > 0\) and \(a < 0\). Thus, one should naturally act with a sum of two exponentials of the two main check-operators and take into account the normalization factor \(N(a)\) that recalculate the action of \(\nabla_z\) from the partition function to the conformal block:

\[ \mathcal{L}_\gamma = \left[ \frac{1}{N(a)} e^{b \oint_A d z \nabla_z^0} N(a) + \frac{1}{N(-a)} e^{-b \oint_A d z \nabla_z^0} N(-a) \right] \cdot \]

### 7.5 Modular kernel for the torus conformal block

Now we are ready to calculate the exact modular kernel [44]. First of all, one can realize the periods of check-operators in the space of eigenvalues similarly to (7.3):

\[ \oint_A d z \nabla_z^\pm \to \pm 2 \pi i a, \quad \oint_B d z \nabla_z^\pm \to \pm \frac{1}{2} \partial_a. \]

Thus, one obtains

\[ \mathcal{L}_B = \frac{\Gamma(2ab)\Gamma(bQ + 2ab)}{\Gamma(b\mu + 2ab)\Gamma(bQ - \mu + 2ab)} e^{b \oint_A d z \nabla_z^0} + (a \to -a). \]

Since \(\mathcal{L}_A' = \cos 2\pi ba\), we can find the modular kernel from the equations (7.3), which becomes

\[ \frac{1}{2} \left( \frac{\sin 2\pi b(a - \mu/2)}{\sin 2\pi ba} e^{-\frac{b}{2} \partial_a} + \frac{\sin 2\pi b(a + \mu/2)}{\sin 2\pi ba} e^{\frac{b}{2} \partial_a} \right) K(a, a') = \cos 2\pi ba' K(a, a'). \]

At large \(a\), only one exponential survives giving the pure exponential kernel (see next corrections in [113, 112]). The solution of the full equation is immediately constructed [44] and is given by

\[ K(a, a'; \mu) = \int d \xi C_1(\xi) C_2(a') \frac{S_b(\xi + \mu/2 - a') S_b(\xi + \mu/2 + a')}{S_b(\xi + Q - \mu/2 - a') S_b(\xi + Q - \mu/2 + a')} e^{4\pi i a \xi}, \]

where \(C_1(\xi)\) is an arbitrary periodic function with period \(b\) and \(C_2(a')\) is an arbitrary function. This result coincides with formula (4.41) in [120] at \(C_1 = C_2 = 1\). Further details can be found in [112, 113].
8 Conclusion

In this review, we introduced and explained the very important notion of check-operator: the operator that acts on the moduli space of theories (or vacua/solutions). We constructed the operator manifestly in the simplest example of the Hermitian matrix model and in a more involved example of the two-dimensional conformal field theory, and demonstrated its use by deriving the corresponding Seiberg–Witten structures and the quantum spectral curves. We also illustrated the usefulness of the concept by a simple evaluation of the kernel of modular transformation of the conformal blocks done in terms of the check-operators. The calculation used the wonderful relation (3.1), which provides the impressive example of the properties and the relevance of check-operators for the quantization theory.
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