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Abstract
Tool use is an important milestone in the evolution of intelligence. In this paper, we investigate different modes of tool use that emerge in a reaching and dragging task. In this task, a jointed arm with a gripper must grab a tool (T, I, or L-shaped) and drag an object down to the target location (the bottom of the arena). The simulated environment had real physics such as gravity and friction. We trained a deep-reinforcement learning based controller (with raw visual and proprioceptive input) with minimal reward shaping information to tackle this task. We observed the emergence of a wide range of unexpected behaviors, not directly encoded in the motor primitives or reward functions. Examples include hitting the object to the target location, correcting error of initial contact, throwing the tool toward the object, as well as normal expected behavior such as wide sweep. Also, we further analyzed these behaviors based on the type of tool and the initial position of the target object. Our results show a rich repertoire of behaviors, beyond the basic built-in mechanisms of the deep reinforcement learning method we used.

Introduction
The ability to solve a task using different types of tools indicates high cognitive function, including the ability to reason and perceive what is best to use for a job. In non-human species, Corvids such as the New Caledonian crows have been observed to not only be able to use different types of tools (Holzhaider et al. 2008) but also to make new tools from existing materials to gain access to food (Mehlhorn et al. 2010; von Bayern et al. 2018). Primates such as chimpanzees and Capuchin monkeys have also been seen to exhibit such behavior (Sirianni, Mundry, and Boesch 2015; Luncz et al. 2016).

In artificial intelligence research, there is an increasing interest in tool use. Work by Nishide et al. (2011) focused on the tool-body assimilation aspect where they used self-organizing maps to extract the information from visual input to identify different type of tools, followed by recurrent neural networks for learning the dynamics, and a hierarchical neural network for tool-body assimilation (this work served as the main motivation for our work reported here). Saponaro et al. (2017) used a visual and motor mechanism to represent different hand postures to generalize tool affordance learning (for affordance, see Gibson 1977). Recent work of Xie et al. (2019) demonstrated a robot that can learn from demonstration to use novel objects as an improvisational tool to complete a simple sweeping task. Wicaksono and Sammut (2016) used inductive logic programming to model the learning but the study is limited in that each tool is learned separately and the trained robot can only handle one type of tool for each trained model. Baker et al. (2020) showed that with standard deep reinforcement learning, together with multi-agent competition, can exhibit rich collaborative tool use behavior, even when the game rule was very simple. However, in their work, the tools were boxes, ramps, and walls, and the only mode of interaction with the tool was pushing and pulling these objects.

In our paper, we investigate tool use behavior using standard deep RL algorithms, as in Baker et al. (2020). One key difference with Baker et al. is that our agent is a jointed limb with a gripper which has to grasp a tool and wield it to reach and drag an object, so that the agent has to be more deliberate than simple pushing/pulling. Our main focus is on how different affordances offered by different types of tools (T-, L-, and I-shaped tools) and the environment affect the behavior of the deep RL agent (in our previous work, we considered T-shaped tool only, and did not include extensive behavioral analysis; Nguyen, Yoo, and Choe 2019). We show that, with standard deep RL and simple rewards, the agent can exhibit novel behaviors such as hitting, throwing, and exaggerated movement to compensate for the shortcoming of specific tools. Our quantitative analysis indicates that these emergent behaviors are largely necessitated by the different affordances of the tools and the task situation.

Methods
Task Environment
The environment introduces (similar to our prior work Nguyen, Yoo, and Choe 2019) a robot with a three-joint arm with one gripper (which has its own joint), three types of tools (T-, L-, and I-shaped tools [only T-shaped in Nguyen, Yoo, and Choe 2019]), and a small target object, all enclosed in a rectangular arena (figure 1). The task of the agent is to try to grasp the tool and use it to drag the object down to the target area, which is the bottom of the arena. The target is initially placed beyond the reach of the gripper, so tool use is necessary.
Each state $S$ (the input) at time $t$ provided to the agent by the environment consists of 4 consecutive snapshots of the environment: 4 images and 4 proprioceptive and/or kinesthetic feedbacks (joint position and angular velocity). The visual inputs are acquired using the image frames of the scenes, and the proprioceptive/kinesthetic feedbacks are computed from the information provided by OpenAI’s MuJoCo-py API. Pixel inputs are normalized by dividing by 255, and proprioceptive feedbacks are normalized by using running estimates of their means and standard deviations.

The movements were in a continuous action space. The actions include four continuous values where three of them are the torques that apply to the three joints on the agent’s limb. The fourth action value is applied to the gripper joint and considered as a discrete value where 1.0 is applied to close the gripper if the action input for the joint is greater than 0, otherwise -1.0 is applied to open the gripper. Since the actions are in continuous space, their values are produced by sampling multidimensional normal distributions (4 in this case) with $\mu_i$ and $\sigma_i$ being the mean and standard deviation of the $i$-th normal distribution, generated by the reinforce-

Learning algorithm (the policy network).

ACKTR was introduced by [Wu et al. 2017] where the method showed higher performance than other state-of-the-art reinforcement learning approaches such as A2C (Mnih et al. 2016), PPO (Schulman et al. 2017), and TRPO (Schulman et al. 2015a). The modified version of ACKTR we used turns the original ACKTR into a synchronous ACKTR (Kostrikov 2018). This method gives us the benefit of A2C, where it creates multiple versions of the agent to interact with multiple versions of the environment to learn more efficiently. At the same time, it still preserves all the advantages that the original ACKTR has.

The Actor-Critic architecture we used is shown in figure 1. The Actor and Critic share the same block that contains 3 Conv+Pooling layers (55×48 RGB image input [4 frames], 32 channels with 8×8 receptive field [RF], 64 channels with 4×4 RF, 32 channels with 3×3 RF) followed by a 512-neuron fully connected (FC) layer, each with Leaky ReLU activation. The Actor model (policy network) consists of three FC layers (64 neurons, 64 neurons, and 8 output neurons) with Tanh activation. The Critic (value network) has three FC layers (64 neurons, 64 neurons, and 1 output neuron) with Leaky ReLU activation. The last FC layer of the Actor model learns a Gaussian distribution. It returns the mean and standard deviation for the actions while the last FC layer of the Critic returns one value that is used to assess the performance of the Actor. Both the shared Conv output and the proprioceptive inputs are normalized before they are fed into the value network and the policy network. This unit utilizes the standard score normalization formula to normalize the input: $x' = \frac{x - \mu}{\sigma}$, where $x'$ is the normalized data, $x$ is the original data, $\mu$ is the mean of the input, and $\sigma$ is the standard deviation of the input. This helped with the convergence of the network during training.

At time $t$, reward $r_t$ (more details below) and state $S_t = 4*\{\text{visual input}, p^L_1, p^L_2, p^L_3, p^R_1, v^L_1, v^L_2, v^L_3, v^R\}$ (visual and optional proprioceptive/kinesthetic inputs) are generated, then fed into the policy and the value network. Next, the policy network produces the stochastic policy $\pi(A_t | S_t, \theta)$. The actions $A_t$ are sampled from the multidimen-
normal distribution. The sampled action vector $A_t$ are fed into the advantage function and used to perform the next action. The value network estimates the value of the state $v(S_t, w)$, which is fed into the advantage function. The advantage function $A^\pi(S_t, A_t)$ accumulates the values of $A_t$, $v(S_t, w)$, and the reward $r_t$ for $k$ time steps, then use them to update the policy and value network using the natural gradient for the trust region. The environment receives the sampled action vector $A_t$, takes the next step, and produces the new state and reward $(S_{t+1}$ and $r_{t+1})$.

First, we define subtasks $r_{eq1}$ through $r_{eq4}$ based on the various body, tool, and target position: $p_1$ is the pinch position of the gripper, $p^L_T$ is the position of the left claw of the gripper, $p^R_T$ is the position of the right claw of the gripper, $p_H$ is the position of the tool handle, $p_2$ is the position of the tool end-effector, $p_3$ is the position of the object, and $p_4$ is the position of the target (arena’s bottom).
The reward function utilizing the subtasks above are as follows. Note that none of the body, tool, or object positions are provided directly to the agent (these have to be determined by the agent on its own, based on the visual input).

\[ r_\rho = \begin{cases} 
300 + k_s (s_{\text{max}} - s_k), & \text{if } (4) \\
1.5 + 1.5 \times r_{c,3}, & \text{if } -(4) \land (3) \\
0.25 + 1.25 \times r_{c,2}, & \text{if } -(4) \land -(3) \land (2) \\
0.125, & \text{if } -(4) \land -(3) \land -(2) \land (1) \\
0.125 \times r_{c,1}, & \text{otherwise}
\end{cases} \]

(5)

where: \( \rho = \{ p_\overleftarrow{\overrightarrow{D}}, p_\overleftarrow{\overrightarrow{I}}, p_\overleftarrow{\overrightarrow{R}}, p_\overrightarrow{\overrightarrow{I}}, p_\overrightarrow{\overrightarrow{R}}, p_\overleftarrow{\overrightarrow{D}}, p_\overleftarrow{\overrightarrow{I}}, p_\overrightarrow{\overrightarrow{I}}, p_\overrightarrow{\overrightarrow{R}} \} \), \( k_s \) is a constant used to weight the speed of the task completion. It is set to 3.0 in our experiment, \( s_{\text{max}} \) is the maximum time step for each episode (500 steps), \( s_k \) is the time steps so far, \( r_{c,1} = 1 - \tanh^2(\| p_\overleftarrow{\overrightarrow{D}} - p_\overrightarrow{\overrightarrow{D}} \|_2 / k_w) \) \( r_{c,2} = 1 - \tanh^2(\| p_\overleftarrow{\overrightarrow{I}} - p_\overrightarrow{\overrightarrow{I}} \|_2 / k_w) \) \( r_{c,3} = 1 - \tanh^2(\| p_\overleftarrow{\overrightarrow{R}} - p_\overrightarrow{\overrightarrow{R}} \|_2 / k_w) \) \( k_w \) is a constant that is set to the width of the arena.

We trained the networks with the modified ACKTR learning algorithm. ACKTR with Generalized Advantage Estimator (GAE: [Schulman et al. 2015b]) computes an estimator of the \( k \)-step discounted advantage (equation 4) and use equation 7 to compute the GAE which is the reduced sum of discounted Temporal Difference residuals

\[ A^{(k)}_t = \sum_{i=0}^{k-1} \gamma^i \delta_{t+i} \]

(6)

\[ A^{\text{GAE}}(\gamma, \lambda) = \sum_{i=0}^{\infty} (\gamma \lambda)^i \delta_{t+i} \]

(7)

where \( \lambda \) is a smoothing parameter used for reducing the variance \( 0 \leq \lambda \leq 1 \), \( \gamma \) is the discount factor constant, and \( \delta_{t+i} = r_t + \gamma V(s_{t+1}) - V(s_t) \).

The advantage of using Generalized Advantage Estimation is that adjusting the smoothing parameter \( \lambda \) might help reduce the variance and lower the biased estimates, which would improve the sample efficiency of Policy Gradient methods significantly.

Experiments and Results

First, we report the success rate, the mean reward, and the mean episode length of each tool when handled by the trained agent (the same agent was trained to use all three tools). The next step is to quantify the types of behaviors that were displayed by the trained agent while using each tool. The purpose is to examine the environmental condition and the properties of the tools that trigger such behavior. We conducted visual inspection of the episodes to produce a rough interpretation of the agent’s strategy in solving the task to support the analysis, and how the tool affordance affected the emergent strategies.

Multiple training sessions were conducted. Each session used twelve workers corresponding to the number of threads. Since the reinforcement learning method that we used is asynchronous, each worker runs on a different incarnation of the environment. The number of training threads was divided equally between the types of tools to balance the overall experience provided to the agent. As such, three of the threads were dedicated to training the agent to use the T-shaped tool. Three others were dedicated the L-shaped tool with the end effector pointing to the right and three for the L-shaped tool with the end effector pointing to the left. The rest was for the I-shaped tool.

The number of maximum time steps for an episode was 500, where a time step is equivalent to 10 simulated milliseconds. If the agent finishes its task before reaching the maximum time steps, the remaining time is treated as extra reward. During each training session, the average reward and the average episode length over the threads were recorded.

Each training session ran for 19,000 episodes (Intel Core i7-8700K CPU @ 3.7GHz×12, Nvidia GTX 1080-Ti GPU with 11GB memory, RAM 32GB, typical training time of 7 days). An episode is considered to be successful if requirement 4 (equation 4) is satisfied, and the total number of time steps is within 500. In all of the five runs, the training successfully converged. On average, training reached a reward of approximately 800 after 19,000 training iterations (note: baseline reward is 300 for just moving the object to the target location; equation 5).

Training results

Figure 2 shows the training results from five training sessions. All of the sessions successfully converged. According to the plot, the training becomes relatively stable after 10,000 episodes with an average reward of approximately 800. To solve the task, the agent must satisfy requirement 4. When the agent finishes the task early (less than 500 time-steps), it will receive a bonus that is proportion to the extra time steps. Additionally, figure 2 depict the length of the episode of all five runs. Note that these results show the overall performance of the agent using the three given tools, not performance specific to a certain tool.

Quantitative Analysis of Behavior

Performance by tool type: Table 1 shows the success rate of the trained agent in handling the three tools over 100 episode runs. An episode is considered as completed if the
last requirement (equation 4) is satisfied. From the left to the right, the success rate of the T-shaped tool, L-shaped tool, and I-shaped tool are shown. The T-shaped tool has the highest success rate (62%), followed by the L-shaped tool (50%), and the I-shaped tool has the lowest success rate (45%). This result indicates that the T-shaped tool provides the best option to complete the task. This is expected since the T-shaped tool has the shape and physical features that are more advantageous than the other two tools when it comes to dragging the target object from different positions.

Table 1 also shows the average episode length of the agent when handling each of the three tools over 100 episode runs. An episode finishes when the agent satisfies the last requirement (equation 4) before the time limit is reached (500-time steps). From the left to the right, the episode length when the agent use the T-shaped tool (280.92), the L-shaped tool (302.51), and the I-shaped tool (374.56). Note that the shorter the episode length, the better it is since the agent finishes the task early and get extra reward bonus. Overall, the T-shaped tool enabled the trained agent to solve the task more effectively and faster compared to the other two tools.

| Tool Type       | T-shaped   | L-shaped   | I-shaped   |
|-----------------|------------|------------|------------|
| Success rate    | 62%        | 50%        | 45%        |
| Reward          | 943.2      | 806.2      | 644.7      |
| Episode Length  | 280.92     | 302.51     | 374.56     |

Table 1: Results by Tool Type (mean over 100 episodes)

L-shaped Tool (I-like and T-like Use): Over the 50 successful episodes of the agent handling the L-shaped tool, we observed that when the tool’s end effector points toward the target object the agent exhibit the same hooking behavior similar to the T-shaped tool case (figure 4 Top). However, when the tool’s end-effector pointed away from the target object (figure 4 Bottom) the agent usually expresses two interesting behaviors. We named the first behavior as Act-Like-I behavior to describe the way the agent uses the L-shaped tool in the same manner as the I-shaped tool. It reaches and grasps the tool then uses the body of the tool to wipe down the target object. On the other hand, we named the other behavior as Maneuver behavior (figure 5) where the agent navigate the tool to the other side of the target object so that the tool’s end-effector points toward the target object. This way, the agent can effectively use the tool to hook on the target object and drag it down to the bottom of the arena.

Table 2 presents the quantitative analysis results of the trained agent’s behaviors when it handles the L-shaped tool while the tool tip points away from the target object. Over 20 successful episode, 60% of the time the agent exhibit the Act-Like-I behavior while 40% of the time, the agent display the Maneuver behavior. Going further into the details, table 2 shows that when the agent displays the Maneuver behavior, the target object is located in the upper half of the arena 52.5% of the time and the target object is located in the lower part of the arena 7.5% of the time. This result indicates that when the target object is located in a position that is high above the agent, the most effective approach to gain access to the target object is to take advantage of the tool’s end effector. In this case, the agent will maneuver the tool to hook on to the target object. If the agent uses the other approach (Act-Like-I), the target object might slip out of the control of the tool, thus resulting in a failed episode.

| Mode            | I-like use | T-like use |
|-----------------|------------|------------|
| Upper Arena     | 3.33%      | 52.5%      |
| Lower Arena     | 36.67%     | 7.5%       |
| Overall         | 40%        | 60%        |

Table 2: L-shaped Tool Use Modes when Tip of L is Facing Away from Object
the target object is located in the upper part of the arena. This can be explained as when the target object position is low, it is easier for the agent to just use the tool to wipe the target object down instead of taking the complicated step of maneuvering the tool to the other side.

**I-shaped Tool (Wide Sweep and Hitting):** Table 3 shows the break down of the behaviors that occur while the trained agent uses the I-shaped tool. The most common behavior is the Wide-Sweep behavior (happens 71.11% of the time; figure 9), followed by the hitting behavior (happens 11.11% of the time; figure 10) and other behaviors occur approximately 17.78% of the time. Since the I-shaped tool is the hardest to use among the three tools (according to the success rate in table 1) due to the lack of the hook-like tip, the agent has to develop a strategy to compensate for the tool’s disadvantages. The wide-sweep behavior is an example in this case as making wide sweep does help with preventing the target object from slipping out of its control. On the other hand, the hitting behavior exhibited by the trained agent while handling the I-shaped tool might indicate the ability to exploit the physics of the environment. This property of the I-shaped tool enables the agent to use the tool tip at the other end to hit the target object down as if using a bat.

Table 3 also shows these behaviors when using the I-shaped tool in relation to the target object positions. According to the plot, wide-sweep behavior appears the majority of time in the upper part of the arena (55.56%) and the rest (15.56%) in the lower part of the arena. When the target object is located high above the agent, it makes sense that the agent has to extend its arm longer to make wider sweep with the target object in order to keep it from slipping. In contrast, the hitting behavior observed in the I-shaped tool scenarios happens most often when the target object is placed in the lower part of the arena (8.89%) and some times in the upper part (2.22%). The other less occur behaviors take 17.78% of the time.

![Table 3: I-shaped Tool Use Modes](image)

**Correcting and Throwing Behaviors:** Two other less common behaviors that were observed in all types of tools are throwing and correcting. These behavior appear less frequent compared to other major behaviors. The throwing behavior is described as when the agent, after grasping the tool, moves and throws the tool to hit the target object resulting in the target object slide to the bottom of the arena thus completing the task (figure 9). This behavior might have been the result of the fact that requirement in itself does not require that the agent keep holding on to the tool when the target object is already at the bottom. Table 4 shows that the throwing behavior only happens when the trained agent handle the L-shaped and I-shaped tools (2% for the L-shaped case and 11.11% for the I-shaped tool case.). The last behavior that is investigated in this study is the Correcting behavior (figure 8). As its name suggests, this behavior indicates that the agent can correct itself nudging the object away and then coming back to drag it. From our experimental results, this behavior happens most frequently when the trained agent uses the T-shaped tool (9.68% of the time). In the case of the L-shaped tool, it happens 6% of the time and 11.11% of the time for the I-shaped tool.

![Table 4: Throwing and Correcting Behavior by Tool Type](image)

**Example Behaviors**

**T-shaped Tool (Typical Behavior):** Figure 4 shows a successful episode of the trained agent that uses the T-shaped tool to complete the task. The episode begins when the agent recognizes the tool’s location in the environment thanks to the input that it receives. The agent then moves toward the tool and gradually open its grips. In most of the observed cases, to successfully grasp the tool, the agent has to be able to slide its grips to cover the right amount of the tool handle. At this point, it then drives the tool toward the target object. When the agent can use the tool to hook on the target object, it will then drag the target object to the bottom of the arena.

![Figure 3: T-shaped Tool: Typical Behavior](image)

**L-shaped Tool (T-like vs. I-like):** When learning to use the L-shaped tool, the agent exhibits different behaviors in handling the tool. In the case where the tool’s end-effector points toward the target object, it displays the same behavior as when it uses the T-shaped tool (see figure 4 [Top]). However, in the case where the tool’s end-effector point away from the target object, it shows two different behaviors. One such behavior is that the agent operates the tool to pull the target object down like the way it uses the I-shaped tool (see figure 4 [Bottom]). The other behavior is that it maneuvers
the tool to the other side of the target object so that the tool’s end-effector points toward the target object then hook and pull it down. Figure 5 depicts the behavior.

Figure 4: L-shaped Tool: Tool Tip Direction Relative to Object. (Top) Tip of L points toward the object (T-like). (Bottom) Tip of L points away from the object (I-like).

Figure 5: L-shaped Tool: Maneuvering Tip Around Object.

I-shaped Tool (Wide Sweep and Hitting): In the case of the I-shaped tool, the agent exhibits two interesting behaviors. One is the wide-sweep where the target object is usually located in the upper part of the arena (figure 6; also see figure 4 bottom row, I-like behavior). After grasping the tool ($t = 6$), the agent has to extend the tool way beyond the object ($t = 10$ to $t = 12$) to make a wide swipe ($t = 15$ to $t = 16$). This ensures that the target object does not slip off the tool during the successive motion. The other behavior is the hitting behavior where the target object is usually located in the lower part of the arena (figure 7). In this scenario, after grasping the tool ($t = 6$), the agent swings the tool and use its tip to hit the target object ($t = 14$), propelling it down.

Correcting and Throwing: Two behaviors that are not common but can occur sometimes are the correcting behavior and the Throwing behavior. In the case of the correcting behavior, the agent makes a mistake by nudging the object away ($t = 10$), however, it circles back and hooks on the object ($t = 12$ to $t = 14$) and moves it to the other side dragging it to the bottom. In the throwing behavior case (figure 9), after grasping the tool ($t = 9$), the agent moves it for a short distance then throw it toward the target object in an effort to bring it down ($t = 15$ to $t = 16$). This may happen when the grip on the tool is weak and the agent is about to lose the grip.

Failure Cases: Most of the observed failed cases were because the agent could not properly grasp the tool. To grasp the tool correctly, the agent has to approach the tool-handle from a proper direction so that the gripper does not miss and nudge the tool to a distance that the agent cannot reach (figure 10 [Top]). In this case, the correct move is to bend the arm and position the gripper to face the tool handle. Then from this position, the agent should approach the tool to place the tool-handle inside its grippers. Another failed
case is when the agent could not control the tool to make the right moves resulting in a wrong way to approach the target object. This usually ends up pushing the target object away from the reach of the agent and its tool. In such circumstances, the result is the agent losing track of its goal, stumbling or freezing until the simulation reaches the limit number of time steps (figure 10 [Middle]). Another unsuccessful scenario is when the agent fails to use the tool properly. For example, in figure 10 (Bottom), when dealing with the I-shaped tool, the agent has to carefully manage the tool so that the target object does not slip out of its hold. In this case, the agent did not extend its arm long enough to make a wider swing, thus failed to move the target object.

### Discussion

The main novelty of our work compared to our prior work (Nguyen, Yoo, and Choe 2019) is in the detailed comparison of multiple tool use behavior and quantitative analysis. In our prior work, we focused on adding raw visual input to the agent, simulated physics, and the gripper, with the only tool being the T-shaped tool. Thus, previously we were not able to study the effect of different tool affordances.

Overall, we observed that the agent handles each tool in various manners depending on their affordances. The learned behaviors are specifically aligned with the physical property (shape) of the tool, the environmental condition (the target object position), and also the basic physics of the environment.

In the case of the T-shaped tool, the tool provides the agent with better options to solve the task since it has the hook-like tip facing both ways at the end of the tool end. Therefore, the agent does not have to worry about the object slipping off the tool end. Due to this, the agent can complete the job faster and with higher reward than when using the two other tools.

In the case of the L-shaped tool, the agent exhibited two interesting behaviors when the tool’s hook-like tip points away from the target object. This is due to the L-shape having both the T-like (hook) and I-like (no hook) property. It is interesting that the agent could learn to use the tool in both ways, and furthermore, not always strictly dependent on the location of the target object relative to the tool tip direction.

For the I-shaped tool, since it is the most disadvantaged type, more ingenious strategies emerged. These included wide sweep (extending the tool way beyond the object to avoid slipping), hitting (like using a bat), and throwing the tool toward the object. Although the I-shaped tool has lower success rate than the other two, these unique behaviors make it an interesting case study.

These strategies are quite unique and unexpected, and they are largely dependent on the affordance of the different types of tools, the location of the objects, and also the physics. It is all the more interesting since we used a standard deep RL algorithm, without any direct rewards or motor primitives to for these kinds of behaviors.

In future work, we intend to analyze the inner workings of our trained neural networks to understand the functional origin of these emergent behaviors. Are there different modules that emerge in the neural networks, corresponding to the different behaviors? How much do the Conv layers contribute to the assessment of the situation? Also, we will investigate if the learned tool use strategy can be transferable to novel tools (e.g., with a different shape). The tool-body assimilation model in Nishide et al. (2011) provides a hint. In their work, they trained the model with only the T-shaped and the I-shaped tool, and used the L-shaped tool as a novel tool for testing. We expect our method, when trained and tested in this manner, would show transferability, due to the generalizability of the Conv net.

### Conclusion

In this work, we showed that a single deep reinforcement learning agent can utilize three different types of tools to achieve a common goal, through novel emergent behaviors. The main contribution of this work is to have shown the importance of the type of tool affordance and environmental factors in the emergence of novel behaviors in deep reinforcement learning based control. These behaviors included the use of a single tool in two distinct modes (use of L-shaped as T-shaped or I-shaped), hitting, throwing, correcting, and wide sweep, dependent on tool type and situation. We expect our study to further motivate research on tool use and affordances in deep learning.
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Appendix
Software and Hardware Used
The following software and versions were used.

- MuJuCo v1.31
- Python 3.7
- OpenAI Gym v0.9.3
- OpenAI baselines v0.1.5

The hardware used were as follows:

- CPU: Intel Core i7-8700K CPU @ 3.7GHz×12
- GPU: Nvidia GTX 1080-Ti GPU with 11GB memory, RAM 32GB,

Model details

| Layer   | Spec                                                                 | Activation |
|---------|-----------------------------------------------------------------------|------------|
| Input   | 55×48, 3 channels (RGB), 4 frames                                     | Leaky ReLU |
| Conv 1  | 32 channels @ 8×8 RF, stride = 4                                       | Leaky ReLU |
| Conv 2  | 64 channels @ 4×4 RF, stride = 2                                       | Leaky ReLU |
| Conv 3  | 32 channels @ 3×3 RF, stride = 1                                       | Leaky ReLU |
| FC      | 512 neurons                                                           | Leaky ReLU |

Table 5: Shared Convolutional Network. Note: no pooling layer was used.

The parameters for the Kronecker-factored Approximate Curvature (K-FAC) optimizer and Generalized Advantage Estimator (GAE) were as follows:
| Layer          | Spec     | Activation |
|---------------|----------|------------|
| FC layer 1    | 64 neurons | tanh       |
| FC layer 2    | 64 neurons | tanh       |
| FC layer 3    | 8 neurons  | tanh       |

Table 6: Policy Network.

| Layer          | Spec     | Activation |
|---------------|----------|------------|
| FC layer 1    | 64 neurons | Leaky ReLU |
| FC layer 2    | 64 neurons | Leaky ReLU |
| FC layer 3    | 1 neurons  | Leaky ReLU |

Table 7: Value Network.

- K-FAC Optimizer: learning rate = 0.25
- K-FAC Optimizer: desired KL: 0.001
- K-FAC Optimizer: damping factor: 1e-2
- GAE discount factor $\gamma$: 0.99
- GAE smoothing parameter $\lambda$: 0.95
- Number of steps taken (actions sampled) before an update: 30

**Animations**

These are the animations corresponding to figures 3 to 10 in the main paper. Note: The PDF animation works only in Adobe Acrobat reader.

**Extra Animations**

These are unreported results.
Figure 15: [Animation] L-shaped tool: Correcting behavior. Figure 6 in the main paper.

Figure 16: [Animation] I-shaped tool: Wide Sweep behavior. Figure 7 in the main paper.

Figure 17: [Animation] I-shaped tool: Hitting behavior. Figure 8 in the main paper.

Figure 18: [Animation] I-shaped tool: Throwing behavior. Figure 9 in the main paper.

Figure 19: [Animation] T-shaped tool: Failure case. Figure 10 (Top) in the main paper.

Figure 20: [Animation] L-shaped tool: Failure case. Figure 10 (Middle) in the main paper.
Figure 21: [Animation] I-shaped tool: Failure case. Figure 10 (Bottom) in the main paper.

Figure 22: [Animation] I-shaped tool: Failure case. Tool thrown but failed to make object reach the target.

Figure 23: [Animation] T-shaped tool: Failure case. Failed to grab tool.

Figure 24: [Animation] Trained with T-shaped tool only. Complex maneuvering and corraling of the object.