SYMPLECTIC MATROIDS, CIRCUITS, AND SIGNED GRAPHS

ZHEXIU TU

Abstract. One generalization of ordinary matroids is symplectic matroids. While symplectic matroids were initially defined by their collections of bases, there has been no cryptomorphic definition of symplectic matroids in terms of circuits. We give a definition of symplectic matroids by collections of circuits. As an application, we construct a class of examples of symplectic matroids from graphs in terms of circuits.

1. Introduction

A matroid is a combinatorial structure that generalizes the notion of linear independence in vector spaces. There are many textbooks on this subject. We refer the readers to [6] for more background on matroids. There are different cryptomorphic characterizations of matroids, for example, in terms of bases, circuits, flats, etc. Below we list a matroid definition in terms of circuits.

Definition 1.1. A finite matroid $M$ is a pair $(E, C)$, where $E$ is a finite set (called the ground set) and $C$ is a family of subsets of $E$ (called the circuits) with the following properties:

(C1) $\emptyset \notin C$.
(C2) $C_1, C_2 \in C$ and $C_2 \subseteq C_1$ implies $C_2 = C_1$.
(C3) $C_1, C_2 \in C$ with $C_1 \neq C_2$ and $e \in C_1 \cap C_2$ implies there exists some $C_3 \in C$ such that $C_3 \subset (C_1 \cup C_2) - \{e\}$.

We refer to matroids as ordinary matroids, to distinguish them from different generalizations of matroids, such as symplectic matroids. Symplectic matroids are obtained when we replace the symmetric group with the hyperoctahedral group, a group of symmetries of the $n$-cube $[-1, 1]^n$. Geometrically, symplectic matroids are related to the vector spaces endowed with bilinear forms, although in a way different from the way ordinary matroids are related to vector spaces. Symplectic matroids are a generalization of the following matroids that are all equivalent, $\Delta$-matroids [2], metroids [2], or 2-matroids [2].

Symplectic matroids were defined in [1] by Borovik, Gelfand and White using the maximality property of bases. In 2003, T. Chow defined symplectic matroids in terms of independent sets, and proved the equivalence between the two definitions in [4]. In [4], Chow posed a complicated exchange property on independent sets, and proposed a conjectural exchange property on the collection of bases. We know of no progress toward defining symplectic matroids using any other axiomatizations similar to those of ordinary matroids.

In [1], a special type of symplectic matroids, called Lagrangian matroids, which turn out to be equivalent to $\Delta$-matroids, was studied. Borovik, Gelfand and White
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provided the circuit axiomatizations of Lagrangian matroids and proved the equivalence between the definitions. However, Lagrangian matroids are just a special case of all symplectic matroids. At present there are no circuit axiomatizations of symplectic matroids.

In this paper, we define symplectic matroids in terms of circuits. Some of these axioms resemble circuit axioms for ordinary matroids, including the circuit elimination axiom. We prove the equivalence between our definition and the definition by Borovik et al in [1]. As an application of this result, we show how every finite undirected multigraph gives rise to a symplectic matroid in terms of circuits.

I believe what I have said is sufficient motivation for this paper, but some readers may not agree with my opinion that the focus of symplectic matroids is of enough interest. Although the present paper does not provide motivation outside of symplectic matroid theory, I believe it is a step in that direction, in that it establishes a connection with signed graphs and also makes the subject more concrete and accessible to matroid theorists with no background in Coxeter groups.

The structure of this paper is as follows. In Section 2, we give basic definitions and terms that we will use in our proofs. In Section 3, we give an alternative definition or axiomatization of a symplectic matroid in terms of circuits (Theorem 3.1), which is our main theorem. In Section 4, we show that symplectic matroids always satisfy the circuit axioms that we have defined in Section 3. In Section 5, we go backwards and show that our circuit axioms guarantee symplectic matroids. It then suffices to prove Theorem 3.1. In Section 6, we apply Theorem 3.1 and construct a class of examples of symplectic matroids from graphs in terms of circuits.

2. Background and definitions

In this section we give the basic definitions of symplectic matroids. Let

\[ [n] = \{1, 2, \ldots, n\} \text{ and } [n]^* = \{1^*, 2^*, \ldots, n^*\} \]

where the map \( * : [n] \to [n]^* \) is defined by \( i \mapsto i^* \) and \( * : [n]^* \to [n] \) is defined by \( i^* \mapsto i \). We apply \( \ast \) to sets and collections of sets, for example \( C^* \) and \( C^* \). Let

\[ E_{\pm n} := [n] \cup [n]^* \]

be the new ground set. Thus \( i^{**} = i \) signifies that \( i \) is an involutive permutation of \( E_{\pm n} \). That is why sometimes we write \( i^{**} \) as \( -i \) and \( E_{\pm n} \) can be thought of as a set equivalent to \( \{-n, -(n - 1), \ldots, -1, 1, 2, \ldots, n\} \). We say a set \( S \) is admissible if \( S \cap S^* = \emptyset \). A permutation \( \omega \) of \( E_{\pm n} \) is admissible if \( \omega(x^*) = \omega(x)^* \) for all \( x \in E_{\pm n} \). An ordering \( < \) on \( E_{\pm n} \) is admissible if and only if \( < \) is a linear ordering and from \( i < j \) it follows that \( j^* < i^* \). Denote by \( E_k \) the collection of all admissible \( k \)-subsets in \( E_{\pm n} \), for \( k < 2n \). If \( < \) is an arbitrary linear ordering on \( E_{\pm n} \), it induces the partial ordering (which we also denote by the same symbol \( < \) ) on \( E_k \); if \( A, B \in E_k \) and

\[ A := \{a_1 < a_2 < \ldots < a_k\} \text{ and } B := \{b_1 < b_2 < \ldots < b_k\}, \]

we set \( A \leq B \) if

\[ a_1 \leq b_1, \ a_2 \leq b_2, \ldots, \ a_k \leq b_k. \]

We can visualize an admissible ordering as a signed permutation \( \sigma \) of \([n]\) followed by the negative of the reversal of \( \sigma \). For example, when \( n = 3 \)

\[ 1 < 3 < 2^* < 2 < 3^* < 1^* \]

is one admissible ordering.
**Definition 2.1.** If \( \mathcal{B} \) is a non-empty family of equi-numerous admissible subsets of \( E_{\pm n} \) with the property that for every admissible ordering \( \prec \) of \( E_{\pm n} \), the collection \( \mathcal{B} \) always contains a unique maximal element, then \( M = (E_{\pm n}; \mathcal{B}) \) is a symplectic matroid, and \( \mathcal{B} \) is called the collection of bases of \( M \).

Below is an example of a non-symplectic matroid.

**Example 2.2.** Let \( n = 3 \) and \( k = 2 \), and let \( \mathcal{B} = \{12, 2^*3, 13\} \), where we use our abbreviated notation by listing \( \{a, b\} \) as \( ab \). Consider the admissible ordering \( 1 < 3 < 2^* < 2 < 3^* < 1^* \). Then 12 and \( 2^*3 \) are incomparable in the induced ordering on \( E_2 \), and both are larger than 13, hence \( \mathcal{B} \) cannot be a symplectic matroid.

3. Circuits

Let \( M = (E_{\pm n}; \mathcal{B}) \) be a symplectic matroid, where \( \mathcal{B} \) is the collection of bases of \( M \). Let \( \mathcal{C} \) be the collection of minimal admissible subsets of \( E_{\pm n} \) not contained in any member of \( \mathcal{B} \). That collection of subsets \( \mathcal{C} \) is called the collection of circuits of \( M \). An admissible set containing no circuits as its subset is called an independent set. Otherwise, it is dependent.

We let \( A \Delta B \) be the symmetric difference between two sets \( A \) and \( B \) defined by \( A \Delta B = A \cup B - A \cap B \). We give an important definition of the term span.

**Definition 3.1.** Let \( \mathcal{C} \) be a collection of admissible subsets of \( E_{\pm n} \). Then an admissible set \( P \) spans \( x \in E_{\pm n} \) if there exist some \( J \in \mathcal{C} \) such that \( J - P = \{x\} \).

A characterization of \( \mathcal{C} \) could be used as an alternative definition or axiomatization of a symplectic matroid. This is precisely what the following theorem provides, followed by an example.

**Theorem 3.1.** Let \( \mathcal{B} \) be the collection of bases of a symplectic matroid. Let \( \mathcal{C} \) be the collection of minimal admissible subsets of \( E_{\pm n} \) not contained in any member of \( \mathcal{B} \). Then \( \mathcal{C} \) satisfies the following four properties.

1. (SC1) \( \emptyset \notin \mathcal{C} \).
2. (SC2) If \( C_1, C_2 \in \mathcal{C} \) with \( C_1 \subseteq C_2 \), then \( C_1 = C_2 \).
3. (SC3) If \( C_1, C_2 \in \mathcal{C} \) with \( C_1 \neq C_2 \), \( x \in C_1 \cap C_2 \) and \( C_1 \cup C_2 \) is admissible, then there exists some \( C \in \mathcal{C} \) with \( C \subseteq (C_1 \cup C_2) - \{x\} \).
4. (SC4) Let \( P \) be an admissible subset of \( E_{\pm n} \) and \( B \in \mathcal{B} \). If \( |P| < |B| \), \( P \) does not span \( E_{\pm n} - P \cup P^* \).

Conversely, let \( \mathcal{C} \) be a collection of admissible subsets of \( E_{\pm n} \), and let \( \mathcal{B} \) be the collection of maximal admissible subsets of \( E_{\pm n} \) not containing members of \( \mathcal{C} \). If \( \mathcal{C} \) satisfies (SC1) - (SC4), then \( \mathcal{B} \) is the collection of bases of a symplectic matroid.

**Remark 3.2.** (SC1), (SC2) and (SC3) resemble the circuit axioms of ordinary matroids. However, they don’t suffice to guarantee the equi-cardinality of bases of symplectic matroids. (SC4) guarantees the equi-cardinality of bases.

**Example 3.3.** Let \( \mathcal{B} = \{\{1, 2, 3\}, \{-1, -2, 3\}, \{1, 3, 4\}, \{-2, 3, 4\}\} \). Then \( \{C = \{-3\}, \{-4\}, \{-1, 2\}, \{1, -2\}, \{-1, 4\}, \{2, 4\}\} \) is the collection of minimal admissible subsets not contained in any member of \( \mathcal{B} \). Meantime, \( \mathcal{B} \) is the collection of maximal admissible subsets not containing members of \( \mathcal{C} \).

We can check that \( \mathcal{C} \) satisfies (SC1), (SC2) and (SC3) without much obstacle. For any admissible set \( P \) with \( |P| = 4 \), it contains some \( C \in \mathcal{C} \). For any admissible set \( Q = \{a, b\} \) where \( a, b \in [4] \cup [4]^* \), \( Q \) doesn’t span \( E_{\pm 4} - Q \cup Q^* \).
4. Symplectic matroids satisfying circuit axioms

Throughout this section, $\mathcal{B}$ is the collection of bases of a symplectic matroid $M$, and $\mathcal{C}$ is the collection of minimal admissible subsets of $E_{\pm n}$ not contained in any member of $\mathcal{B}$.

**Lemma 4.1.** Let $B \in \mathcal{B}$, and some $x \notin B$ such that $B \cup \{x\}$ is admissible. Then there exists a unique circuit $C \subseteq B \cup \{x\}$ where $C$ is given by

$$C = \{x\} \cup \{b \in B \mid B \cup \{x\} - \{b\} \in \mathcal{B}\}.$$

**Proof.** Let $B \in \mathcal{B}$ and $x \notin B$ such that $B \cup \{x\}$ is admissible. Then $|B \cup \{x\}| > |B|$. Therefore, $B \cup \{x\}$ is dependent, which means $B \cup \{x\}$ contains a circuit. Since $\{b \in B \mid B \cup \{x\} - \{b\} \in \mathcal{B}\} \subseteq B$ and $B \cup \{x\}$ is admissible, so $C$ is definitely admissible.

The expression of the unique circuit $C$ and its proof for symplectic matroids is the same as those for ordinary matroids, which can be found in various papers or textbooks, for example, in [5].

**Lemma 4.2.** Let $C_1$ and $C_2$ be two distinct circuits of $M$, $C_1 \cup C_2$ be admissible and $x \in C_1 \cap C_2$. Then for every $c \in C_1 \Delta C_2$, there exists some $C_c \in \mathcal{C}$ such that $c \in C_c \subseteq C_1 \cup C_2 - \{x\}$.

**Proof.** Suppose $C_1 \cup C_2 - \{x\}$ is independent. Then $C_1 \cup C_2 - \{x\} \subseteq B$. We know $B \notin B$, otherwise $C_1 \in B$. Hence, $C_1 \cup C_2 \subseteq C \cup B \subseteq B \cup \{x\}$. $B \cup \{x\}$ is dependent because $B$ is a basis, and $B \cup \{x\}$ is admissible. Thus $B \cup \{x\}$ contains a unique circuit by Lemma 4.1. That contradicts $C_1$ and $C_2$ being distinct. Thus $C_1 \cup C_2 - \{x\}$ is independent.

Since we suppose $C_1 \cup C_2$ is admissible, we show the existence of such a circuit $C_c$. This proof resembles that in [4]. We proceed by induction on $|C_1 \cup C_2|$. For the base step of induction, consider $C_1 = \{c_1, x\}$ and $C_2 = \{c_2, x\}$. Then $C = \{c_1, c_2\} = C_1 \Delta C_2$ must be a circuit. For the inductive step, let $c \in C_2 - C_1$ without the loss of generality. We have shown that there exists a circuit $C \subseteq (C_1 \cup C_2) - \{x\}$. Suppose $c \notin C$. Since $C \notin C_2$, there exists some $y \in (C_1 \cup C_2) - \{x\}$. We notice $x \in C_1 - C$, but $c \notin C \cup C_1$. Thus, $C \cup C_1 \subseteq C_1 \cup C_2$ and we can apply the induction hypothesis to $C, C_1$, and $x, y$ to find a circuit $C_3$ with $x \in C_3 \subseteq (C \cup C_1) - \{y\}$. Since $y \notin C_2$ and $y \notin C_3$, we have $C_3 \cup C_2 \subseteq C_1 \cup C_2$. However, $x \in C_2 \cap C_3$ and $c \in C_2 - C_3$. Thus, by applying the induction hypothesis again, we get a circuit $C_c$ with $c \in C_c \subseteq (C_3 \cup C_2) - \{x\} \subseteq (C_1 \cup C_2) - \{x\}$. □

**Theorem 4.3.** Let $P$ be an admissible subset of $E_{\pm n}$ and $B \in \mathcal{B}$. If $|P| < |B|$, $P$ does not span $E_{\pm n} - P \cup P^*$.

**Proof.** Suppose there exists some $P$ such that $|P| < |B| = k$ and $P$ is the minimal set that spans $E_{\pm n} - P \cup P^*$, which means no subset $P_0$ of $P$ spans $E_{\pm n} - P_0 \cup P_0^*$. Without the loss of generality, suppose $P = \{1, 2, \ldots, k - 1\}$. Hence $P$ spans every element in $\{k, k + 1, \ldots, n\} \cup \{k, k + 1, \ldots, n\}^*$. Thus there exist some $J_{k+j} \in \mathcal{C}$ such that

$$J_{k+j} - P = \{k + j\}$$

for all $j = 0, \ldots, n - k$, and $J_{(k+j)^*} \in \mathcal{C}$ such that

$$J_{(k+j)^*} - P = \{(k + j)^*\}.$$
for all $j = 0, \ldots, n - k$. However, $P$ cannot be independent because $P \cup \{x\}$ is always dependent for any $x \in E_{\pm n} - P \cup P^*$, which makes $P$ a basis of size $k - 1$, a contradiction. So $P$ is dependent. Thus $P \not\subseteq J_{k+j}$ nor $P \not\subseteq J_{(k+j)^*}$ for all $j$.

Suppose $P$ is a circuit. (The proof when $P$ contains a circuit is similar.) There exists some $z \in P$ such that $z \notin J_{n^*}$. Let $S := P - \{z\}$. Then $J_{n^*} - \{n^*\} \subseteq S$. Thus $S \cup \{n^*\}$ is dependent because $J_{n^*} \subseteq S \cup \{n^*\}$. For any $x \in E_{\pm n} - P \cup P^*$ and $x \neq n$, if $z \in J_x$, then by Lemma 4.2, there exists some $C \subseteq J_x \cup P - \{z\}$, which means $S \cup \{x\}$ is dependent; if $z \notin J_x$, then $J_x \subseteq S \cup \{x\}$, which means $S \cup \{x\}$ is dependent. Hence $S \cup \{x\}$ is always dependent for all $x \in E_{\pm n} - P \cup P^*$. Moreover, $S \cup \{z\}$ is dependent.

We are left with $S \cup \{z^*\}$. Suppose $S \cup \{z^*\}$ is dependent. Then $S$ is maximally independent, and hence a basis. However, we have $|S| = k - 2$, which contradicts $|B| = k$. Suppose $S \cup \{z^*\}$ is independent. Then $S \cup \{z^*\}$ is maximally independent, and hence a basis. However, we have $|S \cup \{z^*\}| = k - 1$, which contradicts $|B| = k$. Therefore, there exists no $P$ such that $|P| < |B|$ and $P$ spans $E_{\pm n} - P \cup P^*$. □

Below we state the Symmetric Exchange Axiom.

For every $X, Y \in B$, if $i \in Y - X$, then there exists a $j \in X - Y$ such that $X \cup \{i\} - \{j\} \in B$.

We show this Symmetric Exchange Axiom leads to the Maximality Property of symplectic matroids.

**Theorem 4.4.** If $B$ is a collection of admissible sets of cardinality $k$ in $[n] \cup [n]^*$ where $k \leq n$, then the Symmetric Exchange Axiom guarantees the Maximality Property.

**Proof.** This proof resembles that in [1]. Assume $B$ satisfies the Symmetric Exchange Axiom. $X$ and $X \cup \{i\} - \{j\}$ must be comparable because the ordering of $E_{\pm n}$ is total. Suppose $X, Y$ are two distinct maximal bases. Let $i$ be the maximal element of $X \Delta Y$. Without the loss of generality, suppose $i \in Y$. Then there exists some $j \in X$ such that $X \cup \{i\} - \{j\} \in B$. We know $X$ and $X \cup \{i\} - \{j\}$ are comparable and distinct. Since $X$ is maximal and $i$ is the maximal element in $X \Delta Y$, then $X \cup \{i\} - \{j\}$ is greater than $X$. This causes a contradiction. Therefore, the Symmetric Exchange Axiom induces the Maximality Property. □

### 5. Circuit Axioms Leading to Symplectic Matroids

Now we prove the other direction of the main theorem. Lemma 4.1, Lemma 4.2, and Theorem 4.3 already told us that when $B$ is the collection of bases of a symplectic matroid, then (SC1) - (SC4) hold. Now suppose $C$ is a collection satisfying axioms (SC1) - (SC4) and $B$ the collection of maximal admissible subsets of $E_{\pm n}$ not containing members of $C$. We prove the following claims.

**Claim 1**

The bases in $B$ are equi-numerous.

Suppose $B_1, B_2 \in B$ such that $|B_1| < |B_2|$. By Axiom (SC4), there exists an $x \in E_{\pm n} - B_1 \cup B_1^*$ that $B_1$ doesn’t span. Then $B_1 \cup \{x\}$ is admissible and meantime contains no circuit, which contradicts the maximality of the basis $B_1$.

**Claim 2**

Let $B \in B$, and some $x \notin B$ such that $B \cup \{x\}$ is admissible. Then there exists a unique circuit $C \in B \cup \{x\}$ where $C$ is given by

$$C = \{x\} \cup \{b \in B \mid B \cup \{x\} - \{b\} \in B\}.$$
To prove Claim 2, we let $x \notin B$ such that $B \cup \{x\}$ is admissible. Then there exists some $D \in \mathcal{C}$ such that $D \subseteq B \cup \{x\}$. If $\{x\} \in \mathcal{C}$, then we are done. Otherwise let 

$$C = \{x\} \cup \{b \in B \mid B \cup \{x\} - \{b\} \in B\}.$$

We want to show $C = D$.

Since $D \notin B$, we know $x \in D$. Now let $y \in D - \{x\}$. Then $y \in B$. Let $A := B \cup \{x\} - \{y\}$. Suppose, for contradiction, that $A$ contains some circuit $E \in \mathcal{C}$. For sure $x \in E$. If $E$ and $D$ are distinct, then by Axiom (SC3), there exists some circuit $F$ such that $F \subseteq E \cup D - \{x\}$. But then $F \subseteq B$, a contradiction. Hence $E = D$. However $y \notin E$, $y \in D$. Thus we reach a contradiction.

Hence $A \in \mathcal{B}$. So $y \in C$ and $D \subseteq C$. To show $C \in \mathcal{C}$, we must show $C - \{z\}$ is independent for all $z \in C$. If $z = x$, then $C - \{z\} \subseteq B \in \mathcal{B}$. Otherwise $C - \{z\} \subseteq B \cup \{x\} - \{z\}$, which is a member of $\mathcal{B}$ by the definition of $C$. Therefore $C, D \in \mathcal{C}$ and by Axiom (SC2), we have $D = C$. Claim 2 is proved.

Let $A, B \in \mathcal{B}$ with $a \in A - B$. We show that there exists $b \in B - A$ such that $B \cup \{a\} - \{b\} \in \mathcal{B}$. Claim 2 says that there exists a circuit $C \in B \cup \{a\}$ such that 

$$C - \{a\} = \{b \in B \mid B \cup \{a\} - \{b\} \in B\}.$$

However, $C - \{a\}$ is never empty because otherwise $C \subseteq A$ and is thus independent, which leads to a contradiction. So the Symmetric Exchange Property is satisfied here, which leads to the Maximality of symplectic matroids by Theorem 4.4.

6. FROM GRAPHS TO SYMPLECTIC MATROIDS

In this section, a graph refers to a finite undirected multigraph. We apply Theorem 3.1 to see how every graph gives rise to a symplectic matroid.

Let $G$ be a graph with $n$ edges $e_1, e_2, \ldots, e_n$. We define a family $\mathcal{C}(G)$ of admissible subsets of $E_G$ as follows. If $S \subseteq E_G$ is admissible, let

$$G(S) := \{e_i \mid i \in S \text{ or } i^* \in S\}.$$

We let an admissible set $S$ be a member of $\mathcal{C}(G)$ if and only if

(1) either $G(S)$ is a (single) cycle and there is an even number of edges $e_i$ in $G(S)$ such that $i^* \in S$ (The parity of $G(S)$ is the product of the signs of these edges and is thus positive);

(2) or $G(S)$ is a union of (single) cycles, there is an even number of edges $e_i$ in $G(S)$ such that $i^* \in S$, and in each cycle there is an odd number of edges with negative signs.

We use some notions and terms from [7], which we review now. A signed graph is a graph with each edge given either a plus sign or a minus sign. A cycle in a signed graph is balanced if the product of the signs of the corresponding edges is positive and is unbalanced otherwise. Every signed graph $\Gamma$ gives rise to an ordinary matroid $M(\Gamma)$ in the following manner. The ground set of $M(\Gamma)$ is the signed edge set of $\Gamma$, and a set of edges is independent if every connected component is either a tree or a unicyclic graph whose unique cycle is unbalanced. [7, Theorem 5.1] shows that $M(\Gamma)$ is a matroid. Notice that a basis of $M(\Gamma)$ can have as many elements as $G$ has vertices, but not more.

To phrase this another way, our construction of $\mathcal{C}(G)$ is the union of all $M(\Gamma)$ as $\Gamma$ ranges over all $2^n$ signed graphs with underlying graph $G$. 

To prove Claim 2, let $x \notin B$ such that $B \cup \{x\}$ is admissible. Then there exists some $D \in \mathcal{C}$ such that $D \subseteq B \cup \{x\}$. If $\{x\} \in \mathcal{C}$, then we are done. Otherwise let 

$$C = \{x\} \cup \{b \in B \mid B \cup \{x\} - \{b\} \in B\}.$$
Theorem 6.1. For every graph $G$, $\mathcal{C}(G)$ is the collection of circuits of a symplectic matroid.

Remark 6.2. The symplectic matroid we construct from graph $G$ in terms of circuits is exactly the same matroid constructed in terms of independent sets by T. Chow in [4].

Proof. It is easy to check that members of $\mathcal{C}(G)$ satisfy (SC1) and (SC2). Let $C_1, C_2 \in \mathcal{C}(G)$ and suppose $C_1, C_2$ are single cycles. If $C_1 \cap C_2 \neq \emptyset$ and suppose $e_1 \in C_1 \cap C_2$, there definitely exists a cycle $C_3 = C_1 \cup C_2 - C_1 \cap C_2 \subseteq C_1 \cup C_2 - \{e_1\}$. For any $e \in C_1 \cap C_2$, the deletion of such an edge doesn’t change the parity of $C_3$ because we delete it twice from $C_1$ and $C_2$. Thus there is an even number of negative edges in $C_3$. If either or both of $C_1$ and $C_2$ are unions of (single) cycles, the proof would be analogous.

[7] Theorem 5.1] shows that $M(\Gamma)$ is a matroid whose set of edges is independent if every connected component is either a tree or a unicyclic graph. Notice that a basis of $M(\Gamma)$ cannot have more elements than $G$ has vertices. Therefore if an admissible subset $P$ of $E_{\pm n}$ satisfies $|P| < |B|$, then $|P| < \#V(G) - 1$. In other words, $G(P)$ is a subset of a spanning tree in $G$. Therefore if $P$ spans $x \in E_{\pm n} - P \cup P^*$, there exists a unique $J \in \mathcal{C}(G)$ such that $J - P = \{x\}$. Considering the parity of $J$, $P$ is not able to span $x^*$ at the same time. Thus $P$ does not span $E_{\pm n} - P \cup P^*$.

Therefore $\mathcal{C}(G)$ is the collection of circuits of a symplectic matroid. □

7. APPENDIX: A NOTE ON DUALITY

In [4], T. Chow mentioned the question raised by Robin Thomas whether there is a notion of duality for symplectic matroids. Since this paper extends A. Borovik’s result in Lagrangian matroids to symplectic matroids, it becomes more convincing to follow A. Borovik’s suggestion to use the term “symplectic matroid duality” to refer to the involution $n \rightarrow n^*$.
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