Data Driven Modeling of Interfacial Traction Separation Relations using Thermodynamic Consistent Neural Network (TCNN)
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Abstract

For multilayer structures in thin substrate systems, the interfacial failure is one of the most important reliability issues. The traction-separation relations (TSR) along fracture interface, which is often a complicated mixed-mode problem, is usually adopted as a representative of the adhesive interactions of a biomaterial system. However, the existing theoretical models lack complexity and are not able to fit with real-world TSRs obtained with end loaded split beam (ELS) experiments. However, the neural network fits well with the experimental data along the loading paths but fails to obey physical laws for area not covered by the training data sets, due to the lack of mechanics in pure neural network fitting with training data sets. In this paper, a thermodynamic consistent neural network (TCNN) is established to model the interface TSRs with sparse training data sets. Three thermodynamic consistent conditions are considered and implemented with neural network model: thermodynamic consistent condition, local fastest energy dissipation direction condition and fixed ratio between normal and tangential tractions when loaded along fixed phase angle loading paths condition. By treating these thermodynamic consistent conditions as constraints and implementing as loss function terms, the whole traction surface is constrained to provide reasonable results. The feasibility of this approach is approved by comparing the modeling results with different number of physical constraints. Moreover, the Bayesian optimization algorithm is adopted to optimize the weighting factors of the TCNN to overcome the convergence issue when multiple constraints are in present. The numerical implementation results demonstrated well behaved prediction of mixed-mode traction separation surfaces in terms of high agreement with experimental data and damage mechanics contained thermodynamic consistencies. The proposed approach opens doors to a new autonomous, point-to-point constitutive modeling concept for interface mechanics.
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## Nomenclature

| Abbreviation | Meaning                                      |
|--------------|----------------------------------------------|
| TSR          | Traction separation relation                 |
| ELS          | End loaded split beam                        |
| CZM          | Cohesive zone model                          |
| MSE          | Mean squared error                           |
| TC           | Thermodynamic consistent                     |
| TC1          | Monotonic energy dissipation condition/constraint |
| TC2          | Local fastest descending condition/constraint |
| TC3          | Conservative loading path condition/constraint|
| DNN          | Deep neural network                          |
| TCNN         | Thermodynamic consistent neural network model|
| BO           | Bayesian optimization                        |

## Symbol

| Symbol | Description                                      |
|--------|--------------------------------------------------|
| $\delta_n, \delta_t$ | Normal and tangential separation               |
| $\sigma_n, \sigma_t$ | Normal and tangential traction                 |
| $|\delta|, |\sigma|$ | Separation norm, traction norm                 |
| $\phi$ | Phase angle                                     |
| $J_n, J_t$ | Normal and tangential J-integral                |
| $d_n, d_t$ | Normal and tangential damage parameter          |
| $\Gamma_n, \Gamma_t$ | Normal and tangential toughness                |
| $X, Y$ | Input and output data sets                      |
| $MSE_0$ | Loss function term corresponding to mean squared error |
| $MSE_1, MSE_2, MSE_3$ | Loss function terms corresponding to TC1, TC2 and TC3 constraints |
| $\lambda_0$ | Weighting factor corresponding to mean squared error |
| $\lambda_1, \lambda_2, \lambda_3$ | Weighting factors corresponding to TC1, TC2 and TC3 constraints |
| $\epsilon_{phi}$ | Angle difference                               |
| $Vio_1, Vio_2, Vio_3$ | Violations to TC1, TC2 and TC3 conditions       |
\( Vio_{1,\text{norm}}, Vio_{2,\text{norm}}, Vio_{3,\text{norm}} \)

Normalized violations to TC1, TC2 and TC3 conditions

1. Introduction

Firstly proposed by Dugdale and Barrenblatt [1, 2], cohesive zone models (CZM) have been most widely adopted to describe nonlinear fracture process, especially for the interfacial fracture where fracture paths are often pre-determined [3-6]. Typically, the CZM models take the pre-determined traction-separation relations (TSR) as input through either cohesive element or cohesive contact formulation in finite element method (FEM) to describe the interfacial fractures. Based on how traction-separation relations (TSR) are implemented, CZM models can be divided into displacement-based (or non-potential-based) models and potential-based models [7]. The non-potential based models typically requires specific pre-determined TSR including the bilinear softening [8], cubic-polynomial [9], linear-softening [10] and exponential [11, 12]. However, the physics behind the TSR are typically not considered in the non-potential based model.

To ensure the input TSR conform with the thermodynamics, the potential-based models are proposed where the TSR are defined based on the concept of cohesive energy potential where normal and tangential separations are adopted as independent variables. Cohesive tractions are defined as gradients of the cohesive energy potentials over separations for the softening stage. Needleman [13] pioneered the potential based approach by introducing cubic-linear and exponential interfacial debonding potentials. Freed and Bank-Sills [14] extended the application to the bi-material systems. Other types of potentials were also explored, including atomistic potential relating metallic binding energies to lattice parameters [15], exponential-periodic potential adopting large tangential displacement jump [16] and generalized exponential-periodic potential considering the relation between cleavage decohesion and dislocation nucleation [17]. These potential-based models can capture ideal physics relationship at the interfaces and have certain flexibility to accommodate some of the experimentally observed behaviors. However, when complex interfacial failure mechanisms are involved, e.g., friction and bearing that often observed, the potential-based model often faces challenges in fitting the experimental data. Therefore, it is a need to develop a data-driven approach to model interfacial TSR, which can capture the richness of the experimental data as well as be consistent with the thermodynamic consistent (TC) conditions. To this end, we seek a way to combine the data-drive approach,
specifically the deep leaning approach, with the TC constraints to deliver a universal approach to model the interfacial TSR directly from the experimental data.

Deep learning approach especially the deep neural network (DNN) has already been incorporated into the computational fluid mechanics, where it is used to solve the governing partial differential equations (PDEs) of the fluid field [18-20] and constitutive modeling in plasticity [21-23]. In the solution, the DNN is utilized to generate possible solutions in terms of the displacement or velocity field that can satisfy the required PDEs. This approach has given the authors the inspiration to generate TSR that can satisfy the thermodynamics governing equations. Specifically, the authors propose to utilize the DNN to “learn” the TSR extracted from the experiment for certain mode-mix and then predict the TSR for the mode-mix at which the experimental data are not available. During the TSR generation, the TC constraints including the enforcement on the positive energy dissipation, the local maximum in energy dissipation, as well as the conservation of interfacial fracture toughness, have been embedded into the DNN model to form a thermodynamic consistent neural network (TCNN) for the TSR modeling. The hyperparameter system, which is used for tuning the learning process, plays an essential rule on the performance of neural networks. When inappropriate hyperparameter sets are adopted, TCNN could results in much elongated time period to reach convergence, missing important patterns in TSRs and lack of robustness. Efforts have been made on algorithms for hyperparameter optimization, other than grid or random search, which is time consuming and computational costly, optimization algorithms, Bayesian (BO) optimization [24, 25], tree structured Parzen estimators [26, 27] for example, have been proposed to accelerate this process. We then employed the TCNN to model the TSR as a surface in the three-dimensional space formed by either normal or shear traction, and corresponding normal and shear separations. Not only our modeled results using the TCNN show close agreement with our experimental measured line data, but also conform the required TC conditions very well.

The remainder of this paper is organized as follows. Theories related to our work are presented in Section 2 including the introduction of TSRs, TC conditions. Section 3 includes the constructions of TCNN that consists of the neural network & TC conditions, as well as the weighting factors optimization with Bayesian optimization algorithms. Section 4 presents the TSR modeling results with analytical CZM models, regular neural networks and TCNN. Section 5 closes this paper with discussion and conclusions. Detailed derivations, supplementary figures and tables are included in Supplementary Information.
Interfacial TSR and TC conditions

2.1 Interfacial traction separation relations (TSR)

For a two-layer structure undergoing interfacial fracture process as shown in Fig. 1a, a cohesive layer in between these two evolved substrates provides tractions. This cohesive layer is assumed to be homogeneous, which enables us to consider it as an assembly of identical “springs” connecting the two layers. The interfacial fracture process is then reproduced with the elongation and failure process of each “spring” along the interface. As shown in Fig. 1a-b, for a stretched spring connecting the upper and lower layer, the normal and tangential tractions ($\sigma_n$, $\sigma_t$) change correspondingly with the normal and tangential separations ($\delta_n$, $\delta_t$), which are defined by the change of the relative distances between the end points of the “spring”. Depending on the loading and boundary conditions, the ratio between the tangential and normal separations (i.e., the mode-mix) varies. To quantitatively describe this relation, the vectorial separation is defined as the Euclidean norm of normal and tangential separation components, shown as $|\delta|$ in Eq. 1a. The mode mix is represented by the phase angle, which is defined as the arctangent of the ratio between normal and tangential separations, shown as $\phi$ in Eq. 1b. Similarly, the vectorial traction is defined as $|\sigma|$ in Eq. 1c.

$$|\delta| = \sqrt{\delta_n^2 + \delta_t^2}$$  \hspace{1cm} (1a)

$$\phi = \arctan \left( \frac{\delta_t}{\delta_n} \right)$$ \hspace{1cm} (1b)

$$|\sigma| = \sqrt{\sigma_n^2 + \sigma_t^2}$$ \hspace{1cm} (1c)
The traction-separation relation (TSR), i.e., $\sigma_n(\delta_n, \delta_t)$, $\sigma_t(\delta_n, \delta_t)$, constitutes the interfacial mechanical property. Typically, a TSR has two stages: (i) the elastic stage during which the traction increases along with separations, and (ii) the softening stage where the traction decreases with increasing separation. Fig. 1c shows a typical TSR where the elastic stage has a linear profile and the softening stage follows an exponential one. To examine the features of the TSR data in detail, we plot the mixed-mode TSR extracted for silicon-epoxy interface [28] in Fig. 2a-b. Notice that the TSR data for both normal and tangential directions are not smooth. Sharp peaks or discontinuity in gradients are commonly observed as shown in Fig. 2c-d. These features make it almost impossible to be modeled by the smooth functions, which are typically used in the existing approaches.
Fig. 2. Experimental data of (a) normal and (b) tangential TSR in terms of total separation and phase angle. Gradient of (c) normal and (d) tangential tractions.

For instance, we explore the fitting of the experimental data with one of the most popular potential based models: the Park, Paulino, and Roesler (PPR) model [29], which offers a large range of flexibility for modeling TSR using eight independent and adjustable parameters. The normalized modeling results are compared with the targeted experimental data in Fig. 3. From these fitting results, we note that the inconsistency is mainly due to the smoothness of the PPR model in contrast with the sharp profile of the experimentally measured TSR. The fitting processes using Monte Carlo algorithms are provided in Section S2 of Supplementary Information. The gradient surfaces and curves along fixed phase angle loading paths are provided in Fig. S1-S2 of Supplementary Information.
Certainly, there are other available models which could provide better fitting of the experimental data. However, the authors would argue that these models would suffer the same challenges as the PPR model. This is due to the fundamental conflict between the theoretically conceived modeling approach and the unexpected experimental data. In other words, the smoothness required in the selection of functional form to describe the interfacial energy are often ideal so that it cannot fully capture the richness of the experimental data. Therefore, there is a need for the development of a data-driven model that allows the direct modeling of TSR from the experimental data to preserve the richness in the data sets and simultaneously capture the laws of physics behind these data sets. Here we developed such an approach by combining the deep neural networks (DNN) with the TC conditions.

2.2 Thermodynamic consistent (TC) conditions of TSR

We firstly investigated the TC conditions that the experimentally extracted TSR should satisfy, which are: (TC1) the positive energy dissipation condition, (TC2) the local fastest descending condition, and (TC3) the conservative loading path condition. In this section, each of the three TC
conditions are described, quantitatively defined, and prioritized based on data features and observations on experiment phenomena.

2.2.1 TC1: Positive energy dissipation condition

The fracture process at interface is a process where the material integrity is progressively lost due to the generation and propagation of material defects, which yield a cracked fracture interface as shown in Fig. 4a. Energy dissipation and the macroscopic material properties are degraded in this process. The degradation degree could be represented with the damage parameter, \( d \), ranging from 0 to 1, where 1 represents for intact interface and 0 for a totally fracture [30, 31]. For a monotonic loading, the energy dissipation for the interfacial delamination is an irreversible process, i.e., positive energy dissipation, which also implies that the corresponding damage parameter should be monotonically decreasing during the loading process. This TC condition requirement can be therefore formulated as follows.

![Diagram](image)

**Fig. 4.** (a) Damage parameter of an interface. (b) Traction (\( \sigma_x \), where \( x \) for \( n \) (normal) or \( t \) (tangential)) versus separation norm (|\( \delta \)|), J-integral (\( J_x \)) versus |\( \delta \)| and damage parameter (\( d_x \)) versus |\( \delta \)|.

First, the damage parameters for normal and tangential cases (\( d_n, d_t \)) are defined based on the J-integrals and toughness,
where $J_n$ and $J_t$ are the normal and tangential J-integrals obtained by integrating tractions with respect to separations, as defined in following equations:

\[
J_n(\delta_n) = \int_0^{x=\delta_n} \sigma_n(x) dx
\]

\[
J_t(\delta_t) = \int_0^{x=\delta_t} \sigma_t(x) dx
\]

The positive energy dissipation condition can be fulfilled by enforcing a monotonically decreasing damage parameter and a positive dissipation (Clausius-Duhem inequality) as,

\[
1 - \frac{\partial d_n}{\partial \delta_n} = \frac{\partial}{\partial \delta_n} \left( \frac{\int_0^{x=\delta_n} \sigma_n(x) dx}{\Gamma_n} \right) > 0
\]

\[
1 - \frac{\partial d_t}{\partial \delta_t} = \frac{\partial}{\partial \delta_t} \left( \frac{\int_0^{x=\delta_t} \sigma_t(x) dx}{\Gamma_t} \right) > 0
\]

where $\Gamma_n = \max(J_n)$, $\Gamma_t = \max(J_t)$ are normal and tangential toughness.

As an example, the traction, J-integral, and damage parameter for an experimentally obtained TSR with a nominal phase angle of $27^\circ$ are calculated and shown in Fig. 4b. The calculated J-integral increases while the corresponding damage parameter decreases monotonically, indicating that this experimentally obtained TSR follows the monotonic positive energy dissipation condition.

2.2.2 TC2: Local fastest descending condition
Fig. 5. (a) Illustration of the local deepest descending condition. (b) Illustration and (c) values of normalized gradient for point O along all directions.

In addition to the positive energy dissipation condition, the dissipation rate should reach a local maximum when the interfacial separation reaches a local maximum. For a damage parameter surface shown in Fig. 5a, the loading along fixed phase angle paths results in the largest separation change, thus it is the fastest energy dissipation direction. For the point $d_{n2}^{(i)}$, while loading along fixed phase angle path and moving to point $d_{n2}^{(i+1)}$, it results in the largest decrease of the damage parameter, comparing with the neighboring points where phase angle is changed, for example, $d_{n1}^{(i)}$ and $d_{n3}^{(i)}$. This local fastest descending condition (TC2 condition) is applied to both normal and tangential cases and can be described with following equations,
\[
\left( \frac{\partial d_n}{\partial \delta} \right)_{\phi=\phi_0, \delta=|\delta|} < \left( \frac{\partial d_n}{\partial \delta} \right)_{\phi \neq \phi_0, \delta=|\delta|} \quad (5a)
\]
\[
\left( \frac{\partial d_t}{\partial \delta} \right)_{\phi=\phi_0, \delta=|\delta|} < \left( \frac{\partial d_t}{\partial \delta} \right)_{\phi \neq \phi_0, \delta=|\delta|} \quad (5b)
\]

Fig. 5b-c shows the gradient change for a point C along all directions. While loading angle changes from 0° to 180°, the gradient decreases until reaching the local minimum at 90°, then increases again until reaching 0 gradient at 180°.

2.2.3 TC3: conservative loading path condition

For interfacial failure processes, the total energy dissipation should equal to the summation of the energy dissipation parts along the normal and tangential separation directions if there is no other non-mechanical energy dissipation for the system (i.e., no heat generated from friction). For a mixed-mode TSR along fixed phase angle loading path, the total J-integral (\(J_{\text{total}}\)) is composed with normal and tangential J-integral components, as shown in Fig. 6,

\[
J_{\text{total}}(\sigma_n, \sigma_t, \delta_n, \delta_t) = J_n(\sigma_n, \delta_n) + J_t(\sigma_t, \delta_t) \quad (6)
\]

Under this circumstance, the normal and tangential separations increase proportionally with a ratio that equals the tangential of the phase angle,

\[
\frac{\delta_t}{\delta_n} = \tan \phi \quad (7)
\]

Fig. 6. (a) Normal and tangential tractions and separations. (b) Energy conservation illustration.

By replacing the normal and tangential J-integrals in Eq. 6 with integrations of tractions with respect to separations, the relation between normal and tangential tractions is obtained and expressed as follows:
\[ \frac{\sigma_t}{\sigma_n} = \frac{\delta_t}{\delta_n} = \tan \phi \]  

The detailed derivation from Eq. 6 to Eq. 8 could be found in Section S3 of Supplementary Information. Eq. 8 is the conservative loading path condition (TC3 condition) followed by the normal and tangential traction surfaces.

In review of all three TC conditions, TC1 and TC2 are extracted or built based on the irreversible nature of the energy dissipation as stated in the second law of thermodynamics, thus are the stronger constraints. TC3 condition is identified based on the assumption that the delamination occurs at the interface without frictional energy dissipation, which may not be true based on some of the experiment observations [32-34]. Therefore, TC3 condition is a relatively weaker condition that needs to be satisfied in comparison with TC1 and TC2 conditions.

3. **Thermodynamic consistent neural network (TCNN)**

We selected the DNN and constructed a data-driven model to predict the TSR surfaces based on experiment data sets. To implement TC conditions into this model, each of the 3 TC conditions (TC1, TC2 and TC3) are embedded as loss function terms of the DNN model to form the TCNN. In addition, the importance of the experimental data and the TC conditions are adjusted based on Bayesian optimization algorithm, to balance the contradictions between experimental data and TC conditions.

3.1 **Deep neural network construction**

We firstly constructed the DNN with two hidden layers and 60 neurons for each layer as shown in Fig. 7. The inputs are separation norm (|\(\delta|\)) and phase angle (\(\phi\)) as defined in Eq. 1a-b, and the outputs are normal and tangential J-integrals (\(J_n, J_t\)), as shown in Fig. 7.

![Deep neural network structure and optimization algorithm.](image)
The input and output data are normalized through a mean of dividing by their maximum values with following equations to eliminate the introduced bias from value discrepancy,

\[
\begin{align*}
X_{\text{norm}}^{(i)} &= \frac{X^{(i)}}{\max_{i \in [1,n]} X^{(i)}} \\
Y_{\text{norm}}^{(i)} &= \frac{Y^{(i)}}{\max_{i \in [1,n]} Y^{(i)}}
\end{align*}
\]  

(9a)

where \(X^{(i)}\) and \(Y^{(i)}\) stand for the \(i\)th point of the input and output data sets, and \(n\) is the number of the dataset, \(X_{\text{norm}}^{(i)}\) and \(Y_{\text{norm}}^{(i)}\) are the normalized data for DNN training. We use the hyperbolic tangent (tanh) function as the nonlinear activation function and Adam optimizer that has been widely used as an effective and fast optimization method. The objective is to minimize the loss function that is the expectation of mean squared error (MSE), which is defined as:

\[
MSE_0 = E \left( \| Y_i - Y_i^l \|_2^2 \right)
\]

(10)

where \(Y_i\) and \(Y_i^l\) are \(i\)th point of true output and predicted output. Operator \(\| \cdot \|\) represents the 2-dimensional Euclidean (\(l_2\)) norm. The training process is completed when 1,000,000 training epochs are reached, or the loss function value is smaller than a specific threshold \(\epsilon = 10^{-3}\). Then we can use this neural network model to predict the J-integral surfaces.

### 3.2 Implementation of TC conditions in TCNN

TC conditions are added to loss function as a penalty term for effective and accurate learning of the TSR. For DNN models, the training process is one that searches for a solution that fits well with the training data sets. The loss function, where MSE is adopted for DNN models, is used to justify how well this fitting is and then adopted in optimization algorithms for next step training. By implementing the TC conditions as loss function terms, the trained models violating the TC conditions are ‘punished’ and the ‘survived’ models are more compliant to TC conditions. This concept has been implemented in physics informed (or guided) neural networks and worked well in applications [35-37].

In our work, each of the three TC conditions are imposed on 10 loading paths with fixed phase angle ranging from \(-60^\circ\) to \(90^\circ\), shown as red lines in Fig. 8, identical intervals of \(15^\circ\) are used for each two neighboring paths. The interval along \(|\delta|\) coordinate is set as \(0.1\ \mu\text{m}\) within a range of \([0, 3\ \mu\text{m}]\). We refer to these paths as constraining paths, to differentiate from the experimental paths. For each iteration, along each constraining path, the loss function value is calculated
automatically based on predicted J-integral surfaces. This value is then used to adjust the TCNN and move on to next iteration.

3.2.1 Implementation of TC1

TC1 is imposed on constraining paths on both the normal and tangential output J-integral surfaces. For each training epoch, the gradient of the damage parameter for each constraining path is calculated. Max function is used to compare these values with 0 so that only the positive part, which is contradicting to the TC1 condition,

\[ MSE_{1n}^{(j)} = \max \left( \frac{\partial d_n}{\partial \delta_n}, 0 \right) = \max_{i \in [1,n-1]} \left( \frac{d_n^{(i+1)} - d_n^{(i)}}{\delta_n^{(i+1)} - \delta_n^{(i)}}, 0 \right) \]  
\[ MSE_{1t}^{(j)} = \max \left( \frac{\partial d_t}{\partial \delta_t}, 0 \right) = \max_{i \in [1,n-1]} \left( \frac{d_t^{(i+1)} - d_t^{(i)}}{\delta_t^{(i+1)} - \delta_t^{(i)}}, 0 \right) \]  

where \( d_n^{(i)} \), \( d_t^{(i)} \) and \( \delta_n^{(i)} \), \( \delta_t^{(i)} \) are the \( i \)th normal and tangential damage parameters as well as separations on \( j \)th constraining path. \( MSE_{1n}^{(j)} \) and \( MSE_{1t}^{(j)} \) are the normal and tangential components related to \( j \)th constraining path. \( n \) is the total number of samples for each constraining path. Assuming normal and tangential damage parameter with equal important weights, the new loss function \( MSE_1 \) incorporating TC1 constraint is formulated as,

\[ MSE_1 = \frac{1}{2m} \sum_{j=1}^{m} \left( MSE_{1n}^{(j)} + MSE_{1t}^{(j)} \right) \]
where \( m \) is the number of constraining path. This loss function is averaged over the total number of points on the constraining paths.

### 3.2.2 Implementation of TC2

TC2 condition shown in Eq. 5 constrains the gradient vector direction along the fixed phase angle loading paths. Numerically, this condition is reflected as smaller gradient along \( |\delta| \) dimension while comparing with that along \( \phi \) dimension. Along each constraining path, the difference between gradients along \( |\delta| \) and \( \phi \) dimensions are calculated and compared with value 0 using max functions, which is formulated as,

\[
MSE_{2n}^{(l,j)} = \max_{i \in [1,n-1]} \left( \frac{\partial d_n^{(l,j)}}{\partial (|\delta|)} - \frac{\partial d_n^{(l,j)}}{\partial \phi} , 0 \right) = \max_{i \in [1,n-1]} \left( \frac{d_n^{(l,j)} - d_n^{(l+1,j)}}{\phi^{(l+1,j)} - \phi^{(l,j)}} - \frac{d_n^{(l,j)} - d_n^{(l+1,j)}}{\phi^{(l+1,j)} - \phi^{(l,j)}} , 0 \right)
\]

\[
MSE_{2t}^{(l,j)} = \max_{i \in [1,n-1]} \left( \frac{\partial d_t^{(l,j)}}{\partial (|\delta|)} - \frac{\partial d_t^{(l,j)}}{\partial \phi} , 0 \right) = \max_{i \in [1,n-1]} \left( \frac{d_t^{(l,j)} - d_t^{(l+1,j)}}{\phi^{(l+1,j)} - \phi^{(l,j)}} - \frac{d_t^{(l,j)} - d_t^{(l+1,j)}}{\phi^{(l+1,j)} - \phi^{(l,j)}} , 0 \right)
\]

where \( d_n^{(l,i)} \), \( d_t^{(l,i)} \) and \( \delta_n^{(l,i)} \), \( \delta_t^{(l,i)} \) are the \( i \)th normal and tangential damage parameters as well as separations on \( j \)th constraining path. \( MSE_{2n}^{(l,j)} \) and \( MSE_{2t}^{(l,j)} \) are the normal and tangential components related to \( i \)th point on \( j \)th constraining path of this loss function term.

For data points obeying the TC2 condition, this difference is negative and the corresponding loss function term yields 0. For contradicting data points, the loss function term equals to the positive difference value and is minimized during the training process.

These TC2 constraints are imposed separately on normal and tangential J-integral surfaces and play an equally important role on the total loss function term (\( MSE_2 \)),

\[
MSE_2 = \frac{1}{2mn} \left( \sum_{i=1}^{n-1} \sum_{j=2}^{m-1} MSE_{2n}^{(l,j)} + \sum_{i=1}^{n-1} \sum_{j=2}^{m-1} MSE_{2t}^{(l,j)} \right)
\]

### 3.2.3 Implementation of TC3

TC3 condition confines the ratio between normal and tangential tractions along the constraining paths. The loss function term (\( MSE_3 \)) for each constraining path is defined with following equation,
The $\sigma_n^{(i,j)}$, $\sigma_t^{(i,j)}$ are the $i$th normal and tangential tractions of $j$th constraining path. $MSE_3^{(j)}$ is the loss function related to the $j$th constraining path. Different from the TC1 and TC2 constraints that are inequality constraints, TC3 constraint condition is an equality constraint.

The assembled total loss function ($MSE_3$) term corresponding to the TC3 constraint is written by,

$$MSE_3 = \frac{1}{m} \sum_{j=1}^{m} MSE_3^{(j)}$$

### 3.2.4 Weighted loss function of TCNN

Loss function terms with TC1-TC3 constraints, as defined in Eq. 12, 14, 16 respectively, are implemented to a DNN so as to construct a TCNN. Schematic for this TCNN is shown in Fig. 9. The DNN models use the same architecture as discussed in Section 3.1, that is two hidden layers with 60 neurons for each hidden layer.

**Fig. 9.** Schematic of a thermodynamic consistent neural network (TCNN) for solving TSR problems.

The goal of this objective is to minimize the total loss function, $MSE_{total}$, which is defined as weighted summation of loss function corresponding to MSE ($MSE_0$) that is from the data observations and TC constraints ($MSE_1 - MSE_3$) separately, 

$$MSE_{total} = \sum_{i=0}^{3} \lambda_i MSE_i$$

(17)
where \( \lambda_i, i = 0, 1, 2, 3 \) are the weighting factors for each of the loss function penalized terms.

To investigate the effect of imposed TC constraints on prediction performance, we change the relative important weights \( \lambda_i \) on the overall loss function. 3 TCNN models with different constraints are investigated and named as TCNN-set1 to TCNN-set3. The evolved constrains and weighting factors for all sets are listed in Table. 1, where the summation of \( \lambda_0 - \lambda_3 \) equals 1.0.

| Table. 1 Weighting factor setting |
|----------------------------------|
| \( \lambda_0 \) | \( \lambda_1 \) | \( \lambda_2 \) | \( \lambda_3 \) | Active TC constraints |
|-----------------|-----------------|-----------------|-----------------|-----------------------|
| TCNN-set1       | 0.800           | 0.200           | 0.000           | 0.000                 | TC1                   |
| TCNN-set2       | 0.600           | 0.200           | 0.200           | 0.000                 | TC1, TC2              |
| TCNN-set3       | 0.570           | 0.200           | 0.200           | 0.030                 | TC1, TC2, TC3         |

From TCNN-set1 to TCNN-set3, the weighting factor for MSE term (\( \lambda_0 \)) is reduced and redistributed to TC1-TC3 conditions step by step. For all TCNN sets, an accurate fitting to the experimental TSRs along experiment paths is still treated with highest priority. Correspondingly, the \( \lambda_0 \) is kept above 0.5 to ensure main features are captured from the experimental data. TC1 and TC2 constraints are treated with equal importance and thus have the same weighting factor. Compared with inequality constraints in TC1 and TC2 constraints, TC3 constraint is a stronger equality constraint that can contribute to the best part of the loss function value when assigned with same weighting factor. In this manner, the training process will satisfy this TC3 constraint with first priority and thus weaken the constraining effects of inequality constraints. Here we assign \( \lambda_3 \) with a relatively smaller value to balance the contribution from the three TC conditions.

### 3.3 Bayesian optimization

Bayesian optimization (BO) is used to automatically adjust the weighting factors, so that the relative importance of MSE and TC conditions are optimized, and a minimum total loss function can be reached.

In many cases, experimental data is companied with system errors and noises, which can lead to local confictions between experimental results and TC conditions. When used as training data sets in TCNN models, these interferences could significantly affect the predicted traction surfaces and lead to TC condition violating regions. Moreover, this conflict between experimental data and TC conditions can cause problems to the TCNN training processes, such as excessive training to converge and poor fitting of experimental data. By using the automatic weighting factor adjustment algorithms for optimization, a minimum loss function value can be reached with
optimized weighting factors. In this manner, the TSR prediction could ‘bend’ the part of experimental data to fit with TC conditions when conflictions are found while still capturing the global main feature of the experimental data.

BO algorithm, which performs global minimization of unknown functions with multiple degree of freedoms, is adopted for the optimization. Using knowledge of some prior sampling over the space of this unknown function, BO algorithm estimates the areas with highest possibility to generate most promising results. In this way, instead of conducting random search or grid search where results should be obtained for every set of parameters, the BO algorithm provides a more optimal searching scheme and reduces the number of trial attempts by taking advantage of prior knowledge and the calculated likelihood of the unknown area. The implementation is conducted within the TuRBO algorithm, which solves for global optimization of large-scale high-dimensional problems using local probabilistic approach [25].

Based on TCNN model and the BO algorithm, the set of the weighting factors are determined to minimize the overall loss function value while following actions are conducted: (1) the weighting factors for all terms in loss function are loosened up and allowed to vary within a reasonable range; (2) The upper bound of the range for the weighing factor associated with the MSE is set to be lower than the value used in TCNN-set3 model.

Fig. 10. Weighting factor optimization with BO algorithms.
The implementation of TCNN framework with BO algorithm is shown in Fig. 10 with following steps.

Step 1. The normalized training data and the randomly initiated weighting factor are input for the first step TCNN training.

Step 2. TCNN is trained for 500 epochs, this relatively low epoch number is to reduce the time required for each BO optimization iteration.

Step 3. Upon the completion of the TCNN training process, values of loss function terms corresponding to MSE (based on Eq. 10) and TC1-3 conditions (based on Eq. 12, Eq. 14 and Eq. 16) are calculated. The total loss function value is then obtained with Eq. 17.

Step 4. The weighting factors is updated based on BO criterions.

Step 5. The updated weighting factors are input to the TCNN to start next iteration. This cycle continues until the maximum budget (300 iterations) is reached.

For each iteration in the BO algorithm, the weighting factors are optimized under two constraints: (1) each weighting factor varies within a range defined with a lower and upper bound \((\lambda_i \in [\lambda_i^{\text{lower}}, \lambda_i^{\text{upper}}], i = 0, 1, 2 \text{ or } 3)\). This allows the user to determine which constraint has higher importance while avoiding the weighting factors smaller than zero. (2) Summation of all the weighting factors equals to 1, or \(\sum_{i=0}^{3} \lambda_i = 1\). The updated weighting factor set is transferred into the TCNN for next step training. The end of the optimization process is reached when the certain maximum number (e.g., 300) of iteration is reached.

4. Mixed-mode TSR modeling results

To demonstrate the effectiveness of the TCNN framework, we firstly modeled the mixed-mode TSR using a DNN model without any constraints. Subsequently, we demonstrate the superior performance of TCNN and TCNN with BO algorithm.

4.1 Modeling using DNN

The modeled normal and tangential J-integral surfaces are illustrated with respect to \(|\delta|\) and \(\phi\) as shown in Fig. 11a-b. The modeling results along experiment loading paths are extracted and compared with experimental data sets. As shown in Fig. 11c-d. It shows that the modeling results using trained NN fit well to the experimental data along experiment loading paths.

We then evaluated how well this model satisfies the TC conditions. Based on predicted J-integral surfaces with TCNN models, violations to each of the 3 TC conditions are calculated separately with following approaches and shown in Fig. 11e.
For TC1 condition, the violation ($Vio_1$) represents for a negative energy dissipation and calculated based on gradient of J-integral predictions using following equation,

$$Vio_1 = \left| \min \left( \frac{\partial J_n}{\partial |\delta|}, 0 \right) \right| + \left| \min \left( \frac{\partial J_t}{\partial |\delta|}, 0 \right) \right|$$  (18)

With this equation, violating data points with negative J-integral gradient are located and their normalized values ($Vio_{1,\text{norm}}$, with respect to maximum value as shown in following equation) are illustrated as red contour in Fig. 11e.

$$Vio_{1,\text{norm}} = \frac{Vio_1}{\max(Vio_1)}$$  (19)

For TC2 condition, the predicted J-integrals are firstly transferred to damage surfaces. The gradient change is then calculated with respect to angles for each point as shown in Fig. 5b,c, data points with maximum gradient decrease not along 90° direction are located and the violation ($Vio_2$) is calculated as the difference between the fastest descending direction and 90°, as shown in following equation.

$$Vio_2 = |\theta_{ddn} - 90| + |\theta_{ddt} - 90|$$  (20)

where $\theta_{ddn}$ and $\theta_{ddt}$ are the angle of fastest descending direction for the point in normal and tangential J-integral surfaces. Normalized value ($Vio_{2,\text{norm}}$, with respect to maximum value as shown in following equation) is shown as blue contour in Fig. 11e.

$$Vio_{2,\text{norm}} = \frac{Vio_2}{\max(Vio_2)}$$  (21)

For TC3 condition, the ratio between normal and tangential tractions ($\sigma_n, \sigma_t$) are calculated and compared with the tangent of phase angle, $\phi$. Noting that exact equivalence is mostly impossible, we use a threshold angle ($\epsilon_{phi}$) of 5° and the violation ($Vio_3$) is reached when the difference between the ratio and the phase angle tangent is larger than $\epsilon_{phi}$:

$$Vio_3 = \max \left( \left| \frac{\sigma_t}{\sigma_n} - \tan \phi \right|, \tan(\epsilon_{phi}) \right) - \tan(\epsilon_{phi})$$  (22)

Also, the normalized value ($Vio_{3,\text{norm}}$) is used and depicted as green contour shown in Fig. 11e.

$$Vio_{3,\text{norm}} = \frac{Vio_3}{\max(Vio_3)}$$  (23)

Observing from Fig. 11e, the total violation regions combining all 3 TC conditions covers the best part of the modeling region, including both regions covered or not covered by experiment data sets. Overlapping among violation regions for different TC conditions is observed. These results
show that a data driven model like DNN could truthfully learn from the experiment data sets and yield accurate predictions for regions covered by the training data sets. However, for regions with data missing, the NN model cannot predict TSR that follows physics laws.

Fig. 11. (a-b) Modeled normal and tangential J-integral surfaces using DNN. (c-d) Modeling results for normal and tangential J-integrals comparing with experiment results. (e) Violation against each of the 3 TC conditions. The red contour shows violation against TC1 condition, blue
contour for TC2 condition and green contour for TC3 condition. Black lines are experiment loading paths.

4.2 Modeling using TCNN

TCNN modeling results comparison with experiment results and violations to TC1-TC3 conditions are shown in Fig. 12-14. Different TC constraint combinations are considered by assigning different weighting factors on the loss function as shown in Tab. 1, where each of modeling results showed in Fig. 12-14 follows the weighting factor settings of TCNN-set1 to TCNN-set3.
Fig. 12. (a-b) Modeled normal and tangential J-integral surfaces using TCNN with MSE and TC1 constraint (TCNN-set1). (c-d) Modeling results for normal and tangential J-integrals comparing with experiment results. (e) Violation against each of the 3 TC conditions. The red contour shows violation against TC1 condition, blue contour for TC2 condition and green contour for TC3 condition. Black lines are experiment loading paths.
Fig. 13. (a-b) Modeled normal and tangential J-integral surfaces using TCNN with MSE and TC1, TC2 constraints (TCNN-set2). (c-d) Modeling results for normal and tangential J-integrals comparing with experiment results. (e) Violation against each of the 3 TC conditions. The red contour shows violation against TC1 condition, blue contour for TC2 condition and green contour for TC3 condition. Black lines are experiment loading paths.
Fig. 14. (a-b) Modeled normal and tangential J-integral surfaces using TCNN with MSE and TC1, TC2, TC3 constraints (TCNN-set3). (c-d) Modeling results for normal and tangential J-integrals comparing with experiment results. (e) Violation against each of the 3 TC conditions. The red contour shows violation against TC1 condition, blue contour for TC2 condition and green contour for TC3 condition. Black lines are experiment loading paths.
Observing from the comparison between modeling results and experimental data as in c-d sub-images of Fig. 12-14, J-integral predictions of all TCNN with different combination of TC constraints fit well with experimental results. This ensures that main features are captured from the experimental data sets during the training progress.

While each of the TC constraints are embedded in the TCNN, the violation regions against the corresponding TC conditions are reduced compared with the modeling results with a simple NN, as shown in e sub-images of Fig. 12-14. It is also observed that when TC constraints are applied, larger overlapping areas exist between the violation regions against different TC conditions, comparing with NN results. For example, violation regions against TC1 condition is almost fully covered by that for TC2 and TC3 conditions as shown in Fig. 13-14e. This further reduces the area of the total violation region. Also, for all TCNN modeling results, the best part of the violation regions is crossed by the experiment loading paths. This proves the existence of the system errors and noises within experimental data, and this leads to a fact that the total violation region for TCNN-set3 has only limited improvement comparing with TCNN-set2, where only TC1 and TC2 constraints are imposed.

4.3 Modeling using TCNN with BO optimized weighting factors

Based on the BO algorithm proposed in Section 3.3, the weighting factors for loss function terms corresponding to MSE and TC1-TC3 constraints are optimized, the convergence for BO process is shown in Fig. 15. 300 iterations are conducted. Loss function value decreases rapidly at the beginning stage and then reduces to around 1.0 within 25 iterations. The decreasing of loss function value for following iterations uses a quasi-exponential form, small fluctuations are found before it reaches the maximum number of iterations. Ranges for each of the 4 weighting factors \( (\lambda_0 - \lambda_3) \) and optimized values are presented in Tab. 2.
Fig. 15. (a) Convergence of Bayesian optimization process for weighting factors optimization. (b) zoom in image Enlarged image for region within the red frame of (a).

Table 2 Weighting factors optimization

|       | Upper bound | Lower bound | Optimized |
|-------|-------------|-------------|-----------|
| $\lambda_0$ (MSE) | 0.750 | 0.400 | 0.519 |
| $\lambda_1$ (TC1) | $(1 - \lambda_0) \times 0.900$ | $(1 - \lambda_0) \times 0.100$ | 0.385 |
| $\lambda_2$ (TC2) | $(1 - \lambda_0 - \lambda_1) \times 0.900$ | $(1 - \lambda_0 - \lambda_1) \times 0.100$ | 0.0622 |
| $\lambda_3$ (TC3) | NA | NA | 0.0338 |

As shown in Tab.2, the fitting to the experimental data is still treated with largest importance. Following is the TC1 condition, which is based on the second law of thermodynamics and obeyed by all experimental data sets. It is surprisingly observed that the TC2 condition is treated with a relatively lower importance when compared with our TCNN-set3 settings (0.0622 comparing to 0.2). One possible explanation is that more energy dissipation mechanisms, friction for example, may be evolved when loading directions are changed. This also reflects as larger blue area in Fig. 12-14e. The optimized weighting factor of TC3 condition is close to our TCNN-set3 settings and keeps as the lowest importance.

Based on the TCNN with optimized weighting factors, modeled J-integral surfaces, modeling results comparison with experiment results and violations to TC1-TC3 conditions are shown in Fig. 16a-b.
Seen from Fig. 16c-d, the modeling results still have a good correspondence with the experimental data while the corresponding weighting factor reduced from 0.570 to 0.519.

Comparing with Fig. 14e, although both cases are applied with 3 TC constraints, the total violation region area in Fig. 16e is reduced by using TCNN modeling results with BO optimized weighting factors. Furthermore, instead of crowding around the experimental data covered regions, smaller violation regions are found to be scattered in different parts of the modeling region. This proves that the confliction between the experimental data and the TC conditions is mediated by the BO optimization progress, a balance is reached by adjusting the weighting factors, where the trend of the experimental data is still fully captured, and the local confliction data points are bypassed to fulfill the TC conditions.

Due to the fact that TC3 condition has the least importance of all 3 TC conditions, BO treats TC3 condition with low priority and the confidence of this condition is sacrifices to reach a better overall TCNN performance.
Fig. 16. (a-b) Modeled normal and tangential J-integral surfaces using TCNN with MSE and TC1, TC2, TC3 constraints (TCNN-set3) based on BO optimized weighting factors. (c-d) Modeling results for normal and tangential J-integrals comparing with experiment results. (e) Violation against each of the 3 TC conditions. The red contour shows violation against TC1 condition, blue contour for TC2 condition and green contour for TC3 condition. Black lines are experiment loading paths.
4.4 Fitting error and TC condition violations

The modeling results with DNN, TCNN with different combinations of TC constraints (TCNN-set1 to TCNN-set3) and TCNN with BO optimized weighting factors are quantitatively evaluated from 2 perspectives: fitting with experiment results and violation rate to TC conditions. The results are shown in Fig. 17.

![Graph](image)

**Fig. 17.** (a) Fitting error comparing with experiment results used for training. (b) Violation rate to TC conditions.

The fitting error is defined as:

\[
\text{Fitting error} = E \left( \left\| Y_i - Y_i^l \right\|_2^2 \right)
\]

(24)

where \( Y_i \) and \( Y_i^l \) are \( i \)th point of true output and predicted output along experiment loading paths. As shown in Fig. 17a, the DNN result has the lowest error, and the TCNN with BO has the highest. All errors are below 4%, which is a low value that ensures the experimental information been learned by all data driven models.

The TC condition violation ratio is calculated with an area orientated definition and shown in Fig. 17b:

\[
\text{Violation ratio} = \frac{A_V}{A_M}
\]

(25)

where \( A_V \) is the area of the violation regions, \( A_M \) is the area of the overall modeling region. DNN modeling results have the highest violation ratio for all 3 TC conditions. The combined total ratio is larger than 0.5, which means that most part of the modeling results are against at least 1 TC conditions. This situation is significantly improved when modeling with TCNN, where different...
TC constraints are applied as loss function terms. This improvement reached its limitation when 2 or 3 TC constraints are imposed, reflecting as the slightly increased violation ratio of TCNN-set3. This is due to the noise and system error induced confliction between experimental results and TC conditions. This confliction is mediated by BO optimization and a balance is reached between capturing the main trend of the experimental data and bypassing the local conflicting points. The total violation ratio is thus further improved.

5. Discussions and conclusions

In this paper, we proposed a TCNN approach that can provide a point-to-point modeling of interfacial traction-separation relations using only experimental data. The proposed model not only can provide robust predictions on mixed-mode traction-separation surfaces that capture the experimental data but also conform to physics laws, specifically the damage mechanics. This is achieved by fusing the neural network model with TC conditions requirements derived from rules of mechanics. In addition, with the integrated Bayesian optimization and weighing factors reflecting the priorities of the mechanical rules, the proposed TCNN approach can perfectly handle any conflicts between the experimental data and enforced TC conditions. This allows a “true” autonomous machine learning modeler that can provide rational constitutive models for material interfaces directly using experimental data. Numerical implementation results provide demonstrate the rigor of the proposed approach by comparison of modeling results with those from only neural network approaches.

Future studies will focus on rationalizing the prioritization of the weighing factors that applied to different TC conditions, as well as the application of TCNN to model traction-separation relations of other material interface that is interfered by other physics such as the diffusion field.
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Supplementary Information

S1. PPR model fitting with experimental TSR relations

To explore the possibility of fitting experimental data with existing analytical models, Monte Carlo simulations are used to fit experimental obtained TSR relations with PPR model. The normal and tangential tractions ($\sigma_n, \sigma_t$) are derived by taking the gradient of the PPR potential and relate to the normal and tangential separations ($\delta_n, \delta_t$) with,

$$
\sigma_n = \frac{\Gamma_n}{\delta_n} \left( m \left( 1 - \frac{\delta_n}{\Delta_n} \right)^{\alpha} \left( \frac{m}{\alpha} \right)^{m-1} - \alpha \left( 1 - \frac{\delta_n}{\Delta_n} \right)^{\alpha-1} \left( \frac{m}{\alpha} + \frac{\delta_n}{\Delta_n} \right)^m \right) \left( \Psi_t \left( 1 - \frac{\delta_t}{\Delta_t} \right) \frac{n}{\beta} + \frac{\delta_t^{n-1}}{\delta_t} \right) + \langle \psi_t - \psi_n \rangle \right) \tag{S1a}
$$

$$
\sigma_t = \frac{\Gamma_t}{\delta_t} \left( n \left( 1 - \frac{\delta_t}{\Delta_t} \right)^{\beta} \left( \frac{n}{\beta} + \frac{\delta_t}{\Delta_t} \right)^{n-1} - \beta \left( 1 - \frac{\delta_t}{\Delta_t} \right)^{\beta-1} \left( \frac{n}{\beta} + \frac{\delta_t}{\Delta_t} \right)^n \right) \left( \Psi_n \left( 1 - \frac{\delta_t}{\Delta_t} \right) \frac{m}{\alpha} + \frac{\delta_t^{m-1}}{\delta_t} \right) \tag{S1b}
$$

where, $\Delta_n, \Delta_t$ are characteristic length scale parameters where the $\sigma_n, \sigma_t$ decrease to 0, $\Psi_n, \Psi_t$ are energy constants, $\psi_n, \psi_t$ are fracture energies where the subscripts $n$ is for normal and $t$ is for tangential. $\alpha, \beta$ and $m, n$ are shape parameters and non-dimensional exponents to be determined.

In these parameters, $m, n$ are dependent on $\alpha, \beta$ with:

$$
m = \frac{\alpha(\alpha-1)\lambda_n^2}{(1-\alpha\lambda_n^2)} \tag{S2a}
$$

$$
n = \frac{\beta(\beta-1)\lambda_t^2}{(1-\beta\lambda_t^2)} \tag{S2b}
$$

where, $\lambda_n, \lambda_t$ is defined as $\lambda_n = \Delta_{nc}/\Delta_n, \lambda_t = \Delta_{tc}/\Delta_t$ with $\Delta_{nc}, \Delta_{tc}$ being the critical opening displacement where the $\sigma_n, \sigma_t$ reach the peak value. $\Psi_n, \Psi_t$ are dependent on $\psi_n, \psi_t$ as well as $m, n, \alpha, \beta$:

$$
\Psi_n = (-\psi_n) \frac{\langle \psi_n - \psi_t \rangle}{\psi_n - \psi_t} \left( \frac{\alpha}{m} \right)^m \tag{S3a}
$$

$$
\Psi_t = (-\psi_t) \frac{\langle \psi_t - \psi_n \rangle}{\psi_t - \psi_n} \left( \frac{\beta}{n} \right)^n \tag{S3b}
$$

A total of 8 parameters are totally independent: length scales parameters, $\Delta_{nc}, \Delta_{tc}$ and $\Delta_n, \Delta_t$; energy parameters, $\psi_n, \psi_t$; non-dimensional parameters, $\alpha, \beta$.

While fitting the experimental data with PPR models, we choose these parameters as variables to be optimized based on Eq. S1-S3. For each parameter, a varying range is specified based on the experimental data sets. For each modeling iteration, randomly generated values within each range is assigned to independent parameters, normal and tangential tractions corresponding to
separations along loading paths are calculated and compared to experimental data. A total of 5.0e6 iterations are calculated and the parameter combination with least error is recorded. It is checked that value of each independent variables are within the range and not close to either upper or lower boundaries of pre-assumed range.

As shown in Fig. S2, along loading paths, both normal and tangential tractions have certain errors when comparing with experimental data, the main differences exist in the critical separations where tractions reach peak value or 0; the nonlinearity and Young’s modulus of the elastic stage, the form of softening stages. These fitting results show that even being the most flexible analytical model, PPR models still lack complexity to capture the high level singularity real world experimental data shows, namely, the sharply increasing and decreasing around peak value traction points and varying characteristic separation values.

**S2. Fixed angle loading condition**

For each monotonic loading case along fixed angle paths, the total J-integral ($J_{total}$) is the summation of normal and tangential J-integral components, ie,

$$J_{total} = \int_{\Gamma} \sqrt{\sigma_n^2 + \sigma_t^2} d\delta = J_n + J_t = \int_{\Gamma} \sigma_n d\delta_n + \int_{\Gamma} \sigma_t d\delta_t \quad (S4)$$

where $d\delta = \sqrt{1 + \tan^2 \phi} \ d\delta_n$.

According to phase angle definition Eq. 1b, normal and tangential separations are related as,

$$\delta_t = \tan \phi \ \delta_n \quad (S5)$$

Plug Eq. S5 into Eq. S4,

$$\int_{\Gamma} \sigma_n d\delta_n + \int_{\Gamma} \sigma_t \tan \phi \ d\delta_n = \int_{\Gamma} \sqrt{(\sigma_n^2 + \sigma_t^2)(1 + \tan^2 \phi)}d\delta_n \quad (S6)$$

To make Eq. S6 holds for all $d\delta_n$, it requires that,

$$\sigma_n + \sigma_t \tan \phi = \sqrt{(\sigma_n^2 + \sigma_t^2)(1 + \tan^2 \phi)} \quad (S7)$$

Take square on both sides,

$$\sigma_n^2 + \sigma_t^2 \tan^2 \phi + 2\sigma_n \sigma_t \tan \phi = (\sigma_n^2 + \sigma_t^2)(1 + \tan^2 \phi) \quad (S8)$$

With proper transformation and Eq. S8 leads to,

$$\sigma_n^2 \tan^2 \phi + \sigma_t^2 - 2\sigma_n \sigma_t \tan \phi = 0 \quad (S9)$$

Thus,

$$(\sigma_n \tan \phi - \sigma_t)^2 = 0 \quad (S10)$$

Which leads to the fixed angle loading conditions,

$$\frac{\sigma_t}{\sigma_n} = \tan \phi = \frac{\delta_t}{\delta_n} \quad (S11)$$
Fig. S1. (a-b), normalized PPR model for normal and shear stress versus phase angle ($\phi$) and absolute separation ($norm(\delta)$). (c-d) gradient surface of normal and shear stress. (e-f) gradient of normal and shear stress along fixed angle loading paths.
Fig. S2. (a-b), comparison for experimental and fitted tractions along experimental loading paths.