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Abstract
User-specific future activity prediction in the healthcare domain based on previous activities can drastically improve the services provided by the nurses. It is challenging because, unlike other domains, activities in healthcare involve both nurses and patients, and they also vary from hour to hour. In this paper, we employ various data processing techniques to organize and modify the data structure and an LSTM-based multi-label classifier for a novel 2-stage training approach (user-agnostic pre-training and user-specific fine-tuning). Our experiment achieves a validation accuracy of 31.58%, precision 57.94%, recall 68.31%, and F1 score 60.38%. We concluded that proper data pre-processing and a 2-stage training process resulted in better performance. This experiment is a part of the "Fourth Nurse Care Activity Recognition Challenge" by our team "Not A Fan of Local Minima".

1 Introduction
Activity prediction from sensor data is a relatively untapped field in machine learning. It has many real-life applications in domains like healthcare, transportation, and so on. This topic is mainly studied in Computer Vision and activities were recognized by visual data from the video feed. But it is computationally expensive and not feasible to implement on large scale. In ubiquitous computing, however, if we can collect the data from commonly available sensors like accelerometers and use the sensor data from activity recognition, which makes it is eligible for using numerous fields. The
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first three nurse care activity challenge dealt with human activity recognition from sensor data from the real world. The fourth challenge takes it one step ahead and deals with the next activity prediction from sensor data, which will enable caregivers to provide services efficiently to the patients.

In the healthcare domain, due to the lack of datasets and complex interpretability and explainability of the sensor data, nurse care activity prediction had always been a challenging field. These datasets generally come up with some common challenges: a lot of noisy and unreliable samples, overlapping time frame, irregular sampling rate, inconsistency between lab and field data and so on [1]. That’s why, processing these datasets are often very tricky. Furthermore, predicting the future activities of a particular user from the previous activities is even more challenging.

To address these problems, the fourth [2] nurse care activity recognition challenge aims to deal with nurse or caregiver activity prediction from previous activities of a particular user. The goal of this challenge is to make the task scheduling of the nurses or caregivers easier by predicting the probable activities of the next hour based on their activities in previous hours. The challenge provides raw data which contain the records of nurse care activity in a particular hour with a start and end time.

We pre-process the raw data so that it can be used for the multi-label next activity prediction task. We propose a model architecture that leverages LSTM and Bi-LSTM as the backbone. Using our novel 2-stage training approach, i.e., user agnostic pre-training and user-specific fine-tuning, we achieve the best performance.

2 Related Works

Activity Recognition on health care data has not been studied much due to the complexity and limited availability of the dataset. And the works are mostly focused on patient activities [3, 4, 5]. This task is unique because it not only depends on the nurse that performs the activity but also on the patient who receives it. The first nurse care activity challenge collected a multi-modal dataset in a controlled environment [1]. Kadir et al. [6] used kNN classifier and achieved 87% accuracy on 10-fold cross-validation and 66% accuracy on leave-one-subject-out cross-validation. Haque et al. [7] used a GRU-based approach with an attention mechanism and achieved 66.43% validation accuracy for person-wise one leaving out cross-validation. Although in the test data, the accuracy was lower.

The second nurse care activity recognition challenge [8] used both lab and real-world data for activity recognition. This partially solved the weakness of the first challenge as it reduces the gap between lab simulation and the real world. Rasul et. al [9] used a basic imputation strategy for preprocessing, used a CNN model, and achieved a validation accuracy of 91.59%. Although in the test data, the accuracy was lower. Irbaz et. al [10] achieved a validation accuracy of 75% and test accuracy of 22.35%. They used both a high pass and a low pass filter to shape the data in the spatial domain during preprocessing and used the kNN classifier instead of a deep
learning algorithm. They concluded that traditional machine learning techniques can also be quite useful in activity recognition.

The third care nurse activity recognition challenge focused on recognizing the activities of a nurse based on the accelerometer data as it is the cheapest and the most feasible way of collecting activity data. Using random forest, Sayem et al achieved a validation accuracy of 72%. But in the test data, the highest accuracy achieved was 12.97%. Although when test data became available, accuracy rose up to as much as 80% for a few activities.

3 Datasets

Dataset from the 3rd and 4th Nurse Care Activity Recognition Challenge are used for this research. As both of the datasets are part of a same dataset, the structure of the datasets are almost similar. Data collection process for the datasets are same. The datasets contain total 28 labels or activity types performed by caregivers or nurses.

3.1 Third Nurse Care Activity Recognition Challenge Dataset

There are 3 tabular datasets. Since our challenge task only focused on the next activity type prediction, we could only utilize the activity data (label_train.csv). The size of the dataset is 27,448. In this dataset, they have 3 types of users: nurses, managers, and care managers. We only took the nurse user data which was more relevant to the 4th Nurse Care challenge objective. The size of the nurse user data is 25,874. There are 9 nurse users in total: 5, 6, 7, 9, 12, 17, 19, 21, 22. In Figure 1, we can see the distribution of this data which is very unbalanced.

3.2 Fourth Nurse Care Activity Recognition Challenge Datasets

There are 5 different sets of data. We are using Care Record Data.zip as training set and Test Data.zip as validation set. Both of them have 5 users: 8, 13, 14, 15, and 25. The training set contains 10,985 samples and the validation set contains 6,643 samples. In Figure 2, the distribution of both the training and validation datasets are shown with respect to the users. We can see that user 25 has the lowest number of both types of samples.
3.3 Challenges in Nurse Care Datasets

We faced several challenges when working with the datasets. Two major challenges were pre-processing the raw datasets and working with imbalanced and noisy data. The raw datasets of both challenges only have user_id, date, hour, and activity type per record. Even though the goal of the 4th Nurse Care challenge is to predict the activities of an hour based on the activities of previous hours, the datasets are
not organized for that particular goal. So, they required some manipulation and pre-processing to be used as a sequence prediction dataset.

From Figure 1 and 2, we can conclude that the datasets are imbalanced. It contains 6,624 training samples for user 12, but only 706 samples for user 21. Moreover, we also found out that the training and validation datasets were inconsistent with each other which results in lower accuracy and F1 score than expected.

4 Proposed Methodology

Our proposed methodology can be divided into three steps. They are data preprocessing, user-agnostic pre-training, and user-specific fine-tuning. In the case of the user-agnostic pre-training approach, we do not specify or give preference to any users. But, we only provide specific user data for user-specific fine-tuning.

4.1 Data Preprocessing

We pre-processed and organized the raw datasets to be used for the multi-label next activity prediction task. All user data from 3rd and 4th Nurse Care challenges have been pre-processed in a similar manner. First of all, for each user and a particular date and hour, all the activities are listed sequentially based on the starting time of those activities. For a specific date and hour, the unique activities are also listed. Secondly, if there is only one instance of a particular date, we remove that record from the dataset because it does not help us in predicting the activities of the next hour. To build the final dataset, we gather the hourly tasks of a particular date and iterate through them. During the iteration, the pointer indicates the unique tasks for the next hour, and the task in the preceding hours is considered the previous task. Table 1 provides some examples of the data after pre-processing.

| user_id | year-month-date | previous hours | previous activities | previous activities unique | next hour | next activities |
|---------|-----------------|----------------|--------------------|---------------------------|-----------|----------------|
| 25      | 2018-05-30      | [7, 8]         | [10, 23, 6, 6, 6], [6] | [6, 10, 23], [6]         | 9         | [10]           |
| 25      | 2018-05-26      | [6, 7, 8]      | [23], [6, 10, 10, 6, 6, 6], [18, 6] | [23], [6, 10], [6, 18] | 9         | [7, 18, 22]    |
| 25      | 2018-06-03      | [7, 8, 10, 11] | [6, 6, 6, 23, 10, 6], [6], [10, 24], [6, 6, 6] | [6, 10, 23], [6], [10, 24], [6] | 12        | [6]            |
| 25      | 2018-06-03      | [7]            | [6, 6, 23, 10, 6]   | [6, 10, 23]              | 8         | [6]            |
| 25      | 2018-06-03      | [7, 8]         | [6, 6, 6, 23, 10, 6], [6] | [6, 10, 23], [6]         | 10        | [10, 24]       |

Table 1 Examples of Pre-processed Data
4.2 User-agnostic Pre-training

We used LSTM [15] and BiLSTM [16] as backbone of our model architecture to train the model. Both 3rd and 4th Nurse Care Challenge data for this pre-training without specifying or giving preference to any user. The processed data is reconstructed in a particular format to utilize the sequential long-term and short-term dependencies of LSTM. For each previous hour in the processed data shown in Table[1] we took the hour, added a separator, an array of activity type frequencies of that hour, another separator, and, finally, another array of activity type binary which indicates if an activity among the 28 was conducted in that hour. After adding all of the hourly activities in a sequence, we added another separator and concatenated the next hour with it. This input is passed to an LSTM layer. The output of the LSTM is passed to a ReLU and a dropout layer and again passed into a Linear Fully connected layer. The result of the Linear layer goes through the same process again, and finally, the logit values are passed to a sigmoid layer to generate the output predictions. We get an array as output that specified if a particular type of activity was conducted or not. We also conducted another experiment replacing LSTM with BiLSTM. Figure 3 provides a detailed architecture of the modeling approach.
4.3 User-specific Fine-tuning

The pre-trained model is fine-tuned on the 4th Nurse Care Challenge Data. We conduct user-specific fine-tuning for all 5 users. All the input processing and modeling approach are kept the same.

5 Experimental Analysis

To train and evaluate our proposed methodology, we did a couple of experiments in 2 stages. In the first stage, we trained an LSTM and BiLSTM-based model on 4th Nurse Care Data and later on both 3rd and 4th Nurse care data without specifying users. In the second stage, we used the pre-trained models of the first stage and fine-tuned them using specific user data (user 8, 13, 14, 15, and 25) separately.

To evaluate the performances of each stage and each modeling approach, we considered accuracy (exact match), precision, recall, and F1 score. The accuracy or exact match is the strictest metric for multi-label classification because the result drastically decrease even if there is one mismatch of a particular record during inference. F1-score provides a more balanced result considering the precision and recall and giving some reward for some matches. That’s why, in most multi-label classification tasks, F1 score is much higher than the accuracy.

5.1 Experiment Setup

We trained all our models using a RAM of 12.68 GB, Intel(R) Xeon(R) CPU @ 2.30GHz, and Tesla P100-PCIE GPU. The batch size was set to 2, and the maximum sequence length to 1200. We set the dropout rate to 0.1 and the learning rate to 4e-4. The models were trained for 50 epochs. AdamW [17][18] was used as the optimizer, and Binary Cross Entropy with logit loss as the loss function. The threshold was set to 0.5 which means if the sigmoid value is greater than or equal to 0.5 after inference, we reset it to 1 or else 0. It takes 400 seconds to train the model and 0.0324 seconds for inference per test sample. We processed and converted the data in Care Record Data.zip for training and Test Data.zip for validation.

5.2 Results and Discussion

We trained the LSTM and BiLSTM models using our proposed model architecture in Figure 3. First of all, different experiments were conducted for user-agnostic pre-training. Table 2 shows the performance of the conducted experiments.
The BiLSTM model pre-trained on the 4th Nurse Care data shows the best performance in recall which identifies that the number of true positives among the actual positives is high. The LSTM model pre-trained on the same data, shows the best performance in precision and F1 score.

The LSTM model pre-trained on both 3rd and 4th Nurse Care data gives the best performance in accuracy. These pre-trained LSTM and BiLSTM models were used for further user-specific fine-tuning.

### Table 2 User-agnostic pre-training performance

| Model | Data                    | Accuracy | Precision | Recall | F1-score |
|-------|-------------------------|----------|-----------|--------|----------|
| BiLSTM| 4th Nurse Care          | 0.2414   | 0.4848    | 0.6781 | 0.5327   |
| LSTM  | 4th Nurse Care          | 0.2452   | 0.5111    | 0.6776 | 0.5485   |
| BiLSTM| 3rd and 4th Nurse Care  | 0.2414   | 0.4848    | 0.6781 | 0.5327   |
| LSTM  | 3rd and 4th Nurse Care  | 0.2548   | 0.4908    | 0.6862 | 0.5453   |

### Table 3 User-specific fine-tuning performance

| Model | user_id | #valid_samples | Accuracy | Precision | Recall | F1-score |
|-------|---------|----------------|----------|-----------|--------|----------|
| LSTM  | 8       | 128            | 0.0703   | 0.5067    | 0.6353 | 0.5313   |
|       | 13      | 74             | 0.3108   | 0.5532    | 0.7005 | 0.5958   |
|       | 14      | 119            | 0.3333   | 0.6523    | 0.7582 | 0.6729   |
|       | 15      | 139            | 0.5286   | 0.6472    | 0.7674 | 0.675    |
|       | 25      | 66             | 0.3182   | 0.4758    | 0.5227 | 0.4786   |
|       | avg     |                | 0.3158   | 0.5794    | 0.6931 | 0.6038   |
| BiLSTM| 8       | 128            | 0.0469   | 0.4459    | 0.6505 | 0.4985   |
|       | 13      | 74             | 0.3108   | 0.5491    | 0.7288 | 0.601    |
|       | 14      | 119            | 0.2583   | 0.6768    | 0.7019 | 0.6683   |
|       | 15      | 139            | 0.5143   | 0.6865    | 0.7618 | 0.6875   |
|       | 25      | 66             | 0.303    | 0.4192    | 0.596  | 0.4658   |
|       | avg     |                | 0.2875   | 0.5729    | 0.6957 | 0.5972   |

During user-specific fine-tuning, we use a specific user’s activity data for fine-tuning. Table 3 shows the results of all the fine-tuning experiments. Different users had different sizes of validation samples. Hence, a weighted average is considered when aggregating the results.
Table 3 shows the lowest user-specific performance for user 8 even though it contains the highest number of training samples [Figure 2]. This indicates that the training and validation samples are inconsistent and noisy. Although user 15 contains the second lowest number of training samples, we observed the best user-specific performance for it. From these observations, it can be inferred that the overall dataset is very noisy because we can see the opposite of general deep learning model trends.

After aggregating the results as a weighted average, the table shows that LSTM fine-tuning achieved the best performance in accuracy, precision, and F1-score. These fine-tuned models are employed for final inference in the test dataset.

Comparing Table 2 and 3, we can infer the following: 1) Adding 3rd Nurse Care Data with the 4th Nurse Care data gave us better performance in fine-tuning. 2) User-agnostic fine-tuning would have resulted in worse performance than user-specific fine-tuning. 3) If we did not conduct the 2-stage training approach, our highest accuracy might have been around 24-25%. Employing this approach, resulted in 5-6% more accuracy and F1-score.

6 Conclusion and Future Works

The 4th Nurse Care activity recognition challenge came up with a very unique and strenuous problem, but, if we consider the real-life implications, this task will facilitate increasing the efficiency of the nurse and caregivers and help them get rid of procrastination. This problem aims to predict the personalized probable activities of the next hour based on their activities in previous hours. We proposed an LSTM-based multi-label sequence prediction model and conduct a 2-stage training approach, i.e., user-agnostic pre-training and user-specific fine-tuning, to utilize both 3rd and 4th nurse care activity recognition challenge datasets. Finally, we achieved the validation accuracy of 31.58%, precision 57.94%, recall 68.31%, and F1 score 60.38%.

Even though we achieved good performance with our 2-stage training approach, there are still some problems that we would like to pursue further in the future. First of all, the dataset was very imbalanced. We plan to work more on this problem to handle the data imbalance problem for care record data. Secondly, we would also like to explore how different data processing approaches would correlate with the performance of the task. Finally, we would also like to try some more advanced sequence models like transformers to compare the results with LSTM and BiLSTM.
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