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Abstract. Given a nef and big line bundle $L$ on a projective variety $X$ of dimension $d \geq 2$, we prove that the Seshadri constant of $L$ at a very general point is larger than $(d+1)^{\frac{1}{d-1}}$. This slightly improves the lower bound $1/d$ established by Ein, Küchle and Lazarsfeld. The proof relies on the concept of successive minima for line bundles recently introduced by Ambro and Ito.

Let $X$ be a projective variety of dimension $d \geq 2$ over an uncountable algebraically closed field $k$ of characteristic zero. Given a nef and big line bundle $L$ on $X$, the Seshadri constant of $L$ at a closed point $x \in X(k)$ is a numerical invariant introduced by Demailly [Dem92] measuring the local positivity of $L$ at $x$. It is defined by

$$
\epsilon(L, x) = \inf_{C \ni x} \frac{L \cdot C}{\text{mult}_x C},
$$

where the infimum is over all integral curves in $X$ passing through $x$. Seshadri constants have received a lot of attention since their introduction, and have become an important tool to study the geometry of projective varieties. We refer the reader to [Laz04, Chapter 5] for motivation and background on this invariant. Lower bounds for Seshadri constants are particularly important, notably because they provide effective results for the existence of global sections of adjoint bundles and generic statements towards Fujita’s freeness conjecture (see [Dem92, Proposition 6.8], [Den21, Theorem A]).

Examples of Miranda show that one cannot expect an absolute lower bound for $\epsilon(L, x)$ to hold at every point: for every $\delta > 0$, there exist $X$, $L$ and $x$ as above such that $\epsilon(L, x) < \delta$. However, a celebrated conjecture of Ein and Lazarsfeld predicts that the lower bound $1$ holds at very general points, namely that there exists a countable union $B \subset X$ of proper subvarieties such that $\epsilon(L, x) \geq 1$ for every closed point $x \in X \setminus B$ ([EL93, Problem 3.3], [Laz04, Conjecture 5.2.4]). When $X$ is a surface, this conjecture is a theorem of Ein and Lazarsfeld [EL93]. In arbitrary dimension, Ein, Küchle and Lazarsfeld [EKL95] obtained the lower bound $1/d$. The approach of [EKL95] was subsequently refined by Nakamaye [Nak05], who proved that

$$
\epsilon(L, x) > \frac{3d + 1}{3d^2}
$$

for a very general point $x \in X(k)$. To the best of our knowledge, this is the sharpest lower bound known up to now at this level of generality. In dimension 3, Cascini and Nakamaye [CN14] obtained the lower bound $\epsilon(L, x) > 1/2$. Our main result improves the lower bound (0.1) as follows (see section 2 for more precise statements).

**Theorem A.** For a very general point $x \in X(k)$, we have

$$
\epsilon(L, x) \geq (d + 1)^{\frac{1}{d-1}}.
$$
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In particular, this theorem shows that \( \epsilon(L, x) > 1/(d - \frac{1}{2}) \) for every \( d \geq 4 \), and that \( \epsilon(L, x) > 1/(d - 1) \) if \( d \geq 7 \). It can therefore be considered as a partial generalization of the main result of \([CN14]\) to higher dimensions.

Our proof of Theorem A is strongly inspired by the methods of \([EKL95]\) and \([Nak05]\). In particular, it relies crucially on a powerful differentiation result due to Ein, Küchle and Lazarsfeld \([EKL95]\). The novelty in our approach is to combine the latter with the notion of successive minima for line bundles recently introduced by Ambro and Ito \([AI20]\). This significantly simplifies the “gap argument” and the construction of a flag of auxiliary subvarieties used in \([EKL95, Nak05]\). In order to outline our strategy, we fix a very general point \( x \in X(k) \). The successive minima of \( L \) at \( x \) form a chain of real numbers

\[
0 = \epsilon_{d+1}(L, x) \leq \epsilon_d(L, x) \leq \epsilon_{d-1}(L, x) \leq \cdots \leq \epsilon_2(L, x) \leq \epsilon_1(L, x),
\]

measuring the local positivity of \( L \) of \( X \) point of all the global sections. We derive the inequality

\[
\epsilon(L, x) = \epsilon(L, x) \geq 1/2d \geq 1.
\]

More precisely, for a real number \( t \) we let \( \text{Bs}[\mathcal{I}_Z^t L] \) be the locus where all the global sections \( s \) of \( mL \) with \( \text{ord}_z s \) be the locus where all the global sections \( s \) of \( mL \) with \( \text{ord}_z s \) vanish, \( m \in \mathbb{N} \). The numbers \( \epsilon_i(L, x) \) detect the jumps in the codimension at \( x \) of \( \text{Bs}[\mathcal{I}_Z^t L] \) when \( t \geq 0 \) varies. Assume that there exists \( i \in \{1, \ldots, d - 1\} \) such that \( \epsilon_i(L, x) > \epsilon_{i+1}(L, x) \), and let \( t, t' \) be rational numbers with

\[
\epsilon_{i+1}(L, x) < t < t' < \epsilon_i(L, x).
\]

It follows from the definition of the successive minima that the base loci \( \text{Bs}[\mathcal{I}_Z^t L] \subseteq \text{Bs}[\mathcal{I}_Z^{t'} L] \) share an irreducible component \( Z \) containing \( x \). This implies that for a sufficiently general point \( z \in Z(k) \), we have \( L \cdot C \geq \epsilon(L|Z, z) \text{mult}_z C \) for every curve \( C \ni z \) contained in \( \text{Bs}[\mathcal{I}_Z^t L] \). On the other hand, the differentiation result of \([EKL95]\) (see Lemma 1.2) implies that \( L \cdot C \geq (t' - t) \text{mult}_z C \) for any curve \( C \ni z \) with \( C \subseteq \text{Bs}[\mathcal{I}_Z^{t'} L] \). Using a classical semi-continuity property for Seshadri constants (Lemma 1.1), we obtain

\[
\epsilon(L, x) \geq \epsilon(L, z) = \inf_{C \ni z} \frac{L \cdot C}{\text{mult}_z C} \geq \min\{t' - t, \epsilon(L|z, z)\}.
\]

Arguing by induction on the dimension, all that remains to prove Theorem A is to control the gaps \( \epsilon_i(L, x) - \epsilon_{i+1}(L, x) \) between successive minima. To do so, we use a variant of Minkowski’s second theorem due to Ambro and Ito, from which we derive the inequality

\[
\frac{1}{d+1} \leq d+ \epsilon_i(L, x) - \epsilon_{i+1}(L, x) \geq \sqrt{(d+1)L^2} / (d+1) \geq (d+1)^{\frac{1}{d+1}} - 1
\]

(see Lemma 1.8).

The above strategy actually leads to more precise versions of Theorem A, that we shall state and prove in section 2. In section 1 we recall preliminary results, including the differentiation result from \([EKL95]\) as well as the definition and important facts on successive minima for line bundles from \([AI20]\).

**Notation and conventions.** We fix an uncountable algebraically closed field \( k \) of characteristic zero, and all schemes are defined over \( k \). A projective variety \( X \) is an integral projective scheme. We say that a property is true at a very general point of \( X \) if it holds for all \( x \in X(k) \) outside a given countable union of proper subvarieties in \( X \). The volume of a line bundle \( L \) on \( X \) is the quantity

\[
\text{vol}(L) := \lim_{m \to \infty} \sup_{m} \frac{h^0(X, mL)}{m^{\dim X} / (\dim X)!}
\]
We say that $L$ is big if $\text{vol}(L) > 0$. If $L$ is big, there exists a open subset $U$ of $X$ such that $L|_U$ is big for every subvariety $Z$ with $Z \cap U \neq \emptyset$. When $L$ is nef, we have $\text{vol}(L) = L^d$ by the asymptotic Riemann-Roch theorem.

1. **Seshadri constants, order of global sections and successive minima**

This section contains the preliminary material that we need for the proof of Theorem A. We recall a well-known semi-continuity property for Seshadri constants in subsection 1.1, and a consequence of the differentiation lemma from [EKL95] in subsection 1.2. Subsections 1.3 and 1.4 are devoted to successive minima for line bundles, following Ambro and Ito [AI20]. Throughout this section, $X$ denotes a projective variety of dimension $d \geq 1$ and $L$ is a line bundle on $X$.

1.1. **Seshadri constants at very general points.** The following lemma is well-known, and it is essentially [EKL95, Lemma 1.4].

**Lemma 1.1.** Assume that $L$ is nef and big. For any smooth point $y \in X(k)$ and any $\delta > 0$, there exists a dense open subset $U \subseteq X$ with

$$U(k) \subseteq \{ x \in X(k) \mid \epsilon(L, x) > \epsilon(L, y) - \delta \}. $$

**Proof.** In the case where $L$ is ample, the result is [dFEM14, Proposition 2.5.12]. The general case follows as in [EKL95, Proof of Lemma 1.4]. $\square$

If $X^\text{sm}$ denotes the smooth locus of $X$, it follows from Lemma 1.1 that the supremum

$$\epsilon(L, 1) = \sup_{x \in X^\text{sm}(k)} \epsilon(L, x)$$

is actually a maximum, and that $\epsilon(L, 1) = \epsilon(L, x)$ for a very general $x \in X(k)$. In particular, we have $\epsilon(L, 1) = \max_{x \in X^\text{sm}(k)} \epsilon(L, x) \geq \epsilon(L, y)$ for any $y \in X^\text{sm}(k)$.

1.2. **Order of global sections.** Let $s \in \text{H}^0(X, L)$ be a global section. We denote by $\text{ord}_x s$ the order of $s$ at a closed point $x \in X(k)$, defined to be supremum of the integers $m \geq 0$ such that $s \in \mathcal{I}_x^m L$, where $\mathcal{I}_x$ is the ideal defining $x \in X$. By definition $\text{ord}_x s = +\infty$ if $s = 0$ and $\text{ord}_x s \in \mathbb{N}$ otherwise. We denote by $Z(s) \subseteq X$ the closed subset on which $s$ vanishes.

Let $t \geq 0$ be a real number and let $m \geq 0$ be an integer. We denote by $R^s_m(L)$ the linear subspace of $R_m(L) := \text{H}^0(X, mL)$ consisting of the global sections $s \in R_m(L)$ with $\text{ord}_x s > mt$. Following Ambro and Ito [AI20, Section 2], we define a closed subset of $X$ by

$$\text{Bs} |\mathcal{I}_x^s + L|_Q = \bigcap_{m \in \mathbb{N}} \bigcap_{s \in R^s_m(L)} Z(s).$$

The following consequence of [EKL95, Proposition 2.3] is a key ingredient in our proof of Theorem A.

**Lemma 1.2** ([AI20, Lemma 2.18]). Let $t \geq 0$ be a real number. Let $x \in X(k)$ be a very general point and let $Z \subseteq \text{Bs} |\mathcal{I}_x^s + L|_Q$ be an irreducible component containing $x$. Then for any integers $p, q \geq 1$ and any $s \in \text{H}^0(X, \mathcal{I}_x^q(L))$, we have $\text{ord}_x s \geq p - qt$ for every $z \in Z(k)$ in the smooth locus of $X$.

**Proof.** By [AI20, Lemma 2.18], there exists a dense open subset $U \subseteq Z$ such that $\text{ord}_x s \geq p - qt$ for every $z \in U(k)$. On the other hand, the function $x \mapsto \text{ord}_x s$ is upper semi-continuous on the smooth locus $X^\text{sm}$ of $X$ (see [EKL95, section 2]). Therefore the Zariski-closure $\overline{U}(k)$ of $U \cap X^\text{sm}$ in $X^\text{sm}$ satisfies

$$\overline{U}(k) \subseteq \{ x \in X^\text{sm}(k) \mid \text{ord}_x s \geq p - qt \},$$
and the result follows since $\overline{U} = Z \cap X^{sm}$ by construction. \hfill \square

1.3. Successive minima for line bundles. Let $x \in X(k)$ be a closed point. For any positive integer $i$, Ambro and Ito [AI20] introduced the $i$-th successive minimum of $L$ at $x$ defined by

$$\epsilon_i(L, x) = \inf \{ t \geq 0 \mid \text{codim}_x B_s |L^t|_Q < i \}.$$ 

These real numbers form a chain

$$\epsilon_1(L, x) \geq \epsilon_2(L, x) \geq \cdots \geq \epsilon_d(L, x) \geq \epsilon_{d+1}(L, x) = 0.$$ 

By [AI20, Corollary 3.3], the extremal minima can be compared to the volume of $L$ as follows.

$$\epsilon_d(L, x) \leq \sqrt[\text{vol}(L)]{\text{mult}_x X} \leq \epsilon_1(L, x).$$

It is a non-trivial fact that the last minimum $\epsilon_d(L, x)$ coincides with the Seshadri constant of $L$ at $x$ when $L$ is nef.

**Proposition 1.3** ([AI20], Proposition 2.20). If $L$ is nef, then $\epsilon_d(L, x) = \epsilon(L, x)$.

The following remark gives an alternative description of the first minimum.

**Remark 1.4.** If $L$ is big, then

$$\epsilon_1(L, x) = \sup \left\{ \frac{\text{ord}_x s}{m} \mid s \in H^0(X, mL) \setminus \{0\}, \ m \geq 1 \right\}$$

for any $x \in X(k)$. If moreover $x$ is a smooth point, then

$$\epsilon_1(L, x) = \sup \{ t \in \mathbb{Q}_{\geq 0} \mid \pi^*_x L - tE_x \text{ is big} \},$$

where $\pi_x : BL_x X \to X$ is the blow-up at $x$ and $E_x$ is the exceptional divisor (see [AI20, page 14]).

We now recall two examples from [AI20, Remark 3.8].

**Example 1.5.** If $L = \mathcal{O}_P(a)$ for some integer $a > 0$, then $\epsilon_i(L, x) = a$ for any $x \in \mathbb{P}^d(k)$ and $i \in \{1, \ldots, d\}$. Let us now consider the product of $d$ copies of the projective line $X = (\mathbb{P}^1)^d$, $d \geq 1$. Let $L = \mathcal{O}_X(\omega_1, \ldots, \omega_d)$, where $\omega_1 \geq \cdots \geq \omega_d$ are positive integers. Then $\epsilon_i(L, x) = \sum_{j=1}^d \omega_j$ for any $x \in X(k)$ and $i \in \{1, \ldots, d\}$. In particular, $\epsilon(L, x) = \epsilon_d(L, x) = \omega_d$ and $\epsilon_1(L, x) = \omega_1 + \cdots + \omega_d$ for any $x \in X(k)$.

1.4. Successive minima at very general points. Successive minima don’t satisfy a semi-continuity property analogous to Lemma 1.1 in general. However, there exists a countable union $B_L = \bigcup_{n \in \mathbb{N}} Y_n \subset X$ of proper subvarieties such that for any integer $i > 0$, the function $x \mapsto \epsilon_i(L, x)$ is constant on $X(k) \setminus B_L$ (see [AI20, Proposition 2.12]). We let $\epsilon_i(L) = \epsilon_i(L, x)$, where $x \notin B_L$ is a closed point. In particular, $\epsilon_d(L) = \epsilon(L, 1)$ is the Seshadri constant of $L$ at a very general point when $L$ is nef (see Proposition 1.3).

The following is an analogue for successive minima of line bundles of Minkowski’s second theorem in geometry of numbers.

**Theorem 1.6** ([AI20], Theorem 3.6). If $L$ is big, then we have

$$\prod_{i=1}^d \epsilon_i(L) \leq \text{vol}(L) \leq d! \prod_{i=1}^d \epsilon_i(L).$$
For real numbers $t_1, \ldots, t_d$, we consider the compact convex set $\square(t_1, \ldots, t_d) \subset \mathbb{R}^d$ defined by
\[
\square(t_1, \ldots, t_d) = \cap_{i=1}^d \{ (x_1, \ldots, x_d) \in \mathbb{R}_{\geq 0}^d \mid x_i + \ldots + x_d \leq t_i \}.
\]
With this notation, the upper bound of Theorem 1.6 is a consequence of the following stronger result due to Ambro and Ito.

**Proposition 1.7** ([AI20], Proposition 3.5). We have
\[
\text{vol}(L) \leq d! \text{vol}(\square(\epsilon_1(L), \ldots, \epsilon_d(L))).
\]

Proposition 1.7 gives control on the gaps between successive minima as follows.

**Lemma 1.8.** We have
\[
\max_{1 \leq i \leq d} \epsilon_i(L) - \epsilon_{i+1}(L) \geq \frac{\sqrt{(d+1) \text{vol}(L)}}{d+1}.
\]

**Proof.** For two real numbers $\alpha, \beta \geq 0$, let
\[
\square_d(\alpha, \beta) = \square(\alpha + (d-1)\beta), \alpha + (d-2)\beta, \ldots, \alpha + \beta, \alpha
\]
\[
= \{ (x_1, \ldots, x_d) \in \mathbb{R}_{\geq 0}^d \mid \forall 1 \leq j \leq d, \sum_{i=j}^d x_i \leq \alpha + (d-j)\beta \}.
\]

Using the identity
\[
\text{vol}(\square_d(\alpha, \beta)) = \int_0^\alpha \text{vol}(\square_{d-1}(\alpha + \beta - t, \beta)) dt,
\]
one can show by induction that $d! \text{vol}(\square_d(\alpha, \beta)) = \alpha(\alpha + d\beta)^{d-1}$. Let $\theta(L) = \max_{1 \leq i \leq d-1} \epsilon_i(L) - \epsilon_{i+1}(L)$. By Proposition 1.7 and by definition of $\theta(L)$, it follows that
\[
\text{vol}(L) \leq d! \text{vol}(\square_d(\epsilon_d(L), \theta(L))) = (\epsilon_d(L) + d\theta(L))^{d-1} \epsilon_d(L),
\]
and therefore
\[
\text{vol}(L) \leq (d + 1)^{d-1} \max_{1 \leq i \leq d} \epsilon_i(L) - \epsilon_{i+1}(L))^d.
\]

2. Main theorem

We shall deduce Theorem A from the following theorem, which is the central result of this paper.

**Theorem 2.1.** Let $X$ be a projective variety of dimension $d \geq 2$ and let $L$ be a nef and big line bundle on $X$. Let $\mathcal{B} \subset X$ be a countable union of proper subvarieties and let $\alpha$ be a real number with
\[
\alpha < \max_{1 \leq i \leq d-1} \epsilon_i(L) - \epsilon_{i+1}(L).
\]

Then there exists a proper subvariety $Z_\alpha \subset X$ with $Z_\alpha \not\subset \mathcal{B}$ and $0 < \dim Z_\alpha < d$, and there exists a dense open subset $U_\alpha \subsetneq Z_\alpha$ such that
\[
\epsilon(L, z) \geq \min \{ \alpha, \epsilon(L|_{Z_\alpha}, z) \}
\]
for any point $z \in U_\alpha(k)$.

**Proof.** Let $\alpha$ be a real number with
\[
\alpha < \max_{1 \leq i \leq d-1} \epsilon_i(L) - \epsilon_{i+1}(L),
\]
and let $\mathcal{B} \subsetneq X$ be a countable union of subvarieties. We assume that $\alpha > 0$, otherwise there is nothing to prove. For a very general point $x \in X(k) \setminus \mathcal{B}$ we have
\( \epsilon_i(L, x) = \epsilon_i(L) \) for any integer \( i > 0 \). There exists an index \( i \in \{1, \ldots, d - 1\} \) such that
\[
\epsilon_i(L, x) - \epsilon_{i+1}(L, x) = \max_{1 \leq j \leq d-1} \epsilon_j(L) - \epsilon_{j+1}(L) > \alpha,
\]
and therefore there are rational numbers \( t, t' \) such that \( t' - t > \alpha \) and
\[
\epsilon_{i+1}(L, x) < t < t' < \epsilon_i(L, x).
\]

Let \( V = Bs|T^+_x L|_Q \) and \( V' = Bs|T^+_x L|_Q \). By definition of the successive minima of \( L \) at \( x \), we have
\[
\text{codim}_x V = \text{codim}_x V' = i,
\]
hence \( V \) and \( V' \) have a common irreducible component \( Z \ni x \) with \( \text{codim}_X Z = \text{codim}_x V = i \). In particular \( Z \not\subseteq B \) and \( 1 \leq \dim Z \leq d - 1 \). Let \( z \in Z(k) \) be a smooth point of \( Z \) and \( X \) such that \( Z \) is the only irreducible component of \( V' \) containing \( z \). Let \( C \subseteq X \) be an integral curve containing \( z \). If \( C \subseteq V' \), then \( C \subseteq Z \).

Since \( Z \) is smooth at \( z \in C \), \( Z \) is smooth at a general point of \( C \) and it follows that
\[
\frac{L \cdot C}{\text{mult}_z C} = \frac{L|_Z \cdot C}{\text{mult}_z C} \geq \epsilon(L|_Z, z).
\]

Assume now that \( C \not\subseteq V' = Bs|T^+_x L|_Q \). There exist an integer \( m \geq 1 \) such that \( mt' \in \mathbb{N} \) and a non-zero global section \( s \in H^0(X, I_C^{m}(mL)) \) such that \( C \not\subseteq Z(s) \).

Since \( Z \) is an irreducible component of \( V = Bs|T^+_x L|_Q \) and \( z \in Z \) is in the smooth locus of \( X \), Lemma 1.2 implies that \( \text{ord}_z s \geq m(t' - t) \). Since \( C \) and \( Z(s) \) intersect properly, we have
\[
\frac{L \cdot C}{\text{mult}_z C} = \frac{1}{m} \frac{mL \cdot C}{\text{mult}_z C} \geq \frac{1}{m} \frac{\text{ord}_z(s) \cdot \text{mult}_z(C)}{\text{mult}_z(C)} \geq t' - t > \alpha.
\]

We have proved that for any integral curve \( C \subseteq X \) containing \( z \),
\[
\frac{L \cdot C}{\text{mult}_z C} \geq \min\{\alpha, \epsilon(L|_Z, z)\}.
\]

Therefore we have
\[
\epsilon(L, z) \geq \min\{\alpha, \epsilon(L|_Z, z)\}.
\]

Since the point \( z \) can be chosen arbitrarily in an open subset of \( Z \), the theorem is proved.

Given a line bundle \( L \) on a projective variety of dimension \( d \geq 1 \), we let
\[
\gamma(L) = \max \left\{ \frac{\sqrt{(d+1)L^2}}{d+1}, \frac{\epsilon_1(L)}{d} \right\}.
\]

Applying Lemma 1.8 and Theorem 2.1 inductively, we have the following corollary.

**Corollary 2.2.** Let \( X \) be a projective variety of dimension \( d \geq 1 \), let \( L \) be a nef and big line bundle on \( X \), and let \( B \subsetneq X \) be a countable union of proper subvarieties. Then either
\[
\epsilon(L, 1) \geq \gamma(L)
\]
or there exists a subvariety \( Y \not\subset B \) with \( 0 < \dim Y < d \) such that
\[
\epsilon(L, 1) \geq \max\{\epsilon(L|_Y, 1), \gamma(L|_Y)\}.
\]

Note that
\[
\gamma(L) = \max \left\{ \frac{\sqrt{(d+1)L^2}}{d+1}, \frac{\epsilon_1(L)}{d} \right\} \geq \frac{\sqrt{L^2}}{d}.
\]
with strict inequality when \( d \geq 2 \). Therefore Corollary 2.2 improves [EKL95, Theorem 3.1], which states that

\[
\epsilon(L, 1) \geq \inf_{V \subseteq \mathcal{B}} \frac{\dim \sqrt{\text{dim} Y \cdot Y}}{\text{dim} Y}
\]

where the infimum is over all subvarieties \( Y \not\subseteq \mathcal{B} \) of dimension \( \text{dim} Y \geq 1 \).

**Proof.** If \( d = 1 \), then \( \epsilon(L, 1) = \gamma(L) \) so the statement holds. We assume by induction that \( d \geq 2 \) and that the result is known for projective varieties \( Z \) of dimension \( \text{dim} Z \leq d - 1 \). After possibly shrinking \( X \setminus \mathcal{B} \), we assume that \( X \setminus \mathcal{B} \) is contained in the smooth locus of \( X \) and that \( L|_Z \) is big for any subvariety \( Z \not\subseteq \mathcal{B} \). Note that

\[
\max_{1 \leq i \leq d} \epsilon_i(L) - \epsilon_{i+1}(L) \geq \frac{1}{d} \sum_{i=1}^{d} \epsilon_i(L) - \epsilon_{i+1}(L) = \frac{\epsilon_1(L)}{d},
\]

hence \( \max_{1 \leq i \leq d} \epsilon_i(L) - \epsilon_{i+1}(L) \geq \gamma(L) \) by Lemma 1.8. Assume that \( \gamma(L) > \epsilon(L, 1) \). In that case, we have

\[
\max_{1 \leq i \leq d-1} \epsilon_i(L) - \epsilon_{i+1}(L) \geq \gamma(L) > \alpha,
\]

for some real number \( \alpha > \epsilon(L, 1) \). By Theorem 2.1 there exists a subvariety \( Z \not\subseteq \mathcal{B} \) with \( 0 < \text{dim} Z < d \) such that

\[
\epsilon(L, z) \geq \min\{\alpha, \epsilon(L|_Z, 1)\}
\]

for a very general \( z \in Z(k) \setminus \mathcal{B} \). Since \( z \) is a smooth point of \( X \) we have

\[
\epsilon(L, 1) \geq \epsilon(L, z) \geq \min\{\alpha, \epsilon(L|_Z, 1)\}
\]

by Lemma 1.1, and therefore \( \epsilon(L, 1) \geq \epsilon(L|_Z, 1) \) since \( \alpha > \epsilon(L, 1) \). By the induction hypothesis, there exists a positive-dimensional subvariety \( Y \subseteq Z \setminus \mathcal{B} \) such that

\[
\epsilon(L, 1) \geq \epsilon(L|_Y, 1) \geq \max\{\epsilon(L|_Y, 1), \gamma(L|_Y)\}.
\]

\( \square \)

Finally, we note that Theorem A is a straightforward consequence of Corollary 2.2.

**Corollary 2.3.** Let \( L \) be a nef and big line bundle on a projective variety of dimension \( d \geq 2 \). Then

\[
\epsilon(L, 1) \geq \min\{\gamma(L), d^{\frac{1}{d-1}}\} \geq (d + 1)^{\frac{1}{d-1}}.
\]

**Proof.** Let \( \mathcal{B} \not\subseteq X \) be a subvariety such that \( L|_Y \) is big for any subvariety \( Y \subseteq X \) not contained in \( \mathcal{B} \). Then for any subvariety \( Y \not\subseteq \mathcal{B} \) of dimension \( r \in \{1, \ldots, d-1\} \), we have \( L^r \cdot Y \geq 1 \) and therefore

\[
\max\{\gamma(L|_Y), \epsilon(L|_Y, 1)\} \geq \gamma(L|_Y) \geq \frac{\sqrt{(r+1) L^r \cdot Y}}{r+1} \geq (r + 1)^{\frac{1}{d-1}} \geq d^{\frac{1}{d-1}}.
\]

By Corollary 2.2, it follows that

\[
\epsilon(L, 1) \geq \min\{\gamma(L), d^{\frac{1}{d-1}}\} \geq (d + 1)^{\frac{1}{d-1}}.
\]

\( \square \)
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