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Abstract. Counterfactual Thinking (CT) is a human cognitive ability studied in a wide variety of domains, namely Psychology, Causality, Justice, Morality, Political History, Literature, Philosophy, Logic, and AI. CT captures the process of reasoning about a past event that did not occur, namely what would have happened had this event occurred; or, otherwise, to reason about an event that did occur but what would ensue if it had not, or if another might have happened in its stead. An example: Lightning hits a forest and a devastating forest fire breaks out. The forest was dry after a long hot summer and many acres were destroyed. A counterfactual thought is: If only there had not been lightning, then the forest fire would not have occurred. Given the wide cognitive empowerment of CT in the human individual, the question arises of how the presence of individuals with CT-enabled strategies affects the evolution of cooperation in a population comprising individuals with diverse strategies. The natural locus to examine this issue is Evolutionary Game Theory (EGT). In EGT, a simple CT can be exercised after knowing one's resulting payoff following a single playing step with a co-player. It employs the counterfactual: Had I played differently, would I have obtained a better payoff than I did? This information can be easily obtained by consulting the game's payoff matrix, assuming the co-player would make the same play, that is, other things being equal. In the positive case, the CT player will next adopt the alternative play strategy. Here we compare the population dynamics emerging from the interplay between CT and Social Learning (SL) when individuals face cooperation dilemmas. Preliminary results suggest that CT can foster coordination in collective action problems. Our initial approach begs further developments: consideration of direct reciprocity; allowing strategy revision between CT and SL; using CT over a history of plays or a corpus of games; comparing CT to other reasoning methods, like forward reasoning, best response, intention recognition; susceptibility to noise; etc.
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Counterfactual Thinking (CT) is a human cognitive ability studied in a wide variety of domains, namely Psychology, Causality, Justice, Morality, Political History, Literature, Philosophy, Logic, and AI. For surveys see [1-7]. Given the wide cognitive empowerment of CT in the human individual, the question arises of how the presence of individuals with CT-enabled strategies affects the evolution of cooperation in a population comprising individuals of diverse interaction strategies. The natural locus to examine this issue is Evolutionary Game Theory (EGT) [8], given the amount of extant knowledge concerning different types of games, strategies, and techniques for the evolutionary characterization of such populations of individual players. In the context of EGT, individuals revise their strategy looking at the success and actions of others. Yet, contrary to social learning, an agent may instead imagine how an outcome could have turned out, if she would have decided differently, and revise strategy. Here we propose a simple model to study the impact on cooperation of having a fraction of agents resorting to such counterfactual reasoning in a population of social learners.

In EGT, a simple CT can be exercised after knowing one's resulting payoff following a single playing step with a co-player. It employs the counterfactual thought: Had I played differently, would I have obtained a better payoff than I did? This information can be easily obtained by consulting the game's payoff matrix, assuming the co-player would have made the same play, that is, other things being equal. In the positive case, the CT player will next adopt the alternative play strategy.

A more sophisticated CT would search for a counterfactual play that improves not just one's payoff, but one that also contemplates the co-player not being worse off, for fear the co-player will react negatively to one's change of strategy. More sophisticated still, the new alternative strategy may be searched for taking into account that the co-player also possesses CT ability. And the co-player might too employ a Theory of Mind (ToM)-like CT up to some level.

In this extended abstract we consider only the first model, for simple (egotistic) CT. CT can be envisaged as a form of strategy update, akin to debugging and best-response rule, in the sense that if my actual play move was not conducive to a good payoff, then, after having known the co-player's move, I can imagine how I would have done better had I made a different strategy choice. In EGT, a frequent standard form of learning is so-called Social Learning (SL). It basically consists in switching one's strategy by imitating the strategy of a more successful individual in the population, compared to ours.
Let us consider a population of $Z$ agents interacting in groups of $N$ individuals, who can be either Cooperators (C) or Defectors (D); the $k$ Cs in N contribute a cost $c$ to the public good, whereas Ds refuse to do so. The accumulated contribution is multiplied by an enhancement factor $F$, and the result equally distributed among all individuals of the group, irrespectively whether they contributed or not. Moreover, we often find situations where a minimum number of Cs are needed within a group to create any sort of collective benefit [9, 10]. This can be modeled through the addition of a coordination threshold $M$ [9], leading to the following payoffs of Cs and Ds:

$$P_D(k) = H(k-M)kFc/N \text{ and } P_C(k) = P_D(k) - c$$

where $H(x) = 1$ if $x \geq 0$, and $H(x) = 0$ otherwise. This game is commonly referred as N-person Stag-Hunt game [9]. As in standard EGT, we consider well-mixed populations where all agents are equally likely to interact with each other. Thus, the success (or fitness) of an agent results from the average payoff obtained from randomly sampling groups of size $N$ (see [9, 11] for details).

Let us consider finite well-mixed populations of $Z$ interacting agents, of either SL or CT agents only, that revise their behaviors accordingly, both implemented by means of a stochastic update rule. If she resorts to social learning, $i$ will imitate a randomly chosen individual $j$, with a probability $p$ that augments with the increase in fitness difference between $j$ and $i$, given by $f_i$ and $f_j$ respectively. This probability may be conveniently written in terms of the Fermi distribution

$$p_{SL} = \frac{1}{1 + e^{-\beta_{SL}[f_j - f_i]}}$$

in which $\beta_{SL}$ translates here into noise associated with errors in the imitation process [12]. Hence, successful individuals might be imitated and the associated strategy will spread in the population. Given the above assumptions, considering a 2-strategy model (strategies C and D), it is easy to write down the probability to change the number $k$ of Cs (by ± one at each time step) in a population of $Z-k$ Ds in the context of social learning:

$$T^e_{SL}(k) = \frac{kZ - k}{Z} \left[1 + e^{\beta_{SL}[f_i^B(f_i^A)]} \right]^{-1}.$$ Differently, agents that resort to CT assess alternatives to their present returns, had they used the alternative, contrary to what actually took place. Agents imagine how the outcome could have worked if her decision (or strategy, in this case) would have been different. In its simplest form, this can be modeled as an incipient form of myopic best response rule or logit rule [13, 14]. In the case of CT, an individual $i$ adopting a strategy $A$ will switch to $B$ with a probability $p_{CT} = \frac{1}{1 + e^{-\beta_{CT}[f_i^B - f_i^A]}}$ that increases with the fitness difference between the fitness she would have had if she had played $B$ ($f_i^B$), and the fitness she actually got.
by playing $A ( f_i^a )$. Once again, $\beta_{CT}$ translates here into noise associated with guessing the fitness values. As before, one may write down the probability to change the number $k$ of Cs by plus or minus one as $T_{CT}^+(k) = \frac{Z-k}{Z} \left[ 1 + e^{-\beta_{CT}(f_i^c-f_i^d)} \right]^{-1}$ and $T_{CT}^-(k) = \frac{k}{Z} \left[ 1 + e^{-\beta_{CT}(f_i^c-f_i^d)} \right]^{-1}$. The above transition probabilities can be used to assess the most probable direction of evolution in SL and CT. This is given by a learning gradient (often called gradient of selection [9, 11] in the case of SL), $G_{SL}(k) = T_{SL}^+(k) - T_{SL}^-(k)$ and $G_{CT}(k) = T_{CT}^+(k) - T_{CT}^-(k)$, respectively. When $G_{SL}(k) > 0$ and $G_{CT}(k) > 0$ ($G_{SL}(k) < 0$ and $G_{CT}(k) < 0$), time evolution is likely to act to increase (decrease) the number of Cs. We further assume that with probability $\mu$ individuals may switch to a randomly chosen strategy, freely exploring the space of possible behaviors.

In Figure 1a, we illustrate how CT allows for the creation of new playing strategies, absent before in the population, since new strategies can appear spontaneously based on individual reasoning. By doing so, CT interestingly leads to different results if compared to SL. In this particular scenario, it is evident how CT may facilitate coordination of action, as individuals can reason on the sub-optimal outcome associated with non-reaching the coordination threshold, and individually react to that. In Figure 1b, we show the stationary distribution of the Markov chain associated with the transition probabilities indicated above, showing how cooperation can benefit from CT. The stationary distribution characterizes the prevalence in time of each fraction of
cooperators \((k/Z)\). In this particular configuration, it is shown how in SL (black line), the population spends most of the time in low values for the fraction of cooperators. Whenever CT is allowed, cooperation is maintained most of the time.

In this very simple model, we disallow SLs to learn from CTs, and vice-versa, since the two populations are not mixed. In our hybrid population analytic model, not shown, we allow for that. The cases where CTs have access to a lengthier own record of plays, rather than just the last one, creates a time-dependence that should be addressed in the future resorting to numerical computer simulations.
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