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Abstract—In modern times, the innovation ability of college students is a focus of college education. However, the cultivation and improvement of this ability are constrained by many factors, and the ability is too complex to be evaluated accurately. To solve the problems, this paper puts forward an extension model suitable for evaluating the cultivation and improvement of the said ability. Firstly, the research problem was defined clearly as the evaluation of the cultivation and improvement for the innovation ability of college students. Based on the extension theory, an evaluation model was established for the cultivation and improvement of the said ability, the workflow of model implementation was explained, and the corresponding evaluation algorithm was designed in details. Finally, the proposed model and algorithm were proved operable through case analysis. The research results provide support to the solution of complex systematic decision-making problems.
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1 Introduction

Innovation is a major development trend of modern society, and also a basic guarantee for a country or an enterprise to maintain sustained competitiveness. Therefore, it has attracted more and more researchers' attention and rapidly developed in various engineering fields [1-4]. The development of innovation is inseparable from the cultivation of senior talents, and the innovation ability of senior talents is a key feature for the effective implementation of higher education, which requires the higher education to use more innovation elements with the rapid development of scientific and technology in the 21st century [5, 6]. As an important aspect of the comprehensive quality, the innovation ability of college students is also a key link to improve their comprehensive quality. As a result, in the continuous reforming, more and more colleges have begun to focus on the cultivation and improvement of innovation ability of col-
lege students, which has gradually become a hot issue in higher education research. For example, Jackson [7] analyzed the problem of competence management in the innovation reform of higher education. Gao and Zhang [8] discussed how to cultivate college students' innovation ability. Zong et al. [9] established an evaluation index system for college students' innovation quality. Li et al. [10] analyzed the model construction and development strategy of college students' innovation ability system. However, the above studies are more focused on the evaluation system, evaluation strategy analysis, and implementation of evaluation methods for the cultivation and improvement of college students' innovation ability, lacking a systematic analysis for quantitative evaluation of the said ability. So, it needs more in-depth discussion and analysis on how to effectively evaluate the effects of the cultivation and improvement, find out the weak links based on the evaluation results, and make targeted improvement. Considering that the evaluation for the cultivation and improvement of college students' innovation ability is a complex systematic project, it will involve the comprehensive effect of many factors, and there is also some uncertain information to be handled. Traditional system engineering analysis methods, such as neural networks and genetic algorithms etc., have been well applied in the field of nonlinear engineering [11, 12]. Zagrebina et al. [13] predicted and analyzed power consumption based on recurrent neural network models. Scarselli et al. [14] analyzed the Vapnik-Chervonenkis dimension of the graph and the recurrent neural network. Tseng et al. [15] studied the use of the block-based genetic algorithm in disassembly sequence planning. Verotti et al. [16] analyzed the numerical simulation method for the mechanical characteristics of biological samples of MEMS micro-holders based on genetic algorithm. But these analysis methods often need the support of data samples, and are difficult to deal with fuzzy information. Fuzzy system and gray system theory can deal with fuzzy information, and have a wide range of applications in the field of engineering, e.g., Bezuglov and Comert [17] studied the prediction of traffic parameters in intelligent transportation systems based on gray theory; Lee et al. [18] analyzed the optimal design of the alignment platform through gray correlation analysis; de Gusmão et al. [19] discussed about the network security risk analysis models based on fault tree analysis and fuzzy decision theory; Shariat et al. [20] conducted a risk analysis of urban rainwater infrastructure system using the fuzzy spatial multi-criteria decision-making. Nevertheless, the connotation and extension of these said method in dealing with fuzzy information are often not complete. Extensive is a trans-disciplinary subject that uses formal models to study the possibility of extending things and innovates the rules and methods to solve contradictory problems. It has a wide range of applications in the field of engineering [21-23]. As above, this paper attempts to realize the effective evaluation for the cultivation and improvement effect of college students' innovation ability. Based on extension theory, it uses extension decision-making and evaluation method [24-26] to explore the cultivation and improvement of innovation ability of college students. It's expected to provide support for complex systematic decision-making problems.

The remainder of this paper is organized as follows: Section 2 defines the essential issues for the evaluation of the cultivation and improvement of college students' innovation ability; Section 3 analyses the evaluation indicators for the cultivation and
improvement of the said ability, including the selection principles of evaluation indicators, the software strength and hardware configuration of college students' innovation, the individual factors of college students, and the achievements etc.; Section 4 establishes the evaluation model and algorithm based on extension theory; Section 5 verifies the established extension evaluation model and algorithm through case analysis; Section 6 gives the conclusions.

2 Essential Issues for the Evaluation of the Cultivation and Improvement of College Students’ Innovation Ability

The evaluation for the cultivation and improvement of innovation ability of college students is essentially to measure its implementation effect. As the main carrier for the innovation, college students are naturally the most direct manifestation of the evaluation effectiveness. The effectiveness is also embodied in other carriers such as intellectual level, technological quality, innovation environment, innovation awareness, innovation achievement, technological competitiveness, social service, and influence, etc. However, these carriers are restricted by many factors, which should be considered in the evaluation for the cultivation and improvement of college students' innovation ability. From a narrow perspective, the college students' innovation ability is cultivated and improved mainly in terms of teaching and learning; the teaching is limited by the hardware and software conditions of colleges, while the learning is affected by the comprehensive quality of college students. Therefore, the evaluation for the cultivation and improvement of the said ability is mainly reflected in the four aspects: hardware configuration, software strength, college students' individual factors, and achievements. Their hierarchical structure relationship is shown in Figure 1.

Fig. 1. Hierarchical structure relationship
3 Analysis on Evaluation Indicators of Cultivation and Improvement of College Students' Innovation Ability

3.1 Basic selection principles of evaluation indicators

Principle of scientific: The selected evaluation indicators can scientifically and reasonably reflect the essential problems in the cultivation and promotion of college students' innovation ability.

Principle of pertinence: It's necessary to combine the training planning goals of the said ability, and select the representative evaluation indicators in a targeted manner, that is, the typical characteristics of the cultivation and improvement of college students' innovation ability should be analyzed and evaluated.

Principle of objectivity: The selection of indicators should be combined with the actual situation of the college students’ innovation ability training program, reflecting the related objective factors, and avoiding the subjective factors.

Principle of operability: The selected evaluation indicators should be convenient for quantitative analysis of the cultivation and improvement of the said ability; the qualitative evaluation index can be easily converted into a quantitative description, and the fuzzy evaluation index can be easily transformed into an accurate description.

3.2 College students' innovation hardware configuration

Hardware configuration is the basic carrier and platform for the cultivation and improvement of college students' innovation ability. The good condition of hardware configuration is a catalyst for improving the college students' innovation ability. Its evaluation indicators are mainly reflected in: construction of college students' innovation center (platform), construction of social practice center (platform), implementation of industry-university-research mode, innovation hardware facilities, innovation venues (incl. laboratories) construction, innovation management institution construction, innovation system construction, innovation incentive mechanism, and innovation echelon construction etc.

3.3 College students' innovation software strength

Software strength is an important part of the cultivation and improvement of college students' innovation ability. The solid software strength is an important guarantee for colleges to effectively cultivate and improve the innovation ability of college students. Its evaluation indicators are mainly reflected in: innovation fund setting of college students, innovation capital investment, innovation instructor strength, innovation research and teaching team construction, innovation design curriculum construction, teaching mode and content, classroom and practical teaching effect, innovation community construction, activity organization, innovation competitions, and the innovation promotion etc.
3.4 Individual factors of college students

The individual factor is the individual performance for the cultivation and improvement of college students’ innovation ability. Different individuals may vary in the adaptability, and the training characteristics of individuals are also different. Therefore, the effective extraction of key factors affecting the cultivation and improvement is very conducive to analyzing college students’ innovation quality. Its evaluation indicators are mainly reflected in: innovative learning ability, innovative awareness, innovative thinking ability, innovative design ability, social practice ability, teamwork (collaboration) ability, basic knowledge reserve, professional knowledge reserve, communication ability, innovation participation, and innovation awareness, etc.

3.5 Achievements of cultivation

Achievements are the most intuitive reflection of the cultivation and improvement effect on college students’ innovation ability, and the related evaluation objectives are also more targeted. Its evaluation indicators are mainly reflected in: social competitiveness, social service awareness, awards for innovation activities and competitions, innovation papers, innovation patents, innovation projects, innovation reports, innovation works, participation in scientific research projects, participation in competitions and activities, qualification rate of innovation training, excellent rate of innovation training, transformation rate of the innovation achievements, and the reform of innovation teaching.

4 Establishment of an Evaluation Model for the Cultivation and Improvement of College Students’ Innovation Abilities Based on Extension Theory

4.1 Modeling of matter-element model

Assuming that the object to be evaluated has $n$ evaluation characteristics for cultivation and improvement of the college students’ innovation ability, the $i$-th characteristic is recorded as $c_i$, and the corresponding characteristic value is recorded as $\tau(c_i)$, then the matter-element model of the evaluation object is expressed as $R$:

$$R = \left[ \begin{array}{cc} \Gamma(R) & c_1 \ V(c_1) \\ c_2 \ V(c_2) \\ \vdots \\ c_n \ V(c_n) \end{array} \right]$$

(1)

where, $\Gamma(R)$ is the name of the matter-element model $R$. 

4.2 AHP-based matter-element feature weighting

Considering that different evaluation characteristics often have different effects on the evaluation results, they need to be weighted accordingly. In this paper, the AHP method [25, 26] was used to assign the weights.

First, divide the target layer, criterion layer and index layer of the object to be evaluated.

Secondly, establish a judgment matrix $A$ of matter-element features according to the expert evaluation.

$$
A = \begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nn}
\end{pmatrix}
$$

(2)

where, $a_{ij}$ represents the weight comparison between two matter-element features, which was determined by 1-9 scale method, as shown in Table 1.

| $a_{ij}$ scale | $a_{ij}$ definition                        |
|----------------|-------------------------------------------|
| 1              | $i$ is as important as $j$                 |
| 3              | $i$ is slightly more important than $j$    |
| 5              | $i$ is significantly more important than $j$ |
| 7              | $i$ is much more important than $j$        |
| 9              | $i$ is extremely more important than $j$   |
| 2,4,6,8        | Between the above adjacent connotations    |
| $a_{ij}$       | $a_{ij} = 1/a_{ij}$                       |

Table 1. 1-9 scale method

Afterwards, the weight was calculated according to the judgment matrix $A$.

$$
w_i = \frac{1}{m} \sum_{j=1}^{m} \left( a_{ij} / \sum_{i=1}^{m} a_{ij} \right)
$$

(3)

Besides, other weight calculation models like formula (3) can also be used for calculation according to the actual situation.

Finally, conduct a consistency check.

$$
CI = \frac{\lambda_{\text{max}} - m}{m - 1}
$$

(4)

$$
CR = \frac{CI}{RI}
$$

(5)
The value of RI can be checked from the RI table. If satisfying CR ≤ 0.1, it indicates that the weight of matter-element features is reasonable, otherwise the judgment matrix needs to be readjusted for calculation and analysis.

4.3 Screening of extension decision-making conditions

In the process of evaluating the cultivation and improvement of college students’ innovation ability based on extension theory, some extension evaluation conditions must be met by the objects to be evaluated, so that they can be qualified for subsequent evaluation and analysis. These conditions are called the main conditions, while the others are generally called basic conditions. Both types of conditions are the extension decision-making conditions for college students to develop and improve their innovation ability. But the extension decision-making conditions can be evaluated and analyzed, only when the main conditions are met.

4.4 Division of the classical domain

Assuming that all indicators are positive indicators after standardization, the evaluation levels were divided according to the actual evaluation needs of college students’ innovation ability. If it’s divided into \( h \) evaluation levels, then the classical domain of the \( i \)-th matter-element feature at the \( k \)-th level is expressed as \( V^k(c_i) = [v^a_a(c_i), v^b_b(c_i)], v^a_a(c_i) \leq v^b_b(c_i) \), and the joint domain is expressed as \( V^*(c_i) = [v^a_a(c_i), v^b_b(c_i)], v^a_a(c_i) \leq v^b_b(c_i) \). Thus, the matter-element of classical domain at the \( k \) level is given as \( R_k \):

\[
R_k = \begin{bmatrix}
\Gamma \left( R^k \right)
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
\vdots \\
c_n
\end{bmatrix}
\begin{bmatrix}
v^k_a(c_1), v^k_b(c_1) \\
v^k_a(c_2), v^k_b(c_2) \\
\vdots \\
v^k_a(c_n), v^k_b(c_n)
\end{bmatrix}
\]

The joint domain matter-element is expressed as:

\[
R^* = \begin{bmatrix}
\Gamma \left( R^* \right)
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
\vdots \\
c_n
\end{bmatrix}
\begin{bmatrix}
v^* a(c_1), v^* b(c_1) \\
v^* a(c_2), v^* b(c_2) \\
\vdots \\
v^* a(c_n), v^* b(c_n)
\end{bmatrix}
\]
4.5 Calculation of extension correlation

It’s assumed that the matter-element of the object to be evaluated for the cultivation and improvement of college students’ innovation ability is \( R_p \):

\[
R_p = \begin{bmatrix}
\Gamma (R_p) & c_1 & \left[ v^p_a(c_1), v^p_b(c_1) \right] \\
c_2 & \left[ v^p_a(c_2), v^p_b(c_2) \right] \\
\vdots & \vdots \\
c_n & \left[ v^p_a(c_n), v^p_b(c_n) \right]
\end{bmatrix}
\]

(8)

When a certain feature of the object to be evaluated can accurately obtain evaluation data, the corresponding feature value is an accurate value.

In this paper, the classical extension distance calculation model was used for analysis. For the matter-element feature \( c_i \), the extension distance between \( R_p \) and \( R_k \) is expressed as \( \rho_{ik} \):

\[
\rho_{ik} = \frac{\left| v^p_a(c_i) - \frac{v^k_a(c_i) + v^k_b(c_i)}{2} \right| + \left| v^p_b(c_i) - \frac{v^k_a(c_i) + v^k_b(c_i)}{2} \right| - \left( v^p_a(c_i) - v^p_b(c_i) \right)}{2}
\]

(9)

The extension distance between \( R_p \) and \( R^* \) is expressed as \( \rho_{ik}^* \):

\[
\rho_{ik}^* = \frac{\left| v^p_a(c_i) - \frac{v^k_a(c_i) + v^k_b(c_i)}{2} \right| + \left| v^p_b(c_i) - \frac{v^k_a(c_i) + v^k_b(c_i)}{2} \right| - \left( v^p_a(c_i) - v^p_b(c_i) \right)}{2}
\]

(10)

It should be noted that the adopted extension distances may vary under different extension evaluation situations, and they need to be established in combination with the actual evaluation type.

Similarly, for matter-element feature \( c_i \), the extension correlation coefficient between \( R_p \) and \( R_k \) is expressed as \( \eta_{ik} \):

\[
\eta_{ik} = \begin{cases}
-\rho_{ik} \frac{1 - V^p(c_i)}{V^k(c_i)}, & V^p(c_i) \in V^k(c_i) \\
\rho_{ik} \frac{1 - \rho_{ik}^*}{\rho_{ik} - \rho_{ik}^*}, & V^p(c_i) \notin V^k(c_i)
\end{cases}
\]

(11)

Considering the feature weight of matter-element, the extension correlation between \( R_p \) and \( R_k \) is expressed as \( K_k \):

\[
\text{http://www.i-jet.org}
\]
\[ K_k = \sum_{j=1}^{m} (w_i \times \eta_{ik}) \]  

The extension decision-making principles for evaluating the cultivation and improvement of college students’ innovation ability are:

\[ K_p = K_k = \max_{i \in K} \{ K_k \} \]

That is, if satisfying formula (13), it indicates that the extension evaluation level of the object to be evaluated is \( k \).

### 4.6 Extension evaluation model and algorithm

Based on the above analysis, the implementation of the extension evaluation model for the cultivation and improvement of college students’ innovation ability mainly includes three main components, namely, selection of extension evaluation indicators, preliminary screening based on main conditions, and calculation analysis of extension evaluation. Figure 2 shows the specific implementation workflow of the extension evaluation model and algorithm for the cultivation and improvement of college students’ innovation ability.

![Fig. 2. Implementation workflow of evaluation model and algorithm](image-url)
5 Case Analysis

Taking the evaluation of some college students’ innovation ability as an example, the authors described the workflow to realize the extension evaluation model for the cultivation and improvement of college students’ innovation ability. For convenience of understanding, this paper only selects college students’ individual factors and the achievements of cultivation for evaluation: the former focuses on the examination of innovation ability, and the latter emphasizes the direct innovation results. For this reason, an extension evaluation system was formed, as shown in Table 2.

Table 2. Extension evaluation system

| System                                 | First level indicator                | Second level indicator          |
|----------------------------------------|-------------------------------------|---------------------------------|
| Individual factor $S_1$                | Innovative consciousness $s_{11}$   | Innovative thinking $s_{12}$    |
|                                        | Innovative design capabilities $s_{13}$ | Innovative learning ability $s_{14}$ |
|                                        | Basic knowledge reserve $s_{15}$     | Professional knowledge reserve $s_{16}$ |
| Achievements of cultivation $S_2$     | Participation in competitions and events $s_{21}$ | Participation in research projects $s_{22}$ |
|                                        | Number of competition awards $s_{23}$ | Number of papers and patents $s_{24}$ |

Based on AHP, the weight judgment matrix $A_1$ and $A_2$ of the first-level indicators and the second-level indicators were established, namely,

$$A_1 = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
\frac{1}{2} & \frac{1}{3} & \frac{1}{3} & \frac{1}{2} & \frac{1}{3} \\
2 & 1 & \frac{2}{3} & 1 & 2 & \frac{1}{2} \\
3 & 3 & 2 & 1 & 2 & 3 & 1 \\
3 & 1 & \frac{1}{2} & 1 & 2 & \frac{2}{3} \\
2 & \frac{1}{2} & \frac{1}{3} & \frac{1}{2} & 1 & \frac{1}{2} \\
3 & 2 & 1 & \frac{3}{2} & 2 & 1
\end{bmatrix},
A_2 = \begin{bmatrix}
1 & 2 & 3 & 5 \\
\frac{1}{2} & 1 & 2 & 3 \\
\frac{1}{3} & \frac{1}{2} & 1 & 2 \\
\frac{1}{5} & \frac{1}{3} & \frac{1}{2} & 1
\end{bmatrix}$$

After performing the consistency check, the corresponding feature weights are obtained as
In this section, the participation in competitions and activities and research projects were selected as the main decision-making conditions, that is, college students are eligible to participate in the evaluation only after participating in certain competitions and activities or research projects, otherwise, the evaluation shall fail. In general, the evaluation is divided into four levels: excellent, good, qualified and disqualified, and the corresponding classical domains are \([0.9, 1.0]\), \([0.8, 0.9]\), \([0.6, 0.8]\), and \([0, 0.6]\) respectively. It needs to be noted that the classical domains at different levels corresponding to different matter-element features are not necessarily the same, and can be flexibly adjusted according to the actual evaluation situation. For the convenience of expression, all matter-element features were assumed to be normalized indicators in this paper.

If the matter-element model of the object to be evaluated is:

\[
R_p = \begin{bmatrix} R_{p1} \\ R_{p2} \end{bmatrix} = \begin{bmatrix} \Gamma(R_{p1}) \\ s_{11} \\ s_{12} \\ s_{13} \\ s_{14} \\ s_{15} \\ s_{16} \end{bmatrix} \cup \begin{bmatrix} \Gamma(R_{p2}) \\ s_{21} \\ s_{22} \\ s_{23} \\ s_{24} \end{bmatrix}
\]

Using the classic extension correlation calculation model, the extension correlations corresponding to the four evaluation levels were -0.083, -0.197, -0.748, and -1.065, which shows that the evaluation level of the selected college students was at the excellent level. This case was given just to illustrate the implementation workflow of the model and algorithm. In the process of specific application, it is necessary to adjust the matter-element features, feature weights, classical domains, and feature values according to the actual situation.

6 Conclusion

The cultivation and improvement effect of college students’ innovation ability is affected by various factors, and this ability is too complex to be evaluated accurately. For this, the authors attempt to propose an extension model suitable for evaluating the cultivation and improvement of the college students’ innovation ability. This paper firstly defines the essential issues about the cultivation and improvement of the said ability, and discusses about the selection of relevant indicators. Then, based on extension theory, an evaluation model was established for the cultivation and improvement...
of the said ability, the workflow of model implementation was explained, and the corresponding evaluation algorithm was designed in details. Finally, the proposed model and algorithm were proved operable through case analysis. It’s expected to provide a new perspective for the effective evaluation of the cultivation and improvement of college students' innovation ability.
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