The evolution of HCO$^+$ in molecular clouds using a novel chemical post-processing algorithm
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ABSTRACT

Modeling the chemistry of molecular clouds is critical to accurately simulating their evolution. To reduce computational cost, 3D simulations generally restrict their chemistry to species with strong heating and cooling effects. Time-dependent information about the evolution of other species is therefore often neglected. We address this gap by post-processing tracer particles in the SILCC-Zoom molecular cloud simulations. Using a chemical network of 39 species and 301 reactions (including freeze-out of about the evolution of HCO$^+$, which is a critical formation reactant of CO but is not typically modeled on-the-fly. We find that $\sim 90\%$ of the HCO$^+$ content of the cold molecular gas forms in situ around $n_{\text{HCO}^+} \approx 10^3$–$10^4$ cm$^{-3}$, over a time-scale of approximately 1 Myr. The remaining $\sim 10\%$ forms at high extinction sites, with minimal turbulent mixing out into the less dense gas. We further show that the dominant HCO$^+$ formation pathway is dependent on the visual extinction, with the reaction $\mathrm{H}_3^+ + \mathrm{CO}$ contributing 90\% of the total HCO$^+$ production above $A_V, 3D = 3$. We produce the very first maps of the HCO$^+$ column density, $N(\text{HCO}^+)$, and show that it reaches values as high as $10^{15}$ cm$^{-2}$. We find that 50\% of the HCO$^+$ mass is located within $A_V \sim 10$–$30$, in a density range of $10^{3.5}$–$10^{4.5}$ cm$^{-3}$. Our maps of $N(\text{HCO}^+)$ are shown to be in good agreement with recent observations of the W49A star-forming region.
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1 INTRODUCTION

Astrophysical simulations have benefited enormously from modern advances in available computing power. Recent studies have shown that self-consistently tracking the chemical makeup of a molecular cloud is indispensable to understanding the cloud’s evolution (Walch et al. 2015; Girichidis et al. 2016). In particular, the abundances of common species like atomic carbon and carbon monoxide (CO) influence the cooling and heating rates via their line emission, in turn impacting the bulk dynamics of the cloud (Van Dishoeck & Black 1988; Wolfire et al. 2010; Glover & Mac Low 2011; Bisbas et al. 2021).

Unfortunately, modeling the time-dependent chemistry of molecular clouds is both computationally expensive and theoretically challenging due to the sparsity and stiffness of the associated rate equations (Grassi et al. 2014). For instance, Seifried & Walch (2016) find that in a highly idealized filament simulation, the on-the-fly implementation of a chemical network of 37 species which self-consistently solves the CO abundance lengthens the computing time by up to a factor of seven, compared to implementing no network at all. As such, the gas dynamics in molecular cloud simulations are typically coupled to extremely simple networks, or the chemistry is not even computed on-the-fly (Li et al. 2018; Gong et al. 2018, 2020; Keating et al. 2020). These minimal networks are restricted to the species which most strongly impact the cloud’s thermal state, with particular emphasis on modeling the abundance of CO through a limited ecosystem of reaction rates (see e.g. Nelson & Langer 1997, 1999; Glover & Clark 2012; Walch et al. 2015; Seifried et al. 2017a; Mackey et al. 2019; Hu et al. 2021).

While these networks suffice to model the bulk evolutionary dynamics of cold gas, they sacrifice the ability to study species which are dynamically less important but whose abundances and evolution could nevertheless supply further information about the molecular cloud. An example of a scientific question which restricted chemical networks cannot satisfactorily answer is the best way to trace ‘CO-dark’ molecular gas. The greater photodissociation energy of H$_2$ relative to CO causes the formation of an extended envelope of molecular hydrogen outside the denser regions in which CO can survive (Van Dishoeck & Black 1988; Wolfire et al. 2010; Valdivia et al. 2016b; Gaches & Offner 2018). This envelope of H$_2$, which cannot be traced by CO emission, can represent several tens of percent of the cloud’s molecular hydrogen by mass (Wolfire et al. 2010; Smith et al. 2014; Seifried et al. 2020). Simulations using restricted chemical networks can model the CO-dark molecular gas, but cannot suggest alternative tracers for the molecular hydrogen due to the paucity of other species included in the network.
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Because time-dependent networks are so costly to run on-the-fly, chemical post-processing is the chief way to investigate astrochemical problems. Typically, post-processing is performed by evolving a network to equilibrium given a set of fixed environmental parameters. But deferring analysis until equilibrium precludes any understanding of how the dynamical evolution of the cloud environment affects the chemistry.

Several recent works have performed time-dependent chemical post-processing of astrophysical simulations, specifically to correct for the shortcomings of the equilibrium approach. For instance, Ebagezio et al. (2022) compare time-dependent chemical data from SILCC-Zoom simulations of molecular clouds to the chemical outcome if the clouds are evolved to equilibrium. They find that evolving until equilibrium overestimates the total mass of H$_2$ and CO by up to 110 and 30 percent, respectively. The earlier in a cloud’s dynamical lifetime that its chemistry is evolved to equilibrium, the less accurate are the final abundances. The distribution of species has also been shown to differ between equilibrium and non-equilibrium results by Hu et al. (2021). They post-process a simulation using time-dependent chemistry, and find that the transitions between the ionized, atomic, and molecular gas phases are more shallow and gradual with time-dependent processing than when the chemistry is evolved to equilibrium. Ferrada-Chamorro et al. (2021), meanwhile, post-process the chemistry of a 3D-MHD simulation of a collapsing pre-stellar core, coupled to a chemical network. They account for the dynamical evolution of the simulation by post-processing abundances associated with passive tracer particles, which are free to advect with local density gradients in the gas. However, these simulations concentrate on the dense, well-shielded gas with $(n) \approx 10^4 \text{cm}^{-3}$, rather than the full range of densities found in molecular cloud environments.

To accurately model the time-dependent chemistry of the multi-phase ISM on the scale of tens of parsecs, a simulation must be coupled to at least a simple network modeling the production of CO, such as discussed in Nelson & Langer (1997), Nelson & Langer (1999), Glover & Mac Low (2007a), Glover et al. (2010), and Glover & Mac Low (2011). Modeling a robust chemical network in the ISM requires an algorithm which accounts for the bulk motion of the gas, in a simulation which itself was already coupled to a simpler time-dependent network. Works which have made steps in this direction include Ngedin et al. (2009); Clark et al. (2012); Richings & Schaye (2016); Seifried & Walch (2016); Valdivia et al. (2016b); Seifried et al. (2017a); Capelo et al. (2018); Lupi et al. (2018); Lupi & Bovino (2020) and Hu et al. (2021).

We present here a novel, time-dependent chemical post-processing scheme, intended for the analysis of 3D magnetohydrodynamic (MHD) simulations. Although we apply the method here specifically to molecular clouds with masses of approximately $10^5$ M$_\odot$ over a timespan around 4 Myr, it could be further applied to any astrophysical simulation of arbitrary domain size or simulation timespan which includes passive tracer particles. We showcase the technique using a chemical network of 39 species and 301 reactions which is based on the network in Grassi et al. (2017), but the chemical network could also be of arbitrary size, provided all the included species are modeled comprehensively. Our method uses KROME (Grassi et al. 2014) to return the time-dependent density of every species in the chemical network, down to the scale of the individual gas elements associated with the simulation’s tracer particles. We additionally propose an algorithm for recovering the density distribution over the entire domain for any species modeled in the post-processing network.

We validate each step of our methodology by investigating the non-equilibrium evolution of the formyl cation HCO$^+$, a critical formation reactant of CO (Van Dishoeck & Black 1988; Nikolic 2007; Gerin & Liszt 2021). These species generally share a density regime, with HCO$^+$ most effectively tracing slightly denser gas than CO does (see e.g. Teague et al. 2015; Barnes et al. 2020; Yang et al. 2021; Jacob et al. 2022). Because the presence of HCO$^+$ can regulate the production of CO, a deeper understanding of HCO$^+$ evolution is critical to refining models of CO. However, HCO$^+$ is not generally modeled on-the-fly in simulations. Therefore it is an excellent choice to showcase the scientific value of non-equilibrium chemical post-processing.

This paper is organized as follows. In Section 2, we summarize the initial conditions of the reference simulations, as well as the mechanics of their passive tracer particles and the limited chemical network which was coupled to the simulations. In Section 3, we discuss our more robust chemical network and the post-processing methodology. We then analyse the time-dependent evolution of the post-processed tracer abundances in Section 4, with the motivating example of the evolution of the dense-gas tracer HCO$^+$. The algorithm for constructing a three-dimensional density grid from a snapshot of tracer abundances is explained in Section 5, and we present HCO$^+$ column density maps and compare them to observations. Some caveats and opportunities for future improvements are outlined in Section 6. Finally, in Section 7 we summarize our work and briefly discuss potential future applications of our methodology.

2 THE SIMULATIONS

In this work, we apply our chemical post-processing methodology to four SILCC-Zoom simulations, part of the SILCC collaboration (Walch et al. 2015; Girichidis et al. 2016; Gatto et al. 2017). The two hydrodynamic (HD) simulations used here were first introduced in Seifried et al. (2017b), and later the MHD simulations in Seifried et al. (2020), with modifications to their original form described by Seifried et al. (2022). We will summarize here the details of these simulations most salient to the post-processing.

2.1 The reference simulations

The SILCC simulations model a part of a galactic disk with solar neighbourhood conditions using a stratified box centred on the galactic midplane. This box measures 500 pc $\times$ 500 pc $\times$ 5.5 kpc, with a starting resolution of 3.9 pc. Particular subvolumes are selected for their propensity to form molecular clouds. Once these regions reach a density of a few $10$ cm$^{-3}$, they are then re-simulated with a higher resolution. These higher-resolution subvolumes (hereafter ‘zoom-in regions’) are simulated in tandem with the surrounding multi-phase ISM.

The SILCC-Zoom simulations are run using the adaptive mesh refinement (AMR) code FLASH v. 4.3 (Fryxell et al. 2000; Dubey et al. 2008). The zoom-in regions measure approximately 100 pc in each dimension, located within the broader SILCC domain. The full domain evolves for a startup time $t_0 = 11.9$ Myr for the HD clouds and $t_0 = 16.0$ Myr for the MHD clouds, after which the zoom-in process begins. The resolution inside the zoom-in region progressively increases to a maximal refinement of 0.06 pc over a total time of 1.65 Myr, to suppress the development of spurious turbulent grid artefacts. Outside the zoom-in regions, the broader simulation continues at the initial resolution. In this paper, whenever we refer to an elapsed time value for a particular snapshot of a molecular cloud simulation, we expressly mean the time $t_{\text{eval}} = t - t_0$, or the time since the beginning of the simulation’s zoom-in refinement.
The global parameters of the SILCC simulations are set to solar neighbourhood fiducial values as follows. At the galactic midplane, the bulk density is $\rho_0 = 9 \times 10^{-24} \, \text{g cm}^{-3}$, in a Gaussian profile with a scale height of 30 pc transverse to the $x$-$y$ plane. The gas surface density is set to $\Sigma_{\text{gas}} = 10 \, \text{M}_\odot \, \text{pc}^{-2}$. Supernovae throughout the simulation volume are triggered in the ‘mixed driving’ configuration described in Walch et al. (2015) and Girichidis et al. (2016) until the zoom-in refinement begins at $t_0$, at which point the supernova driving is deactivated altogether.

The cosmic ray ionization rate (CRIR) for molecular hydrogen is set to a constant value of $\zeta = 6 \times 10^{-17} \, \text{s}^{-1}$, and the strength of the interstellar radiation field (ISRF) is set to the value of the Draine field (Draine 1978), which is $G_0 = 1.7$ in Habing units (Habing 1968). Attenuation of the ISRF is calculated using the TreeRay/OpticalDepth module (Clark et al. 2012; Wünsch et al. 2018) with respect to the column densities of H$_2$, CO, and the dust distribution. This routine assigns each cell a three-dimensional visual extinction $A_{\nu,3D}$ by measuring the total gas column density $N(H_{\text{tot}})$ along $n_{\text{pix}}$ equally-weighted sight lines (Górski & Hivon 2011), and then calculating:

$$A_{\nu,3D} = -\frac{1}{\gamma} \ln \left( \frac{1}{n_{\text{pix}}} \sum_{i=1}^{n_{\text{pix}}} \exp \left( -\gamma A_{\nu,i} \right) \right),$$

(1)

where each of the $n_{\text{pix}}$ unidirectional extinction magnitudes are given by $A_{\nu,i} = (5.348 \times 10^{-22}) \times N(H_{\text{tot},i}) \, \text{cm}^2$ (Draine & Bertoldi 1996), $\gamma = 2.5$ (Bergin et al. 2004, see also Glover & Clark 2012), and $n_{\text{pix}} = 48$ in the simulations used in this paper. Attenuation due to dust at a cell is then given by $\exp(-\gamma A_{\nu,3D})$. The self-shielding of H$_2$ and CO are analogously computed from those species’ respective column densities.

The simulations are coupled on-the-fly to the chemical network first presented in Nelson & Langer (1999) (see also Glover & Mac Low 2007a,b; Glover & Clark 2012; Gong et al. 2017), which has been updated in accordance with Mackey et al. (2019). This network (hereafter ‘NL99’) contains only a few hydrogen and carbon species, and consolidates all metals (principally Si and Si$^+$, by abundance) into the neutral and ionized placeholders M and M$^+$. The full list of species in this network is provided in Appendix B3. The NL99 network’s primary objective is to calculate the abundances of CO, C$^+$, and O so that their heating and cooling contributions can inform the dynamical evolution of the gas.

We applied our post-processing scheme to four SILCC-Zoom simulations, two each including and not including magnetic fields, which originated in separate magnetized and unmagnetized SILCC runs. The twopurely hydrodynamic (HD) clouds were first explored in Seifried et al. (2017b), and updated in Seifried et al. (2022) with a greater maximum refinement and the application of the chemical network derived from Mackey et al. (2019) instead of a precursor network (Nelson & Langer 1997). We denote these two simulations MC1-HD and MC2-HD. The two magnetohydrodynamic (MHD) clouds, which have also been updated in Seifried et al. (2022), originated in Seifried et al. (2020); we denote them MC1-MHD and MC2-MHD. Despite the similarities in their names, these are four separate simulations, evolved independently from the beginning of their runs. In the MHD simulations, the magnetic fieldting was unidirectional and initialized at $B_x = B_{x,0} \sqrt{\rho(z)/\rho_0}$, where the midplane magnetic field $B_{x,0} = 3 \, \mu\text{G}$, following observations (Beck & Wielebinski 2013).

### 2.2 Tracer particles

The FLASH code simulates astrophysical domains using a volume-filling Eulerian grid. However, the code can also inject tracer particles into the simulation volume. These tracers are passive and massless, with no dynamical impact upon the gas. At each time step, they are advected with the local density flow according to the velocity field of the gas at their particular location.

When the zoom-in refinement begins, we initialize the tracers in a uniform lattice with a spacing in each dimension of 1 pc. This tracer density comprehensively recovers the local chemical abundances from the simulation grid. In Appendix A, we show that even if we reduce the tracer count by a factor of ten, the tracers still accurately capture the chemical state of a simulated cloud in most gas density regimes, indicating that the tracer count resulting from a 1 pc lattice is sufficient. The lattice covers the entire zoom-in region and an additional zone extending 10 pc out from the zoom-in region in the $x$, $y$, and $z$ directions. The total number of tracers in the simulations is about $9 \times 10^5$ in both MC1-HD and MC2-HD, $2 \times 10^6$ in MC1-MHD, and $1.6 \times 10^6$ in MC2-MHD. The MHD zoom-in regions are slightly wider in each dimension than the HD regions (and therefore contain more tracers) because of their more diffuse distribution.

Every 3.3 kyr, a snapshot is taken of every tracer particle. This interval is a compromise between the available disk space and the necessity to capture the timescale on which relevant changes in MCs occur. The snapshot records each tracer’s local values of the gas density, gas and dust temperature, self-shielding factors of H$_2$ and CO as well as $A_{\nu,3D}$, and the mass fractions of H, H$_2$, C, CO, and C$^+$. These local readings proportionally represent those reported in a cloud-sized box projected around the tracer particle, a system called Cloud-in-Cell interpolation. Because we simultaneously model the zoom-in region with the surrounding multi-phase ISM, some of the tracer particles move in or out of the zoom-in region over the simulation lifetime. Since the surrounding ISM is not well resolved, we restrict our analysis to particles which lie inside the zoom-in region at particular timesteps.

Post-processing the abundances reported by the tracer particles unlocks the time-dependent chemistry of individual gas complexes in the molecular cloud simulations (Genel et al. 2013; Ferrada-Chamorro et al. 2021). Prior works have shown the significant impact of turbulent mixing on the abundance distribution of H$_2$ (Glover et al. 2010; Valdivia et al. 2016b; Seifried et al. 2017b; Ebagezie et al. 2022). If we post-processed solely the simulation grids, we would be restricted to snapshots which do not preserve multi-timestep dynamical information, limiting us to equilibrium chemistry. Post-processing the chemical abundance evolution reported by the tracer particles gives a fuller picture of the simulated cloud’s non-equilibrium chemical evolution than post-processing the AMR grids alone.

### 3 CHEMICAL POST-PROCESSING

Our post-processing calculations are handled by the chemistry and microphysics package Krome (Grassi et al. 2014). Rather than post-processing the full AMR grids, we apply the solver instead to the history files produced over the lifetime of each tracer particle. Because the tracers record the local values of the temperature, density, and radiation shielding, these time-dependent quantities can be used in Krome to solve the network of reaction rates for each tracer individually. The chemical abundances recorded by the tracer particles at $t_{\text{evol}} = 0$ are used to initialize our post-processed chemistry network,
Figure 1. The carbon monoxide number density $n_{\text{CO}}$ vs. the visual extinction $A_V$ in a 1D-PDR setup, comparing our post-processing network with freeze-out reactions turned on (black solid line) and the same network with those reactions turned off (dashed). Freeze-out effects lead to a net decrease in $n_{\text{CO}}$ starting around $A_V = 2$. By $A_V = 5$, the run where freeze-out is enabled has a CO abundance about 10% lower than the run where it is not. When the setup is run with freeze-out for $t_{\text{evol}} = 1 \text{ Gyr}$ (red), $n_{\text{CO}}$ declines relative to the $t_{\text{evol}} = 3 \text{ Myr}$ result starting around $A_V \approx 2.5$.

but thereafter only the density, temperature, and shielding factors are used as inputs for each subsequent post-processing step.

3.1 The chemical network

For post-processing the abundances reported by the tracers, we use a chemical network containing 301 reactions, 37 gas-phase species, and 2 species frozen on to dust grains. The network is derived from the react_Cothin network included with the Krome package and described in Grassi et al. (2017). The network solves for not only the simplest hydrogen and carbon species which were present in the simulation’s on-the-fly network (see Section 2.1), but also for HCO$^+$, OH, CH, H$_2$O, the cosmic ray tracer H$_3^+$, neutral and ionized silicon, and more. The full list of 39 species is included in Appendix B1. Our principal modification to the network comes in the addition of two species to represent CO and H$_2$O which have frozen on to grains, as well as reactions to model their adsorption and desorption rates (see Appendix B2 for details).

We show the importance of including these freeze-out effects in Fig. 1, where we plot the CO abundance vs. $A_V$ for our network (solid lines) and with the freeze-out reactions turned off (dashed). We employ a 1D-PDR setup in which $n(\text{H}) = 10^4 \text{ cm}^{-3}$, $G_0 = 10$ in Habing units, $T = 50$ K, and the evolution time is $t_{\text{chem}} = 3$ Myr (black). The inclusion of freeze-out starts to diminish the CO abundance around $A_V \approx 2$. By $A_V = 5$, the network with freeze-out has a CO abundance about ten percent lower than the network without freeze-out. We then repeat this test with freeze-out at $t_{\text{chem}} = 1 \text{ Gyr}$ (red), finding a decline in $n_{\text{CO}}$ relative to the $t_{\text{chem}} = 3$ Myr case beginning at $A_V \approx 2.5$. The different outcomes for $n_{\text{CO}}$ at different times underscore the importance of freeze-out effects to time-dependent chemistry.

3.2 The post-processing procedure

We post-process the chemical history of each tracer particle individually, using the post-processed abundances of each particle snapshot as the input state of the subsequent post-processing step. We will show a procedure to weight these abundances relative to the local bulk density around the tracer particle, which changes as the particle advects throughout the simulation domain. Additionally, we employ a number of environmental parameters saved in the tracer histories as parameters in the chemical network’s reactions: the bulk density, the gas and dust temperatures, the 3D visual extinction $A_{V,3D}$, and the H$_2$ and CO self-shielding coefficients. When one of these environmental parameters $p$ changes between successive snapshots by more than a specified threshold percent change $s$ (in this work, 10%), we subdivide the inter-snapshot timestep of 3.3 kyr into smaller pieces based on a linear interpolation scheme. This safeguards the rate equation solver from large environmental shifts which may produce inaccurate solutions. The steps of this algorithm are described below.

3.2.1 Initialization

The output of our post-processing is an array of chemical number densities covering every species included in the chemical network. This evolving abundance array must be initialized before the first post-processing step at $t_{\text{evol}} = 0$. Each tracer particle history includes the on-the-fly values for the mass fractions of H, H$_2$, C, CO, and C$^+$ at each snapshot time (separated by 3.3 kyr). We read these mass fractions from the first particle snapshot in the history, along with the local bulk density. The mass fractions are then converted to number densities via their respective molecular weights, and are saved to the evolving abundance array as the initial values for these species. We derive an initial value for the density of ionized hydrogen by the conservation relation

$$n_{\text{H}^+} = n_{\text{H}_2\text{tot}} - n_{\text{H}} - 2n_{\text{H}_2}.$$  \hspace{1cm} (2)

since the tracer particles did not record this density directly.

Additionally, we set the initial number densities for helium, carbon, and oxygen to $n_{\text{He}} = 0.1n_{\text{H}_2\text{tot}}$, $n_{\text{C}} = (1.4 \times 10^{-4})n_{\text{H}_2\text{tot}}$, and $n_{\text{O}} = (3.2 \times 10^{-3})n_{\text{H}_2\text{tot}}$, following the abundances given in Sembach et al. (2000). All other species in the evolving abundance array are initialized to number densities of $10^{-20} \text{ cm}^{-3}$. We find that the densities of these other species converge to reasonable values within a few post-processing timesteps, regardless of their initial value. In general, these arrays are established separately for every tracer particle in the simulation.

3.2.2 Iterating the post-processing

Fundamentally, our post-processing methodology tries to reach the most accurate chemical solution by advancing in incremental steps, rather than evolving the abundances over long time-scales to equilibrium. This is facilitated by always iterating the Krome solver by a time less than or equal to the time between two successive tracer snapshot times $t_1$ and $t_2$, which are separated by 3.3 kyr. The decision of whether to advance the chemistry by less than $t_2 - t_1$, and if so, what fraction of that time to advance by instead, is made in the following way.

At $t_1$, the procedure reads in the tracer particle’s saved values for $A_{V,3D}$, the bulk density, the gas and dust temperatures, and the self-shielding coefficients of H$_2$ and CO. These parameters are required to solve various reaction rates in the chemical network. We refer to an arbitrary member of this set of six environmental parameters at $t = t_1$ by $p_1$. The parameter values for the subsequent timestep $t_2$ are then read as well.
Next, the code checks whether any of the parameters $p_1$ undergo a percent change exceeding some user-defined value $s$, that is:

$$p_2 > (1 + s)p_1 \quad \text{or} \quad p_2 < (1 - s)p_1,$$

if $p_2 > p_1$ or $p_2 < p_1$ respectively. These are the subcycling threshold conditions. If neither condition is fulfilled (that is, if none of $p_1$ experienced a percent change from $t_1$ to $t_2$ greater than $s$), the post-processing works as follows.

The Krome solver is passed the set of species number densities $n_{i,1}$ in its current state at $t_1$, along with the values of $p_1$. The solver then advances the chemistry for a time $\Delta t = t_2 - t_1$, keeping the parameters $p_1$ fixed, and reaches solutions for the number densities $n_{i,2}$. Then $n_{i,2}$ is multiplied by the inter-snapshot weight $W_\Delta t$, which is defined here as the ratio of the bulk densities $\rho_2$ and $\rho_1$ at $t_2$ and $t_1$, respectively, such that each species number density $n_1$ at $t_2$ is now given by:

$$n_{i,2} = n_{i,2}^*W_\Delta t = n_{i,1}^*\frac{\rho_2}{\rho_1},$$

where $n_{i,2}$ is the set of weighted species number densities at $t_2$. This weighting accounts for the motion of the tracer particle through regions of different density, corresponding to compression or rarification of the corresponding fluid element between $t_1$ and $t_2$. After this, the post-processing is triggered anew for the timestep $t_2$, and so forth, until the entire tracer history has been post-processed.

### 3.2.3 Subcycling

If, however, either of the aforementioned threshold conditions in Eq. 3 is fulfilled between two snapshots in a particle’s history, a subcycling procedure is applied. This determines a smaller time over which to advance the chemistry $\Delta t < t_2 - t_1$, limiting the permissible amount of change in the parameters $p$ given that they are held constant over $\Delta t$ when solving the chemistry.

(i) In a first step, the code performs a linear interpolation for the values of the six environmental parameters $p$ between $t_1$ and $t_2$, and calculates the time it would take each $p$ to undergo a relative change of exactly $s$. The smallest of these times is selected as the initial subcycle time $\Delta t_{\text{sub,1}}$.

(ii) Next, for any additional necessary subcycling step $j$ we determine the timestep as

$$\Delta t_{\text{sub,j}} = (1 + s)\Delta t_{\text{sub,j-1}}.$$

For the very first step ($j = 1$) we use $\Delta t_{\text{sub,1}}$ (see below for an explanation of progressive increase).

(iii) We then advance the chemistry by the timestep $\Delta t_{\text{sub,j}}$ from the current starting time of the subcycling step, $t_{\text{current,j}}$ (i.e. $t_1$ for the first subcycling step, $j = 1$), to $t_{\text{current,j+1}} = t_{\text{current,j}} + \Delta t_{\text{sub,j}}$ using the values of the parameters $p$ at $t_{\text{current,j}}$.

(iv) Next, using our linear interpolation from step (i), we calculate the values of the environmental parameters $p$ at $t_{\text{current,j+1}}$, to be used for the next subcycling timestep.

(v) The abundance array $n^*$ obtained from step (iii) is multiplied by the timestep weight:

$$W_{\Delta t} = \frac{\rho_{t_{\text{current,j+1}}}}{\rho_{t_{\text{current,j}}}}.$$  

This provides the properly weighted abundances for the next subcycling step.

**Figure 2.** The standard deviations $\sigma(n_s/n_{5\%})$ of the distributions of the ratios of the number densities of H, H$_2$, CO, and HCO$^+$, measured as a function of the selected subcycling threshold $s$, with respect to the results obtained for a threshold of $s = 5\%$ (see Eq. 7). Smaller subcycling thresholds correspond to smaller values of $\sigma(n_s/n_{5\%})$, but these standard deviations are all small or negligible. We therefore can select our subcycling threshold as $s = 10\%$ with confidence.

We repeat steps (ii) to (v) until the next proper snapshot at $t_2$ is reached. For the very last subcycling timestep we take as the timestep the difference between $t_2$ and the end-time of the previous subcycle $t_{\text{current,2nd-last}}$, i.e. $\Delta t_{\text{sub,last}} = t_2 - t_{\text{current,2nd-last}}$ to assure that we end up exactly at $t_2$.

We note that we apply the iterative increase in the subcycling timestep (Eq. 5) to avoid the following edge case. If one of the environmental parameters undergoes a particularly large change between timesteps $t_1$ and $t_2$, the linear interpolation described in step (i) will establish a particularly small $\Delta t_{\text{sub,1}}$. If we were to advance the chemistry by only $\Delta t_{\text{sub,1}}$ until $t_2$ is reached, and $\Delta t_{\text{sub,1}}$ is very small, the subcycling procedure may impose as many as dozens of additional substeps before $t_2$. In seeking a balance between small substeps which can properly shepherd the chemistry solver through rapid environmental changes, and the additional computational demands of solving the chemistry so many extra times, we found that iteratively increasing the substep size by factors of $(1 + s)$ is a viable compromise.

For the results presented in this paper, we use a subcycling threshold value $s = 0.1$, meaning a change of more than 10% in any environmental parameter would trigger subcycling. To validate this number, we post-process about 40,000 randomly selected tracer particles in MC1-HD (5% of its total particle population) with different values for the threshold: 5, 10, 20, 30, 50, and 100%. Additionally, we perform a test with subcycling deactivated, so that the solver would always iterate for $\Delta t = t_2 - t_1$ regardless of any changes in the environmental parameters between timesteps.

We concatenate the chemistry results from each test run with different values of $s$ into snapshots at $t_{\text{evol}} = 2.5$ Myr. For each value of $s$, we denote the number densities of H, H$_2$, CO, and HCO$^+$ as $n_s$. Next, for each particle we calculate the ratio $n_s/n_{5\%}$ and the standard deviation of this ratio for each species:

$$\sigma(n_s/n_{5\%}) = \left( \frac{1}{N} \sum_{i} \frac{n_{i,s} - \langle n_s/n_{5\%} \rangle}{n_{i,5\%}} \right)^{1/2} N^{-1/2},$$

where $N$ is the number of tracers in the set and $\langle n_s/n_{5\%} \rangle$ is the
mean of all particles' values for \( n_s/n_{95\%} \). These standard deviations for each species and value for \( s \) are shown in Fig. 2. In general, the standard deviations are extremely small, on the order of 0.01 when considering the number densities of H, H2, CO, and HCO+. The values of \( \sigma(n_s/n_{95\%}) \) decrease with decreasing \( s \). Even for the run in which subcycling is deactivated, the variation is marginal. Therefore, we feel secure in selecting a subcycling threshold of \( s = 0.1 \) as sufficient for post-processing.

### 3.3 Comparing on-the-fly and post-processed abundances

It can be instructive to compare the on-the-fly and post-processed abundances for certain hydrogen and carbon species which are present in the original simulations. In Fig. 3, we plot the average fractional abundances of H, H2, C, CO, and C+ for the tracer particles before post-processing (left) and after (right), for the cloud MC1-HD at \( t_{\text{evol}} = 2 \) Myr, as a function of \( n_{\text{Htot}} \). The ratios of the post-processed mean fractional abundances to the unprocessed mean fractional abundances (i.e., the ratios of the abundances in the right and left panels of Fig. 3) are plotted in Appendix C, in the left panel of Fig. C1.

The post-processed abundances for these species are broadly similar to their original abundances. In particular, the fractional abundance profiles of H (black) and H2 (purple) with respect to \( n_{\text{Htot}} \) are almost unchanged. Atomic hydrogen dominates at lower densities, and gradually diminishes in abundance as the density increases. At \( n_{\text{Htot}} \approx 3 \times 10^3 \text{ cm}^{-3} \), molecular hydrogen becomes the predominant hydrogen species. Atomic hydrogen continues to decline as H2 nears saturation. Saturation occurs by \( n_{\text{Htot}} \approx 3 \times 10^4 \text{ cm}^{-3} \) both before and after post-processing.

The fractional abundances of C, CO, and C+ (shown with respect to the summed carbon density from those three species, rather than with respect to total hydrogen) undergo some changes during the post-processing. In the on-the-fly results, atomic carbon (green) dominates around \( n_{\text{Htot}} \approx 3 \times 10^3 \text{ cm}^{-3} \) before declining as CO (blue) predominates. However, in the post-processed results, the peak fractional abundance of atomic carbon occurs at the same \( n_{\text{Htot}} \) but only reaches 0.5. Consequently, C+ and CO reach higher fractional abundances in this density range for the post-processed results. We attribute this outcome to a well-known problem in the on-the-fly NL99 network, in which atomic carbon is overproduced. This problem has been discussed in a number of works (Glover & Clark 2012; Gong et al. 2017; Hu et al. 2021). A solution remains elusive, but is probably linked to the limited size of the network. In any case, as this problem appears to be alleviated by post-processing with our more extensive network, we are confident that it does not affect the analysis presented in this work.

Finally, we note that although the post-processing network includes additional carbon species (in particular, frozen-out CO), their abundances are low enough at most densities that their contribution to the total carbon can be neglected for this analysis. Around \( n_{\text{Htot}} \), the abundance of CO dips slightly, which we ascribe to an increase in the proportion of CO which has frozen onto dust at this density.

### 4 THE FORMATION OF HCO+

By post-processing the entire chemical histories reported by the tracers, we can now examine the full time-dependent evolution of interesting species rather than merely their equilibrium abundances. Because the tracers advect passively with the gas flow, they recount the full history of localized patches of gas. Analysing their bulk motion in conjunction with the post-processed chemistry can give us, for the first time, dynamical information about species only present in more extensive chemical networks than are run on-the-fly. In particular, we can analyse the formation rate, peak production density regime, and predominant creation pathways of interesting species.

#### 4.1 HCO+ evolution

As a first scientific application, we consider the temporal and dynamical evolution of the HCO+ content in both hydrodynamic and magnetohydrodynamic molecular clouds. This species is present in some of the principal formation pathways for CO. Understanding the evolution of the HCO+ abundance can therefore provide time-dependent information about the CO content of molecular clouds and answer questions about how these species are related (Van Dishoeck & Black 1988; Nikolic 2007; Papadopoulos 2007; Gerin & Liszt 2021).

In the background of Fig. 4, we plot a 2D-PDF of the fractional abundance of HCO+, \( f_{\text{HCO+}} \), vs. visual extinction \( A_V \), for every tracer in the clouds MC1-HD (left) and MC1-MHD (right), at \( t_{\text{evol}} = 4 \) Myr, weighted by the initial density of each tracer at \( t_0 \). The average of this 2D-PDF is shown as well (solid black line). We see that the peak of \( f_{\text{HCO+}} \) for both clouds at this time is found around \( A_V \approx 0.5 \). Because we post-process the entire history of every tracer in the clouds, we can investigate the time-dependent evolution of the particular tracers which achieve this peak \( f_{\text{HCO+}} \) value. In particular, how do these particular tracers’ values of \( A_V \) change as they experience HCO+ formation, and what is the time-scale of that formation?

To answer these questions, we must first select an appropriate subset of tracer particles. We establish an HCO+ growth time-scale \( \tau \), defined as the time it takes a tracer particle to rise from just below an HCO+ fractional abundance of \( 10^{-12} \) to just above an abundance of \( 10^{-9} \):

\[
\tau = t\left(f_{\text{HCO+}} = 10^{-9}\right) - t\left(f_{\text{HCO+}} = 10^{-12}\right). \tag{8}
\]

The upper threshold of \( 10^{-9} \) is chosen as it is approximately the minimum fractional abundance of HCO+ reported by any tracer with \( A_V > 3 \), which is roughly the \( A_V \) threshold in our post-processed chemistry above which high values of \( f_{\text{HCO+}} \) begin to appear (Fig. 4, and see also Lucas & Liszt 1996). The tracers which fulfill the ‘growth condition’ of Eq. 8 and thus have a value for \( \tau \) can be analysed as an ensemble. For the cloud MC1-HD, this comprises 27130 particles (3.1%), and for the cloud MC1-MHD, only 6420 (0.3%). The factor of ten smaller percentage of particles in MC1-MHD which fulfill our growth condition reflects the more diffuse nature of MHD clouds compared to pure HD ones (Seifried et al. 2020). Although the high-density regions of the HD and MHD clouds have similar properties (in contrast to their differently-distributed envelopes; see Ganguly et al. 2022), a smaller fraction of the MHD cloud’s gas reaches a sufficient density for HCO+ formation, with a corresponding smaller number of tracer particles in dense gas.

We randomly select 50 particles in each cloud which fulfill the growth condition of Eq. 8, and plot the entire history of their values in the foreground of Fig. 4. These history trajectories are each split into four segments, color-coded according to their values for \( t_{\text{evol}} \). For both clouds, the selected tracers linger at values for \( f_{\text{HCO+}} \) below the lower threshold of \( 10^{-12} \) until around \( t_{\text{evol}} = 2 \) Myr (the blue and green segments). Then, the tracers ascend over the course of about 1 Myr (the orange and red segments) beyond the upper threshold of
Figure 3. The average fractional abundances of H, H$_2$, C, CO, and C$^+$ vs. the total hydrogen number density $n_{H,\text{tot}}$ of the molecular cloud MC1-HD at $t_{\text{evol}} = 2$ Myr, before post-processing (left) and after (right). The shaded areas represent one standard deviation around each species average. The abundance profiles of H (black) and H$_2$ (purple) do not change appreciably after post-processing. Post-processing reduces the saturation of atomic carbon (green) between $n_{H,\text{tot}} = 10^3$–$10^4$ cm$^{-3}$. The bulk density at which the abundance of C$^+$ (red) begins to decline is a magnitude higher after post-processing. CO (blue) becomes the dominant carbon species at a slightly lower bulk density after post-processing, primarily due to the reduction in atomic carbon.

Figure 4. History tracks of a selection of 50 tracer particles that rise from a fractional abundance of $10^{-12}$ to $10^{-9}$ (indicated by horizontal black dashed lines) at some point during their lifetime, for MC1-HD (left) and MC1-MHD (right). The history tracks are colored according to the age of the particle at the time. Plotted beneath the tracks are 2D-PDFs of the HCO$^+$ fractional abundance vs. visual extinction $A_V$ for all tracer particles in each simulation at $t_{\text{evol}} = 4$ Myr, weighted by their initial density at $t_0$. The averages of these PDFs are also provided (solid black lines). The approximate $A_V$ range where $n_{H,\text{tot}} = 10^3$–$10^4$ cm$^{-3}$ is indicated by a double-headed arrow. The $f_{\text{HCO}^+}$ obtained from running a PDF$_{\text{CHEM}}$ model (Bisbas et al. 2022) is plotted over the distribution (dashed purple line) to illustrate that the post-processed tracers comprehensively cover the extinction domain in which HCO$^+$ is prevalent. Both molecular clouds contain similar distributions of tracer particles in this phase space. There is a sharp jump in fractional abundance between total hydrogen densities of $10^3$ and $10^4$ cm$^{-3}$, where the tracer particles display local, in situ HCO$^+$ production rather than turbulent mixing of HCO$^+$ from deeper (i.e. from higher $A_V$) in the clouds. For both clouds, the selected tracers move from the lower to the upper threshold in a time-scale of about 1 Myr, corresponding to the typical HCO$^+$ formation time. For the cloud MC1-HD, this growth mostly occurs some 2-3 Myr after the start of the zoom-in refinement, but for the cloud MC1-MHD, somewhat later, 3-4 Myr after the start of the refinement.

$10^{-9}$ without significant change to their visual extinction of about $A_V \approx 1$–3. After this, the gradual and ongoing gravitational contraction of these dense regions guides many of the tracers into higher density regions where $A_V \gtrsim 5$. However, this is after the time that the peak $f_{\text{HCO}^+}$ has been attained. By repeating this plotting procedure for both molecular clouds several times with different random batches of particles that fulfill the growth condition, we find this pattern is consistent.

In the figure, we additionally plot the result of the PDF$_{\text{CHEM}}$ model (dashed purple line) from Bisbas et al. (2022). This model corresponds well to the average of the tracer distribution, especially at $A_V \gtrsim 0.5$, validating the post-processed tracer chemistry in the extinction regime where most HCO$^+$ is found. We can also cor-
relate the range \( \log A_{V, 3D} \approx 0\text{–}0.5 \), in which the tracers experience most of their HCO\(^+\) growth, with the total gas density. By comparing the values for \( n_{H_{tot}} \) and \( A_{V, 3D} \) reported by the tracers at different times, we can establish a rough correspondence between these two values. We plot black arrows in Fig. 4 to indicate the approximate \( A_{V, 3D} \) range in each cloud where \( n_{H_{tot}} \) ranges from \( 10^3 \) to \( 10^4 \text{ cm}^{-3} \). This result is in accordance with figure 12 in Seifried et al. (2017b).

Between \( A_{V, 3D} \approx 5 \) and the densest regions of the clouds where \( A_{V, 3D} \approx 100 \), \( f_{\text{HCO}^+} \) declines by approximately one order of magnitude in both MCI-HD and MC1-MHD. We posit that this results from a corresponding decline of one magnitude in \( f_{\text{H}_2} \) which we see over this extinction range, stemming from the constant number density of \( H_3^+ \) in dense molecular clouds even as \( n_{H_{tot}} \) increases (see e.g. Oka 2006; Le Petit et al. 2016). In Section 4.4, we will show that in our post-processing network at very high \( A_{V, 3D} \), the primary formation pathway for HCO\(^+\) is the reaction \( H_3^+ + CO \rightarrow \text{HCO}^+ \). A decline in \( f_{\text{H}_2} \) would lead to a bottleneck in that reaction and therefore a matching decline in \( f_{\text{HCO}^+} \), as seen in Fig. 4. The possible impact of our constant value for the CRIR on the \( H_3^+ \) abundance is discussed in Section 6.

4.2 Turbulent mixing

Recent works have discussed the role of turbulent mixing in distributing molecules like \( H_2 \) throughout molecular clouds from dense sites of peak formation (Seifried et al. 2017b, and see also Glover et al. 2010). For instance, Valdivia et al. (2017) (see also Valdivia et al. 2016a) and Godard et al. (2023) find that the presence of CH\(^+\) in the diffuse ISM stems from advection and thermal instability in denser gas. It is natural to ask whether HCO\(^+\) (which can be formed via CH\(^+\) among other things; see next section and Table 1) is produced in dense gas and distributed around molecular clouds in the same fashion. By comparing each tracer’s time-dependent HCO\(^+\) abundance to its local density, we can determine the dynamical backstory of gas which has a high HCO\(^+\) abundance at late times. We note that the tracers which fulfill the condition of Eq. 8 (of which the tracks plotted in Fig. 4 are a representative sample) do not exhibit this mixing action.

In general, for all clouds, about 90% of the tracers which fulfill the growth condition experience HCO\(^+\) formation in situ around \( n_{H_{tot}} \lesssim 10^4 \text{ cm}^{-3} \) (\( \log A_{V, 3D} \lesssim 0.7 \)). Of these, \( \simeq 15\% \) are subsequently mixed into higher extinctions (\( \log A_{V, 3D} \gtrsim 0.7 \)) and then back out again to the lower extinctions, where the in situ HCO\(^+\) formation first occurred. The remaining \( \simeq 10\% \) of the high-HCO\(^+\) tracers first exceed \( f_{\text{H}_2} = 10^{-9} \) while having \( \log A_{V, 3D} \approx 0.7 \) (represented by the few tracks moving diagonally to the upper right in Fig. 4), and practically all (\( \simeq 99\% \)) of these subsequently remain in the high density regime, rather than mix back out to regions of lower density. Overall, we thus find a very small mixing efficiency for HCO\(^+\) within molecular clouds. We note, however, that this may represent a lower limit on the actual mixing fraction, due to the propensity of tracer particles to become trapped at density peaks despite the presence of gas outflows (see e.g. Price & Federrath 2010; Konstandin et al. 2012; Genel et al. 2013; Cadiou et al. 2019).

4.3 The HCO\(^+\) formation time-scale

The preceding analysis has shown that HCO\(^+\) is preferentially formed in the density regime \( n_{H_{tot}} \approx 10^3\text{–}10^4 \text{ cm}^{-3} \) with a time-scale on the order of 1 Myr. We will analyse this formation time-scale in greater detail, in particular how it correlates with the abundances of various reactants in HCO\(^+\) production pathways.

At a given time, if the densities of HCO\(^+\) and one of its formation reactants are well-correlated, we might posit that that particular reaction is an important source of HCO\(^+\). For instance, in Fig. 5, we compare \( n_{\text{HCO}^+} \) and \( n_{\text{CO}} \) in a 2D-PDF of cloud MC1-HD at \( t_{\text{evol}} = 4 \text{ Myr} \). Several lines of constant ratio are included. The two species have a tight, non-linear relationship across a large range of densities. But although the correlation of HCO\(^+\) with CO is evident, the causal direction of this relationship is not, nor can we see how the relationship changes in time. CO is present in both production and destruction reactions of HCO\(^+\), so we must adopt a time-dependent perspective to truly assess the relationship between CO and the growth of HCO\(^+\).

Our chemical network includes 11 reactions which form HCO\(^+\), listed in Table 1. We now go beyond the simple comparison of \( n_{\text{HCO}^+} \) with other \( n_i \) of the various reactants (O, CO, \( H_3^+ \), CH\(^3^+\), HCO\(^+\), \( H_2O \), CH, and C\(^+\)), and consider the direct dependence of the formation time-scale of HCO\(^+\) on these \( n_i \). For this purpose, we again select the tracer particles which report over some period following \( t_{\text{evol}} = 0 \) that their HCO\(^+\) fractional abundance ascended from below \( 10^{-12} \) to above \( 10^{-9} \), the time-scale of which we defined as \( \tau \) in Eq. 8. Over the period containing \( N \) particle snapshots between these two thresholds, we calculate the logarithmic-average number density of each reactant, \( \langle n_i \rangle \), in the following way:

\[
\langle n_i \rangle = \frac{1}{N} \sum_{j=1}^{N} \log n_{i,j}.
\]  

(9)

In Fig. 6, we plot 2D-PDFs of \( \tau \) vs. \( \langle n_i \rangle \) for \( n_{\text{H}_2} \), H\(_2\), CO, and HCO\(^+\) itself, for the cloud MC1-HD. The over-plotted red points indicate the average \( \tau \) for each density bin. The black over-plotted line in each 2D-PDF indicates a linear fit to the red points as follows:

\[
\log \tau = m \log \langle n_i \rangle + C,
\]

(10)

where \( C \) corresponds to the value of \( \log \tau \) when \( \langle n_i \rangle = 0 \). The closer the slope \( m \) is to -1, the greater the correlation of a particular reactant with the overall HCO\(^+\) production rate.
Figure 6. The 2D-PDF of the HCO$^+$ growth time-scale $\tau$ (see Eq. 8), vs. the logarithm of the time-averaged mean density $\langle \log n_i \rangle$ (see Eq. 9), for the subset of tracers in MC1-HD which fulfill the HCO$^+$ growth condition in Eq. 8. The red crosses denote the average $\tau$ for each density bin. The black line denotes a fit to these average points (see Eq. 10), for which the slope $m$ is given in each panel. The higher the average density experienced by the tracer particles, the shorter the growth time-scale. The correlation is strongest with regard to $n_{Htot}$, as HCO$^+$ formation occurs predominantly in dense gas (see Fig. 4).

Table 1. List of the 11 reactions in our chemical network which produce HCO$^+$.

| Reaction   | 
|------------|
| 1. HOC$^+$ + H$_2$ → HCO$^+$ + H$_2$ |
| 2. HOC$^+$ + CO → HCO$^+$ + CO |
| 3. CO$^+ + H_2$ → HCO$^+$ + H |
| 4. CH + O → HCO$^+$ + e$^-$ |
| 5. CH$_2^+$ + O → HCO$^+$ + H |
| 6. CH$_3^+$ + O → HCO$^+$ + H$_2$ |
| 7. H$_2$O$^+$ + C$^+$ → HCO$^+$ + H |
| 8. HCO$^+$ + C → HCO$^+$ + H$_2$ |
| 9. CH$_2$ + O$_2$ → HCO$^+$ + OH |
| 10. H$_3^+$ + CO → HCO$^+$ + H$_2$ |
| 11. HCO + $\gamma$ → HCO$^+$ + e$^-$ |

As expected, a shorter time-scale $\tau$ corresponds to higher densities for these species, and thus also with higher $A_{V, 2D}$. The correlation of $\tau$ with CO abundance is the smallest of these four species, with $m = -0.25$. This is likely due to the aforementioned presence of CO in both the creation and destruction reactions of HCO$^+$. The correlations of $\tau$ with $H_{tot}$ ($m = -0.82$) and $H_2$ ($m = -0.81$) are almost identical, which is reasonable given that HCO$^+$ forms in the extinction regime of molecular gas (see Fig. 4). The correlation of the HCO$^+$ number density with $\tau$ is weaker ($m = -0.35$), which means that the abundance of HCO$^+$ is a less-reliable indicator of its own formation rate than are the abundances of $H_2$ and CO. Repeating this analysis for MC1-MHD shows almost identical correlations, with the average $\tau$ in each density bin almost unchanged, but with less spread in the underlying 2D distribution.

We can expand this analysis to other reactants listed in Table 1. In Fig. 7, we display the correlation of $\tau$ with $\langle n \rangle$ for O, CO$^+$, H$_3^+$, CH$_3^+$, HOC$^+$, H$_2$O, CH, and C$^+$. Atomic oxygen, which can react to form HCO$^+$ via several pathways, has the strongest correlation of these species with $\tau$, with $m = -0.82$. Next we see that CO$^+$ has a fitted slope of $m = -0.7$, corresponding to the high correlation of its reactant H$_2$ (see Table 1). The cosmic ray tracer H$_3^+$ has $m = -0.66$, a stronger correlation than its reactant partner CO. CH$_3^+$ reacts with atomic oxygen and has a slope of $m = -0.65$. The isomer HOC$^+$ could form HCO$^+$ by reacting with either $H_2$ or CO, and has a slope of $m = -0.62$. We ascribe the weaker correlation of H$_2$O with $\tau$ ($m = -0.31$) to the fact that its co-reactant, C$^+$, connotes the presence of free electrons. Since electrons can recombine with and eliminate HCO$^+$, it is sensible both that the H$_2$O correlation is weak, and that the C$^+$ density is in fact anti-correlated ($m = +0.51$) with the HCO$^+$ formation timescale. This also explains the anti-
Figure 7. The 2D-PDF of the HCO$^+$ growth time-scale $\tau$ (see Eq. refeq:tau) vs. the time-averaged mean density ($\log n_i$) (see Eq. 9) of various formation reactants of HCO$^+$ given in Table 1, for the subset of tracers in MC1-HD which fulfill the HCO$^+$ growth condition in Eq. 8. The red crosses denote the average $\tau$ for each density bin. The black line denotes a fit to these average points (see Eq. 10), for which the slope $m$ is given in each panel. Reactants which are abundant in the low-density (i.e. low-$A_{V,3D}$) regime, like C$^+$ and CH$_2^+$, correlate poorly with $\tau$ (low values of |$m$|), partly because they imply the presence of electrons and unshielded radiation which both destroy HCO$^+$. However, the formation species which are found at higher extinctions, like H$_3^+$, are more strongly correlated.
correlation of CH$_2^+$ density with $\tau$ ($m = +0.27$), in spite of the high magnitude of correlation of its co-reactant O with $\tau$ (apparently due solely to oxygen’s reaction with CH$_3^+$; oxygen’s third co-reactant, CH, correlates poorly to $\tau$ with $m = +0.16$).

Qualitatively similar results are seen for these correlations in the other three molecular clouds. The ranges in the fitted slopes for these species for the four different molecular clouds, as well as for the species shown in Fig. 6, are reported in Table 2. Generally, the values for $m$ are similar for all four molecular clouds and thus the range is limited. The MHD and HD clouds differ in the correlations of (log n$_{CO}$) and $\langle$log n$_{H_2}$$\rangle$ with $\tau$. For instance, $\langle$log n$_{CO}$\rangle has a stronger correlation with $\tau$ in the HD clouds (e.g. $m = -0.7$ for MC1-HD) than in the MHD clouds (e.g. $m = -0.13$ for MC1-MHD).

Conversely, the correlation of $\tau$ with (log n$_{H_2}$) is weaker in the HD clouds (e.g. $m = -0.6$ for MC1-HD) than in the MHD clouds (e.g. $m = -0.86$ for MC1-MHD). This implies that the reaction CO$^+$ + H$_2$ has greater influence during HCO$^+$ formation in HD clouds than in MHD clouds. Conversely, the reaction H$_3^+$ + CO has a somewhat greater influence in MHD clouds than in HD ones. Corroborating the latter point, we find that the reservoir of available H$_3^+$ covers a greater spatial extent in the MHD clouds than in the HD clouds, since the MHD clouds also have a more extensive H$_2$ envelope in which H$_3^+$ is formed via cosmic ray interactions. Thus, the H$_3^+$ + CO reaction is an available formation pathway for HCO$^+$ over a wider spatial extent in the MHD clouds than in the HD clouds.

Fully explaining these correlations requires us to explore the relative importance of the different pathways for HCO$^+$ production. For the moment, we point out that the correlations are sensible in light of our prior discussion of the particle history tracks. Reactants which are prevalent in lower-extinction gas, such as C$^+$ and CH, have poor correlations with $\tau$. This is unsurprising given that Fig. 4 shows HCO$^+$ formation is most prevalent in gas with total hydrogen density around 10$^3$–10$^4$ cm$^{-3}$. Additionally, it is worth noting that for reactions where one reactant is more abundant than the other, the correlation with $\tau$ is stronger for the less-abundant reactant, as its limited supply constrains the rate of the reaction. For example, in the reaction H$_3^+$ + CO, the less-abundant reactant is H$_3^+$, which has a stronger correlation with $\tau$ than CO does.

### 4.4 HCO$^+$ formation pathways

Figs. 6 and 7 show the correlation of individual reactants’ number densities with the HCO$^+$ formation time-scale, over the course of the entire simulation but only for the very small subset of particles which fulfill the growth condition of Eq. 8. It is natural to consider next all the tracer particles regardless of their lifetime peak HCO$^+$ abundance, and what their individual chemical histories can tell us about the predominant modes of HCO$^+$ formation: a topic that fundamentally requires time-dependent chemistry to properly explore.

Because all the tracer particles retain not only the species number densities, but also environmental parameters like the local temperature and visual extinction, we can calculate each tracer particle’s reaction rate for all 11 HCO$^+$ formation reactions listed in Table 1. We calculate the rate $C_i$ in units of cm$^{-3}$ s$^{-1}$ of a given reaction $i$ with $R$ reactants and a temperature-dependent rate coefficient $k_i(T)$ as

$$C_i = k_i(T) \int_{j=1}^{R} n_j.$$  \hspace{1cm} (11)

We then assess the relative importance of each HCO$^+$ formation reaction as a function of the local visual extinction $A_{V,3D}$. Rather than normalizing the rates of the formation reactions on a per-particle basis (which would inaccurately suppress the contribution of tracers in regions of high absolute production), we first allocate $C_i$ into bins of $A_{V,3D}$, and then normalize the formation rates within each bin. We calculate this average normalized reaction rate, $\langle F_{norm} \rangle$, for each reaction $i$ in each $A_{V,3D}$ bin containing $N_{bin}$ particles as follows:

$$\langle F_{norm} \rangle = \frac{1}{\sum_{j=1}^{N_{bin}} C_i} \frac{1}{N_{bin}} \sum_{j=1}^{N_{bin}} C_i,j.$$  \hspace{1cm} (12)

We choose to analyse $\langle F_{norm} \rangle$ at $t_{vol} = 2$ Myr, rather than at the later time $t_{vol} = 4$ Myr as with most of the other analysis in this work, in order to capture the state of the HCO$^+$ formation reactions at the beginning of the principal formation epoch (see Fig. 4), rather than after the global HCO$^+$ quantity has reached its final state.

In Fig. 8, we show these normalized reaction rates, $\langle F_{norm} \rangle$, for MC1-HD at $t_{vol} = 2$ Myr. The solid colored lines indicate the average value of each reaction in the local $A_{V,3D}$-bin, with color-matched shading imposed to indicate one standard deviation above and below the mean. The reactions CH + O (Reaction 4 in Table 1), CH$_2^+$ + O$_2$ (Reaction 5), HOC$^+$ + CO (Reaction 2), H$_2$O$^+$ + C (Reaction 8), and the cosmic ray interaction HCO$^+$ + γ (Reaction 11) have been neglected due to their consistently minimal contributions to the total HCO$^+$ production in comparison to the other six remaining reactions across multiple snapshots and simulations. The relative rates of the non-negligible reactions achieve stable values by $A_{V,3D} = 10$. We have confirmed these values hold up to $A_{V,3D} = 100$, and leave out the final magnitude for purposes of readability.

It is clear that particular HCO$^+$ formation reactions predominate in different visual extinction regimes. Up to $A_{V,3D} = 0.4$, HCO$^+$ is chiefly generated via CH$_2^+$ + O → HCO$^+$ + H and the unidirectional isomerization reaction HOC$^+$ + H$_2$ → HCO$^+$ + H$_2$. However, the absolute quantity of HCO$^+$ remains negligible in this poorly-shielded extinction regime due to efficient photodissociation by incident radiation.

From $A_{V,3D} \approx 0.4$ to 3, the reaction CO$^+$ + H$_2$ → HCO$^+$ + H contributes about 75% of the total HCO$^+$ production. The remaining 25% of the HCO$^+$ contribution in this range comes from H$_2$O + C$^+$ → HCO$^+$ + H (up to $A_{V,3D} \approx 1.5$) or the isomerization of HOC$^+$ (see $A_{V,3D} \approx 1.5–3$). HOC$^+$ is also produced by both the water reaction and the CO$^+$ reaction at an approximately equal rate to HCO$^+$ (Gerin et al. 2019; Gerin & Liszt 2021). However, because
of the isomerization reaction, some of this HOC\(^+\) becomes HCO\(^+\) anyway. There is no equivalent route backwards for HCO\(^+\) to isomerize to HOC\(^+\), resulting in an abundance ratio \(n_{\text{HCO}^+}/n_{\text{HOC}^+} \approx 100\) beginning around \(A_{V,3D} \approx 1\).

The preceding reactions all decline in importance around \(A_{V,3D} \approx 3\), as the reaction \(\text{H}_3^+ + \text{CO} \rightarrow \text{HCO}^+ + \text{H}_2\) rapidly becomes, and then remains, the dominant one. This corresponds to a transition from an \(A_{V,3D}\) regime dominated by photochemistry to a regime where the chemistry is driven by cosmic ray interactions. The \(\text{H}_3^+ + \text{CO}\) reaction contributes more than 90% of the total HCO\(^+\) production by \(A_{V,3D} \approx 5\). This extinction magnitude is approximately where the tracer particles whose trajectories are plotted in Fig. 4 experience an epoch of in situ HCO\(^+\) formation.

The \(\text{H}_3^+\) reaction can also produce HOC\(^+\) at an equal rate, the isomerization of which contributes most of the remaining HCO\(^+\) production at \(A_{V,3D} \approx 5\). Comparing the reaction rates, we attribute about half of the HOC\(^+\) which is then isomerized to HCO\(^+\) at very high extinction to the \(\text{H}_3^+ + \text{CO}\) reaction. As will be shown in Section 5.3, more than 90% of all HCO\(^+\) by mass is found above \(A_{V,3D} \approx 5\), meaning the \(\text{H}_3^+ + \text{CO}\) reaction is by far the most important driver of the cloud’s total HCO\(^+\) content.

To further investigate this reaction, in Fig. 9 we analyse the distribution and evolution of \(\text{H}_3^+\) in cloud MC1-HD. We again investigate the history of the \(\text{H}_3^+\) distribution using the tracks followed by the same 50 tracer particles as in Fig. 4. Comparing the two figures, we see that the selected tracers (which were chosen for having a high value of \(f(\text{H}_3^+)\) at late times) display the same bulk behavior in the growth of their \(\text{H}_3^+\) content. Assuming the chemical state is near equilibrium at late times, the density of \(\text{H}_3^+\) is decoupled from \(n_{\text{H}_3^+}\) (Oka 2006), explaining why \(f(\text{H}_3^+)\) declines later in the simulation.

**Figure 8.** The average normalized reaction rates \(\langle F_{\text{norm}} \rangle\) (see Eq. 12) of reactions in the post-processing network which produce HCO\(^+\), vs. visual extinction, for cloud MC1-HD at \(t_{\text{evol}} = 2\) Myr. We have neglected the contributions of reactions which are generally subdominant in their impact upon HCO\(^+\) abundance. The dominant HCO\(^+\) formation reaction is heavily dependent on the extinction. Up to \(A_{V,3D} \approx 0.4\), formation is dominated by HOC\(^+\) + H\(_2\) (black). Then up to \(A_{V,3D} \approx 3\), the reaction CO\(^+\) + H\(_2\) (red) is dominant. However, the actual production of HCO\(^+\) below \(A_{V,3D} \approx 3\) is minimal: the formation species which contribute the greatest fraction of the net HCO\(^+\) formation are uncommon at such low extinctions. Thus, most of the HCO\(^+\) production in the cloud stems from the reaction H\(_3^+\) + CO (blue), which dominates above \(A_{V,3D} \approx 3\). This reaction represents more than 90% of the total production at the high extinctions where HCO\(^+\) is actually present.

**Figure 9.** Same as Fig. 4, but showing tracer history tracks of \(\text{H}_3^+\) fractional abundance vs. \(A_{V,3D}\) in cloud MC1-HD for the same representative random sample of tracer particles, plotted over a 2D probability density function of \(f(\text{H}_3^+)\) vs. \(A_{V,3D}\) for every tracer particle in the simulation at \(t_{\text{evol}} = 4\) Myr. As the less abundant reactant in the H\(_3^+\) + CO reaction, the available \(\text{H}_3^+\) content bottlenecks the formation of HCO\(^+\) by this route.

at high density \(\log A_{V,3D} \approx 0.5\). This decline may explain some of the corresponding decline in \(f(\text{HCO}^+)\) above \(\log A_{V,3D} \approx 0.5\) seen in Fig. 4, given that the reaction \(\text{H}_3^+ + \text{CO}\) contributes the most to the HCO\(^+\) formation in this \(A_{V,3D}\) regime (see Fig. 8). Since \(\text{H}_3^+\) is less abundant than CO, the decline in \(\text{H}_3^+\) would bottleneck this reaction.

When the reaction rate analysis is repeated for cloud MC1-MHD at \(t_{\text{evol}} = 2\) Myr, the relative importance of the reactions is unchanged from the HD case. However, the crossover point where \(\text{H}_3^+ + \text{CO}\) becomes the dominant reaction is instead at visual extinction \(A_{V,3D} \approx 4\). Later, at \(t_{\text{evol}} = 4\) Myr, this reaction becomes dominant at \(A_{V,3D} \approx 3\), the same as cloud MC1-HD. We attribute this effect to the slower coalescence rate of the MHD clouds compared to the HD clouds (Seifried et al. 2020). The ongoing cloud coalescence increases the abundances of \(\text{H}_3^+\) and CO, fueling this reaction at lower and lower extinctions as time passes. We note that we find analogous results for the rate of \(\text{H}_3^+ + \text{CO}\) vs. time in the clouds MC2-HD and MC2-MHD (not shown).

5 WHERE CAN HCO\(^+\) BE FOUND?

In the previous section, we use our non-equilibrium chemical post-processing tools to explore the formation density regime, the formation time-scale, and the visual extinction-dependent dominant formation reactions of HCO\(^+\). Next, we wish to compare the distribution of HCO\(^+\) to molecular cloud observations (e.g. Sanhueza et al. 2012; Gerin et al. 2019; Goicoechea et al. 2019; Barnes et al. 2020; Liu et al. 2020a,b; Nayama et al. 2020; Yun et al. 2021; Yang et al. 2021, and others). To do so, however, we must transform our ensemble of passive tracer particles into a comprehensive, space-filling array of number densities (hereafter ‘density grid’). Unlike SPH particles, these tracers do not represent mass and cannot be regridded the same way as SPH particles. A different approach is necessary, which we present in Section 5.1, followed by validations in Section 5.2. Finally, in Section 5.3, we present HCO\(^+\) column density projections and compare them to observations.
5.1 The regridding algorithm

Because passive tracer particles – as opposed to particles in SPH simulations – do not represent fluid elements and thus are not associated with a certain quantity of mass or volume, we have developed a novel algorithm which maps the tracer particle back on a volume-filling grid. This procedure has several steps:

(i) Generation of a blank, uniformly-resolved grid whose spatial extent matches the zoom-in region.
(ii) Assignment of a desired species’ fractional abundance from the tracer particles to the spatially-corresponding blank cells.
(iii) Interpolation and extrapolation of the fractional abundance values of cells containing tracer particles into adjacent empty cells.
(iv) Repetition of the interpolation procedure (iii) until the entire grid is filled with fractional abundance values.
(v) Multiplication of the volume-filling fractional abundance grid with a corresponding, congruent grid of $n_{H,\text{tot}}$ generating a volume-filling, uniform number density grid of the considered species.

We now describe these steps in more detail. First, we define a grid domain and a uniform cell resolution, and select a time snapshot. The natural domain choice for this study is the exact extent of each zoom-in region. To explore the relationship between the resolution and the obtained species masses of the final grid, we tested uniform cell resolutions of 1, 0.5, 0.25, and 0.125 pc, for which the regridding procedure is conceptually identical.

A blank grid of the selected shape and resolution is initialized. We assign the particle’s saved value for $f_1$ to the corresponding cell in the blank grid. We choose to assign the fractional abundance values, rather than the naively more obvious choice of the number densities $n_1$, to avoid overestimating species densities at the diffuse frontiers of the molecular cloud. This will be explained in the interpolation phase of the algorithm. When $N > 1$ tracer particles occupy the same grid cell, their $f_1$ values are logarithmically averaged:

$$\langle f_1 \rangle = \exp \left( \frac{1}{N} \sum_{j=1}^{N} \ln f_{1,j} \right)$$

(13)

This logarithmic average prevents the higher $f_1$ of two (or more) tracers from dominating the average abundance in a cell. This helps to avoid an overestimation of the total species mass in the given cell (see Section 5.2).

Merely regridding the tracer particle data is insufficient to fill the entire zoom-in domain due not only to the limited number of particles contained in the simulations, but also to the aforementioned tendency of tracer particles to congregate as the clouds contract over time. The densest regions of the clouds exhibit the best number statistics, but even here some cells lack direct tracer data. This issue worsens with increasing resolution. For instance, at a resolution of 0.125 pc, the zoom-in region for MC1-HD is split into more than $3 \times 10^8$ cells, but at an elapsed time of 2 Myr, only contains about $3 \times 10^5$ particles. Even neglecting the congregation of particles at density peaks, this represents a maximal filled proportion of 0.1%.

To remedy this, we iteratively interpolate the fractional abundances into adjacent empty cells, until the entire grid is filled. In this phase of the algorithm, each empty cell checks all 26 neighbouring cells for a nonzero value. If a single nonzero neighbour is found, that neighbour’s $f_1$ value is copied into the empty cell. If there are nonzero $N_{\text{neighbour}}>1$, we calculate the final $f_1$ value as:

$$\langle f_1 \rangle = \exp \left( \frac{1}{\sum_{j}^{N_{\text{neighbour}}} \frac{1}{d_j} \ln f_{1,j}} \right),$$

(14)

where $d_j$ is the distance between the centroids of the empty cell and each neighbouring cell, divided by the cell resolution. During our tests, we found that the logarithmic averages recover the masses better than simple averages. Simple averages would be dominated by local neighbouring density peaks, improperly extending their spatial size.

We emphasize that during each interpolation pass, the empty cells all assess their neighbours independently. If a pair of adjacent empty cells $A$ and $B$ share a single nonzero neighbour $C$, the value interpolated into $A$ on this step from $C$ will not simultaneously be considered by $B$ as it looks for its own nonzero neighbours. This avoids any dependence on the sweeping order of the interpolation, i.e., whether the pixels are interpolated, for instance, in the order $x$-$y$-$z$ as opposed to $z$-$y$-$x$.

Since the density of tracer particles is lower in regions of low gas density, the interpolation procedure might need to assign values to empty grid cells from a tracer that is located several cells away, in a higher density region. Hence, if we had tried to generate a uniform grid by interpolating values for the number density of a target species, we would have unrealistically filled diffuse zones with gas that was not present in the SILCC-Zoom simulations of the same clouds, violating mass conservation. To avoid this, we found it to be crucial to interpolate merely $f_1$, and generate the number densities in a final step as follows.

The interpolation procedure repeats until the entire uniform grid is filled with nonzero values for $f_1$ and no empty cells remain. To convert this grid to the desired final $n_1$ distribution, we multiply the filled grid of $f_1$ values by another grid of identical size and resolution, which contains $n_{H,\text{tot}}$ obtained from the original simulation data. Since the identity of the target species is irrelevant to the operation of this algorithm, we can thus produce self-consistent density distributions for any species whose abundances are saved to the tracer particles.

Compared to the chemical post-processing of the tracer particle data, this regridding procedure has a negligible computational cost even at our highest resolution of 0.125 pc. Critically, the regridding cost is independent of the complexity of the post-processing network. Time-dependent density distributions for even the most exotic species can therefore be computed with great efficiency.

5.2 Validation

A critical validation of the interpolation procedure is whether it conserves the total hydrogen and carbon in the molecular cloud. The post-processing procedure allocates the hydrogen and carbon atoms into more species than were originally present in the on-the-fly network, but the total quantity of each element is unchanged by that procedure. Failures in conservation due to the interpolation process must be well-understood and minimized.

To check this, we revisit the original SILCC-Zoom simulations and calculate the total mass of hydrogen, $M_{\text{SILCC}, H, \text{tot}}$, from the sum of the masses of H, H$_2$, and H$^+$; as well as the carbon mass, $M_{\text{SILCC}, C, \text{tot}}$, from the sum of C, C$^+$, and CO (subtracting the mass of the oxygen atom). The SILCC-Zoom simulation grids, which contain cells with volumes $dV_i$ that depend on the refinement level, report the mass density $\rho_i$ in each cell for a given species. We calculate the total masses of hydrogen and carbon reported by the SILCC-Zoom grids at a given time as:

$$M_{\text{SILCC}, H, \text{tot}} = \sum_{i} \left( \rho_{i,H} + \rho_{i,H_2} + \rho_{i,H^+} \right) dV_i,$$

(15)
where the prefactor on $\rho_{i,\text{CO}}$ accounts for only considering the mass of the molecule’s carbon atom.

We wish to compare these total mass values to those of our regridded, interpolated data. Because the regridded data are in units of number density, the total regridded hydrogen and carbon mass equations are of a different form:

$$M_{\text{regrid}, \text{H, tot}} = m_p \sum_i N_i \left( n_i, \text{H} + 2 n_i, \text{H}_2 + n_i, \text{H}^+ \right) \, dV_i, \quad (17)$$

$$M_{\text{regrid}, \text{C, tot}} = m_p \sum_i N_i \left( 12 \left( n_i, \text{C} + n_i, \text{CO}, \text{gas} + n_i, \text{CO}, \text{frozen} + n_i, \text{C}^+ \right) \right) \, dV_i, \quad (18)$$

where the coefficients correspond to each term’s molar mass contribution to the total hydrogen and carbon masses respectively, and $m_p$ is the proton mass. We include the post-processed number density of the CO frozen onto dust grains because this can be comparable to the gas-phase density of CO in the densest regions of the cloud, particularly at late $t_{\text{evol}}$. As none of the other carbon-bearing species contain more than 0.1% of the total carbon mass, they were – for the moment – neglected when comparing $M_{\text{SILCC, C, tot}}$ and $M_{\text{regrid, C, tot}}$.

First, we analyse the regridded masses of CO and C as a function of the number of interpolation steps, $n_{\text{steps}}$. Results are presented at $t_{\text{evol}} = 2$ Myr (dashed lines) and $t_{\text{evol}} = 4$ Myr (solid lines). Finally, we include the results when the tracers’ unprocessed, NL99 masses of H, H$_2$, C, CO, and C$^+$ vs. $n_{\text{H}, \text{tot}}$ for the molecular cloud MC1-HD at $t_{\text{evol}} = 2$ Myr, this respectively amounts to 87% and 94% interpolation steps which we perform but which have a minimal impact upon the final result.

We can validate the method further by another plot of the average fractional abundance of H, H$_2$, C, CO, and C$^+$ vs. $n_{\text{H}, \text{tot}}$ for the four simulated clouds, a novel result. The inaccuracy of high resolution in the neighbourhood of dense peaks, which are well-developed by this point in both the HD and MHD clouds. Even in the densest regions of the clouds, the tracers occupy only a small fraction of the cells at the 0.125 pc resolution, and the interpolation procedure may miss some dense pockets of CO.

We find that $M_{\text{regrid}}$ converges by the eighth interpolation step to within one percent of their final values when the grid is totally full. This suggests the remainder of the interpolation procedure, which is predominated by interpolation into low-density cells on the frontier of the zoom-in region (and takes between 70 and 200 more interpolation steps at a resolution of 0.125 pc), could be skipped without sacrificing precision in the final total mass. For the clouds MC1-HD and MC1-MHD at $t_{\text{evol}} = 2$ Myr, this respectively amounts to 87% and 94% interpolation steps which we perform but which have a minimal impact upon the final result.

We choose to accept a certain degree of inaccuracy and uncertainty as this is the only way to obtain filled, 3D density data for complex species that are not present in smaller chemical networks.

For cloud MC1-HD, the total hydrogen mass is recovered to impressive accuracy at $t_{\text{evol}} = 2$ Myr, within 1% for both the unprocessed and post-processed tracers. The carbon mass represented by C, CO, and C$^+$ at the same time converges to within 5% of the original $M_{\text{SILCC}}$, and the NL99 value to within 3%, indicating that about 1–2% of the carbon has been distributed to other species by post-processing. This difference is not seen in the more diffuse cloud MC1-MHD at $t_{\text{evol}} = 2$ Myr, where the total regridded carbon masses from both the NL99 and post-processed grids are about 2% below the SILCC carbon total. It therefore appears that the redistribution of carbon is occurring in very dense gas, which MC1-MHD at $t_{\text{evol}} = 2$ Myr almost entirely lacks.

At $t_{\text{evol}} = 4$ Myr, the accuracy of the regridding process is lower. The total regridded hydrogen mass of both MC1-HD and MC1-MHD converges to 2–3% below the SILCC hydrogen mass. Carbon performs worse than hydrogen at this late time, with the total regridded carbon mass falling below the SILCC mass by ~8% in MC1-HD and ~17% in MC1-MHD. We attribute this to the aforementioned importance of high resolution in the neighbourhood of dense peaks, which are well-developed by this point in both the HD and MHD clouds. Even in the densest regions of the clouds, the tracers occupy only a small fraction of the cells at the 0.125 pc resolution, and the interpolation procedure may miss some dense pockets of CO.

For each carbon species, the similarity is lowest in the regime where the species is not the dominant representative of that element. Hence, the interpolated grid reflects the tracer values for CO least well at low densities where CO is rare, and the values for atomic carbon least well at high densities, where CO is saturated. We speculate that this occurs because the interpolation process introduces a certain degree of noise into the abundance profiles, which can be commensurate in scale to the true signal of a species in a regime where its fractional abundance is low.

The accuracy of the regridding technique at preserving species’ fractional abundances in their dominant density regimes supports our approach described in Section 5.1, in spite of the shortcomings we have discussed. The computational cost of simulating larger chemical networks on-the-fly is simply prohibitive at this time. Therefore, we choose to accept a certain degree of inaccuracy and uncertainty as this is the only way to obtain filled, 3D density data for complex species that are not present in smaller chemical networks.

Finally, in Fig. 12, we show the time-dependent total mass of H$_2$ (top), CO (middle, the sum of the gaseous and frozen-out states), and HCO$^+$ (bottom) inside each simulation’s zoom-in region. The masses are given at $t_{\text{evol}} = 2$, 3, and 4 Myr. The exception is MC2-HD, which terminated at a final time of $t_{\text{evol}} = 3.76$ Myr. The total masses of H$_2$ and CO at the different time snapshots correspond to the masses given for the clouds in their originating papers (Seifried et al. 2017b, 2020, especially figure 2 of the latter), with deviations of ~10% ascribed to the effects of post-processing and the uncertainties introduced in the regridding process.

In the bottom panel of Fig. 12, we report the time-dependent total mass of HCO$^+$ in the four simulated clouds, a novel result. The increase in HCO$^+$ mass resembles the increase in CO mass, underscor-
In general, the regridding reproduces the masses with an accuracy of ~10%. In Fig. 14, we contextualize our findings for the on-the-fly results for these species did not have a large impact upon the abundances.

Next, in Fig. 13, we show – to our knowledge – the first-ever maps of the HCO⁺ column density, \( N(\text{HCO}^+) \), in simulated molecular clouds. Since we show in Fig. 4 that much of the HCO⁺ formation in both MC1-HD and MC1-MHD takes place around \( t_{\text{evol}} \approx 2\)–\(3\) Myr with a formation time-scale of \( \tau \approx 1\) Myr, we choose to examine the column density maps at \( t_{\text{evol}} = 4\) Myr, i.e. after the principal epoch of HCO⁺ formation. The distributions of HCO⁺ in MC1-HD (top row) and MC1-MHD (bottom row) show the more diffuse molecular distribution seen in MHD simulations compared to hydrodynamic ones (Seifried et al. 2020; Ganguly et al. 2022). Regions with \( N(\text{HCO}^+) \leq 10^9\) cm\(^{-2}\) have been masked in white. The maximal HCO⁺ column density in both clouds is on the order of \( 10^{15}\) cm\(^{-2}\). The dense regions (\( N(\text{HCO}^+) \geq 10^{12}\) cm\(^{-2}\)) in MC1-HD are clumpy, with lower-density regions (where \( N(\text{HCO}^+) = 10^9\)–\(10^{11}\) cm\(^{-2}\)) only extending short distances from the peak sites. On the other hand, in MC1-MHD, the HCO⁺ is far more extended, forming a diffuse envelope tens of parsecs out from the filamentary structures where \( N(\text{HCO}^+) \) is maximal.

In Fig. 14, we contextualize our findings for \( N(\text{HCO}^+) \) in relation to the column densities of other species. The average values of \( N(\text{HCO}^+) \) from the \( y-z \) projections of MC1-HD (red) and MC1-MHD (green) at \( t_{\text{evol}} = 4\) Myr are plotted against \( N(\text{H}_2) \) (left), \( N(H) \) (middle), and \( N(\text{CO}) \) (right). The results for MC1-HD at \( t_{\text{evol}} = 2\) Myr (black) are plotted as well. We include several lines of constant fractional abundance (dashed), and find that the relationship between \( f(\text{HCO}^+) \) and the gas density shown for the tracers in
Fig. 4 is preserved through the regridding process, with $f(\text{HCO}^+)$ exceeding 10$^{-9}$ at high gas density.

Around $N(\text{H}_2\text{O}) \approx N(\text{H}_2) \approx 10^{21}$–10$^{22}$ cm$^{-2}$, the average $N(\text{HCO}^+)$ for all clouds varies between 10$^9$–10$^{11}$ cm$^{-2}$. For $N(\text{H}_\text{tot}) \gtrsim 10^{22}$ cm$^{-2}$ and $N(\text{CO}) \gtrsim 10^{18}$ cm$^{-2}$, $N(\text{HCO}^+)$ increases to maximal values of around 10$^{15}$ cm$^{-2}$. Comparing the results at $t_{\text{evol}} = 2$ Myr and $t_{\text{evol}} = 4$ Myr for MC1-HD, we see that $N(\text{HCO}^+)$ increases over time, as expected following the results in Section 4.

A systematic comparison of our results with observations is reserved for Section 5.3.3, but we provide some measurements by Yang et al. (2021) in the middle panel of Fig. 14. They measured $N(\text{HCO}^+)$ for infalling cores, vs. $N(\text{H}_2)$ derived from dust continuum measurements. We find that our data match their observations well, with peak values of $N(\text{HCO}^+) \approx 10^{15}$ cm$^{-2}$ around $N(\text{H}_2) \approx 10^{22}$ cm$^{-2}$.

### 5.3.1 The distribution of HCO$^+$

Next, we study the cumulative mass distribution of HCO$^+$ as a function of the observed visual extinction using the relation $N(\text{H}_\text{tot}) = (1.87 \times 10^{21}$ cm$^{-2})A_V$ (Draine & Bertoldi 1996, also as used in the SILCC-Zoom chemical network; see Section 2.1). In Fig. 15 we show the fraction of mass sitting below a certain $A_V$-threshold for the cloud MC1-HD at $t_{\text{evol}} = 2$ Myr (solid lines) and $t_{\text{evol}} = 4$ Myr (long dashes), and cloud MC1-MHD at $t_{\text{evol}} = 4$ Myr (short dashes). Each color represents a different projection. We see that for MC1-HD at $t_{\text{evol}} = 2$ Myr, the HCO$^+$ distribution varies for different projections, with the first quartile being reached at $A_V$ values of 8–20. The third quartile is typically reached around $A_V = 20$–50. At $t_{\text{evol}} = 4$ Myr, the different projections correspond much more closely. The third quartile value remains almost unchanged, but the first quartile value is now systematically lower, around $A_V \approx 5$. This indicates that a significant amount of HCO$^+$ has formed between the two snapshots at lower extinctions, widening the average interquartile range. We repeat this procedure for the other simulated clouds, and found similar results. The lines for the three projections for the MHD clouds are still dissimilar at $t_{\text{evol}} = 4$ Myr, as expected given these clouds’ longer time-scale of gravitational collapse compared to the HD case. On average, we find that 50% of the HCO$^+$ mass – corresponding to the average interquartile range – lies between $A_V \sim 10$ and 30.

In the right-hand panel of Fig. 15, we plot again the cumulative mass of HCO$^+$, but this time using the values of $n(\text{HCO}^+)$ and $n_{\text{H}_\text{tot}}$ from the 3D density grids rather than column density projections. The same time-dependent qualitative relationship is seen as in the left-hand panel. This indicates again that HCO$^+$ is being formed over time outside the very dense regions. Overall, we find that 50% of the HCO$^+$ is located at $n_{H_{\text{tot}}} \sim 10^{5.5}$–10$^{4.5}$ cm$^{-3}$.

### 5.3.2 Resolution effects

Our resolution in the maps in Fig. 13 is 0.125 pc, up to one or two orders of magnitude higher than what is available in many observations (e.g. Barnes et al. 2020; Sanhueza et al. 2012; Nayana et al. 2020). To improve the comparison of our data to such observations, we convolve our maps of $N(\text{HCO}^+)$ with a Gaussian filter. By selecting the size of the filter, we can emulate any coarser resolution.

In Fig. 16, we show one of our 0.125 pc resolution $N(\text{HCO}^+)$ maps altered in this way to emulate resolutions of 3 pc (top) and 10 pc (bottom). We apply these convolutions to the $y-z$ projection of MC1-HD at $t_{\text{evol}} = 4$ Myr, corresponding to the top right panel of Fig. 13. As the resolution decreases, the filamentary-scale structures (~ 0.1 pc) lose their intricate detail, and adjacent density peaks (for instance the two small neighbouring peaks in the upper left of the cloud) become unresolved. The complex distribution of HCO$^+$ in the more diffuse areas where $N(\text{HCO}^+) \approx 10^{9}$–10$^{11}$ cm$^{-2}$ becomes smoother as well. The peak $N(\text{HCO}^+)$ value remains around 10$^{15}$ cm$^{-2}$ for all resolutions. However, at a resolution of 10 pc, only the very densest and clumpiest regions retain this peak column density, which is found along the lengths of the filamentary structures in the 0.125 pc resolution map.

Next, in Fig. 17 we repeat the comparison of $N(\text{HCO}^+)$ with $N(\text{H}_\text{tot})$, $N(\text{H}_2)$, and $N(\text{CO})$ which we performed in Fig. 14. This
Figure 13. Maps of the column density of HCO⁺ for clouds MC1-HD (top row) and MC1-MHD (bottom row) at $t_{\text{evol}} = 4$ Myr. The three columns show projections in the $x$-$y$, $x$-$z$, and $y$-$z$ planes respectively. Both clouds reach maximal values of $N(\text{HCO}^+) \approx 10^{15}$ cm$^{-2}$. The dense regions traced by HCO⁺ in MC1-HD are clumpy in shape, while the core distributions in MC1-MHD are more filamentary. Regions with $N(\text{HCO}^+) < 10^9$ cm$^{-2}$ have been masked in white, underlining the more diffuse distribution of the molecular gas in the MHD simulation compared to the HD simulation.

Figure 14. The average column densities of HCO⁺ for the $y$-$z$ projection of the molecular clouds MC1-HD at 2 Myr (black) and 4 Myr (red) and MC1-MHD at 4 Myr (green), vs. the column densities of H$_{\text{tot}}$ (left), H$_2$ (middle), and CO (right). The shaded areas represent one standard deviation from the respective average. In the middle panel, we overplot the observations of Yang et al. (2021) of infalling prestellar cores. Overall, we can see a significant increase in $N(\text{HCO}^+)$ for $N(\text{H}_{\text{tot}}) \sim N(\text{H}_2) \gtrsim 10^{21}$ cm$^{-2}$, and $N(\text{CO}) \gtrsim 10^{17}$ cm$^{-2}$. Clouds at later evolutionary stages have somewhat more HCO⁺ at given H$_{\text{tot}}$, H$_2$, and CO column densities.
time, however, we restrict ourselves to the y-z projection of MC1-HD at $t_{\text{evol}} = 4$ Myr, and compare the average column densities at a resolution of 0.125 pc (black) to the column densities from maps emulating resolutions of 3 pc (red) and 10 pc (green). Decreasing the resolution causes the ratios between $N(\text{HCO}^+)$ and the other column densities to increase, due to the Gaussian broadening of the central features with high HCO$^+$ density. This effect implies that low-resolution observations outside the densest regions of a molecular cloud would measure higher values for $N(\text{HCO}^+)$ than are physically present.

5.3.3 Comparison to observations of W49A

Transforming our column density results to match the resolution of observations allows us to make direct comparison to measurements of $N(\text{HCO}^+)$ in nature. For this purpose, we present values for $N(\text{HCO}^+)$ in the massive star-forming region W49A, as observed during the LEGO project (Barnes et al. 2020; see also Kauffmann et al. 2017).

The W49A observations were performed by the IRAM 30m telescope at a resolution of ~30$,^1$, then smoothed to 60$,^1$, which corresponds to physical scales of ~3 pc at the cloud’s distance of 11 kpc (Zhang et al. 2013). We calculate the values of $N(\text{HCO}^+)$ from the HCO$^+$ $J = 1 \rightarrow 0$ emission (Neumann et al. in prep.), which has a high signal-to-noise ratio across much of the W49 region. We calculate the optical depth of the line using corresponding observations of H$^{13}$CO$^+$(1-0) emission. Where the H$^{13}$CO$^+$ emission is below the noise level (corresponding to $N(\text{H}_2) \geq 10^{22}$ cm$^{-2}$), we make the assumption that the line is optically thin to approximate the lower limit of the column density. We determine the excitation temperature of HCO$^+$ by minimizing the column density equation when using both the $J = 1 \rightarrow 0$ line from LEGO-IRAM (Barnes et al. 2020) and $J = 3 \rightarrow 2$ line from LEGO-APEX (Neumann et al. in prep), since $N(\text{HCO}^+)$ should be the same when determined from both lines. We complement these data with dust continuum observations from the Herschel Space Observatory large program Hi-Gal (Molinari et al. 2011), also smoothed to a matched resolution of 60$,^1$, to recover the molecular hydrogen column density (see Barnes et al. 2020). The complete details of the APEX observations and full calculation of the column densities will be presented in a future work (Neumann et al. in prep.).

In Fig. 18, we plot $N(\text{HCO}^+)$ vs. $N(\text{H}_2)$ for these observations, and for our simulations at resolutions of 0.125 pc and 3 pc (using Gaussian convolution as previously explained). For $N(\text{H}_2) \geq 10^{22}$ cm$^{-2}$, our simulations match the observed values quite well. At the peak values of $N(\text{H}_2)$, our simulated data at a resolution of 3 pc (matching the physical resolution of the observations) are in slightly better agreement than at the original 0.125 pc resolution. The regions where $N(\text{H}_2) \leq 10^{22}$ cm$^{-2}$ are in less good agreement with our simulations. We attribute this to the fact that below $N(\text{H}_2) \geq 10^{22}$ cm$^{-2}$, the observed $N(\text{HCO}^+)$ were calculated with an optically thin assumption due to the lack of significant H$^{13}$CO$^+$ emission in that column density regime. An improved approximation for the optical depth depth where $N(\text{H}_2) \leq 10^{22}$ cm$^{-2}$ would likely lead to higher values of $N(\text{HCO}^+)$ there, thus presumably in better agreement with our simulated data.

6 CAVEATS AND FUTURE DIRECTIONS

Via comparison to column density observations of HCO$^+$, we have shown that our post-processing and regridding algorithms can reconstruct the HCO$^+$ abundance in molecular clouds. Moreover, by post-processing the tracer particle abundances over individual timesteps, we consider the chemistry in a non-equilibrium approach and utilize the momentary environmental parameters like the density and temperature in our solutions to the rate equations. These factors are essential to a truly time-dependent chemistry. Despite our post-processing
become unresolved, and the peak and 10 pc (bottom). As resolution decreases, filamentary-scale structures become unresolved, and the peak $N$ (HCO$^+$) decreases as the beam samples surrounding areas of lower column density.

Figure 16. Column density maps of $N$(HCO$^+$) from cloud MC1-HD at $t_{\text{cool}} = 4$ Myr (same as the top right panel of Fig. 13), but convolved with Gaussian filters of increasing beam size to emulate resolutions of 3 pc (top), and 10 pc (bottom). As resolution decreases, filamentary-scale structures become unresolved, and the peak $N$ (HCO$^+$) decreases as the beam samples surrounding areas of lower column density.

and regridding routines giving robust results when compared with theoretical benchmark results and observations, some caveats should be kept in mind.

When post-processing the chemistry of the ISM, the local temperature and shielding must be handled carefully. In principle, changes to the abundance of e.g. CO could shift the thermal state of the gas. This could lead to dynamic motions, altering the shielding profile, which would alter the chemistry again. Our method fixes the temperature and shielding at each timestep using the values from the underlying MHD reference simulation, and does not attempt to update or re-model them based on the post-processed abundances. This might in general lead to inconsistencies. However, we believe that the usage of the NL99 chemistry network will provide us with temperatures and basic abundances, which are reliable enough to be used in the subsequent post-processing step. E.g. the NL99 network includes an extensive list of cooling and heating processes (see Table 1 in Glover et al. 2010). Furthermore, post-processing the NL99 chemistry does not much impact the abundances of species like C, C$^+$, and CO which were already modeled in the original network (see Fig. 3). Thus, we are confident that chemically post-processing the simulations should not radically alter the abundances of these thermally-relevant species, nor the associated shielding properties. However, applying our post-processing method to a simulation with an on-the-fly network that has less-robust thermal modeling may lead to inconsistencies.

Modeling the CRIR is also important to self-consistent post-processing. To further ensure the continuity of the thermal environment, we decided to copy the H$_2$-CRIR value, $\zeta = 6 \times 10^{-17}$ s$^{-1}$, used in the reference SILCC-Zoom simulations. This is set constant everywhere, whereas Padovani et al. (2018) suggest a decrease in deeply embedded structures. A model for the CRIR which decreases with density would, for instance, impact the abundance profile of H$_3^+$. As discussed in Section 4.4, the H$_3^+$ abundance bottlenecks the high-extinction HCO$^+$ abundance in our post-processing network via the dominant reaction H$_3^+$ + CO. Attenuation of the cosmic rays might diminish the H$_3^+$ balance in dense gas and thus decrease the HCO$^+$ density. Testing the importance of this effect will require new simulations run on-the-fly with an attenuated CRIR model.

The chemical network employed here to showcase the post-processing is still small. Containing only 37 gas-phase species, the network particularly lacks nitrogen-bearing molecules like HCN which are used as dense gas tracers in observations (Papadopoulos 2007; Godard et al. 2010; Kauffmann et al. 2017; Goicoechea et al. 2019). This does not impact the results of HCO$^+$ shown in this work, as our network already models HCO$^+$ comprehensively. However, when considering how to expand this network for future uses, one must balance the comprehensiveness of a chemical network with its practical usability in astrophysical simulations, which are already computationally expensive even before considering chemistry. Developing and validating this post-processing scheme required a chemical network with a reasonably short convergence time (Seifried & Walch 2016). Future works, for instance analysis of the time-dependent nature of deuterium fractionation, will need larger and more comprehensive networks, which will need to be validated in turn.

We include a freeze-out approximation in our network, which creates a noticeable difference in CO and H$_2$O abundance when compared to networks lacking these approximations (see Fig. 1, and Borchert et al. 2022), but the impact of grain chemistry on chemical abundances is complex (Flower et al. 2005; Bovino et al. 2017). In our network, the grains themselves are treated in a simple manner neglecting subtleties like ionization of the grains or changing sticking coefficients due to, e.g., the time-dependent variation in the composition of the ice mantles.

Looking ahead, we intend to create synthetic emission maps from our regridded species data. This would provide us with a more direct comparison to observations, and properly account for the optical depth effects discussion in Section 5.3.3. Moreover, in a forthcoming paper, we will apply these techniques to analysis of CO-dark gas, in particular focusing on OH.

7 CONCLUSIONS

We present our novel chemical post-processing methodology for 3D-MHD simulations of the ISM and molecular clouds. This methodology provides non-equilibrium abundances for any species present in a chemical network of arbitrary complexity. In this work, we have applied our methods to investigating the time-dependent evolution of HCO$^+$ in molecular clouds modeled in the SILCC-Zoom project. We summarize the methodology itself as follows:

(i) Rather than post-process the instantaneous abundances of sim-
Post-process the tracer particles’ chemical abundances. This network of the local fluid environment.

The gas flow, they report the time-dependent chemistry and dynamics which are injected into the simulation. Because these tracers follow simulations snapshots, we post-process the updated abundances over the entire history of the simulation.

From that point on, we post-process the updated abundances directly at each time step.

By advancing the chemistry over timesteps matching those of the simulation’s particle snapshots, and using the time-dependent environmental parameters of the simulated cloud as inputs to the chemical network, we recover the non-equilibrium chemical state of the tracer particles over the entire history of the simulation.

We implement a subcycling routine to correct for large changes in the environmental parameters. This subdivides a tracer’s evolution timestep if the local environmental parameters experience more than a user-defined percent change $s$. We show that the post-processed abundances are generally converged for any value of $s$, and select a value of $s = 10\%$.

We present a novel algorithm to regrid a snapshot of the post-processed tracer abundances, using an iterative scheme to recover a volume-filling density grid, from which we make column density maps. We benchmark this algorithm against the masses of hydrogen and carbon in the original simulations, indicating an overall accuracy of better than $\sim 10\%$.

We can thus calculate non-equilibrium abundances for any species in a chemical network of arbitrary size, for a fraction of the computational cost of running that network on-the-fly in 3D-MHD simulations. Throughout this paper, we have explored the evolution of the HCO$^+$ abundance in HD and MHD molecular clouds simulated in the SILCC-Zoom project. Our results include:

(i) We find that HCO$^+$ predominantly forms at densities of $n_{H_{tot}} = 10^3 - 10^4 \, \text{cm}^{-3}$. The formation of HCO$^+$ occurs in situ in this density range, rather than in a high density regime followed by turbulent mixing into lower-density regions. The typical time-scale of HCO$^+$ formation is on the order of 1 Myr.

(ii) We show that the HCO$^+$ formation time $\tau$ is inversely correlated with the abundances of species that are present in the high density regime and also participate in a formation pathway of HCO$^+$.

(iii) We use the chemical rate equation solver KROME (Grassi et al. 2014) to post-process the tracer abundances from the SILCC-Zoom simulations. The on-the-fly abundances of the hydrogen and carbon species are used to initialize the post-processing of each tracer particle. From that point on, we post-process the updated abundances directly at each time step.

(iv) By advancing the chemistry over timesteps matching those of the simulation’s particle snapshots, and using the time-dependent environmental parameters of the simulated cloud as inputs to the chemical network, we recover the non-equilibrium chemical state of the tracer particles over the entire history of the simulation.

Figure 17. Same as Fig. 14, but only for the $y$-$z$ projection of MC1-HD at $t_{\text{vol}} = 4$ Myr, convolved with Gaussian filters of increasing beam size to emulate resolutions of 3 pc (red) and 10 pc (green). The original resolution of 0.125 pc is repeated for comparison (black). As resolution decreases, higher values of $N(\text{HCO}^+)$ are found at given values of $N(\text{H}_2)$, $N(\text{H}_2)$, and $N(\text{CO})$.

Figure 18. $N(\text{HCO}^+)$ vs. $N(\text{H}_2)$ for the $y$-$z$ projection of MC1-HD at $t_{\text{vol}} = 4$ Myr at the original resolution of 0.125 pc (red) and convolved with a Gaussian filter to emulate a resolution of 3 pc (blue), compared to observations of the star-forming region W49A (Neumann et al. in prep.; see also Barnes et al. 2020) at a physical resolution of $\sim 3$ pc. Above $N(\text{H}_2) = 10^{22} \, \text{cm}^{-2}$, the intensity of $\text{H}^{13}\text{CO}^+$ emission is sufficient to constrain the optical depth for the calculation of $N(\text{HCO}^+)$ (solid black). Below $N(\text{H}_2) = 10^{22} \, \text{cm}^{-2}$, we approximate the emission as optically thin (empty black). The approximation represents a lower limit to the actual value of $N(\text{HCO}^+)$, and gradually conforms to reality as $N(\text{H}_2)$ decreases further. Our simulations are in very good agreement with observations above $N(\text{H}_2) = 10^{22} \, \text{cm}^{-2}$ where the optical depth is calculated explicitly, as well as around $N(\text{H}_2) = 10^{21} \, \text{cm}^{-2}$ where the optically thin approximation is relatively accurate. Reducing the resolution of the modeled map to 3 pc (the same as the observations) with Gaussian convolution slightly improves the correspondence between the modeled and observed column densities.
(iii) We show that different formation pathways of HCO⁺ predominate in different AV regimes. Up to $AV_{3D} \approx 0.4$, the dominant reaction is HOC⁺ + H₂, although it contributes very little to the total HCO⁺ mass due to the rarity of these reactants in the low extinction environment. From $AV_{3D} \approx 0.4–3$, the dominant reaction is CO⁺ + H₂. Above $AV_{3D} \approx 3$, the dominant reaction is H₂⁺ + CO, contributing more than 90% of the total HCO⁺ production. This system of dominant reactions is established very quickly for HD clouds, but takes a few Myrs longer for more slowly evolving clouds containing magnetic fields.

(iv) We produce the to-date first column density maps of HCO⁺ of simulated molecular clouds. We show that around $N$(H₂O) $\sim 10^{22} \text{cm}^{-2}$ and $N$(CO) $\sim 10^{18} \text{cm}^{-2}$. $N$(HCO⁺) rises quickly from values of $10^{10}$–$10^{11} \text{cm}^{-2}$ to peak values as high as $10^{15} \text{cm}^{-2}$.

(v) We find that in MHD clouds, the distribution of HCO⁺ is much more diffuse than in the HD clouds. The results match well with recent observations of HCO⁺.

(vi) We find that 50% of the HCO⁺ mass is found at visual extinctions between ~10 and ~30, or at values of $n_{H_2, tot}$ between $10^{4.5}$ and $10^{5.5} \text{cm}^{-3}$.

Because our post-processing method is much faster than directly coupling large chemical networks to MHD simulations, it can be profitably applied to astrophysical problems which require complex, time-dependent chemical modeling. It is our hope that these tools can be used to support and guide future observational campaigns.
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APPENDIX A: VALIDATING THE TRACER PARTICLE COUNT

Tracer particles are injected into the SILCC-Zoom simulations in a uniform lattice with a 1 pc spacing. To confirm that the resulting tracer count (~10^6 for all four clouds) rigorously samples all density regimes, we select 10% of the tracer particles from each simulation at random, and perform upon this subset the regridding procedure described in Section 5. We will show in the following that the 10% subset of tracers gives the same results at each stage as the full population, confirming that our methodology is statistically rigorous with regard to the count of tracers.

First, we compare the average densities of H, H_2, CO, C^+, and HCO^+ vs. N_{H_2,tot} as reported by the full tracer population and the 10% subset, for each cloud at several different time snapshots (not shown). These average number densities are essentially identical between the two tracer sets for all clouds and times, in accordance with a similar investigation by Ferrada-Chamorro et al. (2021).

Next, we regrid the tracers as described in Section 5. In Fig. A1, we plot the convergence of the total hydrogen and carbon masses as a function of the running number of interpolation steps for both the full and reduced tracer sets. In both clouds, the 10% set’s masses take about twice as many interpolation steps to converge as the full set’s masses. Reducing the tracer count by a factor of ten increases the average inter-tracer separation by 10^{1/3} ~ 2, explaining this change.

For the cloud MC1-HD at t_{evol} = 4 Myr, both the 100% (dashed lines) and 10% (solid lines) tracer sets converge to the same total hydrogen (blue) and carbon (red) masses. For the cloud MC1-MHD, the hydrogen masses both converge to the same value. The carbon mass of the 10% set in the MHD cloud exceeds the value from the full tracer set, but as a result, the 10% set’s carbon mass is closer to the original value from the SILCC simulation. To explain this, we posit that removing 90% of the tracers will have the greatest impact on tracer statistics in the intermediate density regime. Regions with denser gas are still well-sampled by tracers after the reduction, while low-density cells already frequently lacked tracers even using the full population. But in medium-density gas, many cells that would be sampled by ~ 1 tracer are now empty. The grid-filling procedure interpolates abundant values into these empty cells from the nearest cells which still have tracers, which will tend to be cells with denser gas. This will inflate the total mass of e.g. carbon ascribed to those cells, with respect to the mass calculated using the full tracer population. A shallower density gradient (as in an MHD cloud) will worsen this effect, explaining why reducing the tracer population increases the carbon mass for MC1-MHD but not MC1-HD.

Finally, we compare the column density projections of the regridded 10% tracer subset to those of the full tracer population, in Fig. A2. We plot N(HCO^+) vs. N(H_2,tot) for clouds MC1-HD (red) and MC1-MHD (green) at t_{evol} = 4 Myr. N(HCO^+) from the 10% subset (solid lines) agrees very well with the results using 100% of the tracers (dashed lines) at all density regimes. The greatest discrepancy is found around N(H_2,tot) ~ 10^{22} cm^{-2} in both clouds, though the difference is never more than ~ 1%. We ascribe this slight overestimation of N at medium density to the same cause as the carbon mass overestimation described in the previous paragraph. The close correspondence of the 10% tracer subset with the full population indicates that our post-processing approach is well-converged using a tracer population size that corresponds to an initial uniform spacing of 1 pc.
Figure A1. The ratios $M_{\text{regrid,Htot}}/M_{\text{SilCC,Htot}}$ (blue) and $M_{\text{regrid,C,tot}}/M_{\text{SilCC,C,tot}}$ (red) from Eqs. 15–18, vs. the number of interpolation steps, $n_{\text{steps}}$, for MC1-HD (left) and MC1-MHD (right), at $t_{\text{evol}} = 4$ Myr. Results are provided for the full tracer population (dashed) and a 10% subset (solid). The 10% tracer subsets mostly converge to the same values as the full population, but in about twice as many interpolation steps.

Figure A2. The average $N(\text{HCO}^+)$ vs. $N(\text{H}2)$ for the $y$–$z$ projection of the molecular clouds MC1-HD (red) and MC1-MHD (green) at $t_{\text{evol}} = 4$ Myr, after regridding the full tracer population (dashed lines) and a 10% subset (solid). The shaded areas represent one standard deviation from the respective average. The column density distribution from the 10% subset agrees very well with the distribution from the full tracer population.

APPENDIX B: CONTENTS OF CHEMICAL NETWORKS

B1 The post-processing network

Our post-processing method was tested and validated using a modified version of the react$_{-}$COthin chemical network (Grassi et al. 2017), updated to include reactions that model the adsorption and desorption of CO and H$_2$ from dust grains. The chemical species included in this network are listed in Table B1, consisting of 37 gas-phase species and 2 proxy species for frozen-out CO and H$_2$O. We refer the reader to Grassi et al. (2017) or the Appendix materials of Seifried & Walch (2016) for additional details regarding the performance of and the reactions included in this network. The freeze-out modeling in our modified version of this network is described below.

Table B1. The 39 chemical species included in our post-processing network, which is modified from the react$_{-}$COthin network included in the Kaoma distribution (Grassi et al. 2017). The last two species (in parentheses) represent H$_2$O and CO which have frozen out onto dust grains, and have no further chemical interactions with the medium until they have thawed again.

| Species   | H | H$_2$ | H$_3$ | CO | C$_2$ | O | O$_2$ | OH | H$_2$O | H$_2$O$^+$ | HCO | HCO$^+$ | HOC$^+$ | CO$^+$ | Si |
|-----------|---|------|------|----|------|---|------|----|-------|-----------|-----|---------|--------|-------|---|
| He        | He$^+$ | He$^{2+}$ | H$^+$ | H$^+ | H$_2$ | H$_2^+$ | O$^+$ | O$_2$ | OH$^+$ | H$_2$O | H$_2$O$^+$ | (f-H$_2$O) | (f-CO) |
| CH       | CH$^+$ | CH$_2$ | CH$_3$ | C$^+$ | C$^{2+}$ | O | OH | H$_2$O | H$_2$O$^+$ | HCO | HCO$^+$ | HOC$^+$ | CO$^+$ | Si $^+$ | Si$_{2+}$ |

B2 Freeze-out

We model the freeze-out of CO and H$_2$O as well as its desorption from dust grains as follows. The adsorption (freeze-out) occurs with a rate of

$$k_{\text{ads},i} = \sigma_d n_d c_{s,i} n_t S,$$

where $c_{s,i}$ and $n_t$ are the sound speed and particle density of the considered species $i$, respectively, and $S$ is the sticking coefficient. For the product $\sigma_d n_d$, representing the cross-section and density of dust particles, we adopt the value of $2 \times 10^{-21} n_{\text{Htot}}$ given by Hollenbach et al. (2009) for a standard dust grain size distribution (Mathis et al. 1977). The sticking coefficient $S$ is taken to be unity.

For desorption from dust grains, we consider thermal and cosmic-ray induced desorption. The thermal desorption rate is given by

$$k_{\text{des,therm},i} = v_i e^{-E_D,i/T_d},$$

where $v_i$ is the vibrational frequency of the species $i$ in the surface potential well, and $E_D,i$ is its adsorption binding energy (e.g. Hasegawa & Herbst 1993). For $E_D,i$ we used the values of 1150 K and 5700 K for CO and H$_2$O, respectively, given by Garrod & Herbst (2006). Using eq. 6 of Aikawa et al. (1996), we obtain $v_i$ of 1.01593 x $10^{12}$ s$^{-1}$ and 2.8295 x $10^{12}$ s$^{-1}$ for CO and H$_2$O, respectively. For the desorption by cosmic rays we follow the approach of Hasegawa & Herbst (1993), giving a rate of $k_{\text{des,cr}} = f(70 K) \cdot k_{\text{des,therm}}(T_d = 70 K) \cdot CRIR$. This is based on the fraction of time that a dust grain reaches a temperature of 70 K due to heating by cosmic ray impacts (Leger et al. 1974).
Table B2. The chemical species included in the NL99 network, which originated with Nelson & Langer (1999) with updates by Glover & Clark (2012) and Mackey et al. (2019). The species CHx and OHx are defined as proxies for, respectively, simple hydrocarbons like CH, CH2, CH3, and similarly OH, H2O, and so forth. The species M and its ionized state M+ are proxies for metals like N, Mg, Si, S, and Fe.

| Species | C | H | H2 | He | H+ | H2+ | C+ | CO | CHx | M | M+ |
|---------|---|---|----|----|----|-----|----|----|-----|---|----|
| e−     | H | H+ | H2  | He | He+ |      | C  | C+ | CO  | M | M+ |

1985), with updates for CO desorption as given by Herbst & Cuppen (2006).

B3 The on-the-fly network ‘NL99’

The SILCC-Zoom simulations on which we employ our post-processing method were run coupled to the chemical network ‘NL99.’ This network combines a model for CO chemistry by Nelson & Langer (1999) with a hydrogen model by Glover & Mac Low (2007a,b). The full network was first advanced by Glover & Clark (2012) and then modified by Mackey et al. (2019). The chemical species whose abundances are calculated in this network are listed in Table B2. Most of these species’ abundances are calculated on-the-fly using an ODE solver or through conservation equations. The exceptions are H2+, which is assumed to immediately react further; and O, O+, and H3+, which are evolved to equilibrium values.

For simplification, the proxy species CHx and OHx have been introduced. These represent families of carbon- and oxygen-bearing species with different numbers of hydrogen atoms, e.g., CH, CH2, and CH3, or OH, H2O, and H3O, and ionized states of these species as appropriate.

Rather than treat metal elements separately, the network combines various metals which contribute non-negligibly to the electron density into a proxy species M, as well as its singly-ionized state M+. By number density, this mostly comprises Si, but also N, Mg, S, and Fe.

The primary purpose of including the NL99 network in the SILCC-Zoom simulations is to properly model the heating and cooling effects of C+, CO, and atomic oxygen, which thermally impact the bulk gas distribution. As such, the limited other species in the network are not really modeled comprehensively. In particular, we stress that NL99 does not model the full set of creation and destruction reactions for HCO+ in a self-consistent, trustworthy way. This necessitates our post-processing, and precludes us from comparing the NL99 and post-processed abundances of HCO+ in this work.

APPENDIX C: RATIOS OF UNPROCESSED AND POST-PROCESSED ABUNDANCES

In Fig. C1, we present two sets of ratios of the means of fractional abundances at different stages in the post-processing algorithm, for cloud MC1 at \( t_{\text{evol}} = 2 \) Myr.

In the left panel, we show the ratio of the mean post-processed fractional abundances (of H, H2, C, CO, and C+) reported by the tracer particles (the right panel of Fig. 3), to the mean unprocessed (NL99) fractional abundances reported by the tracer particles (the left panel of Fig. 3), vs. \( \rho_{H,tot} \). The post-processing changes the hydrogen abundances very little, but alleviates the problem of over-produced atomic carbon in NL99, as described in Section 3.3. In the right panel, we show the ratio of the mean post-processed fractional abundances after regridding (Fig. 11), to the mean post-processed fractional abundance reported by the tracer particles, that is, before regridding (the right panel of Fig. 3).

APPENDIX D: COLUMN DENSITY MAPS OF FUNDAMENTAL SPECIES

In Section 5, we discuss the algorithm by which we allocate and interpolate post-processed tracer abundances into a uniformly-resolved density grid. Line integration of these grids along a chosen line of sight produces column density maps. In the text we provide such maps for HCO+; here we present and discuss column density maps for atomic and molecular hydrogen, as well as CO, to validate our methods.

We present in Fig. D1 column mass density (\( \Sigma \)) maps for H, H2, and CO (upscaled by 100) for the y-z projection of cloud MC1-HD at \( t_{\text{evol}} = 4 \) Myr. These maps were presented at approximately the same \( t_{\text{evol}} \) in fig. 3 of Seifried et al. (2017b), the work from which this SILCC-Zoom simulation originated. Although our results here are post-processed using the more extensive chemical network which originated in Grassi et al. (2017), the distribution of different chemical species in the gas in Fig. D1 is approximately congruent with the original on-the-fly results, as predicted in Seifried et al. (2017b).

The atomic hydrogen covers the entire domain and reaches a peak density around \( 10^{-2} \text{ g cm}^{-2} \). An envelope of H2 with column densities between \( 10^{-5} \) and \( 10^{-3} \text{ g cm}^{-2} \) surrounds a dense core region where maximal values of \( \Sigma (\text{H}_2) \approx 1 \text{ g cm}^{-2} \) are reached. CO is only abundant in these core regions, with column densities around \( 10^{-3} \text{ g cm}^{-2} \). The relative distributions of of H2 and CO reflect the extent of the CO-dark molecular gas. The close correspondence of these maps with the results from Seifried et al. (2017b) strongly supports the regridding algorithm by which we construct density grids from limited tracer particle data.
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Figure C1. Left panel: the ratio of post-processed to unprocessed (NL99) mean fractional abundance reported by the tracer particles in MC1-HD at $t_{\text{cool}} = 2$ Myr, vs. $n_{\text{Htot}}$. This corresponds to the ratio of the right and left panels of Fig. 3. Right panel: the ratio of post-processed mean fractional abundances after regridding to the post-processed mean fractional abundances from the tracer particles, vs. $n_{\text{Htot}}$. This corresponds to the ratio of Fig. 11 with the right panel of Fig. 3.

Figure D1. Projections along the $x$-direction of the column mass density of H, H$_2$, and CO (upscaled by 100), for MC1-HD at $t_{\text{cool}} = 4$ Myr, generated from the interpolated grids of post-processed tracer abundances. The maps are roughly centred on the densest region in the cloud. The atomic hydrogen (left) dominates in the more diffuse, outlying areas. Meanwhile, H$_2$ (centre) reaches its highest density in the heart of the cloud, but is also present in a diffuse envelope surrounding the core. CO (right) is only present in the densest parts of the cloud. These maps are very similar to the analogous AMR-derived maps in fig. 3 of Seifried et al. (2017b), supporting the accuracy of the regridding algorithm.