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Abstract—This paper treats a blind detection problem to identify the central nodes in a graph from filtered graph signals. Unlike prior works which impose strong restrictions on the data model, we only require the underlying graph filter to satisfy a low pass property with a generic low-rank excitation model. We treat two cases depending on the low pass graph filter’s strength. When the graph filter is strong low pass, i.e., it has a frequency response that drops sharply at the high frequencies, we show that the principal component analysis (PCA) method detects central nodes with high accuracy. For general low pass graph filter, we show that the graph signals can be described by a structured factor model featuring the product between a low-rank plus sparse factor and an unstructured factor. We propose a two-stage decomposition algorithm to learn the structured factor model via a judicious combination of the non-negative matrix factorization and robust PCA algorithms. We analyze the identifiability conditions for the model which lead to accurate central nodes detection. Numerical experiments on synthetic and real data are provided to support our findings. We demonstrate significant performance gains over prior works.
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I. INTRODUCTION

Recently, the study of network science has proliferated in research fields such as social science, biology, and data science, where it has offered new insights through studying network data from a graph’s perspective. A popular subject is node centrality [2]. Node centrality ranks the relative importance of nodes with respect to the graph topology, and it is useful for identifying influential people in a social network, frequently visited webpages on the Internet, stocks that are important driving forces in the market, etc. [3]. A number of centrality measures such as degree centrality, betweenness centrality, eigen-centrality, etc., have been studied [4]. Among others, the eigen-centrality measure, defined as the top eigenvector of the graph adjacency matrix, is popular as it takes into account the importance of the node’s neighbors as well as the node’s own degree. These appealing features have led to the wide adoption of the eigen-centrality measure, for instance, the PageRank model [5].

Evaluating the eigen-centrality typically requires knowledge of the graph topology. In this paper, we focus on using a data-driven approach to learn the eigen-centrality. Particularly, we develop algorithms that use just graph signals observed on the nodes, e.g., opinions on social networks, or return records in stock market, etc., to detect nodes with high eigen-centrality. We call this task the blind central nodes detection problem. The blind detection problem is related to the fast growing literature in graph learning [6], [7]. In particular, a natural heuristic is to first perform graph learning, and then rank the eigen-centrality using the estimated graph. Such a heuristic is prone to errors since the graph learning algorithms typically require strong assumptions to provide reliable estimates of the graph. For example, they assume precise knowledge of generative models such as graphical Markov random field [8], non-linear dynamical systems [9], [10], etc. As an alternative, the notion of filtered graph signals which is rooted in graph signal processing (GSP) [11], [12] provides a flexible model through viewing graph signals as generated by filtering the excitation through an unknown graph filter. Based on this model, graph learning algorithms have been proposed which exploit smoothness [13], spectral template [14], graph structure priors [15], [16], etc. However, further restrictions on the excitation are needed for the above algorithms. For instance, it is assumed in [13]–[16] that the excitation is white noise with independent input at each node. The latter assumption which implies full-rank observations may not hold in practice [17].

The approach pursued by the current paper is to detect central nodes directly from filtered graph signals, thereby side-stepping the error-prone graph learning stage. Doing so allows us to relax some restrictions required by previous works on graph learning. Notably, our approach applies to general graph signal models with possibly low-rank excitation. Our key assumption is that the observed graph signals are filtered by a low pass graph filter that has a frequency response which drops at the high frequencies, while the excitation to the graph filter is independent of the graph. This property is commonly found in graph data from applications such as economics, social networks, and power systems, etc. [18]. Depending on the strengths of the low pass graph filter, we treat two cases separately. With a strong low pass graph filter whose frequency response drops sharply at the high frequencies [cf. \( \eta \approx 0 \) in Assumption 1], we show that the principal component analysis (PCA) method detects the central nodes accurately. Note that this case corresponds to graph signals that are smooth with respect to the graph topology. With a general low pass graph filter which may or may not be strong low pass [cf. \( \eta < 1 \) in Assumption 1], the blind detection problem becomes more challenging to tackle. As a trade-off, we are motivated by applications in economics and social networks to concentrate on an additional assumption that the excitation graph signals lie in a subspace with the
basis given by a sparse and non-negative matrix. Subsequently, the filtered graph signals are treated by a novel structured factor analysis model featuring the product between a ‘low-rank plus sparse’ factor and an unstructured factor. We develop a two-stage decomposition algorithm leveraging a sparse non-negative matrix factorization (NMF) criterion and the robust PCA (RPCA) method. We show that the central nodes of the underlying graph can be detected accurately through analyzing the identifiability of the factor model and a boosting property of the low pass graph filter. To our best knowledge, this is the first application of the NMF and RPCA to detect central nodes from graph signals.

Notice that NMF and RPCA have been separately applied in other domains such as blind source separation, topic modeling, and video surveillance [19]–[21]. The theoretical guarantees therein also have different focuses from the current paper. We remark that the approach of side-stepping graph learning is inspired by [22]–[26] on the blind community detection problem. In comparison, this paper is the first to handle blind central nodes detection under the challenging case with unknown excitation. Lastly, blind centrality ranking has been treated in [27], [28] using the PCA method. Assuming white noise excitation, these works provided the sample complexity analysis on ranking the eigen-centrality of nodes. In comparison, our work assumes low-rank excitation that yields a strictly more general model.

Contributions. This paper treats the blind detection of central nodes using low-rank excited low pass filtered graph signals. Our contributions are as follows:

- We show that the PCA method accurately identifies the central nodes under the condition that the graph signals are generated by a strong low pass graph filter [cf. \( \eta \approx 1 \) in Assumption 1] or the excitation is white noise. Our analysis demonstrates an explicit dependence of the detection performance on factors such as the sample size.

- We recognize a structured factor model for the filtered graph signals via an intrinsic decomposition featuring a low-rank plus sparse factor and an unstructured factor under the condition that the graph signals are generated by a general low pass graph filter [cf. \( \eta < 1 \) in Assumption 1] which may or may not be strong low pass. Note we have concentrated on a special case where the excitation graph signals lie in a subspace with sparse and non-negative basis, as motivated by applications in economics and social networks.

- We provide the first identifiability analysis on the structured factor model involving filtered graph signals with unknown excitation. We show that the identification performance depends on the low pass ratio of the graph filter and the ratio of the excitation’s rank to the graph’s size. Inspired by the identifiability analysis, we propose to combine a sparse NMF method with the RPCA method to yield a two-stage algorithm for efficient central nodes detection.

- We carry out numerical experiments on real and synthetic data to verify our theoretical results. Compared to existing works, our methods can consistently detect the central nodes with a lower error rate on synthetic data and higher correlation with the global behavior on real data.

Compared to the conference version [1], this paper includes the case with general low pass filter and unknown excitation. We also included an extended set of numerical experiments.

Organization. The rest of this paper is organized as follows. In Section II, we introduce the graph signal model. Two application examples are discussed and their graph signal models are derived. In Section III, we consider strong low pass graph filter and prove that the PCA method can detect central nodes with high accuracy. In Section IV, we consider general low pass graph filter and propose a two-stage algorithm motivated by identifiability conditions with NMF specialized to leverage the graph signal structure. Finally, we discuss the practical implementation issues in Section V, and present numerical experiments to support our findings in Section VI.

Notations. We use boldfaced character (resp. boldfaced capital letter) to denote vector (resp. matrix). For a matrix \( X \in \mathbb{R}^{m \times n} \), we use \( [X]_{i,j} \) to denote its \((i,j)\)th entry. For any vector \( x \in \mathbb{R}^n \), \( \|x\|, \|x\|_1 \) denote the Euclidean, \( \ell_1 \) norm, respectively; for any matrix \( X \in \mathbb{R}^{m \times n} \), \( \|X\|_F \) denotes the spectral norm, \( \|X\|_* \) denotes the nuclear norm, and \( \|X\|_F = \sqrt{\sum_{i,j} X_{ij}^2} \) denotes the Frobenius norm. For a random vector \( y \), its covariance is denoted as the matrix \( \text{Cov}(y) = \mathbb{E}[(y - \mathbb{E}[y])[y - \mathbb{E}[y]]^\top] \).

II. Graph Signal Model

Consider an undirected, connected graph \( G = (\mathcal{V}, \mathcal{E}, \mathbf{A}) \) with \( n \) nodes given by \( \mathcal{V} := \{1, \ldots, n\} \) and edge set \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \). The matrix \( \mathbf{A} \in \mathbb{R}_+^{n \times n} \) is a weighted adjacency matrix such that \( A_{ij} = A_{ji} \geq 0 \) if and only if \((i,j) \in \mathcal{E} \); otherwise, \( A_{ij} = 0 \). The symmetric matrix \( \mathbf{A} \) admits an eigenvalue decomposition as \( \mathbf{A} = \mathbf{V} \Lambda \mathbf{V}^\top \), where \( \mathbf{V} \) is an orthogonal matrix and \( \Lambda = \text{Diag}(\lambda) \) is a diagonal matrix of the eigenvalues. For simplicity, we assume the eigenvalues are ordered as \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \). To specify the scenario of interest, we focus on graphs with \( C \) central nodes of high inter/intra-connectivity, for some \( C \ll n \). As studied by [29], such graphs can be characterized by large spectral gap with \( \lambda_1 \gg \lambda_2 \) [cf. Fig. 1]. Our aim is to detect these central nodes defined via the eigen-centrality vector [2]:

\[
c_{\text{eig}} := \text{TopEV}(\mathbf{A}) = v_1,
\]

where \( \text{TopEV}(\mathbf{A}) \) denotes the top eigenvector of \( \mathbf{A} \). Accordingly, we denote the top-\( C \) central nodes as the set of \( C \) nodes whose magnitudes \( \|c_{\text{eig}}\|_i \) are the highest.
We observe a set of vectors \( \{y_t\}_{t=1}^m \) generated from a certain process on \( G \) treated as filtered graph signals [11]. The graph signal defined on \( G \) is an \( n \)-dimensional vector \( y \in \mathbb{R}^n \) such that \( y_t \) denotes the signal on node \( t \). On the other hand, a graph filter is described as a polynomial of the graph shift operator (GSO):

\[
\mathcal{H}(A) = \sum_{t=0}^{T-1} h_t \Lambda^t = V \left( \sum_{t=0}^{T-1} h_t A^t \right) V^\top \in \mathbb{R}^{n \times n}, \quad (2)
\]

where \( \{h_t\}_{t=0}^{T-1} \) are the filter coefficients and \( T \in \mathbb{Z}_+ \cup \{\infty\} \) is the filter’s order. In this paper, we took the adjacency matrix \( A \) as the GSO. Accordingly, the graph Fourier transform (GFT) of \( y \) is given by \( \tilde{y} = V^\top y \) [30]. With this choice of GFT basis, we define the diagonal matrix \( h(A) = \sum_{t=0}^{T-1} h_t A^t \), whose diagonal entries are the frequency responses of the graph filter. The \( i \)th diagonal \( h(\lambda_i) := |h(A)|_{i,i} \) denotes the frequency response corresponding to the \( i \)th graph frequency.

Finally, the observations \( \{y_t\}_{t=1}^m \) are modeled as the graph filter’s outputs subject to the excitation \( \{x_t\}_{t=1}^m \):

\[
y_t = \mathcal{H}(A)x_t + w_t, \quad t = 1, \ldots, m, \quad (3)
\]

where \( w_t \sim \mathcal{N}(0, \sigma^2 I) \) represents the modeling error and measurement noise. We assume that \( w_t, w_{t'} \) are independent if \( t \neq t' \). The excitation \( \{x_t\}_{t=1}^m \) represent the external stimuli inflicted on \( G \) and they are assumed to be independent of the graph, see (5) for further discussion. The main task of this paper is to tackle the blind central nodes detection problem, where we identify the top-C central nodes using just \( \{y_t\}_{t=1}^m \).

To identify the central nodes from \( \{y_t\}_{t=1}^m \), our key assumption is that the graph filter \( \mathcal{H}(A) \) satisfies a low pass property [18], i.e., its frequency response drops at the high graph frequencies. Particularly, we assume:

**Assumption 1** The graph filter \( \mathcal{H}(A) \) is 1-low pass such that its frequency response satisfies:

\[
\eta := \max_{j=2, \ldots, n} \frac{|h(\lambda_j)|}{|h(\lambda_1)|} < 1, \quad (4)
\]

where \( \eta \) is called the low pass ratio that quantifies the stopband attenuation, see Fig. 2.

Observe that condition (4) describes a (1-)low pass graph filter whose cutoff frequency occurs at \( \lambda_1 \), i.e., the lowest graph frequency. It is imposed on the frequency response function \( h(\lambda) \) which requires \( |h(\lambda)| \) to be strictly maximized at the lowest graph frequency \( \lambda_1 \) over \( \{\lambda_1, \ldots, \lambda_n\} \), justifying its low pass interpretation. For convenience, we will refer to such filter as simply low pass graph filter in the rest of this paper. The low pass assumption is common for modeling practical network data; see the overview in [18]. Examples of low pass graph filter include the \( \alpha \)-diffusion filter that is inspired by heat diffusion [31], given as \( \mathcal{H}(A) = e^{\alpha A} \) with \( \alpha > 0 \); the infinite impulse response (IIR) filter given by \( \mathcal{H}(A) = (I - cA)^{-1} \) with \( c > 0 \).

The low pass ratio \( \eta < 1 \) characterizes the amount of stopband attenuation of the low pass graph filter, which we shall use to describe the strength of the low pass graph filter.

As a convention, we say that the low pass filter is strong when \( \eta \approx 0 \); otherwise, the low pass filter is weak when \( \eta \approx 1 \). For example, the diffusion filter \( \mathcal{H}(A) = e^{\alpha A} \) is strong low pass for large \( \alpha \), particularly, the low pass ratio decreases to zero exponentially with \( \alpha \); the IIR filter \( \mathcal{H}(A) = (I - cA)^{-1} \) is weak low-pass for small \( c \).

A. The Excitation Graph Signals and Applications

As discussed in the Introduction, a majority of prior works on graph learning have imposed various restrictions on the excitation graph signals \( \{x_t\}_{t=1}^m \). For example, in [14], [27], [28], it is assumed that the excitation are zero-mean white noise with \( \mathbb{E}[x_t x_{t'}^\top] = I \), i.e., the excitation at each node are independent. In practice, there can be correlation between the excitation at different nodes in \( G \).

To study a general excitation model, we assume without loss of generality (w.l.o.g.) that \( x_t \) lies in a \( k \)-dimensional subspace spanned by \( \{b_j\}_{j=1}^k \). Here, \( 1 \leq k \leq n \) is the excitation’s rank. We write:

\[
x_t = \sum_{j=1}^k b_j z_{t,j} = B z_t, \quad \ell = 1, \ldots, m, \quad (5)
\]

such that \( z_t \in \mathbb{R}^k \) represents the latent parameters of the excitation. The columns of the matrix \( B \) form the basis for the subspace that \( \{x_t\}_{t=1}^m \) lie in. When \( k = n, B = I \), \( \mathbb{E}[x_t x_{t'}^\top] = I \), we recover the white noise model found in [14], [27], [28]. In general, \( j \)th column vector \( b_j \) of \( B \in \mathbb{R}^{n \times k} \) represents the influence profile from an external source \( z_{t,j} \) to impact on the graph. The excitation \( x_t \) is a superposition of these influences from external sources. Notice that in general, \( B \) does not depend on \( G \) as the excitation models external stimuli, see the examples below.

As we shall demonstrate in the forthcoming sections, the performance of blind central nodes detection is affected by \( B \neq I \), especially if the graph filter is weak low pass. This motivates us to further investigate the structure of \( B \).
in common applications. Specifically, we show that popular economics and social network models can be approximated as filtered graph signals obeying (3), (5). The basis $B$ in these cases can be modeled as a sparse and non-negative matrix$^1$.

**Example 1 (Opinions)** We consider a social network denoted by $G = (V,E,A)$, where $A_{ij} = A_{ji} \geq 0$ denotes the trust strength between agents $i,j$. As shown in [23, Example 3], with the DeGroot model [32], the steady-state opinions on the $\ell$th topic, $y_\ell$, can be shaped by $k$ stubborn agents ($k \ll n$), denoted as

$$y_\ell = (I - A)^{-1}Bz_\ell,$$  

where $z_\ell \in \mathbb{R}_+^k$ are the opinions held by the stubborn agents and $B \in \mathbb{R}_+^{n \times k}$ describes the mutual trusts between stubborn and non-stubborn agents. The opinions, which model the probabilities of an action, are non-negative and the stubborn agents are those who influence the non-stubborn agents without being influenced. From (6), it is easy to observe that the steady-state opinion data follows a special case of (3), (5). For sparse social networks with a small number of stubborn agents, the mutual trust matrix $B$ is non-negative, tall and sparse. \hfill $\square$

**Example 2 (Stock Returns)** We consider an inter-stock influence network described by $G = (V,E,A)$, whose node set consists of $n$ stocks and $(i,j) \in E$ indicates that stocks $i,j$ are dependent on each other, e.g., when there are business ties. The graph is endowed with a weighted adjacency matrix $A$. A popular model from [33] suggests that on day $\ell$, the time series of stock prices, $\{s_{\ell,t}\}$, may evolve as

$$s_{\ell,t+1} = x_\ell + As_{\ell,t} + e_{\ell,t},$$  

where $e_{\ell,t}$ is a zero-mean noise and $x_\ell$ is the mean vector$^2$ for stock prices on day $\ell$. Notice that (7) describes the evolution of stock prices at a fast timescale. As such, the daily returns of the $n$ stocks $y_\ell$, defined as the ratio between closing and opening prices in a day, are given by $s_{\ell,T}$ with $T \gg 1$. We observe:

$$y_\ell = s_{\ell,T} = A^T s_{\ell,0} + \sum_{t=0}^{T} A^t \{x_\ell + e_{\ell,t}\} \approx (I - A)^{-1} x_\ell,$$  

where the approximation assumes that $\|A\| < 1$, $e_{\ell,t} \approx 0$, and the opening stock prices $s_{\ell,0}$ are normalized to 1. Thus, the model (8) is a special case of (3). The mean vector $x_\ell$ may describe the state of the businesses on day $\ell$.

As shown in [34], the stock returns are dominated by a few factors implying a low-rank data model. This motivates us to model $x_\ell$ as in (5) with $k \ll n$, where $B \in \mathbb{R}_+^{n \times k}$. Additionally, the latent parameters $z_\ell \in \mathbb{R}_+^k$ encode the state-of-the-world on day $\ell$. An example is that for some $j \in \{1, \ldots, k\}$, $z_{\ell,j} \geq 0$ is the attention level of the market to ‘oil crisis’, then the stocks in the energy sector will be directly affected by $z_{\ell,j}$. Moreover, $b_j$ is a vector supported

1We remark that the typical sparse matrix $B$ mentioned in our discussions have around 10%-20% of non-zero entries.

2The model is slightly modified from [33, Eq. (9)] as we consider unnormalized data with non-zero mean.

---

**Graph signal:** $y_\ell = \mathcal{H}(A)Bz_\ell + w_\ell$

**Low Pass Graph Filter**

**Strong ($\eta \approx 0$)**

**General ($\eta < 1$)**

**PCA:**

- **Known $z_\ell$**
  - **Yes**
    - **RPCA:** (31)
  - **No**

**Structured NMF:** Algorithm 1

---

| **Summary of the proposed blind central nodes detection method.** |
| --- |
| **W.l.o.g., in this section we assume that $B \geq 0$ through considering a constant shift to the excitation.** |

---

**III. DETECTION WITH STRONG LOW PASS FILTER**

This section discusses the blind central nodes detection problem under a strong low pass graph filter, i.e., when $\eta \approx 0$ in Assumption 1 such that the frequency response decreases sharply over the transition region $[\lambda_2, \lambda_1]$, see Fig. 2. Importantly, our analysis also highlights the role of the low pass ratio $\eta$ in estimating the eigen-centrality vector.

To fix ideas, we concentrate on the covariance matrix of the filtered graph signals and explain the insight behind our central nodes detection method. W.l.o.g., in this section we assume that $\text{Cov}(z_\ell) = I$ and observe that

$$\text{Cov}(y_\ell) = VH(\Lambda)V^\top BB^\top VH(\Lambda)V^\top + \sigma^2 I.$$  

The top eigenvector of $\text{Cov}(y_\ell)$ is different from $c_{\text{eig}}$ in general if $B \neq I$. A special case is observed when $\eta \approx 0$, where $h(\Lambda) = \sum_{t=0}^{T} h_t A^t$ can be approximated by the rank-one matrix $h(\lambda_1) e_1 e_1^\top$. Recalling that $v_1 = c_{\text{eig}}$, we have

$$\text{Cov}(y_\ell) \approx \|B^\top c_{\text{eig}}\|^2 h(\lambda_1)^2 c_{\text{eig}} c_{\text{eig}}^\top + \sigma^2 I.$$  

As a consequence, the top eigenvector of $\text{Cov}(y_\ell)$ shall be close to $c_{\text{eig}}$ when the noise is small. The above calculations motivated us to detect central nodes from $\{y_\ell\}_{\ell=1}^m$ by taking the top eigenvector of sampled covariance, as follows.

**PCA Method.** The principal component analysis (PCA) method proceeds by calculating the vector:

$$\hat{v}_1 = \text{TopEV}(\hat{C}_y) \quad \text{where} \quad \hat{C}_y := \frac{1}{m} \sum_{\ell=1}^m y_\ell y_\ell^\top$$  

---

**Example 1 (Opinions)** We consider a social network denoted by $G = (V,E,A)$, where $A_{ij} = A_{ji} \geq 0$ denotes the trust strength between agents $i,j$. As shown in [23, Example 3], with the DeGroot model [32], the steady-state opinions on the $\ell$th topic, $y_\ell$, can be shaped by $k$ stubborn agents ($k \ll n$), denoted as

$$y_\ell = (I - A)^{-1}Bz_\ell,$$  

where $z_\ell \in \mathbb{R}_+^k$ are the opinions held by the stubborn agents and $B \in \mathbb{R}_+^{n \times k}$ describes the mutual trusts between stubborn and non-stubborn agents. The opinions, which model the probabilities of an action, are non-negative and the stubborn agents are those who influence the non-stubborn agents without being influenced. From (6), it is easy to observe that the steady-state opinion data follows a special case of (3), (5). For sparse social networks with a small number of stubborn agents, the mutual trust matrix $B$ is non-negative, tall and sparse. \hfill $\square$

**Example 2 (Stock Returns)** We consider an inter-stock influence network described by $G = (V,E,A)$, whose node set consists of $n$ stocks and $(i,j) \in E$ indicates that stocks $i,j$ are dependent on each other, e.g., when there are business ties. The graph is endowed with a weighted adjacency matrix $A$. A popular model from [33] suggests that on day $\ell$, the time series of stock prices, $\{s_{\ell,t}\}$, may evolve as
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1We remark that the typical sparse matrix $B$ mentioned in our discussions have around 10%-20% of non-zero entries.

2The model is slightly modified from [33, Eq. (9)] as we consider unnormalized data with non-zero mean.
as a surrogate to \( c_{\text{eg}} \). Subsequently, we select \( C \) nodes with the highest-\( C \) magnitudes from the vector \( \hat{v}_1 \) as the detection output of central nodes.

To analyze the performance of the PCA method, we shall bound the error in estimating the eigen-centrality vector by \( \hat{v}_1 \). We first let \( \hat{v}_1^\top c_{\text{eg}} \geq 0 \) w.l.o.g. We set the noiseless covariance matrix as \( \hat{C}_y := V h(A) V^\top BB^\top V h(A) V^\top \) and the finite sample error as \( \Delta := \hat{C}_y - C_y \). Observe:

**Lemma 1** Under Assumption 1, Suppose that (i) \( c_{\text{eg}}^\top B q_1 \neq 0 \), where \( q_1 \) is the top right singular vector of \( H(A) B \), and (ii) there exists \( \delta > 0 \) such that

\[
\delta := \lambda_1(\hat{C}_y) - \lambda_2(\hat{C}_y) - \|\Delta\| > 0,
\]

where \( \lambda_i(\hat{C}_y) \) is the \( i \)th largest eigenvalue of \( \hat{C}_y \). It holds that

\[
\|c_{\text{eg}} - \hat{v}_1\| \leq \sqrt{2} \eta \cdot \left( \frac{\|V_{n-1}^\top B q_1\|}{\|v_1\| \|B q_1\|} + \frac{\|\Delta\|}{\delta} \right),
\]

where \( V_{n-1} \) collects the eigenvectors of \( A \) except for \( v_1 \).

The proof, which can be found in Appendix A, is based on the Davis-Kahan theorem. Note that condition (ii) requires the finite sample error to be bounded by the spectral gap \( \delta \). It is well known that \( \|\Delta\| = O(\sigma^2 + 1/\sqrt{m}) \) with high probability [35]. Under Assumption 1, it can be shown that \( \lambda_1(\hat{C}_y) - \lambda_2(\hat{C}_y) = \Omega(\|h\|_2^2(1 - c \eta)) \) for some \( c > 0 \). As such, (12) holds when \( m \gg 1 \), \( \sigma^2 \ll 1 \), \( \eta \approx 0 \).

Eq. (13) gives an upper bound on the error in estimating the eigen-centrality via (11). Notice that when \( \hat{v}_1 \approx c_{\text{eg}} \), we can detect the top-\( C \) central nodes accurately from \( \hat{v}_1 \). Now, the first term on the right hand side (r.h.s.) of (13) depends on the low pass ratio and the correlation between \( v_1 \), \( B \). Particularly, this term is small for the strong low pass graph filter with \( \eta \approx 0 \), corroborating with the insight from (10). The second term in the r.h.s. depends on \( \|\Delta\| \) which is controlled by the number of samples and the measurement noise. In the special case of \( B = I \), we notice \( q_1 = v_1 = c_{\text{eg}} \) and the first term in the r.h.s. vanishes. The r.h.s. of (13) is simplified to \( \|\Delta\|/\delta \) where it only depends on the finite sample error and observation noise variance. Note that as \( B = I \) implies \( \mathbb{E}[x_i x_i^\top] = I \), i.e., white noise excitation, we recover the results in [27], [28].

To summarize, Lemma 1 indicates that for strong low pass graph filter, i.e., \( \eta \approx 0 \), the PCA method (11) attains high accuracy for central nodes detection with \( m \gg 1 \), \( \sigma^2 \ll 1 \). However, when dealing with weak low pass graph filter, i.e., \( \eta \approx 1 \), the method may become unreliable as shown below.

**A Toy Example.** We consider detecting central nodes using the PCA method for a simple model. In Fig. 4, we show the detection results for an instance of applying (11) when the observed graph signals are filtered by different low pass filters. The underlying graph topology is a 100-nodes core-periphery graph generated from a stochastic block model with \( C = 10 \) fully connected central nodes and the excitation is low rank with \( k = 40 \); see Section VI-A for details of the generation model. We observe that the top-10 central nodes are correctly detected by PCA when the underlying graph filter is strong low pass (left panel), yet PCA misidentified a number of nodes when underlying graph filter is weak low pass (right panel).

Before concluding this section, we remark that Lemma 1 can be specialized to analyze the top left singular vector of \( H(A) B \) for any low pass graph filter \( H(A) \) and basis matrix \( B \). The result is given by the following corollary:

**Corollary 1** Let \( \hat{v}_1, q_1 \) be the top left, right singular vector of \( H(A) B \), respectively, where \( H(A) \) is a graph filter satisfying Assumption 1. Further, assume that \( \hat{v}_1^\top c_{\text{eg}} \geq 0 \) and \( c_{\text{eg}}^\top B q_1 \neq 0 \). It holds

\[
\|\hat{v}_1 - c_{\text{eg}}\| \leq \sqrt{2} \eta \cdot \|V_{n-1}^\top B q_1\|/\|v_1\| \|B q_1\| = O(\eta).
\]

The corollary directly relates the estimation error for the eigen-centrality to the low pass ratio. As \( \eta \approx 0 \), the singular value decomposition of \( H(A) B \) generates an accurate estimate of eigen-centrality. We shall exploit this observation next.

**IV. DETECTION WITH GENERAL LOW PASS FILTER**

Consider the case of a general low pass graph filter where only \( \eta < 1 \) is needed in Assumption 1. This case includes weak 1-low pass graph filters with \( \eta \approx 1 \) that are found in some practical models, e.g., the examples in Section II-A have \( H(A) = (I - c A)^{-1} \) with \( \eta \approx 1 \). The relaxed condition has made the blind central nodes detection problem significantly more challenging. For instance, simple methods such as PCA may no longer work as observed from (9), where the top eigenvector of \( \text{Cov}(y_i) \) can be different from \( c_{\text{eg}} \).

To handle this challenging case, a blind central nodes detection method is developed using two novel observations: (A) We derive an intrinsic decomposition for the graph signal model featuring a boosted graph filter with improved low pass ratio [23]. We then treat \( \{y_i\}_{i=1}^n \) using a factor analysis model and demonstrate that the desired eigen-centrality vector is embedded with additive and multiplicative perturbations. (B) By concentrating on a special case of the graph signal model with sparse and non-negative basis for the excitation, we treat a sparse non-negative matrix factorization (NMF) problem which can uniquely identify the latent parameter matrix if the unknown matrices satisfy a sufficiently scattered condition, i.e., removing the multiplicative perturbation. Then, a RPCA
method is applied to remove the additive perturbation. These observations will be discussed in order.

**Structured Factor Analysis Model.** Let $\rho \geq 0$ be a free parameter and assume that $w_t = 0$ for ease of exposition. Using the matrix notation $Y = [y_1 \cdots y_n]$, $Z = [z_1 \cdots z_n]$, we first observe the following intrinsic decomposition from (3), (5) for the graph signal matrix $Y$:

\[
Y = \left\{ \tilde{\mathcal{H}}_\rho(A) + \rho I \right\} B Z = \left\{ \tilde{\mathcal{H}}_\rho(A) B + \rho B \right\} Z,
\]

where $\tilde{\mathcal{H}}_\rho(A)$ is a boosted graph filter defined as [23]:

\[
\tilde{\mathcal{H}}_\rho(A) := \mathcal{H}(A) - \rho I.
\]

The filter has a frequency response of $\tilde{h}(\lambda) := h(\lambda) - \rho$. A useful result from [23, Observation 1] is that under mild conditions, there exists $\rho > 0$ such that $\tilde{\mathcal{H}}_\rho(A)$ is a stronger low pass graph filter than $\mathcal{H}(A)$ with a strictly smaller low pass ratio. For example, consider the IIR graph filter $\mathcal{H}(A) = (I - c A)^{-1}$. It can be shown that $\tilde{\mathcal{H}}_\rho(A)$ has an improved low pass ratio, $\tilde{\eta}$, that is bounded by

\[
\tilde{\eta} := \min_{\rho > 0} \max_{\lambda \in \mathbb{R}} \left| \frac{\tilde{h}_\rho(\lambda)}{h(\lambda)} \right| \leq \frac{\lambda_2 (1 - c - \lambda_1)}{\lambda_2 (1 - c - \lambda_1)} = \frac{\lambda_2}{\lambda_1},
\]

(17)

where the bound is obtained by setting $\rho = 1$. Together with the condition that $\lambda_1 \gg \lambda_2$ as the graph $G$ admits a core-periphery structure, we have $\tilde{\eta} \ll \eta < 1$. Denote the top left singular vector of $\tilde{\mathcal{H}}_\rho(A) B$ as $\hat{v}_{\text{ideal}}$. Corollary 1 shows that

\[
\|\hat{v}_{\text{ideal}} - c_{\text{neg}}\| = O(\tilde{\eta}).
\]

(18)

In other words, if the matrix $\tilde{\mathcal{H}}_\rho(A) B$ is known, then the eigen-centrality vector can be estimated by computing a singular value decomposition (SVD).

The main question is how to estimate the matrix $\tilde{\mathcal{H}}_\rho(A) B$ from $Y$? Notice that as $\tilde{\eta} \ll 1$, $\tilde{\mathcal{H}}_\rho(A) B$ is approximately rank-one. From (15), we observe that this low-rank matrix is embedded in $Y$ with unknown additive ($\rho B$) and multiplicative perturbations ($Z$), which makes it difficult to estimate. Therefore, retrieving $\tilde{\mathcal{H}}_\rho(A) B$ requires one to leverage additional structures in the graph signals. We are inspired by Examples 1 and 2 to concentrate on a case with:

**Assumption 2** The basis matrix $B$ is sparse and non-negative, and the excitation parameters $Z$ are non-negative.

Besides Examples 1 and 2, we remark that the above can be satisfied in other applications such as in pricing experiments when the number of controllable agents is small [23]. Finally, we conclude that $Y$ can be described by a structured factor model consisting of a low-rank plus sparse factor $\tilde{\mathcal{H}}_\rho(A) B + \rho B$, and a non-negative factor $Z$.

To grasp an idea of how Assumption 2 and (15) can contribute to tackling the blind central nodes detection problem, we may take a slight detour by considering the case when $Z$ is known. Here, a standard algorithm is to apply the robust PCA (RPCA) method [20, 21] which leverages that $\rho B$ is a sparse matrix. By solving a convex optimization problem [cf. (31)], it is possible to extract the desired low-rank component $\tilde{\mathcal{H}}_\rho(A) B$ from $Y Z^\top = \tilde{\mathcal{H}}_\rho(A) B + \rho B$. As our target is to tackle the blind central nodes detection problem, we next focus on the case when $Z$ is unknown where the property $B, Z \geq 0$ is exploited by the NMF technique.

### A. Identifying Factors in (15) using NMF

To fix notations, let us define

\[
H_* = \mathcal{H}(A) B = \tilde{\mathcal{H}}_\rho(A) B + \rho B, \quad Z_* = Z
\]

(19)

as the ground truth factors satisfying $Y = H_* Z_*$. We concentrate on the special case where $H_* \succeq 0, Z_* \succeq 0$. Notice that under Assumption 2, $B, Z$ are non-negative matrices. Further, the condition $H_* \succeq 0$ is satisfied for cases such as $\tilde{\mathcal{H}}_\rho(A) = (I - c A)^{-1}$ with $c < \|A\|^{-1}$. With these constraints on (15), the NMF problem finds a pair of matrices $(\tilde{H}, \tilde{Z}) \in \mathbb{R}^{n \times k} \times \mathbb{R}^{k \times m}$ such that

\[
Y = H_* \tilde{Z}, \quad \tilde{H} \geq 0, \quad \tilde{Z} \geq 0.
\]

(20)

We aim to study identifiability conditions which guarantee $\tilde{Z} = Z_*$. $\tilde{H} = H_*$, so that the low-rank matrix $\tilde{\mathcal{H}}_\rho(A) B$ can be derived from the latter, e.g., by applying RPCA. We shall emphasize that the non-negativity constraints are important. Notably, in their absence, for any invertible $Q \in \mathbb{R}^{k \times k}$, the pair $(H_*, Q^{-1} Z_*)$ is admissible for the model in (20). Such ambiguity forbids us from estimating $\tilde{\mathcal{H}}_\rho(A) B$ with methods like RPCA since the matrix $H_* Q = \tilde{\mathcal{H}}_\rho(A) B Q + \rho B Q$ does not admit a low-rank plus sparse decomposition. It is unclear if the desired matrix $\tilde{\mathcal{H}}_\rho(A) B Q$ can be extracted.

A major benefit of NMF is that under a relatively mild condition, (20) admits an essentially unique factorization, i.e., the recovered factors are only subjected to diagonal and permutation ambiguities. We observe:

**Fact 1** [36, Theorem 4] Suppose that the rows of $H_*$ and columns of $Z_*$ are sufficiently scattered, i.e.,

\[
\{x \in \mathbb{R}^k : x^\top 1 \geq \sqrt{k-1}\|x\|_2\} \subset \text{cone}\{H_*^\top\},
\]

(21)

\[
\text{cone}\{H_*^\top\} \not\subset \text{cone}\{Q\} \text{ for any orthonormal matrix } Q \text{ except for the permutation matrix, and the same holds for } Z_*.
\]

Then, any solution $(\tilde{H}, \tilde{Z})$ satisfying (20) can be written as

\[
(\tilde{H}, \tilde{Z}) = (H_* D \Pi, \Pi^\top D^{-1} Z_*),
\]

(22)

where $D$ is a positive diagonal matrix, and $\Pi$ is a permutation matrix.

The sufficiently scattered conditions are satisfied when the ground truth factors are mildly sparse [36]. Our next endeavor is to verify these conditions in terms of the graph signal properties and their impact on the performance of blind central nodes detection. We proceed by discussing two issues in order.
1) Identifiability. The first question is whether the identifiability conditions in Fact 1 are satisfied for the filtered graph signals in (19). Unfortunately, at the first glance it appears to be impossible since a necessary condition for Fact 1 to hold is that $H_a$ contains at least $k-1$ zeros at every row [36, Corollary 2], while $H_a = \hat{\mathcal{H}}(A) B$ is a dense matrix in general.

As a remedy, we consider the approximate model $Y \approx \rho BZ$ and exploit that the basis matrix $B$ is sparse. interestingly, the next result recognizes that $H_a \approx \rho B$ when the original graph filter’s low pass ratio satisfies $\eta \approx 1$, i.e., the graph filter is weak low pass. To derive this result, we notice the constant $\rho$ is a parameter that can be freely adjusted as it is implicit in the signal model. Specific to the current context, we seek for $\rho > 0$ such that the ratio of $\|\hat{\mathcal{H}}(A)B\|$ to $\|B\|$ is minimized. We observe that:

**Lemma 2** Under Assumption 1. Suppose that the frequency response $h(\lambda)$ is a convex function and is non-negative over $[\lambda_n, \lambda_1]$. Define $h_{\min} := \min_{\lambda = 2, \ldots, n} h(\lambda_1)$ as the smallest frequency response. It holds

$$\min_{\rho > 0} \left\{ \frac{\|\hat{\mathcal{H}}(A)B\|}{\rho \|B\|} \right\} \leq \frac{1 - \eta}{1 + \eta} - \frac{\max\{h(\lambda_2), h(\lambda_1)\} - h_{\min}}{1 + \eta} - \frac{\max\{h(\lambda_2), h(\lambda_1)\} - h_{\min}}{1 + \eta}. \quad (23)$$

Furthermore, if $\max\{h(\lambda_2), h(\lambda_1)\} - h_{\min} \ll h(\lambda_1)$, then:

$$\min_{\rho > 0} \left\{ \frac{\|\hat{\mathcal{H}}(A)B\|}{\rho \|B\|} \right\} \lesssim \frac{1 - \eta}{1 + \eta}. \quad (24)$$

The proof can be found in Appendix B and is based on bounding $\rho$ which minimizes the left hand side of (23). In particular, the above shows that the approximation $H_a \approx \rho B$ holds if $\eta \approx 1$. Note that the convexity assumption on $h(\cdot)$ is satisfied by the graph filters considered in this work.

Contrary to $H_a$, the matrix $\rho B$ is sparse and non-negative. Now consider Fact 1, while the sufficiently scattered condition (21) is NP-complete to check, it is noted “if the latent factors are sparse, it is more likely that the sufficient condition given in Fact 1 is satisfied” [36]. For an NMF model with $Y = \rho BZ$, a special case where the stated conditions hold is when $\text{cone}\{e_1, \ldots, e_k\} \subseteq \text{cone}\{B^\top\}$, i.e., $B$ contains $k$ pure pixel row vectors. When combined with Lemma 2, we observe:

**Corollary 2** Assume the system parameters $(B, Z)$ satisfy Assumption 2 and the sufficiently scattered condition in Fact 1, and the assumptions in Lemma 2 are satisfied with $\eta \approx 1$. Then solving (20) yields

$$\hat{Z} \approx \Pi^\top D^{-1} Z_\ast, \quad (25)$$

for some positive diagonal and permutation matrices $D, \Pi$.

It has been demonstrated in [19], [36] that the sufficiently scattered conditions hold as long as $(B, Z)$ are not fully dense. Concretely, when $B$ is a random sparse matrix, the NMF model is shown numerically to be identifiable with high probability when the ratio $n/k$ is large.

2) Ambiguities. Having verified the identifiability conditions for the NMF model, we study the effects on central nodes detection performance caused by diagonal and permutation ambiguities. We find that these ambiguities are typically dismissed in existing applications of NMF such as source separation, topic modeling, and clustering, etc., as they do not directly affect the performances in these applications.

For the blind central nodes detection problem, obtaining $(\hat{B}, \hat{Z})$ is not the final goal. Instead, our objective is to estimate the eigen-centrality. As Corollary 2 guarantees that $\hat{Z} \approx \Pi^\top D^{-1} Z_\ast$, we apply the RPCA method to treat $Y \hat{Z}^\top \approx H, D\Pi$ and recover the low-rank matrix therein as

$$\hat{L} = \hat{\mathcal{H}}(A) B D \Pi. \quad (26)$$

Here, $D$ can be any positive diagonal matrix, the top left singular vector of $\hat{L}$ is a poor estimate of the eigen-centrality.

Our remedy is to estimate the row sum $Z, 1$ a-priori in order to fix the diagonal ambiguity matrix $D$. Consider

**Assumption 3** For any $t, j, z_{t,j}$ is an independent random variable with $\mathbb{E}[z_{t,j}] = \alpha$ and sub-Gaussian parameter $\sigma_z$.

The above condition is related to having persistent excitation for the external sources. Together with the approximation analyzed in Lemma 2, we study a modified NMF model from (20) with additional constraint as:

$$Y = \rho BZ + W \equiv \hat{B} \hat{Z} + W, \quad \hat{B} \geq 0, \quad \hat{Z} \geq 0, \quad \hat{Z} 1 = 1, \quad (27)$$

where $W$ is the approximation error from $Y \approx \rho BZ$. We analyze the low-rank matrix recovered using the RPCA method from $\hat{Z}$ satisfying (27) and obtain the lemma below:

**Lemma 3** Under Assumptions 1 and 3. Let $\hat{L}$ be defined in (26) using $\hat{Z}$ computed from (27), and its top left (resp. right) singular vector be $\hat{v}_1$ (resp. $\hat{q}_1$). For any $\delta > 0$ and sufficiently large $m$, it holds with probability at least $1 - 2k\delta$,

$$\|\hat{v}_1 - c_{\text{eg}}\|_2 \leq \sqrt{2 \eta} \frac{\alpha + 2\sigma_z^2}{m} \log(\delta^{-1}) \|V_{n-1} B \Pi q_1\|_2, \quad (28)$$

The proof, which is based on the Hoeffding’s inequality and Corollary 1, can be found in Appendix C. As the number of samples grows $m \rightarrow \infty$, the estimate of the eigen-centrality vector becomes more accurate. We remark that Assumption 3 can be relaxed to allow for heterogeneous mean in $z_t, i.e., \mathbb{E}[z_{t,j}] = \alpha_j$. In the latter case, the bound (28) will be relaxed to $O(\sqrt{\eta \max_{i,j} \frac{\alpha_j}{\alpha}})$ when $m \gg 1$.

B. Two-stage Decomposition Algorithm

The previous discussions established the theoretical foundation of detecting central nodes from graph signals filtered by a general low pass graph filter. Hereafter, we describe how to utilize these observations to develop a practical algorithm.

In light of the structured factor model (15) and our theoretical findings, we split the detection problem into two stages — the first stage estimates the latent excitation parameters $\hat{Z} \approx Z_\ast$; the second stage estimates the low-rank matrix $\hat{\mathcal{H}}(A) B D\Pi$ from $Y$ based on $\hat{Z}$. Finally, the central nodes
are detected through computing and ranking the magnitude of top left singular vector of the estimated $H_{\rho}(A)BDI$. The first stage is the most challenging as it relies on the factors from the NMF model (27). In light of Assumptions 2 and 3, we seek for a solution where the ‘left’ factor is a sparse matrix and the row sums of the ‘right’ factor equal to one. Taking into account the noisy observations and the approximation errors, we consider a sparse NMF criterion:

$$\min_{\tilde{B}, \tilde{Z}} \in \mathbb{R}^{n \times k}, \tilde{Z} \in \mathbb{R}^{k \times m} \quad \frac{1}{2} \| Y - \tilde{B} \tilde{Z} \|_F^2 + \lambda_B \| \text{vec}(\tilde{B}) \|_1$$

subject to $\tilde{Z} 1 = 1$, $\tilde{B} \geq 0$, $\tilde{Z} \geq 0$, (29)

such that $\lambda_B > 0$ is a regularization parameter promoting sparsity for the solution $\tilde{B}$. Notice that while sparse NMF has been applied in empirical studies [37], our criterion is directly motivated by the identifiability conditions in Corollary 2 for the graph signals as we aim to recover $\tilde{B}, \tilde{Z}$. The above problem can be efficiently tackled as a customized solver for (29) will be discussed in Section V.

An important observation is when the sufficiently scattered conditions hold for the matrices $(B, Z)$, Corollary 2 only shows that the solution of (29) satisfies $\tilde{Z} \approx \Pi^1 D^{-1} Z$. However, our target is to estimate $\hat{H}$ instead. The latter is achieved by solving the least square problem, e.g.,

$$\min_{\hat{H} \in \mathbb{R}^{n \times k}} \| Y - \hat{H} \tilde{Z} \|_F^2.$$ (30)

Notice that the solution to (30), i.e., $\tilde{H} \approx H_{\rho}(A)BDI + \rho(BDII)$, is composed of a low-rank matrix and a sparse matrix. As such, in the second stage of our algorithm, we solve the RPCA problem:

$$\min_{\tilde{L}, \tilde{S}} \in \mathbb{R}^{n \times k} \quad \| \tilde{H} - \tilde{L} - \tilde{S} \|_F^2 + \lambda_L \| \text{vec}(\tilde{S}) \|_1,$$ (31)

where $\lambda_S, \lambda_L > 0$ are regularization parameters, to obtain an estimate of $H_{\rho}(A)BDI$. Similar to [23], this step may also be directly applied when $Z$ is known [cf. Fig. 3]. With appropriate parameters $\lambda_S, \lambda_L$, the solution to (31) satisfies $\hat{L} \approx H_{\rho}(A)BDI$. The central nodes can be detected subsequently by computing the top singular vector of the former matrix. We remark that (31) is a convex problem that can be solved efficiently using existing algorithms, e.g., [38].

Finally, our method for blind central nodes detection is summarized in Algorithm 1. Notice that Algorithm 1 requires knowing the excitation’s rank $k$ which can be estimated heuristically from observing the rank of $\text{Cov}(y_t)$.

**Discussion.** We briefly discuss the performance of Algorithm 1. For the first stage, observe that (29) aims at estimating $Z_\ast$ by fitting a pair $(\tilde{B}, \tilde{Z})$ to $Y \approx \rho B Z$. To this end, Corollary 2 shows that the estimation quality depends on two factors: (i) whether the matrices $B, Z$ satisfy the sufficiently scattered conditions, and (ii) whether the graph filter is weak low pass [cf. Lemma 2].

For the second stage, it is known that if the matrix $\hat{H}$ admits a low rank plus sparse structure, then solving the RPCA problem (31) decomposes $\hat{H}$ accordingly to the desired low-rank and sparse components. Under these premises, using [20, Corollary 1], it can be shown that the vector $\hat{v}_1$ found in Step 4 of Algorithm 1 is $O(\tilde{y})$-close to $c_{\text{eig}}$. With $\tilde{y} \ll 1$ due to boosted graph filter, the top-C central nodes can be detected.

The careful readers may notice that when the original graph filter is strongly low pass, i.e., $\eta \approx 0$, the approximation $H(A)B \approx \rho B$ induced by Lemma 2 is not guaranteed and the NMF model may become unidentifiable. However, it does not prevent Algorithm 1 from correctly detecting the central nodes. This is because the data matrix $Y$ as well as the matrix $\hat{H}$ in step 3 of Algorithm 1 are already close to rank-one since $\eta \approx 0$. As such, the obtained estimate $\hat{v}_1$ remains $O(\eta)$-close to $c_{\text{eig}}$ despite erroneous estimation of $\hat{Z}$. We observe from Fig. 4 that Algorithm 1 can successfully detect the central nodes regardless of the low pass filters’ strengths. Therefore, we conclude that Algorithm 1 is suitable for blind central nodes detection with general low pass graph filter.

**Remark 1** Notice that Step 3 of Algorithm 1 recovers the low rank matrix as $\hat{L} \approx H_{\rho}(A)BDI$. The latter can be treated as a set of graph signals filtered by a strong low pass graph filter $H_{\rho}(A)$ with the excitation $[\hat{b}_1, \ldots, \hat{b}_K] \equiv BDI$. It is an interesting future direction to develop graph learning algorithms for recovering the adjacency matrix $A$ from $\hat{L}$.

## V. Practical Issues

We dedicate this section to the practical issues in applying the proposed blind central nodes detection method.

### A. Efficient Implementation of (29)

We provide details of an efficient algorithm for tackling problem (29). Observe that the latter problem is non-convex, we apply an alternating minimization strategy based on projected gradient descent (PGD) similar to [39]. Let us define the following objective function:

$$f(\tilde{B}, \tilde{Z}) := \frac{1}{2} \| Y - \tilde{B} \tilde{Z} \|_F^2 + \lambda_B \sum_{i,j} \tilde{B}_{ij}$$ (32)

and the simplex constraint for $\tilde{Z}$:

$$\Delta^K = \{ Z \in \mathbb{R}^{k \times m} : Z \geq 0, Z 1 = 1 \}.$$

We notice that under the constraint $\tilde{B} \geq 0$, minimizing the objective function of (29) is equivalent to minimizing $f(\tilde{B}, \tilde{Z})$.

The careful readers may notice that when the original graph filter is strongly low pass, i.e., $\eta \approx 0$, the approximation $H_A B \approx \rho B$ induced by Lemma 2 is not guaranteed and the NMF model may become unidentifiable. However, it does not prevent Algorithm 1 from correctly detecting the central nodes. This is because the data matrix $Y$ as well as the matrix $\hat{H}$ in step 3 of Algorithm 1 are already close to rank-one since $\eta \approx 0$. As such, the obtained estimate $\hat{v}_1$ remains $O(\eta)$-close to $c_{\text{eig}}$ despite erroneous estimation of $\hat{Z}$. We observe from Fig. 4 that Algorithm 1 can successfully detect the central nodes regardless of the low pass filters’ strengths. Therefore, we conclude that Algorithm 1 is suitable for blind central nodes detection with general low pass graph filter.

**Remark 1** Notice that Step 3 of Algorithm 1 recovers the low rank matrix as $\hat{L} \approx H_{\rho}(A)BDI$. The latter can be treated as a set of graph signals filtered by a strong low pass graph filter $H_{\rho}(A)$ with the excitation $[\hat{b}_1, \ldots, \hat{b}_K] \equiv BDI$. It is an interesting future direction to develop graph learning algorithms for recovering the adjacency matrix $A$ from $\hat{L}$.

### A. Efficient Implementation of (29)

We provide details of an efficient algorithm for tackling problem (29). Observe that the latter problem is non-convex, we apply an alternating minimization strategy based on projected gradient descent (PGD) similar to [39]. Let us define the following objective function:

$$f(\tilde{B}, \tilde{Z}) := \frac{1}{2} \| Y - \tilde{B} \tilde{Z} \|_F^2 + \lambda_B \sum_{i,j} \tilde{B}_{ij}$$ (32)

and the simplex constraint for $\tilde{Z}$:

$$\Delta^K = \{ Z \in \mathbb{R}^{k \times m} : Z \geq 0, Z 1 = 1 \}.$$

We notice that under the constraint $\tilde{B} \geq 0$, minimizing the objective function of (29) is equivalent to minimizing $f(\tilde{B}, \tilde{Z})$.
Algorithm 2 Alternating Projected Gradient Descent for (29)

1: INPUT: graph signals matrix \( Y \), the dimension of latent parameters \( k \).
2: Initialize \( \tilde{B}^{(0)} \geq 0 \) and \( \hat{Z}^{(0)} \geq 0 \) satisfying \( \hat{Z}^{(0)} 1 = 1 \).
3: for \( t = 0, \ldots, T - 1 \) do
4: Select step sizes \( \alpha_t, \beta_t \) according to (33).
5: \( \tilde{B}^{(t+1)} = (\tilde{B}^{(t)} - \alpha_t \nabla_B f(\tilde{B}^{(t)}, \hat{Z}^{(t)}))_+ \)
6: \( \hat{Z}^{(t+1)} = \mathcal{P}_{\Delta_k}(\hat{Z}^{(t)} - \beta_t \nabla Z f(\tilde{B}^{(t+1)}, \hat{Z}^{(t)}))_+ \)
7: end for
8: OUTPUT: estimate of latent parameter matrix \( \hat{Z}^{(T)} \).

as \( \| \text{vec}(\tilde{B}) \|_1 = \sum_{i,j} \tilde{B}_{ij} \). The benefit of solving (32) is that the latter function is differentiable.

Based on this modification, the alternating PGD algorithm is described in Algorithm 2. The algorithm is initialized by picking random matrices \( \tilde{B}^{(0)}, \hat{Z}^{(0)} \), or using heuristics such as ALS [40]. Notice that in line 5, the operator \((\cdot)_+\) denotes the element-wise maximum operator \( \max\{\cdot, 0\} \); in line 6, the operator \( \mathcal{P}_{\Delta_k}(\cdot) \) denotes the Euclidean projection onto the simplex constraint set. By observing the decomposition \( \Delta_k = \Delta_1 \times \cdots \times \Delta_k \) where \( \Delta_i \) is the \( m \)-dimensional probability simplex constraining the \( i \)th row vector, the projection can be performed efficiently by running \( k \) instances of [41, Algorithm 1] in parallel, each involving a complexity of \( \mathcal{O}(m \log m) \).

Finally, at iteration \( t \), we select the step sizes by calculating

\[
\alpha_t = \max \left\{ \delta_B, \frac{a}{\| (\hat{Z}^{(t)})^\top Z^{(t)} \|} \right\}, \\
\beta_t = \max \left\{ \delta_Z, \frac{b}{\| (\tilde{B}^{(t+1)})^\top B^{(t+1)} \|} \right\},
\]

where \( \delta_B, \delta_Z > 0 \) are small pre-fixed constants to prevent numerical instability, and \( a, b \in (0, 1) \) are pre-fixed step size parameters. The update steps in line 5, 6 may be repeated for several times to improve convergence.

It is known that Algorithm 2 converges to a stationary solution of (29) and the overall per-iteration complexity is \( \mathcal{O}(nm + km \log m) \). To this end, we modify the result proven in [39] for general hybrid BCD algorithm, specialized to our algorithm when both variables are updated via the PGD:

**Fact 2** Denote the iterates of Algorithm 2 as \( x^{(t)} = (\tilde{B}^{(t)}, \hat{Z}^{(t)}) \). Then, for any \( T \geq 1 \), it holds

\[
\min_{t=0}^{T-1} \max_{\mathbf{y} \in \mathcal{B}^0} \left\{ \left( \nabla f(x^{(t)}), x^{(t)} - \mathbf{y} \right) \right\} = \mathcal{O}(1/T),
\]

where \( \mathcal{B}^0 = \{ \mathbf{B} : \mathbf{B} \geq 0, \sum_{ij} B_{ij} \leq \lambda_S^{-1} f(\hat{Z}^{(0)}, \tilde{Z}^{(0)}) \} \) is a compact subset of \( \mathbb{R}^{n \times k} \).

The above is proven in Appendix D through establishing that the objective value is monotonically decreasing, as such \( \mathcal{B}^0 \times \Delta^k \) must contain a stationary solution to (27). It follows that (34) implies Algorithm 2 finds an \( \epsilon \)-stationary solution to (29) in \( \mathcal{O}(1/\epsilon) \) iterations, which is a standard convergence rate for constrained non-convex optimization.

B. Distinguishing Strong and General Low Pass Filter

As overviewed in Fig. 3, the PCA method (11) is suitable for detecting central nodes when the graph filter is strong low pass with \( \eta \approx 0 \); while the NMF-based Algorithm 1 is suitable for general low pass graph filter with \( \eta < 1 \). As illustrated in Section VI, Algorithm 1 demonstrates good performances in all cases. However, to balance between computation complexity and performance, it is desirable to select a suitable algorithm for the given dataset. As it is unknown in general if the underlying graph filter is strong low pass or not, a heuristic is to determine that the graph filter is strong low pass if the the covariance matrix \( \text{Cov}(y_t) \) is approximately rank-one. We leave it as a future work to develop a data-driven algorithm to detect the type of graph filter; see [42], [43].

VI. NUMERICAL EXPERIMENTS

In this section, we present numerical experiments on the proposed centrality nodes detection methods. We validate their efficacy compared to the state-of-the-art algorithms.

A. Experiments on Synthetic Data

We evaluate the performances of our algorithms using synthetic graph signals. Two types of random graph models are considered. The first random graph is the core-periphery (CP) graph [29] described by a stochastic block model with 2 blocks and \( n \) nodes. The node set \( V = \{1, \ldots, n\} \) is partitioned into \( V_c = \{1, \ldots, 10\} \) and \( V_p = V \setminus V_c \). For any \( i,j \in V \), an edge is assigned independently with probability \( p_i \) if \( i,j \in V_c \); with probability \( \min\{p_1, p_2\} \) if \( i \in V_c, j \in V_p \); and with probability \( p_2 \) if \( i \in V_c, j \in V_p \). Assume that \( p_1 \gg p_2 \), the nodes in \( V_c \) are connected with a higher density of edges than the other nodes. The second random graph is the Barabasi-Albert (BA) model [2]. The model is constructed according to a preferential attachment mechanism: during the graph generation, every new node is connected to \( m_{BA} = 10 \) existing nodes selected randomly proportional to their degrees. Again, the constructed graph exhibits a core-periphery structure as the oldest nodes have high degrees. For the experiments with BA graph, the ground truth top-\( C \) central nodes, \( V_c \), are computed from evaluating the eigen-centrality vector \( c_{eig} \).

We generate the basis matrix \( B \in \mathbb{R}^{n \times k} \) as a sparse matrix such that \( B_{ij} = M_{ij} \hat{B}_{ij} \), where \( M_{ij}, \hat{B}_{ij} \) are independent r.v.s, \( M_{ij} \in \{0,1\} \) is Bernouli with \( \mathbb{E}[M_{ij}] = 0.1 \), and \( \hat{B}_{ij} \sim \mathcal{U}([0,1]) \), i.e., 10% of the entries in \( B \) are non-zero. For the latent parameter matrix \( Z \in \mathbb{R}^{k \times m} \), we have \( Z_{ij} = N_{ij} \hat{Z}_{ij} \), where \( N_{ij}, \hat{Z}_{ij} \) are independent r.v.s, \( N_{ij} \in \{0,1\} \) is Bernouli with \( \mathbb{E}[N_{ij}] = 0.6 \), and \( \hat{Z}_{ij} \sim \mathcal{U}([0,1]) \), i.e., 60% of the entries in \( Z \) are non-zero.

The observed graph signal is generated as (3), (5) with noise variance \( \sigma^2 = 0.01 \). We consider two low pass graph filters: (a) \( \mathcal{H}_{\text{weak}}(A) = (I - \frac{1}{m} A)^{-1} \), (b) \( \mathcal{H}_{\text{strong}}(A) = e^{0.1 A} \). Notice that \( \mathcal{H}_{\text{weak}}(A) \) is weak low pass with \( m \approx 1 \), meanwhile \( \mathcal{H}_{\text{weak}}(A) \) is strong low pass with \( m \approx 10 \). Fix any \( C \in \mathbb{N} \), we focus on the performance of central nodes detection by computing the error rate of detecting the nodes in \( V_c \) as the
The first example focuses on the effect of excitation’s rank, \( k \), on the detection performance. The number of graph signal samples is \( m = 200 \) and we consider CP graphs with \( p_1 = 0.4, p_2 = 0.05 \) and \( n = 100 \) nodes. In Fig. 5 (Left), we focus on the case with \textit{weak} low pass graph filter and compare the error rates in computing the top-10 central nodes of different algorithms against \( k \). We observe that the error rate for the proposed methods generally decreases when \( k \) increases. The semi-blind RPCA method obtains the best performance, followed by the fully blind Algorithm 1. Importantly, Algorithm 1 delivers a significantly lower error rate compared to the methods which learn the complete graph topology. With a latent dimension of \( k = 40 \), Algorithm 1 detects the central nodes with an error rate of \( \approx 0.2 \), which is three-fold lower than PCA and the other graph learning methods. Lastly, we observe an increased error rate for Algorithm 1 at \( k = 50 \). This is because as discussed in Section IV, the NMF identifiability condition becomes more difficult to satisfy as the ratio \( \kappa \) decreases, see Fig. 7 for a further investigation on this phenomena. Furthermore, in Fig. 5 (Right), we consider the \textit{strong} low pass graph filter. The proposed methods obtain almost zero error rates over the range of \( k \) tested.

The second example considers the effect of the core-periphery structure on the detection performance. Specifically, in Fig. 6 (a), we focus on the CP graph with \( n = 100 \) nodes, \( p_2 = 0.05 \), and compare the error rates against the connectivity parameter among the core nodes, \( p_1 \in \{0.1, \ldots, 1.0\} \). The excitation’s rank is fixed at \( k = 40 \). As observed, the error rates generally decrease as \( p_1 \) increases for both strong and weak low pass graph filters. This is anticipated since the
The spectral gap in the adjacency matrix $\frac{\lambda_2}{\lambda_1}$ improves as the graph exhibits a stronger core-periphery structure. Moreover, the proposed Algorithm 1 and RPCA method (31) outperform the benchmark algorithms.

The third example tests the performance of detecting central nodes when the underlying graph is the BA graph with $n = 100$ nodes. Notice that we focus on the error rate in detecting the top-$C = 50$ central nodes defined by $c_{\text{eig}}$ of the adjacency matrix. We compare the error rate against the excitation’s rank $k$. The result is shown in Fig. 6 (b). As in the first example, for both strong and weak pass graph filters, we observe that the error rate gradually decreases as $k$ increases, and the proposed Algorithm 1 outperforms the benchmark algorithms. However, we note that the performance gap is not as significant as in the case of CP graphs. A possible reason for this is that the BA graphs have a weaker core-periphery structure than CP graphs; in fact, nodes with similar magnitude in the eigenvectors may be misidentified.

The fourth example compares the detection performances with respect to the graph size $n$. We focus on the weak low pass graph filter $H_{\text{weak}}(A) = (I - \frac{2}{n} A)^{-1}$ and fix the excitation’s rank at $k = 50$. The results are shown in Fig. 7 for the CP (with $p_1 = 0.4$) and BA graph models as we evaluate the top-10 and top-0.5$n$ error rates, respectively. Notice that for Algorithm 1, the NMF stage favors models with large $\frac{n}{k}$ as it leads to easier satisfaction of the identifiability conditions in Fact 1. The figure shows that the error rate of Algorithm 1 approaches that of the RPCA as $n$ increases, as predicted by our analysis. Notice that the performances of all algorithms deteriorate with the graph size $n$ for BA graph as the eigencentrality vector of BA graphs is less localized.

We also compare the detection results of the proposed methods by simulating graph signals on real graph topologies. We consider the Email and Neural graphs taken from the KONECT project (available: http://konect.cc). The Email graph has $n = 167$ nodes and the Neural graph has $n = 297$ nodes. We generate the graph signals with a weak low pass graph filter $H_{\text{weak}}(A) = (I - \frac{1}{100} A)^{-1}$ and the excitation’s rank is fixed at $k = [0.3n]$. The graphs together with the detection results of our algorithms are presented in Fig. 8. The Email graph has a core-periphery structure where $\frac{\lambda_2}{\lambda_1} = 0.254$, while the Neural graph does not have a set of significantly core nodes as $\frac{\lambda_2}{\lambda_1} = 0.585$. We observe that Algorithm 1 performs well on the Email graph; while the central nodes detection are not as accurate on the Neural graph.

As the last example, we examine the efficient implementation of Algorithm 1. In Fig. 9, we fix $n = 100$, $m = 200$, $k = 40$, $a = b = 0.1$, consider the CP graph with $p_1 = 1$, $p_2 = 0.05$, and the graph filter $H_{\text{weak}}(A) = (I - \frac{1}{50} A)^{-1}$. We compare the error rates against running time and iteration for Algorithm 2 and the cvxpy-based algorithm. Both algorithms converge to a solution with similar error rates. In particular, the cvxpy-based algorithm converges in less than 60 iterations, while Algorithm 2 requires more than 1000 iterations to converge. However, in terms of the running time, Algorithm 2 is around 10 fold faster than cvxpy-based algorithm.

B. Experiments on Real Data

In this subsection, we experiment on detecting the central nodes of the latent graph from two datasets of graph signals. The first dataset (Stock) is the daily return from S&P100 stocks in May 2018 to Aug 2019 with $n = 99$ stocks,
Note the ratio between the second and first eigenvalue of the covariance matrix is 0.19 for Stock dataset and 0.60 for Senate dataset.

$m = 300$ samples from \url{https://www.alphavantage.co/\textsuperscript{5}}. The second dataset (Senate) contains $m = 657$ votes grouped by $n = 50$ states at the US Senate in 2007 to 2009 from \url{https://voteview.com}, and consider the combined votes from 2 Senators of the same state by assigning a score of $+2, +1, 0$ for a ‘Yay’, ‘Abstention’, ‘Nay’ vote, respectively. The spectrum of the two datasets’ covariance matrices are plotted in Fig. 10. For Stock dataset, the excitation’s rank is estimated at $k = 20$; for Senate dataset, the excitation’s rank is estimated at $k = 10$. To remove bias from random initialization for Algorithm 1, we run the algorithm for 100 times and record the frequencies in which a node is ranked among the top-$C$ frequencies are denoted as the estimated top-$C$ central nodes.

![Graph](image)

Fig. 10: Spectrum of the data covariance matrix. (Left) Stock dataset and (Right) Senate dataset. Note that the ratio between the second and first eigenvalue of the covariance matrix is 0.19 for Stock dataset and 0.60 for Senate dataset.

Algorithm 1, PCA and other benchmark methods to estimate the top-10 central nodes from the training data. Then, for each central node, we compute the normalized correlation score between the time series of that node over the testing data and the overall outcome over the matching days/rollcall. For node $i$, we compute

$$\text{corr}_i = \| [Y|_i, \text{Test}]^{-1} g \|^{-1} [Y|_i, \text{Test}] g,$$

(36)

where $g$ is the S&P100 index’s returns (for Stock dataset), or the number of ‘Yay’ votes, for the days or rollcalls (for Senate dataset) corresponding to testing data. Notice that $\text{corr}_i \in [0, 1]$ as the signals are non-negative. A higher $\text{corr}_i$ indicates that node $i$ is a good predictor for the global behavior of all nodes, which may correspond to a more central node.

Table I-(a) shows the estimated top-$C = 10$ central nodes for Stock dataset. We observe that PCA identifies the technology firms (e.g., NVDA, NFLX, AMZN), while Algorithm 1 identifies a diverse list of firms, ranging from finance (e.g., ALL), industry (e.g., HON), to technology (e.g., ACN, IBM) firms. Among the benchmarked methods, PCA achieves the highest average correlation scores, and Algorithm 1 has a similar performance. This can be explained by the large gap between the first and second eigenvalues in this dataset (see Fig. 10 (left)), which suggests that the graph signals may have been filtered by a strong low pass filter.

Table I-(b) considers the Senate dataset and highlights the top-$C = 10$ states identified. Compared to the other benchmarked methods, we first observe that Algorithm 1 identifies a more ‘balanced’ set of states with sitting Senators from different parties in 2007-2009. Moreover, Algorithm 1 finds a set of states with a significantly higher average correlation score than the other algorithms. Notice that from Fig. 10 (right), this dataset has a small gap between the first and second eigenvalues, suggesting that the underlying low pass graph filter maybe weak. In the latter scenario, Algorithm 1 can reliably detect the central nodes.

### Table I: Estimated Central Stocks/States from the Stocks/Senate Datasets

#### (a) Stock Dataset\textsuperscript{†}

| Method | Top-10 Estimated Central Stocks (sorted left-to-right) |
|--------|-----------------------------------------------------|
| Algorithm 1 ALL ACN HON NFLX AXP IBM DIS ORCL MMM BRK.B COST 0.43 0.56 0.51 0.72 0.50 0.36 0.70 0.33 0.52 0.64  |
| PCA (11) NVDA NFLX AMZN ADBE FYV TLY CAT MA GOOG GL GOOGLE 0.56 0.60 0.68 0.63 0.65 0.27 0.67 0.63 0.28 0.63  |
| GL-SigRep GOOG GOOG LLY USB EMB DUK ORCL CO VZ V 0.63 0.63 0.17 0.43 0.59 0.11 0.70 0.53 0.27 0.71  |
| KNN ACN HON ALL BRK.B IBM AXP EMB MMM CSKO XOM 0.56 0.51 0.43 0.52 0.50 0.72 0.59 0.33 0.63 0.55  |
| SpecTemp ACN ORCL PG LLY SUBX FYV MDLZ FB PFE MRK 0.56 0.57 0.36 0.17 0.58 0.65 0.41 0.61 0.14 0.20  |
| Kalofolias ACN ORCL BRK.B AXP IBM XOM KO USB COST 0.56 0.51 0.52 0.43 0.72 0.50 0.55 0.32 0.43 0.64  |

\textsuperscript{†}The Stock dataset is pre-processed by subtracting the daily returns by the minimum return value across all samples.

#### (b) Senate Dataset\textsuperscript{†}

| Method | Top-10 Estimated Central States (sorted left-to-right) |
|--------|-----------------------------------------------------|
| Algorithm 1 MI MT KS RI TN MN NV ME MD IN 0.79 0.56 0.67 0.67 0.54 0.43 0.67 0.6 0.62  |
| PCA (11) CA DE CO IL ND WV IA VA WY MA 0.55 0.46 0.54 0.63 0.72 0.52 0.51 0.56 0.59 0.58  |
| GL-SigRep CA DE WV CO IL ND IA VA WY AZ 0.55 0.46 0.54 0.56 0.53 0.72 0.59 0.31  |
| KNN ND CA IL WV DE VA AZ CO WY IA 0.72 0.55 0.63 0.52 0.46 0.56 0.31 0.54 0.59 0.51  |
| SpecTemp AL ND WV CA DE IL MO MA VA SD 0.61 0.72 0.52 0.55 0.46 0.63 0.57 0.58 0.56 0.56  |
| Kalofolias AL AK AZ AR WV VA CA CO CT DE 0.61 0.63 0.31 0.47 0.52 0.56 0.65 0.54 0.45 0.46  |

\textsuperscript{†}The Senate dataset is pre-processed by subtracting the daily returns by the minimum return value across all samples.
Fig. 11: Distance in distribution on real datasets against the amount of available data.

Lastly, we examine the consistency of Algorithm 1 on both datasets. We select a subset of samples randomly from the dataset with sizes 0.1m, 0.3m, ..., 0.9m. For each subset, we record the frequencies in which a node is chosen as one of the top-10 central nodes using 100 trials with random initialization to Algorithm 1, and construct the empirical distribution \( \hat{\mu} \) accordingly. We then compare \( \hat{\mu} \) to the empirical distribution constructed similarly by applying Algorithm 1 to the full dataset, the latter is denoted as \( \mu_{\text{full}} \). Fig. 11 compares the distance in distribution as \( \| \hat{\mu} - \mu_{\text{full}} \| \), averaged over 100 randomly selected subsets. As the amount of available data increases, the distribution in distribution decreases as Algorithm 1 produces more consistent estimates of the central nodes. Notice that for Stock dataset, the larger distance in distribution reflects the higher volatility of the stock return data.

VII. CONCLUSIONS

We have studied the problem of blind central nodes detection under a variety of settings. Our method only relies on a mild condition that the underlying graph filter is low pass, while the excitation can be low-rank in general. For strong low pass graph filter, we show that the PCA method detects the central nodes correctly. For general low pass graph filter, we study a structured factor analysis model and analyse its identifiability through treating a sparse NMF model. The latter motivated us to develop a two-stage decomposition algorithm combining NMF and RPCA. In all settings, we analyze the problem parameters affecting the estimation performance. Future works include incorporating advanced NMF criterion from [19] into Algorithm 1, and analysis for the recoverability of the studied structured factor model with noise.

APPENDIX A

PROOF OF LEMMA 1

Since \( \| \hat{v}_1 \| = 1, \| c_{\text{eig}} \| = 1 \), we have \( (\hat{v}_1^T c_{\text{eig}})^2 \leq \hat{v}_1^T c_{\text{eig}} \) and it holds that
\[
\| \hat{v}_1 - c_{\text{eig}} \|^2 = \| \hat{v}_1 \|^2 + \| c_{\text{eig}} \|^2 - 2 \cdot \hat{v}_1^T c_{\text{eig}} \\
\leq \| \hat{v}_1 \|^2 + \| c_{\text{eig}} \|^2 - 2 \cdot (\hat{v}_1^T c_{\text{eig}}) = \| \hat{v}_1^T - c_{\text{eig}} \|^2 \\
\leq 2 \cdot \| \hat{v}_1 - c_{\text{eig}} \|^2.
\]
This implies \( \| \hat{v}_1 - c_{\text{eig}} \| \leq \sqrt{2} \| \hat{v}_1^T - c_{\text{eig}} \| \). Note that the latter is the spectral norm of a rank-2 matrix. Furthermore, the triangular inequality yields:
\[
\| \hat{v}_1^T - c_{\text{eig}} \| \leq \| \hat{v}_1^T - c_{\text{eig}} \| + \| \hat{v}_1^T - \hat{v}_1^T \|.
\]

The first term is bounded by [23, Proposition 1] with \( K = 1 \):
\[
\| \hat{v}_1^T - c_{\text{eig}} \| = \sqrt{\gamma^2/(1 + \gamma^2)} \leq \gamma,
\]
with \( \gamma \leq \eta \| V_{n-1} B_{\Pi} q_i \| \). The second term is bounded by [23, Proposition 2] with \( K = 1 \):
\[
\| \hat{v}_1^T - \hat{v}_1^T \| \leq \delta^{-1} || \Delta ||.
\]
Combining the above inequalities yield the desirable results.

APPENDIX B

PROOF OF LEMMA 2

For any \( \rho > 0 \), we observe that
\[
\frac{\| \hat{H}_\rho(A) B \|}{\rho \| B \|} \leq \frac{\| \hat{H}_\rho(A) \|}{\rho}.
\]
Taking \( \min_{\rho > 0} \) on both sides yields an upper bound to the ratio in (23) as
\[
\min_{\rho > 0} f(\rho) := \max\{ \rho^{-1} h(\lambda_1) - 1, \ldots, \rho^{-1} h(\lambda_n) - 1 \}. \]
Under Assumption 1, we note that \( h(\lambda_1) > 0 \) and there are at least two distinct values in the collection \( \{ h(\lambda_1), \ldots, h(\lambda_n) \} \). Furthermore, for \( 0 \in \partial f(\rho^*) \), we must have \( \rho^* \) satisfying
\[
(\rho^*)^{-1} h(\lambda_1) - 1 = (\rho^*)^{-1} h_{\min} - 1.
\]
Since \( h(\lambda_1) \neq h_{\min} \), it holds
\[
\rho^* = 2^{-1}(h(\lambda_1) + h_{\min}).
\]
Evaluating \( f(\rho^*) \) and simplifying the expression gives the bound
\[
\min_{\rho > 0} \frac{\| \hat{H}_\rho(A) B \|}{\rho \| B \|} \leq h(\lambda_1) - h_{\min}.
\]
As the frequency response \( h(\lambda) \) is a convex and non-negative function, it holds that \( \eta = \max\{ h(\lambda_2), h(\lambda_n) \} / h(\lambda_1) \). Therefore, dividing the nominator and denominator in the r.h.s. of (44) by \( h(\lambda_1) \) yields the final bound in (23).

APPENDIX C

PROOF OF LEMMA 3

Applying Corollary 1 to \( \hat{L} \) in (26) yields:
\[
\| \hat{v}_1 - c_{\text{eig}} \| \leq \eta \cdot \sqrt{2 \| V_{n-1} B_{\Pi} q_i \|^2 / \| v_i \| B_{\Pi} q_i \|}.
\]
Since \( \text{diag}(D) > 0 \), we observe that
\[
\frac{\| V_{n-1} B_{\Pi} q_i \|}{\| v_i \| B_{\Pi} q_i \|} \leq \frac{\max_i D_{i,i}}{\min_i D_{i,i}}.
\]
As we have taken \( \hat{Z} = 1 \), it holds
\[
1 = \hat{Z} = \Pi^{-1} D^{-1} Z 1 \iff \text{diag}(D) = Z 1. \]
(47)
It shows that the diagonal scaling of the obtained solution is controlled by the random vector \( Z 1 \). Under Assumption 3, for any \( t > 0 \), the Hoefding’s inequality implies that
\[
P(\| Z 1/m - \alpha 1 \|_\infty \geq t) \leq 2k \exp(-mt^2/(2\sigma^2)).
\]
Therefore, with probability at least \(1 - 2k \exp(-mt^2/(2\sigma^2))\),
\[
\min_i D_{t,i} = \min_i \sum_{t \in \mathbb{S}} \varepsilon_{t,i}/m \leq \frac{\alpha + t}{\alpha - t} - 1.
\] (49)

Setting \(\exp(-mt^2/(2\sigma^2)) = \delta\) and substituting the above into (46) concludes the proof.

**APPENDIX D**

**PROOF OF FACT 2**

Given an initialization \(\hat{B}^{(0)}, \hat{Z}^{(0)}\), define the following compact subset of \(\mathbb{R}^{n \times k}\):
\[
\mathcal{B}^0 = \{ B : B \geq 0, \sum_{i,j} B_{i,j} \leq \lambda_S^{-1} f(\hat{B}^{(0)}, \hat{Z}^{(0)}) \}.
\] (50)

With our choice of step sizes in (33), Algorithm 2 returns iterates which satisfy \(\hat{B}^{(t)} \geq 0\) and
\[
f(\hat{B}^{(t+1)}, \hat{Z}^{(t+1)}) \leq f(\hat{B}^{(t)}, \hat{Z}^{(t)}), \quad \forall t \geq 0.
\] (51)

see [39]. As the squared Frobenius norm \(\frac{1}{2} \| Y - BZ \|^2_F\) is non-negative, the above implies
\[
\lambda_S \sum_{i,j} \hat{B}_{i,j}^{(t)} \leq f(\hat{B}^{(0)}, \hat{Z}^{(0)}),
\] (52)

and thus \(\hat{B}^{(t)} \in \mathcal{B}^0\) for all \(t \geq 0\).

We then observe that Algorithm 2 is a special case of the hybrid BCD algorithm applied to:
\[
\min_{B, Z} f(B, Z) := f(B, Z) + \mathcal{I}_{0\mathcal{B}}(B) + \mathcal{I}_{\Delta K}(Z),
\] (53)

where \(\mathcal{I}_{0\mathcal{B}}(\cdot), \mathcal{I}_{\Delta K}(\cdot)\) are the \(0/\infty\) indicator functions of the sets \(\mathcal{B}^0, \Delta_K\), respectively, and such that a PGD update step is selected for the individual block updates. Furthermore, the domain of \(\hat{f}\) is a compact set \(\mathcal{B}^0 \times \Delta_K\). Consequently, the conclusion in the fact follows by applying [39, Theorem 1].
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