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Abstract—Pruning Deep Neural Networks (DNNs) is a prominent field of study in the goal of inference runtime acceleration. In this paper, we introduce a novel data-free pruning protocol RED++. Only requiring a trained neural network, and not specific to DNN architecture, we exploit an adaptive data-free scalar hashing which exhibits redundancies among neuron weight values. We study the theoretical and empirical guarantees on the preservation of the accuracy from the hashing as well as the expected pruning ratio resulting from the exploitation of said redundancies. We propose a novel data-free pruning technique of DNN layers which removes the input-wise redundant operations. This algorithm is straightforward, parallelizable and offers novel perspective on DNN pruning by shifting the burden of large computation to efficient memory access and allocation. We provide theoretical guarantees on RED++ performance and empirically demonstrate its superiority over other data-free pruning methods and its competitiveness with data-driven ones on ResNets, MobileNets and EfficientNets.
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1 INTRODUCTION

Deep Neural Networks (DNNs) are the corner stone of most machine learning solutions and applications introduced in the recent years. Specifically in computer vision, Convolutional Neural Networks (CNNs) achieve outstanding performance on various tasks such as object classification [15], detection [14] or segmentation [5]. However, the high cost in terms of computational power appears to be limiting deployment, especially on edge devices. The pruning problem is defined in [9] as the search of a sub-architecture within the original network for reducing the computational requirements at inference. To this end, many pruning algorithms have been developed as discussed in [6]. The usual taxonomy of pruning methods is based on the form of sparsity that is enforced upon the network: if whole neurons (or filters in case of convolutional layers) are removed the method is called structured, otherwise it is usually referred to as unstructured pruning. In practice, structured pruning achieves lower architecture compression but can be more readily leveraged without dedicated inference engine and hardware.

Practically speaking, the pruning community has been focusing its efforts on reducing the number of operations performed without changing their nature (i.e. many multiplications are turned into fewer multiplications). In this work, we propose to change this paradigm. To do so, we propose to reduce the number of computations by changing identical operations to identical memory access to a unique operation. Also, following [40] the usage of a scalar is a crucial limit for pruning algorithm and many other post-treatment protocols. In recent years, data usage has become a growing concern in ethics and laws have been established to protect privacy and human rights. For instance in health and military services, patients and users data are sensible while trained models may be more easily accessible. This motivates the design of data-free pruning methods such as Dream [54] and our previous work RED [55].

In this paper, we propose a new method that we call RED++, corresponds to the RED++: data-free pruning of deep neural networks via input splitting and output merging. This hashing step introduces redundant operations in DNN weight distributions, and we provide theoretical guarantees as well as empirical evidence on the robustness of the hashed predictive function w.r.t. the original one. Stemming from these redundancies, we propose to remove layer-wise structural redundancies in DNN: First, we merge together output-wise dependencies. Second, we handle input-wise redundancies with a novel input-wise layer splitting. We provide theoretical guarantees on the expected pruning factor of the proposed method as well as its optimality within the bounds of the assumptions of the pruning framework. The whole method, dubbed RED++, achieves outstanding performance on every popular DNN architecture, significantly outperforming other recent data-free methods, and often rivaling data-driven ones. To sum it up, our contributions are:

- A data-free adaptive scalar hashing protocol to introduce redundancies in DNN weights from our work [55]. We provide theoretical guarantees on its efficiency in addition to a data-free method to ensure the accuracy preservation. These results are empirically validated on various tasks and architectures.
- A novel data-free redundant operation suppression in DNNs via neuron merging (merge) and per input operation splitting (split). This protocol removes all redundant operations performed by a DNN which
makes it optimal. We study the expected pruning from these steps and empirically validate these results.

- The RED++ method (hashing + merging + splitting) is tested on standard benchmarks and achieves remarkable results, outclassing all previous data-free pruning approaches and rivaling many data-driven methods. We also provide novel state-of-the-art performances on the most recent image transformers.

For the sake of clarity we opted for a separate presentation of the hashing and architecture compression steps. After a presentation of the related work on both hashing and pruning in Section 2, we extend our work from [55] on hashing via a thorough theoretical and empirical study of its impact in Section 3. After the discussion of the experiments conducted on DNN weight hashing, we present the mathematical properties of our novel pruning algorithm which leverages operation redundancies in Section 4. The summary of the work and future extensions are discussed as a conclusion in Section 6.

2 Related Work

2.1 DNN Hashing

Before detailing the pruning literature, we put the emphasis on a common aspect of pruning algorithms whether they are magnitude based (e.g., [9, 23, 27, 38]) or similarity-based (e.g., [29, 42]) which is the approximation of the original predictive function. To the best of our knowledge, every pruning method modifies the predictive function in the sense that we can create inputs that would lead to different logits between the original and pruned network. In [55], we proposed to separate the approximation on the predictive function and the modifications on the architecture. In deep learning, such approximation is usually formulated as an optimisation problem involving the DNN layer activations over the training database [29, 43, 51], making these methods data-driven. An intuitive way to approximate weight values independently of data, is hashing using k-means [31] methods. However these methods require heuristics or priors (to determine $k$ for instance) on the weight values distribution. Another well known way to hash DNN weights is quantization [37] which consists in mapping weight values to a finite regular grid. Authors in [34, 37, 57] propose to tackle data-free quantization. However these methods come with drawbacks on the accuracy which are a consequence of the constraint on the regularity of the grid.

In this work we propose a data-free hashing method previously described in RED [55] which doesn’t require any assumptions on the weight distribution. We provide an extended empirical study of hashing as a pre-process for pruning as well as theoretical guarantees on the preservation of the accuracy of the predictive function after hashing.

2.2 DNN Pruning

Sparsity: As thoroughly studied in [39], pruning methods are divided into either unstructured or structured approaches. On the one hand, unstructured approaches [9, 23, 27, 38] remove individual weights regardless of their structure (e.g., neurons, filters,...): hence, they rely on sparse matrices optimization for runtime improvements. On the other hand, the so-called structured approaches [16, 24, 25, 32] remove specific filters, channels or neurons. Although the latter usually results in lower pruning ratios, they generally allow significant runtime reduction without further work required.

Heuristics: Pruning algorithms usually make assumptions on what characterizes the importance of weights or features. The most generic is the magnitude-based paradigm in which the method erases weights with the lowest magnitude. LDI algorithm [23] defines the magnitude as the drift of DNN weights from their initial values during training. The Hrank method [26] uses the rank of feature maps as a magnitude measurement. The work in [27] extends the single layer magnitude-based weight pruning to a simultaneous multi-layer optimization, in order to better preserve the representation power during training. Other approaches, such as [25, 35], apply an absolute magnitude-based pruning scheme which removes a number of channels or neurons but generally causes accuracy drop. To address this problem, most of these methods usually fine-tune the pruned model afterwards for enhanced performance [9, 10, 30]. By contrast there exists so called similarity-based pruning methods such as [20, 42]. The idea consists in combining weights based on a measure of their resemblance usually by taking the average or the principal components of similar neurons.

Data usage: Almost all the aforementioned pruning methods can be classified as data-driven as they involve, to some extent, the use of a training database. Some approaches, such as [25, 35], train an over-parameterized model from which they remove a number of channels or neurons but generally causes accuracy drop. To address this problem, most of these methods usually fine-tune this pruned model for enhanced performance [9, 10, 30]. Other pruning algorithms prune the network at initialization [23] before performing a training phase. Nevertheless, there exists a number of so-called data-free approaches which do not require any data or fine-tuning of the pruned network, however usually resulting in lower pruning ratios. For instance, [45] is a data-free pruning method with lower performances but still addresses the layer-collapse issue (where all the weights in a layer are set to 0) by preserving the total synaptic saliency scores. DREAM [54] proposes to use standard data-driven pruning algorithm over data-free generated data from DNN weight values. Data-free approaches are usually outperformed by a significant margin on standard benchmarks by data-driven ones especially by methods who use extensive re-training.

In this work we propose to improve both data-free and similarity-based pruning. To do so, we introduce split for optimal redundancies removal in DNNs.

3 DNN Weights Hashing: Method, Theory and Experiments

The proposed method works on the scalar weights of a trained DNN. These values are encoded using floating-point numbers: thus each parameter may have a value among approximately 4 billion distinct possibilities. Therefore two
neurons defined by their weight vectors have close to zero chance to be identical. In order to consider vector-level redundancies it is necessary to use an approximation in similarity-based pruning. In what follows, we consider a trained neural network \( f \) with \( L \) layers \((f_l)_{l \in [1:L]}\) with weights \((W^l)_{l \in [1:L]}\) and output dimensions \((n^l)_{l \in [1:L]}\). We will consider both scalar values \( w \) and weight tensors \( W \) through out our study. We assume the weights to be sampled from a distribution \( P_w \).

### 3.1 Hashing Protocol

A naive approach to reduce the number of distinct weight values is quantization into int8 values using the operator introduced in [21]. This operator transforms the continuous weight values \( w \) uniformly into 256 evenly spread values \( \tilde{w} \) (which is our generic notation for discreet weights). This will constitute our baseline.

Contrary to such uniform quantization scheme, we propose an adaptive transformation. As illustrated on Fig. 1 (a and b), for every layer \( l \) the kernel density estimation \( d^l \) of \( W^l \) is defined by

\[
d^l : \omega \mapsto \frac{1}{n^l \times n^{l-1} \Delta_l} \sum_{w \in W^l} \int K \left( \frac{\omega - w}{\Delta_l} \right)
\]

where \( K \) is the Gaussian kernel of bandwidth \( \Delta_l \). We extract the local minima \( M^-_l = (m^-_k)_k \) and maxima \( M^+_l = (m^+_k)_k \) from \( d^l \). The local minima \( M^-_l = (m^-_k)_k \) define a partition of the support of \( W^l \) such that we can define the hashing function \( h^l \) as

\[
h^l : \omega \mapsto \sum_{m^-_k \in M^-_l} m^+_k \mathbf{1}_{\{\omega \in \lfloor m^-_k ; m^-_{k+1}\rfloor\}}
\]

Then the hashed layer \( \tilde{W}^l \) is defined as \( \tilde{w}^l = h^l(w^l) \) and \( W^l \) denotes the matrix of hashed weights. In practice, we find that per-layer DNN weight values concentrate around a limited number of local modes as shown in Fig. 1 (c and d). As a consequence, the proposed data-free adaptive hashing significantly reduces the number of distinct values among the weights, and introduces redundancies both at the vector and tensor level. The bandwidth \( \Delta_l \) affects the number of redundancies (the higher the bandwidth the higher the scalar redundancies) and the accuracy (the higher the bandwidth the lower the accuracy). The proposed hashing method introduces an error from the original model. In what follows, we bound this error on the DNN logits in order to provide theoretical guarantees on the model accuracy preservation through hashing.

### 3.2 Single Layer Preservation Through Hashing

For simplicity, we propose to first study the case of a simple perceptron \( f \) with weights \( W \in \mathbb{R}^{n \times n} \) before extending the result to the whole network. We introduce the pseudo distance between the original weight values and their hashed version \( |w - \tilde{w}| \) (note that this is a difference between scalars). We have the following upper bound:

\[
|w - \tilde{w}| \leq \min_{m \in M^+} \{m > w\} - \max_{m \in M^-} \{m < w\}
\]

This follows from the fact that the hashing is based on a partition in segments of the support of \( W \), i.e. for all consecutive pair \( m_i, m_{i+1} \in M^+ \) we have \( \forall w \in [m_i; m_{i+1}] \), \( \tilde{w} \in \{m_i, m_{i+1}\} \). We can deduce an upper bound on the expected value of \( |w - \tilde{w}| \)

\[
\mathbb{E}[|w - \tilde{w}|] \leq \sum_{m_i, m_{i+1} \in M^+ \cup M^-} (m_{i+1} - m_i) \int_{m_i}^{m_{i+1}} P_w(dw)
\]

where \( dw \) is the density of \( W \) and \( m^-_i, m^+_i \) are the minimum and maximum of \( M^\pm \) respectively where \( P_w \) is the density of the weights.

We can compute another upper bound using two properties of the density estimation used. First, on each interval \([m^-_i, m^+_i]\) the function \( d^l \) is mono-modal. Second, its variance can be estimated. We have:

\[
\mathbb{E}[|w - \tilde{w}|] = \int_{W_{\min}}^{W_{\max}} |w - \tilde{w}| P_w(dw)
\]

where \( W_{\min} \) and \( W_{\max} \) are the minimum and maximum of \( \tilde{W} \) respectively. This expression can be split in a sum using the partitioning used in the hashing

\[
\mathbb{E}[|w - \tilde{w}|] = \sum_{i=1}^{M^+} \int_{m^-_i}^{m^+_i} |w - m^+_i| P_w(dw)
\]

where the \( m^+_i \) and \( m^-_i \) are the ordered elements of \( M^+ \) and \( M^- \) respectively. We know from [2], that the mean and mode of a unimodal distribution lie within \( \sqrt{3} \) standard deviations of each other. Because of the kernel used in KDE, we have a sum of Gaussian, thus we can use the following property. The average absolute distance of a random sample...
to the mean of the distribution, under the Gaussian prior is \( \sigma \sqrt{2/\pi} \). Using the triangular inequality we deduce that

\[
\mathbb{E}[|w - \tilde{w}|] \approx \int |w - \tilde{w}| d(w) dw \leq \max_{i \in [1, l]} \sigma_i \left( \frac{\sqrt{2}}{\pi} + \sqrt{3} \right) \tag{7}
\]

where \( \sigma_i \) is the standard deviation of the distribution \( d \) restricted to \([ (M^-)_i; (M^-)_{i+1}] \). We can compute \( \sigma_i \) using eq 1

\[
\sigma_i^2 = \int_{(M^-)_i}^{(M^-)_{i+1}} \frac{1}{n^2 \Delta} \sum_{n=1}^{n^2} K \left( \frac{|w - u|}{\Delta} \right) w^2 dw - \mathbb{E}[|X|^2] \tag{8}
\]

Because \( K \) is a Gaussian kernel we can deduce the value of \( \sigma_i \) and update the formula for \( \mathbb{E}[|w - \tilde{w}|] \) the upper bound.

\[
\mathbb{E}[|w - \tilde{w}|] \leq \frac{\Delta}{\sqrt{2\pi}} \left( \frac{\sqrt{2}}{\pi} + \sqrt{3} \right) \tag{9}
\]

Now we have two upper bounds for \( \mathbb{E} \). First \( A \), from equation [2] which based on the pseudo distance \( \hat{d} \) and the hashing function properties. Second \( B \), from equation [9] which is based on the kernel density estimation properties. We can combine these bounds to obtain

\[
\mathbb{E}[|w - \tilde{w}|] \leq \min\{A, B\} = u \tag{10}
\]

\( u \) is our per-weight upper bound on the error made. In practice both bounds \( A \) and \( B \) are relevant and used according to the situation. This result can be extended to DNN with multiple layers.

### 3.3 Multi-layer Preservation Through Hashing

In order to generalize the previous upper bound to a feed forward CNN with \( L \) layers, we first compute the upper bound for a layer \( f^l \). The upper bound \( u_l \) measures the error on each weight values. The weights are used in scalar products with \( n^{l-1} \times w^i \times h^l \times n^l \) elements. The average error behaves following the Central Limit Theorem, as detailed in Appendix A. This adds a multiplicative term \( \frac{1}{\sqrt{n^{l-1} w^i h^l}} \) to the expected error per layer. Furthermore, we need to take into account the activation function. Assuming a ReLU activation function, statistically, the average proportion of negative inputs is given by the CDF of a Gaussian distribution of parameters \( \mu^l \) and \( \sigma^l \). These statistics are obtained from the batch normalization layers. This adds a multiplicative term \( 1 - \text{erf} \left( -\frac{\mu^l}{\sigma^l \sqrt{2}} \right) \). Therefore we get

\[
\mathbb{E}[\|f^l - f^l\|] \leq \frac{u_l}{\sqrt{n^{l-1} w^i h^l}} \left( 1 - \text{erf} \left( -\frac{\mu^l}{\sigma^l \sqrt{2}} \right) \right) \tag{11}
\]

where \( u_l \) is the layer-wise upper bound described in equation [10]. We extend this result recursively across all layers. This is detailed in section A of the appendix.

\[
U = \prod_{l=1}^{L} \left( \frac{u_l}{\sqrt{n^{l-1} w^i h^l}} \left( 1 - \text{erf} \left( -\frac{\mu^l}{\sigma^l \sqrt{2}} \right) \right) \right) + \mu^l - \prod_{l=1}^{L} \mu^l \tag{12}
\]

The value of each \( u_l \) is a linear function of the bandwidth \( \Delta_l \). Therefore \( U \) is also a linear function of \( \Delta_l \) which is very low in practice (see section 3.4), thus the reason why, in practice, the hashing error is very low. To assess this theoretical study, we still need to empirically validate the hashing protocol. First, we validate that the upper bound \( U \) provides practical data-free guarantees on the accuracy preservation. Second, we provide empirical results on the percentage of removed weight values and accuracy drop from hashing.

### 3.4 Upper Bound Error on the Hashing Error

In this section we answer the following question: do we have a data-free way to predict whether or not the hashing will harm the accuracy of the DNN? To tackle this issue, we propose a simple criterion based on the upper bound \( U \) and a data-free estimation of the norm of the logits. The information about datasets and models is provided in Appendix B The models presented in the main paper are ConvNets and are standard in recent computer vision benchmarks, we also tested architectures which heavily rely on fully-connected layers in Section 5.2. For implementation details please refer to Appendix C.

#### 3.4.1 Data-Free Evaluation of the Hashing Protocol

Assuming that we have the value of the expected norm of the logits \( E_X[\|f\|] \), we can derive the following criterion to decipher whether the hashing is detrimental to the network accuracy:

1. if \( \frac{U}{E_X[\|f\|]} < 1 \) then the modifications from hashing won’t have a significant impact on the logits. Therefore their order is likely unchanged.
2. if \( \frac{U}{E_X[\|f\|]} \approx 1 \) then the modifications from hashing may have a significant impact on the predictions. As \( U \) is an upper bound we can’t conclude yet.

The values of \( U \) and \( E_X[\|f\|] \) are reported in the first and third rows of the TABLE 1. On Cifar10, the ratio never exceeds 1/10 to the exception of EfficientNets B0-B4 where the ratio reaches 1/3. Considering the number of logits and fact that recent DNNs are over-confident, our algorithm leads us to conclude that these networks accuracy will be preserved. Similarly, on ImageNet, the value of the ratio \( \frac{U}{E_X[\|f\|]} \) ranges from 1/570 to 1/8 which corresponds to the case \( \frac{U}{E_X[\|f\|]} << 1 \). The modifications from hashing won’t have a significant impact on the predictions which matches our empirical validation from section 3.5. However the value of \( E_X[\|f\|] \) is obtained using data.

To make this evaluation data-free, we propose a data-free estimator of the expected norm of the logits, referred to as \( E[\text{norm}] \). To do this, we use the values of the weights of the batch normalization layers \( \mathbb{E} \), as an estimate of the expected value of the shallowest layer and then use the last kernel with the linearity of the expectation to compute \( E[\text{norm}] \). Because we use \( E_X[\|f\|] \) as the denominator, we need the estimate to be as close as possible while satisfying \( E[\text{norm}] \leq E_X[\|f\|] \) in order not to have an over-confident criterion. Empirically, this is verified as shown in TABLE 1. In practice, we also use the variance and its estimate in order to obtain a confidence interval. The variances \( V[\text{norm}] \) are equal to about a third of the expectations. When comparing the real values to the estimates we get

\[
\frac{E_X[\|f\|]}{E[\text{norm}]} \leq \frac{U}{E[\text{norm}]} < \frac{E[\text{norm}]}{V[\text{norm}]} << 1 \]

In consequence, our algorithm provides a data-free way to ensure the preservation of the accuracy of a hashed DNN.
TABLE 1

| Architecture | Cifar10 | ImageNet |
|--------------|---------|----------|
| Model | ResNet | W. ResNet | MobileNet v2 | EfficientNet |
| U | 31.7 | 27.3 | 35.2 | 31.5 |
| E[f(norm)] | 82.3 | 86.7 | 85.2 | 81.7 |
| E[X][||f||] | 66.2 | 72.3 | 71.8 | 68.7 |
| Tightness to E[X][||f||]| 8% | 12% | 13% | 8% |

3.4.2 Tightness of the Upper Bound

Let’s assume we have a DNN such that \( \frac{U}{E[f(norm)]} \ll 1 \) is not considered satisfied, i.e. we are in the second case of our criterion. The question that remains is: can we still have \( \frac{E[X][||f||]}{E[f(norm)]} \ll 1 \)? This is equivalent to ask if \( U \) is tight to \( E[X][||f||] \). We define the tightness metric as the ratio \( (U - E[X][||f||])/U \) and report its values in Table 1. Because the theoretical value \( U \) is an upper bound on \( E[X][||f||] \) the value of the previous ratio necessarily lies in \([0; 1]\) (the closer to 0 the tighter the upper bound). We observe values ranging from 7% to 80% with most values under 50% on models trained for Cifar10 which indicates that the proposed upper bound is relatively tight. However this difficulty appears to be solved on ImageNet as almost no network exceed 40% and many values are below 10%. The most remarkable results appear on EfficientNets on ImageNet and are stable across all network sizes. This confirms that relatively to \( E[X][||f||] \) the upper bound \( U \) is tight. In consequence, when we don’t have the condition \( \frac{U}{E[f(norm)]} \ll 1 \) we can assert with relative confidence that the hashing significantly modified the predictive function.

Stemming on these results, we have an efficient and verifiable, adaptive data-free method for scalar redundancies extraction. We leverage these redundancies via pruning.

3.5 Weight Values Redundancy from Hashing

In order to validate the effectiveness of the proposed hashing for exhibiting redundancies in DNNs, We define the hashing compression ratio as the percentage of removed distinct weight values and report this metric in Table 2 as well as the accuracy drop.

First, we compared the naive uniform baseline (int8 quantization) with the proposed adaptive method: on Cifar10, we observe that the proposed adaptive hashing achieves better figures both in terms of percentage of removed weight values and accuracy. On all networks, the hashing introduces negligible accuracy drops while reaching more than 90% compression in term of distinct values. On ImageNet, the results echo the Cifar10 performances, except on EfficientNets B0-B4, where uniform quantization achieves higher compression ratios at the expense of significant (up 14.32%) accuracy drop. Meanwhile, our adaptive hashing still achieves important compression ratios on these networks with very low (up to 0.44%) loss in accuracy. Overall, on the two datasets, our adaptive hashing allows to greatly reduce the number of distinct weight values. The performance on Cifar10 are outstanding as we reach 99% parameters reduction on almost all architectures. We observe a form of invariance to the network’s depth as the performance is almost identical for ResNet 20, 56 and 110. We also observe robustness to architectural changes such as depthwise convolution as MobileNets and ResNets are compressed with a similar intensity on Cifar10. On ImageNet networks, we observe impressive results on large networks, e.g. ResNets with a compression ratio of 99.9%. We also evaluated the method over already compact architectures (MobileNets and EfficientNets) and adapted the protocol by considering only the layers that would be a target for pruning, i.e. we didn’t hash the depth-wise convolutional layers as hashing these had a dramatic impact on the networks accuracy. Furthermore, the predictions of these models (MobileNet) have a lower range and especially the difference between the two highest logits is much narrower (especially on ImageNet): therefore these models may be much more sensible to weight values modification. Despite this, the method still removes a considerable number of distinct values for these small networks, e.g. MobileNet V2 with width multiplier 0.35 loses 22% of its unique values while MobileNet V2 with width multiplier 1.4 loses 97%.

Overall the hashing mechanism removes more than 90% weight values, to the exception of MobileNet models on ImageNet which proves the interest of the proposed adaptive hashing as a standalone memory footprint reduction technique (e.g. as compared with the naive baseline). Last
4 Removal of Redundant Operations in DNNs

From $W_l^i \in \mathbb{R}^{w \times h \times n_l^{i-1} \times n_l^i}$ to $\tilde{W}_l^i$, its hashed counter part, the number of distinct weight values is reduced. Thus, the hashing step exhibits scalar redundancies. In order to exploit these redundancies we propose to leverage two pruning mechanisms that exploit structural redundancies.

4.1 Output-wise Neuron Merging

For every layer $l$ the redundancy of information computed by two filters (or neurons in the case of fully connected layers) is defined by the euclidean distance between their respective weight values. Formally, for $W_l^i \in M_l^i \mathbb{R}^{w \times h \times n_l^{i-1} \times n_l^i}$ we define a similarity-based filter clustering. Two filters are in the same cluster if and only if their distance is below the $\alpha$% smallest non-zero distance of the current layer. In Fig 2 this is illustrated in the first layer with the first two neurons being identical as indicated by the colormap. We detail the selection of the layer-wise hyperparameter $\alpha$ in Appendix D. Let’s assume that we have $\tilde{n}_l^i < n_l^i$ distinct neurons, i.e. $\tilde{n}_l^i$ distinct rows in $\tilde{W}_l^i$. Let $\tilde{W}_l^i$ be the sub-matrix of $\tilde{W}_l^i$ containing all the distinct rows of $W_l^i$ only once and $\tilde{W}_l^{i+1}$ the matrix such that all columns from $\tilde{W}_l^{i+1}$ that were applied to identical neurons of $W_l^{i}$ are summed. Then, for each output dimension $i$ we have:

$$f_{i}^{l+1}(z)_{i} = \sum_{j}^{\tilde{n}_l^i} \tilde{W}_{i,j}^{l+1} \sigma \left( \sum_{k}^{n_l^i} W_{j,k}^{l} z_{k} \right)$$

$$\approx \sum_{j}^{\tilde{n}_l^i} \tilde{W}_{i,j}^{l+1} \sigma \left( \sum_{k}^{\tilde{n}_l^i} \tilde{W}_{j,k}^{l} z_{k} \right) = f_{i}^{l+1}(z)_{i}$$

(13)

We obtain the clustered weights $\tilde{W}_l^{i} \in \mathbb{R}^{w \times h \times n_l^{i-1} \times \tilde{n}_l^i}$ with $\tilde{n}_l^i \leq n_l^i$. In order to preserve the coherence of the predictive function, we update the consecutive layers by adding the weights of the corresponding input dimensions as illustrated in Fig 2. In the special case $\alpha = 0$ we only merge strictly identical neurons and we have $\tilde{f}_l^i = f_l^i$ and only have equalities in equation 13. We introduce the value $\alpha^*$ for $\alpha$ which corresponds to the highest value of $\alpha$ such that the accuracy is preserved, i.e. the function is changed but the precision on a validation set is preserved. The proposed neuron merging algorithm provides a simple way to remove redundant weights in DNNs. In addition to that, in what follows, we introduce an input-wise decomposition for pruning.

4.2 Input-wise Neuron Splitting

We propose a novel way to split layers in order to reveal local structured redundancies. We assume the mathematical operations (e.g. multiplications, additions) to be bottlenecks when compared to memory allocation. This condition is motivated in Appendix E.1. When two identical operations (as represented by redundant weight values) are performed on the same inputs, the outputs will systematically be identical. Based on this observation, in this section we describe a splitting scheme to reduce the number of operations. Formally, let’s consider a convolutional layer $l$ with weights...
would require to search among the strategy of clustering that offers the lowest number of remaining distinct elements which is defined recursively as

\[ t(k) \rightarrow \] 

\[ B_n \rightarrow \] 

\[ B_{n+1} \rightarrow \] 

\[ \sum \] 

\[ \binom{n+1}{2} \rightarrow \] 

\[ B_{n+1} = \sum_{k=1}^{n+1} \binom{n+1}{k} B_k \] 

To cope with the problem, there is an optimal strategy with regards to the number of multiplications which can be found in a constant time. The strategy consists in taking the partition in singletons of \([1;n-l]\), as illustrated in Fig. 3. We also provide proof that this protocol is optimal on \(1 \times 1\) convolutions under minimal assumptions.

4.3 Optimality of the Singleton Decomposition

We provide proof that the proposed decomposition is optimal according to the criterion of the number of operations (multiplications in the case of fully connected layers or convolutions in the case convolutional layers). Let’s consider the weights tensor \(W^l \in M^{n \times n \times n^l}\), where \(M\) is \(\mathbb{R}\) for fully connected layers and \(\mathbb{R}^{w \times h}\) for convolutional layers.

Lemma 1. The partitioning strategy that minimizes the number of operations performed by the layer is the decomposition in singleton.

Proof. We start by showing that the problem has at least one optimal solution. For any partition \(C^l = (C^l_i)_{i \in I}\) of \([1;n-l]\) the resulting collapsed layer \(\ell\) performs a finite number of mathematical operations \(n_{C^l}\). Then we can define the objective function

\[ G^l : \text{Part}([1;n-l]) \rightarrow \sum_{i \in I} |C^l_i| \] 

where \(\text{Part}([1;n-l])\) is the set of all possible partitions of \([1;n-l]\). We obtain the upper bound \(n_{C^l}\) on the number of operations from the property of the split decomposition which can only diminish that number. Because of that, \(G^l\) is a function between two finite sets and thus admits at least one minimum. Therefore the minimization problem has a solution.

Now let’s assume a partition \(C^l\) of \([1;n-l]\) contains a set \(C\). Then the split condition to fuse two sets of operations is:

\[ \text{there exists } C \text{ such that } W^l_{[c,j]} = W^l_{[c',j]} \text{ for all } c \in C \] 

This is clearly a special case of the proposed partition. We recall that the proposed partition induces the following fuse condition: there exists \(j\) and \(j'\) such that \(W^l_{[c,j]} = W^l_{[c',j']}\) for some \(c \in [1;n-l]\). Thus we have \(n_{C^l} \geq n_{P^l}\) where \(P^l\) refers to the proposed strategy.

4.4 Expected Pruning

We showed that we can remove redundant operations via output-wise merging of similar neurons as well as input-wise splitting. In this section, we conduct a probabilistic study of the relationship between reducing the number of unique weight values and the resulting pruning ratio in DNNs. This can be cast as a case of the generalized Birthday Problem. We assume that each weight is sampled independently from a unique distribution. First, assuming the least favorable prior (uniform) on this distribution, we want to compute the expected pruning factor from the merging step as well as the splitting step noted \(\mathbb{E}_m\) and \(\mathbb{E}_s\) respectively. First we recall the probability \(\mathbb{P}_n(k)\) to get \(k\) distinct values from \(K\) possible ones with a sampling size \(n\). The probability that each of \(n\) samples belongs to those \(k\) values is \((k/K)^n\). However, this also includes cases where some of the \(k\) numbers were not chosen. The inclusion-exclusion rule
4.5 Prior-less Generalized Birthday Problem

In order to extend the previous result we need a preliminary result which extends the birthday problem to non-uniform sampling. In this section we note $E = [1; m]$ the sampling space, $(X_j)_{j=1;n}$ the i.i.d. variables sampled from law $\mathcal{L}$ which satisfy

$$\forall i \in E, \quad p_i = \Pr_{\mathcal{L}}(X_j = i) > 0 \quad (24)$$

We introduce the variables $(Y_i)_{i \in K}$ the number of samples $X_j = i$, i.e. $Y_i = \sum_{j=1}^{n} 1_{X_j = i}$. In our case, we compute the expected value of the number $V$ of distinct values in the sample, i.e.

$$V = \sum_{i=1}^{m} 1_{Y_i \neq 0} = m - \sum_{i=1}^{m} 1_{Y_i = 0} \quad (25)$$

We consider $i$ a value belonging to a subset $K \subset E$. We note $B_i$ the event where the value $i$ is not sampled:

$$\begin{align*}
\Pr_{\mathcal{L}}( \bigcap_{i \in K} B_i ) &= (1 - \sum_{i \in K} p_i)^n \\
\mathbb{E}_{\mathcal{L}}[V] &= \sum_{v=1}^{m} v \sum_{K \in \mathcal{A}_{m-v}} \left( 1 - \sum_{i \in K} p_i \right)^n \\
\end{align*}$$

(26)

where $\mathcal{A}_{m-v}$ is the set of arrangements of $E$.

**Lemma 3.** Under the priors $\mathcal{L}^m$ on $x = (x_1, \ldots, x_{n-1}) \in M_{+}^{w \times h \times n^{-1}}$ and $\mathcal{L}^s$ on $x_j \in M_{+}^{w \times h}$, for any layer with hashed weights $\hat{W}^l \in \mathbb{R}^{w \times h \times n^{-1} \times n^l}$, such that $n^l = n^{-1}$ we have

$$\mathbb{E}_s > \mathbb{E}_m \quad (27)$$

**Proof.** The expected pruning factor for the splitting step is higher than for the merging step if and only if $\mathbb{E}_{\mathcal{L}}[V] < \mathbb{E}_{\mathcal{L}^m}[V]$, with $V$ defined in equation (25) that is to say that the expected number of remaining neurons is lower under the prior $\mathcal{L}^s$. Let’s develop $\mathbb{E}_{\mathcal{L}}[V]$, following eq (26) we simply replace the notations with $m = n^l$ and the $p_i = \Pr_{\mathcal{L}^m}$. Thus we get

$$\mathbb{E}_{\mathcal{L}^m}[V] = \sum_{v=1}^{m} v \sum_{K \in \mathcal{A}_{m-v}^{\mathcal{L}^m}} \left( 1 - \sum_{i \in K} \Pr_{\mathcal{L}^m}(X = x_i) \right)^n \quad (28)$$

where $m_v = |M^+_l|\frac{wh}{n^l}$. In the case of $\mathcal{L}^s$, like in the case of $\mathcal{L}^m$ we have $n^l$ samples, thus we replace $n = n^l$ and $p_i = \Pr_{\mathcal{L}^s}$ to obtain

$$\mathbb{E}_{\mathcal{L}^s}[V] = \sum_{v=1}^{m} v \sum_{K \in \mathcal{A}_{m-v}^{\mathcal{L}^s}} \left( 1 - \sum_{i \in K} \Pr_{\mathcal{L}^s}(X = x_i) \right)^n \quad (29)$$

where $m_s = |M^+_l|wh$. However by equation (24) it follows that

$$\Pr_{\mathcal{L}^m}(X = x) = \prod_{j=1}^{n-1} \Pr_{\mathcal{L}}(X_j = x_j) > 0 \quad (30)$$

and $\Pr_{\mathcal{L}^s}(x) < \Pr_{\mathcal{L}^s}(x')$ when $x'$ is a coordinate of $x$. In consequence, if we compare equation (28) and (29) we have a larger sum of larger terms. Therefore, we get the desired result. \hfill $\square$

We propose in Fig 5 an extension of this result for different configurations of $n^{-1}$ and $n^l$. We tested the Gaussian, exponential and uniform priors, in the case of $3 \times 3$.
convolutional layer with weights $W \in \mathbb{R}^{3 \times 3 \times n^{l-1} \times n^l}$ and $M^+ = 100$ constant. We vary the input dimension $n^l$ linearly from 2 to 128 with $n^l n^{l-1} = 64^2$ and plot $E_m$ and $E_\alpha$ for each prior. In particular, as stated in lemma 3, with $n^l = n^{l-1} = 64$, we have $E_\alpha > E_m$ for all priors. We also observe that splitting performs better for larger input dimensions while merge performs better for smaller input dimensions. This shows the complementarity between these two steps. The uniform prior appears to be the least favorable while the exponential is the most favorable. However a limit to the theory is the i.i.d. hypothesis which is probably not satisfied in practice. For this reason, we evaluate the expected pruning in order to evaluate the modelization as a birthday problem.

### 4.6 Birthday Problem and Empirical Distributions

We study several architectures with a wide range of input shapes per layers. In Fig 6 we compute the empirical pruning ratio per input dimension similarly to Fig 5 for a number of layers in various ResNets and MobileNets architectures on ImageNet and Cifar10. The trend curve of pruning ratios from merge appears to match the theoretical results with a inverse proportionality relation with the input dimension. In the case of split, on the contrary, the pruning ratio increases as a function of the input dimension which confirms the complementary with merging. However, in detail we observe two trends with some highly pruned small layers which correspond to squeeze layers of the MobileNets and large layers that are not pruned which correspond to depthwise layers and prediction heads (not processed fully connected layers). All in all, these results confirm the validity of the theoretical study of the expected pruning from RED++.

We empirically demonstrated that the lower the remaining number of distinct weights after hashing the higher the expected pruning from merging and splitting. We also justified the complementarity of these steps for a given layer size by formulating it as a birthday problem. We now experimentally validate the proposed RED++ method quantitatively and qualitatively.

### 5 Experimental Validation of RED++

The proposed RED++ method is composed by three steps: an adaptive data-free hashing, an output-wise merging step (with hyperparameter $\alpha$) and an input-wise splitting step (presented as algorithm in Appendix F).

In order to validate our approach, we first perform an extensive ablation study to precisely assess the utility of each of these steps on popular deep convolutional architectures which are to this day the most popular computer vision model family. We also propose a qualitative analysis on these models to more precisely understand how the networks are pruned. We then show how our approach can be applied to different architectures that use fully-connected layers, such as transformers. Last but not least, we compare our method with state-of-the art methods, showing that it significantly outperforms other data-free methods and often rivals data-driven ones.

### 5.1 Quantitative Analysis

First we perform ablation study of each individual component in RED++. Namely, for each experiment, we measure the pruning factor defined as the proportion of removed parameters from the original model (e.g. a pruning factor of 100% indicates that the entire network was pruned). The results are presented in TABLE 3 where each column corresponds to a different combination of RED++ elementary blocks: for instance, the second column indicate no hashing, merge with $\alpha = 0$ and split while the fifth column indicates hashing, $\alpha = \alpha^*$ and no split. As shown in the second column, merge with $\alpha = 0$ and no hashing leads to no pruning.
at all for every network: this shows that an approximation is required to introduce redundancies, whether it is weight value hashing or merging relaxation ($\alpha = \alpha^*$). However, the third and fourth columns shows that just using either of these approximations results in very low pruning rates. In all cases, as shown in column five, using both hashing and merging relaxation ($\alpha = \alpha^*$) leads to higher pruning ratios, most notably on ResNet (e.g. reaching 88.9% parameters removed on ResNet 164) and Wide ResNet networks on Cifar10. However, the pruning ratios are still very low on more compact networks (e.g. MobileNet and EfficientNet backbones) or ImageNet-trained DNNs.

Adding the splitting step (sixth column) allows to achieve superior pruning rates on any network on both Cifar10 and ImageNet. Furthermore, using the relaxed merging step ($\alpha = \alpha^*$) along with the splitting step improves the results by 2 to 4 points on every network. The proposed method achieves remarkable results across all networks: on the one hand, on already very small and compact networks designed for efficiency (e.g. MobileNet V2 network family or EfficientNet B0), the combination of hashing, merging and splitting allows to remove 53.65 − 77.92% on Cifar10 and 14.13 − 83.73% on ImageNet. Note that for a MobileNet network on ImageNet, nearly 80% of the network’s parameters are contained in the last fully connected layer which is not considered as we only prune convolutional layers in this experiments, hence the lower baselines, notably with very low width multiplier (0.35-0.75). On the other hand, on larger networks, e.g. on ResNets, Wide ResNets and the larger EfficientNets, RED++ composed of hashing, merging and splitting typically removes 64.62 − 94.40% on Cifar10 and 43.68 − 89.21% of the parameters on ImageNet. This shows that RED++ is very versatile and achieve superior pruning performance on many state-of-the-art networks, most notably without any drop in accuracy and without extensive hyperparameter setting, thanks to the complementarity between merging and splitting steps, the former working better on layers with large output dimension and small input dimensions, while the latter achieves better performance with larger input dimensions, as discussed in Section 4.5. We provide a qualitative analysis of the layer behaviour in Appendix C.

### 5.2 split and Fully Connected Layers

In what precedes, we tested RED++ on a wide range of convolutional architectures which are one ubiquitous model family for computer vision applications. Transformers are another example of such promising architectures, achieving state-of-the-art performance on ImageNet. For this reason, we validate RED++ on today’s most successful image transformer architectures, namely DeiT 48, CaiT 49 and LeViT 12. For DeiT we considered the base model as well as the small (S) and Tiny (T) versions with input shape 224. For CaiT we considered CaiT Extra Small (XS24), Small (S24) and Medium (M36) with depth 24, 24 and 36, respectively. Lastly, for Levit 12 we considered the five scale models,
i.e., 128S, 128, 192, 256 and 384. We report our results in Table 3. For all transformer networks, we measure the effectiveness of the hashing (hashing ratio) as well as the induced accuracy drop. Furthermore, we report the pruning ratio on each model with hashing, merging with $\alpha = 0$ and splitting.

**Hashing:** Similarly to convolutional networks, the image transformers are highly compressed via the proposed adaptive hashing without witnessing any significant accuracy drop. As a matter of facts, the percentage of removed parameters is higher than that of convolutional networks with a comparable number of parameters, e.g., in EfficientNet B0 hashing removes 72.3% distinct weight values while it removes 96% on DeiT T. This is also the case on larger networks with 97.8% on EfficientNet B7 and 98.5% on DeiT T. This is a consequence of the fact that more layers were ignored in convolutional networks (e.g., depthwise convolutional layers) and also the fact that Image Transformers usually have less layers but larger ones.

**Pruning:** Generally speaking, RED++ works very well on transformers, i.e., from 70% on the smaller models (e.g., DeiT T, LeViT 128S) to more than 90% on larger ones (DeiT T, CaiT M36, LeViT 384). Because transformers usually have fewer layers with larger input dimensions (see Section 4.5), the splitting step allows to remove large numbers of operations as compared with convolutional architectures: for instance on a model with $\approx$ 5M parameters we jump from 55% pruning ratio to 77%. Also note that, echoing the results reported in Section 5.1, here again hashing appears as an essential step for introducing redundancies in DNNs as we obtained 0% pruning ratios for all networks without it.

5.3 **Comparison with State-Of-The-Art**

In this section, we compare RED++ with recent state-of-the-art DNN pruning methods. These methods can be referenced based on two criteria which strongly influence the pruning performance. First, the usage of data, characterized by the color (data-free in red and data-driven in blue). Data-driven methods, e.g., [3], [13], [17], [18], [28], [33], [36], [47], [52], [53], [58] usually vastly outperform data-free [20], [45], [55]. We also approach the performance of recent data-driven methods such as MDP [13]. Note that if we prune the last layer, RED++ achieves 66.12% pruning ratio with 5.43% accuracy drop. Thus, we showed that RED++ achieves high pruning rates on multiple datasets and networks, ranging from traditional convolutional architectures (e.g., ResNet family) to more compact and efficient designs (e.g., MobileNets and EfficientNets), as well as recently proposed image transformers. It outperforms other data-free and structured pruning methods by a significant margin, and narrows the gap with state-of-the-art data-driven and unstructured methods, despite being more constrained.

6 **DISCUSSION AND CONCLUSION**

In this paper, we proposed a novel data-free DNN pruning method, called RED++. This method is composed of 3 steps: First, a layer-wise adaptive scalar weight hashing step which dramatically reduces the number of distinct weight values. Second, an output-wise redundant neuron merging. Third, an input-wise splitting strategy.

For the hashing step, we propose theoretical guarantees for DNN accuracy preservation, by bounding the induced error w.r.t. the original model. Furthermore, we propose a data-free criterion to assess the hashing behavior using only
the DNN weights and batch normalization layer statistics. We experimentally validate this adaptive hashing step on multiple networks and datasets, showing its benefits as a standalone memory footprint solution as well as to highlight redundancies in DNNs, e.g. as compared as baseline solutions such as uniform weight quantization.

These induced redundancies can then be exploited in the frame of a novel pruning scheme, that includes an output-wise merging step as well as an input-wise splitting step. We formalized the pruning problem as a generalized birthday problem, which provides theoretical guarantees on the effectiveness of the proposed method. In particular, we derived expected values for the merging and splitting step pruning rates, showing the complementarity between these two steps. We experimentally validate this theoretical analysis, showing that merging and splitting are indeed complementary and that their association allows very high pruning rates.

Last but not least, we thoroughly evaluated our method on several datasets and network architectures, showing that RED++ achieves very high pruning rates on traditional computer vision network families (e.g. ResNets), more compact architectures (e.g. MobileNets and EfficientNets), as well as recently proposed image transformers. As such, RED++ significantly outperforms state-of-the-art data-free and structured pruning methods, and substantially narrows the gap with less constrained data-driven or unstructured methods on every benchmark. Furthermore, as detailed in Appendix E.1, these high pruning rates generally translate well into FLOPs reduction. All in all, we believe that RED++ will pave the way for innovation in DNN acceleration, and even the design of specific hardware and software solutions to facilitate not only matrix multiplication but also memory allocation speed, which is paramount to the proposed splitting method performance. As such, we provide an analysis of the splitting step performance in terms of direct runtime acceleration using existing hardware and software solution in Appendix E.2. Our conclusion is that while input-wise splitting allows to greatly reduce the computational burden with standard hardware and software, more acceleration can be achieved with more dedicated solutions.

Future work involves using RED++ in conjunction with other DNN compression techniques, by using the proposed hashing step along with existing data-free quantization techniques. Furthermore, other pruning methods, such as magnitude-based sparse pruning, could be used on top of RED++ for higher compression rates. Ultimately, the data-free hypothesis can be relaxed, and networks with split layers could be re-trained for even more computationally efficient DNN architectures.
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APPENDIX A
DETAILS ON THE UPPER BOUND U
We detail the computation of equations\textsuperscript{11} and\textsuperscript{12}. A convolution is defined by the following operation

\[
\text{Output}_{i,j,l} = \sum_{\delta i, \delta j, k} \text{Input}_{i+\delta i, j+\delta j, k} W_{i+\delta i, j+\delta j, k, l}
\]

(31)

This gives us \( n^{l+1} = w^{\delta} h^{\delta} \) multiplications per output. For each of these operations we have the upper bound \( u_l \). Therefore, the errors are sampled in \([-u_l; u_l] \). The Central limit theorem gives us that the average error converges to a standard Gaussian distribution \( \mathcal{N}(0, 1) \) and we get that

\[
\mathbb{E}[\|f - f^l\|] \leq \frac{u_l}{\sqrt{n^{l+1} w^{\delta} h^{\delta}}}
\]

(32)

assuming no activation function on layer \( l \). Now let’s assume we have \( L = 2 \), i.e. the DNN \( f: x \mapsto f^2(f^1(x)) \) follows

\[
\mathbb{E}_X[\|f - f^l\|] = \mathbb{E}_X[\|\hat{f}^2(f^1(X)) - f^2(f^1(X))\|]
\]

(33)

where \( X \) is the random variable defined by the inputs. Because \( f \) is piece-wise affine, we can assert that

\[
\mathbb{E}_X[\|f - f^l\|] \approx \mathbb{E}_X[\|\hat{f}^2(f^1(X)) + \hat{f}^2(\hat{f}^1(f^1(X)) - f^1(x))\|]
\]

(34)

Now using the triangular inequality, we get

\[
\mathbb{E}_X[\|f - f^l\|] \leq \mathbb{E}_X[\|\hat{f}^2 - f^2\|] + \mathbb{E}_X[\|f^1(X) - f^1(x)\|]\hat{f}^2
\]

(35)

We deduce

\[
\mathbb{E}_X[\|f - f^l\|] \leq \mu_1 \mathbb{E}[\|\hat{f}^2 - f^2\|] + \mu_2 \mathbb{E}[\|\hat{f}^1 - f^1\|]
\]

(36)

and it follows equation\textsuperscript{12}.

APPENDIX B
DATASETS AND BASE MODELS
We evaluate our models on the two \textit{de facto} standard datasets for pruning, i.e. CIFAR-10\textsuperscript{22} (50k train/10k test) and ImageNet\textsuperscript{8} (\( \approx 1.2 \)M images train/50k test). In order to compare our protocol to the SOTA we considered the most frequently used networks among which ResNet\textsuperscript{15} (ResNet 20 and 56 with respective number of parameters 270k, 852k and accuracies 92.48, 93.46 on CIFAR-10 and ResNet 50 with 25M parameters and 76.17 top-1 accuracy on ImageNet) as well as Wide-ResNet\textsuperscript{55}. Wide ResNet architectures are defined by their number of layers as well as their widthen multiplier: we evaluate on Wide ResNet 28-10 with 36.5M parameters and 95.8 accuracy and Wide ResNet 40-4 with 8.9M parameters and 95.0 accuracy.

We also tested our method on networks presenting different types of convolutional layers such as MobileNet V2\textsuperscript{41} and EfficientNet\textsuperscript{44} (depthwise-separable convolutions). MobileNets are tested with different width-multiplier from MobileNet V2 (0.35) having 1.66M parameters and 60.3 top1 accuracy on ImageNet to MobileNet V2 (1.4) having 6.06M parameters and 75.0 top1 accuracy. EfficientNet is tested for different scales from B0 with 5.3M parameters and 77.2 top1 accuracy to B7 with 66.7M (B7) parameters and 84.4 accuracy.

Furthermore we tested the method on networks using large fully connected layers such as Image Transformers\textsuperscript{12, 48, 49}.

APPENDIX C
IMPLEMENTATION DETAILS
The hashing step was implemented following the guidelines provided in\textsuperscript{55}, using Scikit-learn python library, with bandwidth \( \Delta_t \) set as the median of the differences between consecutive weight values per layer \( l \) in the adaptive hashing algorithm. The merging step is implemented using Numpy. Contrary to the original method, we set the hyperparameter \( \alpha \) to its optimal value \( \alpha^* \) (i.e. the highest \( \alpha \) which preserves the accuracy of the model) unless stated otherwise. We apply a per block strategy for setting the layer-wise (\( \alpha^l \)) detailed in Appendix D. The splitting step was also implemented in Numpy python library.

We ran our experiments on a Intel(R) Core(TM) i7-7820X CPU. Similarly to\textsuperscript{55}, the hashing step is the bottleneck and its processing time depends on the model’s size: ranging from a few seconds for smaller models suited for CIFAR-10 and up to a day for a wider networks designed for ImageNet. For a given layer \( l \), the complexity of the proposed hashing is \( O(|W^l||S|) \) where \( |W^l| \) denotes the number of weights and \( |S| \) the sampling size (used for the evaluation of the kde and corresponds to \( \omega \) in equation 1). The hashing can be accelerated (e.g. up to 50 times faster on a ResNet 50) by processing the layers in parallel. Furthermore, for very large layers (e.g. layers with over \( |W^l| = 10^6 \) parameters) we can simply take a fraction (e.g. 5.10\textsuperscript{4} values in \( W^l \)) of the weights randomly to get identical density estimators much faster. Following the example, we would go \( \frac{10^6}{5 \times 10^4} = 20 \) times faster, due to the linear complexity. As such, we were able to process ResNet 101 and 152 with 99.9% compression and accuracy drop, in about 2 and 4.5 hours respectively.

The pruning steps (merging and split) only require a few minutes in the worst case scenario, never exceeding half an hour.

APPENDIX D
MERGING HYPERPARAMETER SELECTION STRATEGY
The merging parameter \( \alpha \) defines the average proportion of neurons to merge per layer. The merging step is performed layer per layer and we study four candidate strategies to derive \( \alpha^l \) values from \( \alpha \). The selected strategy, called per block strategy, is defined as follows

\[
\left\{\begin{array}{ll}
\alpha^l = \max\{2\alpha - 1, 0\} & \text{if } l \in [0; L/3] \\
\alpha^l = \alpha & \text{if } l \in [L/3; 2L/3] \\
\alpha^l = \min\{2\alpha, 1\} & \text{if } l \in [2L/3; L]
\end{array}\right.
\]

(37)

The other strategies are

- \textit{constant} strategy: \( \forall l \in [1; L], \alpha^l = \alpha \)
- \textit{linear ascending} strategy: \( \forall l \in [1; L], \alpha^l = \alpha l / L \)
- \textit{linear descending} strategy: \( \forall l \in [1; L], \alpha^l = \alpha (L - l) / L \)

The conclusion remains unchanged and the per-block strategy is used in all our other benchmarks.
In the main paper we considered two possible values for $\alpha$. The first corresponds to the prior-less situation where we want to maximize the accuracy of the model, i.e., we only merge strictly identical hashed neurons, i.e., $\alpha = 0$. The second serves only the purpose of comparison as its not data-free and corresponds to maximum pruning without accuracy drop from hashing, that we noted $\alpha = \alpha^*$. Note that it only requires validation and no training to be leveraged. As stated in the main paper the parameter $\alpha$ can be set at different values for different pruning/accuracy trade-offs. Note that as a general rule of thumb, $\alpha$ can be set to relatively high values (e.g., 20% to 50%) on easier tasks (e.g., Cifar10) but should remain low (lower than 5%) on harder tasks (e.g., ImageNet).

### APPENDIX E

**SPLIT’S ASSUMPTION**

#### E.1 Behavior on a Single Layer

The main assumption made in this article is hardware-based. In order for split to be efficient we need the following condition to be satisfied: “memory access and allocation should run faster that mathematical operations”. According to our research the validity of this condition is very dependent on the material and operation implementations. The pruning performed corresponds to block sparsity as it removes blocks of computations but not according to regular structures used in modern implementations. The current paradigm consists in optimizing matrix multiplications [7]. And this affects the research on pruning which tend to focus on methods that leverage current hardware properties. In this search we deviate from this both virtuous and vicious circle. Nonetheless we empirically motivate RED++ perspective by comparing it to regular convolutions with equivalent implementations in order to display the inference acceleration. To do so we run a $3 \times 3$ convolution with 5 output channels on a random noise of shape $244 \times 224 \times 3$. This convolution is pruned structurally for reference and pruned using split for comparison. This test is highly influenced by the batch-size as well as the image size. We considered batches of size 10. The resulting plot are displayed in Fig. 9. We observe that split achieves lower yet decent acceleration with a similar implementation which should motivate the investigation on hardware and inference engines for such methods.

#### E.2 Behavior on the Full Model - FLOPs and Runtime

An important question in evaluation is the choice of metric. In the case of DNN pruning it appears to be a particularly discussed matter as suggested in [4]. The percentage of removed parameters seems to be the most common metric and the one we used in the main paper. **FLOPS**: Nonetheless, the percentage of removed FLOPs is an other commonly used metric which corresponds to the number of floating point operations to run. In TABLE 6 we report our results on the two metrics to show how closely related these two measurements are in the case of RED++. This similarity in the two metrics is often observed in DNN pruning but is not systematic. **Inference Time**: Considering that the goal of pruning is to speed-up inference-time an intuitive evaluation protocol for such methods would be to measure the speed-up in practice. However this is almost never reported as it depends too much on the hardware setup (e.g., which device, CPU/GPU, batch size,...). Papers that uses such evaluations usually propose novel DNN architectures [12] or inference engine such as TensorRT [50] or OpenVINO [11]. Nonetheless we still made a case study of split runtime performance in Appendix E.1.

### APPENDIX F

**ALGORITHMS**

For clarity we summarize RED++ in Algorithm 1. The only commutative steps are the merging step and split.

**Algorithm 1 RED++ method**

- **Input**: trained DNN $f$ with weights $(W^l)_{l \in [1:L]}$ and $\alpha$
- $\hat{f} \leftarrow$ Hashing step $(f)$
- $\bar{f} \leftarrow$ Merging step $(\hat{f}, \alpha)$
- $f \leftarrow$ Splitting step$(\hat{f})$
- return $f$

We apply the first two steps of RED which we recall in Section 5 as well as in Algorithms 2 and 3. To further prune the DNN we apply split (Algorithm 4) which is the data-free structured pruning mechanism we detail in Section 4. It consists in splitting each layer independently, by input to replace redundant sub-neurons computations by memory duplications.

---

**TABLE 5**

Comparison between different strategies for $\alpha^l$ in terms of pruning factor for several networks on Cifar10. We use the same hashing for all methods and report the pruning factor for merging $\alpha = \alpha^*$.  

| Strategy             | ResNet 56 | MobileNet V2 (1) | Wide ResNet 40-4 |
|----------------------|-----------|------------------|------------------|
| linear descending    | 71.67     | 1.19             | 57.22            |
| constant             | 72.40     | 0.87             | 58.78            |
| linear ascending     | 73.93     | 3.01             | 60.48            |
| block                | 77.68     | 5.46             | 61.80            |

---

**Fig. 9.** Plot of the percentage from the original runtime of RED++ vs structured pruning on a CPU and batch of 10 images of shape $224 \times 224 \times 3$.  

---
Comparison between the two most frequently used metrics in DNN pruning, the percentage of removed parameters and the percentage of removed FLOPs. The number of parameters removed are the same as the ones listed in Table 6.

| Dataset | Model            | Params | FLOPs |
|---------|------------------|--------|-------|
| Cifar10 | ResNet 20        | 67.48  | 65.57 |
|         | ResNet 56        | 88.81  | 88.01 |
|         | ResNet 110       | 91.82  | 91.14 |
|         | ResNet 164       | 94.49  | 94.21 |
|         | Wide ResNet 28-10| 80.13  | 79.24 |
|         | Wide ResNet 40-4 | 68.59  | 68.72 |
|         | MobileNet V2 (0.35) | 55.48  | 54.94 |
|         | MobileNet V2 (0.5)| 59.70  | 60.15 |
|         | MobileNet V2 (0.75)| 65.65  | 65.11 |
|         | MobileNet V2 (1) | 71.52  | 71.61 |
|         | MobileNet V2 (1.4)| 80.57  | 79.64 |
|         | EfficientNetB0   | 64.62  | 63.98 |
|         | EfficientNetB1   | 68.75  | 67.51 |
|         | EfficientNetB2   | 71.26  | 70.07 |
|         | EfficientNetB3   | 72.67  | 71.75 |
|         | EfficientNetB4   | 76.34  | 76.22 |
|         | EfficientNetB5   | 80.30  | 80.29 |
|         | EfficientNetB6   | 81.97  | 81.43 |
|         | EfficientNetB7   | 83.42  | 83.61 |
| ImageNet| ResNet 50        | 44.25  | 43.70 |
|         | ResNet 101       | 44.51  | 43.85 |
|         | ResNet 152       | 43.68  | 43.46 |
|         | MobileNet V2 (0.35)| 14.88  | 15.06 |
|         | MobileNet V2 (0.5)| 22.94  | 22.99 |
|         | MobileNet V2 (0.75)| 35.75  | 34.56 |
|         | MobileNet V2 (1) | 46.97  | 46.00 |
|         | MobileNet V2 (1.4)| 85.42  | 85.34 |
|         | EfficientNetB0   | 54.43  | 54.32 |
|         | EfficientNetB1   | 63.17  | 63.12 |
|         | EfficientNetB2   | 68.35  | 68.17 |
|         | EfficientNetB3   | 71.41  | 70.66 |
|         | EfficientNetB4   | 74.58  | 72.75 |
|         | EfficientNetB5   | 81.41  | 79.84 |
|         | EfficientNetB6   | 87.88  | 86.96 |
|         | EfficientNetB7   | 89.21  | 87.54 |
|         | DeiT T           | 70.32  | 68.97 |
|         | DeiT S           | 84.93  | 82.84 |
|         | DeiT             | 93.20  | 91.82 |
|         | CaiT XS24        | 81.83  | 80.65 |
|         | CaiT S24         | 86.27  | 84.34 |
|         | CaiT M36         | 91.80  | 89.84 |
|         | LeViT 128S       | 76.91  | 75.01 |
|         | LeViT 128        | 77.46  | 75.85 |
|         | LeViT 192        | 80.49  | 78.99 |
|         | LeViT 256        | 85.93  | 84.37 |
|         | LeViT 384        | 90.55  | 89.26 |

**Algorithm 2 Hashing_step**

Input: trained DNN $f$ with weights $(W^l)_{i\in[1:L]}$, hyperparameters $(\alpha^l)_{i\in[1:L]}$

Initialize $\hat{f} = f$

for $l = 1$ to $L$ do

$d^l = \text{KDE}(W^l)$

extract $(m_k^l)_{k\in M^-}$ and $(M_k^l)_{k\in M^+}$ from $d^l$

$(M_k^l)_{k\in M^+} \leftarrow \text{NMS}((M_k^l)_{k\in M^+}, \tau^l)$

for $w \in W^l$ do

find $k$ such that $w \in [m_k^l, m_{k+1}^l]$,

$\hat{w} \leftarrow M_k^l$

end for

end for

return $\hat{f}$

**Algorithm 3 Merging_step**

Input: hashed DNN $\hat{f}$, hyperparameters $(\alpha^l)_{i\in[1:L]}$

Initialize $\tilde{f} = \hat{f}$ with $(\tilde{W}^l)_{i\in[1:L]} \leftarrow (W^l)_{i\in[1:L]}$

for $l = 1$ to $L - 1$ do

$D \leftarrow$ matrix of $l^2$ distances between all neurons

d $\leftarrow \alpha_l$ percentile of D $\quad \triangleright d$ is the threshold distance

$D_{i,j} \leftarrow 1_{D_{i,j} > d \text{ or } i = j}$ $\quad \triangleright$ graph of similarities D

$M \leftarrow$ connected components from $D$

$\tilde{W}^l_{\text{new}} = []$

for comp $\in M$ do

$\tilde{W}^l_{\text{new}} \leftarrow \text{append}\left(\frac{1}{\text{comp}}\sum_{j \in \text{comp}} \tilde{W}^l_{i,j}\right)$ $\quad \triangleright$ barycenters

end for

$\tilde{W}^l_{i,j} \leftarrow \tilde{W}^l_{\text{new}}$

$\tilde{W}^l_{i,j+1} \leftarrow []$ $\quad \triangleright$ layer $l + 1$ update

for comp $\in M$ do

$\tilde{W}^l_{i,j+1} \leftarrow \text{append}\left(\sum_{i \in \text{comp}} \tilde{W}^l_{i,j+1}\right)$

end for

$\tilde{W}^l_{i,j+1} \leftarrow \tilde{W}^l_{\text{new}}$

end for

return $\tilde{f}$

20 and ResNet 56 (top row). This is a natural consequence of the definition of residuals blocks where the last layer’s output is added to the input of the block, which thus has to be merged simultaneously. This adds a significant constraint on the condition of equation 13 for neuron merging, hence very low pruning ratios. However, this is not the case with splitting (blue curve) as its definition doesn’t impact the consecutive layer of a specific pruned layer. Third, depending on the architecture, the pruning from the merging step behaves differently, depending on the layer depth: linear for MobileNets and EfficientNets and ascending per block for ResNets. This observation allows us to design efficient guidelines for setting the layer-wise merging hyperparameters $\alpha^l$ (see Appendix D for more in-depth discussion on this subject): overall, the best performing strategy for setting the $(\alpha^l)$ is a block-wise strategy, for all architectures.

**APPENDIX G**

**Qualitative Analysis**

In Fig 10 we study the layer-wise pruning ratios for several networks trained on ImageNet. First, we observe that, the deeper the layer, the lower the compression. This is likely due to the fact that these layers usually have less weights, thus are likely to exhibit less redundancies than the shallower ones. Second, with the merging step alone, we observe (Fig 10 with the green and orange curves regularly going down to 0) that some layers cannot be pruned, typically the last layer of a residual block in case of e.g. ResNet 20 and ResNet 56 (top row).
Algorithm 4 splitting_step

Input: pre processed DNN $\hat{f}$ with weights $(\hat{W}^l)_{l \in [1:L]}$

$\hat{f} \leftarrow f$

for $l \in [1:L]$ do

    new_kernel = [], duplications = 
    key ← weights ID generator

    for $i \in [1:n^{l-1}]$ do
        kernel$_i$ = []
        for $j \in [1:n^l]$ do
            if $W_{[\cdot;\cdot;\cdot,i,j]} \in$ kernel$_i$, then
                duplications[key($W_{[\cdot;\cdot;\cdot,i,j]}$)].append(j)
            else
                kernel$_i$.append($W_{[\cdot;\cdot;\cdot,i,j]}$)
                duplications[key($W_{[\cdot;\cdot;\cdot,i,j]}$)] = [j]
            end if
        end for
        new_kernel.append(kernel$_i$)
    end for
    $\hat{f}^l \leftarrow$ split_layer(new_kernel, duplications)
end for

return $\hat{f}$

---

Fig. 10. Layer-wise pruning ratios for ResNet 20 and 56 on Cifar10, MobileNet v2 with width multiplier 1 and EfficientNet B0 on ImageNet. For each network, applying the merging and splitting steps systematically outperforms merge alone $\alpha = 0$ as well as $\alpha = \alpha^*$. Furthermore, it allows to prune certain layers such as the last ones in residual blocks.