Abstract

Long-Short-Term-Memory (LSTM) networks have shown great promise in artificial intelligence (AI) based language modeling. Recently, LSTM networks have also become popular for designing an AI-based Intrusion Detection Systems (IDS). However, its applicability in IDS is studied largely in the default settings as used in language models. Whereas security applications offer distinct conditions and hence warrant careful consideration while applying such recurrent networks. Therefore, we conducted one of the most exhaustive work on LSTM hyper-parameters for IDS and experimented with 150 LSTM configurations to determine its hyper-parameters’ relative-importance, interaction-effects, and optimal selection-approach for designing an IDS. We conducted multiple analysis of the results of these experiments and empirically controlled for the interaction effects of different hyper-parameters covariate level. We found that for security applications, especially for designing an IDS, neither similar relative importance as applicable to language models is valid, nor is the standard linear method for hyper-parameter selection ideal. We ascertained that interaction effect plays a crucial role in determining the relative importance of hyper-parameters. We also discovered that after controlling for the interaction-effect, the correct relative importance for LSTMs for an IDS are batch-size, followed-by dropout ratio and
padding. The findings are significant because when LSTM were first used for language models, the focus had mostly been on increasing the number of layers to enhance performance.

1 Introduction

Long Short-Term Memory (LSTM) networks have become very popular for the design of artificial intelligence (AI) tools to make sequential decision in analytical domains requiring analysis of text, speech, time-series, etc [1]. Recently, its applicability is also studied for design security applications like of Intrusion Detection Systems (IDS) for malware detection and prevention [2]. Generally, IDS that use LSTM networks have been designed mostly with the default options as used in (spoken) language models, or experimented with just a few configurations, mostly involving changes in number of LSTM layers and/or its units [1].

This is not strange as these network architectures were highly inspired from the work in language modeling, where the number of LSTM layers is invariably proven to be the most important factor for improving the performance of complex Natural Language Processing (NLP) models. However, besides the number of units and layers, the choice of other hyper-parameters is also very important for any application which is based on LSTM networks. Even for language model tasks like named-entity-recognition, part-of-speech tagging, etc. interestingly parameters besides the number of LSTM layers and its units were found more influential when a larger number of LSTM configurations were experimented [3]. There exist many (neural) search-based algorithms [4] that could identify the best hyper-parameters combination without searching (experimenting through) all the key search combinations. But a drawback of these methods is that many of these are mostly black-box models and do not give adequate insights of relative importance (main effect), and interaction effects of different levels of the hyper-parameter covariates. Also, such algorithm does not aid the development of a robust and intuitive hyper-selection approach, that could be basis of a simpler and efficient mechanism.

Therefore, experimental evaluation of the LSTM network hyper-parameters is crucial for multiple reasons, but unfortunately not much of work in this field. In this field, currently the work in [3] is the most exhaustive one for LSTM for language modeling tasks to-date. There are inherent differences
between language modeling (word sequences analysis) and opcode sequence analysis. Also, an IDS that is based on opcode sequence analysis is highly complex, much more complex than average language models due to the sheer vocabulary size and the permutations of patterns in which it could be applied and its resulting outcome. Therefore, when LSTM networks are applied to an IDS with their default hyper-parameters as inspired by work in language models, it may not be optimal. Therefore, in this paper we conduct one of the most exhaustive series of experiments with different configurations of LSTM using the benchmark Malicia dataset [5]. We experimented with 149 configurations of different combination of LSTM hyper-parameters and their covariate levels. Further we apply techniques to empirically control the interaction-effect while analyzing the results from these experiments. In this study, we also investigated the interaction-effects from different levels of various hyper-parameter covariates and demonstrate how the results could have gone wrong without this control.

To the best of our knowledge, this is the most exhaustive work on LSTM hyper-parameter assessment, not just in the security domain, but for any domain, ever conducted. None of the earlier studies focused specifically on these critical aspects, and hence the results from them may not be relevant when more than one hyper-parameter’s level is altered as all the hyper-parameters work in tandem. Based on the findings of the interaction-effect, we also propose an approach of hierarchical selection of levels of different hyper-parameters. To the best of our knowledge such exhaustive comparison on LSTM’s hyper-parameter’s relative importance for malware detection is not available in any known literature.

The main contributions of this paper are as follows:

- Analyzing the relative importance of each of the architectural parameters using benchmark Malicia dataset, viz. sequence/ padding length, embedding size, No. of LSTM layers, size of LSTM layer, dropout ratio, batch size and optimizer algorithm.

- Proving the existence of interaction effect across different levels of various hyper-parameters covariates of an LSTM network and determining its impact.

- Proposing an effective strategy to hierarchically determine the levels/values of different hyper-parameters starting from the most influential hyper-parameter to avoid biases arising due to interaction-effects.
• Hypothesizing and demonstrating that the most influential hyper-parameters for LSTM as applied to malware-detection are different from that in their conventional application as in language modeling.

• Comparing the effectiveness of recurrent DL (LSTM) networks-based IDS with non-recurrent DL (MLP-DNN) networks based IDS that use similar base features (opcodes).

The rest of the paper is organized as follows. In section 2 we cover related work on the applicability of LSTM/ RNN in IDS. Then, in section 3 we describe the LSTM and its units. The detail of the dataset and its pre-processing is covered in section 4. Section 5 describes the experimental setup and configurations. We then present and discuss our results in section 6 and finally conclude the paper in section 7.

2 Related work

Recurrent Neural Networks (RNN), and its variants like the LSTM and Gated Recurrent Unit (GRU) are the deep learning (DL) algorithms used for analysis and classification of sequential data [6,7]. Most of the work on RNN and its variants are done in context of language analysis and modeling [8]. The opcode sequence that represents the machine-language abstraction of any file also represents a sequence of data. Therefore, recently LSTM like networks are also used to analyse these sequences and determined if the sequence represent a malicious file or not. The main aspect to any form of analysis with deep-learning networks is the selection of hyper-parameters. For a complex recurrent network architecture like the LSTM there are many hyper-parameters that could be optimized. But unfortunately, in the case of LSTM most of the studies have covered the selection of number of LSTM layers [9] and its unit alone, and the coverage of other hyper-parameter selection is not sufficient. In this, the most exhaustive work done on hyper-parameter selection for the LSTM network is discussed in [3]. However as far as the development of IDS with LSTM network is concerned, a specific context of IDS with LSTM hyper-parameter has been discussed in [10]. Earlier based on static-analysis, IDS have been proposed for malware detection [11][12]. These IDS involve methods ranging from classical machine learning [12][13] to deep learning, and within deep learning, methods like Auto Encoders (AE), Multi
Layer Perceptron (MLP) based deep-neural-networks \[14,15\] to recurrent-neural-networks (RNN) \[16\]. In the recent efforts, success has been achieved with different DL techniques like Deep Belief Networks \[15\] and Deep Neural Networks \[17\]. RNN and its variants like Echo State Networks \[16\] LSTM \[18\] and Gated Recurrent Unit \[19\] and combination of recurrent and convolutional neural networks \[20\] for supervised learning and classification. RNN based Auto-Encoders have also been used for feature generation for downstream supervised learning mechanism. Some of the work on RNN/ LSTM based models as discussed in \[18,19\] used a language representation of the malware as reflected in the extracted opcode sequences of the candidate file. In this, some of the salient features used for the malware detection by LSTM are the API call-sequences \[21\], system call-sequences \[22\] file-headers \[23\] and opcodes \[18\]. Such implementations have been used for the platforms viz. Windows Portable Executable (PE) \[6,23–25\], Android \[22,26\] and IoT devices \[27\], and the application of such techniques is targeted towards the detection of a specific malware \[21\] to identify the obfuscated malware \[28\].

In 2018, Jinpei Yan et. al. \[10\] used LSTM on opcode sequence-features and concluded that since opcode sequences are much longer than language representations, they may not work optimally for LSTM. In the works by \[18,27\], it has been found that LSTM with more number of layers work better for the malware detection. Also, \[29,30\] studied the application of LSTM for the malware-detection. But these studies are not on a benchmark dataset and hence could not be used for any comparison. Moreover the focus of their studies is not to explore the significance of hyper-parameter of LSTM as applied to malware-detection and \[30\] used very specific platform-based featured (Android permissions), which are not comparable to opcodes either in complexity or sequence-length. Hence, we understand that there exists the following gaps in the prior art that this paper intends to fill:

- No exhaustive work exists that identify the relative importance of different configurable architectural and hyper-parametric settings of LSTM for an IDS or even in security domain in general for any security related problem.
- Even outside of security domain, there exists no work to study the interaction effect of different hyper-parameters of an LSTM network.
- Also, as per our knowledge prior work exist that compares MLP-DNN based IDS directly with LSTM based IDS on a given benchmark dataset.
3 Long Short Term Memory and its Units

Long Short Term Memory is a type of RNN, and recently it become very popular to analyse the sequential data (e.g. text, speech, time-series, etc.). This is because, LSTM works on the sequence of input features to predict the next likely outcome. Typically an LSTM unit consists of a cell that has an input, output and a forget gate. These gates determine which information to learn, to remember or to forget across different steps in the sequence. Owing to this regulatory action of these gates, the LSTM cell is capable of remembering information over arbitrary time intervals, and therefore it is able to solve the basic problem that RNN suffers, i.e. Exploding and Vanishing Gradient problem. Because of these drawbacks the basic RNN is not able to effectively discover complex patterns in long sequences of data. The problem is similar to the classical MLP based DNN that had suffered before the advances were made in the activation function (Rectified Linear Unit).

Since LSTM unit has two type of memory states, namely the long-term memory and the short-term memory, hence, it is able to strike a better balance between information that influence the outcome in different subsequent lengths of forthcoming sequences and fades off at different rates. In LSTM the hidden-state vector $h_t \in \mathbb{R}^h$ at the sequence/time step ‘t’ is given as:

$$h_t = o_t \circ \sigma_h(c_t)$$  \hfill (1)

where, the symbol ‘$\circ$’ represents the Hadamard-Product [31] which is a form of an element-wise product. $\sigma_h$ is the hyperbolic-tangent function [32], and $o_t \in \mathbb{R}^h$ is the output gate’s state-vector for an input vector $x_t \in \mathbb{R}^d$ at step ‘t’ in the forward pass and is given as:

$$o_t = \sigma_g(W_o x_t + U_o h_{t-1} + b_o)$$  \hfill (2)

where, $W \in \mathbb{R}^{h \times d}$, and $U \in \mathbb{R}^{h \times h}$ represents the weight-matrices and, $c_t$ is the cell’s state-vector and can be given as:

$$c_t = f_t \circ c_{t-1} + i_t \circ \sigma_c(W_c x_t + U_c h_{t-1} + b_c)$$  \hfill (3)

Here, the cell state-vector uses the hyperbolic-tangent activation-function [33] represented by $\sigma_c$. The $i_t$ and $f_t \in \mathbb{R}^h$ are the input and forget gate’s state-vector at step ‘t’ respectively and can be given as:

$$i_t = \sigma_g(W_i x_t + U_f h_{t-1} + b_i)$$  \hfill (4)
\[ f_t = \sigma_g(W_f x_t + U_f h_{t-1} + b_f) \]  

(5)

In the above, \(b_o, b_c, b_i\) and \(b_f\) are the bias(es) of \(o_t, c_t, i_t\) and \(f_t\) respectively, and the forget, input and output gates uses the Sigmoid Activation function \(\sigma_g\). [33]

4 Dataset and its pre-processing

Figure 1 depicts the flow of the dataset pre-processing for the assessment of the importance of different hyper-parameters of LSTM and to investigate how relevant will be if instead of applying frequency opcode vector (using non-recurrent DL), opcode sequence-vector (using recurrent DL) is used for an IDS. For the experimental analysis we selected a standard and prominently used Malicia dataset [5] which is extensively used for the development of malware-detection models for Windows PE [14]. For the analysis, as we will also need benign Windows PE files. Hence, we collected 2,819 benign PE from different windows systems, including the Cygwin utility. To confirm that the collected benign PE were indeed benign, we cross-verified each PE using the virustotal.com file scanner services. From the collected 11,368 malicious PE from Malicia dataset and 2,819 benign PE, we were able to successfully disassemble 9,336 malicious and 2,607 benign files respectively (rest were discarded) using Unix’s objdump utility and then extracted the opcode sequence vector from the disassembled files.

Since to train the LSTM model, the sequence length of the entire batch has to be homogeneous [34], therefore to make the sequence-length (i.e., total-opcode count in each file) homogeneous for the analysis, first we computed the total-opcode-count in each file, and find that a maximum of 2,387,918 and 1,02,391 opcodes sequence-length are in a given malicious and benign file respectively. With so much heterogeneity in the opcode sequence-length between the two classes, it is challenging to determine the right sequence length to train the LSTM that optimally fits samples of both the classes. Additionally, we have to also reduce some malicious files to achieve balance between the sample size between the two classes. Therefore, to homogeneous and balance the sample size between the two classes, we studied (Fig. 2) the distribution of opcode sequence-lengths in malicious and benign file by dividing the entire opcode range in 100 bins, each of equal sized comprising a range of 2,387 opcode sequence-lengths. Since the variation in the number of files in each bin is very large, therefore instead of taking absolute frequency
(number of files in a bin), we have taken log of the occurrence of file in each bins. From the histogram (figure 2], we observe a long-tails in the distribution of malicious files sequence-length and a significant imbalance in the number of malicious and benign files in each bin. Also, we find that after 24th bin the number of benign PE are negligible. Hence, for the homogeneity and to strike a balance between the two classes we use inter-quartile range (IQR) for anomaly detection given as

$$\text{OpCodeThreshold}_M = Q2_M + 1.5 \times (Q3_M - Q1_M)$$ \hspace{1cm} (6)

$$\text{OpCodeThreshold}_B = Q2_B + 5.0 \times (Q3_B - Q1_B)$$ \hspace{1cm} (7)

separately for the malware and benign dataset by removing the files on the upper side of the median of the data. Here, Q1, Q2, and Q3 are the 1st, 2nd, and 3rd quartile of the ‘total-opcode-count’ distribution respectively, and $(Q3 - Q1)$ is the IQR [35]. In the above the IQR multiplier for malicious is kept as 1.5, but the IQR multiplier for benign has been made more conservative and kept as 5.0. This has been experimentally determined to achieve similar maximum sequence-lengths across the two classes. We use $Q2 + \text{multiplier} \times \text{IQR}$ instead of the standard $Q3 \pm \text{multiplier} \times \text{IQR}$ because histogram is right skewed and we want to remove the files on the upper side of the median only.
After correcting the skewness as above, we were left with 8,905 malicious PE and 2,599 benign PE, and 56,909 and 58,077 maximum opcode sequence-length in malicious and benign data set respectively, i.e. now the opcode sequence-length between the two classes are almost homogeneous. However, we are still left to attain homogeneity in the number of malicious and benign files in each bin. Therefore, in each selected bin we do random under-sampling (RUS) of the majority classes, and left with a total of 2,508 malicious and benign files. RUS is done because we do not want a negative impact on the distribution homogeneity and instead would prefer to impact it positively, we do a class balancing across these two classes individually in each of the 24 bins. The distribution of the remaining file across the different bins are shown in table 2.

Now, after pre-processing the dataset, we were left with 905 unique op-codes across all malicious and benign PE from the original 1,612 unique op-codes [14]. Therefore, for the experimental analysis, we made a opcode-set
Table 1: No. of malicious/benign PE in each bin. (M: Malware, B: Benign)

| Bin# | M/B | Bin# | M/B | Bin# | M/B |
|------|-----|------|-----|------|-----|
| 1    | 663 | 9    | 83  | 17   | 17  |
| 2    | 486 | 10   | 51  | 18   | 14  |
| 3    | 219 | 11   | 47  | 19   | 11  |
| 4    | 271 | 12   | 34  | 20   | 12  |
| 5    | 219 | 13   | 29  | 21   | 2   |
| 6    | 82  | 14   | 28  | 22   | 6   |
| 7    | 116 | 15   | 24  | 23   | 2   |
| 8    | 77  | 16   | 12  | 24   | 3   |

Table 2: No. of malicious/benign PE in each bin.

that contains 905 unique opcodes, and then map all the 905 unique opcodes to a contiguous sparse integer vector. Then we transform the opcode-sequence feature-vector obtained from the reduced dataset of each file by replacing the opcodes in the sequence vector with their respective integer-index from the opcode-integer mapping set.

5 Experimental setup and configurations

Figure 3: Process flow of the experimental analysis.

Figure 3 shows a brief approach of the our investigation. For the experimental analysis first the pre-processed data set has been assigned with Boolean flag [0, 1] for each opcode sequence vector (0 for benign and 1 for malicious file), then we split the dataset into training (70%) and test
set (30%) as a common resource for all the experiments to nullify the bias. Next, for each experiment we determine the configuration to be tested. This configuration comprises of a combination of hyper-parameter values/levels from the set of hyper-parameters for which the importance has to be investigated. The hyper-parameters could be divided into two parts, i.e. the model-configuration parameters and training-configuration parameters. The model-configuration parameters determine the design of the model, and need to be applied before the model is compiled for training. The training-hyper-parameters on the other hand determine the training conditions with respect to the input data size and iterations. Once the model is defined as per the selected model-configuration-parameters (individual hyper-parameter levels except training hyper-parameters), the model is compiled so that the computation could be optimized and frozen for the training. Then input is fed to the model as per the training-hyper-parameters. At the end of each epoch and after determining the number of training epochs, the model is evaluated on the test dataset, and losses on this dataset is computed as validation loss (binary cross-entropy loss). Since accuracy and false positive rate are a function of the probability based class cut-offs for a given model, hence are not directly comparable across different models. Therefore we compare the models on the basis of their loss on validation dataset. The loss is further standardized to avoid any bias. Additionally we compute range and standardized-variance for comparing standardized-loss across hyper-parameters and range for comparing different levels of a single hyper-parameter as measures of dispersion. The LSTM network has been investigated with different number of LSTM layers, \( N_{\text{layers}} \in \{1, 2, 3, 4\} \). For all LSTM layers we altered the number of LSTM units, \( N_{\text{units}} \in \{32, 64, 128\} \), and also the drop-out ratio, \( R_{\text{dropout}} \in \{0.0, 0.1, 0.2, 0.3\} \). The drop-out ratio indicates the proportion of nodes that are rendered inactive during a forward-pass during training, and provides regularization like effect to avoid over-fitting in DL. A drop-out ratio of 0.0 indicates no drop-out. Irrespective of the drop-out ratio, all nodes remain active during the validation forward-pass.

As shown in the architecture of the LSTM network (figure\[4\]), there are two types of dropout parameters in LSTM, first is the dropout for the connection that goes out of an LSTM layer to another layer that succeeds it, second if the dropout of the recurrent connections that goes to the next sequence in the same layer. We altered both the dropout ratio simultaneously setting them to \( R_{\text{dropout}} \). The activation function for output to next layer, \( Activation_{\text{LSTM}} \); and that for the recurrent connection, \( Activation_{\text{recurrent}} \);
has been kept as $tanh$, and $sigmoid$ respectively in all the experiments. The first LSTM layer is preceded by an embedding layer to reduce the dimensionality to eliminate the sparsity in the sequence input. The mapped opcode sequence goes into the embedding layer and gets transformed into dense lower-dimensional representation, which then goes inside the LSTM. We vary the number of units, $N_{embedding} \in \{16, 32, 64, 129\}$, in the embedding layer, to alter the dimensionality of the dense representation output from this embedding layer. Since LSTM require a fixed input-sequence/ padding length \[34\], therefore we pad/trim the opcode input sequence before submitting them to the network after mapping it to different percentiles of the opcode sequence-length series of all the files instead of using arbitrary padding length. We vary the $L_{padding}$ to $25^{th}$, $50^{th}$, $75^{th}$, and $100^{th}$ percentile. Henceforth, these are prefixed with character $P$, e.g., $P_{25}$ represents $L_{padding}$ equal to the $25^{th}$ percentile of the sequence-length series.

As LSTM layers are succeeded by two dense/ fully-connected (FC) layers. Therefore, first FC layer has 256 units and $ReLU$ activation, and the second has only one unit which is used to generate probability of the input

Figure 4: Architecture of the LSTM network for different configurations.
sequence representing a malicious PE. For binary classification, this layer had a sigmoid activation and binary-cross-entropy loss. To minimize the network loss we used either Adam or RMSprop optimizers, which are some of the most popular optimizers used in DL [33]. Now the opcode sequences from multiple PE were submitted together in batches. Each opcode sequence from a PE represents one record in the batch, and for a given batch size, $B_{size} \in \{64, 128, 256, 512, 1024\}$, the iterations per epoch is determined as $\lceil \frac{N_{PE}}{B_{size}} \rceil$. Since the objective of the paper is not to develop a fully trained IDS, but to evaluate the configurations, therefore the training was repeated only for $N_{epochs} = 5$ epochs for all configuration, and the configurations were not trained till convergence. We conducted the experiments on Nvidia K80 GPGPU, which has a memory limitation of 24 GB, therefore configurations with a combination of hyper-parameters simultaneously involving higher $\{B_{size}, L_{padding}, N_{embedding}, N_{units}, N_{layers}\}$ could not tested. The training has been conducted using single-precision to include configurations with larger memory footprint to avoid bias.

6 Results and Discussion

Of all the permissible combinations of the different levels of all the hyper-parameters, 149 configurations were found to be either suitable/feasible for investigation. Therefore, 149 configurations were experimented/trained and the obtained results of these configurations ($N_c$) are shown in figure 5. For each hyper-parameter ($H$) we compute the mean of standardized (binary cross-entropy) loss, $L^s$ across all the configurations ($C$) such that for particular level ($H_L = L$) of the given hyper-parameter shall be observed ($L^s_{H_L = L}$), and can be represented by the equations

$$L^s = \frac{L_C - \bar{L}_C}{\sigma_{L_C}}$$  \hspace{1cm} (8)

$$L^s_{H_L = L} = \mathbb{E}_{(N_C|H_L = L)}(L^s|H_L = L)$$  \hspace{1cm} (9)

For a hyper-parameter to be influential for a particular problem, for at least some of its level, it should be capable to minimize the mean-standardized-loss. This is the primary criteria for ascertaining any hyper-parameter to be important, changing the levels of that parameter should significantly alter the $L^s$. If the $L^s$ is low for a given level of a hyper-parameter, altering it
does not alter the $L^s$, then the low $L^s$ could also be due to the interaction effect of different hyper-parameter.

From the analysis (figure 5) we observe that at $B_{size} = 512$, the mean loss was least, followed by $B_{size} = 1024$. But since $L^s_{B_{size}=1024}$ is slightly higher than $L^s_{B_{size}=512}$, we can infer that $N_{epochs} = 5$ are not sufficient to significantly reduce the loss in the reduced $N_{iteration}$ resulting from higher $B_{size}$. We also find that $B_{size}$ demonstrate the highest dispersion. With this we infer that for long and complex-sequence analysis as in the case of opcode sequences, batch-size is the most important hyper-parameter.

To determine the relative importance of the remaining parameters is not very straightforward. This is due to interaction effect from hyper-parameters of higher importance. Therefore, to analyse the relative importance of the next set variables, we control the effects of $B_{size}$, and conduct the analysis in configurations $C|B_{size} = 512$ and the obtained result is shown in figure 6. We find that arg min$(L^s)$ is attained for the hyper-parameter $R_{dropout}$, but highest range (dispersion) is demonstrated across the different levels of hyper-parameter $L_{padding}$. Since arg min$(L^s)$ is the primary criterion, we can say that $R_{dropout}$ is the second most important hyper-parameter. This could also be ascertained by controlling the third parameter (figure 7) and then observing the effects of $R_{dropout}$ and $L_{padding}$. Analysis shows that $L^s$ conditioned-on/ controlled-for both $B_{size} = 512$, $L_{padding} = P_{25}$, and confirms the earlier inference that $R_{dropout}$ is the second most important hyper-parameter after $B_{size}$.

Next, we determine the level at which the parameter $R_{dropout}$ generates the lowest mean-standardized-loss, and the results obtained is shown in figure 8. We find that $L^s$ conditioned-on $B_{size} = 512$, $N_{embedding} = 16$, which confirms the fact that arg min $L^s$ is at $R_{dropout} = 0.2$. Interestingly it also shows that arg min$(L^s|H = L_{padding})$ is not at $L_{padding} = P_{25}$ as seen in figure 6.

Now, for the third most important hyper-parameter $L_{padding}$ we determine the level at which it generates the lowest mean-standardized-loss, and the results obtained is shown Figure 9 which shows that $L^s$ conditioned-on $B_{size} = 512$, $R_{dropout} = 0.2$, and also confirms the fact that arg min$(L^s|H = L_{padding})$ is at $L_{padding} = P_{50}$.

The complete results of a sample configuration with hyper-parameters and their respective levels/ values as discussed in table 3 is given in the table 4. Finally, to understand the relevance of LSTM for IDS, a result obtained by Sewak et. al. is given in the table 5 [14]. They had achieved very high accuracy by using Auto-Encoders and DNN in on opcode frequency-vector
on the same dataset. Though these configurations are trained for $N_{epochs} = 120 \ (B_{size} = 64)$, and the LSTM ones are trained for just $N_{epochs} = 5$, but the huge gap in accuracy indicates the fact that the opcode sequence-vector obtained from the dataset is too complex to compete with the simpler frequency-vector. Also, the patterns across the combinations of opcodes that may lead to the detection of malicious intent may have patterns which could not be easily learn from the dataset.

Table 3: LSTM configuration with selected hyper-parameters and their respective levels

| Parameter     | Value | Parameter     | Value |
|---------------|-------|---------------|-------|
| $N_{embedding}$ | 16    | $N_{layers}$  | 1     |
| $L_{padding}$  | $P_{25}$ | $N_{units}$   | 32    |
| optimizer alg  | adam  | $\beta_{LSTM}$ dropout | 0.2   |
| $B_{size}$     | 512   | $\beta_{Recurrent dropout}$ | 0.2  |

Table 4: Performance metrics for the configuration in Table 3

| Metric               | Score |
|----------------------|-------|
| Training Loss        | 0.6928|
| Training Accuracy    | 0.5117|
| Validation Loss      | 0.6929|
| Validation Accuracy  | 0.5117|

Table 5: Performance with different combinations of AE and DNN

| DNN     | AE       | Accuracy | AE       | Accuracy |
|---------|----------|----------|----------|----------|
| 2L-DNN  | 1L-AE    | 96.95    | 3L-AE    | 97.16    |
| 4L-DNN  | 1L-AE    | 96.25    | 3L-AE    | 99.21    |
| 7L-DNN  | 1L-AE    | 98.99    | 3L-AE    | 93.60    |

7 Conclusion

We conducted $\approx 150$ experiments to investigate the relative importance (main effect) and the interaction-effect of different levels of various hyper-parameter covariates of an LSTM network viz. sequence/ padding length,
embedding size, No. of LSTM layers, size of an LSTM layer, dropout ratio, batch-size, and optimizer algorithm for developing an effective AI based IDS. For this purpose, we used the opcode sequence features from the benchmark Malicia malware dataset. Careful analysis of the results from these experiments also indicates that there are significant interaction-effects amongst the different levels of various parameter covariates and the standard linear mechanism for hyper-parameter level selection is not optimal. Therefore, we also proposed an improved way by empirically controlling the overall importance of hyper-parameters with hierarchical selection ordered based on their main effect. From the results we found that the batch-size is one of the most important hyper-parameters that effects the selection of other parameters. Using our proposed methodology, we also concluded that the second and the third most influential parameter are the dropout ratio, and the padding length, followed by embedding length. These results are significant, because for LSTM networks as used for language-models, the focus had mostly been on increasing the number of layers to generate richer insights from text. Our work also validates that the inherent differences between opcode sequence and (word sequence) language is far from trivial from a perspective of porting of deep learning models and the assessment of their hyper-parameter importance. We also compared the LSTM based IDS results to that obtained from the training of AE and DNN configuration which use (non-recurrent) opcode frequency-vector (instead of recurrent opcode sequence-vector) from the same benchmark dataset [5] and found that the various configurations used in our experiments did not produce a superior result. Therefore, we also inferred that for this dataset a recurrent DL architecture like the LSTM is not superior to non-recurrent DL architecture like the ML-DNN. This is a very significant finding, as often LSTMs as used in language-models, mostly outperform any algorithm that is based on non-sequential (and hence non-recurrent) representation of language, e.g., bag-of-words approach. This could be due to multiple reasons; the most obvious of them seems to be the exponentially longer sequence of opcodes as compared to sequence of tokens/words in a sentence/document, and due to the complex representation of malicious patterns within opcodes as compared to the representation of underlying meaning/concepts in the sequence of language tokens. However, since opcode sequence are more complex than a sequence of language tokens, more records for different combination of levels across all evaluated parameters may help to further stabilize the results. Therefore, we plan to explore it more with a larger malware dataset.
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