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Abstract—3D data that contains rich geometry information of objects and scenes is valuable for understanding 3D physical world. With the recent emergence of large-scale 3D datasets, it becomes increasingly crucial to have a powerful 3D generative model for 3D shape synthesis and analysis. This paper proposes a deep 3D energy-based model to represent volumetric shapes. The maximum likelihood training of the model follows an “analysis by synthesis” scheme. The benefits of the proposed model are six-fold: first, unlike GANs and VAEs, the model training does not rely on any auxiliary models; second, the model can synthesize realistic 3D shapes by Markov chain Monte Carlo (MCMC); third, the conditional model can be applied to 3D object recovery and super resolution; fourth, the model can serve as a building block in a multi-grid modeling and sampling framework for high resolution 3D shape synthesis; fifth, the model can be used to train a 3D generator via MCMC teaching; sixth, the unsupervisedly trained model provides a powerful feature extractor for 3D data, which is useful for 3D object classification. Experiments demonstrate that the proposed model can generate high-quality 3D shape patterns and can be useful for a wide variety of 3D shape analysis.
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1 INTRODUCTION

1.1 Background and motivation

Understanding 3D world is a core mission of computer vision as many vision-based perception systems in a wide range of real-world application scenarios, such as autonomous navigation [1], home robotics [2], and augmented/virtual reality [3]. [4], immensely rely on the ability to accurately parse, reconstruct and interact with the physical 3D environment, as well as the ability to simultaneously detect, recognize, reason, and predict the behaviors of agents within the 3D environment. The rapid innovations and advancements in 3D sensing technologies, especially 3D data acquisition devices (e.g., structured-light 3D scanners [5] and time-of-flight cameras [6]), as well as the recent emergence of large-scale 3D datasets (e.g., NYU depth [7], SUN3D [8], SUN RGB-D [9], ModelNet [10], and ShapeNet [11]), have tremendously facilitated the accessibility of 3D data. With full geometry information of the 3D sensed objects and scenes, some computer vision tasks, such as classification, localization, segmentation, and alignment, will become much easier than in 2D image space, therefore 3D data is a very useful and valuable asset in the field of computer vision. The amazing success of deep learning models along with the increased availability of 3D data have been encouraging the computer vision community to investigate the generalization of deep learning technologies to 3D data.

There exist various types of representations of 3D data, such as multi-view data, RGB-D data, volumetric data, 3D point clouds, and 3D meshes. Different types of 3D representations may have different data structures and geometric properties [12]. In this paper, we only focus on volumetric representation of 3D shape, where each 3D object is characterized as a regular voxel grid in the three-dimensional space. The value of a voxel represents opacity on a scale of [0, 1], with 0 indicating “fully transparent” and 1 indicating “fully opaque”.

1.2 Statistical models of 3D volumetric shapes

Recently, some interesting attempts [13], [14], [15] have been made on object recognition and synthesis based on volumetric 3D shape data. From the perspective of statistical modeling, the existing 3D models can be grouped into two main categories: (1) 3D discriminators, such as VoxelNet [16], which aim to learn a mapping from 3D voxel input to semantic labels for the purpose of 3D object classification and recognition, and (2) 3D generators, such as 3D-GAN [17], which are in the form of latent variable models that assume that the 3D voxel signals are generated by some latent variables. The training of discriminators usually relies on big data with annotations and is accomplished by a direct minimization of the prediction errors, while the training of the generators learns a mapping from the latent space to 3D voxel data space.

The generator model, while useful for synthesizing 3D shape patterns, involves a challenging inference step (i.e., sampling from the posterior distribution) in maximum likelihood learning, therefore variational inference [18] and adversarial learning [17], [19], [20] methods are commonly used, where an extra network is incorporated into the learning algorithm to get around the difficulty of the posterior inference.
The past few years have witnessed impressive progress on developing discriminator models and generator models for 3D shape data, however, there has not been much work in the literature on modeling 3D shape data based on energy-based models. The training of the proposed model via maximum likelihood estimation follows an “analysis by synthesis” scheme [23], where, within each iteration of the learning algorithm, we synthesize examples by Markov chain Monte Carlo (MCMC) sampling method, and then update the model parameters based on the difference between the observed training examples and the synthesized examples. This process can be interpreted as an alternating mode seeking and mode shifting process.

Different from the variational inference or adversarial learning, the proposed model does not need to incorporate an extra inference network or an adversarial discriminator in the learning process. The learning and sampling processes are guided by the same set of parameters of a single model, which makes it a particularly natural and statistically rigorous framework for probabilistic 3D shape modeling.

Modeling 3D shape data by a probability density function provides distinctive advantages: First, it is able to synthesize realistic 3D shape patterns by sampling examples from the distribution via MCMC, such as Langevin dynamics [24]. Second, the model can be modified to be a conditional model, which is useful for 3D object recovery and 3D object super resolution. Specifically, a conditional probability density function that maps the corrupted (or low resolution) 3D object to the recovered (or high resolution) 3D object is trained, and then the 3D recovery (or 3D super resolution) can be achieved by sampling from the learned conditional distribution given the corrupted or low resolution 3D object as the conditional input. Third, the model can be used in a cooperative training scheme [25], as opposed to adversarial training and variational inference, to train a 3D generator model via MCMC teaching. The training of 3D generator in such a scheme is stable and does not encounter mode collapse issue. Fourth, the model can be used in a multi-grid modeling and sampling framework [26] for high resolution 3D synthesis. Fifth, the model is useful for semi-supervised learning. After learning the model from unlabeled data, the learned features can be used to train a classifier on the labeled data.

We show that the proposed energy-based generative VoxelNet can be used to synthesize realistic 3D shape patterns, and its conditional version is useful for 3D object recovery and 3D object super resolution. The multi-grid modeling and sampling of the generative VoxelNet can generate high resolution 3D patterns. The 3D generator trained by the generative VoxelNet in a cooperative scheme carries semantic information about 3D objects. The feature maps trained by the generative VoxelNet in an unsupervised manner are useful for 3D object classification.

1.4 Related work

3D object synthesis. Researchers in the fields of graphics and vision have studied the 3D object synthesis problems [27], [28], [29], [30], [31]. For example, component-based 3D object synthesis methods, e.g., [29] and [30], propose to use a graphical model for individual 3D objects that encodes semantic and geometric relationships among shape components. These models can be trained on a given collection of 3D shapes and then used to generate new objects by recombining the training object components. [31] proposes a set evolution method to evolve a set of diverse objects to fit user’s preference for generating sets of 3D novel shapes. However, most of these object synthesis methods are nonparametric and based on meshes or skeletons, and they generate new patterns by retrieving and merging parts from an existing CAD database. The rapid development of generative models has also enabled researchers to utilize parametric model-based approaches, such as [10], [17], [32], [33], [34], [35], [36], [37], for 3D object synthesis. Our framework represents voxelized 3D objects by proposing an energy-based model, which is a parametric probability distribution defined on the 3D shape domain. The model can learn from a repository of 3D shapes. 3D object synthesis can be achieved by running MCMC, such as Langevin dynamics, to draw samples from the learned model, without borrowing components from the training shape repository. Since the space of the 3D shapes is of high dimension, the MCMC-based synthesis is very challenging, but conceptually novel.

Deep learning for volumetric data. Recently, the vision community has witnessed the success of deep learning, and researchers have used the models in the field of deep learning for the sake of voxel-based object synthesis and analysis. For example, 3D ShapeNets [10] represents a 3D volumetric shape by a probability distribution of binary variables on a 3D voxel grid, using a convolutional deep belief network. [16] and [15] adopt a supervised volumetric ConvNet for 3D object recognition. [17] proposes the 3D deep convolutional generative adversarial net (3D-GAN) to synthesize 3D objects by leveraging 3D voxel ConvNets (VoxelNets) and generative adversarial nets (GANs). [32] proposes a deep convolutional decoder that can generate high resolution 3D volumetric shapes in a computationally efficient way by using an octree representation. Building on the early work of [38], recently [39], [40], [41] have developed an introspective learning method to learn the energy-based model, where the energy function is discriminatively learned. A 3D version of Introspective Neural Networks for 3D volumetric shape modeling is studied in [36]. Our 3D model is also powered by the VoxelNets. It incorporates a bottom-up VoxelNet that captures volumetric feature statistics of the 3D shapes for defining the probability density of shape in the 3D voxel grid, and learns the parameters of the VoxelNet by an “analysis by synthesis” scheme.

Energy-based models for synthesis. The energy-based model specifies a probability distribution of the signal, which is based on an energy function that extracts some descriptive feature
We refer readers to [46] for a comprehensive tutorial on FRAME VoxelNet for 3D volumetric shape patterns. We call the model the view images. Besides, researchers also directly design end-to-end 3D ShapeNets are discriminatively fine-tuned with class labels for network from 3D volumetric shapes. The features learned from class labels. 3D ShapeNets [10] trains a convolutional deep belief network along with the learned models. [16] proposes a 3D volumetric ConvNet for 3D shapes by applying standard 2D ConvNet to their panoramic images. For example, [57] proposes to covert 3D shapes into geometry images, on which standard 2D ConvNet is directly adopted for classification. [58] proposes a 3D Wasserstein introspective neural network, and trains a linear SVM on top of the features extracted from the model. Our paper also learns generative features for 3D classification. The major difference between ours and those mentioned above is that our features are extracted by the bottom-up energy function of the energy-based model, which is parameterized by a VoxelNet, and trained via MCMC-based maximum likelihood estimation.

1.5 Contributions

1. We propose a 3D deep energy-based model that we call generative VoxelNet to model 3D voxel patterns by combining the 3D voxel ConvNets [16] and the energy-based generative ConvNets [47]. The proposed model provides an explicit probability distribution defined on the 3D voxel grid, and its training does not rely on any auxiliary models. 2. For theoretical understanding, we present a mode seeking and mode shifting interpretation of the “analysis by synthesis” learning process of the model, and an adversarial interpretation of the zero temperature limit of the learning process. 3. We propose a conditional learning framework based on the proposed 3D energy-based model for recovery tasks, such as 3D shape super resolution and 3D object recovery. 4. We propose metrics that can be useful for evaluating 3D generative models. 5. We propose a multi-grid energy-based modeling and sampling framework for high resolution 3D volumetric shape synthesis. 6. A 3D cooperative training scheme is provided as an alternative to the adversarial learning method or the variational inference approach to train 3D generators. 7. The proposed model outperforms the other unsupervised baseline 3D models for volumetric data (e.g., 3D-VAE, 3D-GAN, and 3D-WINN), and obtains state-of-the-art performance in terms of both synthesis quality and classification accuracy.

1.6 Organization

The rest of this paper is structured as follows. In section 2 we first propose a deep energy-based model for 3D volumetric object patterns that we call the generative VoxelNet, by leveraging previous advances on 3D voxel convolutional networks [16] and the energy-based generative ConvNets [47]. We then present an interpretation of the learning process of the model by explaining it as a mode seeking and mode shifting dynamics. Section 3 presents a conditional version of the generative VoxelNet model for 3D shape recovery. Section 4 describes a multi-grid energy-based modeling and sampling strategy for high resolution 3D volumetric shape synthesis. In section 5 we show how to learn a top-down ConvNet (3D generator) as a sampler simultaneously with the generative VoxelNet, so that (1) the MCMC simulation of the generative VoxelNet can be initialized by the learned sampler, and (2) the 3D generator can be trained by the generative VoxelNet via MCMC teaching. Section 6 presents extensive qualitative and quantitative experiments to evaluate the proposed models.

2 Energy-based generative VoxelNet

2.1 Probability density for 3D volumetric shapes

Let be a 3D volumetric shape defined on the 3D voxel grid. The generative VoxelNet model is a 3D deep convolutional energy-
The model defined on $Y$, which is in the form of exponential tilting of a reference distribution \[47]:
\[ p(Y; \theta) = \frac{1}{Z(\theta)} \exp \{f(Y; \theta)\} p_0(Y), \tag{1} \]

where $p_0(Y)$ is the distribution such as Gaussian white noise model, i.e., $p_0(Y) \propto \exp (-\|Y\|^2/2s^2)$ (Standard deviation $s$ is a hyperparameter. We shall set $s = 0.5$). $f(Y; \theta)$ is the scoring function mapping $Y$ to a scalar by a bottom-up 3D voxel convolutional neural network (VoxelNet) that is a composition of $L_f$ layers of 3D volumetric convolutions, subsamplings, and non-linear rectifications (e.g., Rectified Linear Unit (ReLU) \[63\]), as illustrated by the following diagram:

\[ Y \rightarrow h^{(1)} \rightarrow \cdots h^{(l-1)} \rightarrow h^{(l)} \rightarrow \cdots h^{(L_f)} \rightarrow f(Y; \theta), \]

where $h^{(l)}$ is the hidden output computed recursively by performing 3D convolution on $h^{(l-1)}$ followed by ReLUs. All the weight and bias parameters in this 3D ConvNet $f$ are denoted by $\theta$. The analytically intractable normalizing constant $Z(\theta) = \int \exp \{f(Y; \theta)\} p_0(Y) dY$ is used to reduce the unnormalized density function to a probability density function with total probability of one. The generative VoxelNet model $p(Y; \theta)$ defines explicit log-likelihood via $f(Y; \theta)$.

$p(Y; \theta)$ can be written in the form of an energy-based model, i.e.,
\[ p(Y; \theta) = \frac{1}{Z(\theta)} \exp \{-\mathcal{E}(Y; \theta)\}. \]

The energy function is
\[ \mathcal{E}(Y; \theta) = \frac{\|Y\|^2}{2s^2} - f(Y; \theta). \tag{2} \]

We may also take $p_0(Y)$ as uniform distribution within a bounded range, then $\mathcal{E}(Y; \theta) = -f(Y; \theta)$. In this paper, we only consider using Gaussian distribution for the reference distribution $p_0(Y)$. The full potential of the energy-based model lies in the structure of the energy landscape defined by $\mathcal{E}(Y; \theta)$, which maps each of the observed examples to an energy value. This energy value serves as a measure of the “goodness” of a configuration of the input variable $Y$. A well trained model should assign lower energy values (i.e., high probabilities) to the observed examples than the unobserved examples. If the training data are highly varied, the learned energy landscape is likely to be multimodal. The local energy minima satisfy the Hopfield auto-encoder \[47\],
\[ \frac{Y}{s^2} = \frac{\partial}{\partial Y} f(Y; \theta), \tag{3} \]

where $\frac{\partial}{\partial Y} f(Y; \theta)$ can be computed by feed forward computation (bottom-up encoding process) and back-propagation (top-down decoding process). Such a model can be used for associative memory \[64\], where given an incomplete, occluded, or corrupted memory (i.e., data in the high energy regions), diffusion along the energy manifold starting from the high energy memory can gradually recover the missing memory until it arrives at the low energy regions.

### 2.2 Analysis by synthesis

The maximum likelihood estimation (MLE) of the energy-based generative VoxelNet follows an “analysis by synthesis” scheme. Suppose we observe 3D training examples $\{Y_i, i = 1, ..., n\}$ from an unknown data distribution $P_{data}(Y)$. The MLE seeks to find $\theta$ to maximize the log-likelihood function

\[ L(\theta) = \frac{1}{n} \sum_{i=1}^{n} \log p(Y_i; \theta). \tag{4} \]

The gradient of the $L(\theta)$ with respect to $\theta$ is

\[ L'(\theta) = \frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \theta} f(Y_i; \theta) - E_\theta \left[ \frac{\partial}{\partial \theta} f(Y; \theta) \right]. \tag{5} \]

where $E_\theta$ denotes the expectation with respect to $p(Y; \theta)$. The expectation term in equation \[5\] is due to $\frac{\partial}{\partial \theta} \log Z(\theta) = E_\theta \left[ \frac{\partial}{\partial \theta} f(Y; \theta) \right]$, which is analytically intractable and has to be approximated by MCMC, such as Langevin dynamics, which iterates the following step:

\[ Y_{\tau+\Delta\tau} = Y_{\tau} - \frac{\Delta\tau}{2} \frac{\partial}{\partial Y} \mathcal{E}(Y_{\tau}; \theta) + \sqrt{\Delta\tau} \epsilon, \]

where $\tau$ indexes the time steps of the Langevin dynamics, $\Delta\tau$ is the discretized step size, and $\epsilon_t \sim \mathcal{N}(0, I)$ is the Gaussian white noise term. The Langevin dynamics consists of a deterministic part, which is a gradient descent on the landscape defined by $\mathcal{E}(Y; \theta)$, and a stochastic part, which is a Brownian motion that helps the chain to escape spurious local minima of the energy $\mathcal{E}(Y; \theta)$. A metastable-Hastings step can be added to correct for the finiteness of $\Delta\tau$. Comparing with Gibbs sampling which does not take into account the landscape geometry, the gradient-based Langevin sampling converges quickly and is computationally feasible.

Suppose we draw $\tilde{n}$ samples $\{Y_i, i = 1, ..., \tilde{n}\}$ from the distribution $p(Y; \theta)$ by running $\tilde{n}$ parallel chains of Langevin dynamics according to \[6\]. The gradient of the log-likelihood $L(\theta)$ can be approximated by

\[ L'(\theta) \approx \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} \frac{\partial}{\partial \theta} f(Y_i; \theta) - \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} \frac{\partial}{\partial \theta} f(\tilde{Y}_i; \theta), \tag{7} \]

which is the difference between the observed examples and the synthesized examples. The above equation leads to the “analysis by synthesis” learning scheme. At $t$-th iteration, we sample $Y_i \sim p(Y; \theta^{(t)})$ for $i = 1, ..., \tilde{n}$, then we update the model parameters via $\theta^{(t+1)} = \theta^{(t)} + \gamma_t L'(\theta^{(t)})$, where $\gamma_t$ is the learning rate.

If the sample size $\tilde{n}$ is large, the maximum likelihood estimator is equivalent to minimizing $\text{KL}(P_{data}(Y) \mid \mid p(Y; \theta))$, the Kullback-Leibler (KL) divergence from the data distribution $P_{data}(Y)$ to the model distribution $p(Y; \theta)$. That is,

\[ \min_\theta \text{KL}(P_{data}(Y) \mid \mid p(Y; \theta)) = \min_\theta \left\{ E_{P_{data}}[\log p_{data}(Y)] - E_{P_{data}}[\log p(Y; \theta)] \right\} \]

\[ = \max_\theta E_{P_{data}}[\log p(Y; \theta)] \approx \max_\theta \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} \log p(Y_i; \theta) \tag{8} \]

### 2.3 Mode seeking and mode shifting

The $f(Y; \theta)$ or equivalently the energy function $\mathcal{E}(Y; \theta)$ parameterized by the VoxelNet can be flexible enough to create many local modes to fit $P_{data}$ that is likely to be highly multimodal. The energy function is reshaped by the “analysis by synthesis” learning algorithm in order to put lower energy values on the observed examples than the unobserved examples. This process can be interpreted as density shifting or mode shifting. We can rewrite equation \[7\] in the form of

\[ L'(\theta) \approx \frac{\partial}{\partial \theta} \left[ \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} \mathcal{E}(Y_i; \theta) - \frac{1}{n} \sum_{i=1}^{n} \mathcal{E}(Y_i; \theta) \right]. \tag{9} \]
We define a value function
\[ V(\{\tilde{Y}_i\}; \theta) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{E}(\tilde{Y}_i; \theta) - \frac{1}{n} \sum_{i=1}^{n} \mathcal{E}(Y_i; \theta). \] (10)

The equation (9) reveals that the gradient of the log-likelihood \( L(\theta) \) coincides with the gradient of \( V \).

The sampling step in (6) can be interpreted as mode seeking, by finding low energy modes or high probability modes in the landscape defined by \( \mathcal{E}(Y; \theta) \) via stochastic gradient descent (Langevin dynamics) and placing the synthesized examples around the modes, so that \( \frac{1}{n} \sum_{i=1}^{n} \mathcal{E}(\tilde{Y}_i; \theta) \) tends to be low. It seeks to decrease \( V \).

The learning step can be interpreted as mode shifting (as well as mode creating and mode sharpening) by shifting the low energy modes from the synthesized examples \( \{\tilde{Y}_i\} \) toward the observed examples \( \{Y_i\} \) by modifying the energy function \( \mathcal{E}(Y; \theta) \) in order to increase the difference between the synthesized statistics and the observed statistics, i.e., \( \frac{1}{n} \sum_{i=1}^{n} \mathcal{E}(\tilde{Y}_i; \theta) - \frac{1}{n} \sum_{i=1}^{n} \mathcal{E}(Y_i; \theta) \).

Even though the learning and sampling algorithm creates and shifts the modes of the energy landscape to the observed examples, there might be still numerous major modes that are not occupied by the observed examples, and these modes represent new examples that are considered similar to the observed examples. Accessing these modes corresponds to synthesizing new examples. While the maximum likelihood learning matches the average statistical properties between model and observed data, the ConvNet \( f(Y; \theta) \) is sufficiently flexible and expressive to create modes to encode the highly varied 3D patterns. An illustration of mode seeking and mode shifting is presented in Figure 1. The training algorithm of the generative VoxelNet is presented in Algorithm 1.

**Algorithm 1 Generative VoxelNet**

**Input:**
1. (1) 3D training data \( \{Y_i, i = 1, ..., n\} \);
2. (2) the number of Langevin steps \( K \);
3. (3) the number of learning iterations \( T \).

**Output:**
1. (1) estimated parameters \( \theta_t \);
2. (2) synthesized examples \( \{\tilde{Y}_i, i = 1, ..., \tilde{n}\} \).

1. Let \( t \leftarrow 0 \), randomly initialize \( \theta(1) \) and \( \{\tilde{Y}_i, i = 1, ..., \tilde{n}\} \) with Gaussian noise.
2. repeat
3. Mode seeking: For each \( i \), run \( K \) steps of Langevin updates to revise \( \tilde{Y}_i \), i.e., starting from the current \( \tilde{Y}_i \), each step follows equation (6).
4. Mode shifting: Update \( \theta^{(t+1)} = \theta^{(t)} + \gamma_t L'(\theta^{(t)}) \), with learning rate \( \gamma_t \), where \( L'(\theta^{(t)}) \) is computed according to equation (7).
5. Let \( t \leftarrow t + 1 \)
6. until \( t = T \)

2.4 Alternating back-propagation

Both mode seeking (sampling) and mode shifting (learning) steps involve the derivatives of \( f(Y; \theta) \) with respect to \( Y \) and \( \theta \) respectively. Both derivatives can be computed efficiently by back-propagation, and share most of their steps. Specifically, for the bottom-up ConvNet structure \( f(Y; \theta) \), the chain rule computation of \( \partial h^{(l)}/\partial h^{(l-1)} \) for \( l = 1, ..., L \) is shared in calculating \( \partial f(Y; \theta)/\partial Y \) and \( \partial f(Y; \theta)/\partial \theta \) in terms of coding. The algorithm is thus in the form of alternating back-propagation that iterates the following two steps: (1) Sampling back-propagation: Revise the synthesized examples by Langevin dynamics or gradient descent. (2) Learning back-propagation: Update the model parameters given the synthesized and the observed examples by gradient ascent.

2.5 Zero temperature limit

For notation simplicity, let \( p_\theta \) be the model distribution, and let \( p_\tau \) be the distribution of \( Y_\tau \) of the Langevin dynamics, then \( KL(p_\tau \mid \mid p_\theta) \) decreases to zero monotonically over \( \tau \) according to the second law of thermodynamics \([65]\). In other words, the Langevin dynamics implements a variational approximation to \( p_\theta \) with \( p_\tau \), i.e.,

\[ KL(p_\tau \mid \mid p_\theta) = -\text{entropy}(p_\tau) + E_{p_\tau}[\mathcal{E}(Y_\tau; \theta)] + \log Z(\theta). \]

The gradient descent part of the Langevin dynamics reduces the energy \( E_{\tau}[\mathcal{E}(Y_\tau; \theta)] \), while the noise term of the Langevin dynamics increases the entropy of \( p_\tau \).

We can add a temperature term to the model \( p_T(Y; \theta) = \exp(-\mathcal{E}(Y; \theta)/T)/Z_T(\theta) \), where the original model corresponds to \( T = 1 \). At zero temperature limit as \( T \to 0 \), the Langevin sampling will become gradient descent where the noise term diminishes in comparison to the gradient descent term. The resulting algorithm approximately solves the minimax problem

\[ \max_{\theta} \min_{\{Y_i\}} V(\{\tilde{Y}_i\}; \theta), \quad (11) \]

with \( \tilde{Y}_i \) initialized from an initial distribution and approaching local modes of \( V \). We can regularize either the diversity of \( \{Y_i\} \) or the smoothness of \( \mathcal{E}(Y; \theta) \). This is an adversarial interpretation of the
learning algorithm. It is also a generalized version of herding \cite{66}. It is also related to Wasserstein GAN \cite{67}, but the critic and the actor are the same model, i.e., the model itself is its own generator and critic.

In our experiments, we find that disabling the noise term of the Langevin dynamics in the later stage of the learning process often leads to better synthesis. Ideally the learning algorithm should create a large number of local modes with similar low energies to capture the diverse observed examples as well as unseen examples.

### 3 Conditional learning for recovery

The conditional distribution \(p(Y|C(Y) = c; \theta)\) can be derived from \(p(Y; \theta)\). This conditional form of the generative VoxelNet can be used for recovery tasks such as inpainting and super resolution. In inpainting, \(C(Y)\) consists of the visible part of \(Y\). In super resolution, \(C(Y)\) is the low resolution version of \(Y\). For such tasks, we can learn the model from the fully observed training data \(\{Y_i, i = 1, \ldots, n\}\) by maximizing the conditional log-likelihood

\[
L(\theta) = \frac{1}{n} \sum_{i=1}^{n} \log p(Y_i | C(Y_i) = c_i; \theta),
\]

where \(c_i\) is the observed value of \(C(Y_i)\). The learning and sampling algorithm is essentially the same as maximizing the original log-likelihood, except that in the Langevin sampling step, we need to sample from the conditional distribution, which amounts to fixing \(C(Y)\) in the sampling process. The zero temperature limit (with the noise term in the Langevin dynamics disabled) approximately solves the following minimax problem

\[
\max_{\theta} \min_{c_i} V(\{\tilde{Y}_i\}; \theta).
\]

### 4 3D Multi-grid modeling and sampling

The maximum likelihood learning of the generative VoxelNet requires MCMC sampling, such as Langevin dynamics, of the 3D objects, which can be expensive and time consuming, because it takes a long time to converge, if the learned \(p(Y; \theta)\) is multimodal. This often happens because \(P_{\text{data}}\) is usually highly varied and multimodal. Therefore, it becomes the bottleneck and the difficulty of learning the energy-based model in the “analysis by synthesis” scheme. In this section, inspired by \cite{26}, we will propose a 3D multi-grid modeling and sampling framework as a modified contrastive divergence to train generative VoxelNet models.

#### 4.1 Contrastive divergence

Contrastive divergence (CD) method proposed in \cite{68} generates synthesized examples by finite steps of MCMC initialized from the observed examples, and updates the model parameters with the gradient computed by equation (\ref{cd}). The CD learning approximately minimizes the difference between two KL divergences:

\[
\text{KL}(P_{\text{data}} \| p_0) - \text{KL}(M_0 P_{\text{data}} \| p_0),
\]

where \(M_0\) is the transition kernel of the finite-step MCMC that samples from \(p_0(Y)\), and \(M_0 P_{\text{data}}(Y') = \int P_{\text{data}}(Y) M_0(Y'|Y) dY\) is the distribution after running \(M_0\) starting from \(P_{\text{data}}\).

The contrastive divergence (CD) learning method is related to score matching estimator \cite{69, 70} and auto-encoder \cite{71}. \cite{22, 23}. This method enables the model to learn from large training datasets via mini-batch training. However, the synthesized examples obtained by CD learning may be distant from fair samples of the current model, thus bringing in bias into the learned model parameters.

An improvement of CD is persistent CD \cite{74}, where MCMC chains are still initialized from the observed examples at the initial epoch, but contrary to normal CD, in each subsequent epoch, the finite-step MCMC chains are initialized from the corresponding synthesized examples obtained at the previous epoch instead of starting over. However, it is still difficult for the persistent CD learning method to traverse different modes of the learned model.

#### 4.2 Modified contrastive divergence by multi-grid learning and sampling

For a 3D volumetric shape \(Y\), let \((Y^{(s)}, s = 0, \ldots, S)\) denote the multi-grid versions of \(Y\), with \(Y^{(0)}\) representing the minimal \(1 \times 1 \times 1\) version of \(Y\), and \(Y^{(S)}\) representing \(Y\). For each version \(Y^{(s)}\), we can divide the 3D voxel grid into cubic blocks of \(d \times d \times d\) voxels, and reduce each \(d \times d \times d\) block into a single voxel by a down-scaling operation that averages the values of the \(d \times d \times d\) voxels of \(Y^{(s)}\) to obtain \(Y^{(s-1)}\). Conversely, we can also define an up-scaling operation which expands each voxel of \(Y^{(s-1)}\) into a \(d \times d \times d\) block of constant value to obtain an up-scaled version \(Y^{(s)}\) of \(Y^{(s-1)}\). Note that the up-scaled \(Y^{(s)}\) is not the same as the original \(Y^{(s)}\) because the high resolution details are lost after down-scaling and up-scaling. The down-scaling mapping from \(Y^{(s)}\) to \(Y^{(s-1)}\) is a linear projection onto a set of orthogonal basis vectors, each of which is specified by a \(d \times d \times d\) block, while the up-scaling operation is a pseudo-inverse of this linear mapping.

Our multi-grid method learns a separate generative VoxelNet model at each grid. Let \(p_0(Y^{(s)}; \theta^{(s)})\) denote the generative VoxelNet at grid \(s\). We can simply model \(p_0\) by one dimensional histogram of \(Y^{(0)}\), which is pooled from the \(1 \times 1 \times 1\) versions of \(Y\). Within each iteration of the learning algorithm, for each observed 3D training example \(Y_i\), we generate the corresponding synthesized examples at multiple grids, i.e., \((\tilde{Y}_i^{(s)}, s = 0, \ldots, S)\). Specifically, we initialize the finite-step MCMC sampling from the minimal \(1 \times 1 \times 1\) version \(Y^{(0)}\), and the up-scaled version of \(\tilde{Y}_i^{(s-1)}\) sampled from the model \(p_0(\tilde{Y}_i^{(s-1)}; \theta^{(s-1)})\) at the previous coarser grid serves to initialize the finite-step MCMC that samples from the model \(p_0(Y^{(s)}; \theta^{(s)})\) at the subsequent finer grid. The update of the model parameter \(\theta^{(s)}\) for each grid follows equation (\ref{cd}), which is based on the difference between the synthesized \(Y^{(s)}\) and the observed \(Y^{(s)}\). Algorithm \cite{2} presents a full description of the 3D multi-grid learning and sampling algorithm.

The learning gradient of model at grid \(s\) approximately minimizes the difference between two KL divergences:

\[
\text{KL}(P_{\text{data}}^{(s)} \| p_0^{(s)}) - \text{KL}(M_0^{(s)} P_{\text{data}}^{(s)} \| p_0^{(s)})
\]

where \(M_0^{(s)}\) is transition kernel of the finite-step Langevin dynamics that samples from \(p_0^{(s)}\). \(p_0^{(s)}\) is the up-scaled version of the model \(p_0^{(s-1)}\). That is, \(p_0^{(s)}\) is the distribution of \(Y^{(s)}\), which is the up-scaled version of \(Y^{(s-1)}\) that follows distribution \(p_0^{(s-1)}\). \(p_0^{(s-1)}\) is smoother than \(p_0^{(s)}\), and the finite-step MCMC specified by \(M_0^{(s)}\) will change \(P_{\text{data}}^{(s-1)}\) into a distribution close to the target distribution \(p_0^{(s)}\) by synthesizing details at the current resolution. Such a coarse-to-fine manner is related to super resolution discussed in Experiment \ref{6, 7}. Equation (\ref{cd}) can also be regarded as a modified version of CD learning in equation (\ref{cd}).
The learned models are able to synthesize new examples from scratch, because we only need to initialize the MCMC by sampling from the one-dimensional histogram pooled from the $1 \times 1 \times 1$ versions of the training examples.

**Algorithm 2** 3D multi-grid learning and sampling

**Input:**
1. 3D training data $\{Y_i^{(s)}, s = 1, ..., S; i = 1, ..., n\}$;
2. the number of Langevin steps $K$;
3. the number of learning iterations $T$.

**Output:**
1. estimated parameters $(\theta^{(s)}_i, s = 1, ..., S)$;
2. synthesized examples $\{\tilde{Y}_{i}^{(s)}, s = 1, ..., S; i = 1, ..., n\}$.

1. Let $t \leftarrow 0$. For $s = 1, ..., S$, initialize $\theta^{(s)}_i$ with Gaussian noise.
2. repeat
3. For $i = 1, ..., n$, initialize $\tilde{Y}_{i}^{(0)} = Y_{i}^{(0)}$
4. For $s = 1, ..., S$, initialize $\tilde{Y}_{i}^{(s)}$ as the up-scaled version of $Y_{i}^{(s-1)}$, and run $K$ steps of the Langevin dynamics to evolve $\tilde{Y}_{i}^{(s)}$, each step following equation (6).
5. For $s = 1, ..., S$, update $\theta^{(s)}_i = \theta^{(s)}_i + \gamma_t L_t(\theta^{(s)}_i)$, with learning rate $\gamma_t$, where $L_t(\theta^{(s)}_i)$ is computed according to equation (7).
6. Let $t \leftarrow t + 1$
7. until $t = T$

5 Teaching 3D Generator Net

We can let a 3D generator network [19] learn from the MCMC sampling of the generative VoxelNet, so that the 3D generator network can be used as a much more efficient approximate non-iterative direct sampler of the generative VoxelNet.

5.1 3D generator model

The 3D generator model is a 3D non-linear multi-layer generalization of the traditional factor analysis model. The generator model has the following form

$$Z \sim \mathcal{N}(0, I_d);$$

$$Y = g(Z(\alpha) + \epsilon); \epsilon \sim \mathcal{N}(0, \sigma^2 I_d),$$

(16)

where $Z$ is a $d$-dimensional vector of latent factors that follow $\mathcal{N}(0, I_d)$ independently, and the 3D object $Y$ is generated by first sampling $Z$ from its known prior distribution $\mathcal{N}(0, I_d)$ and then transforming $Z$ to the $D$-dimensional $Y$ by a top-down 3D deconvolutional network $g(Z(\alpha))$ plus the white noise $\epsilon \sim \mathcal{N}(0, \sigma^2 I_D)$, where $\sigma$ is the standard deviation and $d < D$. $g(Z(\alpha))$ is a composition of $L$ layers of 3D volumetric deconvolutions, upsamplings, and non-linear rectifications (e.g., ReLU), as illustrated by the following diagram:

$$Z \rightarrow Z^{(L_0)} \rightarrow \cdots \rightarrow Z^{(l+1)} \rightarrow Z^{(l)} \rightarrow \cdots \rightarrow Z^{(1)} \rightarrow g(Z(\alpha));$$

where $Z^{(l)}$ is the hidden output that is computed recursively by performing 3D deconvolution on $Z^{(l+1)}$ followed by ReLUs. $\alpha$ denotes all weight and bias parameters of the 3D top-down ConvNet $g$. The generator model is a directed graphical model such that it can readily generate a new example $Y$ by ancestral sampling.

The 3D generator model can be trained by a maximum likelihood algorithm studied in [75], without resorting to any assisting networks. The training algorithm alternates two steps: (1) For each observed example, inferring the latent factors by sampling from the current posterior distribution via MCMC, and (2) Updating the model parameters by a non-linear regression of the observed examples on their inferred latent factors, so that the learned parameters enable better reconstructions of the observed examples by the inferred latent factors. The algorithm is also an alternating back-propagation (ABP) algorithm, because both two steps can be powered by back-propagation.

The ABP algorithm requires MCMC sampling to infer latent factors in training 3D generator model. It is possible to avoid MCMC sampling by using either variational inference [18] or adversarial learning [19] where an auxiliary network is recruited to relieve the burden of MCMC-based iterative inference.

As to variational learning, an inference model is simultaneously learned to replace the MCMC sampling of the latent factors. The inference model is an analytically tractable approximation of the posterior distribution. The objective of variational learning is an upper bound of the MLE objective. Consequently, the accuracy of the variational learning as an approximation to the posterior distribution.

Adversarial learning provides an alternative to maximum likelihood techniques. A discriminative model is recruited and simultaneously trained with the generator in a minimax two-player game, where the generator seeks to generate “fake” examples that can fool the discriminator, while the discriminator seeks to distinguish the “fake” examples and the real training examples. However, adversarial learning may commonly encounter mode collapse issue, where the generator only outputs samples from a single mode.

5.2 MCMC teaching of 3D generator net

The 3D generator can be trained simultaneously with the generative VoxelNet in a cooperative training scheme [25], [76]. The basic idea is to use the 3D generator to generate examples to initialize a finite-step Langevin dynamics for training the generative VoxelNet. In return, the 3D generator learns from how the Langevin dynamics changes the initial examples it generates. In this scheme, the generative VoxelNet is the teacher network, and the 3D generator model is the student network. The generative VoxelNet teaches the 3D generator via a finite-step MCMC. We call it MCMC teaching.

In this cooperative learning process, the generative VoxelNet learns from the real data, while the 3D generator learns from the MCMC sampling of the generative VoxelNet.

Specifically, in each iteration, (1) We generate $Z_i$ from its known prior distribution $\mathcal{N}(0, I_d)$, and then generate the initial synthesized examples by $\hat{Y}_i = g(Z_i; \alpha) + \epsilon_i$ for $i = 1, ..., n$. (2) Starting from the initial examples $\{\hat{Y}_i\}$, we sample from the generative VoxelNet by running a finite number of steps of Langevin dynamics to obtain the revised synthesized examples $\{\tilde{Y}_{i}\}$. (3) We then update the parameters $\theta$ of the generative VoxelNet based on $\{\hat{Y}_i\}$ according to equation (7), and update the parameters $\alpha$ of the 3D generator by gradient descent

$$\Delta \alpha \propto -\frac{\partial}{\partial \alpha} \left[ \frac{1}{n} \sum_{i=1}^{n} \| \hat{Y}_i - g(Z_i; \alpha) \|^2 \right].$$

(17)
We call it MCMC teaching because the revised examples $\{\hat{Y}_i\}$ generated by the finite-step MCMC are used to teach $g(Z; \alpha)$. For each $Y_i$, the vector of latent factors $Z_i$ is known to the 3D generator, so that there is no need to infer $Z_i$, and the learning becomes a much simpler supervised learning problem. Initially the 3D generator maps $\{Z_i\}$ to $\{\hat{Y}_i\}$. After MCMC teaching, the 3D generator seeks to map $\{Z_i\}$ to $\{Y_i\}$. That is, the MCMC teaching enables the 3D generator to absorb and accumulate the MCMC transitions for sampling the generative VoxelNet, and shift its density from $\{\hat{Y}_i\}$ to $\{Y_i\}$ for the sake of reproducing the effect of all the past MCMC transitions by one-step direct ancestral sampling.

Algorithm 3 presents a full description of the learning of the generative VoxelNet with a 3D generator as a sampler.

### 5.3 Convergence analysis

We briefly discuss the convergence of the cooperative learning algorithm. In such a cooperative learning scheme, the training of the generative VoxelNet follows the modified contrastive divergence:

$$\theta_{t+1} = \arg \min_{\theta} \{\text{KL}(P_{\text{data}} || q_{\theta}) - \text{KL}(M_{\theta}, q_{\alpha}) || p_{\theta})\},$$

where $M_{\theta}$ is the transition kernel of the finite-step MCMC samples from $p_{\theta}$, $q_{\alpha}$ is the stationary distribution of the generator, and $M_{\theta}, q_{\alpha}$ denotes the marginal distribution obtained after running $M_{\theta}$ starting from $q_{\alpha}$. The training of the 3D generator follows

$$\alpha_{t+1} = \arg \min_{\alpha} \{\text{KL}(M_{\theta}q_{\alpha} || q_{\alpha})\},$$

so that the learned $q_{\alpha}$ eventually is the stationary distribution of $M_{\theta}$, i.e., $q_{\alpha} = M_{\theta}q_{\alpha}$. Since the stationary distribution of $M_{\theta}$ is nothing else than $p_{\theta}$, the learned $q_{\alpha}$ is equivalent to $p_{\theta}$. Consequently, the second KL-divergence in [18] will become zero, and the learned $\theta$ is to minimize the first KL-divergence, i.e., $\text{KL}(P_{\text{data}} || p_{\theta})$. In other words, $\theta$ is a maximum likelihood estimate. The learned $\alpha$ in this way is also a maximum likelihood estimate, because $q_{\alpha}$ traces the $p_{\theta}$ that runs towards the data distribution, i.e., $q_{\alpha} \rightarrow p_{\theta} \rightarrow P_{\text{data}}$.

### 6 Experiments

**Project page:** The code and more results can be found at [http://www.stat.ucla.edu/~xjie/3DEBM/](http://www.stat.ucla.edu/~xjie/3DEBM/)

In this section, we conduct experiments to evaluate the energy-based generative VoxelNet from different aspects. We first show qualitative results of the synthesized 3D objects, and then we quantitatively evaluate the synthesis quality by Inception score, softmax class probability, and classification error. Further, we show that the conditional generative VoxelNet can be useful for 3D object recovery and 3D super resolution. Additionally, the 3D generator taught by the generative VoxelNet in a cooperative scheme is analyzed from the perspectives of shape synthesis, 3D shape interpolation and arithmetic in the latent space. We also show that the generative VoxelNet trained in an unsupervised manner can be used as a feature extractor for training a classifier with annotated data. Lastly, we show experimental results regarding high resolution 3D shape synthesis by the 3D multi-grid energy-based sampling and modeling strategy.

#### 6.1 3D object synthesis

We conduct experiments on learning generative VoxelNet via algorithm[1] to synthesize 3D objects of categories from ModelNet[10], which is a large-scale 3D CAD model dataset. Specifically, we use ModelNet10, a 10-category subset of ModelNet which is commonly used as a benchmark for 3D object analysis. The categories are chair, sofa, bathtub, toilet, bed, desk, table, nightstand, dresser, and monitor. The size of the training set for each category ranges from 100 to 700. To obtain voxel-based training data, we voxelize each CAD model in the ModelNet dataset by the following method: Each 3D mesh is represented as a binary 3D voxel grid, with 1 indicating the voxel is inside the mesh surface, and 0 indicating the voxel is outside the mesh.

For qualitative experiment, we learn one 3-layer generative VoxelNet for each object category in ModelNet10. The first layer has $200 \times 16 \times 16 \times 16$ filters with sub-sampling of 3, the second layer has $100 \times 6 \times 6 \times 6$ filters with sub-sampling of 2, and the final layer is a fully connected layer with a single filter that covers the whole voxel grid. We add ReLU layers between adjacent convolutional layers. We fix the standard deviation of the reference distribution of the model to be $\sigma = 0.5$. The number of Langevin dynamics steps in each learning iteration is $K=20$ and the step size $\Delta \tau = 0.01$. We use Adam [77] for optimization with $\beta_1 = 0.5$ and $\beta_2 = 0.999$. The learning rate is 0.001. The number of learning iterations is 3,000. We disable the noise term in the Langevin step after 100 iterations. The training data are of size $32 \times 32 \times 32$ voxels, whose values are 0 or 1. We pre-process the training data by subtracting the mean value of the dataset. We post-process the synthesized data by adding back the mean value and discretizing each voxel value into 0 or 1 by comparing it with a threshold 0.5. The mini-batch size is 20. The number of parallel chains for each batch is 25.

Figure 2 displays the observed 3D objects randomly sampled from the training set, and the synthesized 3D objects generated by our models for categories chair, bed, sofa, table, dresser, nightstand, toilet, and monitor. We visualize volumetric data via isosurfaces in our paper. To show that our model can synthesize new 3D objects beyond the training set, we compare the synthesized patterns with their nearest neighbors in the training set. The retrieved nearest neighbors are based on $L_2$ distance in the voxel space. As shown in Figure 2, our model can synthesize realistic 3D shape patterns,
Fig. 2: Generating 3D objects. Each row displays one experiment, where the first three 3D objects are some observed examples, columns 4, 5, 6, 7, 8, and 9 are 6 of the synthesized 3D objects sampled from the learned model by Langevin dynamics. For the last four synthesized objects (shown in columns 6, 7, 8, and 9), their nearest neighbors retrieved from the training set are shown in columns 10, 11, 12, and 13.

To quantitatively evaluate our model, we adopt the Inception score proposed by [78], which uses a reference convolutional neural network to compute

\[ I = \exp \left( \mathbb{E}_P \left[ \text{KL}(p(c | \hat{Y}) \parallel p(c)) \right] \right), \]

where \( c \) denotes category. \( \{\hat{Y}_i, i = 1, \ldots, \hat{n}\} \) are synthesized examples sampled from the model, \( p(c | \hat{Y}) \) is obtained from the output of the reference network, and \( p(c) = \frac{1}{\hat{n}} \sum_{i=1}^{\hat{n}} p(c | \hat{Y}_i) \).

Both a low entropy conditional category distribution \( p(c | \hat{Y}) \) (i.e., the network classifies a given sample with high certainty) and a high entropy category distribution \( p(c) \) (i.e., the network identifies a wide variety of categories among the generated samples) can lead to a high inception score. In our experiment, we use a state-of-the-art 3D multi-view ConvNet [15] trained on ModelNet dataset for 3D object classification as the reference network.

We firstly evaluate the generative VoxelNet learned from the training sets of 10-category mixed 3D objects. Table 1 reports the Inception scores of our model and some baseline models, including 3D ShapeNets [10], 3D-GAN [17], 3D-VAE [79], 3D-WINN [36], and Primitive GAN [34].

| Model                  | Inception score |
|------------------------|-----------------|
| 3D ShapeNets [10]      | 4.126±0.193     |
| 3D GAN [17]            | 8.658±0.450     |
| 3D VAE [79]            | 11.015±0.420    |
| 3D WINN [36]           | 8.810±0.180     |
| Primitive GAN [34]     | 11.520±0.330    |
| generative VoxelNet (ours) | 11.772±0.418   |

We then test the conditional generative VoxelNet on the 3D object recovery task. For each testing 3D object, we randomly corrupt some voxels of the 3D object. We then seek to recover the corrupted voxels by sampling from the conditional distribution \( p(Y_M | Y_{\tilde{M}}; \theta) \) according to the learned model \( p(Y; \theta) \), where \( M \) and \( \tilde{M} \) denote the corrupted and uncorrupted voxels, and \( Y_M \)

...
and $Y_M$ are the corrupted part and the uncorrupted part of the 3D object $Y$ respectively. The sampling of $p(Y_M|Y_M^c; \theta)$ is again accomplished by the Langevin dynamics, which is the same as the Langevin dynamics that samples from the full distribution $p(Y; \theta)$, except that we fix the uncorrupted part $Y_M^c$ and only update the corrupted part $Y_M$ throughout the Langevin dynamics. In the learning stage, we learn the model from the fully observed training 3D objects. To specialize the learned model to this recovery task, we learn the conditional distribution $p(Y_M|Y_M^c; \theta)$ directly. That is, in the learning stage, we also randomly corrupt each fully observed 3D object $Y$, and run Langevin dynamics by fixing $Y_M^c$ to obtain the synthesized 3D object. The parameters $\theta$ are then updated by gradient ascent according to equation (7). Also see Algorithm 4 for a description.

We try two different network architectures in this experiment. The first one is a 3-layer network, which is the same as the one used in Section 4.1 for synthesis, and the other one is a 2-layer network consisting of 100 $16 \times 16 \times 16$ filters with sub-sampling of 3 in its first layer, followed by a fully connected layer with a single filter. The number of Langevin dynamics steps for recovery in each iteration is set to be $K = 90$ and the step size is $\Delta t = 0.0049$. The number of learning iterations is 1,000. The size of the mini-batch is 50. The 3D training data are of size $32 \times 32 \times 32$ voxels.

After learning the model, we recover the corrupted voxels in each testing data $Y'$ by sampling from $p(Y_M|Y_M^c; \theta)$ by running 90 Langevin dynamics steps. In the training stage, we randomly corrupt 70% of each training 3D shape. In the testing stage, we experiment with the same percentage of corruption. We compare our methods with 3D-GAN and 3D ShapeNets.

The original 3D-GAN does not naturally support shape recovery. To use the 3D-GAN algorithm to recover corrupted voxels, we firstly train the 3D-GAN model from the complete training data, and then use the learned 3D generator to predict the corrupted voxels from the observed ones by adding an extra inference step. Specifically, following [75], we derive the posterior distribution $p(Z|Y; \alpha)$ from the generator model, and perform inference by sampling from the posterior distribution via Langevin dynamic to infer the vector of latent factors for each corrupted example. The unobserved voxels can then be recovered from their inferred factors by a direct top-down generation. Only those corrupted voxels get updated by the generated voxels. We adopt the same 3D-GAN architecture as in [17].

We measure the recovery error by the average of per-voxel differences between the original testing data and the corresponding recovered data on the corrupted voxels. Table 4 displays the numerical comparison results for the 10 categories, where we use our-2 and our-3 to represent the 2-layer and the 3-layer models respectively. Our methods outperform the other baseline methods in terms of recovery error. Figure 3 displays some examples of 3D object recovery. For each experiment, the first row displays the original 3D objects, the second row displays the corrupted 3D objects, and the third row displays the recovered 3D objects that are sampled from the learned conditional distributions given the corrupted 3D objects as inputs.

| TABLE 2: Softmax class probability |
| category | ours | [17] | [19] |
| bathtub | 0.8548 | 0.7017 | 0.1900 | 0.1644 |
| bed | 0.9302 | 0.7775 | 0.3983 | 0.3239 |
| chair | 0.9292 | 0.9700 | 0.9892 | 0.8482 |
| desk | 0.8203 | 0.7936 | 0.8145 | 0.1068 |
| dresser | 0.7678 | 0.6314 | 0.7010 | 0.2166 |
| monitor | 0.9473 | 0.2493 | 0.8559 | 0.2767 |
| night stand | 0.7195 | 0.6863 | 0.6592 | 0.4960 |
| sofa | 0.9480 | 0.9276 | 0.3017 | 0.4888 |
| table | 0.8910 | 0.8377 | 0.8751 | 0.7902 |
| toilet | 0.9701 | 0.8509 | 0.0943 | 0.8832 |
| Avg. | 0.8811 | 0.7431 | 0.7006 | 0.4596 |

| TABLE 3: Classification errors on the synthesized examples |
| category | ours | [17] | [19] |
| bathtub | 0.1226 | 0.2642 | 0.2642 | 0.8208 |
| bed | 0.0583 | 0.1961 | 0.5981 | 0.6583 |
| chair | 0.0050 | 0.0125 | 0.0100 | 0.1475 |
| desk | 0.0165 | 0.1900 | 0.1700 | 0.8900 |
| dresser | 0.0165 | 0.3000 | 0.2400 | 0.7950 |
| monitor | 0.0452 | 0.7484 | 0.1312 | 0.7204 |
| night stand | 0.2700 | 0.3000 | 0.3200 | 0.4800 |
| sofa | 0.0397 | 0.0471 | 0.6868 | 0.4912 |
| table | 0.0800 | 0.1333 | 0.1067 | 0.1833 |
| toilet | 0.0174 | 0.1233 | 0.2994 | 0.1047 |
| Avg. | 0.0968 | 0.2515 | 0.2826 | 0.5291 |

| TABLE 4: Recovery errors in occlusion experiments |
| category | ours-3 | ours-2 | [17] | [19] |
| bathtub | 0.0152 | 0.0316 | 0.0266 | 0.0621 |
| bed | 0.0068 | 0.0071 | 0.0240 | 0.0617 |
| chair | 0.0118 | 0.0126 | 0.0238 | 0.0444 |
| desk | 0.0122 | 0.0199 | 0.0298 | 0.0731 |
| dresser | 0.0038 | 0.0076 | 0.0384 | 0.1558 |
| monitor | 0.0105 | 0.0133 | 0.0220 | 0.0783 |
| night stand | 0.0080 | 0.0091 | 0.0248 | 0.2925 |
| sofa | 0.0068 | 0.0071 | 0.0186 | 0.0563 |
| table | 0.0051 | 0.0064 | 0.0326 | 0.0340 |
| toilet | 0.0119 | 0.0129 | 0.0180 | 0.0977 |
| Avg. | 0.0092 | 0.0127 | 0.0259 | 0.0956 |

Algorithm 4: Conditional generative VoxelNet for 3D Recovery

Input:
1. 3D training data $\{Y_i, i = 1, ..., n\}$;
2. percentage points of corruption $\rho$;
3. the number of Langevin steps $K$;
4. the number of learning iterations $T$.

Output:
1. estimated parameters $\theta$.

1. Let $t \leftarrow 0$.
2. Randomly initialize $\theta(0)$ with Gaussian distribution.
3. Randomly corrupt $\rho$ percent of voxels of each training example and obtain a corrupted dataset $\{Y'_i, i = 1, ..., n\}$ with corresponding uncorrupted voxels $\{M_i, i = 1, ..., n\}$.
4. repeat
5. For each $i$, starting from the corrupted data $Y'_i$, run $K$ steps of Langevin dynamics to obtain $\hat{Y}_i$, where each step follows equation (6).
6. Fixing the uncorrupted parts of voxels $\hat{Y}_i(M_i) \leftarrow Y_i(M_i)$
7. Update $\theta(t+1) = \theta(t) + \gamma t L'(\theta(t))$, with learning rate $\gamma t$, where $L'(\theta(t))$ is computed according to equation (7).
8. Let $t \leftarrow t + 1$
9. until $t = T$

6.3 3D object super resolution
Fig. 3: 3D object recovery by sampling from the conditional generative VoxelNet models. In each category, the first row displays the original 3D objects, the second row shows the corrupted 3D objects, and the third row displays the recovered 3D objects by running Langevin dynamics starting from the corrupted objects. (a) chair (b) night stand (c) toilet (d) sofa.

Fig. 4: 3D object super resolution by conditional generative VoxelNet. The first row displays some original 3D objects (64 × 64 × 64 voxels). The second row shows the corresponding low resolution 3D objects (16 × 16 × 16 voxels). The last row displays the corresponding super resolution results which are obtained by sampling from the conditional generative VoxelNet by running 10 steps of Langevin dynamics initialized with the objects shown in the second row.

We test the conditional generative VoxelNet on the 3D object super resolution task. Similar to Experiment 6.2, we can perform super resolution on a low resolution 3D object by sampling from a conditional generative VoxelNet \( p(Y_{\text{high}}|Y_{\text{low}}; \theta) \), where \( Y_{\text{high}} \) denotes a high resolution version of \( Y_{\text{low}} \). The sampling of the conditional model \( p(Y_{\text{high}}|Y_{\text{low}}; \theta) \) is accomplished by the Langevin dynamics initialized with the given low resolution 3D object that needs to be super-resolved. In the learning stage, we learn the conditional model from the fully observed training 3D objects as well as their low resolution versions. To specialize the learned model to this super resolution task, in the training process, we down-scale each fully observed training 3D object \( Y_{\text{high}} \) into a low resolution version \( Y_{\text{low}} \), which leads to information loss. In each iteration, we first up-scale \( Y_{\text{low}} \) by expanding each voxel of \( Y_{\text{low}} \) into a \( d \times d \times d \) block (where \( d \) is the ratio between the sizes of \( Y_{\text{high}} \) and \( Y_{\text{low}} \)) of constant values to obtain an up-scaled version \( Y'_{\text{high}} \) of \( Y_{\text{low}} \) (The up-scaled \( Y'_{\text{high}} \) is not identical to the original high resolution \( Y_{\text{high}} \) since the high resolution details are lost), and then run Langevin dynamics starting from \( Y'_{\text{high}} \). The parameters \( \theta \) are then updated by gradient ascent according to equation (7). Figure 4 shows some qualitative results of 3D super resolution, where we use a 2-layer conditional generative VoxelNet. The first layer has 200 \( 16 \times 16 \times 16 \) filters with sub-sampling of 3. The second layer is a fully-connected layer with one single filter. The Langevin step size is \( \Delta \tau = 0.0001 \), and the number of Langevin steps is \( K = 90 \). To be more specific, let \( Y_{\text{low}} = CY_{\text{high}} \), where \( C \) is the down-scaling matrix, e.g., each voxel of \( Y_{\text{low}} \) is the average of the corresponding \( d \times d \times d \) block of \( Y_{\text{high}} \). Let \( C^{-1} \) be the pseudo-inverse of \( C \), e.g., \( C^{-1} Y_{\text{low}} \) gives us a high resolution shape by expanding each voxel of \( Y_{\text{low}} \) into a \( d \times d \times d \) block of constant values. Then the sampling of \( p(Y_{\text{high}}|Y_{\text{low}}; \theta) \) is similar to sampling the unconditioned model \( p(Y_{\text{high}}|\theta) \), except that for each step of the Langevin dynamics, let \( \Delta Y \) be the change of \( Y \), we update \( Y \leftarrow Y + (I - C^{-1}C)\Delta Y \), i.e., we project \( \Delta Y \) to the null space of \( C \), so that the low resolution version of \( Y \), i.e., \( CY \), remains fixed. From this perspective, super resolution is similar to inpainting, except that the visible voxels are replaced by low resolution voxels. See Algorithm 5 for a detailed description.
We evaluate a 3D generator trained by a generative VoxelNet via MCMC teaching on each category. For each row in each category, the 3D shapes are generated from the learned generator model \( g(Z; \alpha) \) with linear interpolation in latent space (i.e., \((1 - \rho) \cdot Z_0 + \rho \cdot Z_1 \)), where \( Z_0 \) and \( Z_1 \) are latent vectors of the 3D objects on the two ends, \( \rho \) is discretized into 8 values within \([0, 1]\).

### Algorithm 5: Conditional generative VoxelNet for 3D Super resolution

**Input:**
1. (1) 3D training data \( \{Y_i, i = 1, ..., n\} \);
2. (2) the number of Langevin steps \( K \);
3. (3) the number of learning iterations \( T \).

**Output:**
1. (1) estimated parameters \( \theta \).

1. Let \( t \leftarrow 0 \).
2. Randomly initialize \( \theta^{(t)} \) with Gaussian distribution.
3. Down-scale each training example via \( Y_{\text{low}} = CY_i \) and obtain a low resolution dataset \( \{Y_{\text{low}}, i = 1, ..., n\} \).
4. Compute up-scaled data \( Y_{\text{high}} \leftarrow C^{-1}Y_{\text{low}}, \) for \( i = 1, ..., n \).
5. repeat
6. For \( i = 1, ..., n \), initialize via \( \tilde{Y}_i \leftarrow Y_{\text{high}, i} \), run \( K \) steps of modified Langevin dynamics, where each step follows \( Y_{\text{high}, i} \leftarrow \tilde{Y}_i + (I - C^{-1}C)\Delta Y_i \), where \( \Delta Y_i \) is the change of \( \tilde{Y}_i \) by running one step of equation (6).
7. Update \( \theta^{(t+1)} \leftarrow \theta^{(t)} + \gamma_t L'((\theta^{(t)})) \), with learning rate \( \gamma_t \), where \( L'((\theta^{(t)})) \) is computed according to equation (7).
8. Let \( t \leftarrow t + 1 \).
9. until \( t = T \)

#### 6.4 Analyzing the learned 3D generator trained by MCMC teaching

We evaluate a 3D generator trained by a generative VoxelNet via MCMC teaching. The generator network \( g(Z; \alpha) \) has 4 layers of volumetric deconvolution with \( 4 \times 4 \times 4 \) kernels, with up-sampling factors \( \{1, 2, 2, 2\} \) at different layers respectively. The numbers of channels at different layers are 256, 128, 64, and 1. There is a fully connected layer under the 100 dimensional vector of latent factors \( Z \). The output size is \( 32 \times 32 \times 32 \). Batch normalization and ReLU layers are used between adjacent deconvolution layers and tanh non-linearity is added at the bottom layer. We train a generative VoxelNet with the above 3D generator as a sampler in a cooperative training scheme presented in Algorithm 3 for the categories of toilet, sofa, and nightstand in ModelNet10 dataset independently. The generative VoxelNet has a 4-layer network, where the first layer has \( 64 \times 9 \times 9 \) filters, the second layer has \( 128 \times 7 \times 7 \) filters, the third layer has \( 256 \times 4 \times 4 \times 4 \) filters, and the fourth layer is a fully connected layer with a single filter. The sub-sampling factors are \( \{2, 2, 2, 1\} \). ReLU layers are added between adjacent convolutional layers.

We use Adam for optimization of the generative VoxelNet model with \( \beta_1 = 0.4 \) and \( \beta_2 = 0.999 \), and 3D generator with \( \beta_1 = 0.6 \) and \( \beta_2 = 0.999 \). The learning rates for generative VoxelNet and 3D generator are 0.001 and 0.0003 respectively. The number of parallel chains is 50, and the mini-batch size is 50. The training data are scaled into the range of \([-1, 1]\). The synthesized data are re-scaled back into \([0, 1]\) for visualization. We run \( K = 20 \) steps of Langevin dynamics with a step size \( \Delta \tau = 0.09 \). Figure 5 shows some examples of 3D objects generated by the 3D generators trained by the generative VoxelNet via MCMC teaching on categories toilet and sofa.

We show results of interpolating between two latent vectors of \( Z \) in Figure 6. For each row in each category, the 3D objects at the two ends are generated from \( Z \) vectors that are randomly sampled from \( \mathcal{N}(0, I_d) \). Each object in the middle is obtained by first interpolating the \( Z \) vectors of the two end objects, and then generating the objects using the 3D generator. We observe smooth transitions in 3D shape structures and that most intermediate objects are also physically plausible. This experiment demonstrates that the learned 3D generator embeds the 3D object distribution into a smooth low dimensional manifold. Another way to investigate the learned 3D generator is to show shape arithmetic in the latent space. As shown in Figure 7, the 3D generator is able to encode semantic knowledge of 3D shapes in its latent space such that arithmetic can...
be performed on $Z$ vectors for visual concept manipulation of 3D shapes. For example, the second row of images show the obtained “toilet lid” vector can be added to another toilet.

![3D Shape Arithmetic](image)

Fig. 7: 3D shape arithmetic in the latent space. Each row of images show that the obtained “part” vector can be added to a new object. The latent space is of 100 dimensions. The size of 3D shape is $32 \times 32 \times 32$ voxels.

### 6.5 3D object classification

We evaluate the feature maps learned by our generative VoxelNet model. We perform a classification experiment on ModelNet10 dataset. We first train a single model on all categories of the training set in an unsupervised manner. The network architecture and learning configuration are the same as the one used for synthesis in Section 6.1. Then we use the model as a feature extractor. Specifically, for each input 3D object, we use the model to extract its first and second layers of feature maps, apply max pooling of kernel sizes $4 \times 4 \times 4$ and $2 \times 2 \times 2$ respectively, and concatenate the outputs as a feature vector of length 8,100. We train a multinomial logistic regression classifier using labeled data based on the extracted feature vectors. We evaluate the classification accuracy of the classifier on the testing data using the one-versus-all rule. For the purpose of comparison, Table 5 lists 12 published results on this dataset obtained by other baseline methods. Our method outperforms the other methods in terms of classification accuracy on this dataset.

| Method                  | Accuracy |
|-------------------------|----------|
| Geometry Image [57]     | 88.4%    |
| PANORAMA-NN [59]        | 91.1%    |
| ECC [61]                | 90.0%    |
| 3D ShapeNet [19]        | 85.5%    |
| DeepPano [58]           | 85.5%    |
| SPH [56]                | 79.8%    |
| LFD [55]                | 79.9%    |
| VConv-DAE [62]          | 80.5%    |
| VoxNet [56]             | 92.0%    |
| 3D-GAN [17]             | 91.0%    |
| 3D-WINN [56]            | 91.9%    |
| Primitive GAN [34]      | 92.2%    |
| **generative VoxelNet (ours)** | **92.4%** |

### 6.6 3D multi-grid modeling and sampling

We conduct qualitative experiments to evaluate the proposed 3D multi-grid sampling algorithm on the toilet and sofa categories in ModelNet10 dataset. We learn the models at 5 grids: $4 \times 4 \times 4$, $16 \times 16 \times 16$, $32 \times 32 \times 32$, $64 \times 64 \times 64$ and $128 \times 128 \times 128$, which we refer to as grid1, grid2, grid3, grid4 and grid5, respectively. The training 3D shapes are of size $128 \times 128 \times 128$ voxels. Since the models of the 5 grids act on 3D shapes of different resolutions, we design a specific network structure per grid: grid1 has a 2-layer network, where the first layer has $128 \times 4 \times 4 \times 4$ filters with sub-sampling of 1 and the second layer is a fully-connected layer with 1 channel output; grid2 has a 2-layer network, where the first layer has $256 \times 8 \times 8 \times 8$ filters with a sub-sampling factor 2 and the second layer is a fully-connected layer with one single filter; grid3 has a 3-layer network, where the first layer has $256 \times 16 \times 16 \times 16$ filters with a sub-sampling factor 3, the second layer has $128 \times 6 \times 6 \times 6$ filters with a sub-sampling factor 2, and the third layer is a fully-connected layer with one single filter; grid4 has the same network structure as that of grid3; grid5 has a similar 3-layer network as that of grid4, except that the sub-sampling factor in the first layer is 4 and the filters in the second layer are of size $8 \times 8 \times 8$. For all grids, ReLU layers are added between adjacent layers. At each iteration, we run $K = 20$ steps of Langevin dynamics for each grid with a step size $\Delta \tau = 0.001$. All networks are trained simultaneously with mini-batches of size 40 and an initial learning rate of 0.001.

![Synthesized 3D Shapes](image)

Figure 8 displays the synthesized 3D shapes at different grids for toilet and sofa categories in ModelNet10 dataset. For each category, we show 5 examples of the 3D multi-grid sampling results. Each column corresponds to one example, in which synthesized results shown from top to bottom are generated by models from low resolution grid (i.e., $16 \times 16 \times 16$ voxels) to high resolution grid (i.e., $128 \times 128 \times 128$ voxels), respectively.

For comparison purpose, we also train a generative VoxelNet with a high resolution of $128 \times 128 \times 128$ voxels as a single-grid baseline. The model has a 5-layer network, where the first four layers have filter sizes $\{16, 8, 4, 4\}$, sub-sampling factors $\{4, 2, 2, 2\}$, and numbers of output channels $\{128, 128, 256, 512\}$, and the last layer is a fully-connected layer with one filter. The batch size is 20. We run $K = 20$ Langevin steps with a step size $\Delta \tau = 0.0025$. Figure 9 displays some synthesized examples with a resolution of $128 \times 128 \times 128$ voxels from toilet and sofa categories. To quantitatively compare the quality of the 3D shapes generated by the multi-grid sampling strategy and the original one, we calculate the “Fréchet Inception Distance” [60] (FID) score based on a reference network, which is a state-of-the-art discriminative neural network for 3D object classification [15]. FID is a metric that computes the distance between feature vectors extracted from observed and synthesized 3D objects by the reference network,

$$FID = ||\mu - \mu||^2 + Tr \left( \Sigma + \Sigma - 2(\Sigma \Sigma)^{1/2} \right),$$

where $V \sim N(\mu, \Sigma)$ and $\tilde{V} \sim N(\tilde{\mu}, \tilde{\Sigma})$ are the feature vectors of the reference network for observed and generated samples respectively. A lower FID score means better quality of the synthesized 3D objects. We compares the multi-grid sampling strategy with the original one using single-grid sampling on synthesizing 3D shapes with a resolution of $128 \times 128 \times 128$ voxels in Table 6 where FID scores and computation times (in seconds) are reported. We generate 300 examples to compute the FID score. Although the computation time for each training epoch of the multi-grid model is longer than that of the single-grid one, the former model usually needs much less epochs to converge and is more stable than the latter one. In general, the multi-grid method outperforms the single-grid one in terms of sampling stability, computational efficiency, and synthesis quality.

The experiment demonstrates that the proposed multi-grid sampling method can learn realistic models of 3D objects in a coarse-to-fine scheme, and we hope that this experiment will push forward the development of efficient MCMC algorithms for learning high resolution deep 3D volumetric energy-based models.
TABLE 6: A comparison of Fréchet Inception Distance (FID) scores and computation times (seconds per epoch × number of epochs) between single-grid and multi-grid models on generating $128 \times 128 \times 128$ 3D shapes. The running times were recorded in a PC with an Intel i7-6700k CPU and a Titan Xp GPU.

| Method     | FID ↓  | Time ↓ (sec / epoch × # of epochs) |
|------------|--------|-------------------------------------|
| toilet     | sofa   |                                     |
| single-grid| 18.477 | 348.96 × 1240                        |
| multi-grid | 10.850 | 792.90 × 280                         |

7 CONCLUSION

We propose the generative VoxelNet model for volumetric object synthesis, and the conditional generative VoxelNet for 3D object recovery and 3D object super resolution. The proposed model is a deep energy-based model parameterized by a VoxelNet, which can be trained by an “analysis by synthesis” scheme. The training of the model can be interpreted as a mode seeking and mode shifting process, and the zero temperature limit has an adversarial interpretation. We also propose a 3D multi-grid energy-based modeling and sampling algorithm to train multi-scaled generative VoxelNets for high resolution 3D shape synthesis. The generative VoxelNet can also be useful in training a 3D generator network via MCMC teaching. The 3D generator trained in such a cooperative scheme is capable of synthesizing meaningful 3D shapes and 3D shape embedding. Experiments demonstrate that our models are able to generate realistic 3D shape patterns and are useful for 3D shape analysis, such as 3D shape recovery, 3D shape super resolution, and 3D shape classification.
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