BSDE and generalized Dirichlet forms: the infinite dimensional case
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Abstract

We consider the following quasi-linear parabolic system of backward partial differential equations on a Banach space $E$

\[
(\partial_t + L)u + f(\cdot, \cdot, u, A^{1/2} \nabla u) = 0 \text{ on } [0, T] \times E, \quad u_T = \phi,
\]

where $L$ is a possibly degenerate second order differential operator with merely measurable coefficients. We solve this system in the framework of generalized Dirichlet forms and employ the stochastic calculus associated to the Markov process with generator $L$ to obtain a probabilistic representation of the solution $u$ by solving the corresponding backward stochastic differential equation. The solution satisfies the corresponding mild equation which is equivalent to being a generalized solution of the PDE. A further main result is the generalization of the martingale representation theorem in infinite dimension using the stochastic calculus associated to the generalized Dirichlet form given by $L$. The nonlinear term $f$ satisfies a monotonicity condition with respect to $u$ and a Lipschitz condition with respect to $\nabla u$.
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1 Introduction

Consider the following quasi-linear parabolic system of backward partial differential equations on a (real) Banach space $E$

\[
(\partial_t + L)u + f(\cdot, \cdot, u, A^{1/2} \nabla u) = 0 \text{ on } [0, T] \times E, \quad u_T = \phi,
\]

where $L$ is a second order differential operator with measurable coefficients, $\nabla u$ is the $H$-gradient of $u$ and $(H, \langle \cdot, \cdot \rangle_H)$ is a separable real Hilbert space such that $H \subset E$ densely and continuously. $A$ is a symmetric, positive-definite and bounded operator on $H$. This equation is also called nonlinear Kolmogorov equation on an infinite dimensional space. In fact, in this paper we study systems of PDE of type (1.1), i.e. $u$ takes values in $\mathbb{R}^l$ for some fixed $l \in \mathbb{N}$. For simplicity, in this introductory section we explain our results in the case $l = 1$.
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Various concepts of solution are known for (linear and) nonlinear parabolic equations in infinite dimensions. In this paper we will consider solutions in the sense of Definition 2.4, i.e. there is a sequence \( \{ u^n \} \) of strong solutions with data \( (\phi^n, f^n) \) such that
\[
\| u^n - u \|_T \to 0, \| \phi^n - \phi \|_2 \to 0 \quad \text{and} \quad \lim_{n \to \infty} f^n = f \quad \text{in} \quad L^1([0,T]; L^2).
\]

We will prove the above definition for solution is equivalent to being a solution of the following mild equation in \( L^2 \) sense
\[
u(t, x) = P_{T-t} \phi(x) + \int_t^T P_{s-t} f(s, \cdot, u_s, A^{1/2} \nabla u_s)(x) ds.
\]
(1.2)

This formula is meaningful provided \( u \) is even only once differentiable with respect to \( x \). Thus, the solutions we consider are in a sense intermediate between classical and viscosity solutions.

The notion of viscosity solution, developed by many authors, in particular M. Crandall and P. L. Lions and their collaborators, is not discussed here. Generally speaking, the class of equations that can be treated by this method (c.f. [22-24]) is much more general than those considered in this paper: it includes fully nonlinear operators. However, none of these results are applicable to our situation because we only need that the coefficients of the operator \( L \) are measurable.

If \( E \) is a Hilbert space, in [18], mild solutions of the above PDE have been considered, and a probabilistic technique, based on backward stochastic differential equations, has been used to prove the existence and uniqueness for mild solutions. Furthermore, their results have been extended in [10] and [26]. All these results need some regular conditions for the coefficients of \( L \) and \( f \) to make sure that the process \( X \) has regular dependence on parameters, which are not needed for our results. In this paper, we will prove existence and uniqueness of a solution \( u \) by methods from functional analysis. In fact this paper is an extension of our paper [40] to the infinite dimensional case. Though [40] serves as a guideline, serious obstacles appear at various places if \( E \) is infinite dimensional, which we overcome in this work (see e.g. Proof of Theorem 3.8).

The connection between backward stochastic equations and nonlinear partial differential equations was proved for the finite dimensional case e.g. in [4],[11], [29] (see also the references therein). A further motivation of this paper is to give a probabilistic interpretation for the solutions of the above PDE’s, i.e. in this infinite dimensional case.

If \( E \) is equal to a Hilbert space \( H \), and the coefficients of the second-order differential operator \( L \) are sufficiently regular, then PDE (1.1) has a classical solution and one may construct the pair of processes \( Y^{t,x}_s := u(s, X^{t,x}_s), Z^{t,x}_s := A^{1/2} \nabla u(s, X^{t,x}_s) \) where \( X^{t,x}_s, t \leq s \leq T \), is the diffusion process with infinitesimal operator \( L \) which starts from \( x \) at time \( t \). Then, using Itô’s formula one checks that \( (Y^{t,x}_s, Z^{t,x}_s)_{t \leq s \leq T} \) solves the BSDE
\[
Y^{t,x}_s = \phi(X^{t,x}_T) + \int_s^T f(r, X^{t,x}_r, Y^{t,x}_r, Z^{t,x}_r) dr - \int_s^T \langle Z^{t,x}_r, dW_r \rangle_H,
\]
(1.3)

Here \( W_r \) is a cylindrical Wiener process in \( H \). Conversely, for regular coefficients by standard methods one can prove that (1.3) has a unique solution \( (Y^{t,x}_s, Z^{t,x}_s)_{s \leq t \leq T} \) and then \( u(s, x) := Y^{s,x}_s \) is a solution to PDE (1.1). If \( f \) and the coefficient of \( L \) are Lipschitz continuous then in [18]
the authors prove the probabilistic interpretation above remains true, if one considers mild solutions to PDE (1.1). There are many papers that study forward-backward systems in infinite dimension (cf [18], [19] and the references therein). In these approaches, since the coefficients are Lipschitz continuous, the Markov process \( X \) with infinitesimal operator \( L \) is a diffusion process which satisfies an SDE and so one can use its associated stochastic calculus.

In [4] Bally, Pardoux and Stoica consider a semi-elliptic symmetric second-order differential operator \( L \) (which is written in divergence form) with measurable coefficients in finite dimension. They prove the above system of PDE has a unique solution \( u \) in some functional space. Then they prove the solution \( Y_{t,x} \) of the BSDE yields a precision version of the solution \( u \) so that one has \( Y_{t,x} = u(t + s, X_s), P^x\)-a.s. In this paper, we generalize their results to a non-symmetric second order differential operator \( L \) in infinite dimensions.

In this paper, we consider PDE (1.1) for a non-symmetric second order differential operator \( L \) in infinite dimensions, which is associated to the bilinear form

\[
\mathcal{E}(u,v) = \int \langle A(z) \nabla u(z), \nabla v(z) \rangle_H d\mu(z) + \int \langle A(z)b(z), \nabla u(z) \rangle_H v(z) d\mu(z), u, v \in \mathcal{F}_b^C.
\]

Here we only need \( |A^{1/2}b|_H \in L^2(E;\mu) \). That is to say, in general the above bilinear form \( \mathcal{E} \) does not satisfy any sector condition. We use the theory of generalized Dirichlet form and the associated stochastic calculus (cf. [35-38]) to generalize the results in [4] both to infinite dimensional state spaces and fully nonsymmetric operators \( L \).

In the analytic part of our paper, we don’t need \( \mathcal{E} \) to be a generalized Dirichlet form. We start from a semigroup \( (P_t) \) satisfying conditions (A1)-(A3), specified in Section 2 below (see, in particular, also Remark 2.1 (viii)). Such a semigroup can e.g. be constructed from a generalized Dirichlet form. It can also be constructed by other methods (see e.g. [14]). Under conditions (A1)-(A3), the coefficients of \( L \) may be quite singular and only very broad assumptions on \( A \) and \( b \) are needed.

The paper is organized as follows. In Sections 2 and 3, we use functional analytic methods to solve PDE (1.1) in the sense of Definition 2.4 or equivalently in the sense of (1.2). Here the function \( f \) need not be Lipschitz continuous with respect to \( y \); monotonicity suffices. And \( \mu \), which appears in the monotonicity conditions (see condition (H2) in Section 3.2 below), can depend on \( t \). \( f \) is, however, assumed to be Lipschitz continuous with respect to the last variable. We emphasize that the first order term of \( L \) with coefficient \( Ab \) cannot be incorporated into \( f \) unless it is bounded. Hence we are forced to take it as a part of \( L \) and have to consider a diffusion process \( X \) which is generated by an operator \( L \) which is the generator of a (in general non-sectorial) generalized Dirichlet form. We also emphasize that under our conditions PDE (1.1) cannot be tackled by standard monotonicity methods (see e.g. [5]) because of lack of a suitable Gelfand triple \( V \subset \mathcal{H} \subset V^* \) with \( \mathcal{V} \) being a reflexive Banach space.

In Section 4, we assume that \( \mathcal{E} \) is a generalized Dirichlet form and is associated with a strong Markov process \( X = (\Omega, \mathcal{F}_\infty, \mathcal{F}_t, X_t, P^x) \). Such a process can be constructed if \( \mathcal{E} \) is quasi-regular. We extend the stochastic calculus for the Markov process in order to generalize the martingale representation theorem. More precisely, in order to treat BSDE’s, in Theorem 4.3 we show that there is a set \( \mathcal{N} \) of null capacity outside of which the following representation theorem holds: for every bounded \( \mathcal{F}_\infty \)-measurable random variable \( \xi \), there exists a predictable process \( \phi : [0, \infty) \times \Omega \to H \), such that for each probability measure \( \nu \), supported by \( E \setminus \mathcal{N} \),
one has
\[ \xi = E^\nu(\xi|\mathcal{F}_0) + \sum_{i=0}^{\infty} \int_0^\infty \phi_s^i dM_s^i \quad P^\nu - a.e. \]
In fact, one may choose the exceptional set \( N \) such that if the process \( X \) starts from a point of \( N^c \), it remains always in \( N^c \). As a consequence we deduce the existence of solutions for the BSDE using the existence of solutions for PDE (1.1) in the usual way, however, only under \( P^\mu \), because of our very general coefficients of \( L \) (c.f. Theorem 4.7).

In Section 5, we employ the above results to deduce existence and uniqueness for the solutions of the BSDE under \( P_x \) for \( x \in N^c \). As a consequence, in Theorem 5.4 one finds a version of the solution to PDE (1.1) which satisfies the mild equation pointwise, i.e. for the solution \( Y^s \) of the BSDE, we have \( Y^s_t = u(t, X_{t-s}), P^x - a.e. \). In particular, \( Y^s_t \) is \( P^x - a.e. \) equal to \( u(t, x) \).

In Section 6, we give some examples of the operator \( L \) satisfying our general conditions (A1)-(A5).

## 2 The Linear Equation

Let \( E \) be a separable real Banach space and \((H, \langle \cdot, \cdot \rangle_H)\) a separable real Hilbert space such that \( H \subset E \) densely and continuously. Identifying \( H \) with its topological dual \( H' \) we obtain that \( H \subset H' \subset E \) densely and continuously and \( E' \langle \cdot, \cdot \rangle_E = \langle \cdot, \cdot \rangle_{H} \) on \( E' \times H \). Define the linear space of finitely based smooth functions on \( E \) by
\[ \mathcal{F}C^\infty_b := \{ f(l_1, \ldots, l_m) | m \in \mathbb{N}, f \in C^\infty_b(\mathbb{R}^m), l_1, \ldots, l_m \in E' \}. \]
Here \( C^\infty_b(\mathbb{R}^m) \) denotes the set of all infinitely differentiable (real-valued) functions with all partial derivatives bounded. For \( u \in \mathcal{F}C^\infty_b \) and \( k \in E \) let
\[ \frac{\partial u}{\partial k}(z) := \frac{d}{ds}u(z + sk)|_{s=0}, z \in E, \]
be the Gâteaux derivative of \( u \) in direction \( k \). It follows that for \( u = f(l_1, \ldots, l_m) \in \mathcal{F}C^\infty_b \) and \( k \in H \) we have that
\[ \frac{\partial u}{\partial k}(z) = \sum_{i=1}^{m} \frac{\partial f}{\partial x_i}(l_1(z), \ldots, l_m(z))\langle l_i, k \rangle_H, z \in E. \]
Consequently, \( k \mapsto \frac{\partial u}{\partial k}(z) \) is continuous on \( H \) and we can define \( \nabla u(z) \in H \) by
\[ \langle \nabla u(z), k \rangle_H = \frac{\partial u}{\partial k}(z). \]
Let \( \mu \) be a finite positive measure on \((E, \mathcal{B}(E))\). By \( L_{sym}(H) \) we denote the linear space of all symmetric and bounded linear operators on \( H \) equipped with usual operator norm \( \| \cdot \|_{L^{\infty}(H)} \). Let \( A : E \mapsto L_{sym}(H) \) be measurable such that \( \langle A(z)h, h \rangle_H \geq 0 \) for all \( z \in E, h \in H \) and let \( b : E \mapsto H \) be \( \mathcal{B}(E)/\mathcal{B}(H) \)-measurable. Assume that the Pseudo inverse \( A^{-1} \) of \( A \) is measurable.

Denote the \( H \)-norm by \( | \cdot |_H \) and set \( \| u(z) \|_2^2 := \int |u(z)|^2 d\mu(z) \) for \( u \in L^2(E, \mu) \). We also denote \( (u, v)_{L^2(E, \mu)} \) by \( (u, v) \) for \( u, v \in L^2(E, \mu) \). For \( p \geq 1 \), let \( L^p(\mu), L^p(\mu; H) \) denote
$L^p(E, \mu)$, $L^p(E, \mu; H)$ respectively. If $W$ is a function space, we will use $bW$ to denote set of all the bounded functions in $W$.

Furthermore, we introduce the bilinear form

$$\mathcal{E}(u, v) := \int \langle A(z) \nabla u(z), \nabla v(z) \rangle_H d\mu(z) + \int \langle A(z)b(z), \nabla u(z) \rangle_H v(z) d\mu(z), u, v \in FC_b^\infty. \tag{2.1}$$

Consider the following conditions,

(A1) $\langle A(\cdot)k, k \rangle \in L^1(\mu)$ and bilinear form

$$\mathcal{E}^A(u, v) = \int \langle A(z) \nabla u(z), \nabla v(z) \rangle_H d\mu(z); u, v \in FC_b^\infty,$$

is closable on $L^2(E; \mu)$.

The closure of $FC_b^\infty$ with respect to $\mathcal{E}_t^A := \mathcal{E}^A + \langle \cdot, \cdot \rangle_H$ is denoted by $F$. Then $(\mathcal{E}^A, F)$ is a well-defined symmetric Dirichlet form on $L^2(E, \mu)$. We set $\mathcal{E}_t^A(u, u) := \mathcal{E}_t^A(u, u), u \in F$.

(A2) Let $A^{1/2}b \in L^2(E; H, \mu)$, i.e. $\int |A^{1/2}b|^2_H d\mu < \infty$. We also assume there exists $\alpha \geq 0$ such that

$$\int \langle Ab, \nabla u^2 \rangle_H d\mu \geq -\alpha \|u\|_2^2, \quad u \in FC_b^\infty, \forall u \geq 0. \tag{2.2}$$

Obviously, $\mathcal{E}$ from (2.1) immediately extends to all $u \in F, v \in bF$.

(A3) There exists a positivity preserving $C_0$-semigroup $P_t$ on $L^2(E; \mu)$ such that for any $t \in [0, T], \exists C_T > 0$ such that

$$\|P_tf\|_\infty \leq C_T \|f\|_\infty,$$

and such that its $L^2$-generator $(L, D(L))$ has the following properties: $bD(L) \subset bF$ and for any $u \in bF$ there exists uniformly bounded $u_n \in D(L)$ such that $\mathcal{E}_t^A(u_n - u) \to 0$ as $n \to \infty$ and that it is associated with the bilinear form $\mathcal{E}$ in (2.1) in the sense that $\mathcal{E}(u, v) = -(Lu, v)$ for $u, v \in bD(L)$.

To obtain a semigroup $P_t$ satisfying the above conditions, we can use generalized Dirichlet forms. Let us recall the definition of a generalized Dirichlet form from [36]. Let $E_1$ be a Hausdorff topological space and assume that its Borel $\sigma$-algebra $B(E_1)$ is generated by the set $C(E_1)$ of all continuous functions on $E_1$. Let $m$ be a $\sigma$-finite measure on $(E_1, B(E_1))$ such that $\mathcal{H} := L^2(E_1, m)$ is a separable (real) Hilbert space. Let $(A, V)$ be a coercive closed form on $\mathcal{H}$ in the sense of [25]. We denote the corresponding norm by $\| \cdot \|_V$. Identifying $\mathcal{H}$ with its dual $\mathcal{H}'$ we obtain that $V \to \mathcal{H} \cong \mathcal{H}' \to V'$ densely and continuously.

Let $(\Lambda, D(\Lambda, \mathcal{H}))$ be a linear operator on $\mathcal{H}$ satisfying the following assumptions:

(i) $(\Lambda, D(\Lambda, \mathcal{H}))$ generates a $C_0$-semigroup of contractions $(U_t)_{t \geq 0}$ on $\mathcal{H}$.

(ii) $V$ is $\Lambda$-admissible, i.e. $(U_t)_{t \geq 0}$ can be restricted to a $C_0$-semigroup on $V$.

Let $(\Lambda, \mathcal{F})$ with corresponding norm $\| \cdot \|_F$ be the closure of $\Lambda : D(\Lambda, \mathcal{H}) \cap \mathcal{V} \to \mathcal{V}'$ as an operator from $\mathcal{V}$ to $\mathcal{V}'$ and $(\Lambda, \tilde{\mathcal{F}})$ its dual operator.

Let

$$\mathcal{E}(u, v) = \begin{cases} A(u, v) - \langle \Lambda u, v \rangle & \text{if } u \in \mathcal{F}, v \in \mathcal{V}, \\ A(u, v) - \langle \Lambda v, u \rangle & \text{if } u \in \mathcal{V}, v \in \tilde{\mathcal{F}}. \end{cases}$$
Here $\langle \cdot , \cdot \rangle$ denotes the dualization between $V'$ and $V$, which coincides with the inner product $(\cdot , \cdot )_\mathcal{H}$ in $\mathcal{H}$ when restricted to $\mathcal{H} \times V$. We set $\mathcal{E}_\alpha (u, v) := \mathcal{E}(u, v) + \alpha (u, v)_\mathcal{H}$ for $\alpha > 0$. We call $\mathcal{E}$ the bilinear form associated with $(\mathcal{A}, \mathcal{V})$ and $(\Lambda, D(\Lambda, \mathcal{H})).$ If

$$u \in \mathcal{F} \Rightarrow u^+ \land 1 \in V \text{ and } \mathcal{E}(u, u - u^+ \land 1) \geq 0,$$

then the bilinear form is called a generalized Dirichlet form. If the adjoint semigroup $(\hat{U}_t)_{t \geq 0}$ of $(U_t)_{t \geq 0}$ can also be restricted to a $C_0$-semigroup on $V$, let $(\hat{\mathcal{A}}, D(\hat{\mathcal{A}}, \mathcal{H}))$ denote the generator of $(\hat{U}_t)_{t \geq 0}$ on $\mathcal{H}$, $\hat{\mathcal{A}}(u, v) := \mathcal{A}(v, u), u, v \in V$ and let the coform $\hat{\mathcal{E}}$ be defined as the bilinear form associated with $(\hat{\mathcal{A}}, \mathcal{V})$ and $(\hat{\mathcal{A}}, D(\hat{\mathcal{A}}, \mathcal{H})).$

**Remark 2.1** (i) Some general criteria imposing conditions on $A$ and $\mu$ in order that $\mathcal{E}^A$ be closable are e.g. given in [25, Chap II, Section 2] and [1].

(ii) In our case, due to our general conditions on $b$ and $f$, we can’t find a suitable Gelfand triple $V \subset H \subset V^*$ with $V$ being a reflexive Banach space to apply the monotonicity method as in [5] or [30].

(iii) We can construct a semigroup $P_t$ satisfying (A3) by the theory of generalized Dirichlet forms. More precisely, if there exists a constant $\hat{c} \geq 0$ such that $\mathcal{E}_\hat{c}(\cdot , \cdot ) := \mathcal{E}(\cdot , \cdot ) + \hat{c}(\cdot , \cdot )$ is a generalized Dirichlet form with domain $\mathcal{F} \times \mathcal{V}$ in one of the following three senses:

(a) $(\mathcal{E}_1, \mathcal{B}(E_1), m) = (E, \mathcal{B}(E), \mu),$ $(\mathcal{A}, \mathcal{V}) = (\mathcal{E}^A, F),$ $\langle \Lambda u, v \rangle - \hat{c}(u, v) = \int (A(z)b(z), \nabla u(z))_H v(z)_H v(z)_H d\mu(z)$ for $u, v \in \mathcal{F}C^\infty_b; \,$

(b) $(\mathcal{E}_1, \mathcal{B}(E_1), m) = (E, \mathcal{B}(E), \mu),$ $\mathcal{A} \equiv 0$ and $\mathcal{V} = L^2(E, \mu), \,$

(c) $\mathcal{E}_\hat{c} = \mathcal{A}, \Lambda \equiv 0$ (In this case $(\mathcal{E}_\hat{c}, \mathcal{V})$ is a sectorial Dirichlet form in the sense of [25]); then there exists a sub-Markovian $C_0$-semigroup of contraction $\hat{P}^\hat{c}_t$ associated with the generalized Dirichlet form $\mathcal{E}_\hat{c}$. Then $P_t := e^{\alpha t}\hat{P}^\hat{c}_t$ satisfies (A3) and we have

$$\mathcal{D}(L) \subset \mathcal{F} \subset F.$$

In case (a), we see "$b$"-part in bilinear form as a perturbation to a symmetric Dirichlet form.

(iv) The semigroup can also be constructed by other methods. (see e.g. [14], [8]).

(v) By (A3) we have that $\mathcal{E}$ is positivity preserving, i.e.

$$\mathcal{E}(u, u^+) \geq 0 \forall u \in \mathcal{D}(L),$$

which can be obtained by the same arguments as in [36, I Proposition 4.4]. By (2.2) and (A3), we have for $u \in b\mathcal{D}(L), u \geq 0$

$$\int Lud\mu = -\mathcal{E}(u, 1) = - \int \langle Ab, \nabla u \rangle_H d\mu = - \int \langle Ab, \nabla (u + \varepsilon) \rangle_H d\mu \leq -\alpha \int (u + \varepsilon) d\mu.$$

Letting $\varepsilon \to 0$, we have $\int Lud\mu \leq -\alpha \int ud\mu$. $(P_t)_{t \in [0, T]}$ is a $C_0$-semigroup on $L^1(E; \mu)$.

(vi) All the conditions are satisfied by the bilinear form considered in [35, Section 4] and the operator in [13, Chapter II,III,IV] (see Section 6 below).

(vii) The notion of quasi-regularity for generalized Dirichlet forms analogously to [25] has been introduced in [36]. By this and a technical assumption an associated $m$-tight special
standard process can be constructed. We will use stochastic calculus associated with this process to conclude our probabilistic results (see Section 4 below).

(viii) Our assumptions (A1), (A2) are to make sure that the operator $L$ is associated to a bilinear form $E$, which could be seen as a non-symmetric perturbation to the symmetric Dirichlet form $E_A$. Under these assumptions we prove the relation between generalized solutions (Definition 2.4), mild solutions and weak solutions in the sense of equation (2.7) in Proposition 2.7. By this we obtain a priori $L^\infty$-norm estimates for the solution of the nonlinear equation (3.1), which is essential to the proof of the existence of the solution to the nonlinear equation, since in our case the condition (H4) on the nonlinearity $f$ is more general than all previous papers [10],[18],[26].

Let us recall the notations $\hat{F}, \mathcal{C}_T, \| \cdot \|_T$ associated with $E^A$ from [4]: $\mathcal{C}_T := C^1((0, T); L^2) \cap L^2(0, T; F)$, which turns out to be the appropriate space of test functions, i.e.

$$\mathcal{C}_T = \{ \varphi : [0, T] \times E \to \mathbb{R} | \varphi_t \in F \text{ for almost each } t, \int_0^T E^A(\varphi_t, \varphi_t)dt < \infty, \quad t \to \varphi_t \text{ is differentiable in } L^2 \text{ and } t \to \partial_t \varphi_t \text{ is } L^2 \text{- continuous on } [0, T] \}.$$ 

We also set $\mathcal{C}_{[a, b]} := C^1([a, b]; L^2) \cap L^2([a, b]; F)$. For $\varphi \in \mathcal{C}_T$, we define

$$\| \varphi \|_T := (\sup_{t \leq T} \| \varphi_t \|_2^2 + \int_0^T E^A(\varphi_t)dt)^{1/2}.$$ 

$\hat{F}$ is the completion of $\mathcal{C}_T$ with respect to $\| \cdot \|_T$. By [4], $\hat{F} = C([0, T]; L^2) \cap L^2(0, T; F)$. And for every $u \in \hat{F}$ there exists a sequence $u^n \in FC_b^{\infty, T}, n \in \mathbb{N}$, such that $\int_0^T E^A(u_t - u^n_t)dt \to 0$. Here

$$FC_b^{\infty, T} := \{ f(t, l_1, ..., l_m) | m \in \mathbb{N}, f \in C_b^{\infty}([0, T] \times \mathbb{R}^m) \times \mathbb{R}^m), l_1, ..., l_m \in E \}.$$ 

We also introduce the following space

$$W^{1,2}([0, T]; L^2(E)) = \{ u \in L^2([0, T]; L^2); \partial_t u \in L^2([0, T]; L^2) \},$$

where $\partial_t u$ is the derivative of $u$ in the weak sense (see e.g. [5]).

### 2.1 Linear Equations

We consider the linear equation

$$(\partial_t + L)u + f = 0, \quad 0 \leq t \leq T$$

$$u_T(x) = \phi(x), \quad x \in E \tag{2.3}$$

where $f \in L^1([0, T]; L^2(E, \mu)), \phi \in L^2(E, \mu)$.

By [4] we set $D_{A^{1/2}} \varphi := A^{1/2} \nabla \varphi$ for any $\varphi \in FC_b^{\infty}$, define $V_0 = \{ D_{A^{1/2}} \varphi : \varphi \in FC_b^{\infty} \}$, and let $V$ be the closure of $V_0$ in $L^2(E; H, \mu)$. And then we have the following results.

**Proposition 2.2** Assume (A1) holds.
One has \( A^{1/2}A^{-1/2}D_{A^{1/2}}u(x) = D_{A^{1/2}}u(x) \). Moreover, the above formula extends to \( u, v \in F \),

\[
    \mathcal{E}^A(u, v) = \int \langle D_{A^{1/2}}u(x), D_{A^{1/2}}v(x) \rangle_{H\mu}(dx).
\]

(iii) Let \( u^n, u \in \hat{F} \) be such that \( u^n \to u \) in \( L^2((0, T) \times E) \) and \( (D_{A^{1/2}}u^n) \) is a Cauchy-sequence in \( L^2((0, T) \times E; H) \). Then \( D_{A^{1/2}}u^n \to D_{A^{1/2}}u \) in \( L^2((0, T) \times E; H) \), i.e. \( D_{A^{1/2}} \) is closable as an operator from \( \hat{F} \) into \( L^2((0, T) \times E; H) \).

**Proof** See [4, Proposition 2.3].

For \( u \in F, v \in bF \) we will denote

\[
    \mathcal{E}(u, v) := \int \langle D_{A^{1/2}}u(x), D_{A^{1/2}}v(x) \rangle_{H\mu}(dx) + \int \langle A^{1/2}b, D_{A^{1/2}}u \rangle_{H\mu}(dx).
\]

**Notation** By \( \nabla u \) we denote the set of all measurable functions \( \phi : E \to H \), such that \( A^{1/2}\phi = D_{A^{1/2}}u \) as elements of \( L^2(\mu; H) \).

## 2.2 Solution of the Linear Equation

In this section we will introduce the concept of generalized solution and prove a generalized solution is equivalent to a mild solution in Proposition 2.7. Moreover, a generalized solution satisfies the weak relation (2.7). We don’t use weak relation (2.7) as the definition of the solution. Since the solution is not in the domain of operator \( L \), we can’t choose it as a test function. It seems impossible to prove uniqueness of solution if we choose weak relation as the definition of the solution.

**Definition 2.3** [strong solution] A function \( u \in \hat{F} \cap L^1((0, T); \mathcal{D}(L)) \) is called a strong solution of equation (2.3) with data \( (\phi, f) \), if \( t \mapsto u_t = u(t, \cdot) \) is \( L^2 \)-differentiable on \( [0, T] \), \( \partial_t u_t \in L^1((0, T); L^2) \) and the equalities in (2.3) hold in \( L^2(\mu) \).

**Definition 2.4** [generalized solution] A function \( u \in \hat{F} \) is called a generalized solution of equation (2.3), if there exists a sequence of \( \{u^n\} \) consisting of strong solutions with data \( (\phi^n, f^n) \) such that

\[
    \|u^n - u\|_T \to 0, \|\phi^n - \phi\|_2 \to 0, \lim_{n \to \infty} f^n = f \text{ in } L^1([0, T]; L^2(\mu)).
\]

By (A3) and Remark 2.1 (v), for \( 0 \leq t \leq T \), \( P_t \), as \( C_0 \)-semigroup on \( L^1(E; \mu) \), can be restricted to a semigroup on \( L^p(E; \mu) \) for all \( p \in [1, \infty) \) by the Riesz-Thorin Interpolation Theorem and the restricted semigroup (denoted again by \( P_t \) for simplicity) is strongly continuous on \( L^p(E; \mu) \).

**Proposition 2.5** Assume that (A1)-(A3) hold.
(i) Let \( f \in C^1([0,T];L^p) \) for \( p \in [1,\infty) \). Then \( w_t := \int_t^T P_{s-t} f_s ds \in C^1([0,T];L^p) \), and
\[
\partial_t w_t(x) = -P_{T-t} f_T(x) + \int_t^T P_{s-t} \partial_s f_s(x) ds.
\]

(ii) Assume that \( \phi \in D(L) \), \( f \in C^1([0,T];L^2) \) and for each \( t \in [0,T] \), \( f_t \in D(L) \). Define \( u_t := P_{T-t} \phi + \int_t^T P_{s-t} f_s ds \). Then \( u \) is a strong solution of (2.3) and, moreover, \( u \in C^1([0,T];L^2) \).

**Proof**  By the same arguments as in [4, Proposition 2.6]. \( \square \)

**Proposition 2.6**  Assume that conditions \((A1)-(A3)\) hold. If \( f \in C^1([0,T];L^2(\mu)) \) and \( u \) is a strong solution for (2.3), it is a mild solution for (2.3) i.e. \( u_t = P_{T-t} \phi + \int_t^T P_{s-t} f_s ds \).

**Proof**  For fixed \( t, \varphi \in D(\hat{L}) \) \((u_T, \hat{P}_{T-t} \varphi) - (u_t, \varphi) = \int_t^T (-Lu_s - f_s, \hat{P}_{s-t} \varphi) ds + \int_t^T (u_s, \hat{L} \hat{P}_{s-t} \varphi) ds \). Here \( \hat{L}, \hat{P}_t \) denote the adjoints on \( L^2(E, \mu) \) of \( L, P \) respectively. As \( u \) is a strong solution, we deduce that \((u_t, \varphi) = (P_{T-t} \phi + \int_t^T P_{s-t} f_s ds, \varphi) \). Since \( D(\hat{L}) \) is dense in \( L^2 \), the assertion follows. \( \square \)

**Proposition 2.7**  Assume that conditions \((A1)-(A3)\) hold, \( f \in L^1([0,T];L^2) \) and \( \phi \in L^2 \). Then the equation (2.3) has a unique generalized solution \( u \in \hat{F} \)

\[
u_t = P_{T-t} \phi + \int_t^T P_{s-t} f_s ds.
\]  (2.4)

The solution satisfies the three relations:

\[
\|u_t\|^2_2 + 2 \int_t^T \mathcal{E}^A(u_s) ds \leq 2 \int_t^T (f_s, u_s) ds + \|\phi\|^2_2 + 2\alpha \int_t^T \|u_s\|^2_2 ds, \quad 0 \leq t \leq T, \tag{2.5}
\]

\[
\|u\|^2_T \leq M_T(\|\phi\|^2_2 + (\int_0^T \|f_t\|^2_2 dt)^2), \tag{2.6}
\]

\[
\int_0^T ((u_t, \partial_t \varphi_t) + \mathcal{E}^A(u_t, \varphi_t) + \int \langle A^{1/2} b, D_{A^{1/2}} u_t \rangle_{H\varphi} d\mu) dt = \int_0^T (f_t, \varphi_t) dt + (\phi, \varphi_T) - (u_0, \varphi_0), \tag{2.7}
\]

for any \( \varphi \in b\mathcal{C}_T \).

Moreover, if \( u \in \hat{F} \) is bounded and satisfies (2.7) for any \( \varphi \in b\mathcal{C}_T \) with bounded \((f, \phi)\), then \( u \) is a generalized solution given by (2.4). (2.7) can be extended easily to \( \varphi \in bW^{1,2}([0,T];L^2) \cap L^2([0,T];F) \).

**Proof**  Define \( u \) by (2.4). First assume that \( \phi, f \) are bounded and satisfy the conditions of Proposition 2.5 (ii). Then, since \( u \) is bounded and by Proposition 2.5 we know that \( u \) is a strong solution of (2.3), hence it obviously satisfies (2.7). Furthermore, \( u \in C^1([0,T];L^2) \). Hence, actually \( u \in b\mathcal{C}_T \) and consequently,

\[
\int_0^T ((u_t, \partial_t u_t) + \mathcal{E}^A(u_t, u_t) + \int \langle A^{1/2} b, D_{A^{1/2}} u_t \rangle_{H u_t} d\mu) dt = \int_0^T (f_t, u_t) dt + (\phi, u_T) - (u_0, u_0).
\]

By (2.2) we have \( \int \langle A^{1/2} b, D_{A^{1/2}} u_t \rangle_{H u_t} d\mu \geq -\alpha \|u_t\|^2_2 \) then we obtain

\[
\|u_t\|^2_2 + 2 \int_t^T \mathcal{E}^A(u_s) ds \leq 2 \int_t^T (f_s, u_s) ds + \|\phi\|^2_2 + 2\alpha \int_t^T \|u_s\|^2_2 ds, \quad 0 \leq t \leq T. \tag{2.8}
\]
As
\[ \int_t^T (f_s, u_s)ds = \int_t^T ((f_s, P_{t-s}) + (f_s, \int_s^T P_{t-r} f_r dr))ds \]
\[ \leq M_0 e^{T-t} (||\phi||_2^2 + \int_t^T f_s ds + \int_t^T (||f_s||_2^2 + T ||f_r||_2^2 dr))ds, \]
and \( \int_t^T ||u_s||_2^2 ds \leq M_{T-t} (||\phi||_2^2 + (\int_0^T ||f_t||_2^2 dt)^2) \), we obtain \( ||u_t||_2^2 + \int_t^T \mathcal{E}^A(u_s)ds \leq M_{T-t} (||\phi||_2^2 + (\int_0^T ||f_t||_2^2 dt)^2) \). Hence, it follows that
\[ ||u_t||_2^2 \leq M_{T-t} (||\phi||_2^2 + (\int_0^T ||f_t||_2^2 dt)^2). \] (2.9)

Here the constant \( M_{T-t} \) may change from line to line, but it is independent of \( f, \phi \). Now we will obtain the result for general data \( \phi \) and \( f \). Let \( (f^n)_{n\in\mathbb{N}} \) be a sequence of functions in \( bC^1([0,T];L^2(\mu)) \) such that \( f_t \in \mathcal{D}(L) \) for all \( t \in [0,T] \) and \( \int_0^T ||f^n_t - f_t||_2^2 dt \to 0 \). (Such a sequence exists, since \( \{\alpha_t, g(x); \alpha_t \in C_0^\infty[0,T], g \in b\mathcal{D}(L)\} \) is dense in \( L^1((0,T];L^2)) \). Take functions \( (\phi^n)_{n\in\mathbb{N}} \subset b\mathcal{D}(L) \) such that \( \phi^n \to \phi \) in \( L^2 \). Let \( u^n \) denote the solution given by (2.4) with \( f = f^n, \phi = \phi^n \).

By linearity, \( u^n - u^m \) is associated with \( (\phi^n - \phi^m, f^n - f^m) \). Since (2.9) implies that
\[ ||u^n - u^m||_T^2 \leq M_T (||\phi^n - \phi^m||_2^2 + (\int_0^T ||f^n_t - f^m_t||_2^2 dt)^2), \]
we deduce that \( (u^n)_{n\in\mathbb{N}} \) is a Cauchy sequence in \( \tilde{F} \). Then \( u = \lim_{n\to\infty} u^n \) in \( ||\cdot||_T \) is a generalized solution of (2.3) and (2.4) follows.

Next we prove (2.5) (2.6) (2.7) for \( u \). For \( \varphi \in b\mathcal{C}_T \), we have
\[ \int_0^T ((u^n_t, \partial_t \varphi_t) + \mathcal{E}^A(u^n_t, \varphi_t) + \int A^{1/2}b, D_{A^{1/2}u^n_t})_H \varphi_t d\mu dt = \int_0^T (f^n_t, \varphi_t)dt + (\phi^n, \varphi_T) - (u_0^n, \varphi_0). \] (2.10)

Since we have \( |\int_0^T \mathcal{E}^A(u^n_t - u_t, \varphi_t)|dt| \leq (\int_0^T \mathcal{E}^A(u^n_t - u_t)dt)^{1/2} (\int_0^T \mathcal{E}^A(\varphi_t)dt)^{1/2} \to 0 \), and
\[ |\int_0^T \int A^{1/2}b, D_{A^{1/2}(u^n_t - u_t)}_H \varphi_t d\mu dt| \leq \|\varphi\|_\infty (\int_0^T \int |A^{1/2}b|_H^2 d\mu dt)^{1/2} (\int_0^T \int |D_{A^{1/2}(u^n_t - u_t)}^2|_H d\mu dt)^{1/2} \to 0, \]
we deduce (2.7) for any \( \varphi \in b\mathcal{C}_T \).

Since \( ||u^n_t||_T \to ||u_t||_T \), we conclude \( \lim_{n\to\infty} \int_0^T \mathcal{E}^A(u^n_t)dt = \int_0^T \mathcal{E}^A(u_t)dt \). As the relations (2.5), (2.6) hold for the approximating functions, by passing to the limit, (2.5) and (2.6) follows for \( u \).

[Uniqueness] Let \( v \in \tilde{F} \) be another generalized solution of (2.3) and let \( (v^n)_{n\in\mathbb{N}}, (\tilde{\phi}^n)_{n\in\mathbb{N}}, (\tilde{f}^n)_{n\in\mathbb{N}} \) be the corresponding approximating sequences in the definition of the generalized solution. By Proposition 2.8 \( \sup_{t \in [0,T]} ||u^n_t - v^n_t||_2^2 \leq M_T (||\phi^n - \tilde{\phi}^n||_2^2 + (\int_0^T ||f_t^n - \tilde{f}_t^n||_2^2 dt)^2) \). Letting \( n \to \infty \), this implies \( u = v \).

For the last result we have \( \forall t_0 \geq 0, \varphi \in b\mathcal{C}_T \)
\[ \int_0^T ((u_t, \partial_t \varphi_t) + \mathcal{E}^{a,b}(u_t, \varphi_t) + \int b(\sigma, D_{\sigma}u_t)\varphi_t d\mu) dt = \int_0^T (f_t, \varphi_t) dt + (\varphi, \varphi_T) - (u_{t_0}, \varphi_{t_0}). \] (2.11)
For $t \geq \frac{1}{n}$, define $u^n_t := n \int_{t-\frac{1}{n}}^t u_{t-s}ds$, $f^n_t := n \int_{t-\frac{1}{n}}^t f_{t-s}ds$, $\phi^n := n \int_{t-\frac{1}{n}}^t \phi_{t-s}ds$. It is easy to check that $u^n$ also fulfills (2.11) with $f^n, \phi^n$ i.e. for fixed $t_0 \in (0, T]$, and for $n \geq \frac{1}{t_0}$,

\[
\int_{t_0}^T ((u^n_t, \partial_t \varphi_t) + E^A(u^n, \varphi_t) + \int \langle A^{1/2}b, D_{A^{1/2}u^n} \rangle \varphi_t dm) dt = \int_{t_0}^T (f^n, \varphi_t) dt + (\phi^n, \varphi_T) - (u^n_{t_0}, \varphi_{t_0}) dt.
\]

For the mild solution $v$ associated with $f, \phi$, the above relation also holds with $v^n$ replacing $u^n$. Hence we have

\[
\int_{t_0}^T (((u - v)^n_t, \partial_t \varphi_t) + E^A((u - v)^n, \varphi_t) + \int \langle A^{1/2}b, D_{A^{1/2}(u - v)^n} \rangle \varphi_t dm) dt = -((u - v)^n_{t_0}, \varphi_{t_0}).
\]

Since $(u - v)^n_t \in bC_{[\frac{1}{n}, T]}$, the above equation holds with $(u - v)^n_t$ as a test function. So we have

\[
\|(u - v)^n_{t_0}\|^2 + 2 \int_{t_0}^T E^A((u - v)^n, (u - v)^n_t) dt \leq 2\alpha \int_{t_0}^T \|(u - v)^n_t\|^2 dt.
\]

By Gronwall’s Lemma it follows that $\|(u - v)^n_{t_0}\|^2 = 0$. Letting $n \to \infty$, we have $\|u_{t_0} - v_{t_0}\|_2 = 0$. Then letting $t_0 \to 0$, we have $\|u_0 - v_0\| = 0$. Therefore, $u_t = P_{T-t}\phi + \int_t^T P_{s-t}f_s ds$ is a generalized solution for (2.3).

We can prove the following basic relations for the linear equation which is essential to the following section. The basic idea of the proof comes from [4]. As the definition of the solution is different from [4] and our bilinear form is not symmetric, we need to apply some results in Proposition 2.7 and some properties of the bilinear form $E$ from (A1)-(A3) to conclude the following proposition. And here we also use some new estimates to deal with the non-symmetric part of the bilinear form $E$. By Corollary A.4 and a modification of [4] we prove Proposition 2.8. We omit it here. For more details, we refer to [40]. The proof of Corollary A.4 is included in Appendix A.

**Proposition 2.8** Let $u = (u^1, ..., u^l)$ be a vector valued function where each component is a weak solution of the linear equation (2.3) associated to data $f^i \in L^1([0, T]; L^2), \phi^i \in L^2$ for $i = 1, ..., l$. By $\phi, f$ denote the vectors $\phi = (\phi^1, ..., \phi^l), f = (f^1, ..., f^l)$ and by $D_{A^{1/2}u}$ the matrix whose rows consist of $D_{A^{1/2}u^i}$. Then the following relations hold $\mu$-almost everywhere

\[
|u_t|^2 + 2 \int_t^T P_{s-t}(|D_{A^{1/2}u_s}|^2 dt) ds = P_{T-t}|\phi|^2 + 2 \int_t^T P_{s-t} \langle u_s, f_s \rangle ds,
\]

(2.12)

and

\[
|u_t| \leq P_{T-t}|\phi| + \int_t^T P_{s-t} \langle \hat{u}_s, f_s \rangle ds.
\]

(2.13)

Here we write $\hat{x} = x/|x|$, for $x \in \mathbb{R}^l$, $x \neq 0$ and $\hat{x} = 0$, if $x = 0$.

### 3 The Non-linear Equation

In the case of non-linear equations, we are going to treat systems of equations, with the unknown functions and their first-order derivatives mixed in the non-linear term of the equation. The
non-linear term is a given measurable function \( f : [0, T] \times E \times \mathbb{R}^l \times H^l \to \mathbb{R}^l \), \( l \in \mathbb{N} \). We are going to treat the following system of equations.

\[
(\partial_t + L)u + f(\cdot, \cdot, u, D_{A^{1/2}}u) = 0, \quad u_T = \phi. \tag{3.1}
\]

The function \( \phi \) is assumed to be in \( L^2(E, d\mu; \mathbb{R}^l) \).

**Definition 3.1** [Generalized solution of the nonlinear equation] A generalized solution of equation (3.1) is a system \( u = (u^1, u^2, \ldots, u^l) \) of \( l \) elements in \( \hat{F} \), which has the property that each function \( f^i(\cdot, \cdot, u, D_{A^{1/2}}u) \) belongs to \( L^1([0, T]; L^2(\mu)) \) and such that there is a sequence \( \{u_n\} \) which consists of strong solutions to (3.1) with data \( (\phi_n, f_n) \) such that

\[
\|u_n - u\|_T \to 0, \|\phi_n - \phi\|_2 \to 0 \quad \text{and} \quad \lim_{n \to \infty} f_n(\cdot, \cdot, u_n, D_{A^{1/2}}u_n) = f(\cdot, \cdot, u, D_{A^{1/2}}u) \quad \text{in} \quad L^1([0, T]; L^2(\mu)).
\]

**Definition 3.2** [Mild solution] A mild solution of equation (3.1) is a system \( u = (u^1, u^2, \ldots, u^l) \) of \( l \) elements in \( \hat{F} \), which has the property that each function \( f^i(\cdot, \cdot, u, D_{A^{1/2}}u) \) belongs to \( L^1([0, T]; L^2(\mu)) \) and such that for every \( i \in \{1, \ldots, l\} \), the following equation holds

\[
u^i(t, x) = P_{T-t} \phi^i(x) + \int_t^T P_{s-t} f^i(s, \cdot, u_s, D_{A^{1/2}}u_s)(x)ds, \mu - a.e. \tag{3.2}
\]

**Lemma 3.3** \( u \) is a generalized solution of the nonlinear equation (3.1) if and only if it is a mild solution of equation (3.1).

**Proof** The assertion follows by Proposition 2.7. \( \square \)

We will use the following notation \( |u|_H := \sum |u^i|_H, \) for \( u \in L^2(E; H^l, d\mu) \), \( \|\phi\|_2^2 := \sum_{i=1}^l \|\phi^i\|_2^2 \), for \( \phi \in L^2(E, d\mu; \mathbb{R}^l) \), \( \mathcal{E}(u, v) := \sum_{i=1}^l \mathcal{E}(u^i, v^i) \), \( \mathcal{E}^A(u, v) := \sum_{i=1}^l \mathcal{E}^A(u^i, v^i) \), for \( u, v \in F^l \), \( \|u\|_{T}^2 := \sup_{0 \leq t \leq T} \|u^i\|_2^2 + \int_0^T \mathcal{E}^A(u^i)dt, \) for \( u \in \hat{F}^l \).

### 3.1 The Case of Lipschitz Conditions

In this subsection we consider a measurable function \( f : [0, T] \times E \times \mathbb{R}^l \times H^l \to \mathbb{R}^l \) such that

\[
|f(t, x, y, z) - f(t, x, y', z')| \leq C(|y - y'| + |z - z'|_H), \tag{3.3}
\]

with \( t, x, y, y', z, z' \) arbitrary and \( C \) a constant independent of \( t, x \). We set \( f^0(t, x) := f(t, x, 0, 0) \).

**Proposition 3.4** Assume that conditions (A1)-(A3) hold and \( f \) satisfies condition (3.3), \( f^0 \in L^2([0, T] \times E, dt \times d\mu; \mathbb{R}^l) \) and \( \phi \in L^2(E; \mathbb{R}^l) \). Then equation (3.1) admits a unique solution \( u \in \hat{F}^l \). The solution satisfies the following estimate

\[
\|u\|_{T}^2 \leq e^{T(1 + 2C + C^2 + 2\alpha)}(\|\phi\|_2^2 + \|f^0\|_{L^2([0, T] \times E)}^2).
\]

**Proof** If \( u \in \hat{F}^l \), then by relation (3.3) we have

\[
|f(\cdot, \cdot, u, D_{A^{1/2}}u)| \leq |f(\cdot, \cdot, u, D_{A^{1/2}}u) - f(\cdot, \cdot, 0, 0)| + |f(\cdot, \cdot, 0, 0)|
\leq C(|u| + |D_{A^{1/2}}u|_H) + |f^0|.
\]
As $f^0 \in L^2([0,T] \times E; d\mu; \mathbb{R}^l)$ and $|D_{A^{1/2}u}|_H$ is an element of $L^2([0,T] \times E)$, we get $f(t, \cdot, u, D_{A^{1/2}u}) \in L^2([0,T] \times E; \mathbb{R}^l)$.

Now we define the operator $A : \hat{F}^l \to \hat{F}^l$ by $(Au)^i_t = P_{T-t} \phi^i(x) + \int_t^T P_{s-t} f^i(s, \cdot, u_s, D_{A^{1/2}u_s})(x) ds, i = 1, \ldots, l$. Then Proposition 2.7 implies that $Au \in \hat{F}^l$. In the following we write $f^i_{u,s} := f^i(s, \cdot, u_s, D_{A^{1/2}u_s})$

Since $(Au)^i_t - (Av)^i_t = \int_t^T P_{s-t} (f^i_{u,s} - f^i_{v,s}) ds$ is the mild solution with data $(f^i_u - f^i_v, 0)$, by the same argument as in Proposition 2.7 we have

\[
\| \int_t^T \int_t^T P_{s-t} (f^i_{u,s} - f^i_{v,s}) ds \|_2^2 \leq M_T \| f^i_{u,s} - f^i_{v,s} \|_2^2 
\]

\[
M_T = M_T(T - t) \int_t^T \left( \| u_s - v_s \|_2^2 + \| D_{A^{1/2}u_s} - D_{A^{1/2}v_s} \|_H \right) ds \leq M_T(T - t) \| u - v \|_2^2, 
\]

where $M_T$ may change from line to line. Here $\| u \|_T := (\sup_{t \in [T_a, T_b]} \| u \|_2^2 + \int_{T_a}^{T_b} \mathcal{E}^A(u_t) dt)^{1/2}$, where $0 \leq T_a \leq T_b \leq T$. Fix $T_1$ sufficiently small such that $M_T(T - T_1) < 1$. Then we have:

\[
\| Au - Av \|_{T_{1,T}}^2 < \| u - v \|_{T_{1,T}}^2. 
\]

Then there exists a unique $u_1 \in \hat{F}_{[T_1,T]}$ such that $Au_1 = u_1$ where $\hat{F}_{[T_a,T_b]} := C([T_a, T_b]; L^2) \cap L^2((T_a, T_b); F)$ for $T_a \in [0,T]$ and $T_b \in [T_a, T]$. Then we can construct a solution on $[0, T]$ by iteration and uniqueness follows from the fixed point theorem.

In order to obtain the estimate in the statement, we write

\[
\| u_t \|_2^2 + 2 \int_t^T \mathcal{E}^A(u_s) ds \leq 2 \int_t^T (f_{u,s}, u_s) ds + \| \phi \|_2^2 + 2 \alpha \int_t^T \| u_s \|_2^2 ds
\]

By relation (2.5) of Proposition 2.7 it follows that

\[
\| u_t \|_2^2 + 2 \int_t^T \mathcal{E}^A(u_s) ds \leq 2 \int_t^T (f_{u,s}, u_s) ds + \| \phi \|_2^2 + 2 \alpha \int_t^T \| u_s \|_2^2 ds
\]

\[
\leq \| \phi \|_2^2 + \int_t^T \| f^0 \|_2^2 ds + (1 + 2C + C^2 + 2\alpha) \int_t^T \| u_s \|_2^2 ds + \int_t^T \mathcal{E}^A(u_s) ds. 
\]

Now by Gronwall’s lemma the desired estimate follows.

\[\Box\]

### 3.2 The Case of Monotonicity Conditions

Let $f : [0, T] \times E \times \mathbb{R}^l \times \mathcal{H} \to \mathbb{R}^l$ be a measurable function and $\phi \in L^2(E, \mu; \mathbb{R}^l)$ be the final condition of (3.1). In this subsection we impose the following conditions:

(H1) [Lipschitz condition in $z$] There exists a fixed constant $C > 0$ such that for $t, x, y, z, z'$ arbitrary $\| f(t, x, y, z) - f(t, x, y, z') \|_H \leq C \| z - z' \|_H$.

(H2) [Monotonicity condition in $y$] For $x, y, y', z$ arbitrary, there exists a function $\mu \in L^1([0, T]; \mathbb{R})$ such that $\langle y - y', f(t, x, y, z) - f(t, x, y', z) \rangle \leq \mu_t |y - y'|^2$. We set $\alpha_t := \int_t^T \mu_s ds$.

(H3) [Continuity condition in $y$] For $t, x$ and $z$ fixed, the map $\mathbb{R}^l \ni y \mapsto f(t, x, y, z)$ is continuous.
We need the following notation $f^0(t, x) := f(t, x, 0, 0)$, $f^r(t, x, y) := f(t, x, y, 0) - f(t, x, 0, 0)$, $f^r, r(t, x) := \sup_{|y|\leq r} |f^r(t, x, y)|$.

(H4) For each $r > 0$, $f^r, r \in L^1([0, T]; L^2)$.

(H5) $\|\phi\|_{\infty} < \infty, \|f^0\|_{\infty} < \infty$.

As $\mu(E) < \infty$ we have $|\phi| \in L^2$, $|f^0| \in L^2([0, T]; L^2)$. The conditions (H1), (H4), and (H5) imply that if $u \in F$ is bounded, then $|f(u, D_{A^{1/2}}u)| \in L^1([0, T]; L^2)$. Under the above conditions, even if $E$ is equal to a Hilbert space, it seems impossible to apply general monotonicity methods to the map $V \ni u \mapsto f(t, \cdot, u(\cdot), D_{A^{1/2}}u) \in V'$ because of lack of a suitable reflexive Banach space $V$ such that $V \subset H \subset V'$. Therefore, also here we proceed developing a hands-on approach to prove existence and uniqueness of solutions for equation (3.1) as done in [4], [34] and in particular, [40].

Lemma 3.5 In (H2) without loss of generality we assume that $\mu_t \equiv 0$.

Proof Let us make the change of variables $u^*_t := \exp(\alpha_t)u_t$ and set

$$\phi^* := \exp(\alpha_T)\phi \quad f^*_t(y, z) := \exp(\alpha_t)f_t(\exp(-\alpha_t)y, \exp(-\alpha_t)z) - \mu_ty$$

for the data. Next we can easily prove that $u$ is a solution associated to the data $(\phi, f)$ if and only if $u^*$ is a solution associated to the data $(\phi^*, f^*)$. It is obvious that (H1)-(H5) are satisfied. □

Lemma 3.6 Assume that conditions (A1)-(A3), (H1) and the following weaker form of condition (H2) (with $\mu_t \equiv 0$) hold,

$$(H2') \langle y, f^r(t, x, y) \rangle \leq 0,$$

for all $t, x, y$. If $u$ is a solution of (3.1), then there exists a constant $K$ which depends on $C, T, \alpha$ such that

$$\|u\|_2^2 \leq K(\|\phi\|_2^2 + \int_0^T \|f^0_t\|_2^2 dt).$$

Proof Since $u$ is a solution of (3.1), we have by Proposition 2.7 $\|u_t\|_2^2 + 2 \int_t^T \mathcal{E}^A(u_s)ds \leq 2 \int_t^T \langle f_s, u_s \rangle ds + \|u_t\|_2^2 + 2\alpha \int_t^T \|u_s\|_2^2 ds$. Conditions (H1) and (H2') yield

$$\langle f_s(u_s, D_{A^{1/2}}u_s), u_s \rangle = \langle f_s(u_s, D_{A^{1/2}}u_s) - f_s(u_s, 0) + f_s'(u_s) + f^0_s, u_s \rangle \leq (C|D_{A^{1/2}}u_s|_H + |f^0_s|)|u_s|.$$ 

Hence, it follows

$$\|u_t\|_2^2 + 2 \int_t^T \mathcal{E}^A(u_s)ds \leq \int_t^T \mathcal{E}^A(u_s)ds + (C^2 + 1 + 2\alpha) \int_t^T \|u_s\|_2^2 ds + \int_t^T \|f^0_s\|_2^2 ds + \|u_T\|_2^2.$$ 

Then by Gronwall’s Lemma, the assertion follows. □

By using Proposition 2.8, Lemma A.5 and Jesen’s inequality, we have the following estimates. This can be done by a modification of the arguments in [4, Lemma 3.3] and we omit it here. For more details, we refer to [40].
**Lemma 3.7** Assume that the conditions (A1)-(A3), (H1) and (H2') hold. If \( u \) is a solution of (3.1), then there exists a constant \( K \), which depends on \( C \) and \( T \) such that

\[
\|u\|_{\infty} \leq K(\|\phi\|_{\infty} + \|f^0\|_{\infty}). \tag{3.4}
\]

Now we want to prove the following main theorem in this section. The proof here is different from the finite dimension case since a unit ball in \( H \) is not compact. And it is inspired from the probabilistic approach to prove the existence of the solution of the BSDE of [11].

**Theorem 3.8** Suppose the conditions (A1)-(A3), (H1)-(H5) hold. Then there exists a unique generalized solution of equation (3.1). And it satisfies the following estimates with constants \( K_1 \) and \( K_2 \) independent of \( u, \phi, f \)

\[
\|u\|_T^2 \leq K_1(\|\phi\|_2^2 + \int_0^T \|f^0_t\|_2^2 dt),
\]

and

\[
\|u\|_{\infty} \leq K_2(\|\phi\|_{\infty} + \|f^0\|_{\infty}).
\]

**Proof** [Uniqueness] Let \( u_1 \) and \( u_2 \) be two solutions of equation (3.1). By using (2.5) for the difference \( u_1 - u_2 \) we get

\[
\|u_1,t - u_2,t\|_2^2 + 2 \int_t^T \mathcal{E}^A(u_1,s - u_2,s)ds
\]

\[
\leq 2 \int_t^T (f(s, \cdot, u_1,s, D^{1/2}u_1,s) - f(s, \cdot, u_2,s, D^{1/2}u_2,s), u_1,s - u_2,s)ds + 2\alpha \int_t^T \|u_1,s - u_2,s\|_2^2 ds
\]

\[
\leq 2 \int_t^T C(D^{1/2}u_1,s - D^{1/2}u_2,s|H, |u_1,s - u_2,s|)ds + 2\alpha \int_t^T \|u_1,s - u_2,s\|_2^2 ds
\]

\[
\leq (C^2 + 2\alpha) \int_t^T \|u_1,s - u_2,s\|_2^2 ds + \int_t^T \mathcal{E}^A(u_1,s - u_2,s)ds.
\]

By Gronwall’s lemma it follows that \( \|u_{1,t} - u_{2,t}\|_2^2 = 0 \), hence \( u_1 = u_2 \).

[Existence] The existence will be proved in two steps.

**Step 1.** Suppose \( f \) is bounded. We define \( M := \sup|f(t, x, y, z)| \).

We need the following proposition.

**Proposition 3.9** If \( f \) satisfies the condition in **Step 1**, then for \( v \in \hat{F}^d \), there exists a unique solution \( u \in \hat{F}^d \) for the equation

\[
(\partial_t + L)u + f(\cdot, \cdot, u, D^{1/2}v) = 0, \quad u_T = \phi.
\]

Following the same arguments as in Lemma 3.5, we assume that \( 2C^2 + 2\alpha + \mu_t \leq 0, \).
For each \( v \in \hat{F}^l \), we define \( Av = u \) where \( u \) is the unique solution obtained by Proposition 3.9. Let \( v_1, v_2 \in \hat{F}^l \). By applying (2.5) to the difference \( u_1 - u_2 \) we get

\[
\|u_{1,t} - u_{2,t}\|_2^2 + 2 \int_t^T \mathcal{E}^A(u_{1,s} - u_{2,s}) ds \\
\leq 2 \int_t^T (f(s, \cdot, u_{1,s}, D_{A^{1/2}}v_{1,s}) - f(s, \cdot, u_{2,s}, D_{A^{1/2}}v_{2,s}), u_{1,s} - u_{2,s}) ds + 2\alpha \int_t^T \|u_{1,s} - u_{2,s}\|_2^2 ds \\
\leq 2 \int_t^T C(|D_{A^{1/2}}v_{1,s} - D_{A^{1/2}}v_{2,s}|_{H^1}, |u_{1,s} - u_{2,s}|) ds + \int_t^T (2\alpha + \mu_s) \|u_{1,s} - u_{2,s}\|_2^2 ds \\
\leq \frac{1}{2} \int_t^T \mathcal{E}^A(u_{1,s} - u_{2,s}) ds.
\]

Consequently we have \( \|Av_1 - Av_2\|_T \leq \frac{1}{2}\|v_1 - v_2\|_T \). Then the fixed point \( u \) of \( A \) is the solution for (3.1).

**Proof of Proposition 3.9** We write \( f(t, x, y) = f(t, x, y, D_{A^{1/2}}v) \).

We regularize \( f \) with respect to the variable \( y \) by convolution:

\[
f_n(t, x, y, z) = n^l \int_{\mathbb{R}^l} f(t, x, y') \varphi(n(y - y')) dy'
\]

where \( \varphi \) is a smooth nonnegative function with support contained in the ball \( \{|y| \leq 1\} \) such that \( \int \varphi = 1 \). Then \( f = \lim_{n \to \infty} f_n \) and for each \( n \), \( \partial_y f_n \) are uniformly bounded. Then each \( f_n \) satisfies a Lipschitz condition with respect to both \( y \) and \( z \). Thus by Proposition 3.4 each \( f_n \) determines a solution \( u_n \in \hat{F}^l \) of (3.1) with data \( \langle \phi, f_n \rangle \). By the same arguments as in [34, Theorem 4.19], we have that each \( f_n \) satisfies conditions (H1) and (H2') with \( C = 0 \) and \( \mu = 0 \). Since \( |f_n(t, x, 0, 0)| \leq n^l \int_{|y| \leq \frac{1}{n^l}} |f(t, x, y')| \varphi(n(-y')) dy' \leq M \), one deduces from Lemma 3.7 that \( \|u_n\|_T \leq K \) and \( \|u_n\|_T \leq K_T \).

Since the convolution operators approximate the identity uniformly on compact sets, we get for fixed \( t, x \), \( \lim_{n \to \infty} d_{n,K}^l(t, x) := \sup_{|y| \leq K} |f(t, x, y) - f_n(t, x, y)| = 0 \). Next we will show that \( (u_n)_{n \in \mathbb{N}} \) is a \( \| \cdot \|_T \)-Cauchy sequence. By (2.5) for the difference \( u_{1} - u_{n} \), we have

\[
\|u_{1,t} - u_{n,t}\|_2^2 + 2 \int_t^T \mathcal{E}^A(u_{1,s} - u_{n,s}) ds \\
\leq 2 \int_t^T (f(s, \cdot, u_{1,s}, u_{1,s} - u_{n,s}) ds + 2\alpha \int_t^T \|u_{1,s} - u_{n,s}\|_2^2 ds \\
\leq 2 \int_t^T (|f(s, \cdot, u_{1,s}) - f(s, \cdot, u_{n,s})| ds + \int_t^T (2\alpha + \mu_s) \|u_{1,s} - u_{n,s}\|_2^2 ds \\
\leq 2 \int_t^T (d_{n,K}^l(s, \cdot) ds + 2\alpha \int_t^T \|u_{1,s} - u_{n,s}\|_2^2 ds \\
\leq \int_t^T \|d_{n,K}^l(s, \cdot)\|_2^2 ds + \int_t^T \|d_{n,K}^l(s, \cdot)\|_2^2 ds + (2 + 2\alpha) \int_t^T \|u_{1,s} - u_{n,s}\|_2^2 ds,
\]
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and that $\lim_{n \to \infty} \int_0^T \|d'_{n_0}(s, \cdot)\|^2_2 \, ds = 0$. Thus, for $l, n$ large enough, we get for an arbitrary $\varepsilon > 0$

$$\|u_{l,t} - u_{n,t}\|^2_2 + \int_0^T \mathcal{E}^A(u_{l,s} - u_{n,s}) \, ds \leq \varepsilon + \tilde{K} \int_0^T \|u_{l,t} - u_{n,t}\|^2_2 \, ds,$$

where $\tilde{K}$ depends on $C, M, \mu, \alpha$. It is easy to see that Gronwall’s lemma then implies that $(u_n)_{n \in \mathbb{N}}$ is a Cauchy-sequence in $\tilde{F}$. Define $u := \lim_{n \to \infty} u_n$ and take a subsequence $(n_k)_{k \in \mathbb{N}}$ such that $u_{n_k} \to u$ a.e. We have $f(\cdot, u_{n_k}) \to f(\cdot, u)$ in $L^2(dt \times d\mu)$. Since $\|u_{n_k} - u\|_T \to 0$, we obtain $\|D_{A^{1/2}}u - D_{A^{1/2}}u_{n_k}\|_{L^2(dt \times d\mu)} \to 0$.

We conclude

$$\lim_{k \to \infty} \|f_{n_k}(u_{n_k}) - f(u)\|_{L^2(dt \times d\mu)} \leq \lim_{k \to \infty} \|f_{n_k}(u_{n_k}) - f(u_{n_k})\|_{L^2(dt \times d\mu)} + \lim_{k \to \infty} \|f(u_{n_k}) - f(u)\|_{L^2(dt \times d\mu)}$$

$$\leq \lim_{k \to \infty} \|d'_{n_k,r}\|_{L^2(dt \times d\mu)} + \lim_{k \to \infty} \|f(u_{n_k}) - f(u)\|_{L^2(dt \times d\mu)} = 0.$$

By passing to the limit in the mild equation associated to $u_{n_k}$ with data $(\phi, f_{n_k})$, it follows that $u$ is the solution associated to $(\phi, f(u, D_{A^{1/2}}v))$. \hfill \Box

**Step 2.** Now we consider the general case. Let $r$ be a positive real number such that $r \geq 1 + K(\|\phi\|_\infty + \|f^0\|_\infty)$, where $K$ is the constant appearing in Lemma 3.7 (3.4). Let $\theta_r$ be a smooth function such that $0 \leq \theta_r \leq 1$, $\theta_r(y) = 1$ for $|y| \leq r$ and $\theta_r(y) = 0$ if $|y| \geq r + 1$. For each $n \in \mathbb{N}$, we set $q_n(z) := \frac{n}{|z|_H} + 1$ and $h_n(t, x, y, z) := \theta_r(y)(f(t, x, y, q_n(z)) - f^0_t)$. We have

$$|h_n(t, x, y, z)| \leq |f(t, x, y, q_n(z)) - f(t, x, y, 0) + f(t, x, y, 0) - f^0_t| 1_{\{b|y| \leq r + 1\}} + f^0_t$$

$$\leq C|q_n(z)|_H + \frac{n}{\sqrt{r+1}} + f^0_t \leq (1 + C)n + f^0_t.$$

We easily show that $h_n$ satisfies (H1) and (H3). So, we only need to prove (H2). For $y, y' \in \mathbb{R}^d$, if $|y| > r + 1, |y'| > r + 1$, the inequality is trivially satisfied and thus we concentrate on the case $|y'| \leq r + 1$. We have

$$\langle y - y', h_n(t, x, y, z) - h_n(t, x, y', z) \rangle = \theta_r(y) \frac{n}{\sqrt{r+1}} (y - y', f(t, x, y, q_n(z)) - f(t, x, y', q_n(z)))$$

$$+ \frac{n}{\sqrt{r+1}} (\theta_r(y) - \theta_r(y')) (y - y', f(t, x, y', q_n(z)) - f^0_t).$$

The first term of the right hand side of the previous equality is negative. For the second term, we use that $\theta_r$ is $C(r)$-Lipschitz,

$$(\theta_r(y) - \theta_r(y')) (y - y', f(t, x, y', q_n(z)) - f^0_t) \leq C(r)|y - y'|^2 |f(t, x, y', q_n(z)) - f^0_t|$$

$$\leq C(r)(Cn + f^0_{r+1}(t))|y - y'|^2,$$

and thus

$$\frac{n}{\sqrt{r+1}} (\theta_r(y) - \theta_r(y')) (y - y', f(t, x, y', q_n(z)) - f^0_t) \leq C(r)(C + 1)n|y - y'|^2.$$
Then each \( h_n \) satisfies the assumptions in Step 1, and thus \( u_n \) is the solution of (3.1) with data \((h_n, \phi)\). We have

\[
\langle y, h'_n(t, x, y) \rangle = \langle y, h_n(t, x, y, 0) - h_n(t, x, 0, 0) \rangle = \langle y, f(t, x, y, 0) - f^0_t \rangle \frac{n \theta_r(y)}{\int f^{r+1} \sqrt{n}} \leq 0.
\]

By Lemma 3.7, we also have \( \|u_n\|_\infty \leq r - 1, \|u_n\|_T \leq K_T \). So, \( u_n \) is a solution with data \((f_n, \phi)\), where \( f_n(t, x, y, z) = (f(t, x, y, q_n(z)) - f^0_t) \frac{n}{\int f^{r+1} \sqrt{n}} + f^0_t \). For this function \( (H2) \) is satisfied with \( \mu_t = 0 \). Conditions \((H1)\) and \((H2)\) yield

\[
|f(t, u_t, D_{A^{1/2}}u_t) - f_n(u_n, D_{A^{1/2}}u_n), u_t - u_n)| \\
\leq C(D_{A^{1/2}}u_t - D_{A^{1/2}}u_n, |u_t - u_n|) + |(f_n(u_n, D_{A^{1/2}}u_n) - f_n(u_n, D_{A^{1/2}}u_n), u_t - u_n)|.
\]

For \( n \leq l \), we have

\[
|f_t(u_n, D_{A^{1/2}}u_n) - f_n(u_n, D_{A^{1/2}}u_n)| \leq 2C|D_{A^{1/2}}u_n|_H^1 |D_{A^{1/2}}u_n|_{H \geq n}
+ 2C|D_{A^{1/2}}u_n|_H^1 |f^{r+1}_{t}\rangle_n + 2f^{r+1}_{t}\rangle_n.
\]

Then we have

\[
\|u_{t,t} - u_{n,t}\|^2_2 + 2 \int_t^T \mathcal{E}^A(u_{t,s} - u_{n,s}) ds
\leq 2 \int_t^T (f_t(u_{t,s}, D_{A^{1/2}}u_{t,s}) - f_n(u_{n,s}, D_{A^{1/2}}u_{n,s}), u_{t,s} - u_{n,s}) ds + 2 \alpha \int_t^T \|u_{t,s} - u_{n,s}\|^2 ds
\leq (C^2 + 2\alpha) \int_t^T \|u_t - u_n\|^2 ds + \int_t^T \mathcal{E}^A(u_t - u_n) ds + 2C(r - 1) \int_t^T \int |D_{A^{1/2}}u_n|_H^1 |D_{A^{1/2}}u_n|_{H \geq n} d \mu ds
+ 8C(r - 1) \int_t^T |D_{A^{1/2}}u_n|_H^1 |f^{r+1}_{t}\rangle_n d \mu ds + 8C(r - 1) \int_t^T \int f^{r+1}_{t}\rangle_n d \mu ds.
\]

As \( \|u_n\|^2_T \leq K_T \), we have \( \int_0^T \|D_{A^{1/2}}u_n|_H\|^2 ds \leq K_T \). Hence,

\[
n^2 \int_t^T \int_1 |D_{A^{1/2}}u_n|_{H \geq n} d \mu ds \leq \int_t^T \|D_{A^{1/2}}u_n|_H^1 |D_{A^{1/2}}u_n|_{H \geq n} d \mu ds \leq K_T.
\]

As \( \lim_{n \to \infty} \int_t^T \int_1 f^{r+1} d \mu ds = 0 \), and

\[
\int_t^T \int_{\{f^{r+1} \geq 0\}} D_{A^{1/2}}u_n H d \mu dt \leq \|1_{\{f^{r+1} \geq 0\}}\|_{L^2(dt \times dp)} \|D_{A^{1/2}}u_n^1 \|_{L^2(dt \times dp)} \to 0,
\]

for \( n \) big enough we have

\[
\|u_{t,t} - u_{n,t}\|^2_2 + \int_t^T \mathcal{E}^A(u_{t,s} - u_{n,s}) ds \leq (C^2 + 2\alpha) \int_t^T \|u_t - u_n\|^2 ds + \varepsilon.
\]

By Gronwall’s lemma it is easy to see that \((u_n)_{n \in \mathbb{N}}\) is a Cauchy sequence in \( \tilde{\mathcal{F}}^t \). Hence, \( u := \lim_{n \to \infty} u_n \) is well defined. We find a subsequence such that \((u_{n_k}, D_{A^{1/2}}u_{n_k}) \to (u, D_{A^{1/2}}u) \).
a.e. \( f(u_{n_k}, D_{A^{1/2}}u) \to f(u, D_{A^{1/2}}u) \), and conclude that
\[
|f_{n_k}(u_{n_k}, D_{A^{1/2}}u_{n_k}) - f(u, D_{A^{1/2}}u)| \leq 1_{\{f', r \leq n_k\}} |f(u, D_{A^{1/2}}u) - f(u_{n_k}, q_{n_k}(D_{A^{1/2}}u_{n_k}))| + 1_{\{f', r > n_k\}} |f(u, D_{A^{1/2}}u) - f(u_{n_k}, D_{A^{1/2}}u_{n_k}))| + |f(u_{n_k}, D_{A^{1/2}}u_{n_k})) - f(u_{n_k}, 0)| + |f_{n_k}(u_{n_k}, 0) - f^0| + |f^0 - f(u, 0)| \leq C(\|D_{A^{1/2}}u\|_H + \|D_{A^{1/2}}u_{n_k}\|_H) + 2f', r,
\]
we have
\[
f_{n_k}(u_{n_k}, D_{A^{1/2}}u_{n_k}) \to f(u, D_{A^{1/2}}u)
\]
in \( L^1([0, T], L^2) \). We conclude \( u \) is a solution of (3.1) associated to the data \((\phi, f)\).

\[ \square \]

4 Martingale representation for the processes

4.1 Representation under \( P^x \)

To relate the solution of non-linear equation (3.1) to backward stochastic differential equation, the most important part is to prove martingale representation theorem. In classical case, we could use the martingale representation theorem for Brownian motion. Now we want to extend this result for the process associated with the operator \( L \). In [31], they prove an abstract result about martingale representation theorem for Hunt process. Now we follow their idea to prove Fukushima representation property mentioned below holds for our operator \( L \) and extend their results to infinite dimensional case.

In order to obtain the results for the probabilistic part, we need that \( \mathcal{E} \) is a generalized Dirichlet form in the sense of Remark 2.1 (iii) with \( \hat{c} \equiv 0 \). There is a Markov process \( X = (\Omega, \mathcal{F}_\infty, \mathcal{F}_t, X_t, P^x) \) which is properly associated in the resolvent sense with \( \mathcal{E} \), i.e. \( R_\alpha f := E^x \int_0^\infty e^{-\alpha t} f(X_t)dt \) is \( \mathcal{E} \)-quasi-continuous \( m \)-version of the resolvent \( G_\alpha \) of \( \mathcal{E} \) for \( \alpha > 0 \) and \( f \in \mathcal{B}_0(E) \cap L^2(E; \mu) \). The coform \( \hat{\mathcal{E}} \) introduced in Section 2 is a generalized Dirichlet form with the associated resolvent \((\hat{G}_\alpha)_{\alpha > 0}\) and there exists an \( m \)-tight special standard process properly associated in the resolvent sense with \( \hat{\mathcal{E}} \). We always assume that \((\mathcal{F}_t)_{t \geq 0}\) is the (universally completed) natural filtration of \( X_t \). From now on, we obtain all the results under the above assumptions.

As mentioned in Remark 2.1 (vii), such a process can be constructed by quasi-regularity ([36, IV. 1. Definition 1.7]) and a structural condition ([36, IV. 2. D3] on the domain \( \mathcal{F} \) of the generalized Dirichlet form.
We will now introduce the spaces which will be relevant for our further investigations. Define

$$\mathcal{M} := \{M | M \text{ is a finite additive functional}, E^2[M_t^2] < \infty, E^2[M_t] = 0 \text{ for } \mathcal{E} - \text{q.e. } z \in E \text{ and all } t \geq 0 \}.$$ 

$M \in \mathcal{M}$ is called a martingale additive functional (MAF). Let $M \in \mathcal{M}$. Then there exists an $\mathcal{E}$-exceptional set $N$, such that $(M_t, \mathcal{F}_t, P_z)_{t \geq 0}$ is a square integrable martingale for all $z \in E \setminus N$ (c.f. [38]). Furthermore define

$$\hat{\mathcal{M}} = \{M \in \mathcal{M} | e(M) < \infty \}.$$ 

Here $e(M) := \frac{1}{2} \lim_{n \to \infty} \alpha^2 E^u \int_0^\infty e^{-\alpha t} M_t^2 dt$ is the "energy" of $M$. The elements of $\hat{\mathcal{M}}$ are called martingale additive functional's (MAF) of finite energy. By [38, Theorem 2.10] $\hat{\mathcal{M}}$ is a real Hilbert space with inner product $e$.

Define for $k \in E$,

$$\mathcal{E}_k(u, v) := \int \frac{\partial u}{\partial k} \frac{\partial v}{\partial k} d\mu, \quad u, v \in \mathcal{F}C_0^\infty.$$ 

$k \in E$ is called $\mu$-admissible if $(\mathcal{E}_k, \mathcal{F}C_0^\infty)$ is closable on $L^2(E; \mu)$.

We consider the following conditions:

(A4) There exists constants $c, C_1 > 0$ such that $c Id_H \leq A(z) \leq C_1 Id_H$ for all $z \in E$. There exists a countable dense subset $\{e_k\}$ of $E'$, which is an orthonormal basis of $H$, consisting of $\mu$-admissible elements in $E$, and $u_k(\cdot) := \langle e_k, \cdot \rangle_E \in \mathcal{F}$.

(A4') There exists a countable dense subset $\{e_k\}$ of $E'$, which is an orthonormal basis of $H$, consisting of $\mu$-admissible elements in $E$, and $u_k(\cdot) = \langle e_k, \cdot \rangle_E \in \mathcal{F}$. Furthermore, $A(z)e_k = \lambda_k(z)e_k$ for some non-negative Borel measurable functions $\lambda_k$.

**Remark 4.1** Condition (A4) can be replaced by condition (A4') and all results below can be proved by the same argument. For simplicity, we will only give the proof under condition (A4).

By the existence of $\{e_k\}$, (A1) follows from [25, Proposition 3.8]. Set

$$\mathcal{F}C_0^\infty(\{e_k\}) := \{f(\langle e_1, \cdot \rangle_E, ..., \langle e_m, \cdot \rangle_E) | m \in \mathbb{N}, f \in \mathcal{C}^\infty_0(\mathbb{R}^m)\}.$$ 

(A5) The process $X$ associated with $\mathcal{E}$ above is a continuous conservative Hunt process in the state space $E \cup \{\partial\}$, $\alpha G_\alpha$ is sub-Markovian and strongly continuous on $\mathcal{V}$, and $\hat{\mathcal{E}}$ is quasi-regular. Furthermore, $\mathcal{F}C_0^\infty(\{e_k\}) \subset \mathcal{F}$ and for $u \in E$, there exists a sequence $\{u_n\} \subset \mathcal{F}C_0^\infty(\{e_k\})$ such that $\mathcal{E}(u_n - u) \to 0, n \to \infty$.

If $\mathcal{E}$ satisfies (A2) and (A4), we obtain

$$\mathcal{E}(u, v) := \int \langle A(z) \nabla u(z), \nabla v(z) \rangle_H d\mu(z) + \int \langle A(z)b(z), \nabla u(z) \rangle_H v(z) d\mu(z), u \in F, v \in bF.$$ 

Again we set $D_{A^{1/2}}u := A^{1/2} \nabla u$.

For an initial distribution $\mu \in \mathcal{P}(E)$ (where $\mathcal{P}(E)$ denotes all the probabilities on $E$, ) we will prove that the Fukushima representation property mentioned in [31] holds for $X$, i.e. there
is an algebra $K(E) \subseteq \mathcal{B}_b(E)$ which generates the Borel $\sigma$-algebra $\mathcal{B}(E)$ and is invariant under $U^\alpha$ for $\alpha > 0$, and there are countable continuous martingales $M^i, i \in \mathbb{N}$, over $(\Omega, \mathcal{F}, \mathcal{F}_t^\mu, P^\mu)$ such that for any potential $u = U^\alpha f$ where $\alpha > 0$ and $f \in K(E)$, the martingale part $M^{[u]}_t$ of the semimartingale $u(X_t) - u(X_0)$ has a martingale representation in terms of $M^i$, that is, there are predictable processes $F_i, i \in \mathbb{N}$ on $(\Omega, \mathcal{F}, \mathcal{F}_t^\mu)$ such that

$$M^{[u]}_t = \sum_{j=1}^{\infty} \int_0^t F_j^i dM^j_s \quad P^\mu - a.e..$$

By [37, Theorem 4.5], if $\hat{G}_\alpha$ is sub-Markovian and strongly continuous on $\mathcal{V}$, Fukushima’s decomposition holds for $u \in \mathcal{F}$. In this case we set $M^k := M^{[u_k]}$, with $u_k(\cdot) := \langle e_k, \cdot \rangle_H$. These martingales are called coordinate martingales.

Let us first calculate the energy measure related to $\langle M^{[u]} \rangle$, $u \in \mathcal{F}C_b^\infty$. By [38, formula (23)], for $g \in L^2(\mathcal{E}, \mu)_b$, we have

$$\int \hat{G} \gamma g d\mu_{\langle M^{[u]} \rangle} = \lim_{\alpha \to \infty} \alpha(U^{\alpha+\gamma}_{\langle M^{[u]} \rangle} 1, \hat{G} \gamma g)$$

$$= \lim_{\alpha \to \infty} \lim_{t \to \infty} E_{\langle M^{[u]} \rangle} \mu(\alpha e^{-(\gamma+\alpha)t} \langle M^{[u]} \rangle_t) + \lim_{\alpha \to \infty} E_{\langle M^{[u]} \rangle} \mu(\int_0^\infty \langle M^{[u]} \rangle_t \alpha(\gamma + \alpha) e^{-(\gamma+\alpha)t} dt)$$

$$= \lim_{\alpha \to \infty} \lim_{t \to \infty} \alpha \langle \mu_{\langle M^{[u]} \rangle} , \alpha^{-\gamma} t \int_0^t \hat{P}_s \hat{G} \gamma g ds \rangle$$

$$+ \lim_{\alpha \to \infty} \alpha(\gamma + \alpha) \int_0^\infty \alpha e^{-(\gamma+\alpha)t} E_{\langle M^{[u]} \rangle} \mu((u(X_t) - u(X_0) - N_t^{[u]} (X_t))^2) dt)$$

$$= \lim_{\alpha \to \infty} \alpha(\gamma + \alpha) \int_0^\infty \alpha e^{-(\gamma+\alpha)t} E_{\langle M^{[u]} \rangle} \mu((u(X_t) - u(X_0))^2) dt)$$

$$= \lim_{\alpha \to \infty} 2\alpha(\gamma + \alpha) \int_0^\infty \alpha e^{-(\gamma+\alpha)t} E_{\langle M^{[u]} \rangle} \mu((u(X_t) - u(X_0))^2) dt)$$

$$2(\langle Lu, u \hat{G} \gamma g \rangle - \langle Lu^2, \hat{G} \gamma g \rangle) = 2\mathcal{E}(u, u \hat{G} \gamma g) - \mathcal{E}(u^2, \hat{G} \gamma g)$$

$$= 2\mathcal{E}^A(u, u \hat{G} \gamma g) - \mathcal{E}^A(u^2, \hat{G} \gamma g) + 2 \int \langle Ab, \nabla u \rangle_H u \hat{G} \gamma g \mu(dx) - \int \langle Ab, \nabla (u^2) \rangle_H \hat{G} \gamma g \mu(dx)$$

$$= 2\mathcal{E}^A(u, u \hat{G} \gamma g) - \mathcal{E}^A(u^2, \hat{G} \gamma g)$$

$$= 2 \int \langle \mathcal{A} \nabla u, \nabla (u \hat{G} \gamma g) \rangle_H d\mu - \int \langle \mathcal{A} \nabla (u^2), \nabla (\hat{G} \gamma g) \rangle_H d\mu$$

$$= 2 \int \langle \mathcal{A} \nabla u, \nabla u \rangle_H \hat{G} \gamma g d\mu.$$

Then by [38, Theorem 2.5], we have

$$\mu_{\langle M^{[u]} \rangle} = 2\langle A \nabla u, \nabla u \rangle_H d\mu.$$

By [38, Proposition 2.19], for $u \in \mathcal{F}C_b^\infty$ and $u = f(e_1, \cdot)_E, \ldots, e_m, \cdot)_E$, we have

$$M^{[u]}_t = \sum_{i=1}^{n} \int_0^t \langle \nabla u(X_s), e_i \rangle_H dM^i_s.$$
Then by the same arguments as in [17, Theorem 3.1], we have that under $P^x$ for quasi every point $x$ (where the exceptional set depends on $u$, $v$), and every $u, v \in \mathcal{F}$,

$$M^{[u]}_t = \sum_{i=1}^{\infty} \int_0^t \langle \nabla u(X_s), e_i \rangle_H dM^i_s.$$ (4.1)

Here $\sum_{i=1}^{\infty} \int_0^t \langle \nabla u(X_s), e_i \rangle_H dM^i_s = \lim_{n \to \infty} \sum_{i=1}^{n} \int_0^t \langle \nabla u(X_s), e_i \rangle_H dM^i_s$ in $(\mathcal{M}, e)$ and we have

$$\langle M^{[u]}, M^{[v]} \rangle_t = 2 \int_0^t \langle A(X_s) \nabla u(X_s), \nabla v(X_s) \rangle_H ds.$$ (4.2)

In particular,

$$\langle M^i, M^j \rangle_t = 2 \int_0^t a_{ij}(X_s) ds,$$ (4.3)

where $a_{ij}(z) := \langle A(z) e_i, e_j \rangle_H$.

**Lemma 4.2** Assume (A4)-(A5) hold. For $u \in \mathcal{F}$ and $V_t$ is a continuous adapted process, with $|V_t| \leq M, \forall t, \omega$, we have for q.e. $x \in E$,

$$\int_0^t V_s dM^i_s = \sum_{i=1}^{\infty} \int_0^t V_s \langle \nabla u(X_s), e_i \rangle_H dM^i_s \quad P^x - a.s..$$ (4.4)

If (A4'), (A5) hold, then for some $\psi \in \tilde{\nabla} u$, we have

$$\int_0^t V_s dM^i_s = \sum_{i=1}^{\infty} \int_0^t V_s \langle \psi(X_s), e_i \rangle_H dM^i_s \quad P^x - a.s..$$

**Proof** By [38, Remark 2.2], for $\nu \in \hat{S}_{00}$ and $B^n := \sum_{i=1}^{n} \int_0^t V_s \langle \nabla u(X_s), e_i \rangle_H dM^i_s$ we have

$$E^\nu(B^{n+m} - B^n)^2 = E^\nu \left( \sum_{i=n+1}^{n+m} \int_0^t V_s \langle \nabla u(X_s), e_i \rangle_H dM^i_s \right)^2$$

$$= E^\nu \left( \sum_{i,j=n+1}^{n+m} \int_0^t V_s^2 a_{ij}(X_s) \langle \nabla u(X_s), e_i \rangle_H \langle \nabla u(X_s), e_j \rangle_H ds \right)$$

$$\leq C_1 M^2 E^\nu \left( \sum_{i=n+1}^{n+m} \int_0^t \langle \nabla u(X_s), e_i \rangle_H^2 ds \right)$$

$$\leq C_1 M^2 e^{t \sup_{\nu} \int_0^t \langle \nabla u(X_s), e_i \rangle_H^2 ds}$$

$$= C_1 M^2 e^{t \sup_{\nu} \int_0^t \langle \nabla u(z), e_i \rangle_H^2 \mu(dz) \to 0, \text{ as } n, m \to \infty.}$$
Then we define $\sum_{i=1}^{\infty} \int_0^t V_s \langle \nabla u(X_s), e_i \rangle_H dM^i_s := \lim_{n \to \infty} B^n$ in $(\mathcal{M}, \epsilon)$. Furthermore, we have

$$E^\nu \left( \int_0^t V_s dM^i_s \right)^2 - \sum_{i=1}^{n} \int_0^t V_s \langle \nabla u(X_s), e_i \rangle_H dM^i_s)^2$$

$$\leq E^\nu \int_0^t \sum_{i,j=n+1}^{\infty} V_s^2 a_{ij}(X_s) \langle \nabla u(X_s), e_i \rangle_H \langle \nabla u(X_s), e_j \rangle_H ds$$

$$\leq M^2 C_1 e^t \left| U_1 \nu \right|_{\infty} \sup_t \frac{1}{t} E^\nu \int_0^t \sum_{i=n+1}^{\infty} \langle \nabla u(X_s), e_i \rangle_H^2 ds$$

$$\leq M^2 C_1 e^t \left| U_1 \nu \right|_{\infty} \int_0^t \sum_{i=n+1}^{\infty} \langle \nabla u(z), e_i \rangle_H^2 d\nu(dz) \to 0, \text{ as } n \to \infty.$$ 

So, we have

$$\int_0^t V_s dM^i_s = \sum_{i=1}^{\infty} \int_0^t V_s \langle \nabla u(X_s), e_i \rangle_H dM^i_s \quad P^\nu - a.s..$$

Then by [38, Theorem 2.5], the assertions follow.

Moreover, by a modification of the proof of [31, Theorem 3.1], we have the martingale representation theorem for $X$ which is similar to [4].

**Theorem 4.3** Assume that (A4) or (A4') and (A5) hold. There exists some exceptional set $\mathcal{N}$ such that the following representation result holds: For every bounded $\mathcal{F}_t$-measurable random variable $\xi$, there exists predictable processes $\phi : [0, \infty) \times \Omega \to H$, such that for each probability measure $\nu$, supported by $E \setminus \mathcal{N}$, one has

$$\xi = E^\nu(\xi | \mathcal{F}_0) + \sum_{i=0}^{\infty} \int_0^\infty \langle \phi_s, e_i \rangle_H dM^i_s \quad P^\nu - a.e.,$$

where $M^i = M^{[ui]}$ with $u_i := E^\nu \langle e_i, \cdot \rangle_E, i \in \mathbb{N}$ are the coordinate martingales, and

$$E^\nu \int_0^\infty \langle A(X_s)\phi_s, \phi_s \rangle_H ds \leq \frac{1}{2} E^\nu \xi^2.$$ 

If another predictable process $\phi'$ satisfies the same relations under a certain measure $P^\nu$, then one has $A^{1/2}(X_t)\phi'_t = A^{1/2}(X_t)\phi_t, dt \times dP^\nu - a.e.$

**Proof** Suppose that $\mathcal{N}$ is some fixed exceptional set. By $\mathcal{K}$ we denote the class of bounded random variables for which the statement holds outside this set. We claim if $(\xi_n) \subset \mathcal{K}$ is a uniformly bounded increasing sequence and $\xi = \lim_{n \to \infty} \xi_n$, then $\xi \in \mathcal{K}$. Indeed, we have $E^x|\xi_n - \xi|^2 \to 0$. Let $\phi^n$ denote the process which represents $\xi_n$. Then

$$E^x \int_0^\infty |\phi^n_s - \phi^n_s|^2_H ds \leq \frac{1}{c} E^x \int_0^\infty \langle A(X_s)(\phi^n_s - \phi^p_s), (\phi^n_s - \phi^p_s) \rangle_H ds \leq \frac{1}{2c} E^x |\xi_p - \xi_n|^2.$$ 

Now we want to pass to the limit with $\phi^n$ pointwise, so that the limit will become predictable. For each $l = 0, 1, ...$ set

$$n_l(x) := \inf\{n | E^x(\xi - \xi_n)^2 < \frac{1}{2l} \}, \quad \xi_l := \xi_l(x_0).$$
Then one has \( \bar{\xi}_t = \xi_{n_t(x)} \) on the set \( \{ X_0 = x \} \), and \( E^x(\xi - \bar{\xi}_t)^2 < \frac{1}{t} \) for any \( x \in \mathcal{N}^c \). The process which represents \( \bar{\xi}_t \) is simply obtained by the formula \( \bar{\phi}^j = \phi^{n_t(x_0)} \). Then define \( \phi_s = \lim_{t \to \infty} \bar{\phi}^j_t \) in \( H \). By the same argument as in Lemma 4.1, we have
\[
E^x \left( \sum_{i=1}^{\infty} \int_0^\infty (\phi_s - \bar{\phi}^j_s, e_i)_H dM^i_s \right)^2 \leq C_1 E^x \int_0^\infty |\phi_s - \bar{\phi}^j_s|^2 H ds \to 0.
\]
Therefore, we have \( \xi \in \mathcal{K} \).

Let \( K(E) \subset \mathcal{B}_0(E) \) be a countable set which is closed under multiplication, generates the Borel \( \sigma \)-algebra \( \mathcal{B}(E) \) and \( U^\alpha(K(E)) \subset K(E) \) for \( \alpha \in \mathbb{Q}^+ \). Such \( K(E) \) can be constructed as follows. We choose a countable set \( N_0 \subset \mathcal{B}(E) \) which generates the Borel \( \sigma \)-algebra \( \mathcal{B}(E) \). Since \( E \) is a separable Banach space is strongly Lindelöf, such a set \( N_0 \) can easily be constructed (see [25, Section 3.3]). For \( l \geq 1 \) we define \( N_{l+1} = \{ g_1 \cdot \cdots \cdot g_k, U^\alpha g_1 \cdot g_2 \cdot \cdots \cdot g_k; g_i \in N_l, k \in \mathbb{N} \} \) and \( K(E) := \cup_{l=0}^\infty N_l \) (c.f. [20, Lemma 7.1.1]).

Let \( C_0 \) be all \( \xi = \xi_1 \cdots \xi_n \) for some \( n \in \mathbb{N} \), \( \xi_j = \int_0^\infty e^{-\alpha_j t} f_j(X_t) dt \), where \( \alpha_j \in \mathbb{Q}^+ \), \( f_j \in K(E), j = 1, \ldots, n \). Following the proof of [31, Lemma 2.2], we see that the universal completion of the \( \sigma \)-algebra generated by \( C_0 \) is \( \mathcal{F}_\infty \). By the first claim, a monotone class argument reduces the proof to the representation of a random variable in \( C_0 \).

Let \( \xi \in C_0 \). Following the same arguments as in the proof of [31, Theorem 3.1], we have \( N_t = E^x(\xi|\mathcal{F}_t) = \sum_m Z^m_t \) where the sum is finite, and for each \( m \), \( Z^m_t = Z^m_0 \) has the following form \( Z^m_t = V_t u(X_t) \) (the superscript \( m \) will be dropped if no confusion may arise), where \( V_t = \prod_{i=1}^l \int_0^t e^{-\beta_i s} g_i(X_s) ds \) and \( u(x) = U^{\beta_1 + \cdots + \beta_k} (h_1 U^{\beta_2 + \cdots + \beta_k} h_2 \cdots (U^{\beta_k} h_k) \cdots) \) for \( \beta_i \in \mathbb{Q}^+, g_i, h_i \in K(E) \). Obviously, \( u \in K(E) \). Hence, by Fukushima’s decomposition and Fukushima’s representation property we have
\[
u(X_t) - u(X_0) = M^u_t + A^u_t = \sum_{j=1}^n \int_0^t (\nabla u(X_s), e_j)_H dM^j_s + A^u_t \quad P^x - a.s.. \tag{4.5}
\]

Then by the same arguments as in the proof of [31, Theorem 3.1] and Lemma 4.2, we have
\[
Z_t = Z_0 + \int_0^t u(X_s) dV_s + \int_0^t V_s dA^u_s + \int_0^t V_s dM^u_s = Z_0 + \int_0^t u(X_s) dV_s + \int_0^t V_s dA^u_s + \sum_{i=1}^\infty \int_0^t V_s (\nabla u(X_s), e_i)_H dM^i_s,
\]
\[
N_t = \sum_{i=1}^\infty \int_0^t V_s (\nabla u(X_s), e_i)_H dM^i_s \quad P^x - a.s..
\]

We define \( \phi_s = V_s \nabla u(X_s) \). As (4.4) and (4.5) hold for every \( x \) outside of an exceptional set of null capacity, the exceptional set \( \mathcal{N} \) in the statement will be the union of all these exceptional sets corresponding to \( u \in K(E) \) and the exceptional sets related to \( V \) in Lemma 4.2. \( \square \)
If in the preceding theorem, $\xi$ is nonnegative, we drop the boundedness assumption.

**Corollary 4.4** Assume that (A4) or (A4') and (A5) hold. Let $N$ be the set obtained in Theorem 4.3. For any $F$ in Theorem 4.3. For any predictable process $\phi : [0, \infty) \times \Omega \to H$ such that

$$\xi = E^x(\xi|F_0) + \sum_{i=0}^{\infty} \int_0^\infty \langle \phi_s, e_i \rangle_H dM^i_s$$

where $M^i, i \in N$, are as in Theorem 4.3, and

$$E^\nu \int_0^\infty \langle A(X_s)\phi_s, \phi_s \rangle_H ds \leq \frac{1}{2} E^\nu \xi^2,$$

for each point $x \in N^c$ such that $E^x\xi < \infty$.

If another predictable process $\phi'$ satisfies the same relations under a certain measure $P^x$, then one has $A^{1/2}(X_t)\phi'_t = A^{1/2}(X_t)\phi_t, dt \times dP^x - a.e.$

**4.2 Representation under $P^\mu$**

As usual we set $\int_0^t \psi_s.dM_s = \sum_{i=0}^\infty \int_0^t \langle \psi_s, e_i \rangle_H dM^i_s$.

**Lemma 4.5** Assume that (A1)-(A3), (A5) and (A4) or (A4') hold. If $u \in D(L), \psi \in \hat{\nabla} u$, then

$$u(X_t) - u(X_0) = \int_0^t \psi(X_s).dM_s + \int_0^t Lu(X_s)ds \quad P^\mu - a.s..$$

**Proof** Corollary 4.4 and (4.1) imply the assertion. \hfill \Box

The aim of the rest of this section is to extend this representation to time dependent functions $u(t, x)$.

**Lemma 4.6** Assume that (A1)-(A3), (A5) and (A4) or (A4') hold. Let $u : [0, T] \times E \to \mathbb{R}$ be such that

(i) $\forall s, u_s \in D(L)$ and $s \to Lu_s$ is continuous in $L^2$.

(ii) $u \in C^1([0, T]; L^2)$.

Then clearly $u \in C_T$, and, moreover, for any $\psi \in \hat{\nabla} u$ and any $s, t > 0$ such that $s + t < T$, the following relation holds $P^\mu$-a.s.

$$u(s + t, X_t) - u(s, X_0) = \int_0^t \psi_{s+r}(X_r).dM_r + \int_0^t (\partial_s + L)u_{s+r}(X_r)dr.$$

**Proof** We prove the above relation with $s = 0$, the general case being similar. Let $0 = t_0 < t_1 < ... < t_p = t$ be a partition of the interval $[0, t]$ and write $u(t, X_t) - u(0, X_0) = \sum_{n=0}^{p-1}(u(t_{n+1}, X_{t_{n+1}}) - u(t_n, X_{t_n}))$. Then, on account of the preceding lemma,

$$u(t_{n+1}, X_{t_{n+1}}) - u(t_n, X_{t_n}) = u(t_{n+1}, X_{t_{n+1}}) - u(t_{n+1}, X_{t_n}) + u(t_{n+1}, X_{t_n}) - u(t_n, X_{t_n})$$

$$= \int_{t_n}^{t_{n+1}} \nabla u_{t_{n+1}}(X_s).dM_s + \int_{t_n}^{t_{n+1}} Lu_{t_{n+1}}(X_s)ds + \int_{t_n}^{t_{n+1}} \partial_s u_{t_{n+1}}(X_s)ds,$$
where the last integral is obtained by using the Leibnitz-Newton formula for the \( L^2 \)-valued function \( s \to u_s \). Further we estimate the \( L^2 \)-norm of the differences between each term in the last expression and the similar terms corresponding to the formula we have to prove. Now we use \( \mu P_t \leq \mu \), i.e. \( \int P_t f d\mu \leq \int f d\mu \) for \( f \in \mathcal{B}^+ \) since \( \alpha \hat{G}_\alpha \) is sub-Markovian, to obtain

\[
\sum_{n=0}^{p-1} \int_{t_n}^{t_{n+1}} (E^\mu (\sum_{n=0}^{p-1} \int_{t_n}^{t_{n+1}} (\partial_s u_s(X_{t_n}) - \partial_s u_s(X_{t_n})) ds)^2)^{1/2} \leq \sum_{n=0}^{p-1} \int_{t_n}^{t_{n+1}} (E^\mu (\partial_s u_s(X_{t_n}) - \partial_s u_s(X_{t_n}))^2)^{1/2} ds
\]

where the integrand again is a uniformly small quantity.

And finally

\[
\sum_{n=0}^{p-1} \int_{t_n}^{t_{n+1}} (\partial_s u_s(X_{t_n}) - \partial_s u_s(X_{t_n}))^2 + P_{s-t_n}(\partial_s u_s(X_{t_n}))(P_{s-t_n}(\partial_s u_s(X_{t_n})))^{1/2} ds
\]

\[
= \sum_{n=0}^{p-1} \int_{t_n}^{t_{n+1}} (E^\mu ((\partial_s u_s(X_{t_n}) - (P_{s-t_n}(\partial_s u_s)(X_{t_n})^2) + (P_{s-t_n}(\partial_s u_s)^2(X_{t_n}) - ((P_{s-t_n}(\partial_s u_s)(X_{t_n})^2)))^{1/2} ds
\]

\[
\leq \sum_{n=0}^{p-1} \int_{t_n}^{t_{n+1}} (\partial_s u_s - P_{s-t_n}(\partial_s u_s))^2 + P_{s-t_n}(\partial_s u_s)^2 - (P_{s-t_n}(\partial_s u_s))^2 ds
\]

From the hypotheses it follows that this tends also to zero as the mesh of the partitions goes to zero. Hence the assertion follows.

**Theorem 4.7** Assume that (A1)-(A3), (A5) and (A4) or (A4') hold. Let \( f \in L^1([0,T]; L^2) \) and \( \phi \in L^2(E) \) and define

\[
u_t := P_{T-t}\phi + \int_t^T P_{s-t}f_s ds.
\]

Then for each \( \psi \in \hat{\nabla} u \) and for each \( s \in [0,T] \), the following relation holds \( P^\mu \)-a.s.

\[
u(s+t,X_t) - \nu(s,X_0) = \int_0^t \psi(s+r,X_r).dM_r - \int_0^t f(s+r,X_r).dr.
\]
Furthermore, if $u$ is a generalized solution of PDE (3.1), the following BSDE holds $P^\mu$-a.s.

$$u(t, X_{t-s}) = \phi(X_{T-s}) + \int_t^T f(r, X_{r-s}, u(r, X_{r-s}), A^{1/2} \nabla u(r, X_{r-s}))dr$$

$$- \int_{t-s}^{T-s} \psi(s, r, X_r).dM_r.$$  

Proof. First assume that $\phi$ and $f$ satisfy the conditions in Proposition 2.5 (ii). Then we have that $u$ satisfies the condition in Lemma 4.6 and by Lemma 4.6, the assertion follows. For the general case we choose $u^n$ associated with $(f^n, \phi^n)$ as in Proposition 2.7. Then $\|u^n - u\|_T \rightarrow 0$ as $n \rightarrow \infty$. For $u^n$ we have

$$u^n(s + t, X_t) - u^n(s, X_0) = \int_0^t \nabla u_{s+r}^n(X_r).dM_r - \int_0^t f^n(s + r, X_r)dr. \quad (4.6)$$

As

$$E^\mu [\int_0^T (\nabla u^n_{s+r}(X_r) - \nabla u^p_{s+r}(X_r)).dM_r]^2$$

$$\leq E^\mu \int_0^T (A(X_r)(\nabla u^n_{s+r}(X_r) - \nabla u^p_{s+r}(X_r)), \nabla u^n_{s+r}(X_r) - \nabla u^p_{s+r}(X_r))_Hdr \leq \int_0^T E^\mu(u^n_{s+r} - u^p_{s+r})dr,$$

letting $n \rightarrow \infty$ in (4.6), we obtain the assertions. \hfill \Box

5 BSDE’s and Weak Solutions

The set $\mathcal{N}$ obtained in Theorem 4.3 will be fixed throughout this section. By Theorem 4.3, we solve the BSDE under all measures $P^x$, $x \in \mathcal{N}$, at the same time. We will treat systems of $l$ equations, $l \in \mathbb{N}$, associated to $\mathbb{R}^l$-valued functions $f : [0, T] \times \Omega \times \mathbb{R}^l \times H^l \rightarrow \mathbb{R}^l$, assumed to be predictable. This means that we consider the map $(s, \omega) \mapsto f(s, \omega, \cdot, \cdot)$ as a process which is predictable with respect to the canonical filtration of our process $(\mathcal{F}_t)$.

Lemma 5.1. Assume that (A4) or (A4') and (A5) hold. Let $\xi$ be an $\mathcal{F}_T$-measurable random variable and $f : [0, T] \times \Omega \mapsto \mathbb{R}$ an $(\mathcal{F}_t)_{t \geq 0}$-predictable process. Let $D$ be the set of all points $x \in \mathcal{N}$ for which the following integrability condition holds

$$E^x(|\xi| + \int_0^T |f(s, \omega)|ds)^2 < \infty.$$  

Then there exists a pair $(Y_t, Z_t)_{0 \leq t \leq T}$ of predictable processes $Y : [0, T] \times \Omega \mapsto \mathbb{R}$, $Z : [0, T] \times \Omega \mapsto H$, such that under all measures $P^x$, $x \in D$, they have the following properties:

(i) $Y$ is continuous;

(ii) $Z$ satisfies the integrability condition $\int_0^T |A^{1/2}(X_t)Z_t|^2dt < \infty$, $P^x$ - a.s.; (iii) the local martingale obtained integrating $Z$ against the coordinate martingales, i.e. $\int_0^t Z_s.dM_s$, is a uniformly integrable martingale;

(iv) $Y_t = \xi + \int_0^T f(s, \omega)ds - \int_0^T Z_s.dM_s, P^x$ - a.s., $0 \leq t \leq T$. If another pair $(Y'_t, Z'_t)$ of predictable processes satisfies the above conditions (i),(ii),(iii),(iv), under a certain measure $P^\nu$
with the initial distribution \( \nu \) supported by \( D \), then one has \( Y_t = Y'_t, P^\nu - a.s. \) and \( A^{1/2}(X_t)Z_t = A^{1/2}(X_t)Z'_t, dt \times P^\nu - a.s. \).

**Proof** The representations of the positive and negative parts of the random variable \( \xi + \int_0^T f_s ds \) give us a predictable process \( Z \) such that \( \xi + \int_0^T f_s ds = E^{X_0}(\xi + \int_0^T f_s ds) + \int_0^T Z_s.dM_s \). Then we obtain the desired process \( Y \) by the formula \( Y_t = E^{X_0}(\xi + \int_0^T f_s ds) + \int_0^T Z_s.dM_s - \int_0^t f_s ds \).

\[ \square \]

**Definition 5.2** Let \( \xi \) be an \( \mathbb{R}^l \)-valued, \( \mathcal{F}_T \)-measurable, random variable and \( f : [0,T] \times \Omega \times \mathbb{R}^l \times H^l \mapsto \mathbb{R}^l \) be a measurable \( \mathbb{R}^l \)-valued function such that \((s,\omega) \mapsto f(s,\omega,.,.)\) is a predictable process. Let \( p \geq 1 \) and \( \nu \) be a probability measure supported by \( \mathcal{N}^c \) such that \( E^\nu|\xi|^p < \infty \). We say that a pair \((Y_t,Z_t)_{0 \leq t \leq T}\) of predictable processes \( Y : [0,T] \times \Omega \mapsto \mathbb{R}^l \), \( Z : [0,T] \times \Omega \mapsto H^l \) is a solution of the BSDE in \( L_p(P^\nu) \) with data \((\xi,f)\) provided \( Y \) is continuous under \( P^\nu \) and it satisfies both the integrability conditions \( \int_0^T |f(t,\cdot,Y_t,A^{1/2}(X_t)Z_t)|dt < \infty, P^\nu - a.s., \) and \( E^\nu(\int_0^T |A^{1/2}(X_t)Z_t|^2_H dt)^{p/2} < \infty, \) and the following equation holds

\[
Y_t = \xi + \int_t^T f(s,\omega,Y_s,A^{1/2}(X_s)Z_s)ds - \int_t^T Z_s.dM_s, \quad P^\nu - a.s., 0 \leq t \leq T. \tag{5.1}
\]

Now to prove the existence of solution of BSDE we give the condition on nonlinear term \( f \). Let \( f : [0,T] \times \Omega \times \mathbb{R}^l \times H^l \mapsto \mathbb{R}^l \) be a measurable \( \mathbb{R}^l \)-valued function such that \((s,\omega) \mapsto f(s,\omega,.,.)\) is predictable and it satisfies the following conditions:

\((\Omega1)\) [Lipschitz condition in \( z \)] There exists a constant \( C > 0 \) such that for all \( t,\omega,y,z,z' \),

\[
|f(t,\omega,y,z,z') - f(t,\omega,y,z')| \leq C|z - z'|_H.
\]

\((\Omega2)\) [Monotonicity condition in \( y \)] For \( \omega, y, y', z \) arbitrary, there exists a function \( \mu_t \in L^1([0,T],\mathbb{R}) \) such that \( |y - y'|, f(t,\omega,y,z) - f(t,\omega,y',z) \leq \mu_t |y - y'|^2, \) and \( \alpha_t := \int_0^t \mu_s ds \).

\((\Omega3)\) [Continuity condition in \( y \)] For \( t,\omega \) and \( z \) fixed, the map \( y \mapsto f(t,\omega,y,z) \) is continuous.

We need the following notation \( f^0(t,\omega) := f(t,\omega,0,0), f'(t,\omega,y) := f(t,\omega,y,0) - f(t,\omega,0,0), f^{\cdot,r}(t,\omega) := \sup_{\|y\|_{_r}}|f'(t,\omega,y)| \).

Let \( \xi \) be an \( \mathbb{R}^l \)-valued, \( \mathcal{F}_T \)-measurable, random variable and, for each \( p > 0 \) let \( A_p \) denote the set of all points \( x \in \mathcal{N}^c \) such that

\[
E^x \int_0^T f_t^{\cdot,r}dt < \infty, \quad \forall r \geq 0, \tag{5.2}
\]

and \( E^x(\|\xi\|^p + (\int_0^T |f^0(s,\omega)|ds)^p) < \infty \). Let \( A_\infty \) denote the set of points \( x \in \mathcal{N}^c \) for which (5.2) holds and with the property that \( |\xi|, |f^0| \in L^\infty(P^x) \).

The method to prove the following proposition is standard and is a modification of [11], we omit it here.

**Proposition 5.3** Assume that \( (A4) \) or \( (A4') \) and \( (A5) \) holds. Under conditions \((\Omega1), (\Omega2), (\Omega3)\) there exists a pair \((Y_t,Z_t)_{0 \leq t \leq T}\) of predictable processes \( Y : [0,T] \times \Omega \mapsto \mathbb{R}^l, Z : [0,T] \times \Omega \mapsto \mathbb{R}^l \otimes \mathbb{R}^d \) that forms a solution of the BSDE (5.1) in \( L^p(P^x) \) with data \((\xi,f)\) for each point \( x \in A_p \). Moreover, the following estimate holds with some constant \( K \) that depends only on \( c, C, \mu \) and \( T \),

\[
E^x(\sup_{t \in [0,T]} |Y_t|^p + (\int_0^T |A^{1/2}(X_t)Z_t|^2_H dt)^{p/2}) \leq KE^x(\|\xi\|^p + (\int_0^T |f^0(s,\omega)|ds)^p), \quad x \in A_p.
\]
If \( x \in A_\infty \), then \( \sup_{t \in [0, T]} |Y_t| \in L^\infty(P^x) \).

If \((Y_t', Z_t')\) is another solution in \( L^p(P^x) \) for some point \( x \in A_p \), then one has \( Y_t = Y_t' \) and \( A^{1/2}(X_t)Z_t = A^{1/2}(X_t)Z_t', dt \times P^x - a.s. \).

We shall now look at the connection between the solutions of BSDE’s introduced in this section and the PDE’s studied in Section 3. In order to do this we have to consider BSDE’s over time intervals like \([s, T] \), with \( 0 \leq s \leq T \). Since the present approach is based on the theory of time homogeneous Markov processes, we have to discuss solutions over the interval \([s, T]\), where the process and the coordinate martingales are indexed by a parameter in the interval \([0, T - s] \).

Let us give a formal definition for the natural notion of solution over a time interval \([s, T]\). Let \( \xi \) be an \( \mathcal{F}_{T-s} \)-measurable, \( \mathbb{R}^l \)-valued, random variable and \( f : [s, T] \times \Omega \times \mathbb{R}^l \times H^l \rightarrow \mathbb{R}^l \) an \( \mathbb{R}^l \)-valued, measurable map such that \((f(s + l, \cdot, \cdot, \cdot))_{l \in [0, T-s]} \) is predictable with respect to \((\mathcal{F}_l)_{l \in [0, T-s]} \). Let \( \nu \) be a probability measure supported by \( \mathcal{N}^c \) such that \( E^\nu|\xi|^p < \infty \). We say a pair \((Y_t, Z_t)_{s \leq t \leq T}\) of processes \( Y : [s, T] \times \Omega \rightarrow \mathbb{R}^l, Z : [s, T] \times \Omega \rightarrow H^l \) is a solution in \( L^p(P^\nu) \) of the BSDE over the interval \([s, T]\) with data \((\xi, f)\), provided they have the property that reindexed as \((Y_{s+t}, Z_{s+t})_{l \in [0, T-s]} \) these processes are \((\mathcal{F}_l)_{l \in [0, T-s]} \)-predictable, \( Y \) is continuous and together they satisfy the integrability conditions \( \int_s^T |f(t, \cdot, Y_t, A^{1/2}(X_{t-s})Z_t)|dt < \infty, P^\nu - a.s. \), and \( E^\nu(\int_s^T |A^{1/2}(X_{t-s})Z_t|_H^2 dt)^{p/2} < \infty \), and the following equation under \( P^\nu \) holds

\[
Y_t = \xi + \int_t^T f(r, Y_r, A^{1/2}(X_{r-s})Z_r)dr - \int_{t-s}^{T-s} Z_{s+t}dM_t, \quad s \leq t \leq T. \quad (5.3)
\]

The next result gives the probabilistic interpretation of Theorem 3.8. Let us assume that \( f : [0, T] \times E \times \mathbb{R}^l \times H^l \rightarrow \mathbb{R}^l \) is the measurable function appearing in the basic equation (3.1).

Let \( \phi : E \rightarrow \mathbb{R}^l \) be measurable and for each \( p > 1 \), let \( A_p \) denote the set of all points \((s, x) \in [0, T] \times \mathcal{N}^c \) such that

\[
E^x \int_s^T |f^r(t, X_{t-s})|dt < \infty, \quad \forall r \geq 0,
\]

and

\[
E^x(\int_s^T |\phi|^p(X_{T-t}) + (\int_s^T |f^0(t, X_{t-s})|(ds))^p) < \infty.
\]

Set \( D := \cup_{p>1} A_p, A_{p,s} := \{ x \in \mathcal{N}^c, (s, x) \in A_p \}, \) and \( A_s := \cup_{p>1} A_{p,s}, s \in [0, T] \). By the same arguments as in [4, Theorem 5.4], we have the following results.

**Theorem 5.4** Assume that (A4) or (A4') and (A5) holds and that the function \( f \) satisfies conditions (H1),(H2),(H3). Then there exist nearly Borel measurable functions \((u, \psi), u : D \rightarrow \mathbb{R}^l, \psi : D \rightarrow H^l \), such that, for each \( s \in [0, T] \) and each \( x \in A_{p,s} \), the pair \((u(t, X_{s-t}), \psi(t, X_{s-t}))_{s \leq t \leq T}\) solves BSDE (5.3) in \( L^p(P^x) \) with data \((\phi(X_{T-s}), f(t, X_{t-s}, y, z))\) over the interval \([s, T]\).

In particular, the functions \( u, \psi \) satisfy the following estimate, for \((s, x) \in A_p, \)

\[
E^x(\sup_{t \in [s, T]} |u(t, X_{t-s})|^p + (\int_s^T |A^{1/2}\psi(t, X_{t-s})|^2 dt)^{p/2}) \leq KE^x(\int_s^T |\phi(X_{T-t})|^p + (\int_s^T |f^0(t, X_{t-s})|(dt))^p).
\]

Moreover, if (A1)-(A3) hold and \( f, \phi \) satisfy conditions (H4) and (H5), then the complement of \( A_{2,s} \) is \( \mu \)-negligible (i.e. \( \mu(A_{2,s}^c) = 0 \)) for each \( s \in [0, T] \), the class of \( u1_{A_2} \) is an element of \( \hat{F}^l \).
which is a generalized solution of (3.1), \( \psi \) represents a version of \( \nabla u \) and the following relation holds for each \((s, x) \in D\) and \(1 \leq i \leq l\),

\[
    u^i(s, x) = E^x(\phi^i(X_{T-s})) + \int_s^T E^x f^i(t, X_{t-s}, u(t, X_{t-s}), A^{1/2}(X_{t-s})\psi(t, X_{t-s}))dt. \tag{5.4}
\]

**Remark 5.5** As an application we can consider a control problem in the infinite dimensional case by directly extending results in [3, Section 7]. By the results in Section 3 and Section 5, we directly obtain a mild solution of the Hamilton-Jacobi-Bellman equation. For details see [40].

### 6 Examples

In this section, we give some examples satisfying our assumption (A1)-(A5).

**Example 6.1** (Ornstein-Uhlenbeck semigroup) Given two separable Hilbert spaces \( H \) and \( U \), consider the stochastic differential equation

\[
    dX(t) = A_1 X(t)dt + BdW(t), \quad X(0) = x \in H, \tag{6.1}
\]

where \( A_1 : D(A_1) \subset H \rightarrow H \) is the infinitesimal generator of a strongly continuous semigroup \( e^{tA_1} \), \( B : U \rightarrow H \) is a bounded linear operator, and \( W \) is a cylindrical Wiener process in \( U \).

Assume

(i) \( \|e^{tA_1}\| \leq Me^{\omega t} \) for \( \omega < 0, M \geq 0 \), and all \( t \geq 0 \).
(ii) For any \( t > 0 \) the linear operator \( Q_t \), defined as

\[
    Q_t x = \int_0^t e^{sA_1} C e^{sA_1^*} xds, \quad x \in H, t \geq 0,
\]

where \( C = BB^* \), is of trace class.
(iii) \( Ce^{tA_1} = e^{tA_1} C \).

\( \mu \) will denote the Gaussian measure in \( H \) with mean 0 and covariance operator \( Q_\infty \). Then the bilinear form

\[
    \mathcal{E}(v, u) := \frac{1}{2} \int_H |C^{1/2} \nabla u|^2 d\mu, \quad u \in \mathcal{F}C_b^\infty,
\]

is closable. The closure of \( \mathcal{F}C_b^\infty \) with respect to \( \mathcal{E}_1 \) is denoted by \( F \). \( (\mathcal{E}, F) \) is a generalized Dirichlet form in the sense of Remark 2.1 (iii) with \((E_1, \mathcal{B}(E_1), m) = (H, \mathcal{B}(H), \mu), (A, \mathcal{V}) = (\mathcal{E}, F) \) and \( \Lambda = 0 \). In particular, it is a symmetric Dirichlet form associated with the O-U process given by (6.1) and satisfies conditions (A1)-(A5) (see [13, ChapterII]).

**Example 6.2** Let \( H \) be a real separable Hilbert space (with scalar product \( \langle \cdot, \cdot \rangle \) and norm denoted by \( |\cdot| \)) and \( \mu \) a finite positive measure on \( H \). We denote its Borel \( \sigma \)-algebra by \( \mathcal{B}(H) \). For \( \rho \in L_+^1(H, \mu) \) we consider the following bilinear form

\[
    \mathcal{E}_\rho(u, v) = \frac{1}{2} \int_H \langle \nabla u, \nabla v \rangle \rho(z)\mu(dz), \quad u, v \in \mathcal{F}C_b^\infty,
\]
where $L^1_+(H, \mu)$ denotes the set of all non-negative elements in $L^1(H, \mu)$. There are many examples for $\rho$ such that $\mathcal{E}^\rho$ is closable. For example if $\rho d\mu$ is a "Log-Concave" measure in the sense of [2], and more examples can be found in [25]. The closure of $\mathcal{FC}_h^\infty$ with respect to $\mathcal{E}_1$ is denoted by $F$. $(\mathcal{E}, F)$ is a generalized Dirichlet form in the sense of Remark 2.1 (iii) with $(E_1, \mathcal{B}(E_1), m) = (H, \mathcal{B}(H), \mu)$, $(A, \mathcal{V}) = (\mathcal{E}, F)$ and $\Lambda = 0$. In particular, it is a symmetric Dirichlet form and satisfies (A1)-(A5). Assume that: $\nu$ is absolutely continuous with respect to $\mathcal{E}_1$ and satisfies (A1)-(A5). Assume that: $A_1 : D(A_1) \subset H \to H$ is a linear self-adjoint operator on $H$ such that $\langle A_1 x, x \rangle \geq \delta |x|^2 \ \forall x \in D(A_1)$ for some $\delta > 0$ and $A_1^{-1}$ is of trace class. $\mu$ will denote the Gaussian measure in $H$ with mean $0$ and covariance operator

$$Q := \frac{1}{2} A_1^{-1}.$$ 

We are concerned with the following two cases.

1. Choose $\rho = \frac{e^{-2U(x)}}{\int_H e^{-2U(y)} dy} \mathbb{1}_{\{|x|_H \leq 1\}}$ for a Borel map $U : H \to (-\infty, +\infty]$ with $\int_H e^{-2U(y)} dy \in (0, \infty)$. Under some regular condition for $U$, the process associated with $\mathcal{E}^\rho$ is the solution of the following SPDE

$$dX(t) = (A_1 X(t) + \nabla U(X(t)) + \rho X(t)) dt + dW(t), \quad X(0) = x \in H.$$ 

2. $\rho = \mathbb{1}_{\{|x|_H \leq 1\}}$. This case has been studied in [2], [32] and it is associated with a reflected O-U process ([32]). The Kolomogorov equation associated with $\mathcal{E}$ has been studied in [6] and the solution corresponds to the Kolomogorov equation with Neumann boundary condition.

Example 6.3 Consider Example 6.1 and assume that, in addition we are given a nonlinear function $F : H \to H$ such that there exists $K > 0$, $|F(x) - F(y)|_H \leq K|x - y|$, $x, y \in H$ and $\langle F(x) - F(y), x - y \rangle \leq 0, x, y \in H$. $A_1$ is an operator which satisfies the condition in Example 6.2 and $A_1^{-1+\delta}$ is trace-class for some $\delta \in (0, \frac{1}{2})$. We are concerned with the stochastic differential equation

$$dX(t) = (A_1 X(t) + F(X(t)) dt + BdW(t), \quad X(0) = x \in H.$$ 

The Kolomogrov operator associated with (6.2) is given by

$$K_0 \varphi = \frac{1}{2} Tr[C D^2 \varphi] + \langle x, A_1^* D \varphi \rangle + \langle F(x), D \varphi \rangle, \varphi \in \mathcal{E}_{A_1}(H),$$

where $\mathcal{E}_{A_1}(H) := \text{linear span } \{\varphi_h(x) = e^{ih,x} : h \in D(A_1^*)\}$. Assume the semigroup $e^{tA_1}$ is analytic. Then by [15, Theorem 11.2.21] there exists a unique invariant measure $\nu$ for $K_0$ i.e.

$$\int K_0 \varphi d\nu = 0, \text{ for all } \varphi \in \mathcal{E}_{A_1}(H),$$

and $\nu$ is absolutely continuous with respect to $\mu$ from Example 6.1 and for $\rho = \frac{d\nu}{d\mu}$ we have that $\rho \in W^{1,2}(H, \mu)$ and $D \log \rho \in W^{1,2}(H, \nu; H)$.

Then by [38, Section 4.2], we know that the bilinear form on $L^2(H; \nu)$ associated with $K_0$ is a generalized Dirichlet form in the sense of Remark 2.1 (iii) with $(E_1, \mathcal{B}(E_1), m) = (H, \mathcal{B}(H), \nu)$, $(A, \mathcal{V}) = (0, L^2(H, \nu))$ and $\Lambda = K_0$. It satisfies conditions (A1)-(A5). There are even more general conditions on $F$ and $A_1$ which can be found in [15, Theorem 5.2] such that conditions (A1)-(A5) hold.
The following example is given in [38, Section 4.2].

**Example 6.4** Assume that $E$ is a separable real Hilbert space with inner product $\| \cdot \|_E$ and $H \subset E$ densely by a Hilbert-Schmidt map. Let $B : E \to E$ be a Borel measurable vector field satisfying the following conditions:

(B.1) $\lim_{\|z\|_E \to \infty} \langle B(z), z \rangle = -\infty$.

(B.2) $E^\prime \langle l, B \rangle_E : E \to \mathbb{R}$ is weakly continuous for all $l \in E'$.

(B.3) There exist $C_1, C_2, d \in (0, \infty)$, such that $\|B(z)\|_E \leq C_1 + C_2|z|_E^d$.

Then by [9, Theorem 5.2] there exists a probability measure $\mu$ on $(E, \mathcal{B}(E))$ such that $E^\prime \langle l, B \rangle_E \in L^2(E; \mu)$ for all $l \in E'$ and such that

$$\int \frac{1}{2} \Delta_H u + \frac{1}{2} E^\prime \langle \nabla u, B \rangle_E d\mu = 0$$

for all $u \in \mathcal{F}C_b^\infty$, where $\Delta_H$ is the Gross-Laplacian, i.e., $\Delta_H u = \sum_{i,j=1}^m \frac{\partial f_i}{\partial x_j} (l_1(z), \ldots, l_m(z)) \langle l_i, l_j \rangle_H$ for $u = f(l_1, \ldots, l_m) \in \mathcal{F}C_b^\infty$. Assume $B(z) = -z + v(z), v : E \to H$. For the bilinear form associated with $L u = \frac{1}{2} \Delta_H u + \frac{1}{2} E^\prime \langle \nabla u, B \rangle_E, u \in \mathcal{F}C_b^\infty$ on $L^2(E; \mu)$ is a generalized Dirichlet form in the sense of Remark 2.1 (iii) with $(E_1, \mathcal{B}(E_1), m) = (H, \mathcal{B}(H), \nu), (A, \mathcal{V}) = (0, L^2(H, \nu))$ and $\Lambda = L$. It satisfies conditions (A1)-(A5).

7 Appendix

**Appendix A. Basic Relations for the Linear Equation** In this section we assume that (A1)-(A3) hold.

**Lemma A.1** If $u$ is a bounded generalized solution of equation (2.3), then $u^+$ satisfies the following relation with $0 \leq t_1 < t_2 \leq T$

$$\|u^+_t\|_2^2 \leq 2 \int_{t_1}^{t_2} (f_s, u^+_s) ds + \|u^+_{t_2}\|_2^2.$$

**Proof** Choose the approximation sequence $u^n$ for $u$ as in the existence proof of Proposition 2.7. Denote its related data as $f^n, \phi^n$.

Suppose that the following holds

$$\|(u^+_t)^n\|_2^2 \leq 2 \int_{t_1}^{t_2} (f^n_s, (u^n_s)^+) ds + \|(u^n_{t_2})^+\|_2^2,$$

(A.1)

where $0 \leq t_1 \leq t_2 \leq T$. Since $\|u^n\|_2$ are uniformly bounded, we have $\lim_{n \to \infty} \int_{t_1}^{t_2} (f^n_s, (u^n_s)^+) ds = \int_{t_1}^{t_2} (f_s, u^+_s) ds$. By letting $n \to \infty$ in equation (A.1) the assertion follows.

Therefore, the problem is reduced to the case where $u$ belongs to $b\mathcal{C}_T$; in the remainder we assume $u \in b\mathcal{C}_T$. (2.7), written with $u^+ \in bW^{1,2}([0, T]; L^2) \cap L^2([0, T]; F)$ as test functions, takes the form

$$\int_{t_1}^{t_2} (u_t, \partial_t (u^+_t)) dt + \int_{t_1}^{t_2} \mathcal{E}A(u_t, u^+_t) dt + \int_{t_1}^{t_2} \int \langle A^{1/2} b, D_{A^{1/2} u_t} \rangle u^+_t d\mu dt$$

$$= \int_{t_1}^{t_2} (f_t, u^+_t) dt + (u_{t_2}, u^+_t) - (u_{t_1}, u^+_t).$$

(A.2)

32
By [5, Theorem 1.19], we obtain \( \int_{t_1}^{t_2} (u_t, \partial_t (u_t^+)) dt = \frac{1}{2}(\|u_{t_2}^+\|^2_2 - \|u_{t_1}^+\|^2_2) \). Then

\[
\|u_{t_1}^+\|^2_2 + 2 \int_{t_1}^{t_2} \mathcal{E}(u_t, u_t^+) dt + 2 \int_{t_1}^{t_2} (A^{1/2}b, D_{A^{1/2}u_t})_H u_t^+ dmt = 2 \int_{t_1}^{t_2} (f_t, u_t^+) dt + \|u_{t_2}^+\|^2_2. 
\]

Next we prove for \( u \in bF \)

\[
\mathcal{E}(u, u^+) \geq 0. 
\]

We have the above relation for \( u \in \mathcal{D}(L) \). For \( u \in bF \), by (A3) we choose a uniformly bounded sequence \( \{u_n\} \subset \mathcal{D}(L) \) such that \( \mathcal{E}_A(u_n - u) \to 0 \). And then we have

\[
| \int (A^{1/2}b, D_{A^{1/2}u_n})_H u_n^+ d\mu - \int (A^{1/2}b, D_{A^{1/2}u_n})_H u_n^+ d\mu | \to 0.
\]

Since \( \mathcal{E}_A(u^+) \leq \mathcal{E}_A(u), \sup_n \mathcal{E}_A(u_n^+) \leq \sup_n \mathcal{E}_A(u_n) < \infty \), we also have \( |\mathcal{E}_A(u_n, (u_n^+)) - \mathcal{E}_A(u, u^+)| \to 0 \). As a result we have (A4) for bounded \( u \in F \). So we have \( \|u_{t_1}^+\|^2_2 \leq 2 \int_{t_1}^{t_2} (f_t, u_t^+) dt + \|u_{t_2}^+\|^2_2 \). \( \square \)

To extend the class of solutions we are working with, to allow \( f \) to belong to \( L^1(dt \times d\mu) \), we need the following proposition. It is a modified version of the above lemma and proof is similar as before.

**Lemma A.2** Let \( u \in \hat{F} \) be bounded and \( f \in L^1(dt \times d\mu), f \geq 0 \), be such that the weak relation (2.7) is satisfied with test functions in \( bC_T \) and some function \( \phi \geq 0, \phi \in L^2 \cap L^\infty \). Then \( u^+ \) satisfies the following relation for \( 0 \leq t_1 < t_2 \leq T \)

\[
\|u_{t_1}^+\|^2_2 \leq 2 \int_{t_1}^{t_2} (f_s, u_s^+) ds + \|u_{t_2}^+\|^2_2.
\]

The next proposition is a modification of [4, Proposition 2.9]. It represents a version of the maximum principle.

**Proposition A.3** Let \( u \in \hat{F} \) be bounded and \( f \in L^1(dt \times d\mu), f \geq 0 \), be such that the weak relation (2.7) is satisfied with test functions in \( bC_T \) and some function \( \phi \geq 0, \phi \in L^2 \cap L^\infty \). Then \( u \geq 0 \) and it is represented by the following relation:

\[
u_t = P_{T-t} \phi + \int_t^T P_{s-t} f_s ds.
\]

Here we use \( P_t \) is a \( C_0 \)-semigroup on \( L^1(E; \mu) \) to make \( P_{s-t} f_s \) meaningful.

**Proof** Let \( (f^n)_{n \in N} \) be a sequence of bounded functions on \([0, T] \times E\) such that \( 0 \leq f^n \leq f^{n+1} \leq f, \lim_{n \to \infty} f^n = f \). Since \( f^n \) is bounded, we have \( f^n \in L^1([0, T]; L^2) \). Next we define \( u^n_t = P_{T-t} \phi + \int_t^T P_{s-t} f^n_s ds \). Then \( u^n \in \hat{F} \) is the unique generalized solution for the data \((\phi, f^n)\). Clearly \( 0 \leq u^n \leq u^{n+1} \) for \( n \in N \). Define \( y := u^n - u \) and \( \hat{f} := f^n - f \). Then \( \hat{f} \leq 0 \) and \( y \) satisfies the weak relation (2.7) for the data \((0, \hat{f})\). Therefore by Lemma A.2, we have for \( t_1 \in [0, T], \|y_{t_1}^+\|^2_2 \leq 2 \int_{t_1}^{T} (\hat{f}_s, y_s^+) ds \leq 0 \). We conclude that \( \|y_{t_1}^+\|^2_2 = 0 \). Therefore,
\[
\lim u^n \geq t
\]
for this paper. I would also like to thank Professor Ma Zhiming and Zhu Xiangchan for their arguments as the proof in \[4, \text{Lemma 2.12}\].

Corollary A.4  Let \( u \in \hat{F} \) be bounded and \( f \in L^1(dt \times d\mu) \) be such that the weak relation (2.7) is satisfied with test functions in \( bC_T \) and some function \( \varphi \in L^2 \cap L^\infty \). Assume there exists \( g \in bL^1(dt \times d\mu) \) such that \( f \leq g \). Then \( u \) has the following representation:

\[
u_t = P_{T-t} \varphi + \int_t^T P_{s-t} f_s ds.
\]

Proof Define \( f^n := (f \lor (-n)) \land g, n \in \mathbb{N} \). Then \((f^n)_{n \in \mathbb{N}}\) is a sequence of bounded functions such that \( f^n \downarrow f \) and \( f^n \leq g \) then by the same arguments as in Proposition A.3, the assertion follows. □

By the above results and Proposition 2.7, we obtain the following lemma by the same arguments as the proof in \[4, \text{Lemma 2.12}\].

Lemma A.5  If \( f, g \in L^1([0, T]; L^2) \) and \( \varphi \in L^2 \), then the following relations hold \( \mu\)-a.e.:

\[
\int_t^T P_{s-t}(f_s P_{T-s} \varphi)ds \leq \frac{1}{2}P_{T-t} \varphi^2 + \int_t^T \int_s^T P_{s-t}(f_s P_{r-s} f_r)drds. \quad (A.5)
\]
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References

[1] S. Albeverio, M. Röckner: Classical Dirichtlet forms on topological vector spaces - closability and a Cameron-Martin formula. J. Funct. Anal. 88, 395-436 (1990)

[2] L. Ambrosio, G. Savaré and L. Zambotti, Existence and stability for Fokker-Planck equations with log-concave reference measure. Probab. Theory Related Fields. In press.

[3] V. Bally, E. Pardoux and L. Stoica, Backward stochastic differential equations associated to a symmetric Markov process, Research Report RR-4425, INRIA, 2002.

[4] V. Bally, E. Pardoux and L. Stoica, Backward stochastic differential equations associated to a symmetric Markov process, Potential Analysis, 22:17-60, 2005.

[5] V. Barbu, Nonlinear differential equations of monotone type in Banach Spaces, Springer New York Dordrecht Heidelberg London, 2010

[6] V. Barbu, G. Da Prato and L. Tubaro, Kolmogorov equation associated to the stochastic reflection problem on a smooth convex set of a Hilbert spaces, The Annals of Probability, 4 (2009), 1427-1458

[7] R.M. Blumenthal, R.K. Getoor, Markov processes and potential theory, Academic Press, New York and London, 1968

[8] V.I. Bogachev, G. Da Prato, M. Röckner, Fokker-Planck equations and maximal dissipativity for Kolmogorov operators with time dependent singular drifts in Hilbert spaces, J. Funct. Anal., V. 256 (2009), N 3, 1269-1298.

[9] V.I. Bogachev, M. Rockner, Regularity of invariant measures on finite and infinite dimensional spaces and applications, J. Funct. Anal., V. 133 (1995), N 1, 168-223

[10] P. Briand, F. Confortola, BSDEs with stochastic Lipschitz condition and quadratic PDEs in Hilbert spaces. Stochastic Process. Appl. 118 (2008), no. 5, 818-838.

[11] Ph. Briand, B. Delyon, Y. Hu, E. Pardoux and L. Stoica : $L^p$ solutions of backward stochastic differential equations, Stochastic Process. Appl. 108(2003),109-129

[12] A. Chojnowska-Michalik, B. Goldys, Symmetric Ornstein-Uhlenbeck semigroups and their generators, Probab. Th. Relat. Fields, 124, 459-486, 2002

[13] G. Da Prato, Kolmogorov Equations for Stochastic PDEs, Birkhäuser, 2004.

[14] G. Da Prato, M. Röckner, Singular dissipative stochastic equations in Hilbert spaces, Probab. Theory Related Fields 124 (2002) 261-303

[15] G. Da Prato, M. Röckner and F.Y. Wang, Singular stochastic equations on Hilbert spaces: Harnack inequalities for their transition semigroups, Journal of Functional Analysis. 257 (2009), 992-1017
[16] G. Da Prato, J. Zabczyk, Second Order Partial Differential Equations in Hilbert Spaces, London Mathematical Society, Lecture Notes, 293, Cambridge University Press, 2002

[17] R.Z.Fan, Representation of martingale additive functionals on banach spaces, Acta Mathematicae applicatae sinica, 1990, Vol. 6 No.1

[18] M.Fuhrman and G.Tessitore, Nonlinear Kolmogorow equations in infinite dimensional spaces: The backward stochastic differential equations approach and applications to optimal control, The Annals of Probability, 2002, Vol. 30. No.3. 1397-1465

[19] M.Fuhrman and Y.Hu, Backward Stochastic Differential Equations in Infinite Dimensions with Continuous Driver and Applications, Appl. Math. Optim. 56:265-302 (2007)

[20] M.Fukushima, Y. Oshima and M. Takeda, Dirichlet forms and Symmetric Markov Processes, Walter de Gruyter, Berlin, 1994.

[21] F. Gozzi, Global regular solutions of second order Hamilton-Jacobi equations in Hilbert spaces with locally Lipschitz nonlinearities. J. Math. Anal. Appl. 198 399-443(1996).

[22] P. L. Lions, Viscosity solutions of fully nonlinear second-order equations and optimal stochastic control in infinite dimensions. I. The case of bounded stochastic evolutions. Acta Math. 161 243-278. (1988)

[23] P. L. Lions, Viscosity solutions of fully nonlinear second-order equations and optimal stochastic control in infinite dimensions. II. Optimal control of Zakai’s equation. Stochastic Partial Differential Equations and Applications II. Lecture Notes in Math. 1390 147-170. Springer, Berlin (1989)

[24] P. L. Lions, Viscosity solutions of fully nonlinear second-order equations and optimal stochastic control in infinite dimensions. III. Uniqueness of viscosity solutions for general second-order equations. J. Funct. Anal. 86 1-18 (1989)

[25] Z.M.Ma, M. Röckner, Introduction to the Theory of (Non-Symmetric) Dirichlet forms, Springer Verlag, Berlin Heidelberg New York, 1992.

[26] F. Masiero, Hamilton Jacobi Bellman equations in infinite dimensions with quadratic and superquadratic Hamiltonian, http://arxiv.org/abs/1007.1882v1

[27] Y.Oshima, Lectures on Dirichlet forms, Preprint Erlangen-Nürnberg, 1988

[28] E.Pardoux,:BSDE, weak convergence and homogenization of semilinear PDEs’, in F.H. Clarke and R.J.Stern(eds), Nonlinear Analysis, Differential Equations and Control, Kluwer Academic Publishers, (1999) 505-549

[29] E. Pardoux, and S. Peng, Backward stochastic differential equations and quasilinear parabolic partial differential equations and their applications, in B.L. Rozovskii and R.B. Sowers (eds), Stochastic Partial Differential Equations and Their Applications, Lecture Notes in Control Inform. Sci. 176, Springer, Berlin, (1992) 200-217.
[30] C. Prévôt and M. Röckner, A concise course on stochastic partial differential equations, Lecture Notes in Mathematics, vol. 1905, Springer, 2007.

[31] Z.M. Qian and J.G. Ying, Martingale representations for diffusion processes and backward stochastic differential equations, http://arxiv.org/abs/0910.4911v1

[32] M. Röckner, R.-C. Zhu, X.-C. Zhu, The stochastic reflection problem on an infinite dimensional convex set and BV functions in a Gelfand triple, to appear in ”Annals of Probability”

[33] M. Sharpe, General Theory of Markov processes, Academic Press, Boston, 1988

[34] L. M. Sowa, Quasi-linear Partial Differential Equations in Dirichlet Spaces, Diploma degree thesis, BiBoS Additional Preprint E09-04-320

[35] W. Stannat: (Nonsymmetric)Dirichlet operators on $L^1$: Existence, Uniqueness and associated Markov processes, Ann. Scuola Norm. Sup. Pisa, Serie IV, vol. XXVIII, 1,(1999) 99-140

[36] W. Stannat: The theory of generalized Dirichlet forms and its application in analysis and stochastics, Memoirs of the AMS, 678, (1999)

[37] G. Trutnau, Stochastic calculus of generalized dirichlet forms and applications to stochastic differential equations in infinite dimensions, Osaka J.Math. 37(2000), 315-343

[38] G. Trutnau, Stochastic calculus of generalized dirichlet forms and applications, Doctor degree thesis, Bielefeld SFB 343 Preprint-E00-004

[39] R.C. Zhu, BSDE associated with generalized Dirichlet forms: finite dimensional case, Bielefeld SFB 701 Preprint-11025

[40] R.C. Zhu, BSDE associated with generalized Dirichlet forms and ergodicity of stochastic quasi-geostrophic equation, PhD thesis, Bielefeld University