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Abstract

In this article we introduce the supervised machine learning tool called Feyn. The simulation engine that powers this tool is called the QLattice. The QLattice is a supervised machine learning tool inspired by Richard Feynman’s path integral formulation, that explores many potential models that solves a given problem. It formulates these models as graphs that can be interpreted as mathematical equations, allowing the user to completely decide on the trade-off between interpretability, complexity and model performance.

We touch briefly upon the inner workings of the QLattice, and show how to apply the python package, Feyn, to scientific problems. We show how it differs from traditional machine learning approaches, what it has in common with them, as well as some of its commonalities with symbolic regression. We describe the benefits of this approach as opposed to black box models.

To illustrate this, we go through an investigative workflow using a basic data set and show how the QLattice can help you reason about the relationships between your features and do data discovery.
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1 Introduction

The QLattice is a supervised machine learning tool for symbolic regression. It composes functions together to build graphs of mathematical models, adding interactions between the features in your data set and your target variable. The functions vary from elementary ones such as addition, multiplication, squaring, to more complex ones such as natural logarithm, exponential and tanh. The QLattice is a technology developed by Abzu that is inspired by Richard Feynman’s path integral formulation. Symbolic regression, which is gaining a lot of momentum these days [1–7]. Other symbolic regression methods inspired by physics are also getting traction [8–10]. Overall, symbolic regression approaches are showing signs of keeping a high performance, while still maintaining generalisability [11], which separates it from other popular graph-like models such as decision trees or random forests [12].

These mathematical models are represented by graphs that are fitted using Feyn, a Python module that allows you to interface with the QLattice. Each graph is generated from a probability distribution, that is tuned over time. Initially, this probability distribution is uniform.

So how do you tune this probability distribution?

This follows an iterative process. You’ll fit thousands of graphs representing different function compositions, suggested to you by the QLattice. You’ll then select the best ones, and update the QLattice with them. This helps the QLattice converge and shape the probability distribution towards better solutions.

The space of all possible models is very large, and without guidance the QLattice will take a very long time to converge. This requires you to be specific on what you want to investigate in your data set. Typically, this means restricting the types of graphs that the QLattice will produce. The QLattice is useful when you want insights and investigate relationships between your features, rather than focus exclusively on predictive power. This process is what we’ll go through in this paper.
2 A quick primer on the QLattice and Feyn

2.1 The QLattice in a nutshell
The QLattice is an environment to simulate discrete paths from multiple inputs to an output. It does this in a finite multi-dimensional lattice-space. This is where the inspiration from Feynman’s path integral comes in. The QLattice simulates inputs as originating anywhere, taking a (short) path through the lattice space, before emerging to an output. If you imagine doing this thousands of times, until a solid path has been shaped, you’ll experience a convergence to the most likely or, in this case, most useful path to explain the problem you’re trying to model. Along the path that we take, we’ll randomly sample from a selection of ’interactions’ – functions that transform the inputs to a new output. These can vary from elementary ones such as addition, multiplication, squaring, to more complex ones such as natural logarithm, exponential and tanh.

We determine the interactions based on probabilities, guided by repeated reinforcement of the best solutions provided by the QLattice, as you fit the thousands of paths (models), that are discovered. During repeated reinforcement, another phenomenon that happens, is that islands in the QLattice space starts to form, each with their own independent evolution. This narrows the search space, and gives way to many separate evolutionary spaces. Another benefit to this process, is that the user helps decide which models are useful, and through that which paths will be reinforced. The user also decides how to constrain the decision space, giving the user full control over the shapes the models will be taking.

Altogether, this approach has some benefits, such as:

- there are far fewer nodes and connections (and we also call the nodes ‘interactions’)
- there are functions you wouldn’t normally see in a neural network (such as ‘gaussian’, ‘inverse’ and ‘multiply’)
- the graphs are more inspectable, simpler and less prone to overfitting
- the graphs allow you to interpret them as a mathematical formula, allowing you to reason about the consequences of your hypothesis.

2.2 Introducing the QGraph

So let’s talk more about how it does this. If you recall the paths with interactions above, these are represented by unidirectional, acyclic graphs. But before we can start getting to these graphs, we need to consider the concept of the QGraph. The QGraph is a generator, that represents a subset of the possibilities of the QLattice. This subset is defined by you by deciding on things like: Is it a classification or regression problem, which features do I want to learn about, what interactions do I want, how deep will I allow my graphs to be, and other such constraints.

So instead of producing a graph, the QLattice produces a QGraph. In an ideal world, the QGraph would contain the infinite list of graphs that matches your constraints. In the practical world, it is limited to a list of a few thousand graphs at a time, and will instead continuously replenish this list, and discard the worst graphs based on your evaluation criteria. The criteria available are common ones, such as cross-entropy, RMSE, Bayesian Information Criterion, Akaike Information Criterion [13], etc.

2.3 Feyn

Feyn [14] is the python module for interfacing with the QLattice, through QGraphs.

In Feyn, like other machine learning tools, a model is fitted using a variation of backpropagation [15] on the dataset. The similarities end quickly, however, as the QLattice helps you try many different alternative models, and is typically used with the purpose of understanding and explaining your problem, or answering the questions you wish to know more about.

On top of this, we’ve added some quality-of-life features for explainability and inspection, as well as automatic encoding of input features. This means that normalisation is not necessary, and you should also not one-hot encode categorical variables, as it gets automatically handled and represented as a single feature that’s easier to understand.

Throughout the next few sections you’ll see plenty of examples of what these models look like, but let’s go a little into how it’s used.
2.4 Privacy and transfer of information

It’s worth noting there, that the information sent to the QLattice only consists of:

- The token and QLattice identifiers when you connect.
- The names of your columns (text strings)
- The graphs you want to reinforce, containing column names, function names (interactions), along with the unweighted edges in the graph that connect inputs to functions, functions to functions and functions to outputs.

None of your data is at any point exchanged and does not leave your machine.

2.5 Features and functions

We should also talk a bit more about:

- the semantic types
- the interactions in a graph

2.5.1 Semantic types

In order to create your QGraph, you first need to tell the QLattice what type of data the inputs and output are. This is a way of telling it what types of data it should expect and from that how to behave. We call these semantic types or stypes. There are two stypes:

- **Numerical**: This is for features that are continuous in nature such as: height, number of rooms, latitude and longitude etc.
- **Categorical**: This is for features that are discrete in nature such as: neighbourhoods, room type etc.

If no type is assigned to the feature, the numerical semantic type is assumed. This means you will only need to assign an stype to each categorical feature. This is how the graph knows to do the automatic encoding of the categories.

2.5.2 Interaction

Interactions are the basic computation units of each model. They take in data, transform it and then emit it out to be used in the next interaction. Here are the current possible interactions:

| Type                  | Function                   |
|-----------------------|----------------------------|
| Addition              | \(a + b\)                  |
| Multiply              | \(a \ast b\)               |
| Squared               | \(a \ast a\)               |
| Linear                | \(a \ast \text{weight} + \text{bias}\) |
| Tanh                  | \(\text{tanh}(a)\)         |
| Single-legged Gaussian| \(e^{-a^2}\)               |
| Double-legged Gaussian| \(e^{-(a^2+b^2)}\)         |
| Exponential           | \(\exp(a)\)                |
| Logarithmic           | \(\log(a)\)                |
| Inverse               | \(\frac{1}{a}\)            |
3 Connecting the scientific method and the QLattice

At Abzu, we put the scientific method at the core of our workflow, and use this approach to understand data, generate hypotheses and validate the findings against the actual observations.

The scientific method can be summed up in short with a diagram (Figure 1).

In summary, using Feyn and the QLattice would look something like this:

| Scientific Method       | In practice                                                                 |
|-------------------------|----------------------------------------------------------------------------|
| Formulation of question | Determine what your research question is.                                  |
| Hypothesise             | Use the QLattice to generate possible hypotheses in the form of graphs that answer your question. |
| Prediction              | Determine how your graph predicts existing data and plot what the graph tells you about the things you haven’t seen before. |
| Testing                 | Take your hypothesis to the lab, real life, or validate it on a holdout set, depending on your needs and capabilities. |
| Analysis                | Accept or reject a hypothesis based on the results you get from your experiments. |
4 Asking the right question to the QLattice

Following from the workflow overview, we’ll go through the first two steps - namely making observations and posing interesting questions.

4.1 Make observations

Let’s take the following simple dataset. This is the well-known UCI ML Breast Cancer Wisconsin (Diagnostic) dataset [16]. We load it through the commonly used sklearn [17] machine learning package.

Features are computed from a digitized image of a fine needle aspiration (FNA) of a breast mass. They describe characteristics of the cell nuclei present in the image.

The defined target variable is the diagnosis, as ‘Malignant’ or ‘Benign’.

```python
import sklearn.datasets
import pandas as pd

breast_cancer = sklearn.datasets.load_breast_cancer()
input_columns = breast_cancer.feature_names

# Load into a pandas dataframe
data = pd.DataFrame(breast_cancer.data, columns=input_columns)
data['target'] = pd.Series(breast_cancer.target)
```

4.1.1 Preparation

This dataset comes prepared already so you don’t have to do quite as much. The QLattice workflow typically starts after data preparation, however, it is worth mentioning that with the QLattice, you don’t need to do any normalization of input features, and we have an input that explicitly handles categorical variables without the need for one-hot encoding.

4.1.2 The features

In Figure 2 we have printed the head of the dataframe so we can see what we’re working with.

```python
data.head().T
```

4.2 Asking Questions

We’ll now go through some examples of interesting questions you could pose to this dataset. This comes down to your domain expertise and figuring out what you want to learn about, such as:

- What is your measurable - also known as the target variable. This forms the basis of our questions as the variable you want to explain.
- What are you trying to learn?
  1. Example: What is evidence for a malignant or benign tumor?
  2. Example: We have a specific feature we suspect is evidence for malignant tumors based on previous studies. We could ask whether this feature relates to the diagnosis, and if so, how?

If you don’t have specific knowledge, but are trying to learn things about the problem domain, maybe you’ll ask more general questions:

- Is there a single feature that captures a large part of the signal?
  1. If it does, how does it capture it - i.e. linearly or non-linearly?
  2. Are there some features that tend to explain the same signal?
  3. Are there some features that tend to explain different parts of the signal?
- If there’s one feature that captures part of the signal, does it then combine with another to capture even more?
  1. How do the features relate to explain the measurable?
  2. Does it make sense from a domain perspective?
  3. Would that give way for new questions to ask?
Figure 2: The first five data samples in our dataframe, oriented column-wise

|               | 0          | 1          | 2          | 3          | 4          |
|---------------|------------|------------|------------|------------|------------|
| mean radius   | 17.990000  | 20.570000  | 19.690000  | 11.420000  | 20.290000  |
| mean texture  | 10.380000  | 17.770000  | 21.250000  | 20.380000  | 14.340000  |
| mean perimeter| 122.800000 | 132.900000 | 130.000000 | 77.580000  | 135.100000 |
| mean area     | 1001.000000| 1326.000000| 1203.000000| 386.100000 | 1297.000000|
| mean smoothness| 0.118400   | 0.084740   | 0.109800   | 0.142500   | 0.100300   |
| mean compactness| 0.277600   | 0.078640   | 0.159900   | 0.283900   | 0.132800   |
| mean concavity| 0.300100   | 0.086900   | 0.197400   | 0.241400   | 0.198000   |
| mean concave points| 0.147100    | 0.070170   | 0.127900   | 0.105200   | 0.104300   |
| mean symmetry | 0.241900   | 0.181200   | 0.209900   | 0.259700   | 0.180900   |
| mean fractal dimension| 0.078710   | 0.056670   | 0.059990   | 0.097440   | 0.058830   |
| radius error  | 1.095000   | 0.543500   | 0.745600   | 0.495600   | 0.757200   |
| texture error | 0.905300   | 0.739900   | 0.789900   | 1.156000   | 0.781300   |
| perimeter error| 8.589000   | 3.398000   | 4.585000   | 3.445000   | 5.438000   |
| area error    | 153.400000 | 74.080000  | 94.030000  | 27.230000  | 94.440000  |
| smoothness error | 0.006399  | 0.005225   | 0.000150   | 0.009110   | 0.011490   |
| compactness error | 0.049040  | 0.013080   | 0.040060   | 0.074580   | 0.024610   |
| concavity error   | 0.053730   | 0.018600   | 0.038320   | 0.056610   | 0.056880   |
| concave points error | 0.015870  | 0.013400   | 0.020580   | 0.018670   | 0.018850   |
| symmetry error   | 0.030030   | 0.013890   | 0.022500   | 0.059630   | 0.017560   |
| fractal dimension error | 0.006103  | 0.000532   | 0.004571   | 0.009208   | 0.005115   |
| worst radius     | 25.380000  | 24.990000  | 29.570000  | 14.910000  | 22.540000  |
| worst texture    | 17.330000  | 23.410000  | 25.530000  | 26.500000  | 16.670000  |
| worst perimeter  | 184.600000 | 158.800000 | 152.500000 | 98.870000  | 152.200000 |
| worst area       | 2019.600000| 1956.000000| 1709.000000| 567.700000 | 1575.000000|
| worst smoothness | 0.162200   | 0.123800   | 0.144400   | 0.209800   | 0.137400   |
| worst compactness| 0.665800   | 0.186600   | 0.424500   | 0.866300   | 0.205000   |
| worst concavity  | 0.711900   | 0.241600   | 0.450400   | 0.686900   | 0.400000   |
| worst concave points | 0.265400  | 0.184000   | 0.243000   | 0.257500   | 0.182500   |
| worst symmetry   | 0.460100   | 0.275000   | 0.361300   | 0.603800   | 0.236400   |
| worst fractal dimension | 0.118900  | 0.089020   | 0.087580   | 0.173000   | 0.076780   |
| target          | 0.000000   | 0.000000   | 0.000000   | 0.000000   | 0.000000   |
• Or whichever other question you might have.

Other datasets might have multiple interesting targets to measure against, so remember to choose the measurable(s) that will be the strongest indicator of the questions you’re asking.

This is an iterative process, so you can always go back and change this as you learn more.

4.2.1 On to hypotheses

As your next step, you will be using the QLattice to pose questions and formulate hypotheses as answers to some of these questions.

5 Formulating hypotheses

From the previous page, we started asking questions about our data. Our overarching question is: ‘What is evidence for a malignant or benign tumor?’ Throughout the guides we will pose more specific questions and hypotheses which will help us in answering this main question.

We now want to use the QLattice to help us find good hypotheses to these questions.

5.1 From questions to hypotheses

First we need to translate the question into a QGraph. Take for instance the question ‘Is area indicative of a tumor being benign or malignant?’, the corresponding QGraph would look like the following:

```python
import sklearn.datasets
import pandas as pd
import feyn
from sklearn.model_selection import train_test_split

breast_cancer = sklearn.datasets.load_breast_cancer()
input_columns = breast_cancer.feature_names

# Load into a pandas dataframe
data = pd.DataFrame(breast_cancer.data, columns=input_columns)
data['target'] = pd.Series(breast_cancer.target)

# Split into train, validation and holdout
train, valid = train_test_split(data, test_size=0.4, stratify=data['target'], random_state=42)
valid, holdo = train_test_split(valid, test_size=0.5, stratify=valid['target'], random_state=42)

# Pose question to QGraph
ql = feyn.QLattice()
qgraph = ql.get_classifier(['mean area'], 'target', max_depth=1)

We have told the QGraph to take mean area as an input feature and to map it to the output, target. The max_depth = 1 ensures that the input feature enters a single interaction cell as we will soon show.

The QGraph is a list of potential hypotheses to the question. At the moment, the QGraph has no knowledge of the data. So any hypothesis in the QGraph will be random.

In order to change that, we need to fit the QGraph to the data.

```python
for _ in range(20):
qugraph.fit(train, threads=4)
ql.update(qgraph.best())
```

We can find the best hypotheses in the QGraph by calling qgraph.best(). This is usually a list of 3 to 4 top hypotheses based on the closest fit to the data i.e. a loss function.
Figure 3: The first five graphs of a QGraph filtered to always contain mean area and be of max depth 1

The QLattice is an environment that searches all possible hypotheses to questions posed to it. In order to refine its search we need to tell the QLattice the best hypotheses we have seen so far. We do this by calling `ql.update(qgraph.best())`.

Note that you can choose the number of threads to allow for parallel QGraph fitting. That will accelerate the process.

After this fitting loop we want to take a look at what the QLattice came up with.

```python
qgraph.head()
```

The output graphs in Figure 3 illustrate what we said about mean area entering a single interaction cell to predict the target variable.

Let's increase complexity by posing another question to the QGraph: ‘What feature could mean area combine with to predict the target variable?’

```python
qgraph = ql.get_classifier(['mean\_texture',
                             'mean\_area',
                             'mean\_smoothness',
                             'mean\_compactness',
                             'mean\_concavity',
                             'mean\_concave\_points',
                             'mean\_symmetry',
                             'mean\_fractal\_dimension'],
                             output='target',
                             max_depth=1)
.filter(feyn.filters.Contains('mean\_area'))
```

```python
for _ in range(50):
```
We want to explore the possible features **mean area** could combine to predict the **target**. So we include a list of potential ones. We choose the means because we are trying to find a simple set of explanations to the problem. The features **mean radius** and **mean perimeter** were excluded since they correlate heavily with **mean area**.

We use the **filters module** to ensure that only hypotheses that correspond the question being asked are generated. The QGraph will then only show hypotheses that satisfy the conditions imposed by the filters. In the case above, `feyn.filters.Contains('mean area')` ensures that **mean area** is included in every hypothesis in the QGraph (Figure 4).

In the example above **mean concave points** was the most prevalent, suggesting that it is one of the features that best combine with **mean area**. Note how the loss has decreased in comparison to the previous figure. This leads us to refine our previous question: **“how does mean area and mean concave points combine to predict the target variable?”**.

The next step consists in selecting a hypothesis and diving deeper into it. The QGraph is sorted by loss, so `qgraph[0]` is the hypothesis that best fit the data passed to the QGraph. Most likely this will be the hypothesis we further explore.
Figure 4: The first five graphs of a QGraph filtered for 'mean area' combining with other features to predict the target.
6 Analysing and selecting hypotheses

In this section we lay the arsenal of tools to analyse and aid in the selection of the most interesting hypotheses. Previously, we posed the question of how mean area combines with mean concave points to predict the target variable. We then generated a list of hypotheses, the QGraph, that could answer said question. Lastly, we selected qgraph[0] as the hypothesis to further investigate. This process is recapped below:

```python
import sklearn.datasets
import pandas as pd
import feyn
import matplotlib.pyplot as plt
from sklearn.model_selection import train_test_split

breast_cancer = sklearn.datasets.load_breast_cancer()
input_columns = breast_cancer.feature_names

# Load into a pandas dataframe
data = pd.DataFrame(breast_cancer.data, columns=input_columns)
data['target'] = pd.Series(breast_cancer.target)

# Split into train, validation and holdout
train, valid = train_test_split(data, test_size=0.4, stratify=data['target'], random_state=42)
valid, holdo = train_test_split(valid, test_size=0.5, stratify=valid['target'], random_state=42)

# Pose a question to QGraph
ql = feyn.QLattice()
qgraph = ql.get_classifier(['mean_area', 'mean_concave_points'], output='target', max_depth=1)

for _ in range(20):
    qgraph.fit(train, threads=4)
    ql.update(qgraph.best())

hypo_mean_area_conc_points = qgraph[0]
```

Our hypothesis (Figure 5) states that the target variable is a linear function of mean area and mean concave points. We can convert this graph to a mathematical equation using SymPy (Figure 6):

```
hypo_mean_area_conc_points.sympify(signif=3)
```

As this is a classification problem the linear relationship is passed to a logistic function to obtain values between 0 and 1. This represents the probability of a tumor being benign.
### 6.1 Analysing a hypothesis

Let's check the performance of the hypothesis above by plotting the ROC-curve (Figure 7) on the train and validation sets. This can also tell us about overfitting, especially if their AUC scores differ significantly.

```python
hypo_mean_area_conc_points.plot_roc_curve(train, label = 'train')
hypo_mean_area_conc_points.plot_roc_curve(valid, label = 'valid')
```

![ROC curve](image)

**Figure 7:** Roc curve of our first hypothesis on the training and validation set

The ROC curve in Figure 7 tells us that the hypothesis' predictions are not just result of random guessing. A ROC curve can be complemented by plotting the probability scores, i.e. the values predicted by our current hypothesis.

```python
from feyn.plots import plot_probability_scores

y_train_true = train['target'].copy()
y_train_pred = hypo_mean_area_conc_points.predict(train)
plot_probability_scores(y_train_true, y_train_pred, title='training set')
```

The higher the AUC score, the easier it will be to separate the negative (target = 0) and positive (target = 1) classes in the probability score plot on Figure 8.

We can also visualise the hypothesis with a two-dimensional partial plot:

```python
hypo_mean_area_conc_points.plot_partial2d(train)
```

The red dots in Figure 9 represent the positive class, benign tumors, while the blue ones represent the negative class, malignant tumors. The background colours represent what our hypothesis predicts: the yellow regions as 1, and the grey regions as 0. Since the hypothesis is a linear function it formed a straight boundary between the red and blue dots and the ROC curve above shows that this is a good separation.

The next question is how we can point to the feature values the model has difficulties classifying. This is when we use the `plot_segmented_loss` method.

```python
fig = plt.figure(figsize=(20,6))
ax = fig.add_subplot(121)
```
In the left diagram of Figure 10, the blue bars is the histogram of mean area. On top of the histogram is a pink curve where each point is the average loss across that bin. For mean area, values greater than 1250 the average loss is very close to zero. Meanwhile, the loss is much higher between the values 500 and 750. This means the hypothesis yields predictions closer to the observed data when mean area > 1250 than for 500 < mean area < 750. We can say something similar about mean concave points.

6.2 Concluding remarks

Let’s go back to our overarching question: ‘What is evidence for a malignant or benign tumor?’ Throughout the sessions, we refined it to a question on how does mean area and mean concave points predict the target variable. At last we reached the hypothesis that the probability of having a benign tumor is the linear function of mean area and mean concave points shown above.

In addition to testing this hypothesis with more data, like the holdout or newly gathered data, we can refine the question, come up with new hypotheses, etc. In order words, our investigation of this dataset doesn’t need to stop now.

7 Conclusion

The hypothesis in the previous section combined mean area and mean concave points to differentiate between malignant and benign tumors. However there could be other features, other relationships to explore. So the question really comes to:

Are we satisfied with the hypothesis we’ve chosen?

A guideline to answer this question might be in assessing whether your hypothesis points towards something we didn’t know before.

If we are not satisfied, then we can go back and refine the questions we’ve made based on our analysis so far. For example we could ask how much can mean concave points explain the target variable on its
Figure 9: 2D Partial plot of predictions over **mean area** and **mean concave points**. Dot colors represent actual classes.

Figure 10: Segmented loss by **mean area** and **mean concave points**
own or whether it can combine with other features that do not correlate so heavily with it (check Pearson’s correlation between \textit{mean area} and \textit{mean concave points}).

On the other hand, if we are satisfied we should check whether other sets of observations agree or conflict with the hypothesis. For instance we could test our hypothesis on women from different parts of the world. We could collect data on \textit{mean area} and \textit{mean concave points} that we were not part in our initial observations.

Sometimes it is not possible to perform another experiment. The next best thing is to test the hypothesis on the holdout set. The disadvantage of this is that the data comes from the same place as the initial training data and so it inherits the same observational bias.

```
1 import sklearn.datasets
2 import pandas as pd
3 import feyn
4 import matplotlib.pyplot as plt
5 from sklearn.model_selection import train_test_split
6
7 breast_cancer = sklearn.datasets.load_breast_cancer()
8 input_columns = breast_cancer.feature_names
9
10 # Load into a pandas dataframe
11 data = pd.DataFrame(breast_cancer.data, columns=input_columns)
12 data['target'] = pd.Series(breast_cancer.target)
13
14 # Split into train, validation and holdout
15 train, valid = train_test_split(data, test_size=0.4,
16 stratify=data['target'], random_state=42)
17 valid, holdo = train_test_split(valid, test_size=0.5,
18 stratify=valid['target'], random_state=42)
19
20 # Connecting to QLattice
21 ql = feyn.QLattice()
22
23 # Pose a question to QGraph [*]
24 qgraph = ql.get_classifier(['mean_area', 'mean_concave_points'], output='target', max_depth=1)
25 for _ in range(20):
26     qgraph.fit(train, threads=4)
27     ql.update(qgraph.best())
28
29 # Selecting hypothesis [*]
30 hypo_mean_area_conc_points = qgraph[0]
31
32 # Analyse hypothesis [*] —> refer to previous section
33
34 Notice the [*] symbols in the code cell above. They indicate the points of iteration in the question-hypothesis process. In other words, they represent where we pose questions, extract hypotheses and analyse them to further refine said questions and get more robust hypotheses.

Suppose we are satisfied with the hypothesis that the \textit{target} variable is a linear function of \textit{mean area} and \textit{mean concave points}. Let’s see how it performs on the holdout set:

```
1 # Testing hypothesis on unseen data (holdout)
2 hypo_mean_area_conc_points.plot_roc_curve(holdo)
```

From the \textit{AUC score} and the \textit{ROC curve} in Figure 11 we see that this simple hypothesis generalises to the holdout set.

If the hypothesis had not generalised to the holdout set, then we are in trouble. Our holdout set is contaminated, i.e. the knowledge on this performance would bias further investigations. Basically the holdout set became another validation set. Ideally, we should get more unseen data.

Even though this is a simple data set, hypotheses formed by the \textit{QLattice} often show this tendency to perform consistently on the holdout set as compared to the train and validation sets. This allows you to have
better confidence in the results you get, and know what to expect. Not giving in to excess complexity, having models you can reason about and the mathematical nature of symbolic regression is in part to thank for this.
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