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Figure 1. Compared with the existing StyleGAN-based face swapping approaches [15, 41, 48], our proposed method can achieve high-fidelity results that show better identity keeping from the source while keeping the similar pose and expression as the target. Note that skin color preservation and proper occlusion handling are our advantages over others. All the facial images are at 1024×1024.

Abstract

We present a novel paradigm for high-fidelity face swapping that faithfully preserves the desired subtle geometry and texture details. We rethink face swapping from the perspective of fine-grained face editing, i.e., “editing for swapping” (E4S), and propose a framework that is based on the explicit disentanglement of the shape and texture of facial components. Following the E4S principle, our framework enables both global and local swapping of facial features, as well as controlling the amount of partial swapping specified by the user. Furthermore, the E4S paradigm is inherently capable of handling facial occlusions by means of facial masks. At the core of our system lies a novel Regional GAN Inversion (RGI) method, which allows the explicit disentanglement of shape and texture. It also allows face swapping to be performed in the latent space of StyleGAN. Specifically, we design a multi-scale mask-guided encoder to project the texture of each facial component into regional style codes. We also design a mask-guided injection module to manipulate the feature maps with the style codes. Based on the disentanglement, face swapping is reformulated as a simplified problem of style and mask swapping. Extensive experiments and comparisons with current state-of-the-art methods demonstrate the superiority of our approach in preserving texture and shape details, as well as working with high resolution images. The project page is https://e4s2022.github.io

1. Introduction

Face swapping aims at transferring the identity information (e.g., shape and texture of facial components) of a source face to a given target face, while retaining the identity-irrelevant attribute information of the target (e.g., expression, head pose, background, etc.). It has immense potential applications in the entertainment and film production industry, and thus has drawn considerable attention in the field of computer vision and graphics. The first and foremost challenge in face swapping is identity preservation, i.e., how to faithfully preserve the unique facial characteristics of the source image. Most existing methods [9, 24, 38] rely on a pre-trained 2D face recognition network [12] or a 3D morphable face model (3DMM) [7, 13] to extract the global identity-related fea-
tures, which are then injected into the face generation process. However, these face models are mainly designed for classification rather than generation, thus some informative and important visual details related to facial identity may not be captured. Furthermore, the 3D face model built from a single input image can hardly meet the requirement of robust and accurate facial shape recovery. Consequently, results from previous methods often exhibit the “in-between effect”: i.e., the swapped face resembles both the source and the target faces, which looks like a third person instead of faithfully preserving the source identity. A related problem is skin color, where we argue that skin color is sometimes an important aspect of the source identity and should be preserved, while previous methods will always maintain the skin color of the target face, resulting in unrealistic results when swapping faces with distinct skin tones.

Another challenge is how to properly handle facial occlusion. In real applications, for example, it is a common situation that some face regions are occluded by hair in the input images. An ideal swapped result should maintain the hair from the target, meaning that the occluded part should be recovered in the source image. To handle occlusion, FS-GAN [25] designs an inpainting sub-network to estimate the missing pixels of the source, but their inpainted faces are blurry. A refinement network is carefully designed in FaceShifter [24] to maintain the occluded region in the target; however, the refinement network may bring back some identity information of the target.

To address the above challenges more effectively, we rethink face swapping from a new perspective of fine-grained face editing, i.e., “editing for swapping” (E4S). Given that both the shape and texture of individual facial components are correlated with facial identity, we consider to disentangle shape and texture explicitly for better identity preservation. Instead of using a face recognition model or 3DMMs to extract global identity features, inspired by fine-grained face editing [23], we exploit component masks for local feature extraction. With such disentanglement, face swapping can be transformed as the replacement of local shape and texture between two given faces. The locally-recomposed shapes and textures are then fed into a mask-guided generator to synthesize the final result. One additional advantage of our E4S framework is that the occlusion challenge can be naturally handled by the masks, as the current face parsing network [44] can provide the pixel-wise label of each face region. The generator can fill out the missing pixels with the swapped texture features adaptively according to those labels. It requires no additional effort to design a dedicated module as in previous methods [24, 25].

The key to our E4S is the disentanglement of shape and texture of facial components. Recently, StyleGAN [18] has been applied to various image synthesis tasks due to its amazing performance on high-quality image generation, which inspires us to exploit a pre-trained StyleGAN for the disentanglement. This is an ambitious goal because current GAN inversion methods [30, 33, 36] only focus on global attribute editing (age, gender, expression, etc.) in the global style space of StyleGAN, and provide no mechanism for local shape and texture editing.

To solve this, we propose a novel Regional GAN Inversion (RGI) method that resides in a new regional-wise $W^r$ space, denoted as $W^r+$. Specifically, we design a mask-guided multi-scale encoder to project an input face into the style space of StyleGAN. Each facial component has a set of style codes for different layers of the StyleGAN generator. We also design a mask-guided injection module that uses the style codes to manipulate the feature maps in the generator according to the given masks. In this way, the shape and texture of each facial component are fully disentangled, where the texture is represented by the style codes while the shape is by the masks. Moreover, this new inversion latent space supports the editing of each individual face component in shape and texture, enabling various applications such as face beautification, hairstyle transfer, and controlling the swapping extent of face swapping. To sum up, our contributions are:

- We tackle face swapping from a new perspective of fine-grained editing, i.e., editing for swapping, and propose a novel framework for high-fidelity face swapping with identity preservation and occlusion handling.
- We propose a StyleGAN-based Regional GAN Inversion (RGI) method that resides in a novel $W^r$ space, for the explicit disentanglement of shape and texture. It simplifies face swapping as the swapping of the corresponding style codes and masks.
- The extensive experiments on face swapping, face editing, and other extension tasks demonstrate the effectiveness of our E4S framework and RGI.

2. Related Work

GAN Inversion aims to map an image to its corresponding GAN latent code that can reconstruct the input as faithfully as possible. In this way, one can send the inverted-then-edited code to the generator to complete the expected editing. A number of StyleGAN inversion approaches have been proposed for face manipulation. Generally, they can be classified into three categories: (1) learning-based [3, 30, 34, 36, 42, 43], (2) optimization-based [1, 2, 16, 32, 46] and (3) hybrid methods [45]. The learning-based methods train an encoder to map the image to the latent space. In contrast, the optimization-based methods directly optimize the latent code to minimize the reconstruction error of the given image. The optimization-based approaches usually give better inversion performance but the learning-based methods cost less time. The hybrid methods make a trade-off between the
above two, and use the inverted code as the starting point to conduct further optimization. Although specific face editing can be achieved by using existing GAN inversion methods, they work in a global fashion (e.g., growing old, pose changing, male to female) and cannot make precise control of the local facial component. Our Regional GAN Inversion fills in the gap of high-fidelity local editing via a novel \( W^{r+} \) latent space based on a pre-trained StyleGAN.

**Face Swapping.** The existing face swapping approaches can be generally classified into two categories \([9]\), i.e., source-oriented and target-oriented. The source-oriented approaches \([5, 6, 25–27]\) start from the source and manage to transfer the attributes of the target to the source. The early methods in this camp can date back to \([6]\), where 3D shape and relevant scene parameters were estimated to align pose and lighting. Then, \([27]\) claimed that 3D shape estimation is unnecessary and proposed a face segmentation network to fulfill face swapping. Recently, a two-stage pipeline was introduced in FSGAN \([25, 26]\), where a reenactment and an inpainting network tackle pose aligning and occlusion problems respectively. The target-oriented approaches \([4, 9, 19, 22, 24, 38, 40]\) begin with the target and tend to transport the identity from the source. Generally, these technologies preserve the identity of the source by using a pre-trained face recognition model or 3DMMs. As the recognition model is trained for classification and 3DMMs are not accurate and robust, identity-related details cannot fully be captured for generation, bringing the “in-between effect”.

As for StyleGAN-based face swapping, MegaFS \([48]\) applies the prior knowledge of pre-trained StyleGAN, raising the image resolution to \(1024^2\). StyleFusion \([15]\) operates the latent fusion within the \( S \) space \([10, 11]\), enabling controllable generation of local semantic region. However, the shape and texture of each facial region are still entangled in the \( S \) space. Beyond the global latent fusion, \([40]\) designs a region-aware projector to transfer source identity to the target face adaptively. HiRes \([41]\) employs an additional encoder-decoder for target features aggregation in a multi-scale manner. However, fine-grained and selective swapping is not supported in these two methods.

Our \( E4S \) belongs to the source-oriented camp. Inspired by mask-guided face editing \([8, 23, 28, 47]\), we rethink face swapping from the perspective of face editing and treat it as editing of shape and texture for all facial components, i.e., fine-grained face swapping. We propose to explicitly disentangle the shape and texture of facial components for better identity preservation based on the proposed RGI method, rather than using a face recognition model or 3DMMs.

3. Methodology

3.1. Editing-for-Swapping (E4S) Framework

Our \( E4S \) framework mainly consists of two phases inside: (a) reenactment, and (b) swapping and generation, where the overall pipeline is illustrated in Fig. 2.

**Reenactment.** We first crop the face region of the source image and target image, obtaining the cropped faces \( I_s \) and \( I_t \). Then, we use the dlib \([20]\) toolbox to crop the face region and detect the facial landmarks. Next, we follow the original StyleGAN \([17]\) to align the cropped face and resize it to the resolution of \(1024 \times 1024\).

In order to drive \( I_s \) to reach a similar pose and expression as \( I_t \), we employ a pre-trained face reenactment model FaceVid2Vid \([37]\), resulting in a driven face \( I_d \). Such a face reenactment processing can be described as: \( I_d = G_r(I_s, I_t) \), where \( G_r \) denotes the FaceVid2Vid model.

Further, we estimate the segmentation masks \( M_t \) of the target face \( I_t \) and \( M_d \) of the driven face \( I_d \), thus obtaining the target and driven pairs \((I_t, M_t) \) and \((I_d, M_d)\). For face parsing, we utilize an off-the-shelf face parser \([49]\), where each segmentation mask belongs to one of the 19 semantic categories. For simplicity, we aggregate the categories of symmetric facial components, resulting in 12 categories, i.e., background, eyebrows, eyes, nose, mouth, lips, face skin, neck, hair, ears, eyeglass, and ear rings.

**Swapping and Generation.** In this phase, we would elaborate on the face swapping process in our \( E4S \). We first feed the driven pair \((I_d, M_d)\) and the target pair \((I_t, M_t)\) into a mask-guided multi-scale encoder \( F_\phi \) respectively, which extracts the style codes to represent the texture of each facial region. This step can be summarized as:

\[
S_t = F_\phi(I_t, M_t), \quad S_d = F_\phi(I_d, M_d),
\]

where \( S_t \) and \( S_d \) denote the extracted texture codes of the target and driven face, respectively. The detailed modules of the encoder \( F_\phi \) are introduced in Sec. 3.2. Then, we exchange the texture codes of several facial components of \( S_t \) with those of \( S_d \), obtaining the recomposed texture codes \( S_{swap} \). Here, the swapped components are: eyebrows, eyes, nose, mouth, lips, face skin, neck, and ears. Note that the skin is carefully considered here since it is identity-related, while it is neglected by most existing works.

In addition to texture swapping, shape swapping is also required to realize the aim of face swapping. Since the shape is represented by facial masks, we start with an empty mask \( M_{swap} \) as a canvas and then complete the mask reconstruction in the following steps. First, we keep the neck and the background layout of the target mask \( M_t \) and stitch their masks onto \( M_{swap} \). Then, we stitch the inner face regions of the driven mask \( M_d \), including face skin, eyebrows, eyes, nose, lips, and mouth. Finally, we stitch the hair, eye glasses, ear, and ear rings of the target mask \( M_t \) onto \( M_{swap} \). Note that the driven mask \( M_d \) and the target mask \( M_t \) may not be aligned with each other perfectly, leading to some missing pixels in the swapped mask, which is always caused by the occlusion. We observe that these missing areas are usually between the facial skin and hair or between the facial skin and neck. As a solution, we fill up these
Figure 2. Overview of our proposed E4S framework. (a) For the source image $I_s$ and the target $I_t$, a reenactment network $G_{r}$ is used to drive $I_t$ to show similar pose and expression towards $I_s$, obtaining $I_{r}$. The segmentation masks of $I_t$ and $I_s$ are also estimated. (b) The driven and target pairs $(I_t, M_d)$ and $(I_s, M_s)$ are fed into the mask-guided encoder $F_\phi$ to extract the per-region style codes to depict the texture respectively, producing texture codes $S_d$ and $S_t$. We then swap the masks and the corresponding texture codes, and send them to the pre-trained StyleGAN generator $G_\theta$ with a mask-guided injection module to synthesize the swapped face $\hat{I}$.

The core of our E4S framework is how to precisely encode the per-region textures which is disentangled with their shapes. Previous mask-guided face editing methods [23, 28, 47] attempt to use masks as input of a generator and inject the texture style to guide the generation, while they still struggle to preserve the identity and facial details during editing (see Fig. 8). Besides, they have a limited resolution of the generated face, where [23] reaches the resolution of $512^2$ while the rest are with $256^2$.

To pursue a better disentanglement of shape and texture as well as high-resolution and high-fidelity generation, we resort to the powerful generative model StyleGAN that can generate images with $1024^2$ resolution. Instead of training StyleGAN from scratch, we explore the possibility of developing a GAN inversion method. Specifically, we use a pre-trained StyleGAN for the disentanglement, avoiding the massive computing resources and training instability. Although there are a number of GAN inversion techniques [30, 34, 43] have been proposed for face editing in the $W$ or $W^+$ space, they focus on global facial attribute editing only, e.g., age, pose, and expression. Hence, they cannot be applied to the disentanglement of shape and texture for local editing. To tackle the shortage, we propose a novel Regional GAN Inversion (RGI) method for such a disentanglement, which incorporates facial masks into the style embedding and the generation process, thus filling in the gap of GAN inversion based local editing. The overview of our RGI is illustrated in Fig. 3.
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To pursue a better disentanglement of shape and texture as well as high-resolution and high-fidelity generation, we resort to the powerful generative model StyleGAN that can generate images with $1024^2$ resolution. Instead of training StyleGAN from scratch, we explore the possibility of developing a GAN inversion method. Specifically, we use a pre-trained StyleGAN for the disentanglement, avoiding the massive computing resources and training instability. Although there are a number of GAN inversion techniques [30, 34, 43] have been proposed for face editing in the $W$ or $W^+$ space, they focus on global facial attribute editing only, e.g., age, pose, and expression. Hence, they cannot be applied to the disentanglement of shape and texture for local editing. To tackle the shortage, we propose a novel Regional GAN Inversion (RGI) method for such a disentanglement, which incorporates facial masks into the style embedding and the generation process, thus filling in the gap of GAN inversion based local editing. The overview of our RGI is illustrated in Fig. 3.
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The core of our E4S framework is how to precisely encode the per-region textures which is disentangled with their shapes. Previous mask-guided face editing methods [23, 28, 47] attempt to use masks as input of a generator and inject the texture style to guide the generation, while they still struggle to preserve the identity and facial details during editing (see Fig. 8). Besides, they have a limited resolution of the generated face, where [23] reaches the resolution of $512^2$ while the rest are with $256^2$.

To pursue a better disentanglement of shape and texture as well as high-resolution and high-fidelity generation, we resort to the powerful generative model StyleGAN that can generate images with $1024^2$ resolution. Instead of training StyleGAN from scratch, we explore the possibility of developing a GAN inversion method. Specifically, we use a pre-trained StyleGAN for the disentanglement, avoiding the massive computing resources and training instability. Although there are a number of GAN inversion techniques [30, 34, 43] have been proposed for face editing in the $W$ or $W^+$ space, they focus on global facial attribute editing only, e.g., age, pose, and expression. Hence, they cannot be applied to the disentanglement of shape and texture for local editing. To tackle the shortage, we propose a novel Regional GAN Inversion (RGI) method for such a disentanglement, which incorporates facial masks into the style embedding and the generation process, thus filling in the gap of GAN inversion based local editing. The overview of our RGI is illustrated in Fig. 3.
and fed into an MLP to obtain the style codes:

\[ s_j = \text{MLP}([v_{1j}; v_{2j}; \ldots; v_{Nj}]), \]  

(3)

where \( s_j \) denotes the style codes of the \( j \)-th facial region. Then, the style codes and the mask \( M \) are fed into the StyleGAN generator to synthesize the swapped face. Here, we denote \( s \in \mathbb{R}^{C \times 18 \times 512} \) as the \( \mathbb{W}^{r+} \) space.

**Mask-guided Style Injection.** As shown in Fig. 4(a), the original StyleGAN generator starts from a constant feature map with the spatial size of \( 4 \times 4 \) and consists of a serials of style blocks. Each style block contains a modulation, a de-modulation, and a \( 3 \times 3 \) convolution layer. Besides, a noise layer \( [B] \) is introduced to increase the diversity. The learnable kernel weights and bias in each block are denoted as \( W \) and \( b \), respectively. \( W \) will be scaled by its corresponding style code with the shape of \( \mathbb{R}^{512} \) before the convolution layer. An additional upsampling layer by the factor of two is employed between every two style blocks to increase the resolution of feature maps.

Different from the style code in the original StyleGAN, which globally controls the appearance of the output image, we propose to extract regional style code that controls only the appearance of the corresponding face component precisely along with its mask, as described above. To this end, we extend the style block of the original StyleGAN to a mask-guided style block conditioned on a given mask. Specifically, we sum up the intermediate feature maps with the guidance of per-region mask, which can be formed as:

\[ F_l = \sum_{j=1}^{C} (F_{l-1} \ast W_{jl}^s) \odot ([M]_l = j), \quad \forall l \in \{1, 2, \ldots, K\}, \]  

(4)

\[ W_{jl}^s = \text{Demod}(\text{Mod}(W_l, s_{jl})), \]  

(5)

where \( F_{l-1} \) and \( F_l \) denote the input and output feature maps of \( l \)-th layer, respectively. \( W_{jl}^s \) represents the scaled kernel weights for the \( j \)-th component in the \( l \)-th layer, and \( \odot \) means the convolution operation. Similar to Eq. (2), \([M]_l\) is the downsized mask corresponds to the \( l \)-th layer. We follow the same modulation and demodulation as the original StyleGAN and extend the style modulation regionally. In Eq. (5), \( W_l \) denotes the original kernel weights for the \( l \)-th layer, and the \( s_{jl} \) indicates the style code of \( j \)-th component for the \( l \)-th layer. The schematic operations of our proposed mask-guided style injection are illustrated in Fig. 4(b).

Note that the mask is only injected into the first \( K \) layers of the StyleGAN. That is, we do not use the mask-guided style block for the last \((18 - K)\) layers. There are two reasons for this occurrence: (1) we conduct experiments with \( K = 11, 13, 15, 18 \) and empirically find the reconstructed images show few visual differences when \( K \) is greater than 13; (2) the training overload can be decreased without the mask-guided style block in the last \((18 - K)\) layers since the resolution of these layers are large (i.e., \( 512^2 - 1024^2 \)).

Considering these two factors, we set \( K = 13 \) as the default in all the experiments.

**3.3. Training Objective**

During training, we only utilize the reconstruction as the proxy task and do not need to swap paired faces like the most existing face swapping methods, which makes our method more efficient and easier to train. Once the training is finished, the texture encoder \( F_{sp} \) can be used to produce per-region texture codes of any input face. One can easily achieve face swapping in the \( \mathbb{W}^{r+} \) latent space as described in Sec. 3.1. We adopt the commonly used loss functions in the GAN inversion literature, which are described in our Supp. in detail.

**4. Experimental setup**

**Datasets.** CelebAMask-HQ [23] contains 30K high-quality face images, which are split into 28k and 2K for training and testing, respectively. This dataset also provides facial segmentation masks, with 19 semantic categories included. FFHQ [17] contains 70K high-quality images with a large diversity, but the facial segmentation masks are not officially given. We use a pre-trained face parser [49] to extract the facial segmentation masks.

**Implementation Details.** We use PyTorch [29] to implement our framework, and train our model on 8 NVIDIA A100 GPUs. During training, we set the batch size to 2 for each GPU and initialize the learning rate as \( 10^{-4} \) with the Adam [21] optimizer \((\beta_1 = 0.9, \beta_2 = 0.999)\). For CelebAMask-HQ and FFHQ datasets, we train the model for 200K and 300K iterations, respectively. The initial
Table 1. Quantitative comparison of our RGI under different ablative configurations. The reconstruction performance is measured.

| Configurations          | SSIM↑ | PSNR↑ | RMSE↓ | FID↓ |
|-------------------------|-------|-------|-------|------|
| our RGI full model      | 0.818 | 19.851| 0.105 | 15.032|
| (A) w/o identity loss  | 0.819 | 19.888| 0.105 | 15.141|
| (B) w/o finetuning      | 0.827 | 19.984| 0.104 | 22.239|

Figure 5. Qualitative comparisons of different ablative settings.

learning rate decays by the factor of 0.1 at 100K and 150K iterations, respectively. Besides, we randomly flip images with a ratio of 0.5.

5. Ablation study

In this section, we perform an ablation study to validate the design choices of our proposed E4S framework and RGI method. We show the qualitative comparison in Fig. 5 and the quantitative comparison in Tab. 1, where the reconstruction performance is considered.

Re-enactment. To drive the source to show a similar pose and expression as the target, we employ a pre-trained face reenactment model [37] before the shape and texture swapping procedure. To verify the necessity of the Re-enactment step in E4S, we compare a standard E4S pipeline and the one without Re-enactment. As shown in the 1st column of Fig. 5, the swapped result is not aligned with the target face when the reenactment is disabled (see the circled red region), revealing the pose information is also embedded in the per-region texture represented by the style codes.

SEAN vs. RGI. Our E4S framework is generic. Specifically, those methods which contain an encoder extracting the per-region style codes and a generator controlling the per-region style codes along with the segmentation mask, can be adapted to our E4S framework. To valid this, we replace our RGI with SEAN [47] to play the roles of \( F_\phi \) and \( G_\theta \) in Fig. 2. From the 2nd column of Fig. 5, we can observe that SEAN can produce an overall visually pleasant result while our result preserves more details (the eyes and face skin). Moreover, SEAN only shows the capability of generating faces at \( 256^2 \) while ours are at \( 1024^2 \). This also shows the superiority of our proposed RGI.

Identity loss. We add an ID loss when training our RGI under the reconstruction setting. From the configuration (A) in Tab. 1, the performance is comparable to the baseline when we do not apply the ID loss. However, without the ID loss would lead to some identity information missing, which is confirmed by the 3rd column in Fig. 5.

Pre-trained vs. fine-tuned StyleGAN. Though the pre-trained StyleGAN can be used for face swapping, the hair texture details cannot be always well preserved. To achieve a more robust performance on hair, we fine-tune the first \( K = 13 \) layers of the StyleGAN. The configuration (B) in Tab. 1 means we freeze the parameters of the StyleGAN generator and only train the texture encoder \( F_\phi \) and the subsequent MLPs in our RGI. Although better SSIM, PSNR, and RMSE can be achieved by (B), the FID is poor. The last column in Fig. 5 illustrates an example. As shown, fine-tuning can improve hair quality while maintaining the texture of other inner facial components.

6. Face swapping results

We compare our method with the previous face swapping works: FSGAN [25], SimSwap [9], FaceShifter [24], and HiFiFace [38]. We also compare with state-of-the-art StyleGAN-based face swapping methods, including MegaFS [48], StyleFusion [15], and HiRes [41]. Specifically, we train our model on the FFHQ dataset. Then, we randomly sample 500 source-target pairs from the CelebAMask-HQ and obtain the swapped results of each method.

Qualitative results. The qualitative comparisons are shown in Fig. 6 and Fig. 7. It can be observed that our method achieves more realistic and high-fidelity swapped results. Compared with FSGAN [25], our results are much sharper. For SimSwap [9] and HiFiFace [38], their swapped faces suffer from some artifacts and distortions (the 2nd row). Our E4S and FaceShifter [24] can generate visually satisfying results; however, our approach retains detailed textures better. We further compare the performance in more challenging cases where the occlusion exists in the source and target faces (the last two rows in Fig. 6). We can clearly see that our method can fill out the missing skin for the source face (the 3rd row), and maintain the glasses in the target face (the last row). Though a dedicated inpainting sub-network is designed in FSGAN, their inpainted results are quite blurry. FaceShifter proposes a refinement network to maintain the occlusion in the target image, but this may bring back some identity information of the target, making their swapped results similar to the target. Note that ours is the only method that can well preserve the skin color of the source, which is also an identity-related attribute. In case the source skin...
is not fully adapted to the target due to the different lighting conditions, one can add a lighting transfer step for the source in advance. We leave disentangling the light from the texture in future work.

For a fair comparison, we also show the results of some StyleGAN-based approaches against ours in Fig. 7. Although all these methods utilize the pre-trained StyleGAN, we find the results of MegaFS [48] look to be a mixture of the source and target, which are blurry and lack of textures. The results of StyleFusion [15] show a bit of over-smoothing, e.g. the Adam Levine case. Though 1024² resolution can be achieved by HiRes [41], their results still suffer from some artifacts. In contrast, our method can generate more realistic and high-quality faces. Please refer to our supplement for more results.

**Quantitative results.** We also conduct a quantitative comparison with the leading methods with respect to the identity preservation from the source and the attribute preservation from the target. The results are reported in Tab. 2. For source identity preservation, we first extract the ID feature vectors of all the source faces and the swapped results using CosFace [35]. For each swapped face, we perform face retrieval by searching for the most similar face from all the source faces. The similarity is measured by the cosine distance. Top-1 and Top-5 accuracy are the evaluation metrics. As for the target attribute preservation, we use HopeNet [31] and a 3D face reconstruction model [13] to estimate the pose and expression, respectively. We calculate the ℓ₂ distance of the pose and expression between each swapped face and its ground-truth target face.

**Table 2.** Quantitative comparison for face swapping. The numbers in **bold** denote the best results. †: source-oriented method, ‡: target-oriented method, *: StyleGAN-based method.

| Method                | ID retrieval† | Pose↓ | Expr↓ |
|----------------------|--------------|-------|-------|
|                      | Top-1        | Top-5 |       |       |
| FSGAN † [25]         | 0.17         | 0.32  | 2.33  | 2.45  |
| SimSwap ‡ [9]        | 0.12         | 0.32  | 2.89  | 2.84  |
| FaceShifter ‡ [24]   | 0.06         | 0.26  | **1.73** | **2.35** |
| HiRes ‡ * [41]       | 0.15         | 0.37  | 2.77  | 2.82  |
| StyleFusion * [15]   | 0.29         | 0.45  | 3.03  | 3.05  |
| Ours † *             | **0.38**     | 0.54  | 3.29  | 3.05  |

Figure 6. Qualitative comparisons of our results with state-of-the-art face swapping methods. Best viewed in color and zoom-in.

Figure 7. Comparisons with StyleGAN-based face swapping methods. Our method can achieve high-fidelity results while preserving the identity from the source better (e.g., skin, beard, eyes).
Table 3. Quantitative comparison for image reconstruction on CelebAMask-HQ [23] test set. The rows in gray indicate the reconstruction images are obtained via style code optimization.

| method          | SSIM↑ | PSNR↑ | RMSE↓ | FID↓ |
|-----------------|-------|-------|-------|------|
| SPADE [28]      | 0.64  | 15.67 | 0.17  | 20.45|
| SEAN [47]       | 0.71  | 18.57 | 0.12  | 17.74|
| MaskGAN [23]    | 0.75  | 19.42 | 0.11  | 19.03|
| Our RGI         | 0.82  | 19.85 | 0.10  | 15.03|
| SofGAN [8]      | 0.76  | 14.86 | 0.19  | 26.73|
| RGI-Optim.      | **0.86** | **23.02** | **0.07** | **14.73** |

7. Face editing results

Other than face swapping, our RGI resided in the \( W^r+ \) space can also be used for fine-grained face editing conveniently. One can edit the mask of a specific region (e.g., eyes, lips) with a reference image to obtain the desired editing results. This enables our RGI to support various applications such as face beautification, hairstyle transfer, and controlling the swapping extent of face swapping. Please consult our supplement for the details. In this section, we compare our method with the leading fine-grained face editing works: SPADE [28], SEAN [47], and MaskGAN [23]. For a fair comparison, we train our RGI network on the training set of CelebAMask-HQ and evaluate it on the test set. We use the officially released pre-trained models of the competing methods to obtain their inference results.

**Qualitative results.** We show the visual comparison with the competing methods in Fig. 8. We make some modifications to the original facial mask, such as hair, eyebrows, and chin. It can be observed that our approach produces more high-fidelity and natural editing results, where the details of other components and the overall identity information are well maintained.

**8. Conclusion**

In this paper, we present a novel framework \( E4S \) for face swapping, which explicitly disentangles the shape and texture of each facial component and reformulates face swapping as a simplified problem of texture and shape swapping. To seek such disentanglement as well as high resolution and high fidelity, we propose a novel Regional GAN Inversion (RGI) method. Concretely, a multi-scale mask-guided encoder projects input faces into the per-region style codes. Besides, a mask-guided injection module uses the style codes to manipulate the feature maps in the generator according to the given masks. Extensive experiments on face swapping, face editing and other extended applications demonstrate the superiority of our method.
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