In this paper, we study how a displacement of a quantum system appears under a change of relativistic reference frame. We introduce a generic method in which a displacement operator in one reference frame can be transformed into another reference frame. It is found that, when moving between non-inertial reference frames there can be distortions of phase information, modal structure and amplitude. We analyse how these effects affect traditional homodyne detection techniques. We then develop an in principle homodyne detection scheme which is robust to these effect, called the ideal homodyne detection scheme. We then numerically compare traditional homodyne detection with this in principle method and illustrate regimes when the traditional homodyne detection schemes fail to extract full quantum information.

I. INTRODUCTION

The advancement of quantum information (QI) over the past three decades has led to informational resources, processes and storage beyond the classical limit. Broadly speaking, QI may be characterised as discrete variable (DV) or continuous variable (CV). DV is where information is encoded in discrete, finite degrees of freedom. Whilst CV entails encoding information in continuous degrees of freedom. Gaussian states exhibit nice features which leads to various benefits to both theoreticians and experimentalists. For theorist, simple analytical tools are available and Gaussian states have special features which make analysis simple. For experimentalists, all Gaussian operations can be reduced to local phase transitions, squeezers and beam splitters. Due to these features, Gaussian QI has wide application to various fields. These include quantum communication, quantum cryptography, quantum computation, quantum teleportation, quantum state and channel discrimination, and quantum metrology. Of particular importance here is that change of relativistic reference frames preserve Gaussian states.

Measurement techniques are an essential feature of QI protocols. The key Gaussian CV-QI measurement technique is homodyne detection. With the significant advancement in CV-QI over the past decades, we have started to consider quantum communication to reference frames which are non-inertial. In these regimes, we observe surprising effects when we utilize traditional homodyne detection schemes.

A recent paper noted the notion of apparent decoherence, whereby a pure squeezed signal or a time-delayed signal created in the accelerated frame may seem decohered to an inertial observer. This decoherence effect was traced to the operational method in which the information was analysed; in particular, the self-homodyne detection scheme. The decoherence effect observed from an accelerated mirror was traditionally explained to be due to tracing out radiation that is reflected away from the observer. However, it has been suggested that this decoherence may also be due to neglect of vacuum entanglement. Self-homodyne detection fails to extract this entanglement. The existence of these vacuum entanglement was confirmed for a eternally perfect mirror moving along an exponentially accelerated trajectory. These result suggest that the current homodyne detection scheme is incomplete, and we need to develop a complete homodyne detection scheme which accounts for changes to non-inertial reference frames.

In this paper we will develop a homodyne detection scheme which accounts for non-inertial changes in reference frames. We will do this by introducing a universal transformation of displacement operators. Our paper is set out in the following way. Section II, III and VI are dedicated to developing the technique we refer to as ideal homodyne. Sections V compares the traditional homodyne methods to ideal homodyne detection. In section II, we introduce a method which allows universal transformation of displacement operators. We apply this technique to two examples. In section III, we review two well known homodyne detection schemes, and analyse how they can be applied to homodyne detection in differing reference frames. In section VI, by implementing the universal transformation of
displacement operators, we develop a new detection scheme; ideal homodyne detections scheme. In section VA, we analytically compare the three detection scheme via analysing the QI of a coherent signal. In section VB, we produce numerical plots of interesting cases. We conclude and discuss future application of this technique in Section VI.

II. TRANSFORMATION OF BASIS FOR DISPLACEMENT OPERATORS

In this section, we consider a general method in which a transformation of basis can be conducted for displacement operators. We first consider an arbitrary normalized bosonic operator \( \hat{O} \); \([\hat{O}, \hat{O}^\dagger] = 1\). The displacement operator is then defined in the following way:

\[
\hat{D}_O(\alpha) \equiv \exp(\hat{O}^\dagger \alpha - \hat{O} \alpha^*)
\]  

(1)

We now consider an arbitrary complete bosonic basis set \( \hat{\alpha}_{n,m} \), where \( n \) is a discrete variable and \( m \) is a continuous variable. Such a basis set satisfies the following property:

\[
[\hat{\alpha}_{n,m}, \hat{\alpha}_{n',m'}^\dagger] = \delta_{n,n'} \delta(m - m')
\]

(2)

Since the basis set is complete, we can decompose any arbitrary bosonic operator in the following way:

\[
\hat{O} = \int dm \sum_n (O^a_{n,m} \hat{\alpha}_{n,m} + O^b_{n,m} \hat{\alpha}_{n,m}^\dagger)
\]

(3)

\( O^a_{n,m} \) and \( O^b_{n,m} \) are the corresponding Bogoliubov coefficients, defined in the following way:

\[
O^a_{n,m} \equiv [\hat{O}, \hat{\alpha}_{n,m}^\dagger]
\]

\[
O^b_{n,m} \equiv [\hat{\alpha}_{n,m}, \hat{O}]
\]

(4)

We can conduct a transformation of basis by plugging equation (3) into (1):

\[
\hat{D}_O(\alpha) = \bigotimes_n \hat{D}_{\hat{\alpha}_{n,i}}(\alpha_n)
\]

(5)

where we have defined:

\[
\alpha_n \equiv \sqrt{\int dm \ |O^a_{n,m} \alpha^* - O^b_{n,m} \alpha|^2}
\]

\[
\alpha_n \neq 0 \rightarrow \hat{\alpha}_{n,i} \equiv \int dm \left( \frac{O^a_{n,m} \alpha^* - O^b_{n,m} \alpha}{\alpha_n} \right) \hat{\alpha}_{n,m}
\]

(6)

It is noted that, if \( \alpha_n = 0 \) then \( \hat{D}_{\hat{\alpha}_{n,i}}(\alpha_n) = 1 \). Equation (5) will form the basis of the investigation of the effect of basis transformation on homodyne techniques.

It is found that the contribution from \( O^b_{n,m} \) distorts the amplitude and phase information of the coherent signal. As this is the contribution from the creation operator terms, we will refer to these as the negative frequency contribution throughout this paper. We find negative frequency contribution when considering non-inertial changes in reference frames. Traditional homodyne techniques do not take this effect into account, and its effect are explored in section V.

In this section we demonstrated a general method to transform basis for displacement operators. In the following subsection we will utilize this technique to transform a Minkowski displacement operator into a Rindler displacement operator.

A. Minkowski to Rindler

We utilize this technique to analyse how the displacement operator in the Minkowski frame transforms to the Rindler frame. A schematic map of the trajectories followed by left and right accelerated observers, Anti-Rob and Rob respectively, are shown in Fig. 1.

![Fig. 1: A (1+1) dimensional representation of the trajectories followed by an observer accelerated to the right (Rob) and left (Anti-Rob). These observers live in parts of space-time known as the right and left Rindler wedge.](image)

We introduce a normalized positive frequency Minkowski mode as follows:

\[
\hat{e}_f = \int_0^\infty dk \ f(k) \hat{e}_k
\]

(7)

Where \([\hat{e}_f, \hat{e}_f^\dagger] = 1\). Through utilizing the decomposition written in equation (3), we decompose this operator into that of the Rindler frame:

\[
\hat{e}_f = \int_0^\infty d\omega \ f_{e,a} \hat{a}_{\omega} + f_{e,ac} \hat{a}_{\omega}^\dagger + f_{e,b} \hat{b}_{\omega} + f_{e,bc} \hat{b}_{\omega}^\dagger
\]

(8)
Through utilizing the results obtained in the Appendix A, we find that the corresponding Bogoliubov coefficients are as follows:

\[ f_{e,a}(\omega) = A_\omega \cosh(r_\omega) \]
\[ f_{e,ac}(\omega) = -B_\omega \sinh(r_\omega) \]
\[ f_{e,b}(\omega) = B_\omega \cosh(r_\omega) \]
\[ f_{e,be}(\omega) = -A_\omega \sinh(r_\omega) \] (9)

Where we have defined the following:

\[ A_\omega \equiv \int_0^\infty dk \, A_{k\omega} f(k) \]
\[ B_\omega \equiv \int_0^\infty dk \, B_{k\omega} f(k) \] (10)

Definition of other terms can be found in the Appendix A. We now introduce the Minkowski mode displacement operator by utilizing the transformation defined in equation (5):

\[ \hat{D}_{e,f}(\alpha) = \hat{D}_{\hat{a}_{f,a}}(\alpha_{f,a}) \otimes \hat{D}_{\hat{b}_{f,b}}(\alpha_{f,b}) \] (11)

Where we have defined the following:

\[ \alpha_{f,a}(\phi) \equiv |\alpha|^2 \int_0^\infty d\omega \left| f_{e,a}(\omega)e^{-i\phi} - f_{e,ac}(\omega)e^{i\phi} \right|^2 \]
\[ \alpha_{f,b}(\phi) \equiv |\alpha|^2 \int_0^\infty d\omega \left| f_{e,b}(\omega)e^{-i\phi} - f_{e,be}(\omega)e^{i\phi} \right|^2 \]
\[ \hat{a}_{f,\phi} \equiv \int_0^\infty d\omega \left( f_{e,a}(\omega)e^{-i\phi} - f_{e,ac}(\omega)e^{i\phi} \right) \hat{a}_\omega \]
\[ \hat{b}_{f,\phi} \equiv \int_0^\infty d\omega \left( f_{e,b}(\omega)e^{-i\phi} - f_{e,be}(\omega)e^{i\phi} \right) \hat{b}_\omega \] (12)

It is noticed that the phase information of the displacement operator is now carried within the operator, \( \hat{a}_f \). In the limit of \( |f_{e,a}(\omega)| \gg |f_{e,ac}(\omega)| \), \( \hat{a}_f \propto e^{-i\phi} \). Similar methods can be taken to reverse the transformation; transform a Rindler displacement operator to a Minkowski displacement operator. In the next section, we will look into the transformation between Rindler and delayed Rindler modes, where the delay is a constant delay with respect to Minkowski time.

**B. Rindler to delayed Rindler**

The delayed Rindler observers will be referred to as Anti-Rob' and Rob'. A schematic map of the trajectories followed by these observers are shown in Fig. 2. The delayed Rindler modes are derived in Appendix B. We introduce a Rindler mode as follows:

\[ \hat{a}_g = \int_0^\infty d\omega \, g(\omega) \hat{a}_\omega \] (13)

We can decompose this operator to that of the delayed Rindler frame by utilizing equation (3):

\[ \hat{a}_g = \int d\omega' \, a_{\omega',g}^a(t)\hat{a}_{\omega'}(t) = \int \int d\omega d\omega' \hat{a}_\omega(t)\hat{b}_{\omega'}(t) \]
\[ \hat{b}_g = \int d\omega' \, b_{\omega',g}^b(t)\hat{b}_{\omega'}(t) = \int \int d\omega d\omega' \hat{a}_\omega(t)\hat{b}_{\omega'}(t) \] (14)

Where we have defined the following:

\[ a_{\omega',g}^a(t) = \int_0^\infty d\omega \, g(\omega) a_{\omega',\omega}^a(t) \]
\[ b_{\omega',g}^b(t) = \int_0^\infty d\omega \, g(\omega) b_{\omega',\omega}^b(t) \]
\[ a_{\omega',g}^b(t) = \int_0^\infty d\omega \, g(\omega) a_{\omega',\omega}^b(t) \]
\[ b_{\omega',g}^a(t) = \int_0^\infty d\omega \, g(\omega) b_{\omega',\omega}^a(t) \] (15)

The Bogoliubov coefficients between Rindler and delayed Rindler are derived in Appendix D. We now introduce the Rindler displacement operator \( \hat{D}_{\hat{a}_g} (\alpha_g = |\alpha_g|e^{i\phi}) \). This can be transformed to the delayed Rindler displacement operator by utilizing the transformation defined in equation (5):

\[ \hat{D}_{\hat{a}_g} (\alpha_g) = \hat{D}_{\hat{a}_g}(\alpha_{g,a}(t)) \otimes \hat{D}_{\hat{b}_g}(\alpha_{g,b}(t)) \] (16)
Where we have defined the following:

\[
\alpha_{g,a}(t) \equiv |\alpha_g| \sqrt{\int_0^\infty d\omega \left| \alpha_{\omega, g}^a(t) e^{-i\phi} + \beta_{\omega, g}^a(t) e^{i\phi} \right|^2}
\]

\[
\alpha_{g,b}(t) \equiv |\alpha_g| \sqrt{\int_0^\infty d\omega \left| \alpha_{\omega, g}^b(t) e^{-i\phi} + \beta_{\omega, g}^b(t) e^{i\phi} \right|^2}
\]

\[
\hat{a}_{g,\phi}(t) \equiv \int_0^\infty d\omega \left( \frac{\alpha_{\omega, g}^a(t) e^{-i\phi} + \beta_{\omega, g}^a(t) e^{i\phi}}{\alpha_{g,a}/|\alpha_g|} \hat{a}_\omega(t) \right)
\]

\[
\hat{b}_{g,\phi}(t) \equiv \int_0^\infty d\omega \left( \frac{\alpha_{\omega, g}^b(t) e^{-i\phi} + \beta_{\omega, g}^b(t) e^{i\phi}}{\alpha_{g,b}/|\alpha_g|} \hat{b}_\omega(t) \right)
\]

(17)

In this section we introduced the universal transformation of displacement operators. We then demonstrated how to use this technique by utilizing it in two specific cases.

We will gain insight into how homodyne detection schemes work in differing reference frames by utilizing the universal transformation of displacement operators. In the following section we introduce self-homodyne and balanced-homodyne detection schemes.

### III. TRADITIONAL HOMODYNE TECHNIQUES

We consider a scenario where a signaller creates a Gaussian signal by applying a Gaussian operation, \( \hat{U} \), onto the initial state \( \hat{f} \). The observer is interested in extracting the QI of this Gaussian signal. Homodyne tomography [19] can be utilized to characterise the QI (Wigner function) of a particular field mode. We introduce an arbitrary bosonic basis set, \( \hat{O}_i \), that is complete for the signaller (it does not necessarily need to be a set that is complete globally): \[ \{ \hat{O}_i, \hat{O}_j^\dagger \} = \delta_{ij} \]. We denote the annihilation operator of the field mode that is of interest as \( \hat{O}_f \).

Since the created signal is a Gaussian state, the analysis of the first and second order moment [4] is sufficient to characterise the Wigner function of a particular output mode [29]. For non-Gaussian interactions, higher order quadrature moments must be analysed to obtain the full QI of the mode. In the following section, we will explain how balanced-homodyne detection scheme can be implemented to extract the QI of the mode \( \hat{O}_f \).

#### A. Balanced-Homodyne

Balanced homodyne detection is a well-known technique in quantum optics. Here we generalize this technique to situation where the signaller and observer are in different reference frames. In balanced-homodyne detection scheme, the signaller couples \( \hat{O}_f \) with a strong coherent local oscillator. To do this, we introduce another complete (for the signaller) bosonic basis set for the local oscillator \( \hat{O}_{L,i} \): \[ \{ \hat{O}_{L,i}, \hat{O}_{L,i}^\dagger \} = \delta_{ii} \] for all \( i \).

The strong coherent signal can be created in the basis set of the local oscillator by applying the displacement operator, \( D_{L,f}(|\alpha_l|) \equiv \exp[\alpha_l (\hat{O}_{L,f}^\dagger - \hat{O}_{f,L})] \).

We introduce an arbitrary basis set \( \hat{a}_i \) which completes the basis set for an observer that is receiving the signal. We can analyse what is observed by this observer by evolving this basis set via the Heisenberg picture. The state with the Gaussian signal and large coherent local oscillator can be created by acting the Gaussian unitary operator, \( \hat{U}_s \), onto the initial state. In the Heisenberg picture, we interpret this as the following:

\[
\hat{a}_i' \equiv \hat{U}_s^\dagger \hat{a}_i \hat{U}_s \quad (18)
\]

\[
\hat{U}_s \equiv \hat{U} \otimes D_{L,f}(|\alpha_l|) \quad (19)
\]

In balanced homodyne detection, the observer applies a tunable phase shift (\( \hat{U}_\phi \)) onto the local oscillator, followed by a balanced beam splitter (\( \hat{U}_{BS} \)) which acts on all incoming modes.

\[
\hat{U}_\phi \equiv \exp[i\phi \sum_i \hat{a}_i^\dagger \hat{a}_{L,i}] \quad (20)
\]

\[
\hat{U}_{BS} \equiv \exp[i\pi \sum_i (\hat{a}_i^\dagger \hat{O}_{L,i} - \hat{O}_{L,i}^\dagger \hat{a}_i)] \quad (20)
\]

\[
\hat{U}_O \equiv \hat{U}_{BS} \hat{U}_\phi
\]

The quadrature amplitude and variance of the mode \( \hat{O}_f \) can then be computed by utilizing the following definitions:

\[
X_{f,b}(\phi) \equiv \frac{\langle \hat{N}_{L}'' - \hat{N}_{L}'' \rangle}{\sqrt{\langle \hat{N}_{L}'' \rangle}}
\]

\[
V_{f,b}(\phi) \equiv \frac{(\langle \hat{N}_{L}'' - \hat{N}_{L}'' \rangle)^2 - (\langle \hat{N}_{L}'' - \hat{N}_{L}'' \rangle)^2}{\langle \hat{N}_{L}'' \rangle}
\]

(21)

Where we have introduced:

\[
\hat{N} \equiv \sum_i \hat{a}_i^\dagger \hat{a}_i \\
\hat{N}_L \equiv \sum_i \hat{a}_{L,i}^\dagger \hat{a}_{L,i}
\]

(22)

and their superscript versions. A schematic map of the process involved for balanced homodyne detection is demonstrated in Fig. 3.

It is easy to show the following:

\[
\hat{N}_{L}'' - \hat{N}_{L}'' = \sum_i (\hat{a}_{L,i}^\dagger \hat{a}_{L,i} e^{-i\phi} + \hat{a}_i^\dagger \hat{a}_{L,i} e^{i\phi})
\]

(23)
We begin by creating the Gaussian signal as follows:

$$D(\alpha) = \hat{\phi} \hat{\alpha} e^{-\alpha^2}$$

We then introduce the annihilation operator of the mode that is of interest as $\hat{O}_i$. Then the displacement operator is defined as $\hat{D}_f(\alpha) = |\alpha| e^{\alpha \hat{O}_f}$, where $\hat{O}_f$ is the signal coupling to the local oscillator. In the Heisenberg picture, this is interpreted in the following way:

$$\hat{\alpha}_f' = \hat{U} \hat{D}_f(\alpha) \hat{\alpha}_i \hat{D}_f(\alpha) \hat{U}$$

The variance that is found via the balanced homodyne detection scheme is valid when we set the coherent signal of the local oscillator much larger than the number of particles created via the unitary.

In this section we introduce the self-homodyne detection scheme. In self-homodyne, we directly displace the mode that is of interest. The phase information is encoded within the displacement operator (see Fig. 4).

We begin by creating the Gaussian signal as follows:

$$\hat{\alpha}_i' = \hat{U} \hat{\phi} \hat{\alpha} e^{-\alpha^2}$$

The variance that is found via the balanced homodyne detection scheme is valid when we set the coherent signal of the local oscillator much larger than the number of particles created via the unitary.

B. Self-Homodyne

In this section we introduce the self-homodyne detection scheme. In self-homodyne, we directly displace the mode that is of interest. The phase information is encoded within the displacement operator.

We begin by creating the Gaussian signal as follows:

$$\hat{\alpha}_i' = \hat{U} \hat{\phi} \hat{\alpha} e^{-\alpha^2}$$

We then introduce the annihilation operator of the mode that is of interest as $\hat{O}_i$. Then the displacement operator is defined as $\hat{D}_f(\alpha) = |\alpha| e^{\alpha \hat{O}_f}$, where $\hat{O}_f$ is the signal coupling to the local oscillator. In the Heisenberg picture, this is interpreted in the following way:

$$\hat{\alpha}_f' = \hat{U} \hat{D}_f(\alpha) \hat{\alpha}_i \hat{D}_f(\alpha) \hat{U}$$

The variance that is found via the balanced homodyne detection scheme is valid when we set the coherent signal of the local oscillator much larger than the number of particles created via the unitary.

IV. IDEAL HOMODYNE TOMOGRAPHY

The issue with traditional homodyne techniques is that the measurement and signal basis are different. This can lead to apparent decoherence effects. By utilizing the circuit model, we can reproduce a system where all interactions are effectively occurring in the observer’s reference frame. The operational set-up is shown in Fig. 5.

The circuit model uses the fact that a unitary interaction can be transformed to a unitary interaction in a different frame by introducing a basis transformation operator. This unitary basis transformation operator is denoted as $\hat{T}$. Fig 5. has utilized the circuit model to move the interaction to the observer’s frame. The cost of this method is that the observer understands the modal decomposition of the interaction and can produce a coherent signal $\hat{D}(\alpha)$ which may have a very complex modal structure.
FIG. 5: The unitary has been moved to the frame of the observer by introducing the basis transformation operator. In this decomposition, all interaction are conducted in one reference frame, thus the single self-homodyne detection scheme can be implemented.

Alternatively we can impose an operational constraint that the observer does not know the modal decomposition of the interaction. This means that the displacement operator must be created by the signaler. We utilize the universal transformation for displacement operators to move the displacement operator into the signaler’s reference frame. Fig. 6 is the ideal homodyne technique with this operational constraints.

We note that, during the transformation of reference frame, the displacement operator may have increased to more than one displacement operator. Nevertheless, the essence of ideal-homodyne tomography is captured within Fig. 6. We note that the mathematical set-up is identical to that of the self-homodyne detection scheme.

FIG. 6: Utilizing the technique of the circuit model and universal transformation of displacement operators, we can move all the operators to the signaler’s reference frame.

The cost of utilizing this detection scheme is that the signaler must know in which frame the observer will be. Utilizing this information they must deduce the required modal decomposition of the reference signal \( D(\alpha)' \), which may have a very complex modal structure. Furthermore, in some scenarios the displacement operator \( D(\alpha)' \) may require the signaler to have access to a part of space-time which is space-like separated from them. Due to these reasons ideal homodyne may be impractical in certain situations, however it clarifies the information which is lost when traditional homodyne detection methods are utilized. Hence it will still be a useful theoretical tool in understanding the full quantum information of signals and help explain obscure effects that are observed utilizing traditional homodyne schemes.

V. COHERENT SIGNALLING BETWEEN DIFFERENT REFERENCE FRAMES

In the previous section we developed the ideal homodyne technique. This homodyne technique was developed because traditional homodyne technique cannot always communicate the full QI of the signal to an observer in different reference frame.

In this section we will compare the three homodyne detection schemes by considering the simplest form of quantum communication; a coherent signal. We will consider two cases; an inertial Minkowski observer sending a coherent signal to an accelerated observer and an accelerated observer sending a coherent signal to a delayed Rindler observer. In section A, we obtain analytical expressions for quadrature amplitude and variance for the two cases. We then conclude by commenting on the differences between the three detection schemes. In section B we give numerical results by considering a Gaussian wave-packet mode signal, in interesting regimes.

A. General Case

1. Minkowski to Rindler

In this section we consider the case when a Minkowski observer sends a coherent signal to Anti-Rob. Su et al. [30] analysed a similar setting utilizing balanced-homodyne detection. We set the signal that is sent by the inertial observer to be the following:

\[
\hat{U} \equiv \hat{D}(\beta = |\beta|e^{i\phi})
\]

(31)

We utilize the technique discussed in section II to transform basis. This signal then transforms to the following:

\[
\hat{U} = \hat{D}_{a_f,\phi}(\beta_{f,a}) \otimes \hat{D}_{b_f,\phi}(\beta_{f,b})
\]

(32)

We begin by analysing the situation via the balanced homodyne detection method. The unitary involved are the following in the Rindler frame:

\[
\hat{U}_\phi \equiv \exp[i\phi \int d\omega \hat{b}_{L,\omega}^\dagger \hat{b}_{L,\omega}]
\]

\[
\hat{U}_{BS} \equiv \exp[\frac{\pi}{2} \int d\omega (\hat{b}_{L,\omega}^\dagger \hat{b}_{L,\omega} - \hat{b}_{L,\omega}^\dagger \hat{b}_{L,\omega}^\dagger)]
\]

(33)

\[
\hat{D}_{L,f}(|\alpha|) = \hat{D}_{a_f,\phi}(\alpha_{f,a}) \otimes \hat{D}_{b_f,\phi}(\alpha_{f,b})
\]

The number operator in the right Rindler frame is defined as follows:

\[
\hat{N} = \int d\omega \hat{b}_{L,\omega}^\dagger \hat{b}_{L,\omega}
\]

\[
\hat{N}_L = \int d\omega \hat{b}_{L,\omega}^\dagger \hat{b}_{L,\omega}
\]

(34)
Following the process discussed in the previous section, we find that the quadrature amplitude can be calculated utilizing the following:

\[
X_{f,b}(\phi) = \frac{\int d\omega \left\langle \hat{b}_{L,\omega}', \hat{b}_{\omega} e^{-i\phi} + \hat{b}_{\omega}^\dagger \hat{b}_{L,\omega}, e^{i\phi} \right\rangle}{\sqrt{\langle N_L \rangle}} \tag{35}
\]

Utilizing the circuit model analysis [27], we find that the operators evolve under the displacement operator in the following way:

\[
\begin{align*}
\hat{b}_{\omega}' &= \hat{b}_{\omega} + \beta_{f,b_{\omega}}(\psi) \\
\hat{b}_{L,\omega}' &= \hat{a}_{L,\omega} + \alpha_{f,b_{\omega}}(0).
\end{align*}
\]

\[
\begin{align*}
\alpha_{f,b_{\omega}}(\phi) &= |\alpha_f| \left( f_{e,b}(\omega) e^{i\phi} - f_{e,b}(\omega) e^{-i\phi} \right) \\
\beta_{f,b_{\omega}}(\psi) &= |\beta_f| \left( f_{e,b}(\omega) e^{i\psi} - f_{e,b}(\omega) e^{-i\psi} \right)
\end{align*}
\]

As a result, the quadrature amplitude and variance that is found via the balanced homodyne detection method is as follows:

\[
\begin{align*}
X_{f,b}(\phi) &= \frac{\int d\omega \ 2 \text{Re}[\alpha_{f,b_{\omega}}(0) \beta_{f,b_{\omega}}(\psi) e^{-i\phi}]}{\alpha_{f,b}(0)} \\
V_{f,b}(\phi) &\approx \int_0^\infty d\omega \left( \frac{\alpha_{f,b_{\omega}}(0)}{\alpha_{f,b}(0)} \right)^2 \left( 1 + 2 \sinh(r_{\omega})^2 \right)
\end{align*}
\]

(37)

Self-homodyne detection scheme can be conducted by coupling the signal with a strong coherent signal:

\[
\hat{D}_f(\alpha) = |\alpha| e^{i\phi} = \hat{D}_{a_{f,\phi}}(\alpha_{f,a}) \otimes \hat{D}_{b_{f,\phi}}(\alpha_{f,b}) \tag{38}
\]

We then find that the quadrature amplitude and variance found via the self homodyne detection method are:

\[
\begin{align*}
X_{g,s}(\phi) &= \frac{\int d\omega \ 2 \text{Re}[\alpha_{g,b_{\omega}}(\phi) \beta_{g,b_{\omega}}(\psi) e^{-i\phi}]}{\alpha_{g,b}(\phi)} \\
V_{g,s}(\phi) &\approx \int_0^\infty d\omega \left( \frac{\alpha_{g,b_{\omega}}(\phi)}{\alpha_{g,b}(\phi)} \right)^2 \left( 1 + 2 \sinh(r_{\omega})^2 \right)
\end{align*}
\]

The ideal homodyne detection scheme can be conducted via utilizing the displacement operator \( \hat{D}_{b_{f,\phi}}(\alpha_{f,a} e^{i\psi}) \). Following similar steps, we find the following:

\[
\begin{align*}
X_{g,f}(\phi) &= \frac{\int d\omega \ 2 \text{Re}[\alpha_{g,b_{\omega}}(\psi) \beta_{g,b_{\omega}}(\psi) e^{-i\phi}]}{\alpha_{g,b}(\psi)} \\
V_{g,f}(\phi) &\approx \int_0^\infty d\omega \left( \frac{\alpha_{g,b_{\omega}}(\psi)}{\alpha_{g,b}(\psi)} \right)^2 \left( 1 + 2 \sinh(r_{\omega})^2 \right)
\end{align*}
\]

(39)

In the next subsection we find the quadrature amplitude and variance of a coherent signal that is sent from a Rindler observer to a delayed Rindler observer. We will analyse the difference between these homodyne technique later in this section.

2. Rindler to Minkowski delayed Rindler

In this subsection we consider the case where Rob sends a coherent signal to Anti-Rob’. Su et al. [31] analysed a similar setting utilizing balanced-homodyne detection. The corresponding number operator is as follows:

\[
\hat{N} = \int d\omega \ \hat{b}_{\omega}(t) \hat{b}_{\omega}(t) \tag{41}
\]

We set the signal that is sent by the Rindler observer to be the following:

\[
\hat{U} \equiv \hat{D}_g(\beta = |\beta| e^{i\psi}) \tag{42}
\]

Following similar process to the previous subsection, we find that the quadrature amplitude and variance that are found via balanced, self and ideal homodyne are as follows:

\[
\begin{align*}
X_{g,b}(\phi) &= \frac{\int d\omega \ 2 \text{Re}[\alpha_{g,b_{\omega}}(0) \beta_{g,b_{\omega}}(\psi) e^{-i\phi}]}{\alpha_{g,b}(0)} \\
V_{g,b}(\phi) &\approx \int_0^\infty d\omega \left( \frac{\alpha_{g,b_{\omega}}(0)}{\alpha_{g,b}(0)} \right)^2 \left( 1 + 2 \sinh(r_{\omega})^2 \right)
\end{align*}
\]

(43)

\[
\begin{align*}
X_{g,s}(\phi) &= \frac{\int d\omega \ 2 \text{Re}[\alpha_{g,b_{\omega}}(\phi) \beta_{g,b_{\omega}}(\psi)]}{\alpha_{g,b}(\phi)} \\
V_{g,s}(\phi) &\approx \int_0^\infty d\omega \left( \frac{\alpha_{g,b_{\omega}}(\phi)}{\alpha_{g,b}(\phi)} \right)^2 \left( 1 + 2 \sinh(r_{\omega})^2 \right)
\end{align*}
\]

(44)

\[
\begin{align*}
X_{g,f}(\phi) &= \frac{\int d\omega \ \alpha_{g,b_{\omega}}(\psi) \beta_{g,b_{\omega}}(\psi) e^{-i\phi}}{\alpha_{g,b}(\psi)} \\
V_{g,f}(\phi) &\approx \int_0^\infty d\omega \left( \frac{\alpha_{g,b_{\omega}}(\psi)}{\alpha_{g,b}(\psi)} \right)^2 \left( 1 + 2 \sinh(r_{\omega})^2 \right)
\end{align*}
\]

(45)

Where we have defined:

\[
\begin{align*}
\alpha_{g,b_{\omega}}(\phi) &\equiv |\alpha_g| \left( \alpha_{g,b}(t) e^{i\phi} + \beta_{g,b}(t) e^{-i\phi} \right) \\
\beta_{g,b_{\omega}}(\psi) &\equiv |\beta_g| \left( \alpha_{g,b}(t) e^{i\psi} + \beta_{g,b}(t) e^{-i\psi} \right)
\end{align*}
\]

(46)

3. Comparing Homodyne Techniques

There are three main effects of transformation of basis for displacement operators. The most obvious effect is that there is not a one to one correspondence of the phase. This is to say that in general, \( \alpha(\phi)' \neq \alpha'(0) e^{i\phi} \). The second is that the phase affects the modal shape in the new reference frame. Lastly, the phase can also affect the amplitude of the signal in the new reference
frame. We note that \( \psi \) is the phase of the signal and is a constant, while \( \phi \) is the phase of the detection scheme and is a free parameter. We will analyse the effect of \( \phi \) on the quadrature amplitude and variance in this section.

Self-homodyne encodes the phase information in the signaller’s reference frame, as a result we have a \( \alpha(\phi) \) term for the quadrature amplitude. This is an issue, as we cannot always write \( \alpha(\phi) \approx \alpha' e^{i\phi} \). As a result when self homodyne detection is implemented, the quadrature amplitude may not be sinusoidal with \( \phi \). For balanced homodyne detection, this means that the phase difference between the signal, \( \beta(\psi)' \), and the reference signal \( \alpha(0)' \) is not always \( \psi \). As a result the relative phase difference between the signal and the coherent signal is not preserved with the change in reference frame.

The second effect means that the a phase difference between the signal and reference signal leads to a smaller overlap between the signal and the reference mode. For balanced homodyne, the overlap between \( \alpha(0)' \) and \( \beta(\psi)' \) is maximised when \( \psi = 0 \). All other cases leads to an observed quadrature amplitude which is smaller than the actual value. For self-homodyne, the amount of overlap changes with \( \phi \). The two modes completely overlap with each other when \( \phi = \psi + n\pi, \forall n \in \mathbb{Z} \). This corresponds to when self-homodyne gives the maximum quadrature amplitude readings, and is the special case when the ideal and self-homodyne detection scheme coincides with each other.

The last effect simply implies that the normalisation constant for self-homodyne is not constant with \( \phi \), which is naturally accounted for in the formalism of the homodyne techniques. Thus, there are no significant issues due to this effect.

We now analyse how these effects affect the observed variance. The variance is only affected by the phase’s effect on modal structure. The accelerated observers see a thermal background. The reference signal tells the observer which thermal background to analyse. The phase difference between the signal and reference signal leads to the observer analysing a different thermal background. Balanced homodyne will lead to the observer analysing the thermal background corresponding to the wavepacket mode with the phase 0. Self homodyne will lead to the observer analysing the thermal background corresponding to the wavepacket mode with phase \( \phi \), hence the variance readings will change with \( \phi \). Traditional methods are valid when the two reference frames coincide as the phase difference between the two modes does not influence the modal structure that is being analysed.

We will see these effects explicitly in the next sections, as we go through numerical examples.

**B. Gaussian Wave-packet Mode**

1. **Minkowski to Rindler**

To conduct numerical analysis, we must define the wavepacket mode of \( \hat{e}_f \). In this paper we will consider a generalized Gaussian wavepacket mode. The wavepacket mode is defined as follows:

\[
f(k; k_0, \sigma, V_0) = A \sqrt{k} \left( \frac{1}{2\pi\sigma^2} \right)^{1/4} \exp\left[ -\frac{(k - k_0)^2}{4\sigma^2} - ikV_0 \right]
\]

(47)

Where \( A \) is the normalization constant such that \( \int |f(k)|^2 dk = 1 \). When \( 0.4k_0 > \sigma \), \( A \approx 1/\sqrt{k_0} \) and this wave-packet mode has a field that is of the standard Gaussian form. Analysis shows that the phase-information removed at the horizon distorts the QI sent from Minkowski to Rindler frame. The effect was optimized when the local phase of the wave-packet was \( \pi/2 + n\pi \), \( \forall n \in \mathbb{Z} \) at the horizon and minimized when the local phase was \( n\pi \), \( \forall n \in \mathbb{Z} \). These effects diverge if we do not set a low frequency cut-off. Hence, we have introduced a low frequency cut-off, \( \omega_{min} \), to the detector for these plots. In Fig. 7, we see the direct effect of this on the variance.

![Fig. 7](image)

**Fig. 7**: A plot which demonstrates how the local phase at the horizon affects the variance. We have utilized the following settings: \( a = 1, V_0 = 1, k_0 = 1, \sigma = 0.2, |\beta_f| = 1, \psi = \pi/3, \omega_{min} = 10^{-3} \).
We now focus on the observed amplitude. We generally find that the three communication protocols coincides with each other. In Fig. 8, we compare the three detection methods in an interesting regime; when the Minkowski signal is centred around the horizon. It is noted that the differences between the three communication protocols are due to low frequency contributions in the Rindler frame. This is because the Unruh and Rindler modes are approximately equal to each other in the high frequency limit (i.e. $\hat{c}_\omega \approx \hat{a}_\omega$ for $\omega/a \gg 1$).

\begin{equation}
 g(\omega; \omega_0, \delta, v_0) = B\sqrt{\omega}\left(\frac{1}{2\pi \delta^2}\right)^{1/4}\exp\left[-\frac{(\omega - \omega_0)^2}{4\delta^2} - i\omega v_0\right]
 \end{equation}

where $B$ is the normalization constant.

The two-mode squeezing between high frequency Rindler and Unruh modes are very small. In this regime, a Gaussian Rindler mode can be approximately transformed into a Minkowski Gaussian wave-packet mode. The results in this regime will be very similar to that obtained in the previous subsection. Fig. 9 looks into the variance of the signal. As the signal is created in a squeezed vacuum, the phase at the horizon does not have a one-to-one correspondence. Due to this we observe a phase distortion effect on top of the noise effect seen in Fig. 7. This effect became negligible as we set $\omega_0$ to be sufficiently large (i.e. when the signal is effectively created in Minkowski vacuum).

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig8}
\caption{A plot which compares the balanced and self homodyne detection scheme to the idealised homodyne detection scheme. We have utilized the following settings: $a = 1$, $V_0 = 1$, $k_0 = 1$, $\sigma = 0.2$, $|\beta_f| = 1$, $\psi = \pi/3$, $\omega_{\text{min}} = 10^{-3}$.}
\end{figure}

We now move onto looking at the quadrature amplitude. In Fig. 10, we look into the case where we set $\omega_0 = 0.5$, and $\omega'_{\text{min}} = 1$. In the Minkowski case, when the low frequency cut-off was set to be sufficiently large, the detection schemes coincided with each other. We find that the homodyne communication protocols are disturbed even when the low frequency cut-off was set to be sufficiently large. Further analysis shows that this distortion persists even when the signal is well-localized away from the horizon. We conclude that a signal created in a different two-mode squeezed vacuum leads to distorted QI. We also observe effects similar to that found in the previous subsection if we set $\omega'_{\text{min}}$ to be of a smaller value.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig9}
\caption{A plot which compares the balanced and self homodyne detection scheme to the idealised homodyne detection scheme. We have utilized the following settings: $a = 1$, $V_0 = 2.5$, $\omega_0 = 0.5$, $\sigma = 0.2$, $|\beta_g| = 1$, $\psi = \pi/4$, $\omega_{\text{min}} = 10^{-3}$.}
\end{figure}

This paper introduced the universal transformation of displacement operators. Utilizing this universal transformation, we developed an ideal homodyne detection scheme which allows homodyne communication between different reference frames. We highlighted the issue of...
negative frequency modes in coherent communication between different frames. We explicitly demonstrated the issue by comparing ideal homodyne detection scheme with traditional homodyne detection schemes in two specific scenarios.

VI. CONCLUSION

This paper has studied effects on displacement due to the change of relativistic reference frame. These effects include the distortion of phase information, modal structure and amplitude of the signal. We then demonstrated their effects on traditional homodyne communication via considering coherent signal communication. We highlighted the effect of the horizon in distorting the signal through the analysis of homodyne communication between Minkowski to Rindler. The horizon traces out parts of the signal and the phase information that is lost at the horizon had a significant impact on the homodyne communication. We then highlight the effect of the negative frequency contribution through the analysis of homodyne communication between Rindler to delayed Rindler. As the signal is created in a two-mode squeezed vacuum, the signal naturally carries negative Minkowski frequency modes. The negative frequency modes naturally appeared when the signal was observed in a different non-inertial reference frame.

We utilized the universal transformation of displacement operators to overcome these issues. We developed a homodyne detection technique which is robust to these effects, called the ideal homodyne detection scheme. This detection scheme has the cost that the signaller must know the reference frame they are sending the signal to. The signaller must then accompany the correct coherent signal with the signal so that the observer can extract the full quantum information of the signal. In some scenarios, this may be impractical due to the complexity of the modal structure and/or

the need to have access to a space-time region that is space-like separated from the signaller. Nevertheless, this technique is useful in determining the information that is lost throughout the communication to an observer which is in a different non-inertial reference frame.

A straightforward application of ideal homodyne is that it can be utilized to understand the QI of interactions in the Rindler frame. An interesting topic to look into would be the uniformly accelerated mirror. This is a unitarity problem which was raised by Davies and Fulling in 1977 [31]. The reason why this problem could not be fully resolved can be understood to be due to the incompatibility of the measurement techniques [27, 31–43]. For example, these papers looked at correlation functions [41], localised statistics in the inertial frame [27] and excitation of atoms [43]. We believe that ideal homodyne would help overcome this issue.

We also highlight that the ideal homodyne tomography can be applied to any reference frame, not just accelerated frames. These include observers in different curvature of space-time [44–49], various non-inertial trajectories [22–26], and time-varying interactions [50–52] including Unruh-DeWitt detectors [53–60]. The application of our techniques to such examples would be an interesting future research direction.
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Appendix A: Minkowski, Unruh and Rindler modes

In this paper we consider a massless scalar bosonic field \( \Phi \) in \((1+1)\)-dimensional Minkowski space-time. Details on the quantisation method and the definition of the single frequency annihilation/creation operators can be found in [25, 32, 62, 63]. For simplicity, we only consider the left moving modes in this paper. The single frequency Minkowski annihilation (creation) operator is defined as \( \hat{\epsilon}_k (\hat{\epsilon}_k^\dagger) \). The creation and annihilation operators satisfy the bosonic commutation relations:

\[
[\hat{\epsilon}_k, \hat{\epsilon}_{k'}^\dagger] = \delta(k - k') \tag{A1}
\]

with all other combination equal to zero.

It is useful to introduce what is known as the single frequency Unruh operators, \( \hat{\epsilon}_\omega \) and \( \hat{d}_\omega \). The Unruh operators are related to the Minkowski operator in the following way [27, 28, 29, 32, 65]:

\[
\hat{\epsilon}_k = \int d\omega \ A_{k\omega} \hat{\epsilon}_\omega + B_{k\omega} \hat{d}_\omega \tag{A2}
\]

where,

\[
A_{k\omega} = \frac{i \sqrt{2} \sinh(\pi \omega/a)}{2 \pi \sqrt{k} \Gamma(1 - i \omega/a)} \left( \frac{k}{a} \right)^{i \omega/a} = B_{k\omega}^* \tag{A3}
\]

Where \( \Gamma(x) \) is the gamma function. The expression for \( A_{k\omega} \) was obtained by setting the bounds of \( e^{i \phi} \) to \(-\pi \leq \phi < \pi \). Thus, this convention will be carried out throughout this paper. By inverting the transformation, we find that:

\[
\hat{\epsilon}_\omega = \int dk \ A_{k\omega}^* \hat{\epsilon}_k \\
\hat{d}_\omega = \int dk \ B_{k\omega}^* \hat{\epsilon}_k \tag{A4}
\]

It is easy to show that these function satisfy the following relation:

\[
\int_0^\infty dk A_{k\omega} A_{k'\omega}^* = \delta(\omega - \omega') \\
\int_0^\infty dk A_{k\omega} A_{k'\omega'} = 0 \tag{A5}
\]

By utilizing equations (A1, A4, A5), we demonstrate that the Unruh operators must also satisfy the bosonic commutation relations:

\[
[\hat{\epsilon}_\omega, \hat{\epsilon}_{\omega'}^\dagger] = \delta(\omega - \omega'), \ [\hat{d}_\omega, \hat{d}_{\omega'}^\dagger] = \delta(\omega - \omega') \tag{A6}
\]

with all other combination equal to zero.

We now introduce a non-inertial observer, Rob, that is accelerated to the right with acceleration \( a \). The single frequency modes observed by Rob are referred to as the single frequency right Rindler modes. The corresponding annihilation (creation) operators are denoted as \( \hat{a}_\omega (\hat{a}_\omega^\dagger) \). Likewise, we introduce an observer accelerated to the left, Anti-Rob, and the corresponding single frequency left Rindler annihilation (creation) operators are denoted as \( \hat{b}_\omega (\hat{b}_\omega^\dagger) \).

The Rindler modes are related to the Unruh modes via a two mode squeezing operation:

\[
\hat{a}_\omega = \cosh(r_\omega) \hat{\epsilon}_\omega + \sinh(r_\omega) \hat{d}_\omega^\dagger \tag{A7}
\]

\[
\hat{b}_\omega = \cosh(r_\omega) \hat{d}_\omega + \sinh(r_\omega) \hat{\epsilon}_\omega^\dagger
\]

Where \( r_\omega \equiv \tanh^{-1}[\exp(-\pi \omega/a)] \) and \( a \) is the acceleration of the observer. We can show from equation (A6) and (A7) that the Rindler modes must also satisfy the bosonic commutation relations:

\[
[\hat{a}_\omega, \hat{a}_{\omega'}^\dagger] = \delta(\omega - \omega'), \ [\hat{b}_\omega, \hat{b}_{\omega'}^\dagger] = \delta(\omega - \omega') \tag{A8}
\]

By inverting equation (A7), we obtain the following equations:

\[
\hat{\epsilon}_\omega = \cosh(r_\omega) \hat{a}_\omega - \sinh(r_\omega) \hat{b}_\omega^\dagger \\
\hat{d}_\omega = \cosh(r_\omega) \hat{b}_\omega - \sinh(r_\omega) \hat{a}_\omega^\dagger \tag{A9}
\]

Equations (A2), (A4), (A7) and (A9) will form a foundation for the transformation between basis sets. It is noted that we have utilized a different notation to denote the Minkowski, Unruh and Rindler operators to other authors.

Appendix B: Minkowski delayed Rindler modes

We introduce the Minkowski unitary time evolution operator as follows:

\[
\hat{U} = e^{-i\hat{\mathcal{H}}t}, \quad \hat{\mathcal{H}} \equiv \int dk \ \hat{\epsilon}_k^\dagger \hat{\epsilon}_k \tag{B1}
\]

We find that the single frequency Minkowski operators evolve under the Heisenberg picture in the following way:

\[
\hat{\epsilon}_k(t) \equiv \hat{U}^\dagger \hat{\epsilon}_k(0) \hat{U} = \hat{\epsilon}_k(0) e^{-ikt} \tag{B2}
\]

For simplicity, when the time variable is missing, it is assumed that \( t = 0 \). By utilizing this result, we find that the Unruh modes evolve under the unitary in the following way:

\[
\hat{\epsilon}_\omega(t) \equiv \hat{U}^\dagger \hat{\epsilon}_\omega \hat{U} = \int dk A_{k\omega}^* e^{-ikt} \hat{\epsilon}_k \\
\hat{d}_\omega(t) = \int dk A_{k\omega} e^{-ikt} \hat{\epsilon}_k \tag{B3}
\]
As the Unruh modes forms a complete basis, we know that the Minkowski evolved Unruh modes can be decomposed in the following way:

\[
\hat{c}_\omega(t) = \int d\omega' A_{\omega,\omega'}(t)\hat{c}_{\omega'} + B_{\omega,\omega'}(t)\hat{d}_{\omega'} \tag{C1}
\]

\[
\hat{d}_\omega(t) = \int d\omega' C_{\omega,\omega'}(t)\hat{c}_{\omega'} + D_{\omega,\omega'}(t)\hat{d}_{\omega'} \tag{C2}
\]

Below, we explicitly calculate the commutators given in equation (C1) and (C2). Thus, we can calculate the Bogoliubov transformation coefficients by utilizing equation (A4) and (B3) and explicitly

Likewise, we find the following:

\[
\hat{a}_\omega(t) = \int dk \cosh(r_\omega)A_{k\omega}e^{-ikt}\hat{e}_k + \sinh(r_\omega)A_{k\omega}e^{ikt}\hat{e}_k^\dagger \tag{B4}
\]

\[
\hat{b}_\omega(t) = \int dk \cosh(r_\omega)A_{k\omega}^*e^{-ikt}\hat{e}_k + \sinh(r_\omega)A_{k\omega}^*e^{ikt}\hat{e}_k^\dagger \tag{B5}
\]

The Rindler modes evolve under the unitary in the following way:

\[
\hat{a}_\omega(t) = \int d\omega' \alpha_{\omega',\omega}^a(t)\hat{a}_{\omega'} + \beta_{\omega',\omega}^a(t)\hat{a}_{\omega'}^\dagger + \gamma_{\omega',\omega}^a(t)\hat{b}_{\omega'} + \delta_{\omega',\omega}^a(t)\hat{b}_{\omega'}^\dagger \tag{B6}
\]

\[
\hat{b}_\omega(t) = \int d\omega' \alpha_{\omega',\omega}^b(t)\hat{a}_{\omega'} + \beta_{\omega',\omega}^b(t)\hat{a}_{\omega'}^\dagger + \gamma_{\omega',\omega}^b(t)\hat{b}_{\omega'} + \delta_{\omega',\omega}^b(t)\hat{b}_{\omega'}^\dagger \tag{B7}
\]

The explicit expressions of the Bogoliubov coefficients in equation (B4) and (B6) are calculated in the following section. We introduce Anti-Rob’ and Rob’ in Fig. 2. These observers can be considered as the observer who observe the single frequency Minkowski delayed Rindler modes; equation (B6).

### Appendix C: Bogoliubov Coefficients for Minkowski Delayed Unruh Modes

The Bogoliubov coefficients can be calculated by taking the commutator between the two operators.

\[
[\hat{c}_\omega(t),\hat{c}_\omega^\dagger] = \left[ \int d\alpha A_{\omega,\alpha}\hat{c}_\alpha + B_{\omega,\alpha}\hat{d}_\alpha,\hat{c}_\omega^\dagger \right] = A_{\omega,\omega'} \tag{C1}
\]

Likewise, we find the following:

\[
B_{\omega,\omega'} = [\hat{c}_\omega(t),\hat{d}_\omega^\dagger], \quad C_{\omega,\omega'} = [\hat{d}_\omega(t),\hat{c}_\omega^\dagger], \quad D_{\omega,\omega'} = [\hat{d}_\omega(t),\hat{d}_\omega^\dagger] \tag{C2}
\]

Thus, we can calculate the Bogoliubov transformation coefficients by utilizing equation (A4) and (B3) and explicitly calculating the commutators given in equation (C1) and (C2). Below, we explicitly calculate $A_{\omega,\omega'}$.

\[
A_{\omega,\omega'} = \left[ \int dk A_{k\omega}^*e^{-ikt}\hat{e}_k, \int dk' A_{k'\omega'}^\dagger e^{ikt}\hat{e}_{k'} \right]
= \int dk A_{k\omega}^*A_{k\omega}e^{-ikt}
= \frac{\sqrt{\sinh(\pi\omega/a)\sinh(\pi\omega'/a)}}{2\pi^2\sqrt{\omega\omega'}}\Gamma[1 + i\omega/a]\Gamma[1 - i\omega'/a] \int dk \frac{1}{k}\frac{k}{a}(-i\omega/a - \omega'/a)e^{-ikt} \tag{C3}
\]
For $t > 0$, the integral evaluates to the following:

$$\int \frac{dk}{k} \frac{1}{\alpha}(\frac{e}{a})^{-i(\omega/a - \omega'/a)}e^{-ikt} = (i\alpha)^{(i(\omega - \omega'))/a}[-i(\omega - \omega')/a]$$

Where the second line utilized the definition that $i = e^{i\pi/2}$. When we induce a time-delay the time is negative, and hence $t = -|t|$. In this case, we utilize the fact that $-i = e^{-i\pi/2}$ and find that:

$$\int \frac{dk}{k} \frac{1}{\alpha}(\frac{e}{a})^{-i(\omega/a - \omega'/a)}e^{-ikt} = e^{\pi(\omega - \omega')/(2\alpha)}(a|t|)^{(i(\omega - \omega'))/a}[-i(\omega - \omega')/a]$$

(C4)

Where we have defined the following:

$$A_{\omega,\omega'}(|t|) = Z_{\omega}^{*}Z_{\omega'}e^{\frac{-it}{2\alpha}(\omega - \omega')(a|t|)^{(i(\omega - \omega'))/a}\Gamma(\omega - \omega'))$$

(C5)

We find that these coefficients are related in the following way:

$$A_{\omega,\omega'}(|t|) = D_{\omega,\omega'}(|t|)^{*}$$

$$B_{\omega,\omega'}(|t|) = C_{\omega,\omega'}(|t|)^{*}$$

(C9)

Appendix D: Bogoliubov Coefficients for Minkowski Delayed Rindler Modes

We use the following properties to calculate the Bogoliubov coefficients for the Rindler modes:

$$\hat{c}_{\omega}(t') = \cosh(r_{\omega})\hat{a}_{\omega}(t') - \sinh(r_{\omega})\hat{b}_{\omega}^{\dagger}(t')$$

$$\hat{d}_{\omega}(t') = \cosh(r_{\omega})\hat{b}_{\omega}(t') - \sinh(r_{\omega})\hat{a}_{\omega}^{\dagger}(t')$$

(D1)

$$\hat{a}_{\omega}(t') = \cosh(r_{\omega})\hat{c}_{\omega}(t') + \sinh(r_{\omega})\hat{d}_{\omega}^{\dagger}(t')$$

$$\hat{b}_{\omega}(t') = \cosh(r_{\omega})\hat{d}_{\omega}(t') + \sinh(r_{\omega})\hat{c}_{\omega}^{\dagger}(t')$$

(D2)

By utilizing equation (B4) and (D2), we find the following:

$$\hat{a}_{\omega}(t) = \cosh(r_{\omega})\left(\int d\omega' A_{\omega,\omega'}(t)\hat{c}_{\omega'}(t') + B_{\omega,\omega'}(t)\hat{d}_{\omega'}(t')\right)$$

$$\hat{b}_{\omega}(t) = \cosh(r_{\omega})\left(\int d\omega' C_{\omega,\omega'}(t)\hat{c}_{\omega'}(t') + D_{\omega,\omega'}(t)\hat{d}_{\omega'}(t')\right)$$

(D3)

By utilizing equation (A9), we can compare this equation with equation (B6). We find that the coefficients are equal to the following:

$$\alpha_{\omega,\omega'}^{\alpha}(t) = \cosh(r_{\omega})\cosh(r_{\omega'})A_{\omega,\omega'}(t) - \sinh(r_{\omega})\sinh(r_{\omega'})A_{\omega,\omega'}(-t)$$

$$\beta_{\omega,\omega'}^{\alpha}(t) = -\cosh(r_{\omega})\sinh(r_{\omega'})B_{\omega,\omega'}(t) + \sinh(r_{\omega})\cosh(r_{\omega'})B_{\omega,\omega'}(-t)$$

$$\gamma_{\omega,\omega'}^{\alpha}(t) = \cosh(r_{\omega})\cosh(r_{\omega'})B_{\omega,\omega'}(t) - \sinh(r_{\omega})\sinh(r_{\omega'})B_{\omega,\omega'}(-t)$$

$$\delta_{\omega,\omega'}^{\alpha}(t) = -\cosh(r_{\omega})\sinh(r_{\omega'})A_{\omega,\omega'}(t) + \sinh(r_{\omega})\cosh(r_{\omega'})A_{\omega,\omega'}(-t)$$

(D4)
\begin{align}
\alpha_{\omega,\omega'}^b(t) &= \cosh(r_\omega) \cosh(r_{\omega'})C_{\omega,\omega'}(t) - \sinh(r_\omega) \sinh(r_{\omega'})C_{\omega,\omega'}(-t) \\
\beta_{\omega,\omega'}^b(t) &= -\cosh(r_\omega) \sinh(r_{\omega'})D_{\omega,\omega'}(t) + \sinh(r_\omega) \cosh(r_{\omega'})D_{\omega,\omega'}(-t) \\
\gamma_{\omega,\omega'}^b(t) &= \cosh(r_\omega) \cosh(r_{\omega'})D_{\omega,\omega'}(t) - \sinh(r_\omega) \sinh(r_{\omega'})D_{\omega,\omega'}(-t) \\
\delta_{\omega,\omega'}^b(t) &= -\cosh(r_\omega) \sinh(r_{\omega'})C_{\omega,\omega'}(t) + \sinh(r_\omega) \cosh(r_{\omega'})C_{\omega,\omega'}(-t) 
\end{align}

By utilizing the relation defined in equation (C9), we find that these coefficients are related in the following way:

\begin{align}
\alpha_{\omega,\omega'}^a(t) &= \gamma_{\omega,\omega'}^b(-t)^* \\
\gamma_{\omega,\omega'}^a(t) &= \alpha_{\omega,\omega'}^b(-t)^* \\
\beta_{\omega,\omega'}^a(t) &= \delta_{\omega,\omega'}^b(-t)^* \\
\delta_{\omega,\omega'}^a(t) &= \beta_{\omega,\omega'}^b(-t)^*
\end{align}

We simplify \(\alpha_{\omega,\omega'}^a(|t|)\) by considering \(\alpha_{\omega,\omega'}^a(|t|)\) and \(\alpha_{\omega,\omega'}^a(-|t|)\) separately. We make use of a property of the gamma function, \(|\Gamma(1+ix)|^2 = \frac{\pi}{\sinh(x\pi)}\), to simplify the expression.

\begin{align}
\alpha_{\omega,\omega'}^a(|t|) &= A_{\omega,\omega'}(|t|) (\cosh(r_\omega) \cosh(r_{\omega'}) - \sinh(r_\omega) \sinh(r_{\omega'}) e^{\pi(\omega-\omega')/a}) \\
&= A_{\omega,\omega'}(|t|) e^{\pi(\omega-\omega')/2a} \frac{\sinh(\pi\omega/ a)}{\sinh(\pi\omega/ a)}
\end{align}

Following similar steps, we find that:

\begin{align}
\beta_{\omega,\omega'}^a(|t|) &= B_{\omega,\omega'}(|t|) e^{\pi(\omega+\omega')/2a} \frac{\sinh(\pi\omega/ a)}{\sinh(\pi\omega/ a)} \\
&= -i \sqrt{\frac{\omega}{1 + i\omega/ a}} \frac{\Gamma(1 + i\omega/ a)(1 - i(\omega + \omega'))}{\Gamma(1 + i\omega/ a)} (a|t|)^{i(\omega+\omega')/a}
\end{align}

Through these calculations, we have derived the Bogoliubov transformation coefficients between Minkowski time-evolved/delayed Rindler/Unruh modes. In our paper, we are particularly interested in \(\alpha_{\omega,\omega'}^b(|t|)\) and \(\beta_{\omega,\omega'}^b(|t|)\), so we
explicitly write their expressions here:

\[ a_{\omega}^b (|t\rangle) = -i \frac{1}{2\pi \sqrt{\omega^2}} \frac{\Gamma(1 - i\omega/\alpha)\Gamma(1 - i\omega'/\alpha)}{\Gamma(1 - i(\omega + \omega')/\alpha)} (\alpha|t\rangle)^{-i(\omega + \omega')/\alpha} \]

\[ b_{\omega}^b (|t\rangle) = i \frac{1}{2\pi \sqrt{\omega^2}} \frac{\Gamma(1 - i\omega/\alpha)\Gamma(1 + i\omega'/\alpha)}{\Gamma(1 - i(\omega - \omega')/\alpha)} (\alpha|t\rangle)^{-i(\omega + \omega')/\alpha} \]  

(D9)
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