ASYMPTOTICALLY EXACT A POSTERIORI ERROR ESTIMATES OF EIGENVALUES BY THE CROUZEIX-RAVIART ELEMENT AND ENRICHED CROUZEIX-RAVIART ELEMENT
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Abstract. Two asymptotically exact a posteriori error estimates are proposed for eigenvalues by the nonconforming Crouzeix–Raviart and enriched Crouzeix–Raviart elements. The main challenge in the design of such error estimates comes from the nonconformity of the finite element spaces used. Such nonconformity causes two difficulties, the first one is the construction of high accuracy gradient recovery algorithms, the second one is a computable high accuracy approximation of a consistency error term. The first difficulty was solved for both nonconforming elements in a previous paper. Two methods are proposed to solve the second difficulty in the present paper. In particular, this allows the use of high accuracy gradient recovery techniques. Further, a post-processing algorithm is designed by utilizing asymptotically exact a posteriori error estimates to construct the weights of a combination of two approximate eigenvalues. This algorithm requires to solve only one eigenvalue problem and admits high accuracy eigenvalue approximations both theoretically and numerically.
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1. Introduction

Asymptotically exact a posteriori error estimates are widely used to improve accuracy of approximations. A posteriori error estimates were first proposed by Babuška and Rheinboldt in 1978 [2]. Since then, some important branches of a posteriori error estimates have been developed, such as residual type a posteriori error estimates [1, 4, 7, 8] and recovery type a posteriori error estimates [3, 6, 23, 30, 33, 34]. For eigenvalues of the Laplacian operator by the conforming linear element, asymptotically exact a posteriori error estimates were proposed and analyzed in [24]. These error estimates play an important role in improving the accuracy of eigenvalues to a remarkable fourth order. For that conforming element, the error in the eigenvalues can be decomposed into the energy norm of the error in the approximation of the eigenfunctions and a higher order term. Asymptotically exact a posteriori error estimates follow directly from this crucial fact and an application of
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high accuracy gradient recovery techniques, such as polynomial preserving recovery techniques (PPR for short hereinafter) in [11, 32], Zienkiewicz-Zhu superconvergence patch recovery techniques in [35] and that superconvergent cluster recovery methods in [19].

As for nonconforming elements, the error for the eigenvalues is composed of the energy norm of the error in the approximation of the corresponding eigenfunctions, an extra consistency error term and a higher order term. The nonconformity causes two major difficulties, the first one is the construction of high accuracy gradient recovery algorithms, the second one is a computable high accuracy approximation of the consistency error term. A previous paper [16] analyzed an optimal superconvergence result for both the nonconforming Crouzeix-Raviart (CR for short hereinafter) element and the enriched Crouzeix-Raviart (ECR for short hereinafter) element. It offers a computable high accuracy approximation to the gradient of the eigenfunctions. The aforementioned consistency error term requires to approximate the eigenfunctions themselves with high accuracy, not the gradient of the eigenfunctions any more. The fact that there exist no such high accuracy function recovery techniques in literature causes the second difficulty for nonconforming elements.

Two types of asymptotically exact a posteriori error estimates for the eigenvalues are designed for the nonconforming CR element and the ECR element. The main idea here is to turn this function recovery problem into a high accuracy gradient recovery problem. The first type of a posteriori error estimates employs a commuting interpolation of eigenfunctions, and the second type makes use of a conforming interpolation of eigenfunctions. Both types of asymptotically exact a posteriori error estimates require a high accuracy gradient recovery technique for the nonconforming CR element and the ECR element. The first design of asymptotically exact a posteriori error estimates is much easier to implement but requires a commuting interpolation, while the other one applies for more general nonconforming elements as long as the corresponding discrete space contains a conforming subspace. Although both error estimates achieve the same predicted accuracy, experiments indicate even higher accuracy for the first type of error estimates when the eigenfunctions are smooth enough. While the second one admits much better experimental performance when the eigenfunctions are singular.

An additional technique for high precision eigenvalues is to combine two approximate eigenvalues by a weighted-average [14]. The accuracy of the resulted combined eigenvalues depends on the accuracy of the weights. In [14], two finite elements are employed to solve eigenvalue problems on two meshes with one element producing upper bounds of the eigenvalues and the other one producing lower bounds. The main idea there is to design approximate weights through these four resulted discrete eigenvalues. This algorithm is observed to be quite efficient by experiments.

By use of the aforementioned asymptotically exact a posteriori error estimates, a new post-processing algorithm is proposed and analyzed to improve the accuracy of the approximate eigenvalues. Given lower bounds of the eigenvalues and the corresponding nonconforming approximate eigenfunctions, an application of the average-projection method [13] to these eigenfunctions yields conforming approximate eigenfunctions. By [13], Rayleigh quotients of such conforming eigenfunctions are asymptotic upper bounds
of the eigenvalues. The new algorithm combines the lower bounds and the upper bounds of the eigenvalues by a weighted average. The weights here are designed from the corresponding asymptotically exact a posteriori error estimates. The resulted combined eigenvalues are proved to admit higher accuracy both theoretically and experimentally. It needs to point out that only one discrete eigenvalue problem needs to be solved in this new algorithm.

The remaining paper is organized as follows. Section 2 presents second order elliptic eigenvalue problems and some notations. Section 3 establishes and analyzes asymptotically exact a posteriori error estimates for eigenvalues by the nonconforming CR element and the ECR element. Section 4 proposes two post-processing algorithms to approximate eigenvalues with high accuracy. Section 5 presents some numerical tests.

2. Notations and Preliminaries

2.1. Notations. We first introduce some basic notations. Given a nonnegative integer $k$ and a bounded domain $\Omega \subset \mathbb{R}^2$ with Lipschitz boundary $\partial \Omega$, let $H^k(\Omega, \mathbb{R})$, $\| \cdot \|_{k, \Omega}$ and $| \cdot |_{k, \Omega}$ denote the usual Sobolev spaces, norm, and semi-norm, respectively. Denote the standard $L^2(\Omega, \mathbb{R})$ inner product and $L^2(K, \mathbb{R})$ inner product by $(\cdot, \cdot)$ and $(\cdot, \cdot)_{0,K}$, respectively. Let $H^1_0(\Omega, \mathbb{R}) = \{ u \in H^1(\Omega, \mathbb{R}) : u|_{\partial \Omega} = 0 \}$.

Suppose that $\Omega \subset \mathbb{R}^2$ is a bounded polygonal domain covered exactly by a shape-regular partition $T_h$ into simplices. Let element $K$ have vertices $p_i = (p_{i1}, p_{i2}), 1 \leq i \leq 3$ oriented counterclockwise, and corresponding barycentric coordinates $|\phi_i|_{i=1}^3$. Denote $|e_i|_{i=1}^3$ the edges of element $K$, and $|t_i|_{i=1}^3$ the unit tangent vectors with counterclockwise orientation. Denote the column vectors $e_1 = (1, 0)^T$ and $e_2 = (0, 1)^T$.

Let $|K|$ denote the volume of element $K$ and $|e|$ the length of edge $e$. Let $h_K$ denote the diameter of element $K \in T_h$ and $h = \max_{K \in T_h} h_K$. Denote the set of all interior edges and boundary edges of $T_h$ by $E_h$ and $E_h^b$, respectively, and $E_h = E_h^i \cup E_h^b$. For any interior edge $e = K^1_e \cap K^2_e$, we denote the element with larger global label by $K^1_e$, the one with smaller global label by $K^2_e$. Let $[\cdot]$ and $\{|\cdot|\}$ be the average and jump of piecewise functions over edge $e$, namely

$$[v]_e := \frac{1}{2} (v|_{K^1_e} + v|_{K^2_e}), \quad |v|_e := v|_{K^1_e} - v|_{K^2_e}$$

for any piecewise function $v$. For $K \subset \mathbb{R}^2, r \in \mathbb{Z}^+$, let $P_r(K)$ be the space of all polynomials of degree not greater than $r$ on $K$. Denote the second order derivatives $\frac{\partial^2 u}{\partial x_i \partial x_j}$ by $\partial_{i,j} u$, $1 \leq i, j \leq 2$, the piecewise gradient operator and the piecewise Hessian operator by $\nabla_h$ and $\nabla_h^2$, respectively.

Throughout the paper, a positive constant independent of the mesh size is denoted by $C$, which refers to different values at different places.

2.2. Nonconforming elements for eigenvalue problems. We consider a model eigenvalue problem of finding $\{ (\lambda, u) \in \mathbb{R} \times V \text{ such that } \| u \|_{0, \Omega} = 1 \}$ and

$$a(u, v) = \lambda (u, v) \text{ for any } v \in V,$$  

(2.1)
where $V := H^1_0(\Omega, \mathbb{R})$. The bilinear form $a(w, v) := \int_\Omega \nabla w \cdot \nabla v \, dx$ is symmetric, bounded, and coercive, namely for any $w, v \in V$,

$$a(w, v) = a(v, w), \quad |a(w, v)| \leq C \| w \|_{1, \Omega} \| v \|_{1, \Omega}, \quad \| v \|_{1, \Omega}^2 \leq C a(v, v).$$

The eigenvalue problem (2.1) has a sequence of eigenvalues

$$0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \ldots \to +\infty,$$

and the corresponding eigenfunctions $u_1, u_2, u_3, \ldots$, with

$$(u_i, u_j) = \delta_{ij} \quad \text{with} \quad \delta_{ij} = \begin{cases} 0 & i \neq j \\ 1 & i = j \end{cases}.$$

Let $V_h$ be a nonconforming finite element approximation of $V$ over $T_h$. The corresponding finite element approximation of (2.1) is to find $(\lambda_h, u_h) \in \mathbb{R} \times V_h$ such that $\| u_h \|_{0, \Omega} = 1$ and

$$a_h(u_h, v_h) = \lambda_h(u_h, v_h) \quad \text{for any} \quad v_h \in V_h,$$

with the discrete bilinear form $a_h(w_h, v_h)$ defined elementwise as

$$a_h(w_h, v_h) := \sum_{K \in T_h} \int_K \nabla_h w_h \cdot \nabla_h v_h \, dx.$$

Let $N = \dim V_h$. Suppose that $\| \cdot \| := a_h(\cdot, \cdot)^{1/2}$ is a norm over the discrete space $V_h$, the discrete problem (2.2) admits a sequence of discrete eigenvalues

$$0 < \lambda_{1,h} \leq \lambda_{2,h} \leq \lambda_{3,h} \leq \ldots \leq \lambda_{N,h},$$

and the corresponding eigenfunctions $u_{1,h}, u_{2,h}, \ldots, u_{N,h}$ with $(u_{i,h}, u_{j,h}) = \delta_{ij}$.

We consider the following two nonconforming elements: the CR element and the ECR element.

- The CR element space over $T_h$ is defined in [9] by

$$V_{\text{CR}} := \{ v \in L^2(\Omega, \mathbb{R}) | v|_K \in P_1(K) \text{ for any } K \in T_h, \int_{e} [v] \, ds = 0 \text{ for any } e \in E_{h}^i, \quad \int_{e} v \, ds = 0 \text{ for any } e \in E_{h}^b \},$$

Moreover, we define the canonical interpolation operator $\Pi_{\text{CR}} : H^1_0(\Omega, \mathbb{R}) \to V_{\text{CR}}$ as follows:

$$\int_{e} \Pi_{\text{CR}} v \, ds = \int_{e} v \, ds \quad \text{for any} \quad e \in E_{h}, \quad v \in H^1_0(\Omega, \mathbb{R}).$$

Denote the approximate eigenpair of (2.2) in the nonconforming space $V_{\text{CR}}$ by $(\lambda_{\text{CR}}, u_{\text{CR}})$ with $\| u_{\text{CR}} \|_{0, \Omega} = 1$. 
The ECR element space over \( \mathcal{T}_h \) is defined in [12] by
\[
V_{ECR} := \{ v \in L^2(\Omega, \mathbb{R}) \mid v|_K \in ECR(K) \text{ for any } K \in \mathcal{T}_h, \int_{e} v \, ds = 0 \text{ for any } e \in \mathcal{E}_h, \int_{e} v \, ds = 0 \text{ for any } e \in \mathcal{E}^b_h \}.
\]

with \( ECR(K) = P_1(K) + \text{span}\{x_1^2 + x_2^2\} \). Define the canonical interpolation operator \( \Pi_{ECR} : H^1_0(\Omega, \mathbb{R}) \to V_{ECR} \) by
\[
\int_{e} \Pi_{ECR} v \, ds = \int_{e} v \, ds, \quad \int_{K} \Pi_{ECR} v \, dx = \int_{K} v \, dx \quad \forall v \in \mathcal{E}_h, K \in \mathcal{T}_h.
\]

Denote the approximate eigenpair of (2.2) in the nonconforming space \( V_{ECR} \) by \( (\lambda_{ECR}, u_{ECR}) \) with \( \| u_{ECR} \|_{0, \Omega} = 1 \).

It follows from the theory of nonconforming approximations of eigenvalue problems in [12, 25] that
\[
|\lambda - \lambda_{CR}| + \| u - u_{ECR} \|_{0, \Omega} + h^s \| \nabla_h(u - u_{ECR}) \|_{0, \Omega} \leq Ch^{2s} \| u \|_{1+s, \Omega},
\]

provided that \( u \in H^{1+s}(\Omega, \mathbb{R}) \cap H^1_0(\Omega, \mathbb{R}), 0 < s \leq 1 \).

For the CR element and the ECR element, there holds the following commuting property of the canonical interpolations
\[
\int_{K} \nabla(w - \Pi_{CR}w) \cdot \nabla v_h \, dx = 0 \quad \text{for any } w, v_h \in V_{CR},
\]
\[
\int_{K} \nabla(w - \Pi_{ECR}w) \cdot \nabla v_h \, dx = 0 \quad \text{for any } w, v_h \in V_{ECR},
\]
see [9, 12] for details.

### 2.3. Some Taylor expansions.
On each element \( K \), denote the centroid of element \( K \) by \( M_K = (M_1, M_2) \). Let \( A_K = \sum_{i=1}^{3} \sum_{i \neq j} \left( (p_{i1} - p_{j1})^2 - (p_{i2} - p_{j2})^2 \right), B_K = \sum_{i=1}^{3} \left( 2p_{i1}p_{i2} - \sum_{j=1, j \neq i}^{3} p_{i1}p_{j2} \right), \) and \( H_K = \sum_{i=1}^{3} |e_i|^2 \). We introduce three short-hand notations
\[
\phi_{ECR}^1(x) = (x_1 - M_1)^2 - (x_2 - M_2)^2, \quad \phi_{ECR}^2(x) = (x_1 - M_1)(x_2 - M_2),
\]
\[
\phi_{ECR}^3(x) = 2 - \frac{36}{H_K} \sum_{i=1}^{2} (x_i - M_i)^2.
\]

Note that \( P_2(K) = P_1(K) + \text{span}\{\phi_{ECR}^1, \phi_{ECR}^2, \phi_{ECR}^3\} \).
For any element $K$ and $H_h \in L^2(K, \mathbb{R}^{2 \times 2})$, define

$$P_{P_1}^K(H_h) = -\frac{1}{2} \sum_{i=1}^{3} |e_i|^2 \phi_{i+1} \phi_{i-1} \frac{\|\mathbf{t}_i^T H_h \mathbf{t}_j\|_{0,K}}{|K|^2},$$

$$P_{CR}^K(H_h) = \|\mathbf{e}_i^T H_h \mathbf{e}_1 - \mathbf{e}_j^T H_h \mathbf{e}_2\|_{0,K} (I - \Pi_{ECR}) \phi_{ECR}^1 \|\mathbf{e}_i^T H_h \mathbf{e}_2\|_{0,K} (I - \Pi_{ECR}) \phi_{ECR}^2$$

(2.8)

$$P_{ECR}^K(H_h) = \|\mathbf{e}_i^T H_h \mathbf{e}_1 - \mathbf{e}_j^T H_h \mathbf{e}_2\|_{0,K} (I - \Pi_{ECR}) \phi_{ECR}^1 \|\mathbf{e}_i^T H_h \mathbf{e}_2\|_{0,K} (I - \Pi_{ECR}) \phi_{ECR}^2$$

where $\phi_i$ is the corresponding barycentric coordinate to vertex $p_i$. For any $H_h \in L^2(K, \mathbb{R}^{2 \times 2})$, both $\frac{\|\mathbf{e}_i^T H_h \mathbf{t}_j\|_{0,K}}{|K|^2}$ and $\frac{\|\mathbf{e}_j^T H_h \mathbf{e}_2\|_{0,K}}{|K|^2}$ are constant. Thus, all these functions $P_{P_1}^K(H_h), P_{CR}^K(H_h)$ and $P_{ECR}^K(H_h)$ are polynomials of order two. Note that if $H_h \in P_0(K, \mathbb{R}^{2 \times 2})$, as used in numerical computations,

$$\frac{\|\mathbf{e}_i^T H_h \mathbf{t}_j\|_{0,K}}{|K|^2} = \mathbf{t}_i^T |H_h| \mathbf{t}_j, \quad \frac{\|\mathbf{e}_j^T H_h \mathbf{e}_2\|_{0,K}}{|K|^2} = \mathbf{e}_j^T |H_h| \mathbf{e}_j.$$

The following lemma lists the Taylor expansion of the canonical interpolation error for the conforming linear element, the CR element and the ECR element, respectively. See [15, 18] for more details.

**Lemma 2.1.** For any quadratic function $w \in P_2(K),$

$$\begin{align*}
(I - \Pi_{P_1})w & = P_{P_1}^K(\nabla^2 w), \\
(I - \Pi_{CR})w & = P_{CR}^K(\nabla^2 w), \\
(I - \Pi_{ECR})w & = P_{ECR}^K(\nabla^2 w).
\end{align*}$$

(2.9)

**2.4. Superconvergence results for the CR element.** Before designing a posteriori error estimates, we represent the post-processing mechanism which was first proposed in [5] and then analyzed in [17] for the CR element. The shape function space of the Raviart-Thomas element [26] reads as follows

$$RT_K := (P_0(K))^2 + xP_0(K) \quad \text{for any } K \in \mathcal{T}_h,$$

and the corresponding finite element space is

$$RT(\mathcal{T}_h) := \{ \tau \in H(\text{div}, \Omega, \mathbb{R}^2) : |\tau|_K \in RT_K \text{ for any } K \in \mathcal{T}_h \}.$$ Given $q \in RT(\mathcal{T}_h)$, define function $K_q |_K \in P_1(K) \times P_1(K)$ as in [5, 17].
Definition 1. 1. For each interior edge $e \in E_i$, the elements $K_1^e$ and $K_2^e$ are the pair of elements sharing $e$. Then the value of $K_hq$ at the midpoint $m_e$ of $e$ is

$$K_hq(m_e) = \frac{1}{2}(q|_{K_1^e}(m_e) + q|_{K_2^e}(m_e)).$$

2. For each boundary edge $e \in E_b$, let $K$ be the element having $e$ as an edge, and $K'$ be an element sharing an edge $e' \in E_i$ with $K$. Let $e''$ denote the edge of $K'$ that does not intersect with $e$, and $m$, $m'$, and $m''$ be the midpoints of the edges $e$, $e'$ and $e''$, respectively. Then the value of $K_hq$ at the point $m$ is

$$K_hq(m) = 2K_hq(m') - K_hq(m'').$$

The CR element solution for source problems admits a one order superconvergence on uniform triangulations [16]. According to [15], the eigenfunction $u_{CR}$ superconverges to the CR element solution for the corresponding source problem. These two facts lead to the following superconvergence result

(2.10) $$\| \nabla u - K_h \nabla u_{CR} \|_{0, \Omega} \leq C h^2 |\ln h|^{1/2} |u|_{2, \Omega}.$$

provided that $u \in H^2(\Omega, \mathbb{R}) \cap H^1(\Omega, \mathbb{R})$. A similar same order superconvergence result of the CR element on a mildly structured mesh with a somehow higher regularity assumption was analyzed in [22] for source problems, which can be extended to eigenvalue problems. This superconvergence property (2.10) leads to the following lemma for second order derivatives of eigenfunctions.

Lemma 2.2. Let $(\lambda, u)$ be an eigenpair of (2.1) with $u \in H^2(\Omega, \mathbb{R}) \cap H^1(\Omega, \mathbb{R})$, and $(\lambda_{CR}, u_{CR})$ be the corresponding approximate eigenpair of (2.2) in $V_{CR}$. It holds that

$$\| \nabla^2 u - \nabla_h K_h \nabla u_{CR} \|_{0, \Omega} \leq C h |\ln h|^{1/2} |u|_{2, \Omega},$$

provided that $u \in H^2(\Omega, \mathbb{R}) \cap H^1(\Omega, \mathbb{R})$.

Proof. Let $\Pi_{P_2}$ be the second order Lagrange interpolation, namely, the interpolation $\Pi_{P_2}u$ is a piecewise quadratic function over $T_h$ and admits the same value as $u$ at the vertices of each element and the midpoint of each edge. It follows from the theory in [27] that

(2.11) $$|u - \Pi_{P_2}u|_{1, \Omega} \leq C h^{3-i} |u|_{3, \Omega}, \quad 0 \leq i \leq 2.$$

Due to the triangle inequality,

(2.12) $$\| \nabla^2 u - \nabla_h K_h \nabla u_{CR} \|_{0, \Omega} \leq \| \nabla^2 u - \nabla_h^2 \Pi_{P_2}u \|_{0, \Omega} + \| \nabla_h^2 \Pi_{P_2}u - \nabla_h K_h \nabla u_{CR} \|_{0, \Omega}.$$


By the inverse inequality,
\[
\| \nabla_h \Pi_h u - \nabla_h K_h \nabla u_{CR} \|_{0, \Omega} \leq C h^{-1} \| \nabla_h \Pi_h u - K_h \nabla u_{CR} \|_{0, \Omega}.
\]
A combination of (2.10), (2.11) and (2.13) yields
\[
\| \nabla_h^2 \Pi_h u - \nabla_h K_h \nabla u_{CR} \|_{0, \Omega} \leq C h^{-1} \| \Pi_h u - u \|_{1, \Omega} + h^{-1} \| \nabla u - K_h \nabla u_{CR} \|_{0, \Omega} \leq C h \ln h^{1/2} |u|^{1/2}_{\frac{7}{2}, \Omega}.
\]
A substitution of (2.11) and (2.14) into (2.12) concludes
\[
\| \nabla^2 u - \nabla_h K_h \nabla u_{CR} \|_{0, \Omega} \leq C h \ln h^{1/2} |u|^{1/2}_{\frac{7}{2}, \Omega}
\]
which completes the proof. □

3. ASYMPTOTICALLY EXACT A POSTERIORI ERROR ESTIMATES

In this section, asymptotically exact a posteriori error estimates for eigenvalues are designed and analyzed for the CR element and the ECR element.

For eigenvalues of the Laplacian operator solved by the conforming linear element, asymptotically exact a posteriori error estimates in [24] are based on a simple identity
\[
\lambda_h - \lambda = |u - u_h|_{H^1, \Omega}^2 - \lambda \| u - u_h \|_{0, \Omega}^2,
\]
where \((\lambda_h, u_h)\) is an approximate eigenpair by this conforming element. The \(L^2\) norm of the error in the approximation of eigenfunctions is of higher order compared to their energy norm. By approximating the first term \(|u - u_h|_{H^1, \Omega}^2\) with high accuracy gradient recovery techniques [19, 32, 35], asymptotically exact a posteriori error estimates for eigenvalues are resulted following the above identity.

For nonconforming elements of second order elliptic eigenvalue problems, there exists a similar identity to the one in [31].

**Lemma 3.1.** Let \((\lambda, u)\) be an eigenpair of (2.1) and \((\lambda_h, u_h)\) the corresponding approximate eigenpair of (2.2). There holds
\[
\lambda - \lambda_h = |u - u_h|_h^2 + 2(a_h(u, u_h) - \lambda h(u, u_h)) - \lambda h |u - u_h|_{0, \Omega}^2.
\]
**Proof.** By (2.1) and (2.2),
\[
a_h(u - u_h, u - u_h) = a(u, u) + a_h(u, u_h) - 2a_h(u, u_h) = \lambda + \lambda_h - 2a_h(u, u_h).
\]
It follows that
\[
\lambda - \lambda_h = a_h(u - u_h, u - u_h) + 2a_h(u, u_h) - 2\lambda_h.
\]
Note that \(|u - u_h|_{0, \Omega}^2 + 2(u, u_h) = 2\). The identity (3.2) reads
\[
\lambda - \lambda_h = a_h(u - u_h, u - u_h) + 2(a_h(u, u_h) - \lambda h(u, u_h)) - \lambda h |u - u_h|_{0, \Omega}^2,
\]
which completes the proof. □
Compared to the identity for conforming elements, the identity (3.1) includes an extra term \(a_h(u, u_h) - \lambda_h(u, u_h)\). The nonconformity leads to this consistency error term, which relates to values of the eigenfunctions. Since there is no high accuracy techniques in literature to recover eigenfunctions themselves, this extra term causes the difficulty to approximate discrete eigenvalues with high accuracy.

3.1. First type of asymptotically exact a posteriori error estimates. For both the CR element and the ECR element, the canonical interpolation admits a commuting property (2.7). By subtracting (2.7) from the extra term, the aforementioned consistency error can be expressed in terms of the interpolation error. Taylor expansions in Lemma 2.1 imply that the dominant ingredient of the interpolation error is the second order derivatives of the eigenfunctions. This important property turns the function recovery problem into a gradient recovery problem. To be specific, for the CR element, thanks to the commuting property (2.7) of the canonical interpolation operator \(\Pi_{CR}\),

\[
\lambda - \lambda_{CR} = |u - u_{CR}|_{1,h}^2 - 2\lambda_{CR}(u - \Pi_{CR}u, u_{CR}) - \lambda_{CR}||u - u_{CR}||_{0,\Omega}^2.
\]

The term \(|u - u_{CR}|_{1,h}^2\) can be approximated with high accuracy by a direct application of gradient recovery techniques [19, 32, 35] or superconvergent results in [16, 22]. By the Taylor expansions in Lemma 2.1 and the superconvergent result in Lemma 2.2, the interpolation error term \((u - \Pi_{CR}u, u_{CR})\) can be approximated with high accuracy by the use of these gradient recovery techniques. Then, asymptotically exact a posteriori error estimates for eigenvalues are designed from the identity (3.3). This idea also works for eigenvalues by the ECR element.

Note that within each element \(K\), both \(\nabla_h K_h \nabla_h u_{CR}\) and \(\nabla_h K_h \nabla_h u_{ECR}\) belong to \(P_0(K, \mathbb{R}^{2\times2})\). Define the following a posteriori error estimates

\[
F_{CR,1}^{CR} = \|K_h \nabla_h u_{CR} - \nabla_h u_{CR}\|_{0,\Omega}^2 - 2\lambda_{CR} \sum_{K \in T_h} \int_K P_{CR}^K (\nabla_h K_h \nabla_h u_{CR}) u_{CR} dx,
\]

\[
F_{ECR,1}^{ECR} = \|K_h \nabla_h u_{ECR} - \nabla_h u_{ECR}\|_{0,\Omega}^2 - 2\lambda_{ECR} \sum_{K \in T_h} \int_K P_{ECR}^K (\nabla_h K_h \nabla_h u_{ECR}) u_{ECR} dx
\]

with the polynomials \(P_{CR}^K\) and \(P_{ECR}^K\) defined in (2.8).

**Theorem 3.1.** Let \((\lambda, u)\) be an eigenpair of (2.1) with \(u \in H^2(\Omega, \mathbb{R}) \cap H^1_0(\Omega, \mathbb{R})\), and \((\lambda_{CR}, u_{CR})\) be the corresponding approximate eigenpair of (2.2) in \(V_{CR}\). The a posteriori error estimate \(F_{CR,1}^{CR}\) in (3.4) satisfies

\[
|\lambda - \lambda_{CR} - F_{CR,1}^{CR}| \leq Ch^3 |\ln h|^{1/2} |u|_{2,\Omega}^2.
\]
Proof. By the definition of $F^{CR}_{CR,1}$ in (3.4) and (3.3),
\[
\lambda - \lambda_{CR} - F^{CR}_{CR,1} = |u - u_{CR}|^2_{1,h} - ||K_h\nabla u_{CR} - \nabla_h u_{CR}||_0^2 - \lambda_{CR} ||u - u_{CR}||_0^2 \\
- 2\lambda_{CR} \sum_{K \in T_h} (u - \Pi_{CR} u - P^K_{CR}(\nabla^2 u), u_{CR})_{0,K} \\
- 2\lambda_{CR} \sum_{K \in T_h} (P^K_{CR}(\nabla^2 u) - P^K_{CR}(K_h \nabla_h u_{CR}), u_{CR})_{0,K}.
\]
(3.6)

Thanks to (2.5) and (2.10),
\[
|u - u_{CR}|^2_{1,h} - ||K_h\nabla u_{CR} - \nabla_h u_{CR}||_0^2 \leq Ch^3 |\ln h|^{1/2} |u|^2_{\|\|_{H^2,\Omega}}.
\]
(3.7)

It follows from the Bramble-Hilbert lemma and Lemma 2.1 that
\[
|\sum_{K \in T_h} (u - \Pi_{CR} u - P^K_{CR}(\nabla^2 u), u_{CR})_{0,K}| \leq Ch^3 |u|_{3,\Omega}.
\]
(3.8)

Due to the triangle inequality,
\[
|\sum_{K \in T_h} (P^K_{CR}(\nabla^2 u) - P^K_{CR}(K_h \nabla_h u_{CR}), u_{CR})_{0,K}| \\
\leq \sum_{K \in T_h} ||P^K_{CR}(\nabla^2 u) - P^K_{CR}(K_h \nabla_h u_{CR})||_{0,K} ||u_{CR}||_{0,K}.
\]
(3.9)

According to Lemma 2.1 and the Bramble-Hilbert lemma,
\[
||P^K_{CR}(H_h)||_{0,K} \leq Ch^2 ||H||_{0,K}.
\]

By the definition of $P^K_{CR}$,
\[
||P^K_{CR}(\nabla^2 u) - P^K_{CR}(K_h \nabla_h u_{CR})||_{0,K} \leq Ch^2 ||\nabla^2 u - K_h \nabla_h u_{CR}||_{0,K}.
\]
(3.10)

A combination of (3.9), (3.10) and Lemma 2.2 leads to
\[
|\sum_{K \in T_h} (P^K_{CR}(\nabla^2 u) - P^K_{CR}(K_h \nabla_h u_{CR}), u_{CR})_{0,K}| \leq Ch^3 |\ln h|^{1/2} |u|^2_{\|\|_{H^2,\Omega}}.
\]
(3.11)

A substitution of (2.5), (3.7), (3.8) and (3.11) into (3.6) concludes
\[
|\lambda - \lambda_{CR} - F^{CR}_{CR,1}| \leq Ch^3 |\ln h|^{1/2} |u|^2_{\|\|_{H^2,\Omega}}
\]
and completes the proof. \[\Box\]

Compared to the terms in (3.3), the above analysis shows that the term
\[
||K_h\nabla u_{CR} - \nabla_h u_{CR}||_0^2\|\|_{H^2,\Omega} \text{ in } F^{CR}_{CR,1}
\]
approximates $|u - u_{CR}|^2_{1,h}$ with high accuracy, and $\sum_{K \in T_h} \int_K P^K_{CR}(\nabla_h K_h \nabla_h u_{CR})$ approximates $(u - \Pi_{CR} u, u_{CR})$ with high accuracy. Notice that other a posteriori error estimates can be constructed following (3.4) with different recovered gradients from $K_h \nabla_h u_{CR}$. The resulted a posteriori error estimates are asymptotically exact as long as the recovered gradient admits a superconvergence result.
Similarly, the a posteriori error estimate $F_{ECR,1}$ in (3.5) is also asymptotically exact as presented in the following theorem.

**Theorem 3.2.** Let $(\lambda, u)$ be an eigenpair of (2.1) with $u \in H^2(\Omega, \mathbb{R}) \cap H_0^1(\Omega, \mathbb{R})$, and $(\lambda_{ECR}, u_{ECR})$ be the corresponding approximate eigenpair of (2.2) in $V_{ECR}$. Then,

$$|\lambda - \lambda_{ECR} - F_{ECR,1}^{ECR}| \leq C h^3 \ln h^{1/2}\|u\|^2_{L^2(\Omega)}.$$  

**Remark 3.1.** Suppose that $(\lambda, u)$ is an eigenpair of the biharmonic operator with $u \in H^2(\Omega, \mathbb{R}) \cap H_0^1(\Omega, \mathbb{R})$, and $(\lambda_M, u_M)$ is the corresponding approximate eigenpair by the Morley element on an uniform triangulation $T_h$. Thanks to the superconvergence of the Hellan–Herrmann–Johnson element and its equivalence to the Morley element, the recovered Hessian $K_h \nabla^2 u_M$ superconverges to $\nabla^2 u$. Since the canonical interpolation operator of the Morley element also admits the commuting property, a similar procedure produces asymptotically exact a posteriori error estimates for eigenvalues by the Morley element.

### 3.2. Second type of asymptotically exact a posteriori error estimates.

The second type of asymptotically exact a posteriori error estimates works for any nonconforming elements as long as the corresponding discrete space contains a conforming subspace and there exists some high accuracy gradient recovery technique for the elements.

The canonical interpolation of a conforming element is employed here to approximate the consistency error term. Take the CR element for example,

$$\lambda - \lambda_{CR} = |u - u_{CR}|^2_{L^2} + 2 a(u - \Pi P_1 u, u_{CR}) - 2 \lambda_{CR}(u - \Pi P_1 u, u_{CR})$$  

$$- \lambda_{CR} \|u - u_{CR}\|^2_{L^2},$$  

and the canonical interpolation $\Pi P_1 u$ of the conforming linear element admits the same value of $u$ on each vertex. The main idea here is to rewrite the tricky term $a(u - \Pi P_1 u, u_{CR})$ by the Green identity as follows.

$$a(u - \Pi P_1 u, u_{CR}) = \sum_{e \in EE_h} \int_e (u - \Pi P_1 u) \left( \frac{\partial u_{CR}}{\partial n} \right) ds.$$  

On each interior edge, the interpolation error is approximated by the average of recovered interpolation errors on two adjacent elements.

Define the following a posteriori error estimates

$$F_{CR,2}^{CR} = \|K_h \nabla_h u_{CR} - \nabla_h u_{CR}\|^2_{L^2} + 2 \sum_{e \in EE_h} \int_e \left( p_{P_1}^K (\nabla_h \nabla_h u_{CR}) \right) \left( \frac{\partial u_{CR}}{\partial n} \right) ds$$

$$- 2 \lambda_{CR} \sum_{K \in T_h} \int_K p_{P_1}^K (\nabla_h \nabla_h u_{CR}) u_{CR} dx,$$  

(3.14)
\[ F^{ECR}_{ECR,2} = \| K_h \nabla h u_{ECR} - \nabla h u_{ECR} \|_{0,\Omega}^2 + 2 \sum_{e \in E_h} \int_e \{ P^K_{P_1} (\nabla h K_h \nabla h u_{ECR}) \} \left[ \frac{\partial u_{ECR}}{\partial n} \right] ds \]

(3.15)

\[ -2 \sum_{e \in E_h} \int_e \{ P^K_{P_1} (\nabla h K_h \nabla h u_{ECR}) (\Delta h u_{ECR} + \lambda_{ECR} u_{ECR}) \} dx, \]

with the polynomial \( P^K_{P_1}(\cdot) \) defined in (2.8).

Theorem 3.3. Let \( (\lambda, u) \) be an eigenpairs of (2.1) with \( u \in H^2(\Omega, \mathbb{R}) \cap H^1_0(\Omega, \mathbb{R}) \), and \( (\lambda_{CR}, u_{CR}) \) be the corresponding approximate eigenpairs of (2.2) in \( V_{CR} \). The a posteriori error estimate \( F^{CR}_{CR,2} \) in (3.4) satisfies

\[ |\lambda - \lambda_{CR} - F^{CR}_{CR,2}| \leq Ch^2 \ln h^{1/2} |u|^2_{2,\Omega}. \]

Proof. According to the analysis of Theorem 3.1, the definition of \( F^{CR}_{CR,2} \), (3.12) and (3.13), it only remains to prove that

\[ |\sum_{e \in E_h} \int_e (u - \Pi P_1 u - \{ P^K_{P_1} (\nabla h K_h \nabla h u_{CR}) \}) \left[ \frac{\partial u_{CR}}{\partial n} \right] ds \leq Ch^2 \ln h^{1/2} |u|^2_{2,\Omega}. \]

The Cauchy-Schwarz inequality implies that

\[ \int_e (u - \Pi P_1 u - \{ P^K_{P_1} (\nabla h K_h \nabla h u_{CR}) \}) \left[ \frac{\partial u_{CR}}{\partial n} \right] ds \]

(3.16)

\[ \leq C \| u - \Pi P_1 u - \{ P^K_{P_1} (\nabla h K_h \nabla h u_{CR}) \} \|_{0,e} \| \left[ \frac{\partial u_{CR}}{\partial n} - u \right] \|_{0,e}. \]

Due to the trace theorem and (2.5),

(3.17)

\[ \| \left[ \frac{\partial u_{CR}}{\partial n} - u \right] \|_{0,e} \leq Ch^{1/2} |u|_{2,\omega}. \]

According to the Bramble-Hilbert lemma, the trace theorem and Lemma 2.1

(3.18)

\[ \| u - \Pi P_1 u - P^K_{P_1}(\nabla^2 u) \|_{0,e} \leq Ch^{5/2} |u|_{3,\omega}. \]

A combination of Lemma 2.2 and the trace theorem gives

(3.19)

\[ \| P^K_{P_1}(\nabla^2 u) - P^K_{P_1}(\nabla h K_h \nabla h u_{CR}) \|_{0,e} \leq Ch^{5/2} \ln h^{1/2} |u|^2_{2,\omega}. \]

A substitution of (3.17), (3.18) and (3.19) into (3.16) concludes

\[ |\sum_{e \in E_h} \int_e (u - \Pi P_1 u - \{ P^K_{P_1} (\nabla h K_h \nabla h u_{CR}) \}) \left[ \frac{\partial u_{CR}}{\partial n} \right] ds \leq Ch^2 \ln h^{1/2} |u|^2_{2,\Omega} \]

and completes the proof. \( \square \)

Compared to the terms in (3.12), the above analysis shows that the term

\[ \| K_h \nabla h u_{CR} - \nabla h u_{CR} \|_{0,\Omega}^2 \sum_{e \in E_h} \int_e \{ P^K_{P_1} (\nabla h K_h \nabla h u_{CR}) \} \left[ \frac{\partial u_{CR}}{\partial n} \right] ds \]
\[ \sum_{K \in \mathcal{T}_h} \int_K p_K^2 \left( \nabla_h K_h \nabla_h u_{ECR} \right) u_{ECR} \, dx \]

in the a posteriori error estimate \( F_{ECR,2}^{CR} \) approximate \( |u - u_{ECR}|^2 \), \( a(u - \Pi_P u, u_{ECR}) \) and \( (u - \Pi_P u, u_{ECR}) \) with high accuracy, respectively.

The a posteriori error estimates \( F_{ECR,2}^{CR} \) in (3.15) are designed following the procedure for the CR element. Different from (3.13) for the CR element,

\[ a(u - \Pi_P u, u_{ECR}) = \sum_{e \in \mathcal{E}_h} \int_e (u - \Pi_P u) \left[ \frac{\partial u_{ECR}}{\partial n} \right] ds - (u - \Pi_P u, \Delta_h u_{ECR}), \]

including an extra term \( \sum_{K \in \mathcal{T}_h} \int_K (u - \Pi_P u) \Delta_h u_{ECR} \, dx \). Thus, the error estimate \( F_{ECR,2}^{ECR} \) for the ECR element contains a corresponding term

\[ -2 \sum_{K \in \mathcal{T}_h} \int_K p_K^2 \left( \nabla_h K_h \nabla_h u_{ECR} \right) \Delta_h u_{ECR} \, dx \]

to approximate the aforementioned extra term with high accuracy. A similar analysis to the one in Theorem 3.3 proves that the a posteriori error estimate \( F_{ECR,2}^{ECR} \) in (3.15) is also asymptotically exact. The analysis in Theorem 3.3 for the second type of a posteriori error estimates is of optimal order as verified in Figure 1 and Figure 2. Note that other asymptotically exact a posteriori error estimates can be constructed following (3.14) and (3.15) but with different high accuracy recovered gradients.

4. Postprocessing algorithm

This section proposes two methods to improve accuracy of approximate eigenvalues by employing asymptotically exact a posteriori error estimates.

For the ease of presentation, we list the notations of different approximate eigenvalues and a posteriori error estimates here. Denote the approximate eigenpairs by the CR element, the ECR element and the conforming linear element on \( \mathcal{T}_h \) by \((\lambda_{CR}, u_{CR})\), \((\lambda_{ECR}, u_{ECR})\) and \((\lambda_{P}, u_{P})\), respectively. Apply the average-projection in [13] to the approximate eigenfunctions \( u_{CR} \), and denote the resulted eigenfunctions by \( \tilde{u}_P \). Define

\[ u_{P} := \tilde{u}_P / \| \tilde{u}_P \|_{0,\Omega} \quad \text{and} \quad \lambda_P := a_h(u_{P}, u_{P}). \]

Denote the PPR postprocessing technique in [32] by the operator \( \bar{K}_h \) and

\[ F_{P_1}^{CR} := \| \bar{K}_h \nabla u_{P_1} - \nabla u_{P_1} \|_{0,\Omega}^2. \]

According to [24], \( F_{P_1}^{CR} \) is an asymptotically exact a posteriori error estimate for eigenvalues \( \lambda_P \). Replace the recovered gradient \( \bar{K}_h \nabla u_{P_1} \) in the above definition by \( K_h \nabla_h u_{ECR} \) and \( \bar{K}_h \nabla u_{P_1} \), and denote the resulted a posteriori error estimates by \( F_{ECR}^{CR} \) and \( F_{P_1}^{CR} \), respectively. Lemma 2.2 reveals that the error estimate \( F_{ECR}^{CR} \) is asymptotically exact.

For eigenvalues by the CR element, replace the recovered gradient \( K_h \nabla_h u_{ECR} \) in (3.4) by \( \bar{K}_h \nabla u_{P_1} \) and \( \bar{K}_h \nabla u_{P_1} \), and denote the resulted first type of a posteriori error estimates by \( F_{CR,1}^{P_1} \) and \( F_{CR,1}^{P_1} \), respectively. Similarly, replace the recovered gradient \( K_h \nabla_h u_{ECR} \) in (3.14)
by $\overline{K}_h\nabla u_{P_1}$ and $\overline{K}_h\nabla u_{P_1}$, and denote the resulted second type of a posteriori error estimates by $F_{CR,2}^{P_1}$ and $F_{CR,2}^{P_1}$, respectively. According to [32], the recovered gradient $\overline{K}_h\nabla u_{P_1}$ admits a similar superconvergence result as $K_h\nabla u_{CR}$ in (2.10). Thus, both error estimates $F_{CR,1}^{P_1}$ and $F_{CR,2}^{P_1}$ are asymptotically exact too.

4.1. Recovered eigenvalues. The first approach is to correct the discrete eigenvalues by the corresponding asymptotically exact a posteriori error estimates. A direct application of Theorem 3.1 and Theorem 3.3 proves the higher accuracy of the resulted recovered eigenvalues than that of the original ones.

| Recovered gradients | Recovered eigenvalues | order  |
|---------------------|-----------------------|-------|
| $K_h\nabla u_{CR}$  | $\lambda_{CR}$        |       |
| $\overline{K}_h\nabla u_{P_1}$ | $\lambda_{CR,1}$ := $\lambda_{CR} + F_{CR,1}^{P_1}$ | 3     |
| $\overline{K}_h\nabla u_{P_1}$ | $\lambda_{CR,2}$ := $\lambda_{CR} + F_{CR,2}^{P_1}$ | -     |

Table 1. Definitions of recovered eigenvalues and the corresponding convergence rates.

Table ?? lists the definitions of most recovered eigenvalues mentioned in this paper and their theoretical convergence rates. These theoretical convergence rates are direct results from Theorem 3.1 and Theorem 3.3 and the superconvergence results of the recovered gradients $K_h\nabla u_{CR}$ and $\overline{K}_h\nabla u_{P_1}$. Although there is no superconvergence result for the recovered gradient $\overline{K}_h\nabla u_{P_1}$, numerical examples still indicate a higher accuracy for the resulted recovered eigenvalues than the original ones.

4.2. Combined eigenvalues. Another way to achieve high accuracy is to take a weighted-average of discrete eigenvalues with the weights computed by the corresponding asymptotically exact a posteriori error estimates. Usually the weighted-average of a lower bound, such as $\lambda_{CR}$ and $\lambda_{ECR}$, and an upper bound, like $\lambda_{P_1}$ and $\lambda_{P_1}$ can achieve better accuracy than those of two lower bounds or two upper bounds.

In this paper, lower bounds for eigenvalues are fixed as $\lambda_{CR}$, and upper bounds are $\lambda_{P_1}$ or $\lambda_{P_1}$ as shown in Table ?? As listed in the first two columns of the table, four different asymptotically exact a posteriori error estimates $F_{CR,1}^{CR}$, $F_{CR,2}^{CR}$, $F_{CR,1}^{P_1}$, and $F_{CR,2}^{P_1}$ of the lower bound $\lambda_{CR}$ are considered here to compute the weights. The first two rows list the two a
posteriori error estimates $F^C_{P_1}$ and $F^P_{P_1}$ for the upper bound $\lambda_{P_1}$, and the three a posteriori error estimates $F^C_{P_1'}, F^P_{P_1'}$ and $F^P_{P_1''}$ for the upper bound $\lambda_{P_1'}$. The notations for the resulted combined eigenvalues are listed in the right bottom block of Table 2. Take the notation $\lambda^C_{P_1,CR,1}$ for example: define

$$\lambda^C_{P_1,CR,1} := \frac{F^C_{P_1'}}{F^C_{P_1} + F^C_{CR,1}} \lambda_{P_1} + \frac{F^P_{P_1'}}{F^P_{P_1} + F^C_{CR,1}} \lambda_{CR}.$$  

The combined eigenvalues $\lambda^C_{P_1,CR,1}$ are the weighted-average of the upper bound $\lambda_{P_1}$ and the lower bounds $\lambda_{CR}$. Note that

$$|\lambda - \lambda_{P_1'} + F^C_{P_1'}| \leq C h^3, \quad (4.3)$$

$$|\lambda - \lambda_{CR} - F^P_{P_1}| \leq C h^3. \quad (4.4)$$

Multiplying (4.3) by $\frac{F^C_{CR,1}}{F^C_{CR,1} + F^P_{P_1}}$ and (4.4) by $\frac{F^P_{P_1'}}{F^C_{CR,1} + F^P_{P_1}}$ and adding the results together,

$$|\lambda - \lambda^C_{P_1,CR,1}| \leq C h^3.$$  

This indicates a third order accuracy of the combined eigenvalues $\lambda^C_{P_1,CR,1}$ in (4.2). The other combined eigenvalues are defined in a similar way to the one in (4.2).

The difference between the combined eigenvalues we propose and those in [14] lies in the design of the approximate weights. In [14], two elements, which produce upper bounds and lower bounds of eigenvalues, respectively, are employed to solve eigenvalue problems on two successive meshes. The weights there are computed by the resulted four approximate eigenvalues, while the weights in this paper are computed by the corresponding a posteriori error estimates.

Most of the combined eigenvalues in Table 2 require to solve two eigenvalue problems and to compute the corresponding a posteriori error estimates, or even one more
eigenvalue problem for the recovered gradient. The only exception is the combined eigenvalues \( \lambda_{C_{1}}^{P_{1}^{*}}, \lambda_{C_{2}}^{P_{1}^{*}}, \lambda_{C_{3}}^{P_{1}^{*}}, \lambda_{C_{4}}^{P_{1}^{*}} \), and \( \lambda_{C_{5}}^{P_{1}^{*}}, \lambda_{C_{6}}^{P_{1}^{*}} \), since the eigenpair \((\lambda^{P_{1}^{*}}, u^{P_{1}^{*}})\) is computed by the projection in [13] of the nonconforming eigenfunction \( u_{CR} \). A third order convergence rate of the resulted combined eigenvalues \( \lambda_{C_{1}}^{P_{1}^{*}}, \lambda_{C_{2}}^{P_{1}^{*}}, \lambda_{C_{3}}^{P_{1}^{*}}, \lambda_{C_{4}}^{P_{1}^{*}} \) and \( \lambda_{C_{5}}^{P_{1}^{*}}, \lambda_{C_{6}}^{P_{1}^{*}} \) is guaranteed by the high accuracy recovered gradient \( K_{h} \nabla_{h} u_{CR} \).

5. Numerical examples

This section presents six numerical tests for eigenvalues of the Laplacian operator. The first three examples deal with smooth eigenfunctions and the other three deal with singular eigenfunctions.

5.1. Adaptive algorithm. There exist some a posteriori error estimates for eigenvalues by nonconforming elements in literature [10, 20, 21, 28]. The a posteriori error estimates in Section 3 can also be employed to improve the accuracy of eigenvalue problems by adaptive algorithms. Starting from an initial grid \( T_{1} \), the adaptive mesh refinement process operates in the following (widely used) way (see [29]):

1. Set \( k = 0 \).
2. Compute the eigenvalues from (2.2) on \( T_{k} \) and denote them by \( \lambda_{A}^{\lambda} \).
3. Compute the the second type of asymptotically exact a posteriori error estimates for eigenvalues. Take the CR element as example, compute

\[
P_{CR}^{C_{2}} = \| G_{h} \nabla_{h} u_{CR} - \nabla_{h} u_{CR} \|_{0, \Omega}^2 + \sum_{e \in E_{h}} \int_{e} \{ p_{K}^{P_{1}^{*}}(\nabla_{h} G_{h} \nabla_{h} u_{CR}) \} \left[ \frac{\partial u_{CR}}{\partial n} \right] ds
\]

(5.1)

\[-2 \lambda_{CR} \sum_{K \in T_{h}} \int_{K} p_{K}^{P_{1}^{*}}(\nabla_{h} G_{h} \nabla_{h} u_{CR}) u_{CR} dx,
\]

with the postprocessing operator \( G_{h} \) defined in [11].

4. Compute the local error indicators. In this section, let the local error indicators be the one in [21] as below

\[
\eta_{K}^{2} = \lambda_{K}^{2} h_{K}^{2} \| u_{CR} \|_{0,K}^2 + \sum_{e \in \partial K} h_{e} \| \left[ \frac{\partial u_{CR}}{\partial n} \right] \|_{0,e}^2 + h_{e} \| \left[ \frac{\partial u_{CR}}{\partial t} \right] \|_{0,e}^2
\]

(5.2)

and \( \eta^{2} = \sum_{K \in T} \eta_{K}^{2} \).

5. If \( \eta \) is sufficiently small then stop. Otherwise, refine those elements \( K \in T_{k} \) with \( \eta_{K} > \theta \max_{K \in T_{k}} \eta_{K} \).

6. Set \( k = k + 1 \) and go to (2).

Here \( 0 < \theta < 1 \) is a fixed threshold. In the numerical experiments, we always set \( \theta = 0.3 \). Since the superconvergence result (2.10) for the CR element requires triangulations to be uniform, we use the PPR postprocessing operator \( G_{h} \) in [11] for all adaptive triangulations in this section.
5.2. **Example 1.** In this example, the model problem (2.1) on the unit square \( \Omega = (0, 1)^2 \) is considered. The exact eigenvalues are

\[
\lambda = (m^2 + n^2) \pi^2, \quad m, \ n \text{ are positive integers},
\]

and the corresponding eigenfunctions are \( u = 2 \sin(m \pi x_1) \sin(n \pi x_2) \). The domain is partitioned by uniform triangles. The level one triangulation \( \mathcal{T}_1 \) consists of two right triangles, obtained by cutting the unit square with a north-east line. Each triangulation \( \mathcal{T}_i \) is refined into a half-sized triangulation uniformly, to get a higher level triangulation \( \mathcal{T}_{i+1} \).

**Recovered eigenvalues.** Figure 1 plots the errors of the first approximate eigenvalues by the CR element, the ECR element, the conforming linear element and their corresponding recovered eigenvalues. It shows that the approximate eigenvalues \( \lambda_{CR}, \lambda_{ECR} \) and \( \lambda_{P_1} \) converge at a rate 2, the recovered eigenvalues \( \lambda_{CR, 2}^{R, CR} \) converge at a rate 3, and the recovered eigenvalues \( \lambda_{CR, 1}^{R, CR}, \lambda_{ECR, 1}^{R, ECR} \) and \( \lambda_{P_1}^{R, P_1} \) converge at a higher rate 4. Note that although the theoretical convergence rate of the recovered eigenvalues \( \lambda_{CR, 1}^{R, CR}, \lambda_{ECR, 1}^{R, ECR} \) and \( \lambda_{P_1}^{R, P_1} \) is only 3, numerical tests indicate an even higher convergence rate 4. The errors of the recovered eigenvalues \( \lambda_{CR, 1}^{R, CR}, \lambda_{CR, 2}^{R, CR}, \lambda_{ECR, 1}^{R, ECR}, \lambda_{ECR, 2}^{R, ECR} \) and \( \lambda_{P_1}^{R, P_1} \) on \( \mathcal{T}_8 \) are 2.02 \times 10^{-7}, 3.09 \times 10^{-5}, 3.66 \times 10^{-8}, 2.52 \times 10^{-7}, 1.04 \times 10^{-6}, \) respectively. They are significant improvements on the errors of the approximate eigenvalues \( \lambda_{CR}, \lambda_{ECR} \) and \( \lambda_{P_1} \), which are 3.30 \times 10^{-4}, 9.91 \times 10^{-4} \) and 2.97 \times 10^{-3}, respectively. This reveals that the recovered eigenvalues are quite remarkable improvements on the finite element solutions. It shows that the most accurate approximation is \( \lambda_{ECR, 1}^{R, ECR} \), followed by \( \lambda_{CR, 1}^{R, CR}, \lambda_{CR, 2}^{R, CR}, \lambda_{P_1}^{R, P_1} \) and \( \lambda_{P_1}^{R, P_1} \). Compared to the approximation \( \lambda_{P_1}^{R, P_1} \), the recovered eigenvalue \( \lambda_{P_1}^{R, CR} \) achieves a pretty much the same accuracy, but require to solve only one discrete eigenvalue problem.

![Figure 1. The errors of the recovered eigenvalues for Example 1.](image-url)
Combined eigenvalues. The errors of some combined eigenvalues on $T_8$ are recorded in Table 3. Among all the errors in Table 3, the smallest one is $1.35 \times 10^{-8}$, and it is the error of a weighted-average of $\lambda_{CR}$ and $\lambda_{P_1}$, where the weights are computed by $F_{CR,1}$ and $F_{P_1}$.

For the combined eigenvalue $\lambda_{CR,P_1}$, on $T_8$, the error $1.59 \times 10^{-7}$ is a little larger than the smallest one in Table 3 but less computational expense is required.

Extrapolation eigenvalues. Table 4 compares the performance of the recovered eigenvalues and the extrapolation eigenvalues. It shows that the recovered eigenvalue $\lambda_{CR,1}^R$ behaves better than the extrapolation eigenvalue $\lambda_{P_1}^{\text{EXP}}$, but worse than $\lambda_{CR}^{\text{EXP}}$.

| $h$  | $h_{CR}$ | $h_{P_1}$ | $h_{CR}^{\text{EXP}}$ | $h_{P_1}^{\text{EXP}}$ | $h_{CR,1}^R$ | $h_{P_1}^R$ |
|------|----------|-----------|------------------------|------------------------|--------------|-------------|
| $T_3$ | -0.3407   | 3.1266    | 1.40E-02               | 8.18E-02               | 1.12E-01     | 1.0103      |
| $T_4$ | -8.47E-02 | 7.66E-01  | 6.42E-04               | -2.04E-02              | 1.23E-03     | 6.77E-02    |
| $T_5$ | -2.11E-02 | 1.91E-01  | 3.72E-05               | -1.34E-03              | -4.61E-04    | 4.26E-03    |
| $T_6$ | -5.29E-03 | 4.76E-02  | 2.28E-06               | -8.24E-05              | -4.18E-05    | 2.66E-04    |
| $T_7$ | -1.32E-03 | 1.19E-02  | 1.42E-07               | -5.12E-06              | -3.02E-06    | 1.66E-05    |
| $T_8$ | -3.30E-04 | 2.97E-03  | 8.85E-09               | -3.19E-07              | -2.02E-07    | 1.04E-06    |

Table 4. The errors of the recovered eigenvalues and the extrapolation eigenvalues, where $\lambda_{CR}^{\text{EXP}} = (4\lambda_{CR}^h - \lambda_{CR}^{2h})/3$ and $\lambda_{P_1}^{\text{EXP}} = (4\lambda_{P_1}^h - \lambda_{P_1}^{2h})/3$ are approximate eigenvalues by extrapolation methods.

5.3. Example 2: Neumann Boundary. Next we consider the following eigenvalue problem (2.1) on the unit square $\Omega = (0,1)^2$ with the following boundary conditions

$$u|_{x_1=0} = u|_{x_2=0} = u|_{x_2=1} = \partial x_1 u|_{x_1=1} = 0.$$  

In this case, there exists an eigenpair $(\lambda, u)$ where $\lambda = \frac{5\pi^2}{4}$, $u = 2 \cos \frac{\pi x_1}{2} \sin \pi x_2$.

We solve this problem on the same sequence of uniform triangulations employed in Example 1. Figure 2 shows that the approximate eigenvalues by the CR element, the ECR element and the conforming linear element converge at the same rate 2, the recovered eigenvalue $\lambda_{CR,2}^R$ converges at a rate 3, the recovered eigenvalues $\lambda_{CR,1}^R$, $\lambda_{ECR,2}^R$ and $\lambda_{P_1}^R$
converge at a rate 4. Especially, the recovered eigenvalue $\lambda_{ECR, 1}^{R, CR}$ converges at a strikingly higher rate 7.

5.4. Example 3: Triangle Domain. In this experiment, we consider the eigenvalue problem (2.1) on the domain which is an equilateral triangle:

$$\Omega = \{ (x_1, x_2) \in \mathbb{R}^2 : 0 < x_2 < \sqrt{3}x_1, \sqrt{3}(1 - x_1) < x_2 \}.$$  

The boundary consists of three parts: $\Gamma_1 = \{ (x_1, x_2) \in \mathbb{R}^2 : x_2 = \sqrt{3}x_1, 0.5 \leq x_1 \leq 1 \},$ 
$\Gamma_2 = \{ (x_1, x_2) \in \mathbb{R}^2 : x_2 = \sqrt{3}(1-x_1), 0.5 \leq x_1 \leq 1 \},$ $\Gamma_3 = \{ (x_1, x_2) \in \mathbb{R}^2 : x_1 = 1, 0 \leq x_2 \leq 1 \}.$ 

Under the boundary conditions $u|_{\Gamma_1 \cup \Gamma_2} = 0$ and $\partial x_1 u|_{\Gamma_3} = 0$, there exists an eigenpair $(\lambda, u)$, where $\lambda = \frac{16\pi^2}{3}$ and

$$u = \frac{2\sqrt{12}}{3} \left( \sin \frac{4\pi x_2}{\sqrt{3}} + \sin 2\pi (x_1 - \frac{x_2}{\sqrt{3}}) + \sin 2\pi (1 - x_1 - \frac{x_2}{\sqrt{3}}) \right).$$  

Refine the domain $\Omega$ into four half-sized triangles twice and denote the resulted triangulation by $T_1$. Each triangulation $T_i$ is refined into a half-sized triangulation uniformly, to get a higher level triangulation $T_{i+1}$. It is showed in Table 5 that the recovered eigenvalues converge much faster than discrete eigenvalues and the recovered eigenvalue $\lambda_{ECR, 1}^{R, CR}$ on $T_5$ achieves the smallest error $8.80 \times 10^{-9}$.

5.5. Example 4: L-shaped Domain. Next we consider the eigenvalue problem (2.1) on a L-shaped domain $\Omega = (-1,1)^2/[0,1] \times [-1,0]$. For this problem, the third and the eighth eigenvalues are known to be $2\pi^2$ and $4\pi^2$, respectively, and the corresponding eigenfunctions are smooth.

In the computation, the level one triangulation is obtained by dividing the domain into three unit squares, each of which is further divided into two triangles. Each triangulation is refined into a half-sized triangulation uniformly to get a higher level triangulation. Since
the exact eigenvalues of this problem are unknown, we solve the first eight eigenvalues by the conforming $P_3$ element on the mesh $T_9$, and take them as reference eigenvalues.

Table 5. The errors and convergence rates of the recovered eigenvalues for Example 3.

Table 6. The relative errors of different approximations to the first eight eigenvalue on $T_8$ for Example 4.

Table 6 compares the relative errors of the first eight approximate eigenvalues on $T_8$ by different methods. It implies that the error of the recovered eigenvalue $\lambda_{CR,1}^R$ is slightly smaller than that of $\lambda_{P_1}^R$. For the first eigenvalue, the eigenfunction is singular, and the corresponding recovered eigenvalue $\lambda_{CR,2}^R$ achieves higher accuracy than the recovered eigenvalues $\lambda_{CR,1}^R$ and $\lambda_{P_1}^R$. For the third eigenvalue, the corresponding eigenfunction is smooth, and the relative errors of the third recovered eigenvalues $\lambda_{CR,1}^R$ and $\lambda_{P_1}^R$ are
1.60 \times 10^{-7} and 8.03 \times 10^{-7}, respectively, smaller than that of the recovered eigenvalue \( \lambda_{CR, 2} \).

Note that the corresponding eigenfunctions to the third and the eighth eigenvalues are smooth, and the other eigenfunctions are singular. Note that the relative error for recovered eigenvalue \( \lambda_{CR, 2} \) differs little from each other. However, for \( \lambda_{CR, 1}^{R, CR}, \lambda_{P_1}^{R, p_1}, \) and \( \lambda_{P_1}^{R, p_1}, \) the relative errors differ a lot for different eigenvalues. This fact implies that the accuracy of the second type error estimates is insensitive to the regularity of the corresponding eigenfunctions, while the accuracy of the first type error estimates relies heavily on the regularity of eigenfunctions.

![Figure 3](image1.png)

**Figure 3.** The first eigenfunctions on adaptive triangulations with \( k = 5, k = 10, k = 15 \) and \( k = 20 \) for Example 4.

Figure 3 plots the resulted eigenfunctions on triangulations \( T_5, T_{10}, T_{15} \) and \( T_{20} \) from the adaptive algorithm in Section 5.1. Figure 4 plots the relationship between the errors of the first discrete eigenvalues and the sizes of the discrete eigenvalue problems. It shows that the accuracy of the approximate eigenvalues \( \lambda_{CR}^A \) on adaptive triangulations increases faster than that of \( \lambda_{CR}^{R, CR} \) on uniform triangulations. The second type a posteriori error estimates on the uniform triangulations are more accurate than those on adaptive triangulations.

5.6. **Example 5: H-shaped Domain.** Next we consider the eigenvalue problem (2.1) on a H-shaped domain in Figure 5. Note that the first eigenfunction is singular.
The errors of the first eigenvalues for Example 4.

Figure 4. The errors of the first eigenvalues for Example 4.

The level one triangulation is uniform and shown in Figure 5. Each triangulation is refined into a half-sized triangulation uniformly to get a higher level triangulation. Since the exact eigenvalues of this problem are unknown, the conforming P₃ element is employed to solve the eigenvalue problem on the mesh T₉, and the resulted approximate eigenvalues are taken as reference eigenvalues.

As presented in Table 7, the recovered eigenvalue λ_R, CR₂ performs better than λ_R, CR₁ when the eigenfunctions are singular. The errors of λ_R, CR₁ and λ_R, CR₂ on T₆ are 4.56 × 10⁻³ and 2.06 × 10⁻⁵, respectively. The recovered eigenvalue λ_CK₂ on T₆ achieves the smallest error, remarkably smaller than the combined eigenvalue with error 1.48 × 10⁻³. The reason why the combined eigenvalues behave worse is that the asymptotically exact a posteriori error estimates F^{CR}_1 are less accurate than F^{CR}_{CR, 2} when the eigenfunctions are singular.
Table 7. The errors of the first eigenvalue approximations by different methods for Example 5.

| h  | $\lambda_{CR}$ | $\lambda_{P_1}$ | $\lambda_{CR,1}^{R,CR}$ | $\lambda_{CR,2}^{R,CR}$ | $\lambda_{P_1}^{R,P_1}$ | $\lambda_{P_1}^{R,P_1}$ | $\lambda_{CR,2}^{C,P_1}$ |
|----|----------------|-----------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| $\mathcal{T}_1$ | 1.61E+00 | -2.84E+00 | 6.27E-01 | 4.39E-01 | 1.93E+00 | 2.01E+00 | 6.46E-01 |
| $\mathcal{T}_2$ | 5.74E-01 | -7.99E-01 | 2.05E-01 | 6.03E-02 | 3.37E-01 | 4.70E-01 | 1.21E-01 |
| $\mathcal{T}_3$ | 2.06E-01 | -2.54E-01 | 7.52E-02 | 8.46E-03 | 8.76E-02 | 1.44E-01 | 3.07E-02 |
| $\mathcal{T}_4$ | 7.54E-02 | -8.68E-02 | 2.91E-02 | 9.72E-04 | 3.04E-02 | 5.26E-02 | 1.00E-02 |
| $\mathcal{T}_5$ | 2.83E-02 | -3.10E-02 | 1.15E-02 | 8.95E-05 | 1.17E-02 | 2.05E-02 | 3.74E-03 |
| $\mathcal{T}_6$ | 1.09E-02 | -1.15E-02 | 4.56E-03 | 2.06E-05 | 4.61E-03 | 8.10E-03 | 1.48E-03 |

Figure 6. The first eigenfunctions on adaptive triangulations with $k = 2, k = 5, k = 10$ and $k = 15$ for Example 5.

Figure 6 plots the resulted eigenfunctions on triangulations $\mathcal{T}_2, \mathcal{T}_5, \mathcal{T}_{10}$ and $\mathcal{T}_{15}$ from the adaptive algorithm in Section 5.1. Figure 7 plots the relationship between errors of the first eigenvalues and the sizes of discrete eigenvalue problems. The performance of these approximations is quite similar to that in Example 4. Compared to the first type recovered eigenvalues $\lambda_{CR,1}^{R,CR}$ on uniform triangulations, approximate eigenvalue $\lambda_{CR}^{A}$ on adaptive triangulations achieves higher accuracy when the size of the discrete problem is large enough. The recovered eigenvalue $\lambda_{CR,2}^{R,CR}$ on the uniform triangulations behaves much better than other approximations.
5.7. **Example 6: Hollow-shaped Domain.** Consider the eigenvalue problem (2.1) with the boundary condition

\[ u|_{\Gamma_D} = 0 \text{ and } \partial_x u|_{\Gamma_N} = 0 \]

on a hollow-shaped domain in Figure 8 with \( \Gamma_N = \{(x_1, x_2) : x_1 = -1, -1 \leq x_2 \leq 1\} \) and \( \partial\Omega = \Gamma_D \cup \Gamma_N \). Note that the first eigenfunction is singular.

The level one triangulation is uniform and shown in Figure 8. Each triangulation is refined into a half-sized triangulation uniformly to get a higher level triangulation. Since the exact eigenvalues of this problem are unknown, the conforming \( P_3 \) element is employed to solve the eigenvalue problem on the mesh \( T_0 \), and the resulted approximate eigenvalues are taken as reference eigenvalues.
Table 8. The errors of the first eigenvalue approximations by different methods for Example 6.

| $h$   | $\lambda_{CR}$ | $\lambda_{P_1}$ | $\lambda_{CR, 1}^{R}$ | $\lambda_{CR, 2}^{R}$ | $\lambda_{P_1, 1}^{R}$ | $\lambda_{P_1, 2}^{R}$ | $\lambda_{CR, P_1}^{C, P_1}$ | $\lambda_{CR, P_1, 2}^{C, P_1}$ |
|-------|-----------------|-----------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| $T_2$ | 6.42E-01        | -1.32E+00       | 1.28E-01              | 1.14E-01              | 7.16E-01              | 8.76E-01              | 2.38E-01              |                      |
| $T_3$ | 2.23E-01        | -3.84E-01       | 6.93E-02              | 2.08E-02              | 1.24E-01              | 1.80E-01              | 5.02E-02              |                      |
| $T_4$ | 7.99E-02        | -1.19E-01       | 2.81E-02              | 2.74E-03              | 3.44E-02              | 5.64E-02              | 1.33E-02              |                      |
| $T_5$ | 2.94E-02        | -3.90E-02       | 1.12E-02              | 3.77E-04              | 1.21E-02              | 2.08E-02              | 4.63E-03              |                      |
| $T_6$ | 1.11E-02        | -1.34E-02       | 4.53E-03              | 1.14E-04              | 4.68E-03              | 8.12E-03              | 1.85E-03              |                      |
| $T_7$ | 4.32E-03        | -4.72E-03       | 1.87E-03              | 9.75E-05              | 1.90E-03              | 3.26E-03              | 7.99E-04              |                      |

Figure 9. The errors of the first eigenvalues for Example 6.

Table 8 lists the errors of the approximate eigenvalues on each mesh by different methods. The recovered eigenvalue $\lambda_{CR, 2}^{R}$ performs remarkably better than all the other recovered eigenvalues and combined eigenvalues when the eigenfunctions are singular. The error of the recovered eigenvalue $\lambda_{CR, P_1, 2}^{C, P_1}$ on $T_7$ is $7.99 \times 10^{-4}$, it is smaller than all the other approximations but $\lambda_{CR, 2}^{R}$. It implies that if the corresponding eigenfunctions are not smooth enough, the second type of asymptotically exact a posteriori error estimate $F_{CR, 2}$ admits higher accuracy than $F_{CR, 1}$.

Figure 9 plots the relationship between errors of the first eigenvalues and the sizes of discrete eigenvalue problems. Figure 10 plots the resulted eigenfunctions on triangulations $T_2$, $T_5$, $T_{10}$ and $T_{15}$ from the adaptive algorithm in Section 5.1. The performance of these approximations is quite similar to those in Example 4 and Example 5. The second type of recovered eigenvalues on uniform triangulations achieves remarkable higher accuracy than most of the other approximations.
Figure 10. The first eigenfunctions on adaptive triangulations with $k = 2$, $k = 5$, $k = 10$ and $k = 15$ for Example 6.
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