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Abstract

With the increasing level of IoT applications, computation offloading is now undoubtedly vital because of the IoT devices limitation of processing capability and energy. Computation offloading involves moving data from IoT devices to another processing layer with higher processing capability. However, the size of data offloaded is directly proportional to the delay incurred by the offloading. Therefore, introducing data reduction technique to reduce the offloadable data minimizes delay resulting from the offloading method. In this paper, two main strategies are proposed to address the enormous data volume that result to computation offloading delay. First, IoT Canonical Polyadic Decomposition for Deep Learning Algorithm is proposed. The main purpose of this strategy is to downsize the IoT offloadable data. In the study, the Kaggle-cat-and-dog dataset was used to evaluate the impact of the proposed data compression. The proposed method downsizes the data significantly and can reduce the delay due to network traffic. Secondly, Rank Accuracy Estimation Model is proposed for determining the Rank-1 value. The result of the proposed method proves that the proposed methods are better in terms of data compression compared to distributed deep learning layers. This method can be applied in smart city, vehicular networks, and telemedicine etc.

Keywords: Internet of things, Fog computing, Data compression, Offloading, Attribute reduction

Introduction

Today, the interconnectedness of many IoT devices is naturally raising concerns that require research attention and in-depth investigation. With respect to the increasing amount of data that is transferred (offloaded) over networks, especially in IoT systems, it is undoubtedly vital to investigate concepts for downsizing the volume of data that is sent from sensors to the network. The need for the offloading arises because of the limitations of processing capability and battery life of the IoT devices [1, 50, 54]. In large IoT systems, where for instance multiple cameras are used as sensors, there might be a need to interpret or analyze the taken images or video by means of neural networks. As sensors or edge devices usually lack in computational power, such images are typically transferred to the fog or cloud, where image recognition, intrusion detection, face recognition algorithms or any other analysis are applied on them with more powerful hardware [13, 43, 45]. The transfer of a large amount of image or video data to the cloud might lead to delay and network congestions. Industry’s predictions show that the global IP traffic utilization annually will exceed 3.3 Zettabytes by 2021. This is because of ubiquitous devices connected to the network (such as smart phones, sensors, RFID, cameras, smart TV, PC, etc.) that generate variety of data referred to as big data [41]. The smart devices traffic is quickly exceeding the PC traffic [23]. The large amount of data generated by these IoT devices as well as their transmission to fog or cloud for analysis have been jointly identified as crucial...
research issues [5, 29, 31, 38, 47]. The IoT devices, on the other hand, cannot process all the data they generate because of their limited storage, processing capability and battery life [6, 14, 49]. To achieve the required results for IoT requests, the data need to be transmitted to the remote fog or cloud with higher processing capability for processing [53, 54], hence the need for the IoT application in cloud computing environment. Some of the IoT applications (like the Internet of Vehicles (IoV) that use sensors, actuator and cameras) transfer their data to Roadside Units (RSUs) for processing [15, 24, 26]. Offloading task to remote processing node especially with a large data size increases the delay [13, 43, 52, 54, 55]. In order to reduce the delay incurred as result of offloading large data size from IoT to either fog or cloud, there is need for data reduction method to downsize the amount of data to be offloaded.

The traditional mobile cloud computing (MCC) is two-tiered that consist of cloud server and IoT devices. The MCC is no longer capable of handling the IoT request especially in a low latency request from IoT, because of the high volume of data from this avalanche of IoT devices. To improve the network quality of service (QoS), the three-tier architecture is introduced to include cloud server, fog and user equipment (UE) that is the IoT devices. In 2012, the concept of fog computing was introduced by Cisco to overcome the challenges facing IoT applications in traditional Cloud computing [34]. Fog computing is an intermediate layer or bridge, between the user (IoT devices) and cloud computing. The intermediate layer is also known as the cloud at the edge according to Liu et al. [32]. This paradigm that acts as an intermediate layer distributes network, computation, and storage thereby extending cloud-based services closer to the IoT devices [11, 38]. Fog computing complements rather than substitutes cloud computing [42]. The advantages of fog include mobility support, low delay, and a smaller number of devices to serve [2]. The idea behind IoT-fog-cloud computing architecture is to improve the network quality of service by minimizing the processing time of IoT request. This is to enable IoT to be applied in real-time application like telemedicine [44], self-driving cars and smart city. Different researchers have attempted different approaches to minimize the response time of IoT request. Such approaches include cooperation computing [18, 25, 29] offloading approach [5, 22, 40], scheduling approach [17, 35, 38, 39, 46] and data reduction [28]. Unfortunately, these attempts are not without drawbacks.

In this paper, we proposed a novel strategy of reducing the size of offloadable data for transmission and maintaining the data accuracy. First, we propose an IoT Canonical Polyadic Decomposition for Deep Learning Algorithm (IoTCP_DL) to be implemented at IoT layer. We also propose a novel Rank Accuracy Estimation Model (RAEM). This algorithm together with the model will be applied to downsize the volume of offloadable data that the IoT device is expected to offload to a higher processing element without significant effect on the data accuracy, thereby reducing the smart device delay, traffic, and improving the IoT request response time. Consequently, the main contributions of this research are as follow:

- An attribute reduction method is proposed based on canonical Polyadic decomposition (IoT Canonical Polyadic Decomposition for Deep Learning (IoTCP_DL) Algorithm) to be implemented at IoT node to decompose the IoT device offloadable data in the network. This is to downsize the size of the offloadable data to less than 10% of the original size without affecting the data accuracy significantly. This is important as we strive to ensure that the volume of data being offloaded from the IoT device is reduced thereby reducing the transmission delay and the accuracy is unaffected.

- From the experiment with different rank-1, the size and accuracy of data produced, we propose a novel Rank Accuracy Estimation Model (RAEM) that can be used to estimate the accuracy of a particular R (rank-1) value to be used at IoT node in order to minimize the data size and maintaining the data accuracy within a certain accuracy threshold.

- We establish a relationship between R rank-1 and accuracy, and prove that given a particular R value, the model can estimate the accuracy it will produce, thereby making it possible for it to be used to predict the rank-1 at IoT node. This achieves the important task of reducing the size of the task the IoT will be offloading to the higher processing node.

- Equally important is the fact that the intermediate data (the output of CPD) will also serve to preserve the privacy of the data on the network as the intermediate data from the decomposition process is of a different format from the original format.

The remainder of the paper is organized as follows. The next section (section 2) is related works. This is followed by materials and methods (Section 3) where the introduction to canonical Polyadic decomposition and the proposed methods are discussed. Section 4 presents experiments and evaluation while Section 5 presents Results and discussions. The comparison of attribute reduction of the proposed method and that of CNN layers are presented together with the comparison of classification accuracy of the proposed method with the original images. This, in turn, is followed by the
conclusion in Section 6 while future work is presented in the final section (Section 7).

Related work
The IoT-fog-cloud computing architecture is aimed at improving the network quality of service by minimizing the response time of IoT requests in order to enable IoT to be applied in real-time applications [48]. In this section, we reviewed different approaches that researchers have taken to address this problem. Some researchers approached the problem from the point of view of scheduling policy based on resources cooperation, computation offloading, and/or attribute reduction. The problem of choosing the optimal offloading policy, solution to jamming attacks and reducing interference in mobile computing was presented in [52]. Mobile offloading based on Reinforcement learning for Edge Computing was proposed for addressing the jamming and Interference issues in mobile computing. The paper combines actor-critic and deep Q-learning to solve the high dimensional policies for offloading in mobile computing. The aim is to minimize the response time and energy consumption at the mobile devices [54]. addressed the problem of energy consumption in IoT cloud computing by formulating the inference offloading method to minimize the energy consumption of the devices and average delay. The paper aims at formulating the inference offloading issue within the 5G enabled mobile edge computing for Deep Neural Network-driven artificial intelligent applications to improve on the energy consumption and the delay of the mobile devices.

Workflow scheduling and resource allocation [12, 27, 31] have played a major role in optimizing makespan (response time) and latency of IoT requests in fog-cloud architecture. The efficient algorithm for response time of the IoT request was proposed based on scheduling by prioritizing and distributing tasks among the computing resources [25, 38], presented the difference between resource sharing and cooperation. According to the paper, in resource sharing, IoT devices are scheduled to access resources differently. Because IoT devices access resources differently, resource sharing becomes a scheduling problem. On the other hand, cooperation refers to IoT (agents) contributing their capabilities towards achieving a common goal. They went further to propose a Cooperation Algebra Technique which integrates mobile device processing capabilities based on workflows. The proposed cooperation method contributed to reducing the task processing time. The paper assumed that all IoT requests must be executed at the IoT levels by the cooperation of different IoT nodes through fog computing. But considering the limitation of IoT processing capability, storage, and battery life, this idea will not be the optimal solution in many heavy IoT tasks especially those involving image and video data. Another approach based on the cooperation method is a delay-aware online workload allocation and scheduling (DAOWA) that aimed at reducing processing delay. This is achieved using the Lyapunov theory. The cooperation among different sets of fog and cloud is considered in fog paradigm. The computational demand of IoT applications in fog computing is on the increase. The paper investigated task allocation scheme in an IoT-fog-cloud architecture, for minimizing task service delay. This is to satisfy more delay-sensitive tasks [27, 31]. Furthermore, G. Li et al.[29] proposed a fog-cloud cooperation scheduling algorithm to minimize energy usage in IoT-fog-cloud architecture. This was achieved in the fog layer and cloud layer based on queue theory while nonlinear programming was applied to solve the energy problem and minimize the IoT task request delay. Similarly, in [16], the paper presented resources cooperation to minimize IoT request response time for Vehicular Communication using Random Network Coding Technique.

Computational offloading is one of the new techniques that make possible the application of IoT in cloud computing. Computation offloading helps to address the limitations of IoT resources and improves the IoT request response time. A Markov decision process was used in network resources optimization based on unmanned aerial vehicle (UAV). The aim is to improve the long-range, low cost coverage communication problem through offloading approach [9]. Jaddoa et al. [21] modeled the response time and cost of energy for different task offloading options. The offloading can either be to fog or cloud. The model is used at the IoT node to take the decision on where to offload the task or whether to process it at the IoT level. Many offloading policy proposed by researchers considers mobile edge paradigm [33]. The computation offloading issues in heterogeneous devices at the network edge and cloud layer was presented in [36]. They presented computation offloading method to predict the energy consumption and response time of IoT task by investigating edge devices or VMs at the cloud using regression models. Fog computing was introduced to reduce the distance travelled by data from data source to the designated data-center. This is for efficient and quick response to sensor’s requests in IoT environment. Bonomi et al. [8] defined the fog computing as the most appropriate environment for applications like internet of smart devices and Vehicular networks. The advantages of fog computing were identified such as efficiency, latency reduction and reliability for IoT task processing. Al-Khafajiy et al. [3] proposed a fog framework to improve quality of service through computation offloading. The computation offloading employs collaboration approach within different fog devices to shared and process data among the devices. Min
et al. [37] presented a deep Reinforcement Learning via computation offloading method for selection of the mobile device and also for the selection of the offloading rate based on available mobile energy. This is to improve the IoT request response time and prolong the battery life usage of the IoT devices. In a similar way, a binary mobile edge computing offloading scheme was proposed in [30]. The paper uses reinforcement learning to decide when to offload to fog or cloud node. The approach can reduce the average delay and energy cost compared to full-offloading or non-offloading schemes. An intelligent offloading method for vehicular network was proposed based on reinforcement learning by [40]. It is hinged on Markov chains and is used to address the smart vehicle issues for travelers’ experience and users’ well-being. Another researcher [57] also proposed optimized task offloading and scheduling for vehicular networks using game theory approach and langrage multiplier for scheduling to improve the response time of IoT requests. Mobile edge computing (MEC) has a faster data processing speed and data transmission. MEC has passed through several optimizations as a new computing paradigm in internet of connected vehicles (IoV) application [39, 40]. Offloading approach in solving IoT problems in fog-cloud computing can as well be applied in security issues [53], proposed computation offloading scheme called edge computing offloading (ECO) with privacy preservation in internet of connected vehicles (IoV) application. It addressed the privacy challenges of smart device applications in internet of connected vehicles. In general, computational offloading means offloading heavy and complex workloads to fog or cloud server where there are higher computing resources. In MEC, the essence of offloading is to move heavy tasks on demand to fog computing to achieve lower latency and energy cost as well as enhance the quality of computing services [4, 51].

Attribute reduction is another approach to improve the IoT request response time. In this approach, the size of data from IoT node for offloading can be reduced through attribute reduction technique, without affecting the meaning (accuracy) of the data. This will reduce the time taken to transfer the data (network traffic) from IoT node to fog or cloud node. From the literature, there is limited research on this area that focused on improving the IoT request response time through minimizing the network traffic as the number of connected smart devices increases. The attempt made by [28] to optimize network performance by distributing Deep Learning layers in edge-cloud computing was to reduce the data size through convolutional layer. The method reduces the input data size, thereby reducing the amount of data flowing in the network. Their model reduces the offloadable data in the network, because some deep learning layers are implemented at the IoT node. The output of the layers implemented at the IoT node is transmitted to the next level. The transmitted data are reduced in size and are no longer in their original format. The problem with this method is that the transmitted data cannot be converted back to its original format. They are not suitable for other analyses except for deep learning classification. Secondly the implementation of convolutional layers on the IoT devices is not the best option considering their processing, storage and battery life limitations.

Altogether, from this literature review, it is clear that there is insufficient research on how to downsize the data flowing on the network to reduce the IoT offloadable data size which will reduce the data transmission time. Hence, there is the obvious need to research more on attributes reduction on image and video data as a better approach to improve the response time of IoT request, making IoT more applicable in real-time applications.

Materials and methods
In this section, we describe Canonical Polyadic Decomposition as an important foundation/background for our proposed attribute reduction method.

Canonical Polyadic decomposition
Canonical Polyadic Decomposition (CPD) is presented which factorizes an $N^{th}$-order tensor $\chi \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N}$ into
$$
\sum_{r=1}^{R} \lambda_r a_r^{(1)} o a_r^{(2)} o \ldots o a_r^{(N)}
$$
that produces the eq. (1). If the data is in image form, then $N$ is 3 (representing the width, height, and number of channels). If the data is in video format, then $N$ is 4 (width, height, number of channels, and number of frames). IoT devices receive signals from the environment in different formats. The IoT input can be numbers, images, sound and/or video. Images and videos are read in tensor form.

A tensor is a multi-way array. The order of a tensor is the number of its ways, channels, modes, or dimensions. A vector is a tensor of order one. A matrix is a tensor of order two and any tensor of order greater than two is referred to as higher-order tensor [10].

Canonical Polyadic Decomposition (CPD) also known as CandeComp or ParaFac factorizes an $N^{th}$-order tensor $\chi \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N}$ into a linear combination of $a_r^{(1)} o a_r^{(2)} o \ldots o a_r^{(N)}$ which is rank-1 tensor [7, 19, 20] given by

$$
\chi \approx \sum_{r=1}^{R} \lambda_r a_r^{(1)} o a_r^{(2)} o \ldots o a_r^{(N)}
\approx \lambda \times_{1} A^{(1)} \times_{2} A^{(2)} \ldots \times_{N} A^{(N)}
\approx \left[ \lambda ; A^{(1)} , A^{(2)} , \ldots , A^{(N)} \right]
$$

where $\mathbb{R}$ is a set of real numbers, $\lambda_r$ is a non-zero entry.
of diagonal core tensor, “o” is the outer product, “R” is the number of rank-1. “N” is the order of the tensor, where \( n = 1, 2, 3, \ldots, N \). “a” is the value representing each pixels. Each rank-1 of the N order tensor can be defined by the outer product of N vectors as \( a^{(1)} \circ a^{(2)} \circ \ldots \circ a^{(N)} \) denoting rth rank-1 tensor in eq. (2) [56].

Therefore, every element \( X_{h,w,c} \in X \) (where \( X_{h,w,c} \) is the tensor of order 3 of element X) can be equivalently represented in canonical Polyadic decomposition as

\[
X_{h,w,c} = \sum_{r=1}^{R} a^{(h)}_r \circ a^{(w)}_r \circ \ldots \circ a^{(c)}_r
\]

where \( h \) is the image height, \( w \) is the image width and \( c \) is the number of channels.

Computation cost of CPD
The computational cost of CPD is negligible because the IoT device will be sending the data as they are generated. Decomposing single image as they arrive without storing them to have a volume that will take time to be decomposed makes the decomposition time to be insignificant. Therefore, the infrastructure of IoT-Fog-Cloud computing will not significantly influence the efficiency of the proposed CPD algorithm.

Proposed method
In this research, we consider the infrastructure of IoT-fog-cloud computing designed to offer a distributed computing at the network as shown in Fig. 1. The focus of this study is to investigate the effect of canonical Polyadic decomposition as an attribute reduction technique and determine its applicability in IoT computation offloading to minimize network traffic and transmission time.

Attribute reduction results in data compression. There are different attribute reduction techniques and each has a different rate of data reduction. The focus in this research is to reduce the data size (data compression). We achieved this through canonical Polyadic decomposition which is an attribute reduction technique. CPD is suitable for this because it is capable of reducing the attribute for the purpose of offloading to a higher processing node and still regenerates the data’s original format at the destination or point of analysis. Details of the CPD are presented in section 3.1. The CPD is applied to any offloadable data from IoT. The aim is to downsize the data and to reduce the amount of data that will be sent out from IoT device. The transmission time of a given task is given as the ratio of data size and available bandwidth [5]. When the data size is reduced through the proposed CPD method, the transmission time which is given as data-size/ bandwidth will be reduced. To
illustrate the CPD attribute reduction, Kaggle cat and dog dataset, which is an open sources dataset, was used. The data size of the dataset is reduced through CPD method and the size of the intermediate data is calculated. This intermediate result is the actual data size to be sent through the network. When the data gets to where it will be processed, it will be regenerated back to its original size and format. But for the purpose of this investigation, the research focused on:

(1). determining the reduction ratio of this method using eq. (5).
(2). using the intermediate data to regenerate the original image and use the regenerated image to do classification.

The classification is done using Convolutional Neural Network (CNN) to determine the effect of applying CPD on the data. This effect is evaluated by comparing the classification result of the regenerated images with the classification results of the original images. The result of the reduction rate of the proposed method and the effect on classification accuracy are presented.

Therefore, this research proposes IoT Canonical Polyadic decomposition for deep learning (IoTCP_DL) algorithms and also proposes a novel Rank Accuracy Estimation model (RAEM) to determine the number of rank-1 (R) to be used in IoTCP_DL without affecting data accuracy. The step by step approaches to achieve the proposed methods are outlined in the subsequent subsections below.

**IoT canonical Polyadic decomposition for deep learning (IoTCP_DL) algorithm**

Given the IoT input object (say an image) \(X_j \in \mathbb{R}^{h \times w \times c}\), the total attributes in each object will be \(h \times w \times c\) in the original tensor format. However, the data size can be reduced to \((h + w + c)R\) in the canonical Polyadic format as follow:

\[
X_j = \sum_{r=1}^{R} a_{jr}^{(h)} o a_{jr}^{(w)} o \ldots o a_{jr}^{(c)} = \left[ A^{(h)}, A^{(w)}, \ldots, A^{(c)} \right]
\]

(3)

Where \(o\) = outer product. Alternatively, each element \(X_j\) will be converted into canonical Polyadic format via eq. (4):

\[
X_{j(h,w,c)} = \sum_{r=1}^{R} A_{jr}^{(h)} A_{jr}^{(w)} \ldots A_{jr}^{(c)}
\]

(4)

where \(X_{j(h,w,c)}\) is image \(j\) with height \((h)\), width \((w)\) and colour channels \((c)\). \(j = 1\) to number of images. \(R\) is rank_1 and \(r\) is an instance of \(R\).

In the experiment, the IoT data is processed using CPD as shown in eq. (4) at the IoT device. The result of this reduction technique is the intermediate data that should be transmitted as illustrated in Method_(IoT) of algorithm 1. In this study, the effect of attribute reduction is investigated and the reduction ratio is calculated as illustrated in Table 2, Fig. 3. After that, the intermediate data is regenerated to its original size and format at the destination and CNN classification is done to determine the accuracy of the classification. The result of the classification is compared with the classification result of the original images without CPD. The aim is to determine whether the application of CPD has any negative effect on the data. If not, it means that the reduced intermediate data from the CPD result will be a better option for transmission to the fog or cloud instead of offloading the heavy images as they are generated from the sensor/mobile devices. Eq. (5) and (6) calculate the total pixels \((X_{j(h,w,c)} original)\) of the original image and the reduced size \((X_{j(h,w,c)} CP)\) from the CPD method respectively.

\[
X_{j(h,w,c)} original = h \times w \times c
\]

(5)

\[
X_{j(h,w,c)} CP = R(h + w + c)
\]

(6)

The ratio of the output of CPD to the input data (original data) is calculated as in eq. (7).

\[
\text{Reduction Ratio} = \frac{X_{j(h,w,c)} CP}{X_{j(h,w,c)} original} = \frac{R(h + w + c)}{h \times w \times c}.
\]

(7)

where image \(j\) ranges from \(j = 1\) to \(J\). Eq. (7) shows the ratio of attribute reduction based on the Canonical Polyadic decomposition on the IoT data which will be transmitted over the network to the fog or cloud for classification. At the fog or cloud, the decomposed data will be regenerated to its original format via eq. (3) before Convolutional Neural Network will be applied to classify the object. The process of CPD data compression and conversion back to its original format at the destination (point of analysis) is illustrated in Algorithm 1.

The algorithm has three methods outlined as follow:

- Method (IoT) present what happened at the IoT layer, where the task is generated and the data size (ds) is reduced through CPD.
- Method (Fog) receives reduced data size (reduced ds) and checks if it is faster to process it at the fog or cloud. If it is faster at the fog, reduced ds is converted back to its original size and format and
processed by applying CNN to do classification on the images.

- Method (cloud), reduced ds is converted back to its original size and format and processed by applying CNN to do classification on the image data.

**Algorithm 1: IoT Canonical Polyadic Decomposition for Deep Learning (IoTCP_DL) Algorithm.**

Algorithm 1 illustrates the process of the proposed data reduction method. At the point of data generation, the method is applied to decompose the images into an intermediate form which is smaller in size. The intermediate data is no longer in the image form. The intermediate data will be converted back to its original format at the point of the analysis. The main purpose of the intermediate data is to reduce the volume of data that IoT devices will be offloading to the fog or cloud because of the limited bandwidth. At the destination, the intermediate data will be converted back to its original format. In this study, the 3 tier architecture is not simulated to illustrate the transmission. The study focused on the data reduction and whether the reduction affects the data accuracy.

**Rank accuracy estimation model (RAEM)**

Rank Accuracy Estimation Model is proposed in this study. The model represents the relationship between R rank-1 values and accuracy of the classification result. The proposed novel model estimates the R rank-1 that can give certain accuracy and reduce the data size to minimize the volume of data being offloaded from IoT device. The R rank-1 and accuracy (AC) follows a logarithmic model which we call Rank Accuracy Estimation model (RAEM) as in eq. (8)

$$AC = \alpha \ln(R) + \beta$$

where $\alpha$ and $\beta$ denote the constant used to estimate accuracy (AC) from any given R. The constant are problem-specific. This model determines the value of R to be used at IoT node to decompose the data being generated, such that the size will be reduced according to Fig. 5. The model will reduce the data size which indirectly will minimize transmission delay and the overall request delay without violating the accuracy of the information. With this model, the data size that will minimize total delay will be determined and the accuracy it will produce at the fog or cloud estimated. The model will be used in the scheduling policy to determine the value of R to be used at IoT to minimize the size of offloadable data. In this research, using Kaggle cat and dog dataset, we preprocessed each object and represented it as $\mathbb{R}^{270 \times 180 \times 3}$. With this, the values of $\alpha$ and $\beta$ are 3.3968 and 63.06 respectively.

**Experiment and evaluation**

The IoTCP_DL algorithm is implemented with Mathlab. We carried out convolutional neural network classification of images which is implemented with Mathlab as well. To evaluate the performance of our proposed strategies, Kaggle cat and dog dataset dataset is used for the IoTCP_DL algorithm and subsequent classification analysis. Kaggle cat and dog dataset is an open-source dataset with 25,000 images. First we used the dataset to do classification with Convolutional Neural Network. Then the dataset is processed for attribute reduction using the proposed method as presented in Section 3.3.1. We preprocessed and represented every object in the data set as $\mathbb{R}^{270 \times 180 \times 3}$ then applied the reduction method according to Eq. (4). Different values of R (R = 1, 2, 4, 8, 16, 32) are used to decompose the images based on the proposed algorithm and the reduced data size calculated using Eq. (6). The reduced data size and percentages of the reduced data to the original data size are shown in Table 2. The data reduction achieved as a result of the attribute reduction is compared with the benchmark result from convolutional layer data

| Parameter               | Description                                      | Value     |
|-------------------------|--------------------------------------------------|-----------|
| Image height (h)        | The height of the image in pixels                | 270       |
| Image width (w)         | The width of the image in pixels                 | 180       |
| Colour channels (c)     | The number of colours used to read in the image. RGB is used | 3         |
| R                       | Number of rank-1 for CPD reduction               | {1, 2, 4, 8, 16, 32}   |
| Data size (ds)          | Total pixels of an image                         | Calculated based on eq. (5) |
| Reduced-ds              | Total pixels of an image after CPD reduction     | Calculated based on eq. (6) |
reduction presented in [28]. To check for the effectiveness of the proposed algorithm, the original data classification result is compared with the classification results of different data regenerated from the intermediate CPD result of different R values. The aim of the comparison is to determine the effect of the data compression on the accuracy of the analysis done with the data, which passed through the proposed attribute reduction method. We presented the reduction ratio of our proposed system at different R rank-1. This shows how the data moving into the network can be reduced with different R rank-1 to decongest the network traffic. The process will reduce the delay experienced by the IoT devices in getting request responses especially for image and video data requests that are needed in real-time applications. The decomposed data will be transmitted over the network for analysis. At the destination, the data will be re-converted to its original format and size as illustrated in algorithm 1. Table 1 show the parameters used in the experiment.

Table 2 Result of IoTCP_DL algorithm with different values of R Rank_1

| R rank_1 | Height (H) | Width (W) | Channels (C) | original size | CPD reduced size | Percentage of the original size generated by CPD algorithm |
|----------|------------|-----------|--------------|---------------|-----------------|--------------------------------------------------------|
| 1        | 270        | 180       | 3            | 145,800       | 453             | 0.310699588                                            |
| 2        | 270        | 180       | 3            | 145,800       | 906             | 0.621399177                                            |
| 4        | 270        | 180       | 3            | 145,800       | 1812            | 1.242798354                                            |
| 8        | 270        | 180       | 3            | 145,800       | 3624            | 2.485596708                                            |
| 16       | 270        | 180       | 3            | 145,800       | 7248            | 4.971193416                                            |
| 32       | 270        | 180       | 3            | 145,800       | 14,496          | 9.942386831                                             |

The image height, width and colour channels were measured so that the total pixels used to represent the image can be calculated. This total pixel represents the size of data the mobile device will be sending out for each image.

**Results and discussion**

In this section, the result of the proposed data reduction method and the result of the novel model for the
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estimation of R value are presented. First the data reduction results are presented followed by the classification accuracy of both the original images and the images processed through the reduction method. The comparison of the reduction rate and accuracy is also presented followed by the result of the RAEM that estimates the R value to be used in the proposed algorithm.

**CPD data reduction by different R rank-1**

The results of the IoTCP_DL algorithm with different values of R shows that the size of the intermediate data generated by the IoTCP_DL algorithm increases with the increase in the values of R. For instance, when R is 1 the size reduces from 145,800 to 453 while when R is 32, the size reduces from 145,800 to 14,496 as shown in Table 2. Likewise the percentage of the original size generated by the IoTCP_DL algorithm also increases as the R value increases. For example, when R is 2, the percentage of the original size achieved by the algorithm is 0.621% of the original size, while the when R is 16, the algorithm intermediate data size is 4.97% of the original size.

**Comparison of attribute reduction of the proposed method with CNN layers data reduction**

We compared the attribute reduction of our proposed method with the attribute reduction of CNN convolutional layers [28]. The attribute reduction by CPD is calculated as in Eq. (7) presented in Table 2. From Fig. 3, the data reduction reduces with an increase in the rank of the CPD. The lower the percentage of the reduced data, the lower the reduction rate by proposed method. At R rank_1 = 1, the reduced data is 0.31% of the original data while at R rank_1 = 32, the reduced data is 9.94% of the original data. This is far lower than the percentage reduction achieved by the first convolutional layer according to H. Li [28]. The image...
generated by rank $R = 1, 2, 4, 8, 16,$ and 32 is compared with the original image as illustrated in Fig. 2. The Fig. 2 shows the effect of attribute reduction on the images. Figure 3, shows that the attribute reduction of Convolutional layers increases with the increased number of convolutions. The lower the percentage of original data produced after convolutions, the higher the reduction effect. For instance, at first convolution, the original data is reduced to 24.5% while at three convolutions; it is reduced to 1.38% of the original data. But, at the IoT layer, it will not be suitable to implement multiple layers of convolutions (where it is possible to implement at all) because of storage, processing capability, and energy limitations. Because of such limitations at the IoT layer, implementing deep learning at the IoT level will delay the response time of the tasks for many complex and large data emanating from IoT devices.

Comparison of classification accuracy of the proposed method
To evaluate the proposed method in terms of the classification accuracy of data processed through the proposed attribute reduction method, we performed classification with CNN. This is to prove that the method can be applied in IoT to reduce the size of offloadable data in the network without affecting the accuracy of data significantly. We compared the accuracy of the original data and the accuracy at $R = 1, 4, 8, 16,$ and 32. Figure 4 shows CNN classification result for $R = 1, 4, 8, 16, 32$ and the original images. The result shows that the data processed through CPD attribute reduction has little accuracy drop compared to the reduction made in the size of the data. Figure 5 shows the comparison of accuracy at different ranks and the percentage of original data produced by the rank. Figure 5 shows that as the $R$ value increases, the reduced data size (output of the reduction method) increases and the classification accuracy increases. Figure 6 shows the relationship between accuracy (AC) and $R$ value used for the data decomposition.

The difference between the accuracy achieved from the experimental values of different rank-1 and the accuracy calculated from our proposed model is illustrated in Table 3. The results shows that our model can be used to predict the accuracy of any $R$ value to be used at IoT level since their differences are very small in each case.

| Rank | Experimental Values | RAEM Values | Difference |
|------|---------------------|-------------|------------|
| 1    | 62.82               | 63.06       | −0.24      |
| 4    | 67.96               | 67.76896    | 0.19       |
| 8    | 70.478              | 70.12345    | 0.35       |
| 16   | 72.39               | 72.47793    | −0.08      |
| 32   | 74.612              | 74.83241    | −0.22      |
From Table 3, the minimum difference is at \( R = 1 \) where the difference is \(-0.24\) and the maximum is at \( R = 8 \) where the difference is \(0.35\). Therefore, we can reliably say that our model can predict the accuracy of \( R \) to be produced with the error at \(\pm0.35\) in the accuracy.

**Conclusions**

The problem of heavy data emanating from the avalanche of interconnected IoT in a distributed computing is addressed. The paper proposed IoT Canonical Polyadic Decomposition for Deep Learning Algorithm in Fog computing architecture to reduce the size of IoT offloadable data. RAEM was modeled for determining the value of \( R \) to be applied at the IoT level without violating the accuracy required of the data. The result proved that the proposed attribute reduction method is better than the state of the art. Secondly, the proposed RAEM model can be reliable to determine R-value for the required accuracy that can reduce the data size to less than 10 % of the original size. The proposed CPD based data reduction is compared with the data reduction of the convolutional layer and the proposed method performed better than convolutional layers attribute reduction in terms of reducing size of offloadable data in the network.

**Future work**

In our future work, we plan to simulate the 3-tier user device (IoT), fog and cloud network and propose a scheduling algorithm for deep learning based on data reduction. Using RAEM model, the scheduler will determine the R-value that will give the best QoS based on the characteristics of a given task. The characteristics of the task include but not limited to the latency, response time, and computational requirement.
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