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ABSTRACT

This paper proposes a strategy for the coordination of a swarm of robots in an unknown environment. The basic idea is to achieve the autonomous movement of the group from an initial region to a target region avoiding obstacles. We use a behavior model similar to bacterial Quorum Sensing (QS) as a technique for the coordination of robots. This behavior has been described as a key element in the interaction between bacteria, and we use it as a basic tool for local interaction, both between the robot and between the robot and the environment. The movement of the swarm of robots, or multi-agent robotic system, is shown as an emerging behavior resulting from the interaction of agents (in the context of artificial intelligence) from basic rules of behavior. The proposed strategy was successfully evaluated by simulation on a set of robots.
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1. INTRODUCTION

A group of robots, or robot swarm, working in a coordinated way, have some advantages for the development of tasks over a single robot [1-3]. As with uninformed search algorithms, such as genetic algorithms [4] and ant colony [5], a swarm of robots offers the possibility that each agent in the system (assuming that the group of robots behaves like a system) can observe specific characteristics of the task that other agents do not see, which can accelerate the time required for the development of the task, or even in some cases achieve it [6, 7].

The strength of a swarm lies in the ability of its individuals to share information [8, 9]. Each individual senses local environmental information, which would correspond to a state of the system [10]. A swarm of n individuals can simultaneously observe n different states of the problem. If each individual communicates and shares this information with other nearby individuals, then the swarm becomes a multi-agent system that processes information in parallel [11, 12].

There are many applications for this type of systems. A typical example is the exploration of unknown environments [13, 14]. In this kind of task each agent can explore a small part of the environment, and at the same time share with their colleagues, the information collected. The group of robots can map large environments very quickly and safely compared to the use of a single robot. The security we are talking about is related to the robustness of the swarm that is, if one individual fails, others can still complete the task, this does not happen when using a single robot. These kinds of strategies seek to divide the problem into simpler and more limited sub-problems, which in fact can be solved with simpler and cheaper robots [15].
Another type of application of the swarm of robots is related to tasks that can only be carried out thanks to the joint and simultaneous work of all the agents in the system [16]. Another famous example of this type of application is the movement of the piano. A piano (or any other heavy element) turns out to be too heavy to be moved by a single robot. However, if a group of robots surround it and push in a coordinated way, then the robot system will be able to move the piano [17, 18].

The swarm of robots can also be heterogeneous [19]. While it is normal for all agents in the system to execute the same code, there is no reason why robots should be equal to each other. In fact, it is easier and cheaper to build them if they do not have to be identical, and differences can help solve the task [20]. It is possible that under specific conditions one robot will assemble with another, in a kind of self-assembly coordinated by environmental conditions [21]. This can be useful in tasks where it is required to identify a particular condition or combine two or more robots to activate specific code sequences.

The inspiring principle for the design of these swarms of robots lies in nature. In nature, there are countless examples of animals working together towards a common goal [22, 23]. This collaborative work is observed at all levels, in cells, birds, insects, schools of fish in the sea, and even in humans with the support of social behaviors. We have selected as a biological model the bacterial Quorum Sensing. Under this behavior, bacteria are able to express different kinds of behaviors (according to a single genomic code) in response to chemical stimuli in the environment. In particular, their aggressive behavior has been documented when from these readings they determine that there are a large number of individuals in the neighborhoods, enough to trigger an attack [24].

The following part of the paper is arranged in this way. Section 2 presents preliminary concepts and problem formulation. Section 3 illustrates the design profile and development methodology. Section 4 we present the preliminary results. And finally, in Section 5, we present our conclusions.

2. PROBLEM FORMULATION

A collection of \( n \) robots (numbered 1 to \( n \)) is placed into a compact, connected planar workspace \( W \subset \mathbb{R}^2 \). Let \( \partial W \) denotes the boundary of \( W \). The free space within this environment is denoted by \( E \) and is an open subset of \( W \). Within \( W \) there are obstacles corresponding to areas of the two-dimensional plane not accessible to robots. These obstacles are finite in number and size and independent of each other. We will denote \( O \) as the set of all obstacles. In this way, \( W=E \cup O \).

Let \( r=\{r_1, r_2, ..., r_i\} \) be a set of regions defined by some geometrical strategy in \( E \). Let \( R \) denote the collection of all regions. Each of these regions has a geometrical centroid point \( p_i \) that represents it, where \( p=[p_1, p_2, ..., p_i] \) is the set of all these points in \( E \). We can associate to each one of these points a value of slope, which we will denote as \( m \), which will correspond to some law of navigation defined on the plane of the environment. In coherence, we can define a function \( G(x, y) \) on the plane \( \mathbb{R}^2 \) in such a way that the function assigns this value of slope to each point \( p_i(x, y) \) of the environment. The set of all the points in the environment is called \( p \), therefore \( p_i \subset p \). The assignment of values is made in such a way that the smallest value corresponds to the centroid of the target region.

For the design of the regions, it is important to consider the size of the environment and the size of the robots. The aim is that the robots can be easily organized in a region, that the size of the region is considerably larger than the size of the robot, and that the region is small in relation to the whole environment. These restrictions guarantee the mobility of the robots and the design of the navigation path. With respect to the movement of the robot along the path, under the above considerations the robots are small, and therefore can be modeled as mobile points. Although each robot has a geometry and kinematics, this is not considered relevant in our strategy. The objective of the strategy is not to explicitly control the movement of the robots, not even to determine their state, but to provide their displacement from local information deposited in the environment. This is achieved through a restriction of movement under which the robots are forced to travel through the regions until they find a specific event to guide their movement.

This behavior of the robots can be compared to balls on a billiard table. The balls impact every boundary of the table and bounce back to go through another portion of the table. This type of behavior will be the one programmed by the robots but modified in order not to respect the law of mirrors for the angle of reflection. Instead, they will bounce off obstacles and boundary of the environment on a random angle. This type of movement ensures that the robot travels through the region in a finite time, and therefore finds in it the information it needs to navigate. For a single robot, we define a discrete transition system \( D_t \) that
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simulates the original hybrid system. Let the state space of the discrete system be \( \mathcal{R} \). The transition system is defined as (1):

\[
D_1 = (\mathcal{R}, r_0, \rightarrow_1)
\]

In which \( r_0 \) is the region that initially contains the robot. The transition relation \( r \rightarrow_1 r' \) is true if and only if \( r \) and \( r' \) are neighboring regions with a common border.

The environment with the regions corresponds to a simplification of the navigation problem. In such sense, this description can be represented by a labeled transition graph. In this representation, the vertexes would correspond to the regions defined in the environment, and the edges would correspond to the transitions between the regions as shown in Figure 1.

\( D_1 \) is a representation of the system, which is modeled as a hybrid system. The dynamics of each robot in each region is continuous, but the transition from one region to another is triggered by a discrete event. We propose that with proper triggering events it is possible to guide the robots along a navigation route on \( D_1 \). We use the control description of a hybrid system as a consequence of the description of the robots and their movement in the regions. The system is made up of \( n \) robots, therefore \( D_1 \) is generalized by making an \( n \)-fold Cartesian product of the transition graph. This results in a discrete transition system \( D_n \) that simulates the motions of all robots.

We develop an event-based system, each robot starts with an initial control mode. During execution, the control mode may change only when receiving a sensor observation event \( y \). We define the set of all the possible observation events that a robot can detect and obtain some relevant information from the environment. This set is called \( Y \), therefore \( y \in Y \).

In the proposed strategy of movement, there is no state feedback. It is not possible to determine explicitly the position and orientation of any of the robots of the system, much less of the system as such. Instead, we propose a control strategy based on information feedback. Each robot collects local information through its sensors, and from this information builds an information space through \( \phi : I \times Y \rightarrow I \) mapping. Certain events produce certain actions of the robot according to this mapping. This corresponds to the discrete events of the hybrid system. To coordinate the movement of the robot from the events, we define a set of \( \pi : I \rightarrow U \) form control policies, which are explicitly defined for each task, and allow the robot to define its movement by means of the sensor observation history as shown in Figure 2.

All robots are programmed with the same code, which by similarity with the biological model we call the genome. This genome contains information related to the control policy defined for the task. That is, according to local readings, the robot will switch between behaviors according to the information detected in each region. Each behavior is a new state of the robot, therefore, the system moves from the observations of each agent.

In the task defined at this stage of the investigation, the agents must meet in a target region moving through the different regions of the environment (the initial location of the robots is random). The local readings will correspond to intensity values located as marks in the environment that can be detected and interpreted by the robots (landmarks). These can be color marks or coded digital values. Local
communication is restricted to the identification of neighboring robots within a short range. The detection of obstacles, environmental boundaries, and other robots is done by simple contact sensors.

3. METHODOLOGY

In general, there are two main control strategies for the coordination of a swarm of robots: the use of a central control unit or the use of a distributed control scheme on the robots. It is widely known that the centralized scheme, besides being highly complex, has low reliability, which is why many non-centralized strategies have been postulated. We propose the use of bacterial QS as a decentralized coordination strategy for a group of small autonomous robots with low processing capacity. QS corresponds in biology to the ability of a bacterium to detect population density levels, and respond by genetic regulation (internal code of the bacterium) through a specific action. This ability is supported by local readings that can be made by the bacteria in the medium, and by the information that the same bacteria chemically deposits in the medium (communication with other bacteria).

In our QS model, each robot plays the role of a bacterium, or agent if the classical artificial intelligence nomenclature is used. The agents navigate the environment reading local information through their sensors. The central idea is to make the agents sense this local information, and from there achieve collective coordination. The task proposed in this research is path planning to a target region, which is why parameters such as the inter-agent distance inherent in formation tasks are not relevant. The robots maintain a safe distance between them and with respect to the obstacles from the information of their sensors (contact sensors).

The navigation path can be coded in the environment by some traditional path planning strategy, this would correspond to the design of the navigation environment, and our strategy requires small modifications to the actual navigation environment. For example, a simple option is the use of potential fields. We can define a virtual potential field over the navigation environment in such a way that the values stable the path for the robots. This virtual field can be imagined as a sheet placed as a roof in the navigation environment, in which heavy metal spheres are placed along the desired path. The lowest values of the sheet will correspond to the gradient that the robots must detect and follow.

The proposed strategy requires the design of the navigation environment. This design refers to the definition of the regions, including the region target, and the installation of landmarks in each of the regions. These landmarks are special tags with coded values that are identifiable by the robots through their sensors. These landmarks encode values according to the intensity value corresponding to the location point. The intensity value is assigned to the entire navigation environment according to the design of the potential field or equivalent strategy selected so that the value is minimal in the target region, and increases as it moves away from this region. The robots freely navigate the free space looking for information in the environment. This is, in fact, a search process of the algorithm during which the robots identify the landmarks and react according to the readings. The difference between readings gives the robots the possibility to calculate the gradient of the readings and select a navigation direction that reduces the distance to the minimum, i.e., to the target region. The use of the potential field as heuristics does not result in the problem of local minima since this heuristics is used as an exploration strategy, which in fact ensures the convergence of the strategy.

Now, we introduce an additional element to the algorithm, the QS. This also corresponds to a local event identifiable by the robots, but not coded in the environment, but a consequence of the dynamics of the robots. It corresponds to the reading of the medium that informs about the population density in the region, that is, the number of robots in the same region. A larger population makes the region more attractive, so the effect of QS on the algorithm is to reduce the convergence time. From the mathematical point of view, the gradient in the navigation environment can be represented by two ordinary differential equations of the first order (2). In this representation, the slope at each point corresponds to the intensity.

\[
\frac{dx}{dt} = G_1(x,y) \\
\frac{dy}{dt} = G_2(x,y)
\]  

(2)

In (2) the derivatives on the left represent the speed of change in each of the axes of the environment. As a visual representation, the origin of this system would correspond to the centroid of the region target. These functions try to push the robots towards the origin. A possible design for these functions is shown in Figure 3.
As can be seen, these curves do not allow a path between them, that is, in fact, their design characteristic. The curves are symmetrical with respect to the x-axis, with slopes that push towards the origin. A possible structure of the curves is (3):

\[
x = a \times e^{\frac{-y}{\tau}} - a \\
y = a - a \times e^{\frac{-y}{\tau}}
\] (3)

In this equation, \(a\) is a reference value and \(\tau\) is the time constant. This constant adjusts the slope, and could eventually be defined as a function of population density. With differential writing the equations become (4):

\[
\frac{dx}{dt} = -\frac{a}{\tau} e^{\frac{y}{\tau}} \\
\frac{dy}{dt} = \frac{a}{\tau} e^{\frac{-y}{\tau}}
\] (4)

Exponential representation requires growth control, which is why one variable is subtracted from the other. For a time constant of (5):

\[
5\tau = 5 / \tau = 1
\] (5)

We show the behavior of the slope in Figure 4, and of each of the axes in Figure 5.

In this way, a \(P(x,y)|_{p_0 \rightarrow p_1}\) function defines the path of the robots from their region of origin to the target region as shown in Figure 6. Let \(v(x,y)\) be the potential field on \(E\) which guides the movement of robots. In order that the robots are oriented along \(P(x,y)|_{p_0 \rightarrow p_1}\) the intensity of the field should be minimal for the points belonging to \(P(x,y)|_{p_0 \rightarrow p_1}\). In addition, the field intensity should increase as the points away from the route. This increase can be calculated along a normal line to the path traced. For any point \(p(x,y)\) which does not belong to the path \(P(x,y)|_{p_0 \rightarrow p_1}\) the value of the intensity of the field should be proportional to the perpendicular distance from the point to the path.
The design of the intensity field should also consider the direction of advance, therefore, its value should decrease towards the target region. This can be shown more easily in graphical form. For example, if we want a robot to reach position (5, 4) (target region) from a random starting position, for example, (1, 1), we can think of an intensity field as shown in Figure 7. This design is simple, assigns the lowest value to the target region, and coherent values for the rest of the environment.

4. RESULTS AND ANALYSIS

We simulate the strategy for the conditions of our laboratory and our test robots [25]. The working environment is a rectangle of 5 m x 6 m. The potential field was designed for this environment according to the conditions described above. This field works as an attraction field for robots. Regardless of the initial position of each robot in E, each robot will eventually navigate guided through the field to the target region. In the simulation shown in Figure 8, we arbitrarily select the position of a robot in (1, 3). Under the potential field design is shown in Figure 7, and assuming that the robot can read the value of the field at each point of
we program the robot's behavior to reduce the gradient of the field as it advances. However, to make the robot's behavior more realistic, we did not place landmarks throughout $E$. We only placed a small number of randomly distributed landmarks in $E$, so that the robot would make mistakes when calculating the gradient and direction of forward. In the end, however, the robot managed to find the target region. Since the initial position of the robot and the angle of rotation when an obstacle is found are random, to verify the behavior of the group we performed this simulation several times. In each case, the robot manages to reach the target region.

![Motion of the robot: Rectangular components in time](image1)

![Motion of the robot: Movement in the environment](image2)

**Figure 8. Motion of a robot in the environment**

The landmarks always maintain their location in the environment, and codify the intensity value according to the design of the field at the point where they are placed. We have implemented these landmarks in different ways, in some experiments we use color marks on the ground with different color intensities. We have also used small tags with the values stored in their memory. In either case the robots were equipped with sensors capable of reading the coded information, and interpreted according to the control policy defined for the task. This together with the historical values read by the robot allowed the robot to calculate a gradient and define an action for the readings. If it also detects the presence of other robots, the value of the region increases in proportion to the number of robots detected, this is the QS added to the algorithm, and has the effect of accelerating convergence in favour of populated regions.

### 5. CONCLUSION

In this paper, we propose a strategy for motion planning of a swarm of robots based on simple rules for each robot, local readings, and bacterial QS to accelerate navigation. The strategy makes use of a heuristic to design a potential field in the environment to establish the value of landmarks to be installed in the environment. These landmarks will encode values of punctual intensities in the environment that the robots can read, and from them establish a gradient and a navigation direction. This direction of navigation is influenced however by the number of individuals present in the surroundings. If a robot detects other robots nearby, the area becomes more desirable for the robot in direct proportion to the number of robots detected, this is a feature that mimics the bacterial QS. From simulations, it was possible to verify the success of the strategy and proposes the use of experiments to validate the results in the real world.
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