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Abstract

A growing body of literature in fairness-aware ML (fairML) aspires to mitigate machine learning (ML)-related unfairness in automated decision making (ADM) by defining metrics that measure fairness of an ML model and by proposing methods that ensure that trained ML models achieve low values in those measures. However, the underlying concept of fairness, i.e., the question of what fairness is, is rarely discussed, leaving a considerable gap between centuries of philosophical discussion and recent adoption of the concept in the ML community. In this work, we try to bridge this gap by formalizing a consistent concept of fairness and by translating the philosophical considerations into a formal framework for the evaluation of ML models in ADM systems. We derive that fairness problems can already arise without the presence of protected attributes, pointing out that fairness and predictive performance are not irreconcilable counterparts, but rather that the latter is necessary to achieve the former. Moreover, we argue why and how causal considerations are necessary when assessing fairness in the presence of protected attributes. Eventually, we achieve greater linguistic clarity for the discussion of fairML by clearly assigning responsibilities to stakeholders inside and outside ML.

1 Introduction

The machine learning (ML) community has produced numerous contributions on the topic of fairness-aware ML (fairML) in recent years. However, a fundamental question remains: What is fairness? This question is not so easy to answer and often skipped; instead of asking “what is fairness”, the questions of “how to measure fairness of ML models” and “how to make ML models fair” are pursued. This paper does not intend to criticize individual approaches that address those latter questions and often propose important solutions.

Rather, the aim is to make explicit the premises that underlie the various understandings of fairness and the approaches to solving fairness problems. In doing so, a largely concordant understanding can be elaborated that is based on a rich foundation in the history of philosophy. Subsequently, we show that the conception of fairness depends on multilayered normative evaluations; any discussion of fairML is reliant on adopting those normative stipulations. The basis for fair decisions is always the question of the equality of the people treated with respect to the subject matter concerned. With this decision basis, a decision rule is to be established, which in turn can be adapted to the concrete needs as a result of normative stipulations. Based on this basic concept of fairness, we turn to the question of to what extent ML models can induce unfair treatments in automated decision making (ADM).
1.1 Our Contributions

- To the best of our knowledge, this is the first contribution that formalizes a consistent concept of fairness derived from philosophical considerations and translates it into a formal framework for the evaluation of ML models in ADM systems, hence bridging the gap between centuries of philosophical discussion and the recent adoption in the ML community.

- By doing so, we precisely delineate fairML's contribution to questions of fairness in ADM from the responsibilities of other scientific fields as well as from the socio-political discussion and from fundamental legislative decisions, with the result of greater linguistic clarity.

- We argue that an ML model cannot be unfair per se due to the lack of an action aspect, and derive that fairness problems can arise using ML models in ADM systems if the model is not individually well-calibrated – even if no protected attributes are present – hence pointing out that predictive performance is paramount for fairness rather than a tradeoff to it.

- We argue that in the presence of protected attributes, a fictitious, normatively desirable world is conceived with respect to which ML models are to be trained and evaluated, conclude that fairness criteria must make causal considerations, and elaborate on how counterfactuals should be used for fairness evaluation.

- A practical advantage of our approach (compared to, e.g., [16], who acknowledge that “[...] access to the distance metric [...] is one of the most challenging aspects of our framework”) is that we only require non-ML users to answer three normative questions that they are already accustomed to answering – also without using ML.

- In addition, we offer a concept for fair but unequal treatment of unequal individuals.

1.2 Related Work

What exactly is understood by fairness is not disclosed by central laws [14] or statements from politics [18]. Because of this, there exists a broad and now almost unmanageable body of literature on the topic of fairness in general and, in particular, on the fairness of ADM – especially in the social sciences, law, and more recently in ML [for overviews see, e.g., [11] [5] [8] [12] [13] [37]. Most of their arguments, however, are presuppositional and start a step further than we do here. Explanations of what fairness really means, if they occur, usually turn out to be vague [7] [15] [21] [26] [31]. There is a growing awareness in the ML literature that basic assumptions that are not made explicit do indeed matter [19] [36] [38], but the reappraisal of these basic assumptions is still in its infancy. Adding to the many concepts of group fairness [see, e.g., [46] for an overview], most recently, the notion of individual fairness, highlighted in particular by [16], has received considerable resonance [6] [13] [19] [34]. This requires that similar individuals should be treated similarly and reflects a demand already formulated comparably by [22] more than 50 years ago (see also [25] [45] regarding the debate on test (un)fairness in mid 20th century). Compared to [16], [43] assume for a ranking task that “[u]nfairness occurs when an agent with higher merit obtains a worse outcome than an agent with lower merit.” At first glance, [34] go in a different direction with their concept of individual counterfactual fairness, according to which a fair decision exists if it turns out to be the same in the real world and in a fictitious world in which the individual in question belongs to a different group. As described later, these definitions – which take up causal concepts [see also [22] [29] [33] – seem to produce useful results and are also supported by our considerations, but nevertheless do not represent essential aspects of the fairness concept. We note that our concept can be used to resolve confusions that have recently arisen in view of supposedly different definitions of fairness [19] [33] [34] [38].

In order to reveal the basic formal structure of the concept of fairness, it is not enough to go back to the great works of the 20th century, since these also take a step further and usually focus on which material criteria should be taken into account in the context of a just or fair distribution [10]. These considerations already build on the concept that we will present below [41] [42]. For this reason, our considerations lend themselves equally well as a complement to the manageable ML literature that ties in with corresponding theories of distributive justice [9] [20] [27] [32].

2 The basic structure of fairness

The general understanding of fairness is regularly characterized as (i) typically concerning the treatment of people by people [5] [11] [15] [31] and (ii) not being described as a concept, but merely by
referring to normatively charged synonyms – such as justice, equality, or absence of discrimination. At first glance, one might think that a more detailed definition of the term is superfluous and that fairness may be difficult to define, yet intuitively graspable. Suppose, for example, that we have a cake from which two people are to receive a portion. It seems (initially) “fair” if each person gets one half of the cake. Fairness, then, is equated with “equality” or “equal treatment”. But what if one person is starving and the other is well-fed and satiated? What if the cake is supposed to be a reward for a service previously rendered and one person has done twice as much as the other?

2.1 Basis for decision: equality or inequality

In these considerations, sometimes referred to as the difference between “equality” and “equity”, lies the basic problem of arguments about fairness. These always depend on the reference point of the evaluation: Is it solely the distribution of the asset at hand? Or should the point of reference also be the person concerned? What is fair is then determined by who is affected.

These rather trivial considerations can be translated into a theoretical framework, i.e., a formal basic structure. The fundamental aspects of this concept were already developed by Aristotle in his analysis of the nature of justice [3] (which is not being considered by [30, 42] in their approaches to invite Aristotle into the discussion about fairness) and still provide a viable foundation for contemplating fairness today. Here, justice can be understood as mere adherence to the standards agreed upon in society (e.g., in laws), but also refers to the idea of equality. This idea of equality is the common root of what is meant by “justice” or “fairness” when used as a critical concept. Equality demands that equals are to be treated equally and unequals unequally. In other words, if unequals are treated equally, this is unfair. If equals are treated unequally, this is also unfair.

Consequently, the decision-making basis for treatment is the question of whether or not people are equal. However, equality is a strongly normatively loaded term, because people possess infinitely many qualities and are therefore never equal. In relation to certain situations, however, there is a normative stipulation that this difference between people should be irrelevant. Aristotle stated that this is particularly the case in the private relations: if two people conclude a contract and it is a question of whether performance and consideration are balanced, it is irrelevant who these people are. Similarly, it is irrelevant whether a rich person kills a poor person or vice versa. Because the distributional decision here can be made by means of a simple calculation, Aristotle speaks in this respect of arithmetic or continuous proportionality.

In other situations, however, equality is said to depend on the characteristics of the people concerned; the relevance of the characteristics for the assessment of equality is decided normatively. Aristotle calls this the “worthiness” of people. For example, take the tax rate: In many societies, those who earn more also pay a higher tax rate, and vice versa. Because this kind of distribution decision must consider the balance of a more complex ratio, Aristotle speaks here of the geometric or discrete proportionality. The distribution ratio results in dependence on the worthiness negotiated in the political dispute: the ratio of the worthiness of person $i$ to the assets distributed to them must correspond to the ratio of the worthiness of person $j$ to the assets distributed to them.

As evidenced, equality is always the result of a normative stipulation. This is accompanied by an evaluation of what is to be brought into a relationship of equality – only the things or assets that are distributed (arithmetic proportionality), or also the people (geometric proportionality). For Aristotle, this depends on the subject area concerned: private dealings are decided by arithmetic proportionality, and government distribution is decided by geometric proportionality. Today, it is part of the political dispute whether private matters may be left in this sphere or whether state intervention according to the principles of the state distributive system is deemed necessary. Due to the normativity of the concept of equality, the assessment of whether actions constitute equal or unequal treatment – and are “fair” or “unfair” –, can vary widely depending on the system of norms involved. However, certain moments of consensus are now emerging, at least in certain regions of the world – for example, with regard to the unequal treatment of women or ethnic groups.

Nowadays, the so-called Protected Attributes (PAs) play a special role in the decision-making process, e.g., the characteristics listed in the US Civil Rights Act of 1964, in the Charter of Fundamental Rights of the European Union, or in Article 3 of the German Constitution. In some cases, the comparison of two people must not be based on these PAs (PA-neutrality). Because the attributes, if they do not exist, cannot act as causal factors either, this decision is accompanied by the consideration to
ignore the consequences of these attributes as well, e.g.: if ethnicity has an influence on an offender’s probability of recidivism, it seems natural to choose not to take this into account. Here, an underlying consideration may be that ethnicity is not the direct reason for the higher probability of recidivism, but rather that ethnicity has complex consequences for socialization processes, which then in turn have an effect on the higher recidivism probability, e.g., an average lower level of education or a certain place of residence. A society may take responsibility for these consequences, wanting to keep them out of the decision-making process. However, because no monocausal processes occur in the life of an individual – i.e., in the example, ethnicity is not the only causal factor for the level of education – this is again a social negotiation process, at the end of which a normative decision is made as to who is to be attributed responsibility for which processes. These considerations make it evident that eventually a fictitious world massively corrected by normative evaluations becomes the basis for deciding on the treatments of individuals.

Conversely, there are constellations in which the PAs are specifically targeted in order to justify the inequality of people and thus their unequal treatment in the form of a preference for the feature bearers (**PA-focus**). The perspective depends on a normative decision as to whether the protection of the feature bearers in the respective subject area is to be ensured “only” by means of an exclusion of these features, or whether reality is to be actively reshaped according to certain objectives. In the words of Aristotle, in the first case, a diminished worthiness must not be based on the protected attributes, while in the second case, the same attribute is invoked to establish a higher worthiness. Thus, even the complex reality of today still fits into Aristotle’s concept – while at the same time it is evident that multi-layered normative questions are involved here. Even in the area of PAs, there is thus no fixed “equal treatment” or “fairness”.

### 2.2 Decision rule: equal treatment

Once the basis for decision has been established, a decision rule must be drawn up in a second step, which determines the extent to which equality or inequality is to be taken into account. In general, this is given by the idea of equality or proportionality. In the case of geometric proportionality, it must hold that the ratio of treatment to worthiness is the same for any comparison of two individuals $i$ and $j$, i.e., $t(i)^{i}_{w(j)} = t(j)^{i}_{w(j)} = k \ \forall i, j \in \{1, \ldots, n\}$. In other words, we can define a treatment function $s : W \rightarrow T, w \mapsto t$, where typically $W \subseteq \mathbb{R}$ and $T \subseteq \mathbb{R}$:

**Definition 1 (Geometrically fair treatment).** A treatment $t(i)$ of an individual $i$ is called **geometrically fair** iff it is a linear function of the individual’s worthiness $w(i)$, i.e., $t(i) = s(w(i)) = k \cdot w(i)$, where the value of $k \in \mathbb{R}$ is a normative choice.

In the simpler case of arithmetic proportionality, a fair treatment does not depend on the worthiness:

**Definition 2 (Arithmetically fair treatment).** A treatment $t(i)$ of an individual $i$ is called **arithmetically fair** iff it is the same as for any other individual, i.e., $t(i) = s(w(i)) = k \ \forall i$ does not depend on the individual’s worthiness $w(i)$, where the value of $k \in \mathbb{R}$ is a normative choice.

However, it may be decided to modify the treatment function $s(\cdot)$ in a more flexible way, e.g., if a tax rate is raised with higher income, but this is done step-wise rather than continuously – and above a certain income, not at all. The function $s(\cdot)$ can thus be normatively corrected:

**Definition 3 (Fair treatment).** A treatment $t(i)$ of an individual $i$ is called **fair** iff it is determined by a normative function of the individual’s worthiness $w(i)$, i.e., $t(i) = s(w(i))$, where $s(\cdot)$ is a monotonic function.

This guarantees (i) equal treatment of equals (as measured by $w$) and (ii) unequal treatment of unequals in a normatively defined way that is then considered to be fair. Even if it would be mathematically straight-forward to allow for $s(\cdot)$ being more flexible, a non-monotonic $s(\cdot)$ would not be in line with the above philosophical concept. Note that one will demand strict monotonicity if unequals are always to be treated unequally, and that geometrically and arithmetically fair treatments result by special choices of $s(\cdot)$. Thus, again, valuation decisions arise that add another normative dimension to the decision process. The duty of ML in the ADM process will be to provide an estimate of the individual’s worthiness $w(i)$, which serves as basis for the decision of their treatment.
3 Role of ML in the ADM process

Now that we have defined the general concept of fairness, we can turn to answering the question of to what extent an ML model used in the context of an ADM process can be unfair. First, in Section 3.1 we will review the steps of an ADM process with respect to the applicability of the notion of fairness and illustrate the application of the concept using the COMPAS example.

3.1 Fairness in the ADM process

![Diagram of ADM process](image)

Figure 1: (a) Simplified ADM process, following [44]. (b) Following the notation of [34], A is a PA, X*, are sets of observable features, U*, are latent background variables, Y is the output. Arrows denote causal effects; in the fictitious world, dashed lines are removed. Note that PA may still have causal effects on a set X2 of observable features, as long as this does not imply effects on Y.

The ADM process is explained in detail in [44], we consider a reduced version (see Figure 1a). We divide the process into three categories: (A) actions against people, (B) other actions, and (C) artifacts. As shown in Section 2, the notion of fairness is applicable only to category (A) and, hence, not directly applicable to the ML model. However, the results of categories (B) and (C) establish the basis of decisions for actions against people: the basis of decisions – called “worthiness” in the prior section – is the measure of equality of individuals, with respect to the decision to be made. In a classification scenario, this metric is the individual probability of success $P(y = 1|i) = \pi(i)$; in a regression scenario, it is the individual expected value $\mathbb{E}(y|i) = \mu(i)$.

Thus, indirectly, the elements of categories (B) and (C) can induce unfair actions. (We will hold to the classification scenario in the following for notational clarity, but switching to the regression scenario is straightforward, remedying a critique towards fairML’s focus on classification formulated by [25].) Note that the normative decision can be made to consider not only a $\pi(i)$ – which is yet to be estimated – as the basis for decision-making, but to consider additional factors; the treatment is then a function $s(\pi(i), v(i))$ of $\pi(i)$ and other variables $v(i)$ that are not to be used as input to the ML model. Before we shed more light on the role of ML in this process, we highlight the crucial difference between the ML model and actions based on it and analyze the effect of the occurrence of PAs.

In the much-cited COMPAS example [2], the individual probability $\pi(i)$ of recidivism within two years ($y \in \{0, 1\}$) [35] is the basis for deciding how to treat defendant $i$. Since $\pi(i)$ is unknown, an ML model $\hat{\pi}(\cdot)$ is used to estimate it, based on a feature vector $x(i)$. The goal of the ML model [see, e.g., 40] is to assign different – and as accurately as possible – recidivism probabilities to different individuals, based on the observed features:

**Definition 4 (Statistically discriminative model w.r.t. feature $X$).** An ML model $\hat{\pi}(\cdot)$ is called statistically discriminative w.r.t. feature $X$ if there is at least one pair of individuals $i$ and $j$ who differ only with respect to feature $X$ and are assigned different predicted probabilities $\hat{\pi}(i) \neq \hat{\pi}(j)$.

This is either the case or not the case for each feature; however, a fairness evaluation can only be applied to the action based on it. From the definitions above, we derive a similar notion as [22]:

**Definition 5 (Descriptively unfair treatment).** Assume a pair of individuals $i$ and $j$ who differ only with respect to feature $X$. Assume that feature $X$ is not a causal reason for a difference in the true probabilities, i.e., $\pi(i) = \pi(j)$. A treatment is called descriptively unfair w.r.t. feature $X$ if these individuals are treated differently, i.e., $t(i) = s(\hat{\pi}(i)) \neq t(j) = s(\hat{\pi}(j))$, in a process due to differing estimated individual probabilities $\hat{\pi}(i) \neq \hat{\pi}(j)$.
**Example 1:** Assuming that the recidivism probability \( \pi \) does not causally depend on the ethnicity \( X \), yet two persons who differ only with respect to ethnicity (i.e., have the same true recidivism probability) would be assumed by the ML model to have different recidivism probabilities, and therefore there would be different judicial decisions, then this unequal treatment would be descriptively unfair – regardless of whether ethnicity is a PA or not, because equals would be treated unequally.

If, on the other hand, \( X \) is causal for a difference in \( \pi \), then a differing decision basis due to \( X \), i.e., \( \pi^{(i)} \neq \pi^{(j)} \) and a resulting difference in treatment, i.e., \( t^{(i)} \neq t^{(j)} \) cannot be said to be descriptively unfair – unequals are treated unequally. This evaluation may change with the introduction of PAs, as derived in Section 2 and similarly noted by [36], as the assessment of equality changes:

**Definition 6 (Normatively unfair treatment).** Assume a pair of individuals \( i \) and \( j \) who differ only with respect to feature \( A \). Assume that feature \( A \) is a causal reason for a difference in the true probabilities, i.e., \( \pi^{(i)} \neq \pi^{(j)} \). Assume that feature \( A \) is a PA. A treatment is called **normatively unfair w.r.t. feature** \( A \) if these individuals are treated differently, i.e., \( t^{(i)}(=s(\tilde{\pi}^{(i)})) \neq t^{(j)}(=s(\tilde{\pi}^{(j)})) \), in a process due to differing estimated individual probabilities \( \hat{\pi}^{(i)} \neq \hat{\pi}^{(j)} \), as feature \( A \) must not be invoked for the determination of equality, i.e., the decision basis for the treatment.

**Example 2:** Suppose that the probability of recidivism \( \pi \) depends causally on the ethnicity \( X \), but the judicial decision should not depend on the ethnicity for normative reasons, e.g., because society decides not to let the individual bear the responsibility for the grievance that ethnicity is causal for the probability of recidivism, but to take it from them and bear it as a whole society.

So, the measure of equality here is no longer the true recidivism probability \( \pi \) in the real world, but rather the true recidivism probability \( \tilde{\pi} \) in a fictitious, normatively desired world – a world where the PAs have no causal effects on the probability, neither directly nor indirectly, i.e., \( \tilde{\pi}^{(i)} = \tilde{\pi}^{(j)} \) for the pair considered in Definition 6 (see also Figure 11b). Once we have moved to this world after defining the PAs, we can use \( \tilde{\pi}^{(i)} \) (instead of \( \pi^{(i)} \)) as a measure of equality; hence, a fair treatment would result by \( t^{(i)} = s(\tilde{\pi}^{(i)}) \). The role of ML is to estimate \( \pi^{(i)} \) or \( \tilde{\pi}^{(i)} \) as accurately as possible.

### 3.2 Contribution of ML – without PA

We first consider the situation where no PA is present and show that, even then, the use of an ML model can induce fairness problems. In Section 3.3 we consider the situation where PAs are present.

#### 3.2.1 Can ML induce unfairness, and if so, how?

In Section 2 we saw that the treatment \( t^{(i)} \) of an individual \( i \) based on a decision basis \( w^{(i)} \) is fair iff it follows the normative decision rule \( s(\cdot) \), i.e., iff \( t^{(i)} = s(w^{(i)}) \). In Section 3.1 we saw that in the context of an ADM process, the decision basis \( w^{(i)} \) often corresponds to the individual probability \( \pi^{(i)} = \mathbb{P}(y = 1|i) \) for an event \( y \in \{0, 1\} \). Since the true individual probability \( \pi^{(i)} \) is unknown in practice, we use data to estimate \( \hat{\pi}^{(i)} \). In doing so, two key steps introduce imprecision that can induce unfair treatment in the outcome and are described below (see also Table I).

| Fair treatment | Treatment w/ coarse information | Treatment w/ ML model |
|----------------|--------------------------------|-----------------------|
| True world     | \( s(\pi^{(i)}) \)          | \( s(\pi(x^{(i)})) \) | \( s(\hat{\pi}(x^{(i)})) \) |
| Fictitious world| \( s(\tilde{\pi}^{(i)}) \) | \( s(\tilde{\pi}(x^{(i)})) \) | \( s(\hat{\pi}(x^{(i)})) \) |

**Coarsening of information.** The first step is to coarsen the information by basing the treatment not on the true individual probability \( \pi^{(i)} \) but on a group probability \( \pi(x^{(i)}) \) that assigns the same value to all individuals \( I_x = \{ i : x^{(i)} = x \} \) with the same combination of observed features \( x \). Naturally, the function \( \pi : X \rightarrow [0, 1] \) is as true and unknown as the individual probabilities \( \pi^{(i)} \). For any feature combination \( x \), this function is the best possible approximation of the different \( \pi^{(i)} \) of the different individuals \( I_x \) sharing that feature combination, based on the available \( p \) features.
This coarsening of information introduces fairness problems, since individuals $I_x$ are treated the same even though they are – except for the features collected – not the same. Except for degenerate special cases where all individuals in a group $I_x$ are identical or for a few individuals where $\pi^{(i)} = \pi(x^{(i)})$ happens to hold, this results in $\pi^{(i)} \neq \pi(x^{(i)}) \Rightarrow s(\pi^{(i)}) \neq s(\pi(x^{(i)})) = t^{(i)} \forall i \in \{1, \ldots, n\}$ (if $s(\cdot)$ is injective), so (almost) all individuals are treated unfairly – even when $\pi(\cdot)$ is known.

This step is only appreciated in a few works, such as [19][31][38][43]. However, it is very important for fairness considerations of ADM systems, since this means that already reducing the information regarding an individual to finitely many features is a gateway to unfairness – even if we knew the true $\pi(\cdot)$, and even before we considered how to estimate $\pi(\cdot)$ and also before introducing PAs.

**Estimation by ML.** Estimating the unknown function $\pi(\cdot)$ by $\hat{\pi}(\cdot)$ introduces two types of error: The *estimation error* comes from the fact that the learner has only a finite amount of training data $D = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(n)}, y^{(n)})\}$ available. This error converges to 0 for $n \to \infty$. Should the true $\pi(\cdot)$ not be part of the hypothesis space $\mathcal{H}$, a non-reducible *approximation error* remains.

### 3.2.2 Evaluation regarding fairness

Evaluation of the ML model $\hat{\pi}(\cdot)$ can be done at two levels, namely (i) with respect to $\pi(\cdot)$ or (ii) with respect to $\pi^{(i)}$. Considering level (i), for cases in which every conceivable feature combination $x \in \mathcal{X}$ is represented sufficiently often (only possible in the case of few categorical features), the mean observed and predicted probabilities can be compared directly – for example, via the L2 norm.

$$\frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} (\hat{\pi}(x) - \pi(x))^2$$

However, that using the L2 norm is another normative choice.) Since this (a) is only conceivable for particular, it falls short to define a group based only on a single feature. Rather, it is necessary to assign individuals to a group that is inappropriate with respect to their true probability $\pi(\cdot)$. This coarsening of information introduces fairness problems, since individuals are treated unfairly – even if we knew the true $\pi(\cdot)$, and even before we considered how to estimate $\pi(\cdot)$ and also before introducing PAs.

**Definition 7 (Individually well-calibrated model):** An ML model $\hat{\pi}(\cdot)$ is called individually well-calibrated for individual $i$ if $\hat{\pi}(x^{(i)}) = \pi(x^{(i)})$, which can be seen as an individual version of well-calibration [31][46].

**(Note that a direct generalization to regression is possible by replacing true and estimated probability evaluation directly with respect to $\pi(\cdot)$ with $\hat{\pi}(\cdot)$.)**

### 3.3 Contribution of ML – with PA

Even without the presence of PAs, the use of empirical methods can induce fairness problems. We now analyze what changes through the introduction of PAs. Again, we consider first the process of finding a model and then the question of evaluating the model with respect to fairness.

#### 3.3.1 Can ML induce unfairness, and if so, how?

In Section 3.1, it was shown that in the presence of PAs, in order to be able to achieve a fair treatment, the basis for decisions is PA-neutral, i.e., the normative decision can be made to use the PA-neutral true probability $\tilde{\pi}(\cdot)$ instead of $\pi^{(i)}$ as a measure of equality. This $\tilde{\pi}(\cdot)$ describes for an individual $i$ the probability $P(y = 1|i)$ for an event $y \in \{0, 1\}$ in a fictitious, normatively desired world in which the PA has no causal influence on this event, neither directly nor indirectly. As above, treatment $t^{(i)}$ of an individual $i$ is then said to be fair if it follows the normatively specified decision rule $s(\tilde{\pi}(\cdot))$, with changed decision basis $\tilde{\pi}(\cdot)$. Thus, in the COMPAS example, we consider the individual recidivism probability $\tilde{\pi}(\cdot)$, in a fictitious world where the PA has no causal influence on recidivism.
Since the PA is not supposed to have a causal influence on $\tilde{y}$ in this fictitious world, the normative decision can be made to exclude certain indirect influences of the PA on $\tilde{y}$ via other features. Therefore, the feature vector of individual $i$ is also to be considered PA-neutral, i.e., $\tilde{x}^{(i)}$. This does not mean that the PA is removed (hence, goes beyond “fairness through unawareness” \cite{20}), nor that all influences of the PA are fictitiously removed. Rather, only those that (possibly via detours) have an effect on $\tilde{y}$ are removed (see dashed lines in Figure 1b). Note that, while related, this is a different idea than that formulated in Lemma 1 of \cite{34}, where the prediction is a function of the non-descendants of $A$; rather, we allow the prediction to be a function of the descendants of $A$ (set $X_1$ in Figure 1b) as well but rely on the fictitious world counterpart $\tilde{X}_1$ of these features. In the COMPAS example, individuals might not only have a different recidivism probability when the influence of the PA is removed, but also, e.g., a different income or residence, assuming that in the real world the PA also has a causal influence on these features.

There is also no reason to assume that the relation of event and features is identical in the real and fictitious world after potentially causal influences are removed, so the function $\tilde{\pi}(\cdot)$ we are looking for is also potentially different from $\pi(\cdot)$. In the COMPAS example, the influence of features such as income and residence on the recidivism probability might be different in the two worlds.

Thus, we are confronted with a different situation than in Section 3.2 since we want to learn contexts in a fictitious world, considering a different data generating process. We can now again consider the two steps of introducing imprecision in empirical use cases (see also Table 1, bottom row).

Coarsening of information. Again, the first step is a coarsening of information, since instead of individual probabilities $\tilde{\pi}(\cdot)$, group probabilities $\tilde{\pi}(\tilde{x}^{(i)})$ are considered. The function $\tilde{\pi}(\cdot)$ is then true (in the fictitious world) and unknown to us, and $\tilde{\pi}(\tilde{x}^{(i)})$ is the best approximation of $\tilde{\pi}(\cdot)$ possible via $\tilde{x}^{(i)}$. Thus, by the same reasoning as above, even knowing $\tilde{\pi}(\cdot)$, treatment based on $\tilde{\pi}(\tilde{x}^{(i)})$ can be unfair, since unequal (with respect to $\tilde{\pi}(\cdot)$) are treated equally (since they have identical $\tilde{x}^{(i)}$) and this is before we have even considered estimating $\tilde{\pi}(\cdot)$.

Estimation by ML. In the second step, the function $\tilde{\pi}(\cdot)$ is estimated by $\hat{\tilde{\pi}}(\cdot)$, introducing an error. This estimation should be performed on a random sample $\tilde{D} = (\tilde{x}^{(1)}, \tilde{y}^{(1)}, \ldots, \tilde{x}^{(n)}, \tilde{y}^{(n)})$ of the fictitious world. The practical problem is that if we do not have these data from the fictitious world, we must rely on data $D$ from the real world. However, with these data, in turn, we do not estimate $\tilde{\pi}(\cdot)$, but rather $\pi(\cdot)$. Even if we had a one-time access to the fictitious world, providing us training data $D$ with which we could determine $\hat{\tilde{\pi}}(\cdot)$, we would again have only $x^{(i)}$ available at prediction time, so we could not use the learned model for predicting $\hat{\tilde{\pi}}(\tilde{x}^{(i)})$. To effectively solve this problem, we would need to develop a way to create mappings from the real to the fictitious world, i.e., $m_y: Y \rightarrow \tilde{Y}$, $y \mapsto \tilde{y}$ and $m_x: X \rightarrow \tilde{x}$, $x \mapsto \tilde{x}$. Naturally, we would still have the usual estimation and approximation error. We now reflect on the evaluation of such a model $\hat{\tilde{\pi}}(\cdot)$.

3.3.2 Evaluation regarding fairness

Let us first assume that, in the absence of $\tilde{D}$, we have learned a model based on $D$. We obtain an estimate $\hat{\tilde{\pi}}(x^{(i)})$, i.e., an approximation of $\tilde{\pi}(x^{(i)})$ by observable data $x^{(i)}$. (One possibility is to simply consider $\hat{\pi}(x^{(i)})$ — although it remains highly unclear how well this model approximates $\tilde{\pi}(x^{(i)})$.) As above, we can perform the evaluation of the model $\hat{\tilde{\pi}}(x^{(i)})$ at two levels, namely (i) with respect to $\hat{\tilde{\pi}}(\cdot)$ or (ii) with respect to $\tilde{\pi}(\cdot)$, where again only the second variant is constructive. The treatment $t^{(i)} = s(\hat{\pi}(x^{(i)}))$ is fair iff $s(\hat{\tilde{\pi}}(x^{(i)})) = s(\tilde{\pi}(x^{(i)}))$. Thus, no sufficient condition for fairness is $\hat{\pi}(x^{(i)}) = \pi(\cdot) \forall i$. A sufficient condition for fairness, however, is:

Lemma 1. A treatment $s(\hat{\pi}(x^{(i)}))$ of individual $i$ is fair if $\hat{\tilde{\pi}}(x^{(i)}) = \pi(\cdot)$.

For a strictly monotonic $s(\cdot)$, this condition is also necessary for a fair treatment. However, we can only test this condition with access to $\tilde{y}^{(i)} \forall i$. Alternatively, we can formulate a necessary condition:

Lemma 2. Assume that $s(\cdot)$ is strictly monotonic; a treatment $s(\hat{\tilde{\pi}}(x^{(i)}))$ of individual $i$ is only fair if $\hat{\tilde{\pi}}(x^{(i)}) = \hat{\pi}(x^{(i)})$.

Then, all who are PA-neutrally equal are treated equally; however, we can only test this condition if we have access to $\tilde{x}^{(i)} \forall i$. This condition is only necessary because, e.g., $\hat{\pi}(\cdot) = 0.5$ satisfies the con-
dation, but treatment based on this condition is not fair unless indeed \( \tilde{\pi}(i) = 0.5 \; \forall i \). (Moreover, such an ML model is useless because it does not contain any information about individual \( i \). Regardless, the important point is that unequals will also be treated equally under this model, which is contrary to fairness.) Consequently, another condition must be defined to ensure that such trivial models are excluded. Ideally, the chosen model should also perform well – which, again, can only be verified with knowledge of \( \hat{\tilde{y}}(i) \; \forall i \). Alternatively, validity of counterfactuals \( \hat{x}(i) \) can be required (see below).

Note on the validity of fairness-aware training: Following the idea of post-processing \([12, 23]\), we could train the model on \( \tilde{D} \) and evaluate it with respect to test performance, iteratively satisfying the condition \( \tilde{\pi}(x(i)) = \hat{\tilde{\pi}}(\hat{x}(i)) \; \forall i \) necessary for fairness as well as possible. For this approach we would need a valid method to generate counterfactuals \( \hat{x}(i) \). However, this methodological challenge is compounded by a more fundamental problem: without knowledge of the \( \hat{\tilde{y}}(i) \), it is unclear to what extent the resulting model (which continues to be trained only on real-world data) can adequately learn the relationships in the fictitious world. Conversely, knowing the \( \hat{\tilde{y}}(i) \) and \( \hat{x}(i) \), one could train the model directly with \( \tilde{D} \), which would render the post-processing approach obsolete.

We conclude that (i) proof of fairness is possible via checking the sufficient condition of Lemma 1 – if \( \hat{\tilde{y}}(i) \) can be generated, and that (ii) proof of unfairness is possible via the negation of the necessary condition of Lemma 2 – if counterfactuals \( \hat{x}(i) \) can be generated, whereby an additional quality criterion must be added to exclude trivial (and thus, in practice, useless) counterfactuals.

We have seen that for a valid training of a model in the fictitious world as well as for its evaluation regarding fairness, methods should be found to create mappings from the real to the fictitious world. Some minimal requirements for those mappings are formulated in Appendix A leaving a thorough treatment of this important topic for further research.

4 Conclusion and Discussion

Despite a rapidly growing body of literature addressing the topic of fairML, there was still a lack of a unified theoretical foundation. By drawing on basic philosophical ideas, the fairness debate could be placed on such a foundation. The basic axioms that underlie the fairness debate even now – without being made explicit – were identified, and their relationship to one another was worked out. It was necessary to separate the basic structure of fairness from material aspects. Based on this, the normative stipulations could be precisely identified, which must take place outside ML. For the case of PA-neutrality, three normative questions must be addressed for the task at hand: (i) Which attributes are defined as PAs (if there are any)? (ii) How is the basis for decisions, i.e., the measure of equality of individuals \( (w(i),) \) defined? (iii) How is the treatment function \( (s(w(i)) \) defined?

ML models provide estimates of this basis for decisions and are not unfair per se, but can induce unfairness. Regardless of the presence of PAs, fairness problems can arise with ML, e.g., if the model is not individually well-calibrated. Thus, we do not see a tradeoff between fairness and predictive performance, but predictive performance is essential for fairness. Since individual well-calibration cannot be checked empirically, approaches that consider all computationally identifiable subgroups should be pursued. In general, once PAs are defined, fairness cannot be evaluated easily because the ground truth of the fictitious world (where the causal effects of PAs have been removed) is missing; an approximation to this fictitious world are counterfactuals. The concept of fairness is hence intrinsically related to causal considerations. However, causal questions can, in general, not be answered with purely observational data \([29, 34, 39]\); for fairML, this means that causal approaches must come into focus even more.

Negative societal impact. As for other technical solutions, overtrusting techniques to overcome fairness problems can have negative societal impacts. However, our hope is that by explicitly tasking non-ML users with answering three broadly understandable normative questions and by linking the ML model evaluation to the respective answers, we contribute a step in the direction of bringing societal needs and technical solutions closer together. Nevertheless, if the answers establish undesirable, e.g., discriminatory norms, then there is no technical possibility to remedy this. Therefore, it is of paramount importance that the normative stipulations – especially in critical applications – are transparent and result in a broad societal discussion.
Limitations and future research. This paper considers fairness questions of ADM systems, where an ML model is used to predict some characteristic of interest in the subject matter concerned. Other applications of ML models – such as diagnostic usage as advocated in, e.g., [4] – are out of scope. Considering PAs, we focus on how to reflect PA-neutrality in the ADM process – it would be interesting to tackle incorporating PA-focus as well. Furthermore, we derive both that counterfactuals should be used to evaluate fairness as well as how these counterfactuals should be used but do not provide concrete algorithms on how to create these counterfactuals, leaving this for future research.
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A Appendix

Requirements for $m_x : \mathcal{X} \rightarrow \tilde{\mathcal{X}}$, $x \mapsto \tilde{x}$: All normatively equal individuals must be assigned the same counterfactual $\tilde{x}^{(i)}$. To avoid trivial mappings to, e.g., 0, validity of the counterfactuals $\tilde{x}^{(i)}$ must also be required: The PA-independent contexts within the feature space $\mathcal{X}$ of the real world must be found in the fictitious world, only the contexts evaluated as PA-dependent are fictitiously removed. In other words, feature groups $X_2$ and $X_3$ in Figure 1b remain untouched.

Requirements for $m_y : \mathcal{Y} \rightarrow \tilde{\mathcal{Y}}$, $y \mapsto \tilde{y}$: All normatively equal individuals must be assigned the same counterfactual $\tilde{y}^{(i)}$. In addition, to avoid trivial mappings to, e.g., 1, validity of counterfactuals $\tilde{y}^{(i)}$ must be required: The PA-independent relations within $(\mathcal{X}, \mathcal{Y})$ of the real world must be found in the fictitious world, only the PA-dependent relations are fictitiously removed – here in comparison to above thus including the target variables.