## Abstract

StyleGAN generates novel images of a scene from latent codes which are impressively disentangled. But StyleGAN generates images that are “like” its training set. This paper shows how to use simple physical properties of images to enrich StyleGAN’s generation capacity. We use an intrinsic image method to decompose an image, then search the latent space of a pretrained StyleGAN to find novel directions that fix one component (say, albedo) and vary another (say, shading). Therefore, we can change the lighting of a complex scene without changing the scene layout, object colors, and shapes. Or we can change the colors of objects without changing shading intensity or their scene layout. Our experiments suggest the proposed method, StyLitGAN, can add and remove luminaires in the scene and generate images with realistic lighting effects – cast shadows, soft shadows, inter-reflections, glossy effects – requiring no labeled paired relighting data or any other geometric supervision. Qualitative evaluation confirms that our generated images are realistic and that we can change or fix components at will. Quantitative evaluation shows that pre-trained StyleGAN could not produce the images StyLitGAN produces; we can automatically generate realistic out-of-distribution images, and so can significantly enrich the range of images StyleGAN can produce.
1 Introduction

Generative models produce impressively realistic images from random vectors [13, 19–21]. These methods require training with an adversarial loss [13], which encourages the model to generate images that match the training set distribution. This paper shows that, by imposing known physical facts about images, the distribution of images produced by a StyleGAN can be significantly enriched. We show how to generate images that are unlike those in the training set, but still realistic. In particular, we exploit the fact that the same scene can be lit in different ways to produce images with strong lighting effects not in the training set (relighting). Similarly, we exploit the fact that shading contains shape information to produce images where surface colors have changed, but layout and lighting has not. Our approach extends current editing methods [45, 49, 37, 58] by showing how to find directions that fix one image component while changing another.

We use StyleGAN because manipulating style codes is known to be effective for editing tasks, while successfully editing the representations of other generators is largely an open issue. We extend the range of control procedures by showing how to fix some image properties while changing others. In particular, we use a pretrained and self-supervised network to decompose an image into albedo, diffuse shading and glossy effects. By searching in style codes for edits that produce diverse images that have the same albedo (and so geometry and material) as a particular generated image, we can produce images of the same scene under different lighting (see Figure 1). Our enrichment procedure is legitimate, because there really are many distinct lightings of the same scene, and these will not be present in the training data. StyleGAN’s deep "knowledge" of image structure ensures that the resulting images look realistic. Furthermore, many are unlike the training data because they show strong illumination effects. Similarly, by fixing lighting effects and changing albedo, we can get images that are unlikely to be present in training data because they show unusual color or color combinations. Our approach is easily adapted to produce a variant of StyleGAN – StyLitGAN - that produces a richer distribution of images by manipulating latent style codes and which does not need to be trained. We simply randomly choose an edit to apply to the style codes for the vanilla StyleGAN.

The usual paraphenalia (FID, KID, etc.) of GAN evaluation does not apply in the usual way, because we are trying to generate realistic out of distribution images, so our FID should go up. We evaluate whether images are realistic qualitatively. Our method can generate any image that a vanilla StyleGAN can, by choosing not to edit. Further, we show that a vanilla StyleGAN cannot generate many of our images, and that StyLitGAN has a significant increase in FID over StyleGAN. This means the distribution of images generated by StyLitGAN has strictly larger support.

2 Related Work

Image manipulation: A significant literature deals with manipulating and editing images [34, 15, 7, 24, 6, 59, 12, 44, 31]. Editing procedures for generative image models [13] are important, because they demand compact image representations with useful, disentangled, interpretations. StyleGAN [19–21] is currently de facto state-of-the-art for editing generated images, likely because its mapping of initial noise vectors to style codes which control entire feature layers produces latent spaces that are heavily disentangled and so easy to manipulate. Recent editing methods include [45, 49, 37, 58, 55], with a survey in [50]. The architecture can be adapted to incorporate spatial priors for authoring novel and edited images [25, 43, 8]. In contrast to this literature, we show how to fix one physically meaningful image factor while changing another. Doing so is difficult because the latent spaces are not perfectly disentangled, and we must produce a diverse set of changes in the other factor.

Image Relighting: Shih et al. show that matching to time-lapse video together with an example-based color transfer scheme can relight outdoor scenes [39]. Existing image relighting work learns image mappings – pure image mappings in [11], depth guided in [52], using wavelets in [33] shadow priors in [46]. In all these cases, methods are learned with paired data of the same scene under different illuminations, available in the VIDIT dataset [14] and the MIE dataset [27]. VIDIT data is CGI, and emphasizes point light sources with strong shadows, which are uncommon in indoor scenes. Pairing is necessary to ensure that these methods preserves scene characteristics [22, 26]. Methods can learn to create outdoor shadows [47, 48] and soft attached shadows for objects that have been inserted into indoor scenes [38, 56]. All these methods also require curated paired training data. In contrast to these methods, we do not use paired data.
Figure 2: How StyLitGAN works: We generate an image from a random Gaussian noise using a pretrained StyleGAN. We also generate novel relighted images (16 in our case) of the same using randomly initialized latent directions ($d$) that are added to $w^+$ latent style codes. We train a classifier ($F$) that takes in all the pairs of relighted and original images and predicts the relighting direction applied to them. We apply a distinction loss and jointly update the latent directions and the classifier. Next, we generate the decomposition of these images from a pretrained decomposition model ($D$). We then apply losses that force StyLitGAN to find latent directions so that the light invariant or persistent effects should not change (consistency loss) in albedo, and transient or light-dependent effects should change (diversity loss) in shading. We also use a decorrelation loss between the surface lightness and the intensity of relighted images.

Image Relighting using StyleGAN: [43] uses StyleGAN to relight faces but require three-dimensional morphable face model. In contrast, StyLitGAN does not require any 3D model of the scene. [51] uses semantic label attributes “indoor lighting” and “natural lighting” to train a binary classifier to find directions in latent space that represent them, but cannot produce diverse relighting and requires a search in decoder layers to apply relight edits without changing layout of the scene. In contrast, StyLitGAN generates diverse, extreme, and realistic relighting and does not require any search for decoder layers that produce realistic relighting.

Other Face Relighting Methods mostly use carefully collected supervisory data from light-stages [41, 57, 28, 36, 30]. ShadeGAN [29] and Volux-GAN [42] uses a volumetric rendering approach to learn the underlying 3D structure of the face and the illumination encoding. Volux-GAN also requires image decomposition obtained from [30] that is trained using a carefully curated light-stage data. In comparison, we do not require any explicit 3D modeling of the scene and also do not require image decomposition model trained on a curated data.

Image Decomposition: Current image decomposition methods [23, 3, 17, 9, 10] decompose images into albedo and shading. Each scores very well in current evaluations of WHDR (standard metric for intrinsic images due to [1]; recent summary of SOTA performance in [10]), but we have not found these decompositions to yield good relighting with StyleGAN.

3 Approach

We follow convention and manipulate StyleGAN2 [20] by adjusting the $w^+$ latent variables. We do not modify StyleGAN2, but instead seek a set of lighting directions $d_i$ which are independent of $w^+$ and which have desired effects on the generated image. We obtain these directions by constructing losses that capture the desired outcomes, then searching for directions that minimize these losses. We find all lighting directions at once. We use 2000 randomly generated StyleGAN2 images to search for lighting directions that are distinct and realistic for several images. Our search procedure only sees each image once. The pretrained models of StyleGAN for different scenes where obtained from [54, 8]. Figure 4 summarizes our procedure.

Decomposition: We decompose images into $A \times S + G$, where $A$ models albedo effects and $S$ and $G$ model diffuse shading and gloss effects respectively. We use the method of [10], which is easily adapted because it uses only samples from statistical models and is self-supervised. We refer to $A$ as a persistent map, because it is not affected by lighting, and $S$ and $G$ as transient maps. While the resulting method does not appear to be competitive in WHDR score, it yields strong relighting performance. Supplementary material describes the training data and procedures in greater detail.

Relighting a scene should produce a new, realistic, image where the shading has changed but the albedo has not. Write $T(w^+)$ for the image produced by StyleGAN given style codes $w^+$, and $A(I)$,
WHDR scores, it significantly weakens relighting results, because lighter objects will tend to be
brighter, and darker objects will tend to be darker. We discourage this effect by including a loss
making large color shifts.

Surface lightness can be measured from the persistent map (average of RGB channels) and add a
that decorrelates surface lightness (measured at a long scale) from relighted images. We assume

Persistent Consistency: The persistent decomposition (albedo) of both the relighted scene: \( A_R =
A(T(w^+ + d_i)) \) and the original: \( A_O = A(T(w^+)) \) must be the same. We use a Huber loss and a
perceptual feature loss \([18, 55]\) from a VGG feature extractor \((\Phi)\) \([40]\) at various feature layers \((j)\)
to preserve persistent effects in the scene. These losses preserves the geometrical structure of the
scene, appearance in color and texture errors.

\[
\mathcal{L}_{\text{const}}(A_O, A_R) = \begin{cases} \frac{1}{2} |A_O - A_R|^2 & \text{for } |A_O - A_R| \leq \delta, \\ \delta (|A_O - A_R| - \delta/2) & \text{otherwise.} \end{cases}
\]

\[
\mathcal{L}_{\text{per}}(A_O, A_R) = ||\Phi_j(A_O) - \Phi_j(A_R)||_2.
\]

Relighting Diversity: We want the set of relighted images produced by the directions to be diverse
on a long scale, so that regions that were in shadow in one image might be bright in another. For each
\( T(w^+ + d_i) \), we stack the two transient maps: \( S \) and \( G \) and compute a smoothed and downsampled
vector \( t_i \) from these maps. We then compute

\[
\mathcal{L}_{\text{div}}(S, G) = -\log \det N \text{ where } \text{ith } & jth \text{ component of } N \text{ is } t_i^T t_j
\]

which compels these \( t_i \) to be linearly independent and encourages diversity in relighting.

Distinctive Relighting: A network might try to cheat by making minimal changes to the image.
Directions \( d_i \) should have the property that \( d_i \) is easy to impute from \( T(w^+ + d_i) \). We train a
classifier joint with the search for directions. This classifier accepts \( T(w^+) \) and \( T(w^+ + d_i) \) and
must predict \( i \). The cross-entropy of this classifier supplies our loss:

\[
\min_{i,\hat{F}} \mathcal{L}_{\text{dist}}(T(w^+), \ T(w^+ + d_i)) = -\sum_{i=1}^{M} d_i \log F(T(w^+), \ T(w^+ + d_i))
\]

Persistent decorrelation: Intrinsic image methods tend to report somewhat correlated albedo and
shading (dark image patches tend to be interpreted as both dark albedo and dark shading). No current
method reliably avoids this class of error. While the error does not seem to have a major effect on
WHDR scores, it significantly weakens relighting results, because lighter objects will tend to be
brighter, and darker objects will tend to be darker. We discourage this effect by including a loss
that decorrelates surface lightness (measured at a long scale) from relighted images. We assume
surface lightness can be measured from the persistent map (average of RGB channels) and add a
small penalty if this is like the intensity of relighted images, using the negative of cosine similarity on
the smoothed version of the gray-scale persistent map and relighted images. This allows the persistent
map to deviate slightly from the original image and still be consistent with the original scene without
making large color shifts.

\[
\mathcal{L}_{\text{deco}} = \frac{A_O \cdot T(w^+ + d_i)}{|A_O| |T(w^+ + d)|}
\]

The overall loss is

\[
\lambda_{\text{const}} \mathcal{L}_{\text{const}} + \lambda_{\text{per}} \mathcal{L}_{\text{per}} + \lambda_{\text{div}} \mathcal{L}_{\text{div}} + \lambda_{\text{dist}} \mathcal{L}_{\text{dist}} + \lambda_{\text{deco}} \mathcal{L}_{\text{deco}}
\]

Recoloring requires swapping persistent for transient components in all losses, except we do not
use decorrelation loss while recoloring. Obtaining good results requires quite careful choice of loss
weights (\( \lambda \) coefficients). Corresponding \( \lambda \) coefficients for both these edits are in our supplementary.
Figure 3: **Top row** images generated by the original StyleGAN. **Other rows** show images obtained from $w^+ + d_i$ for our 16 relighting directions added to the style codes ($w^+$) corresponding to the image on the top row. These directions have been chosen to fix albedo, but change transient (shading and gloss) properties. Note: each column appears to show the same scene in different illumination; lighting varies aggressively; and the individual latent direction $d_i$ have no obvious scene-independent semantics.
Figure 4: Top row images generated by the original StyleGAN. Other rows show images obtained from $w^* + d_i$ for our 16 recoloring directions added to the style codes ($w^*$) corresponding to the image on the top row. These directions have been chosen to change albedo, but fix transient (shading and gloss) properties. Note: each column appears to show the same scene in the same illumination, but with different colored surfaces; appearance varies aggressively; and the individual latent direction $d_i$ have no obvious scene-independent semantics.
Figure 5: This grid shows what happens when we use both relighting and recoloring directions for a single scene in StyLitGAN. **Rows** show different and random relights for a fixed recoloring and **columns** show different and random recolorings for a fixed relight. There is clearly some interaction, but not much - they are largely disentangled.

4 Experiments

**Procedures:** The primary goal of StyLitGAN is to produce realistic images, that are out of distribution but known to exist for straightforward physical reasons. Because they’re out of distribution, current quantitative evaluation tools do not apply. We evaluate realism qualitatively (hence the extensive body of images in both text and supplementary) and out of distribution properties quantitatively. We use baseline pretrained models from [54] that use a dual-contrastive loss to train StyleGAN for bedrooms, faces and churches. We also use baseline pretrained StyleGAN2 models from [8] for conference rooms and kitchen, dining and living rooms (jointly trained). For all our experiments, we used 16 distinct lighting directions. We evaluated our method both on StyleGAN2 [20] and StyleGAN1 [19]. We find StyleGAN2 produces superior qualitative results but requires significant effort in tuning losses to find realistic lighting and appearance when compared to StyleGAN1 (supplementary).

**Qualitative evaluation:** There is no comparable method. For relighting, our method should generate images that: are clearly relightings of a scene; fix geometry and albedo but visibly change shading; and display complicated illumination effects, including soft shadows, cast shadows and gloss. As Figure 5 shows, our method meets these goals. We have no way to tell whether there are “likely” relightings that are not produced by our method. For recoloring, our method should generate images
Figure 6: Interpolation in relighting directions. Top row: linear scaling from -1 to 1 of a random direction and bottom row interpolation between two random relighting directions. Linear scaling along a single direction results in a complicated illumination change that is difficult to explain, from near uniform to pointed direction light moving left to right in the top row. However, interpolation between two directions appears to follow a path – light moving anti-clockwise with a strong gloss on the bottom left corner of the floor to the bottom right corner of the bed sheet.

Figure 7: Interpolation in recoloring directions. Top row: linear scaling from -1 to 1 of a random direction and bottom row interpolation between two random recoloring directions. Linear scaling using a single direction appears to be constructing and deconstructing the scene. While interpolating between two directions results in smooth albedo changes of the scene and expansion of the bed.

Figure 8: Top row shows $T(w^+ + d_i)$ for various $d_i$ obtained using our method. For each, we find $\hat{z}_i$ such that $M(\hat{z}_i)$ is as close as possible to $w^+ + d_i$. Bottom shows $T(M(\hat{z}_i))$. These images are largely the same. For many of our images, there is no unit normal random variable that will cause StyleGAN to generate the image – they are truly out of distribution.

that: are clearly images of the original geometry, but with different materials or colors; visibly change these colors; and display illumination effects that are consistent with these color changes. As Figure 4 shows, our method meets these goals. We have no way to tell whether there are “likely” recolorings that are not produced by our method. Figure 5 shows our relighting and recoloring directions are largely disentangled. Figure 6 and Figure 7 show interpolation sequences for a a relighting (resp. recoloring). Note that the lighting (resp. coloring) changes smoothly, as one would expect.

Generality: We have applied our method to StyleGAN instances trained on a variety of different datasets – Conference Room, Kitchen, Living Room, Dining Room and Church from LSUN [53] and faces from FFHQ dataset [19]. As Figure 9 shows, relighting is successful for each. Note that we tuned all our losses for only bedrooms. For all other categories, we tuned only their diversity loss.

Quantitative evaluation: Our procedure is clearly capable of generating any image the vanilla StyleGAN can. We show that at least some of our $w^+ + d_i$ cannot be obtained from the vanilla StyleGAN’s MLP. Write $M(z)$ for StyleGAN’s MLP (which maps a unit normal random vector to a latent code); we search for $\hat{z}_i$ such that $M(\hat{z}_i) = w^+ + d_i$. As Figure 8 shows, such $\hat{z}_i$ can often not be found (supplementary material confirms the search is perfectly capable of inverting the MLP when possible). Further, we show we can generate image datasets with increased FID [32, 10] compared to the base comparison set in Table 1. This is strong evidence our method can produce a set of images that is a strict superset of those that the vanilla StyleGAN can produce.
Figure 9: StyLitGAN extends to finding relighting directions for StyleGANs trained on other datasets.

Table 1: FID measure distribution shift and not realism. Our generated images are realistic and are out-of-distribution because of large illumination change and color changes in the images. This results in large FID scores. We use clean-FID for our evaluation \[32\]. Notations in the table: SG for StyleGAN, \(d_t\) for transient (or relighting) direction, \(d_p\) for persistent (or recoloring) direction and KDL for kitchen, dining and living room which are jointly trained, kindly provided by \[8\].

| Type          | Bedroom | KDL   | Conference | Church | Faces |
|---------------|---------|-------|------------|--------|-------|
| StyleGAN (SG) | 5.01    | 5.86  | 9.35       | 3.80   | 5.02  |
| SG + \(d_t\)  | 14.23   | 6.87  | 10.48      | 12.12  | 37.87 |
| SG + \(d_p\)  | 17.03   | 9.41  | 10.63      | 18.60  | 34.06 |
| SG + \(d_t\) + \(d_p\) | 21.39  | 11.68 | 12.71      | 21.08  | 37.40 |

5 Discussion

Limitations and future work: The major limitation of our method is that they are currently applicable only to generated images. We hope our method will easily apply to real images with the improvements in GAN inversion methods. Our method generates random and diverse relighting, but cannot produce targeted relighting. Future work will involve addressing both issues by building a general encoding that can be combined with StyLitGAN. Another important limitation is that, although we have demonstrated our method can produce images that StyleGAN can’t but should be able to, we do not know how to show that we have all such images. We found new images by imposing a simple, necessary property of the distribution of images (scenes have many different lightings) and we expect that other such observations could lead to other kinds of good but out-of-distribution images. Finally, anything that can generate many detailed relights and recolorings "knows" a great deal about shape; future work will explore this knowledge.

Social Implications. Convincing fake images can pollute the news media, but StyLitGAN offers only relighting, rather than the much more dangerous insertion or deletion editing. We have no example of a situation where a relighting procedure creates social harm. On compute required for this project: the project is the culmination of ongoing research efforts over the past two years in this direction. The experiments required for this final paper are approx 100 hours on a single A40 GPU.
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