FORMS OF DIFFERING DEGREES OVER NUMBER FIELDS

CHRISTOPHER FREI AND MANFRED MADRITSCH

Abstract. Consider a system of polynomials in many variables over the ring of integers of a number field $K$. We prove an asymptotic formula for the number of integral zeros of this system in homogeneously expanding boxes. As a consequence, any smooth and geometrically integral variety $X \subseteq \mathbb{P}_K^n$ satisfies the Hasse principle, weak approximation and the Manin-Peyre conjecture, if only its dimension is large enough compared to its degree.

This generalizes work of Skinner, who considered the case where all polynomials have the same degree, and recent work of Browning and Heath-Brown, who considered the case where $K = \mathbb{Q}$. Our main tool is Skinner’s number field version of the Hardy-Littlewood circle method.

As a by-product, we point out and correct an error in Skinner’s treatment of the singular integral.
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1. Introduction

1.1. Main result. Let $K$ be a number field of degree $n$ over $\mathbb{Q}$. We consider a system of polynomials in $s$ variables over the ring of integers $\mathcal{O}_K$ of $K$ and let $D$ be the maximum of their degrees.

We assume the polynomials to be ordered by their degrees, that is, for each $d \in \{1, \ldots, D\}$, we are given polynomials

$$G_{d,1}, \ldots, G_{d,t_d} \in \mathcal{O}_K[x_1, \ldots, x_s]$$

of degree $d$, where $t_d \geq 0$ with $t_D \geq 1$. The total number of polynomials is $T := t_1 + \cdots + t_D$. We are interested in quantitative statements about the common zeros of these polynomials.

To this end, we fix an integral ideal $n$ of $\mathcal{O}_K$ and a $\mathbb{Z}$-basis $\omega_1, \ldots, \omega_n$ of $n$. We will also consider $\omega_1, \ldots, \omega_n$ as an $\mathbb{R}$-basis of $V := K \otimes_{\mathbb{Q}} \mathbb{R}$. By a box $B$ aligned to the basis, we mean the set of all $x = (x_1, \ldots, x_s) \in V^s$, where each $x_i$ has the form $x_i,1 \omega_1 + \cdots + x_i,n \omega_n$, such that the coordinates $X = (x_{i,j}), i,j \in \mathbb{R}^{ns}$ lie in a given box $B \subseteq [-1,1]^{ns}$ with sides aligned to the coordinate axes of $\mathbb{R}^{ns}$.

Given such a box $B$, we study the asymptotics of the counting function

$$N(P) := \# \{x \in n^s \cap PB : G_{d,i}(x) = 0 \text{ for all } 1 \leq d \leq D, 1 \leq i \leq t_d\}.$$

This counting function is a classical object of interest and has been investigated in many special cases. To name a few, Birch [Bir62] considered forms over $\mathbb{Q}$ with all degrees equal. Skinner [Sk97] generalized Birch’s result to arbitrary number fields $K$. Schmidt [Sch85] and Browning and Heath-Brown [BHB14] considered forms over $\mathbb{Q}$ whose degrees might be different.

The main purpose of this article is to generalize the work of Browning and Heath-Brown [BHB14] to arbitrary number fields, just as Skinner did with Birch’s work. In addition, we fix an
error in Skinner’s paper [Sk97], see Subsection 1.3. To state the main result, we need to introduce some further notation. Let

\[ \Delta := \{ 1 \leq d \leq D : t_d \geq 1 \}. \]

For each \( 1 \leq d \leq D \), let \( F_{d,1} \) be the leading form of the polynomial \( G_{d,i} \), that is, the degree-\( d \)-part of \( G_{d,i} \). For each degree \( d \in \Delta \), we consider the \((t_d \times s)\)-Jacobian matrix

\[
J_d(x) := \begin{pmatrix}
\nabla F_{d,1}(x) \\
\vdots \\
\nabla F_{d,t_d}(x)
\end{pmatrix}
\]

corresponding to the leading forms of degree \( d \) and the affine variety \( S_d \subset \mathbb{A}^s \) defined by the condition \( \text{rank}(J_d(x)) < t_d \). We define \( B_d \) to be the dimension of \( S_d \), and \( B_d := 0 \) if \( d \notin \Delta \). In the following, we always assume that \( B_d < s \).

Let \( D_0 := 0 \) and, for \( 1 \leq d \leq D \),

\[
D_d := t_1 + 2t_2 + \cdots + dt_d,
\]

so that \( D := D_D \) is the sum of the degrees of all our polynomials \( G_{d,i} \). Write

\[
s_d := \sum_{k=d}^D \frac{2^{k-1}(k-1)t_k}{s - B_k}, \tag{1.1}
\]

Our main theorem is as follows.

**Theorem 1.1.** Assume that

\[
D_d \left( \frac{2^{d-1}}{s - B_d} + s_{d+1} \right) + s_{d+1} + \sum_{j=d+1}^{D} s_j t_j < 1 \tag{1.2}
\]

holds for all \( d \in \Delta \cup \{0\} \). Then there is a positive \( \delta \) such that

\[
N(P) = \mathcal{G}_3 \cdot P^{n(s-D)} + O(P^{n(s-D)-\delta})
\]

for \( P \to \infty \). Here, \( \mathcal{G} \) is the usual singular series and \( \mathcal{J} \) is the usual singular integral. The implicit constant in the error term may depend on \( K \), the polynomials \( G_{d,i} \), the basis \( \omega_1, \ldots, \omega_n \), and the box \( B \), but not on \( P \).

We describe later in this introduction what is meant by the usual singular series and the usual singular integral. Theorem 1.1 is a number field version of [BHB14, Theorem 1.2]. One should note that our hypotheses (1.2) are exactly the ones used by Browning and Heath-Brown over \( \mathbb{Q} \). In particular, they are independent of the degree \( n \) of \( K \).

In the special case where all degrees are equal to \( D \), our hypotheses (1.2) simplify to Skinner’s condition

\[
s - B_D > t_D(t_D + 1)(D - 1)2^{D-1} \tag{1.3}
\]

from [Sk97], which is the same one as Birch’s [Bir62].

Our proof relies on Skinner’s number field version of the Hardy-Littlewood circle method [Sk94, Sk97]. There are only very few other applications of the circle method over number fields whose results are even close to the best available results over \( \mathbb{Q} \), and in particular do not depend on the degree \( n \) of \( K \). See, for example, [Sk97, SS14, BV14].

**1.2. Consequences.** Here we collect some consequences of Theorem 1.1. They are number field versions of the results stated in the introduction of [BHB14]. We omit most of the proofs, since they are almost verbatim the same as in [BHB14]. The following corollary provides simpler hypotheses that imply those of Theorem 1.1.
Corollary 1.2. Let $B_{\text{max}} := \max\{B_d : d \in \Delta\}$ and

$$u_d := \sum_{k=d}^{D} 2^{k-1}(k-1)t_k \quad \text{for} \quad 1 \leq d \leq D + 1,$$

$$s_0(d) := D_d(2^{d-1} + u_{d+1}) + u_{d+1} + \sum_{j=d+1}^{D} u_j t_j$$

$$s_0 := \max\{s_0(d) : d \in \Delta \cup \{0\}\}.$$

Then the conclusion of Theorem [1.7] holds whenever $s > B_{\text{max}} + s_0$.

Of course, the explicit bounds for $s_0$ in case of systems of quadratic forms and a form of higher degree, computed in [BHB14, Corollary 1.4], and in case of systems consisting of two forms of differing degrees, computed in [BHB14, Corollary 1.5] are still valid in our number field version.

Moreover, [BHB14, Theorem 1.6] provides us with the bounds

$$s_0 + T - 1 \leq D^22^{D-1} \leq T^2D^22^{D-1}$$

and

$$s_0 + T - 1 \leq (D - 1)2^D. \quad (1.4)$$

In the following, we will specialize our results to non-singular systems of leading forms. To the system of forms $F_{d,j}(\mathbf{x})$, $1 \leq d \leq D, 1 \leq j \leq t_d$, we associate the $(T \times s)$-Jacobian matrix $J(\mathbf{x})$ formed by the partial derivatives of all $T$ forms $F_{d,j}$ with respect to all $s$ variables $x_i$. Recall that the the system $(F_{d,j})_{d,j}$ is called non-singular if rank $J(\mathbf{x}) = T$ for every nonzero $\mathbf{x} \in \mathcal{O}_K^s$ satisfying $F_{d,j}(\mathbf{x}) = 0$ for all $d,j$.

Following [BHB14], we define two systems of forms $(\tilde{F}_{d,j})_{d,j}$, $(\hat{F}_{d,j})_{d,j}$, with $F_{d,j}, \tilde{F}_{d,j} \in \mathcal{O}_K[x_1, \ldots, x_s]$ of degree $d$, to be equivalent if for every pair $(d, j)$ we have

$$\tilde{F}_{d,j} = F_{d,j} - \sum_{i<j} H_{d,i}F_{d,i} - \sum_{e<d} \sum_{s} H_{e,s}F_{e,s},$$

with forms $H_{e,s} \in \mathcal{O}_K[x_1, \ldots, x_s]$ of degree $d - e$. Moreover, we define a system $(\hat{F}_{d,j})_{d,j}$ of forms to be optimal, if for any choice of $(d, i)$, the sub-system

$$\{F_{d,j} : j \geq i\} \cup \{F_{e,j} : d < e \leq D, j \leq t_e\}$$

is nonsingular. In [BHB14, Section 3] it is shown that every nonsingular system of forms is equivalent to an optimal system, and that every optimal system $(\hat{F}_{d,j})_{d,j}$ satisfies

$$B_d \leq t_d + \cdots + t_D - 1 \quad \text{for all} \quad 1 \leq d \leq D,$$

and hence in particular $B_{\text{max}} \leq T - 1$.

Assume we are given a system of polynomials $(G_{d,j})_{d,j}$, with $G_{d,j} \in \mathcal{O}_K[x_1, \ldots, x_s]$ of degree $d$, with leading forms $(\tilde{F}_{d,j})_{d,j}$, and a system of forms $(\hat{F}_{d,j})_{d,j}$ equivalent to $(\tilde{F}_{d,j})_{d,j}$. Applying the expression for $\tilde{F}_{d,j}$ in (1.5) to the polynomials $G_{d,j}$ instead of the forms $F_{d,j}$, we can easily write down a system of polynomials $(\hat{G}_{d,j})_{d,j}$ with leading forms $(\hat{F}_{d,j})_{d,j}$, such that the $\hat{G}_{d,j}$ generate the same ideal of $\mathcal{O}_K[x_1, \ldots, x_s]$ as the $G_{d,j}$. Hence, we may replace every system $(G_{d,j})_{d,j}$ with a non-singular system of leading forms $(\hat{F}_{d,j})_{d,j}$ by a system $(\hat{G}_{d,j})_{d,j}$ with an optimal system of leading forms $(\hat{F}_{d,j})_{d,j}$, and having the same common zeros.

Together with [1.4], this allows us to deduce the following generalization of [BHB14, Theorem 1.7].

Theorem 1.3. Suppose that our system of leading forms $(F_{d,j})_{d,j}$ is non-singular and satisfies $s > (D - 1)2^D$. Then there is a positive $\delta$ such that

$$N(P) = \delta_3 \cdot P^{n(s-D)} + O(P^{n(s-D)-\delta}).$$

Here, $\delta > 0$ whenever the system of equations

$$F_{d,j}(\mathbf{x}) = 0 \quad \text{for} \quad 1 \leq d \leq D, 1 \leq j \leq t_d$$
has a nonzero solution in the interior of $B \subset V$. Moreover, $\Theta > 0$ whenever the system of equations

$$G_{d,j}(x) = 0 \quad \text{for} \quad 1 \leq d \leq D, 1 \leq j \leq t_d$$

has a nonzero solution in the completion $\nu^*_v \subset (O_K)^2$ for every prime ideal $p$ of $O_K$.

The conditions under which $\Theta > 0$ and $\Theta > 0$ follow from well known facts about $\Theta$ and $\Theta$ and from the fact that the non-singular system of leading forms $(F_{d,j},d,j)$ defines a smooth complete intersection (see [BHB14, Lemma 3.2]).

Theorem 1.3 has far-reaching consequences for smooth projective complete intersections. In fact, every smooth complete intersection $X \subseteq P^{s-1}_K$ is defined by a non-singular system of forms $(F_{d,i},d,i)$, and if $X$ is non-degenerate (not contained in a proper linear subspace of $P^{s-1}_K$), then $\deg(X) \geq D$.

It is known that an asymptotic formula as in Theorem 1.3 implies the Hasse principle and weak approximation for $X$, see [Sk97]. We can also say something about the Manin-Peyre conjecture [FMT89, Pey95]. Let $\Omega_K$ be the set of all places of $K$, and for each $v \in \Omega_K$, let $n_v := [K_v : \mathbb{Q}_v]$ be the local degree at $v$. Let $\| \cdot \|_v$ be any norm on $K_v$, coinciding with the usual max-norm if $v$ is non-archimedean. Then

$$H((x_1, \ldots : x_s)) := \prod_{v \in \Omega_K} \| (x_1, \ldots, x_s) \|^{n_v (s - D)}$$

(1.6)
defines an anticanonical height function on the rational points $X(K)$. The proof of [Lou14, Theorem 4.8] shows that the conclusion of Theorem 1.3 implies the Manin-Peyre conjecture for $X$ with respect to the height $H$.

Thus, every smooth and non-degenerate complete intersection $X \subseteq P^{s-1}_K$ with

$$s > (\deg(X) - 1)2^{\deg(X)}$$
satisfies the Hasse principle, weak approximation, and the Manin-Peyre conjecture for the anticanonical heights defined above.

Browning and Heath-Brown show in [BHB14] that every smooth and geometrically integral variety $X \subseteq P^n_\mathbb{Q}$ satisfying

$$\dim(X) \geq (\deg(X) - 1)2^{\deg(X)} - 1$$

(1.7)
is already a complete intersection. Their arguments hold as well over arbitrary number fields, which provides us with the following nice consequence of Theorem 1.3, generalizing [BHB14, Theorem 1.1].

Theorem 1.4. Let $X \subseteq P^m_{K}$ be a smooth and geometrically integral variety satisfying 1.3. Then $X$ satisfies the Hasse principle, weak approximation, and the Manin-Peyre conjecture with respect to the height functions defined in (1.6).

1.3. The circle method over number fields. Our proof of Theorem 1.4 relies on the Hardy-Littlewood circle method, implemented over the number field $K$ by Skinner [Sk97]. We start by reviewing some notation from [Sk97].

Let $\Omega_K, \Omega_{\infty}, \Omega_0$ denote the sets of all places, archimedean places, and non-archimedean places of $K$, and write $K_v$ for the completion of $K$ at the place $v$. If $v \in \Omega_{\infty}$ then we identify $K_v$ with the field $\mathbb{R}$ or $\mathbb{C}$ in the usual way.

We identify $V = K \otimes_{\mathbb{Q}} \mathbb{R}$ with $\prod_{v \in \Omega_{\infty}} K_v$. This allows us to naturally define the conjugates $x^{(v)} \in K_v$ of $x \in V$ via projection and to extend the norm and trace of $K$ to functions $N : V \to \mathbb{R}$, $\text{Tr} : V \to \mathbb{R}$. On $V$, we moreover have an $\mathbb{R}$-vector norm defined by

$$|x| := \max_{v \in \Omega_{\infty}} \{|x|_v\}, \quad \text{for} \quad x = x_1 \omega_1 + \cdots + x_n \omega_n$$

that satisfies $|x| \asymp \max_{v \in \Omega_{\infty}} \{|x|_v\}$, where $|x|_v$ is the usual absolute value on $K_v \in \{\mathbb{R}, \mathbb{C}\}$. We extend the norm to $V^s$ via $|x| := \max_{j=1,\ldots,s} \{|x_j|\}$ for $x = (x_1, \ldots, x_s)$. Let

$$R := \{x_1 \omega_1 + \cdots + x_n \omega_n : x_i \in [0,1)\} \subset V.$$
We normalize the Haar measure on \( V \) by \( \text{vol}(R) = 1 \). Elements of \( V^T = \prod_{d=1}^D V^{t_d} \) are written with double indices \( \alpha = (\alpha_{d,i})_{1 \leq d \leq D} \). We write \( e(x) = e^{2\pi i x} \) for \( x \in \mathbb{R} \) and \( \Phi(x) = e(\text{Tr}(x)) \) for \( x \in V \). The circle method is based on the identity

\[
N(P) = \int_{\alpha \in R^T} S(\alpha) \, d\alpha,
\]

where

\[
S(\alpha) := \sum_{x \in n \cap PB} \Phi \left( \sum_{d=1}^D \sum_{i=1}^{t_d} \omega_{d,i} G_{d,i}(x) \right).
\]

We divide \( R^T \) into major and minor arcs as follows. Let \( \varpi \in (0, 1/3) \) be a fixed constant to be specified in Section 5. For \( \gamma \in K \), we have the denominator ideal \( \mathfrak{a}_\gamma := \{ \beta \in \mathcal{O}_K : \beta \gamma \in n \} \). For \( \gamma = (\gamma_{d,i})_{d,i} \in (R \cap K)^T \), let \( \mathfrak{a}_\gamma := \bigcap_{d,i} \mathfrak{a}_{\gamma_{d,i}} \). The major arc corresponding to \( \gamma \) is

\[
\mathfrak{M}_\gamma := \{ \alpha \in R^T : |\alpha_{d,i} - \gamma_{d,i}| \leq P^{-d+\varpi} \text{ for all } 1 \leq d \leq D, 1 \leq i \leq t_d \},
\]

where the distance \( |\alpha_{d,i} - \gamma_{d,i}| \) is to be understood modulo \( n \). We define the major arcs

\[
\mathfrak{M} := \bigcup_{\gamma \in (R \cap K)^T \atop \mathfrak{a}_\gamma \subseteq P^{\varpi}} \mathfrak{M}_\gamma
\]

and the minor arcs

\[
m := R^T \setminus \mathfrak{M}.
\]

In Section 4, we show that, under the hypotheses of Theorem 1.1, the contribution of the minor arcs \( m \) to the integral in (1.8) is absorbed by the error term. In Sections 5 and 6 we evaluate the contribution of the major arcs \( \mathfrak{M} \) as \( \mathfrak{S} \mathfrak{M} P^{-n-D} + O(P^{n-D-\beta}) \), with the singular series

\[
\mathfrak{S} = \prod_{p} \frac{1}{1 - \frac{1}{p}} \sum_{\gamma \in (R \cap K)^T} \sum_{\mathfrak{a}_\gamma \subseteq p^j} \Phi \left( \sum_{d=1}^D \sum_{i=1}^{t_d} \gamma_{d,i} G_{d,i}(x) \right),
\]

and the singular integral

\[
\mathfrak{J} = \int_{\gamma \in V^T} \int_{x \in \mathcal{B}} \Phi \left( \sum_{d=1}^D \sum_{i=1}^{t_d} \gamma_{d,i} F_{d,i}(x) \right) \, dx \, d\gamma.
\]

In Sections 2 and 3 we prove the main tool to be used in our estimations, an iterative Weyl-type lemma for the exponential sum \( S(\alpha) \) that generalizes the version from [BHB14] to number fields.

1.4. Further notation. It is sometimes useful to identify \( V \) with \( \mathbb{R}^n \) via the basis \( \omega_1, \ldots, \omega_n \). Then \( x \in V^* \) with \( x_1 = x_{i,1} \omega_1 + \cdots + x_{i,n} \omega_n \) is identified with \( X = (x_{i,j})_{i,j} \in \mathbb{R}^{ns} \). The volume on \( V \) becomes the usual Lebesgue measure on \( \mathbb{R}^n \), and the norm \( |\cdot| \) becomes the usual max-norm on \( \mathbb{R}^n \), which we will also denote by \( |\cdot| \). To each polynomial \( G \in V[x_1, \ldots, x_s] \), we associate the polynomial

\[
G^*(X) := \text{Tr}(G(x)) \in \mathbb{R}[X]
\]

and the system \( G_j^*(X) \), \( 1 \leq j \leq n \), defined via

\[
G_j^*(X) := \text{Tr}(x_j G(x)) \in \mathbb{R}[X].
\]

Then any \( x \) in \( V^* \) satisfies \( G_{d,i}(x) = 0 \) for all \( d,i \) if and only if \( G^*_d(x) = 0 \) for all \( d,i,j \), and our system of \( T \) polynomials in \( s \) variables over \( \mathcal{O}_K \) is equivalent to a system of \( nT \) polynomials in \( ns \) variables over \( \mathbb{Z} \). These identifications allow us to write \( S(\alpha) \) as an exponential sum over \( \mathbb{Z}^{ns} \):

\[
S(\alpha) = \sum_{X \in \mathbb{Z}^{ns} \cap PB} e \left( \sum_{d=1}^D \sum_{i=1}^{t_d} \sum_{j=1}^n \alpha_{d,i,j} G_{d,i,j}(X) \right),
\]

where \( \alpha_{d,i} = \alpha_{d,i,1} \omega_1 + \cdots + \alpha_{d,i,n} \omega_n \).
We denote the standard basis of the free $V$-module $V^s$ by $v_1, \ldots, v_s$, and the standard basis of $\mathbb{R}^n$ by $E_{ij}$ ($i = 1, \ldots, s$ and $j = 1, \ldots, n$). By our identification, we obtain $E_{ij} = \omega_j v_i$.

For $\beta \in \mathbb{R}$, we write $|\beta|$ for the distance of $\beta$ to the nearest integer.

By any form $F \in V[x_1, \ldots, x_s]$ of degree $d$, we write $F(x_1, \ldots, x_s)$ for the corresponding polar $d$-multilinear form, normalized by $d! F(x) = F(x) \cdots [x]$. Similarly, $F^*(X_1, \cdots, X_d)$ is the polar $d$-multilinear form corresponding to $F^*$. Observe that $F^*(X_1, \cdots, X_d) = \text{Tr}(F(x_1, \cdots, x_d))$.

1.5. The singular integral. Our main task in Section 6 is to show that the integral

$$
\tilde{J}(H) := \int_{|\gamma| \leq H} \int_{x \in B} \Phi \left( \sum_{d=1}^{D} \sum_{i=1}^{t_d} \gamma_{d,i} F_{d,i}(x) \right) \, dx \, d\gamma
$$

(1.10)

converges absolutely as $H \to \infty$, and that

$$
\tilde{J}(H) - \tilde{J} \ll H^{-\delta}
$$

for some positive $\delta$, see Lemma 6.3. In the case where all degrees are equal, i.e. $t_d = 0$ for all $d \neq D$, this is done by Skinner in [Ski97, Lemma 9]. For the proof, Skinner suggests to think of our forms $F_{D,i}$ as the forms $F_{D,i,j}$ over $Z$ and to apply Schmidt’s Lemma 8.1 from [Sch85]. Schmidt’s lemma is a formalization of the classical indirect approach to the singular integral, already used by Birch [Bir62], where the Weyl-type lemma used in the treatment of the minor arcs is applied once more to bound the inner integral in (1.10). Hence, it depends on a certain hypothesis, called the restricted hypothesis by Schmidt. Applied to our forms $F_{D,i,j}$, it requires that at least one of the following alternatives hold for some $\Omega > nt_D + 1$ and each $\Delta \in [0, 1)$: Every $\alpha \in \mathbb{R}^D$ satisfies

(i) $|S(\alpha)| \leq P^{n_s-\Delta}$, or

(ii) there is $q \in \mathbb{N}$, $q \leq P^\Delta$ with $|qa_{D,i,j}| \leq P^{-D+\Delta}$ for all $1 \leq i \leq t_D$ and $1 \leq j \leq n$.

Skinner gives no argument why this hypothesis would hold. In fact, we were not able to deduce it from either Skinner’s Weyl-type lemma [Ski97, Lemma 2], or Birch’s Weyl-type lemma [Bir62, Lemma 2.5] applied to the $F_{D,i,j}$, without replacing the lower bound (1.3) on the number of variables by the stronger bound

$$
s - B_D > t_D(nt_D + 1)(D - 1)2^{D-1},
$$

(1.11)

and we see no reason why it should hold otherwise. Let us note that with the stronger assumption (1.11) instead of (1.3), the main theorem of [SR07] would follow directly from the techniques of [Bir62] applied to the $G_{D,i,j}$.

In Section 6 we apply genuine number field arguments to our treatment of the singular integral, culminating in Lemma 6.3. When all degrees are equal to $D$, the hypothesis (5.9) of Lemma 6.3 is exactly Skinner’s hypothesis (1.3), so we prove [Ski97, Lemma 9] as a special case of Lemma 6.3.

2. Exponential sums

For a function $f : V^s \to \mathbb{R}$ and $h \in V^s$, we write $\Delta_h(f)(x) := f(x + h) - f(x)$ for the usual forward difference operator. The following lemma is a number field analog of van der Corput’s variant of Weyl differencing.

Lemma 2.1. Let $q \in O_K \setminus \{0\}$ and $H \in \mathbb{Z}$ with $1 \leq H \ll P/|q|$. Let $f : V^s \to \mathbb{R}$ and $I$ be a box aligned to the basis $\omega_1, \ldots, \omega_n$. Then

$$
\left| \sum_{x \in \mathbb{P}^n \cap I^*} \Phi(f(x)) \right|^2 \ll \left( \frac{P}{H} \right)^n \left| \sum_{|h| < H} \sum_{x \in \mathbb{P}^n \cap I^*(h)} \Phi(\Delta_h(f)(x)) \right|,
$$

where $I^*(h)$ is a box aligned to the basis $\omega_1, \ldots, \omega_n$ that depends on $h$. The implicit constant depends only on $K$ and $s$. 
Proof. The proof is analogous to the version over \( \mathbb{Q} \) (see the proof of [BHIT11] Lemma 4.1). Let \( \chi_{P^I} \) be the indicator function of \( P^I \). Let \( R^* \subset V \) be the set of all \( u = u_1\omega_1 + \cdots + u_n\omega_n \in V \) with \( 1 \leq u_j \leq H \) for all \( 1 \leq j \leq n \). Then

\[
H^{ns} \sum_{x \in n \cap P^I} \Phi(f(x)) = \sum_{u \in (n \cap R^*)^s} \sum_{x \in n^s} \Phi(f(x + qu))\chi_{P^I}(x + qu) = \sum_{x \in n^s} \Phi(f(x + qu))\chi_{P^I}(x + qu).
\]

Here, we used that \( \chi_{P^I}(x + qu) \neq 0 \) implies \( |x| \leq P + |qu| \ll P + |q||u| \ll P \). By Cauchy’s inequality,

\[
H^{2ns} \left| \sum_{x \in n \cap P^I} \Phi(f(x)) \right|^2 \ll P^{ns} \sum_{u \in (n \cap R^*)^s} \left| \sum_{x \in n^s} \Phi(f(x + qu))\chi_{P^I}(x + qu) \right|^2 = P^{ns} \sum_{h \in \mathbb{R}^s} n(h) \sum_{y \in n^s} \Phi(f(y + qu))\chi_{P^I}(y + qu),
\]

where \( n(h) = \# \{(u, v) \in (n \cap R^*)^2 : h = v - u \} \leq H^{ns} \). Thus,

\[
\left| \sum_{x \in n \cap P^I} \Phi(f(x)) \right|^2 \ll \left( \frac{P}{H} \right)^{ns} \sum_{h \in \mathbb{R}^s} \left| \sum_{y \in n \cap P^I(h)} \Phi(f(y + qu))\chi_{P^I}(y) \right|^2,
\]

where \( P'(h) \subseteq I \) is a box aligned to the basis \( \omega_1, \ldots, \omega_n \), depending on \( h \). \( \square \)

Let \( f, g \in V[x_1, \ldots, x_s] \) with \( \deg f \leq d \). Suppose that \( qg = g_1 + g_2 \) with \( q \in n \setminus \{0\} \), \( g_1 \in \mathcal{O}_K[x_1, \ldots, x_s] \) and \( g_2 \in V[x_1, \ldots, x_s] \) such that all coefficients \( a_j \) of \( g_2 \) of each degree \( j \) satisfy

\[
|a_j| \ll_j \varphi P^{-j}, \tag{2.1}
\]

for some \( \varphi \geq |q| \).

Let \( B' \) be a box aligned to the basis \( \omega_1, \ldots, \omega_n \). We are interested in the estimation of the exponential sum

\[
\Sigma := \sum_{x \in n \cap P B'} \Phi(f(x) + g(x)).
\]

In the process, \( f \) will be the dominant polynomial whereas \( g \) originates from the higher exponents which are already well approximable. We aim for an estimate of the form

\[
\Sigma = P^{ns} L
\]

with small \( L \). Let \( F \) be the homogeneous part of \( f \) of degree \( d \), and recall that \((qF)^*(X_1 \cdots X_d)\) is the \( d \)-multilinear polar form corresponding to the form \((qF)^*(X)\).

**Lemma 2.2.** For \( K \geq 1 \), we have

\[
L^{2s-1} \ll P^{-(d-1)ns} (\varphi K)^{(d-1)ns} (\log P)^{ns} M,
\]

where \( M \) is the number of all \((x_1, \ldots, x_{d-1}) \in (n^s)^{d-1} \) satisfying

\[
|x_i| \leq \frac{P}{\varphi K} \quad \text{for all } 1 \leq i < d, \text{ and}
\]

\[
\|(qF)^*(X_1 \cdots X_{d-1}|E_{i,j})\| \leq \frac{1}{P\varphi^{d-2}K^{d-1}} \quad \text{for all } 1 \leq i \leq s, 1 \leq j \leq n.
\]
Proof. This is mostly analogous to the proof of [BHB14, Lemma 4.1]. The lemma holds trivially if \( \varphi \geq P \). Hence, we assume that \( \varphi \leq P \).

We start by \( d - 2 \) Weyl differencing steps, that is \( d - 2 \) applications of Lemma 2.1 with \( q := 1 \), \( H := P \), linked by Cauchy’s inequality. This yields

\[
L^{2d-2} \ll P^{-ns(d-1)} \sum_{h_1 \in \mathbb{N}^*} \cdots \sum_{h_{d-2} \in \mathbb{N}^*} \left| \sum_{x \in \mathbb{N}^* \cap \mathcal{I}} \Psi(x) \right|,
\]

where

\[
\Psi(x) := \Phi(\Delta_{h_1, \ldots, h_{d-2}}(f + g)(x))
\]

and \( \mathcal{I} \subset \mathbb{B}' \) is a box aligned to the basis \( \omega_1, \ldots, \omega_{d-2} \) that depends on \( h_1, \ldots, h_{d-2} \).

For the \((d-1)\)-st differencing step, we choose \( q \) as in the setup before our Lemma and

\[
H := \left\lfloor \frac{P}{\varphi} \right\rfloor \geq 1.
\]

By Lemma 2.1

\[
\left| \sum_{x \in \mathbb{N}^* \cap \mathcal{T}} \Psi(x) \right|^2 \ll \varphi^{ns} \sum_{w \in \mathbb{N}^*} \left| \sum_{y \in \mathbb{N}^* \cap \mathcal{T}'} \Psi(y + qw) \Psi(y) \right|
\]

where \( \mathcal{T}' \subset \mathcal{T} \) is a box aligned to the basis \( \omega_1, \ldots, \omega_{d-1} \), depending on \( w \). Together with Cauchy’s inequality and (2.3), this yields

\[
L^{2d-1} \ll P^{-nsd} \varphi^{ns} \sum_{h_1 \in \mathbb{N}^*} \cdots \sum_{h_{d-2} \in \mathbb{N}^*} \sum_{w \in \mathbb{N}^*} \left| \sum_{y \in \mathbb{N}^* \cap \mathcal{T}'} \Psi(y + qw) \Psi(y) \right|
\]

Note that \( \Psi \) implicitly depends on \( h_1, \ldots, h_{d-2} \), and \( \mathcal{T}' \) depends on \( h_1, \ldots, h_{d-2} \) and \( w \).

Now we take a closer look at the summands of the innermost sum:

\[
\Psi(y + qw) \Psi(y) = \Phi(\Delta_{h_1, \ldots, h_{d-2}}(f + g)(y)).
\]

Recall that \( F \) is the leading form of \( f \) of degree \( d \). Then by linearity of \( F(x_1) \cdots x_d \) we have that

\[
\Delta_{h_1, \ldots, h_{d-2}}(f)(y) = qF(h_1) \cdots h_{d-2}w(y) + C.
\]

Now we focus on \( g \). Since all coefficients of \( \Delta_{h_1, \ldots, h_{d-2}}(g_1) \) are \( \mathcal{O}_K \)-multiples of \( q \), we have

\[
\Phi(\Delta_{h_1, \ldots, h_{d-2}}g(q^{-1}g_1)(y)) = 1
\]

for all \( y \in \mathcal{O}_K \). Since \( |h_i| \leq P \) for all \( 1 \leq i \leq d-2 \), it follows from (2.1) that each coefficient \( b_j \) of \( \Delta_{h_1, \ldots, h_{d-2}}(g_2) \) of any degree \( j \) satisfies

\[
|b_j| \ll |h_1| \cdots |h_{d-2}| \varphi^{j-1} |w|^{d-2}.
\]

Since \( |qw| \ll |q| H \leq \varphi H \leq P \), the coefficients \( c_{j} \) of \( \Delta_{h_1, \ldots, h_{d-2}}(q^{-1}g_2) \) of degree \( j \) are bounded by

\[
|c_j| \ll \left| q^{-1}b_{j+1}qw \right| \ll |b_{j+1}| \left| w \right| \ll |h_1| \cdots |h_{d-2}| \varphi^{j-1} |w|^{d-2} \leq P^{-j-1} H \ll P^{-j},
\]

where \( b_{j+1} \) a coefficient of \( \Delta_{h_1, \ldots, h_{d-2}}(g_2) \) of degree \( j+1 \) and \( w \) is a component on \( \mathbb{N}^* \).

Write \( u := qw \). With the tuples \( H, U \in \mathbb{Z}^n \) corresponding to \( h, u \) in \( \mathbb{N}^* \), we have shown that any \( j \)-th order partial derivative of \( \Delta_{h_1, \ldots, h_{d-2}} u((q^{-1}g_2)^*) \) is \( \ll P^{-j} \) uniformly on \([-P, P]^{ns} \).

Let \( I' \subseteq [-1,1]^n \) be the box in \( \mathbb{R}^n \) corresponding to \( \mathcal{T}' \). Using the above computations,

\[
\sum_{y \in \mathbb{N}^* \cap \mathcal{T}'} \Psi(y + qw) \Psi(y) = \sum_{Y \in \mathbb{Z}^n \cap \mathcal{T}'} e((qF)^*(H_1) \cdots |H_{d-2}|W(Y) + Tr(C) + \Delta_{H_1, \ldots, H_{d-2}}u((q^{-1}g_2)^*)(Y)).
\]
In the same manner as Browning and Heath-Brown, we apply multidimensional partial summation and our uniform bounds for the partial derivatives of $\Delta_{H_1, \ldots, H_{d-2}, W}((q^{-1}g_2)^s)$ to obtain
\[
\sum_{y \in \mathbb{Z}^r \cap I^r} \Psi(y + qw)\overline{\Psi(y)} \ll \left| \sum_{y \in \mathbb{Z}^r \cap I^r} e((qF)^s(H_1|\ldots|H_{d-2}|W|y)) \right|,
\]
with a box $I^r \subseteq I^r$ aligned to the coordinate axes. We are now in exactly the same situation as in the proof of [BHB14, Lemma 4.1], just in Dimension $sn$ instead of $n$ and with $\varphi$ instead of $q \varphi$. What remains of the proof is identical to the arguments of [BHB14] starting at (4.5), just with tuples $Y, H_j, W$ of $sn$ variables instead of tuples $y, x_j, w$ of $n$ variables.

3. The iterative argument

Our aim in this section is to find a Weyl-type estimate for the exponential sum $S(\alpha)$ defined in (1.3). To this end, we write
\[
|S(\alpha)| = P^{ns}L.
\]
We define $Q_{D+1} := 1$ and, for $d \in \Delta$,
\[
Q_d := (\log P)^{c(d)} L^{-s_d/n},
\]
where $c(d)$ is an explicit but irrelevant exponent which could be computed from the arguments in the proof of Lemma 3.1. For those $1 \leq d \leq D$ with $d \notin \Delta$ we set $Q_d := Q_k$, where $k$ is the smallest integer bigger than $d$ in $\Delta$. Similarly, we can extend the definition of the exponents $c(d)$ to these values.

For $j \in \Delta$, we consider upper bounds
\[
L^{2^{j-1}} \leq \left( \frac{Q_{j+1}}{P} \right)^{n(s-B_j)} (\log P)^{n+1}.
\]
Let $I^{(1)}_d$ be the set of all $\alpha \in R^T$ such that (3.2) holds for $d = 1$ but fails for every $j > 1$. Moreover, let $I^{(2)}_d$ be the set of all $\alpha \in R^T$ such that (3.2) fails for all $j \in \Delta$. We are going to prove the following number field analogue of [BHB14, Lemma 6.2].

Lemma 3.1. Let $d \in \Delta$ and $P \gg 1$. If $\alpha \in I^{(1)}_d$ then
\[
L^{2^{d-1} + (s-B_d)s_d + 1} \ll P^{-n(s-B_d)+\epsilon}.
\]
Moreover, there are $q_j \in \mathfrak{n}, \nu_j \in \mathfrak{n}^s$ for all $d \leq j \leq D, j \in \Delta$ satisfying
\[
q_k \mid q_j \quad \text{for all } k > j, k \in \Delta \quad \text{(3.4)}
\]
\[
|q_j| \leq Q_j \quad \text{for all } k > j, k \in \Delta \quad \text{(3.5)}
\]
\[
|q_j \nu_j| \leq Q_j P^{-j} \quad \text{for all } 1 \leq i \leq t_j. \quad \text{(3.6)}
\]

If $\alpha \in I^{(2)}_d$ then there are $q \in \mathfrak{n}, \nu_j \in \mathfrak{n}^s$ for all $j \in \Delta$, satisfying (3.4), (3.5), and (3.6).

The idea is to iteratively apply Lemma 2.2. Recall that $\nu_j$ denotes the $j$-th element of the standard basis of $V^s$. For $d \leq D$, we define the matrix
\[
\tilde{J}_d(x_1, \ldots, x_{d-1}) := (F_d,(x_1|\ldots|x_{d-1}|\nu_j))_{1 \leq i \leq t_d, 1 \leq j \leq s}
\]
and the corresponding affine variety $\tilde{S}_d \subseteq (\mathbb{A}_K^s)^{d-1}$ defined by the condition
\[
\text{rank}(\tilde{J}_d(x_1, \ldots, x_{d-1})) < t_d.
\]
We need an estimate for the number of integral points on $\tilde{S}_d$ of bounded norm. Let
\[
M_0(P) := \# \{(x_1, \ldots, x_{d-1}) \in \tilde{S}_d(K) \cap [\mathfrak{n}^s]^{d-1} : |x_i| \leq P \text{ for all } 1 \leq i < d \}.
\]

Lemma 3.2. For $P \geq 1$, we have
\[
M_0(P) \ll P^{n(B_d+(d-2))}.
\]

Proof. As in [BHB14, Lemma 5.1], using [Sk97, Lemma 3] instead of [Bir62, Lemma 3.1].
The main tool for the proof of Lemma 3.1 is the following iterative argument.

**Lemma 3.3.** Let $|S(\alpha)| = P^{ns}L$ and $d \in \Delta$. Furthermore suppose that

- either $d = D$, $q = 1$ and $Q = 1$,
- or $d < D$, and there exist $Q \geq 1$ and $q \in \mathbb{N}$ with $|q| \leq Q$, and $\nu_j \in \mathbb{N}^d$, such that
  \[
  |q\alpha_{j,i} - \nu_{j,i}| \leq QP^{-i} \quad \text{for } d < j \leq D \text{ and } 1 \leq i \leq t_j.
  \]

Then, for $P$ sufficiently large, either

\[
L^{2^{d-1}} \leq \left( \frac{Q}{P} \right)^{n(s-B_d)} (\log P)^{ns+1},
\]

or there exists $q^* \in \mathbb{N}$ with

\[
|q^*| \leq Q^* := \left( \frac{(\log P)^{ns+1}}{L^{2^{d-1}}} \right) \frac{t_j(d-1)}{(s-B_d)} (\log P)
\]

and $\nu_d \in \mathbb{N}^d$, such that

\[
|q^* q \alpha_{d,i} - \nu_{d,i}| \leq QQ^*P^{-d} \quad \text{for } 1 \leq i \leq t_d.
\]

**Proof.** The key tool is Lemma 2.2. We distinguish the two cases $d = D$ and $d < D$:

- **$d = D$:** In this case, we choose $\varphi := 1$, $g = g_1 = g_2 := 0$, and
  \[
f(x) := \sum_{j=1}^D \sum_{i=1}^{t_j} \alpha_{j,i} G_{j,i}(x)
  \]

- **$d < D$:** Then we let
  \[
f(x) := \sum_{j=d+1}^D \sum_{i=1}^{t_j} \alpha_{j,i} G_{j,i}(x) \quad \text{and} \quad g(x) := \sum_{j=d+1}^D \sum_{i=1}^{t_j} \nu_{j,i} G_{j,i}(x).
  \]

By hypothesis, we have $q\alpha_{j,i} = \nu_{j,i} + \theta_{j,i}$ for $d < j \leq D$ and $1 \leq i \leq t_j$, with $|\theta_{j,i}| \leq QP^{-j}$. We write $gg = g_1 + g_2$, where

\[
g_1 := \sum_{j=d+1}^D \sum_{i=1}^{t_j} \nu_{j,i} G_{j,i}(x) \quad \text{and} \quad g_2 := \sum_{j=d+1}^D \sum_{i=1}^{t_j} \theta_{j,i} G_{j,i}(x).
\]

This allows us to choose $\varphi := Q$.

Now we apply Lemma 2.2 with $K := \max\{1, K_1\}$, where

\[
K_1 := \frac{P}{Q} \left( \frac{L^{2^{d-1}}}{(\log P)^{ns+1}} \right)^{1-B_d}.
\]

If $K_1 \leq 1$ then

\[
\frac{L^{2^{d-1}}}{(\log P)^{ns+1}} \leq \left( \frac{Q}{P} \right)^{n(s-B_d)},
\]

as required by the first alternative in the conclusion of the lemma.

Therefore, we may suppose that $K = K_1 > 1$ and consider two cases according to whether all points $(x_1, \ldots, x_{d-1}) \in (\mathbb{N}^d)^{d-1}$ counted by $M$ from Lemma 2.2 are in the affine variety $\hat{S}_d$ or not.

If they all lie in $\hat{S}_d$ then an application of Lemma 3.2 implies

\[
M \leq M_0 \left( \frac{P}{QK} \right)^{nB_d + ns(d-2)} \leq \left( \frac{P}{QK} \right)^{nB_d + ns(d-2)}.
\]
Hence we have

\[
L^{2^{d-1}} \ll P^{-(d-1)sn} (QK)^{(d-1)ns} \left( \frac{P}{QK} \right)^{nB_d + ns(d-2)}
\]
\[
\ll (QK)^{ns-nB_d} P^{nB_d - ns} \left( \frac{P}{QK} \right)^{ns}
\]
\[
= \left( \frac{QK}{P} \right)^{n(s-B_d)} \left( \log P \right)^{ns}.
\]

Substituting \( K \) yields

\[
L^{2^{d-1}} \ll L^{2^{d-1}} (\log P)^{-1}
\]

which is a contradiction for \( P \) sufficiently large.

In the remaining case, we are given a point \((x_1, \ldots, x_{d-1}) \in (n^s)^{d-1}\) with

- \(|x_i| \leq \frac{P}{QK}\) for all \(1 \leq i < d\),
- \(|(qF^*) (x_1 | \cdots | x_{d-1} | E_{p,\ell})| \leq \frac{1}{PQ^{d-2}K^{d+1}}\) for all \(1 \leq p \leq s, 1 \leq \ell \leq n\), and
- \(\text{rank}(\hat{J}_d(x_1, \ldots, x_{d-1})) = t_d\).

Without loss of generality, we assume that the matrix \( W \) consisting of the first \( t_d \) columns of \( \hat{J}_d(x_1, \ldots, x_{d-1}) \) has full rank. Let \( \bar{q}^* := \det W \). Then \( \bar{q}^* \in n \) and

\[
|\bar{q}^*| \ll |x_1|^{t_d} \cdots |x_{d-1}|^{t_d} \ll \left( \frac{P}{QK} \right)^{t_d(d-1)}.
\]

We set

\[
\beta^*_p = \sum_{k=1}^{n} \beta^*_{p,k} \omega_k := qF(x_1 | x_2 | \cdots | x_{d-1} | v_p) = \sum_{i=1}^{t_d} \alpha_{d,i} qF_{d,i}(x_1 | \cdots | x_{d-1} | v_p).
\]

Then

\[
\text{Tr}(\omega \beta^*_p) = \text{Tr} (\omega qF(x_1 | \cdots | x_{d-1} | v_p)) = (qF^*) (x_1 | \cdots | x_{d-1} | E_{p,\ell}),
\]

so

\[
||\text{Tr}(\omega \beta^*_p)|| \leq \frac{1}{PQ^{d-2}K^{d+1}}.
\]

Thus, we can write

\[
\sum_{k=1}^{n} \beta^*_{p,k} \text{Tr}(\omega \omega_k) = \text{Tr}(\omega \beta^*_p) = a_{p,\ell} + d_{p,\ell},
\]

with \( a_{p,\ell} \in Z \) and \( |d_{p,\ell}| \leq (PQ^{d-2}K^{d-1})^{-1} \).

With

\[
\Omega := \left( \text{Tr}(\omega \omega_k) \right)_{k,\ell=1,\ldots,n}
\]

\[
\Omega^* := \left( \beta^*_{p,1}, \ldots, \beta^*_{p,n} \right)
\]

\[
A_p := (a_{p,1}, \ldots, a_{p,n})
\]

\[
B_p^* := (\beta^*_{p,1}, \ldots, \beta^*_{p,n})
\]

\[
D_p := (d_{p,1}, \ldots, d_{p,n}),
\]

we can write (37) as

\[
B_p^* \Omega = A_p + D_p.
\]

Therefore,

\[
B_p^* = A_p \Omega^{-1} + D_p \Omega^{-1} =: A'_p + D'_p,
\]

Write \( d'_p := d'_{p,1} \omega_1 + \cdots + d'_{p,n} \omega_n \), where \( D'_p = (d'_{p,1}, \ldots, d'_{p,n}) \), and define \( a'_p \) analogously. Then

\[
|d'_p| \ll \max_k |d_{p,k}| \leq \frac{1}{PQ^{d-2}K^{d+1}}.
\]

Let \( \alpha_d := (\alpha_{d,1}, \ldots, \alpha_{d,t_d}) \). On the one hand, by our definition of \( \beta^*_p \) we see that

\[
\alpha_d \cdot qW = (\beta^*_p)_{1 \leq p \leq t_d}.
\]

On the other hand, since \( W \) has full rank there exists \( \nu_d \in n^{t_d} \) such that

\[
\nu_d \cdot W = \det(\Omega) \bar{q}^* (a'_{p,1})_{1 \leq p \leq t_d}.
\]

Subtracting one from the other yields

\[
(\det(\Omega) \bar{q}^* q \alpha_d - \nu_d) \cdot W = \det(\Omega) \bar{q}^* (d'_{p,1})_{1 \leq p \leq t_d}.
\]
We let $q^* := \tilde{q}^* \det(\Omega)$ and obtain

$$q^* q_{\alpha_d} - \nu_d = q^* (d'_p)_{1 \leq p \leq t_D} W^{-1} \ll |\mathbf{x}_1|^{t_d - 1} \ldots |\mathbf{x}_{d-1}|^{t_d - 1} \max_p \{|d'_p|\} \ll \left(\frac{P}{QK}\right)^{(t_d - 1)(d - 1)} \frac{1}{PQ^{d-2}K^{d-1}}.$$ 

Furthermore, we have

$$|q^*| \ll |\tilde{q}^*| \ll \left(\frac{P}{QK}\right)^{td(d-1)},$$

and thus

$$|q^*| \leq Q^* = \left(\frac{P}{QK}\right)^{td(d-1)} (\log P)$$

for large enough $P$.

Now we are ready to prove Lemma 3.1.

\textbf{Proof of Lemma 3.1.} We iteratively apply the preceding lemma in order to reduce the degree of $f$ in every step. In the first step with $d = D$, we see that either

$$L^2 D^{-1} \leq P^{n(B_d - s)} (\log P)^{ns + 1},$$

and hence $\alpha \in I^{(1)}_D$, or there is a $q_D \leq Q_D$, with

$$Q_D = \left(\log P\right)^{ns + 1} L^{-2D^{-1}} \left(\frac{(D - 1)D}{(n - B_d)}\right) \log P,$$

and $\nu_D \in \mathbb{N}^D$ such that

$$|q_D \alpha_{d,i} - \nu_{D,i}| \ll Q_P^{-D} (1 \leq i \leq t_D).$$

In the second case, then we apply Lemma 3.3 with $d := \max \{\Delta \setminus \{D\}\}$. Then either

$$L^{2d-1} \leq \left(\frac{Q_D}{P}\right)^{n(s - B_d)} (\log P)^{ns + 1},$$

and thus $\alpha \in I^{(1)}_d$, or there is a $q_d := q_D q^* \leq Q_d := Q_D Q^*$ with

$$Q^* = \left(\frac{P}{L^{2D^{-1}}}\right)^{td(d-1)} (\log P),$$

and $\nu_d \in \mathbb{N}^d$, such that

$$|q_d \alpha_{d,i} - \nu_{d,i}| \leq Q_d P^{-d} (1 \leq i \leq t_d).$$

Since we also have

$$|q_d \alpha_{D,i} - q^* \nu_{D,i}| \leq Q^{*} Q_D P^{-D} = Q_d P^{-D},$$

so we may apply Lemma 3.3 again with the next lower value of $d$. Iterating this process we get sequences of $q_d$ and $Q_d$ for decreasing values of $d \in \Delta$. The set of $\alpha$ such that for all $d \in \Delta$ the second case of Lemma 3.3 holds is exactly $I^{(2)}$. \hfill \square

4. Minor arcs

First, let us consider the integral of $S(\alpha)$ over $I^{(1)}_D$.

\textbf{Lemma 4.1.} If

$$\frac{D}{s - B_D} < 1,$$  \hspace{1cm} (4.1)

then

$$\int_{I^{(1)}_D} |S(\alpha)| \, d\alpha \ll P^{n(s-d)-\delta},$$

for some $\delta > 0$. 

Proof. For $\alpha \in I_{D}^{(1)}$, we have

$$L^{2} < P^{\alpha n(s-B_{0})} \leq P^{\alpha n(s-B_{0})+\varepsilon}.$$  

Therefore the integral can be estimated by

$$\int_{I_{D}^{(1)}} |S(\alpha)| \, d\alpha \ll \text{vol}(I_{D}^{(1)}) \sup_{\alpha \in I_{D}^{(1)}} |S(\alpha)| \ll 1 \cdot P^{n(s-B_{0})+\varepsilon}$$

$$= P^{n(s-B_{0})+\varepsilon} \ll P^{n(s-B_{0})-\varepsilon},$$

for a suitable $\delta > 0$, using (4.1), provided that $\varepsilon$ was chosen small enough.  

We split $R^{T}$ into dyadic sets as follows. For any $L_{0} > 0$, let

$$\mathcal{A}(L_{0}) := \{ \alpha \in R^{T} : |S(\alpha)| = P^{nL} \text{ with } L_{0} < L \leq 2L_{0} \}.$$  

For $I = I_{d}^{(1)}$, $d < D$, or $I = I^{(2)}$, we write $\mathcal{A}(L_{0}; I) := I \cap \mathcal{A}(L_{0}) \cap \mathfrak{m}$ and estimate the integral

$$T(L_{0}; I) := \int_{\mathcal{A}(L_{0}; I)} |S(\alpha)| \, d\alpha.$$  

We will make use of the following facts.

**Lemma 4.2.** Let $\varepsilon > 0$ and $a \in \mathcal{O}_{K}$ with $N(a) \leq H$. Then the number of $b \in \mathcal{O}_{K}$ with $b \mid a$ and $|b| \leq H$ is $\ll \varepsilon H^{c}$.  

*Proof.* There are at most $\ll H^{c/2}$ ideals of $\mathcal{O}_{K}$ dividing the principal ideal $a\mathcal{O}_{K}$. Let $b$ be any principal ideal among these divisors. The number of generators of $b$ with all conjugates bounded by $H$ is $\ll H^{c/2}$, which one can see by counting units with bounded conjugates (for example, as in the proof of [FP14, Lemma 7.2]).  

**Lemma 4.3.** There are positive constants $c_{0}, c_{1}$ such that all $\alpha \in R^{T} \setminus I_{D}^{(1)}$ satisfy $L \gg P^{-c_{0}}$ and $Q_{j} \ll P^{c_{1}}$ for all $j$.  

*Proof.* The lower bound for $L$ follows directly from the definition of $I_{D}^{(1)}$. The upper bound for $Q_{j}$ is an immediate consequence of this.  

**Lemma 4.4.** Let $d \in \Delta$, $d < D$. If

$$D_{d} \left( \frac{2d-1}{s-B_{d}} + s_{d+1} \right) + s_{d+1} \sum_{j=d+1}^{D} s_{j} t_{j} < 1,$$

then $T(L_{0}; I_{d}^{(1)}) \ll P^{(s-D)-\delta}$ for some $\delta > 0$.  

*Proof.* By Lemma 3.3 every $\alpha \in I_{d}^{(1)}$ satisfies

$$L^{d(s-B_{d})+1} \ll P^{-1+\varepsilon},$$

and there are $q_{j} \in \mathfrak{n} \setminus \{0\}, \nu_{j} \in \mathfrak{n}^{\nu}$ for all $j \in \Delta$, $j > d$, satisfying (3.3), (3.4), and (3.6).

Since $q_{j}R$ is a fundamental domain for the ideal lattice $q_{j}\mathfrak{n} \subseteq \mathfrak{n} \subseteq V$, there are exactly $|N(q_{j})|$ points of $\mathfrak{n}$ in $q_{j}R$. Hence, for any given $q_{j}$, it is enough to consider $\ll |N(q_{j})|^{1}$ elements $\nu_{j}$.

Let us estimate the volume of the set of all $(\alpha_{j}, i_{j})_{j > d, 1 \leq i_{j} \leq t_{j}}$ belonging to a given $q_{j}, \nu_{j}$. By (3.6), we see that every coordinate $q_{j} \alpha_{j, i}$ takes values in a set of volume $\ll Q_{j}^{n} P^{j-n}$. Since multiplication by $q_{j}$ is an $\mathbb{R}$-linear transformation on $V$ of determinant $\sim N(q_{j})$, each $\alpha_{j, i}$ belongs to a set of volume $\ll N(q_{j})^{-1} Q_{j}^{n} P^{j-n}$, and hence the total volume is $\ll \prod_{j=d+1}^{D} (|N(q_{j})|^{-1} Q_{j}^{n} P^{j-n}) t_{j}$. Due to (3.4), Lemma 1.2 and Lemma 3.3 each choice of $q_{d+1}$ defines $\ll \varepsilon P^{c}$ values of $q_{d+2}, \ldots, q_{D}$. Summing over all these $q_{j}$ and all the corresponding $\nu_{j}$, we see that

$$\text{vol} \mathcal{A}(L_{0}; I_{d}^{(1)}) \ll P^{c} Q_{d+1}^{n} \prod_{j=d+1}^{D} (Q_{j} P^{-n})^{t_{j}} \ll P^{2\varepsilon - n \sum_{j=d+1}^{D} t_{j} - \sum_{j=d+1}^{D} s_{j} t_{j}}.$$
Therefore,
\[ T(L_0; I_d^{(1)}) \ll P^{n(s-D+D_d)+2\varepsilon} L_0^{1-s_d+1-\sum_{j=d+1}^{D_d} s_j t_j} \ll P^{n(s-D)-\delta}, \]
as long as (4.2) holds and \( \varepsilon \) is small enough.

Finally, we concentrate on the integral over \( \mathcal{A}(L_0; I^{(2)}) \). In particular, we will make use of the fact that \( \mathcal{A}(L_0; I^{(2)}) \subseteq \mathfrak{m} \).

**Lemma 4.5.** Let \( d \in \Delta, d < D \). If
\[ s_1 + \sum_{j=1}^{D_d} s_j t_j < 1. \tag{4.3} \]
then \( T(L_0; I^{(2)}) \ll P^{n(s-D)-\delta} \) for some \( \delta > 0 \).

**Proof.** For each \( \alpha \in I^{(2)} \), we have \( q_d \in n \setminus \{0\} \) and \( \nu_d \in n^{\varepsilon_d}, d \in \Delta \), with (3.4), (3.5) and (3.6), and as in the previous lemma it suffices to consider \( \ll |N(q_d)|^{t_d} \) tuples \( \nu_d \) for each \( q_d \).

Let \( \gamma := (q_d^{-1} \nu_d)_{d,i} \). Then it is not hard to see that
\[ |\alpha_{d,i} - \gamma_{d,i}| \ll Q_d^3 P^{-d} \text{ for all } j, d \text{ and } \gamma \alpha_n \ll Q_1^n. \]

With \( c_{\text{max}} := \max_d \{ \varepsilon(d) \} \), we have
\[ Q_1^3 \ll L^{-s_1} (\log P)^{n c_{\text{max}}}. \]

Let \( \varpi \) be as in the definition of the major arcs, and suppose that \( L \geq P^{-\varpi/(2s_1)} \). If \( P \) is large enough, we deduce that
\[ |\alpha_{d,i} - \gamma_{d,i}| \ll P^{-d+\varpi} \text{ for all } j, d \text{ and } \gamma \alpha_n \ll P^{\varpi}, \]
and hence \( \alpha \in \mathfrak{m} \). We conclude that \( T(L_0; I^{(2)}) = 0 \) unless
\[ L_0 \ll P^{-\varpi/(2s_1)}. \tag{4.4} \]

Let us assume that (4.4) holds. As in the proof of Lemma 4.3, we see that
\[ \text{vol}(\mathcal{A}(L_0; I^{(2)})) \ll P^{c} Q_1^3 \prod_{j=1}^{D_d} (Q_j P^{-j})^{nt_j} \ll P^{2s-n \sum_{j=1}^{D_d} j t_j} L_0^{s_1 - \sum_{j=1}^{D_d} s_j t_j}. \]

This implies that
\[ T(L_0; I^{(2)}) \ll P^{n(s-D)+2\varepsilon} L_0^{1-s_1-\sum_{j=1}^{D_d} s_j t_j} \ll P^{n(s-D)-\delta}, \]
provided that (4.3) holds and \( \varepsilon \) is small enough.

The previous lemmata allow us to estimate the integral of \( |S(\alpha)| \) over \( \alpha \in \mathfrak{m} \). Lemma 4.1 gives a sufficient bound for the integral over \( \mathfrak{m} \cap \Delta \). For \( \alpha \in I_d^{(1)}, d < D \), or \( \alpha \in I^{(2)} \), we have \( c_0 P^{-c_0} \leq L \leq c_1 \), with constants \( c_0, c_1 \) independent from \( P \). We split this interval in dyadic parts and obtain
\[ \int_{\mathfrak{m} \cap I_d^{(1)}} |S(\alpha)| \, d\alpha \ll \sum_{j=0}^{[\log_2(c_0^{-1} c_1 P^{\varepsilon_0})]} T(2^j c_0 P^{-c_0}, I_d^{(1)}) \ll P^{n(s-D)-\delta}(\log P), \]

by Lemma 4.3. An analogous argument using Lemma 4.5 bounds the integral over \( \mathfrak{m} \cap I^{(2)} \).
5. MAJOR ARCS: SINGULAR SERIES

We now choose the parameter $\varepsilon$ in the definition of the major arcs by

$$\varepsilon := \frac{1}{4 + (n+1)T}.$$ 

Furthermore recall that $\mathfrak{B} \subset V^*$ is a box aligned to the basis and $B \subseteq [-1,1]^n$ the corresponding box in $R^n$.

We start by showing that the major arcs are disjoint in pairs provided $P$ is large enough.

**Lemma 5.1.** Let $\gamma_1 \neq \gamma_2 \in (R \cap K)^T$ with $\mathfrak{N}a_{\gamma_j} \leq P^\varepsilon$ for $j \in \{1, 2\}$. For $P \gg 1$, we have $\mathfrak{M}_{\gamma_1} \cap \mathfrak{M}_{\gamma_2} = \emptyset$.

**Proof.** If $\alpha \in \mathfrak{M}_{\gamma_1} \cap \mathfrak{M}_{\gamma_2}$ then, writing $\gamma_j = (\gamma_{j,d,i})_{d,i}$,

$$|\gamma_{1, d, i} - \gamma_{2, d, i}| \leq |\gamma_{1, d, i} - \alpha_{d, i}| + |\alpha_{d, i} - \gamma_{2, d, i}| \ll P^{-d+\varepsilon} \leq P^{-1+\varepsilon}$$

holds for all $1 \leq d \leq D, 1 \leq i \leq t_d$. By Minkowski's convex body theorem, there is a nonzero $q \in a_{\gamma_1} \cap a_{\gamma_2}$ with $|q| \ll P^{2\varepsilon/n}$. Hence, $q(\gamma_{1, d, i} - \gamma_{2, d, i}) \in \mathfrak{N}$ and $|q(\gamma_{1, d, i} - \gamma_{2, d, i})| \ll P^{-1+(1+2/n)\varepsilon}$ for all $d, i$. Since $\varepsilon < 1/3$, this implies that $\gamma_1 = \gamma_2$ whenever $P$ is large enough. \hfill $\square$

For $\gamma \in (R \cap K)^T$, we define

$$\Sigma(\gamma) := \sum_{\mathbf{x} \in \mathfrak{N}/a_{\gamma}^n} \Phi \left( \sum_{d=1}^{D} \sum_{i=1}^{t_d} \gamma_{d, i} G_{d, i}^{*}(\mathbf{x}) \right),$$

and for $\gamma \in V^T$, let

$$J(\gamma) := \int_{B} \Phi \left( \sum_{d=1}^{D} \sum_{i=1}^{t_d} \gamma_{d, i} F_{d, i}(\mathbf{x}) \right) d\mathbf{x}.$$

**Lemma 5.2.** For $\gamma \in (R \cap K)^T$ with $\mathfrak{N}a_{\gamma} \leq P^\varepsilon$, let $\alpha \in \mathfrak{M}_{\gamma}$ and write $\alpha_{d, i} = \gamma_{d, i} + \theta_{d, i}$ for all $1 \leq d \leq D$ and $1 \leq i \leq t_d$. Then

$$S(\alpha) = \mathfrak{N}a_{\gamma}^{-1} P^n \Sigma(\gamma)J((\theta_{d, i} P^{d,d,i})) + O \left( \mathfrak{N}a_{\gamma}^{D} \sum_{d=1}^{D} \sum_{i=1}^{t_d} |\theta_{d, i}| P^{n+d-1} + \mathfrak{N}a_{\gamma} P^{n-1} \right).$$

**Proof.** Whenever $d, i, j$ appear as indices of a sum, the sum runs over $1 \leq d \leq D, 1 \leq i \leq t_d$, and $1 \leq j \leq n$. As usual, we write $\gamma_{d, i} = \gamma_{d, i, 1} \omega_1 + \cdots + \gamma_{d, i, n} \omega_n$, and similarly $\theta_{d, i} = \theta_{d, i, 1} \omega_1 + \cdots + \theta_{d, i, n} \omega_n$. With these conventions, we have

$$S(\alpha) = \sum_{\mathbf{X} \in \mathfrak{N}/a_{\gamma}^n \cap PB} e \left( \sum_{d, i, j} \left( \theta_{d, i, j} + \gamma_{d, i, j} \right) G_{d, i, j}^{*}(\mathbf{X}) \right).$$

Let $N := \mathfrak{N}a_{\gamma} \in (\mathfrak{N} \cap a_{\gamma})$. Then $N \gamma \in \mathfrak{N}^T$, so in particular $N \gamma_{d, i, j} \in \mathbb{Z}$ for all $d, i, j$. Splitting the sum over $\mathbf{X}$ into congruence classes modulo $N$ and using the fact that $G_{d, i, j}^{*}(\mathbf{Y})$, we obtain

$$S(\alpha) = \sum_{\mathbf{Y} \in [0, N-1] \cap \mathbb{Z})^n} e \left( \sum_{d, i, j} \gamma_{d, i, j} G_{d, i, j}^{*}(\mathbf{Y}) \right) \sum_{\mathbf{Z} \in \mathbb{Z}^n} e \left( \sum_{d, i, j} \theta_{d, i, j} G_{d, i, j}^{*}(\mathbf{Y} + N\mathbf{Z}) \right)$$

We can replace the sum over $\mathbb{Z}$ by an integral and estimate the difference using the mean value theorem. This leads to the approximation

$$S(\alpha) = \sum_{\mathbf{Y} \in [0, N-1] \cap \mathbb{Z})^n} e \left( \sum_{d, i, j} \gamma_{d, i, j} G_{d, i, j}^{*}(\mathbf{Y}) \right) \int_{Y+N\mathbb{Z}\in PB} e \left( \sum_{d, i, j} \theta_{d, i, j} G_{d, i, j}^{*}(\mathbf{Y} + N\mathbf{Z}) \right) d\mathbf{Z}$$

$$+ O \left( N \sum_{d, i, j} |\theta_{d, i, j}| P^{n+d-1} + NP^{n-1} \right).$$
In the error estimation, we used that \( N \leq P \), which is guaranteed by our hypotheses. The second error term comes from the boundary of the domain \( PB \). For more details, see the proof of [Bir62, Lemma 5.1].

The error term in the above expression is as desired, so let us focus on the main term. Another application of the mean value theorem allows us to replace the \( G_{d,i,j}^* \) in the integral by their leading forms \( F_{d,i,j}^* \) with negligible error, see also [Sch85, Section 9]. After applying the change of coordinates \( Y + NZ = PW \) in the integral, the main term in our expression for \( S(\alpha) \) thus has the form

\[
\frac{1}{N^n s} \sum_{\gamma \in (0, N - 1] \cap \mathbb{Z}} e \left( \sum_{d,i,j} \gamma_{d,i,j} G_{d,i,j}^*(Y) \right) \cdot J((\theta_{d,i} P^d)_{d,i}) \cdot P^{ns}.
\]

It remains to show that

\[
\frac{1}{N^n s} \sum_{\gamma \in (0, N - 1] \cap \mathbb{Z}} e \left( \sum_{d,i,j} \gamma_{d,i,j} G_{d,i,j}^*(Y) \right) = \frac{1}{N^n s} \Sigma(\gamma),
\]

This follows from the following observations. Write \( Y = (y_1, \ldots, y_s) \), with, as usual, \( y_j = y_j 1 + \cdots + y_j n \omega_n \). If \( Y \) runs through \((0, N - 1] \cap \mathbb{Z})^ns \) then \( Y \) runs through a set of representatives of \((n/(Nn))^s\). Moreover,

\[
e \left( \sum_{d,i,j} \gamma_{d,i,j} G_{d,i,j}^*(Y) \right) = \Phi \left( \sum_{d,i} \gamma_{d,i} G_{d,i}(Y) \right)
\]

depends only on \( Y \) modulo \( a_\gamma n \), and each coset of \((n/(Nn))^s\) modulo \( a_\gamma n \) has \( N^{(n-1)s} \) elements. \( \square \)

For \( H > 0 \), let

\[
\mathcal{G}(H) := \sum_{\gamma \in (R \cap K)^T \cap \mathfrak{n} \leq H} \frac{\Sigma(\gamma)}{\mathfrak{n} a_\gamma}
\]

and

\[
\mathcal{J}(H) := \int_{|\gamma| \leq H} J(\gamma) \, d\gamma.
\]

**Lemma 5.3.** There is a positive constant \( \delta \) such that, for large enough \( P \),

\[
\int_{\mathfrak{M}} S(\alpha) \, d\alpha = \mathcal{G}(P^\infty) \mathcal{J}(P^\infty) P^{n(s-D)} + O(P^{n(s-D)-\delta}).
\]

**Proof.** By Lemma [5.1], we have

\[
\int_{\mathfrak{M}} S(\alpha) \, d\alpha = \sum_{\gamma \in (R \cap K)^T \cap \mathfrak{n} \leq P^\infty} \int_{\mathfrak{M}_\gamma} S(\alpha) \, d\alpha.
\]

Using Lemma [5.2] and the obvious fact that \( \text{vol}(\mathfrak{M}_\gamma) = P^{-sD+nT^\infty} \), it follows that

\[
\int_{\mathfrak{M}_\gamma} S(\alpha) \, d\alpha = \frac{1}{\mathfrak{n} a_\gamma} P^{s \Sigma(\gamma)} \int_{|\theta| \leq P^{-s+\infty}} J((\theta_{d,i} P^d)_{d,i}) \, d\theta
\]

\[
+ O(P^{n(s-D)-1+(nT+2)^\infty}).
\]

After a coordinate change in the integral over \( \theta \) and summing over all \( \gamma \), we obtain

\[
\int_{\mathfrak{M}} S(\alpha) \, d\alpha = \mathcal{G}(P^\infty) \mathcal{J}(P^\infty) P^{n(s-D)} + O \left( (P^\infty) \cdot P^{n(s-D)-1+(nT+2)^\infty} \right),
\]

where

\[
m(P^\infty) := |\{ \gamma \in (R \cap K)^T \cap \mathfrak{n} \leq P^\infty \}| \ll P^{T+1}.
\]

Hence, we obtain an error term

\[
O(P^{n(s-D)-1+(n+1)T+3}) = O(P^{n(s-D)-\delta}). \quad \square
\]
Whenever the respective limit exists, we let
\[ \mathcal{S} := \lim_{H \to \infty} \mathcal{S}(H) \quad \text{and} \quad \mathcal{J} := \lim_{H \to \infty} \mathcal{J}(H). \]

The rest of this section is devoted to the absolute and fast convergence of the singular series \( \mathcal{S} \). The singular integral \( \mathcal{J} \) will be treated in the next section.

We start with an estimate for \( \Sigma(\gamma) \). Let \( \gamma \in (\mathbb{R} \cap K)^T \). By definition of \( a_\gamma \), we can write \( \gamma_{d,i}O_K = \frac{\alpha_{d,i}}{a_\gamma} \), where \( a_{d,i} \) is an ideal of \( O_K \) and \( a_\gamma + \sum_{d=1}^{D} \sum_{i=1}^{d} a_{d,i} = O_K \).

Lemma 5.4. Write \( \gamma_{d,i}O_K = \frac{\alpha_{d,i}}{a_\gamma} \) as above. Then, for \( \epsilon > 0 \),
\[ \Sigma(\gamma) \ll \Re a_\gamma^{-\epsilon} \min_{\gamma \in \Delta} \left\{ \frac{\Re(a_\gamma + \sum_{d=1}^{D} \sum_{i=1}^{d} a_{d,i})}{\Re a_\gamma} \right\}^{1/s_j}. \]

Proof. This generalizes [BHB14, Lemma 8.2]. The proof is essentially the same. We choose \( \alpha = \gamma, \theta = 0 \) in Lemma 5.2. Clearly, \( \alpha = \gamma \) is in \( \mathcal{M} \) for \( P = \Re a_\gamma^{-1} \), with any large fixed value of \( A \). Since \( J(0) \gg 1 \), we obtain
\[ \Sigma(\gamma) \ll \Re a_\gamma^{-\epsilon} \frac{|S(\gamma)|}{P^{ns}} + \Re a_\gamma^{-s_j}. \]
We choose \( A > s + 1 \) to obtain
\[ \Sigma(\gamma) \ll 1 + \Re a_\gamma^{-s_j} L, \quad (5.1) \]
with \( L \) defined via \( |S(\alpha)| = P^{ns}L \) as earlier in the paper. Let us apply Lemma 3.1 to estimate \( L \).

If \( \gamma \in I_d^{(1)} \) for some \( d \in \Delta \) then \( (5.3) \) and \( (5.1) \) show that
\[ \Sigma(\gamma) \ll 1 + \frac{N a_\gamma^{-s_j} P^\epsilon}{P^{ns} + (s-B_d)^{s_j+1}} \ll 1 \]
if \( A \) is chosen large enough. Now let us assume that \( \alpha = \gamma \in I_d^{(2)} \). In this case, Lemma 3.1 yields \( q_j \in \mathfrak{a} \) and \( q_j \in \mathfrak{n}^i \) for \( j \in \Delta \) satisfying \( (3.4) \), \( (3.5) \), and \( (3.6) \), with \( Q_j \) given in (3.1). Assume first that \( q_j \gamma_{j,i} \neq \nu_{j,i} \) for some \( j, i \). By Minkowski’s convex body theorem, there is a \( q \in \alpha_\gamma \setminus \{0\} \) with \( |q| \ll \Re a_\gamma^{-1} \). Then \( q(q_j \gamma_{j,i} - \nu_{j,i}) \in \mathfrak{a} \), and so
\[ 1 \ll |q(q_j \gamma_{j,i} - \nu_{j,i})| \ll \Re a_\gamma^{-1} Q_j P^{-j} \ll \Re a_\gamma^{-1} L^{-s_j/n} P^{-j+\epsilon} \]
This gives an upper bound for \( L \), and substituting this bound in (5.1) shows that \( \Sigma(\gamma) \ll 1 \) as long as we have chosen \( A \) big enough. Hence, we are left with the case where
\[ q_j \gamma_{j,i} = \nu_{j,i} \quad \text{for all} \quad j \in \Delta, 1 \leq i \leq t_j, \quad (5.2) \]
Since \( \nu_{j,i} \in \mathfrak{a} \), we find integral ideals \( b_{j,i} \) such that \( \nu_{j,i}O_K = \mathfrak{b}_{j,i} \). After cancellation, \( (5.2) \) gives
\[ q_j a_{j,i} = a_j \mathfrak{b}_{j,i} \quad \text{for all} \quad j \in \Delta, 1 \leq i \leq t_j. \]
In the following arguments, we write \( a^{(j)} := a_{j,1} + \cdots + a_{j,t_j} \) and \( b^{(j)} := b_{j,1} + \cdots + b_{j,t_j} \). Then \( q_j a^{(j)} = a_j \mathfrak{b}^{(j)} \) holds for all \( j \in \Delta \). With
\[ d_j := a_\gamma + a^{(j)} \quad \text{and} \quad f_j := q_j O_K + b^{(j)}, \]
we have thus
\[ \frac{q_j O_K}{f_j} = \frac{a_\gamma}{D_j} + \frac{b^{(j)}}{f_j}. \]
We claim that
\[ \sum_{d \mid d_j} \frac{a_\gamma}{D_d} \] divides \( q_j O_K \) for all \( j \in \Delta \).

Indeed, since \( \frac{a_\gamma}{D_j} + \frac{b^{(j)}}{f_j} = O_K \), we see that \( \frac{a_\gamma}{D_j} \mid \frac{a_\gamma}{D_j} \). The opposite divisibility follows analogously, and hence
\[ \frac{q_j O_K}{f_j} = \frac{a_\gamma}{D_j}. \]
Let $k \in \Delta$, $k > j$. Since \((5.4)\) holds for $k$ as well as for $j$, we see that $q_j \delta_j f_k = q_k \delta_k f_j$. By \((3.4)\), we can write $q_j = q_k \hat{q}_j$ with $\hat{q}_j \in \mathcal{O}_K$. Substituting this in the above equality, cancelling $q_k \mathcal{O}_K$, and dividing both sides by $\delta_j + f_j$ shows that

$$\frac{\hat{q}_j f_k}{\delta_j + f_j} = \delta_k \frac{f_j}{\delta_j + f_j},$$

and in particular

$$\frac{\delta_j}{\delta_j + f_j} \text{ divides } \delta_k \text{ for all } k > j. \tag{5.5}$$

Let $\delta_j := \sum_{d>j} \delta_d$. By \((5.4)\),

$$q_j \mathcal{O}_K = \frac{a_{\gamma}}{\delta_j}, \quad \frac{f_j \delta_j}{\delta_j} = \frac{a_{\gamma}}{\delta_j}, \quad \frac{f_j}{\delta_j + f_j}, \quad \frac{\delta_j}{\delta_j (\delta_j + f_j)^{-1}}.$$

By \((5.5)\), the second and the third factor on the right-hand side are integral ideals, and hence \((5.3)\) holds as claimed. Hence,

$$\frac{\mathfrak{m} a_{\gamma}}{\mathfrak{m} \delta_j} \leq |q_j|^{\frac{n}{2}} \ll Q_j^2 \ll L^{-\delta_j (\log P)^{\nu(j)}}.$$

This gives an upper bound for $L$ which, once substituted into \((5.1)\), proves the lemma. \hfill \Box

**Lemma 5.5.** Let $\mathfrak{a}$ be a fractional ideal of $K$. Then

$$|R \cap \mathfrak{a}| \ll \frac{1}{\mathfrak{m} \mathfrak{a}} + 1.$$

**Proof.** There is a constant $c$ depending only on $K$ and our basis $\omega_1, \ldots, \omega_n$ such that $R \cap \mathfrak{a} \subseteq \{x \in \mathfrak{a} \mid |x| \leq c \text{ for all } \gamma\}$. Here, the $x^{(\gamma)}$ are all the (real and complex) conjugates of $x$. The result then follows from [FP14, Lemma 7.1]. \hfill \Box

We are now ready to treat our singular series under the hypotheses of Theorem [11].

**Lemma 5.6.** Assume that

$$s_1 + \sum_{j=1}^D s_j t_j < 1. \tag{5.6}$$

Then the series defining $\mathcal{S}$ converges absolutely and there is a positive constant $\delta$ such that

$$\mathcal{S} - \mathcal{S}(H) \ll H^{-\delta}$$

holds for large enough $H$.

**Proof.** We write

$$A(\mathfrak{a}) := \sum_{\gamma \in (R \cap \mathfrak{a})^T} |\Sigma(\gamma)|.$$

For each $\gamma \in (R \cap K)^T$ with $\mathfrak{a}_{\gamma} = \mathfrak{a}$, we write again $\gamma_{d,j} \mathcal{O}_K = \frac{na_{\gamma}}{\mathfrak{a}}$ and define

$$\delta_j = \mathfrak{a} + \sum_{d=j}^D \sum_{i=1}^{t_j} \delta_{d,i}. \tag{5.7}$$

Then for $j_0 := \min \Delta$ we have $\delta_{j_0} = \mathcal{O}_K$. By Lemma 5.1 we see that

$$\Sigma(\gamma) \ll \mathfrak{m} a^{s_0/2} \min_{j \in \Delta} \left\{ \frac{\mathfrak{m} \delta_j}{\mathfrak{m} \mathfrak{a}} \right\}^{1/s_j} \leq \mathfrak{m} a^{s_0/2} \prod_{j \in \Delta} \left( \frac{\mathfrak{m} \delta_j}{\mathfrak{m} \mathfrak{a}} \right)^{\lambda_j/s_j},$$

for any $\lambda_j \geq 0$ with $\sum_{j \in \Delta} \lambda_j = 1$. As in [BHB14, Section 8], we choose

$$\lambda_j := \begin{cases} \theta + t_j s_j \delta_0 & \text{if } j = j_0 \\ t_j s_j & \text{if } j \in \Delta \setminus \{j_0\}, \end{cases} \tag{5.8}$$
where \( \theta = 1 - \sum_{j \in \Delta} t_j s_j \in (s_1, 1) \). Hence,

\[
A(a) \ll \mathfrak{M} a^{s + \varepsilon / 2} \sum_{\gamma_j \in \Delta, \gamma} \left( \frac{1}{\mathfrak{M} a} \right)^{\theta / s_{10}} \prod_{j \in \Delta} \left( \frac{\mathfrak{M} \gamma_j}{\mathfrak{M} a} \right)^{t_j},
\]

where \( m((\gamma_j)_{j \in \Delta}, a) \) is the number of all \( \gamma \in (R \cap K)^T \) with \( a, \gamma = a \) and \( (\mathfrak{M} \gamma_j)_{j \in \Delta} \). Clearly, any \( \gamma \) with \( a, \gamma = a \) and \( (\mathfrak{M} \gamma_j)_{j \in \Delta} \) satisfies

\[
\gamma_{j,i} = \frac{\mathfrak{M} \gamma_i}{a} \quad \text{for all } j \in \Delta, 1 \leq i \leq t_j.
\]

Using this and Lemma 5.5,

\[
m((\gamma_j)_{j \in \Delta}, a) \leq \prod_{j \in \Delta} \left| R \cap \left( \frac{\mathfrak{M} \gamma_i}{a} \right)^{t_j} \right| \ll \prod_{j \in \Delta} \left( \frac{\mathfrak{M} a^{s + \varepsilon}}{\mathfrak{M} a} \right)^{t_j}.
\]

Hence,

\[
A(a) \ll \mathfrak{M} a^{s + \varepsilon / 2 - \theta / s_{10}} \sum_{\gamma_j \in \Delta, \gamma} 1 \ll \mathfrak{M} a^{s - \theta / s_{10} + \varepsilon}.
\]

Since \( \theta > s_1 = s_{10} \), this shows that \( \mathcal{G} \) converges absolutely and that \( \mathcal{G} - \mathcal{G}(H) \ll H^\delta \) for some appropriate delta. \( \square \)

### 6. Major arcs: singular integral

Throughout this section, we will assume 5.6. For \( \gamma = (\gamma_{d,i})_{d,i} \in V^T \), we write \( \gamma_d := (\gamma_{d,1}, \ldots, \gamma_{d,N}) \).

**Lemma 6.1.** Let \( a \in [0, n] \) and \( \varepsilon > 0 \). For any \( \gamma \in V^T \), we have

\[
J(\gamma) \ll 1.
\] (6.1)

Assume that \( |\gamma| \geq 1 \) and let \( d \in \Delta \) with \( \gamma_d \neq 0 \). Then there exists a unit \( u_d \in O_K^* \) such that

1. \( |u_d| \ll |\gamma|^{\varepsilon} \),
2. \( J(\gamma) \ll |\gamma|^\varepsilon |u_d\gamma_d|^{-a/s_d} \).

Moreover, we have

\[
J(\gamma) \ll |\gamma|^\varepsilon |\gamma_d|^{-1/s_d}.
\] (6.2)

**Proof.** It is clear that \( J(\gamma) \ll 1 \) holds for all \( \gamma \in V^T \). Let \( d \in \Delta \) and assume that \( |\gamma| \geq 1 \) and \( \gamma_d \neq 0 \). We apply Lemma 5.2 with \( \alpha := (P^{-1} \gamma_{d,i})_{d,i} \) and \( P := |\gamma|^A \) for fixed large \( A \). Clearly, \( \alpha \in \mathfrak{M}_0 \) as soon as \( A \geq 1/\varepsilon \). Since \( \Sigma(0) = 1 \), we obtain

\[
J(\gamma) \ll L + |\gamma| P^{-1} \ll L + |\gamma|^{-a/s_d},
\] (6.3)

if \( A \) was chosen big enough.

If \( L \leq |\gamma|^{-a/s_d + \varepsilon} \) then (6.3) yields

\[
J(\gamma) \ll |\gamma|^\varepsilon |\gamma|^{-a/s_d} \leq |\gamma|^\varepsilon |\gamma_d|^{-a/s_d},
\]

and we can choose \( q_d = 1 \). Therefore, we may assume from now on that

\[
L \geq |\gamma|^{-a/s_d + \varepsilon},
\] (6.4)

so that

\[
J(\gamma) \ll L.
\] (6.5)

The remainder of this proof is devoted to the deduction of suitable upper bounds for \( L \). Let us first assume that \( \alpha \in I_j^{(1)} \) for some \( j \in \Delta \). Then the definition of \( I_j^{(1)} \), see (3.2), yields an upper bound

\[
L \ll |\gamma|^{-a/s_d + \varepsilon} \leq |\gamma|^\varepsilon |\gamma_d|^{-a/s_d},
\]

provided that we have chosen \( A \) big enough to ensure that \( A(s-B_j) > a(2j-1+s_{j+1}(s-B_j))/(ns_d) \).
If $\alpha \in I^{(2)}$ then Lemma 3.1 yields $q_d \in \mathfrak{n}$, and $\nu_d \in \mathfrak{n}^{t_d}$ satisfying

$$|q_d| \leq Q_d$$

$$|q_d\alpha_{d,i} - \nu_{d,i}| \leq Q_d P^{-d}$$

for all $1 \leq i \leq t_d$, \hspace{1cm} (6.7)

with $Q_d$ defined by (5.1).

Suppose that $\nu_{d,i} \neq 0$ for some $1 \leq i \leq t_d$. Then

$$1 \leq |\nu_{d,i}| \leq Q_d P^{-d} |\gamma_{d,i}| + Q_d P^{-d} |\gamma| = L^{-s_d/n}(\log P)^{c(d)} P^{-d} |\gamma|.$$ \hspace{1cm} (6.8)

Moreover, due to (6.7), for all $1 \leq i \leq t_d$ we have

$$P^{-d} |u_d \gamma_{d,i}| = |u_d \alpha_{d,i}| \leq Q_d P^{-d} = L^{-s_d/n}(\log P)^{c(d)} P^{-d},$$

so

$$L \leq |\gamma|^{\epsilon} |u_d \gamma_{d,i}|^{-n/s_d}.$$

The estimate $J(\gamma) \leq |\gamma|^{\epsilon} |u_d \gamma_{d,i}|^{-n/s_d}$ follows immediately from this and (6.5) if $|u_d \gamma_{d,i}| \geq 1$, and from the trivial estimate $J(\gamma) \leq 1$ if $|u_d \gamma_{d,i}| \leq 1$.

For the proof of (6.2), we proceed as above with $a = 1$, until (6.9). Here, we conclude that

$$P^{-d} |\gamma_d| = |\alpha_d| \leq |u_d^{-1}| |u_d \alpha_d| \leq Q_d^{-1} \cdot Q_d P^{-d} = L^{-s_d/n}(\log P)^{c(d)} P^{-d},$$

and thus

$$L \leq |\gamma|^{\epsilon} |\gamma_d|^{-1/s_d}.$$ \hspace{1cm} (6.9)

We write

$$N(\gamma_d) := \prod_{v \in \Omega_{\infty}} |\gamma_{d,v}|^{n_v},$$

where $|\gamma_{d,v}| := \max\{|\gamma_{d,1,v}, \ldots, |\gamma_{d,t_d,v}|\}$ and $n_v := [K_v : \mathbb{R}]$ is the local degree. Let $b \in (0, 1)$ be a constant to be specified later, and for $H \geq 1$ let

$$M(H) := \{\gamma \in V^T : |\gamma| \gg H\},$$

$$M_{>}(H) := \{\gamma \in V^T : |\gamma| \in (H, 2H] \text{ and there exists } d \text{ with } N(\gamma_d) \geq H^b\},$$

$$M_{<}(H) := \{\gamma \in V^T : |\gamma| \in (H, 2H] \text{ and for all } d, \text{ we have } N(\gamma_d) \leq H^b\}.$$}

Define the integral

$$I(H) := \int_{M(H)} \max\{|\gamma_{d,v}|^{n_v}\}^{-1} d\gamma.$$

**Lemma 6.2.** There is $\delta > 0$ such that, for $H \geq 1$,

$$I(H) \ll H^{-\delta}.$$ \hspace{1cm} (6.9)

**Proof.** We identify $V^T$ with $\mathbb{R}^{n_T}$ and use the basis $\omega_1, \ldots, \omega_n$ of $V$. The exponent $n/s_d$ in the definition $I(H)$ is good enough for the arguments given after [HBB14, Lemma 8.3] to apply. \hfill \Box

For $u = (u_d)_{d \in \Delta}$ with $u_d \in \mathcal{O}_K^{s_d}$ for all $d \in \Delta$, let

$$I_{>}(u, H) := \int_{M_{>}(H)} \max\{|u_d \gamma_{d,v}|^{n_v}\}^{-1} d\gamma.$$
Lemma 6.3. Let $\delta$ be as in Lemma 6.2. Then, for $H \geq 1$, $$I_>(u, H) \ll H^{-\delta b/n}.$$ 

Proof. Let $\phi : V^T \to \mathbb{R}$ be the $\mathbb{R}$-linear transformation $(\gamma_d, d, i) \mapsto (u_d \gamma_d, d, i)$. Since the $u_d$ are all units, we have $\det \phi = 1$. Moreover, let $\gamma \in \mathcal{M}_> (H)$ and $d$ such that $N(u_d \gamma_d) = N(\gamma_d) \geq H^b$. Then in particular $$\max_{v \in \Omega_\infty} \{ |u_d \gamma_d^v | \} \geq H^{b/n},$$ and thus $|\phi(\gamma)| \gg H^{b/n}$. We have shown that $\phi(\mathcal{M}_>(H)) \subseteq \mathcal{M}(H^{b/n})$. By Lemma 6.2 we obtain $$I_>(u, H) = \int_{\phi(\mathcal{M}_>(H))} \max_{d \in \Delta} \{ |\nu_d|^{n/s_d} \}^{-1} d\nu \ll \int_{\mathcal{M}(H^{b/n})} \max_{d \in \Delta} \{ |\nu_d|^{n/s_d} \}^{-1} d\nu = I(H^{b/n}) \ll H^{-\delta b/n}. \quad \Box$$

Let $$I_< (H) := \int_{\mathcal{M}_<(H)} \max_{d \in \Delta} \{ |\gamma_d|^{1/s_d} \}^{-1} d\gamma.$$ We will prove that $I_< (H) \ll H^{-\delta}$ for some $\delta > 0$.

Lemma 6.4. For $A_1, \ldots, A_n, B \in (0, \infty)$, let $$I(A_1, \ldots, A_n, B) := \int_{0 \leq x_1 \leq A_1 \atop \ldots \atop x_n \leq A_n \atop \sum x_i \leq B} dx_1 \cdots dx_n.$$ Then $$I(A_1, \ldots, A_n, B) \ll B \log \left( \frac{A_1 \cdots A_n}{B} + 2 \right)^{n-1}.$$ 

Proof. Elementary computations using induction. \quad \Box

Lemma 6.5. Let $\theta > 0$. For any small $\epsilon > 0$, and $H \geq 1$, we have $$\int_{N(\gamma) \leq H^b} \frac{1}{(1 + |\gamma|)^{1+\theta} |\gamma|^H} d\gamma \ll H^{-1-\theta+\epsilon+b}.$$ 

Proof. For $v \in \Omega_\infty$, let $t_v := |\gamma|^v_{N_w}$, and assume that $\max_v |\gamma|^v_{N_w} = |\gamma|^v_{N_w}$. Passing to polar coordinates at the complex places, we see that the integral in the lemma is 

$$\ll \int_{w \gg H^{n_w}} \frac{1}{t_w^{1+\theta}/n_w} \left( \int \prod_{v \neq w} dt_v \right) dt_w.$$ 

Using the notation of Lemma 6.4, the inner integral is just $$I((t_v^{n_v/w})_{v \neq w}, H^b/t_w) \ll \frac{H^b}{t_w^{1-\epsilon}},$$ and thus the integral in the lemma is 

$$\ll H^b \int_{t_w \gg H^{n_w}} \frac{1}{t_w^{1+\theta}/n_w + 1-\epsilon} dt_w \ll H^{b-1-\theta+n_w \epsilon}. \quad \Box$$

Lemma 6.6. Let $\theta > 0$. For any small $\epsilon > 0$, we have $$\int_{N(\gamma) \leq H^b} \frac{1}{(1 + |\gamma|)^{1+\theta}} d\gamma \ll H^b.$$
Proof. We start as in the proof of Lemma 6.5 and see that the integral is
\[
\ll \int_{t_w=0}^{\infty} \frac{1}{(1 + t_w^{|n_w/n}|)(1 + \theta)} \cdot I((t_w^{n_w/n})_{v \neq w}, H^b/t_w) \, dt_w.
\]
\[
\ll \int_{t_w=0}^{H^{n_w/n}} \frac{t_w^{n_w/n}}{H^{n_w/n}/n} \, dt_w + H^b \int_{t_w=H^{n_w/n}}^{\infty} \frac{1}{t_w^{(1+\theta)/n_w+1-\epsilon}} \, dt_w
\]
\[
\ll H^b + H^{b(1/(n-\theta/n+\epsilon n_w/n))} \ll H^b.
\]

Lemma 6.7. Assume that \( b \leq 1/T \). Then there is \( \delta > 0 \) such that, for \( H \geq 1 \),
\[
I_{<}(H) \ll H^{-\delta}.
\]

Proof. Let \( d_0 \in \Delta \) and assume that \( |\gamma| = |\gamma_{d_0}| \in (H, 2H] \). Since \( |\gamma| > H \geq 1 \), we have
\[
\max_{d \in \Delta} \{|\gamma_d|^{1/|k|}\} \gg \max_{d \in \Delta} \{(1 + |\gamma_d|)^{1/|k|}\} \geq \prod_{d \in \Delta} (1 + |\gamma_d|)^{\lambda_d/|k|}
\]
for any choice of \( 0 \leq \lambda_d \leq 1 \) with \( \sum_{d \in \Delta} \lambda_d = 1 \). We choose
\[
\lambda_d := \frac{s_d\theta}{|\Delta|},
\]
where \( \theta := 1 - \sum_{d \in \Delta} s_d \theta_d \in (0, 1) \). With \( \theta_d := \theta/(|\Delta| s_d \theta_d) \), this gives
\[
I_{<}(H) \ll \int_{\gamma_{d_0} \in V^{d_0}} \frac{1}{(1 + |\gamma_{d_0}|)^{1 + \theta_{d_0}}} \, d\gamma_{d_0} \prod_{d \neq d_0} \int_{N(\gamma_d) \leq H^b \atop |\gamma_d| \geq H} \frac{1}{(1 + |\gamma_d|)^{1 + \theta_d}} \, d\gamma_d.
\]

Further assuming that \( |\gamma_{d_0}| = |\gamma_{d_0, i_0}| \), we get
\[
I_{<}(H) \ll \int_{\gamma_{d_0, i_0} \in V \atop N(\gamma_{d_0, i_0}) \leq H^b \atop \gamma_{d_0, i_0} \geq H} \frac{1}{(1 + |\gamma_{d_0, i_0}|)^{1 + \theta_{d_0}}} \, d\gamma_{d_0, i_0} \prod_{d \neq d_0 \atop 1 \leq 1 \leq d} \int_{N(\gamma_{d, i}) \leq H^b \atop \gamma_{d, i} \in V} \frac{1}{(1 + |\gamma_{d, i}|)^{1 + \theta_d}} \, d\gamma_{d, i}.
\]

By Lemma 6.5 and Lemma 6.6 this product is \( \ll H^{-1-\theta_{d_0}+\epsilon+Tb} \ll H^{-\theta_{d_0}/2} \) if we choose \( \epsilon \) small enough.

With all our auxiliary results in place, we can now proceed to our main task, the estimation of the singular integral \( J \).

Lemma 6.8. Assume \( (5.7) \). Then the integral defining \( J \) converges absolutely and there is a positive constant \( \delta \) such that
\[
J - \hat{J}(H) \ll H^{-\delta}
\]
holds for all large enough \( H \).

Proof. Let us fix \( b := 1/T \). We have
\[
J - \hat{J}(H) \ll \int_{|\gamma| > H} |J(\gamma)| \, d\gamma = \sum_{j=0}^{\infty} \int_{2^j H < |\gamma| \leq 2^{j+1} H} |J(\gamma)| \, d\gamma.
\]

We first consider the integrals over \( M_{<}(2^j H) \). Here, we estimate \( |J(\gamma)| \) by (6.7) and obtain
\[
\sum_{j=0}^{\infty} \int_{M_{<}(2^j H)} |J(\gamma)| \, d\gamma \ll \sum_{j=0}^{\infty} (2^j H)^{\epsilon} I_{<}(2^j H) \ll H^{-\delta} \sum_{j=0}^{\infty} 2^{j(\epsilon-\delta)} \ll H^{-\delta/2},
\]
by Lemma 6.7 if \( \epsilon \) was chosen small enough.
For the integrals over \( M_>(2^jH) \), we use the estimates from (1) and (2) in Lemma 6.1 with \( a = n \). We obtain

\[
\sum_{j=0}^{\infty} \int_{M_>(2^jH)} |J(\gamma)| \, d\gamma \ll \sum_{j=0}^{\infty} (2^jH)^\epsilon \sum_{u \in (u_\Delta)_{\subseteq \Delta}} I_>(u, 2^jH).
\]

By Lemma 6.3, we have \( I_>(u, 2^j) \ll (2^jH)^{-\delta} \). Moreover, it is well known that the number of units \( u \in O_K^\times \) with \( |u| \ll 2^jH \) is \( \ll \log(2^jH)|\Omega|^{-1} \). Hence, the inner sum in the above expression has \( \ll (2^jH)^\epsilon \) summands. Altogether, we see that

\[
\sum_{j=0}^{\infty} \int_{M_>(2^jH)} |J(\gamma)| \, d\gamma \ll H^{2\epsilon - \delta} \sum_{j=0}^{\infty} 2^{j(2\epsilon - \delta)} \ll H^{-\delta/2},
\]

if \( \epsilon \) was chosen small enough. \( \square \)

Our Theorem 1.1 is now an immediate consequence of the estimation of the minor arcs in Section 4 and the treatment of the major arcs in Lemma 5.3, Lemma 5.6, and Lemma 6.8.
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