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The Regge-Wheeler-Zerilli (RWZ) wave-equation describes Schwarzschild-Droste black hole perturbations. The source term contains a Dirac distribution and its derivative. We have previously designed a method of integration in time domain. It consists of a finite difference scheme where analytic expressions, dealing with the wave-function discontinuity through the jump conditions, replace the direct integration of the source and the potential. Herein, we successfully apply the same method to the geodesic generic orbits of EMRI (Extreme Mass Ratio Inspiral) sources, at second order. An EMRI is a Compact Star (CS) captured by a Super Massive Black Hole (SMBH). These are considered the best probes for testing gravitation in strong regime. The gravitational wave-forms, the radiated energy and angular momentum at infinity are computed and extensively compared with other methods, for different orbits (circular, elliptic, parabolic, including zoom-whirl).
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I. INTRODUCTION AND MOTIVATIONS

It is a current assumption that most galaxies harbour at their centre a supermassive black hole (SMBH), on which stars and compact objects in the neighbourhood inspiral and finally plunge. The process of the capture by a SMBH of a compact star (CS), ideally a stellar-size black hole, is labelled EMRI (Extreme Mass Ratio Inspiral). It features as one of the most scientifically rewarding sources of gravitational waves for space laser interferometry (SLI), when considering the richness of investigations and tests in gravitation, black hole physics and the astrophysics of galactic centres. An introduction to EMRIs in the context of general relativity is to be found in [1].

EMRIs generate complex wave-forms (WFs) which demand an analysis in a multiple parameter space. Further, the WFs are dominated by the back-action effects which easily accumulate during the long approach of the CS towards
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the SMBH. These sources are studied by means of the perturbative approach, that assumes the CS is represented by a point mass perturbing the background spacetime curvature and by that generating gravitational radiation.

In this work, we deal with Schwarzschild-Droste (SD) black holes, after the names of the discoverers of the first solution of the Einstein field equations. Much research has been devoted to the study of SD black hole perturbations following the seminal work of Regge and Wheeler. In the gauge named after them (RW), they showed that the evolution of the odd parity vacuum perturbations can be reduced to a wave-equation. This formalism was then complemented by the works of Zerilli for the even and odd parities with a source term, thereby providing the theoretical framework for treating an SD SMBH of mass $M$ perturbed by a CS of mass $m_0 \ll M$. The wave-equations, one for each parity, are named RWZ, henceforth. Moncrief showed the gauge invariance of the wave-function.

Among the early contributions, we recall Peters, Stachel, Vishveshwara, Edelstein and Vishveshwara, and by the authors. For circular and generic orbits, the first WFs in the time domain were produced by Martel et al. They were later followed by Sopuerta and Laguna, Field et al., Barack and Lousto, in the harmonic (H) gauge. Other contributions include the one by Poisson in the frequency domain; Hopper and Evans in frequency and time domains, and RW and H gauges. Nagar, Damour and Tartaglia match the effective one body (EOB) computations to the perturbation framework.

The wave-function of the RWZ equation is discontinuous as it belongs to the $C^{-1}$ continuity class. We construct our algorithm on the jump conditions that the wave-function and its derivatives have to satisfy. The discontinuities have been discussed in the literature, but the jump conditions were previously used quite differently. In Haas replaces a $C^0$ scalar field with a polynomial, whose coefficients are determined by the jump conditions. Haas uses this technique for integration of the potential term of the wave-equation, turned into $(u, v)$ coordinates, and relies on the traditional splitting into four areas for each of the cells crossed by the particle. Similar use of the jump conditions is adopted by Barack and Sago for the gravitational case in the H gauge. They use a predictor-corrector scheme that defines the coefficients of the polynomial interpolation quantity. Sopuerta and Laguna ensure that the particle always lies at the interface between domain intervals, each remaining homogeneous (Particle-without-Particle), limiting the jump conditions to act as boundary conditions. Canizares and collaborators impose the jump conditions via characteristic fields out of their pseudo-spectral numerical method. Field, Hesthaven and Lau follow a similar track in the context of the Galerkin method, or like Hopper and Evans use the jump conditions for checking the correctness of the transformation from frequency to time domain (extended homogeneous solution).

We have shown how our method differs in: the jump conditions are not limited to an auxiliary role, but they are pivotal ingredients in our integration scheme. We tested our approach with geodesic radial fall at first, and fourth order.

We choose to develop a method in the time domain, because we discern it to be more suited to the computation of the back-action. It is also easily transferable to different physical problems that require anyway solving an hyperbolic equation with a singular source term. The proposed method does not require the use of approximations of $\delta$ distributions. Thus we will treat the particle as a true point particle. Notwithstanding the discontinuous behaviour of the metric perturbations and of the wave-function, it is possible to revert this weakness - the lack of smoothness - into a building feature of a new integration method. In our algorithm, largely analytical, the jump conditions implicitly provide the information on the source and the potential. However, for cells not crossed by the particle, we retain the classic approach for integrating the homogeneous wave-equations.

For testing our method, we consider the CS moving on the geodesic of the background field, and being unaffected by its own mass and the emitted radiation. Herein, we show that a second order algorithm suffices to acquire both well-behaved WFs, infinity, and accurate levels of radiated energy and angular momentum. The WFs, the radiated energy and angular momentum at infinity are extensively compared to previous results, for different orbits (circular, elliptic, parabolic, including zoom-whirl).

The rest of the paper is structured as follows. In Sect. II, after a brief reminder of the formalism on perturbations for an SD black hole, we present our own integration method that we have developed to solve the RWZ equation throughout the paper. In Sec. III, the WFs, radiated energy and angular momentum values are displayed and compared with the results from other groups. The appendixes display the multipolar expansion and linearised field equations (A); properties of the distributions (B), the explicit form of the jump conditions (C).

Geometric units ($G = c = 1$) are used, unless stated otherwise. The metric signature is $(-, +, +, +)$. 
II. THE INDIRECT METHOD

A. Introduction to the RWZ formalism

At lowest order, the perturbation analysis provides the framework for evaluating the effects - namely the emitted radiation - of a particle of mass $m_0$ moving in a given background spacetime $g_{\alpha\beta}$ determined by the large mass $M$ and solution of the vacuum Einstein equations $G_{\alpha\beta}[g] = 0$. The particle perturbs the geometry through the tensor field $h_{\alpha\beta}$. The quantities involved are such that $\varepsilon = m_0/M = m_0/R \ll 1$ where $R$ is the characteristic length scale of the background geometry. The amplitude of the fluctuations is small and considered of the order of the mass ratio $h_{\alpha\beta} \sim O(\varepsilon)$. In the total metric $g_{\alpha\beta} = g_{\alpha\beta} + h_{\alpha\beta}$, the particle, described by a stress-energy tensor $T_{\alpha\beta}[g + h; \gamma]$ moves on the world line $\gamma$, such that

$$G_{\alpha\beta}[g + h] = 8\pi T_{\alpha\beta}[g + h; \gamma]. \tag{1}$$

The term (5) is simplified to the extent that the scalar computed in the background metric $u_{\alpha}$ is a solution of the vacuum $(\alpha\beta)$, which is governed by the perturbed Einstein equations

$$\nabla_{\alpha}G^{\alpha\beta}[g] = 0 \quad \text{and} \quad G^{\alpha\beta} = 8\pi T_{\alpha\beta}[g + h; \gamma]$$

where $G^{(n)}[g_{\alpha\beta}, h_{\alpha\beta}] \sim O(\varepsilon^n)$. For the term of order 0, $h_{\alpha\beta}$ is zero and $g_{\alpha\beta}$ is the vacuum SD solution. The first order term is linear in $h_{\alpha\beta}$, while higher orders are not. Thus, at first perturbation order, $T_{\alpha\beta}[g; \gamma] \sim O(\varepsilon)$ and $h_{\alpha\beta}$ is governed by the perturbed Einstein equations

$$G_{\alpha\beta}[g + h] = 8\pi T_{\alpha\beta}[g + h; \gamma] + O(\varepsilon^2) \tag{2},$$

where $T_{\alpha\beta}[g; \gamma]$ is the stress-energy of the moving particle in the background metric

$$T_{\alpha\beta}[g; \gamma] = m_0 \int_{\gamma} (-g)^{-1/2}u_{\alpha}u_{\beta}\delta^{(4)}(x - x_p(\tau)) d\tau. \tag{3}$$

The particle is located on the world line $\gamma$ through the coordinates $x_\alpha(\tau)$; $u^\alpha$ is the four-velocity and $\tau$ the proper time associated to the background metric $g_{\alpha\beta}$; $\delta^{(4)}(x - x_p(\tau)) = \delta(x^0 - x^0_p)\delta(x^1 - x^1_p)\delta(x^2 - x^2_p)\delta(x^3 - x^3_p)$ is the four-dimensional Dirac distribution, and $g$ the determinant of the metric $g_{\alpha\beta}$. The linear operator of the Einstein perturbed tensor is

$$G_{\alpha\beta}[g, h] = \frac{1}{2}\nabla^\gamma\nabla_\gamma h_{\alpha\beta} + \nabla_\beta\nabla^{\gamma}h_{\alpha\gamma} + \nabla_\alpha\nabla^{\gamma}h_{\beta\gamma} - R_{\gamma\alpha\delta\beta}h^{\gamma\delta} - \frac{1}{2}\nabla_\beta\nabla_\alpha h + R^{\gamma}_{\alpha\beta\gamma}h_{\alpha\gamma}, \tag{4}$$

where $R^{\alpha\beta\gamma\delta}$ is the Riemann tensor, $R_{\alpha\beta} = R^\gamma_{\alpha\beta\gamma}$ and $R = R^{\alpha}_{\alpha}$ the Ricci Curvature $\mathcal{R}^{\alpha}_{\alpha}$, respectively tensor and scalar computed in the background metric $g_{\alpha\beta}$. Similarly, for the covariant derivative $\nabla_\alpha$ expressed in metric $g_{\alpha\beta}$. The term (5) is simplified to the extent that $g_{\alpha\beta}$ is a solution of the vacuum $(R_{\alpha\beta} = 0)$

$$G^{(1)}_{\alpha\beta}[g, h] = \frac{1}{2}\nabla^\gamma\nabla_\gamma g_{\alpha\beta} + \nabla_\beta\nabla^{\gamma}g_{\alpha\gamma} + \nabla_\alpha\nabla^{\gamma}g_{\beta\gamma} - R_{\gamma\alpha\delta\beta}g^{\gamma\delta} - \frac{1}{2}\nabla_\beta\nabla_\alpha g - \frac{1}{2}g_{\alpha\beta} R + \frac{1}{2}g_{\alpha\beta} R^{\gamma}_{\gamma\delta\beta}. \tag{5}$$

Equation (6) may be simplified further by a gauge transformation; adopting the H gauge for which $\nabla_\beta h^{\alpha\beta} = 0$, Eq. (3) becomes

$$g^{\gamma\delta}\nabla_\gamma \nabla_\delta h^{\alpha\beta} + 2R^{\alpha\beta}_{\gamma\delta}h^{\gamma\delta} = -16\pi\delta T^{\alpha\beta} + O(\varepsilon^2), \tag{6}$$

where $R^{\alpha\beta\gamma\delta}$ is the Riemann tensor, $R_{\alpha\beta} = R^{\gamma}_{\alpha\beta\gamma}$ and $R = R^{\alpha}_{\alpha}$ the Ricci Curvature $\mathcal{R}^{\alpha}_{\alpha}$, respectively tensor and scalar computed in the background metric $g_{\alpha\beta}$. Similarly, for the covariant derivative $\nabla_\alpha$ expressed in metric $g_{\alpha\beta}$. The term (5) is simplified to the extent that $g_{\alpha\beta}$ is a solution of the vacuum $(R_{\alpha\beta} = 0)$

$$G^{(1)}_{\alpha\beta}[g, h] = \frac{1}{2}\nabla^\gamma\nabla_\gamma h_{\alpha\beta} + \nabla_\beta\nabla^{\gamma}h_{\alpha\gamma} + \nabla_\alpha\nabla^{\gamma}h_{\beta\gamma} - R_{\gamma\alpha\delta\beta}h^{\gamma\delta} - \frac{1}{2}\nabla_\beta\nabla_\alpha h - \frac{1}{2}g_{\alpha\beta} (\nabla^\delta\nabla_\delta h_{\alpha\gamma} - \nabla_\alpha\nabla_\gamma h) \tag{6}.$$
where \( \tilde{h}_{\alpha\beta} = h_{\alpha\beta} - 1/2 g_{\alpha\beta} h \) is the perturbed trace-reversed field relative to the background metric \( g_{\alpha\beta} \). For the Ricci Curbastro - Bianchi identity satisfied at first order \( G^{(1)}_{\alpha\beta} \), that is from Detweiler [35]

\[
\nabla^\alpha G^{(1)}_{\alpha\beta}[g, h] = 0 ,
\]

(8)

the stress-energy tensor \( T_{\alpha\beta} \) must be conserved in the background metric

\[
\nabla^\alpha T_{\alpha\beta}[g; \gamma] \sim O(\varepsilon^2) ,
\]

(9)

and \( \gamma \) must be approximately a geodesic of the background spacetime. Thus the equation of motion remains

\[
u^\alpha \nabla_\alpha \nu^\beta \sim O(\varepsilon) .
\]

(10)

For the perturbative analysis at second order, the tensor \( T_{\alpha\beta} \) is to be conserved not in the background metric but in the first order perturbed metric. So for solving the field equations at second order, the stress-energy tensor must depend on the first order perturbed metric: the source of \( n \)-th order equation implies a \( T_{\alpha\beta} \) at \((n-1)\)-th order.

Due to the spherical symmetry of the SD field, it is possible to split the perturbations in two different parity families, even and odd. In a suitable spherical tensorial harmonics basis and in SD coordinates \( x^\alpha = \{t, r, \theta, \phi\} \), the even and odd perturbations are expressed by the following matrices

\[
h_{\alpha\beta}^{\ell m} = \begin{pmatrix}
\begin{array}{ccc}
\frac{f H_0^{(e)} Y^{\ell m}}{\text{sym}} & \frac{H_1^{(e)} Y^{\ell m}}{\text{sym}} & \lambda r^2 Y_{\gamma \ell m} Y_{\gamma 0}^{\ell m} \\
\frac{H_0^{(e)} Y^{\ell m}}{\text{sym}} & \frac{H_1^{(e)} Y^{\ell m}}{\text{sym}} & \lambda r^2 Y^{\ell m} G^{\ell m} Y_{\gamma 0} Y_{\gamma \ell m} \\
\frac{H_0^{(e)} Y^{\ell m}}{\text{sym}} & \frac{H_1^{(e)} Y^{\ell m}}{\text{sym}} & \lambda r^2 Y^{\ell m} G^{\ell m} Y_{\gamma 0} Y_{\gamma \ell m} \\
\end{array}
\end{pmatrix},
\]

(11)

\[
h^{\ell m}_{\alpha\beta} = \begin{pmatrix}
\begin{array}{ccc}
0 & 0 & \frac{h_0^{(e)} \sin \theta Y_{\ell m}^{(e)}}{\text{sym}} \\
0 & 0 & \frac{h_0^{(e)} \sin \theta Y_{\ell m}^{(e)}}{\text{sym}} \\
\frac{h_2^{(e)} \sin \theta Y_{\ell m}^{(e)}}{\text{sym}} & \frac{h_2^{(e)} \sin \theta Y_{\ell m}^{(e)}}{\text{sym}} & \frac{1}{2} h_2^{(e)} \left( \sec \theta Y_{\ell m}^{(e)} + \cos \theta \cot \theta Y_{\ell m}^{(e)} \right) \\
\frac{h_2^{(e)} \sin \theta Y_{\ell m}^{(e)}}{\text{sym}} & \frac{h_2^{(e)} \sin \theta Y_{\ell m}^{(e)}}{\text{sym}} & \frac{1}{2} h_2^{(e)} \left( \sec \theta Y_{\ell m}^{(e)} + \cos \theta \cot \theta Y_{\ell m}^{(e)} \right) \\
\end{array}
\end{pmatrix},
\]

(12)

where \( f = (1 - 2M/r^2) \), \( H_0, H_1, H_2, h_0^{(e)}, h_1^{(e)}, K, G \) and \( h_0, h_1, h_2 \) are functions of \((t, r)\), and \( Y(\theta, \phi) \) represent scalar spherical harmonics. The RW gauge poses \( h_0^{(e)} = h_1^{(e)} = G = 0 \) and \( h_0 = h_1 = 0 \). The odd and even parity wave-functions are built through a combination of the perturbation functions (three odd and seven even parity perturbations). Incidentally, we deal in this paper only with modes \( \ell \geq 2 \) which are radiative. In general relativity, there is no contribution to gravitational radiation by monopole and dipole components.

Different algebraic combinations have been used by different authors over time: Zerilli [8], Moncrief [10], Cunningham, Price and Moncrief (CPM) [32], Nagar and Rezzolla [37]. We choose to work with the convention of Lousto and Price [17], equivalent to the CPM convention, up to a normalisation factor. Thus, in the RW gauge

\[
\psi_\ell^{\ell m}(t, r) = \frac{r}{\lambda + 1} \left[ K^{\ell m} + \frac{r f}{\lambda r + 3M} \left( H_2^{\ell m} - r \frac{\partial K^{\ell m}}{\partial r} \right) + \frac{r f}{\lambda r + 3M} \left[ r^2 \frac{\partial G^{\ell m}}{\partial r} - 2 h_1^{\ell m} \right] \right],
\]

(13)

\[
\psi_\ell^{\ell m}(t, r) = \frac{r}{\lambda} \left[ \frac{1}{r^2} \frac{\partial}{\partial t} \left( h_0^{\ell m} \frac{\partial^{\ell m}}{\partial t^2} - \frac{\partial h_1^{\ell m}}{\partial t} \right) \right],
\]

(14)

where \( \lambda = (\ell - 1)(\ell + 2)/2 \). Casting the energy-momentum tensor in spherical harmonics, App. (A), we get the RWZ wave-equation
\[
\begin{align*}
-\partial_t^2 + \partial_r^2 - V^{\ell m}_{e/o}(r) \psi^{\ell m}_{e/o}(t, r) &= S^{\ell m}_{e/o}(t, r),
\end{align*}
\]  
(15)

where \( r^* = r + 2M \ln(r/2M - 1) \) is the tortoise coordinate. The two potentials \( V^{\ell}_{e/o}(r) \) and \( V^{\ell}_{o}(r) \) are given by
\[
\begin{align*}
V^{\ell}_{e}(r) &= 2f \frac{\lambda^2(\lambda + 1)r^3 + 3\lambda^2Mr^2 + 9\lambda M^2r + 9M^3}{r^3(\lambda r + 3M)^2},
\end{align*}
\]  
(16)

\[
\begin{align*}
V^{\ell}_{o}(r) &= 2f \left( \frac{\lambda + 1}{r^2} - \frac{3M}{r^3} \right).
\end{align*}
\]  
(17)

The source term involves a Dirac delta \( \delta \) and its distributional spatial derivative \( \delta' := d\delta/dr \). It is weighted by two functions of time \( F^{\ell}_{e/o} \) and \( G^{\ell m}_{e/o} \) for even and odd modes
\[
\begin{align*}
S^{\ell m}_{e/o}(t, r) &= G^{\ell m}_{e/o}(t) \delta (r - r_p(t)) + F^{\ell m}_{e/o}(t) \delta' (r - r_p(t)),
\end{align*}
\]  
(18)

for the even modes
\[
\begin{align*}
F^{\ell m}_{e}(t) &= -\frac{8\pi m_0}{\lambda + 1} u^r r_p f(r_p) \left( r_p^2 - f(r_p)^2 \right) \frac{\lambda r_p + 3M}{\lambda r_p + 3M} Y^{\ell m*},
\end{align*}
\]  
(19)

\[
\begin{align*}
G^{\ell m}_{e}(t) &= \frac{8\pi m_0}{\lambda + 1} u^r \left[ \frac{2r_p^2 f(r_p)}{\lambda r_p + 3M} \frac{d}{dt} Y^{\ell m*} - \frac{r_p f(r_p)}{\lambda} \theta^2 \phi^2 + \frac{r_p f(r_p)}{2\lambda} \left( \theta^2 - \sin^2 \theta \phi^2 \right) W^{\ell m*} + \right. \\
&\left. \frac{r_p^2 f(r_p)^2}{\lambda r_p + 3M} \frac{\theta^2 + \sin^2 \theta \phi^2}{\lambda r_p + 3M} Y^{\ell m*} + \frac{\theta^2}{r_p (\lambda + 1) (6r_p M + \lambda r_p^2) + 3M^2} Y^{\ell m*} \right] + \frac{r_p^2}{r_p (\lambda r_p + 3M)^2} \lambda r_p + 3M.
\end{align*}
\]  
(20)

while for the odd modes
\[
\begin{align*}
F^{\ell m}_{o}(t) &= \frac{8\pi m_0}{\lambda (\lambda + 1)} u^r r_p \left( r_p^2 - f(r_p)^2 \right) A^{\ell m*},
\end{align*}
\]  
(21)

\[
\begin{align*}
G^{\ell m}_{o}(t) &= -\frac{8\pi m_0}{\lambda (\lambda + 1)} u^r r_p \left[ \frac{r_p}{dt} (u^r r_p) + u^t \left( r_p^2 - f(r_p) \right) \right] A^{\ell m*} + \frac{r_p}{dt} A^{\ell m*},
\end{align*}
\]  
(22)

where the asterisk notes complex conjugation, \( u^t \) is the time component of the particle’s four-velocity, \( r_p = r_p(t) \) is the particle’s position at time \( t \), and \( \cdot' \cdot' \) means the total time derivative. The angular parts of the harmonics are evaluated at \( (\theta_p(t), \phi_p(t)) \), and
\[
\begin{align*}
X^{\ell m}(\theta, \phi) &= 2 (\partial_{\theta} \partial_{\phi} - \cot \theta \partial_{\phi}) Y^{\ell m}(\theta, \phi),
\end{align*}
\]  
(23)

\[
\begin{align*}
W^{\ell m}(\theta, \phi) &= (\partial_{\theta}^2 - \cot \theta \partial_{\phi} - \sin^{-2} \theta \partial_{\phi}^2) Y^{\ell m}(\theta, \phi),
\end{align*}
\]  
(24)

\[
\begin{align*}
A^{\ell m}(\Theta, \Phi) &= \left( \Theta \sin^{-1} \Theta \partial_{\phi} - \sin \Theta \Phi \partial_{\theta} \right) Y^{\ell m}(\Theta, \Phi).
\end{align*}
\]  
(25)

The highly singular nature of the source term in Eq. (15) is responsible for the discontinuity of the wave-function at \( r = r_p(t) \). The wave-function \( \psi^{\ell m}_{(c/o)} \) is otherwise piecewise continuous, and we distinguish its behaviour on the right and left hand side of the particle world line.
For the even parity, from Eq. (A8) and the Hamiltonian constraint \( \dot{H}_1(t) \) in App. (A), we express \( K^{\ell m}(t, r) \) and \( H_2^{\ell m}(t, r) \) in terms of \( \psi_{e/o}^{\ell m} \) and the source term \( (t)\ell m \), Eq. (A1-

\[
K^{\ell m} = \frac{6M^2 + 3M\lambda + \lambda(\lambda + 1)r^2}{r^2(\lambda + 3M)} \psi_{e}^{\ell m} + \frac{8\pi r^3}{(\lambda + 1)(\lambda r + 3M)} T^{(1)\ell m},
\]

\[
H_2^{\ell m} = -\frac{9M^3 + 3M^2\lambda r + \lambda^2(\lambda + 1)r^3}{r^2(\lambda + 3M)^2} \psi_{e}^{\ell m} + \frac{3M^2 - \lambda Mr + \lambda^2}{r(\lambda r + 3M)} \frac{\partial}{\partial r} \psi_{e}^{\ell m} + \frac{8\pi r^3(\lambda r^2(\lambda - 2) + 10\lambda Mr - 9Mr + 27M^2)}{r^2(\lambda + 1)r^2(\lambda r + 3M)^2} \frac{\partial}{\partial r} T^{(1)\ell m} - \frac{8\pi r^4}{(\lambda + 1)(\lambda r + 3M)} \frac{\partial}{\partial r} T^{(1)\ell m}.
\]

Similarly, from Eq. (A8b) and the partial time derivative of Eqs. (26, 27), we obtain \( H_1^{\ell m}(t, r) \)

\[
H_1^{\ell m} = r \frac{\partial}{\partial t} \psi_{e}^{\ell m} + \frac{\lambda r^2 - 3M\lambda r - 3M^2}{rf(\lambda r + 3M)} \frac{\partial}{\partial t} \psi_{e}^{\ell m} - \frac{8\pi r^5}{(\lambda + 1)r(\lambda r + 3M)} \frac{\partial}{\partial t} T^{(1)\ell m} + \frac{4\sqrt{2}\pi r^2}{(\lambda + 1)} T^{(2)\ell m},
\]

and from Eq. (A8g) \( H_0^{\ell m}(t, r) \)

\[
H_0^{\ell m}(t, r) = H_2^{\ell m}(t, r) + \frac{16\pi r^2}{\sqrt{2}(\lambda + 1)} T^{(9)\ell m}.
\]

For the odd parity, Eqs. (A9a, A9c) provide \( h_0^{\ell m}(t, r) \) and \( h_1^{\ell m}(t, r) \)

\[
h_0^{\ell m} = \frac{1}{2} f r \frac{\partial}{\partial r} (r \psi_{e/o}^{\ell m}) + 4\pi r^3 \frac{\psi_{e/o}^{\ell m}}{\sqrt{\lambda + 1}} T^{(6)\ell m},
\]

\[
h_1^{\ell m} = \frac{1}{2} f^{-1} \frac{\partial}{\partial t} \psi_{e/o}^{\ell m} + 4\pi ir^3 \frac{\psi_{e/o}^{\ell m}}{\sqrt{\lambda + 1}} T^{(7)\ell m}.
\]

Through the wave-function \( \psi_{e/o}^{\ell m} \), we have access to the total energy \( E^{\infty} \) and angular momentum \( \dot{\Lambda}^{\infty} \) radiated to infinity at the observer position \( r^{\text{obs}} \rightarrow +\infty \), and across the event horizon \( (r^{\text{eh}} \rightarrow -\infty) \), namely \( \dot{E}^{\text{eh}} \) and \( \dot{\Lambda}^{\text{eh}} \). The relations are

\[
\dot{E}^{\text{eh,}\infty} = \frac{1}{64} \sum_{\ell m} \frac{(\ell + 2)!}{(\ell - 2)!} \left[ |\dot{\psi}_{e}^{\ell m}|^2 + |\dot{\psi}_{o}^{\ell m}|^2 \right],
\]

\[
\dot{\Lambda}^{\text{eh,}\infty} = \frac{im}{64} \sum_{\ell m} \frac{(\ell + 2)!}{(\ell - 2)!} \left[ \dot{\psi}_{e}^{\ell m} \dot{\psi}_{e}^{\ell m} + \dot{\psi}_{o}^{\ell m} \dot{\psi}_{o}^{\ell m} \right],
\]

again the dot indicating the total time derivative.

**B. Equations of motion**

The 4-velocity vector \( u^\mu = dz^\mu/d\tau \) of a point particle moving in an SD black hole geometry obeys the geodesic equation

\[
u^\mu \nabla_\mu v^\nu = 0.
\]

For motion in the orbital plane \( \theta = \pi/2 \), the following system must be satisfied, see Hagihara [35], Darwin [36, 40],
where $E$ and $L$ are the two integrals of motion corresponding to the particle specific energy and angular momentum, respectively. Instead of searching for a solution $r(t)$, it is customary to refer to the single-valued parameter $\chi$, such that

$$r_p(\chi) = \frac{pM}{1 + e \cos(\chi)}, \quad (36)$$

where $p$ and $e$ correspond to the semi-latus rectum and the eccentricity, respectively. For circular $e = 0$, and elliptic orbits $0 < e < 1$, the angle range is $0 < \chi < 2\pi$; further, $e = 1$ and $-\pi < \chi < \pi$ for parabolic orbits, $e < 1$ and $-\arccos(-e^{-1}) < \chi < \arccos(e^{-1})$ for hyperbolic orbits. The parameters $p, e$ are related to the constants of motion

$$E^2 = \frac{(p - 2)^2 - 4e^2}{p(p - 3 - e^2)}, \quad L^2 = \frac{M^2p^2}{p - 3 - e^2} \quad (37)$$

and to the periastron and apoastron

$$r_{\text{peri}} = pM/(1 + e), \quad r_{\text{apo}} = pM/(1 - e) \quad (38)$$

The particle position is now described by Eq. (36) and by

$$\frac{d\chi}{dt} = \frac{(p - 2 - 2e \cos \chi)(1 + e \cos \chi)^2}{Mp^2} \sqrt{p - 6 - 2e \cos \chi \over (p - 2)^2 - 4e^2} \quad (39)$$

$$\frac{d\phi_p}{dt} = \frac{(p - 2 - 2e \cos \chi)(1 + e \cos \chi)^2}{p^{3/2}M \sqrt{(p - 2)^2 - 4e^2}} \quad (40)$$

The system of Eqs. (36,39,40) is not well defined for $p < 6 + 2e$ that characterises the regime of unstable orbits. Only orbits lying outside the separatrix ($e \geq 0, p \geq 6 + 2e$) will be considered in this paper.

C. Jump conditions

In App. (B), we recall some properties of the distributions, that shall be used herein. The discontinuity in $\psi(t, r)$ along the path at $r = r_p$ is labelled of the $\textit{first kind}$ because the values of $\psi$ on both sides of $r_p$ at constant $t$

$$\lim_{\epsilon \to 0} \psi(t, r_p - \epsilon) \quad \text{and} \quad \lim_{\epsilon \to 0} \psi(t, r_p + \epsilon), \quad (41)$$

are different but finite. The wave-function $\psi(t, r)$ belongs to the $C^\infty$ class in $\mathbb{R}^2 \setminus \{(t, r) \mid r = r_p(t)\}$, while the functions $\psi^+(t, r)$ and $\psi^-(t, r)$ belong to the $C^\infty$ class and satisfy

$$\psi^-(t, r) = \psi(t, r) \quad \forall \ r \in ] - \infty, r_p[ \quad (42)$$

$$\psi^-(t, r_p) = \lim_{\epsilon \to 0} \psi(t, r_p - \epsilon), \quad (43)$$
\[ \psi^+(t, r) = \psi(t, r) \quad \forall \ r \in ]r_p, +\infty[ , \]
\[ \psi^+(t, r_p) = \lim_{\epsilon \to 0} \psi(t, r_p + \epsilon) . \]

We thus can write \( \psi \) as a formal distribution given by
\[ \psi(t, r) = \psi^+ H_+ + \psi^- H_- , \]
where \( H_+ := H(r - r_p(t)) \) and \( H_- := H(r_p(t) - r) \), are Heaviside or step distributions. By using the properties described by Eqs. \( 31, 34, 35 \), the derivatives of Eq. \( 46 \) are
\[ \partial_r \psi(t, r) = \partial_r \psi^+ H_+ + \partial_r \psi^- H_- + (\psi^+ - \psi^-) \delta , \]
\[ \partial_t \psi(t, r) = \partial_t \psi^+ H_+ + \partial_t \psi^- H_- - \dot{r}_p (\psi^+ - \psi^-) \delta , \]
\[ \partial_t^2 \psi(t, r) = \partial_t^2 \psi^+ H_+ + \partial_t^2 \psi^- H_- + 2 \left( \partial_r \psi^+ - \partial_r \psi^- \right) \delta + (\psi^+ - \psi^-) \delta' , \]
\[ \partial_t^2 \psi(t, r) = \partial_t^2 \psi^+ H_+ + \partial_t^2 \psi^- H_- - 2 \dot{r}_p \left( \partial_t \psi^+ - \partial_t \psi^- \right) \delta - \ddot{r}_p (\psi^+ - \psi^-) \delta + \dddot{r}_p (\psi^+ - \psi^-) \delta' , \]
where \( \delta := \delta_{r_p} := \delta(r - r_p(t)) \) and \( \delta' := \delta'_{r_p} := \partial_r \delta(r - r_p(t)) \) are Dirac or delta distribution. Given the nature of the discontinuity (first kind), the jump at \( \psi \) is simply the difference of the limit values of \( \psi \) on the two sides of the path \( r_p(t) \)
\[ \left[ \psi \right] = \lim_{\epsilon \to 0} \left[ \psi(t, r_p + \epsilon) - \psi(t, r_p - \epsilon) \right] = \psi^+(t, r_p) - \psi^-(t, r_p) , \]
which is ultimately a function of \( t \) only. According to Eq. \( 47 \) for which \( \lim_{\epsilon \to 0} \partial_r \psi(t, r_p \pm \epsilon) = \partial_r \psi^\pm(t, r_p) \), the jumps of the partial derivatives of \( \psi \) are written as
\[ \left[ \partial_r^m \partial_t^n \psi \right] = \partial_r^m \partial_t^n \psi^+(t, r_p) - \partial_r^m \partial_t^n \psi^-(t, r_p) . \]

The quantities \( \left[ \partial_r^m \partial_t^n \psi \right] \forall n, m \in \mathbb{N} \) are the jump conditions on the wave-function. Thus, by exploiting the properties of Eqs. \( 35, 31 \) and the definition of Eq. \( 32 \), Eqs. \( 47, 50 \) are rewritten as
\[ \partial_r \psi(t, r) = \partial_r \psi^+ H_+ + \partial_r \psi^- H_- + \left[ \psi \right] \delta , \]
\[ \partial_t \psi(t, r) = \partial_t \psi^+ H_+ + \partial_t \psi^- H_- - \dot{r}_p \left[ \psi \right] \delta , \]
\[ \partial_t^2 \psi(t, r) = \partial_t^2 \psi^+ H_+ + \partial_t^2 \psi^- H_- + \left[ \partial_r \psi \right] \delta + \left[ \psi \right] \delta' , \]
\[ \partial_t^2 \psi(t, r) = \partial_t^2 \psi^+ H_+ + \partial_t^2 \psi^- H_- + \left( \ddot{r}_p \left[ \partial_r \psi \right] - \dddot{r}_p \left[ \psi \right] - 2 \dot{r}_p \frac{d}{dt} \left[ \psi \right] \right) \delta + \dddot{r}_p \left[ \psi \right] \delta' . \]

Since \( \partial_r^2 = f^2 \partial_r^2 + f' \partial_r \) and inserting Eqs. \( 48, 53, 55, 56 \) into Eq. \( 15 \), the jump conditions are thus related to \( F \) and \( G \) of the source term
\[
\left( f(r_p)^2 - r_p^2 \right) \partial_r \psi + \left( \ddot{r}_p - f(r_p)f'(r_p) \right) [\psi] - 2 \ddot{r}_p \frac{d}{dt} [\psi] \delta + \left( f(r_p)^2 - r_p^2 \right) \delta' = G(t) \delta + F(t) \delta'.
\]

We have recurred to \( \psi \), solutions of the homogeneous equation \( Z[\psi^\pm] = 0 \), where \( Z := -\partial_t^2 + \partial_r^2 - V(r) \), and to the identity \( f^2 \delta' = f(r_p)^2 \delta' - 2f(r_p)f'(r_p) \delta \) used in \( f^2 \partial_r^2 \psi \).

0\textsuperscript{th} order jumps. The jump condition \( [\psi] \) is identified by equating the coefficients of \( \delta' \) on both sides of Eq. \((57)\)

\[
[\psi] = \frac{F(t)}{f(r_p)^2 - r_p^2}.
\]

1\textsuperscript{st} order jumps. Similarly, \( \left[ \partial_r \psi \right] \) is identified through the coefficients of \( \delta \)

\[
\left[ \partial_r \psi \right] = \frac{1}{f(r_p)^2 - r_p^2} \left[ G(t) + \left( f(r_p)f'(r_p) - \ddot{r}_p \right) [\psi] - 2 \ddot{r}_p \frac{d}{dt} [\psi] \right].
\]

By using the relation on the total derivative, Eq. \((58)\), we get

\[
\left[ \partial_t \psi \right] = \frac{d}{dt} [\psi] - \ddot{r}_p [\partial_r \psi].
\]

2\textsuperscript{nd} order jumps. Taking into account that \( Z[\psi^\pm] = 0 \), and \( Z[\psi^+ - \psi^-] = 0 \) in the limit \( r \rightarrow r_p \), the homogeneous RWZ equation becomes

\[
- \left[ \partial_t^2 \psi \right] + f(r_p)^2 \left[ \partial_r^2 \psi \right] + f(r_p)f'(r_p) \left[ \partial_r \psi \right] - V(r_p) [\psi] = 0.
\]

Injecting

\[
\left[ \partial_t^2 \psi \right] = \frac{d}{dt} [\psi] - \ddot{r}_p \left[ \partial_r \partial_t \psi \right] = \frac{d}{dt} [\psi] - \ddot{r}_p \left[ \partial_r \psi \right] + r_p^2 \left[ \partial_r^2 \psi \right],
\]

into Eq. \((61)\), we get the second spatial derivative

\[
\left[ \partial_r^2 \psi \right] = \frac{1}{f(r_p)^2 - r_p^2} \left[ \frac{d}{dt} [\partial_r \psi] - f(r_p)f'(r_p) \left[ \partial_r \psi \right] - \ddot{r}_p \frac{d}{dt} \left[ \partial_r \psi \right] + V(r_p) [\psi] \right].
\]

The jumps on the second time derivative and mixed derivative are expressed respectively by

\[
\left[ \partial_t^2 \psi \right] = \left[ \partial_r^2 \psi \right] - V(r_p) [\psi],
\]

\[
\left[ \partial_t \partial_r \psi \right] = \left[ \partial_r \partial_t \psi \right] = \frac{d}{dt} [\partial_r \psi] - \ddot{r}_p \left[ \partial_r^2 \psi \right],
\]

where \( \left[ \partial_t^2 \psi \right] = f(r_p)^2 \left[ \partial_r^2 \psi \right] + f(r_p)f'(r_p) \left[ \partial_r \psi \right] \).

3\textsuperscript{rd} order jumps. The first space partial derivative of \( Z[\psi^+ - \psi^-] = 0 \) for the limit \( r \rightarrow r_p \) leads to

\[
- \left[ \partial_t \partial_r^2 \psi \right] + f^2 \left[ \partial_t^2 \psi \right] + 3f f' \left[ \partial_t \partial_r \psi \right] + (f^2 + ff'' - V) \left[ \partial_r \psi \right] - V' [\psi] = 0.
\]

Since
\[ \partial_t \partial_t^2 \psi = \frac{d}{dt} \left[ \partial_t \partial_t \psi \right] - \dot{r}_p \frac{d}{dt} \left[ \partial_t^2 \psi \right] + \dot{r}_p^2 \left[ \partial_t^3 \psi \right]. \] (67)

By inserting Eq. (67) into Eq. (66), we get
\[ \left[ \partial_t^3 \psi \right] = \frac{1}{f^2 - \dot{r}_p^2} \left\{ \frac{d}{dt} \left[ \partial_t \partial_t \psi \right] - \dot{r}_p \frac{d}{dt} \left[ \partial_t^2 \psi \right] - \left( f^{''} + f f''' - V \right) \left[ \partial_t \psi \right] - 3f f' \left[ \partial_t^2 \psi \right] - V' \left[ \psi \right] \right\}. \] (68)

The other mixed derivative is obtained through a proper combination
\[ \left[ \partial_t \partial_t^2 \psi \right] = \frac{d}{dt} \left[ \partial_t^2 \psi \right] - \dot{r}_p \left[ \partial_t^3 \psi \right], \] (69)

while \( \left[ \partial_r \partial_t^2 \psi \right] \) is determined by inverting Eq. (66). In general, if we get an explicit solution for \( \left[ \partial_r^{m+2n} \psi \right] \), any jump of the type \( \left[ \partial_r^m \partial_t^{2n} \psi \right] \) is connected to the wave-equation through the homogeneous operator \( Z \).

**4th order jumps.** The double space derivation of \( Z[\psi^+ - \psi^-] = 0 \) with the limit for \( r \to r_p \) leads to
\[ - \left[ \partial_r^2 \partial_t^2 \psi \right] + f^2 \left[ \partial_t^2 \psi \right] + 2ff' \left[ \partial_t^3 \psi \right] + \left[ \left( f^{''} + f f''' - V \right) \left[ \partial_t \psi \right] + \left( 3f f'' + f f''' - 2V' \right) \left[ \partial_r \psi \right] - V' \left[ \psi \right] \right] = 0. \] (70)

Since
\[ \left[ \partial_t^2 \partial_t^3 \psi \right] = \frac{d}{dt} \left[ \partial_t^2 \psi \right] - \dot{r}_p \frac{d}{dt} \left[ \partial_t^3 \psi \right] + \dot{r}_p^2 \left[ \partial_t^4 \psi \right], \] (71)

by inserting Eq. (71) into Eq. (70), we get
\[ \left[ \partial_t^4 \psi \right] = \frac{1}{f^2 - \dot{r}_p^2} \left\{ \frac{d}{dt} \left[ \partial_t \partial_t \psi \right] - \dot{r}_p \frac{d}{dt} \left[ \partial_t^2 \psi \right] 2ff' \left[ \partial_t^3 \psi \right] \left[ \left( f^{''} + f f''' - V \right) \left[ \partial_t \psi \right] - \left( 3f f'' + f f''' - 2V' \right) \left[ \partial_r \psi \right] - V' \left[ \psi \right] \right] \right\}, \] (72)

then
\[ \left[ \partial_r \partial_t^3 \psi \right] = \frac{d}{dt} \left[ \partial_t^3 \psi \right] - \dot{r}_p \left[ \partial_t^4 \psi \right]. \] (73)

The jump \( \left[ \partial_r^2 \partial_t^2 \psi \right] \) is computed when solving Eq. (71). The jump \( \left[ \partial_t^2 \partial_r \psi \right] \) is obtained by differentiating \( Z[\psi^+ - \psi^-] = 0 \) with respect to \( r \) first and to \( t \) later, and finally taking the limit \( r \to r_p \).

**\( N > 2 \)nd order jumps.** In general, by knowing the jumps at \( N-1 \) order, those at order \( N \) are computed with the following recipe:

- Take the limit for \( r \to r_p \) of the \( N-2 \) spatial derivative of \( Z[\psi^+ - \psi^-] = 0 \)
  \[ \left[ \partial_r^{N-2} \partial_t^2 \psi \right] = \sum_{k=0}^{N} D_{(N,k)}(r_p) \left[ \partial_r^k \psi \right]. \] (74)

- Express \( \left[ \partial_r^{N-2} \partial_t^2 \psi \right] \) as a function of the previously computed jumps
  \[ \left[ \partial_r^{N-2} \partial_t^2 \psi \right] = \frac{d}{dt} \left[ \partial_r^{N-2} \partial_t^2 \psi \right] - \dot{r}_p \frac{d}{dt} \left[ \partial_r^{N-1} \psi \right] + \dot{r}_p^2 \left[ \partial_r^N \psi \right]. \] (75)
Inject Eq. (75) into Eq. (74)

\[
\left[ \partial_r^N \psi \right] = \frac{1}{D_{(N,N)}} - \partial_r \left[ \frac{d}{dt} \left[ \partial_r^{N-2} \partial_t \psi \right] - \partial_r \frac{d}{dt} \left[ \partial_r^{N-1} \psi \right] - \sum_{k=0}^{N-1} D_{(N,k)}(r_p) \left[ \partial_r^k \psi \right] \right].
\] (76)

The explicit form of \( \left[ \partial_r^{N-2} \partial_t^2 \psi \right] \) is obtained via Eq. (75) or by reversing Eq. (74).

Mixed derivatives of the type \( \left[ \partial_r^m \partial_t^{2n+1} \psi \right] \) are directly related to the jumps \( \left[ \partial_r^k \psi \right] \) for \( k \leq N \), and for \( k \leq N \) because in the homogeneous case, the operator \( \partial_t^{2n} \) can be seen as a combination involving spatial derivatives only

\[
\partial_t^{2n} = (\partial_r^2 - V) \circ (\partial_r^2 - V) \circ \cdots \circ (\partial_r^2 - V)
\] (77)

where \( \circ \) is the composition operator.

Mixed derivatives of the type \( \left[ \partial_r^m \partial_t^{2n+1} \psi \right] \), for \( n, m \in \mathbb{N} \) such that \( 2n + m + 1 = N \), are directly related to the jumps \( \left[ \partial_r^k \partial_t \psi \right] \) for \( k \leq N - 1 \) and \( \left[ \partial_t \psi \right] \) for \( k \leq N \).

In App. (C), the jump conditions appear in explicit form.

D. Numerical implementation

1. Domain, boundary and initial conditions

Following previous work \[17, 43\], we consider a staggered numerical grid where two nodes are separated by \( \Delta r^* \) and \( \Delta t \), in space and time respectively, Figs. 1,2. The null line for the retarded time is \( u = t - r^* \), while \( v = t + r^* \) for the advanced time.

The support of the source term is localised solely on the world line. Two kinds of numerical cells appear, Fig. 1: (i) the cells, not crossed by the world line, and dealt with the homogeneous equation \[17, 43\]; (ii) the cells crossed by the particle path where the solution is discontinuous due to the source term, and dealt with the jump conditions.

![FIG. 1: Discretised numerical spacetime](image)

In our finite element integration scheme, the field value at the top of the filled cell, point A, Figs. 3,4, is drawn from known and causally related quantities and from the information on junctions provided by the jump conditions. We use an \( r^* \)-grid ranging between \(-2500 \) and \( 2500 \) for an observer located at \( r^* = r^*_\text{obs} = 1500 \). The grid is bound by a spacelike hypersurface \( t = 0 \) which contains the initial gravitational content of our system; on the left by the excision hypersurface taken at \( r_{\text{min}}/2M = 1 + \epsilon \) (we typically take \( r_{\text{min}}/2M = -1500 \)), and on the right at \( r_{\text{max}}/2M = 1500 > r^*_\text{obs} \), consistent with a far observer approximation. We solve the problem of boundary conditions...
FIG. 2: Geometry of an empty cell, i.e. never occupied by the particle during its motion.

by using a large grid, thereby avoiding any spurious reflections in the time window explored by the signal. The boundaries fulfill the conditions: \( r_{\text{min}}^* \leq r^* \leq r_{\text{max}}^* \), and \( 0 \leq t \leq t_{\text{end}} \). Alternatively, it would be conceivable to use hyperboloidal surfaces and a compactification of the radial coordinates as proposed by Zenginoglu \[44\].

FIG. 3: First order mesh for the cells crossed by the particle. The regions \( \Omega_+ \) and \( \Omega_- \) refer to the points ”on the right” and ”on the left” of the trajectory, respectively.

FIG. 4: Second order mesh for the cells crossed by the particle. The number of grid nodes raises to six, though the cases remain four.

Conversely to the more difficult problem of radial fall, initial conditions are not relevant for periodic orbits. Indeed, non-physical initial data are smoothed out, whenever sufficient time for their propagation is assigned. For an observer
at infinity and various types of initial data, the time convergence towards the physical solution is fully satisfactory. In closed orbits, a period is often sufficient to avoid the propagation of the spurious initial radiation. We pose the following null initial conditions

$$\psi(r,0) = d\psi/dt(r,0) = 0.$$ (78)

2. Notation

We define, Fig. 6,

- $\psi_i$ the value of $\psi$ taken at the grid point $i$ of coordinates $(t_i, r^*_i)$,
- $V_i$ the value of the potential $V$ taken at the grid point $i$ of coordinates $(t_i, r^*_i)$,
- $\left[ \partial_r^n \partial_t^n \psi \right]_x$ the jump conditions taken at a trajectory point $x$ of coordinates $(t_x, r^*_x = r^*_p(t_x))$,
- $\partial_r^p \partial_t^q \psi^\pm_x = \lim_{\epsilon \to 0} \partial_r^p \partial_t^q \psi^\pm_x (r^*_p(t_x) \pm \epsilon, t_x)$,
- $\Omega_+ = \{(t_i, r^*_i) \mid r^*_i > r^*_p(t_i)\}$, all grid points "on the right" of the world line,
- $\Omega_- = \{(t_i, r^*_i) \mid r^*_i < r^*_p(t_i)\}$, all grid points "on the left" of the world line,
- $\psi(\Omega_\pm) = \{\psi_i \mid i \in \Omega_\pm\}$; thus, by definition, $\psi_i^+ \in \psi(\Omega_+)$ and $\psi_i^- \in \psi(\Omega_-)$,
• \( \Delta = \{(t_i, r^*_i) \mid t_i < t_A, |r^*_i/t_i| < 1\} \) the set of points belonging to the past light cone of the upper cell node \( A \), i.e., at first order, \( \Delta = \{B, C, E\} \), Fig. (3); at second order, \( \Delta = \{B, C, D, E, F\} \), Fig. (4); at fourth order, \( \Delta = \{B, C, D, E, F, G, H, I, J\} \), Fig. (5).

• \( h = \Delta r^* = \Delta t \).

• \( \Psi_i = V_i \psi_i \).

3. Algorithm

a. Empty cells. The evolution of \( \psi \) is mostly governed by the solution of the homogeneous RWZ equation as the source occupies only one cell per time step.

2nd order empty cells. We use the classical finite difference scheme, Figs. (2, 7), [17, 43]. It is useful to introduce the Eddington-Finkelstein coordinates \((u, v)\) [45, 46] connected to \((t, r^*)\) coordinates via a bi-continuous application \( \mu \) such that

\[
\mu : \left( \begin{array}{c} t \\ r^* \end{array} \right) \mapsto \left( \begin{array}{c} u = t - r^* \\ v = t + r^* \end{array} \right),
\]

\[
\mu^{-1} : \left( \begin{array}{c} u \\ v \end{array} \right) \mapsto \left( \begin{array}{c} t = (v + u)/2 \\ r^* = (v - u)/2 \end{array} \right).
\]

The integration of the homogeneous RWZ equation on the whole cell leads to

\[
\int_{\text{cell}} [\partial_{r^*}^2 - \partial_t^2] \psi dr^* dt = -4 \int_{\text{cell}} \partial_u \partial_v \psi dudv = -4[\psi_A - \psi_B - \psi_C + \psi_E],
\]

while the potential is approximated by

\[
\int_{\text{cell}} V \psi dr^* dt \approx h^2 V_A [\psi_A + \psi_B + \psi_C + \psi_E].
\]

The value at the upper cell node is given by

\[
\psi_A = \psi_E + (\psi_B + \psi_C) \left(1 - \frac{1}{2} h^2 V_A\right) + \mathcal{O}(h^4).
\]

FIG. 7: The stencil used for solving the homogeneous RWZ equation. The points BE, CE, AB, AC indicated by the crosses are not grid points but extra points for the 4th order scheme, Eq. (87).
4th order empty cells. We use the scheme designed in [28], derived from Lousto [47]. Like for Eq. (83), the integrated wave-operator over the cell is drawn from the four nodes of the cell. The integration of the potential is achieved by applying the Simpson’s rule for the double integral

\[
\int \int_{\text{cell}} \Psi_{\text{dr}} dt = \left(\frac{h}{3}\right)^2 \left[ \Psi_A + \Psi_B + \Psi_C + 16 \Psi_0 + \left( \Psi_{BE} + \Psi_{AB} + \Psi_{CE} + \Psi_{AC} \right) \right] + O(h^6), \tag{84}
\]

where \( \Psi_{BE}, \Psi_{AB}, \Psi_{CE}, \Psi_{AC} \) refer to the points outside the mesh. Their contribution, without resampling the grid, is obtained by applying Eq. (83) on \( \psi_{AB} \) and \( \psi_{AC} \) and developing the potential \( V(r) \) around \( r_0 \), spatial coordinate of the cell central point.

\[
\Psi_{BE} + \Psi_{AB} + \Psi_{CE} + \Psi_{AC} = 2V_0 \psi_0 \left[ 1 - \frac{1}{2} \left( \frac{h}{2} \right)^2 V_0 \right] + V_{BE} \psi_B \left[ 1 - \frac{1}{2} \left( \frac{h}{2} \right)^2 V_{BE} \right] + V_{CE} \psi_C \left[ 1 - \frac{1}{2} \left( \frac{h}{2} \right)^2 V_{CE} \right] + \frac{1}{2} \left[ V_{BE} - 2V_0 + V_{CE} \right] (\psi_B + \psi_C) + O(h^4). \tag{85}
\]

The quantity \( \Psi(r_0) = \Psi_0 \) is approximated by a linear combination of the values of \( \Psi_i \) for \( i \in \Delta = \{B,C,D,E,F,G,H,I,J\} \)

\[
\Psi_0 = \frac{1}{16} \left[ 8 \psi_B + 8 \psi_E + 8 \psi_C - 4 \psi_D - 4 \psi_F + \psi_G - \psi_H - \psi_I + \psi_J \right] + O(h^4). \tag{86}
\]

Finally, we get

\[
\psi_A \approx -\psi_E + \psi_B \left[ 1 - \frac{1}{4} \left( \frac{h}{3} \right)^2 + \frac{1}{16} \left( \frac{h}{3} \right)^4 V_0 \right] (V_0 + V_B) + \psi_C \left[ 1 - \frac{1}{4} \left( \frac{h}{3} \right)^2 + \frac{1}{16} \left( \frac{h}{3} \right)^4 V_0 \right] (V_0 + V_C) - \left( \frac{h}{3} \right)^2 \left[ 1 - \frac{1}{4} \left( \frac{h}{3} \right)^2 V_0 \right] \left[ \Psi_{BE} + \Psi_{AB} + \Psi_{CE} + \Psi_{AC} + 4 \psi_0 \right] \tag{87}
\]

b. Full cells. Equations (83, 87) cannot be used any longer being \( \psi \) not regular. Cells crossed by the trajectory imply discontinuity of \( \psi \), and an ad hoc numerical scheme has been conceived. For an easy introduction, the reader may refer to [19, 32]. The strategy is the following:

- For \( \alpha_i \) being the weighting coefficients, establish a relation of the type

\[
\psi^\pm_A = \sum_{i \in \Delta} \alpha_i \psi_i^\pm. \tag{88}
\]

- Expand the \( \psi \) function in Taylor series at \( A \) and at each point of \( \Delta \), around the \( x \) point; mark the intersection between the world line and the segment \([BC]\) of the cell. Then

\[
\psi_i^\pm = \sum_{n+m \leq N} T_i^{(n,m)} \partial_r^n \partial_t^m \psi_i^\pm + O(h^{N+1}), \tag{89}
\]

where \( T_i^{(n,m)} = (r_i^\ast - t_i)(t_i - t_x)^m/n!m! \) are the Taylor coefficients. By injecting Eq. (89) into Eq. (88), we get by identification the \( \alpha_i \) coefficients. Normally, at order \( N \), \( (N+1)(N+2)/2 \) points are needed to satisfy the \( (N+1)(N+2)/2 \) relationships leading to the \( \alpha_i \) of Eq. (88). However, since \( \partial_r^2 \psi_i^\pm = [\partial_r^2 - V_i] \psi_i^\pm, 2N+1 \) points are sufficient.

- Since \( i \in \Omega_+ \) (or \( i \in \Omega_- \)), \( \psi_i^- \) (or \( \psi_i^+ \)) is not well defined. Therefore, the jump conditions \( \partial_r^n \partial_t^m \psi_i^\pm = \partial_r^n \partial_t^m \psi_i^\pm \pm [\partial_r^n \partial_t^m \psi]_x \) render meaningful \( \psi_i^- \) and \( \psi_i^+ \) for \( i \in \Omega_+ \) and \( i \in \Omega_- \), respectively. The junction term \( \xi_i \) is such that
\[
\psi_i^\pm = \sum_{n+m \leq N} T_i^{(n,m)} \left( \partial_x^n \partial_t^m \psi_X^\pm \pm [\partial_x^n \partial_t^m \psi]_X \right) + \mathcal{O}(h^{N+1}) \approx \psi_i^\pm + \xi_i \quad \text{for } i \in \Omega_\pm,
\]

where

\[
\psi_i^\mp = \sum_{n+m \leq N} T_i^{(n,m)} \partial_x^n \partial_t^m \psi_X^\mp,
\]

and

\[
\xi_i = \sum_{n+m \leq N} T_i^{(n,m)} \left[ \partial_x^n \partial_t^m \psi \right]_X.
\]

- If \( A \in \Omega_- \), then Eq. (88) is rewritten as

\[
\psi^-_A = \sum_{i \in \Delta} \alpha_i \psi_i^- - \sum_{i \in \Delta \cap \Omega_+} \alpha_i \psi_i^- - \sum_{i \in \Delta \cap \Omega_-} \alpha_i \psi_i^- + \sum_{i \in \Delta \cap \Omega_+} \alpha_i (\psi_i^+ - \xi_i),
\]

The first sum refers to the directly accessible grid points for which \( \psi_i^- \) is well defined, since \( i \in \Omega_- \); instead, the second sum to grid points for which \( \psi_i^- \) is not defined, since \( i \in \Omega_+ \), and thus associated to \( \psi_i^- \). Accordingly, we have

\[
\psi^-_A = \sum_{i \in \Delta} \alpha_i \psi_i^\pm - \sum_{i \in \Delta \cap \Omega_+} \alpha_i \xi_i.
\]

Similarly, if \( A \in \Omega_+ \), then

\[
\psi^+_A = \sum_{i \in \Delta} \alpha_i \psi_i^\pm - \sum_{i \in \Delta \cap \Omega_-} \alpha_i \xi_i + \xi_A
\]

- The general formula can be finally summarised by

\[
\psi_A = \sum_{i \in \Delta} \alpha_i \psi_i^\pm + \sum_{n+m \leq N} \beta^{(n,m)} \left[ \partial_x^n \partial_t^m \psi \right]_X + \mathcal{O}(h^{N+1})
\]

where \( \beta^{(n,m)} := - \sum_{i \in \Delta_A} \alpha_i T_i^{(n,m)} \) with \( \alpha_A = -1 \) and \( \Delta_A = (\Delta \cup \{A\}) \cap \Omega_+ \). The second term of Eq. (94) takes into account the jump conditions only from the points contained in \( \Delta_A \), i.e. the points belonging to the past light cone of \( A \), including the latter (that is to say \( \Delta \cup \{A\} \)), and to the right hand side of the path (that is to say \( \Delta \cup \{A\} \) \( \Omega_+ \)).

We now apply this strategy at increasing order. The first order serves the purpose of an introduction to the application. We then develop, the second order and the fourth order, which will be used in this work (Part I) and in the companion work (Part II), respectively.

**1st order full cells.** For \( N = 1 \), i.e. \( \mathcal{O}(\Delta t^2) \), Eq. (88) gives

\[
\begin{align*}
\psi_A^- &= \psi_X^- + (\epsilon - \Delta r^*) \partial_r \psi_X^- + \Delta t \partial_t \psi_X^- \quad (95) \\
\psi_B^- &= \psi_X^- - (2\Delta r^* - \epsilon) \partial_r \psi_X^- \\
\psi_C^- &= \psi_X^- + \epsilon \partial_r \psi_X^- \\
\psi_D^- &= \psi_X^- + (\epsilon - \Delta r^*) \partial_r \psi_X^- - \Delta t \partial_t \psi_X^- \quad (98)
\end{align*}
\]
where $\epsilon := r^*_p - r^*_x$. Solving for $\psi^+_A = \sum_{i \in \Delta} \alpha_i \psi^+_i$ leads to reverse the following linear system

$$
\begin{pmatrix}
  1 & \epsilon - \Delta r^* & 0 \\
  1 & \epsilon & 0 \\
  1 & \epsilon - \Delta r^* & -1
\end{pmatrix}
\begin{pmatrix}
  \alpha_B \\
  \alpha_C \\
  \alpha_E
\end{pmatrix}
= \begin{pmatrix}
  1 \\
  \epsilon - \Delta r^* \\
  \Delta t
\end{pmatrix}.
$$

(99)

The solution is $\alpha_B = \alpha_C = -\alpha_E = 1$. The trajectory crosses the cell into four possible ways, Fig. 3. For the case (i), $\Delta = \{B, C, E\}; \Delta \cap \Omega_+ = \{B\}; \Delta \cap \Omega_- = \{C, E\}$, and according to Eq. 91

$$
\xi_A = \left[\psi\right]_x + (\epsilon - \Delta r^*)\left[\partial_r \psi\right]_x + \Delta t\left[\partial_t \psi\right]_x,
$$

(100)

$$
\xi_B = \left[\psi\right]_x - (2\Delta r^* - \epsilon)\left[\partial_r \psi\right]_x,
$$

(101)

$$
\xi_C = \left[\psi\right]_x + \epsilon\left[\partial_r \psi\right]_x,
$$

(102)

$$
\xi_E = \left[\psi\right]_x + (\epsilon - \Delta r^*)\left[\partial_r \psi\right]_x - \Delta t\left[\partial_t \psi\right]_x.
$$

(103)

For the case (i), $\psi^+_A$ is computed from $\psi^-_B, \psi^+_C, \psi^-_E$. Equation 93 then gives

$$
(i) \quad \psi^+_A \approx \psi^-_B + \psi^+_C - \psi^-_E + \xi_A - \xi_C + \xi_E \approx \psi^-_B + \psi^+_C - \psi^-_E + \left[\psi\right]_x - (2\Delta r^* - \epsilon)\left[\partial_r \psi\right]_x.
$$

(104)

Applying Eqs. 92, 93, 100, 103, and changing the points in $\Delta \cap \Omega_+$ and $\Delta \cap \Omega_-$ according to the (ii), (iii) or (iv) cases, Fig. 3, we get

$$
(ii) \quad \psi^+_A \approx \psi^-_B + \psi^+_C - \psi^-_E + \Delta t\left[\partial_t \psi\right]_x - \Delta r^*\left[\partial_r \psi\right]_x,
$$

(105)

$$
(iii) \quad \psi^+_A \approx \psi^-_B + \psi^+_C - \psi^-_E - \left[\psi\right]_x - \epsilon\left[\partial_r \psi\right]_x,
$$

(106)

$$
(iv) \quad \psi^+_A \approx \psi^-_B + \psi^+_C - \psi^-_E - \Delta t\left[\partial_t \psi\right]_x - \Delta r^*\left[\partial_r \psi\right]_x.
$$

(107)

At first order, the method provides the value of the cell upper node as function of the other three nodes and of analytic expressions.

2nd order full cells. We set $N = 2$ in Eq. 89, and use $\partial_t^2 \psi^+_i = [\partial_r^2 - V_i]\psi^+_i$ to limit to five the number of grid points. The latter are chosen in the past light cone of $A$, $\Delta = \{B, C, D, E, F\}$, Fig. 4. We have

$$
\alpha_B = 1 - \frac{1}{2}\epsilon h V_x,
$$

(108)

$$
\alpha_C = 1 - \frac{1}{2}h(2h - \epsilon) V_x,
$$

(109)

$$
\alpha_D = \alpha_F = \frac{1}{8}\epsilon(2h - \epsilon) V_x,
$$

(110)

$$
\alpha_E = -1 - \frac{1}{4}\epsilon(2h - \epsilon) V_x,
$$

(111)

where $\Delta r^* = \Delta t = h$. Again, the trajectory intersects the stencil in four possible configurations, Fig. 4. The junction functions $\xi_i$ take the following form
\[ \xi_A = \left(1 - \frac{1}{2} \Delta^2 V_x \right) \left[ \psi \right] + (\epsilon - \Delta r^*) \left[ \partial_r \psi \right] + \Delta t \left[ \partial_t \psi \right] + \frac{1}{2} \left( \epsilon - \Delta r^* \right)^2 \left[ \partial^2_r \psi \right] + \Delta t (\epsilon - \Delta r^*) \left[ \partial_r \partial_t \psi \right], \]  
\[ \xi_B = \left[ \psi \right] - (2 \Delta r^* - \epsilon) \left[ \partial_r \psi \right] + \frac{1}{2} (2 \Delta r^* - \epsilon)^2 \left[ \partial^2_r \psi \right], \]  
\[ \xi_C = \left[ \psi \right] + \epsilon \left[ \partial_r \psi \right] + \frac{1}{2} \epsilon^2 \left[ \partial^2_r \psi \right], \]  
\[ \xi_D = \left(1 - \frac{1}{2} \Delta^2 V_x \right) \left[ \psi \right] - (3 \Delta r^* - \epsilon) \left[ \partial_r \psi \right] - \Delta t \left[ \partial_t \psi \right] + \frac{1}{2} (3 \Delta r^* - \epsilon)^2 \left[ \partial^2_r \psi \right] + \Delta t (3 \Delta r^* - \epsilon) \left[ \partial_r \partial_t \psi \right], \]  
\[ \xi_E = \left(1 - \frac{1}{2} \Delta^2 V_x \right) \left[ \psi \right] + (\epsilon - \Delta r^*) \left[ \partial_r \psi \right] - \Delta t \left[ \partial_t \psi \right] + \frac{1}{2} (\epsilon - \Delta r^*)^2 \left[ \partial^2_r \psi \right] - \Delta t (\epsilon - \Delta r^*) \left[ \partial_r \partial_t \psi \right], \]  
\[ \xi_F = \left(1 - \frac{1}{2} \Delta^2 V_x \right) \left[ \psi \right] + (\epsilon + \Delta r^*) \left[ \partial_r \psi \right] - \Delta t \left[ \partial_t \psi \right] + \frac{1}{2} (\epsilon + \Delta r^*)^2 \left[ \partial^2_r \psi \right] - \Delta t (\epsilon + \Delta r^*) \left[ \partial_r \partial_t \psi \right]. \]

\[ \Psi_0 = \frac{1}{16} \left[ 5V(r_0^* - h) \psi(t_0, r_0^* - h) + 15V(r_0^* - 3h) \psi(t_0, r_0^* - 3h) - 5V(r_0^* - 5h) \psi(t_0, r_0^* - 5h) + V(r_0^* - 7h) \psi(t_0, r_0^* - 7h) \right] + \mathcal{O}(h^4), \]  
\[ \Psi_0 = \frac{1}{16} \left[ 5V(r_0^* + h) \psi(t_0, r_0^* + h) + 15V(r_0^* + 3h) \psi(t_0, r_0^* + 3h) - 5V(r_0^* + 5h) \psi(t_0, r_0^* + 5h) + V(r_0^* + 7h) \psi(t_0, r_0^* + 7h) \right] + \mathcal{O}(h^4). \]  

### III. WFS FROM GEODESIC GENERIC ORBITS

We deal here with orbits that a CS pursues in its approach to a SMBH, before plunge (for geodesic radial infall, see [19]). The different orbits are obtained by inserting the values of eccentricity \( e \) and semi-latus rectum \( p \) in Eqs.
together with the initial conditions $\phi_p(t=0)$ and $\chi(t=0)$.

A. Circular orbits

In a circular orbit, the CS turns around the SMBH at $r_p = pM$. In Fig. 8, two examples of WFs at infinity are shown, $(\ell, m)=(2, 2)$ for the even parity, and $(\ell, m)=(2, 1)$ for the odd parity, each with real and imaginary parts. The oscillatory shape of the gravitational radiation derives from the circularity of the orbit. The wave-function oscillates with a frequency $m\Omega$ for a given mode $(\ell, m)$, where $\Omega = d\phi_p/dt = M^{-1}p^{-3/2}$ is the angular velocity. From Eq. (32), the total energy flux is (for the $m$-symmetry, $\dot{E}_{\ell,-m} = \dot{E}_{\ell,m}$)

$$\dot{E} = \sum_{\ell=2}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} \dot{E}_{\ell m} = \sum_{\ell=2}^{\ell_{\text{max}}} \left[ \dot{E}_{\ell 0} + 2 \sum_{m=1}^{\ell} \dot{E}_{\ell m} \right],$$

(119)

From Eq. (33) the total angular momentum flux is

$$\dot{L} = 2 \sum_{\ell=2}^{\ell_{\text{max}}} \sum_{m=1}^{\ell} \dot{L}_{\ell m}.$$  

(120)

If the particle follows an equatorial path, some simplifications can be imposed without loss of generality. Indeed, if $\ell + m$ is even, then $\psi_{\ell m}^e = 0$, whereas if $\ell + m$ is odd, then $\psi_{\ell m}^o = 0$.

For a better accuracy we use a Richardson extrapolation on the flux values. In practice, $\dot{E}_{\ell m}$ and $\dot{L}_{\ell m}$ are computed for various grid step sizes $h/2^n$ with $n = 0, 1, 2, 3$ and $h/2M = 0.1$, and then extrapolated by the first terms of the Richardson recurrence formula.

![FIG. 8: The $\psi$ wave-function in terms of the coordinates $t/2M$ and $u = (t - r*_{\text{obs}})/2M$, for the even quadrupolar mode $(\ell, m)=(2, 2)$ (top) and the odd mode $(\ell, m)=(2, 1)$ (bottom); orbital parameters $(e, p) = (0, 12)$. We draw the real (solid line) and the imaginary (dotted line) parts, their dephasing being $\Delta u = \frac{2\pi}{2m^2}\Omega^{-1} = \frac{2\pi}{M}p^{-3/2}$.](image)

In Tabs. I, II, the energy $\dot{E}_{\ell m}^\infty$ (units of $M^2/m_0^2$) and the angular momentum fluxes $\dot{L}_{\ell m}$ (units of $M/m_0^2$) at infinity are computed, for different $\ell m$ modes and $\ell \leq 5$; the semi-latus rectum is $p = 7.9456$. For $\dot{E}_{\ell m}^\infty$, our results are compared to those of Poisson [24, 48], Martel [20], Barack and Lousto [23], Sopuerta and Laguna [21]. Our total
values differ with the first by 0.005%, with the second by 0.096%, with the third by 0.009%, and with the fourth by 0.001%.

For $\dot{L}_\text{in}$, our results are compared to those of Poisson [24, 48], Martel [20], Sopuerta and Laguna [21]. Our total values differ with the first by 0.007%, with the second by 0.2%, and with the third by 0.005%.

The total energy $E_{\text{in}}$ from Nagar, Damour and Tartaglia [27], differs from our value by about 0.8%, while the total angular momentum $\dot{L}_{\text{in}}$ by about 0.7%.

B. Elliptic orbits

In Fig. 19, an elliptic orbit has been considered, $(e, p) = (0.188917, 7.50478)$, for $(\ell, m)=(2, 2)$ and $(\ell, m)=(2, 1)$ modes. Both real and imaginary parts are shown. The average radiated energy and angular momentum fluxes are given by

$$< E > = \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} E dt$$

(121)

$$< \dot{L} > = \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} \dot{L} dt$$

(122)

where $T_2 - T_1 = kT_{\text{orb}}$, $k \geq 5$.

In Tabs. III [11] and IV, the average of the energy $\dot{E}_{\text{in}}$ (units of $M^2/m_\odot^2$) and the angular momentum $\dot{L}_{\text{in}}$ (units of $M/m_\odot^2$) fluxes at infinity are computed over few periods; for $(e, p) = (0.188917, 7.50498)$ and $(e, p) = (0.764124, 8.75455)$. Our results are compared with those of Cutler et al. [42], Martel [20], and Sopuerta and Laguna [21]. For $\dot{E}_{\text{in}}$, our results differ with the first by up to 0.2%, with the second by up to 2.1%, and with the third by up to 0.1%.
TABLE III: Elliptic orbit: average of the energy flux (units of $dL_{\ell m}/dt$) at infinity, for different $\ell m$ modes and $\ell < 5$ (units of $M/m_0^2$). The semi-latus rectum is $p = 7.9456$. The first column lists our results, and the second those of Poisson [24, 48], the third of Martel [21], the fourth of Soupuerta and Laguna [21].

| $\ell$ | $m$ | $L_{\ell m}^{\infty}$ | $L_{\ell m}^{\infty}$ [24, 48] |
|-------|-----|----------------------|--------------------------------|
| 2     | 1   | $1.8294.10^{-05}$   | $1.8283.10^{-05}$ [0.06%]   |
|       |     | $1.8270.10^{-05}$   | $1.8270.10^{-05}$ [0.1%]    |
| 2     | 2   | $3.8218.10^{-03}$   | $3.8215.10^{-03}$ [0.009%]  |
|       |     | $3.8164.10^{-03}$   | $3.8164.10^{-03}$ [0.1%]    |
| 3     | 1   | $4.8729.10^{-08}$   | $4.8670.10^{-08}$ [0.1%]    |
|       |     | $4.8684.10^{-08}$   | $4.8684.10^{-08}$ [0.09%]   |
| 3     | 2   | $5.6448.10^{-06}$   | $5.6439.10^{-06}$ [0.02%]   |
|       |     | $5.6262.10^{-06}$   | $5.6262.10^{-06}$ [0.3%]    |
| 3     | 3   | $5.7048.10^{-04}$   | $5.7048.10^{-04}$ [< 0.001%]|
|       |     | $5.6878.10^{-04}$   | $5.6878.10^{-04}$ [0.2%]    |
| 4     | 1   | $1.8841.10^{-11}$   | $1.8803.10^{-11}$ [0.2%]    |
|       |     | $1.8692.10^{-11}$   | $1.8692.10^{-11}$ [0.8%]    |
| 4     | 2   | $5.6213.10^{-08}$   | $5.6195.10^{-08}$ [0.03%]   |
|       |     | $5.5926.10^{-08}$   | $5.5926.10^{-08}$ [0.5%]    |
| 4     | 3   | $1.2934.10^{-06}$   | $1.2934.10^{-06}$ [0.003%]  |
|       |     | $1.2933.10^{-06}$   | $1.2933.10^{-06}$ [0.01%]   |
| 4     | 4   | $1.0583.10^{-04}$   | $1.0584.10^{-04}$ [0.01%]   |
|       |     | $1.0518.10^{-04}$   | $1.0518.10^{-04}$ [0.6%]    |
| 5     | 1   | $2.8293.10^{-14}$   | $2.8206.10^{-14}$ [0.3%]    |
|       |     | $2.8090.10^{-14}$   | $2.8090.10^{-14}$ [0.7%]    |
| 5     | 2   | $6.2509.10^{-11}$   | $6.2479.10^{-11}$ [0.05%]   |
|       |     | $6.1679.10^{-11}$   | $6.1679.10^{-11}$ [1.3%]    |
| 5     | 3   | $2.4487.10^{-08}$   | $2.4486.10^{-08}$ [0.002%]  |
|       |     | $2.4227.10^{-08}$   | $2.4227.10^{-08}$ [1.1%]    |
| 5     | 4   | $2.7598.10^{-07}$   | $2.7603.10^{-07}$ [0.02%]   |
|       |     | $2.7114.10^{-07}$   | $2.7114.10^{-07}$ [1.8%]    |
| 5     | 5   | $2.1175.10^{-05}$   | $2.1179.10^{-05}$ [0.02%]   |
|       |     | $2.0933.10^{-05}$   | $2.0933.10^{-05}$ [1.2%]    |
| Total |     | $4.5449.10^{-03}$   | $4.5446.10^{-03}$ [0.007%]  |
|       |     | $4.5369.10^{-03}$   | $4.5369.10^{-03}$ [0.2%]    |
|       |     | $4.5452.10^{-03}$   | $4.5452.10^{-03}$ [0.005%]  |

TABLE IV: Elliptic orbit: average of the angular momentum flux (units of $M/m_0^2$), computed according to Eq. [42], taken over a few periods in the case of two elliptic orbits ($e, p$) = (0.188917, 7.50478) and (0.764124, 8.75455). The differences with Cutler et al. [21], Martel [20], and Soupuerta and Laguna [21] are shown.

| $e$     | $p$     | $< \dot{L}_{\ell}^{\infty} >$ [24, 48] |
|---------|---------|-------------------------------------|
| 0.188917| 7.50478 | $5.9550.10^{-08}$ [0.2%]             |
|         |         | $5.9656.10^{-08}$ [0.2%]             |
| 0.764124| 8.75455 | $2.7531.10^{-03}$ [0.1%]             |
|         |         | $2.7503.10^{-03}$ [0.1%]             |
|         |         | $2.7532.10^{-03}$ [1.4%]             |
|         |         | $2.7505.10^{-03}$ [0.09%]            |

In Tab. V the average of the $\ell$-mode energy (units of $M^2/m_0^2$) and angular momentum (units of $M/m_0^2$) fluxes radiated to infinity, taken over a few periods for $(e, p)=(0.764124, 8.75455)$, are computed. Each $\ell$-mode is obtained by summing the flux over all the azimuthal $m$-modes such that $< \dot{L}_{\ell}^{\infty} > = \sum_m < \dot{E}_{\ell m}^{\infty} >$. Our results differ from those of Hopper and Evans [24, 58] by 0.007% in energy flux, and by 0.002% in angular momentum flux.
TABLE VI: Parabolic orbit: energy radiated to infinity

| ℓ   | \(E^\infty\) | \(E^\infty\) [25] | \(E^\infty\) [20] | \(E^\infty\) [21] | \(E^{ch}\) | \(E^{ch}\) [20] | \(E^{ch}\) [21] |
|------|--------------|-----------------|-----------------|-----------------|---------|---------|---------|
| 2    | 1.571333 \times 10^{-04} | 1.57133846 \times 10^{-04}[0.0004%] | 2.092406.10^{-03} | 2.09219582.10^{-03}[0.01%] |
| 3    | 3.776283 \times 10^{-05} | 3.77696202 \times 10^{-05}[0.02%] | 4.745961.10^{-04} | 4.74663748.10^{-04}[0.01%] |
| 4    | 1.149375 \times 10^{-05} | 1.14987548 \times 10^{-05}[0.04%] | 1.399210.10^{-04} | 1.39978027.10^{-04}[0.04%] |
| 5    | 3.837470 \times 10^{-06} | 3.84046353 \times 10^{-06}[0.08%] | 4.575322.10^{-05} | 4.57886526.10^{-05}[0.08%] |
| Total | 2.102273 \times 10^{-04} | 2.1024676.10^{-04}[0.007%] | 2.752676.10^{-03} | 2.75262625.10^{-03}[0.002%] |

TABLE VII: Parabolic orbit: angular momentum radiated to infinity \(L^\infty\), and to the horizon \(L^{ch}\) (units of \(1/m_0^2\)), computed according to Eq. 124, for \(p \approx 8\). The differences with the result of Martel [20], and Sopuerta and Laguna [21] are shown.

| \(p\) | \(L^\infty\) | \(L^\infty\) [20] | \(L^\infty\) [21] | \(L^{ch}\) | \(L^{ch}\) [20] | \(L^{ch}\) [21] |
|-------|--------------|-----------------|-----------------|---------|---------|---------|
| 8.00001 | 2.9596.10^4 | 3.0133.10^4[1.8%] | 2.9415.10^4[0.6%] | 1.5137 | 1.5208[0.5%] | 1.5112[0.2%] |
| 8.001  | 1.8813.10^4 | 1.9088.10^4[1.4%] | 1.8704.10^4[0.6%] | 9.0964.10^{-1} | 9.1166.10^{-1}[0.2%] | 9.0783.10^{-1}[0.2%] |

C. Parabolic orbits

Parabolic orbits include the zoom-whirl case. Indeed, for \(e = 1\) and \(p \gtrsim 8\), the orbit, though close to the separatrix, stays in the stability domain. When the particle reaches the periastron it momentarily circles the SMBH, leading to

![psi wave-function](image_url)
FIG. 10: Even $\psi(r^*,t)$ 2D-function for the zoom-whirl case of orbital parameters $(e, p) = (1.0, 8.00001)$, and of mode $(\ell, m) = (2, 2)$ (left panel). The wave propagates on both sides of the world line, and it is recorded by an observer located at $400M$ (right panel).

FIG. 11: The $\psi$ wave-function in terms of the coordinates $t/2M$ and $u = (t - r_{\text{obs}})/2M$, for the even quadrupolar mode $(\ell, m) = (2, 2)$ (top) and the odd mode $(\ell, m) = (2, 1)$ (bottom); orbital parameters $(e, p) = (1, 8.001)$. We draw the real (solid line) and the imaginary (dotted line) parts.

oscillations in the WFs, Figs. [10][11]. The energy and angular momentum are obtained by integrating the flux over a symmetric lapse of time to the periastron

$$E = \int_{T_1}^{T_2} \dot{E} dt,$$

$$L = \int_{T_1}^{T_2} \dot{L} dt,$$
where \((T_1 + T_2)/2 = T_{\text{peri}}\) is the instant at which \(r_p = r_{\text{peri}} = pM/2\). In practice, we use \(T_1 = T_{\text{peri}} - 600M\) and \(T_2 = T_{\text{peri}} + 600M\).

In Tab. VI, the energy radiated to infinity \(E^\infty\), and to the horizon \(E^{eh}\) (units of \(M/m_p^2\)), computed according to Eq. (123), are shown still for \(p \geq 8\). In Tab. VII, the angular momentum radiated to infinity \(L^\infty\), and to the horizon \(L^{eh}\) (units of \(1/m_p^2\)), computed according to Eq. (122), are shown still for \(p \geq 8\). Our results are compared to those of Martel [20] and Sopuerta and Laguna [21]. With the former work, our results differ by up to 2.4\% for \(E^\infty\) and up to 0.8\% for \(E^{eh}\); with the latter, our results differ by up to 0.6\% for \(E^\infty\), and up to 0.09\% for \(E^{eh}\). Further, with the former work, our results differ by up to 1.8\% for \(L^\infty\) and up to 0.5\% for \(L^{eh}\); with the latter, our results differ by up to 0.6\% for \(L^\infty\), and up to 0.2\% for \(L^{eh}\).

### IV. CONCLUSIONS AND PERSPECTIVES

Pursuing the work presented for radial fall at first order [19] and fourth order [32], the applicability of the source-free or indirect method has been extended to generic orbits by means of a second order algorithm.

The indirect method is based on finite differences, and it employs the jump conditions on the wave-function and its derivatives to step forward in the time domain grid to the next cell crossed by the particle; it avoids the regularisation of the Dirac distribution (and derivatives), and deals with the particle as a true singularity.

Its performance may be summarised as follows: i) in terms of radiated energy and angular momentum, it confirms the results of previous literature, obtaining a relative error in many cases down to 0.001\%; ii) it provides sufficiently smooth wave-forms with relatively low computational cost for our future developments; iii) the algorithm is quite comprehensible and easy to implement, thanks to the analytic expressions dealing with the source and the potential.

In the companion paper (Part II), the upgrading of the scheme to fourth allows the computation of the self force in the RW gauge for radial fall.

Beyond the scenario of EMRIs, it would be worth exploring the indirect method for all wave-equations with a singular source term.
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### Appendix A: Multipolar expansion and linearised field equations in the RW gauge

The stress-energy tensor of a point particle with mass \(m_0\) moving along the world-line \(\gamma\) is

\[
T^{\alpha\beta} = m_0 \int_\gamma (-g)^{-1/2} u^\alpha u^\beta \delta^{(4)} (x^\alpha - x^\alpha_p(\tau)) \, d\tau = m_0 \frac{u^\alpha u^\beta}{r^2 \sin \theta} u^\ell \delta (r - r_p(t)) \delta (\theta - \theta_p(t)) \delta (\phi - \phi_p(t)) ,
\]

(A1)

which is a rank 2 symmetric tensor expandable as

\[
T_{\alpha\beta} = \sum_{\ell \mu} \sum_{m=1}^{10} T^{(i)\ell m}(t, r) Y^{(i)\ell m}_{\alpha\beta}(\theta, \phi) .
\]

(A2)

For the tensorial spherical harmonics \(Y^{(i)\ell m}_{\alpha\beta}\), see Tab. VIII. The functions \(T^{(i)\ell m}(t, r)\) are given by

\[
T^{(i)\ell m}(t, r) = \int_{S^2} \eta^{\gamma\delta} \eta^{\beta\delta} T_{\alpha\beta} \left( Y^{(i)\ell m}_{\gamma\delta} \right)^* \, d\Omega .
\]

(A3)

where \(T_{\alpha\beta}\) is given by Eq. (A1), and \(\eta_{\alpha\beta} = \text{diag}(1, 1, r^2, r^2 \sin^2 \theta)\). The explicit computation of \(T^{(i)\ell m}\) leads to
\[ T^{(1)lm}(t, r) = m_0 u^t \left( \frac{dr_p}{dt} \right)^2 r^{-2} f(r)^{-2} \delta (r - r_p(t)) Y^{\ell m*} (\theta_p, \phi_p) \]  
\[ T^{(2)lm}(t, r) = \sqrt{2} i m_0 u^t \frac{dr_p}{dt} - 2 \delta (r - r_p(t)) Y^{\ell m*} (\theta_p, \phi_p) \]  
\[ T^{(3)lm}(t, r) = m_0 u^t r^{-2} f(r)^2 \delta (r - r_p(t)) Y^{\ell m*} (\theta_p, \phi_p) \]  
\[ T^{(4)lm}(t, r) = 2m(\ell) - 1 m_0 u^t \frac{dr_p}{dt} - 2 \delta (r - r_p(t)) \frac{d}{dt} Y^{\ell m*} (\theta_p, \phi_p) \]  
\[ T^{(5)lm}(t, r) = 2m(\ell) - 1 m_0 u^t \frac{dr_p}{dt} - 2 \delta (r - r_p(t)) \frac{d}{dt} Y^{\ell m*} (\theta_p, \phi_p) \]  
\[ T^{(6)lm}(t, r) = -2m(\ell) - m_0 u^t r^{-1} f(r) \delta (r - r_p(t)) \left[ \frac{1}{\sin \theta_p} \frac{\partial Y^{\ell m*}}{\partial \phi_p} + \sin \theta_p \left( \frac{d}{dt} Y^{\ell m*} \right) \right] \]  
\[ T^{(7)lm}(t, r) = -2m(\ell) - m_0 u^t \frac{dr_p}{dt} - 1 f(r) \delta (r - r_p(t)) \left[ \frac{1}{\sin \theta_p} \frac{\partial Y^{\ell m*}}{\partial \phi_p} + \sin \theta_p \left( \frac{d}{dt} Y^{\ell m*} \right) \right] \]  
\[ T^{(8)lm}(t, r) = -n(\ell) - m_0 u^t \delta (r - r_p(t)) \left[ \frac{1}{2} \left( \frac{d \theta_p}{dt} \right)^2 - \sin^2 \theta_p \left( \frac{d \phi_p}{dt} \right)^2 \right] \frac{X^{\ell m*} (\theta_p, \phi_p)}{\sin \theta_p} \]  
\[ T^{(9)lm}(t, r) = n(\ell) - m_0 u^t \delta (r - r_p(t)) \left[ \frac{1}{2} \left( \frac{d \theta_p}{dt} \right)^2 - \sin^2 \theta_p \left( \frac{d \phi_p}{dt} \right)^2 \right] \frac{W^{\ell m*} (\theta_p, \phi_p)}{\sin \theta_p} \]  
\[ T^{(10)lm}(t, r) = \frac{1}{\sqrt{2}} m_0 u^t \delta (r - r_p(t)) \left[ \left( \frac{d \theta_p}{dt} \right)^2 + \sin^2 \theta_p \left( \frac{d \phi_p}{dt} \right)^2 \right] Y^{\ell m*} (\theta_p, \phi_p) \]  

where \( X^{\ell m} (\theta, \phi) \) and \( W^{\ell m} (\theta, \phi) \) are given by Eqs. [23][24], and

\[ m(\ell) = \sqrt{2\ell(\ell + 1)} \quad (A5) \]
\[ n(\ell) = \sqrt{\frac{1}{2} \ell(\ell + 1)(\ell - 1)(\ell + 2)} \quad (A6) \]

We perform a multipolar expansion of the perturbation metric tensor

\[ h_{\alpha\beta} = \sum_{\ell=0}^{10} \sum_{m=1}^{10} h^{(i)\ell m}(t, r) Y^{(i)\ell m}(\theta, \phi) \quad (A7) \]

where the functions \( h^{(i)\ell m} \) are linked to the RW metric perturbation functions, see Tab. [111] Inserting Eqs. [A2][A7] into Eq. [3], we get for each radiative modes (\( \ell \geq 2 \)), the linearised field equations in terms of the RW perturbation functions and stress-energy tensor coefficients, Eq. [A4]. For even parity, for which in the RW gauge \( h_0^{(e)\ell m} = h_1^{(e)\ell m} = G^{\ell m} = 0 \) for \( \forall \ell \geq 2 \), we have

\[ f(r) \left[ f(r) \frac{\partial^2 K^{\ell m}_m}{\partial r^2} + \frac{1}{r} \left( 3 - 5M \frac{r}{r} \right) \frac{\partial K^{\ell m}_m}{\partial r} - \frac{1}{r} f(r) \frac{\partial H^{\ell m}_2}{\partial r} - \frac{1}{r^2} \left( H^{\ell m}_2 - K^{\ell m}_m \right) - \frac{\ell(\ell + 1)}{2r^2} \left( H^{\ell m}_2 + K^{\ell m}_m \right) \right] = -8\pi T^{(1)\ell m}, \]  
\[ \frac{\partial}{\partial t} \left[ \frac{\partial K^{\ell m}_m}{\partial t} + \frac{1}{r} \left( K^{\ell m}_m - H^{\ell m}_2 \right) - \frac{M}{r^2 f(r)} K^{\ell m}_m \right] - \frac{\ell(\ell + 1)}{2r^2} H^{\ell m}_1 = -4\sqrt{2}\pi T^{(2)\ell m}. \]
\[
\frac{1}{f(r)^2} \frac{\partial^2 K_{\ell m}}{\partial t^2} - \frac{r - \ell}{r f(r)} \frac{\partial^2 K_{\ell m}}{\partial r^2} - \frac{2}{r f(r)} \frac{\partial K_{\ell m}}{\partial r} + \frac{1}{r^2 f(r)} \left( H_{2}^{\ell m} - K_{\ell m} \right) + \frac{\ell (\ell + 1)}{2r^2 f(r)} \left( K_{\ell m} - H_{0}^{\ell m} \right) = -8\pi T^{(3)\ell m},
\]

\[
\frac{\partial}{\partial r} \left[ f(r) H_{1}^{\ell m} \right] - \frac{\partial}{\partial t} \left( H_{2}^{\ell m} + K_{\ell m} \right) = \frac{4\pi i}{m(\ell)} T^{(4)\ell m},
\]

\[
- \frac{\partial H_{0}^{\ell m}}{\partial t} + f(r) \frac{\partial}{\partial r} \left( H_{0}^{\ell m} - K_{\ell m} \right) + \frac{2M}{r^2} H_{0}^{\ell m} + \frac{1}{r} \left( 1 - \frac{M}{r} \right) \left( H_{2}^{\ell m} - H_{0}^{\ell m} \right) = \frac{4\pi}{m(\ell)} f(r) T^{(5)\ell m},
\]

\[
- \frac{1}{f(r)} \frac{\partial^2 K_{\ell m}}{\partial t^2} + f(r) \frac{\partial^2 K_{\ell m}}{\partial r^2} + \frac{2}{r} \left( 1 - \frac{M}{r} \right) \frac{\partial K_{\ell m}}{\partial r} - \frac{1}{f(r)} \frac{\partial^2 H_{2}^{\ell m}}{\partial r^2} + 2 \frac{\partial^2 H_{0}^{\ell m}}{\partial t \partial r} - f(r) \frac{\partial^2 H_{0}^{\ell m}}{\partial r^2} + \frac{2(r - M)}{r^2 f(r)} \frac{\partial H_{1}^{\ell m}}{\partial t} - \frac{1}{r} \left( 1 - \frac{M}{r} \right) \frac{\partial H_{2}^{\ell m}}{\partial r} - \frac{M}{r} \frac{\partial H_{0}^{\ell m}}{\partial r} + \frac{\ell (\ell + 1)}{2r^2} \left( H_{0}^{\ell m} - H_{2}^{\ell m} \right) = 8\sqrt{2}\pi T^{(10)\ell m},
\]

\[
\frac{1}{2} \left( H_{0}^{\ell m} - H_{2}^{\ell m} \right) = \frac{8\pi}{n(\ell)} r^2 T^{(9)\ell m},
\]

that is seven coupled equations for the four RW unknowns $H_{0}^{\ell m}$, $H_{1}^{\ell m}$, $H_{2}^{\ell m}$ and $K_{\ell m}$. For the odd parity, for which the RW gauge is $h_{2}^{\ell m} = 0$ for $\forall \ell \geq 2$, we have

\[
\frac{\partial^2 h_{0}^{\ell m}}{\partial r^2} - \frac{\partial^2 h_{1}^{\ell m}}{\partial t \partial r} - \frac{2}{r} \frac{\partial h_{1}^{\ell m}}{\partial t} + \left[ \frac{4M}{r^2} - \frac{\ell (\ell + 1)}{r} \right] \frac{h_{0}^{\ell m}}{r f(r)} = \frac{4\pi}{m(\ell)} r^{-1} f(r) r^{-1} T^{(6)\ell m},
\]

\[
\frac{\partial^2 h_{1}^{\ell m}}{\partial t^2} - \frac{\partial^2 h_{0}^{\ell m}}{\partial t \partial r} + \frac{2}{r} \frac{\partial h_{0}^{\ell m}}{\partial t} + \frac{(\ell - 1)(\ell + 2)}{r^2} f(r) h_{1}^{\ell m} = -\frac{4\pi i}{m(\ell)} f(r) T^{(7)\ell m},
\]

\[
\frac{\partial}{\partial r} \left[ f(r) h_{1}^{\ell m} \right] - f(r) \frac{1}{r^2} \frac{\partial h_{1}^{\ell m}}{\partial t} = -\frac{8\pi i}{n(\ell)} r^2 T^{(8)\ell m},
\]

that is three coupled equations for the two RW unknowns functions $h_{0}^{\ell m}$ and $h_{1}^{\ell m}$.

**Appendix B: Notes on distributions**

We propose here to formally justify some computations used in the main body of the work. The concept of distribution is understood through the notion of test function. The set of test functions $\mathcal{D}(\Omega)$ belongs to the continuity class $\mathcal{C}^{\infty}$ on $\Omega \subset \mathbb{R}^n \to \mathbb{R}$ with a compact support (that is to say, identically zero outside of a certain range limits).
TABLE VIII: This table provides the relation between Lousto and Price’s \cite{17} and Zerilli’s notation \cite{9}. We adopt the former convention that differs from the one used by Cunningham, Price and Moncrief (CPM) \cite{36} for a normalisation factor. Index $i$ of the first row follows the order of the TSH as defined in \cite{9}.

We define any distribution $T$ in its integral form by

$$
\langle T, \varphi \rangle = \int_{\mathbb{R}^n} T(x) \varphi(x) dx , \tag{B1}
$$

where $\varphi$ is a test function of $D(\Omega)$.

1. Dirac Distribution $\delta$

We define the Dirac distribution $\delta_{x_0} := \delta(x-x_0)$ as the distribution which associates $\varphi(x_0)$ to a function test $\varphi(x)$. It is given by its integral form

$$
\langle \delta_{x_0}, \varphi \rangle = \int_{-\infty}^{+\infty} \delta(x-x_0) \varphi(x) dx = \varphi(x_0) . \tag{B2}
$$

Multiplying $\delta_{x_0}$ by an infinitely differentiable function is straightforward, since for any function $P \in C^\infty$ and $\varphi \in D(\mathbb{R})$ we have $P \varphi \in D(\mathbb{R})$; therefore

$$
\langle \delta_{x_0} P, \varphi \rangle = \langle \delta_{x_0}, P \varphi \rangle = P(x_0) \langle \delta_{x_0}, \varphi \rangle . \tag{B3}
$$

Thus, in the most general case, if $P(t,r)$ is an infinitely differentiable function, and $\delta_{r_p}$ the Dirac distribution whose support is $r = r_p(t)$ we write

$$
\langle \delta_{r_p} P, \varphi \rangle = \int_{-\infty}^{+\infty} \delta(r-r_p(t)) P(t,r) \varphi(r) dr = P(t,r=r_p(t)) \langle \delta_{r_p}, \varphi \rangle , \tag{B4}
$$

and

$$
P(t,r)\delta(r-r_p(t)) = \tilde{P}(t) \delta(r-r_p(t)) , \tag{B5}
$$

where $\tilde{P}(t) := P(t,r=r_p(t))$ is an infinitely one-dimensional differentiable function which results from the evaluation of $P(t,r)$ with the Dirac distribution $\delta$. The total derivative is

$$
\frac{d\tilde{P}(t)}{dt} = \left[ \partial_t P(t,r) + \dot{r}_p \partial_r P(t,r) \right]_{r=r_p(t)} \tag{B6}
$$

where $\dot{\,}$ is the total derivative with respect to $t$. 
2. Derivative of Dirac distribution $\delta'$

Using the property of derivation in distributional sense $\langle T', \varphi \rangle = -\langle T, \varphi' \rangle$ we directly get the derivative $\delta'_{x_0} := \partial_x \delta_{x_0}$ by replacing $T$ by $\delta_{x_0}$

$$\langle \delta'_{x_0}, \varphi \rangle = -\langle \delta_{x_0}, \varphi' \rangle = -\varphi'(x_0). \quad (B7)$$

Multiplying $\delta'_{x_0}$ by a function $P \in C^\infty$, then

$$\langle \delta'_{x_0} P, \varphi \rangle = \langle \delta'_{x_0}, (P \varphi)' \rangle = -\langle \delta_{x_0}, (P \varphi)' \rangle = -\langle \delta_{x_0}, P \varphi' \rangle = P(x_0) \langle \delta'_{x_0}, \varphi \rangle - P'(x_0) \langle \delta_{x_0}, \varphi \rangle, \quad \text{(B8)}$$

where, Eq. (B7), the derivative of a test function is a test function. Thus, in the most general case, if $P(t,r) = \theta(r - r_p(t))$, the support of $\delta_r$ the Dirac distribution whose support is $r = r_p(t)$, we get

$$\langle \delta'_r P, \varphi \rangle = \int_{-\infty}^{+\infty} \delta' (r - r_p(t)) P(t,r) \varphi(r) dr = P(t, r = r_p(t)) \langle \delta'_r, \varphi \rangle - \left. \frac{\partial P(t,r)}{\partial r} \right|_{r=r_p(t)} \langle \delta_r, \varphi \rangle. \quad (B9)$$

We directly write

$$P(t,r)\delta'(r - r_p(t)) = \bar{P}(t)\delta'(r - r_p(t)) - \bar{Q}(t)\delta(r - r_p(t))^, \quad (B10)$$

where $\bar{Q}(t) := \partial_r P(t,r)_{r=r_p(t)}$. We also evaluate the partial derivative of $\delta$ with respect to $t$, via a change of variable

$$\partial_t \delta(r - r_p(t)) = -r_p \partial_r \delta(r - r_p(t)) \quad \text{(B11)}$$

3. Heaviside distribution $\mathcal{H}$

The Heaviside distribution $\mathcal{H}_{x_0} := \mathcal{H}(x - x_0)$ is defined as

$$\mathcal{H}_{x_0} = \begin{cases} 0, & \text{if } x < x_0 \\ 1, & \text{if } x \geq x_0 \end{cases} \quad \text{(B12)}$$

$\mathcal{H}_{x_0}$ is connected to the Dirac distribution via derivation

$$\langle \mathcal{H}'_{x_0}, \varphi \rangle = \langle \delta_{x_0}, \varphi \rangle. \quad \text{(B13)}$$

In our case, being the support of $\mathcal{H}$ time dependent, it is necessary to clarify the partial derivatives $\partial_r \mathcal{H}(r - r_p(t))$ and $\partial_t \mathcal{H}(r - r_p(t))$ in terms of $\delta(r - r_p(t))$. According to Eq. (B13), it is evinced that

$$\partial_r \mathcal{H}(r - r_p(t)) = \delta(r - r_p(t)) \quad \text{(B14)}$$

For the partial derivative with respect to $t$, we get by a change of variable $t \rightarrow r_p(t)$

$$\partial_t \mathcal{H}(r - r_p(t)) = -r_p \partial_r \mathcal{H}(r - r_p(t)) \quad \text{(B15)}$$

Appendix C: Jump conditions: generic orbits

We list here the explicit forms of the jump conditions of the $\psi^\ell$ function and its derivatives until 2nd order. Jump conditions are computed on a geodesic given by $(R(t), \Phi(t), \Theta(t))$. The dot “.” is the time derivative $d/dt$ such that $\dot{R} = dR/dt = f_R/\sqrt{\dot{E}^2 - f_R}$ where we note $f_R := f(R)$. We recall that $\lambda = (\ell - 1)(\ell + 2)/2$ and we introduce $K = (\pi m_0 u')/(\lambda + 1)$ where $u' = dt/dr = E/f_R$, $A_1(R) = (\lambda R + 3M)$ and $A_2(R) = \lambda R^2(\lambda + 1)$.
0th order

\[ \psi_e^{\ell m} = 8K \frac{R f_R}{\Lambda_1(R)} Y^{\ell m*} , \]  \hspace{1cm} (C1)

\[ \psi_o^{\ell m} = -\frac{8KR}{\lambda} A^{\ell m*} . \]  \hspace{1cm} (C2)

1st order

\[ \partial_r \psi_e^{\ell m} = 8K \frac{R f_R(2 \dot{R} u^t + \ddot{R} u^t)}{u^t R^2 - f_R^2} Y^{\ell m*} - 8K \frac{\dot{R}^2 \left[ \lambda R^2 \left( \lambda + 1 + \frac{2M}{R} \right) + 3M^2 \right]}{R \Lambda_1^2 \left( R^2 - f_R^2 \right)} Y^{\ell m*} \]

\[ + 8K \frac{f_R^2 \left[ \lambda R^2 \left( \lambda + 1 + \frac{4M}{R} \right) + 9M^2 \right]}{R \Lambda_1^2 \left( R^2 - f_R^2 \right)} Y^{\ell m*} - 8K \frac{\dot{\phi}^2 R f_R^2}{\Lambda_1 \left( R^2 - f_R^2 \right)} Y^{\ell m*} - 4K \frac{\dot{\phi}^2 R f_R}{\lambda \left( R^2 - f_R^2 \right)} W^{\ell m*} , \]  \hspace{1cm} (C3)

\[ \partial_t \psi_e^{\ell m} = \frac{8K}{\lambda \left( R^2 - f_R^2 \right)} \left[ \frac{R \dot{R} \frac{d}{dt}(A^{\ell m*} u^t)}{u^t} + \left( f_R^2 + \dot{R}^2 \right) A^{\ell m*} \right] , \]  \hspace{1cm} (C4)

\[ \partial_r \psi_o^{\ell m} = 8K \frac{R f_R \frac{d}{dt} Y^{\ell m*} - 8K \frac{R f_R \left( R^2 + f_R^2 \right) u^t}{u^t \Lambda_1 \left( R^2 - f_R^2 \right)} Y^{\ell m*} - 8K \frac{R f_R R \dot{R} R}{\Lambda_1 \left( R^2 - f_R^2 \right)} Y^{\ell m*} + 8K \frac{\ddot{R} \left[ (R + 1) + M \right]}{R \Lambda_1 \left( R^2 - f_R^2 \right)} Y^{\ell m*} \]

\[ - 8K \frac{\dot{R} f_R^2 \left[ R \left( \lambda + 1 \right) + 3M \right]}{R \Lambda_1 \left( R^2 - f_R^2 \right)} Y^{\ell m*} + 8K \frac{\dot{\phi}^2 R f_R^2}{\Lambda_1 \left( R^2 - f_R^2 \right)} Y^{\ell m*} - 4K \frac{\dot{\phi}^2 R f_R}{\lambda \left( R^2 - f_R^2 \right)} W^{\ell m*} , \]  \hspace{1cm} (C5)

\[ \partial_t \psi_o^{\ell m} = 8K \frac{R f_R^2}{\lambda \left( R^2 - f_R^2 \right)} \left[ \frac{R \frac{d}{dt}(A^{\ell m*} u^t)}{u^t} + 2 \dot{R} A^{\ell m*} \right] . \]  \hspace{1cm} (C6)
\[
\left[ \partial^2 \psi^{\ell m}_x \right] = -\frac{A_m \alpha f_R^3 \lambda_{-1}^2}{\lambda (\lambda + 1)} \left[ 2f_R^{-2} \lambda R^4 \dot{R}^4 u^t Y^{\ell m*} - 4\lambda R^4 \dot{R}^2 u' Y^{\ell m*} \\
+ 2f_R^2 \lambda R^4 u' Y^{\ell m*} - 4f_R^{-2} \lambda R^4 \dot{R}^4 u' Y^{\ell m*} + 4f_R^2 \lambda R^4 u' Y^{\ell m*} \\
- 4f_R^{-2} \lambda R^4 \dot{R}^3 R u' Y^{\ell m*} + 4\lambda R^4 \dot{R} R u' Y^{\ell m*} + 4\lambda R^2 (\lambda R + M) \dot{R}^5 u' Y^{\ell m*} \\
+ 4f_R^4 \dot{\phi}^2 \lambda R^5 \dot{R}^4 u' Y^{\ell m*} - 8f_R^{-2} \lambda R^2 (\lambda R + 2M) \dot{R}^3 u' Y^{\ell m*} \\
- 4f_R^2 \dot{\phi}^2 \lambda R^5 \dot{R}^3 R u' Y^{\ell m*} + 4\lambda R^4 \dot{R}^2 u' Y^{\ell m*} + 16\lambda R^4 \dot{R} R u' Y^{\ell m*} \\
+ 4\lambda R^{-1} \lambda R^2 (A_2 - 3MR + 3M^2) \dot{R}^5 u' Y^{\ell m*} + 4f_R^{-1} \dot{\phi}^2 \lambda R^5 \dot{R}^3 R u' Y^{\ell m*} \\
- 8f_R^{-1} \lambda R^2 (A_2 + 8MR + 21M^2) \dot{R}^3 u' Y^{\ell m*} - 4f_R \dot{\phi}^2 \lambda R^5 \dot{R} u' Y^{\ell m*} \\
+ 4f_R \lambda R^2 (\lambda R + 5M) \dot{R} u' Y^{\ell m*} \\
+ 4f_R^6 \lambda R^2 \dot{R} u' Y^{\ell m*} + 6f_R^4 \lambda R^6 \dot{R}^2 u' Y^{\ell m*} + 2\lambda R^4 \dot{R}^2 u' Y^{\ell m*} \\
+ 2\lambda R^{-1} \lambda R^2 (A_2 - 3MR + 3M^2) \dot{R}^5 R u' Y^{\ell m*} - 4f_R^{-1} \dot{\phi}^2 \lambda R^5 \dot{R}^2 R u' Y^{\ell m*} \\
- 4f_R^{-1} \lambda R^2 (A_2 + 4MR + 9M^2) \dot{R}^2 R u' Y^{\ell m*} - 2f_R \dot{\phi}^2 \lambda R^5 \dot{R} u' Y^{\ell m*} \\
+ 2f_R \lambda R^2 (\lambda R + 5M) \dot{R} u' Y^{\ell m*} \\
- 4\lambda R^{-1} \lambda R (\lambda R^3 + \lambda^2 R^2 + 3\lambda^2 MR^2 + 9\lambda M^2 R + 9M^3) \dot{R}^5 u' Y^{\ell m*} \\
+ 4f_R^{-2} \lambda R^{-2} (3\lambda R^2 A_2 + \lambda^2 M R^3 (9 - 4\lambda) + \lambda M^2 R^5 (51 - 14\lambda) + M R^3 R (45 - 60\lambda) - 54M^4) \dot{R}^4 u' Y^{\ell m*} \\
+ 4f_R^2 \dot{\phi}^4 \lambda R^4 (\lambda R^2 + 3\lambda^2 MR + 6MR + 15M^2) \dot{R}^4 u' Y^{\ell m*} + 8f_R^{-1} \dot{\phi} \lambda R^5 \dot{R} u' Y^{\ell m*} \\
- 4\lambda R^{-1} \lambda R (3\lambda R^2 A_2 + \lambda^2 M R^3 (9 - 4\lambda) + \lambda M^2 R^5 (51 - 14\lambda) + M R^3 R (45 - 60\lambda) - 54M^4) \dot{R}^2 u' Y^{\ell m*} \\
- 4\lambda R^{-1} \dot{\phi}^2 \lambda R^4 \dot{R}^2 u' Y^{\ell m*} + 2f_R^{-2} \dot{\phi} \lambda R^4 \dot{R}^2 u' W^{\ell m*} - 2A_1 \dot{\phi}^2 \dot{R}^2 R u' W^{\ell m*} \\
+ 2f_R^{-2} \dot{\phi} \lambda R^4 \dot{R}^2 u' W^{\ell m*} - 2u' W^{\ell m*} - 3f_R^{-2} \dot{\phi} \lambda R^4 \dot{R}^2 u' W^{\ell m*} \\
- A_1 \dot{\phi}^2 \dot{R}^2 R u' W^{\ell m*} + 2A_1 \dot{\phi} \dot{R}^2 R u' W^{\ell m*} + 4f_R^{-2} A_1 \dot{\phi} R^6 u' W^{\ell m*} \\
- 2f_R^{-1} \dot{\phi}^2 \dot{R}^2 (R - 5M) \dot{R}^2 u' W^{\ell m*} - 4A_1 \dot{\phi} R^4 \dot{R} u' W^{\ell m*} - 2f_R \dot{A} \ddot{R}^2 u' W^{\ell m*} \right]
\]
\[ \left[ \partial_r \partial_t \psi_o^{\ell m} \right] = \frac{8f_{R0} \mu_0 \pi}{\lambda (\lambda + 1) \left( \bar{R}^2 - f_R^2 \right)^3} \left[ 2f_{R0} R^4 A^{\ell m} \left( \bar{R}^2 - f_R^2 \right) \dot{u}^t - f_{R0} A^{\ell m} R \bar{R}^2 \left( 3 \bar{R}^3 \bar{R} + 4 \bar{R}^2 - 18MR + 20M^2 \right) \dot{u}^t \right. \\
- f_R^3 A^{\ell m} R \left( \bar{R}^3 \bar{R} + \bar{R}^2 - 4MR + 4M^2 \right) \dot{u}^t + A^{\ell m} R \left( 5 \bar{R} - 4M \right) \bar{R}^4 \dot{u} + 4f_{R0} A^{\ell m} R \bar{R}^3 \dot{u}^t \\
- 4f_{R0} A^{\ell m} R \bar{R}^4 \dot{u} + 2f_R^3 A^{\ell m} R \left( 3 \bar{R}^3 \bar{R} + \bar{R}^2 (\lambda + 1) - 2MR(2 + \lambda) + 4M^2 \right) \dot{u}^t \\
- f_{R0} A^{\ell m} R \left( 3 \bar{R}^3 \bar{R} - 2 \bar{R}^2 (\lambda + 1) + 2MR(3 + 2\lambda) - 4M^2 \right) \dot{u}^t - f_R^3 A^{\ell m} R \left( \bar{R}^3 \bar{R} + \bar{R}^2 - 4MR + 4M^2 \right) \dot{u}^t \\
- 2f_{R0} A^{\ell m} R \bar{R}^3 \left( \bar{R}^3 \bar{R} - 2 \bar{R}^2 (\lambda + 1) + 2MR(3 + 2\lambda) - 4M^2 \right) \dot{u}^t - 2f_R^3 A^{\ell m} R \bar{R} \dot{u}^t \\
- 2A^{\ell m} R \left( \lambda R + R - 8M \right) \bar{R}^5 \dot{u}^t + A^{\ell m} R \left( 5 \bar{R} - 4M \right) \bar{R}^4 \dot{u}^t + 2f_{R0} A^{\ell m} R \bar{R}^3 \dot{u}^t \right] , \\
(C9) \]
The H gauge was proposed by de Donder [49] and Lanczos [50], but was Einstein himself who wrote it first. This gauge is often named after the Danish Ludvig Lorenz [51], though he died 24 years before general relativity was published. It is also attributed erroneously to the Dutch Hendrik Lorentz. Instead, the Lorenz gauge of electrodynamics might be also attributed to FitzGerald [52].

A function $f$ is said to be of class $C^k$ if the derivatives $f'$, $f''$, ..., $f^{(k)}$ exist and are continuous, where $k \geq 0$. In the literature, the extension to $k < 0$ is sometimes adopted for the distributions of Heaviside, Dirac and its derivative.

Toscano argues on the contributions by Ricci Curbastro and Bianchi to the identity equation [53].

Hopper and Evans compare their results with those of Fujita et al. [54].
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