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Abstract—In this paper, we propose a new reinforcement learning (RL) algorithm, called encoding distributional soft actor-critic (E-DSAC), for decision-making in autonomous driving. Unlike existing RL-based decision-making methods, E-DSAC is suitable for situations where the number of surrounding vehicles is variable and eliminates the requirement for manually pre-designed sorting rules, resulting in higher policy performance and generalizability. We first develop an encoding distributional policy iteration (DPI) framework by embedding a permutation invariant module, which employs a feature neural network (NN) to encode the indicators of each vehicle, in the distributional RL framework. The proposed DPI framework is proved to exhibit important properties in terms of convergence and global optimality. Next, based on the developed encoding DPI framework, we propose the E-DSAC algorithm by adding the gradient-based update rule of the feature NN to the policy evaluation process of the DSAC algorithm. Then, the multi-lane driving task and the corresponding reward function are designed to verify the effectiveness of the proposed algorithm. Results show that the policy learned by E-DSAC can realize efficient, smooth, and relatively safe autonomous driving in the designed scenario. And the final policy performance learned by E-DSAC is about three times that of DSAC. Furthermore, its effectiveness has also been verified in real vehicle experiments.
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I. INTRODUCTION

Autonomous driving has tremendous potential to benefit traffic safety and efficiency as well as change radically future mobility and transportation. In the architecture of automated vehicles, decision-making is a key component to realize autonomy [1]. Although the rule-based method has achieved fair performance in specific driving scenarios like DARPA [2], it is non-trivial to design behavioral rules manually in a complex driving environment. Inspired by the success of reinforcement learning (RL) on games and robotic control [3], [4], RL-enabled methods have become a powerful learning framework in autonomous driving, capable of learning complicated policies for high dimensional environments.

As a pioneering work, Lillicrap et al. (2016) proposed a Deep Deterministic Policy Gradient (DDPG) algorithm, and employed it to realize lane-keeping on the TORCS platform with the simulated images as policy inputs [5]. Inspired by this study, Wayve (2018) applied the DDPG algorithm to a real vehicle equipped with a monocular camera, achieving a fairly good lane-following effect on a 250m-long rural road [6]. Wolf et al. (2017) employed Deep Q-network (DQN) to learn a Q-value network for lane-keeping, which maps the simulated image to the expected return of 5 different steering angle values. At each instant, the ego vehicle selects and executes the steering angle with the highest Q-value [7]. Besides, other RL algorithms, such as A3C [8], [9], inverse RL [10], and SAC [11], were also utilized to learn policy, which makes decisions based on simulated images.

The common feature of the aforementioned works is to utilize the original sensor information such as images or point clouds as driving states, which are mapped to the corresponding control command through the learned policy. This is a typical end-to-end decision-making framework originated from DQN [5], which maintains an integrated perception and decision-making module and eliminates the need for manually designed driving states. However, the data generated in the driving simulators during training usually suffers from a great discrepancy with real vehicle sensors. This characteristic probably leads to the lacking of robustness and limits its scalability to practical applications. Additionally, to learn a policy based on the raw information, RL algorithms should simultaneously tackle two problems: (i) extract critical indicators like speed or relative distance between vehicles as the underlying state representation, and (ii) learning to maximize expected return. This places a heavy burden on the learning progress, especially in a complex driving environment. Therefore, the RL-based end-to-end decision-making methods are usually applied to simple driving tasks, such as lane keeping wherein no other surrounding vehicles are involved [5]–[10], and path tracking [11].

Isele et al. (2018) showed that compared with end-to-end decision-making that takes raw sensors data as inputs, real-valued representations, such as relative speed and distance from surrounding vehicles, can greatly improve the driving performance, due to the reduced state space being easier to learn and the meaningful indicators helping the system to generalize [12]. Under this scheme, Wang et al. (2017) combined the recurrent neural network and the DQN algorithm to learn a policy for on-ramp merging, which outputs acceleration...
and steering angle based on the indicators of two surrounding vehicles on the target lane [13]. Duan et al. (2020) established a 26-dimensional state vector, consisting of the indicators of the four nearest surrounding vehicles, as well as the road and destination information [14]. Based on this state description and a parallel RL algorithm, the ego vehicle successfully learned to execute multiple behaviors, such as car-following, lane-changing, and overtaking, on a simulated two-lane highway. Guan et al. (2020) developed a cooperative control for 8 connected automated vehicles at an unsignalized intersection [15], where each vehicle is represented by its velocity and distance to the intersection center, thereby formulating a 16-dimensional state vector. The indicators of each vehicle are sorted according to a pre-designed order, and the Proximal Policy Optimization (PPO) algorithm [16] is adopted to obtain the final converged policy.

Although existing RL methods based on vector-based state representation have attained some elegant demonstrations in complex traffic scenarios, they still suffer two inevitable shortcomings resulting from the high dynamics of surrounding vehicles, namely, (1) dimension sensitivity and (2) permutation sensitivity. The dimension sensitivity means that RL-enabled algorithms relying on approximation functions, such as multi-layer neural network (NN), require that the input dimensions of policy and value functions are fixed. However, the state vector with a prior fixed dimension can poorly reflect surrounding vehicles because their number and relative positions within the perception range usually change dynamically during riding. Existing researches [13]–[15], [17]–[19] usually meet the fixed dimension requirement by removing the information of some vehicles or adding virtual vehicles. Obviously, the former will cause the loss of information, while the latter probably leads to a redundant representation.

Permutation sensitivity means that for the same driving environment, different orders of surrounding vehicles in the state vector will formulate distinct state vectors, resulting in quite different policy outputs. This unreasonable phenomenon will bring difficulties to policy learning. One intuitive approach is to manually design a permutation rule for all surrounding vehicles, for example, sorting vehicles in increasing order according to their relative distance from the ego [14], [15]. However, this brings a burden of manually designing permutation rules separately for different driving scenarios, and also introduces the discontinuity of the vectors, which is prone to reducing the policy performance. Moreover, most RL-based decision-making algorithms have been developed and work well on sorts of simulators like CARLA [20] and SUMO [21], but their effectiveness on real vehicles has rarely been validated.

In this paper, we propose a new RL algorithm for autonomous driving decision making, called encoding distributional soft actor-critic (E-DSAC), which can deal with the dimension sensitivity and permutation sensitivity problems mentioned above. The contributions and novelty of this paper are summarized as follows:

1) Inspired by the existing permutation invariant state representation method that introduces a feature NN to encode the indicators of each surrounding vehicle into an encoding vector [22], an encoding distributional policy iteration (DPI) framework is developed by embedding the encoding module in the distributional RL framework. The proposed DPI framework is proved to exhibit important properties in terms of convergence and global optimality.

2) Based on the developed encoding DPI framework, we propose the encoding DSAC (E-DSAC) algorithm by adding the gradient-based update rule of feature NN to the policy evaluation process of the DSAC algorithm [23]. Compared with existing RL-based decision-marking methods [13]–[15], [17]–[19], E-DSAC is suitable for situations where the number of surrounding vehicles is variable and eliminates the requirement for manually pre-designed sorting rules, leading to higher policy performance and generality.

3) The multi-lane driving task and the corresponding reward function are designed to verify the effectiveness of the proposed algorithm. Results show that the policy learned by E-DSAC can realize efficient, smooth, and relatively safe autonomous driving in the designed scenario. And the final policy performance learned by E-DSAC is about three times that of DSAC. Furthermore, its effectiveness has also been verified in real vehicle experiments.

The paper is organized as follows. In Section II, we introduce the key notations and some preliminaries. Section III develops the encoding DPI framework and proposes the E-DSAC algorithm. Section IV presents the simulation results in a four-lane highway driving scenario that show the efficacy of E-DSAC, and Section V demonstrates the performance of E-DSAC in real vehicle experiments. Finally, Section VI concludes this paper.

II. PRELIMINARIES

In this section, we first introduce the basic principles of reinforcement learning (RL) and the distributional soft actor-critic (DSAC) algorithm. Then, we will show some key notations about the driving state representation.

A. Basic Principles of RL

We describe the autonomous driving process in a standard RL setting wherein an agent interacts with an environment in discrete time. At current state $s_t$, the agent will take action $a_t$ according to policy $\pi$ and then the environment will return next state $s_{t+1}$ according to the environment model $p(s_{t+1}|s_t, a_t)$, i.e., $s_{t+1} \sim p(s_{t+1}|s_t, a_t)$ and a scalar reward $r_t$. This process will repeat until the episode ends. In this paper, the policy is assumed to be stochastic, denoted as $\pi(a_t|s_t)$, which maps a given state to a probability distribution over actions. To ease the exposition, the current and next state-action pairs are also denoted as $(s, a)$ and $(s', a')$, respectively, and we will use $\rho_\pi$ to denote the state or state-action distribution induced by policy $\pi$.

The standard RL aims to learn a policy to maximize the expected accumulated return. This paper employs a more general entropy-augmented policy objective, which is widely
used in soft RL methods \cite{23–25}, to encourage exploration and further improve performance

\[
J_\pi = \mathbb{E}_{(s_t, a_t) \sim \rho_\pi} \left[ \sum_{i=t}^{\infty} \gamma^{i-t} [r_i + \alpha \mathcal{H}(\pi(\cdot|s_i))] \right], \tag{1}
\]

where \( \gamma \in (0, 1) \) is the discount factor, \( \mathcal{H}(\pi(\cdot|s)) = \mathbb{E}_{a \sim \pi} [-\log \pi(a|s)] \) is the policy entropy, \( \alpha \) is the coefficient that determines the relative importance of the entropy term against the reward. Under this scheme, we define the Q-value as

\[
Q^\pi(s_t, a_t) = \mathbb{E}_{s_{t+1} \sim \pi} \left[ r(s_t, a_t) + \gamma \mathbb{E}_{a \sim \pi} \left[ Q^\pi(s_{t+1}, a') - \alpha \log \pi(a'|s_{t+1}) \right] \right] \tag{2}
\]

to indicate the return for choosing \( a_t \) in state \( s_t \) and thereafter following policy \( \pi \). Then the objective (1) of soft RL can be rewritten as

\[
\pi_{\text{new}} = \arg \max_{\pi} \mathbb{E}_{s \sim \rho_\pi, a \sim \pi} \left[ Q^\pi(s, a) - \alpha \log \pi(a|s) \right]. \tag{3}
\]

### B. Distributional Soft Actor-Critic

Under the framework of soft RL, we proposed a distributional soft actor-critic (DSAC) algorithm in 2021, which achieved SOTA performance in many continuous control tasks \cite{23}. Unlike mainstream RL algorithms that only learn the expected return, i.e., Q-value \( Q(s, a) \), DSAC attempts to learn the distribution of return to reduce the overestimation of the value function, thereby improving policy performance. In DSAC, we define the state-action return as

\[
Z^\pi(s_t, a_t) = r(s_t, a_t) + \sum_{i=t+1}^{\infty} \gamma^{i-t} [r(s_i, a_i) - \alpha \log \pi(a_i|s_i)], \tag{4}
\]

which is a random variable due to the randomness in the state transition \( p \) and policy \( \pi \). We define \( Z^\pi(Z^\pi(s, a)|s, a) : \mathcal{S} \times \mathcal{A} \to \mathcal{P}(Z^\pi(s, a)) \) as a mapping from \( (s, a) \) to a distribution over state-action returns, and call it the state-action return distribution or distributional value function. Obviously, the expectation of the return distribution is the Q-value in (2):

\[
Q^\pi(s, a) = \mathbb{E}_{Z \sim \mathcal{Z}} \left[ Z^\pi(s, a) \right]. \tag{5}
\]

The return distribution satisfies the following distributional Bellman operator

\[
T^\pi Z^\pi(s, a) \overset{D}{=} r(s, a) + \gamma (Z^\pi(s', a') - \log \pi(a'|s')) \tag{6}
\]

where \( s' \sim p, a' \sim \pi \), \( D \overset{D}{=} B \) denotes that two random variables \( A \) and \( B \) have equal probability laws. To implement (6), the return distribution can be learned by

\[
Z_{\text{new}} = \arg \min_{Z} \mathbb{E}_{Z \sim \mathcal{Z}} \left[ D_{\text{KL}}(T^\pi Z_{\text{old}}(\cdot|s, a), Z(\cdot|s, a)) \right], \tag{7}
\]

where \( T^\pi Z(s, a) \sim T^\pi Z(\cdot|s, a) \) and \( D_{\text{KL}} \) represents the Kullback-Leibler (KL) divergence.

It has been proved that the distributional RL (DRL) framework that alternates between distributional policy evaluation based on (7) and policy improvement based on (3) will lead to the maximum entropy objective in (1) \cite{23}.

### C. State Representation of Autonomous Driving

In addition to the basic RL algorithm, to implement RL in autonomous driving, one essential thing is to design the state \( s \) to reasonably describe the driving task based on the given observed information. Given a typical driving task, the observation \( \mathcal{O} \in \mathcal{O} \) from the driving environment should consist of two components: (a) the information set of surrounding vehicles \( \mathcal{X} = \{x_1, x_2, ..., x_M\} \), where \( x_i \in \mathbb{R}^d \) is the real-valued indicator vector of the \( i \)-th vehicle, and (b) the feature vector containing other indicators related to the ego vehicle and road geometry, denoted by \( x_{\text{else}} \in \mathbb{R}^d \). Thus, we can write \( \mathcal{O} = \{\mathcal{X}, x_{\text{else}}\} \). Noted that in this setting, the observation \( \mathcal{O} \) can be seen as the raw state of the autonomous driving problem, which is assumed to contain all the information required for policy learning. Therefore, the aforementioned equation in Section II-A and II-B also holds for \( \mathcal{O} \). The reward function can be denoted as \( r(\mathcal{O}, a, \mathcal{O}') \) in this case.

During driving, the set size \( M \) of \( \mathcal{X} \), i.e., the number of surrounding vehicles within the perception range of the ego car, is constantly changing due to the dynamic nature of the traffic. Assuming that the range of the number of surrounding vehicles is \([1, N]\), the space of \( \mathcal{X} \) can be denoted as \( \mathcal{X} = \{\mathcal{X} | \mathcal{X} = \{x_1, \cdots, x_M\}, x_i \in \mathbb{R}^d, i \leq M, M \in [1, N] \cap \mathbb{N}\} \), i.e., \( \mathcal{X} \in \mathcal{X} \). Noted that the subscript \( i \) of \( x_i \) in \( \mathcal{X} \) represents the ID of a certain vehicle. We denote the mapping from the observation \( \mathcal{O} \) to the state vector \( s \), which is taken as the policy and value inputs, as \( U \), that is,

\[
s = U(\mathcal{O}) = U(\mathcal{X}, x_{\text{else}}). \tag{8}
\]

One widely used mapping method, called fixed-permutation (FP) representation, is to directly concatenate the variables in \( \mathcal{O} \), i.e.,

\[
s = U_{\text{FP}}(\mathcal{O}) = [x'_{o(1)}, \cdots, x'_{o(M)}, x'_{\text{else}}]^T, \tag{9}
\]

where \( o \) denotes the pre-designed sorting rule, for instance, the surrounding vehicles are arranged in increasing order according to their relative distance from the ego.

As mentioned before, RL algorithms based on \( U_{\text{FP}}(\mathcal{O}) \) suffer from two challenges: (1) dimension sensitivity and (2) permutation sensitivity. On one hand, from \( \mathcal{O} \), dimension sensitivity means that the different number of surrounding vehicles would lead to different state dimension, i.e., \( \dim(s) = Md_1 + d_2 \). Since the input dimension of policy and value functions should be fixed due to the structure limit of approximate functions, such as multi-layer neural networks (NNs), RL methods relying on \( \mathcal{O} \) can only consider a fixed number of surround vehicles. On the other hand, permutation sensitivity indicates that different permutations \( o \) of \( x_i \) correspond to different state vectors \( s \), leading to different policy outputs. However, a reasonable driving decision should be permutation invariant to the order of objects in \( \mathcal{X} \) because all possible permutations correspond to the same driving scenario.

...
III. Encoding DSAC

To handle dimension sensitivity and permutation sensitivity problems, this section proposes a permutation-invariant version of DSAC for self-driving decision-making, called encoding DSAC (E-DSAC), by embedding the permutation invariant state representation into DSAC.

A. Permutation Invariant State Representation

Firstly, we introduce a fixed-dimensional and permutation invariant state representation method called encoding sum and concatenation (ESC) [22]. We employ a feature NN \( h(x; \phi) \) to encode the indicators of each surrounding vehicle \( x \in X \),

\[
x_{\text{encode}} = h(x; \phi),
\]

where \( x_{\text{encode}} \in \mathbb{R}^{d_1} \) is the corresponding encoding vector of each \( x \in \mathbb{R}^d \) in the set \( X \), \( \phi \) represents the parameters of feature NN. Then, we obtain the representation vector \( x_{\text{set}} \) of all surrounding vehicles by summing the encoding vector of each surrounding vehicle

\[
x_{\text{set}} = \sum_{x \in X} h(x; \phi).
\]

After concatenating with other indicators related to the ego vehicle and road geometry \( x_{\text{else}} \), we can obtain the final state representation \( s \),

\[
s = U_{\text{ESC}}(O; \phi) = [x_{\text{set}}^T, x_{\text{else}}^T]^T = \left[ \sum_{x \in X} h^T(x; \phi), x_{\text{else}}^T \right]^T.
\]

From (12), it is clear that \( \dim(s) = \dim(h(\phi)) + \dim(x_{\text{else}}) = d_2 + d_3 \) for \( \forall M \in [1, N] \). In other words, \( U_{\text{ESC}}(O; \phi) \) is fixed-dimensional. Furthermore, the summation operator in (11) is permutation invariant w.r.t. objects in \( X \). Thus, \( U_{\text{ESC}}(O; \phi) \) is a fixed-dimensional and permutation invariant state representation of observation \( O \). Besides, more importantly, the injectivity of \( U_{\text{ESC}}(O; \phi) \) can be guaranteed by carefully designing the architecture of the feature NN.

**Lemma 1.** (Injectivity of ESC [22]). Let \( O = \{X, x_{\text{else}}\} \), where \( x_{\text{else}} \in \mathbb{R}^{d_2} \) and \( X = \{x_1, x_2, \ldots, x_M\} \). Denote the space of \( X \) as \( \mathcal{X} \), where \( \mathcal{X} = \{X|X = \{x_1, \ldots, x_M\}, x_i \in [c_{\min}, c_{\max}]^{d_1}, i \leq M, M \in [1, N] \cap \mathbb{N}\} \), in which \( c_{\min} \) and \( c_{\max} \) are the lower and upper bounds of all elements in \( \forall x_i \), respectively. Noted that the size \( M \) of the set \( X \) is variable. If the feature NN \( h(x; \phi): \mathbb{R}^d \rightarrow \mathbb{R}^{d_1} \) is over-parameterized (i.e., the number of hidden neurons is sufficiently large) with a linear output layer, and its output dimension \( d_3 \geq Nd_1 + 1 \), there always \( \exists \theta^{1} \) such that the mapping \( U_{\text{ESC}}(O; \theta^{1}) : \mathcal{X} \times \mathbb{R}^{d_2} \rightarrow \mathbb{R}^{d_3+d_2} \) in (12) is injective.

B. Encoding Distributional Policy Iteration

We assume that the random returns \( Z(s, a) \) and action \( a \) obey the Gaussian distribution. Therefore, both the state-action return distribution and policy functions are modeled as Gaussian with mean and covariance given by NN, denoted as \( \mathcal{Z}(\cdot|s, a; \theta) \) and \( \pi_{\omega}(\cdot|s; \omega) \), where \( \theta \) and \( \omega \) are parameters. For ease of presentation, we will also denote \( \mathcal{Z}(\cdot|s, a; \theta), \pi(\cdot|s; \omega), \) and \( h(x; \phi) \) as \( Z_{\theta}(\cdot|s, a), \pi_{\omega}(\cdot|s), \) and \( h_{\phi}(x) \), respectively, when it is clear from context. By taking \( U_{\text{ESC}}(O; \phi) \) as the input of \( \pi_{\omega} \), the policy function can be expressed as

\[
\pi(U_{\text{ESC}}(O; \phi); \omega) = \pi(\sum_{x \in X} h(x; \phi), x_{\text{else}}; \omega).
\]

Similarly, the return distribution \( Z(s, a) \) can be formalized as

\[
Z(U_{\text{ESC}}(O; \phi); \theta) = Z(\sum_{x \in X} h(x; \phi), x_{\text{else}}; \theta).
\]

It is clear that both \( \pi_{\omega}(U_{\text{ESC}}(O; \phi)) \) and \( Z(\omega)(U_{\text{ESC}}(O; \phi)) \) are permutation invariant to objects in \( X \). This enables us to use DSAC to learn a permutation invariant policy for autonomous driving considering variable surrounding vehicles.

By embedding the ESC state representation into the DRL framework, the objective of distributional policy evaluation in [7] can be rewritten as

\[
J_Z(\theta, \phi) = \mathbb{E}_{\rho_{s,a}} [D_{KL}(T^a(\cdot|s, a) \| \pi_{\omega}(\cdot|s))]_{s=U_{\text{ESC}}(O;\phi)}.
\]

In this case, \( \rho_{s,a} \) represents the observation-action distribution induced by policy \( \pi \). Noted that (15) is a joint optimization objective for both feature and value networks. Then, from (3), the policy network will be updated by maximizing the following objective

\[
J_\pi(\omega) = \mathbb{E}_{O \sim p_{\pi}, a \sim \pi_{\omega}} [Q(s, a; \theta) - \alpha \log \pi(a|s; \omega)]_{s=U_{\text{ESC}}(O;\phi)}.
\]

Based on (15) and (16), we can derive the encoding DRL framework shown in Algorithm 1 Next, we will prove that the proposed encoding DPI framework would lead to policy improvement with respect to the maximum entropy objective.

**Algorithm 1** Encoding DPI Framework

initialize parameters \( \theta, \omega, \phi \) and entropy coefficient \( \alpha \)

repeat

1. Encoding Distributional Policy Evaluation

   estimate \( V_\theta \) and \( h_\phi \) using policy \( \pi_\omega \)

   repeat

   \[
   \{\theta, \phi\} \leftarrow \arg \min_{\theta, \phi} J_Z(\theta, \phi)
   \]

   until Convergence

2. Encoding Policy Improvement

   \[
   \omega \leftarrow \max_{\omega} J_\pi(\omega)
   \]

until Convergence

**Lemma 2.** (Universal Approximation Theorem [26]). For any continuous function \( F(x) : \mathbb{R}^n \rightarrow \mathbb{R}^d \) on a compact set \( \Omega \), there exists an over-parameterized NN, which uniformly approximates \( F(x) \) and its gradient to within arbitrarily small error \( \epsilon \in \mathbb{R}_+ \) on \( \Omega \).
Lemma 3. (Encoding Distributional Policy Evaluation) Suppose both feature NN $h(x; \phi) : \mathbb{R}^{d_1} \to \mathbb{R}^{d_3}$ and value NN $Z(\cdot | s, a; \theta)$ are over-parametrized, with $d_3 \geq N_1 d_1 + 1$. Let
\[
\{\theta^i, \phi^i+1\} = \arg \min_{\{\theta, \phi\}} \mathbb{E}[D_{KL}(T^\pi Z_{\theta^i}(\cdot | s, a)\|Z_{\theta^i+1}(\cdot | s, a))|_{s = U_{ESC}(O, \phi^i)}],
\]
and denote the state-action return distribution as $Z^i(\cdot | O, a) = Z(\cdot | U_{ESC}(O, \phi^i), a; \theta^i)$, which maps the observation-action pair $(O, a)$ to a distribution over random state-action returns $Z^i(\cdot | O, a)$, i.e., $Z^i(\cdot | O, a) \sim Z^i(\cdot | O, a)$. Consider the distributional bellman backup operator $T^\pi$ in (6) and define $T^\pi Z^i(\cdot | O, a)$ as the distribution of $T^\pi Z^i(\cdot | O, a)$, i.e., $T^\pi Z^i(\cdot | O, a) \sim T^\pi Z^i(\cdot | O, a)$. Then, given any policy $\pi$, the sequence $Z^i$ will converge to $Z^\pi$ as $i \to \infty$.

Proof. Let $\bar{Z}$ denote the space of soft return function $Z$. From Lemma 1 there exists $\phi_{i+1}$ such that $U_{ESC}(O, \phi_{i+1})$ is an injective mapping. Then, based on Lemma 2, given any parameters $\{\theta^i, \phi^i\}$, there exists $\theta^i+1$ such that
\[
D_{KL}(T^\pi Z_{\theta^i}(\cdot | s, a)|_{s = U_{ESC}(O, \phi^i)}) \leq D_{KL}(T^\pi Z_{\theta^i+1}(\cdot | s, a)|_{s = U_{ESC}(O, \phi^i+1)}) = 0,
\]
which is equivalent to
\[
Z_{\theta^i+1}(\cdot | U_{ESC}(O, \phi^i+1), a) = T^\pi Z_{\theta^i}(\cdot | U_{ESC}(O, \phi^i), a).
\]
Then, we can directly apply the standard convergence results for distributional policy evaluation (Lemma 1 of [23]), that is, $T^\pi : Z \to Z$ is a $\gamma$-contraction in terms of some measure. Therefore, $\bar{T}^{\pi}$ has a unique fixed point, which is $Z^\pi$, and the sequence $Z^i$ will converge to it as $i \to \infty$, i.e., $Z^i$ will converge to $Z^\pi$ as $i \to \infty$.

\[ \square \]

Lemma 4. (Encoding Policy Improvement) Suppose
\[
Z(\cdot | U_{ESC}(O, \phi_{old}), a; \theta_{old}) = Z^{\pi_{old}}(\cdot | O, a),
\]
and the policy NN $\pi(\cdot | s)$ is over-parametrized. Let $\omega_{new} = \arg \max_{\omega} J_\pi(\omega)$,
\[
J_\pi(\omega) = \mathbb{E}_{a \sim \pi(\cdot | s)} [Q(s, a; \theta_{old}) - \alpha \log \pi_{\omega}(a|s)|_{s = U_{ESC}(O, \phi_{old})}],
\]
where
\[
\pi_{new}(\cdot | O) = \arg \max_{\pi} \mathbb{E}_{a \sim \pi} [Q^{\pi_{old}}(O, a) - \alpha \log \pi(a|O)],
\]
for $\forall O \in \Omega$.

Proof. Firstly, let $\pi_{new}(\cdot | O) = \arg \max_{\pi} \mathbb{E}_{a \sim \pi} [Q^{\pi_{old}}(O, a) - \alpha \log \pi(a|O)]$, for $\forall O \in \Omega$.

Given an arbitrary problem, the return distributions of two different observations $O \neq O' \in \Omega$ fall into the following two cases:
(1) $\exists a \in A$ such that $Z^{\pi_{old}}(\cdot | O, a) \neq Z^{\pi_{old}}(\cdot | O', a)$;
(2) $Z^{\pi_{old}}(\cdot | O, a) = Z^{\pi_{old}}(\cdot | O', a)$ for $\forall a \in A$.

For case 1, to ensure (19) holds, it must follow that
\[
O \neq O' \to U_{ESC}(O, \phi_{old}) \neq U_{ESC}(O', \phi_{old}),
\]
that is, $U_{ESC}(O, \phi_{old})$ is an injective function. For case 2, although there is a possibility that $U_{ESC}(O, \phi_{old}) = U_{ESC}(O', \phi_{old})$, we always have that $\pi_{new}(\cdot | O) = \pi_{new}(\cdot | O')$ since $Q^{\pi_{old}}(O, a) = Q^{\pi_{old}}(O', a)$. Therefore, one has
\[
\pi_{new}(\cdot | O) \neq \pi_{new}(\cdot | O') \to U_{ESC}(O, \phi_{old}) \neq U_{ESC}(O', \phi_{old}).
\]
Furthermore, from Lemma 3 there exist $\omega^1$ such that $\pi(\cdot | s, \omega^1)|_{s = U_{ESC}(O, \phi_{old})} = \pi_{new}(\cdot | O)$, $\forall O \in \Omega$.

Based on (20), one has
\[
J_\pi(\omega^1) \leq \max_{\omega} J_\pi(\omega) = J_\pi(\omega_{new}).
\]
From (19) and (5), it is clear that
\[
Q^{\pi_{old}}(O, a) = Q(s, a; \theta_{old})|_{s = U_{ESC}(O, \phi_{old})}, \forall (O, a) \in \Omega \times A.
\]
Then, according to (21),
\[
J_\pi(\omega_{new}) = \mathbb{E}_{a \sim \pi_{new}} [Q^{\pi_{old}}(O, a) - \alpha \log \pi_{\omega_{new}}(a|s)|_{s = U_{ESC}(O, \phi_{old})}] \
\leq \mathbb{E}_{a \sim \pi_{new}} [Q^{\pi_{old}}(O, a) - \alpha \log \pi_{\omega_{new}}(a|O)].
\]
Therefore, combining (24), (25) and (27), it follows that
\[
J_\pi(\omega_{new}) = \mathbb{E}_{a \sim \pi_{new}} [Q^{\pi_{old}}(O, a) - \alpha \log \pi_{\omega_{new}}(a|O)].
\]
From (21), for $\forall O \in \Omega$, one has
\[
\mathbb{E}_{a \sim \pi_{new}} [Q^{\pi_{old}}(O, a) - \alpha \log \pi_{\omega_{new}}(a|O)] \geq \mathbb{E}_{a \sim \pi_{old}} [Q^{\pi_{old}}(O, a) - \alpha \log \pi_{\omega_{old}}(a|O)].
\]
Based on (28), by replacing $\pi_{new}$ with $\pi_{\omega_{new}}$, (29) can be rewritten as
\[
\mathbb{E}_{a \sim \pi_{new}} [Q^{\pi_{old}}(O, a) - \alpha \log \pi_{\omega_{new}}(a|O)] \geq \mathbb{E}_{a \sim \pi_{old}} [Q^{\pi_{old}}(O, a) - \alpha \log \pi_{\omega_{old}}(a|O)].
\]
Next, from (2), it follows that
\[
Q^{\pi_{old}}(O, a) = r + \gamma \mathbb{E}_{a' \sim \pi_{old}} [Q^{\pi_{old}}(O', a') - \alpha \log \pi_{\omega_{old}}(a'|s')] \
\leq r + \gamma \mathbb{E}_{a' \sim \pi_{new}} [Q^{\pi_{old}}(O', a') - \alpha \log \pi_{\omega_{new}}(a'|s')]
\]
\[
\vdots 
\]
\[
\leq Q^{\pi_{old}}(O, a), \forall (O, a) \in \Omega \times A,
\]
where $s' = U_{ESC}(O', \phi_{old})$ and the last step is derived by repeatedly expanding $Q^{\pi_{old}}$ on the right-hand side by applying (2).

\[ \square \]

Theorem 1. (Encoding Distributional Policy Iteration) The encoding distributional policy iteration, which alternates between encoding distributional policy evaluation and encoding policy improvement, can converge to a policy $\pi^*$ such that
Then, the corresponding gradient of the value network can be derived as
\[
\nabla_{\theta} J_{\pi}(\theta, \phi) = - \mathbb{E}_{(O,a,r,O') \sim B, a' \sim \pi_{
abla_{\theta} J_{\pi}}(\theta, \phi)} \left[ \frac{\partial \log Z_{\theta}(T_{\theta}' \circ Z'(s,a)|s,a)}{\partial x_{\pi}} \right] \times 
\sum_{x \in X} \nabla_{\theta} h(x; \phi) \bigg|_{s=U_{\text{ESC}}(O,\phi), s'=U_{\text{ESC}}(O',\phi')}.
\]

2) Encoding Policy Improvement: Since \(Z_{\theta}\) is assumed to be a Gaussian model, it can be expressed as \(Z_{\theta}(|s,a) = N(q_{\theta}(s,a), \sigma_{\phi}(s,a)^2)\), where \(q_{\theta}(s,a)\) and \(\sigma_{\phi}(s,a)\) are the outputs of value network. To obtain the gradient of the policy NN, we first need to reparameterize the stochastic policy \(\pi_{\omega}(a|s)\) using the following deterministic form
\[
a = \tilde{\pi}_{\omega}(s, \xi),
\]
where \(\xi\) is an auxiliary random variable and \(\tilde{\pi}\) is the reparameterized policy. In particular, since \(\pi_{\omega}(\cdot|s)\) is assumed to be a Gaussian in this paper, \(\pi_{\omega}(s, \xi)\) can be formulated as
\[
\tilde{\pi}_{\omega}(s, \xi) = a_{\text{mean}} + \xi \odot a_{\text{std}},
\]
where \(a_{\text{mean}} \in \mathbb{R}^{\dim(A)}\) and \(a_{\text{std}} \in \mathbb{R}^{\dim(A)}\) are the mean and standard deviation of \(\pi_{\omega}(\cdot|s)\), \(\odot\) represents the Hadamard product and \(\xi \sim N(0, I_{\dim(A)})\). Then the policy update gradients can be approximated with
\[
\nabla_{\omega} J_{\pi}(\omega) = \mathbb{E}_{(O,\omega,\xi)} \left[ -\alpha \nabla_{\omega} \log \pi_{\omega}(s; \omega) + \{\nabla_{\omega} Q_{\theta}(s,a; \theta) - \alpha \nabla_{\omega} \log \pi_{\omega}(s|a; \omega)\} \bigg|_{s=U_{\text{ESC}}(O,\phi), a=\tilde{\pi}_{\omega}(s, \xi)} \right].
\]

3) Pseudocode: As for the target NNs, we adopt a slow-moving update rate to stabilize the learning process, that is,
\[
y' \leftarrow \tau y + (1 - \tau)y',
\]
where \(\tau\) is the synchronization rate, and \(y\) represents the parameters \(\theta, \phi, \text{and } \omega\). Finally, according to [23], [27], the entropy coefficient \(\alpha\) is updated by minimizing the following objective
\[
J(\alpha) = \mathbb{E}_{a \sim \pi_{\omega}} [-\alpha \log \pi_{\omega}(a|s; \omega) - \alpha H],
\]
where \(H\) is the expected entropy.

Finally, we proposed the E-DSAC algorithm according to the above analysis. The detail of our algorithm can be shown as Algorithm [2].

IV. SIMULATION VERIFICATION

This section validates the effectiveness of the proposed E-DSAC algorithm in a simulating multi-lane highway driving task.
Algorithm 2 E-DSAC Algorithm

Initialize parameters $\theta$, $\omega$, $\phi$ and entropy coefficient $\alpha$
Initialize target parameters $\theta' \leftarrow \theta$, $\omega' \leftarrow \omega$ and $\phi' \leftarrow \phi$
Initialize learning rate $\beta_2$, $\beta_\pi$, $\beta_h$, $\beta_\alpha$ and $\tau$
Initialize iterative step $k = 0$

repeat
  Receive observation $O$ and calculate state $s$ using (12)
  Select action $a \sim \pi_\omega(\cdot|s)$, observe $O'$ and $r$
  Store transition tuple $(O, a, r, O')$ in $B$

  Randomly choose $N$ samples $(O, a, r, O')$ from $B$
  Calculate states $s$ and $s'$ using (12) and obtain the augmented tuple $(O, s, a, r, O', s')$
  Update value network with (32):
  $$\theta \leftarrow \theta - \beta_2 \nabla \theta J_\theta(\theta, \phi)$$
  Update feature network with (33):
  $$\phi \leftarrow \phi - \beta_h \nabla \phi J_\phi(\theta, \phi)$$
  if $k \% m = 0$ then
    Update policy network with (34):
    $$\omega \leftarrow \omega + \beta_\pi \nabla \omega J_\pi(\theta, \phi)$$
  end if

  Update target networks with (35)
  Update entropy coefficient $\alpha$ with (36):
  $$\alpha \leftarrow \alpha - \beta_\alpha \nabla \alpha J_\alpha(\alpha)$$

end if

$k = k + 1$

until Convergence

Fig. 1. E-DSAC diagram. E-DSAC first updates the distributional value NN and feature NN based on the samples collected from the buffer. Then, the output of the value network is used to guide the update of the policy network.

A. Task Description

As shown in Fig. 2, we built a one-way four-lane virtual road in SUMO [21] based on the 32km-long section of the Chinese Lianhuo Highway from point A (113°29′03″E, 34°51′48″N) to point B (113°48′53″E, 34°49′53″N). Each lane is 3.75m wide. The speed limits of the four lanes from bottom to top are restricted to 60-100km/h, 80-100km/h, 90-120km/h, and 100-120km/h, respectively. The ego car would be initialized at a random position. To imitate real traffic situations, we arrange various motor vehicles on this road, including trucks, motorcycles, and cars of different sizes. All surrounding vehicles are initialized randomly at the beginning of each episode, and their movements are controlled by the car-following and lane-changing models of SUMO. The ego vehicle aims to ride as fast as possible without losing the guarantee of driving safety, regulations, and smoothness.

B. Problem Formulation

1) Observation Design: As mentioned before, the observation $O$ consists of the information of surrounding vehicles and indicators related to the ego car and road geometry. As shown in Table I and Fig. 3 we consider six indicators for each surrounding vehicle within the perception range, including the longitudinal and lateral relative distance from the ego vehicle $D_{long}$ and $D_{lat}$, the relative speed $v_{other} - v_{ego}$, the heading angle relative to the lane centerline $\Phi_{other}$, length $L_{other}$, and width $W_{other}$, i.e., $x = [D_{long}, D_{lat}, v_{other} - v_{ego}, \Phi_{other}, L_{other}, W_{other}]^T$. In this simulation, the virtual sensor system of the ego car consists of a 360° lidar and a camera (see the shaded area in Fig. 2). According to the specifications of existing sensors such as HDL-32E and Mobileye 630 [28], the effective range of the lidar is set to 80m, and that of the camera is set to 100m with a 38° horizontal field of view. Only the surrounding vehicles within the perception range and not blocked by other vehicles can be observed. Besides, each variable of surrounding vehicles is added with noise from a zero-mean Gaussian distribution before being observed. In particular, we assume the observation error of $x$ obeys $N(0, \text{diag}(0.14, 0.14, 0.15, 1, 0.05, 0.05))$.

In addition, $x_{else}$ is designed as a 20-dimensional vector, of which 7 indicators are the information of the ego vehicle, namely vehicle speed $v_{ego}$, lateral speed $v_y$, yaw rate $\dot{\tau}$, heading angle relative to the lane centerline $\Phi_{ego}$, steering wheel angle $\Xi$, longitudinal acceleration $acc_x$, lateral acceleration $acc_y$. The other components of $x_{else}$ are related to road geometry, including the distance from the ego to the lane centerline $D_{center}$, distance to the left and right road edge $D_{left}$, $D_{right}$, the lane number $N_{lane}$, the driving time in current lane $t_{lanekeep}$, the difference between the ego speed and the upper and lower lane speed limits $v_{upper} - v_{ego}$, $v_{ego} - v_{lower}$. Furthermore, the lane direction changes at five different positions in front of the ego are used to describe the
road shape, denoted as $\Phi_{10}$, $\Phi_{20}$, $\Phi_{30}$, $\Phi_{40}$ and $\Phi_{50}$. See Table I and Fig. 4 for more details.

| $O$ | Name | Symbol | Unit |
|-----|------|--------|------|
| $x$ | Longitudinal Distance | $D_{long}$ | m |
|     | Lateral distance | $D_{lat}$ | m |
|     | Relative speed | $v_{other} - v_{ego}$ | m/s |
|     | Relative heading angle | $\Phi_{other}$ | rad |
|     | Length | $L_{other}$ | m |
|     | Width | $W_{other}$ | m |
| $x_{else}$ | Ego speed | $v_{ego}$ | m/s |
|     | Yaw rate | $\Upsilon$ | rad/s |
|     | Heading angle of ego | $\Phi_{ego}$ | rad |
|     | Steering wheel angle | $\xi$ | rad |
|     | Longitudinal acceleration | $acc_{x}$ | m/s$^2$ |
|     | Lateral acceleration | $acc_{y}$ | m/s$^2$ |
|     | Distance to centerline | $D_{center}$ | m |
|     | Distance to left edge | $D_{left}$ | m |
|     | Distance to right edge | $D_{right}$ | m |
|     | Lane number | $N_{lane}$ | |
|     | Speed difference to upper limit | $v_{upper} - v_{ego}$ | m/s |
|     | Speed difference to lower limit | $v_{ego} - v_{lower}$ | m/s |
|     | Lane-keeping time | $t_{lanekeep}$ | s |
|     | Number of surrounding vehicles | $M$ | |
|     | Road direction change 10m ahead | $\Phi_{10}$ | rad |
|     | Road direction change 20m ahead | $\Phi_{20}$ | rad |
|     | Road direction change 30m ahead | $\Phi_{30}$ | rad |
|     | Road direction change 40m ahead | $\Phi_{40}$ | rad |
|     | Road direction change 50m ahead | $\Phi_{50}$ | rad |

2) Action Design: To prevent large discontinuity of the steering wheel angle, we choose the increment of the steering wheel angle and the expected longitudinal acceleration as actions, denoted as $\Delta \xi$ and $acc_{x,exp}$, i.e., $a = [\Delta \xi, acc_{x,exp}]$. The expected steering wheel angle $\xi_{exp}$ can be directly calculated as $\xi_{exp} = \xi + \Delta \xi$. Since vehicles are controlled by saturated actuators, we let $\Delta \xi \in [-\frac{\pi}{3}, \frac{\pi}{3}]$, $acc_{x,exp} \in [-4, 2]$ m/s$^2$.

3) Reward Design: To realize reasonable autonomous driving on multi-lane highway, the reward function should consider driving efficiency, safety, regulations, and smoothness to guide the learning of driving policy. The reward function $r(O, a, O')$ can be expressed as

$$r = \begin{cases} 
-5000, & \text{failure} \\
R_{speed} + R_{smooth} + R_{regulation} + R_{safe}, & \text{else} 
\end{cases}$$

where $R_{speed}$, $R_{smooth}$, $R_{regulation}$ and $R_{safe}$ are the reward terms to encourage driving efficiency, smoothness, regulations, and safety, respectively. Moreover, -5000 is a large negative reward, which is used to punish some devastating events, including collision, driving off the road edge, and continuous lane changes in a short time (i.e., changing lanes when $t_{lanekeep} < 3$).

$R_{speed}$ is designed to encourage the ego vehicle to drive quickly by changing to high-speed lane:

$$R_{speed} = -0.6(v_{max} - v_{ego})^2,$$

where $v_{max}$ represents the maximum speed limit in all lanes, i.e., $v_{max} = 120$ km/h.

$R_{smooth}$ aims to make the driving process smoother and more comfortable by regularizing control variables $acc_{x}$, $\Delta \xi$ and certain states of the ego vehicle, expressed as

$$R_{smooth} = -acc_{x}^2 - 5(acc_{x,exp} - acc_{x})^2 - 80\xi_{exp}^2 - 300\Delta \xi^2 - 500\Phi_{ego}^2 - 30v_{ego}^2 - 500\Upsilon^2 - acc_{y}^2.$$

The regulation term $R_{rule}$ encourages the ego vehicle to comply with driving rules

$$R_{rule} = -10(D_{center}^2 - 40(1 - \tanh(4\min\{D_{left}, D_{right}\})))$$

(deviation punishment) $-\text{sgn}(v_{ego} - v_{upper})(v_{ego} - v_{upper})^2$

(overspeed punishment) $-\text{sgn}(v_{lower} - v_{ego})(v_{lower} - v_{ego})^2$

(underspeed punishment)

where $\text{sgn}(\cdot)$ denotes the sign function, i.e., $\text{sgn}(a) = 1$ if $a \geq 0$, $\text{sgn}(a) = 0$, otherwise.

Last but not least, $R_{safe}$ aims to improve driving safety by penalizing the distance between vehicles that are too close. As shown in Fig. 4, we first introduce the lateral gap $D_{LatGap}$ and longitudinal gap $D_{LongGap}$ between the ego vehicle and each surrounding vehicle, expressed as

$$D_{LatGap} = |D_{lat} - \frac{W_{other} + W_{ego}}{2}|,$$

and

$$D_{LongGap} = |D_{long} - \frac{L_{other} + L_{ego}}{2}|,$$

where $L_{ego}$ and $W_{ego}$ are the length and width of the ego vehicle. When $D_{LatGap} \leq 0$, a rear-end collision may occur between the vehicle and the corresponding surrounding vehicle. This means that we need to impose penalties if the longitudinal gap is too small in this case. On the other hand, when $D_{LongGap} \leq 0$, a side collision may occur, and penalties
are required if the lateral gap is too small. Therefore, $R_{safe}$ is designed as

$$R_{safe} = 70 \sum_{x \in X} \text{sgn}(-D_{LatGap}) \text{sgn}(D_{long}) (1 - \tanh \frac{D_{LongGap}}{v_{ego}})$$

Penalty for being close to cars ahead

$$-40 \sum_{x \in X} \text{sgn}(-D_{LatGap}) \text{sgn}(D_{long}) (1 - \tanh \frac{D_{LongGap}}{v_{ego}})$$

Penalty for being close to side cars

$$-40 \sum_{x \in X} \text{sgn}(-D_{LongGap})(1 - \tanh(1.5D_{LatGap})).$$

500 time steps. Fig. 5 demonstrates the learning curves of E-DSAC and DSAC. In the case of considering the 6 nearest surrounding vehicles, the final policy performance learned by E-DSAC (14398.46±177.67) is about three times that of DSAC (4556.10±1134.72). The only difference between DSAC and E-DSAC when $M = 6$ is that E-DSAC makes decisions based on permutation invariant state representation with the help of feature NN. In addition to the performance gains, E-DSAC also eliminates the requirement of manually designing sorting rules $o$ in $U(O)$. On the other hand, the E-DSAC ($M \in [1, N]$) that considers all observed surrounding vehicles slightly outperforms E-DSAC ($M = 6$). This indicates that the proposed E-DSAC algorithm is capable of handling a variable number of surrounding vehicles. Although 6 surrounding vehicles seem to meet the basic needs of self-driving in this simulation, such a number may not be enough for other scenarios such as complex intersections. The capability of E-DSAC to process variable-size sets makes it more suitable for different driving tasks. To conclude, the state encoding module adopted by E-DSAC significantly improves the policy performance, relaxing the requirement for predetermined sorting rules and vehicle number restrictions.

![Collision risk area](image)

Fig. 4. Collision risk area.

**C. Algorithm Details**

Based on the above problem setting, we validate the effectiveness of the proposed E-DSAC by comparing it with the DSAC algorithm that takes $U_{FP}(O)$ in (6) as states. Since $U_{FP}(O)$ is permutation sensitive and only suitable for a fixed number of surrounding vehicles, DSAC only considers the nearest 6 vehicles, which are arranged in increasing order according to relative distance. The proposed E-DSAC algorithm is implemented in two settings: (1) considering the nearest 6 vehicles, i.e., $M = 6$; (2) considering all observed surrounding vehicles within the perception region, i.e., $M \in [1, N]$ is constantly changing.

The value function, policy, and feature NN adopt almost the same NN architecture, which contains 5 hidden layers, with 128 units per layer. All hidden layers take Gaussian Error Linear Units (GELU) [29] as activation functions. According to Lemma [1], the output dimension $d_3$ of $h_\phi$ should satisfy that $d_3 \geq Nd_3 + 1$. We assume the maximum number of surrounding vehicles with perception region is 20, i.e., $N = 20$, so we set $d_3 = 121$. The Adam method [30] with a cosine annealing learning rate is used to update all NNs. See Table II for more training details.

**Table II: Training hyper-parameters**

| Name       | symbol | Value          |
|------------|--------|----------------|
| Batch size |        | 256            |
| Value learning rate | $\beta_Z$ | $8 \times 10^{-5} \rightarrow 4 \times 10^{-5}$ |
| Feature learning rate | $\beta_h$ | $8 \times 10^{-5} \rightarrow 4 \times 10^{-5}$ |
| Policy learning rate | $\beta_o$ | $5 \times 10^{-5} \rightarrow 4 \times 10^{-5}$ |
| Learning rate of $\alpha$ | $\beta_\alpha$ | $1 \times 10^{-4} \rightarrow 4 \times 10^{-5}$ |
| Discounted factor | $\gamma$ | 0.99          |
| Update delay | $m$ | 2             |
| Target update rate | $\tau$ | 0.001         |
| Target entropy | $\kappa$ | -2            |
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Fig. 5. Return comparison. The solid lines correspond to the mean and the shaded regions correspond to 95% confidence interval over 5 runs.

Next, we will analyze the driving behavior of the learned policy. As the final policy performance of E-DSAC ($M \in [1, N]$) and E-DSAC ($M = 6$) is similar, only the former will be considered in the sequel. In addition to E-DSAC and DSAC, we have also introduced a rule-based baseline, in which we control the ego vehicle using the Krauss car-following and SL2015 lane-changing models of SUMO [21]. Firstly, for
each method, we performed 100 simulations starting from a random location of the rightmost lane, i.e., low-speed lane. The maximum time length of each simulation is 100 seconds. Assuming the average speed of ego is 100km/h, the total simulated driving distance is about 300km. Fig. 6 shows the average speed of the ego vehicle, the preceding vehicle, and all observed surrounding vehicles (i.e., traffic) during the simulation. Results show that the policy learned by E-DSAC maintains a high level of driving efficiency. Its average speed (113.04±6.55 km/h) is about 13.24km/h higher than DSAC, and 11.10km/h higher than SUMO. It is worth noting that only the ego car controlled by E-DSAC rides at a speed faster than the average speed of the traffic flow (about 11.46km/h higher), whose speed is also 2.85km/h higher than the preceding vehicle. This means that the self-driving car has learned to speed up by changing to high-speed lanes or overtaking. As a comparison, the speed of the ego car controlled by DSAC is lower than traffic and its preceding vehicle. This indicates the DSAC policy tends to make conservative decisions, such as following the vehicle ahead at a lower speed.

Fig. 6: Average speed comparison. The error bar represents the standard deviation.

Fig. 7 compares the changes in the following distance and the speed of the preceding vehicle before and after lane change. It can be seen that after changing lanes, the following distance and the speed of the preceding vehicle have increased by 26.11m and 13.14km/h, respectively. This indicates that the policy has learned to actively change into lanes with sparse traffic and faster speeds, which further explains the high driving efficiency of E-DSAC shown in Fig. 6.

A typical driving process and corresponding state curves are visualized in Fig. 8 and 9 respectively. As shown in Fig. 8a, 8b and 9c, the ego vehicle is initialized in the outermost lane, and then the first left lane change is completed after going straight for about 100m. During this process, the vehicle speed is accelerated from 90km/h to about 100km/h. Next, the ego vehicle goes straight for a period of time, and then completes the second left lane change, increasing the driving speed to about 110km/h (See Fig. 8c and 8d). Throughout the entire driving process, the ego vehicle merges from the low-speed lane into the high-speed lane through two left lane changes, while maintaining a reasonable distance from the surrounding traffic. It can also be seen from Fig. 9a and 9b that the control inputs and state curves are very smooth. Appendix A-A gives an instance of the overtaking process. These two cases show that the learned policy is capable of finding a reasonable lane-change position and timing through acceleration and deceleration.

In Fig. 10 we display the joint distribution of the following distance and the distance between ego and its following vehicle. Results show that the ego car can maintain a reasonable distance from surrounding vehicles during the entire simulation process, providing evidence for the safety of the E-DSAC policy. In summary, E-DSAC outperforms DSAC by a wide margin in terms of policy performance in the field of autonomous driving. The policy learned by E-DSAC can realize efficient, smooth, and relatively safe autonomous driving in the designed multi-lane highway scenario. Besides, Appendix A-B demonstrates that the proposed encoding policy iteration framework can also be extended to other RL algorithms such as SAC [27], TD3 [31], and DDPG [5].
the steering wheel angle tracking system through CAN bus. For longitudinal control, the speed tracking system is used to track the expected speed, which is 20km/h. The autonomous driving process will continue until the end of the road.

\[
\begin{align*}
\phi(x) & \sim \pi(s) \\
\gamma & \sim \pi(s)
\end{align*}
\]

\[
\begin{align*}
\phi(x) & \sim \pi(s) \\
\gamma & \sim \pi(s)
\end{align*}
\]

\[
\begin{align*}
\phi(x) & \sim \pi(s) \\
\gamma & \sim \pi(s)
\end{align*}
\]

\[
\begin{align*}
\phi(x) & \sim \pi(s) \\
\gamma & \sim \pi(s)
\end{align*}
\]

\[
\begin{align*}
\phi(x) & \sim \pi(s) \\
\gamma & \sim \pi(s)
\end{align*}
\]

\[
\begin{align*}
\phi(x) & \sim \pi(s) \\
\gamma & \sim \pi(s)
\end{align*}
\]

\[
\begin{align*}
\phi(x) & \sim \pi(s) \\
\gamma & \sim \pi(s)
\end{align*}
\]
The first interference occurred after driving about 10m. It can realize relatively safe and smooth decision-making and control under different traffic situations in multi-lane scenarios. Besides, when the steering wheel is disturbed by human beings, the learned policy can restore the vehicle to the proper status immediately after taking over. This implies that the learned policy is also compatible with real-vehicle applications. It can realize relatively safe and smooth decision-making and control under different traffic situations in multi-lane scenarios.
VI. CONCLUSION

In this paper, we propose an encoding distributional soft actor-critic (E-DSAC) for self-driving decision-making, which can deal with permutation sensitivity problems faced by existing related studies. Firstly, we develop an encoding distributional policy iteration (DPI) framework by embedding the encoding sum and concatenation method in the distributional RL framework. Then, the proposed DPI framework is proved to exhibit important properties in terms of convergence and global optimality. Based on the encoding DPI framework, we propose the E-DSAC algorithm by adding the gradient-based update rule of the feature NN to the policy evaluation process of the DSAC algorithm. We design a simulated multi-lane highway driving task and the corresponding reward function to verify the effectiveness of E-DSAC. Results show that the policy learned by E-DSAC can realize efficient, smooth, and relatively safe autonomous driving in the designed scenario. Compared with DSAC, E-DSAC has improved the final policy return by about three times, relaxing the requirement for predetermined sorting rules and vehicle number restrictions. Finally, a real vehicle test is conducted, and experimental results show that the learned policy can smoothly complete maneuvers such as lane-keeping and lane-changing in practical applications, so as to realize autonomous driving in response to different surrounding vehicles. Besides, the learned policy has high robustness to artificial steering wheel interference. This study poses great potential for the application of RL in actual driving scenarios.

APPENDIX A

SUPPLEMENTARY RESULTS

A. SIMULATION EXAMPLE

Fig. 16 gives an instance of the overtaking process, and Fig. 17 shows the corresponding state curves. As shown in Fig. 16a and 16b, the ego vehicle first changes lanes to the innermost lane due to the too close following distance. After that, the self-vehicle found a suitable lane change position by accelerating and then completed the overtaking process through right lane change (See Fig. 16c, 16d and 17c).

Fig. 15. Images of experiment 2.
Fig. 17: Simulation 2: state and control curves

B. Extension

The encoding DPI framework can also be extended to other RL algorithms, such as SAC, TD3, and DDPG. Based on similar ideas, we develop encoding versions of these algorithms, called E-SAC, E-TD3 and E-DDPG, respectively. We run these algorithms in the designed multi-lane highway driving task, and the learning curves are shown in Fig. 18. The results show that the encoding RL framework has good compatibility with mainstream RL algorithms, and is of great significance for improving the policy performance in the field of RL-based autonomous driving.

Fig. 18: Return comparison. The solid lines correspond to the mean and the shaded regions correspond to 95% confidence interval over 5 runs.
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