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Abstract. We study asymptotically autonomous dynamics for non-autonomous stochastic 3D Brinkman-Forchheimer equations with general delays (containing variable delay and distributed delay). We first prove the existence of a pullback random attractor not only in the initial space but also in the regular space. We then prove that, under the topology of the regular space, the time-fibre of the pullback random attractor semi-converges to the random attractor of the autonomous stochastic equation as the time-parameter goes to minus infinity. The general delay force is assumed to be pointwise Lipschitz continuous only, which relaxes the uniform Lipschitz condition in the literature and includes more examples.

1. Introduction. Let \( \Omega \) be a bounded domain in the cube Euclid space with smooth boundary \( \partial \Omega \). We consider the following stochastic 3D Brinkman-Forchheimer equations with general delays and time-dependent forces:

\[
\begin{aligned}
&du - \nu \Delta u dt + \nabla pdt = (f(t, u_t) + g(t, x) - h(u)) dt + \varphi(x) dW, \\
&\nabla \cdot u = 0 \text{ on } \Omega, \quad u = 0 \text{ on } \partial \Omega, \quad t > \tau, \\
&u(\tau + \xi, x) = \psi(\xi, x), \xi \in [-\varrho, 0], x \in \Omega, \tau \in \mathbb{R},
\end{aligned}
\]

where \( h(u) = (\alpha + \beta |u| + \gamma |u|^2)u \), \( u = (u_1, u_2, u_3) \) is the velocity vector, \( u_t \) denotes the delay shift, \( p \) is the pressure and \( f \) is the general delay force (which includes variable delay and distributed delay).

The deterministic BF equations describe the motion of fluid flow in a saturated porous medium, see [9, 19]. All positive constants \( \nu, \alpha, \beta, \gamma \) have their physical meanings: \( \nu \) is the Brinkman effective viscosity, \( \alpha \) is the Darcy coefficient (viscosity divided by permeability), \( \beta \) and \( \gamma \) are Forchheimer coefficients. The BF equation is the limit of Navier-Stokes equations when the coefficient (density) of the fluid term \( c(u \cdot \nabla)u \) goes to zero.

The dynamics of deterministic BF equations has been studied in [10, 11, 14, 18, 21, 24, 26]. In this article, we consider the long term behavior of the BF delay model...
when the fluid flow is affected by random factors such as the Brownian motion \( W \) on a probability space \((\Omega, \mathcal{F}, P)\).

As the usual discussions [4, 23] for other delay equations, we take the phase spaces by two spaces of vector-valued continuous functions:

\[
H_\varrho = C([-\varrho, 0], H), \quad V_\varrho = C([-\varrho, 0], V),
\]

where \( H \) and \( V \) are subspaces of \((L^2(\mathcal{O}))^3\) and \((H^1_0(\mathcal{O}))^3\), respectively.

The random attractor is an important tool that describes the dynamics of stochastic PDEs, see [2, 7, 15] for the autonomous case and [3, 20, 22] for the non-autonomous case.

The preliminary objective in this article is to prove the existence of pullback random attractors in \( H_\varrho \). While, a further objective is to establish the regularity of random attractors. Two objectives will be achieved by proving the existence of a bi-spatial random attractor in \((H_\varrho, V_\varrho)\).

More precisely, we will prove the existence of a \((H_\varrho, V_\varrho)\)-random attractor \( A = \{ A(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega \} \) such that, under the topology of \( V_\varrho \), each \( A(\tau, \omega) \) is compact and attracts all initial data in \( H_\varrho \). In addition, we will prove the measurability of \( \omega \to A(\tau, \omega) \) not only in the initial space \( H_\varrho \) but also in the end space \( V_\varrho \), which expands the discussions [15, 17] for the measurability of a bi-spatial attractor in the initial space only.

Due to the time-dependence of the pullback random attractor \( A(\tau, \omega) \), a natural problem is to consider the following asymptotic convergence of random attractors:

\[
\lim_{\tau \to -\infty} \text{dist}_X(A(\tau, \omega), A_\infty(\omega)) = 0, \quad \forall \omega \in \Omega, \tag{1.2}
\]

where \( A_\infty(\omega) \) is the random attractor for the autonomous stochastic BF equation (two time-independent forces \( f_\infty, g_\infty \) instead of time-dependent forces \( f, g \) in (1.1)).

We will prove the convergence (1.2) under the topology of \( X = V_\varrho \) as well as \( X = H_\varrho \).

The subject of asymptotic autonomy of (deterministic) pullback attractors as in (1.2) was discussed by Kloeden et al. [12, 13] and Li et al. [16] in the initial space \( X = H \) (for deterministic non-delay equations). The method in these references can be expanded to prove the asymptotic convergence (1.2) of random attractors in the initial space \( X = H_\varrho \). However, the subject about asymptotic autonomy of attractors in the regular space seems to be new even in the deterministic non-delayed case. Some difficulties arise from proving the asymptotic autonomy (1.2) in the end space \( V_\varrho \).

On one hand, we need to prove the bi-spatial random attractor \( A \) is backward compact in the end space \( X = V_\varrho \) (other than in \( H_\varrho \) only), more precisely, the backward union \( \cup_{s \leq \tau} A(s, \omega) \) is relatively compact in \( V_\varrho \), which needs us to overcome the difficulty of non-compactness of \( V_\varrho \to H_\varrho \) (although the embedding is continuous).

On the other hand, as we know, in any abstract results about the upper semi-continuity of random attractors, the convergence of random dynamical systems is a key criterion. However, we can verify the convergence of solutions in the initial space \( H_\varrho \) only:

\[
\lim_{\tau \to -\infty} \| \Phi(t, \tau, \omega)v_\tau - \Phi_\infty(t, \omega)v \|_{H_\varrho} = 0, \quad \text{as} \quad \| v_\tau - v \|_{H_\varrho} \to 0. \tag{1.3}
\]

The convergence (1.3) can be applied to show the asymptotic autonomy of random attractors in \( H_\varrho \). It is slightly surprise that the convergence (1.3) in \( H_\varrho \) (together with the backward asymptotic compactness in \( V_\varrho \)) can be applied to prove the upper
Uhlenbeck equation:

$$dz_t = \omega_t \cdot dW_t$$

We use some weaker assumptions than [11, 14] for the delay force $f$. In fact, we assume that $f$ is pointwise Lipschitz continuous (instead of the uniform Lipschitz continuity) with a positive function $L_f(\cdot)$ of Lipschitz bounds. We need not to restrict the upper bound of the Lipschitz bound $L_f(\cdot)$, which relaxes the conditions in the literature [4, 23].

Another difficulty arises from proving the measurability of pullback attractors even in $H_\epsilon$ (let alone in $V_\epsilon$). In our problem, the absorbing set is an uncountable union of some random sets (pointwise absorbing sets) and thus its measurability is unknown. But we can prove that the attractors do not change under two special union of some random sets (pointwise absorbing sets) and thus its measurability is also unknown. But we can prove that the attractors do not change under two special.

The paper is organized as follows. In section 2, we define a non-autonomous random dynamical system via the well-posedness of equations. In section 3, we derive the backward uniform estimates of solutions. In section 4, we prove the backward compactness as well as existence of a bi-spatial random attractor in $(H_\epsilon, V_\epsilon)$. In section 5, we establish the asymptotic autonomy (1.2) of random attractors in the regular space $V_\epsilon$ and provide two important examples for the general delay force, which include variable delay and distributed delay.

2. Stochastic Brinkman-Forchheimer equations with delays. We need to reset the stochastic equation (1.1). As usual [1], we identify the scalar Wiener process $W(\cdot, \omega)$ with the path $\omega(\cdot)$ on the measurable flow $(\Omega, \mathcal{F}, P, \theta)$, where $\Omega = \{\omega \in C(\mathbb{R}, \mathbb{R}) : \omega(0) = 0\}$ with the compact-open topology, $\mathcal{F}$ is the Borel $\sigma$-algebra, $P$ is the two-sided Wiener measure and the basic flow is defined by $\theta_t(\omega(\cdot)) = \omega(\cdot + t) - \omega(t)$ for $t \in \mathbb{R}$. Then the unique stationary solution of the Ornstein-Uhlenbeck equation: $dz + zdW$ can be denoted by $z(t, \omega) = z(\theta_t(\omega))$ such that the path $t \rightarrow z(\theta_t(\omega))$ is continuous and for $P$-a.s. $\omega \in \Omega$,

$$\lim_{t \to \pm \infty} \frac{z(\theta_t(\omega))}{t} = \lim_{t \to \pm \infty} \frac{1}{t} \int_0^t z(\theta_r(\omega)) dr = 0, \quad \lim_{t \to \pm \infty} \frac{1}{t} \int_0^t |z(\theta_r(\omega))| dr = \mathbb{E}|z|. \quad (2.1)$$

By the change of variables

$$v(t, \tau, \omega, \phi) = u(t, \tau, \omega, \psi) - \varphi(x)z(\theta_t(\omega)), \quad t \geq \tau, \quad \omega \in \Omega, \quad (2.2)$$

Eq. (1.1) can be rewritten as the following random equation:

$$\begin{aligned}
\frac{\partial v}{\partial t} - v \Delta v + \alpha v + \nabla p + \beta |v + \varphi z|(v + \varphi z) + \gamma |v + \varphi z|^2(v + \varphi z) \\
= f(t, v_t + \varphi z(\theta_{t+}(\omega)) + g(t, x) + z(\theta_{t}(\omega))(\nu \Delta \varphi - \alpha \varphi + \varphi),
\end{aligned} \quad \nabla \cdot v = 0 \text{ on } \mathcal{O}, \quad v = 0 \text{ on } \partial \mathcal{O}, \quad t > \tau,

v(\tau + \xi, x) := \phi(\xi, x), \quad \xi \in [-\rho, 0], \quad x \in \mathcal{O}, \quad \tau \in \mathbb{R},

\text{where the delay shift is defined by } u_t(\xi) = u(t + \xi) \text{ for all } \xi \in [-\rho, 0] \text{ and } t \geq \tau. \text{ Let } L^q(\mathcal{O}) = (L^q(\mathcal{O}))^3, \mathbb{H}^q(\mathcal{O}) = (H^q(\mathcal{O}))^3 \text{ and denote by}

$$H = \{u \in L^2(\mathcal{O}) : \nabla \cdot u = 0, u \cdot n|_{\partial \mathcal{O}} = 0\}, \quad V = \{u \in H^1(\mathcal{O}) : \nabla \cdot u = 0, u|_{\partial \mathcal{O}} = 0\},$$

where $n$ is the unit outward normal vector at $\partial \mathcal{O}$. Then $H$ is a closed subspace of $L^2(\mathcal{O})$ whose norm is denoted by $|| \cdot ||$. $V$ is a separable Hilbert space with the inner
product and norm: For all \( u = (u_1, u_2, u_3), \, v = (v_1, v_2, v_3) \in V, \)
\[
((u, v)) = \sum_{i=1}^{3} \int_{\Omega} \nabla u_i \cdot \nabla v_i \, dx, \quad \|u\|_{V}^2 = ((u, u)).
\]

For each memory time \( \varrho > 0, \) we denote by \( H_{\varrho} := C([-\varrho, 0], H) \) and \( V_{\varrho} := C([-\varrho, 0], V) \) equipped with the norms:
\[
\|\varrho\|_{H_{\varrho}} = \sup_{\xi \in [-\varrho, 0]} \|\varrho(\xi)\|, \quad \|\varrho\|_{V_{\varrho}} = \sup_{\xi \in [-\varrho, 0]} \|\varrho(\xi)\|_{V}.
\]

The delay force \( f: \mathbb{R} \times H_{\varrho} \to L^{2}(\mathcal{O}) \) is assumed to fulfill the following conditions.

\(\text{(F1)}\) For each \( \varrho \in H_{\varrho}, \) the mapping \( t \to f(t, \varrho) \) is measurable from \( \mathbb{R} \) to \( L^{2}(\mathcal{O}). \)

\(\text{(F2)}\) \( f(t, 0) = 0 \) for all \( t \in \mathbb{R}. \)

\(\text{(F3)}\) There is a positive continuous function \( L_{f}(\cdot) \) such that
\[
\|f(t, \varrho_1) - f(t, \varrho_2)\| \leq L_{f}(t) \|\varrho_1 - \varrho_2\|_{H_{\varrho}}, \quad \forall t \in \mathbb{R}, \quad \varrho_1, \varrho_2 \in H_{\varrho},
\]
where \( L_{f}(\cdot) \) is \textit{backward limitable}:
\[
\lim_{\lambda \to +\infty} \sup_{s \leq \tau} \int_{-\infty}^{s} e^{\lambda(r-s)} L_{f}^{2}(r) \, dr = 0, \quad \forall \tau \in \mathbb{R}. \quad (2.5)
\]

\(\text{(F4)}\) There are two positive constants \( m_{f} \) and \( c_{f} > 0 \) such that for all \( t \geq \tau \) and \( u, v \in C([\tau - \varrho, t]; H), \)
\[
\int_{\tau}^{t} e^{m_{f}r} \|f(r, u_{r}) - f(r, v_{r})\|^{2} \, dr \leq c_{f}^{2} \int_{\tau - \varrho}^{t} e^{m_{f}r} \|u(r) - v(r)\|^{2} \, dr. \quad (2.6)
\]

Two examples of \( f \) with \( \text{(F1)}-\text{(F4)} \) will be given later. We also need make the assumptions about the time-dependent force \( g. \)

\(\text{(G1)}\) \( g \in L^{2}_{\text{loc}}(\mathbb{R}, H) \) is \textit{backward limitable}:
\[
\lim_{b \to +\infty} \sup_{s \leq \tau} \int_{-\infty}^{s} e^{b(r-s)} \|g(r)\|^{2} \, dr = 0, \quad \forall \tau \in \mathbb{R}. \quad (2.7)
\]

Lemma 2.1. Assume \( g \in L^{2}_{\text{loc}}(\mathbb{R}, H) \) is backward limitable, then \( g \) is backward tempered:
\[
G(b) := \sup_{s \leq \tau} \int_{-\infty}^{s} e^{b(r-s)} \|g(r)\|^{2} \, dr < +\infty, \quad \forall b > 0, \quad \tau \in \mathbb{R}. \quad (2.8)
\]

Proof. By \( (2.7), \) there is a \( b_{0} > 0 \) such that
\[
G(b_{0}) = \sup_{s \leq \tau} \int_{-\infty}^{s} e^{b_{0}(r-s)} \|g(r)\|^{2} \, dr = \sup_{s \leq \tau} \int_{-\infty}^{0} e^{b_{0}r} \|g(r + s)\|^{2} \, dr < +\infty.
\]
If \( b \geq b_{0}, \) we have \( G(b) \leq G(b_{0}) < +\infty. \) If \( 0 < b < b_{0}, \)
\[
G(b) = \sup_{s \leq \tau} \int_{-\infty}^{s} e^{b(r-s)} \|g(r)\|^{2} \, dr = \sup_{s \leq \tau} \sum_{n=0}^{+\infty} \int_{s-n}^{s-n-1} e^{b(r-s)} \|g(r)\|^{2} \, dr
\]
\[
\leq \sum_{n=0}^{+\infty} e^{-bn} \sup_{s \leq \tau} \int_{s-n}^{s-n-1} \|g(r)\|^{2} \, dr \leq \sum_{n=0}^{+\infty} e^{-bn} e^{b_{0}} \sup_{s \leq \tau} \int_{s-n}^{s} e^{b_{0}(r-s)} \|g(r)\|^{2} \, dr
\]
\[
= \frac{e^{b_{0}}}{1 - e^{-b}} \sup_{s \leq \tau} \int_{-\infty}^{0} e^{b_{0}r} \|g(r + s)\|^{2} \, dr < +\infty.
\]
Then \( (2.8) \) holds true for any rate \( b > 0. \) \qed
The above lemma indicates the backward tempered condition in [25] need not to be repeatedly assumed. Similarly, by (2.5) we have

\[
\sup_{s \leq r} \int_{-\infty}^{s} e^{b(r-s)} L^2_f(r) dr < +\infty, \ \forall b > 0, \ \tau \in \mathbb{R}. \quad (2.9)
\]

Let \( \hat{P} \) be the Helmholtz-Leray orthogonal projection from \( L^2(\Omega) \) onto \( H \). Applying \( \hat{P} \) to Eq. (2.3), we obtain that the following abstract equation:

\[
\begin{align*}
\begin{cases}
\frac{\partial v}{\partial t} + \nu Av + \hat{P}(\alpha v + \beta v + \gamma v + \varphi z + \gamma |v + \varphi z|^2(v + \varphi z)) \\
v(\tau + \xi, x) = \phi(\xi, x), \ \xi \in [-\rho, 0],
\end{cases}
\end{align*}
\]

(2.10)

where \( A = -\hat{P} \Delta \) is defined by \( \langle Au, v \rangle = \langle (u, v) \rangle \) and we always assume \( \varphi \in V \cap H^2(\mathcal{O}) \).

As the equation (2.10) is a deterministic equation parameterized by \( \omega \in \Omega \), by the standard Faedo-Galerkin method, one can prove the well-posedness (see [11, 14]).

**Lemma 2.2.** Suppose (F1)-(F4) hold and \( g \in L^2_{loc}(\mathbb{R}, H) \). Then for all \( \tau \in \mathbb{R} \), \( \omega \in \Omega \) and \( \phi \in H_\varphi \), Eq. (2.10) has a unique weak solution

\[
v \in C([\tau - \rho, +\infty); H) \cap L^2_{loc}(\tau, +\infty; V) \cap L^4_{loc}(\tau, +\infty; \mathbb{L}^4(\mathcal{O})),
\]

such that \( v(\tau + \xi, \tau, \omega, \phi) = \phi(\xi) \) for all \( \xi \in [-\rho, 0] \). Furthermore, for any \( \varepsilon > 0 \) and \( T > \tau + \varepsilon \)

\[
v \in C([\tau + \varepsilon, T]; V) \cap L^2(\tau + \varepsilon, T; D(A)),
\]

where \( D(A) = H^1_0(\mathcal{O}) \cap H^2(\mathcal{O}) \).

We define a mapping \( \Phi : \mathbb{R}^+ \times \mathbb{R} \times \Omega \times H_\varphi \rightarrow H_\varphi \) by

\[
\Phi(t, \tau, \omega) \phi = v_{t+s}(-, \tau, \theta_{-\tau} \omega, \phi), \ t \geq 0, \ \tau \in \mathbb{R}, \ \omega \in \Omega. \quad (2.11)
\]

By the same method as given in [8], we have \( \omega \rightarrow \Phi(t, \tau, \omega) \phi \) is \( \mathcal{F} \)-measurable. Furthermore, the uniqueness of solutions implies the cocycle property: \( \Phi(0, \tau, \omega) = id_{H_\varphi} \) and

\[
\Phi(t + s, \tau, \omega) = \Phi(t, \tau + s, \theta_s \omega) \Phi(s, \tau, \omega), \ t, s \in \mathbb{R}^+, \tau \in \mathbb{R}, \omega \in \Omega.
\]

Hence, \( \Phi \) is a continuous cocycle in the sense of [22]. By (2.2), we can also define a continuous cocycle \( \Psi \) associated with (1.1) is defined by

\[
\Psi(t, \tau, \omega) \psi = v_{t+s}(-, \tau, \theta_{-\tau} \omega, \psi), \ t \geq 0, \ \tau \in \mathbb{R}, \ \omega \in \Omega.
\]

However, we only consider \( \Phi \) in this paper since it is equivalent to \( \Psi \) (see [5, Theorem 3.4]). Let \( \mathcal{D} = \{D(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega \} \) be a family of bounded nonempty subsets of \( H_\varphi \), we claim that \( \mathcal{D} \) is tempered if

\[
\lim_{t \rightarrow +\infty} e^{-bt} \|D(\tau - t, \theta_{-\tau} \omega)\|^2_{H_\varphi} = 0, \ \forall \tau \in \mathbb{R}, \omega \in \Omega, b > 0, \quad (2.12)
\]

and \( \mathcal{D} \) is backward tempered if

\[
\lim_{t \rightarrow +\infty} e^{-bt} \sup_{s \leq \tau} \|D(s - t, \theta_{-t} \omega)\|^2_{H_\varphi} = 0, \ \forall \tau \in \mathbb{R}, \omega \in \Omega, b > 0. \quad (2.13)
\]

We now take two attraction universes. One is the universe \( \mathcal{D} \), which is consist of all tempered families in \( H_\varphi \):

\[
\mathcal{D} = \{D = \{D(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega \} : \mathcal{D} \text{ satisfies (2.12)} \}.
\]
Another is the universe \( \mathcal{B} \), which be the class of all backward tempered families in \( H_\theta \):
\[
\mathcal{B} = \{ \mathcal{B}(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega \} : \mathcal{B} \text{ satisfies (2.13)} \}.
\]
Then both universes are inclusion-closed such that \( \mathcal{B} \subset \mathcal{D} \). In particular, \( \mathcal{B} \) is also backward-closed: if \( \mathcal{B} \in \mathcal{B} \), then \( \mathcal{B} \in \mathcal{B} \) with \( \mathcal{B}(\tau, \omega) = \bigcup_{s \leq \tau} \mathcal{B}(s, \omega) \).

We will use the following Gagliardo-Nirenberg inequality:
\[
\|D^j u(t)\|_p \leq c\|u(t)\|^{1-\gamma}_q \|D^j u(t)\|_r^\gamma, \forall u \in W^{l,r}(\mathcal{O}) \cap L^p(\mathcal{O}),
\]
where \( \mathcal{O} \subset \mathbb{R}^n, 1 \leq p, q, r \leq +\infty, 0 \leq j < l, \frac{j}{r} \leq \gamma \leq 1 \) and
\[
\frac{1}{p} - \frac{j}{n} = \gamma(\frac{1}{r} - \frac{l}{q}) + (1 - \gamma)\frac{1}{q}.
\]

3. Backward uniform estimates of solutions. From now on, we denote by \( c > 0 \) an intrinsic constant and \( C(\omega) > 0 \) an intrinsic random variable.

**Lemma 3.1.** Suppose (F1)-(F4) and (G1) hold. Let \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), then we have the following conclusions:

(i) For each \( \mathcal{D} \in \mathcal{D} \) there is a \( \bar{T} = \bar{T}(\mathcal{D}, \tau, \omega) \geq 2q + 4 \) such that
\[
\sup_{\xi \in [-2q-4,0]} \|v(\tau + \xi, \tau - t, \theta_{-\omega}, \phi)\|^2 \leq c\bar{R}(\tau, \omega),
\]
for all \( t \geq \bar{T} \) and \( \phi \in \mathcal{D}(\tau - t, \theta_{-\omega}) \), where
\[
\bar{R}(\tau, \omega) \equiv \int_0^\infty e^{m(1 + |z(\theta_{r}\omega)|)^6 + \|g(\tau + r)\|^2}dr < +\infty,
\]
where \( m_f \) is given in (2.6).

(ii) For each \( \mathcal{B} \in \mathcal{B} \) there exists a \( T = T(\mathcal{B}, \tau, \omega) \geq 2q + 4 \) such that
\[
\sup_{s \leq \tau} \|v(s + \xi, s - t, \theta_{-\omega}, \phi)\|^2 \leq cR(\tau, \omega),
\]
for all \( t \geq T \) and \( \phi \in \mathcal{B}(s - t, \theta_{-\omega}) \) with \( s \leq \tau \), where
\[
R(\tau, \omega) = \sup_{s \leq \tau} \bar{R}(s, \omega) < +\infty.
\]

**Proof.** Taking the inner product of (2.10) with \( v(r, s - t, \theta_{-\omega}, \phi) \) in \( H \), we have
\[
\frac{1}{2}\frac{d}{dr}\|v(r)\|^2 + v\|v\|^2_\theta + \alpha\|v\|^2 + \beta(|v + \varphi z(\theta_{r-s}\omega)(v + \varphi z(\theta_{r-s}\omega))|v + \varphi z(\theta_{r-s}\omega)), v)
\]
\[
+ \gamma(|v + \varphi z(\theta_{r-s}\omega)|^2(v + \varphi z(\theta_{r-s}\omega)), v)
\]
\[
= (f(r, v_r + \varphi z(\theta_{r-s}+\omega)) + g(r, v_r) + z(\theta_{r-s}\omega)(-A\varphi - \alpha\varphi + \varphi, v)).
\]
Note that
\[
\gamma \int_\mathcal{O} |v + \varphi z(\theta_{r-s}\omega)|^2(v + \varphi z(\theta_{r-s}\omega))v(r)dx
\]
\[
= \gamma \|v(r)\|^4_\mathcal{O} + \gamma \int_\mathcal{O} 3\varphi z(\theta_{r-s}\omega)v^3 + 3\varphi^2 z^2(\theta_{r-s}\omega)v^2 + \varphi^3 z^3(\theta_{r-s}\omega)vdx.
\]
It follows from the Young inequality, \( \varphi \in V \cap H^2(\mathcal{O}) \) and \( V \hookrightarrow L^p(2 \leq p \leq 6) \) that
\[
- \gamma \int_\mathcal{O} 3\varphi z(\theta_{r-s}\omega)v^3 + 3\varphi^2 z^2(\theta_{r-s}\omega)v^2 + \varphi^3 z^3(\theta_{r-s}\omega)vdx
\]
\[
\leq \frac{\gamma}{8}\|v(r)\|^4 + \frac{1}{2}\|v(r)\|^2 + c(1 + |z(\theta_{r-s}\omega)|^6)
\]
and similarly

\[-\beta((v + \varphi z(\theta_{r-s}\omega))(v + \varphi z(\theta_{r-s}\omega)), v) \leq \beta \int_{\mathcal{O}} (v + \varphi z(\theta_{r-s}\omega))^2 |v| dx\]

\[\leq \frac{\gamma}{8} \|v(r)\|^4 + \frac{1}{2} \|v(r)\|^2 + c(1 + |z(\theta_{r-s}\omega)|^4).\]

We also have

\[(f(r, v_r + \varphi z(\theta_{r-s+}\omega)) + g(r, \cdot), v)\]

\[\leq \left( \frac{c_f}{2} + \frac{1}{2} \|v(r)\|^2 + \frac{1}{2c_f} \|f(r, v_r + \varphi z(\theta_{r-s+}\omega))\|^2 + \frac{1}{2} \|g(r)\|^2\]

and

\[z(\theta_{r-s}\omega)(-\lambda \varphi - \alpha \varphi + \varphi, v) \leq \frac{1}{2} \|v(r)\|^2 + c|z(\theta_{r-s}\omega)|^2.\]

Then we obtain

\[\frac{d}{dr} \|v(r)\|^2 + 2\nu \|v(r)\|_V^2 + 2\alpha \|v(r)\|^2 + \frac{3\gamma}{2} \|v(r)\|^4\]

\[\leq c(1 + |z(\theta_{r-s}\omega)|^6) + (4 + c_f) \|v(r)\|^2 + \|g(r)\|^2 + \frac{1}{c_f} \|f(r, v_r + \varphi z(\theta_{r-s+}\omega))\|^2.\]

Note that

\[(4 + c_f - 2\alpha) \|v(r)\|^2 = -(m_f + 2c_f) \|v(r)\|^2 + (m_f + 4 + 3c_f - 2\alpha) \|v(r)\|^2\]

\[\leq -(m_f + 2c_f) \|v(r)\|^2 + \frac{\gamma}{2} \|v(r)\|^4 + c.\]

Hence we obtain

\[\frac{d}{dr} \|v(r)\|^2 + 2\nu \|v(r)\|_V^2 + m_f \|v(r)\|^2 + \gamma \|v(r)\|^4\]

\[\leq -(m_f + 2c_f) \|v(r)\|^2 + c(1 + |z(\theta_{r-s}\omega)|^6 + \|g(r)\|^2) + \frac{1}{c_f} \|f(r, v_r + \varphi z(\theta_{r-s+}\omega))\|^2.\]

Multiplying (3.6) by $e^{m_f r}$, and then integrating the result over $[s - t, s + \xi]$ with $\xi \in [-2\vartheta - 4, 0]$ and $t > 2\vartheta + 4$ yields

\[e^{m_f(s+\xi)} \|v(s + \xi)\|^2 + 2\nu \int_{s-t}^{s+\xi} e^{m_f r} \|v(r)\|_V^2 dr + \gamma \int_{s-t}^{s+\xi} e^{m_f r} \|v(r)\|^4 dr\]

\[\leq e^{m_f(s-t)} \|\phi\|^2_{H_\nu} - 2c_f \int_{s-t}^{s+\xi} e^{m_f r} \|v(r)\|^2 dr + \frac{1}{c_f} \int_{s-t}^{s+\xi} e^{m_f r} \|f(r, v_r + \varphi z(\theta_{r-s+}\omega))\|^2 dr\]

\[+ c \int_{s-t}^{s+\xi} e^{m_f r} (1 + |z(\theta_{r-s}\omega)|^6 + \|g(r)\|^2) dr.\]

We now main treat the delay term. By (2.6) and $f(\cdot, 0) = 0$ we get

\[\frac{1}{c_f} \int_{s-t}^{s+\xi} \|f(r, v_r + \varphi z(\theta_{r-s+}\omega))\|^2 dr\]

\[\leq c_f \int_{s-t}^{s+\xi} e^{m_f r} \|v(r) + \varphi z(\theta_{r-s}\omega)\|^2 dr\]

\[\leq 2c_f \int_{s-t}^{s+\xi} e^{m_f r} \|v(r)\|^2 dr + ce^{m_f(s-t)} \|\phi\|_{H_\nu}^2 + c \int_{s-t}^{s+\xi} e^{m_f r} |z(\theta_{r-s}\omega)|^2 dr.\]
Hence, we have, for all $\xi \in [-2\rho - 4, 0]$,
\[
\|v(s + \xi, s - t, \theta_{-s}, \omega, \phi)\|^2 + \int_{s-t}^{s+\xi} e^{m_f(r-s)}(\|\nu(r)\|_V^2 + \|v(r)\|_V^4)dr
\leq ce^{-m_f t}\|\phi\|^2_{H_\delta} + c\int_{-\infty}^{0} e^{m_f r}(1 + |z(\theta_{-r}, \omega)|^6 + \|g(r + s)\|^2)dr,
\tag{3.7}
\]

where $R(T, \omega)$ is given by (3.2). Hence we obtain (3.1) holds true.

(ii) If $\phi \in B(s - t, \theta_{-\tau})$, then, by (2.13), there exists $T = T(B, \tau, \omega) \geq 2\rho + 4$ such that for all $t \geq T$,
\[
e^{-m_f t}\sup_{s \leq \tau} \|\phi\|^2_{H_\delta} \leq e^{-m_f t} \sup_{s \leq \tau} \|\phi\|^2_{H_\delta} \leq R(\tau, \omega),
\]
where $R(\tau, \omega)$ is defined by (3.4). Then we obtain (3.3) as desired. By (2.1) and (2.8), it is easy to see that $R(\tau, \omega)$ and $R(\tau, \omega)$ are finite. The proof is complete. \qed

In addition, we also have the following auxiliary estimate:
\[
\sup_{s \leq \tau} \int_{s - \rho - 3}^{s} (\|\nu(r)\|_V^2 + \|v(r)\|_V^4)dr \leq c\rho(T, \omega).
\tag{3.8}
\]

Indeed, by (3.7) we obtain for all $t \geq T$ ($T$ is given in (3.3)),
\[
\int_{s-t}^{s} e^{m_f r}(\|\nu(r)\|_V^2 + \|v(r)\|_V^4)dr \geq \int_{s-\rho-3}^{s} e^{m_f r}(\|\nu(r)\|_V^2 + \|v(r)\|_V^4)dr
\geq e^{-m_f (e+3)} \int_{s-\rho-3}^{s} (\|\nu(r)\|_V^2 + \|v(r)\|_V^4)dr,
\]
which implies (3.8) holds true.

Lemma 3.2. Suppose (F1)-(F4) and (G1) hold. For each $B \in \mathfrak{S}$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$, we have for all $\phi \in B(s - t, \theta_{-\tau})$ with $s \leq \tau$ and $t \geq T$,
\[
\sup_{s \leq \tau} \sup_{\xi \in [-\rho - 2, 0]} \|v(s + \xi, s - t, \theta_{-s}, \omega, \phi)\|^2_{V^2} + \sup_{s \leq \tau} \sup_{\xi \in [-\rho - 2, 0]} \|v(r)\|_V^4 dr
\leq C(\omega)(1 + R(\tau, \omega))(1 + L(\tau) + G(\tau)),
\tag{3.9}
\]
and
\[
\sup_{s \leq \tau} \int_{s-\rho}^{s} \|\frac{\partial}{\partial r} v(r, s - t, \theta_{-s}, \omega, \phi)\|^2 dr \leq C(\omega)(1 + R(\tau, \omega))(1 + L(\tau) + G(\tau)),
\tag{3.10}
\]
where
\[
L(\tau) := \sup_{s \leq \tau} \int_{-\infty}^{s} e^{m_f (r-s)} L_f^2(r)dr, \quad G(\tau) := \sup_{s \leq \tau} \int_{-\infty}^{s} e^{m_f (r-s)} \|g(r)\|_V^2 dr.
\tag{3.11}
\]

Proof. Multiplying (2.10) by $\frac{\partial}{\partial r} v(r, s - t, \theta_{-s}, \omega, \phi)$ yields
\[
\|\frac{\partial}{\partial r} v(r)\|^2 + \frac{\nu}{2} \frac{d}{dr} \|\nu(r)\|_V^2 + \gamma(\nu + \varphi_3(\theta_{-t-s})^2(\nu + \varphi_3(\theta_{-t-s})^2, \frac{\partial}{\partial r} v(r))
= -\alpha(\nu, \frac{\partial}{\partial r} v(r)) - \beta((\nu + \varphi_3(\theta_{-t-s})^2(\nu + \varphi_3(\theta_{-t-s})^2, \frac{\partial}{\partial r} v(r))
\]
\[
+ (f(r, v_r + \varphi z(\theta_{r-s} \omega)), \frac{\partial}{\partial r} v(r)) + (g(r, \cdot), \frac{\partial}{\partial r} v(r))
+ z(\theta_{r-s} \omega)(-\nu A \varphi - \alpha \varphi + \varphi, \frac{\partial}{\partial r} v(r)). \\
\tag{3.12}
\]

We can rewrite the third term as
\[
\gamma((v + \varphi z(\theta_{r-s} \omega))^2(v + \varphi z(\theta_{r-s} \omega)), \frac{\partial}{\partial r} v(r))
= \gamma(v^3 + 3\varphi z(\theta_{r-s} \omega)v^2 + 3\varphi^2 z^2(\theta_{r-s} \omega)v + \varphi^3 z^3(\theta_{r-s} \omega), \frac{\partial}{\partial r} v(r))
= \frac{\gamma}{4} \frac{d}{dr} ||v(r)||_4^4 + \gamma(3\varphi z(\theta_{r-s} \omega)v^2 + 3\varphi^2 z^2(\theta_{r-s} \omega)v + \varphi^3 z^3(\theta_{r-s} \omega), \frac{\partial}{\partial r} v(r)).
\]

By (2.4), the Young inequality, \( \varphi \in V \cap H^2(\mathcal{O}) \) and \( V \hookrightarrow L^p(\mathcal{O})(2 \leq p \leq 6) \) we obtain
\[
\gamma((v + \varphi z(\theta_{r-s} \omega))^2(v + \varphi z(\theta_{r-s} \omega)), \frac{\partial}{\partial r} v(r)) \\
\leq \frac{1}{10} \frac{d}{dr} ||v(r)||_4^4 + c|z(\theta_{r-s} \omega)|^2 ||v(r)||_4^4 + c|z(\theta_{r-s} \omega)|^4 ||v(r)||_4^2 + c|z(\theta_{r-s} \omega)|^6,
\]
which further implies that
\[
\gamma((v + \varphi z(\theta_{r-s} \omega))^2(v + \varphi z(\theta_{r-s} \omega)), \frac{\partial}{\partial r} v(r)) \\
\geq \frac{\gamma}{4} \frac{d}{dr} ||v(r)||_4^4 - \frac{1}{10} \frac{d}{dr} ||v(r)||_4^2 - c|z(\theta_{r-s} \omega)|^2 ||v(r)||_4^4 \\
- c|z(\theta_{r-s} \omega)|^4 ||v(r)||_4^2 - c|z(\theta_{r-s} \omega)|^6.
\]

Similarly, we have
\[
- \alpha(v, \frac{\partial}{\partial r} v(r)) - \beta((v + \varphi z(\theta_{r-s} \omega))(v + \varphi z(\theta_{r-s} \omega)), \frac{\partial}{\partial r} v(r))
\leq \frac{1}{5} \frac{d}{dr} ||v(r)||_4^4 + c|1 + |z(\theta_{r-s} \omega)||^2 ||v(r)||_4^2 + c|z(\theta_{r-s} \omega)|^4, \\
(f(r, v_r + \varphi z(\theta_{r-s} \omega)) + g(r, \cdot), \frac{\partial}{\partial r} v(r))
\leq \frac{1}{10} \frac{d}{dr} ||v(r)||_4^4 + cL^2(r) ||v_r + \varphi z(\theta_{r-s} + \omega)||_{H^2}^2 + c||g(r)||_2^2,
\]
\[
z(\theta_{r-s} \omega)(-\nu A \varphi - \alpha \varphi + \varphi, \frac{\partial}{\partial r} v(r)) \\
\leq \frac{1}{10} \frac{d}{dr} ||v(r)||_4^4 + c|z(\theta_{r-s} \omega)|^2 ||v(r)||_4^2.
\]

Substituting (3.13)-(3.16) into (3.12) we have
\[
\frac{d}{dr} ||v(r)||_4^4 + \frac{d}{dr} ||v(r)||_4^2 + \frac{\gamma}{2} ||v(r)||_4^4 \\
\leq c(1 + |z(\theta_{r-s} \omega)|^2) \cdot (1 + ||v(r)||_2^2 + ||v(r)||_4^4 + L^2(r) ||v_r + \varphi z(\theta_{r-s} + \omega)||_{H^2}^2 + ||g(r)||_2^2).
\]

Integrating (3.17) on \([\zeta, s + \xi] \) with \( \zeta \in [s + \xi - 1, s + \xi] \) and \( \xi \in [-\rho - 2, 0] \), and then integrating this result on \([s + \xi - 1, s + \xi] \) w.r.t. \( \zeta \) we get
\[
||v(s + \xi)||_{L^4}^4 + ||v(s + \xi)||_{L^2}^2 \\
\leq C(\omega) \int_{s-\rho-3}^s (1 + ||v||_2^2 + ||v||_4^4 + ||v||_{L^4}^4)dr \\
+ C(\omega) \int_{s-\rho-3}^s (L^2(r) ||v_r + \varphi z(\theta_{r-s} + \omega)||_{H^2}^2 + ||g(r)||_2^2)dr.
\]
\[
\tag{3.18}
\]
By (3.3) we obtain for all $s \leq \tau$ and $\xi \in [-\rho, 2, 0]$,
\[
\int_{s-\rho}^{s} \left( 1 + \|v(r)\|^2 + L_f^2(r)\|v_r + \varphi z(\theta_{r-s} + \omega)\|^2_{H_e} \right) dr
\leq (1 + \|v(s + \xi)\|^2 + (e^{m_f(e+3)}\|v(s + \xi)\|^2 + C(\omega)) \int_{s-\rho}^{s} e^{m_f(r) L_f^2(r)} dr
\leq C(\omega)(1 + R(\tau, \omega))(1 + L(\tau))
\] (3.19)
where $L(\tau)$ is defined by (3.11). Inserting (3.8) and (3.19) into (3.18) yields
\[
\sup_{s \leq \tau} \sup_{\xi \in [-\rho, 2, 0]} \|v(s + \xi)\|^2_{V} + \sup_{s \leq \tau} \|v(s + \xi)\|^4_{4}
\leq C(\omega)(1 + R(\tau, \omega))(1 + L(\tau) + G(\tau)).
\] (3.20)
where $G(\tau)$ is defined by (3.11). Hence (3.9) holds. Integrating (3.17) over $[s - \rho, s]$ yields
\[
\int_{s-\rho}^{s} \left( 1 + \|v(r)\|^2 + \|v(r)\|^4 + L_f^2(r)\|v_r + \varphi z(\theta_{r-s} + \omega)\|^2_{H_e} + \|g(r)\|^2 \right) dr.
\] (3.21)
Substituting (3.8), (3.19) and (3.20) into (3.21) yields (3.10) holds. \qed

**Lemma 3.3.** Suppose (F1)-(F4) and (G1) hold. For each $B \in \mathcal{B}$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$, we have for all $\phi \in \mathcal{B}(s-t, \theta_{-\rho} \omega)$ with $s \leq \tau$ and $t \geq T$,
\[
\sup_{s \leq \tau} \int_{s-\rho}^{s} \|Av(r)\|^2 dr \leq C(\omega)(1 + R(\tau, \omega))^3 \left(1 + L(\tau) + G(\tau)\right)^3.
\] (3.22)

**Proof.** Multiplying (2.10) by $Av(r, s-t, \theta_{-s} \omega, \phi)$ yields
\[
\frac{1}{2} \frac{d}{dr} \|v(r)\|^2_{V} + \nu \|Av\|^2 + \alpha \|v(r)\|^2_{V} + \beta(\|v + \varphi z(\theta_{r-s} \omega)(v + \varphi z(\theta_{r-s} \omega))\), Av)
+ \gamma(\|v + \varphi z(\theta_{r-s} \omega)\|^2 + \varphi z(\theta_{r-s} \omega)), Av)
= (f(r, v_r + \varphi z(\theta_{r-s} \omega)), Av) + (g(r, \cdot), Av) + z(\theta_{r-s} \omega)(-\nu A\varphi - \alpha \varphi + \varphi, Av).
\]
Notice that By the Hölder inequality,
\[
- \beta(\|v + \varphi z(\theta_{r-s} \omega)(v + \varphi z(\theta_{r-s} \omega))\), Av)
\leq \frac{\nu}{8} \|Av\|^2 + c \|v + \varphi z(\theta_{r-s} \omega)\|^4_{4} \leq \frac{\nu}{8} \|Av\|^2 + c(\|v(r)\|^4_{4} + |z(\theta_{r-s} \omega)|^4).
\]
Similarly,
\[
\gamma(\|v + \varphi z(\theta_{r-s} \omega)\|^2 + \varphi z(\theta_{r-s} \omega)), Av) \leq \frac{\nu}{8} \|Av\|^2 + c \|v(r)\|^6_{6} + c |z(\theta_{r-s} \omega)|^6.
\]
By $\varphi \in D(A)$ we have
\[
z(\theta_{r-s} \omega)(-\nu A\varphi - \alpha \varphi + \varphi, Av) \leq \frac{\nu}{8} \|Av\|^2 + c |z(\theta_{r-s} \omega)|^2.
\]
By the Young inequality, $f(\cdot, 0) = 0$ and (2.4) we obtain
\[
(f(r, v_r + \varphi z(\theta_{r-s} + \omega)), Av) + (g(r, \cdot), Av)
\leq \frac{\nu}{8} \|Av\|^2 + c(\|f(r, v_r + \varphi z(\theta_{r-s} + \omega))\|^2 + \|g(r)\|^2
\].
\[ \leq \frac{\nu}{8} \| Av \|^2 + c L_f^2(r) \| v_r + \varphi z(\theta_{r-s} \omega) \|^2_{H_{\omega}} + c \| g(r) \|^2. \]

Hence, we obtain
\[ \frac{d}{dr} \| v(r) \|^2 + \nu \| Av \|^2 \leq c \left( 1 + \| v(r) \|_2^4 + \| v(r) \|_6^6 + \| z(\theta_{r-s} \omega) \|_6^6 \right) \]
\[ + c \left( L_f^2(r) \| v_r + \varphi z(\theta_{r-s} \omega) \|^2_{H_{\omega}} + \| g(r) \|^2 \right) . \]

Integrating (3.23) over \([s - \varrho - 1, s]\) we get
\[ \int_{s - \varrho - 1}^s \| Av(r) \|^2 dr \]
\[ \leq c \int_{s - \varrho - 1}^s \left( 1 + \| v(r) \|_2^4 + \| v(r) \|_6^6 + \| z(\theta_{r-s} \omega) \|_6^6 \right) dr \]
\[ + c \int_{s - \varrho - 1}^s \left( L_f^2(r) \| v_r + \varphi z(\theta_{r-s} \omega) \|^2_{H_{\omega}} + \| g(r) \|^2 \right). \]

By (3.9) we have
\[ \sup_{s \leq T} \int_{s - \varrho - 1}^s (\| v(r) \|_2^4 + \| v(r) \|_6^6) dr \]
\[ \leq (\varrho + 1) \sup_{s \leq T} \sup_{\xi \in [-\varrho - 1, 0]} (\| v(s + \xi) \|_2^4 + \| v(s + \xi) \|_6^6) \]
\[ \leq C(\omega)(1 + R(\tau, \omega))^3 (1 + L(\tau) + G(\tau))^3. \]

It follows from (3.19) and (3.25) that
\[ \sup_{s \leq T} \int_{s - \varrho - 1}^s \| Av(r) \|^2 dr \leq C(\omega)(1 + R(\tau, \omega))^3 (1 + L(\tau) + G(\tau))^3. \]

The proof is complete. \[\square\]

It is easy to see that each \( v \in V \) has the following orthogonal decomposition:
\[ v = P_k v \oplus (I - P_k) v = v_{k,1} + v_{k,2}, \]
for each \( k \in \mathbb{N}, \)
where \( P_k : H \rightarrow H_k = \text{span}\{e_1, e_2, \ldots, e_k\} \) is the orthogonal projection and \( \{e_k\}_{k=1}^{\infty} \subset V \) is the family of eigenfunctions for \( A \) in \( H \) with the corresponding eigenvalues: \( \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k \rightarrow +\infty \) as \( k \rightarrow +\infty. \)

**Lemma 3.4.** Suppose (F1)-(F4) and (G1) hold. For each \( B \in \mathcal{B}, \tau \in \mathbb{R}, \omega \in \Omega \) and any \( \varrho > 0 \), there exists a \( \delta > 0 \) with \( |\xi_1 - \xi_2| < \delta \) and \( \xi_1, \xi_2 \in [-\varrho, 0] \) such that for all \( t \geq T \) and \( \phi \in B(s-t, \theta_{-\omega} \omega) \) with \( s \leq \tau, \)
\[ \sup_{s \leq T} \| P_k v(s + \xi_1, s - t, \theta_{-\omega} \omega, \phi) - P_k v(s + \xi_2, s - t, \theta_{-\omega} \omega, \phi) \|_V < \varrho. \]

**Proof.** Notice that \( \| v_{k,1} \|_V^2 \leq \lambda_k \| v_{k,1} \|^2 \) and suppose that \( \xi_1 \leq \xi_2. \) Hence, we have
\[ \sup_{s \leq T} \| v_{k,1}(s + \xi_1, s - t, \theta_{-\omega} \omega, \phi) - v_{k,1}(s + \xi_2, s - t, \theta_{-\omega} \omega, \phi) \|_V \]
\[ \leq \lambda_k^2 \sup_{s \leq T} \| v_{k,1}(s + \xi_1) - v_{k,1}(s + \xi_2) \| \leq \lambda_k^2 \sup_{s \leq T} \left( \int_{s - \varrho}^s \| \frac{\partial}{\partial r} v(r, s - t, \theta_{-\omega} \omega, \phi) \|^2 dr \right)^{\frac{1}{2}} \]
\[ \leq \lambda_k^2 \sup_{s \leq T} \left( \int_{s - \varrho}^s \| \frac{\partial}{\partial r} v(r, s - t, \theta_{-\omega} \omega, \phi) \|^2 dr \right)^{\frac{1}{2}} |\xi_1 - \xi_2|^{\frac{1}{2}}. \]
Then, by (3.10), for any $\varepsilon > 0$ there exists a $\delta > 0$ with $|\xi_1 - \xi_2| < \delta$ such that

$$\sup_{s \leq \tau} \|v_{k,1}(s + \xi_1, s-t, \theta_{-s}\omega, \phi) - v_{k,1}(s + \xi_2, s-t, \theta_{-s}\omega, \phi)\|_V < \varepsilon,$$

which implies (3.26) holds true. \hfill \square

**Lemma 3.5.** Suppose (F1)-(F4) and (G1) hold. For each $B \in \mathcal{B}$, $\tau \in \mathbb{R}$, $\omega \in \Omega$ and any $\varepsilon > 0$, there exists a $K = K(\varepsilon, \tau, \omega) \in \mathbb{N}$ such that for all $k \geq K$, $t \geq T$ and $\phi \in \mathcal{B}(s-t, \theta_{-t}\omega)$ with $s \leq \tau$,

$$\sup_{s \leq \tau} \sup_{\xi \in [-\varepsilon, 0]} \|v_{k,2}(s + \xi, s-t, \theta_{-s}\omega, \phi)\|_V^2 < \varepsilon. \quad (3.27)$$

**Proof.** Taking the inner product of (2.10) with $Av_{k,2}(r, s-t, \theta_{-s}\omega, \phi)$ in $H$, we have

$$\frac{d}{dr} \|v_{k,2}(r)\|_V^2 + \nu \|Av_{k,2}\|^2 + 2\alpha \|v_{k,2}\|^2 \leq c(1 + \|z(\theta_{-s}\omega)\|^6 + \|v\|^4 + \|v\|^8 + L_2^2(r)\|v_r + \varphi z(\theta_{r-s+\omega})\|_{H_\omega}^2 + \|g(r)\|^2).$$

Therefore, by $\|Av_{k,2}\|^2 \geq \lambda_k \|A^1 v_{k,2}\|^2$, we get

$$\frac{d}{dr} \|v_{k,2}(r)\|_V^2 \leq c\|v\|^4 + \|v\|^8 + L_2^2(r)\|v_r + \varphi z(\theta_{r-s+\omega})\|_{H_\omega}^2 + \|g(r)\|^2).$$

By (2.14) for $p = 4, j = 0, q = 3, r = 2, l = 2$, we have

$$\|v\|^4 \leq c\|v\|_A^4 \|Av\|_A^2.$$

By (2.14) for $p = 6, j = 0, q = 4, r = 2, l = 2$, we also have

$$\|v\|^6 \leq c\|v\|_A^{24} \|Av\|_A^6.$$

Hence, we have

$$\frac{d}{dr} \|v_{k,2}(r)\|_V^2 \leq c\|v\|^4 + \|v\|^8 + L_2^2(r)\|v_r + \varphi z(\theta_{r-s+\omega})\|_{H_\omega}^2 + \|g(r)\|^2).$$

Integrating this inequality on $[\zeta, s + \xi]$ with $\zeta \in [s + \xi - 1, s + \xi]$ and $\xi \in [-\varphi, 0]$, and then integrating this result on $[s + \xi - 1, s + \xi]$ w.r.t. $\zeta$ yields

$$e^{\nu \lambda_k(s+\xi)} \|v_{k,2}(s + \xi, s-t, \theta_{-s}\omega, \phi)\|_V^2 \leq C \int_{s+\xi-1}^{s+\xi} e^{\nu \lambda_k(r)}(1 + \|v\|_A^4 \|Av\|_A^2 + \|v\|_A^{24} \|Av\|_A^6 + L_2^2(r)\|v_r + \varphi z(\theta_{r-s+\omega})\|_{H_\omega}^2 + \|g(r)\|^2)dr.$$

which implies

$$\|v_{k,2}(s + \xi, s-t, \theta_{-s}\omega, \phi)\|_V^2 \leq C \int_{s-1}^{s} e^{\nu \lambda_k(r-s)}(1 + \|v\|_A^4 \|Av\|_A^2 + \|v\|_A^{24} \|Av\|_A^6 + L_2^2(r)\|v_r + \varphi z(\theta_{r-s+\xi+\omega})\|_{H_\omega}^2 + \|g(r)\|^2)dr. \quad (3.28)$$
4. Existence and backward compactness of bi-spatial random attractors.

4.1. Preliminaries on bi-spatial random attractors. We review some basic concepts related to bi-spatial pullback random attractors. Let $\Phi$ be a cocycle over $\Omega$ and $(X, \| \cdot \|_X)$ be a Banach space. A family of nonempty subsets $D(\tau, \omega)$ of $X$ parameterized by $\tau \in \mathbb{R}$ and $\omega \in \Omega$ is called a bi-parametric set in $X$ over $\mathbb{R} \times \Omega$. Such a bi-parametric set $D(\cdot, \cdot)$ is called

- **random** if for each $\tau \in \mathbb{R}$, the subset $D(\tau, \cdot)$ of $X \times \mathcal{B}(X)$-measurable;
- **compact, closed, bounded** if every component $D(\tau, \cdot)$ is compact, closed and bounded, respectively;

Note that
\[\sup_{s \leq \tau, \xi \in [-\rho, 0]} \int_{s-1}^{s} e^{\nu_\lambda_k(r-s)} dr \leq \frac{1}{\nu_\lambda_k} \to 0 \text{ as } k \to +\infty, \quad (3.29)\]

It follows from (3.9) and (3.22) that for all $s \leq \tau$ and $\xi \in [-\rho, 0],
\[\int_{s-1}^{s} e^{\nu_\lambda_k(r-s)} \| \psi(r+\xi) \|_{\mathcal{L}(1)}^{10} \| Av(r+\xi) \|_2^{10} \| v(r+\xi) \|_2^{10} \| Av(r+\xi) \|_2^{10} \| g(r+\xi) \|_2^{10} dr \]
\[\leq \sup_{r \in [s-\rho-1, s]} \| v_{k, 2}(r) \|_V^{10} \sup_{\xi \in [-\rho, 0]} \int_{s-1}^{s} e^{\nu_\lambda_k(r-s)} \| Av(r+\xi) \|_1^{10} dr + \sup_{r \in [s-\rho-1, s]} \| v_{k, 2}(r) \|_V^{10} \sup_{\xi \in [-\rho, 0]} \int_{s-1}^{s} e^{\nu_\lambda_k(r-s)} \| Av(r+\xi) \|_1^{10} dr \]
\[\leq \sup_{r \in [s-\rho-1, s]} \| v_{k, 2}(r) \|_V^{10} \left( \int_{s-1}^{s} e^{\nu_\lambda_k(r-s)} dr \right)^{10} \left( \int_{s-1}^{s} \| Av(r) \|_2^{10} dr \right)^{10} + \sup_{r \in [s-\rho-1, s]} \| v_{k, 2}(r) \|_V^{10} \left( \int_{s-1}^{s} e^{\nu_\lambda_k(r-s)} dr \right)^{10} \left( \int_{s-1}^{s} \| Av(r) \|_2^{10} dr \right)^{10} \]
\[\leq \left( \frac{2}{3\nu_\lambda_k} \right)^{10} C(\omega)(1 + R(\tau, \omega))^{10}(1 + L(\tau) + G(\tau))^{10} \to 0 \text{ as } k \to +\infty. \quad (3.30)\]

For the forcing term, by (2.7) we get
\[\sup_{s \leq \tau, \xi \in [-\rho, 0]} \int_{s-1}^{s} e^{\nu_\lambda_k(r-s)} \| g(r+\xi) \|_2 dr \leq \sup_{s \leq \tau} \int_{s-\infty}^{s} e^{\nu_\lambda_k(r-s)} \| g(r) \|_2^2 dr \to 0 \text{ as } k \to +\infty. \quad (3.31)\]

For the delay term, from (2.5) and (3.3) we have
\[\sup_{s \leq \tau, \xi \in [-\rho, 0]} \int_{s-1}^{s} e^{\nu_\lambda_k(r-s)} L^2_f(r+\xi) \| v_{r+\xi} + \varphi(z(\theta_{r-s+\xi+\omega})) \|_H dr \leq C(\omega)(1 + R(\tau, \omega)) \sup_{s \leq \tau} \int_{s-\infty}^{s+\xi} e^{\nu_\lambda_k(r-s+\xi)} L^2_f(r) dr \]
\[\leq C(\omega)(1 + R(\tau, \omega)) \sup_{s \leq \tau} \int_{s-\infty}^{s} e^{\nu_\lambda_k(r-s)} L^2_f(r) dr \to 0 \text{ as } k \to +\infty. \quad (3.32)\]

Therefore, by (3.28)-(3.32) we obtain (3.27) as desired. \qed
Proof. We first prove (2.11) if we take $D$ be another Banach space. This inclusion property holds for the cocycle as defined in (2.11) if we take $X = H_q$ and $Y = V_q$.

**Definition 4.1.** $A = \{A(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$ is called a $\mathcal{D}$-pullback $(X, Y)$-random attractor for $\Phi$ if for each $\tau \in \mathbb{R}$ and $\omega \in \Omega$

1. $A(\tau, \omega) \subset Y$ such that it is compact in $X \cap Y$;
2. $A(\tau, \cdot)$ is random only not in $X$ but also in $Y$;
3. $A$ is invariant under the cocycle $\Phi$;
4. $A$ attracts every element $D \in \mathcal{D}$ under the topology of $X \cap Y$, i.e. for each $D \in \mathcal{D}$,

$$\lim_{t \to +\infty} \text{dist}_{X \cap Y}(\Phi(t, -t, \theta_{-t}\omega)D(\tau - t, \theta_{-t}\omega), A(\tau, \omega)) = 0.$$ 

We remark that a $(X, Y)$-attractor must be an $(X, X)$-attractor and a $(Y, Y)$-attractor, the latter needs the embedding $Y \hookrightarrow X$.

**Definition 4.2.** A set-map $K : \mathbb{R} \times \Omega \to 2^X \setminus \{\emptyset\}$ is a $\mathcal{D}$-pullback absorbing set for $\Phi$ if for each $\tau \in \mathbb{R}$, $\omega \in \Omega$ and $D \in \mathcal{D}$ there is a $T := T(\tau, \omega, D) > 0$ such that

$$\Phi(t, \tau - t, \theta_{-t}\omega)D(\tau - t, \theta_{-t}\omega) \subset K(\tau, \omega), \quad \forall t \geq T.$$ 

Furthermore, $K$ is increasing if $K(\tau_1, \omega) \subset K(\tau_2, \omega)$ for $\tau_1 \leq \tau_2$ and $K$ is random $\mathcal{D}$-pullback absorbing set if $K$ is random.

**Definition 4.3.** The cocycle $\Phi$ is said to be backward $(X, Y)$-$\mathcal{D}$-pullback asymptotically compact if for each $\tau \in \mathbb{R}$, $\omega \in \Omega$ and $D \in \mathcal{D}$, $\{\Phi(t_n, s_n - t_n, \theta_{-t_n}\omega)x_n\}_{n \in \mathbb{N}}$ has a convergence subsequence in $Y$ whenever $s_n \leq \tau$, $t_n \to +\infty$ and $\{x_n\} \subseteq D(s_n - t_n, \theta_{-t_n}\omega)$.

### 4.2. Backward compactness of bi-spatial random attractors.

**Lemma 4.4.** Suppose (F1)-(F4) and (G1) hold. We have the following conclusions:

(i) The cocycle $\Phi$ in (2.11) has a $\mathcal{D}$-pullback random absorbing set $\tilde{K} \in \mathcal{D}$, defined by

$$\tilde{K}(\tau, \omega) = \{\vartheta \in H_q : \|\vartheta\|_{H_q}^2 \leq c\tilde{R}(\tau, \omega)\}, \quad \forall \tau \in \mathbb{R}, \omega \in \Omega. \quad (4.1)$$

(ii) The cocycle $\Phi$ in (2.11) has a backward $\mathcal{B}$-pullback absorbing set $K \in \mathcal{B}$, defined by

$$K(\tau, \omega) = \{\vartheta \in H_q : \|\vartheta\|_{H_q}^2 \leq cR(\tau, \omega)\} = \bigcup_{s \leq \tau} \tilde{K}(s, \omega), \quad \forall \tau \in \mathbb{R}, \omega \in \Omega, \quad (4.2)$$

where $\tilde{R}(\tau, \omega)$ and $R(\tau, \omega)$ are given in (3.2) and (3.4), respectively.

**Proof.** We first prove $\tilde{K} \in \mathcal{D}$ and $K \in \mathcal{B}$. By (2.1), there exists a positive constant $T_1 \geq T$ ($T$ is given by (3.3)) such that for all $t \geq T_1$

$$|2z(\theta_t\omega)| \leq t. \quad (4.3)$$
Notice that $R(\tau, \omega)$ is increasing as $\tau$ increases. By (4.3), we obtain for all $t \geq T_1$
\[
e^{bt} \sup_{s \leq \tau} \|K(s - t, \theta_{-s} \omega)\|_{H_0}^2 \leq ce^{-bt} \sup_{s \leq \tau} R(s - t, \theta_{-s} \omega)
\leq ce^{-bt} R(\tau - t, \theta_{-s} \omega) = ce^{-bt} \sup_{s \leq \tau} \tilde{R}(s, \theta_{-s} \omega) \leq ce^{-bt} \sup_{s \leq \tau} \tilde{R}(s, \theta_{-s} \omega)
\leq ce^{-bt} \sup_{s \leq \tau} \int_0^0 e^{mtr} (1 + |z(\theta_{t-r} \omega)|^2 + \|g(r + s)^2\|^2 dr
\leq ce^{-bt} \sup_{s \leq \tau} \int_0^0 e^{mtr} (1 + |t - r|^2 + \|g(r + s)^2\|^2 dr \to 0 \text{ as } t \to +\infty. \tag{4.4}
\]
where we use (2.8), which implies $K \in \mathcal{B}$. Notice that $e^{-bt} \sup_{s \leq \tau} \tilde{R}(s, \theta_{-s} \omega) \geq e^{bt} \tilde{R}(\tau - t, \theta_{-s} \omega)$. So we obtain $\tilde{K} \in \mathcal{D}$.

We then show that $\tilde{K}$ is a random set. It is easy to know that $\omega \to \tilde{K}(\tau, \omega)$ is measurable since it is the integral of some random variables. Hence, $\tilde{K}$ is a random set. However, the measurability of $K$ is unknown.

Finally, by (3.1) and (3.3) we have $\tilde{K}$ is a $\mathcal{D}$-pullback absorbing set and $K$ is a backward $\mathcal{B}$-pullback absorbing set.

\begin{lemma}
Suppose (F1)-(F4) and (G1) hold. Then the cocycle $\Phi$ in (2.11) is backward $(H_0, V_\epsilon)\mathcal{B}$-pullback asymptotically compact.
\end{lemma}

\begin{proof}
Based on Definition 4.3 and the Ascoli-Arzelà theorem, we divide the proof into two steps.

\textbf{Step 1.} We prove $\{\Phi(t_n, s_n - t_n, \theta_{-t_n} \omega, \phi_n)\}_{n \in \mathbb{N}}$ in $V_\epsilon$ is equi-continuous from $[-\varrho, 0]$ to $V$.

Notice that there exists a $N \in \mathbb{N}$ such that $t_n \leq T$ (T is given in Lemma (3.1)) for all $n \geq N$ due to $t_n \to +\infty$. By (2.26) and (2.27), we have for all $n \geq N$ and $k_0 \geq K$
\[
\|\Phi(t_n, s_n - t_n, \theta_{-t_n} \omega)\phi_n\|_V
\leq \|v(s_n + \xi_n, s_n - t_n, \theta_{-s_n} \omega, \phi_n) - v(s_n + \xi_n, s_n - t_n, \theta_{-s_n} \omega, \phi_n)\|_V
\leq \|P_{k_0}v(s_n + \xi_n) - P_{k_0}v(s_n + \xi_n)\|_V + \|(I - P_{k_0})v(s_n + \xi_n)\|_V
\leq \|v(s_n + \xi_n)\|_V + \|(I - P_{k_0})v(s_n + \xi_n)\|_V < 3\varepsilon.
\]
Hence, we obtain $\{\Phi(t_n, s_n - t_n, \theta_{-t_n} \omega, \phi_n) : n \geq N\}$ is equi-continuous from $[-\varrho, 0]$ to $V$. On the other hand, the finite set $\{\Phi(t_n, s_n - t_n, \theta_{-t_n} \omega, \phi_n) : n < N\}$ of continuous functions is obviously equi-continuous from $[-\varrho, 0]$ to $V$. Then, we have $\Phi(t_n, s_n - t_n, \theta_{-t_n} \omega, \phi_n)$ is equi-continuous.

\textbf{Step 2.} For each fixed $\xi \in [-\varrho, 0]$, we prove $\Phi(t_n, s_n - t_n, \theta_{-t_n} \omega, \phi_n)\xi = v(s_n + \xi, s_n - t_n, \theta_{-s_n} \omega, \phi_n)$ is pre-compact in $V$.

By (3.22), we obtain that $\{P_{k_0}v(s_n + \xi_n, s_n - t_n, \theta_{-s_n} \omega, \phi_n)\}_{n \in \mathbb{N}}$ is bounded in $V$ and thus pre-compact in the $k_0$-dimensional subspace $V_{k_0}$. Then, there is an index subsequence $n^*$ of $n$ such that $\{P_{k_0}v(s_n^* + \xi_n, s_n^* - t_n^*, \theta_{-s_n^*} \omega, \phi_n^*)\}_{n^* \in \mathbb{N}}$ is a Cauchy sequence in $V_{k_0}$. On the other hand, let $n^*, m^*$ large enough, we have
\[
\|v(s_n^* + \xi_n, s_n^* - t_n^*, \theta_{-s_n^*} \omega, \phi_n^*) - v(s_m^* + \xi_n, s_m^* - t_m^*, \theta_{-s_m^*} \omega, \phi_m^*)\|_V
\leq \|P_{k_0}v(s_n^* + \xi_n, s_n^* - t_n^*, \theta_{-s_n^*} \omega, \phi_n^*) - P_{k_0}v(s_m^* + \xi_n, s_m^* - t_m^*, \theta_{-s_m^*} \omega, \phi_m^*)\|_V
\quad + \|(I - P_{k_0})v(s_n^* + \xi_n)\|_V + \|(I - P_{k_0})v(s_m^* + \xi_n)\|_V < 3\varepsilon.
\]
Then \( \{v(s_n^*, \xi, s_n^*-t_n^*, \theta_{-s_n^*}\omega, \phi_n^*)\}_{n^* \in \mathbb{N}} \) is a Cauchy sequence in \( V \), and so the proof of Step 2 is complete. \( \square \)

**Theorem 4.6.** Suppose (F1)-(F4) and (G1) hold. Then the following results are true:

(i) The cocycle \( \Phi \) in (2.11) has a unique \( \mathcal{D} \)-pullback random attractor \( \tilde{A} \in \mathcal{D} \) in \( H_\theta \), defined by

\[
\tilde{A}(\tau, \omega) = \bigcap_{T > 0} \bigcup_{t \geq T} \Phi(t, \tau-t, \theta_{-t}\omega)\K(\tau-t, \theta_{-t}\omega)^{H_\theta}, \quad \tau \in \mathbb{R}, \quad \omega \in \Omega. \tag{4.5}
\]

Moreover, \( \tilde{A} \) is also a unique \( \mathcal{D} \)-pullback \((H_\theta, V_\theta)\)-random attractor.

(ii) The cocycle \( \Phi \) in (2.11) has a unique \( \mathcal{B} \)-pullback \((H_\theta, V_\theta)\)-attractor \( A \in \mathcal{B} \), defined by

\[
A(\tau, \omega) = \bigcap_{T > 0} \bigcup_{t \geq T} \Phi(t, \tau-t, \theta_{-t}\omega)\K(\tau-t, \theta_{-t}\omega)^{H_\theta}, \quad \tau \in \mathbb{R}, \quad \omega \in \Omega. \tag{4.6}
\]

Furthermore, \( \mathcal{A}(\cdot, \cdot) \) is backward compact in \( V_\theta \) (and thus in \( H_\theta \)).

(iii) \( \tilde{A} = A \) and so \( \tilde{A}(\tau, \cdot) \) is a random set in \( V_\theta \) as well as in \( H_\theta \).

**Proof.** (i) Using the similar method as in Lemma 4.5, we can obtain that \( \Phi \) is \((H_\theta, V_\theta)\)-\( \mathcal{D} \)-pullback asymptotically compact. Since \( V_\theta \hookrightarrow H_\theta \), we know that the combination \((H_\theta, V_\theta)\) is limit-identical and \( \Phi \) is \( \mathcal{D} \)-pullback asymptotically compact in \( H_\theta \). By (i) of Lemma 4.4, \( \Phi \) has a \( \mathcal{D} \)-pullback random absorbing set \( \K \in \mathcal{D} \) in \( H_\theta \). Hence all conditions of [22, Theorem 22.3] are fulfilled. Then \( \Phi \) has a unique \( \mathcal{D} \)-pullback random attractor \( \tilde{A} \), defined by (4.5).

Moreover, we also need to prove \( \tilde{A}(\tau, \cdot) \) is a random set in \( V_\theta \). By Lemma 3.2, \( \Phi \) has a \( \mathcal{D} \)-pullback absorbing set \( \K_1 \) in \( V_\theta \) defined by

\[
\K_1(\tau, \omega) = \{ \varphi \in V_\theta : \|\varphi\|^2_{V_\theta} \leq C(\omega)(1 + \tilde{R}(\tau, \omega))(1 + L(\tau) + G(\tau)) \}.
\]

Let \( \K_2 = \K \cap \K_1 \). Since \( C(\omega)(1 + \tilde{R}(\tau, \omega)) \) is measurable in \( \omega \), \( \K_2 \) is a \( \mathcal{D} \)-pullback random absorbing set in \( V_\theta \). This along with \( \Phi \) is \((H_\theta, V_\theta)\)-\( \mathcal{D} \)-pullback asymptotically compact implies that all conditions of [8, Theorem 19] are satisfied and so \( \tilde{A}(\tau, \cdot) \) is a random set in \( V_\theta \). Then \( \tilde{A} \) is also a unique \( \mathcal{D} \)-pullback \((H_\theta, V_\theta)\)-random attractor.

(ii) Similarly to (i), we can obtain that \( \Phi \) has a unique \( \mathcal{B} \)-pullback attractor \( A \in \mathcal{B} \) given by (4.6) and \( A \) is also a unique \( \mathcal{B} \)-pullback \((H_\theta, V_\theta)\)-attractor. Furthermore, the measurability of \( A \) is unknown due to the measurability of \( \K \) is unknown.

Next, we only need prove \( A \) is backward compact in \( V_\theta \). Let \( u_n \in \cup_{\tau \leq \tau} \A(s, \omega) \) for each \( \tau \in \mathbb{R} \). Then there exists \( s_n \leq \tau \) such that \( u_n \in \A(s_n, \omega) \). For each \( n \), by the invariance of \( A \), we can find a \( v_n \in \A(s_n - t_n, \theta_{-t_n}\omega) \) such that

\[
u_n = \Phi(t_n, s_n - t_n, \theta_{-t_n}\omega)v_n,
\]

where \( t_n \to +\infty \) as \( n \to +\infty \). Since \( A \in \mathcal{B} \) and \( \Phi \) is backward \((H_\theta, V_\theta)\)-\( \mathcal{B} \)-pullback asymptotically compact, \( \{u_n\} \) has a convergence subsequence. Then we obtain that \( A \) is backward compact in \( V_\theta \).

(iii) It is easy to prove \( \tilde{A} \subset A \). Notice that \( A \in \mathcal{B} \subset \mathcal{D} \). By the invariance of \( A \) and the \( \mathcal{D} \)-pullback attraction of \( \tilde{A} \) we have

\[
dist(A(\tau, \omega), \tilde{A}(\tau, \omega)) = dist(\Phi(\tau-t, \theta_{-t}\omega)A(\tau-t, \theta_{-t}\omega), \tilde{A}(\tau, \omega)) \to 0\]
as \( t \to +\infty \), which implies \( \tilde{A} \supset A \). Then we obtain that \( \tilde{A} = A \) and so \( A(\tau, \cdot) \) is a random set in \( V_\varepsilon \).

5. Asymptotic autonomy in the regular space. In this section, we assume that the delay force \( f \) with the property \((F1)-(F4))\) is independent of the parameter and thus the equation \((1.1)\) can be read as

\[
\begin{aligned}
&\frac{du}{dt} - (\nu \Delta u - \alpha u - \nabla p)dt = (-\beta |u|u - \gamma |u|^2u + f(u_t) + g(t, x))dt + \varphi(x)dW, \\
&\nabla \cdot u = 0 \text{ on } \mathcal{O}, \quad u = 0 \text{ on } \partial \mathcal{O}, \quad t > \tau, \\
&u(\tau + \xi, x) = u_\tau(\xi, x), \quad \xi \in [-\varrho, 0], \quad x \in \mathcal{O}, \tau \in \mathbb{R},
\end{aligned}
\]

(5.1)

Similarly to (2.10), Eq. (5.1) can be converted into the following random equation:

\[
\begin{aligned}
&\frac{\partial u}{\partial t} + \nu Au + \tilde{P}(\alpha_0 \tilde{u} + \tilde{v} + \varphi \tilde{z}) = P(f(v_t + \varphi(z(\theta_{t+\omega}) + g(t, x))) + z(\theta_{t+\omega})(-\nu A\varphi + \tilde{P}(\alpha_0 \varphi + \varphi)), \\
&v(\tau + \xi, x) = v_\tau(\xi, x), \quad \xi \in [-\varrho, 0], \quad x \in \mathcal{O}.
\end{aligned}
\]

Both equations (5.1) and (5.2) are still non-autonomous. By Theorem 4.6, the cocycle \( \Phi \) for the equation (5.2) has a \( \mathcal{D} \)-pullback \((H_\varepsilon, V_\varepsilon)\)-random attractor \( A = \{A(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \), which is backward compact in \( V_\varepsilon \).

We use \( g_\infty \in H \) to replace the time-dependent force \( g \in L^2_{loc}(\mathbb{R}, H) \) in (5.1) and obtain the corresponding autonomous equation:

\[
\begin{aligned}
&\frac{d\tilde{u}}{dt} - (\nu \Delta \tilde{u} - \alpha \tilde{u} - \nabla p)dt = (-\beta |\tilde{u}|\tilde{u} - \gamma |\tilde{u}|^2\tilde{u} + f(\tilde{u}_t) + g_\infty(x))dt + \varphi(x)dW, \\
&\nabla \cdot \tilde{u} = 0 \text{ on } \mathcal{O}, \quad \tilde{u} = 0 \text{ on } \partial \mathcal{O}, \quad t > 0, \\
&\tilde{u}(\xi, x) = u_\tau(\xi, x), \quad \xi \in [-\varrho, 0], \quad x \in \mathcal{O}.
\end{aligned}
\]

(5.3)

Let \( \tilde{u}(t, \omega, \tilde{u}_0) = \tilde{v}(t, \omega, \tilde{v}_0) - \varphi(z(\theta_{t+\omega}), \omega) \), we obtain

\[
\begin{aligned}
&\frac{d\tilde{v}}{dt} + \nu A\tilde{v} + \tilde{P}(\alpha_0 \tilde{v} + \tilde{v} + \varphi \tilde{z}) = \tilde{P}(f(\tilde{v}_t + \varphi(z(\theta_{t+\omega}), \omega) + g_\infty(x)) + z(\theta_{t+\omega})(-\nu A\varphi + \tilde{P}(\alpha_0 \varphi + \varphi)), \\
&\tilde{v}(\xi, x) = \tilde{v}_\tau(\xi, x), \quad \xi \in [-\varrho, 0].
\end{aligned}
\]

(5.4)

Similarly to (2.11), the equation (5.4) can generate a continuous random dynamical system \( \Phi_\infty \). By the same method as in Theorem 4.6, one can prove that \( \Phi_\infty \) has a \((H_\varepsilon, V_\varepsilon)\)-random attractor \( A_\infty = \{A_\infty(\omega) : \omega \in \Omega\} \in \mathcal{D}_\infty \), where \( \mathcal{D}_\infty \) is the collection of all tempered families in \( H_\varepsilon \), more precisely, \( \mathcal{D}_\infty \in \mathcal{D}_\infty \) if and only if

\[
\lim_{t \to +\infty} e^{-bt}\|\mathcal{D}_\infty(\theta_{t+\omega})\|_{H_\varepsilon} = 0, \quad \forall b > 0, \quad \omega \in \Omega.
\]

In order to prove the convergence from \( A(\tau, \omega) \) to \( A_\infty(\omega) \) as \( \tau \to -\infty \), we need to assume the convergence of the forces.

\textbf{(G2)} \( g_\infty \in L^2(\mathcal{O}) \) satisfies

\[
\lim_{\tau \to -\infty} \int_{-\infty}^{\tau} \|g(r) - g_\infty\|^2 dr = 0.
\]

(5.5)

Moreover, we will use the following inequality:

\[
|x|^{p-2}x - |y|^{p-2}y, x - y\geq 2^{2-p}|x - y|^p, \forall x, y \in \mathbb{R}^n, \quad p \geq 2.
\]

(5.6)

\textbf{Lemma 5.1.} Assume \((F1)-(F4)\) and \textbf{(G2)} hold. If \( \|v_\tau - \tilde{v}_0\|_{H_\varepsilon} \to 0 \) as \( \tau \to -\infty \), then

\[
\begin{aligned}
&\lim_{\tau \to -\infty} \Phi(t, \tau, \omega) v_\tau - \Phi_\infty(t, \omega) \tilde{v}_0 \|_{H_\varepsilon}^2 \\
= &\lim_{\tau \to -\infty} \|v_{t+\tau}(\cdot, \tau, \theta_{-\tau} \omega, v_\tau) - \tilde{v}_\tau(\cdot, \omega, v_\tau)\|_{H_\varepsilon}^2 = 0
\end{aligned}
\]

(5.7)
for all \( t > 0 \) and \( \omega \in \Omega \).

**Proof.** For each \( \tau \in \mathbb{R} \), we consider the difference of two solutions:

\[
V^\tau(r) = v(r + \tau, \theta_{-\tau} \omega, v_r) - \tilde{v}(r, \omega, \tilde{v}_0), \quad \forall r \geq -\varrho.
\]

Subtracting (5.4) from (5.2) yields for all \( r \geq 0 \),

\[
\begin{align*}
\frac{\partial V^\tau(r)}{\partial r} + \nu AV^\tau(r) + \alpha \tilde{P} V^\tau(r) &+ \beta \tilde{P} ((v(r + \tau) + \varphi z(\theta_r \omega))(v(r + \tau) + \varphi z(\theta_r \omega))) \\
&- \beta \tilde{P} ((\tilde{v}(r) + \varphi z(\theta_r \omega))(\tilde{v}(r) + \varphi z(\theta_r \omega))) \\
&+ \gamma \tilde{P} ((v(r + \tau) + \varphi z(\theta_r \omega))^2(v(r + \tau) + \varphi z(\theta_r \omega))) \\
&- \gamma P ((\tilde{v}(r) + \varphi z(\theta_r \omega))^2(\tilde{v}(r) + \varphi z(\theta_r \omega))) \\
&= \tilde{P} (f(v_{r+\tau} + \varphi z(\theta_{r+\tau} \omega)) - f(\tilde{v}_r + \varphi z(\theta_{r+\tau} \omega)) + (g(r + \tau) - g_\infty)).
\end{align*}
\]

Taking the inner product of (5.8) with \( V \) in \( H \), we have

\[
\begin{align*}
\frac{1}{2} \frac{d}{dr} \| V^\tau(r) \|^2 &+ \nu \| V^\tau(r) \|_V^2 + \alpha \| V^\tau(r) \|^2 \\geq \beta ((v(r + \tau) + \varphi z(\theta_r \omega))(v(r + \tau) + \varphi z(\theta_r \omega))) \\
&- \beta ((\tilde{v}(r) + \varphi z(\theta_r \omega))(\tilde{v}(r) + \varphi z(\theta_r \omega)), V^\tau(r)) \\
&+ \gamma ((v(r + \tau) + \varphi z(\theta_r \omega))^2(v(r + \tau) + \varphi z(\theta_r \omega))) \\
&- \gamma ((\tilde{v}(r) + \varphi z(\theta_r \omega))^2(\tilde{v}(r) + \varphi z(\theta_r \omega)), V^\tau(r)) \\
&= \beta ((u(r + \tau)u(r + \tau) - |\tilde{u}(r)|^2, v(r + \tau) + \varphi z(\theta_r \omega) - (\tilde{v}(r) + \varphi z(\theta_r \omega))) \\
&+ \gamma ((u(r + \tau))^2u(r + \tau) - |\tilde{u}(r)|^2, v(r + \tau) + \varphi z(\theta_r \omega) - (\tilde{v}(r) + \varphi z(\theta_r \omega))) \\
&\geq \beta \int_\Omega |u(r + \tau) - \tilde{u}(r)|^2 dx + \frac{\gamma}{2} \int_\Omega |u(r + \tau) - \tilde{u}(r)|^4dx \geq 0.
\end{align*}
\]

Notice that \( L_f(\cdot) \equiv L_f \) (in (2.4)) is a positive constant in this section. Hence, by (2.4) and the Young inequality, we have

\[
\frac{d}{dr} \| V^\tau(r) \|^2 \leq \| V^\tau(r) \|^2 + c \| v_{r+\tau} - \tilde{v}_r \|^2 + c \| g(r + \tau) - g_\infty \|^2.
\]

Integrating (5.9) over \([0, t]\) yields

\[
\| V^\tau(t) \|^2 \leq \| V^\tau(0) \|^2 + \int_0^t \| V^\tau(r) \|^2 dr + c \int_0^t \| v_{r+\tau} - \tilde{v}_r \|^2 H_u dr \\
+ c \int_0^t \| g(r + \tau) - g_\infty \|^2 dr, \quad \forall t \in [0, T], \; T > 0.
\]
Notice that
\[ \int_0^t \| v_{t+r} - \tilde{v}_t \|^2_{H_v} \, dr = \int_0^t \| V^\tau_r \|^2_{H_v} \, dr, \quad \forall t \in [0, T], \quad T > 0. \]  
(5.11)

It follows from (5.10) and (5.11) that for all \( t \in [0, T] \),
\[ \| V^\tau(t) \|^2 \leq c \int_0^t \| V^\tau_r \|^2_{H_v} \, dr + \| v_t - \tilde{v}_0 \|^2_{H_v} + c \int_0^T \| g(r + \tau) - g_\infty \|^2 \, dr. \]

Note that \( \| V^\tau(t) \|^2 \leq \| v_t - \tilde{v}_0 \|^2_{H_v} \) for \( t \in [-\varrho, 0] \). Hence we have, for all \( t \in [0, T] \),
\[ \| V^\tau_r \|^2_{H_v} \leq c \int_0^t \| V^\tau_r \|^2_{H_v} \, dr + \| v_t - \tilde{v}_0 \|^2_{H_v} + c \int_0^T \| g(r + \tau) - g_\infty \|^2 \, dr. \]

Using the Gronwall inequality (see e.g. [6, page 167]), we obtain, for all \( t \in [0, T] \),
\[ \| V^\tau_r \|^2_{H_v} \leq c e^{\psi T} (\| v_t - \tilde{v}_0 \|^2_{H_v} + \int_{-\infty}^{\tau + T} \| g(r) - g_\infty \|^2 \, dr). \]

By (5.5) in (G2) and the initial assumption, we have
\[ \| V^\tau_r \|^2_{H_v} = \| v_t(\cdot, \tau, \theta, \omega, v_\tau) - \tilde{v}_t(\cdot, \omega, \tilde{v}_0) \|^2_{H_v} \to 0, \quad \text{as } \tau \to -\infty. \]
The proof is complete. \( \square \)

By Lemma 5.1, the convergence of solutions holds true under the topology of the initial space \( H_v \) only. However, we can prove the asymptotic convergence of random attractors under the topology of the end space \( V_0 \) as follows.

**Theorem 5.2.** Suppose (F1)-(F4) and (G1)-(G2) hold. Then we have
\[ \lim_{\tau \to -\infty} \text{dist}_{V_0}(A(\tau, \omega), A_{\infty}(\omega)) = 0, \quad \omega \in \Omega. \]
(5.12)

**Proof.** We first prove the \( \mathcal{D} \)-pullback absorbing set \( K \) (as defined by (4.2)) is recurrent. More precisely, we claim \( K_{bu} \in \mathcal{D}_\infty \), where
\[ K_{bu}(\omega) := \bigcup_{s \leq 0} K(s, \omega), \quad \forall \omega \in \Omega. \]

Let \( b > 0 \). Since \( \tau \to K(\tau, \omega) \) is increasing, by the similar method as in (4.4), we have
\[ e^{-bt} \| K_{bu}(\theta - \tau \omega) \|^2_{H_v} = e^{-bt} \| \bigcup_{s \leq 0} K(s, \theta - \tau \omega) \|^2_{H_v} = e^{-bt} \| K(0, \theta - \tau \omega) \|^2_{H_v} \]
\[ = e^{-bt} \| K(0, \theta - \tau \omega) \|^2_{H_v} \leq c e^{-bt} \| R(0, \theta - \tau \omega) \| = c e^{-bt} \sup_{s \leq 0} \| R(s, \theta - \tau \omega) \| \]
\[ \leq c e^{-bt} \sup_{s \leq 0} \int_{-\infty}^0 e^{m/r} (1 + |z(\theta - \tau \omega)|^6 + \| g(r + s) \|^2) \, dr \]
\[ \leq c e^{-bt} \sup_{s \leq 0} \int_{-\infty}^0 e^{m/r} (1 + |t - r|^6 + \| g(r + s) \|^2) \, dr \to 0, \quad \text{as } t \to +\infty, \]

in view of the assumption (G1). Hence \( K_{bu} \in \mathcal{D}_\infty \) as desired.

We then prove (5.12) by contradiction. Suppose (5.12) is not true. Then there exist \( \delta > 0 \), \( \tau_n \to -\infty \) and \( \omega_0 \in \Omega \) such that for all \( n \in \mathbb{N} \)
\[ \text{dist}_{V_0}(A(\tau_n, \omega_0), A_{\infty}(\omega_0)) \geq 4\delta. \]

For each \( n \in \mathbb{N} \), we can find a \( u_n \in A(\tau_n, \omega_0) \) such that
\[ \text{dist}_{V_0}(u_n, A_{\infty}(\omega_0)) \geq \text{dist}_{V_0}(A(\tau_n, \omega_0), A_{\infty}(\omega_0)) - \delta \geq 3\delta. \]
(5.13)
Without loss of the generality we assume \( \tau_n \leq 0 \) for all \( n \in \mathbb{N} \). Then we have
\[
\{u_n\}_{n \in \mathbb{N}} \subset \bigcup_{s \leq 0} A(s, \omega_0).
\]
By Theorem 4.6, the attractor \( A \) is backward compact in \( V_\circ \). Hence \( \bigcup_{s \leq 0} A(s, \omega_0) \) is pre-compact in \( V_\circ \) and so is \( \{u_n\}_{n \in \mathbb{N}} \). Therefore, passing to a subsequence,
\[
\lim_{n \to +\infty} \|u_n - u_0\|_{V_\circ} = 0, \quad \text{for some } u_0 \in \bigcup_{s \leq 0} A(s, \omega_0) V_\circ.
\] (5.14)

Since the attractor is included into the absorbing set, it follows that
\[
\lim_{n \to +\infty} \|u_n - u_0\|_{V_\circ} = 0.
\]

On the other hand, since the embedding \( V \hookrightarrow H \) is continuous, the embedding \( V_\circ \hookrightarrow H_\circ \) is continuous too and thus \( \|v_n - v_0\|_{H_\circ} \leq c\|v_n - v_0\|_{V_\circ} \to 0 \). By Lemma 5.1 we obtain
\[
\lim_{n \to +\infty} \|\Phi(T, \tau_n - T, \theta_T \omega_0) v_n - \Phi(T, \theta_T \omega_0) v_0\|_{H_\circ} = 0.
\]

This means \( \|u_n - \Phi(T, \theta_T \omega_0) v_0\|_{H_\circ} \to 0 \). By the uniqueness of limits, we see from (5.14) that
\[
u_0 = \Phi(T, \theta_T \omega_0) v_0.
\]

Hence, by combining (5.14) and (5.16), we have, if \( n \) is large enough then
\[
\text{dist}_{V_\circ}(u_n, A_\infty(\omega_0)) \leq \|u_n - u_0\|_{V_\circ} + \text{dist}_{V_\circ}(\Phi(T, \theta_T \omega_0) v_0, A_\infty(\omega_0)) < 2\delta
\]
which contradicts (5.13). The proof is complete.

To close this paper, we provide two important examples for the general non-autonomous delay force \( f(t, u_t) \) with (F1)-(F4).

**Example 1 (Variable delay).** Let \( F : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a measurable function such that
\[
F(t, 0) = 0, \quad |F(t, y) - F(t, z)| \leq L_F(t)|y - z|, \quad \forall t, y, z \in \mathbb{R},
\] (5.17)
where $L_F(\cdot)$ is positive, continuous and increasing such that $L := \lim_{t \to +\infty} L_F(t) < +\infty$. Let
\[
    f(t, u_t)(x) := F(t, u(t - \rho(t), x)), \ \forall t \in \mathbb{R}, \ x \in \mathcal{O},
\]
where $\rho(\cdot)$ is a positive function such that $\rho(\cdot) \in C^1(\mathbb{R})$ and
\[
    \varrho := \sup_{t \in \mathbb{R}} \rho(t) < +\infty, \quad \rho_* := \sup_{t \in \mathbb{R}} \rho'(t) < 1.
\]
It is easy to show that $f$ is pointwise Lipschitz continuous with the Lipschitz coefficient $L_F(\cdot)$ (i.e. (2.4) holds). Since $L_F(\cdot)$ is increasing, there is a $\lambda_0 > 0$ such that
\[
    \int_{-\infty}^{0} e^{\lambda_0} \sup_{s \leq \tau} L_F^2(r + s) dr \leq L^2 \int_{-\infty}^{0} e^{\lambda_0} dr = \frac{L^2}{\lambda_0} < +\infty, \quad \forall \tau \in \mathbb{R}.
\]
By the Lebesgue dominated convergence theorem we have
\[
    \lim_{\lambda \to +\infty} \sup_{s \leq \tau} \int_{-\infty}^{s} e^{\lambda(r-s)} L_F^2(r) dr \leq \lim_{\lambda \to +\infty} \int_{-\infty}^{0} e^{\lambda} \sup_{s \leq \tau} L_F^2(r + s) dr = \int_{-\infty}^{0} \lim_{\lambda \to +\infty} e^{\lambda} \sup_{s \leq \tau} L_F^2(r + s) dr = 0, \quad \forall \tau \in \mathbb{R}.
\]
Then $L_F(\cdot)$ is backward limitable and thus (F3) holds true. We now verify (F4),
\[
    \int_{\tau}^{t} e^{\lambda r} \| f(r, u_r) - f(r, v_r) \|^2 dr
    = \int_{\tau}^{t} e^{\lambda r} \| F(r, u(r - \rho(r))) - F(r, v(r - \rho(r))) \|^2 dr
    \leq L^2 \int_{\tau}^{t} e^{\lambda r} \| u(r - \rho(r)) - v(r - \rho(r)) \|^2 dr
    \leq \frac{L^2 e^{\lambda \tau} \rho_*}{1 - \rho_*} \int_{\tau}^{t} e^{\lambda r} \| u(r) - v(r) \|^2 dr,
\]
Hence (F4) holds with $c_f = L e^{\lambda \tau} \rho_* / (1 - \rho_*)^{-1/2}$.

**Example 2** (Distributed delay). Suppose $F$ is given as in (5.17) and $\varrho > 0$ is arbitrary. Consider
\[
    f(t, u_t)(x) := \int_{-\varrho}^{0} F(t + r, u(t + r, x)) dr, \quad \forall t \in \mathbb{R}, \ x \in \mathcal{O}.
\]
Since $L_F(\cdot)$ is increasing,
\[
    \| f(t, u_t) - f(t, v_t) \|^2 = \int_{\mathcal{O}} \left| \int_{-\varrho}^{0} (F(t + r, u(t + r, x)) - F(t + r, v(t + r, x))) dr \right|^2 dx
    \leq \int_{\mathcal{O}} \left( \int_{-\varrho}^{0} L_F(t + r) |u(t + r, x) - v(t + r, x)| dr \right)^2 dx
    \leq \varrho L_F^2(t + 0) \int_{\mathcal{O}} \int_{-\varrho}^{0} |u(t + r, x) - v(t + r, x)|^2 dr dx
    \leq \varrho^2 L_F^2(t) \sup_{r \in [-\varrho, 0]} \int_{\mathcal{O}} |u(t + r, x) - v(t + r, x)|^2 dx = \varrho^2 L_F^2(t) \| u_t - v_t \|_H^2.
\]
Since $L_F(\cdot)$ is backward limitable (see (5.18)), the Lipschitz bound $L_f(\cdot) := \varrho L_F(\cdot)$ is backward limitable and thus (F3) holds true. Note that

$$\int_t^\tau e^{s\tau} \| f(u_r) - f(v_r) \|^2 dr$$

$$= \int_t^\tau e^{s\tau} \int_\Omega \left[ \int_0^s \left| F(r + s, u(r + s, x)) - F(r + s, v(r + s, x)) \right| ds \right]^2 dx dr$$

$$\leq \int_t^\tau e^{s\tau} \int_\Omega \left( \int_0^s L_F(r + s) \left| u(r + s, x) - v(r + s, x) \right| ds \right)^2 dx dr$$

$$\leq \varrho L^2 \int_t^\tau e^{s\tau} \int_\Omega \int_0^s \left| u(r + s) - v(r + s) \right|^2 ds dx dr$$

$$= \varrho L^2 \int_0^\tau e^{s\tau} \int_\Omega \int_{t-s}^{t+s} \left| u(s) - v(s) \right|^2 ds dx dr$$

$$\leq \varrho e^{2L^2} \int_{t-\tau}^{t+\tau} e^{s\tau} \| u^0 - v^0 \|^2 dr.$$

Hence (F4) holds with $c_f = \varrho Le^{2\tau/2}$.

**Remark 1.** The above two examples are suitable for the existence of pullback random attractors. To deduce the asymptotic autonomy, we need to assume that the function $F$ in the two examples is independent of the time $t$ and that $\rho(\cdot) \equiv \varrho$ (the constant delay) in Example 1. In this case, the delay term $f(u_t)$ is independent of the time as assumed in this last section.

On the other hand, it remains open whether the asymptotic autonomy of attractors holds provided $f = f(t, u_t)$.
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