Compensation of Dispersion in Sinuous Antennas for Polarimetric Ground Penetrating Radar Applications
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Abstract: In order to improve the accuracy of subsurface target classification with ground penetrating radar (GPR) systems, it is desired to transmit and receive ultra-wide band pulses with varying combinations of polarization (a technique referred to as polarimetry). The sinuous antenna exhibits such desirable properties as ultra-wide bandwidth, polarization diversity, and low-profile form factor, making it an excellent candidate for the radiating element of such systems. However, sinuous antennas are dispersive since the active region moves with frequency along the structure, resulting in the distortion of radiated pulses. This distortion may be compensated in signal processing with accurately simulated or measured antenna phase information. However, in a practical GPR, the antenna performance may deviate from that simulated, accurate measurements may be impractical, and/or the dielectric loading of the environment may cause deviations. In such cases, it may be desirable to employ a simple dispersion model based on antenna design parameters which may be optimized in situ. This paper explores the dispersive properties of the sinuous antenna and presents a simple, adjustable, model that may be used to correct dispersed pulses. The dispersion model is successfully applied to both simulated and measured scenarios, thereby enabling the use of sinuous antennas in polarimetric GPR applications.
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1. Introduction

Ground penetrating radar (GPR) systems have been utilized for the detection of a diverse set of buried objects [1] largely due to their ability to sense changes in both electrical conductivity and permittivity i.e., both metal and non-metal targets [2]. The use of GPRs for the detection of buried antipersonnel landmines has been an area of extensive research [3,4]. For such applications, accurate target classification is critical, which presents challenges in GPR sensor design. Ultra-wideband (UWB) pulses are often utilized by GPR systems to improve range resolution and thus target discrimination [3]. Additionally, polarimetric radar techniques [5] have been applied to GPR to increase the accuracy of target classification [6]. These techniques require an antenna capable of producing UWB radiation at multiple polarizations. The sinuous antenna, first published in a patent by DuHamel in 1987, is an excellent candidate for such systems. The patent describes the sinuous antenna as a combination of spiral and log-periodic antenna concepts, which resulted in a design capable of producing ultra-wideband radiation with polarization diversity [7]. Other wideband antenna designs such as quad-ridge horn [8], Vivaldi [9], and resistive-vee [10] antennas provide similar capabilities. However, they require relatively large and often complex three-dimensional structures in order to produce orthogonal senses of polarization. Alternatively, the sinuous antenna (depicted in Figure 1) may be implemented as a low-profile planar structure [7]. Low profile antennas...
are particularly attractive for hand-held landmine detection systems that employ both GPR and metal-detector sensors [11,12].

Although sinuous antennas provide the desirable properties described above, they are dispersive since the active region (see Figure 2) moves on the structure with frequency. Dispersive behavior is well documented in other log-periodic antennas such as planar spirals [13], conical spirals [14], log-periodic dipole [15,16], and planar toothed log-periodic antennas [17]. Dispersive antennas are problematic for pulsed-radar applications as the radiated pulses become distorted in the time domain, thereby reducing range resolution. Dispersed pulses may be corrected via signal processing by applying compensating phase information, which may be obtained through accurate simulation or measurement of the antenna [14]. However, for practical antennas, accurate measurement or simulation may be difficult. Furthermore, environmental effects such as thermal expansion or the dielectric loading of the soil may alter the antenna performance and thereby reduce the accuracy of previously obtained phase information. Alternatively, analytical models based on the antenna design parameters may be used to compensate for the dispersion. Such models may be desirable for GPR applications since they can be adjusted in situ to accommodate environmental effects and have low memory storage requirements. Similar analytical models have been applied successfully to GPR systems with spiral antennas [18,19]. However, for such models to remain valid when implemented for sinuous antennas, care must be taken when making antenna design decisions to avoid the excitation of unintended resonant modes, which may result in pulse distortion not correctable with simple dispersion models [20,21].

This work seeks to build an understanding of the dispersive nature of sinuous antennas and develop a model for its compensation, thereby enabling polarimetric GPR systems to obtain the benefits of sinuous antennas while utilizing them for transmitting/receiving UWB pulses with polarization diversity. Such models do not account for dispersion resulting from propagation through dispersive soil, which must be corrected by additional methods [22,23].

![Figure 1. Sinuous antennas having parameters: P = 20 cells, τ = 0.8547 (left); P = 16 cells, τ = 0.8228 (center); and P = 12 cells, τ = 0.7773 (right). Other parameters constant for all antennas: N = 4 arms, R_T = 10 cm, R_in = 0.4 cm, α = 45°, and δ = 22.5°.](image)

![Figure 2. Illustration of the sinuous antenna active region as described in the original patent [7].](image)
2. Sinuous Antenna Dispersion

Sinuous antennas are comprised of \( N \) arms each made up of \( P \) cells where the curve of the \( p^{th} \) cell is described in polar coordinates \((r, \phi)\) by

\[
\phi = ( -1)^{p-1} a_p \sin \left( \frac{\pi \ln(r/R_p)}{\ln(\tau_p)} \right) \pm \delta, \tag{1}
\]

where \( R_{p+1} \leq r \leq R_p \) [7]. In Equation (1), \( R_p \) controls the outer radius, \( \tau_p \) the growth rate i.e., \( R_{p+1} = \tau R_p \), and \( a_p \) the angular width of the \( p^{th} \) cell. The trace width of the antenna arm is controlled by rotating the sinuous curve \( \pm \) the angle \( \delta \) as illustrated in Figure 3. In this analysis, four-arm \((N = 4)\) log-periodic sinuous antennas are considered. The structures are considered log-periodic when \( \tau, a \), and \( \delta \) are held constant for all cells [7,24]. Additionally, \( \delta \) is set to 22.5° in order to produce self-complementary structures. The self-complementary condition helps to ensure that the sinuous antenna’s input impedance is both real and frequency independent [25]. The antennas analyzed in this work are fed by a self-complimentary arrangement of orthogonal bow-tie elements, with radius \( R_{in} \), each feeding a set of opposing sinuous arms as illustrated in Figure 1. Furthermore, the outer truncation radius \( R_T \) is placed at the tip of the outermost cell, i.e., \( R_T < R_{P+1} \), to prevent an unintended low-frequency resonance that may distort the radiation [20].

![Figure 3. Illustration of sinuous antenna design parameters: angular width \( \alpha \), expansion ratio \( \tau \), outermost cell radius \( R_1 \), and curve rotation angle \( \delta \).](image)

Radiation from a sinuous antenna, as described in [7], occurs at active regions that are formed when the length of a cell is approximately a multiple of \( \lambda/2 \). In this case, the current at the start and end of a cell is in phase due to the wrapping of the arm and \( \lambda/2 \) travel as illustrated by Figure 2. These active regions move inward and outward on the antenna as the frequency increases and decreases respectively, resulting in a time delay between frequencies i.e., dispersion. The dispersion increases with \( \tau \) since larger values of \( \tau \) result in more cells i.e., longer travel times along the arms. This may encourage GPR system designers to choose small values of \( \tau \); however, larger values of \( \tau \) result in better pattern uniformity and increase operating bandwidth [7,25,26].

To investigate the dispersion, full-wave electromagnetic analysis of multiple sinuous antennas was conducted using CST Microwave Studio’s [27] time-domain solver. The sinuous antennas simulated were designed to operate from 800 MHz to 10 GHz using the following design parameters: \( R_T = 10 \) cm, \( R_{in} = 0.4 \) cm (bow-tie radius), \( \alpha = 45^\circ \), and \( \delta = 22.5^\circ \). Three different values of \( \tau \), and subsequently \( P \), were evaluated while maintaining all other parameters constant. Additionally, \( \alpha \) was selected as 45° in order to prevent unintended resonant modes which distort the radiation [20,21]. This will be further discussed in Section 5. The antennas (illustrated in Figure 1) were simulated in free-space (no substrate) to simplify the analysis. Both pairs of opposing sinuous arms were terminated by an ideal port set to the theoretical impedance of 267 \( \Omega \) [25]. A single pair was then driven, with the other pair
remaining matched, to produce linearly-polarized radiation. The reflection coefficient and realized gain for each antenna simulated are provided in Figures 4 and 5.

![Reflection Coeff. and Realized Gain](image1)

**Figure 4.** Reflection coefficient and boresight realized gain vs. frequency for the sinuous antennas investigated.

![E-plane Pattern Cuts](image2)

**Figure 5.** Principle E-plane pattern cuts at 800 MHz, 3 GHz, and 5 GHz for the sinuous antennas investigated.

The simulated co-polarized radiated fields \( E_{\text{sim}}(z = z_p, \omega) \) were probed at a boresight distance of \( z_p = 2 \, \text{m} \) (far-field) and the corresponding phase was then propagated back to the antenna leaving only the phase due to dispersion

\[
\Phi_{\text{sim}}(\omega) = \arg\left[ E_{\text{sim}}(z = z_p, \omega) \exp(jkz_p) \right]. \tag{2}
\]

The phase is then unwrapped (starting with the 10 GHz sample) and shown in Figure 6. The corresponding group delay [17]

\[
-\frac{d}{d\omega} \Phi_{\text{sim}}(\omega) \tag{3}
\]

is also shown in Figure 6 (right column). Note that Figure 6 also displays the simple dispersion models, which will be discussed in Section 3. As expected, lower frequencies exhibit a larger delay since the corresponding active region is farther out on the antenna—where the antenna is larger. Furthermore, the results confirm the relationship between the dispersion and \( \tau \), i.e., increasing \( \tau \) also increases dispersion. These effects are also evident in the time domain as will be discussed next.
Figure 6. Full-wave simulation vs. simple model of both phase (left) and group delay (right) due to dispersion in the 20, 16, and 12 cell sinuous antennas. Note that phase unwrapping starts at 10 GHz.

The time-domain radiated pulse $E_{\text{pulse}}^x(r_p, t)$ for a given excitation $v_{\text{pulse}}(t)$ can be computed from the frequency-domain radiated fields by

$$E_{\text{pulse}}^x(z_p, t) = \mathcal{F}^{-1}\left\{ \mathcal{F}[v_{\text{pulse}}(t)] \frac{E_{\text{sim}}^x(z_p, \omega)}{v_{\text{sim}}(\omega)} \right\},$$

where $v_{\text{sim}}(\omega)$ is the frequency-domain excitation in the simulation and $\mathcal{F}$ and $\mathcal{F}^{-1}$ are the Fourier and inverse Fourier transform, respectively. The pulse excitation used was a double-differentiated Gaussian defined as

$$v_{\text{pulse}}(t) = -v_{\text{peak}} \left( \frac{(t - \mu)^2}{\sigma^2} - 1 \right) \exp \left( \frac{(t - \mu)^2}{2\sigma^2} \right),$$

where $\mu$ represents an arbitrary time shift and the width of the pulse is controlled by $\sigma$. The double-differentiated Gaussian may be derived by multiplying the Gaussian function [28] with the second-order Hermite polynomial [29,30]. The coefficients are changed to produce a positive peak voltage at $v_{\text{peak}}$. In the presented analysis, the parameters were set to produce a 1 V peak signal at 0.36 ns with maximum spectral energy at 3 GHz (see Figure 7). The corresponding radiated pulses for the antennas simulated are shown in Figure 8. As expected from the group delay shown in Figure 6, the lower-frequency content is delayed in time from the higher-frequency content resulting in a distorted pulse with larger values of $\tau$ resulting in greater dispersion. It is important to note that
this is only the radiated pulse; the dispersive properties will double when the antenna is used for both transmit and receive.

**Figure 7.** Double-differentiated Gaussian pulse used as the voltage excitation $\nu_{\text{pulse}}(t)$ to compute the radiated pulses $E_{\text{pulse}}^{\nu}(z_p,t)$ from the simulated electric field data using Equation (4). The time-domain representation of the signal (left) shows a peak amplitude of 1 V at 0.36 ns, while in the frequency-domain (right) the signal has maximum spectral energy at 3 GHz.

**Figure 8.** Dispersed radiated pulses at 2 m on boresight (left), and the corrected radiated pulse at 2 m on boresight after the simple antenna dispersion model has been applied (right).
3. Log-Periodic Dispersion Model

Since the values of both $\alpha$ and $\tau$ remain constant for each cell in the sinuous antennas analyzed, the antennas are log-periodic structures [7]. Thus, the radiated fields at frequency $\omega$ will repeat, since the structure repeats (scaled in size), at frequencies $\tau^n \omega$ where $n$ is an integer [24]. A dispersion model for log-periodic antennas has been presented in the literature [15–17]. As will be demonstrated, this model may also be successfully applied to log-periodic sinuous antennas.

The model represents the phase due to dispersion as

$$
\Phi_{\text{mod}}^{d}(\omega) = -\phi_0 \ln \frac{\omega}{\omega_0},
$$

where $\phi_0 = -\pi / \ln \tau$ [16]. The value $\omega_0$ controls the zero crossing of the phase model and is generally set to the highest frequency of operation (where the dispersion is defined to be zero); for this case, $\omega_0/2\pi = 10$ GHz was used. In Figure 6, the model with the default parameters fits the stimulation results well, but with some noticeable deviation. An optimization procedure, similar to what was done in [17], may be employed to produce an improved model $\Phi^{d}_{\text{opt}}$ as shown in Figure 6. The optimization was done using MATLAB’s global optimizer [31] to find the best values for $\phi_0$ and $\omega_0$ when fitting the simulated phase $\Phi^{d}_{\text{sim}}$ from 800 MHz to 10 GHz, starting with the initial suggested values. The default and optimized model parameters are compared in Table 1. The group delay can then be computed from the phase model using Equation (3) and is shown in Figure 6. As can be seen, the model fits the delay well with only a slight improvement obtained from the curve fit optimization. However, the model degrades at frequencies below 800 MHz where the sinuous antenna cells become electrically small and no longer radiate as intended. A similar model developed for spiral antennas implemented a constant delay below the antenna’s intended operating frequency [13]. In this work, $\Phi^{d}_{\text{opt}}$ has a constant delay $d_c$ imposed for frequencies below 800 MHz (see Table 1) as illustrated in Figure 6.

Table 1. Log-periodic dispersion model parameters from Equation (6) and optimized versions for the three different sinuous antennas investigated.

| Antenna Parameters | Default Model Parameters | Optimized Model Parameters |
|--------------------|--------------------------|---------------------------|
| $P$                | $\tau$                   | $\phi_0$ (rad) | $\omega_0/2\pi$ (GHz) | $d_c$ (ns) | $\phi_0$ (rad) | $\omega_0/2\pi$ (GHz) | $d_c$ (ns) |
| 20                 | 0.8547                   | 20.01                 | 10.0                 | N/A       | 18.38         | 10.8                 | 3.7          |
| 16                 | 0.8228                   | 16.11                 | 10.0                 | N/A       | 14.82         | 10.4                 | 3.0          |
| 12                 | 0.7730                   | 12.20                 | 10.0                 | N/A       | 11.28         | 9.77                 | 2.5          |

The optimized dispersion model was then used to correct the dispersed radiated pulse $E^{x}_{\text{sim}}(z_p, t)$ via

$$
E^{x}_{\text{comp}}(z_p, t) = F^{-1}\left\{F[v_{\text{pulse}}(t)] \frac{E^{x}_{\text{sim}}(z_p, \omega) \exp[-j\Phi^{d}_{\text{opt}}(\omega)]}{v_{\text{sim}}(\omega)}\right\},
$$

The radiated pulse with applied dispersion compensation $E^{x}_{\text{comp}}(z_p, t)$ is shown for each antenna in Figure 8. For comparison, Figure 8 also shows the corrected pulse computed with the default dispersion model. The applied correction causes the radiated pulse to closely match the shape of the input voltage with the optimized model giving the best result.

3.1. Off-Boresight Angles

For close-in sensing applications like GPR, it is important to understand the performance of the dispersion model at off-boresight angles. In order to investigate this, simulated co-polarized radiated fields were sampled along the x-axis running parallel to the face of the 16-cell ($\tau = 0.8228$) antenna 20 cm away on boresight ($z = 20$ cm). The x-axis samples are 0, 10, and 20 cm corresponding to the off-boresight angles 0°, 26°, and 45°, respectively. The dispersed radiated pulses were computed at each sample location similarly to those computed in Section 2. Both the dispersed and corrected pulses
are shown in Figure 9. The parameters for the dispersion model used are from Table 1, which are optimized for \( z = 2 \) m. The results show that the model can successfully correct the dispersed pulses at the off-boresight angles. Should increased accuracy be desired for imaging algorithms, separate model parameters may be stored in a look-up table corresponding to the different angles and used when the relative antenna and image pixel locations are known. The benefit of a simple model in such a case would be requiring significantly less computer memory compared to full phase datasets.

![Figure 9](image)

**Figure 9.** Radiated pulses from the 16-cell antenna at 20 cm boresight depth and three perpendicular scan locations: 0, 10, 20 cm. The pulses are shown both before (left) and after (right) application of the optimized simple antenna dispersion model listed in Table 1.

### 3.2. Effectiveness for Different Soil Environments

The effectiveness of the dispersion model in the presence of different soils was investigated by simulating the 16-cell antenna over both dry and wet sandy soil. The simulations were done using CST Microwave Studio’s [27] built-in dispersive models for dry and wet sandy soil. The wet sandy-soil model \((\varepsilon_r = 15.73 - 3.48j\) at 3 GHz\) represented 18.8% moisture content and was significantly more lossy and dispersive than the dry sandy-soil model \((\varepsilon_r = 2.54 - 0.0084j\) at 3 GHz\). The antenna was placed 2.5 cm above a soil half-space and the radiated electric field was probed at a boresight depth of 5 cm below the surface. The soil was replaced with air \((\varepsilon_r = 1)\) for comparison as well. The phase of the simulated radiated fields was propagated backward through the soil (5 cm) and free-space (2.5 cm) layers to the antenna, using the appropriate propagation constant per frequency, leaving approximately only the phase due to dispersion. The dispersion model was then fit to this phase—similar to what
was done in Section 2. The optimized dispersion model parameters show little difference between materials: \( \phi_0 \) equal to 14.80, 14.80, 14.74 for the air, dry sand and wet sand, respectively. This indicated the presence of the soil had a negligible effect on the antenna’s dispersion.

The results, shown in Figure 10, indicate that the dispersion model is effective at removing the dispersion from the antenna; however, it does not remove dispersion due to propagation through the soil. The effects of the slight soil dispersion in the dry sand case and the moderate soil dispersion in the wet sand case are evident in the graphs. Such effects of the soil must be compensated by additional methods [22,23]. Additionally, both pulses simulated with the soil show a late-time pulse that is attributed to multiple reflections between the soil surface and the antenna. The large reflected wave is received and re-transmitted again from the antenna showing up delayed in time and further dispersed by the antenna. Although it cannot compensate for all non-ideal effects, the results indicate that the simple model is accurate enough to correct the antenna dispersion in multiple environments.

![Figure 10. Boresight radiated pulses at 5 cm depth in three different materials: air, dry sand, and wet sand. The pulses are shown both before (left) and after (right) application of the dispersion model. The wet sand was highly lossy and dispersive, resulting in significantly smaller pulses and less effective pulse correction when using only the simple dispersion model for the antenna.](image)

4. GPR Simulations

The dispersion model was applied to a simulated GPR scenario where the 16-cell (\( \tau = 0.8228 \))
sinusuous antenna was simulated over a dry sandy-soil half-space (CST Microwave Studio) as depicted by Figure 11. Each pair of antenna arms were excited individually in order to produce orthogonal
senses of linear polarization i.e., $E_{x\text{sim}}^x(x, z, \omega)$ and $E_{y\text{sim}}^y(x, z, \omega)$. The radiated electric field was probed at a 20 cm depth along the $x$-axis and used to compute the returned signal from a small linear scatter (3 cm long wire with a 1 mm radius) via the reciprocity model and polarizability tensor developed in [13]. Two orientations of the target were considered: first, the target was aligned at a 45° angle in the $x$–$y$ plane to produce equal co-polarized and cross-polarized returns, and, second, the target was aligned at a 0° to produce only a co-polarized response. The resulting time-domain B-scans, both with and without dispersion compensation, for the cross-polarized and co-polarized targets are displayed in Figures 12 and 13, respectively. The returns were normalized to the peak voltage for display purposes.

Figure 11. Illustration of the GPR simulation: the sinuous antenna is simulated over a lossy soil half-space containing field probes at a depth of 20 cm. The target response at each field-probe location was determined with a reciprocity model.

Figure 12. GPR simulation results: dispersed co-pol and cross-pol B-scans (left) and corrected B-scans using an optimized dispersion model (right) for a small linear target aligned at a 45° angle to the incident wave polarization.

The optimized dispersion model from Table 1 was applied twice to the received voltage to compensate for dispersion produced during both transmit and receive. Results presented in Section 3.2 indicated the applicability of this dispersion model since the proximity of the dry sandy-soil produced only negligible effects on the antenna’s dispersion. As can be seen, the model can successfully correct the dispersed pulses both on and off-boresight, thereby significantly increasing the GPR’s range resolution. Furthermore, the dispersion model behaves as expected for both co-polarized and
cross-polarized targets. This confirms the applicability of the model to sinuous antennas employed in polarimetric systems.

![GPR simulation results: dispersed co-pol and cross-pol B-scans (left) and corrected B-scans using an optimized dispersion model (right) for a small linear target aligned with the incident wave polarization.](image)

5. Limitations of the Log-Periodic Dispersion Model

The presented dispersion model is based on the assumption of log-periodic antenna operation. When the actual radiation from the antenna breaks this assumption, the dispersion model becomes invalid. This was evident for frequencies below the operating range of the antenna where the constant delay was applied to the dispersion model (see Figure 6). Another factor that reduces the effectiveness of the dispersion model is radiation from the bow-tie feed. A good guideline is to keep $R_{in} < \lambda/8$, for the highest frequency desired, to prevent such radiation. Reducing $R_{in}$ also results in small trace widths at the feed, which may be difficult to reliably manufacture. For this reason, some have proposed breaking the log-periodic nature of the sinuous by letting $\tau$ vary with the radius [32,33]. In this case, the model would need to be altered since the antenna is now quasi-log-periodic [7].

Another potential pitfall is the unintended excitation of resonant modes that produce sharp variations in gain and phase of the antenna over frequency [21]. This may occur if the sinuous antenna design parameters and outer truncation method are not properly selected [20]. The lower bound on the sinuous antenna operating frequency $\omega_L$ may be approximated as

$$\omega_L = \frac{2\pi v}{4R_1(\alpha + \delta)},$$

where $v$ is the wave velocity and $\alpha$ and $\delta$ are specified in radians [7]. Such a relationship may encourage GPR antenna designers to choose larger values of $\alpha$ for lower operating frequencies. However, large values of $\alpha$ have been shown to result in undesired resonate modes excited between adjacent antenna arms; furthermore, the traditional truncation of sinuous antennas produces a sharp end that resonates at low frequencies [20,21]. These unintended resonate modes reduce the ability of simple dispersion models to accurately compensate for dispersion in radiated pulses.

In order to illustrate this, a traditionally truncated sinuous antenna with $\alpha = 65^\circ$ (see Figure 14) was simulated similarly to the antennas presented in Section 2. The group delay is shown in Figure 15...
and displays sharp discontinuities resulting from the excitation of unintended resonant modes. The group delay computed from the corresponding dispersion model is also shown in Figure 15. The default model with a fixed delay cap $d_c$ of 4.7 ns at low frequencies is used here since the sharp discontinuities complicate improving the model with an optimized curve fit. The dispersion model is used to correct the radiated pulse as shown in Figure 16; it is not able to correct the ringing resulting from the unintended resonant modes since it no longer fully represents the group delay of the antenna. Thus, the sinuous antenna must be designed to mitigate such ringing, as outlined in [20], before the application of the simple log-periodic dispersion model.

**Figure 14.** Traditional sinuous antenna having parameters: $N = 4$ arms, $P = 20$ cells, $R_1 = 10$ cm, $\tau = 0.8547$, $\alpha = 65^\circ$, and $\delta = 22.5^\circ$. This antenna exhibits sharp discontinuities in the gain due to unintended resonate modes.

**Figure 15.** Full-wave simulation vs. simple model (default parameters with fixed delay cap $d_c$) of the group delay due to dispersion in the traditional sinuous antenna with resonances.
Figure 16. Dispersed radiated pulse at 2 m (left), and the corrected radiated pulse at 2 m after the dispersion model has been applied (right) for the traditional sinuous antenna with resonances. Note that the dispersion model does not compensate for the late-time ringing due to the unintended resonant modes.

6. Experimental Validation

In order to validate the analysis presented above, the 16-cell antenna defined in Section 2 was fabricated and measured. The dispersive nature of the antenna was investigated by measuring the response from a 5.08 cm diameter sphere. The sphere was placed 15.24 cm from the antenna on boresight and then scanned perpendicular to the antenna another 15.24 cm in 1.27 cm increments. The fabricated antenna in the measurement setup is shown in Figure 17.

Figure 17. Setup of the validation measurement showing the fabricated 16-cell sinuous antenna and the 5.08 cm spherical target at the boresight scan location.

The antenna was manufactured using an LPKF circuit board milling machine [34] out of 0.031” Rogers RT/duroid® 5880 laminate (1 oz. copper clad) [35]. The 5880 material has very low loss (tanδ of 0.0009 at 10 GHz) and a relative permittivity εr of 2.20 [35]. Simulations showed the effect of the substrate on the antenna’s dispersion to be small (see Figure 18). As can be seen from Figure 17, each set of opposing sinuous arms were placed on opposite sides of the substrate. This was done to simplify feeding the antenna. Only a single pair of arms was fed by a tapered microstrip balun while
the other pair of arms was terminated with a 221 Ω chip resistor resulting in the antenna producing linear (horizontal) polarization [20,36,37]. Simulation results showed the presence of the substrate lowered the input impedance to approximately 230 Ω (averaged over the band). The constructed balun was milled from 0.062” Rogers RT/duroid® 5880 laminate (0.5 oz. copper clad) and started as unbalanced 50 Ω microstrip, which was then tapered over a 150 mm length to balanced parallel stripline. The top trace was tapered linearly while an exponential taper was used for the ground plane. The microstrip was fed by an SMA edge connector. For structural stability, triangular braces were included (also cut from the 5880 material) and the balun had tabs that extended through slots cut into the antenna substrate, allowing plastic pins to hold the parts together [20]. A detailed model of the measured antenna, including the balun and SMA transition, was developed in CST Microwave Studio and simulated using the time-domain solver. The simulated and measured reflection coefficient vs. frequency is compared in Figure 19. As can be seen, the simulated and measured results correlate quite well.

![Figure 18](image1.png)

**Figure 18.** Full-wave simulations of the 16-cell antenna’s phase (left) and group delay (right) due to dispersion both with and without the inclusion of a substrate. Note that phase unwrapping starts at 10 GHz.

![Figure 19](image2.png)

**Figure 19.** Full-wave simulation vs. measurement of the 16-cell antenna with tapered balun feed. Reflection coefficient comparison (left) and 2” sphere target return pulse (right).

The target returns ($S_{11}$) were measured in the frequency domain from 10 MHz to 10 GHz with a vector network analyzer. The background, including the foam mast, was also measured at each scan location and subsequently removed from the target results by coherent subtraction. Note that the calibration plane is located at the SMA connection to the antenna; therefore, the time delay due to the balun is included in the results. The sans background target returns were then weighted by a Taylor window ($h = 15$ and $PSR = -80$) [38] and transformed to the time domain via inverse fast Fourier transform (IFFT). The measurement setup, i.e., antenna and 2” sphere on boresight, were also simulated and the resulting received (dispersed) pulses are compared in Figure 19. The waterfall diagram in Figure 20 shows the processed time-domain responses for each scan location both with and without dispersion compensation. The dispersion model parameters were determined by an optimization
process that maximized the cross-correlation of the boresight return with that of the time-domain window function i.e., the IFFT of the Taylor window. This was done to adjust the model for the presence of the substrate and feed. The optimized parameters were $\phi_0 = 16.23$ and $f_0 = 14.7 \text{ GHz}$. As can be seen, identifying aspects of the target are indistinguishable before dispersion compensation. With the dispersion model applied, the specular and creeping wave returns from the sphere become clearly visible. The model is also able to successfully remove the dispersion for the off-boresight scan locations.

![Figure 20. Waterfall plot of measured B-scan showing the dispersed (left) and corrected (right) time-domain responses from the measured 5.08 cm sphere. Both the specular and creeping wave reflections (denoted by the hyperbolic curves) are evident in the corrected results. Note that the results also contain the time delay due to the balun.](image)

7. Conclusions

Sinuous antennas embody many characteristics that are advantageous to GPR applications e.g., ultra-wideband (UWB) radiation and polarization diversity. However, they are dispersive, which reduces effectiveness when radiating UWB pulses. In this work, a model was presented for the compensation of dispersion in log-periodic sinuous antennas, which is based on antenna design parameters and can be optimized for best fit. The model was shown to have application for different sinuous antenna designs as well as in the vicinity of different soils. Additionally, it was shown that care must be taken when designing sinuous antennas to ensure the applicability of such dispersion models i.e., preventing unintended resonant modes. Both numerical and experimental scenarios were investigated with the model successfully used to compensate sinuous antenna dispersion, thereby improving range resolution for polarimetric GPR applications. Such a model may have advantages over applying simulated or measured phase information since the model is simplistic and can be adjusted in the field to accommodate any changes in antenna performance due to the environment.
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