MINIMAL HYPERSURFACES FOR GENERIC METRICS IN DIMENSION 8

YANGYANG LI AND ZHIHAN WANG

Abstract. We show that in an 8-dimensional closed Riemannian manifold with $C^\infty$-generic metrics, every minimal hypersurface is smooth and nondegenerate. This confirms a full generic regularity conjecture of minimal hypersurfaces in dimension eight. This also enables us to generalize many generic geometric properties of (Almgren-Pitts) min-max minimal hypersurfaces, previously only known in low dimensions, to dimension eight.
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1. Introduction

In Riemannian geometry, the theory of minimal surfaces has been the center since the 1760s, the era of L. Euler and J.-L. Lagrange. In particular, the well-known Plateau’s problem on the existence of minimal surfaces with a given boundary had been open for over a century and was solved independently by J. Douglas [Dou31] and T. Radó [Rad30] around 1930. Later, to solve the extended problem, especially higher-dimensional analogue, mathematicians have invented and developed geometric measure theory (GMT), which studies the geometric properties of sets via measure theory. The theory is successful in the sense that the Plateau’s problem can be solved within a nontrivial homology class, if one accepts that solutions are not necessarily smooth submanifold, but “area-minimizing rectifiable currents” or “stationary integral varifolds”. Moreover, the interior regularity theory also determines that the supports of these objects are indeed smooth if the ambient manifold has dimension between 3 and 7, and have singular sets of codimension at least 7 in higher dimensions [FF60, Sim68, Fed70, BDGG69, SS81, Wic14, CN13, NV20]. For simplicity, we will abuse the notion “minimal hypersurface” to denote stationary integral varifolds with optimal regularity as above and their corresponding currents or supports.

Built on these interior regularity results, the Almgren-Pitts min-max construction originated from the work of F.J. Almgren Jr. [Alm62, Alm65] and J. Pitts [Pit81] has resolved various problems related to minimal hypersurfaces in a closed Riemannian manifold \((M^{n+1}, g)\), especially in the recent decade due to the new ideas and techniques since the work of F.C. Marques and A. Neves [MN14, MN16, MN17, MN21]. Analogous to finding eigenvalues by the Reighley quotients, the theory identifies some critical values of the area functional via a variational method on multi-parameter sweepouts of (possibly singular) hypersurfaces,

\[ \{\omega_p(M, g)\}_{p \in \mathbb{N}^+}, \]

which is called the volume spectra of \((M, g)\). Each \(\omega_p(M, g)\) (p-width) can be realized by some stationary integral varifolds, and as in the previous
regularity result, their supports are smooth in low dimensions and possibly singular in higher dimensions. Moreover, in the case where the closed manifold $M^{n+1}(3 \leq n + 1 \leq 7)$ has a $C^\infty$ generic metric, more fascinating geometric properties of these min-max minimal hypersurfaces have been discovered, such as abundance, multiplicity one, density, Morse index estimates and so on [IMN18, MNS19, MN21, Zho20]. See Section 5 for more details.

These generic results heavily relies on the following structure theorem of minimal hypersurfaces by B. White [Whi91, Whi17].

**Theorem 1.1. (White’s Structure theorem)** Given a closed Riemannian manifold $M$, an integer $k \geq 4$, and $\alpha \in (0,1)$, let

- $\mathcal{G}^{k,\alpha}(M)$ be the space of $C^{k,\alpha}$ Riemannian metrics on $M$;
- $\mathcal{M}^{k,\alpha}(M)$ be the space of pairs $(g, \Sigma)$, where $g \in \mathcal{G}^{k,\alpha}(M)$ and $\Sigma$ is a smooth minimal hypersurface in $(M, g)$.

Then the projection map $\Pi : \mathcal{M}^{k,\alpha}(M) \to \mathcal{G}^{k,\alpha}(M)$ to the first factor is a Fredholm map with Fredholm index zero.

In particular, the regular values of $\Pi$, called **bumpy metrics**, form a generic subset $\mathcal{G}^{k,\alpha}_{bumpy}(M)$ of $\mathcal{G}^{k,\alpha}(M)$. For any $g \in \mathcal{G}^{k,\alpha}_{bumpy}(M)$, if $\Sigma$ is a smooth $g$-minimal hypersurface, then $\Sigma$ is non-degenerate.

Intuitively, for bumpy metrics, the area functional looks like a Morse function, and the critical points of the area functional are “discrete”, if there are “only” smooth minimal hypersurfaces. Therefore, in higher dimensions $(n + 1 \geq 8)$, the lack of generalized bumpy metrics for singular minimal hypersurfaces obstructs direct extension of the arguments for the geometric properties of min-max minimal hypersurfaces.

Although previous works of the first author [Li19, Li20a] have shown that some of these properties can be obtained without the usage of bumpy metrics, in the current project, we are more interested in the other aspect of this generalization, i.e., the question of generic regularity. In [Yau82], Yau has conjectured that a perturbation of the metric can eliminate the singularities of a given area minimizing hypersurface in its homology class. A more optimistic conjecture is the generic regularity in full as following.

**Conjecture** (Full generic regularity I). For a closed smooth manifold $M^{n+1}$ endowed with a (Baire) $C^\infty$-generic Riemannian metric $g$, every $g$-area homology minimizer is smooth.

Since the min-max construction doesn’t produce area minimizers generally, it is natural to extend this conjecture to min-max minimal hypersurfaces, i.e., those generated from the min-max theory.

**Conjecture** (Full generic regularity II). For a closed smooth manifold $M^{n+1}$ endowed with a (Baire) $C^\infty$-generic Riemannian metric $g$, every min-max $g$-minimal hypersurface is smooth.
In the following, we always assume that $M^8$ is a closed smooth manifold of dimension 8. Given a Riemannian metric $g$, an embedded smooth hyper-surface $\Sigma \subset (M^{n+1}, g)$ is called a locally stable minimal hypersurface (LSMH), if
\[
\mathcal{H}^n(\Sigma) < +\infty, \quad \mathcal{H}^{n-2}(\bar{\Sigma} \setminus \Sigma) = 0,
\]
and $\forall p \in M$, there’s a neighborhood $U_p$ in which $\Sigma$ is stable.

The goal of this paper is to prove the following theorem.

**Theorem 1.2.** Let $M$ be a closed smooth manifold of dimension 8, $k \geq 4$ or $k = \infty$, $\alpha \in (0, 1)$. Then for $C^{k,\alpha}$ generic metric $g$ on $M$, every embedded locally stable minimal hypersurface is regular and nondegenerate.

**Remark 1.3.** This can be viewed as a weak generalization of B. White’s structure theorem. In fact, we only need to verify the case where $k$ is finite. As in [Whi17], we can use similar arguments therein or [ACS17, Section 7.1] to extend our result to the case $k = \infty$.

Note that every minimal hypersurfaces obtained by Almgren-Pitts min-max theory (or Allen-Cahn min-max theory) is locally stable. Therefore, we confirm the full generic regularity conjecture II in dimension eight.

**Corollary 1.4.** Let $M$ be a closed smooth manifold of dimension 8, $k \geq 4$ or $k = \infty$. Then for $C^{k,\alpha}$ generic metric $g$ on $M$, every minimal hypersurface generated from Almgren-Pitts min-max theory (or Allen-Cahn min-max theory) is regular and nondegenerate.

Historically, in dimension 8, Yau’s generic smoothing conjecture of area minimizing hypersurface was affirmed by N. Smale [Sma93] in 1993, using the Hardt-Simon analysis of area-minimizing hypercones in $\mathbb{R}^8$ [HS85] (Mazzeo-Smale [MS94] also extended this to higher dimensions with technical assumptions on the singularities in 1994). Recently, Chodosh-Liokumovich-Spolaor [CLS20] showed that in the case of positive Ricci curvature, the first-width min-max minimal hypersurfaces can be smoothened via a metric perturbation as well. These have implied that in a generic closed 8-dimensional Riemannian manifold with suitable topological assumption ($\text{H}_7(M^8) \neq 0$) or geometric assumption ($\text{Ric}(M^8) > 0$) as above, there exists at least one smooth minimal hypersurface. Inspired by their work, we [LW20] removed those assumptions and proved the generic existence of a smooth minimal hypersurface in $M^8$.

The main theorem herein genuinely improves our previous work on the generic existence. Unlike our previous proof, the approach herein is more systematic, self-contained, and independent of the min-max theory in the course.

1.1. **Outline of the proof.** The main idea is to control and even reduce the singular capacity (See Section 2) of minimal hypersurfaces, an integer-value geometric quantity which counts singular points with weights.
Given \((M^8,g)\), for any fixed \(\Lambda > 0\) and \(I > 0\), we would consider all the minimal hypersurfaces with area bounded above by \(\Lambda\) and Morse index bounded above by \(\Lambda\). One can verify that the singular capacity over them has a uniform upper bound, and the maximum value can only be realized by finitely many minimal hypersurfaces.

Then, we appeal to a generic perturbation of the metric \(g\), so that the singular capacity of the finite set of minimal hypersurfaces mentioned above would decrease at least by 1. Once this is established, by a simple induction argument, one will be able to find a metric where all the minimal hypersurfaces with bounded area and bounded index have 0 singular capacity, i.e., are smooth.

To prove the existence of such a generic perturbation, we will investigate the relation between the singular behavior of a sequence of minimal hypersurfaces and the induced Jacobi field on their limiting minimal hypersurface. Roughly speaking, we shall show that if the singular capacity of the limiting one isn’t strictly greater than that of the sequence, then the induced Jacobi field lives in a subspace, i.e., the space of functions of slower growth. In view of White’s Structure Theorem, this means the limiting minimal hypersurface is degenerate in certain sense and is expected to not happen if the metric is chosen generic a priori (see Corollary 3.5 for the precise statement of generic semi-nondegeneracy). A further generic perturbation of metrics is then indeed possible.

Finally, by taking \(\Lambda \to \infty\) and \(I \to \infty\), one can see that there exist Riemannian metrics where every minimal hypersurfaces is smooth, and furthermore, they are dense in the space of all Riemannian metrics.

1.2. Organization of the paper. In Section 2, we give a definition of locally stable minimal hypersurfaces, and recall the properties of their singularities using the analysis of [Wan20]. We also review the notions of cone decomposition discussed in Edelen’s work [Ede21] and singular capacity introduced in our previous work [LW20]. Note that the notion of cone decomposition will only be used in Part 2, so the first time reader may ignore it until Section 6.

We prove the full generic regularity conjecture and its applications in min-max theory in Part 1 (Section 3 - 5).

In Section 3, we introduce the notion “canonical (pseudo-)neighborhood” and the related generic semi-nondegeneracy results (See the definition in Section 2). This can be viewed as a first step generalization of White’s Structure Theorem to singular minimal hypersurfaces. The proofs of these are very involved, so are postponed to Part 2.

In Section 4, with the genericity results in the previous section and the aid of singular capacity, we confirm the full regularity conjecture.

In Section 5, we show some applications of the main result in Almgren-Pitts theory.

All the technical work will be included in Part 2 (Section 6 - 9).
In Section 6, we focus on stable minimal hypercones. We investigate the asymptotic rates of a Jacobi function and the graphical property of nearby minimal hypersurfaces, which would be useful in the later sections.

In Section 7, by estimating growth rate of graphical functions, we show that a sequence of pairs of minimal hypersurfaces close enough (in the $L^{k,\alpha}$ sense) would induce a Jacobi field of slower growth.

In Section 8, we unwrap the Sard-Smale type arguments in White’s structure theorem to show that semi-nondegenracy is a generic property for canonical (pseudo-)neighborhood, so as to prove Theorem 3.3.

In Section 9, inspired by Edelen’s cone decomposition, we introduce a two-step decomposition scheme to show that countably many “canonical (pseudo-)neighborhoods” could cover the whole space.

In Appendix A, we finish the proof of Lemma 6.1.

In Appendix B, we explicitly write down various estimates for minimal graphs.

In Appendix C, we affirm a question on singular sheeting property asked by Ilmanen [Ilm96] in dimension 8. As an application, we extend our definition of singular capacity in [LW20] to one-sided minimal hypersurfaces as well.

In Appendix D, we review some important results from [Wan20].
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2. Preliminaries

Let $(M^{n+1}, g)$ be a closed Riemannian manifold where $n + 1 = 8$, and an integer $k \geq 4$ and a real number $\alpha \in (0, 1)$. We first list some notations in geometric measure theory. Interested readers may refer to [Sim84].

- $\mathcal{V}_n(M)$: the space of $n$-dimensional varifolds in $M$;
- $\mathcal{F}$: the metric on $\mathcal{V}_n(M)$ defined by
  \[
  \mathcal{F}(V, W) = \sup \{ \|V\|(f) - \|W\|(f) : f \in C^1(M), |f| \leq 1, |Df| \leq 1 \}.
  \]
  Moreover, $\mathcal{F}(V, W) := \mathcal{F}(V_1 \cup U, V_2 \cup U)$ for any open subset $U$;
- $\mathcal{I}_n(M; \mathbb{Z}_2)$: the space of $n$-dimensional mod 2 flat chains in $M$ endowed with the $\mathcal{F}$ metric;
- $\mathcal{I}\mathcal{V}_n(M)$: the space of $n$-dimensional integral varifolds in $M$;
- $\mathcal{R}(M)$: the space of $n$-dimensional integral varifold in $M$ whose support is regular away from a closed singular set of Hausdorff dimension at most $n - 7$;
- $|\Sigma|$: the associated integral varifold for a hypersurface $\Sigma$;
- $\|V\|$: the associated Radon measure for $V \in \mathcal{I}\mathcal{V}_n(M)$;
• $\theta_{V,g}(a,r)$: the density ratio of a varifold $V$ in the geodesic ball $B^g(a,r) \subset (M,g)$. If $\lim_{r \to 0^+} \theta_{V,g}(a,r)$ exists, we define the density of $V$ at $a$ as

$$\theta_{V,g}(a) := \lim_{r \to 0^+} \theta_{V,g}(a,r).$$

Here, the subscript $g$ will be omitted if there is no ambiguity;

• $C$: the collection of regular stable minimal hypercones $C^7$ in $\mathbb{R}^8$;

• $C_\Lambda$: the subset of $C$ with density at the origin bounded above by $\Lambda$;

• $G_k,\alpha(M)$ be the space of $C^{k,\alpha}$-Riemannian metrics on $M$, which is naturally a Banach manifold;

• $M_k,\alpha(M)$ be the space of pairs $(g,\Sigma)$, where $g \in G_k,\alpha(M)$ and $\Sigma$ is a connected LSMH, two-sided or one-sided, in $(M,g)$; This space is endowed with the topology induced by $C^{k,\alpha}$-convergence in the $g$ factor and multiplicity 1 $F$-convergence in the $\Sigma$ factor;

• $\Pi: M_k,\alpha(M) \to G_k,\alpha(M)$ be the projection onto the first factor;

• $\eta_{p,r}: M \to \mathbb{R}^{n+1}$ defined by $\eta_{p,r}(x) := \exp^{-1}(x)/r$ where we identify $T_p M$ with $\mathbb{R}^{n+1}$.

Let $\Sigma \subset (M^{n+1},g)$ be a $C^2$ (one-sided or two-sided) hypersurface. Throughout this article, every such hypersurface $\Sigma$ is assumed to have

$$\mathcal{H}^n(\Sigma) < +\infty, \quad \mathcal{H}^{n-2}(\Sigma \setminus \Sigma) = 0.$$

Let

• $\text{Reg}(\Sigma) := \{x \in \Sigma: \Sigma \text{ is an embedded } C^2 \text{ hypersurface near } x\}$;

• $\text{Sing}(\Sigma) := \Sigma \setminus \text{Reg}(\Sigma)$.

By modifying $\Sigma$ up to a measure zero set, we may assume without loss of generality that $\Sigma = \text{Reg}(\Sigma)$. In particular, $\Sigma$ is said to be regular if $\text{Sing}(\Sigma) = \emptyset$.

For an open subset $U \subset M$, recall $\Sigma$ is called two-sided in $U$ if there exists a globally defined unit normal field $\nu$ on $\Sigma \cap U$; if not, then it's called one-sided in $U$. Note that since $\mathcal{H}^{n-2}(\text{Sing}(\Sigma)) = 0$, when $U$ is simply connected, $\Sigma$ is always two-sided in $U$.

When $\Sigma$ is connected and one-sided in $M$, there's a unique double cover $\pi : M \to M$ such that $\Sigma := \pi^{-1}(\Sigma) \subset (M,\hat{g} := \pi^*g)$ is a connected two-sided $\mathbb{Z}_2$-invariant LSMH, where $\mathbb{Z}_2$ acts on $M$ by deck transformation. This also induces a natural $\mathbb{Z}_2$-action on $C^0_{loc}(\Sigma)$ by $(-1,f) \mapsto \hat{f}$, where $\hat{f}(x) := -f(-x)$. For any subset $\mathcal{F} \subset C^0_{loc}(\Sigma)$, denote by

$$\mathcal{F}^{\mathbb{Z}_2} := \{f \in \mathcal{F}: \hat{f} = f\}.$$

The Riemannian metric on $\Sigma$ is induced from $(M,g)$. Since we may deal with families of minimal hypersurfaces and metrics, we may use notations $\nabla_{\Sigma,g}$, $\Delta_{\Sigma,g}$, etc. to emphasis that they are operators with respect to $\Sigma,g$, but may omit the subscript if there's no confusion. Locally, by choosing an orthonormal frame $\{e_i\}$ of $\Sigma$, we can let
\( (\vec{A}_{\Sigma,g})_{ij} := (e_i \cdot \nabla^g e_j) \) be the second fundamental form of \( \Sigma \);
\( \vec{H}_{\Sigma,g} := (\sum_i e_i \cdot \nabla^g e_i) \) be the mean curvature vector of \( \Sigma \).

Recall that \( \Sigma \) is minimal in \((M,g)\) if and only if \( \vec{H}_{\Sigma,g} = 0 \).

Following [SS81], a minimal hypersurface \( \Sigma \subset (M,g) \) is called stable in an open subset \( U \subset M \), if for every \( C^2 \) family of diffeomorphism \( \{\phi_t : U \to U\}_{t \in (-1,1)} \) such that \( \phi_t = id_U \) near \( \partial U \), we have

\[
\frac{d^2}{dt^2} \bigg|_{t=0} \mathcal{H}^n(\phi_t(\Sigma)) \geq 0.
\]

By [SS81], since \( n + 1 = 8 \), a stable minimal hypersurface \( \Sigma \) has isolated singular set. If \( \Sigma \) admits a global unit normal field \( \nu = \nu_{\Sigma,g} \) in \( U \), then \( \Sigma \) being stable in \( U \) is equivalent to that

\[
Q_{\Sigma,g}(\varphi,\varphi) := \int_{\Sigma} |\nabla_{\Sigma,g}\varphi|^2 - (|A_{\Sigma,g}|^2 + \text{Ric}_g(\nu,\nu))\varphi^2 \geq 0, \quad \forall \varphi \in C^2_c(\Sigma \cap U).
\]

In this case, let

\[
L_{\Sigma,g} := \Delta_{\Sigma,g} + |A_{\Sigma,g}|^2 + \text{Ric}_g(\nu,\nu),
\]

be the Euler-Lagrange operator associated to \( Q_{\Sigma,g} \), called Jacobi operator. Any solution \( u \in C^2_{\text{loc}}(\Sigma) \) to \( L_{\Sigma,g}u = 0 \) is called a Jacobi field.

**Definition 2.1.** A \( C^2 \) hypersurface \( \Sigma \) is a locally stable minimal hypersurface (LSMH) if for every \( p \in M \), there exists some neighborhood \( U_p \ni p \) in which \( \Sigma \) is stable.

Following [MN16], the Morse index of a two-sided LSMH \( \Sigma \subset (M^{n+1},g) \) is defined by

\[
\text{index}(\Sigma) := \sup \left\{ \dim \mathcal{L} : \mathcal{L} \subset X(M) \text{ is a linear subspace such that} \right. \frac{d^2}{dt^2} \bigg|_{t=0} \mathcal{H}^n(e^{tX}(\Sigma)) < 0, \forall 0 \neq X \in \mathcal{L} \right\}.
\]

It is proved in [Wan20, Corollary 3.7] that a two-sided LSMH in a closed manifold always has finite index, and coincides with the index of its Jacobi operator. (See Appendix D for details.) By convention, we define the index of a one-sided LSMH to be the index of its two-sided double cover.

If \( \Sigma \) admits a global unit normal field \( \nu \), for any \( E \subset \Sigma \) and function \( u : E \to \mathbb{R} \), let

\[
\text{graph}_{\Sigma,g}(u) := \{\exp^g_x(u(x) \cdot \nu(x)) : x \in E\},
\]

be the graph of \( u \) over \( \Sigma \). In Appendix B, we carefully analyze the geometry of \( \text{graph}_{\Sigma,g}(u) \).

**Definition 2.2.** For every \( x \in \Sigma \), we define the regularity scale \( r_S(x) := r_S(x; M, g, \Sigma) \) of \( \Sigma \) at \( x \) to be the supremum among all \( r \in (0, \text{injrad}(x; M, g)/2) \) such that,
• $r^2 \| Rm_g \|_{C^0, B^g(x)} + r^3 \| \nabla Rm_g \|_{C^0, B^g(x)} \leq 1/10$;

• In $T_x M$,

$$
\frac{1}{r} (\exp_g^x)^{-1}(\Sigma) \cap B_1 = \text{graph}_L u \cap B_1,
$$

for some linear hyperplane $L \subset T_x M$ and $u \in C^3(L)$ with $\| u \|_{C^3} \leq 1/10$.

It’s easy to check by definition that,

(i) If $(M, g, \Sigma) \neq (\mathbb{R}^{n+1}, g_{\text{eucl}}, \mathbb{R}^n)$, then $r_\Sigma < +\infty$;

(ii) $r_\Sigma$ is locally Lipschitz on $\Sigma$ and $r_\Sigma(x) \to 0$ when $x \to x_0 \in \Sigma \setminus \Sigma$;

(iii) $|A_\Sigma|^2 + |Rm_g| \leq C_n \cdot r^{-2}_\Sigma$ on $\Sigma$;

(iv) When $n + 1 = 8$ and $\Sigma$ is a LSMH in a closed manifold $(M, g)$, there exists constant $C(M, g, \Sigma) > 1$ such that

$$
C^{-1} r_\Sigma \leq \text{dist}_g(\Sigma, \text{Sing}(\Sigma)) \leq Cr_\Sigma.
$$

For every open subset $U \subset \Sigma$ and every integer $k \geq 0$, let $L^2_{\text{loc}}(U)$, $W^{1,2}_{\text{loc}}(U)$ and $C^k_{\text{loc}}(U)$ to be the space of locally $L^2$, $W^{1,2}$ and $C^k$ functions respectively; Also let $L^2(U)$, $W^{1,2}(U)$ and $C^k(U)$ be the space of functions with finite $L^2$, $W^{1,2}$ and $C^k$ norms respectively.

For $\phi \in C^k(\Sigma)$ where $k = 0, 1$ or $2$, and a subset $E \subset \Sigma$, we define

$$
\| \phi \|_{C^k_{\text{loc}} E, g} := \sup_{x \in E} \sum_{j=0}^k r_\Sigma(x)^{j-1} |\nabla_{\Sigma, g}^j \phi|(x).
$$

When $E = \Sigma$, we may omit the subscript $E$ and if there’s no ambiguity about choice of metric, then we may also omit the subscript $g$. The reason we use this norm is that it’s invariant under rescalings, i.e. for every $\lambda > 0$, we have that $\text{graph}_{\Sigma, \lambda^2 g}(\lambda \phi) = \text{graph}_{\Sigma, g}(\phi)$ and that

$$
\| \lambda \phi \|_{C^k_{\text{loc}} E, \lambda^2 g} = \| \phi \|_{C^k_{\text{loc}} E, g}.
$$

### 2.1 Stable Minimal Hypercone

Let $C \subset \mathbb{R}^{n+1}$ be a stable minimal hypercone, with normal field $\nu$. Since $n + 1 = 8$, $C$ has isolated singularity at $0$, or equivalently, $S := C \cap S^n$ is a regular minimal hypersurface in $S^n$. Such a cone with only isolated singularity at $0$ is called a regular cone in higher dimensions. By the Łojasiewicz inequality [Sim83], the densities of stable minimal hypercones in $(\mathbb{R}^8, g_{\text{eucl}})$ form a discrete set,

$$
\{ \theta_C(0) : C \subset \mathbb{R}^8 \text{ stable minimal hypercone} \} = \{ 1 = \theta_0 < \theta_1 < \theta_2 < \cdots \rightarrow +\infty \}.
$$

We can parametrize $C$ by

$$
(0, +\infty) \times S \to C, \quad (r, \omega) \mapsto x = r \omega.
$$

Recall by [Sim68], the Jacobi operator of $C$ is decomposed under this parametrization as

$$
L_C = \partial_r^2 + \frac{n-1}{r} \partial_r + \frac{1}{r^2} (\Delta_S + |A_S|^2),
$$
where $A_S$ is the second fundamental form of $S$ in $\mathbb{S}^n$.

To describe the space of Jacobi fields on $C$, let

$$\mu_1 < \mu_2 \leq \mu_3 \leq \cdots \nearrow +\infty$$

be the eigenvalues of $-(\Delta_S + |A_S|^2)$, and

$$\varphi_1, \varphi_2, \cdots$$

be the corresponding $L^2(S)$-orthonormal eigenfunctions, where $\varphi_1 > 0$. By [Sim68], the stability of $C$ is equivalent to that $\mu_1 \geq -(n-2)^2/4$. And for every nontrivial regular minimal hypercone $C \subset \mathbb{R}^{n+1}$, we have $\mu_1 \leq -n+1$, $\mu_2 \leq 0$. By [CHS84], a general Jacobi field $v \in C^\infty(C)$ is given by a linear combination of homogeneous Jacobi fields,

$$v(r, \omega) = \sum_{j \geq 1} \left( v^+_j (r) + v^-_j (r) \right) \varphi_j(\omega),$$

where

$$v^+_j (r) = c^+_j \cdot r^{\gamma^+_j};$$

$$v^-_j (r) = \begin{cases} c^-_j \cdot r^{\gamma^-_j}, & \text{if } \mu_j > -(n-2)^2/4; \\ c^-_j \cdot r^{\gamma^-_j} \log r, & \text{if } \mu_j = -(n-2)^2/4. \end{cases}$$

for some $c^\pm_j \in \mathbb{R}$ and

$$\gamma^+_j = \gamma^+_j(C) := -\frac{n-2}{2} \pm \sqrt{\mu_j + \frac{(n-2)^2}{4}}.$$ 

Note that $\mu_j = -(n-2)^2/4$ if and only if $j = 1$ and $\gamma^+_1 = \gamma^-_1 = -(n-2)/2$.

Clearly, if $\{C_k\}_{1 \leq k \leq \infty}$ is a family of regular cone such that

$$\mathbf{F}(\|C_k\|, \|C_\infty\|) \to 0$$

then the asymptotic spectrum also converges: For every $j \geq 1$, as $k \to \infty$,

$$\mu_j(C_k) \to \mu_j(C_\infty).$$

For later reference, we define the asymptotic spectrum of $C$ by

$$\Gamma(C) := \{ \gamma^\pm_j : j \geq 1 \}.$$ 

For every $\Lambda > 0$, we denote $\mathcal{C}_\Lambda$,

$$\mathcal{C}_\Lambda := \{ \text{stable minimal hypercone } C \subset \mathbb{R}^{n+1} : \|C\|(B_1) \leq \Lambda \}. $$

By [SS81] and [Wan22, Lemma 3.2], for each $\Lambda > 0$, $\mathcal{C}_\Lambda$ is compact under $\mathbf{F}$-metric.

**Lemma 2.3.** For every $\Lambda > 0$,

$$\gamma_{\text{gap}, \Lambda} := \inf \{ \gamma^+_2(C) - \gamma^+_1(C) : C \in \mathcal{C}_\Lambda \} > 0.$$

Here we use the convention that $\inf \emptyset = +\infty$.

**Proof.** Since $\mathcal{C}_\Lambda$ is $\mathbf{F}$-compact and $\gamma^+_2(C) - \gamma^+_1(C)$ is continuous w.r.t. the $\mathbf{F}$-metric, $\gamma_{\text{gap}, \Lambda}$ (if not $+\infty$) is realized by some $C \in \mathcal{C}_\Lambda$, and hence is positive. \(\square\)
2.2. **Singularities of LSMH.** It is known from [SS81, Ilm96] that near each singular point \(p\), an LSMH \(\Sigma \subset M^{n+1}\) is modeled on stable minimal hypercones. More precisely, for every \(r_j \searrow 0\), the blow up sequence \(\eta_{p,r_j}(\Sigma)\) \(F\)-subconverges to some stable minimal hypercone \(C \subset \mathbb{R}^{n+1}\) with multiplicity 1, which is called a tangent cone of \(\Sigma\) at \(p\). When \(n+1 = 8\), since every stable minimal hypercone is regular, by [Sim83], the tangent cone of \(\Sigma\) at \(p\) is independent of the choice of blow-up radii \(\{r_j\}\), and can be denoted by \(C_p \Sigma\) in this paper. Moreover, by adapting the proof in [Sim83], [Ede21, Theorem 6.3] proved a quantitative version of uniqueness of tangent cone. This will be discussed in Section 6 in detail.

Let \(\Sigma\) be an LSMH in a closed manifold \((M^8, g)\) with a singularity \(p\). For a \(L^2_{loc}\)-function \(v\) defined near \(p\), [Wan20, Section 3.3] introduced the notion of **asymptotic rate** of \(v\) at \(p\), defined to be

\[ \mathcal{AR}_p(v) := \sup \{ \gamma : \lim_{s \searrow 0} \int_{A^q(p; s, 2s)} v^2 \cdot \rho^{-n-2\gamma} d\|\Sigma\| = 0 \}, \]

where \(\rho(x) := \text{dist}_g(x, \text{Sing}(\Sigma))\) is the distance function to the singular set, and \(A^q(p; s, t)\) is the geodesic annulus in \((M, g)\) centered at \(p\) with inner radius \(s\) and outer radius \(t\). Heuristically, if \(v\) grows like \(\rho^\gamma\) near \(p\), then \(\mathcal{AR}_p(v) = \gamma\).

The advantage of this asymptotic rate is that it relates the behavior of Jacobi fields on \(\Sigma\) near \(p\) with the asymptotic spectrum of \(C_p \Sigma\). For example, by [Wan20, Section 3.3] we have,

**Lemma 2.4.** Suppose that a nonzero function \(u \in W^{2,2}_{loc}(\Sigma)\) satisfies \(L_{\Sigma,g} u \in L^\infty(\Sigma)\). Then \(\mathcal{AR}_p(u) \in (-\infty) \cup \Gamma(C_p \Sigma) \cup [1, +\infty]\).

In addition,

(i) If \(u \in W^{1,2}(\Sigma)\), then \(\mathcal{AR}_p(u) \geq \gamma^+_1(C_p \Sigma)\);

(ii) If \(u > 0\) and \(L_{\Sigma,g} u\) vanishes near \(p\), then \(\mathcal{AR}_p(u) \in \{\gamma^+_1(C_p \Sigma)\}\);

(iii) If \(\mathcal{AR}_q(u) > -(n-2)/2\) for every \(q \in \text{Sing}(\Sigma)\), then

\[ \int_\Sigma |\nabla_{\Sigma,g} u|^2 + \rho^{-2} u^2 d\|\Sigma\| < +\infty. \]

In particular, if \(u, v \in W^{2,2}_{loc}(\Sigma)\) such that \(L_{\Sigma,g} u, L_{\Sigma,g} v \in L^\infty(\Sigma)\) and that \(\mathcal{AR}_q(u) > -(n-2)/2, \mathcal{AR}_q(v) > -(n-2)/2\) for every \(q \in \text{Sing}(\Sigma)\), then we can do the following integration by parts,

\[ \int_\Sigma u \cdot L_{\Sigma,g} v d\|\Sigma\| = \int_\Sigma v \cdot L_{\Sigma,g} u d\|\Sigma\|. \]

**Proof.** It follows from [Wan20, Lemma 3.14] that if \(-\infty < \mathcal{AR}_p(u) < 1\), then

\[ \mathcal{AR}_p(u) \in \Gamma(C_p \Sigma). \]

Furthermore, (i) follows from [Wan20, Corollary 3.17 (1)], and (ii) follows from [Wan20, Corollary 3.15].
To prove (iii), first note that $\mathcal{AR}_q(u) > -(n-2)/2$ implies the existence of $\gamma > -(n-2)/2$ and $s_0 > 0$ satisfying that for every $s \in (0, s_0)$,

$$\int_{A^\theta(q,s,2s)} u^2 \, d\|\Sigma\| \leq s^{n+2\gamma}.$$  

(2.11)

By taking sum of (2.11) over $s = 2^{-l}s_0$, $l \geq 1$ and all singularities, we get

$$\int_{B^\theta(\text{Sing}(\Sigma),s_0)} u^2 \rho^{-2} \, d\|\Sigma\| < +\infty.$$  

(2.12)

Now to estimate the energy, let $\varphi \in C^\infty_c((1/2, +\infty), [0, 1])$ be a non-negative cut-off function which equals to 1 on $[1, +\infty)$. Then for every $0 < r << 1$, let $\varphi_r := \varphi(\rho/r)$, and we have an energy estimate,

$$\int_{\Sigma} |\nabla_{\Sigma,g} u|^2 \varphi_r^2 \leq \int_{\Sigma} C(n,g)(|\nabla \varphi_r|^2 + 1 + |A_{\Sigma,g}|^2)u^2 + |L_{\Sigma,g} u| \cdot |u| \cdot \varphi_r^2,$$

(2.13)

Since $|\nabla \varphi_r| \leq C(\varphi) r^{-1} \cdot \chi_{|r/2 \leq \rho \leq r)} \leq C'(\varphi) r^{-1}$, $|A_{\Sigma,g}| \leq C(g, \Sigma) r^{-1}$ and $L_{\Sigma,g} u \in L^\infty(\Sigma)$, (2.12) implies that the right hand side is bounded as $r \to 0$. In particular, we have

$$\int_{\Sigma} |\nabla_{\Sigma,g} u|^2 + \rho^{-2} u^2 \, d\|\Sigma\| < +\infty.$$  

Therefore, we can the integration by parts simply following from a standard cut-off argument with the estimates above. \hfill \Box

**Definition 2.5 (Slower growth).** A function $u \in L^2_{loc}(\Sigma)$ is a function of slower growth, if $\forall p \in \text{Sing}(\Sigma)$,

$$\mathcal{AR}_p(u) \geq \gamma_2^+(C_p \Sigma).$$

In particular, if $\text{Sing}(\Sigma) = \emptyset$, the condition is always satisfied for any $L^2$ function.

Similarly, when $\Sigma$ is two-sided, a Jacobi field on $\Sigma$ is a **Jacobi field of slower growth** if it is a function of slower growth. We denote by $\text{Ker}^+ L_{\Sigma,g}$ the space of all the Jacobi fields of slower growth on $\Sigma \subset (M, g)$.

A two-sided LSMH $\Sigma$ is called **semi-nondegenerate**, if

$$\text{Ker}^+ L_{\Sigma,g} = \{0\}.$$  

Following the notation in (2.1), a one-sided connected LSMH $\Sigma$ is called **semi-nondegenerate**, if its connected two-sided double cover $\hat{\Sigma}$ has

$$(\text{Ker}^+ L_{\hat{\Sigma},g})^{\mathbb{Z}_2} = \{0\}.$$  

**Remark 2.6.** By definition, if $\text{Sing}(\Sigma) = \emptyset$, then $\Sigma$ is semi-nondegenerate if and only if $\Sigma$ is nondegenerate.

By Lemma 2.3, for every stable minimal hypercone in $\mathbb{R}^8$, we have $\gamma_2^+ > \gamma_1^+ \geq -(n-2)/2$. Thus by Lemma 2.4, a Jacobi field of slower growth has finite energy.
The following Theorem generalizes [LW20, Lemma 2.24] to semi-nondegenerate or one-sided LSMH, and plays an important role in the proof of Theorem 1.2.

**Theorem 2.7.** Let $k \geq 4$ be an integer, $\alpha \in (0, 1)$, and $\Sigma \subset (M^8, g)$ be a semi-nondegenerate LSMH with $\text{Sing}(\text{Sing}) \neq \emptyset$. Then there exists an open dense subset $\mathcal{F}^{k,\alpha} \subset C^{k,\alpha}(M)$ depending on $\Sigma, M, g$ with the following property. For any $f \in \mathcal{F}^{k,\alpha}$, and $j \geq 1$, Suppose that

(a) $g_j = (1 + t_j f_j)g$ is a family of metrics, where either $\mathbb{R} \ni t_j \searrow 0$ and $f_j \rightarrow f$ in $C^4(M)$ as $j \rightarrow \infty$, or $t_j \equiv 0$ for all $j$.

(b) $\Sigma_j \subset (M, g_j)$ is an LSMH with $\text{index}(\Sigma_j) = \text{index}(\Sigma)$, and $\mathcal{F}(|\Sigma_j|_{g_j}, |\Sigma|_g) \rightarrow 0$, as $j \rightarrow \infty$.

Then there exists $p \in \text{Sing}(\Sigma)$ and some neighborhood $U_p \subset M$ both depending on the sequence $\{(g_j, \Sigma_j)\}$ such that for infinitely many $j >> 1$,

$$\text{Sing}(\Sigma_j) \cap U_p = \emptyset.$$

For the sake of completeness, we include a proof of this Theorem in Appendix D, which is a modification of [LW20] based on [Wan20].

### 2.3. Cone Decompositions à la Edelen.

In the recent work of N. Edelen [Ede21], he proved a finite parametrization result of all the minimal hypersurfaces near a given minimal hypersurface in a closed 8-dimensional Riemannian manifold. The main difficulty lies in the parametrization near a singular point. Therein, Edelen introduces a notion of cone decomposition to overcome this issue.

**Definition 2.8 (Strong Cone Region, [Ede21, Definition 6.0.3]).** Let $g$ be a $C^2$ metric on $B(a, R) \subset \mathbb{R}^8$, and $V$ an integral varifold on $(B(a, R), g)$. Given $C \in C, m \in \mathbb{N}, \beta, \tau, \sigma \in [0, 1/4], \rho \in [0, R]$, we say that $V \upharpoonright (A(a, \rho/8, R), g)$ is a $(C, m, \beta)$-strong-cone region if there are $C^2$ functions

$$\left\{ u_j : (a + C) \cap \mathbb{A}(a, \rho/8, R) \rightarrow C^1 \right\}_{j=1}^m$$

so that for any $r \in [\rho, R] \cap (0, \infty)$,

1. Small $C^2$ norms: $r^{-1}|u_j| + |\nabla u_j| + r|\nabla^2 u_j| \leq \beta$, for any $j = 1, \cdots, m$;
2. Almost constant density ratios: $m \theta_C(0) - \beta \leq \theta_V(a, r) \leq m \theta_C(0) + \beta$;
3. Multigraph: $V \upharpoonright \mathbb{A}(a, \rho/8, R) = \sum_{j=1}^m \text{graph}_{a+C}(u_j) \cap \mathbb{A}(a, \rho/8, R)$.

In this case, for simplicity, we will also call $\mathbb{A}(a, \rho, R)$ a strong-cone region for $V$.

**Definition 2.9 (Smooth model, [Ede21, Definition 7.0.1]).** Given $\Lambda, \gamma \geq 0, \sigma \in (0, 1/3)$, a tuple $(S, C, \{(C_\alpha, B(y_\alpha, r_\alpha))\}_\alpha)$ is called a $(\Lambda, \sigma, \gamma)$-smooth model if
• $S$ is a stationary integral 7-varifold in $(\mathbb{R}^8, g_{\text{eucl}})$ with
  \[ \theta_S(0, \infty) \leq \Lambda; \]
• $C, \{C_\alpha\}_\alpha \subset C^1$;
• $\{B(y_\alpha, 2r_\alpha)\}$ is a finite collection of disjoint balls in $\mathbb{B}_{1-3\sigma}$;
such that the following are satisfied:
  1. $S$ can be represented by a union of disjoint closed smooth embedded minimal hypersurfaces in $\mathbb{R}^8 \setminus \{y_\alpha\}_\alpha$ with multiplicities, i.e.,
     \[ S = m_1|S_1| + m_2|S_2| + \cdots + m_k|S_k|; \]
  2. $S_\cup(A(0, 1, \infty), g_{\text{eucl}})$ is a $(C, m, \gamma)$-strong-cone region;
  3. For each $\alpha$, there is a $j$ so that $\text{spt} S \cap \mathbb{A}(y_\alpha, 0, 2r_\alpha) = S_j \cap \mathbb{A}(y_\alpha, 0, 2r_\alpha)$, and it is a $(C_\alpha, 1, \gamma)$-strong-cone region.
If there is no ambiguity, we will refer to the smooth model as $S$ for simplicity.

**Definition 2.10** (Smooth model scale constant, [Ede21, Definition 7.0.2]). Given a $(\Lambda, \sigma, \gamma)$-smooth model $S$, we let $\varepsilon_S$ be the largest number $\leq \min(1, \min_\alpha \{r_\alpha\})$ for which the graph map
\[
\text{graph}_S : T^+ (\bigcup_j S_j) \to \mathbb{R}^8, \quad \text{graph}_S(x, v) := x + v,
\]
is diffeomorphism from \( \left\{ (x, v) \in T^+ (\bigcup_j S_j) : x \in \mathbb{B}_2 \setminus \bigcup_\alpha \mathbb{B}(y_\alpha, r_\alpha/8), |v| < 2\varepsilon_S \right\} \) onto its image, and satisfies
\[
|D \text{graph}_S|_{(x,v)} - \text{Id}| \leq |\varepsilon_S|^{-1}|v|.
\]

**Definition 2.11** (Smooth region, [Ede21, Definition 7.0.3]). Given a smooth model $S$, a $C^2$ metric $g$ on $\mathbb{B}(a, R) \subset \mathbb{R}^8$, and $\beta \in (0, 1)$, we say that an integral varifold $V_\cup(\mathbb{B}(a, R), g)$ is an $(S, \beta)$-smooth region if for each $i = 1, \cdots, k$, there are $C^2$ functions \( \{u_{ij} : S_i \to S_i^{\beta} \}_{j=1}^{m_i} \) so that
\[
(\eta_{\alpha,R})_\gamma V \cap (\mathbb{B}_1 \setminus \bigcup_\alpha \mathbb{B}(y_\alpha, \gamma/4) ) = \sum_{i=1}^k \sum_{j=1}^{m_i} \left[ \text{graph}_{S_i}(u_{ij}) \cap \mathbb{B}_1 \setminus \bigcup_\alpha \mathbb{B}(y_\alpha, \gamma/4) \right] R^{-2(\eta_{\alpha,R})^\gamma},
\]
and
\[
|u_{ij}|_{\mathcal{C}_2(S_i)} \leq \beta \varepsilon_S, \quad \forall i, j,
\]
where $\varepsilon_S$ is a scale constant in the previous definition.

In this case, for simplicity, we will also call $\mathbb{B}(a, R)$ a smooth region for $V$.

**Definition 2.12** (Cone decomposition, [Ede21, Definition 7.0.4]). Given $\theta, \gamma, \beta \in \mathbb{R}$, $\sigma \in (0, 1/3)$, and $N \in \mathbb{N}$, we let
• $g$ be a $C^{k, \alpha}$ metric on $\mathbb{B}(x, R) \subset \mathbb{R}^8$;
• $V$ be an integral varifold in $(\mathbb{B}(x, R), g)$;
• $S = \{S_\beta\}_\beta$ be a finite collection of $(\theta, \sigma, \gamma)$-smooth models.
A \((\theta, \beta, S, N)\)-cone decomposition of \(V_L(\mathbb{B}(x, R), g)\) consists of the following parameters:

- Integers \(N_C, N_S\) satisfying \(N_C + N_S \leq N\), where \(N_C\) is the number of strong-cone regions and \(N_S\) the number of smooth regions and \\
- Points \(\{x_a\}_a, \{x_b\}_b \subset \mathbb{B}(x, R)\), where \(\{x_a\}\) are centers of strong-cone regions and \(\{x_b\}\) centers of smooth regions;
- Radii \(\{R_a, \rho_a|R_a \geq 2\rho_a\}_a, \{R_b\}_b\), corresponding to radii of annuli in the definition of strong-cone regions and of balls in the definition of smooth regions, respectively;
- Cones \(\{C_a\}_a \subset C\);
- Integers \(\{1 \leq m_a \leq [\theta]\}_a\);
- Indices \(\{s_b\}_b\), corresponding to the smooth model \(S_{sb}\);

where \(a = 1, \ldots, N_C\) and \(b = 1, \ldots, N_S\). Moreover, these parameters determine a covering of balls and annuli satisfying:

1. Every \(V_L(A(x_a, \rho_a, R_a), g)\) is a \((C_a, m_a, \beta)\)-strong cone region and every \(V_L(\mathbb{B}(x_b, R_b), g)\) is a \((S_{sb}, \beta)\)-smooth region;
2. In (1), there is either a strong-cone region \(A(x_a, \rho_a, R_a)\) for \(V\) with \(R_a = R\) and \(x_a = x\), or a smooth region \(B_{R_b}(x_b)\) for \(V\) with \(R_b = R\) and \(x_b = x\);
3. If \(V_L(A(x_a, \rho_a, R_a)\) is a \((C_a, m_a, \beta)\)-strong-cone region and \(\rho_a > 0\), then there exists either a smooth region \(\mathbb{B}(x_b, R_b)\) for \(V\) with \(R_b = \rho_a\), or another cone region \(A(x_{a'}, \rho_{a'}, R_{a'})\) for \(V\) with \(R_{a'} = \rho_a, x_{a'} = x_a\). If \(\rho_a = 0\), then \(\theta_{C_a}(0) > 1\);
4. If \(V_L(\mathbb{B}(x_b, R_b), g)\) is a smooth region with \((S, C, \{C_{\hat{a}}, B(y_{\hat{a}}, r_{\hat{a}})\}_{\hat{a}}) \in S\), then for any \(\hat{a}\), there exists a point \(x_{b, \hat{a}}\) and a radius \(R_{b, \hat{a}}\) satisfying

\[
|x_{b, \hat{a}} - (x_b + R_b \cdot y_{\hat{a}})| \leq \beta R_{b, \hat{a}}, \quad \frac{1}{2} \leq \frac{R_{b, \hat{a}}}{R_{b} r_{\hat{a}}} \leq 1 + \beta,
\]

and either a strong-cone region \(A(x_{a'}, \rho_{a'}, R_{a'})\) for \(V\) with \(R_a = R_{b, \hat{a}}, x_a = x_{b, \hat{a}}\), or another smooth region \(\mathbb{B}(x_{b'}, R_{b'})\) with \(R_{b'} = R_{b, \hat{a}}\) and \(x_{b'} = x_{b, \hat{a}}\).

By (2.6), we can enumerate the set of densities with multiplicities, i.e.,

\[
\left\{ \hat{\theta}_i \right\}_i := \{m\theta_i : m, i \in \mathbb{N}, m > 0 \},
\]

such that \(1 = \hat{\theta}_0 < \hat{\theta}_1 < \cdots\).

**Theorem 2.13** (Existence of Cone Decomposition, [Ede21, Theorem 7.1]).

Given \(l, I \in \mathbb{N}, 0 < \gamma \leq 1, \sigma \in (0, 100^{(l+1)}]\), there exist constants \(\delta_{l, I, N}\) and a finite collection of \((\hat{\theta}_l, \sigma, \gamma)\)-smooth models \(\{S_s\}_s = S\), all depending only on \((l, I, \gamma, \sigma)\) with the following property.

For any \(C^3\) metric \(g\) on \(\mathbb{B}\) satisfying \(|g - g_{\text{eucl}}|_{C^4(\mathbb{B})} \leq \delta_{l, I}\), any stationary integral varifold \(V\) in \((\mathbb{B}, g)\) with \(\text{index(spt } V) \leq I\), \(C \in C\), and \(m \in \mathbb{N}\), if

- \(m\theta_C(0) \leq \hat{\theta}_l\);
\[ \text{dist}_H(\text{spt} V \cap B_1, C \cap B_1) \leq \delta_{l,I}; \]
\[ (m - 1/2)\theta_C(0) \leq \theta_V(0, 1/2) \quad \text{and} \quad \theta_V(0, 1) \leq (m + 1/2)\theta_C(0); \]

Then there exists a radius \( r \in (1 - 20(I + 1)\sigma, 1) \) so that \( V(B_r, g) \) admits a \((\tilde{\theta}_l, \gamma, S, N)\)-cone decomposition.

2.4. Singular Capacity. Let \( \mathcal{M} \) be the space of triples \((\Sigma, N, g)\), where \((N, g)\) is a Riemannian manifold of dimension 8, not necessarily complete; \( \Sigma \subset (N, g) \) be a connected LSMH with finitely many singularities. Let \( \mathcal{M}^{2\text{-sided}} \) be the space of triples \((\Sigma, N, g) \in \mathcal{M} \) such that \( \Sigma \) is two-sided. As before, we endow topology on \( \mathcal{M} \) and \( \mathcal{M}^{2\text{-sided}} \) by \( C^4_{\text{loc}} \) convergence in \((N, g)\) and \( F \) convergence in \( \Sigma \) with multiplicity 1.

[LW20, Section 4] introduced the following functional \( \text{SCap} \) on \( \mathcal{M}^{2\text{-sided}} \), which serves as a way to count the number of singularities with weight such that it is upper semi-continuous under convergence.

**Theorem 2.14** (Singular Capacity [LW20, Theorem 4.2]). There exists a functional \( \text{SCap} : \mathcal{M}^{2\text{-sided}} \to \mathbb{N} \), called singular capacity, such that

(i) For every nontrivial stable minimal hypercone \( C \subset \mathbb{R}^8 \), we have

\[ 1 \leq \text{SCap}(C, \mathbb{R}^8, g_{\text{eucl}}) < +\infty. \]

Denote for simplicity that \( \text{SCap}(C) := \text{SCap}(C, \mathbb{R}^8, g_{\text{eucl}}) \);

(ii) For every triple \((\Sigma, N, g) \in \mathcal{M}^{2\text{-sided}}\),

\[ \text{SCap}(\Sigma, N, g) = \sum_{p \in \text{Sing}(\Sigma)} \text{SCap}(C_p\Sigma), \]

where recall \( C_p\Sigma \) denotes the tangent cone of \( \Sigma \) at \( p \). Conventionally, \( \text{SCap}(\Sigma, N, g) = 0 \) if \( \text{Sing}(\Sigma) = \emptyset \);

(iii) If \((\Sigma_j, N, g_j) \to (\Sigma_\infty, N, g_\infty) \) in \( \mathcal{M}^{2\text{-sided}} \), and \( \forall 1 \leq j \leq +\infty, \Sigma_j \)'s are stable, then for every open subset \( U \subset N \) with \( \partial U \cap \text{Sing}(\Sigma) = \emptyset \), we have

\[ \limsup_{j \to \infty} \text{SCap}(\Sigma_j, U, g_j) \leq \text{SCap}(\Sigma_\infty, U, g_\infty). \]

In this paper, we shall need a modified singular capacity, which is still upper semi-continuous under convergence with multiplicities.

**Theorem 2.15.** There exists a functional \( \text{SCap}^* : \mathcal{M} \to \mathbb{N} \) with the following properties.

(i) For every nontrivial stable minimal hypercone \( C \subset \mathbb{R}^8 \), we have

\[ 1 \leq \text{SCap}^*(C, \mathbb{R}^8, g_{\text{eucl}}) < +\infty. \]

We denote for simplicity \( \text{SCap}^*(C) := \text{SCap}^*(C, \mathbb{R}^8, g_{\text{eucl}}) \);

(ii) For every triple \((\Sigma, N, g) \in \mathcal{M}\),

\[ \text{SCap}^*(\Sigma, N, g) := \begin{cases} \sum_{p \in \text{Sing}(\Sigma)} \text{SCap}^*(C_p\Sigma) & \text{if } \Sigma \text{ is two-sided;} \\ 2 \sum_{p \in \text{Sing}(\Sigma)} \text{SCap}^*(C_p\Sigma) & \text{if } \Sigma \text{ is one-sided.} \end{cases} \]
Conventionally, \( \text{SCap}^\ast(\Sigma, N, g) = 0 \) if \( \text{Sing}(\Sigma) = \emptyset \);

(iii) Given an integer \( I \geq 0 \), Suppose that \((\Sigma_j, N, g_j) \to (\Sigma_\infty, N, g_\infty)\) in \( \mathcal{M} \), where \( \forall 1 \leq j \leq +\infty \), \( \text{index}(\Sigma_j) \equiv I \), and either all two-sided or all one-sided.

Then for every open subset \( U \subset N \) with \( \partial U \cap \text{Sing}(\Sigma) = \emptyset \), we have

\[
\limsup_{j \to \infty} \text{SCap}^\ast(\Sigma_j, U, g_j) \leq \text{SCap}^\ast(\Sigma_\infty, U, g_\infty).
\]

(iv) Suppose \( N \) is a closed eight-manifold. Let \( \{g_j\} \) be a family of \( C^4 \) metrics on \( N \), and \( \Sigma_j \subset (N, g_j) \) be connected stable minimal hypersurfaces,

\[1 \leq j \leq \infty, \text{ such that } j \to \infty, g_j \to g_\infty \text{ in } C^4, |\Sigma_j| \text{- } \mathcal{F}\text{-converges to } m|\Sigma_\infty| \text{ for some integer } m \geq 2.\]

If \( \text{Sing}(\Sigma_\infty) \neq \emptyset \), then we have,

\[
\limsup_{j \to \infty} \text{SCap}^\ast(\Sigma_j, N, g_j) \leq \text{SCap}^\ast(\Sigma_\infty, N, g_\infty) - 1.
\]

The proof of Theorem 2.15 uses a fact about the multiplicity of limiting connected stable minimal hypersurface. See Appendix C for details.

Part 1. Generic Regularity

3. Canonical Neighborhoods

Throughout this section, let \( M \) be a closed smooth manifold of dimension 8, \( k \geq 4 \) be an integer, and \( \alpha \in (0, 1) \).

**Definition 3.1.** Let \( g \) be a \( C^{k,\alpha} \)-metric on \( M \), \( \Sigma \subset (M^8, g) \) be a LSMH, \( \Lambda \geq 1 \), and \( \delta > 0 \). We denote

\[ \text{injrad}(g, \Sigma) := \min\{\text{injrad}(M, g), \min\{\text{dist}_g(p, p')/2 : p \neq p' \in \text{Sing}(\Sigma)\}\} \].

We define \( \mathcal{L}^{k,\alpha}(\Sigma, g; \Lambda, \delta) \) to be the space of all pairs \((g', \Sigma') \in \mathcal{M}^{k,\alpha}(M)\) such that,

\- \( g' \) is a \( C^{k,\alpha} \) metric on \( M \) with \( \|g'\|_{C^{k,\alpha}} \leq \Lambda \) and \( \|g' - g\|_{C^{k-1,\alpha}} \leq \delta \);
\- \( \Sigma' \) is a LSMH in \( (M, g') \) satisfying

\[ \mathcal{F}(\Sigma|_p, |\Sigma'|_{g'}) \leq \delta, \text{ index}(\Sigma'; g') \leq \Lambda; \]

\- For every \( p \in \text{Sing}(\Sigma) \), there exists \( p' \in \text{Sing}(\Sigma') \cap B^g(p, \text{injrad}(g, \Sigma)) \) such that

\[ \theta_{\Sigma}(p') = \theta_{\Sigma}(p) \]

Here, the norms of tensors are all measured under metric \( g \).

\( \mathcal{L}^{k,\alpha}(\Sigma, g; \Lambda, \delta) \) is called a **canonical (pseudo-)neighborhood** of \((g, \Sigma)\) in \( \mathcal{M}^{k,\alpha}(M) \), and its topology is induced from \( \mathcal{M}^{k,\alpha}(M) \).

Clearly, when \( g, \Sigma \) is fixed, \( \mathcal{L}^{k,\alpha}(\Sigma, g; \Lambda, \delta) \) is monotonely increasing in \( \Lambda, \delta \). Also note that in general, \( \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta) \) is NOT a genuine neighborhood of \((g, \Sigma)\) in \( \mathcal{M}^{k,\alpha}(M) \). In other words, there might be \((g', \Sigma') \in \mathcal{M}^{k,\alpha}(M)\) arbitrarily close to \((g, \Sigma)\) but not contained in \( \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta) \).
Lemma 3.2 (Compactness of \( \mathcal{L}^{k,\alpha} \)). For every \((g, \Sigma) \in \mathcal{M}^{k,\alpha}(M)\) and every \(\Lambda > 0\), there exists \(\delta_0(g, \Sigma, \Lambda, k, \alpha) \in (0, 1)\) with the following property. For every \(\delta \in (0, \delta_0)\), \(\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)\) is compact under \(C^{k-1,\alpha}\)-norm in metric and \(F\)-metric in minimal hypersurfaces.

Proof. Suppose otherwise, there exists \(\delta_j \searrow 0\) and for each \(j \geq 1\), a sequence of pairs \(\{ (g_j^q, \Sigma_j^q) \}_{q \geq 1} \) in \(\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta_j)\) with no limit point in \(\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda)\).

By compact embedding of \(\mathcal{C} \) into \(\mathcal{L}^{k,\alpha}\) with multiplicity. Moreover, \(\mathcal{F}(|\Sigma|, \bar{V}_j) \leq \delta_j \to 0\) as \(j \to \infty\). Hence by connectivity of \(\Sigma\) and upper semi-continuity of density, for \(j >> 1\), \(\bar{V}_j = |\Sigma_j^q| g_j\) for some LSMH \(\Gamma_j \subset (M, g_j)\) with index \(\leq \Lambda\).

By the contradiction assumption, \((\bar{g}_j, \Gamma_j) \notin \mathcal{L}^{k}(g, \Sigma; \Lambda)\). Therefore, by Allard’s regularity theorem [All72] and the upper semi-continuity property of density under the convergence \(\Sigma_j^q \to \Gamma_j\), after passing to a subsequence, there exists \(p \in \text{Sing}(\Sigma)\), \(p_j \in \text{Sing}(\Gamma_j)\) such that

\[
\theta(\mathcal{C}_{p_j} \Gamma_j) > \theta(\mathcal{C}_p \Sigma) = \theta(\mathcal{C}_p \Sigma), \quad p_j \to p,
\]

as \(j \to \infty\). Since by (2.6), the density of stable minimal hypercones form a discrete subset of \(\mathbb{R}\), we then have

\[
\limsup_{j \to \infty} \theta(\mathcal{C}_{p_j} \Gamma_j) > \theta(\mathcal{C}_p \Sigma),
\]

which violates the upper semi-continuity of density under convergence \(|\Gamma_j| \to |\Sigma|\). \(\square\)

The main reason to consider canonical neighborhoods is that the following Sard-Smale-type Theorem holds.

Theorem 3.3. For every \((g, \Sigma) \in \mathcal{M}^{k,\alpha}(M)\) and every \(\Lambda > 0\), there exists \(\kappa_0 = \kappa_0(g, \Sigma, \Lambda) > 0\) such that

\[
\mathcal{G}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_0) := \{ g' \in \mathcal{G}^{k,\alpha}(M) : \text{either } g' \notin \Pi(\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_0)), \text{ or every } \Sigma' \text{ with } (g', \Sigma') \in \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_0) \text{ is semi-nondegenerate} \}
\]

is an open dense subset of \(\mathcal{G}^{k,\alpha}(M)\).

Heuristically, one can view \(\mathcal{G}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_0)\) as the set of regular values of \(\Pi|_{\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_0)}\). When we only focus on regular minimal hypersurfaces, such a Sard-Smale Theorem was proved in [Whi91, Whi17] by showing that \(\mathcal{M}^{k,\alpha}\) is a Banach manifold, and \(\Pi\) is a Fredholm map with Fredholm index 0. Here, however, it’s hard to expect any Banach manifold structure on \(\mathcal{L}^{k}(g, \Sigma; \Lambda)\). The way we prove Theorem 3.3 is to unwrap the proof of infinite dimensional Sard-Smale Theorem by hand. More precisely, we need

(i) A controlled behavior of Jacobi fields of slower growth under convergence in \(\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_0)\);
(ii) A good way to slice $G_{k,\alpha}(M)$ into union of finite dimensional subspaces $\{F_{g',\Sigma'}\}$ such that each $\Pi^{-1}(F_{g',\Sigma'}) \cap L^{k,\alpha}(g, \Sigma; \Lambda, \kappa_0)$ is bi-Lipschitz to a compact subset in the finite dimensional vector space $Ker^+ L_{\Sigma',g'}$.

Both of these rely on a good control on growth rate of certain functions (Jacobi fields or graphical functions of nearby LSMH) on $(g', \Sigma') \in L^{k,\alpha}(g, \Sigma; \Lambda, \delta)$ and Jacobi fields of slower growth. The proof of Theorem 3.3 is carried out in Section 8.

To derive a Sard-Smale type theorem on $M^{k,\alpha}(M)$, it suffices to show that it can be covered by countably many canonical neighborhoods.

**Theorem 3.4.** Let $\kappa : M^{k,\alpha}(M) \times \mathbb{R}_+ \to (0, +\infty)$ be a positive function, not necessarily continuous. Then there exists a countable number of triples $\{(g_j, \Sigma_j; \Lambda_j)\} \in M^{k,\alpha}(M) \times \mathbb{R}_+$ such that

$$M^{k,\alpha}(M) = \bigcup_{j \geq 1} L^{k,\alpha}(g_j, \Sigma_j; \Lambda_j, \kappa_j),$$

where $\kappa_j := \kappa(g_j, \Sigma_j; \Lambda_j)$.

Theorem 3.4 will be proved in Section 9, based on decomposition arguments inspired by the work [Ede21].

A direct corollary of Theorem 3.3 and 3.4 is the genericity of semi-nondegeneracy.

**Corollary 3.5.** Given an integer $k \geq 4$, $\alpha \in (0, 1)$ and a eight-dimensional closed smooth manifold $M^8$, let $G^{k,\alpha}_0(M)$ be the space of metrics $g \in G^{k,\alpha}(M)$ such that

- every regular connected minimal hypersurface $\Sigma$ under $g$ is strongly nondegenerate, i.e. either $\Sigma$ is two-sided and nondegenerate, or $\Sigma$ is one-sided and has a non-degenerate double cover;
- every connected LSMH under $g$ is semi-nondegenerate.

Then $G^{k,\alpha}_0(M)$ is a generic subset of $G^{k,\alpha}(M)$ in the Baire Category sense, i.e. $G^{k,\alpha}_0(M)$ contains a countable intersection of open dense subsets in $G^{k,\alpha}(M)$.

**Proof.** In Theorem 3.4, by choosing $\kappa$ to be $\kappa_0$ in Theorem 3.3, we have

$$M^{k,\alpha}(M) = \bigcup_{j \geq 1} L^{k,\alpha}(g_j, \Sigma_j; \Lambda_j, \kappa_j),$$

where $\kappa_j = \kappa_0(g_j, \Sigma_j; \Lambda_j)$. For each $L^{k,\alpha}(g_j, \Sigma_j; \Lambda_j, \kappa_j)$, Theorem 3.3 generates an open dense subset $G^{k,\alpha}(g_j, \Sigma_j; \Lambda_j, \kappa_j)$, and we can define

$$\tilde{G}^{k,\alpha}(M) := \bigcap_{j=1}^{\infty} G^{k,\alpha}(g_j, \Sigma_j; \Lambda_j, \kappa_j),$$

which by definition is clearly generic.
By White’s structure theorem \cite{Whi91, Whi17}, there exists a generic subset \( \mathcal{G}_{b_	ext{bumpy}}^{k,\alpha}(M) \) of \( \mathcal{G}^{k,\alpha}(M) \), such that every regular connected minimal hypersurface \( \Sigma \) under \( g \) is strongly nondegenerate.

It suffices to show that \( \mathcal{G}^{k,\alpha}(M) \cap \mathcal{G}_{b_	ext{bumpy}}^{k,\alpha}(M) \subset \mathcal{G}^{0,\alpha}(M) \). Indeed, for any \( g \in \mathcal{G}^{k,\alpha}(M) \cap \mathcal{G}_{b_	ext{bumpy}}^{k,\alpha}(M) \subset \mathcal{G}^{0,\alpha}(M) \), and any LSHM \( \Sigma \subset (M, g) \), there exists a \( j \in \mathbb{N}^+ \) such that \( (g, \Sigma) \in L^{k,\alpha}(g_j, \Sigma_j; \Lambda_j, \kappa_j) \). Hence, by the fact that \( g \in \mathcal{G}^{k,\alpha}(M) \subset \mathcal{G}^{0,\alpha}(g_j, \Sigma_j; \Lambda_j, \kappa_j) \), we have \( \Sigma \) is semi-nondegenerate. If further \( \Sigma \) is regular, then by the definition of \( \mathcal{G}_{b_	ext{bumpy}}^{k,\alpha}(M) \), it is also strongly nondegenerate. In summary, the inclusion holds and \( \mathcal{G}^{0,\alpha}(M) \) is also generic. \( \square \)

4. PROOF OF MAIN THEOREM

The goal of this section is to prove Theorem 1.2. Recall that \( \mathcal{G}^{k,\alpha}_0(M) \) defined in Corollary 3.5 is shown to be a generic subset of \( \mathcal{G}^{k,\alpha}(M) \).

Now for \( \Lambda > 0 \) and integer \( I \geq 1 \), we can define

\[
\mathcal{G}_{\Lambda, I}^{k,\alpha}(M) := \{ g \in \mathcal{G}^{k,\alpha}_0(M) : \text{every } \Sigma \text{ with } (g, \Sigma) \in \mathcal{M}^{k,\alpha}(M), \text{index}(\Sigma) \leq I - 1 \text{ and } ||\Sigma||_g(M) \leq \Lambda \text{ is regular} \}.
\]

For simplicity, we may omit the superscript \( k, \alpha \). For any \( \Lambda > 0 \), we also write

\[
\mathcal{G}_{\Lambda, 0}^{k,\alpha}(M) := \mathcal{G}^{k,\alpha}_0(M).
\]

**Lemma 4.1.** For every \( \Lambda > 0 \) and integer \( I \geq 0 \), \( \mathcal{G}_{\Lambda, I}(M) \) is relatively open and dense in \( \mathcal{G}^{k,\alpha}_0(M) \).

Given \( g \in \mathcal{G}^{k,\alpha}_0(M) \), \( \Lambda > 0 \) and integer \( I \geq 0 \), let

\[
\mathcal{M}(g; \Lambda, I) := \{ (g, \Sigma) \in \mathcal{M}^{k,\alpha}(M) : ||\Sigma||_g(M) \leq \Lambda, \text{index}(\Sigma) = I \};
\]

\[
\text{SCap}^*(g; \Lambda, I) := \begin{cases} \sup\{ \text{SCap}^*(\Sigma, M, g) : (g, \Sigma) \in \mathcal{M}(g; \Lambda, I) \}, & \text{if } \mathcal{M}(g; \Lambda, I) \neq \emptyset; \\ 0, & \text{if } \mathcal{M}(g; \Lambda, I) = \emptyset; \end{cases}
\]

\[
\mathcal{M}^{\max}(g; \Lambda, I) := \{ (g, \Sigma) \in \mathcal{M}(g; \Lambda, I) : \text{SCap}^*(\Sigma, M, g) = \text{SCap}^*(g; \Lambda, I) \}.
\]

Note that by definition, for every \( g \in \mathcal{G}_{\Lambda, I}(M) \),

\[
\text{SCap}^*(g; \Lambda, I) = 0 \text{ if and only if } g \in \mathcal{G}_{\Lambda, I+1}(M).
\]

**Lemma 4.2.** Let \( \Lambda > 0 \), integer \( I \geq 0 \) and \( g \in \mathcal{G}_{\Lambda, I}(M) \). If \( \{(g, \Sigma_j)\}_{j \geq 1} \) is a sequence in \( \mathcal{M}(g; \Lambda, I) \), then \( |\Sigma_j| \) subconverges to \( m|\Sigma_\infty| \), where

(i) \((g, \Sigma_\infty) \in \mathcal{M}(g; \Lambda, I);\)

(ii) Either \( m = 1 \), or \( m \geq 2 \) and \( I = 0 \).

In particular, \( \text{SCap}^*(g; \Lambda, I) < +\infty \).
Proof. By [SS81] and connectedness of \( \Sigma_j \), \( |\Sigma_j| \) \( F \)-subconverges to \( m|\Sigma_\infty| \) for some connected LSMH \( \Sigma_\infty \subset (M, g) \) and integer \( m \geq 1 \) with
\[
m|\Sigma_\infty|g(M) \leq \Lambda, \quad m \ \text{index}(\Sigma_\infty) \leq I.
\]
To see (i), suppose for contradiction \( \text{index}(\Sigma_\infty) \leq I - 1 \), and hence \( I \geq 1 \). Since \( g \in \mathcal{G}_{\Lambda, I}(M) \), we know from definition that \( \Sigma_\infty \) is regular and strongly nondegenerate. Hence by [Sha17], \( m = 1 \) and \( \Sigma_j \equiv \Sigma_\infty \) for \( j \gg 1 \). This contradicts to the fact that \( \text{index}(\Sigma_j) = I \). Therefore,
\[
\text{index}(\Sigma_\infty) = I.
\]
(ii) also follows from [Sha17].

By Theorem 2.15, for any \( \{(g, \Sigma_j)\}_{j \geq 1} \subset \mathcal{M}(g; \Lambda, I) \), up to a subsequence,
\[
\limsup_{j \to \infty} SC^*(\Sigma_j, M, g) \leq SC^*(\Sigma_\infty, M, g) < +\infty.
\]
Hence, we have \( SC^*(g; \Lambda, I) < +\infty \). \( \square \)

Lemma 4.3. For every \( \Lambda > 0 \), integer \( I \geq 0 \) and every \( g \in \mathcal{G}_{\Lambda, I}(M) \), \( \mathcal{M}^{max}(g; \Lambda, I) \) is a finite set.

Proof. Suppose otherwise, there exists a pairwise distinct sequence
\[
\{(g, \Sigma_j)\}_{j \geq 1} \subset \mathcal{M}^{max}(g; \Lambda, I).
\]
By [SS81] and Lemma 4.2, \( |\Sigma_j| \) \( F \)-subconverges to \( m|\Sigma_\infty| \) for some \( (g, \Sigma_\infty) \in \mathcal{M}(g; \Lambda, I) \). And by the definition of \( \mathcal{M}^{max} \), we have
\[
SC^*(\Sigma_\infty, M, g) \leq SC^*(g; \Lambda, I) = SC^*(\Sigma_j, M, g).
\]
Then by Theorem 2.15, either \( m = 1 \) or \( \text{Sing}(\Sigma_\infty) = \emptyset \). Since \( g \in \mathcal{G}_{\Lambda, I}(M) \subset \mathcal{G}_{0,0}(M) \), the latter case can’t happen by the strong nondegeneracy of \( \Sigma_\infty \). In other words, we have \( m = 1 \).

Applying Theorem 2.7 to \( \Sigma_j \to \Sigma_\infty \), we know that \( \exists p \in \text{Sing}(\Sigma_\infty) \) near which \( \text{Sing}(\Sigma_j) \) has no singularity for infinitely many \( j \gg 1 \). Then by Theorem 2.15,
\[
\liminf_{j \to \infty} SC^*(\Sigma_j, M, g) \leq SC^*(\Sigma_\infty, M, g) - 1,
\]
which contradicts to (4.4). \( \square \)

Lemma 4.4. For every \( \Lambda > 0 \), integer \( I \geq 0 \) and every \( g \in \mathcal{G}_{\Lambda, I}(M) \cap \text{Int}(\text{Clos}(\mathcal{G}_{\Lambda, I}(M))) \) such that \( SC^*(g; \Lambda, I) \geq 1 \), there exists a sequence of metrics \( g_j \in \mathcal{G}_{\Lambda, I}(M) \cap \text{Int}(\text{Clos}(\mathcal{G}_{\Lambda, I}(M))) \), \( j \geq 1 \), such that \( g_j \to g \) in \( C^{k, \alpha} \) and
\[
SC^*(g_j; \Lambda, I) \leq SC^*(g; \Lambda, I) - 1.
\]

Proof. By Lemma 4.3, we can write
\[
\mathcal{M}^{max}(g; \Lambda, I) = \{(g, \Sigma^{(1)}), (g, \Sigma^{(2)}), \ldots, (g, \Sigma^{(q)})\}.
\]
For each \( 1 \leq l \leq q \), let \( \mathscr{F}^{(l)} \subset C^{k, \alpha}(M) \) be the open dense subset associated to \( (g, \Sigma^{(l)}) \) given by Theorem 2.7. Thus \( \mathscr{F} := \bigcap_{l=1}^{q} \mathscr{F}^{(l)} \neq \emptyset. \)
Take $f \in \mathcal{F}$, and there exists a sequence of metrics

$$g_j = (1 + f_j/j)g \in \mathcal{G}_{\Lambda,I} \cap \text{Int}(\text{Clos}(\mathcal{G}_{\Lambda,I}(M)))$$

such that $f_j \to f$ in $C^{k,\alpha}$ when $j \to \infty$. We now claim that by passing to a subsequence, $g_j$ satisfies (4.5).

To see this, suppose for contradiction that when $j >> 1$, there exists $(g_j, \Sigma_j) \in \mathcal{M}(g_j; \Lambda, I)$ such that

$$\text{SCap}^*(\Sigma_j, M, g_j) \geq \text{SCap}^*(g; \Lambda, I) \geq 1.$$  \hspace{1cm} (4.6)

By [SS81] and the connectedness of $\Sigma_j$, $|\Sigma_j|$ F-subconverges to $m|\Sigma_\infty|$ for some connected LSMH $\Sigma_\infty \subset (M, g)$ and integer $m \geq 1$ with $m||\Sigma_\infty||_g(M) \leq \Lambda$ and $m \text{index}(\Sigma_\infty) \leq I$.

We shall deal with the following cases separately.

**Case I.** $\text{index}(\Sigma_\infty) = I$ and $m = 1$. Then $(g, \Sigma_\infty) \in \mathcal{M}(g; \Lambda, I)$, and by Theorem 2.15 (iii) and (4.6),

$$\text{SCap}^*(\Sigma_\infty, M, g) \geq \limsup_{j \to \infty} \text{SCap}^*(\Sigma_j, M, g_j) \geq \text{SCap}^*(g; \Lambda, I).$$

This means $(g, \Sigma_\infty) \in \mathcal{M}^{\text{max}}(g; \Lambda, I)$. WLOG $\Sigma_\infty = \Sigma^{(1)}$. But since $f \in \mathcal{F} \subset \mathcal{F}^{(1)}$, by the choice of $g_j$ and Theorem 2.7 we have,

$$\text{SCap}^*(\Sigma_\infty, M, g) - 1 \geq \limsup_{j \to \infty} \text{SCap}^*(\Sigma_j, M, g_j)$$

$$= \text{SCap}^*(g; \Lambda, I) = \text{SCap}^*(\Sigma_\infty, M, g),$$

which is a contradiction.

**Case II.** $\text{index}(\Sigma_\infty) = I$ and $m \geq 2$. Then $I = 0$ and $(g, \Sigma_\infty) \in \mathcal{M}(g; \Lambda, I)$.

- **Case II (1).** $\text{Sing}(\Sigma_\infty) = \emptyset$. Since $\Sigma_j$’s are stable minimal hypersurfaces, by [SS81], for large enough $j$, $\Sigma_j$ is a multi-graph over $\Sigma_\infty$,

  and thus,

  $$\text{Sing}(\Sigma_j) = \emptyset,$$

  contradicting (4.6).

- **Case II (2).** $\text{Sing}(\Sigma_\infty) \neq \emptyset$. By Theorem 2.15 (iv) and (4.6) we have,

  $$\text{SCap}^*(\Sigma_\infty, M, g) \geq \limsup_{j \to \infty} \text{SCap}^*(\Sigma_j, M, g_j) + 1$$

  $$\geq \text{SCap}^*(g; \Lambda, I) + 1 \geq \text{SCap}^*(\Sigma_\infty, M, g) + 1,$$

  which is a contradiction.

**Case III.** $\text{index}(\Sigma_\infty) \leq I - 1$ and $m = 1$. Then $I \geq 1$ and by the definition of $g \in \mathcal{G}_{\Lambda,I}(M)$, $\Sigma_\infty$ is both regular and strongly nondegenerate. By Allard’s regularity theorem [All72], $\text{Sing}(\Sigma_j) = \emptyset$ for $j >> 1$, contradicting (4.6).
Case IV. index($\Sigma_\infty, g) \leq I - 1$ and $m \geq 2$. Then again $I \geq 1$ and $\Sigma_\infty$ is regular and strongly nondegenerate. By Sharp’s compactness theorem [Sha17], either $\Sigma_\infty$ is two-sided and $\{\Sigma_j\}$ induces a bounded positive Jacobi field on $\Sigma_\infty$, or $\Sigma_\infty$ is one-sided and after passing to double covers, $\{\Sigma_j\}$ induces a bounded positive Jacobi field on the two-sided double cover $\tilde{\Sigma}_\infty$ of $\Sigma_\infty$. Both violate the strong nondegeneracy of $\Sigma_\infty$.

Proof of Lemma 4.1. To prove the relative openness, let’s consider an arbitrary family of metrics $\{g_j\}_j \subset G^{k,\alpha}_0(M) \setminus G_{\Lambda,I}(M)$ such that 

$$g_j \to g_\infty \in G^{k,\alpha}_0(M) \text{ in } C^{k,\alpha}$$

The choice of $g_j$ guarantees that there exists an LSMH $\Sigma_j \subset (M, g_j)$ with index($\Sigma_j) \leq I - 1$, $\text{vol}(\Sigma_j) \leq \Lambda$ and $\text{Sing}(\Sigma_j) \neq \emptyset$. By Sharp’s compactness again, $|\Sigma_j|$ $\text{F}-$subconverges to some LSMH with multiplicity $m|\Sigma_\infty|$ with area $\leq \Lambda$ and index $\leq I - 1$. We now assert that $g_\infty \notin G_{\Lambda,I}(M)$, to conclude the proof of relative openness. If $g_\infty \in G_{\Lambda,I}(M)$, by definition, $\Sigma_\infty$ is both regular and strongly nondegenerate. Hence $m = 1$ and then by Allard’s regularity theorem [All72], for sufficiently large $j$, $\text{Sing}(\Sigma_j) = \emptyset$, which contradicts the choice of $\Sigma_j$.

To prove denseness, we shall do the induction in $I \geq 0$.

• Case $I = 0$ follows directly from (4.2).

• Now suppose $I \geq 0$ such that $G_{\Lambda,I}(M)$ is dense in $G^{k,\alpha}_0(M)$, and then by Corollary 3.5, it’s also dense in $G^{k,\alpha}(M)$. To prove the denseness of $G_{\Lambda,I+1}(M)$, it suffices to show that every metric $g \in G_{\Lambda,I}(M)$ can be approximated by metrics in $G_{\Lambda,I+1}(M)$.

Note that by inductive assumption, $\text{Clos} (G_{\Lambda,I}(M)) = G^{k,\alpha}(M)$. By Lemma 4.2, $\text{SCap}^*(g;\Lambda,I) < \infty$. For any $\epsilon > 0$, we can apply Lemma 4.4 finitely many times to find a metric $\tilde{g}_\epsilon \in G_{\Lambda,I}(M)$ such that $\|g - g_j\|_{C^{k,\alpha}} < \epsilon$ and $\text{SCap}(\tilde{g}_\epsilon;\Lambda,I) = 0$. By (4.3), $\tilde{g}_\epsilon \in G_{\Lambda,I+1}(M)$. In conclusion, the arbitrariness of $\epsilon$ implies that $G_{\Lambda,I+1}(M)$ is dense in $G_{\Lambda,I}(M)$ and thus dense in $G^{k,\alpha}_0(M)$.

Proof of Theorem 1.2. By Corollary 3.5 and Lemma 4.1, we know that 

$$G^{k,\alpha}_0(M) := \bigcap_{\text{integer } \Lambda > 0, I \geq 0} G_{\Lambda,I}(M),$$

is a generic subset of $G^{k,\alpha}(M)$ in the Baire category sense. By (4.1), (4.2) and the definition of $G^{k,\alpha}_0(M)$ in Corollary 3.5, for every $g \in G^{k,\alpha}_\infty(M)$, every LSMH $\Sigma \subset (M, g)$ is regular and strongly non-degenerate.

5. Applications in Almgren-Pitts min-max theory

As mentioned in the Introduction, one obstruction to extend results of (Almgren-Pitts) min-max minimal hypersurfaces to higher dimension is the absence of an analogous White’s structure theorem for singular minimal
hypersurfaces in general. Fortunately, we have proved generic smoothness for embedded locally stable minimal hypersurfaces in an eight-dimensional closed manifold. This, in principle, suggests that White’s structure theorem still holds in dimension 8.

In this section, we shall sketch proofs of various properties of min-max minimal hypersurfaces in an eight-dimensional closed manifold, as applications of our main generic smoothness result. In the following, we will use \( G_{\text{reg}}(M) \) to denote the set of all metrics where every embedded locally stable minimal hypersurface is smooth, and \( G_{\text{reg},\Lambda,I} \) to denote the set of all metrics where every embedded locally stable minimal hypersurface with both Morse index upper bound \( I \) and area upper bound \( \Lambda \) is smooth.

5.1. Generic Denseness. In 2017, using the Weyl law for volume spectra proved by Liokumovich-Marques-Neves \([LMN18]\), Irie-Marques-Neves \([IMN18]\) showed that for a generic metric \( g \) on a closed Riemannian manifold with dimension between 3 and 7, the union of all closed, smooth, embedded minimal hypersurfaces is a dense subset in the ambient manifold. In 2019, the first author \([Li19]\) improved the density result and proved that the union of all min-max minimal hypersurfaces is also dense under the same dimensional conditions.

The denseness result can be extended to dimension 8 with the aid of generic smoothness.

**Theorem 5.1** (Density of min-max minimal hypersurfaces). For a generic metric on a closed manifold \( M^8 \), the union of all (smooth) minimal hypersurfaces generated from Almgren-Pitts min-max theory is dense in \( M \).

**Sketch of proof.** Near the end of \([Li19]\), it is noted that the generic density of all min-max minimal hypersurfaces with optimal regularity \( \text{APR}(M,g) \) follows from Conjecture 4.2 therein.

Theorem 1.2 together with Sharp’s compactness theorem \([Sha17]\) implies that for generic metric \( g \) on \( M^8 \), there are only countably many embedded locally stable minimal hypersurfaces, i.e., countably many singular minimal hypersurfaces with optimal regularity. This confirms Conjecture 4.2, and thus, the generic density result holds.

5.2. Multiplicity One. In \([MN16]\), F. C. Marques and A. Neves conjectured that for bumpy metrics, min-max minimal hypersurfaces should have multiplicity exactly one, and they proved this for the first width minimal hypersurface. This multiplicity one conjecture was confirmed by X. Zhou \([Zho20]\) for dimensions \( 3 \leq n + 1 \leq 7 \), where he applied the min-max construction for hypersurfaces with prescribed mean curvature developed by J. Zhu and himself \([ZZ20]\).

Let’s denote by \( G_{\text{bumpy}}(M) \) all the metrics where every immersed smooth minimal hypersurface is non-degenerate. B. White has proved that it is also generic in the Baire sense \([Whi91, Whi17]\).
Theorem 5.2 (Multiplicity one). Given a closed manifold $M^8$, for any metric $g \in \mathcal{G}_{\text{reg}}(M) \cap \mathcal{G}_{\text{bumpy}}(M)$ and any $k \in \mathbb{N}$, there exists a disjoint collection of smooth, connected, closed, embedded, two-sided minimal hypersurfaces $\{\Sigma_i^k : i = 1, \cdots, l_k\}$, such that

$$\omega_k(M, g) = \sum_{i=1}^{l_k} \text{vol}(\Sigma_i^k), \quad \sum_{i=1}^{l_k} \text{index}(\Sigma_i^k) \leq k.$$ 

where $\omega_k(M, g)$ is the volume spectrum.

Sketch of proof. This essentially follows the proof of [Zho20, Theorem 5.2], and it suffices to show that we can construct suitable min-max PMC hypersurfaces to approximate min-max minimal hypersurfaces as in the proof of [Zho20, Theorem 4.1].

First, since every minimal hypersurface in $(M, g)$ is smooth and nondegenerate, we can also find good $h \in S(g)$ as in Lemma 4.2 therein.

Then, the existence and regularity of $h$-PMC hypersurfaces with optimal regularity follows from [ZZ20] together with the regularity theory by Bellettini-Wickramasekera [BW20].

Finally, we can obtain the Morse index upper bound from the constrained min-max theory in [Li20a]. This resolves the difficulty of the lack of good pairs for singular PMC hypersurfaces as in Section 3.3 therein. □

5.3. Morse Index. In [MN21], Marques-Neves shows that for bumpy metrics on $M^{n+1}(3 \leq n+1 \leq 7)$, the Morse index of a $p$-width min-max minimal hypersurface of multiplicity one exactly equals to $p$. This together with X. Zhou’s affirmation of multiplicity one conjecture gives a fine geometric description of min-max minimal hypersurfaces.

Theorem 5.3 (Morse index estimates). Given a closed manifold $M^8$, for any metric $g \in \mathcal{G}_{\text{reg}}(M) \cap \mathcal{G}_{\text{bumpy}}(M)$ and any $k \in \mathbb{N}$, there exists a disjoint collection of smooth, connected, closed, embedded, two-sided minimal hypersurfaces $\{\Sigma_i^k : i = 1, \cdots, l_k\}$, such that

$$\omega_k(M, g) = \sum_{i=1}^{l_k} \text{vol}(\Sigma_i^k), \quad \sum_{i=1}^{l_k} \text{index}(\Sigma_i^k) = k.$$ 

where $\omega_k(M, g)$ is the volume spectrum.

Sketch of proof. Most of the proofs in [MN21] can also work in our setting, and it suffices to prove Proposition 8.5 therein for $M^8$.

Indeed, one only needs to replace $\mathcal{U}_{p,\alpha}$ by $\mathcal{U}_{p,\alpha} \cap \mathcal{G}_{\text{reg},p,\alpha}(M)$. Then the denseness follows from the fact that both $\mathcal{U}_{p,\alpha}$ and $\mathcal{G}_{\text{reg},p,\alpha}(M)$ are residual. It is also easy to prove the openness of $\mathcal{U}_{p,\alpha} \cap \mathcal{G}_{\text{reg},p,\alpha}(M)$ with the aid of Allard’s regularity theorem [All72]. Hence, Proposition 8.5 therein still holds for $M^8$. □
5.4. Geometric Complication. In [CM19], Chodosh-Mantoulidis shows that for bumpy metrics $M^{n+1}(3 \leq n + 1 \leq 7)$, there exists a sequence of connected minimal hypersurfaces whose areas tend to infinity. Later in [Li20b], we improve their results and show that the sequence can have unbounded Morse indices simultaneously. With the generic full regularity in dimension 8, we can also extend the result to dimension 8 via the same arguments.

**Theorem 5.4 (Main Theorem).** Given any closed Riemannian manifold $M^8$ with a generic metric $g \in G_{\text{reg}}(M) \cap G_{\text{bumpy}}(M)$, there exists a sequence of connected closed embedded two-sided minimal hypersurfaces $\{\Gamma_i\}$ such that

$$\lim_{i \to \infty} \text{Area}(\Gamma_i) = +\infty, \quad \lim_{i \to \infty} \text{index}(\Gamma_i) = +\infty.$$  

**Part 2. Technical Work**

6. Analysis on Stable Minimal Hypercones

As in Section 2.1, we let $C \subset \mathbb{R}^8$ be a stable minimal hypercone with cross section $S := C \cap S^7$ which is a regular minimal hypersurface in $S^7$. $C$ will be parametrized by $(0, +\infty) \times S \to C$, $(r, \omega) \mapsto r\omega$ as in (2.7).

To begin with, we discuss the following growth rate monotonicity formula as an application of the decomposition (2.8), which was in fact first introduced in [Sim83] in a different form.

**Lemma 6.1.** For $\sigma > 0$, $\Lambda > 0$, there exists $K = K(\sigma, \Lambda) > 2$ with the following property.

For $\gamma \in \mathbb{R}$ and any stable hypercone $C \in \mathcal{C}_\Lambda$ satisfying

$$\text{dist}(\gamma, \Gamma(C) \cup \{-(n-2)/2\}) \geq \sigma,$$

suppose that $u \in C^2_{\text{loc}}(A(K^{-3}, 1)) \cap L^2(A(K^{-3}, 1))$ solves $L_C u = 0$, where $A(r, s) := A(0, r, s) \cap C$. Then its growth rate

$$J^\gamma_K(u; r) := \int_{A(K^{-1}r, r)} u^2 \cdot |x|^{-2\gamma-n}d\|C\|,$$

satisfies

$$J^\gamma_K(u; K^{-2}) - 2J^\gamma_K(u; K^{-1}) + J^\gamma_K(u; 1) \geq 0.$$

Moreover, the equality holds if and only if $u \equiv 0$.

This Lemma is a refinement of [Wan20, Lemma 2.6]. The proof is explicit but kind of tedious, so is left to Appendix A.

**Corollary 6.2 (Perturbed version of Lemma 6.1).** For $\sigma > 0$ and $\Lambda > 0$, let $K(\sigma, \Lambda) > 2$ be the same as in Lemma 6.1. Then there exists $\varepsilon(\sigma, \Lambda) > 0$ small enough satisfying the following property.

For $\gamma \in (-n+1, 1)$ and any stable hypercone $C \in \mathcal{C}_\Lambda$ satisfying

$$\text{dist}(\gamma, \Gamma(C) \cup \{-(n-2)/2\}) \geq \sigma,$$
suppose that $0 \neq u \in W^{1,2}_{\text{loc}}(A(K^{-3}, 1)) \cap L^2(A(K^{-3}, 1))$ is a weak solution to
\begin{equation}
\text{div}_C(\nabla_C u + \tilde{b}_0(x)) + |A_C|^2 u + b_1(x) = 0,
\end{equation}
where $\tilde{b}_0, b_1$ satisfy the following estimates almost everywhere,
\begin{equation}
|\tilde{b}_0|(x) + |b_1|(x) \leq \varepsilon (|u|(x) + |\nabla u|(x)),
\end{equation}
on $A(K^{-3}, 1)$. Then,
\[J^*_K(u; K^{-2}) - 2(1 + \varepsilon)J^*_K(u; K^{-1}) + J^*_K(u; 1) > 0.\]

**Remark 6.3.** When $\Sigma := \text{graph}_C(\phi) \cap A(0, K^{-3}/2, 2)$ is a minimal hypersurface under the metric $g$ parametrized by the cone $C$, with
\[\|\phi\|_{C^2} + \|g - g_{\text{eucl}}\|_{C^2} \leq \varepsilon,
\]
then by Appendix B, any Jacobi field $u$ on $\Sigma$, viewed as a function over $C$ under this parametrization, solves an equation of form (6.1) with
\[|\tilde{b}_0| + |b_1| \leq \Psi(\varepsilon|C, K|) \cdot (|u| + |\nabla u|),
\]
where $\Psi(\varepsilon|C, K|)$ is a constant tending to 0 when $C, K$ is fixed and $\varepsilon \to 0$.

**Proof of Corollary 6.2.** First note that by multiplying (6.1) with $u \cdot \eta^2$ and integration by parts ($\eta$ is some smooth cut-off function) and using (6.2) with $\varepsilon < 1/2$, we have for every domain $\Omega \subset \subset A(K^{-3}, 1),
\begin{equation}
\int_\Omega |\nabla_C u|^2 |dC| \leq C(n, K, \Omega) \int_{A(K^{-3}, 1)} (1 + |A_C|^2) u^2.
\end{equation}
Now to prove the corollary, suppose for contradiction that there exist $\sigma > 0$, $\Lambda > 0$, a sequence of $C_j \in \mathcal{C}_\Lambda$, a sequence of real number $\{\gamma_j\} \subset (-n + 1, 1)$ with
\[\text{dist}_R(\gamma_j, \Gamma(C_j) \cup \{-(n - 2)/2\}) \geq \sigma,
\]
and a sequence of nonzero function $u_j \in W^{1,2}_{\text{loc}}(A(K^{-3}, 1)) \cap L^2(A(K^{-3}, 1))$ satisfying (6.1) and (6.2) with $C = C_j$ and $\varepsilon = 1/j$, but
\begin{equation}
J^*_K(u_j; K^{-2}) - 2(1 + \frac{1}{j})J^*_K(u_j; K^{-1}) + J^*_K(u_j; 1) \leq 0.
\end{equation}

By a renormalization of $u_j$, WLOG, we can assume $J^*_K(u_j; K^{-1}) = 1$. By the $F$-compactness of $\mathcal{C}_\Lambda$, we can assume by passing to a subsequence of $j \to \infty$ that $C_j$ will $F$-converge to $C_\infty \in \mathcal{C}_\Lambda$, and $\gamma_j \to \gamma_\infty$. And then by the discussion in Section 2.1, we have
\[\text{dist}_R(\gamma_\infty, \Gamma(C_\infty) \cup \{-(n - 2)/2\}) \geq \sigma.
\]
By (6.3), (6.4) and Reilly compactness, we have $u_j$ subconverges to $u_\infty \in W^{1,2}_{\text{loc}}(A(K^{-3}, 1)) \cap L^2(A(K^{-3}, 1))$ in $L^2_{\text{loc}}(A(0, K^{-3}, 1))$ with
\[J^*_K(u_\infty; K^{-1}) = 1,
\]
and
\[(\Delta C_\infty + |A_{C_\infty}|^2) u_\infty = 0 \]
on $A(K^{-3},1)$, but (6.4) then implies
\[ J^\infty_K(u_\infty, K^{-2}) - 2J^\infty_K(u_\infty, K^{-1}) + J^\infty_K(u_\infty, 1) \leq 0. \]
This contradicts Lemma 6.1.

The reason that we care about Jacobi fields on $C$ is that they are models of minimal hypersurfaces lying near $C$. Later in this paper, we shall utilize the following result.

**Lemma 6.4.** Let $C \subset \mathbb{R}^{n+1}$ be a regular minimal hypercone and $x \neq 0$. Then there exists some $R = R(C,x) > 0$ and $u \in C^\infty(C)$ such that
\[ (C + x) \setminus B_R = \text{graph}_C(u) \setminus B_R, \]
and $\mathcal{AR}_\infty(C + x; C) = 0$, where
\[ \mathcal{AR}_\infty(C + x; C) := \mathcal{AR}_\infty(u; C) \]
\[ := \inf \{ \gamma : \limsup_{R \to +\infty} \int_{A(0,R,2R) \cap C} u^2 \cdot |x|^{-2\gamma-n}d\|C\| = 0 \}. \]

**Proof.** First by implicit function theorem, there exists $\delta(C) \in (0,1)$ such that for every $x \in \mathbb{R}^{n+1}$ with $|x| \leq \delta(C)$, the map $\Pi_x : C \cap A(0,1/4,4) \to C, \ p \mapsto$ nearest point projection of $p + x$ onto $C$, is a diffeomorphism onto its image, and its image contains $A(0,1/2,3) \cap C$. Also, if write $u_x$ be the graphical function of $C + x$ over $C$ in $A(0,1/2,3)$, then we know that
\[ u_x(q) = (\Pi_x^{-1}(q) - q + x, \nu_C(q)), \quad \forall q \in A(0,1,2). \]
And since $(\Pi_x^{-1}(q) - q, \nu_C(q)) = O(|x|^2)$, we have,
\[ |u_x(q) - \langle x, \nu_C(q) \rangle| \leq C(C) \cdot |x|^2. \]

Now for a general $x \in \mathbb{R}^{n+1} \setminus 0$, since $(C + x)/R = C + x/R$, we know that $C + x$ is graphical over $C$ outside the ball $B_{|x|/\delta(C)}$, and the graphical function satisfies $u_x(p) = R u_{x/R}(p/R)$. Hence, for every $|p| > |x|/\delta(C)$ we have,
\[ |u_x(p) - \langle x, \nu_C(p) \rangle| = R \cdot |u_{x/R}(p/R) - \langle x/R, \nu_C(p/R) \rangle| \leq C(C) \cdot |x|^2/|p|, \]
where the last inequality follows by taking $R = |p|$ and applying (6.5).

Also, observe that $\langle x, \nu_C \rangle$ is a homogeneous function on $C$ of degree 0, which is not identically 0 since otherwise, $C$ splits in $x$-direction and is not of isolated singularity. By combining this with (6.6), one can check that $\mathcal{AR}_\infty(u_x; C) = 0$ from the definition.

For a general minimal hypersurface $\Sigma$ asymptotic to $C$ near infinity in $\mathbb{R}^{n+1}$, it follows from [Wan20, Section 4] that $\mathcal{AR}_\infty(\Sigma; C) \in \{-\infty\} \cup \Gamma(C) \cap [-\infty,1]$. See more results in this line in [Wan20, Section 4].
In [Edelen 2021, Theorem 6.3], Edelen proved a quantitative version of the uniqueness of tangent cones for minimal hypersurfaces. We summarize this result below with a different formulation.

**Lemma 6.5.** Given $\epsilon > 0$, integer $I \geq 0$ and $C$ a stable minimal hypercone in $\mathbb{R}^{n+1} = 8$, there exists $\delta = \delta(\epsilon, C, I) > 0$ with the following property.

Let $g$ be a $C^4$ metric on $\mathbb{B}_4$, $V \in \mathcal{R}_g(\mathbb{B}_4)$ be a stationary integral varifold supported on LSHM under $g$ with index(spt$(V), g) \leq I$, and let $r \in (0, 1/16)$. Suppose:

(a) $\|g - g_{eucl}\|_{C^4} \leq \delta$;
(b) $\theta V(0, 2) \leq \theta V(0, r) + \delta$;
(c) There exists $s \in (2r, 1/2)$ and $u \in C^2(C)$ with $\|u\|_{C^2} \leq \delta$ such that

$$V \cdot A^g(0, s, 2s) = \text{graph}_C(u) \cdot A^g(0, s, 2s).$$

Then, there exists $\tilde{u} \in C^2(C)$ with $\|\tilde{u}\|_{C^2} \leq \epsilon$ such that

$$V \cdot A^g(0, 2r, 1) = \text{graph}_C(\tilde{u}) \cdot A^g(0, 2r, 1).$$

**Proof.** It suffices to check the condition in [Edelen 2021, Theorem 6.3] holds, i.e. $V \cdot A^g(0, 8r, 1)$ is a $(C, 1, \Psi(\delta(C, I)))$-cone region. Denote for simplicity $V_t := \eta_{0,t} V$.

First of all, by (a), (b) and volume monotonicity, for every $t \in (8r, 1)$, there exists $m_t \in \mathbb{N}$ and $C_t \in \mathcal{C}$ such that

$$F_{B_2}(V_t, m_t|C_t|) \leq \Psi(\delta(C, I)),\tag{6.7}$$

And by (c), one can choose $(C_s, m_s) = (C, 1)$. Since for every $r \in (0, 1)$ and every varifolds $V_1, V_2$,

$$F_{B_2}(\eta_{0, r} V_1, \eta_{0, r} V_2) \leq F_{B_2}(V_1, V_2) \cdot r^{-1},$$

we then have for every $t \in (8r, 1/2)$,

$$F_{B_2}(m_{2t}|C_{2t}|, m_t|C_t|) \leq F_{B_2}(m_{2t}|C_{2t}|, V_t) + F_{B_2}(m_t|C_t|, V_t) \leq 2F_{B_2}(m_{2t}|C_{2t}|, V_{2t}) + F_{B_2}(m_t|C_t|, V_t) \leq 3\Psi(\delta(C, I)).\tag{6.8}$$

By [LW 2020, Lemma 4.4], for every $C_1, C_2 \in \mathcal{C}_\Lambda$ and every integer $m \geq 2$, we have

$$F_{B_2}(|C_1|, m|C_2|) \geq \epsilon(\Lambda),$$

Hence by taking $\delta << 1$, $m_s = 1$ and (6.8) guarantees that $m_t = 1$ for every $t \in (8r, 1)$. Then by Allard regularity [All 1972], (6.7) implies that $V \cdot A^g(0, t/8, t)$ is a one-sheet $\Psi(\delta(C, I))$-graph over $C_t$. Edelen’s Theorem thus applies by taking $\delta \leq \delta(\epsilon, C, I) << 1$. \hfill $\square$

**Remark 6.6.** Using a similar argument as [Edelen 2021], one can actually drop the bounded-index assumption in Lemma 6.5, but this is out of the scope of this paper.

This in particular implies the following result of convergence in all scales.
Corollary 6.7. Let \( \{ \Sigma_j \}_{j \geq 1} \) be a sequence of two-sided LSMH in \( (\mathbb{B}_4^8, g_j) \) containing 0, with index(\( \Sigma_j \), \( g_j \)) \leq \Lambda, \| \Sigma_j \|(\( \mathbb{B}_4 \)) \leq \Lambda. Suppose when \( j \to \infty \),

(a) \( \| g_j - g_{\text{eucl}} \|_{C^4} \to 0 \);
(b) \( \theta_{|\Sigma_j|}(0, 2) - \theta_{|\Sigma_j|}(0) \to 0 \).

Then there exists some stable minimal hypercone \( C \in \mathcal{G}_{4^0, \Lambda} \) such that after passing to a subsequence,

\[
F_{\mathcal{B}_3}(|\Sigma_j|, |C|) \to 0, \quad F_{\mathcal{B}_4}(|C_0 \Sigma_j|, |C|) \to 0,
\]

where \( C_0 \Sigma_j \) is the tangent cone of \( \Sigma_j \) at 0.

Proof. First recall that by [Ilm96, Theorem B], tangent cones at a singular point of a LSMH are all of multiplicity 1. Denote for simplicity by \( C_j \in \mathcal{G}_{4^0, \Lambda} \) the tangent cone of \( \Sigma_j \) at 0, and suppose when \( j \to \infty \), \( C_j \) \( F \)-converges to some \( C \in \mathcal{G}_{4^0, \Lambda} \). By Allard’s regularity theorem [All72], the convergence is in \( C^2 \) sense away from 0. Hence by Lemma 6.5, \( |\Sigma_j| \) also \( F \)-subconverges to \( |C| \).

7. Growth Estimate of Graphical Functions

Let \( (N^8, g) \) be a Riemannian manifold, not necessarily complete. For \( i = 0, 1 \), suppose \( \Sigma^i \) is a hypersurface in \( N \) such that \( \text{Clos}(\Sigma^i) = \partial U^i \), where \( U^i \subset N \) is an open subset. Let \( \nu^i \) be the unit normal field of \( \Sigma^i \) under metric \( g \), which points away from \( U^i \).

Define the graphical function over \( \Sigma^0 \) of \( \Sigma^1 \) under metric \( g \) as follows. For every \( x \in \Sigma^0 \),

\[
G_{\Sigma^0, g}^{\Sigma^1}(x) := \begin{cases} 
\sup \{ t \geq 0 : \exp^g_{x}(s \nu^0(x)) \in U^1 \text{ for every } s \in [0, t] \}, & \text{if } x \in U^1; \\
\inf \{ t \leq 0 : \exp^g_{x}(s \nu^0(x)) \in N \setminus U^1 \text{ for every } s \in [t, 0] \}, & \text{if } x \notin U^1.
\end{cases}
\]

Remark 7.1. We abuse the notation here since the definition of \( G_{\Sigma^0, g}^{\Sigma^1} \) relies also on the choice of \( U^i \) and \( N \). In applications, these are naturally chosen and there will be no ambiguity.

Heuristically, \( \Sigma^1 \) is the graph of \( G_{\Sigma^0, g}^{\Sigma^1} \) over \( \Sigma^0 \). In fact, this is the case when \( \Sigma^i \) are smooth hypersurfaces and are \( C^2 \) close. In general however, \( G_{\Sigma^0, g}^{\Sigma^1} \) need not be even \( C^0 \) but only \( L^\infty \) along \( \Sigma^0 \).

The goal for this section is to control the behavior of graphical functions of LSMH. We first prove several local estimates, that is, for LSMH in \( N = \mathbb{B}^n_{2^{n+1}=8} \) which is close to a minimal hypercone. Then using these estimates, we study the globally induced Jacobi fields associated to a converging sequence of LSMH.

7.1. Local Growth Estimate. In this subsection, the ambient manifold \( N \) to define graphical function is fixed to be \( \mathbb{B}^{n+1}_{2^{n+1}=8} \). When two connected LSMH \( \Sigma^0, \Sigma^1 \) in \( \mathbb{B}_2 \) are sufficiently close, and \( \bar{\Sigma}^0 = \partial U^0 \) for some \( U^0 \subset N \),
there’s a unique choice of domain $U^1$ bounded by $\Sigma^1$ in $N$ such that $U^0 \Delta U^1$ is also small. We shall fix this choice of $U^1$ in defining the graphical functions.

**Lemma 7.2** ($L^2$ growth estimate). Let $\Lambda > 0$, $0 < \sigma < \gamma_{\text{gap}, \Lambda}/2$, where $\gamma_{\text{gap}, \Lambda}$ is given by Lemma 2.3. There exists $\delta_1 = \delta_1(\sigma, \Lambda) \in (0, 1)$ and $K = K(\sigma, \Lambda) > 2$ with the following property,

Let $\Sigma^i = \partial U^i$ ($i = 0, 1$) be LSMH in $(B_2, g)$ with area $\leq \Lambda$ and index $\leq \Lambda$. Assume the following holds for $\delta = \delta_1$,

(a) $\|g - g_{\text{eul}}\|_{C^4} \leq \delta$; $\|u\|_{L^2(A^\sigma(0, 1/2, 1), \|\Sigma^0\|_g)} \leq \delta$, where $u := G^{\Sigma^1}_{\Lambda, 0, \sigma} \in L^\infty(\Sigma^0)$;

(b) For $i = 0, 1$, there exists $x^i \in \text{Sing}(\Sigma^i) \cap B_{1/2}$ such that $x^0 = 0$ and

$\theta_{|\Sigma^1|(x^1, 1)} - \theta_{|\Sigma^1|(x^i)} \leq \delta$

$\theta_{|\Sigma^1|(x^1, 1)} = \theta_{|\Sigma^1|(x^0)}$.

Then,

(i) $\Sigma^1 \cap A^\sigma(0, K^{-3}, 3/2) = \text{graph}_{\Sigma^0, g}(u) \cap A^\sigma(0, K^{-3}, 3/2)$; $x^1 \in B_{K^{-3}}^0(0)$ and

$\|u\|_{C^2, A^\sigma(0, K^{-2}, 1)} \leq C(\sigma, \Lambda) \cdot \|u\|_{L^2(\Sigma^0)}$.

(ii) We have $L^2$-growth estimate for $u$,

(7.2) $J^\gamma_{K} u ; K^{-1} \leq J^\gamma_{K} u ; 1$;

where $\gamma_{\frac{1}{2}} := \gamma_{\frac{1}{2}}(C_0 \Sigma^0)$;

$J^\gamma_{K}(u; r)^2 := \|u\|^2_{L^2(A^\sigma(0, K^{-1}r, r); \|\Sigma^0\|_g)}$

(7.3) $:= \int_{A^\sigma(0, K^{-1}r, r)} u^2(x) \cdot \text{dist}_g(0, x)^{-2\gamma-n} \cdot d\Sigma^0(x)$

The proof shares some similarity as the proof of [Wan20, Lemma 4.11]. First note that by its definition we have,

(7.4) $C(K, \gamma)^{-1} \leq \frac{J^\gamma_{K}(u; r)r^{\gamma+n/2}}{\|u\|_{L^2(A^\sigma(0, K^{-1}r, r); \|\Sigma^0\|_g)}} \leq C(K, \gamma)$.

Thus, (7.2) provides a growth rate bound between different scales.

**Proof.** Take $K = K(\sigma, \Lambda) > 2$ as given by Lemma 6.1.

Suppose for contradiction, there exists a family of LSMH $\Sigma^i_j \subset (B_2, g_j)$ ($i = 0, 1, j \geq 1$) satisfying (a) and (b) with area $\leq \Lambda$, index $\leq \Lambda$, $\delta = 1/j$, $g_j \to g_{\text{eul}}$ in $C^4$ but either (i) or (ii) fails. Let $u_j := G^{\Sigma^1_j}_{\Lambda, 0, \sigma}$. By unique continuation of LSMH, WLOG $u_j$ is not identically 0 on $A^\sigma(0, 1/2, 1)$.

When $j \to \infty$, by [Sha17] and assumption (a), $|\Sigma^1_j|$ subconverges to an LSMH with multiplicity $V_\infty$, independent of $i = 0, 1$. Moreover, by assumption (b) and Corollary 6.7, $V_\infty = |C| \cdot B_2$ for some stable minimal hypercone $C \in \mathcal{C}_\Lambda$. Hence for sufficiently large $j$, (i) holds by Allard’s regularity theorem [All72] and classical elliptic estimates. By the contradiction assumption, (7.2) fails for $u_j$. 

Let $\varepsilon = \varepsilon(\sigma, \Lambda) > 0$ to be determined later;

$$l_j := \sup \{ l \in \mathbb{N}^+ : (\Sigma_j^l \Delta \text{graph}_{\Sigma_j^0}(u_j)) \cap A^q(0, K^{-l-1}, 1) = \emptyset;$$

(7.5) $$\|u_j\|_{C^2_r(A^q(0, K^{-l-1}, 1) \setminus \Sigma_j^0)} \leq \varepsilon \}.$$  

By Allard’s regularity theorem, $l_j \to +\infty$ as $j \to \infty$ ($l_j$ are possibly $+\infty$ themselves). By Lemma 6.5, there exists $\varepsilon_j \searrow 0$ such that for every $s \in (0, 1)$, $\eta_{0,s}(\Sigma_j^0)$ is $C^2$-close to $C$ in $A^q(0, 1/4, 1)$. Therefore, we can choose $\varepsilon(\sigma, \Lambda)$ small enough such that Corollary 6.2, after rescaling, applies to $u_j$ with $\gamma := \gamma_j^+(C_0 \Sigma_j^0) - \sigma$ in each $A^q(0, K^{-l-1}, K^{-l+2})$, $2 \leq l \leq l_j$. This provides,

(7.6) $$J^+_{K^l} - \sigma(u_j; K^{-l}) > J^+_{K^l} - \sigma(u_j; K^{-l+1}), \quad \forall 1 \leq l < l_j - 1.$$  

Also by the definition (7.5) of $l_j$ and (7.4), we have,

(7.7) $$J^+_{K^l} - \sigma(u_j; K^{-l}) \leq C(K, \Lambda) \varepsilon \cdot K^{l(\gamma_j^+ - \sigma - 1)}, \quad \forall 1 \leq l < l_j - 1.$$  

Note that by $\mu_2 \leq 0$, we have $\gamma_j^+ - \sigma - 1 < 0$. Hence (7.6) and (7.7) together implies $l_j < +\infty$.

Now consider the renormalized sequences $\hat{\Sigma}_j^i := \eta_{0,K^{-l_j}}(\Sigma_j^i)$, $i = 0, 1$. By assumption (b) and Corollary 6.7, up to a subsequence, $|\hat{\Sigma}_j^i| \to |C|$ and $|\hat{\Sigma}_j^1| \to |C - x_\infty|$ for some $x_\infty \in B_1$. Moreover, by the definition (7.5) of $l_j$ and unique continuation of LSMH, we must have $x_\infty \neq 0$.

On the other hand, by Allard’s Regularity Theorem [All72], $\hat{u}_j(x) := K^l_j u_j(K^{-l_j} x)$ $C^1$-subconverges to $\hat{u}_\infty := G_{C^1; \mu} - x_\infty$ outside a large ball. Thus by (7.6), we have

$$\mathcal{AR}_\infty(\hat{u}_\infty; C) \leq \gamma_j^+ - \sigma - \sigma < 0.$$

This contradicts Lemma 6.4. \hfill \Box

By applying Lemma 7.2 to all suitable scales with a bootstrap argument, we get,

Corollary 7.3. Let $0 < \sigma < \gamma_{\text{gap}, \Lambda}, \sigma' := \gamma_{\text{gap}, \Lambda} - \sigma$. Let $K = K(\sigma, \Lambda) > 2$, $\delta_1 = \delta_1(\sigma, \Lambda) > 0$ be in Lemma 7.2. There exists $\delta_2(\sigma, \Lambda) \in (0, \delta_1)$ with the following property.

Suppose $\Sigma^i (i = 0, 1), g, \gamma_j^+$ be in Lemma 7.2 with (a) (b) holds for $\delta \leq \delta_2(\sigma, \Lambda)$ and $u := G_{\Sigma^1, g}^\Sigma \in L^2(S^0)$. Let

$$r_u := \|u\|_{L^2(A^q(0, K^{-1}, 1; \|\Sigma^0\|_g)}^{2/(n-\sigma')}.$$  

Then,

(i) $u \in C^2(S^0 \cap A^q(0, r_u/2, 3/2))$ and

$$\text{graph}_{\Sigma^0, g}(u) \cap A^q(0, r_u/2, 3/2) = \Sigma^1 \cap A^q(0, r_u/2, 3/2);$$
(ii) For every \( r \in [r_u, 1] \), we have
\[
\|u\|_{C^2, A^0(0, r, 1)} \leq C(\sigma, \Lambda) \|u\|_{L^2(A^0(0, K^{-1}, 1); \|\Sigma^0\|_0)} \cdot r^{\gamma^+_2 - \sigma - 1} \leq C(\sigma, \Lambda) r_u^{\sigma'/2}.
\]

Proof. Assume that \( u \) is not identically 0. Then by unique continuation of LSMH, \( r_u > 0 \).

For each \( \tau \in (0, 1) \), let \( g_\tau := \tau^{-2}n_0^*g, \Sigma^i_\tau := n_0^{-1}(\Sigma^i), x^i_\tau := n_0^{-1}(x^i), i = 0, 1 \). By the volume monotonicity formula for LSMH, we can choose \( \delta_1(\sigma, \Lambda) < (0, \delta_1) \) small such that if (a), (b) hold for \( \delta \leq \delta_1 \), then for every \( \tau \in (0, 1) \), we have
\[
\|g_\tau - g_{\text{eucl}}\|_{C^3(\mathbb{B}_2)} \leq \delta_1, \quad \theta_{|\Sigma^i_\tau|}(x^i_\tau, 1) - \theta_{|\Sigma^i_\tau|}(x^i_\tau) \leq \delta_1.
\]

Let
\[
l_0 := \sup\{ l \in \mathbb{N}^+ : \|u\|_{L^2(A^0(0,\tau/K, \tau); \|\Sigma^0\|_0)} \leq \delta_1 \cdot \tau^1 + n/2, \forall \tau = K^{-m} \in [K^{-l+1}, 1], m \text{ integer} \}.
\]

Claim. By taking \( \delta_2(\sigma, \Lambda) < (0, \delta_1) \) small enough, we have \( r_u \geq K^{-l_0} \) provided (a) and (b) hold for \( \delta \leq \delta_2 \).

Proof of the Claim. WLOG assume that \( l_0 < +\infty \). Choose \( \delta_2(\sigma, \Lambda) < (0, \delta_1) \) small enough such that
\[
\|u\|_{L^2(A^0(0, K^{-1}, 1); \|\Sigma^0\|_0)} < \varepsilon,
\]
where \( \varepsilon = \varepsilon(\sigma, \Lambda) < 1 \) small enough, which will be determined later.

By definition of \( l_0 \) and Lemma 7.2, inductively on \( l \) we have, \( \forall 1 \leq l \leq l_0 \),
\[
J^+_{K^{-l-\sigma}}(u, K^{-l}) \leq J^+_{K^{-l-\sigma}}(u, 1) \leq C(\sigma, \Lambda) \|u\|_{L^2(A^0(0, K^{-1}, 1); \|\Sigma^0\|_0)}.
\]

Hence combined with (7.4) we have for every \( 1 \leq l \leq l_0 \),
\[
\|u\|_{L^2(A^0(0, K^{-l-1}, K^{-l}))} \leq C(\sigma, \Lambda) \|u\|_{L^2(A^0(0, K^{-1}, 1); \|\Sigma^0\|_0)} \cdot K^{-l(\gamma^+_2 - \sigma + n/2)}.
\]

Therefore if \( K^{-l_0} > r_u \), then we must have,
\[
\|u\|_{L^2(A^0(0, K^{-l_0-1}, K^{-l_0}))} \leq C(\sigma, \Lambda) r_u^{\sigma'/2} \cdot r_u^{n/2 - \sigma'} \cdot K^{-l_0(\gamma^+_2 - \sigma + n/2)} \leq C(\sigma, \Lambda) r_u^{\sigma'/2} \cdot K^{-l_0(1+n/2)} \leq \check{C}(\sigma, \Lambda) r_u^{\sigma'/2} \cdot K^{-l_0(1+n/2)},
\]
where the first inequality follows from (7.8) and the definition of \( r_u \), the second inequality follows by \( K^{-l_0} > r_u \) and \( \sigma' < \gamma_{\text{gap,} \Lambda} < (n-2)/2 \), the third inequality follows by the fact that \( \sigma + \sigma' = \gamma_{\text{gap,} \Lambda} \) and that
\[
\frac{n-2}{2} + \gamma^+_2 - \gamma_{\text{gap,} \Lambda} \geq -\gamma^+_1 + \gamma^+_2 - \gamma_{\text{gap,} \Lambda} \geq 0.
\]

Choose \( \varepsilon(\sigma, \Lambda) \) small enough such that \( \check{C}(\sigma, \Lambda) \varepsilon^{\sigma'/2} \leq \delta_1/2 \). (7.9) contradicts the choice of \( l_0 \). This concludes the proof of the Claim. \( \blacksquare \)

Now by the Claim and Lemma 7.2, (i) holds; (ii) also holds by combining the estimate (7.8) and (7.10). \( \square \)
For later applications, we also need to compare the graphical functions of different hypersurfaces. This is also derived from Lemma 7.2.

**Corollary 7.4.** Let $\Sigma^i = \partial U^i$ ($i = 0, 1, 2$) be LSMH in $(B^8, g)$ with area $\Lambda$ and index $\leq \Lambda$. Assume

(a) $\|g - g_{eul}\|_{C^4} \leq \delta$, $\|u^{(i)}\|_{L^2(A^g(0,1/2,1):\Sigma^0)} \leq \delta$, where $u^{(i)} := G^i_{\Sigma^0,g} \in L^\infty(\Sigma^0)$, $i = 1, 2$;

(b) For $i = 0, 1, 2$, there exists $x^i \in \text{Sing}(\Sigma^i) \cap B_{1/2}$ such that $x^0 = 0$ and

$$\theta_g(x^i, 1; \|\Sigma^i\|_g) - \theta(x^i; \|\Sigma^i\|_g) \leq \delta;$$

$$\theta(x^0; \|\Sigma^0\|_g) = \theta(x^1; \|\Sigma^1\|_g) = \theta(x^2; \|\Sigma^2\|_g).$$

Let $0 < \sigma < \gamma_{\text{gap}, \Lambda}/2$, $\gamma' := \gamma_{\text{gap}, \Lambda} - \sigma$. Then for $\delta \leq \delta_3(\sigma, \Lambda)$ and for $r \in (10 \sup \{r_{u(2)}, r_{u(2)}\}, 1/4)$, we have

$$\|u^{(1)} - u^{(2)}\|_{L^2(A^g(x^i/2,r)\cap \Sigma^0)} \leq C(\sigma, \Lambda)\|G^{\Sigma^2_{\Sigma^1,g}} \Sigma^1\|_{L^2(\|\Sigma^1\|_g)} r^{n/2 + \gamma_2(\Sigma^1) - \sigma}. $$

**Proof.** Denote for simplicity, $v := G^{\Sigma^2_{\Sigma^1,g}} \in L^\infty(\Sigma^1)$; We have,

$$\|u^{(2)} - u^{(1)}\|_{L^2(A^g(0,r/2,r)\cap \Sigma^0)} \leq C(\Lambda) r^{n/2} \sup_{A^g(0,r/2,r)\cap \Sigma^0} |u^{(2)} - u^{(1)}|$$

$$\leq C(\Lambda) r^{n/2} \sup_{A^g(0,r/4,2r)\cap \Sigma^1} |v|$$

$$\leq C(\Lambda) r^{n/2 + 1} \cdot \|v\|_{C^2, A^g(x^1, r/10, 1)\cap \Sigma^1}$$

$$\leq C(\Lambda, \sigma) r^{n/2 + 1} \cdot r^{\gamma_2(\Sigma^1) - \sigma - 1} \|v\|_{L^2(\|\Sigma^1\|_g)}. $$

Here, the first inequality follows by volume upper bound for minimal hypersurface $\Sigma^0$ in $A^g(0,r/2,r)$: The second inequality, after taking $\delta$ sufficiently small, is given by the following geometric Lemma 7.5 comparing $G^{\Sigma^2_{\Sigma^1,g}} \Sigma^1$ with $|u^2 - u^1|$: The third inequality follows directly from definition of $C^2$ norm and that $A^g(0,r/4,2r) \subset A^g(x^1, r/10, 1)$: The last inequality is given by Corollary 7.3 (ii).\[
\square\]

**Lemma 7.5.** There is a universal constant $\varepsilon_0$ with the following property. Let $\Sigma^i = \partial U^i$ ($i = 0, 1, 2$) be connected $C^2$ hypersurfaces in $B_1$. Suppose $g$ is a $C^2$ metric on $B_1$ such that

(a) $|A_{\Sigma^0}|_g \leq \varepsilon_0$ and $0 \in \Sigma^0$; $\|g - g_{eul}\|_{C^2} \leq \varepsilon_0$;

(b) $\Sigma^i = \text{graph}_{\Sigma^0}(u^{(i)})$ with $\|u^{(i)}\|_{C^2} \leq \varepsilon_0$, $i = 1, 2$.

Then we have

$$|u^{(2)}(0) - u^{(1)}(0)| \leq 2 \sup_{B_{1/4}} |G^{\Sigma^2_{\Sigma^1,g}}| \leq 4 \sup_{B_{1/2}} |u^{(2)} - u^{(1)}|.$$

**Proof.** This follows directly from the triangle inequality.\[
\square\]
7.2. **Induced Jacobi Field for Pairs.** Let \( \Sigma \) be a connected two-sided LSMH in a closed manifold \((M^8, g)\), with \( \nu = \nu_{\Sigma, g} \) to be a global unit normal field. We also fix an integer \( k \geq 4 \) and \( \alpha \in (0, 1) \).

Since near each singularity, \( \Sigma \) is a \( C^{1, \alpha} \) diffeomorphic to a minimal hyper-cone restricted in unit ball, we know that there exists an open subset \( \mathcal{N} \subset M \) being a sufficiently small neighborhood of \( \operatorname{Clos}(\Sigma) \) such that \( \mathcal{N} \setminus \operatorname{Clos}(\Sigma) \) has two connected component \( \mathcal{N}_+ \cup \mathcal{N}_- \) and \( \nu \) points into \( \mathcal{N}_- \). Moreover, for every \( (g', \Sigma') \in \mathcal{M}^{k, \alpha}(M) \) close enough to \((g, \Sigma)\), we know that \( \operatorname{Clos}(\Sigma') \subset \mathcal{N} \) and that there is a unique connected component \( \mathcal{N}'_\mathcal{N} \) of \( \mathcal{N} \setminus \operatorname{Clos}(\Sigma') \) such that

\[
\mathcal{N}'_\mathcal{N} \Delta \mathcal{N}_- \subset \subset \mathcal{N}.
\]

In this subsection, to define a graphical function as in (7.1), the ambient manifold \( \mathcal{N} \) is chosen to be \( \mathcal{N} \). Let \( \delta_4 = \delta_4(g, \Sigma, \Lambda) > 0 \) such that for every \( (g', \Sigma') \in \mathcal{L}^{k, \alpha}(g, \Sigma; \Lambda, \delta_4) \), \( \operatorname{Clos}(\Sigma') \subset \mathcal{N} \) and bounds a unique \( \mathcal{N}_- \) as above. When defining graphical functions between any two elements \((g^1, \Sigma^1), (g^2, \Sigma^2) \in \mathcal{L}^{k, \alpha}(g, \Sigma; \Lambda, \delta_4) \) as in (7.1), we always choose \( U^i := \mathcal{N}_-^i \).

We define a semi-metric on \( \mathcal{L}^{k, \alpha}(g, \Sigma; \Lambda, \delta_4) \) by

\[
\mathcal{D}^i[(g_1, \Sigma_1), (g_2, \Sigma_2)] := \|g_1 - g_2\|_{L^\infty(M)} + \|G_{\Sigma_1, g_1}^{\Sigma_2, g_2}\|_{L^2(|\Sigma_1|, g_1)} + \|G_{\Sigma_2, g_2}^{\Sigma_1, g_1}\|_{L^2(|\Sigma_2|, g_2)}.
\]

Here, norms of tensors are taken with respect to metric \( g \) which we have fixed at the beginning. By [SS81], \((g_j, \Sigma_j)\) converges to \((g_\infty, \Sigma_\infty)\) in \( \mathcal{L}^{k, \alpha} \) if and only if \( \mathcal{D}^i[(g_j, \Sigma_j), (g_\infty, \Sigma_\infty)] \to 0 \) and \( \|g_j - g_\infty\|_{C^{k-1, \alpha}(M)} \to 0 \) when \( j \to \infty \).

The following Lemma is an application of Corollary 7.4.

**Lemma 7.6.** Let \( r \in (0, \text{inj}(\text{rad}(g, \Sigma))) \). Suppose for \( 1 \leq j < \infty \),

(a) \((g_j^0, \Sigma_j^0) \neq (g_j^1, \Sigma_j^1) \in \mathcal{L}^{k, \alpha}(g, \Sigma; \Lambda, \delta_1) \) are distinct pairs, and \((g_j, \Sigma_j) \in \mathcal{L}^{k, \alpha}(g, \Sigma; \Lambda, \delta_1) \) such that when \( j \to \infty \), \((g_j^i, \Sigma_j^i) \to (g, \Sigma) \) in \( \mathcal{L}^{k, \alpha} \), \( i = 0, 1 \) and \((\hat{g}_j, \Sigma_j) \to (g, \Sigma) \) also in \( \mathcal{L}^{k, \alpha} \);

(b) For \( i = 0, 1 \), \( g_j^i = (1 + t_j f_j^i) \hat{g}_j \), where \( t_j \searrow 0 \), \( f_j^i \in C^{k, \alpha}(M) \) with uniformly bounded \( C^{k, \alpha} \) norms, such that \( \operatorname{spt}(f_j^i) \cap B^p(\operatorname{Sing}(\Sigma), r) = \emptyset \), and that either \( f_j^0 = f_j^1 \) (in which case we set \( f_\infty = 0 \)), or \( f_j^1 - f_j^0 \to f_\infty \) in \( C^{k, \alpha}(M) \) satisfying that \( \nu_{\Sigma, g}(f_\infty) \) is not identically 0 along \( \Sigma \).

Let \( d_j := \mathcal{D}^i[(g_j^0, \Sigma_j^0), (g_j^1, \Sigma_j^1)] > 0 \) and \( u_j^{(i)} := G_{\Sigma_j^i, g_j}^{\Sigma_j^0, g_j} \in L^2(\Sigma_j) \). Then we have, after passing to a subsequence of \( j \to \infty \),

\[
(u_j^{(1)} - u_j^{(0)})/d_j \to \hat{u}_\infty \text{ in } C^2_{\text{loc}}(\Sigma); \quad t_j(f_j^1 - f_j^0)/d_j \to \hat{f}_\infty \text{ in } C^2(M),
\]

where \( \hat{f}_\infty \in \mathbb{R}_{\geq 0}(f_\infty) \), \( \hat{u}_\infty \) is a nonzero solution of

\[
L_{\Sigma, g} \hat{u}_\infty = \frac{n}{2} \nu_{\Sigma, g}(\hat{f}_\infty);
\]

Moreover, \( \hat{u}_\infty \) satisfies \( \mathcal{A}R_p(\hat{u}_\infty) \geq \gamma^2_p(C_p \Sigma) \) for every \( p \in \operatorname{Sing}(\Sigma) \). In other words, \( \hat{u}_\infty \) is a function of slower growth.
Proof. Fix $\sigma \in (0, \gamma_{\text{gap}, \Lambda}/2)$. By Corollary 7.3 and 7.4, there exists $r_0(\sigma, g, \Sigma, \Lambda) \in (0, r/4)$ and $r_j \searrow 0$ such that

(i) For $i = 0, 1, \Sigma^i_j \backslash B_{r_j}^{\bar{g}_j}(\text{Sing}(\Sigma_j), r_j) = \text{graph}_{\Sigma^i_j, \bar{g}_j}(u_j^{(i)}) \backslash B_{r_j}^{\bar{g}_j}(\text{Sing}(\Sigma_j), r_j)$, and when $j \to \infty$,

$$\|u_j^{(i)}\|_{C^2(S^i_j \backslash B^{\bar{g}_j}(\text{Sing}(\Sigma_j), r_j)} \to 0.$$  

(ii) For every $p \in \text{Sing}(\Sigma_j)$ and every $\tau \in [2r_j, 2r_0]$, let $p^0 \in \text{Sing}(\Sigma^0_j) \cap B^{\bar{g}_j}(p, r_j)$. Then $w_j := u_j^{(1)} - u_j^{(0)}$ satisfies

$$(7.11) \quad \|w_j\|_{L^2(A^{\bar{g}_j}(p, \tau/2, \bar{\Sigma}^j))} \leq C(g, \Sigma, \bar{\Lambda}, \Sigma, r_0) \cdot \tau^{n/2+\gamma^+} C_{\rho_0} \cdot \Sigma^0_j - \sigma.$$  

Also by Theorem B.1, for $j >> 1$, $w_j$ satisfies the following equation on $\Sigma_j \backslash B^{\bar{g}_j}(\text{Sing}(\Sigma_j), r_j)$

$$(7.12) \quad -L_{\bar{g}_j}(w_j) + \frac{n}{2} \tau_j \nu_{\Sigma_j, \bar{g}_j}(f_j^1 - f_j^0) = \text{div}_{\Sigma_j, \bar{g}_j}(\mathcal{E}^1_j) + \frac{1}{\rho_j} \mathcal{E}^2_j,$$

where $\nu_j$ be the distant function under $\bar{g}_j$ to $\text{Sing}(\bar{\Sigma})$, $\mathcal{E}^1_j$ and $\mathcal{E}^2_j$ are error terms with pointwise estimate,

$$(7.13) \quad |\mathcal{E}^1_j|, |\mathcal{E}^2_j| \leq C(\Sigma, g) \cdot \left[ \sum_{i=0}^2 \left( \frac{|u_j^{(i)}|}{\rho_j} + |\nabla u_j^{(i)}| + t_j \sum_{l=0}^2 |\nabla_M f_j^l| \right) \right].$$

Note that if $f_j^0 \neq f_j^1$, then by definition, for $j >> 1$,

$$(7.14) \quad d_j \geq \|g_j^1 - g_j^0\|_{L^\infty} \geq C(g) t_j \cdot \|f_\infty\|_{L^\infty}.$$  

Thus by assumption (b), after passing to a subsequence, we have,

$$\frac{1}{d_j} \cdot t_j(f_j^1 - f_j^0) \to \hat{f}_\infty \in \mathbb{R}_{\geq 0}(f_\infty) \quad \text{in } C^k(M).$$

While if $f_j^0 \equiv f_j^1$, then (7.14) and the convergence above hold automatically.

Let $d_j' := \|w_j\|_{L^2(S^i_j \backslash B^{\bar{g}_j}(\text{Sing}(\Sigma_j), r_0))}$.

Claim 7.1. $\liminf_{j \to \infty} d_j/d_j' \in (0, +\infty).$

Once the claim is established, recall by (7.11), (7.14) and elliptic estimate for (7.12), up to a subsequence, we have for $j >> 1$,

$$\|w_j\|_{C^2(S^i_j \backslash B^{\bar{g}_j}(\text{Sing}(\Sigma_j), 2r_0))} \leq C(g, \Sigma, r_0)(d_j' + d_j + t_j \|f_j^1 - f_j^0\|_{C^2(M)}).$$

Thus combined with (7.11), (7.14) and the Claim, we have, after passing to a subsequence of $j \to \infty$, $\|w_j/d_j \to \hat{u}_\infty\in C^2_{\text{loc}}(\Sigma)$. By (7.12), (7.13) and the Claim, we know that $\hat{u}_\infty \neq 0$ and satisfies

$$-L_{\Sigma, g} \hat{u}_\infty + \frac{n}{2} \nu_{\Sigma, g}(\hat{f}_\infty) = 0.$$
Also by (7.11) and Corollary 6.7, for every $p \in \text{Sing} (\Sigma)$ and every $\tau \in (0, r_0)$,

$$\| \hat{u}_\infty \|_{L^2 (A^\vartheta (p; \tau/2, \tau); \| \Sigma \|_g)} \leq C_\tau^{n/2+\gamma_2^+ (C_p \Sigma)} - \sigma.$$  

By definition of $AR_p$, this means $AR_p (\hat{u}_\infty) \geq \gamma_2^+ (C_p \Sigma) - \sigma$. Therefore, by Lemma 2.4 we have,

$$AR_p (\hat{u}_\infty) \geq \gamma_2^+ (C_p \Sigma).$$

**Proof of Claim 7.1.** Suppose otherwise, $c := \liminf_{j \to \infty} d_j / d_j'$ is either 0 or $+\infty$.

**Case I.** If $c = 0$, then using (7.11), (7.12), (7.13) and (7.14), we can apply the same argument as above to obtain, after passing to a subsequence of $j \to \infty$,

$$\frac{w_j}{d_j} \to \hat{w}_\infty \quad \text{in} \quad C^2_{\text{loc}} (\Sigma), \quad \frac{t_j (f_j^1 - f_j^0)}{d_j'} \to 0 \quad \text{in} \quad C^k (M).$$

And $-L_{\Sigma, g} \hat{w}_\infty = 0$, $\| \hat{w}_\infty \|_{L^2 (\Sigma \setminus B^\vartheta (\text{Sing} (\Sigma), r_0))} = 1$. But by (7.11), $\hat{w}_\infty \equiv 0$ on $\Sigma \cap B^\vartheta (\text{Sing} (\Sigma), 2r_0)$. This violates the unique continuation property for solutions to elliptic equations.

**Case II.** If $c = +\infty$, then again using (7.11), (7.12), (7.13) and (7.14), after passing to a subsequence of $j \to \infty$, we have

$$\frac{w_j}{d_j} \to \hat{w}_\infty \quad \text{in} \quad C^2_{\text{loc}} (\Sigma), \quad \frac{t_j (f_j^1 - f_j^0)}{d_j} \to \hat{f}_\infty.$$

And $-L_{\Sigma, g} \hat{w}_\infty + \frac{c}{2} \nu_{\Sigma, g} (\hat{f}_\infty) = 0$. But $\hat{w}_\infty \equiv 0$ on $\Sigma \setminus B^\vartheta (\text{Sing} (\Sigma), r_0)$, and by the choice of $r_0$, $\text{spt} (\hat{f}_\infty) \cap B^\vartheta (\text{Sing} (\Sigma), 2r_0) = \emptyset$. Hence by unique continuation property, $\hat{w}_\infty \equiv 0$, and then since $\nu_{\Sigma, g} (\hat{f}_\infty)$ is not identically 0, we must have $\hat{f}_\infty \equiv 0$, in other words,

$$\| g_j^1 - g_j^0 \|_{L^\infty / d_j} \to 0.$$

We now show that this contradicts to the definition of $d_j$.

Denote for simplicity

$$u_j^{(0,1)} := G_{\Sigma, g_j^0} (\Sigma_j^0), \quad u_j^{(1,0)} := G_{\Sigma, g_j} (\Sigma_j^1),$$

$$\tilde{d}_j := \| u_j^{(0,1)} \|_{L^2 (\Sigma_j^0 \setminus B^\vartheta_j (\text{Sing} (\Sigma_j^0)), r_0/K)} + \| u_j^{(1,0)} \|_{L^2 (\Sigma_j^1 \setminus B^\vartheta_j (\text{Sing} (\Sigma_j^1)), r_0/K)}.$$  

where $K = K (\vartheta, \Lambda) > 2$ is given by Lemma 6.1. First of all, by Lemma 7.5 and the fact that $w_j / d_j$ subconverges to 0 in $C^2_{\text{loc}} (\Sigma)$, we know that $u_j^{(0,1)} / d_j$ and $u_j^{(1,0)} / d_j$ both subconverge to 0 in $C^2_{\text{loc}} (\Sigma)$. In particular,

$$\liminf_{j \to \infty} \tilde{d}_j / d_j = 0.$$
Also when $j >> 1$, by Corollary 7.3 (ii), on $\Sigma^0_j \setminus B_{\rho_j}^0(\text{Sing}(\Sigma^0_j), s_j)$, $u_j^{(0,1)}$ is $C^2$ and pointwisely,

$$|u_j^{(0,1)}| \leq C(\Sigma, g, \Lambda, \sigma, r_0) \tilde{d}_j \cdot \rho_j^{-n/2+1},$$

where $s_j \leq C(\Sigma, g, r_0) \tilde{d}_j^{2/(n-\sigma')}$, and $\rho_j$ denotes the distance function to $\text{Sing}(\Sigma^0_j)$ with respect to $g_j$. Here we are using the fact that $\gamma_2^+ - \sigma \geq \gamma_1^+ \geq -n/2 + 1$. In particular,

(7.17) $$\|u_j^{(0,1)}\|_{L^2(\Sigma_j^0)} \leq \tilde{d}_j + \|u_j^{(0,1)}\|_{L^2(A^{\rho_j}(\text{Sing}(\Sigma^0_j)), s_j, r_0)} + \|u_j^{(0,1)}\|_{L^2(B_{\rho_j}^0(\text{Sing}(\Sigma^0_j)), s_j)}$$

$$\leq \tilde{d}_j + C(\Sigma, g, \Lambda, \sigma, r_0) \tilde{d}_j \cdot \|\rho_j^{-n/2+1}\|_{L^2(A^{\rho_j}(\text{Sing}(\Sigma^0_j)), s_j, r_0)}$$

$$+ C(g)\|\Sigma^0_j\|((B_{\rho_j}^0(\text{Sing}(\Sigma^0_j)), s_j))^{1/2}$$

$$\leq \tilde{d}_j \left(1 + C(\Sigma, g, \Lambda, \sigma, r_0) + C(g, \Sigma, \Lambda)\tilde{d}_j \sigma'/(n-\sigma')\right) = O(\tilde{d}_j).$$

Similarly,

(7.18) $$\|u_j^{(1,0)}\|_{L^2(\Sigma_j^1)} \leq O(\tilde{d}_j).$$

Together with (7.16) and (7.15), (7.17) and (7.18) contract the definition of $\tilde{d}_j$. This finishes the proof of Claim.

8. Proof of Theorem 3.3

The goal of this section is to prove Theorem 3.3. To deal with one-sided and two-sided cases simultaneously, we first slightly extend the notions of canonical neighborhoods $\mathcal{L}^{k,\alpha}$ and Jacobi fields of slower growth to manifolds with symmetry.

**Definition 8.1.** Let $G \subset \text{Diff}(M)$ be a discrete subgroup of the diffeomorphism group of $M$. We call a two-sided LSMH $\Sigma \subset (M, g)$ $\textbf{G-invariant}$ if for every $\gamma \in G$, we have

$$\gamma^*g = g, \quad \gamma(\Sigma) = \Sigma.$$

Given a $G$-invariant two-sided LSMH $\Sigma \subset (M, g)$ with a unit normal field $\nu$, there is an induced $G$-representation on $C^0_{\text{loc}}(\Sigma)$ given by

$$\langle (\gamma \cdot f)(x) \rangle := \left(\frac{d}{dt}\bigg|_{t=0}\gamma(\exp^0_g(t \cdot f(y)\nu(y))), \nu(\gamma(y))\bigg)\right|_{y = \gamma^{-1}(x)}$$

$$= f(\gamma^{-1}(x)) \cdot \langle \gamma_\nu(\gamma^{-1}(x)), \nu(x)\rangle_g,$$

for every $\gamma \in G$, $f \in C^0_{\text{loc}}(\Sigma)$, $x \in \Sigma$. Under this representation, for every subset $\mathcal{K} \subset C^0_{\text{loc}}(\Sigma)$, let $\mathcal{K}^{G}$ be the set of all $G$-invariant elements in $\mathcal{K}$, i.e.

$$\mathcal{K}^{G} := \{f \in \mathcal{K} : \gamma \cdot f = f, \forall \gamma \in G\}.$$
We call a $G$-invariant two-sided LSMH $\Sigma \subset (M, g)$ $G$-semi-non-degenerate if $(\text{Ker}^+ L_{\Sigma, g})^G = \{0\}$. We also use the notation

$$\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G := \{(g', \Sigma') \in \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta) : \gamma^* g' = g', \gamma(\Sigma') = \Sigma', \forall \gamma \in G\}.$$

**Remark 8.2.** Throughout this section, unless otherwise stated, $G < \text{Diff}(M)$ is fixed and $\Sigma \subset (M, g)$ is a connected $G$-invariant two-sided LSMH.

(i) Under the induced $G$-representation on $C^0_{loc}(\Sigma)$, we have, for every $\gamma \in G$ and every $f \in C^0_{loc}(\Sigma)$,

$$\gamma(\text{graph}_\Sigma(f)) = \text{graph}_\Sigma(\gamma \cdot f).$$

(ii) If $\Sigma_0 \subset (M_0, g_0)$ be a connected one-sided LSMH, let $\pi : \tilde{M}_0 \to M_0$ be the double cover given by Section 2 such that $\tilde{\Sigma}_0 := \pi^{-1}(\Sigma_0) \subset (\tilde{M}_0, \tilde{g}_0 := \pi^* g_0)$ is a connected two-sided LSMH. This makes $\tilde{\Sigma}_0 \subset (\tilde{M}_0, \tilde{g}_0)$ a $\mathbb{Z}_2$-invariant LSMH, where $\mathbb{Z}_2$ acts on $\tilde{M}_0$ by deck transformation. It’s not hard to verify that

$$\mathcal{L}^{k,\alpha}(\tilde{g}_0, \tilde{\Sigma}_0; \Lambda, \delta)^{\mathbb{Z}_2} \subset \{((\pi^*[g_0], \pi^{-1}(\Sigma')) : (g', \Sigma') \in \mathcal{L}^{k,\alpha}(g_0, \Sigma_0; \Lambda, \delta)\} \subset \mathcal{L}^{k,\alpha}(\tilde{g}_0, \tilde{\Sigma}_0; 2\Lambda, 2\delta)^{\mathbb{Z}_2}$$

Note that functions of slower growth are preserved under convergence in $(\mathcal{L}^{k,\alpha})^G$.

**Lemma 8.3** (Compactness of Jacobi fields of slower growth). Let $\Sigma \subset (M, g)$ be a connected $G$-invariant two-sided LSMH, and $\delta_0 = \delta_0(g, \Sigma, \Lambda) > 0$ be as in Lemma 3.2. Suppose that there exists a sequence $\{(g_j, \Sigma_j)\}_{j=1}^\infty \subset \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta_0)^G$ satisfying

(a) $(g_j, \Sigma_j) \to (g_\infty, \Sigma_\infty) \in \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta_0)^G$ in $\mathcal{L}^{k,\alpha}$;

(b) There exists $0 \neq u_j \in (\text{Ker}^+ L_{\Sigma_j, g_j})^G$ a $G$-invariant Jacobi field of slower growth on $\Sigma_j$ with $\|u_j\|_{L^2(\Sigma_j)} = 1$.

Then $u_j$ subconverges to some $G$-invariant Jacobi field of slower growth $u_\infty$ in $C^2_{loc}(\Sigma_\infty)$, with $\|u_\infty\|_{L^2(\Sigma_\infty)} = 1$.

**Proof.** Fix $\sigma \in (0, \gamma_{\text{gap}, \Lambda}/2)$, where $\gamma_{\text{gap}, \Lambda}$ is defined in Lemma 2.3. Let $K = K(\sigma, \Lambda) > 2$ be given by Lemma 6.1.

By standard elliptic estimates, for every $r > 0$, there exist an integer $j(r) > 0$ and a constant $C(\Sigma, g, r) > 0$ such that when $j \geq j(r)$, we have

$$\|u_j\|_{C^3(\Sigma_j \setminus B^g_r(\text{Sing}(\Sigma), r))} \leq C(\Sigma, g, r).$$

Hence $u_j$ subconverges to some Jacobi field $u_\infty$ in $C^2_{loc}(\Sigma)$. Since all $u_j$’s are $G$-invariant, so is $u_\infty$.

The major effort here is to show $\|u_\infty\|_{L^2(\|\Sigma\|_g)} = 1$ and that $u_\infty$ is of slower growth.

First notice that for every $p \in \text{Sing}(\Sigma)$, let $p_j \in \text{Sing}(\Sigma_j)$ such that $p_j \to p$ as $j \to \infty$, then by the definition of $\mathcal{L}^{k,\alpha}$ convergence and the monotonicity formula of volume ratio, we have

$$(8.1) \quad \lim_{r \to 0} \limsup_{j \to \infty} \theta_{[\Sigma_j]}(p_j, r) - \theta_{[\Sigma_j]}(p_j) = 0.$$
Hence by Lemma 6.5, we can choose $r_0 = r_0(\Sigma_\infty, g_\infty) \in (0, \text{injrad}(g, \Sigma))$ such that for $j >> 1$ and every $p_j \in \text{Sing}(\Sigma_j)$, we can parametrize $\Sigma_j \cap B_{r_0}$ by $C_{p_j} \Sigma_j$ using

$$F_j(x) := x + \phi_j(x)v_j(x),$$

where $v_j$ be the unit normal field of $C_{p_j} \Sigma_j$, i.e.

$$\Sigma_j \cap B_{r_0} = \text{graph}_{C_{p_j} \Sigma_j}(\phi_j).$$

Furthermore, $\phi_j \in C^2_{loc}(C_{p_j} \Sigma_j \cap B_{r_0})$ is the graphical function with estimates

$$\|\phi_j\|_{C^2_{loc}(B_{r_0})} \leq \Psi(s|g_\infty, \Sigma_\infty), \quad \forall s \in (0, r_0), \quad \forall j \geq j_0(s, g_\infty, \Sigma_\infty).$$

Here $\Psi(s|g_\infty, \Sigma_\infty)$ is some positive constant depending only on $s, g_\infty, \Sigma_\infty$, increasing in $s$ and tending to 0 when $s \searrow 0$. We emphasis that the right hand side does not depend on $j$ provided $j$ is sufficiently large. In addition, for every function $u_j$ on $\Sigma_j$, we let $\bar{u}_j := u_j \circ F_j$.

By (8.2) and Remark 6.3, there exists $s_0 = s_0(g_\infty, \Sigma_\infty) \in (0, r_0)$ such that when $j \geq j_{s_0}$, Corollary 6.2 applies to $\bar{u}_j$ on each $A(0, K^{-1} s) \cap C_{p_j} \Sigma_j$ and we obtain

$$J_{j,K}^\gamma(\bar{u}_j; K^{-2}s) - 2J_{j,K}^\gamma(\bar{u}_j; K^{-1}s) + J_{j,K}^\gamma(\bar{u}_j; s) > 0$$

for every $s \in (0, s_0)$. Here $\gamma_j := \gamma^+_2(C_{p_j} \Sigma_j) - \sigma$ and

$$J_{j,K}^\gamma(v; \tau) := \int_{A(0, K^{-1}\tau, \tau)} v(x)^2 |x|^{-n-2\gamma} d\|C_{p_j} \Sigma_j\|.$$

But since $u_j$ is of slower growth at $p_j$, and $\gamma_j < \gamma^+_2(C_{p_j} \Sigma_j) \leq AR_{p_j}(u_j)$, we know that

$$\lim_{s \to 0} J_{j,K}^\gamma(\bar{u}_j; s) = 0.$$

Thus for any $N \in \mathbb{N}^+$, there is some $N_0 > N$ and $s = s_0 \cdot K^{-N_0}$ such that

$$J_{j,K}^\gamma(\bar{u}_j; K^{-1}s) < J_{j,K}^\gamma(\bar{u}_j; s).$$

And then inductively, (8.3) implies,

$$J_{j,K}^\gamma(\bar{u}_j; K^{-l}s) < J_{j,K}^\gamma(\bar{u}_j; s_0), \quad \forall l \geq 1, \quad \forall j \geq j_{s_0}.$$

By taking sum over $l$ and change the parametrization, this implies (recall $\|u_j\|_{L^2(\Sigma_j)} = 1$),

$$\|u_j\|_{L^2(B^g(p_j, \tau); \Sigma_j)} \leq C(\Sigma, g, s_0)\tau^{n/2 + \gamma^+_2(C_{p_j} \Sigma_j) - \sigma}, \quad \forall \tau \in (0, s_0).$$

The key is that the coefficients on RHS does not depend on $j$ and $\tau$.

**Claim 8.1.** If $p_j \to p \in \text{Sing}(\Sigma)$, then up to a subsequence,

$$\gamma^+_2(C_{p_j} \Sigma_j) \to \gamma^+_2(C_p \Sigma).$$
Proof of Claim 8.1 It suffices to show that $C_{p_j} \Sigma_j F$-subconverges to $C_p \Sigma$.

By the fact that $\Sigma_j F$-converges to $\Sigma$ and (8.1), there exists a sequence $\{r_k\}$ with $r_k \to 0$ such that

$$\eta_{\nu_{1k}}(\Sigma_{jk}) \to C_p \Sigma$$

in $\mathcal{B}_3$, and furthermore,

$$\lim \theta_{|\eta_{\nu_{1k}}(\Sigma_{jk})|^2(\nu_{1k})} - \theta_{|\eta_{\nu_{1k}}(\Sigma_{jk})|^2(\nu_{1k})} = 0$$

Therefore, by Corollary 6.7, we know that $C_{p_j} \Sigma_j F$-converges to $C_p \Sigma$. \(\blacksquare\)

Now, since

$$\gamma_2^+(C_{p_j} \Sigma_j) - \sigma > \gamma_1^+(C_{p_j} \Sigma_j) \geq -\frac{n-2}{2},$$

(8.4) then guarantees that there is no concentration of $L^2$ norm for $\{u_j\}_{j \geq 1}$ near $\text{Sing}(\Sigma)$, i.e.

$$\lim \sup \lim \sup_{\tau \to 0} \|u_j\|_{L^2(B^n(\text{Sing}(\Sigma)), \tau)} = 0,$$

and thus $\|u_\infty\|_{L^2} = 1$. It also implies that for every $p \in \text{Sing}(\Sigma), \quad \mathcal{A}R_p(u_\infty) \geq \gamma_2^+(C_p \Sigma) - \sigma$.

Then by Lemma 2.4, $u_\infty$ is of slower growth. \(\square\)

Corollary 8.4. There exists $\kappa_1(g, \Sigma, \Lambda, G) \in (0, \delta_0)$ such that for every $(g', \Sigma') \in L^k(g, \Sigma; \Lambda, \kappa_1)^G$, we have $\dim(Ker^+ L_{\Sigma, g'})^G \leq \dim(Ker^+ L_{\Sigma, g})^G$.

Proof. Suppose otherwise, there exist $(g_j, \Sigma_j) \to (g, \Sigma)$ in $L^{k, \alpha}(g, \Sigma; \Lambda, \delta_0)^G$ with

$$\dim(Ker^+ L_{\Sigma, g})^G > \dim(Ker^+ L_{\Sigma, g})^G =: I.$$

For each $j \geq 1$, let $u_j^{(1)}, \ldots, u_j^{(I+1)}$ be an orthonormal class in $(\text{Ker}^+ L_{\Sigma, g})^G$, i.e. $\langle u_j^{(s)}, u_j^{(t)} \rangle_{L^2(\Sigma, g)} = \delta^{st}, 1 \leq s, t \leq I + 1$.

By Lemma 8.3, for each $1 \leq s \leq I + 1$, $u_j^{(s)}$ subconverges to some slower growth Jacobi field $u^{(s)}$ in $C^2_{\text{loc}}(\Sigma)$, and

$$\lim \sup \lim \sup_{\tau \to 0} \|u_j^{(s)}\|_{L^2(B^n(\text{Sing}(\Sigma)), \tau)} = 0.$$

Hence $\{u^{(s)}\}_{1 \leq s \leq I + 1} \subset (\text{Ker}^+ L_{\Sigma, g})^G$ are also orthonormal, contradicting that $\dim(Ker^+ L_{\Sigma, g})^G = I$. \(\square\)

Let

$$L^{k, \alpha}_{\text{top}}(g, \Sigma; \Lambda, \delta) := \{ (g', \Sigma') \in L^{k, \alpha}(g, \Sigma; \Lambda, \delta)^G : \dim(Ker^+ L_{\Sigma', g'})^G = \dim(Ker^+ L_{\Sigma, g})^G \}.$$

Lemma 8.3 and Corollary 8.4 implies that $L^{k, \alpha}_{\text{top}}(g, \Sigma; \Lambda, \delta)^G$ is closed in $L^{k, \alpha}(g, \Sigma; \Lambda, \delta)^G$ for $\delta \leq \kappa_1.$
Let $I := \dim(\text{Ker}^+ L_{\Sigma,g})^G < \infty$. For $(\bar{g}, \bar{\Sigma}) \in L_{top}^{k,\alpha}(g, \Sigma; \Lambda, k, \alpha, G)^G$, let
\[ \pi_{L_{\Sigma,\bar{g}}}^{L^2, G} : L^2(\Sigma) \to (\text{Ker}^+ L_{\Sigma,g})^G \]
be the $L^2$-orthogonal projection to the finite dimensional subspace. The following Lemma guarantees that we can parametrize slices of $L_{top}^{k,\alpha}$ by compact subset of $(\text{Ker}^+ L)^G$.

**Lemma 8.5.** Let $k_1$ be as in Corollary 8.4. Then there exist constants $\kappa_2(g, \Sigma, \Lambda, G) \in (0, \kappa_1)$, $r_0(g, \Sigma, \Lambda, G) > 0$ and an $I$-dimensional linear subspace $\mathcal{F} \subset C^k_{c,\alpha}(M \setminus B^g(\text{Sing}(\Sigma), 10r_0))^G$ also depending only on $\Sigma, g, \Lambda, G$ with the following property.

(i) For every $(\bar{g}, \bar{\Sigma}) \in L_{top}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_2)^G$, the map
\[
\mathcal{F} \to (\text{Ker}^+ L_{\Sigma,\bar{g}})^G, \quad f \mapsto \pi_{L_{\Sigma,\bar{g}}}^{L^2, G}(\nu_{\Sigma,\bar{g}}(f)),
\]
is a linear isomorphism with bi-Lipschitz constant $\leq C(g, \Sigma, \Lambda, k, \alpha, G)$.

In particular, for every nonzero $f \in \mathcal{F}$, there is no $G$-invariant solution of slower growth $v$ to $L_{\Sigma,\bar{g}}v = \nu_{\Sigma,\bar{g}}(f)$.

(ii) Denote for simplicity $\mathcal{F} \cdot \bar{g} := \{(1 + f)\bar{g} : f \in \mathcal{F}\}$. For every $(\bar{g}, \bar{\Sigma}) \in L_{top}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_2)^G$, the map
\[
P_{\bar{g}, \bar{\Sigma}} : L_{top}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_2)^G \cap \Pi^{-1}(\mathcal{F} \cdot \bar{g}) \to (\text{Ker}^+ L_{\Sigma,\bar{g}})^G,
\]
\[
(g', \Sigma') \mapsto \pi_{L_{\Sigma,\bar{g}}}^{L^2, G}(G_{\Sigma,\bar{g}} \cdot \zeta_{\Sigma,\bar{g}, r_0}),
\]
is bi-Lipschitz onto its image with bi-Lipschitz constant $\leq C(g, \Sigma, \Lambda, G)$ and thus, injective, where
\[
\zeta_{\Sigma,\bar{g}, r_0}(x) := \zeta(\text{dist}_g(x, \text{Sing}(\Sigma))/r_0)
\]
and $\zeta \in C^\infty(\mathbb{R}; [0, 1])$ is a cut-off function such that $\zeta \equiv 0$ on $(-\infty, 1]$ and $\zeta \equiv 1$ on $[2, +\infty)$.

**Remark 8.6.** In this lemma, we choose an $L^2(M)$-metric on $\mathcal{F}$. Since $\mathcal{F}$ is of finite dimensional, this metric is equivalent to the $C^k_{c,\alpha}(M)$ metric. The semi-metric we use on $L_{top}^{k,\alpha}$ is $D^\mathbb{C}$.

**Proof.** Fix a cut-off function $\zeta \in C^\infty(\mathbb{R}; [0, 1])$ such that $\zeta \equiv 0$ on $(-\infty, 1]$ and $\zeta \equiv 1$ on $[2, +\infty)$.

To prove (i), we start with specifying the choice of $r_0$ and $\mathcal{F}$. Take $r_0(g, \Sigma, \zeta) \in (0, \text{injrad}(g, \Sigma)/40)$ small enough such that
\[
(\text{Ker}^+ L_{\Sigma,g})^G \to (\text{Ker}^+ L_{\Sigma,g})^G, \quad v \mapsto \pi_{L_{\Sigma,\bar{g}}}^{L^2, G}(\zeta_{\Sigma,g,r_0} \cdot v)
\]
is an isomorphism, where $\zeta_{\Sigma,g,r_0}$ is defined in (8.6). Take $u_1, \ldots, u_I$ be an $L^2$-orthonormal basis of $(\text{Ker}^+ L_{\Sigma,g})^G$ and choose $f_i \in C^k_{c,\alpha}(M \setminus \text{Sing}(\Sigma))^G$ such that $\nu_{\Sigma,\bar{g}}(f_i) = \zeta_{\Sigma,g,r_0} \cdot u_i$ along $\Sigma$. We let
\[
\mathcal{F} := \text{span}_\mathbb{R}\{f_i : 1 \leq i \leq I\}.
\]
To prove (8.5) is an isomorphism, since \( \dim(\text{Ker}^+ L_{\Sigma,g})^G = \dim F \), it suffices to verify that for small \( \delta \), for every \( f \in F \) and every \((\Sigma, \bar{g}) \in L_{\text{top}}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G\),

\[
\| \pi_{\Sigma, g}^{L^2, G}(\nu_{\Sigma, g}(f)) \|_{L^2(\Sigma)} \geq (L + 1)^{-1} \| f \|_{L^2(M)},
\]

where \( L \) is the Lipschitz constant of the inverse of \( \pi_{\Sigma, g}^{L^2, G} \circ \nu_{\Sigma, g} \) on \((\text{Ker}^+ L_{\Sigma,g})^G\).

Suppose otherwise, there exists \((g_j, \Sigma_j) \rightarrow (g, \Sigma)\) in \( L_{\text{top}}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_1)^G\) and \( L^2(M) \)-unit \( f_j \in F \) such that \( v_j := \pi_{\Sigma_j, g_j}^{L^2, G}(\nu_{\Sigma_j, g_j}(f_j)) \) has \( L^2(\Sigma_j) \)-norm \(< (L + 1)^{-1} \). Suppose WLOG \( f_j \rightarrow f_\infty \in F \) in \( C^{k,\alpha}(M) \) and by Lemma 8.3, \( v_j \) subconverges to \( v_\infty \in (\text{Ker}^+ L_{\Sigma,g})^G \) in \( C^2_{\text{loc}}(\Sigma) \), where by Fatou’s Lemma \( \| v_\infty \|_{L^2(\Sigma)} \leq (L + 1)^{-1} \). Also by Lemma 8.3, orthonormal bases of \((\text{Ker}^+ L_{\Sigma_j, g_j})^G\) subconverge to an orthonormal basis of \((\text{Ker}^+ L_{\Sigma,g})^G\). Thus

\[
\pi_{\Sigma, g}^{L^2, G}(\nu_{\Sigma, g}(f_\infty)) = \lim_{j \to \infty} v_j = v_\infty,
\]

which contradicts the choice of \( L \).

To prove the second part, it suffices to show that if a slower growth function \( g \) solves \( L_{\Sigma,g}^g = \nu_{\Sigma,g}(f) \) for some \( f \in F \), then \( f \equiv 0 \). Multiply by elements of \((\text{Ker}^+ L_{\Sigma,g})^G\) on both sides of the equation and integrate over \( \Sigma \). By Lemma 2.4 (iii), we can use integration by parts to derive

\[
\nu_{\Sigma, g}(f) \perp (\text{Ker}^+ L_{\Sigma,g})^G, \text{ i.e. } \pi_{\Sigma, g}^{L^2, G}(\nu_{\Sigma, g}(f)) = 0,
\]

which implies \( f \equiv 0 \) by the isomorphism (8.5).

To prove (ii), we also argue by contradiction. Suppose \( P_{g_j, \Sigma_j} \) is not uniformly bi-Lipschitz for \((g_j, \Sigma_j) \in L_{\text{top}}^{k,\alpha}(g, \Sigma; \Lambda, \kappa_1)^G\) with \((g_j, \Sigma_j) \rightarrow (g, \Sigma)\) in \( L_{\text{top}}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G\) such that

(a) \( g_j^i = (1 + f_j^i)\bar{g}_j \), \( i = 0, 1 \), \( f_j^i \in F \);

(b) One of the following holds,

\[
\begin{align*}
\text{(8.7)} & \quad \text{either } \| \pi_{\Sigma_j, g_j}^{L^2, G}(u_j^{(1)} - u_j^{(0)})\|_{L^2(\Sigma_j)} \leq \frac{d_j}{j}, \\
\text{(8.8)} & \quad \text{or } \| \pi_{\Sigma_j, g_j}^{L^2, G}(u_j^{(1)} - u_j^{(0)})\|_{L^2(\Sigma_j)} \geq j \cdot d_j;
\end{align*}
\]

where \( u_j^{(i)} := G_{\Sigma_j, g_j}^\gamma \) is \( G \)-invariant; \( \gamma_j := \gamma_{\Sigma_j, g_j, r_0}, d_j := D_{\Sigma_j}((g_j^0, \Sigma_j^0), (g_j^1, \Sigma_j^1)). \)

Since \( F \) is of finite dimension and (8.5) is an isomorphism, Lemma 7.6 applies to conclude that when \( j \to \infty \), \( (f_j^i - f_j^0)/d_j \) subconverges in \( C^{k,\alpha}(M) \) to some \( \hat{f}_\infty \in F \); \( (u_j^{(1)} - u_j^{(0)})/d_j \) subconverges to some non-zero \( G \)-invariant slower growth \( \hat{u}_\infty \) in \( C^2_{\text{loc}} \), solving

\[
\text{(8.9)} \quad L_{\Sigma,g}(\hat{u}_\infty) = \frac{n}{2} \nu_{\Sigma,g}(\hat{f}_\infty).
\]
And since $\zeta_j$ is supported away from $\text{Sing}(\Sigma)$, by the convergence above and Lemma 8.3, we know that (8.8) can not hold for $j >> 1$.

Also, by (8.9) and (i), we derive $\hat{f}_\infty = 0$, in other words, $0 \neq \hat{u}_\infty \in (\text{Ker}^+ L_{\Sigma,g})^G$. Then since $\zeta_j(u_j(1) - u_j(0))/d_j$ converges in $L^2(\Sigma)$ to $\hat{u}_\infty \cdot \zeta_{\Sigma,g,r_0}$, by (8.7), $\pi L^2(\Sigma; \zeta_{\Sigma,g,r_0}) = 0$. This violates the choice of $r_0$ in (i). □

Having established this, we can prove Theorem 3.3 by unwrapping the proof of Sard Theorem. Let us start with the following abstract finite dimensional version of the theorem.

Let $Z \subset \mathbb{R}^n$ be a compact subset; $f : Z \to \mathbb{R}^n$ be a Lipschitz map. we call $x \in Z$ a critical point of $f$ if there exists some proper linear subspace $T_x \subset \mathbb{R}^n$ such that for every sequence of distinct points $Z \ni x_j \to x$, if $(f(x_j) - f(x))/|x_j - x| \to v$ in $\mathbb{R}^n$, then $v \in T_x$. Let $\text{Crit}_f$ be the set of critical points of $f$ on $Z$.

**Lemma 8.7** (Sard-Smale-type Theorem for Lipschitz Maps). Let $Z \subset \mathbb{R}^n$ be a compact subset and $f : Z \to \mathbb{R}^n$ be a Lipschitz map. Then we have

$$\mathcal{H}^n(f(\text{Crit}_f)) = 0.$$  

**Proof.** Fix some $\epsilon > 0$. For every $x \in \text{Crit}_f$, let $B_x$ be the collection of balls $B$ in $\mathbb{R}^n$ centered at $x$ with radius $\leq 1$ and such that $\mathcal{H}^n(f(5B \cap Z)) \leq \epsilon \mathcal{H}^n(B)$, where $5B$ is the ball with same center and three times radius of $B$. The definition of $\text{Crit}_f$ guarantees that $B_x$ contains balls with arbitrarily small radius.

By the Vitali covering lemma, there exists a disjoint family of balls $\{B_j\}_{j \geq 1} \subset \bigcup_{x \in \text{Crit}_f} B_x$ such that $\text{Crit}_f \subset \bigcup_{j \geq 1} 5B_j$. Thus,$$
\mathcal{H}^n(f(\text{Crit}_f)) \leq \sum_{j \geq 1} \mathcal{H}^n(f(5B_j \cap Z)) \leq \epsilon \sum_{j \geq 1} \mathcal{H}^n(B_j) \leq \epsilon \mathcal{H}^n(\mathbb{B}_1(Z)).$$

Take $\epsilon \to 0$, we derive $\mathcal{H}^n(f(\text{Crit}_f)) = 0$. □

**Theorem 8.8.** Let $G < \text{Diff}(M)$ be a fixed finite subgroup, $\Sigma \subset (M,g)$ be a connected $G$-invariant two-sided LSMH, $\Lambda > 0$, and $\kappa_2 = \kappa_2(g,\Sigma,\Lambda,G) > 0$ be given by Lemma 8.5. Then for every $\delta \in (0,\kappa_2)$,

$$\mathcal{G}(g,\Sigma;\Lambda,\delta)^G := \{g' \in \mathcal{G}^{k,\alpha}(M)^G : \text{ either } g' \notin \Pi(\mathcal{L}^{k,\alpha}(g,\Sigma;\Lambda,\delta)^G);$$

$$\text{ or } \forall (g',\Sigma') \in \mathcal{L}^{k,\alpha}(g,\Sigma;\Lambda,\delta)^G, \text{ we have } (\text{Ker}^+ L_{\Sigma',g'})^G = \{0\}.\}$$

is both open and dense in $\mathcal{G}^{k,\alpha}(M)^G := \{g \in \mathcal{G}^{k,\alpha}(M) : \gamma^* g = g, \forall \gamma \in G\}$.

**Proof.** We shall prove it inductively on $I := \dim(\text{Ker}^+ L_{\Sigma,g})^G \geq 0$. Note that by Corollary 8.4, when $I = 0$, we always have $\mathcal{G}(g,\Sigma;\Lambda,\delta)^G = \mathcal{G}^{k,\alpha}(M)^G$, which is definitely open and dense. Now consider $I \geq 1$. 
Openness. If $g_j \notin \mathcal{G}(g, \Sigma; \Lambda, \delta)^G$ for $1 \leq j < +\infty$ and $g_j \to g_\infty$ in $\mathcal{G}^{k,\alpha}(M)^G$, then by definition, there exists $(g_j, \Sigma_j) \in \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G$ with a non-trivial $G$-invariant Jacobi field of slower growth $u_j \in (\text{Ker} L_{\Sigma_j,g_j})^G$. By the compactness Lemma 3.2, up to a subsequence, $(g_j, \Sigma_j) \to (g_\infty, \Sigma_\infty)$ in $\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G$, and by Lemma 8.3, after renormalization, $u_j$ subconverges to some non-trivial $G$-invariant slower growth Jacobi field $u_\infty \in (\text{Ker} L_{\Sigma_\infty,g_\infty})^G$, which implies $g_\infty \notin \mathcal{G}(g, \Sigma; \Lambda, \delta)^G$. Therefore, $\mathcal{G}(g, \Sigma; \Lambda, \delta)^G$ is an open subset.

Denseness. By induction, we can assume that the denseness has been established for every pair $(g, \Sigma)$ with $\dim(\text{Ker} L_{\Sigma,g})^G \leq I - 1$. The goal now is to prove it for $I \geq 1$.

Claim 8.2. For each $\bar{g} \in \mathcal{G}^{k,\alpha}(M)^G \setminus \mathcal{G}(g, \Sigma; \Lambda, \delta)^G$, there exists a sequence of metrics $g_j \in \mathcal{F} : \bar{g} \setminus \Pi(\mathcal{L}_{\text{top}}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G)$ such that $g_j \to \bar{g}$ in $C^{k,\alpha}(M)$ when $j \to \infty$.

We first finish the proof of denseness assuming this claim. It suffices to show that each $g_j$ in the claim can be approximated by metrics in $\mathcal{G}(g, \Sigma; \Lambda, \delta)^G$.

Let $j \geq 1$ be fixed. Suppose WLOG that $g_j \notin \mathcal{G}(g, \Sigma; \Lambda, \delta)^G$. Hence $\Pi^{-1}(g_j) \cap \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G \neq \emptyset$. By definition of $(\mathcal{L}_{\text{top}}^{k,\alpha})^G$ and Corollary 8.4 we have, for every $(g_j, \Sigma') \in \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G$, $\dim(\text{Ker} L_{\Sigma',g_j})^G \leq I - 1$. Hence by the induction assumption, there exists $\delta_{g_j,\Sigma'} = \delta(g_j, \Sigma', \Lambda) > 0$ such that $\mathcal{G}(g_j, \Sigma'; \Lambda, \delta_{g_j,\Sigma'})^G$ is open and dense in $\mathcal{G}^{k,\alpha}(M)^G$. Since $\mathcal{L}^{k,\alpha}(g_j, \Sigma'; \Lambda, \delta_{g_j,\Sigma'})^G$ contains an open neighborhood of $(g_j, \Sigma')$ in $\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G$, and by Lemma 3.2, $\Pi^{-1}(g_j) \cap \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G$ is compact, we thus know that there exists a finite sequence of pairs $(g_j, \Sigma^{(1)}), (g_j, \Sigma^{(2)}), \ldots, (g_j, \Sigma^{(q)}) \in \Pi^{-1}(g_j) \cap \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G$, $1 \leq q < +\infty$, such that

$$
\bigcup_{l=1}^{q} \mathcal{L}^{k,\alpha}(g_j, \Sigma^{(l)}; \Lambda, \delta_{g_j,\Sigma^{(l)}})^G \supset \Pi^{-1}(g_j) \cap \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G.
$$

Since $\mathcal{G}_j := \bigcap_{l=1}^{q} \mathcal{G}(g_j, \Sigma^{(l)}; \Lambda, \delta_{g_j,\Sigma^{(l)}})^G$ is still open and dense in $\mathcal{G}(M)^G$, there exists a sequence $\{g'_m\}_{m \geq 1} \subset \mathcal{G}_j$ such that $g'_m \to g_j$ in $C^{k,\alpha}$ as $m \to \infty$.

We now verify that $g'_m \in \mathcal{G}(g, \Sigma; \Lambda, \delta)^G$ for $m >> 1$. Suppose otherwise, for infinitely many $m$, there exists $(g'_m, \Sigma'_m) \in \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G$ with $(\text{Ker}^+ L_{\Sigma'_m,g'_m})^G \neq \{0\}$. By Lemma 3.2, up to a subsequence of $m \to \infty$, $(g'_m, \Sigma'_m) \to (g_j, \Sigma')$ in $\mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)^G$. By (8.11), WLOG $(g_j, \Sigma') \in \mathcal{L}^{k,\alpha}(g_j, \Sigma^{(1)}; \Lambda, \delta_{g_j,\Sigma^{(1)}})^G$, and so does $(g'_m, \Sigma'_m)$ for $m >> 1$. But since $g'_m \in \mathcal{G}_j \subset \mathcal{G}(g, \Sigma^{(1)}; \Lambda, \delta_{g_j,\Sigma^{(1)}})^G$, by its definition (8.10), we must have $(\text{Ker}^+ L_{\Sigma'_m,g'_m})^G = \{0\}$ for those $m$, which contradicts the choice of $(g'_m, \Sigma'_m)$. This concludes the proof of denseness.
Proof of Claim 8.2. Suppose WLOG that \((\tilde{g}, \Sigma) \in \mathcal{L}^{k,\alpha}_{top}(g, \Sigma; \Lambda, \delta)^G\), otherwise just taking \(g_j \equiv \tilde{g}\) proves the Claim.

Recall by Lemma 8.5, \(\mathcal{L}^{k}_{top}(g, \Sigma; \Lambda, \delta)^G \cap \Pi^{-1}(\mathcal{F} \cdot \tilde{g})\) is bi-Lipschitzly embedded as a compact subset of finite dimensional Euclidean space \((\text{Ker}^+ L_{\bar{\Sigma}, \tilde{g}})^G\).

We denote for simplicity \(Z := P_{g, \Sigma}(\mathcal{L}^{k}_{top}(g, \Sigma; \Lambda, \delta)^G \cap \Pi^{-1}(\mathcal{F} \cdot \tilde{g}))\). Consider the projection map,

\[ \Pi : Z \cong \mathcal{L}^{k}_{top}(g, \Sigma; \Lambda, \delta)^G \cap \Pi^{-1}(\mathcal{F} \cdot \tilde{g}) \to \mathcal{F} \cdot \tilde{g} \cong \mathcal{F}. \]

More precisely, \(\Pi\) is a Lipschitz map between (compact subset of) vector spaces of same dimension, given by \(\Pi(P_{g, \Sigma}((1 + f)\tilde{g}, \Sigma')) = f\).

We shall show that \(Z\) consists of critical points in Claim 8.3. Then by Lemma 8.7, we see that \(\Pi(\mathcal{L}^{k,\alpha}_{top}(g, \Sigma; \Lambda, \delta)^G)\) is a compact subset of \(I\)-dimensional measure 0 in \(\mathcal{F} \cdot \tilde{g} \cong \mathcal{F}\). Therefore, we can find \(g_j \in \mathcal{F} \cdot \tilde{g} \setminus \Pi(\mathcal{L}^{k,\alpha}_{top}(g, \Sigma; \Lambda, \delta)^G)\) to approximate \(\tilde{g}\), and thus, finish the proof of Claim 8.2. 

Claim 8.3. \(Z \subset \text{Crit}_\Pi\).

Proof of Claim 8.3. By the definition of \(\text{Crit}_f\) and biLipschitz property of \(P_{g, \Sigma}\), it suffices to show that whenever \(((1 + f_j)\tilde{g}, \Sigma_j') \to ((1 + f)\tilde{g}, \Sigma')\) in \(\mathcal{L}^{k,\alpha}_{top}(g, \Sigma; \Lambda, \delta)^G\), then we always have when \(j \to \infty\),

\begin{align*}
(8.12) \quad (f_j - f)/d_j &\to 0, \\
\end{align*}

where with \(d_j := D^\mathcal{L}(((1 + f_j)\tilde{g}, \Sigma_j'), ((1 + f)\tilde{g}, \Sigma')) > 0\).

To see this, recall by Lemma 7.6, after passing to a subsequence,

\[ \begin{cases} 
    u_j/d_j \to \hat{u}_\infty & \text{in } C^2_{loc}(\Sigma'_j); \\
    (f_j - f)/(1 + f)d_j \to \tilde{f}_\infty & \text{in } C^k_{loc}(M).
\end{cases} \]

where \(u_j := G^{\Sigma_j}_{\Sigma'_j,(1+f)\tilde{g}}\) is the graphical function of \(\Sigma'_j\) over \(\Sigma'_j\), \(\hat{u}_\infty\) is of slower growth, and \(\tilde{f}_\infty\) solves the equation

\[ L^{\Sigma'_j,(1+f)\tilde{g}}_{\Sigma'_j} \hat{u}_\infty = \frac{n}{2} L^{\Sigma'_j,(1+f)\tilde{g}}(\tilde{f}_\infty). \]

But by Lemma 8.5 (i), this equation has no slower growth solution unless \(\tilde{f}_\infty \equiv 0\), which proves (8.12). 

Proof of Theorem 3.3. The case where \(\Sigma\) is two-sided follows immediately from Theorem 8.8 with \(G = \{\text{Id}_M\}\).

When \(\Sigma\) is one-sided, by Remark 8.2 (ii), we can consider the two-sided double cover \(\hat{\Sigma} \subset (\hat{M}, \hat{g})\), a \(\mathbb{Z}_2\)-invariant LSMH. Recall that by definition, one-sided \((g', \Sigma') \in \mathcal{L}^{k,\alpha}(g, \Sigma; \Lambda, \delta)\) is semi-nondegenerate if and only if its double cover \(\hat{\Sigma}'\) is \(\mathbb{Z}_2\)-semi-nondegenerate. Hence Theorem 8.8 also implies Theorem 3.3 with \(G = \mathbb{Z}_2\). 

\[ \square \]
9. Proof of Theorem 3.4

The goal of this section is to prove Theorem 3.4. To achieve it, we shall introduce a two-step decomposition of $M^{k,\alpha}(M)$, where the first step is inspired by Edelen’s cone decomposition while the latter is obtained by a compactness argument.

9.1. Tree representation and first decomposition. First, we introduce a tree structure representing the cone decomposition of a minimal hypersurface near a cone.

**Definition 9.1** (Tree representation of cone decomposition). Given a $(\theta, \beta, S, N)$-cone decomposition of $V_{\gamma}(B(x, R), g)$ as in Definition 2.12 with parameters:

- Integers $N_S, N_C$, satisfying $N_S + N_C \leq N$;
- Points $\{x_a\}_a, \{x_b\}_b \subset B(x, R)$;
- Radii $\{R_a, \rho_a|\rho_a \geq 2\rho_a\}_a, \{R_b\}_b$;
- Indices $\{s_b\}_b$;
- Integers $\{1 \leq m_a \leq |\theta|\}_a$;
- Cones $\{C_a\}_a \subset C$,

where $a = 1, \cdots, N_C$ and $b = 1, \cdots, N_S$. The corresponding **tree representation** of the cone decomposition is a rooted tree (CLRS22, Section 3.5) uniquely defined by:

1. There are two types of nodes: every node of type I is labeled with $(C_a, m_a, x_a, R_a, \rho_a)$, while every node of type II with $(S_{s_b}, x_b, R_b)$;
2. The root is labeled with either $(C_a, m_a, x_a = x, R_a = R, \rho_a)$ or $(S_{s_b}, x_b = x, R_b = R)$;
3. For any type-I node $(C_a, m_a, x_a, R_a, \rho_a)$, either $\rho_a = 0, \theta_{C_a}(0) > 1$ and it is a leaf; Or $\rho_a > 0$ and it has a unique child of either
   - type I $(C_{a'}, m_{a'} = m_a, x_{a'} = x_a, R_{a'} = \rho_a, \rho_{a'})$, or
   - type II $(S_{s_{b'}}, x_{b'} = x_a, R_{b'} = \rho_{b'})$;
4. For any type-II node $(S_{s_b}, x_b, R_b)$ where $S_{s_b} = (S, C, \{C_{\alpha}, m_{\alpha}, B(y_{\alpha}, r_{\alpha})\}_{\alpha \in I_b})$, it has $\#I_b$ child nodes such that for each $\hat{\alpha}$, there exists $R_{b,\hat{\alpha}}$ and $x_{b,\hat{\alpha}}$ such that
   $$|x_{b,\hat{\alpha}} - (x_b + R_b \cdot y_{\hat{\alpha}})| \leq \beta R_b r_{\hat{\alpha}}, \quad \frac{1}{2} \leq \frac{R_{b,\hat{\alpha}}}{R_b r_{\hat{\alpha}}} \leq 1 + \beta,$$
   so that the corresponding child node is either
   - of type I $(C_{a'} = C_{\hat{\alpha}}, m_{a'} = m_{\hat{\alpha}}, x_{a'} = x_{b,\hat{\alpha}}, R_{a'} = R_{b,\hat{\alpha}}, \rho_{a'})$, or
   - of type II $(S_{s_{b'}}, x_{b'} = x_{b,\hat{\alpha}}, R_{b'} = R_{b,\hat{\alpha}})$;

The **coarse tree representation** of the cone decomposition is obtained by relabeling the rooted tree above, i.e., replacing the type-I node $(C_a, m_a, x_a, R_a, \rho_a)$ by $(\theta_{C_a}(0), m_a)$, and the type-II node $(S_{s_b}, x_b, R_b)$ by $S_{s_b}$.

**Definition 9.2.** For $\gamma \in (0, 1/100)$, two $(\theta, \beta, S, N)$-tree representations with parameters

- $(N_S, N_C, \{x_a\}_a, \{x_b\}_b, \{R_a\}_a, \{\rho_a\}_a, \{R_b\}_b, \{m_a\}_a, \{C_a\}_a, \{s_b\}_b)$,
- $(N'_S, N'_C, \{x'_a\}_a, \{x'_b\}_b, \{R'_a\}_a, \{\rho'_a\}_a, \{R'_b\}_b, \{m'_a\}_a, \{C'_a\}_a, \{s'_b\}_b)$,
are said to be $\gamma$-close if $N'_{S} = N_{S}$, $N'_{C} = N_{C}$ and they have the same coarse tree representations, s.t.

(1) If the corresponding two nodes are both of type I, then

- $\text{dist}_H(C_a \cap \partial B_1, C_{a'} \cap \partial B_1) \leq \gamma$,
- If $\rho_a > 0$, then
  - $|\rho_a - \rho_{a'}| \leq \gamma \min(\rho_a, \rho_{a'})$;
  - $|x_a - x_{a'}| \leq \gamma \min(\rho_a, \rho_{a'})$;
  - $|R_a - R_{a'}| \leq \gamma \min(\rho_a, \rho_{a'})$;
- Otherwise $\rho_a = 0$, then
  - $\rho_{a'} = 0$;
  - $|x_a - x_{a'}| \leq \gamma \min(R_a, R_{a'})$;
  - $|R_a - R_{a'}| \leq \gamma \min(R_a, R_{a'})$.

(2) If the corresponding two nodes are both of type II, then

- $|x_b - x_{b'}| \leq \gamma \min(R_b, R'_{b}) \min_{\hat{\alpha} \in I_b}(r_{\hat{\alpha}})$,
- $|R_b - R_{b'}| \leq \gamma \min(R_b, R'_{b}) \min_{\hat{\alpha} \in I_b}(r_{\hat{\alpha}})$.

In order to deal with minimal hypersurfaces in a closed Riemannian manifold directly, we also introduce a large-scale cone decomposition for a minimal hypersurface in a closed Riemannian manifold.

**Definition 9.3 (Large-scale Cone Decomposition).** Given $\theta, \gamma, \beta \in \mathbb{R}_+$, $\sigma \in (0, 1/3)$, and $N \in \mathbb{N}$, let

- $g_0, g$ be two $C^{k, \alpha}$ metrics on $N$;
- $\Sigma_0, \Sigma$ be two minimal hypersurfaces in $(N, g_0)$ and $(N, g)$ respectively;
- $\mathcal{S} = \{S_\alpha\}_\hat{\alpha}$ be a finite collection of $(\theta, \sigma, \gamma)$-smooth models.

A large-scale $(\theta, \beta, g_0, \Sigma_0, \mathcal{S}, N)$-cone decomposition of $\Sigma$ consists of:

- a collection of radii $\{r_{\hat{\alpha}}\}_{\hat{\alpha}}$ corresponding to the singular sets $\text{Sing}(\Sigma_0) = \{p_{\hat{\alpha}}\}_{\hat{\alpha}}$, such that $\{B^g(p_{\hat{\alpha}}, r_{\hat{\alpha}})\}_{\hat{\alpha}}$ are pairwise disjoint;
- a $(\theta, \beta, \mathcal{S}, N)$-cone decomposition for each $|\Sigma \cap B^g(p_{\hat{\alpha}}, r_{\hat{\alpha}})$;
- a $C^2$ function $u : \Sigma_0 \setminus \bigcup_{p_{\hat{\alpha}} \in \text{Sing}(\Sigma_0)} B^g(p_{\hat{\alpha}}, r_{\hat{\alpha}}/2) \to \Sigma_0$ so that for $r_0 = \min_{\hat{\alpha}}(r_{\hat{\alpha}}) > 0$,
  \[
  r_0^{-1} |u| + |\nabla u| + r_0 |\nabla^2 u| \leq \beta,
  \]
  and $\Sigma \setminus B^g(p_{\hat{\alpha}}, r_{\hat{\alpha}})$ coincides with $\text{graph}_{\Sigma_0}(u) \setminus B^g(p_{\hat{\alpha}}, r_{\hat{\alpha}})$.

Similarly, we can define the corresponding tree representation and the $\gamma$-closeness.

**Definition 9.4 (Tree representation of Large-scale cone decomposition).** Given a large-scale $(\theta, \beta, g_0, \Sigma_0, \mathcal{S}, N)$-cone decomposition of $\Sigma \subset (N, g)$ with parameters:

- $\text{Sing}(\Sigma_0) = \{p_{\hat{\alpha}}\}_{\hat{\alpha}}$;
- radii $\{r_{\hat{\alpha}}\}_{\hat{\alpha}}$;
- $(\theta, \beta, \mathcal{S}, N)$-cone decompositions for each $\Sigma \cap B^g(p_{\hat{\alpha}}, r_{\hat{\alpha}})$;
The corresponding **tree representation** of the large-scale cone decomposition is a rooted tree uniquely defined by:

1. The root node is a labeled by a tuple $(\Sigma_0, g_0, \{p_\alpha\}, \{r_\alpha\})$;
2. The root node has $\sharp\text{Sing}(\Sigma_0)$ children, indexed by $\hat{\alpha}$. The corresponding subtree rooted at the $\hat{\alpha}$-child is the tree representation of the $(\theta, \beta, S, N)$-cone decomposition for each $|\Sigma_0|_\nu B^g(p_\alpha, r_\alpha)$.

Similarly, the **coarse tree representation** will be the same directed rooted tree with the subtrees above replaced by their corresponding coarse trees.

**Definition 9.5.** For $\gamma \in (0, 1/100)$, two $(\theta, \beta, g, \Sigma_0, S, N)$-tree representations $(\beta \leq \gamma)$ are said to be $\gamma$-close if

- Their root nodes have the same label;
- Their subtrees corresponding to the $\hat{\alpha}$-child are $\gamma$-close for each $\hat{\alpha}$.

**Theorem 9.6.** For any given $(g, \Sigma) \in \mathcal{M}^{k, \alpha}(M)$, $\beta \in (0, 1/100)$, and $I, \Lambda \in \mathbb{N}$ with

$$\mathcal{H}^\gamma(\Sigma, g) \leq \Lambda, \text{ index}(\Sigma, g) \leq I,$$

there exist $\delta(g, \Sigma, \beta, \Lambda, I) > 0$ and $l(g, \Sigma) > 0$ satisfying the following property.

For a $\delta$-“neighborhood” of $(g, \Sigma)$,

$$\mathcal{M}^{k, \alpha}(g, \Sigma; I, \Lambda, \beta) := \left\{ (g', \Sigma') \in \mathcal{M}^{k, \alpha}(M) : \|g'\|_{C^{k, \alpha}} \leq \Lambda; \|g - g'\|_{C^{k-1, \alpha}} + F(\Sigma, \Sigma') \leq \delta, \mathcal{H}^\gamma(\Sigma', g') \leq \Lambda, \text{ index}(\Sigma', g') \leq I \right\}.$$

we have

1. There exist a finite collection of $(\theta, \sigma, \beta)$-smooth models $S$ and an integer $N$, so that any $(g', \Sigma') \in \mathcal{M}^{k, \alpha}(g, \Sigma; I, \Lambda, \beta)$ admits a large-scale $(\theta_1, \beta, g, \Sigma, S, N)$-cone decomposition, where $l$ depends on $(g, \Sigma)$ only;
2. There exists a countable collection $\{ (g_v, \Sigma_v) \}_{v \in \mathbb{N}} \subset \mathcal{M}^{k, \alpha}(g, \Sigma; I, \Lambda, \beta)$ with fixed large-scale $(\theta_1, \beta, g, \Sigma, S, N)$-cone decompositions with the following property. Every $(g', \Sigma') \in \mathcal{M}^{k, \alpha}(g, \Sigma; I, \Lambda)$ admits a large-scale $(\theta_1, \beta, g, \Sigma, S, N)$-cone decomposition whose tree representation is $\beta$-close to that of some $(g_v, \Sigma_v)$.

**Remark 9.7.** By the second bullet of the theorem, for each $v$, we can define an “intermediate canonical neighborhood” $\mathcal{L}^{k, \alpha}_0(g_v, \Sigma_v; I, \Lambda, \beta)$ (we omit $g$ and $\Sigma$ here for simplicity) consisting of those pairs $(g', \Sigma')$’s satisfying:

- $\|g'\|_{C^{k, \alpha}} \leq \Lambda$;
- $\|g - g'\|_{C^{k-1, \alpha}} + F(\Sigma, \Sigma') \leq \delta$;
- $\mathcal{H}^\gamma(\Sigma', g') \leq \Lambda, \text{ index}(\Sigma', g') \leq I$;
- $(g', \Sigma')$ admits a large-scale $(\Lambda, \beta, g, \Sigma, S, N)$-cone decomposition whose tree representation is $\beta$-close to that of $(g_v, \Sigma_v)$. 
Then, the theorem implies that
\[ \mathcal{M}^{k,\alpha}(g, \Sigma; \Lambda, I, \beta) = \bigcup_v \mathcal{L}^{k,\alpha}_0(g_v, \Sigma_v; \Lambda, I, \beta). \]

**Proof.** (1) The first part follows from the existence theorem of cone decompositions, i.e., Theorem 2.13.

Indeed, given \((g, \Sigma)\), we can take \(l \in \mathbb{N}\) so that \(\tilde{t}_l = \sup_{x \in \text{Sing} \Sigma} \{\theta_{\Sigma}(x,0)\}\).

Then for each \(p_\alpha \in \text{Sing}(\Sigma)\), there exists a radius \(r_\alpha \in (0,1)\) such that

- \(\{B^g(p_\alpha, 2r_\alpha)\}\) are pairwise disjoint;
- \(|(2r_\alpha)^{-2}(\eta_{p_\alpha, 2r_\alpha})^* g - g_{\text{eucl}}|_{C^3(B_1)} \leq \delta_{l, I}/2;\)
- There exists a cone \(C_{p_\alpha} \in \mathcal{C}\) such that
  \[ \text{dist}_H(\eta_{p_\alpha, 2r_\alpha}(\Sigma) \cap \mathbb{B}_1, C_{p_\alpha} \cap \mathbb{B}_1) \leq \delta_{l, I}/2, \]
  \[ \theta_{C_{p_\alpha}}(0) \leq \tilde{t}_l, \]
  and
  \[ \frac{3}{4} \theta_{C_{p_\alpha}}(0) \leq \theta_{\eta_{p_\alpha, 2r_\alpha}(\Sigma)}(0,1/2), \theta_{\eta_{p_\alpha, 2r_\alpha}(\Sigma)}(0,1) \leq \frac{5}{4} \theta_{C_{p_\alpha}}(0). \]

By taking \(\delta\) small enough, we may see that for any \((g', \Sigma') \in \mathcal{M}^{k,\alpha}(g, \Sigma; \Lambda, I, \beta)\), we have

- By Allard’s regularity theorem [All72], there exists a \(C^2\) function \(u : \Sigma \setminus \bigcup_{p_\alpha \in \text{Sing}(\Sigma)} B^g(p_\alpha, r_\alpha/2) \to \Sigma^1\) so that for \(r_0 = \min \{r_\alpha\}\),
  \[ r_0^{-1}|u| + |\nabla u| + r_0|\nabla^2 u| \leq \beta, \]
  and \(\Sigma' \setminus \bigcup B^g(p_\alpha, r_\alpha)\) coincides with \(\text{graph}_\Sigma(u) \setminus \bigcup B^g(p_\alpha, r_\alpha)\);
- \(|(r_\alpha)^{-2}(\eta_{p_\alpha, r_\alpha})^* g - g_{\text{eucl}}|_{C^3(B_1)} \leq \delta_{l, I}\) for each \(p_\alpha\);
- \(\text{dist}_H(\eta_{p_\alpha, r_\alpha}(\Sigma') \cap \mathbb{B}_1, C_{p_\alpha} \cap \mathbb{B}_1) \leq \delta_{l, I}, \)
  and
  \[ \frac{1}{2} \theta_{C_{p_\alpha}}(0) \leq \theta_{\eta_{p_\alpha, r_\alpha}(\Sigma')}(0,1/2), \theta_{\eta_{p_\alpha, r_\alpha}(\Sigma')}(0,1) \leq \frac{3}{2} \theta_{C_{p_\alpha}}(0); \]

By Theorem 2.13, the last two bullets imply the existence of a \((\tilde{t}_l, \beta, S_\alpha, N_\alpha)\)-cone decomposition for each \(\Sigma' \cap B^g(p_\alpha, r_\alpha)\). Together with the first bullet, we obtain a large-scale \((\tilde{t}_l, \beta, g, S, N)\)-cone decomposition of \((\Sigma', g')\),

where \(N = \sum_\alpha N_\alpha\) and \(S = \bigcup_\alpha S_\alpha\).

(2) By (1), for each \((g', \Sigma')\), we can fix a large-scale \((\tilde{t}_l, \beta, g, S, N)\)-cone decomposition, and its corresponding tree representation. It follows from the finiteness of \(N, S, m_\alpha's\) and the discreteness of \(\tilde{t}_l's\) that there are only finitely many distinct coarse tree representations.

Let’s fix one such a coarse tree representation \(\tilde{T} = (\tilde{V}, \tilde{E})\), and consider the set \(L'(\tilde{T})\) of all the pairs \((g', \Sigma')\) associated to this coarse tree representation. The goal will be to find a countable covering of \(L'(\tilde{T})\).

To begin with, we construct countable coverings for each node of the coarse tree.
(a) By the definition of coarse tree representation, all tree representations of pairs in $L'$ have the same root node;
(b) Each type-I node $\tilde{u}$ associated with $S_{s_b} = (S, C, \{C_{\tilde{a}}, m_{\tilde{a}}, B(y_{\tilde{a}}, r_{\tilde{a}})\}_{\tilde{a} \in I_b}) \in S$ in $\tilde{V}$ corresponds to the set of type-I nodes in $L'_{\tilde{u}}$
$$L'_{\tilde{u}} = \left\{ (S_{s_b}, x_{\tilde{b}}, R_{\tilde{b}}) \right\}_{\tilde{b}},$$
where $x_{\tilde{b}} \in M$ and $R_{\tilde{b}} \in (0, \infty)$.
Let $r_0 = \min(\min_{\tilde{a} \in I_b}(r_{\tilde{a}}), 1/2)$ and define a countable collection of intervals
$$IC_{\tilde{u}} := \left\{ \text{Int}_k := [(1 + \frac{\gamma r_0}{2})^k, (1 + \frac{\gamma r_0}{2})^{k+1}] \right\}_{k \in \mathbb{Z}}$$
which covers $(0, \infty)$ ("T" stands for interval and "C" for covering). For each $k$, we associate it with a finite covering $BC_{\tilde{u},k}$ of $(M, g)$ by geodesic balls of radius no greater than
$$\min(\text{injrad}(M, g), (1 + \frac{\gamma r_0}{2})^k \gamma r_0/10).$$
Therefore, we obtain a countable covering of the product space $M \times (0, \infty)$,
$$PC_{\tilde{u}} := \{(B, \text{Int}_k) : k \in \mathbb{Z}, B \in BC_{\tilde{u},k} \}.$$ Note that if $(x_{\tilde{b}}, R_{\tilde{b}})$ and $(x_{\tilde{b}'} R_{\tilde{b}'})$ are in the same $(B, \text{Int}_k) \in PC_{\tilde{u}}$, then $(S_{s_b}, x_{\tilde{b}}, R_{\tilde{b}})$ and $(S_{s_b}, x_{\tilde{b}'}, R_{\tilde{b}'})$ satisfy the inequalities in the first part of the definition of $\gamma$-closeness.
(c) Each type-II node $\tilde{w}$ associated with $(\theta_C(0), m)$ in $\tilde{V}$ corresponds to the set of type-I nodes in $L'_{\tilde{w}}$
$$L'_{\tilde{w}} = \left\{ (C_{\tilde{b}}, m, x_{\tilde{b}}, R_{\tilde{b}}, \rho_{\tilde{b}}) \right\}$$
where $\theta_{C_{\tilde{b}}}(0) = \theta_C(0)$, $x_{\tilde{b}} \in M$, $R_{\tilde{b}} \in (0, \infty)$ and $\rho_{\tilde{b}} \in [0, \infty)$.
By the compactness of stable cones with the same density $\theta_C(0)$, we can find a finite set of cones
$$\{C_i\}_{i=1}^N,$$
where $N$ depends on $\gamma$ such that any other stable cone $C'$ with $\theta_{C'}(0) = \theta_C(0)$ has
$$\text{dist}_H(C_{i_0} \cap \partial B_1, C' \cap \partial B_1) \leq \gamma$$
for some $i_0 \in \{1, \cdots, N\}$. Thus, we can define
$$CC_{\tilde{w}} := \left\{ \{C' : \theta_{C'}(0) = \theta_C(0), \text{dist}_H(C_i \cap \partial B_1, C' \cap \partial B_1) \leq \gamma \} : i = 1, \cdots, N \right\}.$$ To cover $[0, \infty)$ related to $\rho$, we first define a countable covering,
$$IC_{\tilde{w}} := \{0\} \cup \left\{ \text{Int}_k := [(1 + \frac{\gamma}{2})^k, (1 + \frac{\gamma}{2})^{k+1}] \right\}_{k \in \mathbb{Z}}.$$
For the singleton \(\{0\}\), we define a countable covering of \((0, \infty)\) related to \(R\) as
\[
\operatorname{IC}_{\mathring{w},\{0\}} := \left\{ \operatorname{Int}_{\{0\},k'} := \left[ \left( 1 + \frac{\gamma}{2} \right)^{k'}, \left( 1 + \frac{\gamma}{2} \right)^{k'+1} \right] \right\}_{k' \in \mathbb{Z}}
\]
and for each fixed \(k'\), we consider a finite covering \(\operatorname{BC}_{\mathring{w},\{0\},k'}\) of \((M, g)\) by geodesic balls of radius no greater than
\[
\min(\operatorname{injrad}(M, g), \left( 1 + \frac{\gamma}{2} \right)^{k'} \gamma/10).
\]
For each \(k\), we define
\[
\operatorname{IC}_{\mathring{w},k} := \left\{ \operatorname{Int}_{k,k'} := \left[ \left( 1 + \frac{\gamma}{2} \min(1, (1 + \frac{\gamma}{2})^k) \right)^{k'}, \left( 1 + \frac{\gamma}{2} \min(1, (1 + \frac{\gamma}{2})^k) \right)^{k'+1} \right] \right\}_{k' \in \mathbb{Z}}
\]
and in this case, for each fixed \(k'\), similarly, we consider a finite covering \(\operatorname{BC}_{\mathring{w},k,k'}\) of \((M, g)\) by geodesic balls of radius no greater than
\[
\min\left( \operatorname{injrad}(M, g), \left( 1 + \frac{\gamma}{2} \min(1, (1 + \frac{\gamma}{2})^k) \right)^{k'} \gamma \min(1, (1 + \frac{\gamma}{2})^k)/10 \right).
\]
Therefore, for the product space \(\{C' : \theta_{C'}(0) = \theta_C(0)\} \times M \times (0, \infty) \times [0, \infty)\), we obtain a countable covering
\[
\operatorname{PC}_{\mathring{w}} := \operatorname{CC}_{\mathring{w}} \otimes \left\{ \left( B, \operatorname{Int}_{k,k'}, \operatorname{Int}_k : k, k' \in \mathbb{Z}, B \in \operatorname{BC}_{\mathring{w},k,k'} \right) \cup \left( B, \operatorname{Int}_{\{0\},k'}, \{0\} : k' \in \mathbb{Z}, B \in \operatorname{BC}_{\mathring{w},\{0\},k'} \right) \right\}.
\]
As above, note that if \((C_{\hat{\beta}}, x_{\hat{\beta}}, R_{\hat{\beta}}, \rho_{\hat{\beta}})\) and \((C_{\tilde{\beta}}, x_{\tilde{\beta}}, R_{\tilde{\beta}}, \rho_{\tilde{\beta}})\) are in the same element of \(\operatorname{PC}_{\mathring{w}}\), then \((C_{\hat{\beta}}, m, x_{\hat{\beta}}, R_{\hat{\beta}}, \rho_{\hat{\beta}})\) and \((C_{\tilde{\beta}}, m, x_{\tilde{\beta}}, R_{\tilde{\beta}}, \rho_{\tilde{\beta}})\) satisfy the inequalities in the first part of the definition of \(\gamma\)-closeness.

With the construction above, we see that the tree representations of all pairs in \(\mathcal{L}'(T)\) are contained in the countable union
\[
(9.1) \quad \operatorname{PC}(\mathring{T}) := \bigotimes_{\tilde{u}} \operatorname{PC}_{\tilde{u}} \otimes \bigotimes_{\mathring{w}} \operatorname{PC}_{\mathring{w}}.
\]
Hence, we can find a countable subsets \(\mathcal{L}''(\mathring{T})\) of \(\mathcal{L}'(\mathring{T})\) satisfying the following property. For each element of \(\operatorname{PC}(\mathring{T})\) containing at least one tree representation of pairs in \(\mathcal{L}'(\mathring{T})\), it contains exactly one tree representation of a pair in \(\mathcal{L}''(\mathring{T})\).

In summary, it follows from the finiteness of coarse tree representations and the construction above that the set of pairs
\[
(9.2) \quad \bigcup_{\mathring{T} : \text{coarse tree representation}} \mathcal{L}''(\mathring{T})
\]
is countable and satisfies the desired property. \(\square\)

For any \(\Lambda > 0\) and any integer \(I > 0\), let
\[
\mathcal{M}^{k,\alpha}(M; \Lambda, I) := \left\{ (g, \Sigma) \in \mathcal{M}^{k,\alpha}(M) : \|g\|_{C^{k,\alpha}} \leq \Lambda; \mathcal{H}^{\mathring{T}}(\Sigma', g') \leq \Lambda, \text{index}(\Sigma', g') \leq I \right\},
\]
and
\[ \mathcal{M}^{k,\alpha}_{>1}(M; \Lambda, I, \delta) := \left\{ (g', \Sigma') \in \mathcal{M}^{k,\alpha}(M) : \|g'\|_{C^k,\alpha} \leq \Lambda; \mathcal{H}^{\alpha}(\Sigma', g') \leq \Lambda, \text{index}(\Sigma', g') \leq I, \right\}. \]

It follows from Sharp’s compactness theorem [Sha17] that for any \( \delta > 0 \), \( \mathcal{M}^{k,\alpha}(M; \Lambda, I, \delta) \) is a compact set, and moreover,
\[ \mathcal{M}^{k,\alpha}(M; \Lambda, I) = \bigcup_{j=1}^{\infty} \left( \mathcal{M}^{k,\alpha}(M; \Lambda, I, \frac{1}{j}) \right). \]

On the one hand, for any fixed \( \Lambda, I \) and \( j \), by the compactness property, there exist a finite collection of metrics on \( M \), \( \{g_i\} \) and a finite collection of \( g_i \)-minimal hypersurfaces \( \{\Sigma_i\} \), such that
\[ \mathcal{M}^{k,\alpha}(M; \Lambda, I, \beta) \subset \bigcup_i \mathcal{M}^{k,\alpha}(g_i, \Sigma_i; \Lambda, I, \beta). \]

On the other hand, by Remark 9.7,
\[ \mathcal{M}^{k,\alpha}(g_i, \Sigma_i; \Lambda, I, \beta) = \bigcup_{v=1}^{\infty} \mathcal{L}^{k,\alpha}_0(g_{i,v}, \Sigma_{i,v}; \Lambda, I, \beta), \]

By relabeling the indices \( \{i, v\} \), we have
\[ \mathcal{M}^{k,\alpha}(M) = \bigcup_{i=1}^{\infty} \mathcal{M}^{k,\alpha}(g_i, \Sigma_i; \Lambda, I_i, \beta). \]

9.2. Compactness and second decomposition.

**Proposition 9.8** (Sequential compactness of \( \mathcal{L}^{k,\alpha}_0 \)). The intermediate “canonical neighborhood” \( \mathcal{L}^{k,\alpha}_0(g_{v, \Sigma_v}; \Lambda, I, \beta) \) is sequentially compact. In other words, given a sequence \( \{(g_j, \Sigma_j)\} \subset \mathcal{L}^{k,\alpha}_0(g_{v, \Sigma_v}; \Lambda, I, \beta) \), there exists a pair
(g_\infty, \Sigma_\infty) \in \mathcal{L}^{k,\alpha}_0(g_v, \Sigma_v; \Lambda, I, \beta), such that up to a subsequence, g_j \to g_\infty in C^{k-1,\alpha}, and \Sigma_j \to \Sigma_\infty in the varifold sense.

Proof. By definition, we have
\begin{itemize}
  \item \|g_j\|_{C^{k,\alpha}} \leq \Lambda;
  \item \|g_j - g_v\|_{C^{k-1,\alpha}} + F(\Sigma_j, \Sigma_v) \leq \delta;
  \item \mathcal{H}^7(\Sigma_j, g_j) \leq \Lambda, index(\Sigma_j, g_j) \leq I.
\end{itemize}
The compactness of \(C^{k,\alpha} \hookrightarrow C^{k-1,\alpha}\) and Sharp's compactness \([Sha17]\) together imply that there exists a pair \((g_\infty, \Sigma_\infty)\) such that
\begin{itemize}
  \item \|g_\infty\|_{C^{k,\alpha}} \leq \Lambda and \Sigma_\infty is a LSMH;
  \item Up to a subsequence, \(g_j \to g_\infty\) in \(C^{k-1,\alpha}\), and \(\Sigma_j \to \Sigma_\infty\) in the varifold sense;
  \item \|g_\infty - g_v\|_{C^{k-1,\alpha}} + F(\Sigma_\infty, \Sigma_v) \leq \delta;
  \item \mathcal{H}^7(\Sigma_\infty, g_\infty) \leq \Lambda, index(\Sigma_\infty, g_\infty) \leq I.
\end{itemize}
Now, it suffices to show that \((g_\infty, \Sigma_\infty)\) has a tree representation \(\beta\)-close to the one of \((g_v, \Sigma_v)\).

Indeed, by large-scale cone decomposition and the constancy theorem, we know that \(\Sigma_\infty\) should be a multiplicity one minimal hypersurface. Moreover, the \(\beta\)-graphic property indicates that the convergence are all smooth and thus, the coarse tree representation will be the same. Since all the closeness property will be preserved along the limiting process, \((g_\infty, \Sigma_\infty)\) has a tree representation \(\beta\)-close to the one of \((g_v, \Sigma_v)\). \(\Box\)

Compactness is equivalent to the existence of a finite subcover of its open covers. Hence, a finite decomposition of intermediate canonical neighborhoods as follows.

**Proposition 9.9** (Finite covering of \(\mathcal{L}^{k,\alpha}_0\)). For any \(g, \Sigma, \Lambda, I, \beta\) as in (9.5) (with subscripts omitted), there exists a countable set of pairs \(\{(g_v, \Sigma_v)\}_v \subset \mathcal{L}^{k,\alpha}_0(g, \Sigma; \Lambda, I, \beta)\) with corresponding \(\{\epsilon_v\}_v\), such that
\[
\mathcal{L}^{k,\alpha}_0(g, \Sigma; \Lambda, I, \beta) \subset \bigcup_{v=1}^V \mathcal{L}^{k,\alpha}_0(g_v, \Sigma_v; \Lambda', \epsilon_v).
\]
where \(\Lambda' = \Lambda + I + 1, V \in \mathbb{N}\) and \(\epsilon_v = \kappa(g_v, \Sigma_v; \Lambda')\) defined in Theorem 3.4.

Proof. By Proposition 9.8, we know that \(\mathcal{L}^{k,\alpha}_0(g_i, \Sigma_i; \Lambda_i, I, \beta)\) is compact, so it suffices to show that for any \((g', \Sigma') \in \mathcal{L}^{k,\alpha}_0(g, \Sigma; \Lambda, I, \beta)\) and \(\delta' > 0\), the corresponding canonical neighborhood \(\mathcal{L}^{k,\alpha}_0(g', \Sigma'; \Lambda', \delta')\) contains an open neighborhood of \((g', \Sigma')\) in \(\mathcal{L}^{k,\alpha}_0(g, \Sigma; \Lambda, I, \beta)\).

Suppose otherwise that there exists some \((g', \Sigma')\) and a sequence of \(\{(g_i, \Sigma_i)\} \subset \mathcal{L}^{k,\alpha}_0(g, \Sigma; \Lambda, I, \beta) \setminus \mathcal{L}^{k,\alpha}_0(g', \Sigma'; \Lambda', \delta')\) so that \((g_i, \Sigma_i) \to (g', \Sigma')\).

For large enough \(i\), we can verify that
\begin{itemize}
  \item \(g_i\) is a \(C^{k,\alpha}\) metric on \(M\) with \(\|g_i\|_{C^{k,\alpha}} \leq \Lambda'\) and \(\|g' - g_i\|_{C^{k-1,\alpha}} \leq \delta';\)
\end{itemize}
• $\Sigma_i$ is a LSMH in $(M, g_i)$ satisfying
  \[ F(|\Sigma_i|_{g_i}, |\Sigma'|_{g'}) \leq \delta', \quad \text{index}(\Sigma_i) \leq \Lambda'; \]

Furthermore, the last condition is implied by the $\beta$-closeness of tree representations where $\beta < 1/100$.

In other words, for $i$ large enough, $(g_i, \Sigma_i) \in L^{k, \alpha}(g', \Sigma'; \Lambda, I, \epsilon')$ which gives a contradiction.

**Proof of Theorem 3.4.** By (9.5) and the previous covering proposition, we have

\[
M^{k, \alpha}(M) = \bigcup_{i=1}^{\infty} L^{k, \alpha}_0(g_i, \Sigma_i; \Lambda_i, I_i, \beta)
\]

where $\Lambda_i = \Lambda_i + I_i + 1$, $V_i \in \mathbb{N}$ and $\kappa_{i,v} = \kappa(g_i, \Sigma_i; \Lambda_i')$.

Hence, Theorem 3.4 follows from relabeling the indices $\{i, v\}$. □

**Appendix A. Proof of Growth Rate Monotonicity**

The goal for this section is to prove Lemma 6.1. Let $u \in C^2_{0\text{loc}}(A(K^{-3}, 1)) \cap L^2(A(K^{-3}, 1))$ be a given solution to $L_C u = 0$ as in Lemma 6.1, where $K > 2$ will be determined later. By (2.8), we can write

\[
u_j(r, \omega) = \sum_{j \geq 1} (v_j^+ (r) + v_j^- (r)) \cdot \varphi_j(\omega),
\]

and by (2.9), (2.10) and the definition of $J_K(u; r)$, we have

\[
J_K^r(u; r) = \int_{K^{-1}r}^r t^{n-1-2\gamma} \int_{\mathbb{R} \cap \mathbb{S}^n} u(t, \omega)^2 d\omega
\]

where

\[
\int_{K^{-1}r}^r t^{n-1-2\gamma} \cdot (v_j^+(t) + v_j^-(t))^2 dt
\]

\[
= \left\{
\begin{array}{ll}
J_{K-1}^r(c_j^+ t^{-(n-2)/2-\gamma} + c_j^- t^{-(n-2)/2-\gamma} \log t)^2 t^{-1} dt, & \text{if } \gamma_j^+ \neq \gamma_j^-; \\
J_{K-1}^r(c_j^+ t^{-(n-2)/2-\gamma})^2 t^{-1} dt, & \text{if } \gamma_j^+ = \gamma_j^-.
\end{array}
\right.
\]

Hence Lemma 6.1 is an immediate corollary of the following Lemma A.1 and A.2.

**Lemma A.1.** Suppose $\sigma > 0$. Then there exists a real number $K_1 = K_1(\sigma) > 2$ with the following property. For every $\alpha \neq \beta \in \mathbb{R}$ such that
|α|, |β|, |α + β| ≥ σ and every K ≥ K₁, the following
\[
I_K(r; c, c') := \int_r^{Kr} (cs^α + c's^β) s^{-1} ds,
\]
satisfies that for every r > 0 and every (0, 0) ≠ (c, c') ∈ \mathbb{R}^2 we have,
\[
I_K(K^2r; c, c') - 2I_K(Kr; c, c') + I_K(r; c, c') > 0.
\]
Proof.
\[
I_K(r; c, c') = \int_r^{Kr} (c^2s^{2α-1} + 2cc's^{α+β-1} + c'^2s^{2β-1}) ds
= c^2r^{2α} \cdot \frac{K^{2α} - 1}{2α} + 2cc'r^{α+β} \cdot \frac{K^{α+β} - 1}{α + β} + c'^2r^{2β} \cdot \frac{K^{2β} - 1}{2β}.
\]
Thus,
\[
I_K(K^2r; c, c') - 2I_K(Kr; c, c') + I_K(r; c, c')
= c^2r^{2α} \cdot \frac{(K^{2α} - 1)^3}{2α} + 2cc'r^{α+β} \cdot \frac{(K^{α+β} - 1)^3}{α + β} + c'^2r^{2β} \cdot \frac{(K^{2β} - 1)^3}{2β}.
\]
And hence to prove the lemma, it suffices to show that when K ≥ K₁(σ), we have
\[
\Delta(K; α, β) := \left(\frac{(K^{α+β} - 1)^3}{α + β}\right)^2 - \frac{(K^{2α} - 1)^3}{2α} \cdot \frac{(K^{2β} - 1)^3}{2β} < 0.
\]
Since \(\Delta(K; α, β) = Δ(K; β, α) = K^{6α + 6β} \cdot Δ(K; -α, -β)\), we can assume WLOG that α > β and α + β ≥ σ > 0.

Case I. 0 < β < α. By a simple calculation, we have
\[
\Delta(K; α, β) = \frac{-(α - β)^2}{4αβ(α + β)^2} \left[ K^{6α + 6β} - K^{5α + 5β}(6 + 3Λ_1) 
+ K^{4α + 4β}(15 + 3Λ_2) - K^{3α + 3β}(20 + Λ_3 + 9Λ_1) 
+ K^{2α + 2β}(15 + 3Λ_2) - K^{α + β}(6 + 3Λ_1) + 1 \right],
\]
where for i = 1, 2, 3,
\[
0 \leq Λ_i := \frac{(α + β)^2}{(α - β)^2} \cdot (K^{ia - iβ} - 2 + K^{iβ - ia})
\leq \begin{cases} (3β)^2K^{ia - iβ} \cdot (i \log K)^2, & \text{if } α ≤ 2β; \\ 3^2K^{ia - iβ}, & \text{if } α > 2β. \end{cases}
\leq 9(1 + β^2)K^{ia - iβ} \cdot (i \log K)^2.
\]
Hence by taking K ≥ K₁(σ) >> 1, \(K^{6α + 6β}\) dominates other terms in \(Δ(K; α, β)\). In particular, we have \(Δ(K; α, β) < 0\).
Case II. \( \beta < 0 < \alpha \). Then when \( K^{2\alpha} > 2 \), we have \( K^{2\alpha} - 1 > K^{2\alpha}/2 \), \( 1 - K^{2\beta} > 1/2 \), and hence,

\[
\Delta(K; \alpha, \beta) = \left[ \frac{(K^{\alpha+\beta} - 1)^3}{\alpha + \beta} \right]^2 - \frac{(K^{2\alpha} - 1)^3}{2\alpha} \cdot \frac{(K^{2\beta} - 1)^3}{2\beta} \leq \frac{K^{6\alpha+6\beta}}{(\alpha + \beta)^2} - \frac{K^{6\alpha}}{256|\alpha\beta|}.
\]

And since

\[
\frac{(\alpha + \beta)^2}{|\alpha\beta|} \geq \begin{cases} \sigma^{2/\beta}, & \text{if } \alpha + \beta > \alpha/2; \\ \frac{\sigma^2}{2|\beta|^2}, & \text{if } \alpha + \beta \leq \alpha/2. \end{cases}
\]

(A.1) then implies \( \Delta(K; \alpha, \beta) < 0 \) by taking \( K \geq K_1(\sigma) \gg 1 \).

\[ \Box \]

**Lemma A.2.** Suppose \( \sigma > 0 \). Then there exists a real number \( K_2 = K_2(\sigma) > 2 \) with the following property. For every \( \alpha' \in \mathbb{R} \) such that \( |\alpha'| \geq \sigma \) and every \( K \geq K_2 \), the following

\[
\tilde{I}_K(r; c, c') := \int_r^{Kr} (cs^{\alpha'} + c's^{\alpha'} \log s)^2 s^{-1} ds,
\]

satisfies that for every \( r > 0 \) and every \((0,0) \neq (c, c') \in \mathbb{R}^2\) we have,

\[
\tilde{I}_K(K^2 r; c, c') - 2\tilde{I}_K(Kr; c, c') + \tilde{I}_K(r; c, c') > 0.
\]

**Proof.** First note that the Lemma holds trivially if \( c' = 0 \). By the arbitrariness of \( r > 0 \), we can assume WLOG that \((c, c') = (0,1)\). Also for simplicity of notations, let \( \alpha := 2\alpha' \). Then,

\[
\tilde{I}_K(r; 0, 1) = \int_r^{Kr} s^{\alpha-1}(\log s)^2 ds
\]

\[
= r^\alpha (\log r)^2 \cdot \frac{K^\alpha - 1}{\alpha} + r^\alpha \log r \cdot \left( \frac{2K^\alpha \log K}{\alpha} - \frac{2(K^\alpha - 1)}{\alpha^2} \right)
\]

\[
+ r^\alpha \cdot \left( \frac{K^\alpha (\log K)^2}{\alpha} - \frac{2K^\alpha \log K}{\alpha^2} + \frac{2(K^\alpha - 1)}{\alpha^3} \right).
\]

A direct calculation provides,

\[
\tilde{I}_K(K^2 r; 0, 1) - 2\tilde{I}_K(Kr; 0, 1) + \tilde{I}_K(r; 0, 1)
\]

\[
= r^\alpha (\log r)^2 \cdot \frac{(K^\alpha - 1)^3}{\alpha}
\]

\[
+ 2r^\alpha (\log r) \cdot \left[ 3K^\alpha \log K \cdot \frac{(K^\alpha - 1)^2}{\alpha} - \frac{(K^\alpha - 1)^3}{\alpha^2} \right]
\]

\[
+ r^\alpha \cdot \left[ K^\alpha (\log K)^2 \cdot \frac{(K^\alpha - 1)(9K^\alpha - 3)}{\alpha} - K^\alpha \log K \cdot \frac{6(K^\alpha - 1)^2}{\alpha^2} + \frac{2(K^\alpha - 1)^3}{\alpha^3} \right].
\]
Hence to prove the Lemma, it suffices to show that
\[
\Delta(K; \alpha) := \left[3K^\alpha \log K \cdot \frac{(K^\alpha - 1)^2}{\alpha} - \frac{(K^\alpha - 1)^3}{\alpha^2}\right]^2 - \frac{(K^\alpha - 1)^3}{\alpha^3}.
\]
\[
= \left[\frac{(K^\alpha - 1)^4}{\alpha^2} \cdot \left[3K^\alpha (\log K)^2 - \frac{(K^\alpha - 1)^2}{\alpha^2}\right]\right]
\]
is less than 0 provided \( K \geq K_2(\sigma) >> 1 \). This is clear since when \( \alpha > 0 \) (and then by assumption, \( \alpha \geq 2\sigma \)), \(-K^{2\alpha}/\alpha^2\) dominates the other terms, and when \( \alpha < 0 \) (and again by assumption, \( \alpha \leq -2\sigma \)), \(-1/\alpha^2\) dominates the other terms. \(\square\)

**Appendix B. Geometry of Minimal Graphs**

Let \( (M^{n+1}, g) \) be a Riemannian manifold without boundary (not necessarily complete) and \( \Sigma \subset M \) be an embedded two-sided \( C^3 \) hypersurface (not necessarily proper) with a unit normal field \( \nu \). Recall that for every \( x \in \Sigma \), we have introduced the regularity scale \( r_S(x) := r_S(x; M, g, \Sigma) \) of \( \Sigma \) at \( x \) in Definition 2.2. With aid of this, we defined the \( C^k_\alpha \)-norms of functions over \( \Sigma \), which is invariant under rescalings.

For \( f \in C^k(M) \) (0 \leq k \leq 3 \) integer), \( \beta \in \text{Sym}(T^*M \otimes T^*M) \), and for every \( x \in \Sigma \), we also define
\[
[f]_{x, g, C^k_\alpha} := \sum_{j=0}^k r_S(x)^j \sup_{B^\alpha_{r_S(x)}} |\nabla^j f|;
\]
\[
[\beta]_{x, g, C^k_\alpha} := \sum_{j=0}^k r_S(x)^j \sup_{B^\alpha_{r_S(x)}} |\nabla^j \beta|.
\]
This is also a norm invariant under rescaling, more precisely, for every \( \lambda > 0 \), we have
\[
[f]_{x, \lambda^2 g, C^k_\alpha} = [f]_{x, g, C^k_\alpha}; \quad [\lambda^2 \beta]_{x, \lambda^2 g, C^k_\alpha} = [\beta]_{x, g, C^k_\alpha}.
\]
We shall omit the subscript \( g \) if there’s no ambiguity.

Throughout this section, suppose \( (M, g, \Sigma) \neq (\mathbb{R}^{n+1}, g_{\text{eucl}}, \mathbb{R}^n) \), and thus \( r_S < +\infty \) on \( \Sigma \).

**Theorem B.1.** There exists \( \delta = \delta(n) \in (0, 1) \) and \( C = C(n) >> 1 \) with the following properties.

(i) If \( u \in C^1(\Sigma) \) with \( \|u\|_{C^1_{g_2}} \leq \delta \), then
\[
\Phi^u : \Sigma \to M, \quad x \mapsto \exp_{g_2}^u (u(x) \cdot \nu(x)),
\]
is a \( C^1 \) embedding;

(ii) There exists a \( C^1 \) area density function \( F^f = F^f(x, z, \xi) \), where \( x \in \Sigma, z \in \mathbb{R} \) with \( r_S^{-1}|z| < 1 \), \( \xi \in T^*_x \Sigma \) with \( |\xi|_g < 1 \), with pointwise estimate
\[
|F^f(x, z, \xi) - 1| \leq C(n)(r_S(x)^{-1}|z| + |\xi| + [f]_{x, C^2_2});
\]

appendix

A.1.1

\[
\frac{\alpha^2}{(K^\alpha - 1)^2} \cdot \left(\frac{K^\alpha - 1}{\alpha^2} \cdot \log K \right) = \frac{(K^\alpha - 1)^2}{\alpha^2} \cdot \left(\frac{(K^\alpha - 1)^2}{\alpha^2} \cdot \log K \right) = \frac{(K^\alpha - 1)^4}{\alpha^2} \cdot \left(\frac{(K^\alpha - 1)^2}{\alpha^2} \cdot \log K \right).
\]

A.1.2

\[
\frac{(K^\alpha - 1)^4}{\alpha^2} \cdot \left(\frac{(K^\alpha - 1)^2}{\alpha^2} \cdot \log K \right) = \frac{(K^\alpha - 1)^4}{\alpha^2} \cdot \left(\frac{(K^\alpha - 1)^2}{\alpha^2} \cdot \log K \right) = \frac{(K^\alpha - 1)^4}{\alpha^2} \cdot \left(\frac{(K^\alpha - 1)^2}{\alpha^2} \cdot \log K \right).
\]

A.1.3

\[
\frac{(K^\alpha - 1)^4}{\alpha^2} \cdot \left(\frac{(K^\alpha - 1)^2}{\alpha^2} \cdot \log K \right) = \frac{(K^\alpha - 1)^4}{\alpha^2} \cdot \left(\frac{(K^\alpha - 1)^2}{\alpha^2} \cdot \log K \right) = \frac{(K^\alpha - 1)^4}{\alpha^2} \cdot \left(\frac{(K^\alpha - 1)^2}{\alpha^2} \cdot \log K \right).
\]
And such that for every \( u \in C^2(\Sigma) \) with \( \|u\|_{C^2} \leq \delta \), every \( f \in C^2(M) \) with \([f]_{x,C^2} \leq \delta\), \( \forall x \in \Sigma \), and every \( \varphi \in C^0_c(M \setminus \text{Sing}(\Sigma)) \), we have
\[
\int_M \varphi(x) \, d\|\text{graph}_\Sigma(u)\|_{1+f} g(x) = \int_M \varphi \circ \Phi^i(x) \cdot F^j(x, u(x), du(x)) \, d\|\Sigma\|_g.
\]

(iii) Let \( F^j \) be in (ii); let \( \mathcal{M}^j : C^2(\Sigma) \to C^0_{\text{loc}}(\Sigma) \) be the minimal surface operator (\( \mathcal{M}^j \) is only defined in the \( \delta \)-neighborhood of \( 0 \)), in other words, for every \( \varphi \in C^1_c(\Sigma) \),
\[
\int_\Sigma \mathcal{M}^j(u) \cdot \varphi \, d\|\Sigma\|_g := \frac{d}{dt}
\big|_t=0 \int_\Sigma F^j(x, u + t\varphi, du + t\varphi) \, d\|\Sigma\|_g.
\]
Then for every pair \( f^\pm \in C^2(M) \) with \([f^\pm]_{x,C^2} \leq \delta\) along \( x \in \Sigma \) and every pair \( \|u^\pm\|_{C^2} \leq \delta \), we have
\[
\mathcal{M}^+(u^+) - \mathcal{M}^-(u^-) = -L_{\Sigma,g}(u^+ - u^-) + \frac{n}{2} \nu(f^+ - f^-) + \text{div}_{\Sigma,g}(\mathcal{E}_1) + r_\Sigma^{-1}\mathcal{E}_2,
\]
where \( \mathcal{E}_1, \mathcal{E}_2 \) are functions on \( \Sigma \) satisfying the pointwise bound along \( x \in \Sigma \),
\[
|\mathcal{E}_1(x)| + |\mathcal{E}_2(x)| \leq C(n) \left( \sum_{i=\pm} [f^i]_{x,C^2} + r_\Sigma(x)^{-1}|u^i|(x) + |du^i|(x) \right) 
\cdot \left( [f^+ - f^-]_{x,C^2} + r_\Sigma(x)^{-1}|u^+ - u^-|(x) + |du^+ - du^-|(x) \right).
\]

(iv) Let \( u \in C^2(\Sigma) \) such that \( \|u\|_{C^2} \leq \delta \), \( \bar{g} \) be a metric on \( M \) such that \([\bar{g} - g]_{x,C^2} \leq \delta\) for every \( x \in \Sigma \). Denote for simplicity \( \Sigma_u = \text{graph}_{\Sigma,g}(u) \). Then we have pointwise estimate,
\[
|A_{\Sigma_u,\bar{g}}^2 \circ \Phi^u - |A_{\Sigma,\bar{g}}^2| \leq C(n) \left( [\bar{g} - g]_{x,C^2} + \sum_{j=0}^2 r_\Sigma^{-1}|\nabla_j^2 u| \right) \cdot r_\Sigma^{-2};
\]
And for every \( \psi \in C^2_{\text{loc}}(\Sigma_u) \), we have
\[
(\Delta_{\Sigma_u} \psi) \circ \Phi^u - \Delta_{\Sigma}(\psi \circ \Phi^u) = \text{div}_{\Sigma}(\bar{B}_0) + r_\Sigma^{-1} \cdot B_1,
\]
with pointwise estimate on error terms,
\[
|\bar{B}_0| + |B_1| \leq C(n) \left( [\bar{g} - g]_{x,C^2} + \sum_{j=0}^2 r_\Sigma^{-1}|\nabla_j^2 u| \right) \cdot |d\psi|_g.
\]

Proof. First one can easily check that the Theorem is formulated invariant under rescalings. Hence (i) follows immediately by renormalizing the metric with \( r_\Sigma^{-2} \) near each point. To prove (ii)-(iv), by taking the Fermi coordinates, it suffices to work under the following further assumptions.

(a) \( M \supset M_0 := \mathbb{B}^n_1 \times (-1, 1) \) with global coordinates \( \{x^1, x^2, \ldots, x^n, x^{n+1} = z\} \) and metric \( g|M_0 = g^z + dz^2 \), where \( g^z \) is a family of metric on \( \mathbb{B}^n_1 \) parametrized by \( z \in (0, 1) \) satisfying that,
• $\|g - g_{\text{eucl}}\|_{C^3,M} < 1/10$;

• $g^0_{ij} = \delta_{ij}, \nabla_{\partial_j}^g \partial_j = 0$ both at $0 \in B^n_1$, $\forall 1 \leq i, j \leq n$.

(b) $\Sigma := \Sigma \cap M_0 = B^n_1 \setminus \{0\} \subset M_0$, and thus $\Phi^u(x) = (x, u(x))$ on $\Sigma$;

(c) $1 \leq r_\Sigma \leq C_n$ on $\Sigma_0$;

(d) When estimating geometric quantities of graph$_\Sigma(u)$, we only need to work at $x = 0$ and assuming $\|u\|_{C^2,B_1} + \|f\|_{C^2,M_0} \leq \delta_n$.

First note that, the smooth family of metric $\{g^z\}_{z \in (0,1)}$ satisfies the ODE

\[
\begin{aligned}
B.1 \begin{cases}
\partial_z g^z_{ij} = -2A^z_{ij}; \\
\partial_z A^z_{ij} = -A^z_{ik} A^z_{kj} g^z_{kl} + R^z_{ij},
\end{cases}
\end{aligned}
\]

where $[g^z]^{-1}$ denotes the inverse matrix of $[g^z]$; $R^z_{ij} := R_g(\partial_i, \partial_z, \partial_z, \partial_j)|_{(x,z)}$; $A^0_{ij} = A_\Sigma(\partial_i, \partial_j)$.

To prove (ii), note that

$$
\partial_i \Phi^u(x) = (\partial_i + u_i(x) \partial_z)|_{(x,u(x))}, \quad \forall 1 \leq i \leq n;
$$

$$
\nu^{u,f}(x,u(x)) = \frac{1}{\sqrt{(1 + f)(1 + g^0_{ij} u_i u_j)}} \cdot (\partial_z - g^0_{ij} u_i(x) \partial_j).
$$

where $\nu^{u,f}$ is the upward unit normal field of $\Phi^u(\Sigma_0)$ under $(1 + f)g$, $u_j := \partial_j u$. Hence the area element of $\Phi^u(\Sigma_0)$ at $(x,u(x))$ under metric $(1 + f)g$ is given by $F^f(x,u(x),du(x))$, where

$$
F^f(x,z,\xi) := \sqrt{(1 + f(x,z))^n \cdot \det_{g^0}[g^z + \xi \otimes \xi]}(x).
$$

Together with (B.1), this proves the estimate in (ii).

To prove (iii), notice that

\[
B.2 \mathcal{M}^f(u)(x) = -\text{div} \partial_z F^f(x,u(x),du(x)) + \partial_z F^f(x,u(x),du(x)) ,
\]

and

$$
\partial_z F^f(x,z,\xi) = F^f(x,z,\xi) \cdot g^0(x) G(x,z,\xi)^{-1} \xi ,
$$

$$
\partial_z F^f(x,z,\xi) = F^f(x,z,\xi) \cdot \left( \frac{n \partial_z f}{2(1 + f)} \right)_{(x,z)} + tr(G^{-1} \partial_z G)_{(x,z,\xi)} ,
$$

where $G(x,z,\xi) := [g^z(x) + \xi \otimes \xi]$. Thus again by (B.1) we have,

\[
B.3 \left| (\partial_z F^f)^{\mathcal{M}^f(u)}_{(x,z,z^+,\xi^+)} - (\xi^+ - \xi^-)^z \right| \lesssim_n \mathcal{O}(x,z^+,\xi^+,f^\pm);
\]

where

$$
\mathcal{O}(x,z^+,\xi^+,f^\pm) := \left( \sum_{i \in \{\pm\}} |z^i| + |\xi^i| + \|f^i\|_{C^2,M_0} \right) \cdot \left( |z^+ - z^-| + |\xi^+ - \xi^-| + \|f^+ - f^-\|_{C^2,M_0} \right).
$$

Also, since

$$
\left| tr(G^{-1} \partial_z G)_{(x,z,z^+,\xi^+)} + \left( \partial_z A^0_{\xi^0} + Ric_g(\partial_z,\partial_z) \right) \cdot (z^+ - z^-) \right| \lesssim_n \mathcal{O}(x,z^+,\xi^+) ,
$$
We thus have,
\[ \left| (\partial_z F^+_{(x,z^+,\xi^+)}) - \left[ \frac{n\partial_z (f^+ - f^-)}{2} \right]_{(x,0)} - \left( |A\Sigma|^2 + \text{Ric}_g(\partial_z,\partial_z) \right) (z^+ - z^-) \right| \lesssim O(x,z^\pm,\xi^\pm, f^\pm) ; \]

(iii) is proved by combining \((B.2),(B.3)\) and \((B.4)\).

To prove (iv), the second fundamental form of \(\Sigma_u\) under \(\tilde{g}\) is given by
\[ A_{\Sigma_u,\tilde{g}}(\partial_i \Phi_u, \partial_j \Phi_u) = \langle \nabla_{\partial_i u} \partial_j \Phi_u, \tilde{\nu} \rangle, \]
where \(\tilde{\nu} = \tilde{\nu}^j \cdot \partial_j + \tilde{\nu}^z \cdot \partial_z\) is the unit normal field of \(\Sigma_u\) under \(\tilde{g}\), satisfying the pointwise estimate
\[ \sum_{j=1}^n |\tilde{\nu}^j| + |\tilde{\nu}^z - 1| \leq C_n(\|\tilde{g} - g\|_{C^3, M_0} + |u| + |du|) ; \]

Also by \((B.1)\), the pull pack metric \(\tilde{g}_u := (\Phi^u)^*\tilde{g}\) satisfies the pointwise estimate
\[ |\tilde{g}_u - g^0|_{g_0} + |\nabla g^0 \tilde{g}_u|_{g^0} \leq C_n \left( \|\tilde{g} - g\|_{C^3, M_0} + |u| + |du|_{g^0} + |\nabla^2 u|_{g^0} \right) ; \]

And the Christoffel symbols of \(\tilde{g}\) and \(g\) satisfies
\[ |\tilde{\Gamma}_{IJ}^K(0,z) - \Gamma_{IJ}^K(0,0)| \leq C_n(\|\tilde{g} - g\|_{C^3, M_0} + |z|), \quad 1 \leq I,J,K \leq n + 1 . \]

Combining \((B.5),(B.6)\) and \((B.7)\) one proves the estimate on difference of second fundamental forms.

To estimate Laplacian, note that \(\Delta_{\tilde{g}_u} \psi - \Delta g^\rho \psi = \text{div}_{g^\rho}(\tilde{B}_0) + B_1\), where
\[ \tilde{B}_0(0) = (\tilde{g}_u^{ij} - g^0^{ij})\partial_j \psi \cdot \partial_i |_{0}; \quad B_1(0) = \frac{1}{2} \tilde{g}_u^{ij} \partial_i (\log \det |\tilde{g}_u|) \partial_j \psi(0), \]
and hence by \((B.6)\), they satisfies the estimate in (iv).

\[ \square \]

**Appendix C. Singular Sheeting Theorem**

In this section, we show a singular sheeting theorem for stable minimal hypersurfaces in dimension eight, extending the well-known smooth sheeting theorem [SS81, Theorem 1]. This is equivalent to the affirmative answer to a question asked by Ilmanen in dimension eight.

**Question** ([Ilm96, Question 4]). Show that if a stable hypersurface \(M\) lies within an \(\varepsilon\)-neighborhood of another stable hypersurface \(N\), then on a smaller ball, \(M\) decomposes into disjoint components, each of which is weakly close to \(N\) as a Radon measure (that is, constitutes a single layer over \(N\)).

Let’s start with the following multiplicity one Lemma.
Lemma C.1. Let \( \Sigma \subset \mathbb{R}^{n+1} \) be a connected stable minimal hypersurface with optimal regularity and a varifold tangent cone \( m|C| \) near infinity, i.e.
\[
\lim_{r \searrow 0} F(|\eta_1/r(\Sigma)|, m|C|) = 0.
\]
If \( C \subset \mathbb{R}^{n+1} \) is a regular cone, then \( m = 1 \).

Proof. By [SS81], outside a large ball, \( \Sigma \) is union of \( m \) disjoint graphs over \( C \). Then we can follow the same arguments in [CSZ97] to show that \( \Sigma \) has only one end and thus, \( m = 1 \). For sake of completeness we include a sketch of the proof here.

Indeed, we only need to deal with the case where \( \text{Sing}(\Sigma) \neq \emptyset \). Suppose for contradiction that \( \Sigma \) has more than one end. In the construction of a non-constant bounded harmonic function with finite energy in [CSZ97, Lemma 2], we now consider \( u \) solving the following Dirichlet problem on \( D_i \setminus B(\text{Sing}(\Sigma), 1/R_i) \),
\[
\begin{align*}
\Delta u_i(x) &= 0, \\
u_i|_{\partial E_i^{(i)}} &= 1, \\
u_i|_{\partial E_i^{(j)}} &= 0 (j \neq 1), \\
u_i|_{\partial B(\text{Sing}(\Sigma), 1/R_i) \cap \Sigma} &= 0.
\end{align*}
\]

The same arguments therein lead to a nontrivial harmonic function \( u(x) := \lim_{i \to \infty} u_i(x) \), with
\[
(C.1) \quad 0 \leq u(x) \leq 1, \quad E(u) := \int_{M} |\nabla u|^2 dx \leq C_1.
\]
Moreover, by standard elliptic estimates, near \( p \in \text{Sing}(\Sigma) \), we also have
\[
(C.2) \quad |\nabla u(x)| \leq \frac{C_1}{\text{dist}(p, x)}.
\]

Let \( e(u) = |\nabla u|^2 \) and \( \phi(x) \) be a smooth function compactly supported in \( \Sigma \). Then it follows from the proof of [SY76, Lemma 2] that
\[
\int \phi^2 |\nabla \sqrt{e(u)}|^2 \leq C_2 \int e(u)|\nabla \phi|^2.
\]
If we take \( \phi^2 \) to be a cut-off function supported in \( B_{2R} \setminus B(\text{Sing}(\Sigma), 1/(2R)) \) with \( \phi^2 \equiv 1 \) in \( B_R \setminus B(\text{Sing}(\Sigma), 1/R) \) and linear interpolating in between, then combining with (C.2), we obtain
\[
\int_{B_R \cap \Sigma \setminus B(\text{Sing}(\Sigma), 1/R)} |\nabla \sqrt{e(u)}|^2 \leq \frac{C^2}{R^2} E(u) + C_3 R^4 \text{vol} \left( B(\text{Sing}(\Sigma), 1/R) \cap \Sigma \right).
\]
Letting \( R \to \infty \), we see that \( e(u) \) is a constant on \( \Sigma \). It follows from \( E(u) < \infty \) that \( e(u) \equiv 0 \) and thus, \( u \) is a constant, contradicting our construction. \( \square \)
Proposition C.2. Let \( \{ \Sigma_j \subset (\mathbb{B}_2^8, g_j) \}_j \) be a family of two-sided stable minimal hypersurfaces, with
\[
g_j \to g_{\text{eucl}} \text{ in } C_{\text{loc}}^4, \quad |\Sigma_j| \quad \text{F-converges to } m |C| \quad \text{in } \mathbb{B}_2,
\]
where \( C \subset \mathbb{R}^8 \) is a stable minimal hypercone, and \( m \geq 1 \) is an integer. If all \( \Sigma_j \)'s are connected in \( \mathbb{B}_1 \), then \( m = 1 \).

Proof. Recall in (2.6), the densities of stable minimal hypercones in \( \mathbb{R}^8 \) form a discrete set, denoted by
\[
\{ \theta_C(0) : C \subset \mathbb{R}^8 \text{ stable minimal hypercone} \} = \{ 1 = \theta_0 < \theta_1 < \theta_2 < \cdots \nearrow +\infty \}.
\]
We shall prove the lemma by induction on \( \theta_l \).

Note that when \( \theta_C(0) = 1 \), by volume monotonicity, \( C \) is a hyperplane. Hence by [SS81, Theorem 1], \( \Sigma_j \) is a multi-graph over \( C \) in \( \mathbb{B}_1 \), and the connectedness of \( \Sigma_j \cap \mathbb{B}_1 \) imply that this should be a graph, so \( m = 1 \).

Now fix \( l \geq 0 \) and suppose the lemma holds for stable minimal hypercones with density \( \leq \theta_l \). Consider \( C \) with \( \theta_C(0) = \theta_{l+1} \) and suppose for contradiction that \( m \geq 2 \). By [SS81, Theorem 1] again, when \( j \gg 1 \), \( \Sigma_j \cap A_{g_j}(0,1/2,1) \) is a disjoint union of \( m \) graphs over \( C \).

Fix an \( \epsilon \in (0,1) \) (To be determined later) and let
\[
r_j := \inf \{ s \in (0,1/16) : \exists p \in B^{g_j}(0,1/16) \text{ s.t. } \theta_{|\Sigma_j|}(p,1) - \theta_{|\Sigma_j|}(p,s) \leq \epsilon \}.
\]
And the multi-graphical property mentioned above implies that \( r_j \to 0 \) when \( j \to \infty \). By Lemma 6.5, we can take \( \epsilon = \epsilon(\theta_{l+1}, \theta_l, C) << 1 \), such that there exists \( p_j \in B^{g_j}(0,1/4) \) and \( \Sigma_j \cap A^{g_j}(p_j,2r_j,1) \) is a disjoint union of \( m \) graphs over translated cone \( C + p_j \) with graphical functions of small \( C^2_{\text{loc}} \)-norm. Note that \( p_j \to 0 \).

Since \( m > 1 \), by Ilmanen’s strong maximum principle [Ilm96, Theorem A], we have \( r_j > 0 \). Note that the rescaled minimal hypersurface \( \hat{\Sigma}_j := \eta_{p_j,4r_j}(\Sigma_j) \hookrightarrow (\mathbb{B}_1/(2r_j), (4r_j)^{-2}(\eta_{p_j,4r_j})^{-1}g_j) \) is still connected in \( \mathbb{B}_R \) for every \( 1 \leq R \leq 1/2r_j \). When \( j \to \infty \), \( |\Sigma_j| \text{ F-subconverges to some } m' |\hat{\Sigma}_\infty|, \) where \( \hat{\Sigma}_\infty \subset (\mathbb{R}^8, g_{\text{eucl}}) \) is a connected stable minimal hypersurface, and a multi-graph over \( C \) outside \( \mathbb{B}_{1/2} \). By Lemma C.1, \( \hat{\Sigma}_\infty \) is a single graph over \( C \) outside \( \mathbb{B}_{1/2} \). Therefore, \( m' = m \geq 2 \) and by the choice of \( r_j \), \( \hat{\Sigma}_\infty \) is not a translation of a cone.

Now either
- \( \text{Sing}(\hat{\Sigma}_\infty) = \emptyset \), or
- by volume monotonicity and the fact that \( C \) is the tangent cone of \( \hat{\Sigma} \) at infinity, every \( \hat{p} \in \text{Sing}(\hat{\Sigma}_\infty) \) has density strictly less than \( \theta_{|\hat{\Sigma}_\infty|}(\hat{p}) = \theta_{l+1} \). Hence, \( \forall \hat{p} \in \text{Sing}(\hat{\Sigma}_\infty) \), \( \theta_{|\hat{\Sigma}_\infty|}(\hat{p}) \leq \theta_l \).

Moreover, since \( \hat{\Sigma}_\infty \) is a single graph over \( C \) outside \( \mathbb{B}_{1/2} \), \( \text{Sing}(\hat{\Sigma}_\infty) \subset \mathbb{B}_1 \). We are going to obtain contradictions in either case.
- If \( \text{Sing}(\hat{\Sigma}_\infty) = \emptyset \), then \( \hat{\Sigma}_j \) is a disjoint union of \( m \) graphs over \( \hat{\Sigma}_\infty \), which contradicts the connectedness of \( \hat{\Sigma}_j \cap \mathbb{B}_1 \).
**If** $\text{Sing}(\hat{\Sigma}_\infty) \neq \emptyset$, then there should be only finitely many points, i.e.

$$\text{Sing}(\hat{\Sigma}_\infty) = \{p_i\}_{i=1}^L \subset B_1.$$ 

Hence, there exists a strictly increasing sequence $\{j_k\} \subset \mathbb{N}$ satisfying the following property.

For every $k$, there exists a radius $r_k \in (0, 1/k)$, such that

1. $\hat{\Sigma}_{j_k} \cap B_1$ is a disjoint union of $m$ graphs over $\Sigma_\infty \cap B_1$ outside $B(\text{Sing}(\hat{\Sigma}_\infty), r_k)$;
2. For each $i \in \{1, 2, \cdots, L\}$, $\hat{\Sigma}_{j_k} \cap \partial B(p_i, r_k)$ is a disjoint union of $m$ connected hypersurfaces;
3. For each $i \in \{1, 2, \cdots, L\}$, $F_{B_1}(|\eta_{p_i, r_k}(\hat{\Sigma}_{j_k})|, m|\eta_{p_i, r_k}(\hat{\Sigma}_\infty)|) < 1/k$;
4. There exists an $i_k \in \{1, 2, \cdots, L\}$, such that $\hat{\Sigma}_{j_k} \cap B(p_{i_k}, r_k)$ has a connected component $\hat{\Gamma}_{j_k}$ with

$$F_{B_1}(|\eta_{p_{i_k}, r_k}(\hat{\Gamma}_{j_k})|, m_k|\eta_{p_{i_k}, r_k}(\hat{\Sigma}_\infty)|) < 1/k,$$

for some $m_k \in \{2, \cdots, m\}$. In particular, since $L$ and $m$ are finite, by taking a subsequence, we may replace $i_k$ and $m_k$ by some fixed $i_0$ and $m_0 \geq 2$ independent of $k$.

The last property follows from the connectedness of $\hat{\Sigma}_j \cap B_1$ and the other three properties. Moreover, $\eta_{p_0, r_k}(\hat{\Sigma}_\infty)$ would $F$-converge to its tangent cone $\mathbf{C}_{p_0}(\hat{\Sigma}_\infty)$, and thus,

$$F_{B_1}(|\eta_{p_0, r_k}(\hat{\Gamma}_j)|, m_0|\mathbf{C}_{p_0}(\hat{\Sigma}_\infty)|) \rightarrow 0.$$

This violates our inductive hypothesis as $\theta_{\mathbf{C}_{p_0}(\hat{\Sigma}_\infty)}(0) \leq \theta_l$. □

In summary, we obtain that $m = 1$ for any stable hypercone in $\mathbb{R}^8$.

**Corollary C.3.** Let $g_j$ be a family of $C^4$ metrics on a closed manifold $M^8$, $\Sigma_j \subset (M, g_j)$ be connected stable minimal hypersurfaces, $1 \leq j \leq \infty$. Suppose that when $j \to \infty$,

$$g_j \rightarrow g_\infty \text{ in } C^4, \quad |\Sigma_j| \text{ F-converges to } m|\Sigma_\infty|,$$

for some integer $m \geq 1$. Then

1. If $\Sigma_\infty$ is two-sided, then so are $\Sigma_j$ when $j \gg 1$, and $m = 1$.
2. If $\Sigma_\infty$ is one-sided, then either $m = 1$ and $\Sigma_j$ are one-sided, or $m = 2$ and $\Sigma_j$ are two-sided, when $j \gg 1$.

**Proof.**

(i). By [SS81], for $j$ sufficiently large, away from $\text{Sing}(\Sigma_\infty)$, every $\Sigma_j$ is a disjoint union of $m$ graphs over $\Sigma_\infty$. As the part in the proof of Proposition C.2 dealing with $\Sigma_\infty$, the multiplicity $m$ should be $1$. Moreover, since every LSMH in a contractible space is two-sided, $\Sigma_j \cap B^\infty(\text{Sing}(\Sigma_\infty), r_0)$ is two-sided for small enough $r_0$. When $j \gg 1$, a unit normal field over $\Sigma_\infty$ induces a unit normal field on $\Sigma_j$ away from $\text{Sing}(\Sigma_\infty)$, and by the previous
statement, can extend globally to $\Sigma_j$. This proves that $\Sigma_j$ is two-sided for $j > 1$.

(ii). Let $\pi : \tilde{M} \to M$ be the double cover associated to $\Sigma_\infty$ such that $\pi^{-1}(\Sigma_\infty)$ is connected and two-sided in $\tilde{M}$. Then $\pi^{-1}(\Sigma_j)$ are either connected or have two connected components, which corresponding to $\Sigma_j$ being one-sided or two-sided. Since $|\pi^{-1}(\Sigma_j)||F|$-converges to $m|\Sigma_\infty|$, by (i), we have $m = 1$ or $2$. And since $\Sigma_j$ is connected and $\pi$ is a double cover, for sufficiently large $j$, we must have that $\Sigma_j$ is two-sided provided $m = 2$, and one-sided provided $m = 1$. □

**Theorem C.4** (Singular sheeting theorem). Given a closed Riemannian manifold $(M^8, g)$ and a connected stable two-sided minimal hypersurface $\Sigma$, for any $\Lambda > 0$ and $\delta > 0$, there exists a constant $\varepsilon = \varepsilon(M, g, \Sigma, \Lambda, \delta) > 0$ with the following property. For any stable minimal hypersurface $\Sigma'$ in $(M, g)$ with

$$\mathcal{H}^7(\Sigma') \leq \Lambda, \quad \text{dist}_H(\Sigma', \Sigma) \leq \varepsilon,$$

then $\Sigma'$ can be decomposed into finitely many disjoint minimal hypersurfaces $\{\Sigma'_i\}$ with

$$F(|\Sigma|, |\Sigma'_i|) < \delta.$$

**Proof.** We take $\{\Sigma'_i\}$ to be the disjoint union of connected components of $\Sigma'$, each of which is obviously a stable minimal hypersurface. Since $\mathcal{H}^7(\Sigma') \leq \Lambda$, the collection is finite.

Let’s suppose for contradiction that there exists a sequence of connected stable minimal hypersurfaces $\left\{\Sigma''_i\right\}_{i=1}^\infty$ with

$$\Sigma''_j \subset B^g(\Sigma, 1/j), \quad \mathcal{H}^7(\Sigma''_j) \leq \Lambda,$$

but

$$F(|\Sigma|, |\Sigma''_j|) \geq \delta.$$

By [SS81] again, we know that $|\Sigma''_j|$ $F$-subconverges to some $m|\Sigma''_\infty|$ whose support $\Sigma''_\infty$ is a stable minimal hypersurface. Moreover, it follows from $\Sigma''_j \subset B^g(\Sigma, 1/j)$ that

$$\Sigma''_\infty \subset \Sigma;$$

which, by the constancy theorem, indicates that $\Sigma''_\infty = \Sigma$.

By Corollary C.3(i), $m = 1$, which contradicts our assumption that $F(|\Sigma|, |\Sigma''_j|) \geq \delta$. □

**Lemma C.5.** Let $C \subset \mathbb{R}^8$ be a stable minimal hypercone, and $\{g_j\}_{j \geq 1}$ be a sequence of Riemannian metrics on $\mathbb{B}_2$ which $C^4_{\text{loc}}$-converges to $g_{\text{eucl}}$. For each $j \geq 1$, let $\Sigma_j^{(1)}, \Sigma_j^{(2)}$ be two disjoint stable minimal hypersurfaces in $(\mathbb{B}_2, g_j)$, and such that when $j \to \infty$, $|\Sigma_j^{(i)}| F$-converge to $|C|$, $i = 1, 2$.

Then for $j \gg 1$, at least one of the following holds.

(a) At least one of the $\Sigma_j^{(i)}$’s has no singularity in $\mathbb{B}_1$;
(b) For every \( i = 1, 2 \) and every \( p \in \operatorname{Sing}(\Sigma^{(i)}_j) \cap B_1 \), we have 
\[ \theta|_{\Sigma^{(i)}_j}(p) < \theta_C(0). \]

**Proof.** By passing to a subsequence, suppose WLOG that (b) doesn’t hold for \( j \geq 1 \). By the upper-semi continuity of the density function at singular points under \( F \)-convergence, suppose WLOG that \( p_j \in \operatorname{Sing}(\Sigma^{(1)}_j) \cap B_1 \) has 
\[ \theta|_{\Sigma^{(1)}_j}(p_j) = \theta_C(0). \]

The goal is to show that under these assumptions, \( \Sigma^{(2)}_j \) is smooth for \( j >> 1 \).

First note that by the volume monotonicity,
\[ \limsup_{j \to \infty} \left( \theta|_{\Sigma^{(1)}_j}(p_j, 1) - \theta|_{\Sigma^{(1)}_j}(p_j) \right) = \theta_C(0, 1) - \theta_C(0) = 0. \]

Hence by Lemma 6.5, for every sequence \( \{s_j \searrow 0\} \), \( |\eta_{p_j, s_j}(\Sigma^{(1)}_j)| \) \( F \)-converges to \( |C| \) as \( j \to \infty \).

Let \( r_j \) be the infimum among all \( s \in (0, 1) \) such that
\[ \Sigma^{(2)}_j \cap A^{g_j}(p_j, s, 1) = \text{graph}_{\Sigma^{(1)}_j}(u_j) \cap A^{g_j}(p_j, s, 1), \]
for some \( u_j \in C^2(\Sigma^{(1)}_j) \) satisfying \( \|u_j\|_{C^2} \leq 1 \). Since \( \Sigma^{(i)}_j \) are disjoint, and so are their closures by Ilmanen’s strong maximum principle \([ilm96]\), we know that \( r_j > 0 \). Also by Allard’s regularity theorem \([all72]\), \( r_j \to 0 \) when \( j \to \infty \). And by the definition of \( r_j \), for \( j >> 1 \).

\[ \operatorname{Sing}(\Sigma^{(2)}_j) \cap B^{g_j}(p_j, 2r_j, 3/2) = \emptyset. \]

Consider the blow-up sequence \( \hat{\Sigma}^{(i)}_j := \eta_{p_j, r_j}(\Sigma^{(i)}_j) \). By the discussion above, when \( j \to \infty \), \( \hat{\Sigma}^{(1)}_j \) \( F \)-converges to \( |C| \), and \( \hat{\Sigma}^{(2)}_j \) \( F \)-subconverges to some stable minimal hypersurface \( \hat{\Sigma}_\infty \subset (\mathbb{R}^8, g_{\text{eucl}}) \), which is different from \( C \) by the choice of \( r_j \). Therefore, \( \hat{\Sigma}_\infty \) is disjoint from \( C \) again by the strong maximum principle. Finally, by \([his85, wan20]\), \( \operatorname{Sing}(\hat{\Sigma}_\infty) = \emptyset \), and thus, by Allard’s regularity theorem \([all72]\) again,

\[ \operatorname{Sing}(\hat{\Sigma}^{(2)}_j) \cap B^{g_j}(p_j, 3r_j) = \emptyset, \]
for \( j >> 1 \). Together with (C.3), we obtain the smoothness of \( \Sigma^{(2)}_j \) for \( j \) sufficiently large. \(\square\)

**Proof of Theorem 2.15.** For all cones \( C \in \mathcal{C} \) which are not hyperplanes, we shall define \( \text{SCap}^* \) as follows,

\[ \text{SCap}^*(C) := 1 + \sup \{ \limsup_{j \to \infty} \text{SCap}^*(\Sigma_j \cap B_1, \mathbb{B}_1, g_j) \}, \]

where the supremum is taken over all sequence of pairs \( (\Sigma_j, g_j) \) satisfying,

(i) \( g_j \) is a Riemannian metric on \( \mathbb{B}_2 \), \( \Sigma_j \subset (\mathbb{B}_2, g_j) \) is a stable minimal hypersurface;
(ii) When \( j \to \infty \), \( g_j \to g_{\text{eucl}} \) in \( C^1_{\text{loc}} \), and \( |\Sigma_j| \) \( F \)-converges to \( |C| \);
(iii) For every \( p_j \in \text{Sing}(\Sigma_j) \cap B_1 \), \( \theta_{|\Sigma_j|}(p_j) < \theta_C(0) \).

And if there is no such a sequence of pairs for \( C \), then we simply define \( SCap^*(C) = 1 \).

First note that by (2.6), the densities of stable minimal hypercones form a discrete subset of \( \mathbb{R} \), denoted by \( \{1 = \theta_0 < \theta_1 < \theta_2 < \cdots \uparrow +\infty\} \). We denote
\[
\mathcal{C}(l) := \{ C \in \mathcal{C} : \theta_C(0) = \theta_l \}.
\]
By the discussion in Section 6, \( \mathcal{C}(l) \) is \( F \)-compact for every \( l \geq 1 \). We also denote \( \mathcal{C}^*(l) := \bigcup_{1 \leq j \leq l} \mathcal{C}(l) \).

Now, (C.4) should be viewed as an inductive definition on \( \theta_l \). For \( C \in \mathcal{C}(1) \), we can define \( SCap^*(C) = 1 \). Then for every \( l \geq 1 \), once \( SCap^* \) is defined for cones \( C \in \mathcal{C}^*(l) \), we can define \( SCap^*(\Sigma, N, g) \) following (2.15) for every triple \( (\Sigma, N, g) \in \mathcal{A} \) such that \( \forall p \in \text{Sing}(\Sigma), C_p \Sigma \in \mathcal{C}^*(l) \). And then we can define \( SCap^* \) for cones \( C \in \mathcal{C}(l + 1) \) following (C.4) above.

Under this inductive definition, we first verify inductively that
\[
SCap^*(C) < +\infty
\]
for every \( C \in \mathcal{C} \). In fact, for every \( l \geq 1 \), suppose this has been established for cones in \( \mathcal{C}^*(l) \). And by a diagonal argument, we can see that \( SCap^* \) is upper semi-continuous on \( \mathcal{C}(l) \). Then it follows from the \( F \)-compactness of \( \mathcal{C}(l) \) that
\[
\sup_{C \in \mathcal{C}^*(l)} SCap^*(C) < +\infty.
\]
Now consider a cone \( C \in \mathcal{C}(l + 1) \), and let \( (\Sigma_j, B_2, g_j) \) be a maximizing sequence of (C.4) satisfying (i)-(iii) above. Then
\[
SCap^*(C) \leq 1 + (\limsup_{j \to \infty} \# \text{Sing}(\Sigma_j) \cap B_1) \cdot \sup_{C' \in \mathcal{C}^*(l)} SCap^*(C')
\]
\[
\leq 1 + SCap(C) \cdot \sup_{C' \in \mathcal{C}^*(l)} SCap^*(C')
\]
\[
< +\infty,
\]
where the second and the last inequality follow from Theorem 2.14.

Proof of (iii) in Theorem 2.15. For any \( p \in \Sigma_\infty \), there exists a radius \( r_p > 0 \), such that \( \Sigma_\infty \setminus B^{g_\infty}(p, r_p) \) has index \( I \). Since \( \text{index}(\Sigma_j) = I \), by Sharp’s compactness, for \( j \) large enough, \( \Sigma_j \setminus B^{g_\infty}(p, r_p) \) also has index \( I \) and thus \( \Sigma_j \cap B^{g_\infty}(p, r_p) \) is stable.

Therefore, by rescaling, it suffices to prove the inequality when \( \Sigma_j \)'s are stable and \( (\Sigma_\infty, N, g_\infty) = (C, B_2, g_{\text{eucl}}) \) for some cone \( C \in \mathcal{C} \). By the definition (C.4), one only needs to verify the case when there exists some \( p_j \in \text{Sing}(\Sigma_j) \cap B_1 \) such that \( \theta_{|\Sigma_j|}(p_j) = \theta_C(0) \). By the volume monotonicity,
\[
\limsup_{j \to \infty} \theta_{|\Sigma_j|}(p_j, 1) - \theta_{|\Sigma_j|}(p_j) = \theta_C(0, 1) - \theta_C(0) = 0.
\]
Hence by Lemma 6.5 and Corollary 6.7, \( \text{Sing}(\Sigma_j) \cap \mathbb{B}_1 = \{ p_j \} \), and \( C_{p_j}(\Sigma_j) \) \( F \)-converges to \( C \). It follows from the upper semi-continuity of \( \text{SCap}^* \) on \( \mathcal{C}(l) \) that
\[
\limsup_{j \to \infty} \text{SCap}^*(\Sigma_j, \mathbb{B}_1, g_j) = \limsup_{j \to \infty} \text{SCap}^*(C_{p_j}(\Sigma_j)) \leq \text{SCap}^*(C).
\]

**Proof of (iv) in Theorem 2.15.** By the connectedness of \( \Sigma_j \) and Corollary C.3, we know that \( m = 2 \) and \( \Sigma_\infty \) is one-sided while \( \Sigma_j \) are all two-sided for \( j > 1 \). Let \( \pi: \hat{N} \to N \) be the double cover such that \( \hat{\Sigma}_\infty := \pi^{-1}(\Sigma_\infty) \) is connected and two-sided. Then for \( j > 1 \), \( \pi^{-1}(\Sigma_j) \) has two connected components \( \Sigma_j^\pm \), each isometric to \( \Sigma_j \). Moreover, \( \hat{\Sigma}_\infty \) and \( \Sigma_j^\pm \) are stable minimal hypersurfaces in \( (\hat{N}, \hat{g}_j) \), and \( |\Sigma_j| \) \( F \)-converges to \( |\hat{\Sigma}_\infty| \) when \( j \to \infty \). Let \( p \in \text{Sing}(\hat{\Sigma}_\infty) \), and \( W \) be a small neighborhood of \( p \) such that \( \text{Sing}(\hat{\Sigma}_\infty) \cap \text{Clos}(W) = \{ p \} \). By definition (C.4) and Lemma C.5, we have
\[
(C.5) \quad \limsup_{j \to \infty} \min \{ \text{SCap}^*(\Sigma_j^\pm, W, \hat{g}_j) \} \leq \text{SCap}^*(\hat{\Sigma}_\infty, \hat{g}_\infty) - 1.
\]
WLOG, let’s assume that \( \Sigma_j^+ \) corresponds to the one with smaller \( \text{SCap}^* \).

Therefore, by Theorem 2.15 (iii) and (C.5), we obtain
\[
\text{SCap}^*(\Sigma_\infty, N, g_\infty) = \text{SCap}^*(\hat{\Sigma}_\infty, \hat{N}, \hat{g}_\infty)
\geq \limsup_{j \to \infty} \text{SCap}^*(\Sigma_j^+, \hat{N} \setminus \text{Clos}(W), \hat{g}_j) + \text{SCap}^*(\Sigma_j^+, W, \hat{g}_j) + 1
= \limsup_{j \to \infty} \text{SCap}^*(\Sigma_j, N, g_j) + 1.
\]

**Appendix D. Regular Deformation Theorem**

The goal for this section is to prove Theorem 2.7. We first briefly review the global analysis on singular LSMH introduced in [Wan20].

Let \( k \geq 4 \), \( \alpha \in (0, 1) \) and \( \Sigma \) be a two-sided LSMH in a closed manifold \((M^8, g)\) with a unit normal field \( \nu \).

The function space for spectral theory of the Jacobi operator \( L_{\Sigma, g} \) is \( \mathcal{B}(\Sigma) \), defined as follows. By [Wan20, Lemma 3.1], there exists a constant \( C_{\Sigma, g} > 0 \) such that,
\[
\| \phi \|^2_{\mathcal{B}(\Sigma)} := Q_{\Sigma, g}(\phi, \phi) + C_{\Sigma, g} \| \phi \|^2_{L^2(|\Sigma| g)} \geq \| \phi \|^2_{L^2(|\Sigma| g)}, \quad \forall \phi \in C^1_c(\Sigma),
\]
where \( Q_{\Sigma, g} \) is the quadratic form associated to the second variation of area of \( \Sigma \), defined in (2.2). Hence,
\[
\mathcal{B}(\Sigma) := \frac{C^1_c(\Sigma)}{C_{\Sigma, g} \| \phi \|^2_{\mathcal{B}(\Sigma)}},
\]
is a well-defined Hilbert space which is naturally included in \( L^2(|\Sigma| g) \) and naturally contains \( W^{1,2}(\Sigma) \). By [Wan20, Lemma 3.2], every \( \phi \in \mathcal{B}(\Sigma) \) is
locally $W^{1,2}$ along $\Sigma$; By [Wan20, Proposition 3.5 & Lemma 3.9], $\mathcal{B}(\Sigma) \hookrightarrow L^2(\|\Sigma\|_g)$ is a compact embedding. Hence we have the following spectrum decomposition of $L^2$.

**Lemma D.1** ([Wan20, Proposition 3.5, Corollary 3.7]). There exists a sequence
\[
\lambda_1 < \lambda_2 < \lambda_3 < \ldots \rightarrow +\infty
\]
and a corresponding sequence of finite dimensional pairwise $L^2$-orthogonal linear subspaces $\{E_j\}_{j \geq 1}$ of $\mathcal{B}(\Sigma) \cap C^2(\Sigma)$ such that
\[
-L_{\Sigma,g}\phi = \lambda_j \phi, \quad \forall \phi \in E_j,
\]
and that
\[
L^2(\|\Sigma\|_g) = \bigoplus_{j \geq 1} E_j^2; \quad \mathcal{B}(\Sigma) = \bigoplus_{j \geq 1} E_j^\mathcal{B}.
\]
Moreover, $\dim E_1 = 1$ and $E_1$ is generated by a positive function on $\Sigma$. And the index of $\Sigma$ defined in (2.4) coincides with the index of $-L_{\Sigma,g}$:
\[
\text{index}(\Sigma) = \sum_{\lambda_j < 0} \dim E_j.
\]

$\Sigma$ is called **non-degenerate** if the spectrum $\{\lambda_j\}_{j \geq 1}$ of $-L_{\Sigma,g}$ doesn’t contain 0. This definition is compatible with the non-degeneracy for smooth minimal hypersurfaces. Also, by Lemma 2.4, every slower growth Jacobi field falls in $W^{1,2}(\Sigma) \subset \mathcal{B}(\Sigma)$. Hence, $\Sigma$ being non-degenerate implies semi-nondegeneracy of $\Sigma$.

[Wan20] proved the following results on induced Jacobi field for a sequence of converging LSMH.

**Theorem D.2** ([Wan20, Theorem 4.2]). Suppose $\{\Sigma_j \subset (M, g_j)\}_j$ be a family of two-sided LSMH satisfying (a), (b) in Theorem 2.7 with $f \in C^{k,\alpha}(M)$ such that $\nu(f)$ does not identically vanishes along $\Sigma$. Then there exists a nontrivial induced Jacobi field $u \in C^2_{\text{loc}}(\Sigma)$ satisfying
\[
L_{\Sigma,g}u = cu(f),
\]
for some $c \geq 0$. And for every $p \in \text{Sing}(\Sigma)$, $\mathcal{A}R_p(u) \geq \gamma_1^- (C_p^\Sigma)$.

Moreover, if for some $p \in \text{Sing}(\Sigma)$, $\mathcal{A}R_p(u) \in \{\gamma_1^+ (C_p^\Sigma)\}$, then for some sufficiently small neighborhood $U_p \subset M$ of $p$, we have $\text{Sing}(\Sigma_j) \cap U_p = \emptyset$ for infinitely many $j >> 1$.

To apply this theorem, in [LW20], it is shown that if $\Sigma$ is non-degenerate, then there is an open dense way of choosing $f$ in Theorem D.2 such that the corresponding $u$ satisfies $\mathcal{A}R_p(u) \in \{\gamma_1^+ (C_p^\Sigma)\}$ for at least one $p \in \text{Sing}(\Sigma)$. Here, we shall generalize this to semi-nondegenerate $\Sigma$, using the same argument as in [Wan20, LW20].
Lemma D.3. Suppose \( \Sigma \) is a two-sided LSHM. Then the following \( \mathcal{F}^{k,\alpha} \) is open and dense in \( C^{k,\alpha}(M) \). When \( \Sigma \) is non-degenerate,

\[
\mathcal{F}^{k,\alpha} := \{ f \in C^{k,\alpha}(M) : L_{\Sigma,g}u = \nu(f) \text{ has no slower growth solution } u \};
\]

When \( \Sigma \) is degenerate,

\[
\mathcal{F}^{k,\alpha} := \{ f \in C^{k,\alpha}(M) : L_{\Sigma,g}u = \nu(f) \text{ has no solution } u \in \mathcal{B}(\Sigma) \}.
\]

Moreover, if \( G < \text{Diff}(M) \) is a finite group which acts fixed-point-freely on \( M \), such that \( (\Sigma, M, g) \) is \( G \)-invariant in the sense of Definition 8.1, then \( \mathcal{F}^{k,\alpha} \cap C^{k,\alpha}(M)^G \) is also dense in \( C^{k,\alpha}(M)^G \).

Proof. When \( \Sigma \) is degenerate, by integration by parts,

\[
C^{k,\alpha}(M) \setminus \mathcal{F}^{k,\alpha} = \{ f \in C^{k,\alpha}(M) : \nu(f) \in (\text{Ker } L_{\Sigma,g})^\perp \},
\]

which is a closed linear subspace of \( C^{k,\alpha}(M) \) and does not contain any \( C^{k,\alpha}(M)^G \). Hence \( \mathcal{F}^{k,\alpha} \cap C^{k,\alpha}(M)^G \) is open and dense in \( C^{k,\alpha}(M)^G \).

When \( \Sigma \) is non-degenerate, openness of \( \mathcal{F}^{k,\alpha} \) follows from [Wan20, Lemma 3.21]. And hence for a general finite subgroup \( G < \text{Diff}(M) \), \( \mathcal{F}^{k,\alpha} \cap C^{k,\alpha}(M)^G \) is relatively open in \( C^{k,\alpha}(M)^G \).

To prove the denseness for general \( G \), we also apply [Wan20, Lemma 3.21] to see that for every \( f_1 \in \mathcal{F}^{k,\alpha} \cap C^{k,\alpha}(M)^G \), every \( c \neq 0 \) and every \( f_2 \in C^{k,\alpha}(M)^G \setminus \mathcal{F}^{k,\alpha} \), we have \( cf_1 + f_2 \in \mathcal{F}^{k,\alpha} \cap C^{k,\alpha}(M)^G \). Hence to prove denseness, it suffices to verify that \( \mathcal{F}^{k,\alpha} \cap C^{k,\alpha}(M)^G \neq \emptyset \). To see this, let \( p \in \text{Sing}(\Sigma) \) and \( U_p \ni p \) be a small neighborhood in \( M \) such that \( \gamma(U_p) \cap U_p = \emptyset \), \( \forall \gamma \in G \setminus \{ \text{Id}_M \} \). Take \( u \in C^{\infty}_c(U_p) \cap \mathcal{B}(\Sigma) \) such that \( u > 0 \) near \( p \), \( \text{spt}(u) \subset U_p \) and \( L_{\Sigma,g}u \) vanishes near \( \{ p \} \). Then take \( f \in C^{\infty}_c(U_p) \) such that \( \nu(f) = L_{\Sigma,g}u \in U_p \). Then extend \( f \) and \( u \) to a \( G \)-invariant smooth function on \( M \) and \( \Sigma \). By Lemma D.1, \( u \in \mathcal{B}(\Sigma) \) is the unique solution of \( L_{\Sigma,g}u = \nu(f) \). Then by Lemma 2.4 (ii), \( f \in \mathcal{F}^{k,\alpha} \cap C^{k,\alpha}(M)^G \). This finishes the proof of denseness. \( \square \)

Remark D.4. If \( \Sigma \) is semi-nondegnerate, by adapting the proof of Lemma 8.3, one can also show that

\[
\{ f \in C^{k,\alpha}(M) : L_{\Sigma,g}u = \nu(f) \text{ has no slower growth } u \},
\]

is open and dense in \( C^{k,\alpha}(M) \).

Proof of Theorem 2.7. First assume that \( \Sigma \) is two-sided. Let \( \mathcal{F}^{k,\alpha} \) be given by Lemma D.3. Also let \( f \in \mathcal{F}^{k,\alpha} \) and \( \Sigma_j, g_j \) be given by Theorem 2.7 (a), (b). Then by Theorem D.2, the induced Jacobi field \( u \neq 0 \) satisfies \( L_{\Sigma,g}u = \nu(f) \) for some \( c \geq 0 \). Hence either \( c \neq 0 \), or \( c = 0 \) and thus \( u \in \text{Ker } L_{\Sigma,g}^+ \). By definition of \( \mathcal{F}^{k,\alpha} \) and semi-nondegneracy of \( \Sigma \), we know that in both cases, \( u \) is not a function of slower growth on \( \Sigma \), in other words, there exists \( p \in \text{Sing}(\Sigma) \) such that \( \mathcal{A}R_p(u) < \gamma_2^+(C_p\Sigma) \). Hence by Lemma 2.4, \( \mathcal{A}R_p(u) \in \{ \gamma_1^+(C_p\Sigma) \} \) and Theorem D.2 applies to conclude Theorem 2.7.
When $\Sigma$ is one-sided, let $\hat{\Sigma} \subset (\hat{M}, \hat{g})$ be its two-sided double cover. Then using Lemma D.3 with $G = \mathbb{Z}_2 < \text{Diff}(\hat{M})$ to be the deck transformation, the same argument as above proves Theorem 2.7. □
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