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Abstract. New Zealand maintains excessive effort to organise the sustainable development of its marine resources, wildlife, and ecological environment. New Zealand has stringent rules to control fishing and to protect the continued growth of marine inhabitants. Fishing inspections, such as identifying and counting shellfish, are part of the daily routine of many New Zealand Fisheries officers. It is however considered labour-intensive and time-consuming work. This project, thus, develops a touch-less shellfish detection and counting web/mobile application on handheld devices using Mask R-CNN to assist New Zealand Fisheries officers in recognising and totalling shellfish automatically and accurately. New Zealand shellfish species are different from other places in the World. Thus, this study firstly investigates the best deep learning model to use for New Zealand shellfish recognition and detection. Selected shellfish dataset is collected from a local fish market in Auckland and trained by using the chosen artificial neural network. At last, a portable system is built to support Fisheries officers to count shellfish quickly and accurately. At this current stage, a web-based application has been successfully deployed at a local server (cvreact.aut.ac.nz) in which users can upload target objects to get results related to three major shellfish species including cockle, tuatua, and mussel. In the near future, this proposed model is scaled up to recognise more species to cover the popular shellfish species in New Zealand, thus benefiting the aquaculture as well.
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1 Introduction and Backgrounds

New Zealand is well-known for its beautiful natural scenery and abundant natural resources. New Zealand has managed to organise the sustainable development of marine resources, wildlife and ecological environment. New Zealand, therefore, has legislated out for fishing different sea creatures such as finfish and shellfish in different regions and seasons. For instance, each fisherman can only gather 50 cockles per day in Auckland Coromandel area [1]. New Zealand Fisheries officers...
work hard to ensure the sustainability of New Zealand’s fishery. Checking and counting shellfish manually is one of the daily work of New Zealand Fisheries officers; however, it is very time-consuming (Fig. 1).

Recently, actual applications using deep neural networks (DNNs) technologies have been widely applied and achieved remarkable successes in both of the research and industrial fields. Object detection, classification, and recognition are some of the most frequently used techniques that efficiently extract specific objects from images or video stream by pre-trained models. Artificial intelligence (AI) applications have taken over the roles of Fisheries officers in the time-consuming. It is useful to have a portable system to support Fisheries officers to recognise and count shellfish quickly, thereby reducing the workload of Fisheries officers. This research aims to develop an application to recognise and count shellfish based on input images or videos from a handheld camera. Its approach also figures out whether shellfish species being caught meet New Zealand different fishing rules [1].

Visual Object counting (VOC) as a useful application of object recognition has been widely applied in many areas in the real-world to measure the number of target objects with the input from images or videos. For instance, using cell counting system to count cells in microscopic images provides a faster and affordable disease diagnose solutions [11]. Image processing techniques, such as neural network, Hough transform, clustering, and shape matching, are adopted to recognise and detect patterns or objects [9]. However, big concerns when using VOC are the frequent overlap between objects, occlusion, and complex background environment. The object counting process in image processing can be performed by object detection, regression, and segmentation techniques. All of these approaches require a machine learning process on labelled data to build a detection model, thereby predicting the number of target objects in an image [13]. Global regression-based VOC (GR-VOC) and density estimation based VOC (DE-VOC) are two significant techniques using supervised approaches [17]. DE-VOC method counts object instances by a density function from dense local features of the image [5]. Both these two techniques can perform efficiently with sufficient training images. Convolutional neural networks (CNN) and hardware-accelerated optimisation can improve the performance of regression-based counting approach significantly [11]. An innovative framework to count objects
without any preliminary training step was proposed and can count multiple object types [13]. To minimize the data preparation costs introduced by labelling training data of regression-based approaches, an unsupervised approach was introduced to count objects without object recognition [7].

Object detection has been a significant part of image processing and CV fields. It is a technique that localises and classifies an object in an input image by predicting the bounding box location that contains the object [4]. Geometry-based and appearance-based are two ways of object representation [14]. Object detection can be achieved using traditional machine vision approaches such as SVM (Support Vector Machines). The traditional method uses a sliding window to generate candidate regions on an input image, then extracts features and classifies the regions using a trained classifier [20]. Time-complexity is one of the main drawbacks of the traditional method. Compared to traditional methods, deep learning algorithms, such as CNN, are able to accept raw data as input and automatically learn features [10].

Object detection and counting techniques have been successfully implemented in agriculture fields. A model to detect and count plant seedling in the field using Faster R-CNN with Inception ResNet v2 was implemented [6]. Their model successfully achieved an F1 score of 0.969 at the IoU threshold of 0.5. Another model implemented a real-time corn kernel detection and counting to help farmers to estimate corn harvest and make marketing decisions [8]. The results indicated that the CNN model has higher accuracy (0.947) than HOG+SVM, since it can extract features automatically from an input. A fruit detection model was developed for strawberry harvesting check based on Mask R-CNN [18]. From their experiment results, the average precision rate is 95.78% out of 100 test images. A comparison of fruit detection and counting performance between Faster R-CNN with inception V2 and SSD with MobileNet on a fruit dataset was conducted [15]. Experiments have shown that Faster R-CNN has higher performance (94%) than SSD (90%). Furthermore, they pointed out that the detection performance of CNN architectures is relied on experimental dataset quality.

Apart from the agriculture fields, the use of deep learning methods for object detection and counting has been used in other areas in daily human life. A real-time vehicle counting system using SSD algorithm to monitor traffic was designed [2]. The SSD based network was replaced by ResNet-34, which is more accurate than the original based network (VGG-16). From the experiment results that the vehicle detection accuracy of the system can reach to 99.3% and the classification accuracy can achieve to 98.9%. A model to detect and count threatening objects from images using TensorFlow object detection API was built [12]. Their model was implemented by Faster R-CNN algorithm, and it is able to detect and classify two classes of threatening objects: knife and gun. The experiment results show relatively good accuracy and counting results.

This paper proposes the portable model based on Mask R-CNN, which recognises and counts target objects from an image or video to figure out a legal shellfish grabbing. The target objects are uploaded to a processing server, and
then its results are popped up on the officer’s handheld device. The notices or recommendations are also presented to make proper decisions.

2 Conceptualisation of Implementation Method

2.1 Overall System Design

A web application is easy to be used on a wide variety of operating systems of laptops and mobile devices. To facilitate the use of the detection system by New Zealand fisheries officers both in their offices and at beaches, this system is designed as a web application that allows users to upload images or videos to check the shellfish species and quantity. The entire recognition system with the shellfish detection model is hosted on a processing server. As shown in Fig. 2, the system is deployed on a processing server to detect and count the target shellfish objects from an uploaded image. The detection result that includes labelled shellfish and count numbers of each shellfish species is finally returned to the end-user.

![Fig. 2. Overall system design](image)

2.2 Dataset Preparation

Cockle, tuatua are major shellfish species that New Zealanders can gather from beaches both in South Island and North Island. Cockles are plump, round shells with fine ridges, and they are widespread in New Zealand harbours. Tuatua is endemic to New Zealand which can be found when low tide and has a more irregular shell shape. Therefore, this study selects cockle and tuatua as target shellfish species to conduct the shellfish detection and counting task. To extend the application of this detection model, mussel, another common and popular shellfish, is included in this research.

The shellfish used in this study were collected randomly. The appearance of the same shellfish species varies among different regions. Therefore, the cockles used in this study are gathered initially from both South Island and North Island New Zealand, as shown in Fig. 3. Due to the resource constraints, the tuatua and mussel are originally gathered from North Island New Zealand.
In this research study, 700 images that include 200 images of each shellfish species and 100 images of combined shellfish species are selected for the further detection experiment. The sample images of cockle, tuatua, and mussel are shown in Fig. 4. Figure 5 describes the data pre-processing process that includes data
annotation, data format conversion. Data augmentation is an essential technique for expanding dataset in deep learning tasks.

**Fig. 5. Data pre-processing process**

### 2.3 Detection Model Design

Since the purpose of this shellfish detection system is to accurately recognise and count shellfish for New Zealand fishery control, this paper focuses more on detection accuracy rather than detection speed. Faster R-CNN and Mask R-CNN have better performance than YOLO and SSD [19]. Furthermore, the results of general object detection experiments on the MS COCO dataset shows that Mask R-CNN has higher AP than other deep learning object detection methods. Due to the advantage in accuracy, Faster R-CNN and Mask R-CNN are considered for this purpose.

Bearing in mind the model comparison and results of previous researches above, this paper adopts Mask R-CNN to train the shellfish detection model. Figure 6 demonstrates the structure design of the Mask R-CNN shellfish detection model that is used in this paper. This paper uses ResNet101 and FPN as the backbone network to extract feature maps from an input image.

**Fig. 6. Model structure of Mask R-CNN shellfish detector**

### 2.4 Web Application Deployment Design

Once the detection model is trained, the final model and a user interface will be deployed as a web application. This application is written in Python. The web user interface is developed using Streamlit, which is an app framework designed for data analysis and machine learning. Moreover, the application deployment uses Docker which is a platform to help automatic software delivery using containers. Docker builds a lightweight image which can be deployed on various
cloud platforms such as AWS and Azure [3]. Figure 7 demonstrates the workflow of the system deployment. First, the system settings and package requirements are configured within a Docker file. Then the container image that contains the system libraries and application code is pushed and deployed on a cloud server. Finally, the cloud server will host the application and provide a website for users.

The system provides the users with simple GUI application, to keep the page straightforward so that users with different knowledge backgrounds can easily use the application. Users can upload and preview an image by clicking ‘browse files’ on the main page. Once the image is uploaded, users can use this application to detect and view the predicted results by clicking ‘Detect and Count’ buttons on the web page.

3 Experiment

3.1 Data Pre-processing

Since this research aims to conduct the object detection task, the target objects on each image need to be labelled for training purpose. This project uses Labelme, which is an easy-to-use image annotation tool to label the shellfish objects on each image. As shown in Fig. 8, all target objects in the image are selected and labelled within a polygon that covers on each target object. Labelme generates a JSON file for each image to store the image information and annotations.

This project trains the detection model based on COCO pre-trained weight and uses COCO evaluation metrics. The shellfish data should be converted to COCO format dataset. A Python script randomly allocates 80% of images in the shellfish dataset to train dataset and the other 20% to the validation dataset. The detection model is trained with the training dataset and evaluated with the validation dataset. The size of training dataset for deep learning is critical for the performance of a model. The more data are involved, the more robust the model is, so data augmentation techniques that automatically enlarge the dataset with annotations are very crucial for dealing with small dataset in a CNN model training process. Data augmentation includes colour operations and
geometric operations. Flipping, cropping, and rotation are most used augmentation techniques in object detection tasks [16]. Data augmentation is able to increase detection accuracy over +3.2 mAP on COCO dataset [21] (Figs. 9 and 10).

3.2 Model Implementation

Due to the limitation of hardware, the detection model training process is performed on Google Colaboratory. Additionally, this research uses TensorBoard to visualise the summary output of the model training process, such as AP and loss. Transfer learning is also adopted to train the detector. It is faster than training a model from scratch and can help the model achieve better performance in training on a small dataset.
Fig. 10. Data distribution of instances among categories

In the experiment, the Mask R-CNN model is trained with a maximum of 10000 iterations. The values of other parameters are set to 0.9 momenta, 0.0001 weight decay, and batch size 2. The based model is trained with a learning rate of 0.02 on 8 GPUs. Since this research uses 1 GPU to train detection model, the learning rate should be 0.0025 in theory. As shown in Table 1, the inference results of Mask R-CNN ResNet101+FPN model with learning rate 0.001 has the highest bounding box prediction AP (86.826%) and segmentation AP (87.191%). The AP in the table is averaged over three categories on 10 IoU thresholds from 0.5 to 0.95. Additionally, the model with learning rate 0.001 has an acceptable inference speed which is around 0.1s per image. Therefore, the learning rate is set to 0.001 to train the detection model.

Table 1. Mask R-CNN ResNet101+FPN with different learning rates

| Learning rates | bbox AP(%) | segm AP(%) | Train time (s/iter) | Inference time |
|----------------|------------|------------|---------------------|---------------|
| 0.01           | 84.480     | 85.860     | 0.6579              | 0.1516        |
| 0.005          | 84.974     | 86.965     | 0.3783              | 0.1043        |
| 0.0025         | 85.151     | 86.200     | 0.3782              | 0.1043        |
| 0.001          | 86.826     | 87.191     | 0.3783              | 0.1038        |

The experiment evaluates the model on the validation dataset using COCO evaluation metrics during the training process. The evaluation performs every 500 iterations. Additionally, the experiment metrics like loss and average
precision are visualised and monitored within TensorBoard during the training process. Finally, an inference is performed on the validation dataset using the final trained model. To evaluate the performance of the final detection model, models of Mask R-CNN with ResNet50+FPN, Mask R-CNN with ResNeXt101+FPN, and Faster R-CNN with ResNet101+FPN have experimented with the same settings as a comparison.

4 Analysis and Discussion

Since the main propose of this research is to recognize and locate the target shellfish objects. This research mainly analyses and discusses the results of the bounding box prediction accuracy. As Shown in the table, the average precision (AP) is averaged over 3 categories at 10 IoU thresholds which are 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95. The AP of the bounding box prediction is 87.414%, while the AP of segmentation prediction is 87.032%. Furthermore, AP50, which is similar to PASCAL VOC evaluation metrics, is calculated at 0.5 IoU threshold. The AP at 0.5 IoU threshold is 99.592% for both bounding box and segmentation prediction. The prediction results of AP50 show a good performance of the final prediction model. The detection results for each shellfish category that the model has better detection capabilities for mussel and tuatua, and the AP of bounding box prediction can reach 91.084% and 90.576% respectively.

Because the samples of cockle are collected from both South Island and North Island of New Zealand, their shapes and colors are different. Therefore, the average precision is a bit lower than that of mussel and tuatua, which is 80.584% for bounding box prediction and 81.142 for segmentation prediction. The training speed of the detection model is 0.3776 s for each iteration. The inference time is 0.1006 s for each image on one device. The testing results on random validation images show good detection performance, and the classification score for each object can reach over 95%.

Figure 11a shows the accuracy of classification during the training process. Accuracy indicates the percentage of the correctly predicted results in the total predictions. After around 500 steps, the accuracy of object classification remains at between 98% to 99%.

During the training process, a COCO model evaluation inferences on the validation dataset every 500 iterations over 1050 images. Figure 11b demonstrates the total loss of final Mask R-CNN model on training and validation dataset respectively. The total loss is obtained by the loss of classification, bounding box, and mask. As shown in Fig. 11b, the total loss stops dramatically decreasing and shows a smooth delay after 500 iterations. The total loss of both training and validation shows a slightly downward trend as expected.
4.1 Model Comparison

Compared to the network with 101 layers, due to the smaller depth of ResNet50, the model training should be faster than the network with more layers. ResNet50 model is faster than other models both on train time and inference time. The training time of ResNet50 model can reach 0.289 s per iteration and the inference time is 0.073 s per image. In theory, a model with ResNeXt backbone should have better performance than ResNet. According to [19], ResNeXt is powerful and Mask R-CNN with ResNeXt101+FPN has slightly better prediction performance than ResNet101+FPN on MS COCO Test dataset. In this experiment, ResNeXt101 does not perform well on predicting the bounding box, the AP of IoU threshold from 0.5 to 0.95 is 87.417%, which is similar to ResNet101 (87.414%). This may be caused by the fact that shellfish dataset and training iterations are small.

Both the training time (0.8224 s/iter) and inference time (0.1916 s/img) of ResNeXt101 are doubled compared to those of ResNet101 (train time: 0.3776 s/iter, inference time: 0.1006 s/img). When comparing with the results, ResNet101 is more suitable for shellfish detection than ResNeXt101. Because the prediction performance of ResNet101 model is similar to ResNeXt101, but the inference time, which is important for user experience, is twice as fast.

As shown in the detection results of the final Mask R-CNN model and Faster R-CNN model, the final Mask R-CNN model performs better than Faster R-CNN model. The AP of Faster R-CNN model is 86.273% which is lower than the final Mask R-CNN model (87.414%). The AP of Faster R-CNN model at 0.5 IoU threshold, which is 99.537%, is similar to Mask R-CNN model (99.592%). The results also point out that Faster R-CNN is slower both on train and inference speed than Mask R-CNN. The training speed and inference speed of Faster R-CNN are 0.6198 s per iteration and 0.1553 s per image respectively.

4.2 Results Demonstration

The evaluation results that are computed from the validation dataset is not enough to determine the model performance. Because the dataset used in the
experiments is small, overfitting problem may be introduced by training. The final model should be tested using images that are not in the experimental dataset. Figure 12 shows the test result on a new image from the web interface. As can be seen, every tuatua is detected and counted from the test image.

Figure 13 demonstrates the detection results of an image that are downloaded from the Internet using the final model. The model can detect almost all shellfish objects even on the under layers of other objects. But the model classifies 2 cockles which are partly covered by other objects as tuatua. The object overlap makes the detection more difficult. Making the shellfish objects spread instead of overlapping with each other will increase the detection results. Additionally, the detection will be improved by increasing the dataset size and including tuatua and cockle from multiple locations both of the North Island and South Island of New Zealand.

![Detect and Count]

**Detected Shellfish:**

*tuatua: 24*

**Result**

**Fig. 12.** Shellfish detection and counting results
5 Conclusion and Future Work

Recently, deep learning technology is developed strongly; it has been becoming beneficial for object detection techniques in order to reduce repetitive tasks. This study designs and develops a web/mobile application to recognize and count New Zealand shellfish from images or videos. This is a tool potentially built for helping New Zealand Fisheries officers to control shellfish gathering. At present, there are no studies that develop models to detect and count New Zealand shellfish species. This study can reduce not only the workload of New Zealand Fisheries officers but also fill the gap in the literature review of shellfish detection field. This research demonstrates a procedure of object detection implementation, which includes data pre-processing, model training, and evaluation. From the evaluation results of COCO evaluate metrics, the final Mask R-CNN detection model can recognize and count three major shellfish species, for example, cockle, tuatua, mussel. In terms of bounding box prediction, the average precision is 87.4% when the IoU threshold is calculated from 0.5 to 0.95. The AP at 0.5 IoU threshold can reach 99.6%. The proposed model has proven its potential application in fishery, and other fields to reduce the workload and improve the efficiency.
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