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We study the two-body problem with a spatially modulated interaction potential using a two-channel model, in which the inter-channel coupling is provided by an optical standing wave and its strength modulates periodically in space. As the modulation amplitudes increases, there will appear a sequence of bound states. Part of them will cause divergence of the effective scattering length, defined through the phase shift in the asymptotic behavior of scattering states. We also discuss how the local scattering length, defined through short-range behavior of scattering states, modulates spatially in different regimes. These results provide a theoretical guideline for new control technique in cold atom toolbox, in particular, for alkali-earth-(like) atoms where the inelastic loss is small.

Feshbach resonances (FR) and optical lattices (OL) are two major techniques in cold atom toolbox. FR can be used to control the interactions by tuning a bound state in the so-called “closed channel” to the scattering threshold via magnetic field, laser field or external confinement. At resonance, the s-wave scattering length diverges and the system becomes a strongly interacting one. OL can strongly modify the single particle spectrum of atoms, which suppress the kinetic energy so that the interaction effects are enhanced. With these two methods, many interesting many-body physics, such as BEC-BCS crossover, superfluid to Mott insulator transition and strongly correlated quantum fluids in low dimensions, have been studied extensively in cold atom systems during the last decade.

In this letter we theoretically study a new control tool for cold atom system. It is analogous to OL because it also makes use of two counter propagating laser fields that lead to a periodic modulation of laser intensity in space; however, its main effect is not acted on single particle, but manifested on the interaction term when two particles collide with each other. It generates a spatial modulation of two-body interaction, i.e. the two-body interaction potential not only depends on the relative coordinate of two particles under collision, but also depends on their center-of-mass coordinate. As far as we know, this is a situation not encountered in interacting systems studied before, ranging from high-energy and nuclear physics to condensed matter systems. One can expect a spatial modulated interaction potential will result in many fascinating phenomena.

The explicit model under consideration is schematically shown in Fig. 1. The open and closed channels are different orbital states and are coupled by laser field. Such an optical FR has been studied before for uniform laser intensity, and has been observed experimentally for both alkali and alkali-earth-like Yb atoms. In this letter we shall consider the situation that the laser field is a standing wave whose intensity, and therefore the coupling strength between open and closed channel, is modulated periodically in space. Such a setup allows one to control spatial modulation of inter-atomic interaction on the scale of sub-micron. Recently, this has been realized in $^{174}$Yb condensation, although the optical standing wave is a pulsed one. Alkali-earth-(like) atom like Yb is particular suitable for such an experiment because the narrow $^1S_0-^3P_1$ inter-combination transition line can avoid large inelastic scattering loss. In this experiment, a spatially modulated mean-field energy has been observed from diffraction pattern in a time-of-flight imagine. However, the theoretical study of this system is still very limited, and even the two-body problem has not been studied. In this work we show that surprises indeed arise even in the two-body problem of this model.

**Coupled Two-channel Model.** We consider a two-body Hamiltonian for a FR in which the open and closed channels are modeled by two square well potentials

$$\mathcal{H} = -\frac{\hbar^2}{2m} \nabla_R^2 - \frac{\hbar^2}{m} \nabla_r^2 + v(R, r)$$

where $R = (r_1 + r_2)/2$ and $r = r_1 - r_2$. For $r < r_0$,

$$v(R, r) = \begin{pmatrix} -V_o & \hbar \Omega(R) \\ \hbar \Omega(R) & -V_c \end{pmatrix}$$

and for $r > r_0$,

$$v(R, r) = \begin{pmatrix} 0 & 0 \\ 0 & +\infty \end{pmatrix}.$$  

In this model $V_o$ is given by the background scattering length $a_{bg}$ as $\tan(k_o r_0)/(k_o r_0) = 1 - a_{bg}/r_0$ where $k_o =$
resonance at $\Omega$ appears at threshold and causes scattering. Such a model captures all key features of a FR \([1, 7]\). A bound state appears at threshold and causes scattering resonance at $\Omega = \sqrt{\epsilon_c/|\beta|}$, and the scattering length is given by \( a_s = a_{bg} \left( 1 - \frac{\beta \Omega^2}{\epsilon_c + \beta \Omega^2} \right) \) \( (4) \)

where $\beta = 32 r_0 a_{bg}/(9 \pi^2)$.

Now consider the situation $\Omega$ depends on $R$. Solving the Schrödinger equation follows two steps: (i) in the regime $r < r_0$, because the $-\hbar^2 \nabla_{r}^2/m$ term commutes with the Hamiltonian, we consider the wave function of following form

\[ \psi_o = \frac{\sin kr}{r} a(R); \quad \psi_c = \frac{\sin kr}{r} b(R) \] \( (5) \)

where $a(R)$ and $b(R)$ satisfy a coupled equation

\[ \begin{bmatrix} \frac{\hbar^2}{4m} \nabla_R^2 - V_o \end{bmatrix} a(R) + \Omega(R)b(R) = \epsilon a(R) \] \( (6) \)
\[ \begin{bmatrix} \frac{\hbar^2}{4m} \nabla_R^2 - V_o \end{bmatrix} b(R) + \Omega(R)a(R) = \epsilon b(R) \] \( (7) \)

where $\epsilon = E - \hbar^2 k^2/m$. There will be a set of eigenfunction $a_l(R)$, $b_l(R)$ and $k_l$ that give rise to the same energy $E$. The eigen wave function in the regime $r < r_0$ should be assumed as

\[ \psi(R, r) = \sum_l A_l \frac{\sin klr}{r} \begin{pmatrix} a_l(R) \\ b_l(R) \end{pmatrix} \] \( (8) \)

(ii) The superposition coefficient $A_l$, the binding energy $E$ for bound states, as well as the phase shift $\delta(E)$ for scattering states, are determined by matching the wave function in the regime of $r > r_0$ at $r = r_0$ for any $R$.

Hereafter we will consider an explicit situation where $\Omega(R) = \Omega \cos(Kx)$ ($x$ denotes the $x$-component of $R$). Note that there is still a discrete translation symmetry $x \to x + 2\pi/K$, we can introduce a good quantum number “crystal momentum” $q$. In the regime $r > r_0$, $\psi_c = 0$, and for the bound states whose energy $E < \hbar^2 q^2/(4m)$, $\psi^o_q(x, r)$ can always be expanded as

\[ \psi^o_q(x, r) = e^{iqx} \sum_n U^q_n e^{inKx} e^{-r \sqrt{(q+nK)^2 - 4mE/\hbar^2}} \] \( (9) \)

Eq. \( (9) \) can be viewed as the Bloch wave function for molecules. And for the low energy scattering state whose energy is greater than but close to $\hbar^2 q^2/(4m)$, we have

\[ \psi^s_q(x, r) = e^{iqx} \left( U_0 \frac{\sin(kr - \delta)}{r \sin \delta} \right) \] \( (10) \)

where $k = \sqrt{mE/\hbar^2 - q^2/4}$, and $\delta$ is a function of $k$.

Results 1- Bound States: In contrast to the uniform case where there is only one bound state when $\Omega > \Omega_0$, in this case we find a sequence of bound states as $\Omega$ increases, as shown in Fig. 2. This is because the periodic structure of coupling $\Omega(R)$ leads to a “band structure” for the molecules, and as the coupling strength increases, the molecules with zero crystal momentum but in different bands touch the scattering threshold one after the other. We can introduce the “wannier” wave function as

\[ w(x - x_0, r) = \int_{-K/2}^{K/2} e^{iqx_0} \psi^o_q(x, r) dq \] \( (11) \)

As shown in Fig. 3 the “wannier” function for the bound states that appear at larger $\Omega$ have more oscillation, which means that they come from higher bands. This can also be illustrated from the symmetry of $U_n$ in the Bloch function of Eq. \( (9) \), as summarized in the Table for the first four bound states. The first two bound state has even parity while the other two have odd parity.
the wave function Eq. (10) satisfies the Bethe-Peierls contact condition and display $1/r - 1/a_{loc}(x)$ behavior, hence we can introduce a local scattering length as

$$a_{loc}(x) = -\lim_{r \to r_0} \frac{r\psi_0(x,r)}{\partial_r(r\psi_0(x,r))}$$  \hspace{1cm} (13)$$

Unlike in the uniform case, $a_{eff}$ and $a_{loc}$ are different. Similar situation has also been encountered for scattering in confined geometry [3], lattices [8] and mixed dimension [9]. What is unique here is that $a_{loc}$ is spatially dependent. Naively, one may think that $a_{loc}(x)$ can be obtained by replacing $\Omega$ in Eq. (4) by local $\Omega(x)$, i.e.

$$a_{loc}(x) = a_{bg} \left(1 - \frac{\beta\Omega^2 \cos^2(Kx)}{\epsilon_c + \beta\Omega^2 \cos^2(Kx)}\right)$$  \hspace{1cm} (14)$$

$$a_{loc}(x) \approx a_{bg} \left[1 - \beta\Omega^2 \cos^2(Kx)/\epsilon_c\right]$$  \hspace{1cm} (15)$$

where the second line is valid for small $\Omega$. This formula in fact corresponds to an oversimplified approximation in our model that the kinetic energy term of the center-of-mass motion ($-\hbar^2 \nabla^2 / (4m)$) is completely ignored in Eq. (1). In fact, what we really obtained from the wave function Eq. (10) is

$$a_{loc}(x) = \frac{1 - \sum_{m \neq 0} U_m \cos(mKx)}{a_{eff} - \sum_{m \neq 0} |U_m|K \cos(mKx)/(2U_0)}$$  \hspace{1cm} (16)$$

The second line is also valid when $\Omega$ is not too large, so the coefficient $U_{m,>2}$ is small enough that can be ignored.

Away from a resonance, $K a_{eff} \ll 1$, Eq. (16) can be well approximated as

$$a_{loc}(x) = a_{eff} \left[1 - \frac{2U_2}{U_0} \cos(2Kx)\right]$$  \hspace{1cm} (17)$$
In fact, we show in Fig. 5(a), (b) and (d) that the formula Eq. (17) (dashed black line) is a very good approximation to the actual results (solid blue line). In Fig. 5(a) we show the simple replacement formula Eq. (14) already significantly deviates from the actual results in weak coupling regime. From Fig. 5(b) and (d) one can also see that the mean value of $a_{\text{loc}}(x)$ changes sign as $a_{\text{eff}}$ changes sign. At resonance, $a_{\text{eff}} \to 0$, Eq. (16) can be approximated as

$$a_{\text{loc}}(x) = \frac{1}{K} \left[ 1 - \frac{U_0}{2U_0 \cos(2Kx)} \right]$$

(18)

We show in Fig. 5(c) that Eq. (18) is also a very good approximation to actual $a_{\text{loc}}$ at resonance. Hence, we show that $a_{\text{loc}}$ behaves very differently in the regime nearby or away from a scattering resonance.

**Implications to Many-body Physics:** In summary, we have revealed a number of novel features in the two-body problem with a spatially modulated interaction potential, which have strong implications for many-body physics and provide new insights for developing new tools for quantum control in cold atom systems.

First, when $a_{\text{eff}}$ diverges, the system enters a strongly interacting regime and is expected to exhibit universal behavior, which can even be manifested in the high temperature regime [10]. For a two-component Fermi gas, it provides a new route toward BEC-BCS crossover physics, and “high-temperature” superfluid may exist in this regime. The periodic structure will add new ingredient to the crossover physics.

Secondly, for the low-energy states whose energy $|E| \ll E_0$, the energy dependence of scattering length can be ignored and the many-body system can be effectively described by a pseudo-potential model:

$$\hat{H} = -\sum_i \frac{\hbar^2 \nabla_i^2}{2m} + \sum_{ij} \frac{4\pi \hbar^2 a_{\text{loc}}(\mathbf{R}_{ij})}{m} \delta^3(\mathbf{r}_{ij}) \frac{\partial}{\partial r_{ij}} r_{ij},$$

(19)

where $\mathbf{R}_{ij} = (\mathbf{r}_i + \mathbf{r}_j)/2$ and $r_{ij} = r_i - r_j$. It is very important that $a_{\text{loc}}(\mathbf{R})$ in the pseudo-potential of Eq. (19) is given by Eq. (16) from the two-body calculation, so that a two-body problem of the Hamiltonian Eq. (19) can produce correct low-energy eigen-wave function and the effective scattering length as from model potential.

For bosons, with a mean-field approximation, Eq. (19) implies that the interaction energy should take the form

$$E_{\text{inf}} = \frac{4\pi \hbar^2}{m} \int a_{\text{loc}}(x) n^2(x) \, dx$$

(20)

which leads to a modulation of condensate density $n(x)$ and self-trapping nearby the minimum of $a_{\text{loc}}(x)$. It is very likely a strong enough modulation of condensate density will eventually result in the loss of superfluidity and the system enters an insulating phase. If so, it provides a completely different mechanism for superfluid to insulator transition where the transition is not driven by suppression of kinetic energy as in conventional OL.

**Final Comments:** In this work we choose a coupled two square-well model whose advantage is that the physics can be demonstrated in a simple and transparent way. However, some more sophisticated effects in real system, such as the inelastic loss, are ignored. We have also implemented more systematic scattering theory which includes these effects and found that the physics discussed here will remain qualitatively unchanged. These results will be published elsewhere [11].

Moreover, the formalism used in this work can be easily generalized to other realizations of spatial modulation of interactions. For instance, in a magnetic FR, one can consider the presence of a magnetic field gradient so that the closed channel molecular energy varies spatially. This effect is particularly important for a narrow resonance. One can also optically couple the closed channel molecule to another molecular state via a bound-bound transition, which leads to a periodic variation of molecule energy [12]. Similar effects as discussed in Results 1-3 also present in these cases [11].
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Discrete translation symmetry, we expand the eigen-states take the form

\[ \psi_n = e^{i q x} \sum_n e^{i n K x} a_n^q, \]
\[ \psi_{r,n} = e^{i q x} \sum_n e^{i n K x} b_n^q, \]

\[ a_n^q \quad \text{and} \quad b_n \quad \text{satisfy coupled matrix equation} \]
\[ \left( \frac{\hbar^2 (q + n K)^2}{4m} - V_o \right) a_n^q + \Omega \left( b_n^{q+1} + b_n^{q-1} \right) = q a_n^q, \]
\[ \left( \frac{\hbar^2 (q + n K)^2}{4m} - V_c \right) b_n^q + \Omega \left( a_n^{q+1} + a_n^{q-1} \right) = q b_n^q. \]

This matrix has a set of eigen-values \( \epsilon_n \) and their eigen-vectors \( \{a_n^q, b_n^q\} \). Hence there are a set of wave functions sharing the same energy \( E \), which are

\[ \psi_{o,l}^q = e^{i q x} \frac{\sin(k^l q r)}{r} \sum_n e^{i n K x} a_{l,n}^q, \]
\[ \psi_{c,l}^q = e^{i q x} \frac{\sin(k^l q r)}{r} \sum_n e^{i n K x} b_{l,n}^q, \]

where \( k^l = \sqrt{m (E - \epsilon_n)}/\hbar \) is a function of \( E \). In general, the eigen-states take the form

\[ \psi_l^q = \sum_{l} A^q_l \begin{pmatrix} \psi_{o,l}^q \\ \psi_{c,l}^q \end{pmatrix} = e^{i q x} \sum_n e^{i n K x} \begin{pmatrix} \varphi_{o,n}^q \\ \varphi_{c,n}^q \end{pmatrix} \]

where

\[ \varphi_{o,n}^q(r) = \sum_l A^q_l \frac{\sin(k^l q r)}{r} a_{l,n}^q; \quad \varphi_{c,n}^q(r) = \sum_l A^q_l \frac{\sin(k^l q r)}{r} b_{l,n}^q. \]

For bound states, to match the boundary condition with Eq. (9) at \( r_0 \) in both open and closed channels, we obtain a matrix equation \( M^q_{kl}(E) A^q_l = 0 \) where

\[ M^q_{2n+1,l} = \sin(k^l q r_0) b_{l,n}^q, \]
\[ M^q_{2n,l} = (k^l q \cos(k^l q r_0) + \sqrt{(q + n K)^2 - \frac{4m E}{\hbar^2}} \sin(k^l q r_0)) a_{l,n}^q. \]

Therefore for a given \( q \) the eigen-energy \( E \) is determined by \( \text{Det}(M) = 0 \) and

\[ U^q_n = e^{r_0} \sqrt{\frac{k^2 (q + n K)^2}{4m} - E} \sum_l A^q_l a_{l,n} \sin(k^l q r_0) \]

For the scattering states, \( M^q_{2n+1,l} \) and \( M^q_{2n,l} (n \neq 0) \) are the same as bound state, while

\[ M^q_{0,l} = \sin(k^l q r_0) \cos(k r_0 - \delta) - \cos(k^l q r_0) \sin(k r_0 - \delta) a_{l,0}^q \]

where \( k = \sqrt{m E/\hbar^2 - q^2/4} \). In this case \( \text{Det}(M) = 0 \) gives rise to the relation between phase shift \( \delta \) and energy \( E \). \( U^q_n (n \neq 0) \) is also the same as Eq. (28), while for \( n = 0 \),

\[ U_0^q = \frac{\sin \delta}{\sin(k r_0 - \delta)} \sum_l A_l \sin(k^l q r_0) a_{l,0}^q \]