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Abstract—The resource constraints and accuracy requirements for Internet of Things (IoT) memory chips need three-dimensional (3D) monolithic integrated circuits, of which the increasing stack layers (currently more than 176) also cause excessive energy consumption and increasing wire length. In this paper, a novel 3D wireless network on chips (3DWiNoCs) model transmitting signal directly to the destination in arbitrary layer is proposed and characterized. However, due to the reflection and refraction characteristics in each layer, the complex and diverse wireless paths in 3DWiNoC add great difficulty to the channel characterization. To facilitate the modeling in massive layer NoC situation, both boundary-less model boundary-constrained 3DWiNoC model are proposed, of which the channel gain can be obtained by a computational efficient approximate algorithm. These 3DWiNoCs models with approximation algorithm can well characterize the 3DWiNoC channel in aspect of complete reflection and refraction characteristics, and avoid massive wired connections, high power consumption of cross-layer communication and high-complexity of 3DWiNoC channel characterization. Numerical results show that: 1) The difference rate between the two models is lower than 0.001% (signal transmit through 20 layers); 2) the channel gain decreases sharply if refract time increases; and 3) the approximate algorithm can achieve an acceptable accuracy (error rate lower than 0.1%).

Index Terms—3D NoC, Channel gain, Three-dimensional chip, Approximation algorithm.

I. INTRODUCTION

In recent years, the number of cores and threads in chips of mobile devices has been increasing to meet the requirement of Internet of Things (IoT). To reduce the area overhead, 3D integration technology are widely used in IoT memory devices [1]. However, the increase of through-silicon-vias (TSV) density in 3D chips leads to higher wiring complexity as well as higher cost of wired communication between cores [2]. Even though the transmitter and receiver are close to each other, the length of the wire increases due to layers integration in 3D chips. In addition, the greatly extended length of wire causes high latency and energy consumption which hinder the deployment of these 3D chips on IoT platforms. To directly set up the link between two nodes and avoid the tedious path-selection processing in 3D integrated circuit, wireless network on chip is considered a promising approach [3].

For wireless network-on-chips (WiNoCs), the plane wave is used as the main signal carrier rather than the space wave [4]. Ref. [5] and [6] further demonstrated that at least three types of plane waves on which the signal is propagated over an intra-chip channel must be considered: space waves (air), surface waves (air-wafer interface), and guided waves (through a silicon substrate). Likewise, these works conclude that the dominant path is transmitted by surface waves, which means the main path in WiNoCs is non Line-of-Sight (relying on refraction and reflection). In Ref. [7], path loss and dispersion are shown as additional channel-influencing factors of WiNoC, and dispersion effect can be avoid in practice by using certain frequency. The authors in [8] and [9] characterized the wireless channel of single-layer WiNoC by integrating the signals from all angles and classifying the times of reflection and refraction in different materials. However, these analyses are based on 2D WiNoCs and not able to fully characterize the wireless 3D WiNoC channel. The rays reflecting and refracting between any two layers in 3D WiNoC leads to great complexity and diverse of massive paths, which shows great difficulty in characterizing the wireless channel. To the best of our knowledge, channel modeling of WiNoCs with multiple layers has not been well studied in previous works.

In this paper, novel channel modeling for 3D wireless network on chip (3DWiNoC) is studied, which fully considers the reflect and refract paths between multiple layers. The modeling of 3DWiNoC channel is started with analyzing the reflection and refraction times of a single path, and then extends to more paths separately. The modeling can be processed in four steps: 1) Determine the range of transmitting angles of the signal that can be received; 2) Analyze each path’s reflection and refraction between any two materials in the stack; 3) Classify the paths according to the number of reflect and refract paths; 4) Obtain the gain of each path and thus calculate the total channel gain.

As a means of simplification, the practical boundary-constrained 3DWiNoC model can be idealized into boundary-less one. This paper shows that compared with the boundary-constrained model, the boundary-less one is much simple (with lower computation loops, and the proof is shown in Appendix A) and the gap between simulation result is minor (please refer to Fig. 13). Thus, to quickly get an approximated result, we can replace the boundary-constrained model with the boundary-
Fig. 1. Model of single-layer NoCs. (The transmitter and receiver are marked with red color.)

less one, especially when the transmitter is far away from the boundary.

To further reduce the complexity of calculating the paths introduced by reflection and refraction in 3DWiNoCs, an approximation algorithm excluding the path with an exceeding small gain and large delay is proposed. This algorithm significantly reduces computation loops while its accuracy is acceptable (error rate is lower than 0.1%).

The contributions of this paper are the following.

- A novel wireless channel model, named 3DWiNoC, is proposed for multi-layer network on chip, which fully considers reflection and refraction effects.
- A computational effective approximation algorithm is proposed to obtain 3DWiNoC channel gain with acceptable accuracy.

This rest of this paper is organized as following. In Section II, the characteristics of wireless 3D NoCs are modeled. In Section III, the proposed path-classification algorithm is presented. Section IV provides numerical results and Section V concludes the paper.

II. SYSTEM MODEL

3DWiNoCs consists of multiple single layer WiNoCs (170 layers or more). Each layer of the NoCs is made up of three material stacks, and the thickness of material stacks are $l_1$, $l_2$, and $l_3$ respectively. For single layer model, the transmitter and receiver are located at the bottom of the $Si_3.N_4$ layer (see Fig. 1). The transmitter and receiver are the antenna in package (AiP) to meet the narrow space constraint in recent chips. The substrate (typically consists of multiple layers) under the antennas can sharply reduce the gain of signal. As a result, we use the condition that receiver receives the signal from the upper layer (see Fig. 2). The transmitter and receiver are shown in Fig. 2 as $T$ and $R$, respectively.

In Fig. 2 the number of layers between the transmitter and the receiver is $J$. The antenna length of the receiver is $L$, and the horizontal displacement between the transmitter and receiver is $d$. $T_1$, $T_2$, $T_3$, $T_4$, $T_5$ and $T_6$ are the refraction coefficients of a wave from one medium to another, and $R_1$, $R_2$, $R_3$, $R_4$, $R_5$, and $R_6$ are the reflection coefficients of a wave from one medium to another (see Fig. 1). The relationship between refraction coefficients and reflection coefficients can be formulated as (1).

$$
\begin{align*}
T_1 &= \frac{(n_3-n_1)^2}{(n_3+n_1)^2} \\
T_2 &= \frac{(n_2-n_1)^2}{(n_2+n_1)^2} \\
T_3 &= \frac{(n_3-n_2)^2}{(n_3+n_2)^2} \\
T_4 &= T_1 \\
T_5 &= T_2 \\
T_6 &= T_3 \\
R_i &= 1 - T_i, \quad i = 1, 2, \cdots, 6
\end{align*}
$$

(1)

The paths that travel through the top layer can be neglected because the oxide thickness is negligibly small compared to a wavelength. Thus, the signal will only be reflected between $Si$ layer and the other material layers.

Considering that the complete refraction and reflection process of the path in 3DWiNoC is complex and difficult to completely and clearly described, the modeling can be implemented in the following order (1-3).

1. Analyze the transmission angle based on the reachability of paths from the transmitter to the receiver.
2. Analyze the possible refraction step time of each path after the transmission angle is determined.
(3) Analyze possible reflection step time of the path after the transmission angle and the time of refraction step is determined.

Because only a fraction of transmitted rays from transmitting angle set can be received, a critical boundary of angle \( \theta_{\text{bound}} \) exists. When the transmitting angle is larger than \( \theta_{\text{bound}} \), the corresponding path can not reach the receiver (see Fig. 3).

\[
(d + L) = \left( l_1 \tan \sin \left( \frac{n_1 \sin \theta}{n_3} + l_2 \tan \sin \left( \frac{n_2 \sin \theta}{n_3} \right) \right) \right) \times (2q + J) + (2q + J + 2)l_2 \tan \theta + 2l_1 \tan \theta \sin \left( \frac{1 \sin \theta_{\text{bound}}}{n_3} \right) \tag{2}
\]

Based on (2), we can get the critical angle \( \theta_{\text{bound}} \) to determine what path can reach to the receiver.

After determining the angle at which the signal can reach the receiver, it is necessary to determine the characteristics of the path to the receiver (including the number of reflect and refract rays involved). The horizontal displacement of all received paths is within the length range of the receiver.

For the path in a given transmitting angle \( \theta \), the horizontal displacement variables for each reflection step (the path reflects twice in \( Si \)) and refraction step (the path travels through two materials) are defined as \( X_{\theta,T} \) and \( X_{\theta,R} \) respectively (see (3), (4) and Fig. 4).

\[
X_{\theta,T} = l_1 \tan \sin \left( \frac{n_1 \sin \theta}{n_3} + l_2 \tan \sin \left( \frac{n_2 \sin \theta}{n_3} \right) \right) \tag{3}
\]

\[
X_{\theta,R} = 2l_2 \tan \theta, \tag{4}
\]

where \( n_1, n_2, \) and \( n_3 \) are the indexes of refract rays of a signal in each material layer.

Since the receiving antenna has a certain length, any signal within the receiving range can be received. The signal has been refracted \( \text{tra}_\theta \) times before reaching the receiver at a certain \( \theta \). Due to the number of refraction step is integer and continuously changing, \( \text{tra}_\theta \) is a arithmetic progression with a tolerance of 1.

Since the transmitter is \( J \) layers away from the receiver, the signal reaches the receiver for refracting at least \( J \) times:

\[
\text{tra}_\theta[1] = J \tag{5}
\]

When the time of refraction is maximum, the path satisfies the condition that it is near the right endpoint of receiver (the displacement of the path is maximum) and consistent with the refraction and the necessary reflection effects (reflection rays is needed to ensure the continuous of refraction). (see Fig. 3) with the most time of refraction, \( \text{tra}_\theta[x_0] \) is:

\[
\text{tra}_\theta[x_0] = \left[ \frac{2(d + L - 2l_1 \tan \sin \frac{n_1 \sin \theta}{n_3} - X_{\theta,R})}{2X_{\theta,T} + X_{\theta,R}} \right] \tag{6}
\]

\[
x_0 = \text{tra}_\theta[x_0] - \text{tra}_\theta[1] + 1, \tag{7}
\]

where \( x_0 \) is a variable related to the transmission angle \( \theta \) and \( \text{tra}_\theta[x_0] \) describes the maximum number of refraction step of the path (the path with transmission angle \( \theta \)).

Based on (5), (6), all possible refracted times constitute a matrix \( \text{Tra}_\theta \).

\[
\text{Tra}_\theta = \begin{bmatrix}
\text{tra}_\theta[1] \\
\text{tra}_\theta[2] \\
\vdots \\
\text{tra}_\theta[x_0]
\end{bmatrix}, \tag{8}
\]

where \( \text{tra}_\theta[x_0] \) and \( x_0 \) are defined in (6) and (7).

Next we should analyse the possible reflection time of path after \( \theta \) and \( n_\theta \) (time of refraction step) are determined. The signal can be received when its horizontal displacement of reflection and refraction added up is between \( d \) (the left endpoint of the receiver) and \( d + L \) (the right endpoint of the receiver). It is assumed that the path is reflected \( m_\theta \) times, and (9) give the premise condition of the path reaching to the receiver.

\[
d \leq \frac{\frac{\text{n}_\theta X_{\theta,T} + \left( m_\theta + \frac{n_\theta}{2} + 1 \right) X_{\theta,R} + l_1 \tan \sin \frac{n_3 \sin \theta}{n_3} }{l_1} \leq d + L \tag{9}
\]

For each determined \( n_\theta \) calculated by (5), (6) and (9), there is a maximum and a minimum number for reflect rays. When the path approaches to the left endpoint of the receiver after \( n_\theta \) times refraction, the time of reflection is minimum (shown as (10)). When the path approaches to the right endpoint of the receiver after \( n_\theta \) times refraction, the time of reflection is maximum (shown as (11)). Because the time of reflection is changing continuous, \( \text{ref}_\theta,m_\theta \) is a arithmetic progression with tolerance of 1, so the number of the possible reflection is \( y(\theta,n_\theta) \) (shown as (12)).
is:

\[
\text{ref}(\theta, n_\theta) = \left[ \frac{2d - 2n_\theta X_{\theta,T} - (n_\theta + 2)X_{\theta,R}}{X_{\theta,R}} - \frac{4l_1 \tan \arcsin \frac{n_\sin \phi}{n_3}}{X_{\theta,R}} \right], \quad (10)
\]

Based on (10) and (12), all these possible reflection times constitute a matrix \(\text{Ref}(\theta, n_\theta)\):

\[
\text{Ref}(\theta, n_\theta) = \begin{bmatrix}
\text{ref}(\theta, n_\theta)[1] \\
\text{ref}(\theta, n_\theta)[2] \\
\vdots \\
\text{ref}(\theta, n_\theta)[y(\theta, n_\theta)]
\end{bmatrix}
\]

(13)

A. Model of paths in border-less 3DWiNoCs

3DWiNoCs are formed by stacking multiple single-layer NoCs. When \(\theta\) or the number of NoC layers is large, the signal cannot reach the boundary of the NoCs. This case is defined as border-less model in this paper.

The paths with the same number of reflect and refract rays are classified as a specific class of path with the same channel gain. Therefore, the total channel gain of a class can be calculated by multiplying the individual channel gain and the number of the path in the class. The number of paths in such a specific class (consisting of \(n_\theta\) refractions and \(m_\theta\) reflections) is \(\text{Path}_{n_\theta, m_\theta}\).

Fig. 5. Modeling an absorbed path.

However, the energy of the signal reaching the receiver will be absorbed and all paths should reach the receiver only for the first time. If a path has reached the receiver before the end point, the path is unpractical. Fig. 5 show an example of the case in which the signal has been absorbed at point 1, and the paths of points 2 and 3 are unpractical. The number of unpractical paths in each class is defined as \(\text{Path}^{\text{redundant}}\).

The number of received paths is defined as \(\text{Path}^{\text{total}}\):

\[
\text{Path}^{\text{total}}_{n_\theta, m_\theta} = \text{Path}_{n_\theta, m_\theta} - \text{Path}^{\text{redundant}}_{n_\theta, m_\theta}.
\]

(14)

The simulated transfer function of such a specific class (within \(n_\theta\) times refraction and \(m_\theta\) times reflection) \(G_{(n_\theta, m_\theta)}\) is:

\[
G_{(n_\theta, m_\theta)} = \text{Path}^{\text{total}}_{n_\theta, m_\theta} e^{-3l_3\lambda_3 - 3l_2\lambda_2 - 3l_1\lambda_1} T_1^2 T_2 T_3 T_4 (T_1 T_4 R_4 e^{-2l_3\lambda_3 - 2l_2\lambda_2 - 2l_1\lambda_1}) \frac{n_\theta - 1}{n_3} (R_3 R_6 e^{-2l_3\lambda_3})^{m_\theta}.
\]

(15)

By adding all the possible specific class (based on determining all the possible \(\theta\), all the possible refraction time \(n_\theta\) and all the possible reflection \(m - \theta\), the simulated transfer function \(H\) is

\[
H = \int_{\theta_{\text{bound}}}^\theta \text{ref}[x_\theta] \text{Ref}(\theta, n_\theta) d\theta,
\]

(16)

where \(G_t\) and \(G_r\) are the simulated gains for the transmitter and receiver, respectively.

B. Model of paths in boundary-constrained 3DWiNoCs

In practice, boundaries exist in 3DWiNoCs, which makes the paths cross out of a boundary not be received. When the transmitter or receiver is close to the boundary, many paths will be unpractical. Thus, the factor of boundary must be considered in this case.

\[
\text{Path}^{\text{total}}_{n_\theta, m_\theta} = \text{Path}_{n_\theta, m_\theta} - \text{Path}^{\text{bound}}_{n_\theta, m_\theta}.
\]

(17)

The simulated transfer function of a path class \(G'_{(n_\theta, m_\theta)}\) is

\[
G'_{(n_\theta, m_\theta)} = \text{Path}^{\text{total}}_{n_\theta, m_\theta} e^{-3l_3\lambda_3 - 3l_2\lambda_2 - 3l_1\lambda_1} T_1^2 T_2 T_3 T_4 (T_1 T_4 R_4 e^{-2l_3\lambda_3 - 2l_2\lambda_2 - 2l_1\lambda_1}) \frac{n_\theta - 1}{n_3} (R_3 R_6 e^{-2l_3\lambda_3})^{m_\theta}.
\]

(18)
and the simulated transfer function is
\[
H = \int_0^{\theta_{\text{bound}}} \sum_{n_\theta = J}^\infty \sum_{M_\theta = \text{ref}_f(e, n_\theta)} G_{t^\dagger} G_{r^\dagger}(n_\theta, m_\theta) d\theta.
\]
(19)

C. Complexity analysis of the two models

In practical calculation, continuous integration in (16) and (19) needs to be transformed into sampling and discrete summation. The outermost loop is to calculate an approximated integration via summation over discrete angles \(\theta = \frac{1}{r} \theta_{\text{bound}}, \frac{2}{r} \theta_{\text{bound}} \ldots, \theta_{\text{bound}}\), and the sampling time is \(r\) (larger \(r\) leads to higher calculation precision).

Although boundary-constrained model is practical, it has to implement more calculation loops to exclude the paths transmitting out of the boundary (\(\text{Path}_{n_\theta, m_\theta}^\text{bound}\) in (17)), compared with boundary-less model. The additional loops cause by paths transmitting out of the boundary is given as (20).

\[
\text{Loop}_{\text{BC}} - \text{Loop}_{\text{BL}} = \sum_{\theta = 0}^{\theta_{\text{bound}}} \frac{\alpha}{2} (J_{\text{bound}} + \beta)(\beta - J_{\text{bound}} + 1) = \sum_{\theta = 0}^{\theta_{\text{bound}}} \frac{\alpha}{2} (-J_{\text{bound}}^2 + J_{\text{bound}} + \beta^2 + \beta),
\]

where \(\alpha\) and \(\beta\) are variables associated with \(\theta\) and \(\theta_{\text{bound}}, L, \) thickness and refractive index of materials, \(J_{\text{bound}}\) is the number of layer between transmitter and boundary, and \(\theta = \frac{1}{r} \theta_{\text{bound}}, \frac{2}{r} \theta_{\text{bound}} \ldots, \theta_{\text{bound}}\). The proof of (20) is shown in Appendix A.

Equ. (20) shows that the boundary-less model is much simpler than the boundary-constrained one. If \(J_{\text{bound}}\) increases, the difference between the two models becomes minor (the difference is proportional to squared of \(J_{\text{bound}}\)). When \(J_{\text{bound}}\) approaches to infinity, the complexity of boundary-less model equals to boundary-constrained model.

III. CALCULATION OF PATH NUMBER

A. Calculation of \(\text{Path}_{n_\theta, m_\theta}\)

The number of path in a specific class is determined by the combinatorial number of reflect and refract rays.

To start with the calculation, the combinatorial number of refract rays should be obtained. Because the upward refraction and downward refraction effects are both exist in the path, refract rays can be classified into upward groups and downward groups to facilitate the classification of these refraction rays. After \(n_\theta\) refract times, the transmitted signal finally reaches the receiver's antenna, which is \(J\) layers away from the transmitter. The refraction process is selection into a vector, where each elements is 1 or -1 and the length is \(n_\theta\). The summation of all entries in this vector is \(-J\). These factors can be formulated in (21).

\[
P = \{\pm 1, \pm 1 \ldots \pm 1\}, \\
\text{Length}(P) = n_\theta \\
\sum_{i=1}^{n_\theta} P[i] = -J
\]

(21)

We use Fig. [7] to describe the permutation and combination problems, where the refract rays are marked as rectangle (upward refraction is blue and downward refraction is red) and the reflect rays are marked as circle.

In determining the order of rectangle, the number of refract (the rectangle in Fig. [7]) combinations can be obtained as \(\text{Com}_T(n_\theta, J)\) in (22).

\[
\text{Com}_T(n_\theta, J) = C_{n_\theta}^{n_\theta - J}.
\]

(22)

In a specific class, calculating the number of paths in the class can be formulated as a partitioning problem, where the reflect rays are randomly put on sides of the refract rays. After the order of rectangle is determined, the triangles should be randomly put into the gaps between rectangles. Thus, the number of all the possible schemes equals the summation of path. The number of the paths in a specific class equals to the multiplication of two combinatorial number (shown in (23)).

\[
\text{Path}_{n_\theta, m_\theta} = \text{Com}_T(n_\theta, J) C_{m_\theta}^{m_\theta}. 
\]

(23)

B. Calculation of \(\text{Path}_{n_\theta, m_\theta}^\text{total}\)

The combination of refraction and reflection based on the ergodicity of all possibilities of paths. However, some paths do not exist because the antenna absorbs all the energy when the path first reaches to the receiver (see Fig. 4). To reduce the error caused by unpractical paths, unpractical paths must be excluded.

To start with the total calculation of paths, one must obtain the lowest time of refraction \(n_\theta^\prime\) of all the signals that can reach the receiver layer. Since \(n_\theta^\prime\) is the minimum number of refraction (\(n_\theta^\prime = J\) means the path reaches the receiver at first time and have never been absorbed by receiver), there are no unpractical paths and these paths has \(n_\theta^\prime\) refract trays and \(m_\theta\) reflect rays.

The number of unpractical path is direct proportion with the number of refraction. However, for each class with a certain refraction, we can exclude the number of unpractical paths by subtracting the number of paths of specific class in adjacent refraction numbers. Therefore, do the loop for each \(n_\theta^\prime\) until reaching the certain number of refraction, and then we can get the number of path in such specific classes.
Algorithm 1 Calculating gain of a class of path

**Input:** \( n_{\theta}, m_{\theta}, J, X_{3,0}, T_{3,0}, T_{0,0}, \theta, \lambda_0, \lambda_1, \lambda_2, \lambda_3, T_1, T_2, T_3, T_4, T_5, T_6, \lambda_1, \lambda_2, \lambda_3, L_1, L_2, L_3, R_1, R_2, R_3, R_4, R_5, R_6 \)

**Output:** \( G_{n_{\theta}, m_{\theta}} \)

1: set \( n_{\theta}^0 = \left| X_{X_{3,0}} \right| \)
2: if \( n_{\theta}^0 < J \) then
3: set \( n_{\theta} = J \)
4: end if
5: for \( i = n_{\theta}^0 \) to \( n_{\theta} \) add a term do
6: set \( C_{\theta}(i, J) = C_{\theta}^{i} \)
7: set \( Path_{i,m_{\theta}} = \min \{ C_{\theta}(i, J)C_{m_{\theta}}^{i} \}
8: end for
9: set \( g(i, m_{\theta}) = Path_{i,m_{\theta}} - g(i-2, m_{\theta}) - g(i-4, m_{\theta}) - \ldots - g(n_{\theta}^0, m_{\theta}) \)
10: end if
11: set \( g(i, m_{\theta}) = Path_{i,m_{\theta}} - g(i-2, m_{\theta}) - g(i-4, m_{\theta}) - \ldots - g(n_{\theta}^0, m_{\theta}) \)
12: end for
13: set \( Path_{total} = g(n_{\theta}, m_{\theta}) \)
14: set \( G_{(n_{\theta}, m_{\theta})} = Path_{total}^{\sum_{i=0}^{J} \frac{\lambda_0 - \lambda_2 + \lambda_3}{2} - \lambda_0} \)
15: return \( G_{(n_{\theta}, m_{\theta})} \)

**Algorithm 2** Channel gain of the boundary-less model

**Input:** \( n_{\theta}, m_{\theta}, J, X_{3,0}, T_{3,0}, T_{0,0}, \lambda_0, \lambda_1, \lambda_2, \lambda_3, T_1, T_2, T_3, T_4, T_5, T_6, L_1, L_2, L_3, R_1, R_2, R_3, R_4, R_5, R_6, \theta, \lambda_0 \)

**Output:** \( H_{boundary} \)

1: set \( H_{boundary} = 0 \)
2: for \( \theta = 0 \) to \( \theta_{bound} \) do
3: for \( n_{\theta} = 0 \) to \( \theta_{bound} \) do
4: for \( m_{\theta} = 0 \) to \( \theta_{bound} \) do
5: do Algorithm 1 to get \( G(n_{\theta}, m_{\theta}) \)
6: set \( G'_{boundary} = H_{boundary} + G_{(n_{\theta}, m_{\theta})} \)
7: end for
8: end for
9: end for
10: return \( H_{boundary} \)

**Algorithm 3** Calculating gain of a class of path

**Input:** \( n_{\theta}, m_{\theta}, J, X_{3,0}, T_{3,0}, T_{0,0}, \lambda_0, \lambda_1, \lambda_2, \lambda_3, T_1, T_2, T_3, T_4, T_5, T_6, L_1, L_2, L_3, R_1, R_2, R_3, R_4, R_5, R_6 \)

**Output:** \( G'(n_{\theta}, m_{\theta}) \)

1: if \( n_{\theta} \leq 2J_{bound} + J \) then
2: set \( Path_{(n_{\theta}, m_{\theta})} = 0 \)
3: else
4: set \( f(J_{bound} + 1, n_{\theta}) = C_{\frac{n_{\theta} - J_{bound} - 1}{2}} \)
5: for \( x = J_{bound} + 3 \) to \( n_{\theta} - J_{bound} - J \) add a term do
6: set \( f(x, n_{\theta}) = C_{\frac{n_{\theta} - J_{bound} - 1}{2}} \) 
7: end for
8: set \( Path_{total} = Path_{(n_{\theta}, m_{\theta})} - Path_{(n_{\theta}, m_{\theta})} \) 
9: end if
10: set \( Path_{(n_{\theta}, m_{\theta})} = C_{\frac{n_{\theta} - J_{bound} - 1}{2}} \) 
11: set \( G'(n_{\theta}, m_{\theta}) = Path_{total}^{\frac{n_{\theta} - J_{bound} - 1}{2}} \) 
12: return \( G'(n_{\theta}, m_{\theta}) \)

**Algorithm 1** is proposed to calculate the channel gain of a path class (with the same number of refract and reflect rays) in boundary-less model. The channel gain of all classes can be obtained by integration, where each gain of a class is calculated by Algorithm 1.

After getting the channel gain of a specific class (with the certain reflection and refraction time), we need to obtain every possible class and add them up to get the final channel gain \( H_{boundary} \). Such a process need to traverse all the possible transmission angle \( \theta \), and then traverse all the possible refraction and reflection. Finally get the total channel gain \( H_{boundary} \). The process is shown in part of the proposed Algorithm 2.

**C. Channel gain of boundary-constrained 3DWiNoC model**

When the transmitting angle is less than \( \theta_{bound} \), the number of paths caused by boundary factors should be considered.

The calculation of number of paths in a specific class can be formulated as a combination problem of refract and reflect rays (see Fig. 7). The refract rays are scheduled with different orders, and divided into two groups: upward and downward groups. In this paper, the upward refraction group is defined as a number of 1, and the downward refraction group is defined as a number of -1 (based on (21)). The combination result of this process can be given as: \( C_{2}^{n_{\theta} - J_{bound}} - 1 \). J - \( C_{2}^{n_{\theta} - J_{bound}} \), and \( m_{\theta} \) (based on (23)). The sum of any preceding elements in the array cannot exceed \( J_{bound} \). Finally, the number of arrays that meets the requirements is the number of paths.

To start with the calculation, one must judge whether the boundary reduces the number of paths or not. Some paths leave the boundary and, however, are still counted in \( Path_{total} \). These paths should be excluded. The number of possible refract rays beyond the boundary can be obtained by calculating the number of combinations of these refract rays. In this process, redundancies exists because the next refraction contains part of the previous refraction. Then, subtract the repeated parts by turning through the loop, and then add up all the traversal values to obtain \( Path_{total} \). After that, the gain of these paths can be obtained as \( G'(n_{\theta}, m_{\theta}) \), which is the gain for a specific class of paths (with the same number of refract and reflect rays).
of each class is calculated by Algorithm 1. Finally, the total channel gain $H_{\text{boundary}}$ of boundary-constrained model can be calculated by adding up all the possible path gain in all transmission angle $\theta$. The process is shown in part of the proposed Algorithm 4.

**Algorithm 4 Channel gain of the boundary-constrained model**

**Input:** $n_0, n_\theta, J, J_a, T_x, T_y, p, d, \lambda_1, \lambda_2, \lambda_3, T_1, T_2, T_3, T_4, T_5, T_6, T_7, T_8, l_1, l_2, l_3, R_1, R_2, R_3, R_4, R_5, R_6, T_{\text{path}}_R, T_{\text{refl}}_R(n_\theta = 1, 2, \ldots, x_\theta), G_1, G_2, \theta_{\text{bound}}$

**Output:** $H_{\text{boundary}}$

1. set $H_{\text{boundary}} = 0$
2. for $\theta = 0$ to $\theta_{\text{bound}}$
   3. for $n_\theta = T_{\text{path}}_R[0]$ to $T_{\text{path}}_R[x_\theta]$
   4. for $m_\theta = T_{\text{refl}}_R[\theta] [1]$ to $T_{\text{refl}}_R[\theta][y(\theta, n_\theta)]$
   5. do Algorithm 2 to get $G'(n_\theta, m_\theta)$
   6. set $H_{\text{boundary}} = H_{\text{boundary}} + G'(n_\theta, m_\theta) \times G_1 \times G_2 \times \theta_{\text{bound}}$
7. end for
8. end for
9. end for
10. return $H_{\text{boundary}}$

**Fig. 11. Calculation of the channel gain for the boundary-constrained model.**

**D. Approximate calculation of number of paths**

To finish the calculation of channel gain, the number of loops in the algorithm may exceed $10^{30}$ due to the enormous number of all the path classes. As a result, the complexity of the algorithm is high because of the exponential increase of loops with $d$. Therefore, some paths with minimal gain or high transmission delay could be ignored. If these paths are ignored, the approximated channel gain will exhibit a minor difference compared to the actual one.

**Theorem 1:** Consider: (1) The refractive indexes of three different materials layers in 3DWiNoC are $n_1$, $n_2$, and $n_3$, respectively. (2) The three material layers, i.e., Material 1, 2 and 3 are located at one single NoC in 3DWiNoC from top to bottom. (3) The rays refract through material 1 and 2. (4) The rays only reflect on material 3.

The ratio between the gain of one time of refraction and reflection is

$$\frac{(n_3-n_1)^2(n_3-n_2)^2(n_2-n_1)^2}{(n_3+n_1)^2(n_2+n_2)^2(n_3-n_2)^2} \times e^{\frac{2\pi l_3}{n_3} - \frac{2\pi l_2}{n_2} - \frac{2\pi l_1}{n_1}}.$$  

The channel gain of the reflect ray is much higher than the refract ray.

**Proof 1:** See Appendix B.

**Remark 1:** Based on Theorem 1, the gain of reflect rays is much higher than that of refract rays (about $10^{10}$ based on Fig. [16]). When the materials are $Si_3N_4$, $SiO_2$, and $Si$, the coefficient (the relation between refraction and reflection) is approximately $7.2 \times 10^8$. Therefore, the gain of a path with excessive refract rays is small. Fig. 14 shows the gap between the gains of reflect and refract rays.

**Theorem 2:** Consider: (1) The coherence time of the channel is $t_c$. (2) The minimum horizontal displacement path is within the transmission angle $\theta_{\text{bound}}$. (3) The speed of light in a vacuum is $v$. (4) The path has $n_\theta$ transmissions and $m_\theta$ reflections.

The path transmitted with a angle $\theta$ less than $\theta_t = \arctan\left(\frac{n_3(2m_\theta+2n_\theta+n_3+1)\lambda_3}{n_3(2m_\theta+n_\theta+n_3+1)\lambda_3 + vt_\theta\tan\theta_{\text{bound}}}\right)$ cannot reach the receiver in coherent time.

**Proof 2:** See Appendix C.

**Remark 2:** Based on Theorem 2, the signal with a sufficiently small transmission angle cannot reach the receiver within coherent time and may cause inter-symbol-interference.

**Algorithm 5 Approximate calculating of path gain**

**Input:** $Re_f(\theta, J_a[2]), \theta_{\text{bound}}$, $J_1, J_2, J_3, J_4, J_5, J_6, J_7, J_8, R_1, R_2, R_3, R_4, R_5, R_6$

**Output:** $H_\theta$

1. set $H_{\theta} = 0$
2. for $n_\theta = T_{\text{path}}_R[1]$ to $T_{\text{path}}_R[2]$ do
3. for $m_\theta = T_{\text{refl}}_R[\theta, \theta][y(\theta, n_\theta)]$ do
4. set $\text{Const}[n_\theta, J] = C_{n_\theta}$
5. set $P_{\text{path}}_{n_\theta, m_\theta} = \text{Const}(n_\theta, J)C_{n_\theta, m_\theta}$
6. set $G(n_\theta, m_\theta) = e^{-3\pi l_3 x_3 - 3\pi l_2 x_2 - 3\pi l_1 x_1} (\frac{3\pi}{2} R_3 R_6 e^{-2\pi l_3}) m_\theta$
7. set $h = P_{\text{path}}_{n_\theta, m_\theta} G(n_\theta, m_\theta)$
8. set $H_{\theta} = H_{\theta} + h$
9. end for
10. end for
11. return $H_{\theta}$

**Fig. 12. Approximation algorithm of gain calculation.**

According to Theorem 1, the approximation algorithm only calculates the path with the least number of refract rays with an error rate less than 1% (see Fig. 16). According to Theorem 2, the approximation algorithm only calculates the path that arrived before coherent time.

Based on the aforementioned analysis, the Algorithm 5 is able to simplify the sampling and the refraction determining processes. The gain of the signal reaching the receiver at each angle is calculated as $H_\theta$ (see Algorithm 3).

**IV. NUMERICAL RESULTS**

In this paper, the materials of stacking layers in 3DWiNoC [9] are selected as $Si_3N_4$, $SiO_2$, and $Si$. We set sampling points as 10 $\theta$s in calculating integration. As long antenna cannot be used inside the small NoCs and high frequency causes high attenuation, the signal frequency used is $1 THz$.

**A. Analysis of path gain**

Fig. 13 shows the channel amplitudes of boundary-constrained and boundary-less 3DWiNoCs in different traveled layers ($J$). As $J$ increases, the number of layers that signal travels through increase as well as the attenuation. The channel gain decreases by -50 to -70 dB for each layer traveled, which is consistent with the results in [7]. Due to the existence of boundaries, part of the paths refract 3DWiNoCs out and unable to be received, which makes the channel gain of boundary-constrained 3DWiNoCs lower than that of boundary-less ones.
However, this part of the path are excessively refracted, and thus the gain is minor (see Fig. 16). Thus, the difference between the two model is very small (the difference further decreases as $J$ increases).

![Fig. 13. Path gains of boundary-less and boundary-constrained 3DWiNoCs.](image)

Fig. 13. Path gains of boundary-less and boundary-constrained 3DWiNoCs.

Fig. 14 shows that the difference $(H_{\text{boundaryless}} - H_{\text{boundary}})$ between the two model is lower than $10^{-5}$, which means the boundary-constrained model can be replaced by the computational efficient boundary-less model with acceptable accuracy.

![Fig. 14. The error rate of replacing boundary-constrained model by boundary-less model.](image)

Fig. 14. The error rate of replacing boundary-constrained model by boundary-less model.

Fig. 15 shows the channel gain of boundary-less 3DWiNoC at different horizontal displacements ($d$). Setting the traveled layer ($J$) as 2, the channel gain decreases as horizontal displacement increases. When horizontal communication displacement increases, the number of reflect rays contained in the path increases (because the channel containing too many refract rays is ignored in the approximation algorithm based on Theorem 1). As seen in Fig. 16, the reflected signal attenuation is low, so the horizontal displacement has much less impact on the channel gain compared with the number of traveled layers ($J$).

![Fig. 15. Channel gains at different horizontal displacements ($d$).](image)

B. Analysis of approximation calculation

More than $10^{30}$ paths are involved in the completed channel model, which makes the number of loops of the algorithm large. The gains of many of these paths, however, are small, so that they can be ignored. Numerical results show that the path gain decreases sharply with increasing number of refract rays, while the effect of reflections on the path gain is relatively low (see Fig. 16).

![Fig. 16. Gains of refract and reflect rays.](image)

![Fig. 17. Difference between approximate and realistic gains.](image)
To obtain the channel gain, the traversal of the channel in the complete or realistic model needs four loops, while the approximate algorithm only needs three loops.

Fig. [7] shows the gap between the approximate and gains of the accurate channel model, and it is approximately $5 \times 10^{-5}$ dB (decreasing with increasing $J$). Compared with the channel amplitude, the difference is approximately one-thousandth of the aforementioned value.

V. CONCLUSIONS

In this paper, boundary-constrained and boundary-less models are proposed to characterize the separate cases in which a translator is far from and close to the boundary of 3D WiNoCs, respectively. Compared with single-layer NoC channel model, the proposed models can be used to comprehensively characterize the complex reflections and refractions in NoC stacking 3D situations. The paths are classified by the number of reflect and refract rays, and the number of each respective path class can be calculated. Numerical results show that the gain attenuation of the signal travel through a layer is about -60 dB and the difference between the two models (boundary-less model and boundary-constrained model) is lower than $10^{-5}$. In addition, an approximation algorithm is proposed to obtain the channel gain with lower complexity.
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APPENDIX A

PROOF OF COMPUTATION COMPLEXITY

The complexity of the model mainly depends on the number of computation loops. In practical calculation, integration needs to be transformed into discrete sampling, which changes the continuous calculation into discrete calculation to form the outermost loop. Integral over angles can be transformed into sum over some discrete angles to determine the number of refract and reflect rays. Therefore, the sampling number of outermost loop is $r$ with sample points $\theta_1=\frac{\theta_{bound}}{2}, \theta_2=\frac{\theta_{bound}}{2}, \ldots, \theta_{bound}$. After the number of refract and reflect rays is determined, the gain calculation of boundary-constrained model needs computation of a binomial number and has to traverse the paths that travel out of the boundary. Thus, the number of computation loops for boundary-less model and boundary-constrained model are $\text{Loop}_{BL}$ and $\text{Loop}_{BC}$, respectively.

\[
\text{Loop}_{BL} = \sum_{\theta=0}^{\theta_{bound}} \sum_{\eta=J}^{\eta_{bl}} \text{trg}[x_{\theta_0}] \text{ref}[\theta_0][y_{\theta_0}, \eta_0] (2\eta_0 - J_{\text{bound}}) \quad (25)
\]

The difference of the number of loops between the two models is:

\[
\text{Loop}_{BC} - \text{Loop}_{BL} = \sum_{\theta=0}^{\theta_{bound}} \sum_{\eta=J}^{\eta_{bl}} \text{trg}[x_{\theta_0}] \text{ref}[\theta_0][y_{\theta_0}, \eta_0] (\eta_0 - J_{\text{bound}}) \quad (26)
\]

Referring to (11) and (12), (26) can be rewritten as:

\[
\text{Loop}_{BC} - \text{Loop}_{BL} = \frac{1}{2} \sum_{\theta=0}^{\theta_{bound}} \sum_{\eta=J}^{\eta_{bl}} \left[ \frac{L}{2\tan \theta} + 1 \right] (\eta_0 - J_{\text{bound}}) \quad (27)
\]

Referring to (7) and (8), (27) can be written as:

\[
\text{Loop}_{BC} - \text{Loop}_{BL} = \frac{1}{2} \sum_{\theta=0}^{\theta_{bound}} \sum_{\eta=J}^{\eta_{bl}} \left[ \frac{L}{2\tan \theta} + 1 \right] \left( J_{\text{bound}} + \text{trg}[x_{\theta_0}] (\text{trg}[x_{\theta_0}] - J_{\text{bound}} + 1) \right) \quad (28)
\]

Referring to (3) and (4), (28) can be written as:

\[
\text{Loop}_{BC} - \text{Loop}_{BL} = \frac{1}{2} \sum_{\theta=0}^{\theta_{bound}} \sum_{\eta=J}^{\eta_{bl}} \left[ \frac{L}{2\tan \theta} + 1 \right] \left( J_{\text{bound}} + \text{trg}[x_{\theta_0}] (\text{trg}[x_{\theta_0}] - J_{\text{bound}} + 1) \right) \times \left( 2(d + L - 2l_1 \tan \sin \frac{\pi}{n_3} - X_{\theta,R}) \right) \times \left( 2(d + L - 2l_1 \tan \sin \frac{\pi}{n_3} - X_{\theta,R}) \right) \quad (29)
\]
Using intermediate variables to simplify the (29), the formula can be rewritten as:

\[
\text{Loop}_{BC} - \text{Loop}_{BL} = \sum_{\theta=0}^{\theta_{\text{bound}}} \frac{\alpha}{2} (J_{\text{bound}} + \beta)(\beta - J_{\text{bound}} + 1)
\]

\[
= \frac{1}{2} \sum_{\theta=0}^{\theta_{\text{bound}}} \alpha (-J_{\text{bound}}^2 + J_{\text{bound}} + \beta^2 + \beta),
\]

where the intermediate variables \(\alpha\) and \(\beta\) are functions depended on \(\theta\), \(L\), \(d\), the thickness and refractive index of materials:

\[
\alpha(\theta, L, l_2) = \left[ \frac{L}{l_2 \tan \theta} + 1 \right]
\]

\[
\beta(\theta, L, d, l_1, l_2, n_1, n_2, n_3) = \left[ (d + L - 2 l_1 \tan \arcsin \frac{n_1 \sin \theta}{n_3} - 2 l_2 \tan \theta) \right] \left[ l_1 \tan \arcsin \frac{n_1 \sin \theta}{n_3} + l_2 \tan \arcsin \frac{n_2 \sin \theta}{n_3} + l_2 \tan \theta \right]
\]

Therefore, the difference of the computation complexity between boundary-less model and boundary-constrained one is negative correlation to \(J_{\text{bound}}^2\).

**Appendix B**

**Proof of Theorem 1**

The gain of a refraction is \(G_{\text{tra}} = T_3 e^{-\lambda_3 l_2} T_2 e^{-\lambda_1 l_1} T_1\) and the gain of a reflection is \(G_{\text{ref}} = R_3 R_6 e^{-2\lambda_3 l_3}\). Their ratio can be obtained as:

\[
G_{\text{ratio}} = \frac{T_3 e^{-\lambda_3 l_2} T_2 e^{-\lambda_1 l_1} T_1}{R_3 R_6 e^{-2\lambda_3 l_3}} = \frac{T_3 T_2 T_1}{R_3 R_6} e^{2\lambda_3 l_3 - \lambda_2 l_2 - \lambda_1 l_1}
\]

\[
= \frac{T_3 T_2 T_1}{(1 - T_3)(1 - T_6)} e^{2\lambda_3 l_3 - \lambda_2 l_2 - \lambda_1 l_1}
\]

which can be easily derived by (1).

**Appendix C**

**Proof of Theorem 2**

The displacement traveled through by the path is mainly in \(Si\). Thus, based on (6), the approximated minimum reaching time of each \(\theta\) is

\[
t_{\theta} = \left( \frac{(2m_\theta + 1) l_3}{\tan \theta} + \frac{n_\theta l_3}{\tan \theta} \right) \frac{n_3}{v}.
\]

Based on (17), The time of arrival of the minimum path satisfies

\[
t_{\text{min}} = \left( \frac{(2m_{\theta_{\text{bound}}} + 1) l_3}{\tan \theta_{\text{bound}}} + \frac{n_{\theta_{\text{bound}}} l_3}{\tan \theta_{\text{bound}}} \right) \frac{n_3}{v}.
\]

The path within transmission angle \(\theta_t\) to the receiver is exactly at \(t_{\text{min}} + t_c\), so the \(\theta_t\) satisfies

\[
\theta_t = \arctan \left( \frac{n_3(2m_{\theta_{\text{bound}}} + n_{\theta_{\text{bound}}} + 1) l_3 \tan \theta_{\text{bound}}}{n_3(2m_\theta + n_\theta + 1) l_3 + v t_c \tan \theta_{\text{bound}}} \right).
\]
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