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Abstract—We propose a new and, arguably, a very simple reduction of instance segmentation to semantic segmentation. This reduction allows to train feed-forward non-recurrent deep instance segmentation systems in an end-to-end fashion using architectures that have been proposed for semantic segmentation. Our approach proceeds by introducing a fixed number of labels (colors) and then dynamically assigning object instances to those labels during training (coloring). A standard semantic segmentation objective is then used to train a network that can color previously unseen images. At test time, individual object instances can be recovered from the output of the trained convolutional network using simple connected component analysis. In the experimental validation, the coloring approach is shown to be capable of solving diverse instance segmentation tasks arising in autonomous driving (the Cityscapes benchmark), plant phenotyping (the CVPPP leaf segmentation challenge), and high-throughput microscopy image analysis.

The source code is publicly available, https://github.com/kulikov/DeepColoring.

Index Terms—Instance segmentation, Semantic segmentation, Graph coloring, Convolutional neural networks

1 INTRODUCTION

INSTANCE SEGMENTATION is the problem of identifying and outlying individual instances of one or several semantic classes in an image. The number of instances are usually not known in advance, and the visual appearance of the instances may be very similar. Instance segmentation is therefore often regarded as a harder counterpart to the semantic segmentation problem that attributes pixels to a known number of classes that usually have distinct visual appearance. The latter problem can now be solved rather successfully using end-to-end trained deep learning architectures that usually “mix and match” ideas of fully convolutional networks [1], the “hourglass” U-net architecture [2], dilated convolutions [3], separable convolutions [4], [5] and several others in order to achieve maximum speed and/or accuracy. In general, semantic segmentation using feed-forward convolutional networks trained in an end-to-end fashion is working well [6], [7].

At the same time, there are few feed-forward instance segmentation architectures that can be trained in an end-to-end manner [8], [9], and such architectures are also considerably more complex than semantic segmentation architectures. The extra complexity leads to longer training times, longer inference times as well as to the difficulties in reimplementation and parameters tuning. The extra complexity of instance segmentation over semantic segmentation can often be attributed to the fact that there are no consistent ordering between object instances in each training or test images that can be utilized by convolutional architectures in a natural way.

In this work, we propose a simple way to reduce instance segmentation to semantic segmentation that allows to train instance segmentation in an (almost) end-to-end fashion. In a nutshell, our idea is to use a segmentation network that assigns pixels to a constant number of labels (that we call colors) in order to segment a variable number of instances. Essentially, the task of the deep network in our approach is to color multiple instances using fixed set of colors. Thus, the same color label can be reused for multiple instances in the same image as long as such instances are spatially separated (Figure 1). Thus, reusing single label for multiple instances allows our approach to handle arbitrary and potentially large number of class instances in an image.

Unlike semantic segmentation, where the assignment of pixels to classes is given, we do not assign each instances to specific colors in advance, as any such hard assignment is likely to be suboptimal. Instead, the coloring process is dynamic, in the sense that the coloring of instances is performed on-the-fly every time a training image is revisited by a stochastic learning process and the segmentation loss for this image is computed. Consequently, same instance in the same image may change its color between subsequent training epochs.

During training, we use a simple coloring rule that effectively assigns each instance a color that leads to a small semantic segmentation loss, while also enforcing that pixels of adjacent instances are not colored with the same color. Thus, the loss computation in our training procedure is reminiscent of the graph coloring process (with instances loosely corresponding to graph vertices), which justifies the name of our approach. As the coloring process forces adjacent instances to be colored differently, recovering outlines of individual instances from the resulting coloring at test time can be accomplished using simple component analysis with few parameters. This connected component analysis is the only part of our approach that is not included in the otherwise end-to-end training process.

Importantly, our reduction can utilize standard semantic segmentation architectures (such as U-Net [2]) and many of the ideas from semantic segmentation can be directly transferred to our approach. The versatility of the approach is
demonstrated through the validation on three rather diverse datasets corresponding to an autonomous driving, a plant phenotyping and a microscopy image analysis applications.

2 RELATED WORK

Semantic segmentation has seen considerable progress in recent years. Most of this progress was associated with new architectures of underlying deep convolutional networks. One of the overarching ideas is finding new ways to enlarge receptive fields of output neurons in the way that is efficient both in the computational and statistical sense. Having large receptive field is also very important for the success of the coloring network within our method. The popular ways of increasing the receptive field is using deeper neural network [10], adding dilated/"a trous" convolution [3] and using “hourglass” architectures [2], [11] that include downsampling/upscaling parts with skip connections. In [12] the features from different scales are concatenated to produce better segmentation. Our method can work on the top of any semantic segmentation architecture and can benefit of all the tricks used in those methods.

Proposal-based instance segmentation methods are based on pixelwise refinement of object proposals. Some of the recent methods decompose the instance segmentation into detection and binary segmentation parts [9], [13], [14]. Those methods can be trained end-to-end with a non-maximum suppression during the post-processing. A similar approach described in [6], [9], [13], [16] where the method [17] is used to generate category independent region proposals, followed by a classification step. Proposal-based methods show the best performance in instance segmentation competitions like MS COCO [7], Pascal VOC2012 [18] and CityScapes [6]. They are at the same time limited by the quality of the object detection routine, which is hard to train on small datasets and for objects not approximated well by bounding boxes. Our method does not require on any object proposals or bounding box detection, although it can be integrated with such method.

Recurrent instance segmentation methods use recurrent neural networks to generate the instances sequentially one-by-one. Romera et al. [8] train a network for end-to-end instance segmentation and counting using LSTM [19]. The network produces a segmentation mask and a confidence value for each instance. Based on confidence the masks are kept or rejected from the final solution. In [20] a combination of recurrent networks with bounding box proposals is used. Their framework is composed of four major parts: external memory, that keeps the current state of the segmentation, LSTM based bounding box prediction network, a separated semantic segmentation network and a score network to estimate the confidence of the detected instance. This method gives the current state-of-the-art on the leaf segmentation task on the plant phenotyping dataset. Our method outperforms [8] but lags behind [20] on the CVPPP benchmark. At the same time, our approach enjoys the fact that run-time is almost independent on the number of objects in the image.

Proposal-free methods usually operate by breaking the output of semantic segmentation into instances (semantic segmentation may be precomputed or performed in a parallel stream to instance segmentation). Usually, an extra information is predicted at each pixel that assists in the breaking. Thus, deep watershed transform et al. [21] learns to predict directions and the energy of watershed transform. In [22] a template matching scheme for instance segmentation were proposed. Their architecture includes three parts that perform semantic segmentation, depth estimation, and angle estimation for each pixel. Template matching algorithm predicts instances using the output of these three branches.

De Brabandere et al. [23] is arguably most similar to ours. It uses metric learning to obtain high-dimensional pixel embeddings that map pixels of the same instance close to each other, while mapping pixels from different instances further apart. To retrieve instances from the embeddings, a clustering algorithm is applied. Our approach is similar in spirit to [23], but simplifies the pipeline, as it replaces metric learning and clustering-based postprocessing, with classification learning and connected component-based postprocessing. In the experimental section, we perform several comparisons with [23].

Weakly-supervised semantic segmentation approaches such as [24], [25], [26] learn by alternating the updates of the target pixel labels (based on the current prediction of
the segmentation labels and the constraints imposed by week labeling) and the updates of the network parameters. Such dynamic modification of the target pixel labels is also performed within our approach, which is however solving a different problem (instance segmentation).

3 Instance Segmentation via Coloring

We now discuss our approach in detail. In this work, we consider instance segmentation that does not assign instances to semantic classes. In this case, the task is simply to assign every pixel in an image to either one of the object instances or to background. The generalization for semantic instance segmentation that combines instance separation with semantic segmentation is relatively straightforward, at least for small number of classes.

3.1 Inference

At test time, processing a previously unseen color image \( x \) of size \( w \times h \times 3 \) is performed in two stages (Figure 1). Firstly in the coloring stage, the image is mapped by a coloring network \( \Psi \) with learned parameters \( \theta \) into a new image \( y = \Psi(x; \theta) \) with the same spatial size and \( C \) channels (i.e. \( y \in \mathbb{R}^{C \times W \times H} \)). We denote with \( y[c] \) the \( c \)-th channel of the map \( y \) and with \( y[c, p] \) the value at the spatial position \( p \) in this channel.

In our experiments, unless noted otherwise, \( \Psi \) has a U-net-style architecture [2] with an “hourglass” encoder-decoder shape augmented with skip connections across the bottleneck. The exact architectures are detailed in the experimental section. The U-net architecture is characterized by very large receptive fields of the output neurons, which is important for instance segmentation.

We assume that the final layer of the network is the softmax operation, so that the outputs of the network for any image are non-negative and sum to one at every spatial location (i.e. \( y > 0 \) and \( \sum_y y[c, p] = 1 \) for any \( p \)), and can thus be interpreted as the probability of a pixel to take a certain color. We reserve the first color to the background, i.e. interpret pixels \( p \) with high \( y[1, p] \) as background.

The post-processing stage in our approach assigns each pixel to the color of the highest probability resulting in a map \( z \) of the size \( W \times H \) with \( z[p] \in \{1, \ldots, C\} \). We then find all connected components in \( z \), and treat the non-background connected components that are bigger than a certain size threshold \( \tau \) as object instances. The choice of the size threshold is discussed in Section 5.3. The connected components that are smaller than the size threshold are reassigned to background.

Finally, due to the nature of the learning process (discussed below), when two connected components of the same color are encountered in close proximity, this provides an evidence that they correspond to the same object instance. We therefore optionally merge instances assigned to the same color, if the Hausdorff distance between the respective connected components is less than the proximity threshold \( \rho \). Such merging allows our method to recover objects that are disconnected in the image because of partial occlusion.

3.2 Learning

The goal of learning in our model is to ensure that for any training image each object instance is (a) colored using the same color (i.e. that all of its pixels will have high values in a certain output map \( y[c] \) for some \( c > 1 \)) and that (b) pixels adjacent to such instance has low value in the same map. Under these two conditions, the post-processing stage will recover the object instance correctly as a connected component corresponding to color \( c \). One consequence of this observations, is that the coloring network should assign two adjacent object instances to different output channels. Overall, this makes the training process of the network akin to graph coloring, where each object instance should be assigned to one of \( C - 1 \) colors in a way that no adjacent instances are assigned to the same color.

As mentioned above, we do not assign instances to colors in advance prior to learning. Instead, coloring is performed during loss computation and can be seen as a part of the loss. Let \( x \) be a training image that has \( K \) object instances, and let \( M^k \) be the set of pixels contained within the \( k \)-th object instance in this image. We consider the halo region \( M_{\text{halo}}^k \), defined as the set of pixels that lie outside \( M^k \) within the margin distance \( m \) from the pixels of \( M^k \). In other words, the set \( M_{\text{halo}}^k \) is defined as the set difference of the morphological dilation of \( M^k \) in the image plane and \( M^k \):

\[
M_{\text{halo}}^k = \text{dilate}(M^k, m) \setminus M^k. \tag{1}
\]

Here, the margin distance \( m \) is an important parameter and we discuss its choice later.

Let \( y = \Psi(x; \theta) \) be the output of the coloring network for the current value of the network parameters \( \theta \). For the \( k \)-th object the coloring process then seeks the color that maximizes the following simple objective:

\[
c_k = \arg \max c \left( \frac{1}{|M^k|} \sum_{p \in M^k} \log y[c, p] + \mu \frac{1}{|M_{\text{halo}}^k|} \sum_{p \in M_{\text{halo}}^k} \log (1 - y[c, p]) \right). \tag{2}
\]

In other words, the coloring selects the color in order to maximize the average log-probability of the color inside the object itself, and to minimize the average log-probability in the halo region. In \( \mu \), \( \mu \) is another meta-parameter that controls the influence of the negative part.

Once the instances are colored, we use the standard pixel-wise log-loss, treating \( c_k \) as the pseudo ground-truth (during this particular epoch). Thus, the following loss is computed for each training image:

\[
L(x, \theta) = -\sum_{k=1}^{K} \frac{1}{|M^k|} \sum_{p \in M^k} \log y[c_k, p] - \sum_{p \in \text{Background}} \log y[1, p] \tag{3}
\]

and then back-propagated through the network, with the network parameters \( \theta \) updated accordingly.

Overall, the learning process can be seen as the standard training of a semantic segmentation network, but with dynamically changing “ground truth”. We have also tried a variant of the algorithm that uses the minus sum of
the coloring criteria \((\text{2})\) as the learning loss instead of the traditional log-loss \((\text{3})\), but have obtained inferior results.

Note that the coloring process discouraged the emergence of instances colored with the same color that are closer than the margin \(m\) to each other. Thus, if at test-time two connected components of the same color are much closer than \(m\), this presents a strong evidence that they correspond to the same object instance, which justifies the optional merging procedure.

### 3.3 Meta-parameters and their influence

Like any other instance segmentation method that we are aware of, ours comes with a number of meta-parameters. Here, we discuss their choice and influence. We further evaluate the sensitivity of our method to these parameters in the experimental section.

**The number of colors** \(C\) is the easiest parameter to set. We have found that when provided an excessive number of maps, the algorithm automatically chooses not to use some of them. Thus, the number of maps should simply be chosen sufficiently high. Setting \(C\) too small may lead to the method merging separate instances together.

**The size threshold** \(\tau\) allows to prune away small connected components, and thus controls the trade-off between false positives and false negatives. The parameter is set through validation, which is computationally “cheap” since trying different thresholds does not require retraining the coloring network.

**The margin** \(m\) and the **halo weight** \(\mu\) are also set through the validation procedure. Generally, they control the trade-off between fragmentation and undersegmentation. Thus, if \(m\) or \(\mu\) are too small, the learning process will mostly focus on coloring all pixels of the same instance with the same color, and will care less about having this color distinct from the remaining objects, which can lead to undersegmentation (using same color for adjacent instances). Having \(m\) and \(\mu\) large leads to the learning process caring mostly about spreading pixels from the nearby instances into different maps, which may lead to their fragmentation.

**The merging threshold** \(\rho\). Merging is only used if partial occlusions are common in the dataset. E.g. it is needed for autonomous driving, where vehicles are occluded by pedestrians and posts, but is not needed for instance segmentation tasks associated with monolayer cell cultures. When merging is performed, \(\rho\) controls the trade-off between fragmentation (low \(\rho\), sometimes parts of the same instance not merged) and undersegmentation (large \(\rho\), sometimes different instances are merged). As in the case with the size threshold, trying different merging thresholds on the validation set is cheap since it does not require retraining the coloring network.

4 **Experiments**

We evaluate our approach on three datasets, including two standard benchmarks for instance segmentation: the CVPPP plant phenotyping dataset \([27]\) and the CityScapes dataset \([5]\). The third dataset is composed of bright-field microscopy images of E.Coli organisms. The experiments were performed on a NVidia Titan X GPU. The training in all cases was performed using ADAM optimizer with the learning rate 1e-3. All parameters for our method were evaluated on the validation sets, while the ground truth for the CVPPP and CityScapes challenges is withheld.

| Method            | DiC | SBD(%)  |
|-------------------|-----|---------|
| IPK \([30]\)      | 2.6 | 74.4    |
| Nottingham \([29]\)| 3.8 | 68.3    |
| MSU \([29]\)      | 2.8 | 71.1    |
| Wageningen \([31]\)| 2.3 | 66.7    |
| PRIAn \([32]\)    | 1.3 | -       |
| Recurrent IS \([8]\)| 1.1 | 56.8    |
| Recurrent IS-CRF \([8]\)| 1.1 | 66.6    |
| Recurrent with attention \([27]\)| 0.8 | 84.9    |
| Embedding-based \([23]\)| 1.0 | 84.2    |

**Deep coloring**

2.0 | 80.4

**Table 1** Benchmark results on the CVPPP dataset, where deep coloring was trained end-to-end and evaluated without the use of provided masks (which explains part of the overcounting). The Symmetric Best Dice coefficient (SBD) reflects the instance segmentation accuracy.

4.1 CVPPP dataset

The Computer Vision Problems in Plants Phenotyping (CVPPP) dataset \([28]\) is one of the most popular instance segmentation benchmarks. The images in this dataset are challenging because of complex occlusions between leaves, high variety of leaf shapes and backgrounds. The training set consists of 128 top-down view images, with \(530 \times 500\) pixels size each and a hidden testset that includes 33 images. The accuracy of the instance segmentation is estimated using symmetric best Dice coefficient (SBD) (c.f. \([29]\)). The second parameter, which is less directly related to instance segmentation, is the absolute difference in counting \(|\text{DiC}|\).

To accelerate the training procedure we down-scaled each image to the size \((265 \times 250)\) pixels. Due to relative small number of annotated images the training process requires augmentation. We applied three random transforms: cropping of patches \(192 \times 192\) pixels, rotation to a random angle and flips along axes. The batch size was fixed to 40 patches. In these experiments, we stuck to a relatively small UNet-type architecture \([2]\) consisting of 4 downsampling (convolution+ReLU) and upsampling (transposed convolution+ReLU) modules with skip connections.

To retrieve leaves instances from the output channels the argmax operation is performed. At this point for each pixel we have a channels label. The connected component algorithm is applied and components smaller that a specified size are removed. The thresholds were selected by maximization of the average SBD value on the validation set.

The main network has nine output color channels (including background) and was trained for 20000 iterations with margin \(m\) equal to 21 pixels and \(\mu\) equal to seven (selected on the validation set, which happens to be approximately equal to the average diameter of the object in training set). We have also trained a version with six output channels (which performed worse by about 1% SBD on the validation set) and used it for the visualization of the results.

The results of the nine-channel deep coloring architecture as well the results of other methods evaluated on the dataset are in Table 1. Our method performs better
Fig. 2. Representative results of the six-color model on the validation set of the CVPPP dataset. For the input (top), the coloring network colors pixels into six colors (next six rows), after which the connected component analysis recovers the instances that closely match the ground truth (bottom).
than most methods evaluated on this dataset except for the work [23] and the attention-based approach[20], which is arguably considerably more complex. We do not use the ground truth background masks provided for the evaluation (used by most other methods including [23]). Instead, we allowed our method to perform background segmentation simultaneously with performing instance segmentation.

In order to make a more direct comparison with the related work [23], we took its reimplementation, for which we use the U-Net backbone architecture (exactly same as ours). The dimensionality of the output for [23] was set to 8 per pixel (same as recommended in [23]). A full mean-shift procedure was used as postprocessing (sklearn implementation). The bandwidth of meanshift was tuned using validation set. On the CVPPP dataset we found that the method reached 0.84 SBD on the validation set for the optimal bandwidth, while dropping sharply when the bandwidth was different (0.78 SBD for 0.8x optimal bandwidth and 0.79 SBD for 1.2x optimal bandwidth). Our approach reaches 0.87 SBD on the validation set in the same protocol (with the size threshold tuned on the validation).

We have also evaluated the oracle variant of [23] where mean-shift is replaced with k-means, whereas the number $k$ of instances is taken from the ground truth. This variant reached 0.91 SBD. Our conclusion is that setting the parameters of the connected component analysis (minimal size threshold) inherent in our method is easier than setting the meanshift bandwidth inherent to [23]. We also observe that our method trains faster (about 2x till convergence). Our postprocessing is orders of magnitude faster than sklearn-mean-shift (0.05s vs 30s). Compared to the fast mean shift version used in [23], the operation complexity of our postprocessing is still lower.

Sample results of our model (for the six-color variant) are given in Figure 2. In general, the system successfully learns both to discern the instances and to segment background. The main failures are on the atypical plants with large leaves, which have very few examples in the training set. It is interesting to observe the clustering behaviour as leaves of similar type (in terms of size and location) have been colored consistently into the same color across different images.

To assess the parameter sensitivity, we have estimated the dependency of the SBD error measure on the negative part influence meta-parameter $\mu$ (vertical) and the margin/halo size (horizontal) on the CVPPP validation set (Figure 3). The number of maps were redundantly fixed to nine in all our experiments, with the model typically using a subset of those. Additionally, we also provide the results for the ResNet-34 architecture[10]. We have observed that ResNet-34 achieves worse results at least for the same number of epochs as was used to train the U-Net architecture. Training the ResNet-based architecture for more epochs recovered part of the gap between the two architectures.

### 4.2 Microscopy image dataset

We then present the results on the dataset of microscopy images of E.Coli organisms, corresponding to individual instances Figure 4. The dataset is hard for two reasons. First, the number of organisms is large and they are crowded. Secondly, the organisms divide by splitting in the middle. The splitting process results in a subtle change of the appearance, and there is a very small visual difference between the appearance of the parent organism just before splitting and the appearance of the two daughter organisms immediately after splitting. Additionally, the ground truth is derived from the annotation that is composed of line segments (one line segment per organism) and is approximate.

![Figure 3](image3.png)  
Fig. 3. Parameter sensitivity analysis on the CVPPP validation test for two different network architectures. Generally, our approach is not overly sensitive to considerable changes of the margin size and the $\mu$-parameter around the optimum.

![Figure 4](image4.png)  
Fig. 4. Representative results on the microscopy image dataset. Our approach can handle large number of organisms gracefully. In the result, the color used for an organism can be determined both by individual properties (e.g. long organisms are often colored red) as well as the participation in a certain multi-organism pattern (note multiple orange-magenta pairs).
Coloring with class-specific colors & 54.8 & 19.1 \\
+ separate semantic head & 62.9 & 21.2 \\
+ fusion with PSP-Net & 75.2 & 29.7 \\
Semantic segmentation only (UNet) & 65.1 & NA \\
Semantic segmentation only (PSPNet) & 75.2 & NA \\

4.3 Cityscapes

The Cityscapes dataset is focused on semantic understanding of urban street scenes for autonomous driving. This dataset has 2975 training images, 500 validation images and 1525 test images; for each image a ground truth semantic and instance segmentation are provided. We again used U-net like network architecture with several modifications. Firstly, we added batch normalization layers after each convolution layer. Since having large receptive field is crucial for us, we placed a PSP-module [12] in the bottleneck of the network. Finally, we added an extra block with two convolution layers and max-pooling at the beginning of the encoder and a corresponding block at the end of the decoder. The latter allowed us to increase the input image resolution while keeping the same network memory consumption. For data augmentation, we adopt random left-right mirror and random crop and resize with scale factor of up to 2. All training images were downsampled to have size 512x1024. We set margin \(m\) to 40 pixels and the halo weight \(\mu\) to 16. The minimal component size threshold \(\tau\) was set to 40 pixels, and the merging threshold \(\rho\) was set to 20 pixels.

Combining semantic segmentation and instance segmentation. The Cityscapes benchmark as well as many other tasks requires to perform instance segmentation and semantic segmentation at the same time. In principle, our approach allows to interleave semantic segmentation with instance segmentation directly by assigning different sets of colors to different classes (coloring with class specific colors). We have assigned the following number of channels to each class: one channel to background, seven channels to ‘person’, four channels to ‘rider’, seven channels to ‘car’, three channels to ‘truck’, three channels to ‘bus’, two channels to ‘train’, three channels to ‘motorcycle’, and six channels to ‘bicycle’. In total, 36 colors was used. The assignment was done heuristically and was not optimized in any way. At training time, the coloring process only considers colors allocated to the ground truth class. As the Cityscapes protocol requires assignment of instance confidence scores in order to compute the AP (average precision) measure, we have used the mean color probability \(y[c, p]\) over all pixels in an instance as this score.

In the case of the Cityscapes benchmark, we have found that coloring with class specific colors utilized network capacity in a suboptimal way (Table 2) leading to poor performance both in terms of instance segmentation and semantic segmentation. Note that this observation is specific to Cityscapes benchmark, where the performance is bound by the capacity of the network, and may not translate to smaller problems with fewer semantic classes. While the accuracy of pixel-level semantic segmentation is of tangential interest to us, it is clear that a system with low per-pixel semantic segmentation accuracy cannot achieve high semantic instance segmentation accuracy. Hence, a system with higher per-pixel semantic segmentation is needed.

To improve the performance, we have added a separate “head” that performs semantic segmentation and is trained with standard pixel-level cross-entropy loss. At test time, we have performed the following fusion between the coloring head results and the pixel-level semantic segmentation head results. We took the connected components of different semantic classes as predicted by the semantic head. For each connected component, we assigned each pixel to its maximal color (among the colors assigned to this class) as predicted by the coloring head. This procedure breaks the components of the same class into instances. The confidence score of each instance for the AP computation is computed as mean product of the color assignment probabilities \(y[c, p]\) and the semantic class probabilities over all pixels in the object. The resulting architecture (+ separate semantic head in Table 2) worked much better in terms of the pixel-level semantic segmentation (mean IoU), which lead to the increase in the semantic instance segmentation score (AP). We visualize the output of the coloring head in Figure 5. Furthermore, Figure 6 provides more detailed break-out of a single very challenging example.

In terms of mean IoU, the two-head model performed slightly worse compared to the “vanilla” semantic segmentation model that uses semantic head only and puts all capacity on semantic segmentation (semantic segmentation in Table 2). This is expected as in the case of the two head architecture some of the backbone capacity is allocated by the training process to the instance separation process.

Maximizing performance. The U-Net backbone is not competitive in terms of achievable semantic segmentation compared to more modern architectures such as PSPNet [12], as the gap between the semantic segmentation performance using U-Net and PSP-Net is around 10% mIoU. To achieve the optimal performance in terms of semantic instance segmentation, we have taken the two-head U-Net based architecture and evaluated the variant where the output of the coloring head is fused with the semantic segmentation obtained with the PSP-Net [12]. The training process for the architecture remains the same but at test time the output of the semantic head is discarded and replaced with the output of the “off-the-shelf” PSP-Net. This achieves a strong improvement on the validation set of the Cityscapes (Table 2).

The results of this variant on the Cityscapes test set are
Fig. 5. Examples from the CityScapes validation set. In the middle column, we show the instances recovered by deep coloring. The right row contains ground truth instance segmentation. The bottom row shows typical failure mode, where instances that were too small were not recovered.

Fig. 6. Processing a challenging scene fragment using our approach. The maps with strong activations are shown next to the input image. The bottom-left two images correspond to the map of obtained instances and the ground truth. A significant number of instances has been recovered despite crowding and small object sizes.
in Table 3. Our method performs favourably compared to the methods of the same group presented recently [21] or developed in parallel [23].

5 Conclusion
We have developed a new approach for instance segmentation (deep coloring). The approach reduces instance segmentation to the task of instance classification. The latter task can be accomplished using standard deep convolutional architectures for semantic segmentation. We have suggested a new simple rule for the dynamic coloring at training time, which coordinates the coloring process with the subsequent connected component extraction at test time. In a nutshell, the rule enforces all pixels of the same object to take the same color, while also enforcing pixels belonging to different but adjacent object instances to take different colors. We have also shown that the proposed network can be trained end-to-end to perform two tasks simultaneously: background segmentation and instance segmentation. The proposed network can be trained end-to-end to perform two tasks simultaneously: background segmentation and instance segmentation. The approach was shown to work well on two distinct datasets (CVP++ and Cityscapes) and has been also tried on a dataset with the large number of instances (E.Coli dataset). PyTorch [38] code is available at https://github.com/kulikovv/DeepColoring and a TensorFlow [39] implementation will be available upon publication.
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