Effect of a high-frequency magnetic field on the resonant behavior displayed by a spin-1/2 particle under the influence of a rotating magnetic field
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Abstract

In this paper, we investigate the role of a high-frequency magnetic field in the resonant behavior displayed by a spin-1/2 particle under the influence of a rotating magnetic field. We propose two alternative methods for analyzing the system dynamics, namely, the averaging method and the multiple scale method. The analytical results achieved by applying these two methods are compared with those obtained from the numerical solution of the Schrödinger equation. This comparison leads to the conclusion that the multiple scale method provides a better understanding of the system dynamics than the averaging method. In particular, the averaging method predicts the complete destruction of the resonant behavior by an appropriate choice of the parameter values of the high-frequency magnetic field. This conclusion is disproved both by the numerical results, and also by the results obtained from the multiple scale method.
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1. Introduction

The dynamics of quantum systems under the influence of time-periodic driving fields is a long-standing problem in Quantum Mechanics [1, 2, 3, 4, 5]. An extensive review on this topic, covering both nondissipative and dissipative systems, can be found in Ref. [6]. For a more concise review with an accurate description of the Floquet-theoretical method, it is recommended to consult chapter 5 in Ref. [7].

In the past two decades, the study of driven quantum systems has sparked renewed interest after the discovery of the phenomenon of coherent destruction of tunneling [8]. In the original work [8], the authors considered the problem of a particle moving in a double-well potential and perturbed by a monochromatic driving field. The analysis of the Floquet spectrum of the system allowed them to show that, by an appropriate choice of the parameter values of the driving field, the tunneling of the particle through the potential barrier can be brought to a standstill. Among the possible applications of this phenomenon, one can mention the laser-induced trapping of an electron in a quantum-well structure [9, 10], and the control of proton or electron transfer reactions [11, 12, 13]. Recently, the phenomenon of coherent destruction of tunneling has been experimentally verified in an optical double well system [14], in a Bose–Einstein condensate in a strongly driven optical lattice [15] and in single-particle tunneling in strongly driven double-well potentials [16].

In order to clarify the mechanism of coherent destruction of tunneling reported in Ref. [8], it has turned out to be useful to consider a simplified two-state model [17, 18, 19, 20, 21, 22, 23, 24]. In this model, all the spatial information contained in the Floquet modes is neglected, and only the influence of the lowest quasienergy doublet is taken into account. The study of this approximate two-state model makes it possible to determine simple conditions for the appearance of the phenomenon of coherent destruction of tunneling. For instance, in the high-frequency limit, an averaging procedure shows that this phenomenon occurs when the ratio of the amplitude of the monochromatic driving field to its frequency is a zero of the zeroth-order Bessel function of the first kind [21]. It is worthwhile to point out that the phenomenon of coherent destruction of tunneling in a two-state model resembles that of dynamic localization observed in a driven, infinite tight-binding system [25]. A discussion of their similarities and differences can be found in Sec. 4 of Ref. [6]. Recently, the internal relationship between these two phenomena...
has been clarified in Ref. [26].

In the last decade, several works have been published which describe alternative approaches, beyond the averaging procedure, for the analytical study of a driven two-state quantum system [27, 28, 29, 31, 32]. In particular, in Refs. [27, 28, 29] the authors propose a convergent strong-coupling expansion free of secular terms. In Refs. [30, 31] the method is based on dual Dyson series and renormalization techniques. Finally, in Ref. [32] the author applies a multiple scale expansion in the inverse of the driving frequency for the calculation of the Floquet states and the quasienergies. One of the main conclusions of these works is that, for high but finite values of the driving frequency, the coherent destruction of tunneling in a two-state quantum system is only temporary. More precisely, in the high-frequency limit, coherent destruction of tunneling occurs only for time values much smaller than a characteristic time scale proportional to the driving frequency squared. This is a consequence of the fact that the quasienergy degeneracy predicted by the averaging procedure when the ratio of the amplitude of the monochromatic driving field to its frequency is a zero of the zeroth-order Bessel function of the first kind is exact only in the mathematical limit of infinite driving frequency. For high but finite values of the driving frequency, there is a quasienergy splitting of the order of the inverse of the driving frequency squared (see, for instance, Ref. [33]).

In the present paper, we take up again the problem of a spin-1/2 particle in the presence of a rotating magnetic field, originally studied by Rabi [2]. This same model has been considered in Ref. [35] to study the suppression of quantum coherence induced by circularly polarized driving fields. As is well known, under the influence of a rotating magnetic field, the dynamics of a spin-1/2 particle displays a resonant behavior (see, for instance, Sec. 11.2 of Ref. [34] or the beginning of Sec. 4 of the present paper). In this work, we are interested in analyzing how this resonant behavior is affected by the application of an additional high-frequency magnetic field along the rotation axis. As will be shown in this paper, there is a remarkable similarity between the problem considered here and the problem of coherent destruction of tunneling in a two-state quantum system driven by a monochromatic field.

The paper is organized as follows. In the following section, we introduce the model and apply an averaging method to work out an analytical expression for the time evolution operator. In Sec. 3, we use multiple scale techniques [33, 34] to obtain an improved expression for the time evolution operator which is valid in a wider range of time scales than the one obtained by the previous averaging procedure. In Sec. 4 we apply the analytical results in the previous sections to the study of the effects of the high-frequency magnetic field on the dynamics of the system. In particular, we examine in detail its effects on the above mentioned resonant behavior. In that section, we also compare our analytical results with those obtained from the numerical solution of the Schrödinger equation. Finally, in Sec. 5, we present conclusions for the main findings of our work.

2. Description of the model. The averaging method

The effect of a uniform, gyrating magnetic field of the form

\[ \mathbf{B}(t) = B_\perp \left( \cos(\omega t)\mathbf{e}_x + \sin(\omega t)\mathbf{e}_y \right) + B_\parallel \mathbf{e}_z \]  

(1)

on the dynamics of a spin-1/2 particle has been well-known since the classic paper by Rabi [2]. In the above expression \( \mathbf{e}_x, \mathbf{e}_y \) and \( \mathbf{e}_z \) are the 3-D unit vectors along the \( x, y \) and \( z \) axes, respectively, the constants \( B_\perp \) and \( B_\parallel \) are the components of the magnetic field parallel and perpendicular to the \( z \) axis, respectively, and \( \omega \) is the angular frequency of the magnetic field’s rotation [see Fig. (1)].

The time evolution of a state vector \( |\Psi, t\rangle \) is governed by the Schrödinger equation

\[ i\hbar \frac{\partial |\Psi, t\rangle}{\partial t} = -\gamma \mathbf{B}(t) \cdot \hat{\mathbf{S}} |\Psi, t\rangle, \]  

(2)

where \( \gamma \) is the gyromagnetic ratio, \( \hat{\mathbf{S}} = \hbar (\hat{x} \mathbf{e}_x + \hat{y} \mathbf{e}_y + \hat{z} \mathbf{e}_z)/2 \) is the 3-D spin operator (with \( \hat{x}, \hat{y}, \hat{z} \) being the standard Pauli matrices), and the centered dot denotes the usual scalar product of two 3-D vectors.

One of the main features of this system is the fact that, under the influence of the rotating field in Eq. (1), the spin dynamics displays a resonant behavior. This resonance behavior manifests itself in several ways. For instance, as discussed in Sec. 4 if one takes as initial condition \( |\Psi, 0\rangle \) an eigenstate of \( \hat{\mathbf{z}} \) and assumes that \( B_\perp \neq 0 \), the expected value \( \langle \hat{\mathbf{z}}; t \rangle = \langle \Psi, t|\hat{\mathbf{z}}|\Psi, t\rangle \) is an oscillating function of time with maximum amplitude at an angular frequency \( \omega = -\gamma B_\parallel \).

The aim of this paper is to study how this resonant behavior is affected by the presence of an additional high-frequency magnetic field of the form

\[ B_{\text{HF}}(t) = B_{\text{HF}} \cos (\Omega_{\text{HF}} t + \varphi) \mathbf{e}_z, \]  

(3)

where \( B_{\text{HF}} \) is the amplitude of the high-frequency field, \( \Omega_{\text{HF}} \) is its frequency, and \( \varphi \in [0, 2\pi) \) is an arbitrary phase shift between \( B_{\text{HF}}(t) \) and \( \mathbf{B}(t) \). In this case, the
equation of motion of the system is given by Eq. (4) with \( \mathbf{B}(t) \) replaced by \( \mathbf{B}(t) + \mathbf{B}_{\mathrm{HF}}(t) \). By high-frequency we mean that \( \Omega_{\mathrm{HF}} \) is much higher than the rest of the characteristic frequencies of the problem in the absence of \( \mathbf{B}_{\mathrm{HF}}(t) \). Thus, if we introduce the characteristic frequencies \( \omega_i = \gamma B_i \) and \( \omega_z = \gamma B_z \), it is assumed that \( \omega_z, \omega_i, \omega \ll \Omega_{\mathrm{HF}} \). In principle, the frequency \( \omega_{\mathrm{HF}} = \gamma B_{\mathrm{HF}} \) may be of the same order of magnitude as \( \Omega_{\mathrm{HF}} \). Therefore, a large number of oscillations of the function \( \theta(t) \) appearing in the definition of \( \hat{h}(\Omega_{\mathrm{HF}} t) \), the transformed Hamiltonian depends on time only through \( \Omega_{\mathrm{HF}} t \) which, as we will see in Sec. [3] is the rapid time scale \( t_0 \) in the multiple scale analysis.

In this section and the following one, we are interested in obtaining analytical expressions for the time evolution operator from time \( t = 0 \) to time \( t \). This operator, which will be denoted by \( \hat{U}(t) \), fulfills the differential equation

\[
\frac{d\hat{U}(t)}{dt} = \hat{H}(t)\hat{U}(t) \tag{4}
\]

with the initial condition

\[
\hat{U}(0) = \hat{I}, \tag{5}
\]

where

\[
\hat{H}(t) = -\frac{\omega_z}{2} \left[ \cos(t)\hat{\sigma}_x + \sin(t)\hat{\sigma}_y \right] - \frac{1}{2} \left[ \omega_i + \omega_{\mathrm{HF}} \cos(\Omega_{\mathrm{HF}} t + \varphi) \right] \hat{\sigma}_z \tag{6}
\]

is the Hamiltonian operator in dimensionless units, and \( \hat{I} \) the identity operator.

The differential equation (4) can be transformed to a more convenient form for the calculations by performing the following transformation

\[
\hat{G}(t) = e^{i\left[\hat{\theta}(t)\hat{\sigma}_x + \frac{\omega_z}{2} t\hat{\sigma}_z\right]} \hat{U}(t), \tag{7}
\]

with

\[
\theta(t) = r \sin(\Omega_{\mathrm{HF}} t + \varphi), \tag{8}
\]

and \( r = \omega_{\mathrm{HF}}/\Omega_{\mathrm{HF}} \). Then, it is straightforward to see that the transformed time evolution operator \( \hat{G}(t) \) can be obtained by solving the differential equation

\[
i \frac{d\hat{G}(t)}{dt} = \hat{h}(\Omega_{\mathrm{HF}} t)\hat{G}(t), \tag{9}
\]

with the initial condition

\[
\hat{G}(0) = e^{-i\hat{\theta}(0)\hat{\sigma}_x/2}, \tag{10}
\]

and the transformed Hamiltonian

\[
\hat{h}(\Omega_{\mathrm{HF}} t) = -\frac{\omega_z}{2} \left[ \cos(\hat{\theta}(t))\hat{\sigma}_x + \sin(\hat{\theta}(t))\hat{\sigma}_y \right] - \frac{1}{2} \left[ \omega_i + \omega_{\mathrm{HF}} \sin(\Omega_{\mathrm{HF}} t + \varphi) \right] \hat{\sigma}_z. \tag{11}
\]

For the multiple scale method developed in the next section Eq. (9) offers two advantages over Eq. (4). First, in contrast to the original Hamiltonian \( \hat{H}(t) \), the transformed Hamiltonian \( \hat{h}(\Omega_{\mathrm{HF}} t) \) does not contain terms proportional to \( \omega_{\mathrm{HF}} \) which, as mentioned above, may be of the same order of magnitude as the high-frequency \( \Omega_{\mathrm{HF}} \gg 1 \). Second, as we have made explicit by using the notation \( \hat{h}(\Omega_{\mathrm{HF}} t) \), the transformed Hamiltonian depends only on \( \Omega_{\mathrm{HF}} t \) which, as we will see in Sec. [3] is the rapid time scale \( t_0 \) in the multiple scale analysis.

In the absence of the high-frequency field (i.e., for \( r = 0 \)), Eq. (11) can be solved exactly since the transformed Hamiltonian in Eq. (11) becomes time independent. This is not the case for \( r \neq 0 \) and, consequently, one has to resort to approximate techniques in order to obtain an analytical solution of Eq. (9). In this section, we will apply an averaging method to solve Eq. (9) from Eqs. (9) and (11) it follows that the time derivative of \( \hat{G}(t) \) is at most of order 1 in the high-frequency limit \( \Omega_{\mathrm{HF}} \gg 1 \). Therefore, a large number of oscillations of the function \( \theta(t) \) appearing in the definition of \( \hat{h}(\Omega_{\mathrm{HF}} t) \) takes place before a significant change in \( \hat{G}(t) \) occurs. As a consequence, for \( \Omega_{\mathrm{HF}} \gg 1 \), the time dependent Hamiltonian \( \hat{h}(\Omega_{\mathrm{HF}} t) \) appearing in Eq. (9) can be approximated by its average over one high-frequency period. The result is

\[
i \frac{d\hat{G}(t)}{dt} = \hat{h}_{\mathrm{av}} \hat{G}(t), \tag{12}
\]
where \( \hat{h}_{\text{eff}} \) is the effective Hamiltonian
\[
\hat{h}_{\text{eff}} = \frac{1}{2\pi} \int_0^{2\pi} dt_0 \hat{h}(t_0) = -\frac{1}{2} [\omega_x J_0(\theta) \hat{\sigma}_x + (1 + \omega_b)\hat{\sigma}_z],
\]
with \( J_0(\theta) \) being the zeroth-order Bessel function of the first kind \([37]\). Notice that the above result is identical to that obtained in the absence of the high-frequency magnetic field [see Eq. (10)], but with the perpendicular frequency \( \omega_x \) renormalized to a value \( \omega_x J_0(\theta) \). The solution of Eq. (12) with the initial condition (10) is
\[
\hat{G}(t) = e^{i\hat{h}_{\text{eff}} t} e^{-i\theta(0)\hat{\sigma}_x/2}.
\]
Finally, according to Eq. (7), the time evolution operator obtained by the average method is
\[
\hat{U}_{\text{av}}(t) = e^{i[\hat{h}(t) - \hat{h}_{\text{eff}}(t)]t/2} e^{-i\theta(0)\hat{\sigma}_x/2}.
\]

3. Multiple scale method

In this section, we will use a multiple scale method to obtain an approximate solution of Eq. (9) valid in a wider range of time scales than the one obtained by the averaging procedure [see Eq. (15)]. As will be seen in Sec. 4, this method provides a better understanding of the system dynamics than the averaging method, above all in the long-time limit. Since we are interested in the high-frequency limit \( \Omega_{\text{HF}} \gg 1 \), we will choose \( \epsilon = \Omega_{\text{HF}}^{-1} \ll 1 \) as the small dimensionless parameter in the multiple scale asymptotic expansions.

In order to apply the multiple scale method, we will introduce the rapid time scale
\[
t_0 = \Omega_{\text{HF}} t,
\]
as well as the time scales
\[
t_k = \epsilon^k t_0 = \epsilon^{k-1} t,
\]
with \( k = 1, 2, \ldots \). Notice that \( t_1 = t \) is the time scale in which the rotating magnetic field evolves. For ease of notation, a function \( f \) of all the time scales \( t_k \), with \( k \geq n \), will be denoted by \( f(T_n) \), [i.e., \( f(T_n) = f(t_n, t_{n+1}, \ldots) \)].

Even though the exact solution of Eq. (9), \( \hat{G}(t) \), is a function of \( t \) alone, we will seek solutions of this equation which are functions of all the time scales in Eqs. (16) and (17) treated as independent variables. In other words, we will seek solutions of Eq. (9) of the form \( \hat{G}(T_0) \). This is just an artifice to remove secular behaviors and, at the end of the calculations, all these time scales will be expressed in terms of \( t \) by using Eqs. (16) and (17).

Making formal use of the chain rule for partial differentiation in Eq. (9), it is easy to see that the operator \( \hat{G}(T_0) \) fulfills the differential equation
\[
i \sum_{k=0}^{\infty} \epsilon^k \frac{\partial \hat{G}(T_0)}{\partial t_0} = \epsilon \hat{h}(t_0) \hat{G}(T_0).
\]
If one assumes a perturbation expansion of the form
\[
\hat{G}(T_0) = \sum_{n=0}^{\infty} \epsilon^n \hat{G}^{(n)}(T_0),
\]
replaces it in Eq. (18), and equates the terms with the same powers of \( \epsilon \), one obtains the hierarchy of equations
\[
i \frac{\partial \hat{G}^{(0)}(T_0)}{\partial t_0} = 0,
\]
for \( n = 0 \), and
\[
i \sum_{k=0}^{n} \frac{\partial \hat{G}^{(n-k)}(T_0)}{\partial t_0} = \hat{h}(t_0) \hat{G}^{(n-1)}(T_0),
\]
for \( n \geq 1 \). This hierarchy of equations will be the starting point of the rest of our analysis.

3.1. Time evolution operator for time scales \( t \ll \epsilon^{-1} \)

According to Eq. (20), \( \hat{G}^{(0)}(T_0) \) does not depend on the rapid time scale \( t_0 \), i.e.,
\[
\hat{G}^{(0)}(T_0) = \hat{G}^{(0)}(T_1),
\]
where \( \hat{G}^{(0)}(T_1) \) is an arbitrary function of all the time scales except \( t_0 \).

Thus, setting \( n = 1 \) in Eq. (21), one obtains
\[
i \frac{\partial \hat{G}^{(1)}(T_0)}{\partial t_0} = -i \frac{\partial \hat{G}^{(1)}(T_1)}{\partial t_1} + \hat{h}(t_0) \hat{G}^{(0)}(T_1),
\]
whose solution is
\[
\hat{G}^{(1)}(T_0) = \hat{G}^{(1)}(T_1) - t_0 \frac{\partial \hat{G}^{(0)}(T_1)}{\partial t_1} - i \int_0^{t_0} dt'_0 \hat{h}(t'_0) \hat{G}^{(0)}(T_1),
\]
with \( \hat{G}^{(1)}(T_1) \) being another arbitrary function of all the time scales except \( t_0 \).

In order to highlight the secular terms appearing in the above expression (i.e., the terms which diverge as \( t_0 \to +\infty \)), it is convenient to introduce the operator
\[
\hat{S}(t_0) = \int_0^{t_0} dt'_0 \left[ \hat{h}(t'_0) - \hat{h}_{\text{eff}} \right],
\]

\[\text{(25)}\]
where \( \hat{h}_{\text{eff}} \) is the effective Hamiltonian defined in Eq. (13). Then, Eq. (24) can be rewritten in the form
\[
\hat{G}^{(1)}(T_0) = \hat{G}^{(1)}_1(T_1) - i \hat{\Sigma}(t_0) \hat{G}^{(0)}_1(T_1) \\
- t_0 \left[ \frac{\partial \hat{G}^{(0)}_1(T_1)}{\partial t_1} + i \hat{h}_{\text{eff}} \hat{G}^{(0)}_1(T_1) \right].
\]
(26)

From its definition, it is easy to see that \( \hat{\Sigma}(t_0) \) is a periodic function of \( t_0 \) of period \( 2\pi \) and, consequently, remains bounded in the limit \( t_0 \to +\infty \). Thus, in order to avoid the secular term appearing in Eq. (26), it is required that
\[
\frac{\partial \hat{G}^{(0)}_1(T_1)}{\partial t_1} = -i \hat{h}_{\text{eff}} \hat{G}^{(0)}_1(T_1).
\]
(27)

The solution of the above equation is
\[
\hat{G}^{(0)}_1(T_1) = e^{-i\hat{h}_{\text{eff}} T_1} \hat{G}^{(0)}_2(T_2),
\]
(28)
where \( \hat{G}^{(0)}_2(T_2) \) is an arbitrary function of all the time scales \( T_2 \) with \( k \geq 2 \). With this choice of \( \hat{G}^{(0)}_1(T_1) \), the secular term appearing in Eq. (26) vanishes, so that \( \hat{G}^{(1)}(T_0) \) is given by
\[
\hat{G}^{(1)}(T_0) = \hat{G}^{(1)}_1(T_1) - i \hat{\Sigma}(t_0) \hat{G}^{(0)}_1(T_1).
\]
(29)

Now we apply the result given in Eq. (28) to time values such that \( t \ll \epsilon^{-1} \). In this case, since \( t_k \ll 1 \) for \( k \geq 2 \), the function \( \hat{G}^{(0)}_2(T_2) \) appearing in Eq. (28) can be replaced by a constant to be determined from the initial condition in Eq. (10). Then, making \( t_1 = t \) in Eq. (28) and taking into account Eqs. (19) and (22), it results that
\[
\hat{G}(t) = e^{-i\hat{h}_{\text{eff}} t} e^{-\alpha(t)x^2/2} + O(\epsilon).
\]
(30)

This last approximate expression coincides with that obtained in Sec. 2 by using the averaging method. As we will see in the following subsections, the multiple scale method allows us to go beyond this result and obtain approximate expressions of the evolution operator valid in a wider range of time scales.

### 3.2. Time evolution operator for time scales \( t \ll \epsilon^{-2} \)

Setting \( n = 2 \) in Eq. (21) and using Eqs. (22), (28) and (29), one obtains
\[
i \frac{\partial \hat{G}^{(2)}(T_0)}{\partial t_0} = -i \hat{F}(T_1) + i \hat{\Pi}(t_0) \hat{G}^{(0)}(T_1) \\
+ \hat{h}(t_0) \hat{G}^{(1)}(T_1),
\]
(31)
where
\[
\hat{F}(T_1) = \frac{\partial \hat{G}^{(1)}(T_1)}{\partial t_1} + \frac{\partial \hat{G}^{(0)}(T_1)}{\partial t_2}
\]
(32)
and
\[
\hat{\Pi}(t_0) = \hat{\Sigma}(t_0) \hat{h}_{\text{eff}} - \hat{h}(t_0) \hat{\Sigma}(t_0).
\]
(33)

The integration of Eq. (31) results in
\[
\hat{G}^{(2)}(T_0) = \hat{G}^{(2)}_1(T_1) + \int_0^{t_0} dt'_0 \left[ \hat{\Pi}(t'_0) \hat{G}^{(0)}_1(T_1) \\
- i \hat{h}(t'_0) \hat{G}^{(1)}_1(T_1) \right] - t_0 \hat{F}(T_1),
\]
(34)
where \( \hat{G}^{(2)}_1(T_1) \) being an arbitrary function of all the time scales except \( t_0 \). Introducing the operators
\[
\hat{\Pi}_{\text{eff}} = \frac{1}{2\pi} \int_0^{2\pi} dt_0 \hat{\Pi}(t_0)
\]
(35)
and
\[
\hat{A}(t_0) = \int_0^{t_0} dt'_0 \left[ \hat{\Pi}(t'_0) - \hat{\Pi}_{\text{eff}} \right],
\]
(36)
and using Eq. (25), Eq. (33) can be rewritten in the form
\[
\hat{G}^{(2)}(T_0) = \hat{G}^{(2)}_1(T_1) - t_0 \hat{F}(T_1) + \hat{A}(t_0) \hat{G}^{(0)}_1(T_1) \\
- i \hat{\Sigma}(t_0) \hat{G}^{(1)}_1(T_1),
\]
(37)
with
\[
\hat{F}(T_1) = \hat{F}(T_1) - \hat{\Pi}_{\text{eff}} \hat{G}^{(0)}_1(T_1) \\
+ i \hat{h}_{\text{eff}} \hat{G}^{(1)}_1(T_1).
\]
(38)

As in the case of the operator \( \hat{\Sigma}(t_0) \), from Eq. (35) it is easy to see that \( \hat{A}(t_0) \) is a periodic function of \( t_0 \) of period \( 2\pi \) and, consequently, remains bounded in the limit \( t_0 \to +\infty \). Thus, in order to remove the secular term appearing in Eq. (37) one has to impose the condition that \( \hat{F}(T_1) = 0 \) or, taking into account Eqs. (28) and (32), that
\[
\frac{\partial \hat{G}^{(1)}_1(T_1)}{\partial t_1} = - i \hat{h}_{\text{eff}} \hat{G}^{(1)}_1(T_1) - e^{-i\hat{h}_{\text{eff}} t} \frac{\partial \hat{G}^{(0)}_2(T_2)}{\partial t_2}
\]
\[+ \hat{\Pi}_{\text{eff}} e^{-i\hat{h}_{\text{eff}} t} \hat{G}^{(0)}_2(T_2).
\]
(39)
The formal solution of the above equation is
\[
\hat{G}^{(1)}_1(T_1) = e^{-i\hat{h}_{\text{eff}} t} \left[ \hat{G}^{(1)}_2(T_2) - t_1 \frac{\partial \hat{G}^{(0)}_2(T_2)}{\partial t_2} \\
+ \hat{A}(t_1) \hat{G}^{(0)}_2(T_2) \right],
\]
(40)
where
\[
\hat{A}(t_1) = \int_0^{t_1} dt'_1 e^{i\hat{h}_{\text{eff}} t'} \hat{\Pi}_{\text{eff}} e^{-i\hat{h}_{\text{eff}} t'}
\]
(41)
and $\hat{G}^{(1)}_1(\mathcal{T}_2)$ is an arbitrary function of all the time scales except $t_0$ and $t_1$. By choosing $\hat{G}^{(1)}_1(\mathcal{T}_1)$ of the form given by Eq. (40), we achieve to remove the secular term appearing in Eq. (47), so that it reduces to

$$\hat{G}^{(2)}(\mathcal{T}_0) = \hat{G}^{(2)}(\mathcal{T}_1) + \hat{\Lambda}(\mathcal{T}_0) \hat{G}^{(0)}_1(\mathcal{T}_1) - i \hat{\Sigma}(\mathcal{T}_0) \hat{G}^{(1)}_1(\mathcal{T}_1),$$  

(42)

In order to analyze the behavior of the operator $\hat{\Lambda}(t_1)$ in the limit $t_1 \to +\infty$, it is necessary first to evaluate the operator $\hat{\Pi}_{\text{eff}}$. From Eqs. (39) and (40), together with Eqs. (11), (13) and (25), we obtain after some lengthy calculations that

$$\hat{\Pi}_{\text{eff}} = -\frac{1}{4\pi} \int_0^{2\pi} \int_0^\infty \int_0^\infty d\omega_1 d\omega_2 d\omega_3 \left[ \hat{h}(\mathcal{T}_0), \hat{h}(\mathcal{T}_1) \right],$$  

(43)

where $\hat{\sigma} = \hat{\sigma}_x e_x + \hat{\sigma}_y e_y + \hat{\sigma}_z e_z$ and $\hat{\Pi}_{\text{eff}}$ is the 3-D vector

$$\begin{align*}
\hat{\Pi}_{\text{eff}} &= -\frac{i}{\omega_1} \left[ \frac{(1 + i \omega_3)}{4} \left( a(r, \varphi) e_x - b(r, \varphi) e_y \right) - \omega_3 J_0(r) \right] \\
&\quad - \omega_1 J_0(r) \left( a(r, \varphi) e_x + b(r, \varphi) e_y \right).
\end{align*}$$  

(44)

The functions $a(r, \varphi)$ and $b(r, \varphi)$ appearing in the above expression can be written in the form

$$a(r, \varphi) = 2 \int_0^\varphi d\theta \sin[r \sin(\theta)] - \pi H_0(r),$$  

(45)

and

$$b(r, \varphi) = 2 \int_0^\varphi d\theta \cos[r \sin(\theta)] - \varphi J_0(r),$$  

(46)

with $H_0(r)$ being the zeroth-order Struve function.

Once we have calculated $\hat{\Pi}_{\text{eff}}$, the operator $\hat{\Lambda}(t_1)$ can be obtained by using the following general procedure. Let us introduce the effective frequency

$$\Omega_{\text{eff}} = \sqrt{(1 + \omega_1)^2 + \frac{\omega_3}{4} J_0(r)^2},$$  

(47)

and assume for the time being that $\Omega_{\text{eff}} \neq 0$. Then the effective Hamiltonian $\hat{h}_{\text{eff}}$ can be expressed as

$$\hat{h}_{\text{eff}} = -\frac{\Omega_{\text{eff}}}{2} \hat{n} \cdot \hat{\sigma},$$  

(48)

where $\hat{n}$ is the 3-D unit vector

$$\hat{n} = \Omega_{\text{eff}} 1 \left[ \omega_3 J_0(r) e_x + (1 + \omega_1) e_x \right].$$  

(49)

If we consider now an operator of the form $\hat{a} \cdot \hat{\sigma}$, where $\hat{a}$ is an arbitrary 3-D vector, then it is a well-known result [33] that

$$e^{i\hat{h}_{\text{eff}} \hat{a} \cdot \hat{\sigma}} e^{-i\hat{h}_{\text{eff}} \hat{a} \cdot \hat{\sigma}} = \hat{a}_R(t_1) \cdot \hat{\sigma},$$  

(50)

where

$$\begin{align*}
\hat{a}_R(t_1) &= (\hat{n} \cdot \hat{a}) \hat{n} + \cos(\Omega_{\text{eff}} t_1) [\hat{a} - (\hat{n} \cdot \hat{a}) \hat{n}] \\
&\quad + \sin(\Omega_{\text{eff}} t_1) \hat{n} \wedge \hat{a}.
\end{align*}$$  

(51)

is the 3-D vector generated from $\hat{a}$ by a counterclockwise rotation of an angle $\Omega_{\text{eff}} t_1$ about the unit vector $\hat{n}$, and $\wedge$ denotes the cross product of two 3-D vectors. According to Eqs. (50) and (51), we obtain that

$$\int_0^\varphi d\theta \, e^{i\hat{h}_{\text{eff}} \hat{a} \cdot \hat{\sigma}} e^{-i\hat{h}_{\text{eff}} \hat{a} \cdot \hat{\sigma}} = \hat{a}_R(t_1) \cdot \hat{\sigma},$$  

(52)

with

$$\hat{a}_R(t_1) = (\hat{n} \cdot \hat{a}) \hat{n} t_1 + \frac{\sin(\Omega_{\text{eff}} t_1)}{\Omega_{\text{eff}}} [\hat{a} - (\hat{n} \cdot \hat{a}) \hat{n}]$$

$$+ \frac{1 - \cos(\Omega_{\text{eff}} t_1)}{\Omega_{\text{eff}}} \hat{n} \wedge \hat{a}.$$  

(53)

Applying the above results to the case $\hat{a} = \hat{\Pi}_{\text{eff}}$, and taking into account that the 3-D vectors $\hat{n}$ and $\hat{\Pi}_{\text{eff}}$ are perpendicular, we obtain that

$$\hat{\Lambda}(t_1) = \left[ \sin(\Omega_{\text{eff}} t_1) \hat{n} \wedge \hat{\Pi}_{\text{eff}} + \frac{1 - \cos(\Omega_{\text{eff}} t_1)}{\Omega_{\text{eff}}} \hat{n} \wedge \hat{\Pi}_{\text{eff}} \right] \cdot \hat{\sigma}.$$  

(54)

From Eq. (44) it is clear that, for $\Omega_{\text{eff}} \neq 0$, $\hat{\Lambda}(t_1)$ is a periodic function of $t_1$ of period $\Omega_{\text{eff}}$ and, consequently, remains bounded in the limit $t_1 \to +\infty$. As just mentioned, this is a consequence of the fact that the 3-D vectors $\hat{n}$ and $\hat{\Pi}_{\text{eff}}$ are perpendicular. In the case $\Omega_{\text{eff}} = 0$, [i.e., if $\omega_3 = -1$ and $J_0(r) = 0$ (38)], both operators $\hat{h}_{\text{eff}}$ and $\hat{\Pi}_{\text{eff}}$ vanish identically and, therefore, so does $\hat{\Lambda}(t_1)$. Thus, for any value of $\Omega_{\text{eff}}$ the operator $\hat{\Lambda}(t_1)$ remains bounded in the limit $t_1 \to +\infty$ and, in order to remove the secular term appearing in Eq. (40), one has to impose the condition that

$$\frac{\partial \hat{G}^{(0)}_2(\mathcal{T}_2)}{\partial t_2} = 0,$$  

(55)

or, equivalently, that

$$\hat{G}^{(0)}_2(\mathcal{T}_2) = \hat{G}^{(0)}_3(\mathcal{T}_3),$$  

(56)

where $\hat{G}^{(0)}_3(\mathcal{T}_3)$ is an arbitrary function of all the time scales except $t_0$, $t_1$, and $t_2$. With this choice of $\hat{G}^{(0)}_2(\mathcal{T}_2)$, the secular term appearing in Eq. (40) vanishes, so that $\hat{G}^{(1)}_1(\mathcal{T}_1)$ is given by

$$\hat{G}^{(1)}_1(\mathcal{T}_1) = e^{-i\hat{h}_{\text{eff}}} \left[ \hat{G}^{(1)}_2(\mathcal{T}_2) + \hat{\Lambda}(t_1) \hat{G}^{(0)}_3(\mathcal{T}_3) \right].$$  

(57)
3.3. Time evolution operator for time scales $t \ll \varepsilon^{-3}$

Setting $n = 3$ in Eq. (21) and using Eqs. (29), (41), (42), (57) and (58), one obtains that

$$G^{(3)}(T_0) = G^{(3)}(T_1) - i \int_0^{T_0} dt_0 \left[ \hat{h}(t_0) G^{(2)}(T_1) + i \hat{\Pi}(t_0) G^{(1)}(T_1) - \hat{\Gamma}(t_0) G^{(0)}(T_1) \right] - t_0 \hat{\Delta}(T_1),$$

where $\hat{G}^{(3)}(T_1)$ is an arbitrary function of all the time scales except $t_0$.

Taking into account that the operators $\hat{h}(t_0)$, $\hat{\Delta}(t_0)$ and $\hat{\Sigma}(t_0)$ are all periodic functions of $t_0$ of period $2\pi$, so will be the operator $\hat{\Gamma}(t_0)$. Thus, if we define the operators

$$\hat{\Gamma}_{\text{eff}} = \frac{1}{2\pi} \int_0^{2\pi} dt_0 \hat{\Gamma}(t_0)$$

and

$$\hat{\Gamma}(t_0) = \int_0^{t_0} dt_0' \left[ \hat{\Gamma}(t_0') - \hat{\Gamma}_{\text{eff}} \right],$$

we can assure that $\hat{\Gamma}(t_0)$ is also a periodic function of $t_0$ of period $2\pi$. Replacing the definitions (25), (33) and (64) in Eq. (62), one obtains that

$$G^{(3)}(T_0) = G^{(3)}(T_1) - t_0 \hat{\Delta}(T_1) - i \hat{\Sigma}(t_0) G^{(2)}(T_1) + \hat{\Delta}(t_0) G^{(1)}(T_1) + i \hat{\Pi}(t_0) G^{(0)}(T_1),$$

with

$$\hat{\Delta}(T_1) = \hat{\Delta}(T_1) + i \hat{h}_{\text{eff}} \hat{G}^{(2)}(T_1) - \hat{\Pi}_{\text{eff}} \hat{G}^{(1)}(T_1) - i \hat{\Gamma}_{\text{eff}} \hat{G}^{(0)}(T_1).$$

Since the operators $\hat{\Sigma}(t_0)$, $\hat{\Delta}(t_0)$ and $\hat{\Gamma}(t_0)$ in Eq. (63) are periodic functions of $t_0$ of period $2\pi$, they remain bounded in the limit $t_0 \to +\infty$. Therefore, in order to remove the secular term appearing in Eq. (63) one has to impose the condition that $\hat{\Delta}(T_1) = 0$. Taking into account Eqs. (41), (57), (58) and (60), the condition $\hat{\Delta}(T_1) = 0$ leads us to the differential equation

$$\frac{d G^{(1)}(T_1)}{d t_1} = -i \hat{h}_{\text{eff}} G^{(2)}(T_1) - \hat{\Pi}_{\text{eff}} G^{(1)}(T_1) - \hat{\Gamma}_{\text{eff}} G^{(0)}(T_1),$$

where

$$\hat{G}^{(2)}(T_2) = \frac{d G^{(2)}(T_2)}{d t_2} + \frac{d G^{(0)}(T_3)}{d t_3}$$

and

$$\hat{\Xi}(t_1) = \frac{d \hat{\Delta}(t_1)}{d t_1} \hat{\Delta}(t_1) + i e^{it_1 \hat{h}_{\text{eff}}} \hat{\Gamma}_{\text{eff}} e^{-it_1 \hat{h}_{\text{eff}}}. $$

The formal solution of Eq. (67) is

$$G^{(2)}(T_1) = e^{-it_1 \hat{h}_{\text{eff}}} \left[ G^{(2)}(T_2) - \hat{\Sigma}(t_1) G^{(1)}(T_2) + \hat{\Delta}(t_1) G^{(0)}(T_3) \right],$$

where $G^{(2)}(T_2)$ is an arbitrary function of all the time scales except $t_0$ and $t_1$,

$$\hat{\Theta}(t_1) = \int_0^{t_1} dt_0' \hat{\Xi}(t_0').$$

In order to know the behavior of the operator $\hat{\Theta}(t_1)$ in the limit $t_1 \to +\infty$, we first have to evaluate the operator $\hat{\Gamma}_{\text{eff}}$. Using Eq. (61), together with Eq. (25), it is easy to show that

$$\hat{\Gamma}_{\text{eff}} = [\Delta_{\text{eff}}, \hat{\Sigma}(t_0)] + \frac{1}{2\pi} \int_0^{2\pi} dt_0 \hat{\Sigma}(t_0) \hat{\Pi}(t_0),$$

with

$$\Delta_{\text{eff}} = \frac{1}{2\pi} \int_0^{2\pi} dt_0 \hat{\Delta}(t_0).$$

Replacing in Eq. (72) the definitions (25) and (33), and using Eqs. (41) and (13), one obtains after some lengthy calculations that

$$\hat{\Gamma}_{\text{eff}} = [\Delta_{\text{eff}}, \hat{h}_{\text{eff}}] + \mathbf{q} \cdot \hat{\sigma},$$

where

$$\mathbf{q} = \int_0^{2\pi} dt_0 \hat{\Sigma}(t_0).$$
In the above expressions $\gamma_1(r)$ and $\gamma_2(r)$ are two functions of the parameter $r$ which are given by

$$
\gamma_1(r) = \frac{\pi^2}{2} J_0(r) |H_0(r)|^2 + \frac{\pi}{2} \int_0^{2\pi} d\varphi \int_0^{\infty} d\varphi' \int_0^{\infty} d\varphi'' \sin(r \sin \varphi') \cos(r \sin \varphi''),
$$

and

$$
\gamma_2(r) = \frac{\pi^2}{4} |H_0(r)|^2 - \frac{4\pi^2}{3} [J_0(r)]^2 - \frac{J_0(r)}{2\pi} \int_0^{2\pi} d\varphi \varphi^2 \cos(r \sin \varphi) + \frac{1}{2\pi} \int_0^{2\pi} d\varphi \varphi' \cos[r(\sin \varphi - \sin \varphi')].
$$

As in the previous subsection, now we will consider separately the cases $\Omega_{\text{eff}} \neq 0$ and $\Omega_{\text{eff}} = 0$. For $\Omega_{\text{eff}} \neq 0$, the first term of the right-hand side of Eq. (69) can be easily evaluated using Eq. (54). The second term can be calculated from Eq. (74), making use of Eqs. (50) and (51) with $a = q$. Replacing the results so obtained in Eq. (71), one finally finds that

$$
\hat{\Phi}(t_1) = -i \eta t_1 \hat{h}_{\text{eff}} + \hat{\Phi}(t_1),
$$

where

$$
\eta = \frac{2}{\Omega_{\text{eff}}} \left( n \cdot q - \Pi_{\text{eff}} \cdot \Pi_{\text{eff}} \right)
$$

and

$$
\hat{\Phi}(t_1) = i \int_0^{t_1} dt' e^{i \eta h_{\text{eff}}} \left[ \Lambda_{\text{eff}}, \hat{h}_{\text{eff}} \right] e^{-i \eta h_{\text{eff}}} 
$$

$$+ i \frac{\sin(\Omega_{\text{eff}} t_1)}{\Omega_{\text{eff}}} \left| q \cdot \hat{\sigma} - \eta \hat{h}_{\text{eff}} \right|
$$

$$+ \frac{1 - \cos(\Omega_{\text{eff}} t_1)}{\Omega_{\text{eff}}} \left\{ \left[ n \cdot q - \frac{\eta \Omega_{\text{eff}}}{2} \right] f + i(n \times q) \cdot \hat{\sigma} \right\}.
$$
whose formal solution is
\[ \hat{G}^{(0)}(T_3) = e^{-i\hat{h}r_{Lz} T_3} G^{(0)}(T_3), \]
with \( \hat{G}^{(0)}(T_3) \) being an arbitrary function of all the time scales except \( t_0, t_1, t_2 \) and \( t_3 \). Replacing the above result in Eq. (65), we finally obtain that, for \( \Omega_{\text{eff}} \neq 0 \), \( \hat{G}^{(0)}(T_0) \) is given by
\[ \hat{G}^{(0)}(T_0) = e^{-i(\hat{h}r_{Lz} + r_{Lx} \hat{\sigma}_x)T_0} G^{(0)}(T_0). \]

Let us consider now the case in which \( r \) is a zero of the Bessel function \( J_0(r) \) and \( \omega \equiv r = 1 \), so that \( \Omega_{\text{eff}} = 0 \). Specifically, we will assume that \( r = r_j \), where \( r_j \) is the \( j \)-th zero of \( J_0(r) \) with \( j = 1, 2, \ldots \). As mentioned in the previous subsection, in this case the operators \( \hat{h}_{\text{eff}}, \hat{\Pi}_1, \hat{\Pi}_2, \hat{\Pi}_3 \) and \( \hat{\lambda}(t_1) \) vanish identically. Thus, from Eqs. (69), (71), (74), (75), (76) and (77), it is quite easy to see that
\[ \hat{\Theta}(t_1) = i \hat{\Pi}_{\text{eff}} t_1 = i \left( \frac{\omega_j}{2} \right)^3 \gamma_{1,j} t_1 \hat{\sigma}_x, \]
where \( \gamma_{1,j} = \gamma_1(r_j), \) i.e.,
\[ \gamma_{1,j} = \frac{2 \pi}{\omega_j} \int_0^{2\pi} d\varphi' \int_0^{2\pi} d\varphi'' \sin(r_j \sin \varphi') \times \cos(r_j \sin \varphi'') \sin(r_j \sin \varphi). \]

Replacing Eq. (71) in Eq. (70), and taking into account that \( \hat{\lambda}(t_1) = 0 \), one obtains that
\[ \hat{G}^{(2)}(T_3) = e^{-i\hat{h}r_{Lz}} \left[ \hat{G}^{(2)}(T_2) - t_1 \hat{D}'(T_2) \right], \]
with
\[ \hat{D}'(T_2) = \hat{D}(T_2) - i \left( \frac{\omega_j}{2} \right)^3 \gamma_{1,j} \hat{\sigma}_x \hat{G}^{(0)}(T_3). \]

Then, following the same procedure as in the case \( \Omega_{\text{eff}} \neq 0 \), it results that
\[ \hat{G}^{(0)}(T_0) = \hat{G}^{(0)}(T_3) = e^{i\frac{\omega_j}{2} t_1} \hat{\gamma}_{1,j} t_1 \hat{G}^{(0)}(T_0) \]
when \( \Omega_{\text{eff}} = 0 \).

Now we apply the same reasoning as at the end of subsection 3.1. Let us assume that we are only interested in time values such that \( t \ll \epsilon^{-3} \), so that, according to Eq. (17), it is fulfilled that \( t_k \ll 1 \) for \( k \geq 4 \). Then, in Eqs. (90) and (94), it is possible to replace the function \( \hat{G}^{(0)}(T_3) \) by a constant to be determined from the initial condition in Eq. (11). Expressing \( t_1 \) and \( t_3 \) in terms of \( t \) and taking into account Eq. (19), we finally obtain that
\[ \hat{G}(t) = e^{-i\hat{h}_{\text{ms}} t} e^{-i\hat{h}r_{Lz} t} + \mathcal{O}(\epsilon), \]
where \( \hat{h}_{\text{ms}} \) is a multiple scale Hamiltonian defined by
\[ \hat{h}_{\text{ms}} = (1 + \epsilon^2 \eta) \hat{h}_{\text{eff}} \]
in the case that \( \Omega_{\text{eff}} \neq 0 \), and by
\[ \hat{h}_{\text{ms}} = -\epsilon^2 \left( \frac{\omega_j}{2} \right)^3 \gamma_{1,j} \hat{\sigma}_x \]
in the case that \( \Omega_{\text{eff}} = 0 \) and \( r = r_j \).

Finally, according to Eq. (7), the time evolution operator obtained by the multiple scale method and valid for time scales \( t \ll \epsilon^{-3} \) is
\[ \hat{U}_{\text{ms}}(t) = e^{-i\hat{h}r_{Lz} t/2} e^{-i\hat{h}_{\text{ms}} t}, \]
where \( \hat{h}_{\text{ms}} \) replaced by \( \hat{h}_{\text{eff}} \) in Eqs. (5), (6) and (7) with \( \hat{h}_{\text{eff}} \) replaced by \( \hat{h}_0 \) and \( t_1 \) by \( t \), it is easy to see that
\[ \langle \hat{\sigma}_z; t \rangle = \langle \Psi; 0 | \hat{U}^\dagger(t) \hat{\sigma}_z \hat{U}(t) | \Psi; 0 \rangle. \]

Let us assume that we take as initial condition \( |\Psi; 0 \rangle = |\pm \rangle \), with \( |\pm \rangle \) being the eigenvectors of \( \hat{\sigma}_z \) corresponding to the eigenvalues \( \pm 1 \). Then, from Eqs. (101) and (102), together with Eqs. (50) and (51), it is seen that
\[ \langle \hat{\sigma}_z; t \rangle = \frac{1 + \epsilon^2 \eta}{\Omega_0} \left[ \cos(\Omega_0 t) - 1 \right], \]
where \( \langle \hat{\sigma}_z; t \rangle = \langle \pm | \hat{U}^\dagger(t) \hat{\sigma}_z \hat{U}(t) | \pm \rangle \) and \( \Omega_0 = \sqrt{(1 + \omega_3 \eta)^2 + \omega_2^2}. \)

From the exact expression (103), one can see that, in the absence of the high-frequency magnetic field, \( \langle \hat{\sigma}_z; t \rangle(\pm) \) is a periodic function of time of period \( 2\pi/\Omega_0 \).
The average of this function over a period is \( \pm (1 + \omega_0^2)/\Omega_0^2 \), and the amplitude of the oscillations is given by
\[
A = \frac{\omega_0^2}{\Omega_0^2} = \frac{\omega_0^2}{(1 + \omega_0^2) + \omega_0^2}.
\]
(104)

This amplitude as a function of \( \omega_0 \) displays a resonant behavior with a maximum at \( \omega_0 = -1 \). This behavior is depicted with a solid line in Fig. 2 for the case \( \omega_\perp = 3 \).

![Figure 2: Resonant behavior of the amplitude A(\omega_0) for \( \omega_\perp = 3 \) and \( r = 0 \), 1 and 2. Solid line: exact result for the case \( r = 0 \) obtained from Eq. (104). Dashed and dotted lines: analytical results obtained from Eq. (108) for \( r = 1 \) (dashed line) and \( r = 2 \) (dotted line). Symbols: results obtained from the numerical solution of Eqs. (13)-(15), and the use of Eq. (109) with \(|\Psi, 0\rangle = |\tau_i\rangle\). The parameter values of the high-frequency magnetic field used in the numerical calculations are: \( \Omega_{\text{eff}} = 50 \), \( \phi = \pi/2 \), \( r = 1 \) (crosses) and \( r = 2 \) (pluses).

When the high-frequency magnetic field is present, we do not have an exact expression for the time evolution operator and have to resort to Eqs. (13) or (59), depending on whether one uses the averaging method or the multiple scale method. Let us consider first the case in which \( r \) is not a zero of \( J_0(r) \), so that \( \Omega_{\text{eff}} \neq 0 \). Then, from Eqs. (13), (15) and (102), together with Eqs. (50) and (51), the averaging method yields
\[
\langle \hat{\tau}_r; t \rangle^{(a)}_{\text{av}} = \pm \left\{ 1 + \frac{[\omega_\perp J_0(r)]^2}{\Omega_{\text{eff}}^2} \left[ \cos(\Omega_{\text{eff}} t) - 1 \right] \right\}.
\]
(105)

However, if one uses the multiple scale method, from Eqs. (97) and (99) one obtains
\[
\langle \hat{\tau}_r; t \rangle^{(a)}_{\text{ms}} = \pm \left\{ 1 + \frac{[\omega_\perp J_0(r)]^2}{\Omega_{\text{eff}}^2} \left[ \cos(\Omega_{\text{eff}} t) - 1 \right] \right\},
\]
(106)

with the multiple scale frequency
\[
\Omega_{\text{ms}} = (1 + \epsilon^2 \eta) \Omega_{\text{eff}}.
\]
(107)

Notice that both methods lead to the same expression
\[
A = \frac{[\omega_\perp J_0(r)]^2}{\Omega_{\text{eff}}^2} = \frac{[\omega_\perp J_0(r)]^2}{(1 + \omega_0^2) + [\omega_\perp J_0(r)]^2}.
\]
(108)

for the amplitude of the oscillations of the function \( \langle \hat{\tau}_r; t \rangle^{(a)} \). According to Eq. (108), the resonant peak at \( \omega_0 = -1 \) persists in the presence of a high-frequency magnetic field when \( r \) is not a zero of \( J_0(r) \). Since the width of the peak is related to \( \omega_\perp J_0(r) \), the presence of the high-frequency magnetic field gives rise to a narrowing of the resonant peak with respect to the case \( r = 0 \). These analytical results are shown in Fig. 2 for \( \omega_\perp = 3 \) with a dashed line (\( r = 1 \)) and a dotted line (\( r = 2 \)). In Fig. 2 we also show the amplitude values obtained from the numerical solution of Eqs. (13)-(15), and the use of Eq. (109) with \(|\Psi, 0\rangle = |\tau_i\rangle\). The numerical integration of the differential equation (4) has been performed using the function NDSolve of the software package Mathematica with the option MaxSteps \( \rightarrow \infty \). In order to have a well-defined amplitude value, the high-frequency and small-amplitude oscillations observed in the numerical values of \( \langle \hat{\tau}_r; t \rangle^{(a)} \) have been removed by performing a time average of \( \langle \hat{\tau}_r; t \rangle^{(a)} \) over a high-frequency period. The parameter values of the high-frequency magnetic field used in the numerical calculations are: \( \Omega_{\text{eff}} = 50 \), \( \phi = \pi/2 \), \( r = 1 \) (crosses) and \( r = 2 \) (pluses). Notice that there is a very good agreement between the analytical and the numerical results.

Although the analytical expressions for \( \langle \hat{\tau}_r; t \rangle^{(a)} \) obtained by the averaging method [Eq. (105)] and the multiple scale method [Eq. (106)] look very similar, there exists a slight difference \( \Omega_{\text{ms}} - \Omega_{\text{eff}} = \epsilon^2 \eta \Omega_{\text{eff}} \) between the frequencies of the oscillations predicted by both methods. This slight difference becomes important for large values of \( t \). In particular, for time scales \( t \approx \pi/[|\epsilon^2 \eta] \Omega_{\text{eff}} \), the expected values \( \langle \hat{\tau}_r; t \rangle^{(a)} \) and \( \langle \hat{\tau}_r; t \rangle^{(s)} \) are \( \pi \) radians out of phase with each other. For instance, for \( \omega_\perp = 3 \), \( \omega_0 = -1 \), \( r = 1 \) and \( \Omega_{\text{eff}} = 50 \), this situation occurs for \( t \approx \pi/[|\epsilon^2 \eta] \Omega_{\text{eff}} \approx 1700 \). To work out this number, we have used the value \( \gamma_1(1) \approx 0.684533 \), obtained numerically from Eq. (79), for the calculation of \( \eta \) [see Eq. (82)]. The integral appearing in the definition of \( \gamma_1(1) \) [see Eq. (79)] has been evaluated numerically using the function NIntegrate of the computer algebra program Mathematica.

In Fig. 3 it is shown the time dependence of \( \langle \hat{\tau}_r; t \rangle^{(s)} \) in the intervals \( t \in [0, 6] \) (upper panel) and
If one uses the averaging method and takes into account scale methods lead to differences. For short time scales, the averaging method predicts a time dependence which is approximately $\pi$ radians out of phase with respect to these ones.

The results obtained from Eq. (105) (averaging method) have been plotted with dashed lines, and those obtained from Eq. (106) (multiple scale method) with solid lines. We also depict with crosses the results obtained from the numerical solution of Eqs. (4) - (6) (for $\varphi = \pi/2$), and the use of Eq. (102) with $|\Psi, 0\rangle = |\Psi\rangle$. For short time scales, both the averaging and the multiple scale methods agree very well with the numerical results. In fact, the dashed line is completely hidden by the solid one. Nevertheless, in the time interval $[1700, 1706]$ only the multiple scale method reproduces the numerical results, whereas the averaging method predicts a time dependence which is approximately $\pi$ radians out of phase with respect to these ones.
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**Figure 3:** Time dependence of $\langle \hat{\sigma}_z; t \rangle^{(s)}$ in the time intervals $t \in [0, 6]$ (upper panel) and $t \in [1700, 1706]$ (lower panel). Dashed lines: analytical results obtained from Eq. (105) (averaging method). Solid lines: analytical results obtained from Eq. (106) (multiple scale method). Crosses: results obtained from the numerical solution of Eqs. (4) - (6), and the use of Eq. (102) with $|\Psi, 0\rangle = |\Psi\rangle$. The parameter values are: $\omega_\perp = 3$, $\omega_\parallel = -1$, $r = 1$, $\Omega_{\text{eff}} = 50$ and $\varphi = \pi/2$. In the upper panel the dashed line is hidden by the solid line.

Now let us consider the case in which $r$ is equal to one of the zeros of the Bessel function $J_0(r)$, for instance, the $j$-th zero $r_j$. If we also assume that $\omega_j \neq -1$, it is easy to see that Eqs. (105) and (106) remain valid, since the condition that $\Omega_{\text{eff}} \neq 0$ still holds. Consequently, from Eqs. (105) and (106) one obtains that

$$\langle \hat{\sigma}_z; t \rangle^{(s)} = \langle \hat{\sigma}_z; t \rangle^{(m)} = \pm 1,$$

for $r = r_j$ and $\omega_j \neq -1$.

For $r = r_j$ and $\omega_j = -1$ the averaging and the multiple scale methods lead to different expressions for $\langle \hat{\sigma}_z; t \rangle^{(s)}$. If one uses the averaging method and takes into account that $\omega_\parallel = -1$, the effective Hamiltonian in Eq. (13) vanishes when $r = r_j$ and $\omega_j = -1$. By contrast, if one uses the multiple scale method and takes into account that for these parameter values $\Omega_{\text{eff}} = 0$, from Eqs. (98) and (99) one obtains

$$\langle \hat{\sigma}_z; t \rangle^{(m)} = \pm \cos \left( \Omega_{\text{ms}, j} t \right),$$

with the multiple scale frequency

$$\Omega_{\text{ms}, j} = \frac{\epsilon^2}{4} \omega_\perp^3 \gamma_{1, j}.$$

From these results one concludes that, for $r = r_j$, the averaging method predicts that $A_{\text{ms}}(\omega_j) = 0$ for all the values of $\omega_j$ and, consequently, the complete disappearance of the resonant behavior. By contrast, the multiple scale method predicts that

$$A_{\text{ms}}(\omega_j) = \begin{cases} 0 & \text{if } \omega_j \neq -1 \\ 1 & \text{if } \omega_j = -1, \end{cases}$$

i.e., the resonant peak at $\omega_j = -1$ persists but its width becomes zero. This last behavior is depicted in Fig. [4] with a dashed line. In Fig. [4] we also show with crosses the amplitude values obtained numerically, by the numerical procedure described previously, for the parameter values $\omega_\perp = 3$, $r = r_j \approx 2.40483$, $\Omega_{\text{eff}} = 50$ and $\varphi = \pi/2$. The numerical results highlight the existence of an extremely narrow peak around $\omega_j = -1$ and, consequently, confirm the prediction made by the multiple scale method. Nevertheless, the multiple scale method is not able to explain the finite width of the resonant peak observed in the numerical results shown in Fig. [4].

This fact shows up the inability of the analytical expression in Eq. (109) to describe properly the time behavior of $\langle \hat{\sigma}_z; t \rangle^{(s)}$ in a small neighborhood around $\omega_j = -1$. This inability is not surprising if one takes into account that the expression for $\langle \hat{\sigma}_z; t \rangle^{(s)}$ in Eq. (109) does not converge to the result in Eq. (110) in the limit $\omega_j \rightarrow -1$. In order to avoid this discontinuity, we suspect that it is necessary to extend the multiple scale method described in Sec. 3 to a larger number of time scales.

To illustrate this point, in Fig. [5] it is shown the time dependence of $\langle \hat{\sigma}_z; t \rangle^{(s)}$ for $r = r_j \approx 2.40483$ and five values of $\omega_j$ around $\omega_j = -1$. The rest of the parameter values are: $\omega_\perp = 3$, $\Omega_{\text{eff}} = 50$ and $\varphi = \pi/2$. The analytical results obtained using the averaging method [i.e., Eq. (109) for all the values of $\omega_j$] are plotted with dashed lines, and those obtained from the multiple scale method [i.e., Eq. (109) for $\omega_j \neq -1$, and Eq. (110) for $\omega_j = -1$] with solid lines. We also show with symbols the results obtained numerically. In the upper panel, it is considered the case $\omega_j = -1.1$. In this
The initial conditions considered, namely this parameter. As we shall see below, this is so due to the high-frequency and small-amplitude oscillations observed in Eq. (110). Since the averaging and the multiple scale solutions coincide when \(\omega_\parallel = 3\), \(\omega_H = 50\) and \(\varphi = \pi/2\). The scale of abscissa has been magnified with respect to Fig. 4 in order to make visible the finite width of the resonant behavior observed numerically.

Figure 4: Resonant behavior of the amplitude \(A(\omega_0)\) for \(r = r_1 \approx 2.40483\) [first zero of the Bessel function \(J_0(r)\)]. Dashed line: analytical results obtained by the multiple scale method [Eq. (112)]. Crosses: numerical results obtained following the same procedure as in Fig. 2. The parameter values used in the numerical calculations are: \(\omega_\parallel = 3\), \(\omega_H = 50\) and \(\varphi = \pi/2\). The scale of abscissa has been magnified with respect to Fig. 4 in order to make visible the finite width of the resonant behavior observed numerically.

Figure 5: Time dependence of \(\langle \hat{\sigma}_z; t \rangle^{eq}\) for \(r = r_1 \approx 2.40483\) [first zero of the Bessel function \(J_0(r)\)] and five values of \(\omega_0\) around \(\omega_0 = -1\). The rest of the parameter values are: \(\omega_\parallel = 3\), \(\omega_H = 50\) and \(\varphi = \pi/2\). Dashed lines: analytical results obtained from Eq. (111) for all the values of \(\omega_0\) (averaging method). Solid lines: analytical results obtained from Eq. (112) for \(\omega_\parallel \neq -1\), and Eq. (111) for \(\omega_\parallel = -1\) (multiple scale method). Symbols: numerical results. Upper panel: \(\omega_0 = -1.1\) (crosses). Middle panel: \(\omega_0 = -1.005\) (pluses), \(\omega_0 = -1.001\) (circles) and \(\omega_0 = -1.0005\) (triangles). Lower panel: \(\omega_0 = -1\) (squares). In the upper and middle panels the dashed lines are hidden by the solid lines.

Figure 6: Resonant behavior of the amplitude \(A(\omega_0)\) for \(r = r_1 \approx 2.40483\) [first zero of the Bessel function \(J_0(r)\)] and five values of \(\omega_0\) around \(\omega_0 = -1\). The rest of the parameter values are: \(\omega_\parallel = 3\), \(\omega_H = 50\) and \(\varphi = \pi/2\). Dashed lines: analytical results obtained from Eq. (111) for all the values of \(\omega_0\) (averaging method). Solid lines: analytical results obtained from Eq. (112) for \(\omega_\parallel \neq -1\), and Eq. (111) for \(\omega_\parallel = -1\) (multiple scale method). Symbols: numerical results. Upper panel: \(\omega_0 = -1.1\) (crosses). Middle panel: \(\omega_0 = -1.005\) (pluses), \(\omega_0 = -1.001\) (circles) and \(\omega_0 = -1.0005\) (triangles). Lower panel: \(\omega_0 = -1\) (squares). In the upper and middle panels the dashed lines are hidden by the solid lines.

In the case, the value of \(\omega_\parallel\) is not too close to the resonant value \(\omega_\parallel = -1\), and both the averaging and the multiple scale methods reproduce properly the numerical results depicted by crosses. In the middle panel, it is considered the cases \(\omega_\parallel = -1.005\) (pluses), \(\omega_\parallel = -1.001\) (circles) and \(\omega_\parallel = -1.0005\) (triangles). As \(\omega_\parallel\) gets closer to the resonant value \(\omega_\parallel = -1\), the disagreement between the analytical results in Eq. (109) and the numerical ones becomes more pronounced, and the numerical results converge gradually to the multiple scale solution in Eq. (110). Since the averaging and the multiple scale solutions coincide when \(\omega_\parallel \neq -1\) [see Eq. (109)], the dashed lines are hidden by the solid lines in the upper and middle panels. Finally, in the lower panel it is shown the case \(\omega_\parallel = -1\). In this case, only the multiple scale expression in Eq. (110) is able to reproduce the numerical results depicted by squares. To calculate the multiple scale frequency in Eq. (111), we have used the value \(\gamma_{1,1} \approx -1.0005\), which has been obtained numerically from Eq. (92) using the function \texttt{NIntegrate} of the program \texttt{Mathematica}.

We finish this section with a brief discussion of the role played by the phase shift \(\varphi\) between \(B_H(t)\) and \(B(t)\) in the system dynamics. Since the frequencies \(\Omega_{\text{eff}}, \Omega_{\text{ms}}\) and \(\Omega_{\text{ms},i}\) do not depend on \(\varphi\), the analytical results obtained up to now in this section are also independent of this parameter. As we shall see below, this is so due to the initial conditions considered, namely \(|\Psi(0)\rangle = |\pm\rangle\). In the numerical results, the value of \(\varphi\) affects only slightly the high-frequency and small-amplitude oscillations observed in Fig. 6, and the behavior of the system is insensitive to the particular choice of \(\varphi\).

A more interesting situation arises when one considers an arbitrary initial condition of the form

\[
|\Psi, 0\rangle = c|+\rangle + e^{i\phi}\sqrt{1-c^2}|-,\rangle
\]  

(113)

where \(c \in [0,1]\) and \(\phi \in [0,2\pi]\). In this case, it is straightforward to see from Eqs. (98) and (102) that, if we write explicitly the dependence of the expected value of \(\hat{\sigma}_z\) on the parameters \(\varphi\) and \(\phi\), it results that

\[
\langle \hat{\sigma}_z; t, \{\varphi, \phi\}\rangle_{\text{ms}} = \langle \hat{\sigma}_z; t, \{0, \phi'\}\rangle_{\text{ms}},
\]  

(114)

where \(\phi' = \phi + r \sin \varphi\). That is, in order to calculate the expected value of \(\hat{\sigma}_z\) by the multiple scale method, a high-frequency magnetic field with a phase shift \(\varphi\) can be replaced by another one with a phase shift equal to 0, if the phase \(\phi\) of initial state is also replaced by another value \(\phi' = \phi + r \sin \varphi\). From Eqs. (15) and (102), it is easy to see that this result also holds if one uses the averaging method.

As an example of this property, let us consider the case in which \(r = r_1\) and \(\omega_\parallel = -1\). For these parameter values, the effective Hamiltonian in Eq. (13) vanishes and, consequently, from Eqs. (15), (102) and (113), the averaging method yields

\[
\langle \hat{\sigma}_z; t \rangle_{\text{av}} = 2c^2 - 1,
\]  

(115)
which is independent of $\varphi$ and $\phi$. By contrast, if one uses the multiple scale method, from Eqs. (98), (99), (102) and (113), one obtains

$$
\langle \dot{\varphi}; t \rangle_{\text{ms}} = (2c^2 - 1) \cos \left( \Omega_{\text{ms}} t \right) - 2c \sqrt{1 - c^2} \sin \left( \phi' \right) \sin \left( \Omega_{\text{ms}} t \right),
$$

which depends on $\varphi$ and $\phi$ through $\phi'$.

In order to compare these analytical expressions with the numerical results, in Fig. 6 it is shown the time dependence of $\langle \dot{\varphi}; t \rangle$ (left) for the following parameter values: $\omega_{\parallel} = -1$, $\omega_{\perp} = 3$, $\Omega_{\text{HF}} = 50$ and $r = r_1 \approx 2.40483$. In the upper panel, it is considered a phase shift $\varphi = \pi/2$ and an initial condition of the form (113) with $c = 2^{-1/2}$ and $\phi = 0$. In the lower panel, it is assumed a phase shift $\varphi = 0$ and the same initial condition as before but with $\phi = r_1$. According to Eq. (116), the multiple scale method leads to the same conclusion in both panels (solid lines). The analytical results obtained using the averaging method [Eq. (115)] are plotted with dashed lines. We also show with crosses the results obtained numerically. Once again, only the multiple scale method is able to reproduce the numerical results, with exception of the high-frequency and small-amplitude oscillations.

5. Conclusions

We have studied how the resonant behavior displayed by a spin-1/2 particle under the influence of a rotating magnetic field is affected by the application of an additional high-frequency magnetic field along the rotation axis. Analytical expressions for the time evolution operator and the expected value of $\dot{\varphi}$ have been obtained by using two alternative methods, namely, the averaging method and the multiple scale method.

When the ratio of the strength of the high-frequency magnetic field to its frequency (in dimensionless units) is not a zero of the Bessel function $J_0(r)$, both methods lead to the same conclusion about the existence of an extremely narrow resonant peak and, consequently, confirm the prediction made by the multiple scale method. An open problem which arises in this context is how to extend the multiple scale method proposed in this paper in order to explain the finite width of the resonant peak observed in the numerical solution.

Comparison of the analytical results for the expected value of $\dot{\varphi}$ with the numerical ones shows that the mul-

Figure 6: Time dependence of $\langle \dot{\varphi}; t \rangle^{(+) \text{num}}$ for $\omega_{\parallel} = -1$, $\omega_{\perp} = 3$, $\Omega_{\text{HF}} = 50$, $r = r_1 \approx 2.40483$ [first zero of the Bessel function $J_0(r)$], $\varphi = \pi/2$ (upper panel) and $\varphi = 0$ (lower panel). Dashed line: analytical results obtained from Eq. (116) (multiple scale method). Crosses: numerical results.

Figure 7: Time dependence of $\langle \dot{\varphi}; t \rangle$ for $\omega_{\parallel} = -1$, $\omega_{\perp} = 3$, $\Omega_{\text{HF}} = 50$, $r = r_1 \approx 2.40483$ [first zero of the Bessel function $J_0(r)$] and an initial condition of the form (113) with $c = 2^{-1/2}$. Upper panel: $\varphi = \pi/2$ and $\phi = 0$. Lower panel: $\varphi = 0$ and $\phi = r_1$. Dashed lines: analytical results obtained from Eq. (115) (averaging method). Solid lines: analytical results obtained from Eq. (116) (multiple scale method). Crosses: numerical results.
tiple scale method also allows a better description of the time evolution than the averaging method, above all in the long-time limit.

Finally, we have studied the role played by the phase shift between the high-frequency and the rotating magnetic fields in the system dynamics. From this study it follows that a modification of this phase shift is basically equivalent to a change in the phase of the initial state.
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