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Abstract

We investigate a data quality-aware dynamic client selection problem for multiple federated learning (FL) services in a wireless network, where each client offers dynamic datasets for the simultaneous training of multiple FL services, and each FL service demander has to pay for the clients under constrained monetary budgets. The problem is formalized as a non-cooperative Markov game over the training rounds. A multi-agent hybrid deep reinforcement learning-based algorithm is proposed to optimize the joint client selection and payment actions, while avoiding action conflicts. Simulation results indicate that our proposed algorithm can significantly improve training performance.
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1. Introduction

Federated learning (FL) represents a promising distributed machine learning paradigm, which enables collaborative model training over a set of client devices, under the coordination of a model aggregator. The implementation of FL-based services in wireless networks has attracted massive attentions [1]. Different from conventional centralized learning, distributed mobile clients’ varying data quality (e.g., data size, data distribution) may impose fundamental impacts on FL performance [2]. For example, training data size contributes to the basis of all the learning algorithms [3], while imbalanced and non-independent and identically distributed (non-IID) data may lead to FL model divergence and degradation [4, 5, 6]. Besides, to fully motivate the clients to participate in FL training, FL service demanders (FLSDs) should pay the clients with monetary rewards as incentives. Therefore, it is critical to achieve efficient trading between the FLSDs and the clients by optimizing the client selection strategy to ensure the benefits of both parties. Various works have been devoted to the FL client selection problem upon considering different factors. For example, Nishio et al. [7] proposed a client selection protocol to accelerate the FL training process by exploiting the resource conditions of clients. Xu et al. [8] studied the joint client selection and bandwidth allocation problem to ensure long-term FL performance by exploiting clients’ current wireless channel information. However, selecting a subset of feasible clients from a large candidate client set poses great challenges due to the high computational complexity, especially when considering the dynamics of clients, e.g., clients with dynamic datasets and resource availabilities. To this end, deep reinforcement learning (DRL)-based methods are widely adopted to solve dynamic client selection problems in wireless networks. Wang et al. [4] proposed a DRL-based client selection mechanism to increase the learning performance and reduce communication rounds. Jiao et al. [6] studied a DRL-based auction framework to incentivize clients to contribute high-quality data to FL services. Deng et al. [5] designed a DRL-based quality-aware client selection framework to improve FL efficiency, where the FLSD considers a limited monetary budget for the clients.

Although interesting and meaningful contributions have been made, existing related works only consider single FL service scenarios, while the coexistence of multiple FL services is generally ignored. To the best of our knowledge, only a few works have been dedicated to multiple FL services [9, 10, 11, 12]. Chen et al. [9]...
formulated the client selection problem for multiple FL services as a many-to-many matching problem, aiming to reduce the overall latency of FL services. Similarly, Cheng et al. [10] proposed a hypergraph-matching-based algorithm for multiple FL services in edge computing networks to maximize the overall FL service utility. Xu et al. [11] studied a bandwidth allocation problem for multiple simultaneous FL services, where the clients of each FL service share the common bandwidth resources. Nguyen et al. [12] investigated the resource-sharing problem for multiple FL services, and each client was assumed to participate in the training of multiple FL services simultaneously. However, these studies have not considered the client selection problem for multiple FLSDs with limited monetary budgets over dynamic candidate client sets. As far as we know, this paper is among the first to propose and design the data quality-aware dynamic client selection problem for multiple FLSDs under constrained monetary budgets. Specifically, each client has multiple dynamic datasets and can participate in the training of multiple FL services simultaneously, while the FLSDs have to compete for clients with monetary incentives to reach their target training accuracies over multiple time rounds. The problem is formalized as a non-cooperative Markov game, where a multi-agent hybrid DRL (MAHDRL)-based algorithm is proposed to resolve the problem, via considering action conflicts avoidance between optimal client selection and payment actions. Besides, a data quality indicator (DQI) function is designed to prevent data-quality privacy disclosure. Extensive simulations on three datasets demonstrate the effectiveness of our proposed algorithm in comparison with representative algorithms.

2. System model

We consider a trading market of multiple FL services under the management of an FL platform (e.g., an edge server), which consists of a set of $M$ FLSDs, denoted by $M = \{1, \ldots, m, \ldots, M\}$, and a set of $C$ clients, denoted by $C = \{1, \ldots, c, \ldots, C\}$. Besides, the system time is slotted into $N$ time slots, denoted by $N = \{1, \ldots, n, \ldots, N\}$. Each time slot $n$ can be regarded as a training round for each FLSD. Specifically, each FLSD $m \in M$ represents a unique FL service task, and needs to recruit sufficient clients for iterative FL training at each time slot by considering their data size and distribution. Each client $c \in C$ has multiple local datasets corresponding to $M$ FL services, which will be updated at the beginning of each time slot, and thus can guarantee the data freshness. For analytical simplicity, we assume that each time slot is long enough for the clients to finish one local training round. This assumption is reasonable as data collection and preprocessing usually take a long time. Let $\mathcal{D}_{c,m}$ denote the local dataset of client $c$ that can be used to train FL service $m$ at slot $n$, where $\mathcal{D}_{c,m} = \{\mathcal{D}_{c,m}^p\}$ represents the data size. Besides, the earth movers distance (EMD) value $v_{c,m}^p$ [6] is used to quantify the data distribution of $\mathcal{D}_{c,m}^p$. The smaller the value of EMD, the more the dataset’s distribution tends to be IID. According to [6], the EMD value of $\mathcal{D}_{c,m}^p$ can be calculated as,

$$v_{c,m}^p = \sum_{y_c \in Y} \|P_c(y_{c,m}^p) - P_g(y_{c,m})\|,$$

where $P_c$ denotes the actual data distribution of $\mathcal{D}_{c,m}^p$, $P_g$ is a reference data distribution and can be shared as public knowledge over all the clients [6]. For example, regarding a multi-class classification problem, $y_{c,m}$ represents a class label.

Each client is supposed to be equipped with a $K$-core CPU. Thus, each client can participate in the training of multiple FL services simultaneously (no more than $K$) [12]. For analytical simplicity, suppose that clients can communicate with the FL platform directly, with stable wireless links. Besides, the overall number of clients stays unchanged; namely, no clients will leave/enter the market, while no new FLSDs will arrive within $T$ time slots. However, since FLSDs may have different convergence speeds, they will leave the trading market after service completion, e.g., reach a target accuracy.

Each FLSD $m$ aims to obtain a final trained model with a specific requirement, e.g., the target test accuracy. According to analysis associated with [3], [6] and [12]:

i) local training accuracy can be approximated via the overall data quality (i.e., data size, data distribution) of selected clients, and ii) global model can be optimized via optimizing the intermediate model in each round. Thus, our proposed client selection problem of FLSD $m$ can be regarded as a Markov decision process over multiple time slots. For simplicity, let $0$-$1$ binary variable $x_{c,m}^n \in \{0, 1\}$ vector denote the client selection action of FLSD $m$ at time slot $n$, where $x_{c,m}^n = 1$ indicates that client $c$ is selected by FLSD $m$; otherwise, $x_{c,m}^n = 0$.

To motivate clients to participate in FL training, appropriate monetary reward, namely, a payment $P_{c,m}^n \in \mathcal{P}_m$ should be paid to the clients by FLSD $m$. More practically, the maximum payment that FLSD $m$ can pay at each slot should be limited, say, budget $B_m$\footnote{For simplicity, we assume the budget of each FLSD is the same at each time slot.}, which further limits the maximum number of clients that each FLSD can select $[1, 2, 5]$. Besides, each client claims a cost bid $O_{c,m}^n$ to the FL platform, which mainly accounts for the costs of data collection/storage, local model training, and communication [6]. To support clients’ willingness, $P_{c,m}^n$ should be no less than $O_{c,m}^n$. Moreover, when client $c$ is selected by more than $K$ FLSDs,
it can serve at most $K$ FLSDs who offer the highest payments above the corresponding cost bid. Given the limited CPU core, client number, and budget, we have the following key constraints,

\[
0 \leq \sum_{m \in M} x_{c,m}^n \leq K, \forall c \in C, \quad (2)
\]

\[
0 \leq \sum_{c \in C} x_{c,m}^n p_{c,m}^n \leq B_m, \forall m \in M, \quad (3)
\]

\[
0 \leq O_{c,m}^n \leq P_{c,m}^n, \forall c \in C, \forall m \in M. \quad (4)
\]

### 3. MADRL-based client selection

In each time slot, each FLSD $m$ needs to decide both the client selection vector $\vec{X}_{c,m}^n$, and the corresponding payment vector $\vec{P}_m$ under constraints (2)-(4), to hire feasible clients for FL training till the target test accuracy $\varpi_m$ has been reached. Considering dynamic datasets of clients and the giant selection space, conventional optimization methods such as problem decoupling and iterative optimization will face difficulties in handling dynamic optimizations, and also lead to high optimization costs. Thus, DRL represents a promising solution. In the following, we formalize the problem as a non-cooperative Markov game, and a MAHDLR-based algorithm is proposed to resolve the problem.

#### 3.1. Markov game formation

We define the Markov game by describing agents, state, action, and reward function for FLSDs as follows:

- **Agents:** Assuming that $M$ FLSDs are independent and self-interested learning agents. Notably, the number of agents can be different from different time slots, since FLSDs exit the market after service completion.

- **State:** Client can report its local information to the FL platform at each slot $n$, including its data size vector $\vec{D}_c$, the corresponding EMD value vector $\vec{c}_c$, and the cost bid vector $\vec{P}_c$. However, data size and data distribution are privacy-sensitive information [5], and clients may be reluctant to provide the information directly. To further prevent privacy disclosure, each client uploads a DQI value $\Psi_{c,m}^n$ instead. The basic idea of DQI value is to capture the relationship among the test accuracy, data size, and EMD value, and can be calculated by the following function (5), via adopting the function form proposed in [6],

\[
\Psi_{c,m}^n = a \left( \frac{r_{c,m}^n}{\varpi_m} \right) - \eta_1 e^{-\eta_2 \left( \frac{\varpi_m}{\varpi_c} \right) \left( \frac{r_{c,m}^n}{\varpi_m} \right)}, \quad (5)
\]

where $a \left( \frac{r_{c,m}^n}{\varpi_m} \right) = \eta_1 \exp \left( -\left( \frac{\varpi_m}{\varpi_c} \right)^2 \right) < 1$ is the function of EMD value, $\eta_1, \eta_2, \ldots, \eta_k$ are curve-fitting parameters. A larger DQI value means that the model can achieve higher accuracy as trained by the corresponding dataset. For example, we conduct extensive experiments to verify the effectiveness of (5) in Fig. (1), which indicates that (5) can achieve a satisfying estimation of test accuracy, i.e., DQI, via data size and EMD value. In addition to protecting privacy, using DQI rather than data size and EMD value can reduce the communication cost and the dimensionality of state.

Then, the FL platform can generate a global information $G^n = \{\Psi_{c,m}^n, O^n\}$ on behalf of the FLSDs, which is available to all the FLSDs. Thus, the state of FLSD $m$ at slot $n$ can be denoted as $s_m^n = \{G^n, B_m\}$. Since $B_m$ represents a private information and unavailable to other FLSDs, each FLSDcan only observe partial state of the market.

- **Action:** When each agent $m$ obtains the state $s_m^n$, it takes the action $a_m^n = [X_{c,m}^n, P_{c,m}^n]$ to select feasible clients, where $X_{c,m}^n$ represents the discrete client selection action, and $P_{c,m}^n$ indicates a continuous payment action.

- **Reward:** Inspired by [4] and [5], we define the instantaneous reward of FLSD $m$ at time slot $n$ as $r_m^n = \Omega_m^{\text{new}}$, where $\Omega_m$ is the test accuracy after $t$ time slots, $\Omega_m \gg 1$ is a constant that guarantees the reward grows exponentially with the test accuracy. Note that FLSD $m$ exits the market but still gets a constant reward (e.g., $\Omega_m^{\text{new}}$) when $\varpi_m^n < \varpi_m$. By learning the client selection and payment actions, each FLSD $m$ aims to maximize the accumulated reward $R_m = \sum_{n=1}^{N} \gamma^{n-1} r_m^n$, where $0 < \gamma \leq 1$ denotes a discount factor.

### 3.2. MAHDLR-based solution

According to the above discussions, two key problems exist during the design of the MADRL algorithm to address the proposed Markov game: dynamics of
agents, and hybrid action space. The former problem can be addressed by adopting a fully independent MADRL framework where each FLSD learns independently [13], which can further ensure scalability and flexibility. The latter problem can be addressed by applying a MAHDRL algorithm, via combining deep q-network (DQN) and deep deterministic policy gradient (DDPG) [14]. Specifically, the basic idea of HDRL is to parameterize the discrete action and figure out which discrete-continuous hybrid action pair can generate the maximum action value. Such action splitting can effectively keep the joint optimization gain, while avoiding the conflict between discrete and continuous actions. For analytical simplicity, we take agent $m$ as the representative of multiple agents, and assume that the corresponding action $a_{md}$ is split into the discrete action $a_{md} = \tilde{X}_m$ and the continuous action $a_{mc} = \tilde{F}_m$. Based on the action splitting, the Actor-Critic architecture can be used. Suppose that the discrete action set of each agent is $\mathcal{H} = \{1, 2, ..., H\}$, where the size of $\mathcal{H}$ depends on the total number of all discrete action combinations. To further reduce the action space, the serial action selection method can be adopted as supported by [4] and [5], which samples one client from the client set at a time, until exceeding the budget. For each $a_{md} \in \mathcal{H}$, the corresponding continuous action $a_{mc}$ can be regarded as its associated parameters. Based on which, the Actor with a deterministic policy network $\mu_m^\omega(s_m)$ can be used to map the state to the continuous action $a_{mc} = \mu_m^\omega(s_m)$. Meanwhile, the Critic is applied to generate the corresponding discrete action and evaluate the Actor’s output action by outputting Q-values, with a Q-value function network $Q_m^{\pi_m^\omega}(s_m, (a_{md}, a_{mc}))$, by taking $s_m$ and $a_{md}$ as input, which is parameterized by $\omega_m$. Notably, to stabilize the training performance, target networks are applied for the Actor and Critic, which are parameterized by $\theta_m$ and $\omega_m$, respectively. Then, the optimal discrete-continuous action pair can be selected by the following (6),

$$\left( a_{md}^*, a_{mc}^* \right) = \max_{(a_{md}, a_{mc})} Q_m^{\pi_m}(s_m, (a_{md}, a_{mc})).$$

Thus, for any given discrete action $a_{md}$, i.e., when the $\omega_m$ is fixed, we aim to seek for $\theta_m$ such that,

$$Q_m^{\pi_m}(s_m, a_{md}, \mu_m^\omega(s_m)) = \max_{a_{mc} \in \mathcal{H}} Q_m^{\pi_m}(s_m, a_{md}, a_{mc}).$$

According to the above discussions, similar to DQN training [14], we can update the actor network (discrete action) by sampling $B$ data samples from the replay buffer and calculating the following gradient

$$\nabla_{\mu_m} \mathcal{J}(\mu_m) = \frac{1}{B} \sum_b \nabla_{\mu_m} \mu_m^b(s_m) \nabla_{a_{md}} Q_m^{\pi_m}(s_m, a_{md}^b, \mu_m^b(s_m)).$$

where superscript $b$ indicates the time slot index.

Similar to DQN, the Critic network is updated by minimizing the following loss function,

$$\mathcal{L}(\omega_m) = \frac{1}{B} \sum_b \left( y_b^b - Q_m^{\pi_m}(s_m^b, a_{md}^b, a_{mc}^b) \right)^2,$$

$$y_b^b = r^b + \gamma Q_m^{\pi_m}(s_{m+1}^b, a_{md}^b, a_{mc}^b).$$

Finally, the target Actor and Critic networks are updated as follows,

$$\theta'_m \leftarrow \zeta \theta'_m + (1 - \zeta)\theta_m,$$

$$\omega'_m \leftarrow \zeta \omega'_m + (1 - \zeta)\omega_m.$$

where $0 < \zeta < 1$ is a constant. The overall training algorithm of the proposed MAHDRL is summarized in Algorithm 1.
complexity of Algorithm 1, it can be denoted as
\[ O\left(T_{\text{max}} \left( N_0 n_G + 2 \sum_{g=0}^{G-1} n_g n_{g+1} \right) + 2S^2 A + \log_2 B \right) \]
for the training process according to [15], where \( T_{\text{max}} \) is the maximum training step, \( N_0 \) is the input size of the Actor network and Critic network; \( n_g \) is the size of each layer when assuming the Actor network and Critic network both have \( G \) hidden layers. Besides, \( S \) and \( A \) are the size of state and action, respectively. \( B \) is the size of replay buffer. Similarly, the execution delay of Algorithm 1 is
\[ O\left(N_0 n_G + 2 \sum_{g=0}^{G-1} n_g n_{g+1} \right). \]
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Figure 2. Performance evaluations over the training rounds: (a) convergence performance; (b) test accuracy on Fashion-MNIST; (c) test accuracy on EMNIST; (d) test accuracy on MNIST.

4. Numerical Simulation

4.1. Simulation settings

This section evaluates the proposed algorithm by considering three FL tasks (three FLSDs) on three datasets: i) MNIST, which is a dataset containing gray images of ten classes of handwritten digits “0”–“9”; ii) Fashion-MNIST, which is a dataset containing gray images of ten classes of clothing; iii) EMNIST, which is a set of handwritten character digits derived from the NIST Special Database 19 and converted to a dataset structure that directly matches the MNIST dataset. A network model composed of two convolution layers and three fully-connected layers is applied for all three datasets. The DQI curve fitting parameters of MNIST and Fashion-MNIST are shown in Fig. 1, while the parameters \( \eta_1 \ldots \eta_D \) for EMNIST are set by \(-0.1922, 0.2613, 0.00063, 0.7084, 0.3189, 1.233 \), respectively. We assume there are 20 clients, each with two CPU cores (i.e., \( K = 2 \)) by default. Data size \( D^m_{c,m} \) and EMD value \( \upsilon^m_{c,m} \) of each client is selected from the set \([100, 200, 300, 400] \) and \([0.4, 0.6, 0.8, 1.0] \), respectively. Then, the cost bid can be calculated by the data size and EMD value, as
\[ O^m_{c,m} = 0.025 * D^m_{c,m} - \upsilon^m_{c,m}. \]

Besides, the budget for each FLSD is set to 20. Considering the complexity of different datasets, the target accuracy on MNIST, Fashion-MNIST, and EMNIST are set to 97%, 85%, and 97%, respectively, while \( \Omega_m \) is set to 60, 100, and 30 for MNIST, Fashion-MNIST, and EMNIST, respectively. As for DRL settings, we conduct the simulation for 200 episodes and 80 steps (training rounds) per episode. The replay buffer size is 4000, and the batch size is 32. The discount factor \( \gamma \) is set as 0.95, and \( \varsigma = 0.01 \). The Actor network and Critic networks have two hidden layers comprised of 120 and 60 neurons, respectively.

Three representative algorithms from [5] are considered as benchmarks to evaluate the performance gain of our proposed algorithm, namely, Low-Cost First Algorithm (LCFA), High-Quality First Algorithm (HQFA), and Random. LCFA aims to match the FLSDs to the clients with the lowest cost under constraints (2)-(4), thus can select as many clients as possible. HQFA matches the FLSDs to the clients with the highest DQI value under constraints (2)-(4), which can thus select as many high-quality clients as possible. In Random, clients are randomly assigned to FLSDs under constraints (2)-(4).

4.2. Results analysis

Fig. 2 evaluates the training performance for different algorithms on three datasets over the training rounds. Specifically, Fig. 2(a) curves the normalized mean reward of the proposed MAHDRL algorithm for three FLSDs (datasets). We can see that the mean rewards of the three FLSDs increase rapidly with the progress of training. EMNIST and MNIST reach the convergence around the 40-th round, while Fashion-MNIST converges around the 70-th round, which proves the commendable convergence performance of our proposed algorithm. Fig. 2(b)-Fig. 2(d) illustrate the test accuracy performance for different algorithms. With the highest test accuracy, our proposed algorithm outperforms the other algorithms on three datasets, offering good robustness and obvious superiority. Interestingly, compared with LCFA and HQFA, Random can obtain similar or even higher test accuracy on the three datasets. According to the defined cost, the reason is that LCFA selects more low-quality clients so that the model performance cannot be optimized; while HQFA gives priority to clients with high data quality, a small number of selected clients also hinders the further improvement of the model.

Fig. 3 compares the performance of the proposed algorithm upon considering different parameter settings. Fig. 3(a) shows the training performance on EMNIST.
when the corresponding budget equals 20, 15, and 10, respectively. A larger budget allows the FLSDs to select more high-quality clients, while achieving a better model performance, which is also consistent with the previous analysis. Fig. 3(b) depicts the training performance under a different number of CPU cores (i.e., $K$) on MNIST. Compared to $K = 1$, increasing the number of CPU cores can achieve higher training performance since more CPU cores can reach similar efforts by increasing the number of candidate clients, which also provides a more extensive search space. Although the same target test accuracy can be reached when the number of CPU cores equals to 2 and 3, a slower convergence speed can be incurred when that equals to 3 due to a larger searching space.

5. Conclusion

This paper investigates a quality-aware client selection problem for multiple FL services with constrained budgets in a wireless network. Specifically, each client can participate in the simultaneous training of multiple FL services, and each FLSD can select multiple clients while deciding the corresponding payments under budget constraints. The problem is formulated as a non-cooperative Markov game upon considering clients’ dynamic data qualities and cost bids. We propose a MAHDLR-based algorithm to resolve the problem by learning the optimal client selection and payment actions for each FLSD. Simulation results on three practical datasets demonstrate that our proposed algorithm outperforms the representative algorithms significantly on training performance.
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