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Abstract
Three well-studied types of subgraph-restricted matchings are induced matchings, uniquely restricted matchings, and acyclic matchings. While it is hard to determine the maximum size of a matching of each of these types, whether some given graph has a maximum matching that is induced or has a maximum matching that is uniquely restricted, can both be decided efficiently. In contrast to that we show that deciding whether a given bipartite graph of maximum degree at most four has a maximum matching that is acyclic is NP-complete. Furthermore, we show that maximum weight acyclic matchings can be determined efficiently for $P_4$-free graphs and $2P_3$-free graphs, and we characterize the graphs for which every maximum matching is acyclic.
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1 Introduction

Three of the most natural types of subgraph-restricted matchings (Lovász and Plummer 1986; Goddard et al. 2005) are the induced matchings (Stockmeyer and Vazirani 1982), the uniquely restricted matchings (Golumbic et al. 2001), and the acyclic matchings (Goddard et al. 2005). If $M$ is a matching in a graph $G$, and $G(M)$ is the subgraph of $G$ induced by the vertices of $G$ incident with some edge in $M$, then $M$ is induced if $G(M)$ is 1-regular, $M$ is uniquely restricted if $M$ is the only perfect matching of $G(M)$, and $M$ is acyclic if $G(M)$ is a forest. Clearly, induced matchings are also acyclic. Furthermore, since $M$ is uniquely restricted if and only if there is no $M$-alternating cycle (Golumbic et al. 2001), that is, a cycle whose every second edges belongs to $M$, acyclic matchings are also uniquely restricted. Therefore, if $\nu_s(G)$, $\nu_{ac}(G)$, and $\nu_{ur}(G)$ are the largest sizes of an induced, acyclic, and uniquely restricted matching in $G$, respectively, then

$$\nu_s(G) \leq \nu_{ac}(G) \leq \nu_{ur}(G) \leq \nu(G)$$
for every graph $G$, where $v(G)$ is the classical matching number (Lovász and Plummer 1986), that is, the largest size of an unrestricted matching.

Unlike the classical matching number, which is one of the most important tractable graph parameter, the three parameters $v_s(G)$, $v_{ac}(G)$, and $v_{ur}(G)$ are all computationally hard. For the induced matching number $v_s(G)$, this has first been shown by Stockmeyer and Vazirani (1982), and strong inapproximability results are known (Dabrowski et al. 2013; Duckworth et al. 2005). For the uniquely restricted matching number $v_{ur}(G)$, the hardness was established by Golumbic et al. (2001), and also for this parameter inapproximability results are known (Mishra 2011). The hardness of the acyclic matching number $v_{ac}(G)$ was shown by Goddard et al. (2005) by exploiting the well-known hardness of the maximum induced forest problem, and Panda and Pradhan (2012) provided further hardness results.

In view of these hardness results, it is quite surprising that

- the graphs $G$ for which $v_s(G) = v(G)$ (Kobler and Rotics 2003; Cameron and Walker 2005; Duarte et al. 2015; Joos and Rautenbach 2015), and also
- the graphs $G$ for which $v_{ur}(G) = v(G)$ (Penso et al. 2015)

can both be recognized efficiently.

As our first main result in this paper, we show that something similar does not hold for the acyclic matching number. More precisely, we show that deciding $v_{ac}(G) = v(G)$ for a given graph $G$ is hard even under strong restrictions imposed on $G$.

Next to the hardness results mentioned above, some efficiently tractable cases have been studied for the induced matching number (Brandstädt and Mosca 2011; Cameron 1989, 2004; Lozin 2002; Kobler and Rotics 2003; Lozin and Mosca 2012), the uniquely restricted matching number (Francis et al. 2016; Golumbic et al. 2001), and the acyclic matching number (Baste and Rautenbach 2018; Panda and Pradhan 2012). We contribute to this line of research by showing that maximum weight acyclic matchings can be found efficiently for $P_4$-free graphs and for $2P_3$-free graphs. Finally, we characterize the graphs for which every maximum matching is acyclic.

The next section contains all our results and in a third section we discuss some open problems.

Before we proceed to our results, we collect some terminology and notation. We consider finite, simple, and undirected graphs. Let $G$ be a graph. The vertex set of $G$ is denoted $V(G)$ and the edge set of $G$ is denoted $E(G)$. The neighborhood $N_G(u)$ of a vertex $u$ in $G$ is the set \( \{ v \in V(G) : uv \in E(G) \} \), and the degree $d_G(u)$ of $u$ in $G$ is $|N_G(u)|$. For a set $U$ of vertices of $G$, let $N_G(U)$ be $\bigcup_{u \in U} N_G(u)$. A matching $M$ in a graph $G$ is a set of pairwise disjoint edges. The set of vertices of $G$ incident with an edge in $M$ is $V(M)$, and the subgraph of $G$ induced by $V(M)$ is $G(M)$. For an integer $k$, let $[k]$ be the set of all positive integers at most $k$.

## 2 Results

We begin with our first main result showing that deciding the equality of the acyclic matching number and the matching number is hard even for quite restricted instances.

**Theorem 1** For a given bipartite graph $G$ of maximum degree at most 4, partite sets $A$ and $B$ with $|A| \leq |B|$, and matching number $|A|$, it is NP-complete to decide whether $v_{ac}(G) = v(G)$.
Proof The proof relies on a restricted version of SATISFIABILITY. It is known (cf. [LO1] in Garey and Johnson 1979) that SATISFIABILITY remains NP-complete when restricted to instances where every clause contains at most three literals, and for every variable $x$, at most three clauses contain the variable $x$ or its negation $\bar{x}$. Note that variables that appear only positively or only negatively can be eliminated, that clauses of size one allow to eliminate a variable, and that clauses containing a variable and its negation can be removed. Therefore, SATISFIABILITY remains NP-complete when restricted to instances where every clause contains two or three literals, and, for every variable $x$, at most two clauses contain the variable $x$, at most two clauses contain its negation $\bar{x}$, and no clause contains both $x$ and $\bar{x}$.

Let $f$ be such an instance of SATISFIABILITY consisting of the clauses $c_1, \ldots, c_m$ over the boolean variables $x_1, \ldots, x_n$. We construct a graph $G$ as in the statement of the theorem such that the order of $G$ is polynomially bounded in terms of $n$ and $m$, and $f$ is satisfiable if and only if $\nu_{ac}(G) = \nu(G)$.

Starting with $G$ being the empty graph,

- for every $i$ in $[n]$, we add to $G$ a subgraph $G_i$ as shown in Fig. 1, and
- for every $r$ in $[m]$, and every literal $\ell$ in the clause $c_r$, we add to $G$ a complete subgraph with the two vertices $\ell(r, 1)$ and $\ell(r, 2)$.

Note that the clause $c_r$ of the form $x_i \lor \bar{x}_j$ leads to a subgraph with four vertices $x_i(r, 1)$, $x_i(r, 2)$, $\bar{x}_j(r, 1)$, and $\bar{x}_j(r, 2)$, and two edges $x_i(r, 1) x_i(r, 2)$ and $\bar{x}_j(r, 1) \bar{x}_j(r, 2)$. Similarly, a clause containing three literals leads to a subgraph with six vertices and three edges. Therefore, the graph constructed so far has order at most $32n + 6m$.
In order to complete the construction of $G$, for every $i$ in $[n]$, we add to $G$ some further edges between the subgraph $G_i$ and the subgraphs corresponding to the clauses containing $x_i$ or $\bar{x}_i$. Therefore, let $i \in [n]$. Let $c_r$ and $c_s$ be the clauses that contain $x_i$, where $r \leq s$, that is, if $x_i$ is contained in just one clause, then let $r = s$. First, suppose that $c_r$ contains only two literals $x_i$ and $\ell$. Let $j \in [n]\{i\}$ be such that $\ell$ is in $\{x_j, \bar{x}_j\}$. If $i < j$, then add to $G$ the two edges $x_if(i, 1)$ and $\ell(r, 1)f(i, 2)$, and, if $i > j$, then add to $G$ the two edges $x_if(i, 2)$ and $\ell(r, 1)f(i, 1)$. Next, suppose that $c_r$ contains three literals $x_i$, $\ell$, and $\ell'$. Let $j, k \in [n]\{i\}$ be such that $\ell$ is in $\{x_j, \bar{x}_j\}$ and $\ell'$ is in $\{x_k, \bar{x}_k\}$, where we may assume that $j < k$. In this case, add to $G$ the two edges $\ell(r, 1)f(i, 1)$ and $\ell'(r, 1)f(i, 2)$. If $r < s$, that is, $x_j$ is contained in two different clauses, then proceed similarly for the clause $c_j$ using the vertices $f(i, 3)$ and $f(i, 4)$ instead of the vertices $f(i, 1)$ and $f(i, 2)$. Furthermore, proceed similarly for the one or two clauses that contain $\bar{x}_i$ using the vertices $t(i, 1), t(i, 2), t(i, 3)$, and $t(i, 4)$ instead of the vertices $f(i, 1), f(i, 2), f(i, 3)$, and $f(i, 4)$.

This completes the construction of $G$, and we continue with a series of claims.

The next claim establishes some structural properties of $G$.

**Claim 1** $G$ is bipartite, has maximum degree 4, partite sets $A$ and $B$ with $|A| \leq |B|$, and matching number $|A|$.

**Proof of Claim 1:** It follows immediate from the construction that $G$ has maximum degree of 4.

For the two sets

$$A = \bigcup_{i \in [n]} \left( \{u(i, j) : j \in [4]\} \cup \{x(i, j) : j \in [2]\} \cup \{y(i, j) : j \in [8]\} \right)$$

and $B = V(G) \setminus A$, it is easy to verify that $G$ is bipartite with partite sets $A$ and $B$. Recall that an endvertex of a graph is a vertex of degree 1. The matching $M$ that contains all edges incident with endvertices as well as, for every $i$ in $[n]$, the four edges $u(i, j)t(i, j)$ with $j \in [4]$, satisfies $A \subseteq V(M)$, which completes the proof of the claim. □

The next claim restricts the structure of maximum matchings in $G$ that are acyclic.

**Claim 2** Every maximum matching $M$ in $G$ that is acyclic contains all edges incident with endvertices, and, for every $i$ in $[n]$, the set $V(M) \cap V(G_i)$ is either $V(G_i) \setminus \{t(i, j) : j \in [4]\}$ or $V(G_i) \setminus \{f(i, j) : j \in [4]\}$.

**Proof of Claim 2:** By Claim 1, we have $A \subseteq V(M)$. Let $i$ be in $[n]$. Since $x(i, j) \in A$ for $j \in [2]$, the matching $M$ contains the two edges incident with the endvertices $x(i, 1)$ and $x(i, 2)$.

If $u(i, 1)t(i, 1), u(i, 2)f(i, 2) \in M$, then $G(M)$ contains the cycle

$$u(i, 1)t(i, 1)y(i, 1)f(i, 2)u(i, 2)w(i, 1)u(i, 1),$$

which is a contradiction. Hence, by symmetry, the matching $M$ contains

- either $u(i, j)t(i, j) \in M$ for $j \in [2]$ or $u(i, j)f(i, j) \in M$ for $j \in [2]$, and
- either $u(i, j)t(i, j) \in M$ for $j \in [4]\setminus[2]$ or $u(i, j)f(i, j) \in M$ for $j \in [4]\setminus[2]$. 
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If \( u(i, j) \ell(i, j) \in M \) for \( j \in [2] \) and \( u(i, j) f(i, j) \in M \) for \( j \in [4]\backslash[2] \), then \( G(M) \) contains the cycle
\[
\begin{align*}
u(i, 2) & \ell(i, 2) y(i, 5) f(i, 3) u(i, 3) w(i, 2) u(i, 4) f(i, 4) y(i, 7) t(i, 1) u(i, 1) w(i, 1) u(i, 2),
\end{align*}
\]
which is a contradiction. Hence, either \( u(i, j) t(i, j) \in M \) for \( j \in [4] \) or \( u(i, j) f(i, j) \in M \) for \( j \in [4] \).

If \( f(i, 1) \in V(M) \) and \( u(i, j) t(i, j) \in M \) for \( j \in [4] \), then \( G(M) \) contains the cycle
\[
\begin{align*}
f(i, 1) y(i, 2) t(i, 2) u(i, 2) w(i, 1) u(i, 1) f(i, 1),
\end{align*}
\]
which is a contradiction. Hence, by symmetry, it follows that the set \( V(M) \cap V(G_i) \) is either \( V(G_i) \backslash \{ t(i, j) : j \in [4] \} \) or \( V(G_i) \backslash \{ f(i, j) : j \in [4] \} \). This implies that \( y(i, j) z(i, j) \in M \) for \( j \in [8] \), and that \( \ell(j, 1) \ell(j, 2) \in M \) for every \( j \in [m] \) and every literal \( \ell \) in the clause \( c_j \), which completes the proof of the claim. □

By construction, for every \( i \) in \([n]\), the only vertices within \( V(G_i) \) that can have neighbors outside of \( V(G_i) \) are the eight vertices \( t(i, j) \) and \( f(i, j) \) for \( j \in [4] \). By Claim 2, if \( M \) is a maximum matching in \( G \) that is acyclic, then \( G[V(M) \cap V(G_i)] \) is a forest. Furthermore, if \( V(M) \cap V(G_i) = V(G_i) \backslash \{ t(i, j) : j \in [4] \} \), then the vertices \( f(i, 1) \) and \( f(i, 2) \) lie in one component of \( G[V(M) \cap V(G_i)] \), and the vertices \( f(i, 3) \) and \( f(i, 4) \) lie in another component of \( G[V(M) \cap V(G_i)] \), and, if \( V(M) \cap V(G_i) = V(G_i) \backslash \{ f(i, j) : j \in [4] \} \), then the vertices \( t(i, 1) \) and \( t(i, 2) \) lie in one component of \( G[V(M) \cap V(G_i)] \), and the vertices \( t(i, 3) \) and \( t(i, 4) \) lie in another component of \( G[V(M) \cap V(G_i)] \).

Claim 3 \( v_{ac}(G) = v(G) \) if and only if \( f \) is satisfiable.

Proof of Claim 3: First, suppose that \( v_{ac}(G) = v(G) \). Let \( M \) be a maximum matching in \( G \) that is acyclic. For every \( i \) in \([n]\), set the variable \( x_i \) to \( \text{true} \) if and only if \( t(i, 1) \in V(M) \). Now, let \( r \) be in \([m]\). First, suppose that \( c_r \) contains two literals \( \ell \in \{ x_i, x_j \} \) and \( \ell' \in \{ x_j, x_j \} \) for some \( i \) and \( j \) in \([n]\). If both literals in \( c_r \) are not \( \text{true} \), then \( G(M) \) contains a path between \( \ell(r, 1) \) and \( \ell'(r, 1) \) through \( G_j \) and also through \( G_j \), which contradicts the assumption that \( M \) is acyclic. Next, suppose that \( c_r \) contains three literals \( \ell \in \{ x_i, x_j \} \), \( \ell' \in \{ x_j, x_j \} \), and \( \ell'' \in \{ x_k, x_k \} \) for some \( i, j, k \) in \([n]\). If all three literals in \( c_r \) are not \( \text{true} \), then \( G(M) \) contains a path between \( \ell(r, 1) \) and \( \ell'(r, 1) \) through \( G_k \), a path between \( \ell''(r, 1) \) and \( \ell''(r, 1) \) through \( G_j \), and a path between \( \ell(r, 1) \) and \( \ell''(r, 1) \) through \( G_j \), which contradicts the assumption that \( M \) is acyclic. Hence, the considered truth assignment satisfies every clause of \( f \).

Next, suppose that \( f \) is satisfiable, and consider a satisfying truth assignment. Let \( M \) be the maximum matching in \( G \) that contains all edges incident with endvertices, and satisfies \( V(M) \cap V(G_i) = V(G_i) \backslash \{ f(i, j) : j \in [4] \} \) if and only if \( x_i \) is \( \text{true} \) for every \( i \) in \([n]\). The existence of such a matching follows easily from the construction. Note that, if \( x_i \) is not \( \text{true} \), then \( V(M) \cap V(G_i) = V(G_i) \backslash \{ t(i, j) : j \in [4] \} \).

Suppose for a contradiction, that \( G(M) \) contains a cycle \( C \). It is easy to see that \( C \) contains a vertex \( \ell(r, 1) \) for some \( r \) in \([m]\) and some literal \( \ell \) in the clause \( c_r \). If the clause \( c_r \) contains only one further literal \( \ell' \), and \( i \) and \( j \) in \([n]\) are such that \( \ell \in \{ x_i, x_j \} \) and \( \ell' \in \{ x_j, x_j \} \), then the two neighbors of \( \ell(r, 1) \) in \( G_i \) and \( G_j \) are both in \( V(M) \). By the construction of \( G \) and the definition of \( M \), this implies that both literals \( \ell \) and \( \ell' \) are \( \text{true} \), which is a contradiction. Hence, we may assume that the clause \( c_r \) contains two further literals \( \ell' \) and \( \ell'' \). Let \( i, j, \) and \( k \) in \([n]\) be such that \( \ell \in \{ x_i, x_i \} \), \( \ell' \in \{ x_j, x_j \} \), and \( \ell'' \in \{ x_k, x_k \} \). Since \( \ell(r, 1) \) lies on \( C \), the two neighbors of \( \ell(r, 1) \) in \( G_j \) and \( G_k \) are both in \( V(M) \). In view of the intersection of \( V(M) \) with \( V(G_j) \) and \( V(G_k) \), it follows easily that \( C \) contains the vertices
Subdividing each non-pendant edge in the graph $G$ constructed within the proof of Theorem 1 an even number of times, and attaching endvertices to the vertices created by these subdivisions easily implies that the conclusion of Theorem 1 still holds when we additionally require a large girth. Furthermore, since $\nu(G) = \nu_{ur}(G)$ for the graph $G$ constructed within the proof of Theorem 1, the proof of this result also implies the hardness of deciding whether $\nu_{ur}(G)$ equals $\nu_{ac}(G)$ for a given graph $G$ as in Theorem 1.

The following three results concern tractable cases for the maximum weight acyclic matching problem.

**Theorem 2** For a given edge-weighted $P_4$-free graph, a maximum weight acyclic matching can be determined in polynomial time.

**Proof** It is well-known that every $P_4$-free graph $G$ of order at least 2 is either disconnected or the join of two disjoint $P_4$-free graphs. Clearly, a maximum weight acyclic matching of a disconnected graph is the union of maximum weight acyclic matchings of its components. Furthermore, if $G$ is the join of $G_1$ and $G_2$, and $M$ is an acyclic matching in $G$, then either $M \subseteq E(G_1)$, or $M \subseteq E(G_2)$, or $M$ consists of exactly one edge between a vertex of $G_1$ and a vertex of $G_2$. These observations lead to a simple polynomial time reduction algorithm that determines a maximum weight acyclic matching in a given edge-weighted $P_4$-free graph. □

Our next lemma shows that for $2P_3$-free graphs, induced matchings and acyclic matching are similar (Fig. 2).

**Lemma 3** If $M$ is an acyclic matching in a $2P_3$-free graph $G$, then $G(M)$ has at most one component that is not a $K_2$, and such a component $T$ satisfies

1. either $T$ is a $P_4$,
2. or

$$V(T) = \{x, x'\} \cup \{y_i : i \in [k]\} \cup \{y'_i : i \in [k]\} \text{ and } E(T) = \{xx'\} \cup \{y_i y'_i : i \in [k]\} \cup \{xy_i : i \in [k]\}$$

for some integer $k$ at least 2.
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Let \( F = G(M) \). Since \( M \) is acyclic, \( F \) is a forest with a perfect matching. Since every component of \( F \) that is not a \( K_2 \), contains a \( P_3 \), the \( 2P_3 \)-freeness of \( G \) implies that at most one component of \( F \) is not a \( K_2 \). Let \( T \) be such a component. Let \( P : u_1 \ldots u_n \) be a longest path in \( T \). Since \( F \) has a perfect matching, we obtain \( n \geq 4 \), and, since \( G \) is \( 2P_3 \)-free, we obtain \( n \leq 6 \). Note that \( d_F(u_1) = d_F(u_n) = 1 \), which implies that \( M \) contains the two edges \( u_1u_2 \) and \( u_{n-1}u_n \). By the choice of \( P \), we obtain furthermore that \( N_F(u_2) = \{u_1, u_3\} \) and \( N_F(u_{n-1}) = \{u_{n-2}, u_n\} \). If \( n = 4 \), this already implies that \( T \) is a \( P_4 \). For \( n = 5 \), the matching \( M \) contains an edge \( u_3u_4' \) for some \( u_3 \in V(T) \setminus V(P) \). By symmetry and the choice of \( P \), it follows that all vertices in \( N_{T-(E(T) \cap M)}( u_3 ) = N_T( u_3 ) \setminus \{ u_4' \} \) have degree 2 in \( T \), and that their neighbors distinct from \( u_3 \) are endvertices of \( T \). Altogether, it follows that \( T \) is as in (ii). Now, let \( n = 6 \). Since \( M \) contains a perfect matching of \( T \), it follows that either \( u_3u_4 \in M \) or \( M \) contains two edges \( u_3u_4' \) and \( u_4u_5' \) for some distinct vertices \( u_3' \) and \( u_4' \) in \( V(T) \setminus V(P) \). As before it follows that all vertices in \( ( N_{T-(E(T) \cap M)}( u_3 ) \cup N_{T-(E(T) \cap M)}( u_4 ) ) \setminus \{ u_3, u_4 \} \) have degree 2 in \( T \), and that their neighbors distinct from \( u_3 \) and \( u_4 \) are endvertices of \( T \). Hence, if \( u_3u_4 \in M \), then \( T \) is as in (iii), and, otherwise, \( T \) is as in (iv).

**Theorem 4** For a given edge-weighted \( 2P_3 \)-free graph, a maximum weight acyclic matching can be determined in polynomial time.

**Proof** Let \( G \) be an edge-weighted \( 2P_3 \)-free graph of order \( n \). Using Lemma 3, we will reduce the problem to determine a maximum weight acyclic matching in \( G \) to polynomially many instances of the maximum weight induced matching problem in smaller \( 2P_3 \)-free graphs. As shown by Lozin and Mosca (2012) a maximum weight induced matching can be determined in polynomial time for a given \( 2P_3 \)-free graph.

By Lemma 3, a maximum weight acyclic matching \( M \) in \( G \) is a matching of largest weight of one of the following five types:

1. An induced matching,
2. An acyclic matching \( M \) for which \( G(M) \) contains a component \( T \) that is a \( P_4 \),
3. An acyclic matching \( M \) for which \( G(M) \) contains a component \( T \) as in (ii) of Lemma 3,
4. An acyclic matching \( M \) for which \( G(M) \) contains a component \( T \) as in (iii) of Lemma 3,
5. An acyclic matching \( M \) for which \( G(M) \) contains a component \( T \) as in (iv) of Lemma 3.

We already observed that a maximum weight matching of type (1) can be determined efficiently (Lozin and Mosca 2012). A maximum weight matching \( M \) of type (2) can be determined by considering all \( O(n^4) \) choices for the \( P_4 \) component \( T \), adding to \( M \) the two edges of a perfect matching of \( T \) as well as a maximum weight induced matching of the graph \( G - N_G[V(T)] \).

A maximum weight matching \( M \) of type (3) can be determined by
considering all $O(n^6)$ choices for the six vertices $x, x', y_1, y'_1, y_2, y'_2$ of $T$,

- adding to $M$ the three edges $xx', y_1y'_1$, and $y_2y'_2$, as well as

- a maximum weight induced matching $M'$ of the graph $G' = G - N_G[\{(x', y_1, y'_1, y_2, y'_2]\}$, where the weight of the edges of $G'$ that are between vertices in $N_G(x)$ is changed to $-1$.

By the construction of $G'$ and the change of the weight function, every edge in $M'$ contains at most one vertex with a neighbor in $\emptyset$. Note that the edges in $M'$ containing a neighbor of $x$, correspond to the edges $y_3y'_3, \ldots, y_ky'_k$ as in Lemma 3(ii).

In the remaining cases, we proceed similarly.

A maximum weight matching $M$ of type (4) can be determined by considering all $O(n^6)$ choices for the six vertices $x, x', y_1, y'_1, z_1$, and $z'_1$ of $T$, adding to $M$ the three edges $xx', y_1y'_1$, and $z_1z'_1$, as well as a maximum weight induced matching $M'$ of the graph $G' = G - (N_G[\{y_1, y'_1, z_1, z'_1]\} \cup (N_G(x) \cap N_G(x'))$, where the weight of the edges of $G'$ that are between vertices in $N_G(x) \cup N_G(x')$ is changed to $-1$. Note that $N_G(u) \cap \{x, x', y_1, y'_1, z_1, z'_1\}$ is either $\emptyset$, or $\{x\}$, or $\{x'\}$ for every vertex $u$ in $V(G')$, and that every edge in $M'$ contains at most one vertex with a neighbor in $\{x, x'\}$, which implies that the structure of $G(M)$ is as desired.

Finally, a maximum weight matching $M$ of type (5) can be determined by considering all $O(n^8)$ instances of the maximum weight induced matching problem in edge-weighted $2P_3$-free graphs that are induced subgraphs of $G$ such that the encoding lengths of the weight functions are polynomially bounded in terms of the encoding length of the original weight function, which, by Lozin and Mosca (2012), completes the proof.

Our final result concerns the graphs for which every maximum matching is acyclic.

**Theorem 5** Let $G$ be a graph.

Every maximum matching in $G$ is acyclic if and only if every component of $G$ is a tree or an odd cycle.

**Proof** Clearly, if every component of $G$ is a tree or an odd cycle, then every maximum matching in $G$ is acyclic. Now, let $G$ be such that every maximum matching in $G$ is acyclic. Let $C$ be a cycle in $G$. In order to complete the proof, it suffices to show that $C$ is a component of $G$ of odd order. Let $M$ be a maximum matching in $G$ maximizing $|V(M) \cap V(C)|$. Since $M$ is acyclic, not all vertices of $C$ are covered by $M$.

Suppose that $M$ contains an edge between a vertex on $C$ and a vertex not on $C$. If $u_0 \ldots u_k$ is a shortest path within $C$ between a vertex $u_0$ not covered by $M$ and a vertex $u_k$ such that $u_ku \in M$ for some vertex $u$ not on $C$, then $k$ is odd, and $u_{2i-1}u_{2i} \in M$ for every $i \in [(k - 1)/2]$. Now,

$$M' = (M \setminus \{u_ku \cup \{u_{2i-1}u_{2i} : i \in [(k - 1)/2]\})) \cup \{u_{2i-2}u_{2i-1} : i \in [(k + 1)/2]\}$$

is a maximum matching in $G$ with $|V(M') \cap V(C)| > |V(M) \cap V(C)|$, contradicting the choice of $M$. Hence, $M$ contains no edge between a vertex on $C$ and a vertex not on $C$. Since $M$ is a maximum matching, this easily implies that $M$ covers all but exactly one vertex of $C$, which implies that $C$ has odd order.
Suppose that $C$ is not a component of $G$. This implies that some vertex $u$ on $C$ has a neighbor $v$ that is not on $C$. Removing from $M$ all edges that belong to $C$ as well as any edge incident with $v$, and adding to the resulting matching the edge $uv$ as well as a matching in $C$ covering all vertices of $C$ except for $u$, results in a maximum matching in $G$ that is not acyclic, which is a contradiction. Hence, $C$ is a component of $G$, which completes the proof.

\[\square\]

**Corollary 6**  Let $G$ be a graph.

Every maximum matching in $G$ is induced if and only if every component of $G$ is a star or a triangle.

**Proof**  Clearly, if every component of $G$ is a star or a triangle, then every maximum matching is induced. Now, let $G$ be such that every maximum matching in $G$ is induced. Since this implies that every maximum matching in $G$ is acyclic, the graph $G$ is as in Theorem 5. Since odd cycles of length at least 5 have non-induced maximum matchings, every component of $G$ that is not a tree, is a triangle. Now, suppose that $T$ is a component of $G$ that is a tree but not a star. Let $M$ be a maximum matching of $G$ that contains a pendant edge $uv$ of $T$, where $u$ is an endvertex. Since $T$ is not a star, the vertex $v$ has a neighbor $w$ that is not an endvertex. Since $M$ is a maximum matching that is induced, the vertex $w$ is not covered by $M$ but every vertex in $N_T(w)$ is covered by $M$. Removing an edge from $M$ incident with a neighbor $x$ of $w$ that is distinct from $v$, and adding $wx$ to the resulting matching, yields a non-induced maximum matching, which is a contradiction.

\[\square\]

**3 Conclusion**

Two obvious open problems motivated by our results concern

- the complexity of deciding whether $\nu_{ac}(G) = \nu(G)$ for a given bipartite graph $G$ of maximum degree 3, and
- the complexity of the maximum acyclic matching problem for $P_5$-free graphs.

We believe that the first of these two problems can be solved efficiently, and add some comments concerning the second problem. Kobler and Rotics (2003) describe efficient algorithms for the maximum induced matching problem restricted to some subclasses of $P_5$-free graphs. Their key insight is that the square of the line graph $L^2(G)$ of a $P_5$-free graph $G$ is still $P_5$-free, and that induced matchings in $G$ correspond to independent sets in $L^2(G)$. In view of Lokshantov et al. (2014), it actually follows that the maximum induced matching problem can be solved efficiently for all $P_5$-free graphs. If $M$ is an acyclic matching in a $P_5$-free graph $G$, then $G(M)$ is the disjoint union of $P_4$S and $K_2$s, and, may, in particular, contain many $P_4$s. Therefore, for the maximum acyclic matching problem in $P_5$-free graphs, an approach as in the proof of Theorem 4 does not seem to work. Nevertheless, considering $M$ as a vertex subset of $L^2(G)$, there might be a connection with the dissociation set problem, which consists in finding an induced subgraph of maximum degree at most 1 that is of maximum order.

Note that if $M$ is a maximum matching in a graph $G$ that is acyclic, then $V(G) \setminus V(M)$ is a so-called independent feedback vertex set. The algorithmic problems in connection with (minimum) independent feedback vertex sets have attracted considerable attention recently (Agrawal et al. 2017; Bonamy et al. 2017; Misra et al. 2012; Tamura et al. 2015). Maybe some of the techniques from this context lead to interesting cases, where deciding the equality of the acyclic matching number and the matching number is tractable.
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