Cable fault Detection Based on SVM and Wavelet Analysis
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Abstract. In reality, cable faults are highly concealed, so accurate detection and identification of cable faults plays an irreplaceable role in the stable operation of the power system. This article first uses SIMULINK in MATLAB to build a power system fault simulation model, through which the overcurrent under different faults is obtained, and then uses wavelet analysis to extract the characteristics of the overcurrent, and then uses four recognition algorithms to detect and identify different fault categories. By comparing the four recognition effects, it is found that SVM has the smallest error, fast calculation speed, and an accuracy of up to 0.997. Finally, a fault detection model based on SVM is determined.

1. Introduction
With the continuous progress of society and the rapid development of cities, the shortcomings of overhead transmission lines, such as covering a large area and being unsightly, are becoming more and more prominent. At the same time, the advantages of power cables such as safety and concealment are gradually being valued. In recent years, power cables have gradually replaced traditional overhead transmission lines and have become the development trend of urban distribution networks.

However, power cables have faults such as insulation aging, insulation dampness, and insulation damage during use. The fault points are highly concealed. If the location of the fault point cannot be found quickly and the fault is eliminated in time, the loss caused is immeasurable. Therefore, the accurate identification of cable fault categories is of great significance to the safe and stable operation of the power system.

In recent years, most scholars at home and abroad mainly use the time domain and frequency domain characteristics of voltage and current to detect them [1-6]. Literature [1] uses Fourier analysis of the voltage signal when the early fault occurs and judges the type of the fault according to the indicator of voltage distortion. Literature [2] uses the index of the maximum value of the modulus after wavelet transformation of the induced current to judge the fault. Literature [3] uses the morphological gradient wavelet method to decompose the phase current into approximate signal and detail signal. The detail signal is used to identify overcurrent disturbances, and the approximate signal is used for fault signals. Literature [4] uses AE to extract the features of the collected signals, and then builds a fault classifier based on the GRU neural network for fault detection and identification. Literature [5] uses multi-scale wavelet transform to extract features of fault current, and then recognize early faults through the gray correlation method. Literature [6] uses wavelet analysis to extract the characteristics of the overcurrent signal and then constructs a convolutional neural network to identify the fault.
This article first uses SIMULINK in MATLAB to build a power system fault simulation model and obtains the overcurrent under different faults through this model, and then uses wavelet analysis to extract the characteristics of the overcurrent. Finally, various recognition algorithms are used to detect and identify different fault categories.

2. Fault classification

Different fault phenomena will occur due to aging, dampness, and damage of cables during use. Generally, cable faults are divided into ground faults, open-circuit faults, and short-circuit faults. The specific classification is shown in the figure below.

![Fault classification diagram](image)

In this paper, Simulink in MATLAB is used to build the model of common cable faults in power system. The output voltage on the power side is 13.8kv and the frequency is 50Hz. The line is 20km and the simulation model is shown in the figure 2.

![Simulation model](image)

By changing the phase to phase and phase to phase ground fault circuit breaker, the fault current and fault voltage of four fault types, namely single-phase ground fault, two-phase short circuit fault, two-phase ground fault and three-phase short circuit fault, are obtained. The current and voltage waveform are shown in the figure below.
When the time is 0.02 seconds, the A phase to B phase short circuit fault occurs suddenly, and the fault is removed when the time is 0.1 seconds.

When the time is 0.1 second, the A-phase ground fault occurs suddenly, and the fault is removed when the time is 0.4 second.

3. Wavelet analysis

Wavelet transform is the detailed analysis of the signal through the expansion and translation operation in the time dimension and the frequency dimension [7], which can realize the feature extraction of the signal in any segment of time and frequency, and is especially suitable for the analysis of unstable signals.

The basic function is compared with the research signal after translation and expansion, and then the local characteristics of the research signal can be obtained. The continuous wavelet transform is defined as:

\[
WT_x(m,n) = \frac{1}{\sqrt{m}} \int_{-\infty}^{\infty} \psi(t) \frac{(t-n)}{m} dt = (\psi, \tilde{x}(t))
\]

Where \( \psi \) is the wavelet base, \( m \) is the scale parameter, \( n \) is the displacement parameter, and then \( M \) and \( N \) are discretized to obtain the discrete wavelet change of \( x(t) \):

\[
WT_x(j, c) = \int_{-\infty}^{\infty} \psi(t) \Phi (j, c, t) dt \quad j, c \in \mathbb{Z}
\]

Where \( m=m_x/n_x \), the following equation can be obtained by decomposing the signal step by step:

\[
x(t) = \sum_{j=1}^{k} d_j(t) + e_k(t)
\]
4. Detection method

4.1. SVM nonlinear multi-classification\[8-9]\n
The fault current identification in this paper is a nonlinear multi-value classification problem. The one-to-one classification method in SVM has a fast calculation speed and high accuracy of the results. Therefore, this paper adopts the one-to-one classification method.

In the case of N-classification, \(0.5N \times (N-1)\) training sets can be obtained by combining the sample data in pairs. SVM is used to learn between any two kinds of samples, and the following constraints are satisfied.

\[
\begin{align*}
\sigma^y_j \times \Psi(x_i) + c^y_i & \geq 1 - \xi_i \times f \times k_i \quad i, j = 1, 2, ..., l \\
\sigma^y_j \times \Psi(x_i) + c^y_i & \leq 1 + \xi_i \times f \times k_i
\end{align*}
\]

Then the minimum value of the objective function is obtained.

\[
ojb = \min\left[\frac{1}{2} \left\| \sigma^y \right\|^2 + N \sum_j \xi_j (\sigma^y_j)^2 \right]
\]

Then the class i and class j samples in the second classifier are voted. When all the training sets are classified, the category with the largest number of votes will be counted.

4.2. Other recognition algorithms

1) BP neural network

BP neural network\[11\] consists of two parts: forward propagation and backpropagation. When propagating forward, the signal passes through the input layer, hidden layer, and output layer in sequence. If the error is less than the set threshold, the algorithm is completed; otherwise, backpropagation is performed. In the backpropagation, the error is calculated by the backpropagation, and the weight and threshold of the corresponding layer are calculated through the gradient descent method, and the error is reduced at the same time, to obtain the classification label.

2) Random forest

The classifier is usually composed of two or more classification models\[12\]. First, a part of the sample is separated from the original training data, and then a part of the sample is randomly selected from the separated sample as a variable and the node of the classification tree is determined. According to the node, the difference of the decision tree model in the next step can be determined. In the first part of the sample, a classification model is established, the classification results can be obtained, and finally, the number of classifications is determined by voting.

3) Adaboost

This classifier is a strong classifier composed of weak classifiers\[13,14\]. Combining multiple weak meta-structures becomes a powerful classifier, which can effectively perform pattern recognition.

5. Case analysis

5.1. Sample Data

In this example, the power cable fault simulation model is used to simulate different types of cable faults, and the sample data of four fault currents are obtained, including single-phase short-circuit fault, two-phase short-circuit fault, two-phase grounding fault and three-phase short-circuit fault. There are 60 samples of each type, a total of 240 samples, and each sample has 2000 data points.
The wavelet analysis box in MATLAB is used to extract the characteristics of the fault current obtained by the simulation. The wavelet fundamental wave is selected as the demy filter, and the sample data is decomposed into three layers. The waveform after the decomposition of phase A current of AB short circuit fault is shown in the figure 5.

5.2. Detection and Identification
Firstly, the obtained feature data are standardized, then 50 data samples are taken as the training set, and the remaining 10 are taken as the test set. After comparing with the actual number, the accuracy of the recognition algorithm is obtained.

By comparing the four methods of Adaboost, Random Deep Forest, BP Neural Network, and SVM, their respective accuracy and running time are obtained. Each method is tested 5 times, and the effect is as follows.

| Accuracy | M1   | M2   | M3   | M4   |
|----------|------|------|------|------|
| 1        | 0.954| 0.946| 0.975| 0.625|
| 2        | 0.963| 0.895| 0.975| 0.75 |
| 3        | 0.970| 0.932| 0.95 | 0.55 |
| 4        | 0.965| 0.8908| 0.95 | 0.60 |
| 5        | 0.997| 0.896| 0.925| 0.725|

| time (s) | M1   | M2   | M3   | M4   |
|----------|------|------|------|------|
| 1        | 0.087| 0.262| 15.35| 22.528|
| 2        | 0.065| 0.2259| 15.26| 22.403|
| 3        | 0.0619| 0.2349| 15.37| 22.243|
| 4        | 0.0609| 0.232| 15.17| 22.286|
| 5        | 0.0709| 0.2339| 15.19| 22.244|
Among them, M1, M2, M3, and M4 represent SVM, BP, Adboost, and RF algorithms respectively. It can be seen from the table that compared to the other three methods, SVM has the highest accuracy and faster efficiency, so SVM is the best method for pattern recognition.

6. Conclusion
In this paper, a cable fault detection method based on SVM and wavelet analysis is proposed. The samples of different kinds of cable fault overcurrent are obtained by Simulink simulation in MATLAB, and then the features of all samples are extracted by wavelet transform. Finally, the proposed method is used to identify cable faults, and the accuracy is 99.7%. Compared with other methods, classification and recognition are more accurate and more efficient.
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