Coherent XUV generation driven by sharp metal tips photoemission
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Abstract. It was already experimentally demonstrated that high-energy electrons can be generated using metal nanotips as active media. In addition, it has been theoretically proven that the high-energy tail of the photoemitted electrons is intrinsically linked to the recollision phenomenon. Through this recollision process it is also possible to convert the energy gained by the laser-emitted electron in the continuum in a coherent XUV photon. It means the emission of harmonic radiation appears to be feasible, although it has not been experimentally demonstrated hitherto till now. In this paper, we employ a quantum mechanical approach to model the electron dipole moment including both the laser experimental conditions and the bulk matter properties and predict is possible to generate coherent UV and XUV radiation using metal nanotips as sources. Our quantum mechanical results are fully supported by their classical counterparts.

PACS. 42.65.Ky Frequency conversion (nonlinear optics) – 78.67.Bf Optical properties of nanocrystalline materials – 32.80.Rm Multiphoton ionization

1 Introduction

One of the most noticeable examples of the nonlinear process in the laser-matter interaction is the generation of coherent radiation from the ultraviolet (UV) to extreme ultraviolet (XUV) range. In particular, when an intense laser beam is focused into a gas jet of atoms or molecules the conversion of a photon of determined energy in a one with much higher energy could occur [1,2]. This phenomenon is known as high-order harmonic generation (HHG). The interest of HHG resides in the fact that it represents one of the most reliable paths to generate coherent UV to XUV light. Furthermore, HHG with basis on atoms and molecules has proven to be a strong source for the generation of attosecond (as) pulses trains [3], that can be temporally confined to a single XUV as pulse, nowadays with repetition rates in the range of the kHz [4,5,6,7]. HHG has a set of remarkable properties which can as well be employed, for instance, to extract temporal and spatial information with both attosecond and sub-Ångström resolution on the generating system [8], or to dissect the atomic world within its natural temporal and spatial scales [9,10,11,12,13,14].

Recently it has been put forward the utilization of alternative active media to study strong field phenomena, namely metal nanotips [15], nanoparticles [16] or ablation plumes [17,18] (for a recent review see e.g., [19]). For instance, due to the interaction of an intense laser pulse with a metallic nanostructure, one can generate very high-energy electrons. This phenomenon, which is called above-threshold photoemission (ATP), can be considered as the counterpart of the above-threshold ionization (ATI), based on atoms and molecules. However, the underlying physics in ATP is much richer and quite different in its nature to the ATI (see e.g., [20,21]). Several theoretical models have been recently developed and applied in order to understand the experimental outcomes and to guide future measurements [22,23,24,25]. In addition, it has been demonstrated that solid-state samples can also be employed as generators of high-order harmonic radiation, although the understanding of the HHG phenomenon using bulk matter is at its very beginning [26,27].

Another analogous process, combining noble gases and bulk matter, is the generation of harmonic radiation using (plasmonically) enhanced fields. The first demonstration of such an effect can be traced back to the experiment of Kim et al [28]. In this work was shown it is possible to locally amplify an incoming laser field by employing surface plasmonic resonances. Amplifications in inten-
sity greater than 20 dB can be achieved, manipulating the geometry of the nanostuctures \cite{29,30}. Consequently, when a low-intensity femtosecond laser pulse couples to the plasmonic mode of a metal nanostucture, it starts a collective oscillation among free electrons within the metal. A region of highly amplified electric field, exceeding the threshold for HHG in gases, can so be achieved. By injection of noble gases surrounding the nanostucture, high-order harmonics can be generated. In particular, using gold bow-tie shaped nanostuctures Kim et al \cite{28} have demonstrated that the initially modest laser field can be amplified sufficiently to generate high energy photons, reaching the XUV regime, and, in addition, the radiation generated from the enhanced laser field, localized at each nanostucture, acts as a point-like source, enabling collimation of this coherent radiation by means of constructive interference (see \cite{28} for more details). Recently there has been considerable theoretical work looking at HHG driven by spatially nonhomogeneous fields \cite{31,32,33,34,35,36,37,38,39,40,41}. However, the initial sudden thrilling about generation of XUV coherent radiation by using plasmonic fields was put in dispute by recent findings \cite{42,43,44}. Fortunately, other ways to enhance coherent light were examined recently (see e.g. for the production of high-energy photoelectrons using enhanced near-fields from dielectric nanoparticles \cite{16}, metal nanoparticles \cite{15,16,17} and metal nanotips \cite{15,19,20,21,48,49,50,51,52,53,54}).

In this article we extend previous predictions \cite{55} by employing longer laser pulses and adding in more details both about the quantum and classical models. In the next section, Section 2, we describe the quantum mechanical approach, based on the solution of the time-dependent Schrö-dinger equation in reduced dimensions and the classical model, based on the Newton equations for one electron moving in an oscillatory electric field. Next, in Section 3, we present numerical results, both using the quantum and classical models, using typical parameters, with emphasis in the sensitivity of the observables to the static electric field. Finally, in Section 4, we close our contribution with our conclusions and a brief outlook. Atomic units are used throughout the article unless otherwise stated.

2 Theory
2.1 Quantum mechanical approach

The theoretical model we use here was already employed for the calculation of the electron photoemission \cite{49,10} and high-order harmonic generation (HHG) using ultrashort laser pulses \cite{55}, in both cases using metal nanotips as active media. Consequently, we only give a short description and we emphasize the numerical tools needed to compute the HHG spectra. In summary, the one dimensional time dependent Schrödinger equation (1D-TDSE) is solved numerically within the single active electron (SAE) approximation. The 1D-TDSE can be written as

\[
\frac{i}{\hbar} \frac{\partial \Psi(z,t)}{\partial t} = \mathcal{H}(t) \Psi(z,t)
\]

where

\[
\mathcal{H}(t) = -\frac{1}{2} \frac{\partial^2}{\partial z^2} + V_m(z) + V_i(z,t)
\]

(1)

where \(V_m(z)\) defines the potential barrier as

\[
V_m(z) = -(W + E_F)
\]

(2)

inside the metal (\(z < 0\)) and

\[
V_m(z) = -1/(z + \alpha)
\]

(3)

is the image-charge potential outside (\(z > 0\)) with \(\alpha\) chosen in such a way as to make \(V_m(z)\) continuous at \(z = 0\). In addition,

\[
V_i(z,t) = (E_{dc} + E_L(t)) z
\]

(4)

is the potential due to the laser oscillating electric field \(E_L(t)\) including the applied static field \(E_{dc}\) that arises due to the DC tip bias voltage.

By using a narrow, few atomic units (au) wide, potential well with variable depth \(W + E_F\), where \(W\) is the work function and \(E_F\) the Fermi energy, we model the metal surface. This depth and width of the well are chosen in such a way as to match the actual metal sharp tip parameters. In our case we utilize the parameters for clean gold, i.e. \(W = 5.5\) eV and \(E_F = 4.5\) eV, but other typical metals, such as tungsten or others, can be used as well by tuning adequately the values of \(W\) and \(E_F\). The ground state of the active electron represents the initial state in the metal nanotip and it is computed by diagonalizing of the discretized hamiltonian \(\mathcal{H}(t)\) in absence of the laser potential \(V_i(z,t)\). The infinitely high potential wall on one side and, on the other side a potential step gives a smoother shape to the surface barrier potential.

The electronic wavefunction \(\Psi(z)\) is time propagated using the Crank-Nicolson scheme and the harmonic spectra \(D(\omega)\) are retrieved by Fourier-transforming the dipole acceleration \(a(t)\) by using:

\[
D(\omega) = \left| \int_0^1 \frac{1}{|E_p| \omega^2} \int_{-\infty}^{\infty} dt e^{-i\omega t} a(t) \right|^2,
\]

(7)

The oscillating laser electric field is of the form

\[
E_L(t) = E_0 f(t) \sin(\omega t + \phi_{CEP}),
\]

(5)

where \(E_0\), \(\omega\) and \(\phi_{CEP}\) are the laser electric field peak amplitude, the laser frequency and the carrier-envelope phase (CEP), respectively. The pulse envelope \(f(t)\) is chosen to be

\[
f(t) = \sin^2\left(\frac{\omega t}{2n_{osc}}\right)
\]

(6)

where \(n_{osc}\) is the number of cycles. The electronic wavefunction \(\Psi(z,t)\) of Eq. (1) is time propagated using the Crank-Nicolson scheme and the harmonic spectra \(D(\omega)\) are retrieved by Fourier-transforming the dipole acceleration \(a(t)\) by using:

\[
D(\omega) = \left| \int_0^1 \frac{1}{|E_p| \omega^2} \int_{-\infty}^{\infty} dt e^{-i\omega t} a(t) \right|^2,
\]

(7)
where $T_p$ is the total duration of the laser pulse. $a(t)$ of Eq. (7) is obtained from the commutator relation,

$$a(t) = \frac{d^2 \langle z \rangle}{dt^2} = - \langle \Psi(t) | \hat{\mathcal{H}}(t), \hat{\mathcal{H}}(t), z \rangle | \Psi(t) \rangle,$$

where $\hat{\mathcal{H}}(t)$ is the Hamiltonian defined in the Eq. (1) (see e.g. [56,57] for more details).

### 2.2 Classical model

In addition to the quantum mechanical approaches the strong field phenomena have been characterized using classical considerations. By employing Newton’s second law for an electron moving in a linearly polarized electric oscillating field it is possible to compute the total energy of that electron as a function of the ionization or recombination times. In this approach any influence of the interaction between the laser-ionized electron and the remaining ionic core is completely neglected. This prescription defines what we known as Strong Field Approximation (SFA) [58]. If we include in the classical calculation defines what we known as Strong Field Approximation (SFA) [58]. If we include in the classical calculations the static electric field $E_{dc}$ it would be possible to study its influence in the harmonic cutoff values and to characterize the deviations from the conventional simple man’s model [58,59]. In the latter, valid for atoms and molecules, the harmonic order at the cutoff fulfills $n_c = (3.17U_p + I_p)/\omega^2$, where $n_c$ is the harmonic order at the cutoff, $U_p$ the ponderomotive energy ($U_p = E_p^2/4\omega^2$) [56] and $I_p$ the ionization potential of the atomic or molecular species under consideration. Inserting the values of the peak electric field $E_0$ and laser wavelength and using an equivalent $I_p$ equal to the metal work function $W$ we can corroborate the cutoff values obtained from our quantum mechanical model. The Newton equation for an electron moving in the $z$-axis can be written:

$$\ddot{z}(t) = -\nabla_z V(t, z) = -(E_{dc} + E_L(t))$$

Eq. (8) is solved under the following conditions: (i) the electron starts its movement with zero velocity at the origin at time $t = t_i$ ($t_i$ is known as ionization time), i.e., $\dot{z}(t_i) = 0$ and $\ddot{z}(t_i) = 0$; (ii) when the electric field reverses its direction, the electron returns to its initial position (i.e., recollides with the ionic core) at a later time, $t = t_r$ ($t_r$ is also known as recollision time), i.e., $z(t_r) = 0$. By modifying the values of the ionization time $t_i$, it is possible to compute the classical electron trajectories and to numerically calculate the times $t_r$ where the recollision phenomenon takes place (for numerical details see e.g. [59]). Furthermore, once the ionization time $t_i$ is fixed, the electron trajectory is completely determined. The electron kinetic energy, as a function of the ionization $t_i$ or recombination $t_r$ times, can be then calculated by using $E_k(t_j) = \dot{z}(t_j)^2/2$ where $j = i$ for ionization or $j = r$ for recollision. Finally, the harmonic order on the ionization ($t_i$) and recollision times ($t_r$), is obtained from $n = (E_k(t_j) + W)/\omega$ with $j = i, r$ for ionization or recombination times, respectively.

### 3 Results

We start by computing spectra using Eq. (7) employing a laser pulse of $n_{cy} = 10$ cycles long at a wavelength $\lambda = 800$ nm (30 fs of total time duration) and for different values of the laser peak amplitude $E_0$ and the static electric field $E_{dc}$. In Fig. 1 we use a peak electric field $E_0 = 10$ GV m$^{-1}$, meanwhile the spectra of Fig. 2 are for a $E_0 = 20$ GV m$^{-1}$. The different panels correspond different values of the static field $E_{dc}$, namely panels (a) $E_{dc} = -0.4$ GV m$^{-1}$, panels (b) $E_{dc} = 0$ and panels (c) $E_{dc} = +2$ GV m$^{-1}$, respectively.

As in the case of atoms a clear harmonic cutoff can be seen at $n_c \approx 5$ (equivalent to a photon energy of 7.75 eV and a wavelength $\lambda = 160$ nm) for $E_0 = 10$ GV m$^{-1}$ (Fig. 1(b)) and one at $n_c \approx 10$ (equivalent to a photon energy of 15.5 eV and a wavelength $\lambda = 80$ nm) for $E_0 = 20$ GV m$^{-1}$ (Fig. 2(b)). Negative values of the static electric field have a minor influence (see Figs. 1(a) and 2(a)), but, on the other hand, when positive values are used, a clear extension in the harmonic cutoff can be observed (see Figs. 1(c) and 2(c)). Harmonics of the order $n_c \approx 15$
(equivalent to a photon energy of 23.25 eV and a wavelength $\lambda = 53$ nm) can be achieved (Fig. 2(c)). In addition, for $E_{dc} > 0$ an increase in the harmonic yield is observed (a similar behaviour was predicted by shorter pulses, see [55]) and this feature could be experimentally exploited considering a larger harmonic signal would be much easier to detect.

Next we employ the classical model described in Section 2.2 in order to study the electron kinetic energy and to characterize the harmonic cutoff.
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Figs. 2. Idem Fig. 1 for a $E_0 = 20$ GV m$^{-1}$.

Figs. 3 and 4 we plot the dependence of the harmonic order on the ionization ($t_i$) (green (light gray) circles) and recollision times ($t_r$) (red (dark gray) circles) following the prescriptions of the classical approach and using the same laser parameters as in the quantum simulations. Fig. 3 is the classical counterpart of Fig. 1, meanwhile Fig. 4 is the classical counterpart of Fig. 2, respectively. We observe that the classical calculations confirm the modifications of the harmonic cutoff due to the incorporation of the static field $E_{dc}$, in reasonable agreement with our full quantum mechanical model. The deviation in harmonic cutoff from the conventional simple man’s model is more pronounced for the case of the positive $E_{dc}$, as predicted by the quantum mechanical model. Furthermore, it seems that the positive $E_{dc}$ not just extend the harmonic cutoff but it modifies some of the electron trajectories. This can be clearly noticed when we compare the Fig. 4(b) with Fig. 4(c). As was observed for short pulses [55], for negative $E_{dc}$ the classical model predicts a larger cutoff in comparison to the quantum mechanical calculations. This can be explained by investigating the transition amplitude of the individual electron trajectories. It seems that, herein the quantum transition amplitude of those trajectories contributing to the larger cutoff values is very small. As a result they do not show up in the harmonic spectra. However, we need a more exhaustive investigation to fully explore how the presence of a $E_{dc}$ affects the HHG spectra.

![Figure 3](image_url)

Fig. 3. (Color online) Total energy of the electron (in terms of the harmonic order $n$) obtained from Newton’s second law and plotted as a function of the ionization time $t_i$ (green (light gray) circles) or the recollision time $t_r$ (red (dark gray) circles) for a peak electric field $E_0 = 10$ GV m$^{-1}$. The solid line parallel to the x-axis at around $n_c \approx 5$ shows the harmonic cutoff predicted by the conventional simple man’s model (see text). Panel (a): $E_{dc} = -0.4$ GV m$^{-1}$, panel (b): $E_{dc} = 0$ and panel (c): $E_{dc} = +2$ GV m$^{-1}$.

Furthermore, by comparing the conventional classical calculations (Figs. 3(b) and 4(b)) with those when a $E_{dc}$ is present (independently of its sign) we observe a clear break in the symmetry of the plots around the middle of the laser pulse ($n_{cy} = 5$ for this case). Particularly, this
is seen for the electron kinetic energy as a function of the recombination time (red (dark gray) circles). A follow up contribution will address this feature.

4 Conclusions and Outlook

In conclusion, we have extended previous predictions of high-order harmonics generation directly from metal sharp tips. Our quantum mechanical model is used in order to compute the HHG yield, now employing a longer laser pulse at the Ti:Sapphire wavelength ($\lambda = 800$ nm). We observed a noticeable extension of the HHG cutoff when positive static fields are employed.

![Fig. 4.](image)

**Fig. 4.** (Color online) Total energy of the electron (in terms of the harmonic order $n$) obtained from Newton’s second law and plotted as a function of the ionization time $t_i$ (green (light gray) circles) or the recollision time $t_r$ (red (dark gray) circles) for a peak electric field $E_0 = 20$ GV m$^{-1}$. The solid line parallel to the x-axis at around $n_c \approx 10$ shows the harmonic cutoff predicted by the conventional simple man’s model (see text). Panel (a): $E_{dc} = -0.4$ GV m$^{-1}$, panel (b): $E_{dc} = 0$ and panel (c): $E_{dc} = +2$ GV m$^{-1}$.

As before we neglected any spatial variation of the (plasmonically) enhanced field, but this aspect might become important for other experimental conditions, which will be considered in a future work. The classical simulations, including the static electric field, confirm the quantum mechanical results in a higher degree of accuracy. The simulations presented in this work corroborate that the harmonic emission from metal nanotips can be a reliable alternative for the generation of coherent radiation at the UV to XUV range.
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