Modeling and Simulation of Sintering Process Across Scales

Min Yi · Wenxuan Wang · Ming Xue · Qihua Gong · Bai-Xiang Xu

Received: 9 December 2022 / Accepted: 26 February 2023 / Published online: 20 March 2023
© The Author(s) under exclusive licence to International Center for Numerical Methods in Engineering (CIMNE) 2023

Abstract
Sintering, as a thermal process at elevated temperature below the melting point, is widely used to bond contacting particles into engineering products such as ceramics, metals, polymers, and cemented carbides. Modelling and simulation as important complement to experiments are essential for understanding the sintering mechanisms and for the optimization and design of sintering process. We share in this article a state-to-the-art review on the major methods and models for the simulation of sintering process at various length scales. It starts with molecular dynamics simulations deciphering atomistic diffusion process, and then moves to microstructure-level approaches such as discrete element method, Monte–Carlo method, and phase-field models, which can reveal subtle mechanisms like grain coalescence, grain rotation, densification, grain coarsening, etc. Phenomenological/empirical models on the macroscopic scales for estimating densification, porosity and average grain size are also summarized. The features, merits, drawbacks, and applicability of these models and simulation technologies are expounded. In particular, the latest progress on the modelling and simulation of selective and direct-metal laser sintering based additive manufacturing is also reviewed. Finally, a summary and concluding remarks on the challenges and opportunities are given for the modelling and simulations of sintering process.
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1 Introduction

Sintering as a thermal process for consolidating powders or particles into the densified components has been critical and essential for the manufacturing industry of the modern society [1]. For example, a sintering process is the first choice for producing different kinds of hard metal or ceramic components. In the area of powder metallurgy, sintering is popularly applied to produce the expected products from a porous assembly of powders. The design and optimization of sintering process play a critical role in the manufacturing of sintering-based products, which depend on the detailed understanding of the physical processes and the quantitative models at different scales. In this aspect, modelling and simulation of sintering process across scales are indispensable complements to experimental trials and errors, especially for the overall goal of producing a condensed body (from rather friable green bodies) with controlled porosity, microstructure, grain size, grain distribution, etc.

In general, sintering is driven by energy minimization through eliminating/decreasing surface area and grain boundaries. It is, depending on the process conditions, often also complicated by additional aspects such as mass/solute transport, temperature, pressure, external fields and environment [2]. Modelling and simulation techniques should be capable of describing and predicting the spatial and temporal microstructure evolution and its dependence on the processing and material parameters such as time, temperature, density, pressure, particle size, etc. It is generally difficult to achieve qualified products by sintering within one-time trial. Compared to experimental efforts, modeling and simulations are much more efficient in terms of cost and time period. Moreover, most simulations are by nature in-situ, resolving transient behavior during sintering process.

The development of modelling and simulation techniques for sintering process has begun in the 1940s and emerged as an important subdiscipline of sintering research, contributing to the formation of sintering science beyond the experience-based technology [3–5]. The emphasis of modelling and simulation of sintering is to predict the microstructure evolution and the macroscopic quantities by using theory, modelling, computation, and analysis in different time and space scales. Especially in the recent decades, due to the availability of high-performance clusters and numerical software tools for different scales, computation studies on the complex sintering process of large systems are becoming feasible.

Several recent review papers have provided an overview on the up-to-date development of sintering science and technology, including the continuum mechanical models and microstructure-level models [5, 6]. However, the latest progress on the application of molecular dynamics and phase-field models to sintering is not surveyed. In addition, up to now sintering involves the traditional isothermal technique and the additive manufacturing technology. Selective laser sintering (SLS) has been a popular and promising additive manufacturing technology realized by the sintering mechanism [7, 8]. In contrast to the traditional isothermal sintering where a constant temperature is assumed for a sufficiently long period, the sintering technique implemented by SLS additive manufacturing possesses the characteristics of extremely non-uniform temperature distribution and high temperature gradient, which pose challenges to the modelling and simulation techniques that are created for the traditional sintering. Therefore in this review, we will exhaustively survey the recent progress on the across-scale modelling and simulation of sintering and cover the atomic, microstructural and macroscopic approaches. Moreover, the latest progress on the modelling and simulation of SLS is also presented.

This review is structured as follows. In Sect. 2, the typical features of traditional sintering and SLS are briefly overviewed. As illustrated in Fig. 1, Sect. 3 comprehensively
summarizes the state-of-art modelling and simulation methodology of sintering across different scales, covering atomic-scale method, microstructure-scale method (discrete element method, Monte-Carlo simulation, phase-field model), and macroscopic continuum model, in which the latest progress of applying these methods to SLS is also presented. Finally, Sect. 4 gives a short summary of this review, as well as an outlook for the possible future directions and chances in the community of modelling and simulation for sintering process.

2 Features of Sintering

It is a long history that human beings have utilized sintering technique to synthesize ceramics, refractory materials, high-temperature materials, etc [1]. In most cases, the sintered products from powders or particles are of polycrystal nature, consisting of crystal grain, glass structure, porosity, etc [9, 10]. The sintering process parameters have noticeable influences on the grain size, porosity size, grain boundary shape, etc., and thus determine the properties and performance of the sintered products.

Diffusion is one major mechanisms involved in sintering. The diffusion process is extremely slow in solid powders or particles at room temperature. So sintering is often operated at high temperatures that significantly accelerate diffusion. However, in order to control the desirable phases and avert the material decomposition, the operation temperature is generally below the melting temperature. In most cases, sintering has to be operated in vacuum or a special gas atmosphere. For some special systems, gas pressure is also an important factor for controlling sintering process. For instance, oxygen gas pressure has to be accurately controlled for the sintering of copper oxides based high-temperature superconductor, in order to obtain the designed structure, composition, and copper-valence distribution.

Sintering process can be divided into three stages [11]. The first stage is the growth of sintering neck at the initial state. In this stage, the neck growth obeys the exponential law as a function time. There is no apparently quick growth of the pristine particles, so the particles could be approximately regarded as isolated ones. The surface tension will make the adjacent particles contact and fix the grain boundary. The particles mildly shrink and the center of adjacent particles is slightly closer. The second stage is the densification together with grain growth. As the sintering neck continues growing, initially separated particles are gradually bonded together. Substantial shrinkage happens to form a network of pores, and grain coarsening continues. Grain boundary is extended from one pore to another pore. Once the effective density exceeds 90% of the theoretically maximum density, lots of pores will be annihilated and densification occurs to approach the final sintering stage. The third stage is further densification, but the process is extremely slow. There are always residual pores and perfect densification with a density equalling to the theoretically maximum one is generally impossible.

Sintering has notable time-lag effect. The reaction during sintering is very slow. When the temperature is gradually increased and reaches the end point, the sintering process will not cease suddenly. The examination of sintered products cannot reflect the influence of processing parameters on the evolution of microstructure during the sintering process. Sintering is also a complex phenomenon, relating to thermodynamics, kinetics, chemistry, crystallization, phase transformation, etc. The sintering process itself is highly nonlinear, including multiphysics coupling, strong nonlinear dependence of material parameters on temperature and phase, nonlinear kinetics, etc. As for the SLS technique [12], differing from traditional sintering, the powders are not consolidated prior to heating and often partial melting occurs. In SLS, the laser-matter interaction and the extremely high temperature gradients will make sintering process more complex and nonlinear, challenging the current approaches of modelling and simulation of sintering with the consideration of the special features of SLS.

3 Modelling and Simulation Methodology of Sintering

Similar to other fields of materials science and technology, the modelling and simulation of sintering process should also cover different time and spatial scales [13]. Different theoretical models and the associated numerical methods are available, each suitable for one specific scale. The integration of models and numerics that span a wide range of scales, scale bridging strategies, and their shrewd combination with experiments are the leading-edge directions. A typical application of integrated computational materials engineering (ICME) methodology to sintering is highly recommended. In the field of sintering, the atomic-scale method, microstructure-scale method, and macroscopic continuum model will be overviewed in the following.

3.1 Atomic-Scale Method

For the atomic-scale and early-stage sintering of nanoparticle systems, molecular dynamics (MD) has been widely used. In MD simulations, Newton’s equations of motion are solved to compute the temporal and spatial evolution of an assembly of interacting atoms within a short time (usually less than micro seconds). For such techniques, the force field or potential that describes how the atoms or molecules will interact with each other is critically important. MD
simulations favor the mechanistic atomic-scale understanding of sintering process in terms of atomic diffusion, nanoparticle rotation, atom trajectories, etc., and provide novel insights for the sintering of nanoscale particulate systems. However, the time size and model sample that MD can handle is usually restricted to less than 1 μs and 1 μm, respectively, owing to the relatively high computational cost of MD. More specifically, most MD simulations of sintering only contain nanoparticles with the size of several to several tens nanometers. MD simulations have demonstrated the influence of sintering temperature, material type, number and size of nanoparticles on the sintering behavior.

For two geometrically equivalent nanoparticles composed of the same material (two-dimensional Lennard–Jones crystal) in Fig. 2a [14], under a sintering temperature of 0.63\(T_m\) (\(T_m\) as the melting temperature), a grain boundary forms between the two particles. At the initial stage, atoms in these two nanoparticles do not diffuse into the vacuum. Meanwhile, the surfaces contact to favor the subsequent formation of a grain boundary. The grain-boundary diffusion promotes the neck-size growth. The particles approach each other, indicating that the grain-boundary diffusion takes away atoms from the grain boundary. In contrast, for a small and a large nanoparticles sintered at 0.46\(T_m\) in Fig. 2b [14], there is no grain boundary formed between the two particles and the particle-particle distance keeps unchanged. Grain-boundary diffusion does not occur and the bulk deformation is also negligible. At a lower sintering temperature of 0.46\(T_m\) in Fig. 2b, surface diffusion dominates the matter redistribution. Similar studies are carried out for other materials system. In addition to the surface atom diffusion and neck growth, the crystal structure change is also examined [15–18]. For Fe\(_2\)O\(_3\), it is found that HCP and BCC are gradually changed into amorphous structures whose proportion is around 66% [15].

More MD simulation results on two nanoparticles of the same material can be found, e.g., [14, 19, 20]. Figure 3 shows the sintering process of two nanosilver balls of different size. The atoms in nanosilver ball gradually migrate from the outside surface to the inside body. The big nanoball seems to swallow the small one. It is revealed that as temperature increases, the sintering mechanism is changed from surface diffusion to volume diffusion. For nanosilver particles with different diameters, the sintering process is lagging. The thermal conductivity of the sintered silver nanoparticles is also examined [19]. Similar sintering features have been observed in simulation results of other nanoparticles, e.g., Cu, Ni, TiO\(_2\) [21–30].

Specifically, Cu nanoparticle-plate sintering system has been simulated by MD [31]. The influence of tilt grain boundaries (GBs) (\(\Sigma 5\) twisted GBs) on the sintering kinetics is examined. The neck width at different temperatures is shown in Fig. 4a for five kinds of \(\Sigma 5\) [010] twisted GBs. In contrast to the non-oriented sphere-plate model, the neck growing speed of misorientation structure is almost constant during the whole heating process. From the atomic structure in Fig. 4b, it can be seen that five different \(\Sigma 5\) [010]
twisted GBs lead to different sintering behaviors. Particle-particle misalignment also favors an enhancement in GB diffusion [31].

Sintering of multiple nanoparticles of the same material is explored by MD simulations despite of the high computation cost, such as TiO$_2$ [32], Al [33], Ag [34], ITO [35, 36], Pt [37], Fe [38], etc. Figure 5 shows the sintering process of many TiO$_2$ nanoparticles in the form chains via MD simulations. The sintering process for 10 nanoparticles in Fig. 5a indicates that nanoparticles at the two ends migrate toward the center at the initial stage. The quick neck growth makes the particles’ original shape rapidly unrecognizable. Then a U shape forms. Subsequently, the side chains move back and a cylinder-like shape forms. At the end, for the minimization of surface energy, the particle finally becomes spherical [32]. The sintering dynamics of 4 nanoparticles in Fig. 5b experiences similar behaviors, but the chain shape is similar to half of the chain with 10 nanoparticles [32].

In addition, the sintering of nanoparticles with different materials provides more degrees of freedom to manipulate the microstructure and properties. MD methods are applied to examine the nanostructure evolution throughout the sintering process of Cu and Au nanoparticles [40, 41], with a focus on the changes in crystalline and sintering neck. The sintering process of Al and Ni nanoparticles by MD simulations [42] shows that Al-rich compounds form at the initial stage and then the eutectic alloy rapidly forms. MD simulations of the surface evolution during the sintering of Cu–Ag nanoparticles indicate a formation of Cu-core@Ag-shell nanoparticles from the Cu/Ag alloys when Ag content is excessive. As the temperature increases, the sintered system gradually changes from the separate nanoparticles to a uniform Cu/Ag alloy [43]. The sintering behavior of Cu–Ni nanopowders is also explored by MD simulations, with a focus on the microstructural analysis and the interfacial evolution at the atomic scale. It is found that the sintering mechanism is temperature dependent. From 600 to 1000
K, dislocation slip dominates the process. Beyond 1000 K, the thermal twinning and surface diffusion predominate. In the case of 1000 K sintering for 100 ps, the combination of surface diffusion and dislocations slip would lead to a defect-less structure \[39\]. Figure 6 shows the microstructural analysis of sintered Cu–Ni nanoparticles by the Common Neighbor Analysis (CNA) method. It can be found that when the sintering time increases, HCP structure gradually disappears. As a summary in Fig. 6d, the amount of HCP and amorphous phase is remarkably decreased when the sintering duration is 100 ps \[39\].

Recently, MD simulations are utilized to study the sintering process of composites such as the electrode of reversible solid oxide fuel cell (rSOFC) and graphene–metal composites. In the rSOFC field, LST–GDC (LST: SrLaTiO; GDC: Gd-doped ceria), Ni–YSZ (YSZ: yttria-stabilized zirconia), and NiO–YSZ composites are promising candidates as electrodes. MD simulations of sintered LST–GDC \[44\], Ni–YSZ \[45–47\], and NiO–YSZ \[48\] nanocomposites are carried out. For the LST–GDC nanoparticles sintering, it is revealed that a high sintering temperature favors the increase in length of the triple-phase boundary, but is not beneficial for the enhancement of effective surface area of catalyst particles. Figure 7 presents the temporal evolution of LST–GDC microstructure. The initial and final multiple nanoparticles system that is sintered at 1673 K for 1 ns is shown in Fig. 7a and b, respectively. At 20 ps in Fig. 7c and d, LST and GDC nanoparticles gather together due to attractions among each particles. Then a porous structure forms. At 500 ps, most small particles are deformed and further amalgamated into particles with larger size. The volume heat capacity, thermal conductivity, and thermal expansion coefficient calculated by MD simulations of the sintered products is revealed to agree well with the experimental results. Moreover, quiet a few LST-GDC contact boundaries are found to generate triple-phase boundaries. This is favorable for the chemical reactions where charge exchange predominates. These findings by MD simulations could guide the design of sintering processing parameters for LST-GDC composite electrodes in rSOFC technology.

The sintering process of aluminum matrix powder reinforced by graphene nanoplatelet is recently explored by MD simulations \[33, 49\]. As shown in Fig. 8, four spherical Al nanoparticles with an embedded graphene nanoplatelet constitute the cubic cell as the simulation box. The evolution of crystalline structures including FCC, HCP and others are recorded as a function of sintering duration in Fig. 8. The sintering mechanism is similar to that in the pure metallic nanoparticles. Additionally, sintering process makes graphene nanoplatelet wrinkled, leading to large contact area among Al nanoparticles and graphene nanoplatelet. It is further confirmed by MD simulations that the presence of graphene nanoplatelet can remarkably enhance the composites’ mechanical properties, owing to the graphene-Al stress transfer and the reinforcement by dislocation \[33\].

![Fig. 7](image1.png)  
**Fig. 7**  
(a) Initial and (b) final state of sintered LST-GDC nanoparticles. Cross-sectional view of the structures at different sintering time along the e y and d x direction of the simulation box. Reproduced with permission \[44\]. Copyright 2021, Elsevier

![Fig. 8](image2.png)  
**Fig. 8**  
Snapshots of composite system containing graphene nanoplatelet and Al nanoparticle sintered at 900 K. Reproduced with permission \[33\]. Copyright 2019, IOP
3.2 Microstructure-Scale Method

In contrast to the atomic-scale MD method which tracks the atomic trajectories to decipher the atomistic sintering mechanism, microstructure-scale method aims at the microstructure evolution in terms of grain size, grain shape, particle arrangement, impurities, lattice distortions, porosity, etc., which determine the properties or performance of the final sintered products. In general, microstructure-scale method depends on the constructed free energy, thermodynamic driving force, or particle-particle interactions. In the following, discrete element method, Monte–Carlo method, and phase-field model will be overviewed.

3.2.1 Discrete Element Method

Discrete element method (DEM) is a numerical technique that calculates the interaction of a huge amount of particles and simulates the behavior of both continuous and discontinuous material systems [50, 51]. The basic theory of DEM is the Newton’s second law of motion and rigid body dynamics, with the theoretical description of Newtonian interactions among particles. Constitutive behaviors have to be assigned to these particles, such as heat transfer models, contact models, collision models, inter-particle bond formation and break models, models for response to external fields, laser–matter interactions, etc [52]. DEM is capable of calculating rotations and displacements of discrete bodies with different shapes. Within DEM, particles are numerically simulated by solving the governing equations via specific time-stepping algorithms [53].

A general DEM implementation should consider the collision detection [55, 56], inter-particle contact laws [57], boundary-condition contact laws [58], bond formation, deformation, and breakage [59], time step integration [53], etc. Unlike the classical DEM approach, during the sintering process the particle radius can evolve owing to the matter diffusion driven by the curvature gradient. When sintering is activated, mass transport due to the surface and grain boundary diffusion has to be considered. In the sintering case, Parhami and McMeeking [60] have proposed a particle contact force model that is originated from the calculations of Bouvard and McMeeking [61] for the particle pairs with identical size. Then Pan and his colleagues [62] extended Bouvard and McMeeking’s model to pairs of particles of different sizes. According to the expressions in these models, for a pair of particles with radii of \( r_s \) and \( r_l \), the normal force \( N \) between two particles can be given as [54]

\[
N = -\frac{\pi \alpha^4}{(1 + r_s/r_l)\beta} \frac{dh}{dt} + \frac{\alpha}{\beta} r_s \gamma_s
\]

in which \( \gamma_s \) is the surface energy and the term related to diffusion is

\[
\Delta_{GB} = \frac{\Omega}{k_B T} D_{GB} \delta_{GB}
\]

in which \( D_{GB} = D_{0GB} \exp\left(-\frac{Q_{GB}}{RT}\right) \) is the grain-boundary diffusion coefficient with an activation energy of \( Q_{GB} \) at temperature \( T \), \( k_B \) the Boltzmann constant, \( \delta_{GB} \) the thickness of grain boundary, and \( \Omega \) the atomic volume. \( \alpha \) and \( \beta \) parameters are related to the ratio of the grain-boundary diffusion to surface diffusion. Other geometrical parameters are illustrated in Fig. 9a. If the grain growth mechanisms are activated during sintering, the volume evolution of a system containing a large particle \( l \) that contacts a small particle \( s \) is governed by

\[
\frac{dV_{ls}}{dt} = 4\pi r_s^2 \frac{dr_l}{dt} = \sum_i J_i A_i \Omega.
\]

The volume change for a given contact is attributed to various mass transport mechanisms. The contribution is denoted by a flux cross-section area \( A_i \) and an atomic flux density \( J_i \) with \( i \) representing the different mechanism, i.e., grain-boundary migration and surface diffusion. In this way, DEM model realizes a coupling between grain growth and

![Fig. 9](image-url)
sintering kinetics. Figure 9b shows the temporal evolution of neck radius during the sintering of a large and a small alumina particle. It can be found that DEM captures different sintering mechanisms at different stages. At the initial shrinkage stage, there is no grain growth and the neck is extremely small. At the intermediate stage, grains grow by surface diffusion, there is no apparent shrinkage, and the neck radius is not less than the equilibrium value. At the final stage, fast grain growth occurs by GB migration and there is apparent shrinkage when the neck radius is not less than the smallest particle radius [54]. Similar DEM simulations on the sintering behaviors of copper particles with the consideration of coarsening [63] are also carried out, providing a solid basis for the realistic simulation of coupling between coarsening phenomena and sintering by DEM.

In addition, DEM can not only investigate the microstructure evolution and anisotropic sintering of alumina particles [64], but also be applied to the determination of density dependent anisotropic constitutive parameters of sintered alumina [65]. In order to simulate long-time sintering by DEM, a relaxation time scale is introduced as a ‘trick’ to enable a long-time sintering simulation when the simulation time still remains small [66]. Furthermore, for removing the limits from the usage of an explicit scheme where a very small time step has to be adopted during DEM sintering simulation, a non-smooth method, i.e., contact dynamics combined with a sintering contact law (in contrast to smooth dynamics), is proposed [67]. DEM simulation results of sintering indicate that contact dynamics is superior to smooth dynamics in terms of representing the rearrangement of particles [67].

Simulations on the sintering behavior and controlled microstructures, with a focus on composite electrode, metallic matrix with ceramic inclusions or metal-ceramic composite, initial green microstructure, and pre-cracked plate, indicate that DEM possesses a huge potential in understanding the correlation between defect formation, residual stress and microstructure evolution in the sintering of diverse material systems [68–71]. For instance, the viscoelastic DEM [72] model is employed to investigate the pressure-assisted sintering of intermetallic-ceramic composite NiAl–Al₂O₃ and the post-sintering residual stress field [68]. Figure 10a shows the DEM model geometry of a 80%NiAl–20%Al₂O₃ powder. The spatial distribution of particle total microscopic stresses and viscoelastic microscopic stresses at the final stage of sintering can be seen in Fig. 10b and c, respectively. The viscoelastic resistance of the material is balanced by the attractive contact interaction that is resulted from the sintering driving stress and external stress. The positive and negative values of viscoelastic microscopic stress in Fig. 10c and d [68] indicate the tensile and compressive interaction, respectively.

One of the recently attractive topics is the application of DEM to the sintering simulation of composite that is essential for energy storage. For example, Fig. 11 shows the DEM simulation results on the sintering of LSM–YSZ.
bilayer composite electrode ( LSM: La₃₋ₓSrₓMnO₃ ) by introducing the pore formers. LSM–YSZ composites with tunable and controllable porosity are excellent candidates for SOFC cathodes. The top layer contains pore formers and LSM, while the bottom layer is LSM–YSZ composite. The initial green porosity of both layers is around 0.5. Owing to the smaller size of YSZ particles (0.5 μm), the eventual porosity of the bottom layer is remarkably decreased, whereas the top layer experiences relatively small porosity decrement. The interface distortion between bottom and top layers is also an indicator of higher densification in the bottom YSZ-LSM layer [69]. Specifically, DEM simulations of sintering a 40:60 vol ratio mixture of LSM and YSZ are performed to investigate the anisotropic sintering behavior. It is confirmed that sintering anisotropy occurs at the macroscopic scale, as well as within the macropores and walls. The aligned macropores could induce an anisotropic particle contact network and thus an anisotropic shrinkage during sintering [73]. As for the co-sintering of multilayer ceramic capacitors (e.g., Ni/BaTiO₃), a parametric study based on DEM simulations reveals the influence of green density, heating rate, and thickness, nickel particle rearrangement, and non-sintering inclusions on microstructure features of the final sintered electrode. The associated results are beneficial for the sintering design of multilayer capacitors [74].

For the high heating rate sintering such as rapid firing, DEM model for coupling thermomechanics with sintering and non-isothermal solid-state sintering is proposed [75]. Unlike the case of traditional sintering where the heating or cooling is extremely slow, the evolution of thermal and densification gradients is critical for the high heating rate sintering. The temperature gradient plays an important role in microstructure evolution. As an example, the rapid sintering during the fast firing of Al₂O₃ particles is simulated by DEM. Figure 12a presents the temperature evolution history from 300 to 1050 °C within around 200 s. The outer particles are immediately heated up to 1050 °C in less than 10 s, while the inner particles remain at room temperature. Hence, there exists a very large temperature gradient. As shown the relative density evolution in Fig. 12b, even sintered at a lower temperature increase rate for the case of 1250 °C, the powders’ densification is gradually increased and a maximum relative density of 94% is obtained at 1200 s. The normalized average neck radius r_c/R as a function of temperature difference and the sintering time is presented in Fig. 12c. For the fast sintering at 1350 °C, when the temperature difference is changed from 1250 to 0 °C, a three-fold increase in r_c/R can be achieved. As the sintering temperature increases, the densification rate and the speed at which the temperature gradient passes through the sample are enhanced [75].

The application of DEM to the simulation of sintering of ultra-high temperature ceramics (UHTCs) has recently received wide interests, due to the potential use of UHTCs in extreme environment conditions such as space travel, aerospace, and nuclear industry. In particular, DEM simulation of sintering of a typical UHTC consisting of ZrB₂ and SiC is reported [76]. The DEM approach combined with a viscoelastic/sintering model is employed to study the sintering of ZrB₂–SiC composites. The interacting forces between particles, which is originated from the surface diffusion and grain boundary diffusion, is considered. The viscoelastic effect is included to ensure sufficient mass transport among interacting particles. Figure 13a shows the DEM simulation results about the sintered microstructure at the beginning, intermediate, and end of the sintering process of ZrB₂–15 wt%SiC composite at 2200 °C. Since there exists an initial interaction/compaction with the wall when the Hertz–Mindlin model is used, it is clear that some particles close to the wall are detached and dangle in the air. Owing to the lattice diffusion and grain boundary migration, the main body shrinks. Figure 13b presents the final relative density at different sintering temperatures. It can be seen that higher sintering temperature favors higher densification. When the sintering temperature is increased above 1900 °C, the densification is significantly enhanced. This is foreseeable, since UHTCs retain the strengths and structure of solid phase up to 2000 °C [76]. The DEM simulation results are found to agree well with the experimental measurement [77].
Another recently flourish topic is the application of DEM to the sintering based additive manufacturing. As an essential process of powder-based additive manufacturing, powder-bed spreading has been widely modelled and simulated by DEM [78–85]. The influence of surface roughness, complex particle shape, particle cohesion, and spreading tool type on the powder-layer quality is examined by DEM [78, 83]. A compromise between material parameters and processing parameters is found. If the the spreading speed is increased, the layer quality of strongly cohesive powders and non-cohesive (or weakly cohesive) powders would be increased and decreased, respectively. DEM simulations are also applied to optimize the blade type of spreaders for the generation of powder bed [79]. It is shown that if the geometry of a blade spreader is optimized, the quality of a powder bed with higher solid volume fraction and lower surface roughness would be notably improved. Based on DEM results, a new spreading device with a super-elliptic edge profile which has three parameters to control height, width, and overall shape is proposed. The fundamental mechanisms of the powder-layer packing during powder-spraying process are also explored by DEM [81, 82]. It is found that there exist three kinds of deposition mechanisms: wall effect, cohesion effect, and percolation effect. These mechanisms compete with each other and finally determine the powder-layer packing density. At the bottom of powder pile that is scraped by the rake, a stress-dip is found to make the powder particles uniformly deposited [81]. In particular, the influence of fine fraction on the flow ability of powders in additive manufacturing is examined by DEM simulations, with a focus on the microscale mechanisms of powder-bed flow that involves van der Waals force [82]. Firstly, particles are randomly generated in a cube to prepare the initial spreading configuration. Then, the particles are deposited under gravity to reach an equilibrium state, as shown in Fig. 14. It is found that the flow ability of coarse particles is hardly influenced by the microscale force. However, the microscale force controls the behavior of fine fractions of micrometer-scale particles [82].

The sintering-based additive manufacturing process and the evolution of involved physical quantities can also be simulated by DEM. A novel DEM is developed to simulate the whole direct metal laser sintering (DMLS) process, including the powder deposition, recoating, laser heating, and holding stages [89]. Using DEM, the influence of laser scanning speed, laser power, and hatch spacing on the powder-bed temperature distributions can be predicted during the DMLS process. Furthermore, DEM is improved to consider phase transformation, heat conduction, and inter-particle sintering (bond neck growth), in order to more accurately simulate the sintering-based additive manufacturing process of powder bed [86]. Figure 15 presents several snapshots for the first-layer printing process, showing the temperature distribution during the laser-sintering printing of inner and
specifically, a methodology that couples DEM and finite-difference method for simulating SLS is proposed [87]. Therein, the powder particles are modelled as thermally and mechanically interacting discrete spheres and the substrate is modelled via the finite-difference method. Figure 16 presents the temperature evolution in particles and substrate during the laser scanning process. For simulating the additive manufacturing processes where the radiative phenomena are of critical importance, a DEM is developed to account for the heat diffusion and radiative transfer by using a modified Monte Carlo-ray tracing method and the Mie scattering theory [90]. DEM incorporating thermal physics has been applied to simulate the layer-by-layer additive manufacturing processes of metal powders [88, 91]. As shown in Fig. 17, the SLS additive manufacturing process of a small jet turbine blade is simulated by DEM [88].

DEM combining with a modified Monte–Carlo ray-tracing method has been developed to simulate the multiphysical behavior of polymer particles during SLS process [92]. The comprehensive model couples the underlying physics and the corresponding numerics, and could consider heat conduction, radiative heat transfer, sintering and granular dynamics. The simulated sintered lines of polymer powder after single-track scanning is shown in Fig. 18b, whose average width (320 μm) agrees well with that from experiments (328 μm) in Fig. 18a.

3.2.2 Monte–Carlo Method

Monte–Carlo method is another popular method for the simulation of microstructure evolution, grain growth, and re-crystallization of polycrystalline materials. Anderson et al. [93] in 1984 for the first time proposed a novel Monte–Carlo procedure to investigate the grain growth kinetics in two dimensions. This procedure is based on the standard Q-state Potts model [93, 94]. In detail, the microstructure in the model is mapped onto a discrete lattice. A number \( q_i \) \((1 \leq q_i \leq Q)\) is assigned to each lattice site \( i \), representing the local crystallographic orientation.
initial orientations are set to randomly distribute. The total energy for the model is expressed as

\[ E_{\text{MC}} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n} J_{ij} [1 - \delta(q_i, q_j)] \]  

(4)

in which \( N \) is the total number of sites in the model system, \( n \) is the number of nearest neighbor sites of site \( i \), \( J_{ij} \) is the interaction energy between \( i \) and \( j \) sites, and \( \delta \) is the Kronecker delta with \( \delta(q_i, q_j) = 1 \) for \( q_i = q_j \) and \( \delta(q_i, q_j) = 0 \) for \( q_i \neq q_j \). In the grain growth algorithm for sintering, a grain site is exchanged with one of the neighboring grain sites chosen randomly. Using a standard Metropolis algorithm, the exchange is accepted with a probability \( P \)

\[ P = \begin{cases} \exp \left( -\frac{\Delta E_{\text{MC}}}{k_B T} \right), & \Delta E_{\text{MC}} > 0 \\ 1, & \Delta E_{\text{MC}} \leq 0 \end{cases} \]  

(5)

in which \( \Delta E_{\text{MC}} \) is the energy change by the exchange trial, \( k_B \) is Boltzmann constant, \( T \) is the simulation temperature. In the algorithm for simulating pore migration, a pore site is interchanged with a neighboring grain site, and the acceptance probability can be similarly formulated according to Eq. (5).

As an ideal case, Monte–Carlo simulations for sintering two or three particles are widely carried out to validate the simulation methodology and understand the sintering mechanism [94–96]. For instance, in the sintering of a two-dimensional system containing three particles, Monte–Carlo model is shown to be capable of capturing the curvature-driven pore migration, grain growth and coarsening, as well as the densification by vacancy annihilation and vacancy diffusing to grain boundaries [94]. The model is also verified by morphologic changes and densification kinetics. For the case of viscous sintering of two particles, an energetic potential based non-discrete Monte–Carlo (NDMC) methodology is proposed. The NDMC kinetics is demonstrated to agree well with the viscous sintering kinetics [95–97]. Figure 19 presents the experimental observation and NDMC simulation on the morphological evolution in two-glass cylinders sintered at 950 °C at different times, indicating the consistency between experimental and simulations results [97]. NDMC methodology is further employed to the free or constrained sintering of an infinite row of particles in two dimension, as shown in Fig. 20. The model geometry for simulating the sintering of an infinite row of cylinders with periodic boundary conditions along \( x \) direction is presented in Fig. 20a. The comparison between the final sintered morphologies predicted by analytic solutions and Monte–Carlo simulations for different ratios (\( R_s \)) of grain boundary energy to surface energy is given in Fig. 20b for the constrained sintering. It can be seen that the calculated interface morphologies match perfectly those from the analytical methods [98].

Monte–Carlo simulation methodology is also applicable to the sintering of many-particle systems or polycrystalline materials [99–106]. A Monte–Carlo technique is put forward for the initial-stage sintering of two-dimensional aggregates of copper particles which are randomly packed [99].
Therein, the crack initiation that is attributed to the stresses generated by the sintering particles, as well as the localized stresses and stress evolution, can be considered. Similarly, Monte–Carlo simulation has been carried out to describe the gas phase coagulation and sintering of two-dimensional nano-clusters, in which the finite inter-particle binding energy, particle restructuring, and densification (sintering) are incorporated [100]. In addition to the initial-stage sintering, for simulating the grain size distributions during the final-stage sintering, a Potts Monte–Carlo model is proposed to simultaneously obtain the pore migration, grain growth, and pore shrinkage [101]. The model could simulate a system with an initial porosity and varying ratios of grain boundary mobility to pore shrinkage rates. For the sintering of a real polycrystalline material, a Monte–Carlo model describing monophase or two-phase structures is developed to deal with the oriented and anisotropic grain growth [102]. Meanwhile, the model includes a considerable number of input parameters that make it possible to design lots of combinations of conditions under which the sintering process occurs. For simulating microstructural evolution as well as macroscopic deformation during sintering of complex powder compacts, a model based on the kinetic Monte–Carlo approach is developed to capture vacancy diffusion, grain growth, pore annihilation at grain boundaries, and sintering stress [103]. Different from these models, recently a novel Monte–Carlo model that considers local interface curvature in the acceptance of diffusion steps is developed, enabling the study of interface energy influence on sintering process [106]. Figure 21a and b shows an example Monte–Carlo simulation result on the microstructure evolution during sintering at a dihedral angle of 120°, with intermediate states at a fractional density of 70% and 100%. As shown in Fig. 21c, for the final-phase densification where the scaled specific volume $v/v_{\text{dens}}$ approaches 1, the surface diffusion ($r_{\text{surf}} = 1$) reduction would decrease the total interface energy. At high rate of surface diffusion (e.g. $r_{\text{surf}} = 10,000$), grain growth is suppressed and the particle diameter remains nearly constant up to the final density [106].

For the special case of liquid-phase sintering, Monte–Carlo method is also applicable [107, 108]. A geometrical Monte–Carlo model assuming constant temperature and homogeneous composition of liquid phase is proposed to simulate the microstructure evolution during liquid-phase sintering. The model works for the prediction of probabilities of solidification or melting by considering the local geometry via the closest surrounding neighbours and avoiding the use of thermodynamic probabilities [107]. The model’s algorithm works on microstructures discretized by homogeneous cubic elements (voxels). The model only considers two kinds of neighbours: edge and face neighbours. A weight factor is defined for each kind of neighbour, with a normalized weight $n$ ranging from 0 to 1. As shown in Fig. 22a, solidification of a voxel at a flat-surface top corresponds to the growth of flat surfaces with $n = 0.26$. The generation of a hole also corresponds to $n = 0.26$. But the filling

![Fig. 21 Monte–Carlo simulations of sintering 50 particles at various fractional densities: a 70% and b 100%. c Total interface energy $E_{\text{tot}}$ vs scaled specific volume ($v/v_{\text{dens}}$) for various frequencies of surface diffusion $r_{\text{surf}}$. Reproduced with permission [106]. Copyright 2018, Wiley](image)

![Fig. 22 A geometrical Monte–Carlo model for liquid-phase sintering: a Key configurations for generating the distribution function that is used to accept or reject voxel solidifications. b A complex microstructure evolution at isothermal conditions and different Monte–Carlo steps. Reproduced with permission [107]. Copyright 2005, IOP](image)
of a channel gives \( n \) as 0.60. Based on this strategy, the model is applied to the isothermal simulation of a complex 3D microstructure in Fig. 22b. The initial microstructure is generated by growing 146 spherical seeds until they occupy 30% of the volume. After several hundreds Monte–Carlo steps, microstructure smoothly evolves and particles tend to fuse and create large solid clusters [107]. The effect of wetting angle on dihedral angle distribution and grain boundary penetration degree of a liquid phase during the liquid phase sintering is examined by Monte–Carlo simulations. It is found that in the case of high probability for wetting, the number of the grain boundary penetration of a liquid phase increases while the wetting angle decreases [108].

There are also attempts to combine Monte–Carlo method with other methods (e.g. finite element methods [109], Cellular Automata [110], etc.) for the simulation of sintering. For instance, a micro-macro method that combines finite element and Monte–Carlo methods is proposed to simulate the sintering process of ceramic powder compacts [109], as illustrated in Fig. 23. The compact body in the macroscopic scale is divided into finite elements, while the Monte–Carlo simulation is performed at the centre of each finite element. Firstly, Monte–Carlo simulations are performed to calculate the shrinkage strain rate without the consideration of macroscopic viscoplastic strain rate. Secondly, with the calculated shrinkage strain rate for each finite element as input, finite element simulations are carried out to attain the viscoplastic strain rate. Thirdly, Monte–Carlo simulations for the next time step is carried out with and without the inclusion of macroscopic viscoplastic strain rate. Then, the shrinkage strain rate and microstructure are attained without and with the macroscopic viscoplastic strain rate, respectively. The finite element and Monte–Carlo simulations are repeated in every time step [109]. In addition, a hybrid Cellular Automata–Monte Carlo (CA–MC) approach is also proposed for the simulation of sintering process. The approach minimizes the energy dissipation rate and stored energy by using the variational principle to incorporate the influence of stress that is originated from the neighbouring particles/grains interactions. It could deal with grain boundary diffusion and collapse, and is demonstrated to be capable of simulating the sintering process of a randomly packed assembly of spherical particles, as shown in Fig. 24 [110].

Other works are focused more on the application of Monte–Carlo method to the simulation of sintering of different materials such as Ni–YSZ composite [111], nanoparticles [112, 113], ceramics [114–120], etc. Monte–Carlo method is utilized to predict the microstructure evolution of the Ni–YSZ composite system and reveal the effect of rigid YSZ phase on Ni coarsening kinetics [111]. Monte–Carlo simulations based on multi-state Potts model is applied to simulate the sintering of nanoparticles by boundary migration, evaporation and condensation, in which the reduced temperature, the next-nearest
neighbour weighting and the ratio of interface-surface energy ratio are taken as model variables [113]. The sintering of ceramics such as Si₃N₄ [116] and Al₂O₃ [117, 118, 120] is widely simulated by Monte–Carlo method. In particular, the microstructure evolution of a three-phase nano-composite ceramic tool material during sintering process is simulated by a 3D Monte–Carlo model [114] at different sintering temperatures, as shown in Fig. 25. The model accounts for the grain boundary energy of each phase and interfacial energy between two phases as the driving forces for grain growth. It is found that the grain size is distributed more uniformly at 1700°C than at 1500°C. In particular, Weiner et al. [121] proposed a new approach for sintering simulation of irregularly shaped powder particles. They combined Monte–Carlo approach and a statistical approach for describing particles’ morphology in a powder mixture.

3.2.3 Phase-Field Model

Phase-field model is an powerful methodology for the simulation and prediction of microstructure or morphology evolution. It adopts a set of conserved or non-conserved order parameters, which are continuous across the interface, to describe the microstructure [122, 123]. The spatial and temporal evolution of order parameters represents the evolution of the microstructure. In general, phase-field theory is in the accordance with the variational theory. With the microstructure represented by the order parameters, the bulk energy/potential contributions are readily recaptured using the thermodynamics data, while energy/potential penalties are enforced at interface usually through the square of the order parameter gradient. In other words, the energy/potential of the system can be given as a functional of the order parameters. The evolution of microstructure can be formulated by the first variational derivative of the functional with respect to the order parameters. For the conserved order parameters, the Cahn–Hilliard equation is generally applied, while for non-conserved ones the Allen–Cahn equation is applicable, with the corresponding kinetic parameters involved. Phase-field models are able to readily capture the evolution of complex microstructure and arbitrary morphology without the explicit tracking of interface. There are several merits of phase-field model [124]. Firstly, there is no need to develop special numerical techniques to explicitly track the interface position. Major parameters in the energy functional can be derived from physical quantities, for instance, interface energy and thickness, while the kinetic parameters may be determined from experiment-based database, such as CALPHAD [125] and DICTRA [126]. Secondly, the number of equations to be solved is far less than the particle number. Thirdly, it is versatile and can naturally deal with morphology change, particle agglomeration/fragmentation, diffusion field, etc. Moreover, it is easily coupled with multiphysics and nonlinearity such as composition dependent mobility, strain or strain gradient, shock, anisotropic properties, etc. The current phase-field models for sintering can be roughly classified into three categories, based on their difference in the energy formulations.

Conventional Model The first kind is derived from the system free energy formulation [127–131], named as “conventional model” here. The total free energy is generally written as

\[ F = \int_\Omega \left[ f(\rho, \eta) + \frac{1}{2} \beta_\rho |\nabla \rho|^2 + \frac{1}{2} \beta_\eta \sum_i |\nabla \eta_i|^2 \right] \, dv. \]  

(6)

in which \( \rho \) is the conserved order parameter representing pore or substance and \( \eta_i \) is the non-conserved order parameter representing grain orientation. The kinetic equations for \( \eta_i \) and \( \rho \) are derived as

\[ \dot{\eta}_i = -L \frac{\delta F}{\delta \eta_i}, \]  

(7)

and

\[ \dot{\rho} = \nabla \cdot \left[ M \nabla \frac{\delta F}{\delta \rho} \right], \]  

(8)

respectively. In this line of phase-field models, the temperature effect is often included in the temperature dependent \( f(\rho, \eta) \) or model parameters, along with a heat transfer equation. However, the inclusion of non-isothermal features of sintering in this way may suffer from the thermodynamical inconsistence, and thereby the temperature gradient related kinetics are missing. Due to the simplicity, this line of models are still widely in use.

Phase-field simulations of two-particle sintering are essential benchmarks to establish phase-field model as a successful methodology for simulating sintering process [132, 133]. Phase-field model could incorporate elastic deformation, rigid-body motion, and heat conduction, and reveal the sintering mechanisms including neck formation and grain growth [133]. In particular, phase-field simulations of sintering two particles with unequal size reveal three sub-processes including neck growth, coarsening accompanied with the concurrent slow grain boundary migration, and rapid grain boundary movement [132]. The direction-dependent interface diffusion can also be considered in the phase-field model. In this way, the phenomenon that diffusion mainly occurs along the directions which are tangential to the particle surface and grain boundaries can be captured [134, 135]. By using this idea, phase-field simulations are carried out to explore the sintering process of two silver nanoparticles [134]. As shown in Fig. 26,
the morphological evolution of two equally sized silver nanoparticles with a diameter of 40 nm sintered at 400 °C for 15 min is both observed experimentally and simulated by phase-field model. It can be found that there exists a good agreement between experimental observation and phase-field simulation. In terms of the viewpoint that the solid material is characterized by a low vacancy content and the pore by a high vacancy content, a vacancy diffusion based phase-field model of sintering in two-phase and multi-phase systems is proposed. The model considers vacancy diffusion as the atomic mechanism for the material redistribution during sintering process. Energy formulation describing thermal vacancies in a crystal is included in the model.

In the first kind of model, the rigid-body rotation and translation of grains can be described by the movement of each grain’s density profile. Thus, adding an additional mass current term into Eq. (8) could account for the flux density from both diffusion and rigid-body motion. Similarly, rigid-body motion also modifies the Eq. (7) with an advection term. In order to simulate the grain coalescence due to both the grain rotation and grain boundary migration, a phase-field model with multiple order parameters is proposed. In this model, the constitutive equation for the grain rotation induced by viscous sliding and the classical phase-field model for curvature-driven grain boundary migration are coupled. The macroscopic rigid-body motion of grains during sintering is demonstrated to remarkably influence the sintering behavior and contribute to the densification and shrinkage of the sample, as shown in Fig. 27. The initial configuration of the two-grain system consists of equally spaced circular pores with a single flat grain boundary. It can be seen from Fig. 27a–c that in the absence of the rigid body motion, the initially circular pore relaxes to the equilibrium configuration, but the shape change does not result in shrinkage. In contrast, with the consideration of rigid-body motions, the pores begin to shrink and the sample becomes dense, as shown in Fig. 27d–f. For the calculation of rigid-body movement of particles during sintering, a combination of phase-field model and DEM is proposed, which can simultaneously simulate the movement of particles and the grain growth behavior. Phase-field model is
firstly utilized to evaluate the sintering forces and the contact areas in linked particles, which are then introduced into the DEM simulations for the particles’ rigid-body motion [140].

In addition, the pressure-assisted sintering could be modelled by incorporating an efficient contact mechanics algorithm into the phase-field sintering model [138]. The surface contact stress of interacting particles with arbitrary shape is considered into the model as an elastic strain energy term. Diffusive fluxes along the stress gradient could achieve the energy relaxation through deformation. Sintering behaviors due to the externally applied loads are examined, as shown in Fig. 28. The uniaxial body force in Fig. 28a is found to notably affect the resultant contour of sintered two particles. The length of the necks between the particles, \( L_{gb} \), is found to increase with the external loading. The comparison of final microstructures of sintered multiple particles under different confining pressures is presented in Fig. 28b and c. It is found that an 8 GPa confining pressure induces smaller and fewer pores with thicker necks between the particles.

Furthermore, an improved phase-field model with fully coupled mechanics and diffusion is proposed for sintering simulations [141]. In order to make the normalised contact stress distribution close to that in conventional contact problems, an interpolation method for elastic modulus is adopted. Phase-field simulation results show that the stored strain energy in the contact area could accelerate the sintering process and larger pressure favors faster growth of the sintering neck [141].

Moreover, for simulating the microstructure evolution of hot-press sintering under non-isothermal conditions, a phase field model using the coupled thermo-mechano-diffusional equations is developed [142]. The temperature dependent model parameters and a heat transfer equation are included in the model. It is revealed that the driving force from temperature gradient increases with the heating rates, whereas the driving forces from strain gradients and concentration gradients are identical in particles with the same shape but different heating rates [142].

For the case of liquid-phase sintering, a phase-field model with multicomponent and multiphase is developed [143]. In addition to phase-field equations in Eqs. (7) and (8), the model consists of convective concentration and Navier–Stokes equations with surface tension forces. As an example, Fig. 29 shows the microstructure evolution of a liquid-phase sintered system containing 12 liquid drops that are distributed over a matrix of 12 spherical solid particles of equal sizes. It can be seen that liquid drops rapidly wet the solid grains and two solid grains tend to contact. Due to the capillary force, the grains are rearranged and there occur more pore shrinkage/elimination and coalescence. The model is shown to be capable of capturing important dynamics in liquid-phase sintering such as rapid wetting and movement of particles owing to the capillary forces [143].

![Fig. 29](image-url) Phase-field simulations of microstructure evolution during liquid-phase sintering with an equilibrium contact angle of 36° at a dimensionless time of a 0, b 2, c 20, and d 100. Reproduced with permission [143]. Copyright 2009, Elsevier

![Fig. 30](image-url) Phase-field simulation results on the sections of the three-dimensional liquid-phase sintered microstructures with different solid volume fractions \( f_p \) and solid-solid to liquid-solid interfacial energy ratios \( \sigma_{ss}/\sigma_{sl} \) at a time step of 75,000. Reproduced with permission [145]. Copyright 2017, Elsevier

For the liquid phase penetration into interparticle boundaries and the accompanied dimensional variations during the primary rearrangement stage of liquid-phase sintering, a
phase-field model is designed in which the Cahn–Hilliard and Navier–Stokes equations are coupled to model the penetration of the liquid phase [144]. For the grain coarsening and grain shape accommodation in the final stage of liquid-phase sintering, a phase-field model considering a liquid phase, a polycrystalline solid phase and solid-solid/liquid interface energy is adopted [145]. Phase-field simulations are shown to reproduce a variety of microstructural features including particle shape accommodation, Ostwald ripening, particle bonding, fully connected grain structures with liquid pockets at the grain junctions, and individual grains fully wetted by the liquid matrix. Figure 30 shows the 2-dimensional sections of the simulated microstructures of the initial system with several thousands of particles by liquid-phase sintering. It can be seen that when solid-solid to liquid-solid interfacial energy ratios $\sigma_{ss}/\sigma_{sl} = 2.5$, the grains are fully wetted and a liquid network remains in the whole sample. For $\sigma_{ss}/\sigma_{sl} = 2.0$, a large extent of wetting still exists and a number of particle-particle contacts also appear [145]. For the special case of viscous sintering, a thermodynamically consistent phase-field model is proposed, in which the conservation of mass is satisfied through the incompressibility assumption and the viscous mass flow is controlled by the Stokes equation that incorporates the surface tension [146].

For the sintering process with multiphase powders, the solute concentration is taken as the order parameter and a thermodynamic consistent phase-field model is developed [147]. In this model, a mixture of different phases is assumed to occupy the interface region, in which the chemical potential is the same but the composition is different. The energy formulation could be taken from the thermodynamic database. The model is applied to study the sintering process of Fe–Cu powders, as shown in Fig. 31. It can be found that Cu dissolves into Fe particles step by step and finally Cu distributes uniformly [147].

One application of phase-field model is simulating the sintering process of ceramics [148, 149]. Phase-field simulations are performed to study the microstructure evolution during the sintering of alumina-zirconia ceramics, indicating that a higher volume fraction of zirconia phase results in a smaller final grain size and a lower relative density [149]. Based on the phase-field simulation results for sintering of polycrystalline ceramics, a Gaussian process autoregressive model for capturing the microstructure evolution statistics is proposed and the reduced-order model is shown to work well [150].

Recent application of phase-field model of sintering is the simulation of sintering based additive manufacturing including SLS [151, 152] and direct metal laser sintering [153]. Laser processing conditions are considered by integrating the phase-field model with a thermal model for the continuous heating and cooling induced by the laser irradiation. The influence of laser power and scanning speed on microstructure evolution can be investigated via phase-field simulations. Figure 32 gives the evolution of grain size and pore configuration during the solid-state SLS of 316L stainless steel particles, in which the laser power is 21 W and the scanning speed is 1 mm/s [151]. From Fig. 32a and b with an initially uniform grain size,

**Fig. 31** Phase-field simulation results on the concentration field of Cu at different sintering time of Fe–Cu powders: a 0 s; b $2.7 \times 10^{-4}$ s. Reproduced with permission [147]. Copyright 2014, Elsevier

**Fig. 32** Phase-field simulation of microstructure evolution during solid-state SLS of 316L stainless steel particles: a initial and b final configurations of nine particles with a uniform size of 40 μm; c initial and d final status of nine particles with different sizes (average size 40 μm). Reproduced with permission [151]. Copyright 2018, Elsevier
it can be seen that the neck size finally reaches ~14 μm, the grains experience similar deformation, and large pores remain after the SLS processing. For particles with an initially non-uniform size in Fig. 32c and d, the difference of particle size makes grain boundary migration toward the curvature center and the smaller particles is consumed by larger ones via volume diffusion as the SLS occurs [151].

A phase-field model combining a moving heat source model is utilized to study the influence of particle features on the densities and porosities of SLS samples [152]. Using phase-field simulations, the microstructure evolution and consolidation kinetics of Al alloys in direct metal laser sintering can be calculated [153]. For simulation of functional oxide ceramics, where grain growth involves multiphysics like grain boundary segregation, electrostatics and mechanics, a free-energy based phase-field model has been proposed recently [154].

Grand-Potential Model The second kind is derived from the grand potential of a system [155–159]. In the grand-potential model, an additional non-conserved order parameter \( \phi \) is introduced to represent pores (\( \phi = 1 \)) and the external void region (\( \phi = 0 \)) [160]. The conserved order parameter \( c \) is introduced as the vacancy concentration. \( c \) is expressed as \( c = h_{s}c_{s} + (1 - h_{s})c_{v} \), with \( h_{s} \) as a switching function that interpolates smoothly between values corresponding to the two regions. \( c_{s} \) and \( c_{v} \) are the vacancy concentrations in the solid and void regions, respectively. The total grand potential of a sintering system is defined as [159]

\[
\Psi = \int_{\Omega} \left[ \omega_{p}(\phi, \eta) + \omega_{\phi}(\nabla \phi, \nabla \eta) + h_{s}(\phi)(f_{s} - c_{s} \frac{\mu}{V_{a}}) + (1 - h_{s}(\phi))(f_{v} - c_{v} \frac{\mu}{V_{a}}) \right] \text{d}v
\]

in which \( f_{s} \) and \( f_{v} \) are the Helmholtz free energy densities of the solid and void regions, respectively, \( V_{a} \) is the atomic volume of the material, and the chemical potential of the vacancies \( \mu = V_{a} \frac{\partial f_{i}}{\partial c} = V_{a} \frac{\partial f_{i}}{\partial c_{s}} \). Accordingly, the evolution equations are

\[
\dot{\eta}_{i} = -L_{i} \frac{\delta \Psi}{\delta \eta_{i}}, \quad i = 1, 2
\]

\[
\dot{\phi} = -L_{2} \frac{\delta \Psi}{\delta \phi},
\]

and

\[
\dot{\mu} = \frac{1}{\chi} \left[ \nabla \cdot (\chi D \cdot \nabla \mu) - \frac{1}{V_{a}} \frac{\partial c}{\partial \phi} \right],
\]

in which \( D \) is the diffusivity tensor and \( \chi \) is the susceptibility. In this formalism, the thermodynamic energies are projected in the grand-potential space instead of the energies themselves. So the advantage is that the interface energies and the interface thickness can be decoupled. In this way, the interface and bulk properties of the phase-field model can be adjusted independently. Therefore, the driving forces will not depend on the grid resolution, thus enabling the efficient simulation of large scale domains. Moreover, compared to other approaches, the grand-chemical-potential excess to the interface energy does not exist [158].

The second-kind phase-field model has been applied to the solid state sintering of a large number of particles [158, 159, 161]. Grand-potential phase-field simulations considering surface, volume, and grain boundary diffusion are demonstrated to be capable of efficiently investigating the realistic green bodies with several thousands particles in three dimensions [158]. As shown in Fig. 33, the sintering of a three dimensional green body of 24,897 Al\(_{2}\)O\(_{3}\)-grains is simulated by grand-potential phase-field model. It can be seen that starting from the loosely packed green body, the particles form sintering necks between each other and later the green body starts to densify [158]. The second-kind model is also applied to the sintering simulations of nuclear materials such as UO\(_{2}\) and doped UO\(_{2}\) [159, 161]. It is suggested that dopants have two effects on sintered UO\(_{2}\), i.e., increasing the densification rate and the average grain size. The microstructure evolutions during the sintering of pure UO\(_{2}\), Cr-doped UO\(_{2}\), and Mn-doped UO\(_{2}\) are summarized in Fig. 34. The sintering is realized by heating a powder compact from 973 K to 1973 K within 12,000 s. It can be seen that the microstructure in the initial heating
stage (before 10,000 s) is identical for all three cases, since dopants do not affect sintering behaviors at low temperatures. After 10,000 s, the dopants notably accelerate the grain growth and Mn dopant achieves the fastest growth. The undoped case at 12,000 s looks very similar to the Cr-doped case at 11,000 s. However, the Mn-doped case at 11,000 s already reaches the final state, as shown in Fig. 34c.

Entropy-Based Model The third kind is derived in terms of entropy formulation [164, 165], where the system entropy is expressed as

\[
S(e, \rho, \eta_i) = \int_\Omega \left[ s(e, \rho, \eta_i) - \frac{1}{2} k_\rho |\nabla \rho|^2 - \frac{1}{2} k_\eta \sum_i |\nabla \eta_i|^2 \right] \mathrm{d}v,
\]

(13)
in which the entropy density \(s\) is a function of internal energy density \(e\), \(\rho\) and \(\eta_i\). The positive parameters \(k_\rho\) and \(k_\eta\) are related to the interface energy. In this model, it is critical to construct the entropy formulation. Some special model entropy functionals and the associated kinetic equations resulting from them are constructed for phase transitions with and without a critical point or a latent heat [164]. The model is also thermodynamically consistent and is applicable to the non-isothermal case. Non-isothermal simulations using this phase-field model have been carried out to investigate the microstructure evolution in additive manufacturing [163, 166–169], in which the temperature gradient and high heating/cooling rate are critical.

In use of the above entropy density functional and the order-parameter interpolated internal energy formulation, Legendre transformation leads to a non-isothermal free energy functional [162, 163, 167], i.e.,

\[
\Psi(\rho, \eta_i, T) = \int_\Omega \left[ \psi(\rho, \eta_i, T) + \frac{1}{2} T k_\rho |\nabla \rho|^2 + \frac{1}{2} T k_\eta \sum_i |\nabla \eta_i|^2 \right] \mathrm{d}v.
\]

(14)

In this way, temperature not only influences the bulk energy contributions through the temperature dependent parameters, but also modifies explicitly the gradient terms. The follow-up thermodynamic analysis leads to the fully coupled evolution equations of the modified Cahn–Hilliard and Allen–Cahn types [162, 163, 167] as

\[
\dot{\rho} = \nabla \cdot \left[ \mathbf{M} \cdot \nabla \left( \frac{\delta \Psi}{\delta \rho} \right) - \left( \frac{\delta \Psi}{\delta \rho} \right) \mathbf{M} \cdot \nabla T \right],
\]

(15)

\[
\dot{\eta}_i = -L \frac{\delta \Psi}{\delta \eta_i},
\]

(16)

and the microstructure-impacted heat transfer equation as

\[
c \dot{T} + \frac{\partial e}{\partial \rho} + \sum_i \frac{\partial e}{\partial \eta_i} \dot{\eta}_i = \nabla \cdot (k(\rho, T) \cdot \nabla T) + q,
\]

(17)

where \(q\) is the heat source term and \(k(\rho, T)\) is the temperature- and phase-dependent heat conductivity tensor. Diffusive mobility tensors \(\mathbf{M}\) and \(\hat{\mathbf{M}}\) can be derived from the diffusivity tensor \(\mathbf{D}\) according to Refs. [170, 171], i.e.,

\[
\mathbf{M} = V_m D / RT \quad \text{and} \quad \hat{\mathbf{M}} = V_m Q_v^{c*} D / (RT)^2
\]

with \(V_m\) as molar volume constant and \(Q_v^{c*}\) as transport heat of the vacancy. Even though the formulations seem intricate, they cover extensively the impact of temperature and temperature gradient, including the thermocapillary, thermophoresis, Dufour effect, etc. This makes it very attractive for simulations of sintering in a severe temperature scenario such as in the SLS with high temperature gradient and cooling rates [163, 166, 167]. To alleviate the challenging numerical issue related to different kinetics on various time scales, the normalization of the governing equations is recommended.

Using the above model, the effect of temperature gradient on microstructure features during the unconventional

---

**Fig. 34** Grand-potential phase-field simulation of microstructure evolution in 100-particle sintering: a pure \(\text{UO}_2\); b Cr-doped \(\text{UO}_2\); e Mn-doped \(\text{UO}_2\). Reproduced with permission [161]. Copyright 2018, Elsevier
sintering such as SLS and field assistant sintering is carefully examined [162]. Figure 35 shows the spatial and temporal relative density of different segments. It can be found that segments 34 and 38 present a chronic increasing density, while segments 2 and 6 show a chronic decreasing density. As a result, the relative density at segments 38 reaches almost 100% while one at segment 2 is close to 0%. Simulation results on the non-isothermal sintering of yttria-stabilized zirconia micro-particles indicate that temperature gradient induces coalescence of identical particles and there exists competition between Ficktian diffusion and thermophoresis. For the SLS, this model is extended to include the possible local surface melting and the laser-powder interaction [163]. In order to reduce the computation cost, an algorithm analogy to the minimum coloring problem is proposed so that a system of 200 grains with grain tracking algorithm can be simulated by using as low as 8 non-conserved order parameters. Figure 36 shows the typical 3D non-isothermal phase-field simulation results for the SLS of 316L stainless steel powder bed. With the powder-bed set up in Fig. 36a, simulated microstructure and temperature evolution is give in Fig. 36b. It can be seen that laser scanning makes particles binding together and the localized violent heating induces the partial melting of particle surfaces. The local temperature gradient around the pore region and the partial melting region is estimated up to 100 K/μm and 50 K/μm, respectively. Since the surface energy depends on temperature, such a temperature field with large gradients could induce additional mass transfer. This also makes SLS intrinsically different from the conventional isothermal sintering [163].

3.3 Macroscopic Continuum Model

Even though the microstructural approaches above have the advantage of understanding the sintering physics, identifying the dominant densification mechanism, and predicting the microstructure evolutions, they suffer from the size restriction and are inferior in the accurate description of macroscopically effective properties of the real sintering processes. An alternative approach is the macroscopic continuum model for sintering, in which constitutive laws or analytical expressions are proposed to match the results of sintering experiments. It can be utilized to describe the real macroscopic behavior of sintering process by adjusting parameters based on the experimental data without the consideration of parameters’ physical meaning. It is also applicable to the design of sintering processing parameters for obtaining a sintered part with the desired density and shape.

![Fig. 35 Non-isothermal phase-field sintering simulation results demonstrating the porosity gradient along the ΔT direction with the color denoting the average temperature of each segment. Reproduced with permission [162]. Copyright 2020, Elsevier](image1)

![Fig. 36 3D non-isothermal phase-field simulation of microstructure evolution in SLS: a schematics of the powder bed processed by SLS; b simulation results on microstructure of 316L stainless steel powder bed with a laser power of 20 W and a laser scanning speed of 100 mm/s. Reproduced with permission [163]. Copyright 2019, Springer Nature](image2)
The first kind is the sintering kinetics model that could capture the densification process. By using the experimental shrinkage data, a formal kinetics approach is proposed by Palmour in the 1980s [172]. At the initial-stage sintering, the most dominant phenomenon is the rapid growth of interparticle neck. A two-sphere model is widely used to analyze the neck growth with an initial shrinkage of 3–5% [173, 174]. In this two-sphere model, the densification kinetics at the initial sintering stage could be described by [173, 174]

$$\frac{\Delta L}{L_0} = B^m(t - t_0)^m$$

(18)

in which $\Delta L$ and $L_0$ is the length change and the initial length of the sintered specimen, respectively, $B$ is a model constant, and $t_0$ is the time when the neck starts to grow. $m$ is the parameter related to the densification mechanism, with $m = 1/2$ for lattice diffusion and $m = 1/3$ for grain-boundary diffusion. However, the two-sphere model in Eq. (18) only works well for the case that shrinkage occurs in one dimension. It has limitations when applied to the real sintering case, since the actual powder compacts possess a microstructure of complicated particle arrangements in three dimensions. For instance, the shrinkage behavior during the isothermal sintering of 8YSZ in Fig. 37 gives the value of $m$ around 0.14–0.21 at 1000–1200 °C, which are much lower than 1/2 or 1/3 in the two-sphere model. This deviation could be ascribed to the wide-range distribution of the number of neighboring particles and the instant size of interparticle neck in the real compacts. This indicates that a many-particle model is required to describe more explicitly the densification kinetics at the initial stage.

At the intermediate stage, a typical rate equation of densification is expressed as [176]

$$\dot{\rho} = \frac{A}{T} \exp \left( -\frac{Q}{RT} \right) \frac{f(\rho)}{\rho^n}$$

(19)

in which $\dot{\rho}$ is the densification rate, $T$ the absolute temperature, $Q$ the activation energy, $n$ an exponent of the grain size $d$, $R$ the gas constant, and $f(\rho)$ a function of the relative density $\rho$. From the collection of experimental data at a fixed density, $Q$ and $n$ can be estimated from the ln($\dot{T}\rho$) vs 1/$T$ slope and ln($\dot{T}$) vs ln($d$) slope at a fixed density, respectively. The grain size is not significantly different in the pressureless sintering, but it could be controlled at a fixed density during pressure-assisted sintering. At the intermediate stage, the grain growth is insignificant.

At the final stage of solid state sintering, the densification is characterized by the shrinkage of isolated pore located at grain corners and junctions. Coble [177, 178] proposed a geometrical model for the final-stage sintering of bcc-packed tetrakaidecahedral grains with spherical pores at 24 corners of a grain. Coble defines the concentric spherical lattice diffusion of atoms from a distance of $r_2$ to the surface of the pore with a radius of $r_1$. If $r_1 \ll r_2$, the densification kinetics can be expressed as [177, 178]

$$\dot{\rho} = \frac{288 D_s V_m}{RT d^3}$$

(20)

in which $D_s$ is the lattice diffusion coefficient, $V_m$ the specific surface energy, and $V_m$ the molar volume. Coble’s model in Eq. (20) has been widely used in the interpretation and prediction of the densification at the final-stage sintering governed by lattice diffusion. Since the densification rate is found proportional to the pore size, an alternative model for the lattice diffusion is proposed as [179]

$$\dot{\rho} = \frac{441 D_s V_m}{RT d^3} (1 - \rho)$$

(21)

Moreover, in order to consider the grain boundary as an atom source for densification, the model for the grain-boundary diffusion is expressed as [179]

$$\dot{\rho} = \frac{733 D_b \delta_b V_m}{RT d^4}$$

(22)

in which $D_b$ is the grain boundary diffusion coefficient and $\delta_b$ is the diffusion thickness of grain-boundary diffusion. In contrast to Coble’s model, the models in Eqs. (21) and (22) take into account the role of grain boundaries and the diffusion area in densification. Figure 38 shows two final-stage sintering diagrams of alumina by using Eqs. (21) and (22) [179]. It can be found from Fig. 38a that the densification occurs by grain boundary diffusion at a homologous temperature lower than 0.85 and the lattice diffusion dominates the densification at high temperatures. The dominant mechanism could change from the lattice diffusion to the

![Fig. 37 Shrinkage during the isothermal sintering of 8YSZ at different temperatures. Reproduced with permission [175]. Copyright 2016, Elsevier](image_url)
grain boundary diffusion when sintering continues at high temperatures, owing to that the pore size reduces with the increasing densification. This indicates that the densification mechanism can vary with the change of pore size during sintering.

The grain growth at the final-stage sintering is thought to be controlled by the pore drag with the assumption that the pores are monosized, i.e., \[180, 181\]

in which \(C\) is a constant depending on sintering temperature and grain growth mechanism, \(N_g\) the number of pores per grain, and \(q, n,\) and \(m\) are exponents related to the controlling mechanism. For the surface diffusion controlled pore drag, i.e., \(D\) is the surface diffusion coefficient, \(q = 1/3,\) \(n = 3, m = 4/3.\) For the lattice diffusion controlled pore drag (\(D\) is the lattice diffusion coefficient) and the vapor phase diffusion controlled pore drag \(D\) is the vapor phase diffusion coefficient), \(q = 0, n = 2, m = 1.\) For the evaporation or condensation controlled pore drag, i.e., \(D\) is the sticking coefficient, \(q = -1/3, n = 1, m = -2/3 [180].\)

With the experimental time vs grain size data at hand, a cubic or fourth-order kinetic relationship by fitting data also works for the sintering of undoped alumina and \(\text{CeO}_2/\text{ZrO}_2\) co-doped alumina \[181\]. In order to obtain the activation energy that controls the grain growth process, the following equation \[182\]

\[
d^n - d_0^n = K_0 \exp \left( -\frac{Q}{RT} \right)
\]

is widely used, in which \(K_0\) is a constant, \(Q\) the apparent activation energy, \(d\) the average grain size at time \(t, d_0\) the initial grain size, and \(n\) the kinetic grain growth exponent. Based on Eq. (24), the slope of an Arrhenius plot of \(\ln[(d^n - d_0^n)/t]\) vs the inverse temperature \(1/T\) could give the activation energy controlling the grain growth process for an isochronal series of composites \[181, 183–185\]. For instance, the Arrhenius plots in Fig. 39 indicate the activation energies for the undoped \(\text{Al}_2\text{O}_3\) and \(\text{Ce-ZrO}_2/\text{Al}_2\text{O}_3\) ceramics are 680.2 and 734.8 kJ/mol, respectively. The higher activation energy of sintering \(\text{Ce-ZrO}_2/\text{Al}_2\text{O}_3\) ceramics could be

---

Fig. 38 Sintering diagrams of alumina at the final-stage sintering. a Relative density for various grain sizes at the beginning of the calculation (90% relative density). b Sintering kinetics of a powder compact at a constant grain size and at a constant time (grain size 3 \(\mu\)m). Reproduced with permission \[179\]. Copyright 2004, Elsevier

![Sintering diagrams of alumina](image)

Fig. 39 Arrhenius plots for the sintering of undoped \(\text{Al}_2\text{O}_3\) and \(\text{Ce-ZrO}_2/\text{Al}_2\text{O}_3\) ceramics. Reproduced with permission \[181\]. Copyright 2020, Elsevier

![Arrhenius plots](image)
attributed to the enthalpy for defect formation and/or the liquid phase at grain interfaces [181].

The second kind is the continuum mechanics model, which is a phenomenologically macroscopic model and could be able to predict the evolution of component shape under the influence of macroscopic parameters during sintering in addition to the sintering kinetics [186, 187]. The model is originated from the continuum mechanical theory of plastic deformation of porous bodies [188, 189]. All the continuum mechanics sintering models include a set of constitutive equations that correlate the shrinkage of a porous body with the viscous parameters and the generalized state of stress. The sintered porous body can be considered as a visco-plastic continuum. For the case of isotropic sintering [13, 190–194], in terms of the principal stresses $\sigma_i$ and strain $\varepsilon_i$, one has [195–197]

$$\dot{\varepsilon}_i = \dot{\varepsilon}_i^s + \frac{1}{E_{\text{vis}}} \left[ \sigma_i - \nu_{\text{vis}} (3\sigma^m - \sigma_i) \right]$$

(25)

in which $I = 1, 2, 3$ is the three principal coordinate directions, $\dot{\varepsilon}_i^s$ the sintering induced free strain rate, $\sigma^m$ the mean (or hydrostatic) stress, and $E_{\text{vis}}$ and $\nu_{\text{vis}}$ the uniaxial viscosity and the viscous Poisson’s ratio of the porous sintering body, respectively. Accordingly, the densification rate can be expressed by the trace of the strain rate tensor [198], i.e.,

$$\rho = -\rho (\dot{\varepsilon}_1 + \dot{\varepsilon}_2 + \dot{\varepsilon}_3)$$

(26)

in which $\dot{\varepsilon}_i (I = 1, 2, 3)$ is the strain along the three principal coordinate directions. The intrinsic sintering stress $\sigma_i^b$ or sintering potential as the driving force for sintering due to the interfacial energies of pores and grain boundaries can be derived as

$$\sigma_i^b = E_{\text{vis}} \dot{\varepsilon}_i^b.$$  

(27)

The grain growth rate is described by the modified classical Hillert law [198], i.e.,

$$\dot{d} = \frac{y_0 M_b F_d}{2d F_p}$$

(28)

in which $M_b$ is the grain boundary mobility exhibiting an Arrhenius-type temperature dependence, and $y_0$ the specific energies of grain boundary. The factor $F_d$ is a function of $d$ and is introduced to consider that the powder usually does not have the steady-state grain size distribution. The factor $F_p$ represents the drag that pores exert on migrating grain boundaries. Some typical formulations for $F_d$ and $F_p$ are given in [198]. Eqs. (25) to (28) define the solid state sintering model and give the evolution equations for the strain rate, relative density, and grain size.

The determination of the above constitutive sintering parameters such as the viscosities, the viscous Poisson’s ratio, and the intrinsic sintering stress is nontrivial and usually relies on the design of experimental measurements. A discontinuous hot forging approach is employed to extract the temperature-dependent constitutive sintering parameters of alumina [200]. With this approach, uniaxial viscosity and sintering stress, as well as uniaxial and bulk viscosities, as functions of density and temperature for an isotropic microstructure could be experimentally obtained. Using the intermittent loading method for WC-Co powder compacts [202], the free sintering strain rate part and the viscoplastic strain rate part of the constitutive model can be determined [193]. From the viscoplastic strain rate part, the axial viscosity and the viscous Poisson’s ratio can be determined.

The isotropic model can be extended to the sintering of tiny glass beads that are modeled as isotropic elasto-plastic solid by using a bilinear stress-strain constitutive relationship [203]. In this model, the coupled mechanical and thermal response of the glass beads under cyclic compressive loadings can be revealed. The gradients of temperature and stress from the interiors toward the contact points are found in the triaxial compression experiments of tiny glass beads. The model can also be generalised to the sintering of materials with bimodal pore distribution [204] and phase transformations [205]. The model can further be validated by molecular dynamics simulation for the sintering of straight-chains aggregate [206] and nanoparticle assembly [207].

Recently, starting form the isotropic model, a phenomenological thermodynamically consistent finite deformation sintering model incorporating viscous as well as thermo-hyperelastic effects and the associated finite element implementation is proposed [199]. It is found that the model is capable of describing the sintering process and predicting the after-sintering residual stresses of alumina ceramics under the assumption of an isotropic microstructure. The model is applied to simulate the free sintering case that is originally explored by experiments [200, 201]. In detail, a sample of alumina is first heated from room temperature to the holding temperature $T^{\max}$ with a heating rate of 30 K/min. Then the temperature is held constant for up to 6 h, and axial and radial strains are recorded. The simulation and experimental results are compared in Fig. 40, and the excellent agreement between simulation and experiment is achieved.

However, the above isotropic constitutive laws are unable to describe the sintering process of thin constrained films, co-sintering of multi-layered systems, and sinter-forging. In a constrained sintering of alumina thin films, it is found that the comparison of experimental densification behavior with the isotropic continuum mechanics model predictions highlights the inadequacy of the isotropic models [210]. This implies the necessity of a new continuum formulation accounting for the intrinsic anisotropy originated from the sample manufacturing and the extrinsic anisotropy due to
sintering under non-hydrostatic external stresses or constrained sintering. A general transversely isotropic viscous formulation is developed for the cases of constrained densification of films and sinter forging, in which five constitutive parameters and two free densification rates are needed [197]. Moreover, an anisotropic constitutive law with the state of the material described by the sintering strains rather than the relative density is developed [208]. For the free sintering, the anisotropic constitutive law reduces to a conventional isotropic one. As shown in Fig. 41a, the anisotropic constitutive law can readily reproduce the densification behavior of constrained sintering. Figure 41b indicates that an isotropic constitutive law cannot correctly calculate the uniaxial compressive stress that is required to achieve zero radial shrinkage in the sinter-forging experiment. On the contrary, the anisotropic constitutive law yields results agreeing well with the experimental data [208].

In the case of anisotropic shrinkage in the many-particle sintering process, the sintering stress, i.e., thermodynamic driving force for the anisotropic shrinkage, is also found to be anisotropic [209]. The sintering stress tensor for sintering of particles that are arranged in orthotropic symmetry is calculated scrupulously by the force balance method, the energy method, and the volume averaging method. The anisotropic packing structure is modelled by local arrangements of identical particles in rhombic volume elements, such as simple tetragonal lattice in Fig. 42a and face-centered orthorhombic lattice in Fig. 42b. The calculated sintering

Fig. 40  Comparison between model (including viscous and thermohyperelastic effects) and experimental data for free sintering experiments: a logarithmic strain ε vs time for different holding temperatures; b grain size vs relative density for different holding temperatures. Reproduced with permission [199]. Copyright 2018, Elsevier. Experimental data reproduced with permission [200, 201]. Copyright 2004, Elsevier; 2004, Springer

Fig. 41  a Densification curves for the free and constrained sintering. b Compressive stress as a function of relative density in the case of zero lateral shrinkage in sinter-forging. The calculation results from isotropic and anisotropic constitutive laws are compared with the experimental data. Reproduced with permission [208]. Copyright 2010, Elsevier. The isotropic calculation results and experimental data reproduced with permission [197]. Copyright 2006, Elsevier
stress components $\sigma_1^s$ and $\sigma_3^s$ for the tetragonal structures are found to depend on the axial ratio $c/a$, as shown the face-centered case in Fig. 42b. When $c/a$ exceeds 1, $\sigma_3^s$ is larger than $\sigma_3^s$ and thus the deviatoric sintering stress makes the elongated grains deform and more isotropic in the face-centered lattice (Fig. 42b). Anisotropic shrinkage is revealed to be driven by the deviatoric component of the sintering stress tensor, which arises during the sintering of non-isotropic packing of flat or elongated particles [209].

For the SLS of polymer, most of the available modeling and simulation methodologies belong to the continuum model at macroscale [211, 213, 214]. The most important difference between sintering of polymeric and metal/ceramic powders is the densification of the molten mass after the powder-particle coalescence due to the melting or glass transition of polymers [215]. Above the glass transition or melting temperatures, the viscous flow remains Newtonian if the sintering shear rates are extremely low. Frenkel [216] considered the coalescence of two equally sized incompressible spherical particles and derived a fundamental law for the neck radius as a function of time. Alternatively, Scherer [217] used cubic cells containing intersecting cylinders with radius as average particle size to approximate porous material, and obtained cylinders’ aspect ratio as a function of time. Subsequently, Pokluda et al. [218], Bellehumeur et al. [219], and Balemans et al. [220] modified Frenkel’s model to consider sintering angle evolution, viscoelastic behavior of polymers, and more complex viscoelastic models, respectively. However, for SLS processing of a large number of polymer particles, these two-particle models are powerless. In contrast, researchers usually do not consider the individual polymer particles, and take the particles assemble as a continuum medium and a continuum view of heat conduction in the powder bed. For instance, Andena et al. [221] utilized a finite element model to simulate the sintering process of polytetrafluoroethylene (PTFE) cylinders by accounting for three separate stages: thermal, deformation, and stress analysis. Peyre et al. [222] also performed finite-element thermal simulation to study the thermal cycles and fusion depths during SLS of two polymers: polyamide (PA12) and polyetherketoneketone (PEKK). For SLS of crystalline (e.g., nylon-12) and composite crystalline (e.g., glass-filled nylon-11) polymers, Childs et al. [223] included latent heat of melting, viscous sintering law of crystalline material, and finite depth of laser absorption in the thermal finite element simulation. In addition, Mokrane et al. [211] simulated SLS of semi-crystalline PA12 powders by using finite-volume method for space discretization and second-order semi-implicit Crank–Nicolson scheme for time discretization. They took PA12 powder bed as a homogeneous medium and formulated the multiphysical models of laser power distribution, thermo-physical properties, coalescence, gas diffusion, fusion, and crystallization. The simulated porosity distribution and densification are shown

![Fig. 42](image-url)
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in Fig. 43. For SLS of carbon nanotubes (CNTs) reinforced PA12 nanocomposite powders, finite-element heat transfer simulation was carried out to calculate the temperature distribution and melt pool's dimension [212], by including laser-powder interaction, solid-liquid phase transition, and temperature-dependent material properties. Figure 44 presents the microstructure and simulated temperature distribution after the scanning of three tracks during SLS CNTs/PA12 composite. The un-melted regions are observed in every layer due to the lack of fusion in the powder layer. The simulated depth of fusion zone is around 82 μm that is close to the experimental result. Similar work is also reported for simulating SLS of polyamide/carbon fiber (PA/CF) and PA/NaCl composite powders by finite-element heat transfer model that incorporates phase transition heat and volumetric heat source [224]. It should be noted that stereolithography (SLA) is another laser-based additive manufacturing technologies for polymers. During SLA of polymers, curing is another important difference when compared to SLS of metals and ceramics [225–229]. In the phenomenological continuum approach, the whole curing phenomenon is used in the simulation of SLA polymer, i.e., all reactions during polymer curing is described by a set of differential equations. Recently, Brighenti et al. [213] have summarized different models that could be utilized to describe the evolution of cure degree during SLA of polymer.

4 Summary and Outlook

In summary, the recent development on the modelling and simulation methodologies of sintering process across various scales including atomistic, microscopic, and macroscopic scales are overviewed. Atomic-scale MD simulations are helpful in deciphering the atomistic sintering mechanism, but suffer from size limitations and are far away from the real sintering case. For MD simulations of sintering high-temperature ceramics, suitable potentials remain to be explored. The microstructure-scale methods including DEM, Monte–Carlo method, and phase-field model have advantages in the calculations of microstructure evolution without the resolution of atomic movement during the sintering process. There also exist some common limitations in these microstructure models. For instance, necessary idealizations or simplifications are required to construct these models. Due to the intrinsic length scale, with the currently available computation capability at hand, these models are still difficult to be numerically run for the real sintering compacts with a size around or above millimetre. The model parameters such as diffusion coefficients could have huge uncertainty, maybe differing by many orders of magnitude for the same material with different impurities or lattice defects. The correlation of the experimentally measurable quantities with the microscale model parameters requires delicate treatments. Nevertheless, the latest progress on the application of DEM and phase-field model to the SLS and DMLS based additive manufacturing shows the prominent vitality of these microstructure models in additive manufacturing. The macroscopic continuum models including sintering kinetics and isotropic/anisotropic constitutive laws are beneficial for the design of sintering processing parameters to obtain the sintered parts with a desired density, porosity or shape. They are efficient in designing sintering tasks in terms of experimental and computational cost, but suffer from the absence of microstructural details and the strong dependence of model parameters on experimental data. To this end, no individual methodology could cover all the scales of sintering process and thus sequential or concurrent multiscale simulations are desirable for the across-scale understanding, prediction, and design of sintering techniques.
As an outlook, the following directions could be possibly emphasised in the next few years.

- Sensibly integrating the different models spanning a large range of scales to establish an ICME approach for sintering simulations remains to be explored. Thereby not only the collection of various methods is meaningful, but also well-thought scale bridging strategies should be regarded, including sequential strategy like parameter sharing and data-driven approach. One of the key issues of ICME for sintering simulation has to be resolved is the systematic integration of uncertainty in both the models and computational tools [6], as well as the model parameters transfer across scales.

- New numerical techniques have to be continuously developed beyond the currently available DEM, finite element method, Monte–Carlo method, etc. Recently, material point method is applied to the particle-scale simulations of SLS [230]. Machine-learning approaches using a multi-layered neural network, supervised machine learning techniques, linear regression models, etc. are promising for sintering simulations [231–235].

- Unconventional sintering technology such as microwave sintering, flash sintering, and spark plasma sintering [10, 236–240] requires modifications or redevelopments of the current models due to the involved extreme conditions, non-equilibrium states, and nonlinear multiphysics couplings. Lately, a thermo-electro-mechanical modeling of spark plasma sintering processes is proposed to incorporate the plastic and creep strain in the solid grain, surface diffusion, and grain boundary diffusion [241].

- The external-field assisted sintering technique that integrates sintering with magnetic field, electric field/current, and acoustic field [242, 243] have provided more degrees of freedom for the design of sintering process. It creates new opportunities and challenges for the multiphysics modelling of sintering.

- The modelling and simulation of the emerged sintering based additive manufacturing is still under development [214] and a great deal of issues regarding multiphysics model and efficient numerics remain to be resolved.
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