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Abstract

International agreements to reduce CO\textsubscript{2} emissions necessitate that nations will have to commit to drastic reductions in their emissions in the near future. However, CO\textsubscript{2} emissions are reported by individual nations and cannot be easily verified by the global community. This implies the need to develop reliable methods to verify reported CO\textsubscript{2} emissions. This paper puts forth a simple statistical method to do this. In particular, we propose to use Earth system data on CO\textsubscript{2} sinks, measured independently of reported emissions, to monitor, sequentially in real-time, whether the Earth system data are compatible with reported CO\textsubscript{2} emissions.

The Paris Agreement of 2015 instituted a transnational commitment to limit global temperature rise to between 1.5 and 2.0 degrees centigrade above pre-industrial levels (UNFCCC, 2015). It is widely accepted that to achieve this goal, substantial reductions of anthropogenic CO\textsubscript{2} emissions are needed (Millar et al., 2017; Tokarska and Gillett, 2018). Indeed, the recent IPCC report (IPCC, 2018b) states that to stay below 1.5°C, emissions should be reduced by almost half by 2030 (from 2010 levels) with a level close to zero in 2050 (Sanderson et al., 2016; Tanaka and O’Neill, 2018; Luderer et al., 2018).

Reducing emissions substantially requires all nations to work towards this goal, particularly the nations that are currently emitting the most. The Paris Agreement therefore requires signing parties to deliver mandatory emissions reports, which are to be assessed during 5 yearly “stocktakes” of the global emissions status. Unfortunately, since data on CO\textsubscript{2} emissions are reported by the nations themselves, instead of being measured by the global community, this could create incentives for individual nations to misreport emissions (Peters et al., 2017). In this way, nations that are not living up to their Paris commitments could, by misreporting their CO\textsubscript{2} emissions, nevertheless appear to be fulfilling their NDC targets. This is especially worrisome, as some countries have notoriously opaque emissions reporting and verification practices (Guan et al., 2012; Duflo et al., 2013; Transparency International, 2013; Ghanem and Zhang, 2014; Nature, 2018; Zhang et al., 2019). Indeed, the problem of verifying the reported CO\textsubscript{2} emissions was one of the key topics discussed at the recent COP24 meeting in Katowice, Poland (IPCC, 2018a).
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These considerations highlight the increasing incentive to develop independent ways of verifying reported global CO$_2$ emissions (Peters et al., 2017). This paper proposes an easy-to-use statistical procedure for detecting systematic deviations between the CO$_2$ emissions that are reported and the CO$_2$ emissions that are actually emitted to the biosphere. It does so by exploiting the constraints on emissions imposed by other Earth system variables, variables which can be measured independently. In particular, we propose to utilize the concept of a balanced carbon budget: in every time period, the fluxes of CO$_2$ in the Earth system (atmospheric growth, terrestrial land sink, and oceanic sink) must equal global CO$_2$ emissions (Le Quéré et al., 2018). The underlying idea of the proposed statistical method, is to monitor, sequentially in time as new data arrive, the fluxes in the CO$_2$ sinks and then compare these with reported emissions. This allows us to propose a statistical tool that can detect if reported emissions are systematically different from actual emission. The tool relies on a monitoring/sequential testing framework (Page, 1954; Chu et al., 1996).

A Supplementary Material file, complementing this paper, is available online.¹

### Historical behaviour of the carbon budget

The carbon budget is a way to tally the fluxes of CO$_2$ in the carbon sources (emissions) and sinks (atmosphere, land, ocean). Formally, it is represented as (Le Quéré et al., 2018)

$$ E_t^{ANT} = G_t^{ATM} + S_t^{OCN} + S_t^{LND} + B_t^{IM}, $$

where $E_t^{ANT}$ is the anthropogenic CO$_2$ emissions at time $t$, while $G_t^{ATM}, S_t^{OCN}$, and $S_t^{LND}$ represent the flux to the sinks of CO$_2$, namely atmospheric growth, the flux to the oceans, and the flux to the terrestrial biosphere, respectively. See the Data section in Methods for further information on the data used in this paper. The term $B_t^{IM}$ is called the budget imbalance: it is implicitly defined so that Equation (1) holds. Figure 1 plots the time series of the variables from Equation (1) from $t = 1959$ to $t = 2017$.

The budget imbalance, $B_t^{IM}$, represents the shortcomings in our measurements of the emissions and Earth system variables in the carbon budget; for instance errors or systematic biases in the measurements. In the Methods (cf. also the Supplementary Material) we conduct a thorough statistical analysis of the time series properties of $B_t^{IM}$. We find that it is well-described by a zero-mean autoregressive process of order one. This implies that, on average, the carbon budget is balanced. It also implies that there is a slight serial dependence in the budget imbalance: if $B_t^{IM} > 0$ in period $t$, we expect that $B_{t+1}^{IM} > 0$ in period $t + 1$ (and vice versa for $B_t^{IM} < 0$), although it will revert towards the mean of zero as time goes.

### The carbon budget when CO$_2$ emissions are misreported

When CO$_2$ emissions are misreported, the budget imbalance will cease to be described by a stationary process: a so-called structural break will be introduced into $B_t^{IM}$. In fact, when CO$_2$ emissions are under-reported, arguably the most important case in practice, the structural break will imply

¹https://sites.google.com/site/mbennedsen/research-supplementary_material_arxiv_v23.pdf.
a negative budget imbalance (Methods). To illustrate, we consider a hypothetical scenario where countries agreed in the year 1999 to cut emission growth to 0%, i.e., to hold the 1999 level of emissions constant (in our data, $E_{1999}^{ANT} = 7.73$ GtC), while they actually continued emitting CO$_2$ according to the real historical levels. (The average growth rate of emissions from 1999 to 2017 has been approximately 2.0% per year.) In other words, we suppose that global CO$_2$ emissions were reported as constant from 1999 and onwards, while actual CO$_2$ emissions follow the historical path we have seen in the data. This setup thus mimics what would happen if reported CO$_2$ emissions begin to be systematically different from actual emissions.

Figure 2 illustrates the hypothetical scenario and compares it to the actual real-world data. Panel a) of Figure 2 shows the CO$_2$ emissions trajectories: The blue solid line is the actual CO$_2$ emissions trajectory, while the green dashed line is the hypothetical emissions trajectory, which we here take to be the reported emissions. Panel b) of the figure shows the corresponding budget imbalances: If CO$_2$ emissions were reported as actual values, the blue solid line would materialise, while if CO$_2$ emissions are misreported, we would observe the green dashed line when calculating the budget imbalance. The structural break introduced in $B_{t}^{IM}$ in $t = 2000$, indicated by the vertical black line, is apparent.

**Detecting misreportings of CO$_2$ emissions**

The foregoing discussion suggests a way to detect misreportings in CO$_2$ emissions: monitor the budget imbalance of the carbon budget and test whether a structural break has occurred. We
Figure 2: Hypothetical scenario where emissions are reported as constant starting in $t = 2000$ (black vertical line). 

a): CO$_2$ emission trajectories. Actual emissions (blue solid line) and hypothetically reported emissions (green dashed line).

b): Budget imbalance data. Actual budget imbalance data (blue solid line) and hypothetical budget imbalance data (green dashed line). The former is what has actually been observed historically, the latter is what would have materialised under the hypothetical misreporting.

c): Test statistic $Z_t$ and critical boundaries $C_t^\alpha$. Actual test statistic $Z_t^{act}$ (blue solid line) and hypothetical test statistic $Z_t^{hyp}$ (green dashed line). The former is what has actually been observed historically, the latter is what would have materialised under the hypothetical misreporting. The critical boundaries $C_t^\alpha$ are, from bottom to top, $\alpha = 5\%, 10\%$, and $32\%$. 


propose to do this sequentially in time: when new data arrive on the Earth system variables and
the reported emissions, we calculate the implied data point for the budget imbalance and conduct
a test for a structural break. Such tests abound in the statistical literature (Ploberger et al., 1989;
Andrews, 1993; Bai and Perron, 1998). However, since we are not sure when (or if) misreporting
will begin, we will have to keep testing every time new data arrive, continuing into the indefinite
future. This engenders a so-called multiple-testing problem: if we keep performing these tests
at a pre-specified significance level $\alpha$ (such as 10% or 32%), then, due to the sequential nature
of the procedure, we are likely to eventually find evidence of misreporting, even if there is none
(committing a so-called Type I error). (Robbins, 1970) Therefore, it is important that the critical
boundaries of the test are chosen in such a way that the probability of making a Type I error
is bounded by the chosen significance level, while the test still has power to detect potential
misreportings.

In the Methods section we propose such a monitoring procedure, the theoretical validity of which
is proved in the Supplementary Material. The goal is to test whether CO$_2$ emissions are reported
without systematic bias (the null hypothesis, $H_0$), against the alternative that CO$_2$ emissions are
systematically under-reported (the alternative hypothesis, $H_1$). Our test is based on monitoring
a test statistic, $Z_t$, which is the cumulated sum of budget imbalances since monitoring started.
For instance, if we begin monitoring at time period $t_0$, then, at $t \geq t_0$, the test statistic takes
the value $Z_t = \sum_{\tau=t_0}^{t} B_{\tau}^{IM}$. If, at some time $t$, the test statistic $Z_t$ is less than some critical
value $C_t^{\alpha}$, then we reject $H_0$ in favour of $H_1$ at an $\alpha$-significance level, where $\alpha$ is e.g. 10% or
32%. Under the null hypothesis, $Z_t$ will be a cumulative sum of a stationary process and will thus
have increasing variance over time. To control the size of the test, it is therefore necessary that
the critical boundary $C_t^{\alpha}$ is expanding over time. In the Methods, we explain how to calculate
the critical values $C_t^{\alpha}$ for a pre-specified significance level $\alpha$. Conversely, under the alternative
hypothesis, $Z_t$ will include the cumulative sum of a negative structural break process, representing
the amount of under-reporting, which will tend to push $Z_t$ downwards. Hence we reject the null
in favour of the alternative when $Z_t$ is sufficiently negative, i.e. when $Z_t < C_t^{\alpha}$.

Figure 2, Panel c), illustrates the procedure, when applied to the example discussed above,
where a hypothetical agreement is made in the year 1999 and global CO$_2$ emissions are misreported
starting in $t = 2000$. The statistic $Z_t^{act}$ (blue solid line) is the sequential test statistic which has
materialised in actuality since year 2000. The statistic $Z_t^{hyp}$ (green dashed line) is the hypothetical
sequential test statistic that would have materialised if global CO$_2$ emissions had been reported
constant since 1999 but had actually grown at historical levels. The black lines denote the critical
boundaries, $C_t^{\alpha}$, at different significance levels $\alpha$, as indicated in the caption of the figure. When
the test statistic $Z_t$ crosses the critical boundary $C_t^{\alpha}$, there is evidence of misreporting at an $\alpha$
significance level. In the hypothetical case studied here, we would have evidence at a 32% level that
CO$_2$ emissions are misreported in year 2006 and at 10% and 5% in 2008 and 2010, respectively.
Estimating mean detection time through simulations

To investigate how the proposed monitoring scheme will perform in practice, we simulate future paths of the budget imbalance and compare the results from the test when emissions are reported correctly and when they are misreported. Our initial data set is the realised budget imbalance data from 1959 to 2017, i.e. the data studied above. We then simulate 10 000 instances of possible future paths of the budget imbalance from 2018 to 2100. Further details are given in the Methods. The Supplementary Material contains more extensive simulation studies.

As mentioned above, to achieve the Paris objectives, CO$_2$ emissions should be cut in approximately half, as compared to 2010 levels, by 2030. Since $E_{2010}^{ANT} = 10.44$ GtC and $E_{2017}^{ANT} = 11.26$ GtC, this means that CO$_2$ emissions should shrink by 5.74% each year from 2018 onwards. This is our baseline scenario: in the simulations to come, we suppose that CO$_2$ emissions are reported as falling 5.74% each year from 2018 to 2030. We then consider three different scenarios for actual emissions: emissions shrinking by 5.74% each year (no misreporting); emissions falling 3% each year (2.74% under-reporting per year); and constant emissions (5.74% under-reporting per year). The resulting paths of the emissions are shown in the left panel of Figure 3, cf. a), c), and d). The blue solid line corresponds to the “actual” emissions, while the green dashed line is the “reported emissions”. The right panel of Figure 3 presents 100 example paths of the simulated test statistic $Z_t$, cyan solid lines, obtained from the simulated budget imbalances and the CO$_2$ emission scenarios described above, cf. b), d), and f). See Methods for further information. The black lines indicate the critical values, $C^\alpha_t$, for $\alpha = 5\%$, $10\%$, and $32\%$. In the first scenario, cf. a) and b), emissions are reported truthfully. Consequently, when $Z_t$ crosses the critical boundary, it will result in a “false positive”: we will reject the null of no misreporting even in this case when emissions are truthfully reported. The false positive rates in the simulation experiment are 2.24%, 4.72%, and 17.27% for $\alpha = 5\%$, $10\%$, and $32\%$, respectively (asymptotically, the false positive rates will equal the significance level $\alpha$; however, in finite samples the false positive rate might be different from the nominal significance level). When emissions are reported 2.74% below actual emissions, cf. c) and d), a structural break is introduced into the budget imbalance and, consequently, all the paths of the test statistic $Z_t$ will cross the critical boundaries eventually. The mean crossing times are 9.30, 8.51, and 6.83 years for $\alpha = 5\%$, $10\%$, and $32\%$, respectively. Similarly, when emissions are reported 5.74% below actual emissions, cf. e) and f), the paths of $Z_t$ will cross the critical boundaries even faster. Here, the mean crossing times are 5.24, 4.84, and 3.96 years for $\alpha = 5\%$, $10\%$, and $32\%$, respectively.

Monitoring the future carbon budget

If we wish to monitor the carbon budget starting now, that is, starting with 2018 data, Table 1 presents the critical values, $C^\alpha_t$, for the test proposed in this paper. These are the critical boundaries which were used in the simulation experiment, cf. Figure 3. To monitor the future carbon budget, we proceed as follows. Every year $t=2018,2019,\ldots$, when new data arrive, the monitoring statistic $Z_t$ is updated and compared to the critical values given in Table 1. That is, we calculate the cumulative sum of the budget imbalances through time, $Z_t = \sum_{\tau=2018}^{t} B_{\tau}$, and
Figure 3: Illustration of simulation study. Left panels show hypothetical future CO₂ emissions trajectories from 2018 to 2030: actual emissions (blue solid line) and reported emissions (green dashed line). Right panels show 100 simulated paths of the test statistic Zₜ (cyan lines) and critical boundaries Cₜ(α) (black lines) for α = 5%, 10%, and 32%, from 2018 to 2030. a)+b): Both actual and reported emissions are shrinking by 5.74% each year. c)+d): Actual emissions are shrinking 3% each year, while emissions are reported to shrink by 5.74% each year. e)+f): Actual emissions are shrinking 0% each year, while emissions are reported to shrink by 5.74% each year.
compare this to the appropriate critical value $C_{t}^{\alpha}$ in the table. If in some year $t$, the test statistic is below the corresponding critical value, i.e. if $Z_{t} < C_{t}^{\alpha}$, we reject the null of no misreporting against the alternative that under-reporting is taking place, at the given significance level $\alpha$. In other words, if $Z_{t} < C_{t}^{\alpha}$ for some $t = 2018, 2019, \ldots$, we can conclude that there is statistical evidence that CO$_2$ emissions are being systematically under-reported.

In practice, it might be preferable to defer monitoring until more hard and fast commitments are made and misreporting becomes a serious issue to contend with. In this case, the critical values of Table 1 should be updated accordingly. This is easily done using the details given in Methods and the Supplementary Material. To facilitate easy application of our methods, we supply a simple computer program that can do this automatically (Bennedsen, 2019).

Table 1: Critical values $C_{t}^{\alpha}$ for the test of misreporting in CO$_2$ emissions. The values in the table have been calculated using $B_{t}^{LM}$, $t = 1959, \ldots, 2017$, as input.

|     | 2018 | 2019 | 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027 |
|-----|------|------|------|------|------|------|------|------|------|------|
| $\alpha = 5\%$ | -4.17 | -5.54 | -6.53 | -7.34 | -8.04 | -8.67 | -9.24 | -9.77 | -10.26 | -10.73 |
| $\alpha = 10\%$ | -3.69 | -4.90 | -5.78 | -6.49 | -7.11 | -7.67 | -8.17 | -8.64 | -9.08 | -9.49 |
| $\alpha = 32\%$ | -2.68 | -3.55 | -4.19 | -4.71 | -5.16 | -5.56 | -5.92 | -6.26 | -6.58 | -6.88 |

**Discussion**

Verifying and monitoring reported CO$_2$ emissions will soon become important to ensure that predetermined goals for CO$_2$ emissions, such as those following the Paris Agreement, are met. This paper has proposed a statistical method to test whether or not CO$_2$ emissions are systematically under-reported. The method is easy to use: simply compute the cumulated sum of the budget imbalances since monitoring started and compare with the appropriate critical values in Table 1. If monitoring starts at a later time than 2018, the critical values should be re-computed; the computations are relatively easy to make and we provide a computer program that can perform these automatically (Bennedsen, 2019).

The time it takes to detect potential misreporting depends on the magnitude of the misreporting. Using simulations, cf. Figure 3, we estimate that it on average takes 3.96 years before we can reject the null of no misreporting at a 32% confidence level, when emissions are misreported by 5.74% every year. When the magnitude of misreporting is 2.74% per year, the average detection time increases to 6.83 years. These numbers are on the order of the 5 years that are between the Paris stocktakes, indicating that the methods proposed here can help inform the global community whether countries are reporting their emissions truthfully. Still, reducing detection time even further would be very beneficial. As described in the Supplementary Material, the statistical approach proposed here has been tuned so as to favour quick detection; for this reason we believe that it is difficult to reduce detection time further by statistical methods. However, if we can get more precise estimates of the Earth system variables, it will be possible to reduce detection time. In effect, what we would to like have are smaller measurement errors and thus a smaller budget.
imbalance. We replicated the simulation study from above using a budget imbalance which was half the size of the one we actually observe, i.e. we used \( \bar{B}_t^{IM} = 0.5 \cdot B_t^{IM}, \ t = 1959, \ldots, 2017, \) in the analysis. This resulted in mean detection times of 2.51 and 4.17 years in the two scenarios considered above, at a 32% level (see Methods). In other words, more precisely measured Earth system variables will lead to a smaller budget imbalance, which will in turn allow us to detect potential misreportings of CO\(_2\) emissions much more quickly. This highlights the importance of getting more precise measurements of Earth system variables going forward (Peters et al., 2017).

**Methods**

**Data**

Recall the carbon budget equation (1):

\[
E_t^{ANT} = G_t^{ATM} + S_t^O + S_t^L + B_t^{IM}.
\]

Here \( E_t^{ANT} = E_t^{FF} + E_t^{LUC} \), where \( E_t^{FF} \) is CO\(_2\) emissions from fossil fuel burning, cement production, and gas flaring; \( E_t^{LUC} \) is CO\(_2\) emissions from land-use change; \( G_t^{ATM} \) is growth of atmospheric CO\(_2\) concentration; \( S_t^O \) is the flux of CO\(_2\) from the atmosphere to the oceans; and \( S_t^L \) is the flux of CO\(_2\) from the atmosphere to the terrestrial biosphere. We use the data set provided by The Global Carbon Project (Le Quéré et al., 2018).\(^2\) The fossil fuel emissions data \( E_t^{FF} \) are from Boden et al. (2017), while the land-use change data, \( E_t^{LUC} \) are averages over the model-based estimates of Hansis et al. (2015) and Houghton and Nassikas (2017), updated as in Le Quéré et al. (2018). The growth rate in atmospheric CO\(_2\) data, \( G_t^{ATM} \), is from Dlugokencky and Tans (2018), while the sink data, \( S_t^O \) and \( S_t^L \), are averages over several independent model-based estimates, constructed as explained in Le Quéré et al. (2018). All data are given in gigatonnes of carbon (GtC) and are recorded at a yearly frequency, beginning in 1959 and ending in 2017, resulting in 59 observations for each term in (1).

**Statistical analysis of the budget imbalance**

We subject the budget imbalance time series \( B_t^{IM} \) to a number of statistical tests. We report the most important findings; details are given in Section 1 of the Supplementary Material.

The mean of the time series is not significantly different from zero, indicating that the carbon budget is balanced on average. When conducting the “KPSS” test of stationarity, we can not reject the null that the data is stationary (Kwiatkowski et al., 1992). The stationarity hypothesis is further strengthened by simple visual inspection of the data. The Durbin-Watson (Durbin and Watson, 1971) and Ljung-Box (Ljung and Box, 1978) tests indicate that the budget imbalance contains (positive) serial autocorrelation.

Given that the budget imbalance appears to be a stationary process, we employ the so-called Box-Jenkins approach to modelling \( B_t^{IM} \) (Box and Jenkins, 1970). That is, we fit an autoregressive moving average (ARMA) model to the data. After inspecting the autocorrelations and partial

\(^2\)The data are available at [http://www.globalcarbonproject.org/](http://www.globalcarbonproject.org/) and were downloaded on 8 January 2019.
autocorrelations of the data, we conclude that an autoregressive process of order one is a good model for the data. This choice is corroborated by automatic selection of ARMA lag lengths using information criteria (Akaike, 1974; Schwarz, 1978). We estimate the autoregressive parameter as \( \hat{\phi} = 0.43 \) and the variance of the error term as \( \hat{\sigma}^2 = 0.53 \).

**Detecting a structural break in the budget imbalance data**

Suppose that from some time point \( \tau \), anthropogenic CO\(_2\) emissions are misreported as \( E_{t}^{\text{ANT,*}} \), while the true value emitted to the biosphere is \( E_{t}^{\text{ANT}} \neq E_{t}^{\text{ANT,*}} \). Then, for \( t \geq \tau \), the observed budget imbalance data become

\[
B_{t}^{\text{IM,*}} = E_{t}^{\text{ANT,*}} - G_{t}^{\text{ATM}} - S_{t}^{\text{OCEAN}} - S_{t}^{\text{LAND}} = u_{t} + \epsilon_{t}^{*},
\]

where \( u_{t} = E_{t}^{\text{ANT}} - G_{t}^{\text{ATM}} - S_{t}^{\text{OCEAN}} - S_{t}^{\text{LAND}} \) is the budget imbalance under the true emission path \( E_{t}^{\text{ANT}} \), while \( \epsilon_{t}^{*} = E_{t}^{\text{ANT,*}} - E_{t}^{\text{ANT}} \) denotes the amount of misreporting in CO\(_2\) emissions at time \( t \geq \tau \). As discussed above, \( u_{t} \) is a stationary process. The process \( \epsilon_{t}^{*} \) describes the structural break introduced in the budget imbalance when emissions are misreported, i.e., when \( E_{t}^{\text{ANT,*}} \neq E_{t}^{\text{ANT}} \). Note that when emissions are under-reported, i.e. when \( E_{t}^{\text{ANT,*}} < E_{t}^{\text{ANT}} \), then \( \epsilon_{t}^{*} < 0 \), which is why the structural break will result in negative values of the observed budget imbalance data.

When monitoring starts at time \( t_{0} \), the test statistic \( Z_{t} \) introduced in the paper takes the form

\[
Z_{t} = \sum_{\tau=t_{0}}^{t} B_{\tau}^{\text{IM,*}} = \sum_{\tau=t_{0}}^{t} u_{\tau} + \sum_{\tau=t_{0}}^{t} \epsilon_{\tau}^{*}.
\]

If \( \epsilon_{\tau}^{*} = 0 \) for all \( \tau \), i.e. if there is no misreporting, we can derive critical boundaries \( C_{\alpha}^{t} \), such that \( Z_{t} \) will, asymptotically, stay above these boundaries with probability \( 1 - \alpha \). The boundaries we suggest are of the form

\[
C_{t}^{\alpha} = c_{\alpha,\Lambda} \cdot \sqrt{K} \cdot \hat{\omega}_{u}^{2} \cdot \sqrt{\lambda_{t}(\lambda_{t} - 1)} \left(1 + \log \left(\frac{\lambda_{t}}{\lambda_{t} - 1}\right)\right),
\]

where \( \lambda_{t} := \frac{t - t_{0} + K + 1}{K} \) is the number of observations in the initial data set, and \( \hat{\omega}_{u}^{2} \) is the estimate of the long run variance of the initial budget imbalance data (\( K = 59 \) and \( \hat{\omega}_{u}^{2} = 1.65 \) for the data studied in this paper). The theoretical validity of the test is proved in the Supplementary Material.

The constant \( c_{\alpha,\Lambda} \) depends on the nominal significance level \( \alpha \) and on a parameter \( \Lambda > 0 \), which controls how long the monitoring period is. The monitoring period is assumed to be of length \( K \cdot \Lambda \). In the paper, we set \( \Lambda = 1 \), corresponding to monitoring from 2018 to 2076, but a different value can be used if the length of the monitoring period is known \textit{a priori}. In practice, the test, and the results of the paper, is insensitive to the choice of \( \Lambda \) and we obtain roughly the same results with, e.g., \( \Lambda = 1 \) and \( \Lambda = 100 \) (Supplementary Material, Section 4.1.1). The Supplementary Material contains more information on boundary functions and explains how to calculate \( c_{\alpha,\Lambda} \). We also provide a computer program that can calculate \( c_{\alpha,\Lambda} \) and \( C_{t}^{\alpha} \) automatically (Bennedsen, 2019).

10
Additional details from the simulations of the future budget imbalance

In the simulation experiment, we use the historical budget imbalance data $B_{t}^{IM}$, $t = 1959, \ldots, 2017$, as initial data. Then we simulate 10,000 different future paths of $B_{t}^{IM}$, $t = 2018, \ldots, 2100$. We do this using the results from above, i.e., for $t \geq 2018$ we set $B_{t}^{IM} = u_{t} + \epsilon_{t}^{*}$, where $u_{t}$ is simulated as an autoregressive process of order one and $\epsilon_{t}^{*} = E_{t}^{ANT,*} - E_{t}^{ANT}$, where $E_{t}^{ANT,*}$ is the reported emissions and $E_{t}^{ANT}$ is the actual emissions. The cyan lines in the right panel of Figure 3 are simulated instances of $Z_{t} = \sum_{\tau} B_{t}^{IM} = \sum_{\tau} u_{\tau} + \sum_{\tau} \epsilon_{\tau}^{*}$. The autoregressive parameter for $u_{t}$ was set to $\phi = 0.43$, while the variance of error term of $u_{t}$ was set to $\sigma^{2} = 0.53$, which are the parameters we estimated from the initial budget imbalance data.

In the Discussion section, we report the results from a simulation study where the magnitude of the budget imbalance is halved. This experiment is done in the same way as just discussed, the only difference being that the initial data used is $0.5 \cdot B_{t}^{IM}$, $t = 1959, \ldots, 2017$, which results in $\hat{\phi} = 0.43$ and $\hat{\sigma}^{2} = 0.13$ when estimating the autoregressive model for the data. We use these estimates as parameters when simulating the autoregressive process $u_{t}$.
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