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Stochastic differential equations describe well many physical, biological and sociological systems, despite the simplification often made in their derivation. Here the usage of simple stochastic differential equations to characterize and classify complex dynamical systems is proposed within a Bayesian framework. To this end, we develop a dynamic system classifier (DSC). The DSC first abstracts training data of a system in terms of time dependent coefficients of the descriptive stochastic differential equation. Thereby the DSC identifies unique correlation structures within the training data. For definiteness we restrict the presentation of DSC to oscillation processes with a time dependent frequency $\omega(t)$ and damping factor $\gamma(t)$. Although real systems might be more complex, this simple oscillator captures many characteristic features. The $\omega$ and $\gamma$ timelines represent the abstract system characterization and permit the construction of efficient signal classifiers. Numerical experiments show that such classifiers perform well even in the low signal-to-noise regime.
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I. INTRODUCTION

A. Basic idea

A classification problem for complex dynamic systems might look as follows: For a number of different system classes a few training samples of the evolution of some of the variables for each class are obtained, either by observation or by numerical simulation. Now, different observed systems should be classified with respect to the reference classes.

In seismology, for example, numerical simulations of earthquakes are possible, but so time consuming that for a given observed seismic event a matching simulation can rarely be found [1,2]. This demands for robust methods to identify characteristic patterns within a limited sample of simulated waveforms which then can be used to classify seismic observations with respect to the learned patterns.

In astrophysics, for instance, the field equations of general relativity predict the existence of periodic space time perturbations, so called gravitational waves. These events are generated in violent cosmic events, like the merging of neutron stars and block holes [3], or by various supernova explosions. Unfortunately, it is often computationally not feasible to simulate these processes for all potential initial conditions. A complete catalogue of possible gravitational wave forms is therefore out of reach. Identification and classification of gravitational wave signals need to abstract the few available signal templates in an appropriate fashion, to be able to recognize similar, but not exactly known waveforms in real data. Numerical simulations of supernova explosions exploring parts of the parameter space, showed that one can classify their gravitational wave signatures into three different main types [4]. This should permit to discriminate among these types, if from the few available numerical samples an abstract description can be learned, which can be confronted to real, noisy data. A way to abstract training samples appropriately, permitting one to recognize general characteristics of time lines and features of a system class, is therefore desirable. To this end we propose the usage of simplified stochastic dynamical systems with time dependent coefficients to abstract the time evolution of system classes. Once the time dependent coefficients are obtained, they serve as a reference for an inexpensive data-system class comparison. We develop both steps, the 'model training', i.e. the coefficient determination and the 'model selection', i.e. the classification of an observation into the previous learned system classes. This is done within information field theory (IFT) [2], a Bayesian inference framework for continuous quantities.

As periodicity plays a remarkable role in the description of dynamical systems we use the stochastic oscillator equation

$$\frac{d^2 x(t)}{dt^2} + \gamma(t) \frac{dx(t)}{dt} + \omega^2(t)x(t) = \xi(t) \quad (1)$$

as our baseline model. Here the time dependent frequency $\omega(t)$ and damping factor $\gamma(t)$ characterize each system class and the external force $\xi(t)$ is regarded as a random quantity which generates the variance within each class. $\omega(t)$ and $\gamma(t)$ have to be learned from a training data set of this system class. This system class is then identified by its $\omega(t)$ and $\gamma(t)$, while we assume that the exact realization of $\xi(t)$ is unknown and differs from realization to realization within that class. In essence, $\omega(t)$ and $\gamma(t)$ serve as a fingerprint of the system while $\xi(t)$
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plays the role of the random seed generating individual realization. The non-stationarity of Eq. (I), induced by the time dependent parameters \( \gamma(t) \) and \( \omega(t) \) allows us to also model anharmonic system classes which do not show a clear oscillating behavior.

The adopted stochastic model, here the oscillator in Eq. (II), is intended to be a simplified description of a much more complex system in reality. We intend to find empirical parameters, here \( \omega(t) \) and \( \gamma(t) \), which characterize the system class well, without them necessarily being unique, perfectly optimal or even physically interpretable. For this reason, we will be pragmatic when determining the parameters. The strategy presented in this work is first to analyze system classes in terms of the class’ time-wise varying frequency \( \omega(t) \) and damping factor \( \gamma(t) \). To do so, we apply a hierarchical Bayesian ansatz within the framework of IFT as this also allows us to simultaneously reconstruct the two point correlation function of \( \omega(t) \) and \( \gamma(t) \). For each analyzed system class, \( \omega(t) \) and \( \gamma(t) \) serve as abstract classification signatures to which observational data can be confronted. Consequently, we introduce a Bayesian model comparison approach using these signatures to state the probability that a given observation is explained by one of the learned system classes.

**B. Previous work**

In the last decades, extensive research has been made within the field of estimating parameters of deterministic and stochastic systems, respectively [6–13]. Most attention has been drawn to local and global nonlinear optimization methods. The use of stochastic processes within the global optimization approaches is called Bayesian global optimization or the random function approach. In a more generic setting general parameter estimation has been performed extensively by maximum likelihood estimations [11, 13]. In financial mathematics the parameter estimation for stochastic models has been extensively studied in a frequentist maximum likelihood as well as in a Bayesian framework [16].

In the past, model selection has primarily been performed by likelihood ratio tests [17]. Due to the enormous increase of computational power, Bayesian methods have been coming into use more and more [18].

The principal component analysis (PCA), emerging from [19] has successfully been used to reduce data to be represented by a linear superposition of a few uncorrelated principle components [20, 21]. As a PCA might perform poorly in case the superposition principle is violated, neural networks (NN) for pattern recognition and model selection are used more extensively [22]. Despite the success of NN in the domain of pattern recognition [23] there is still an ongoing discussion how to properly adjust NN to their desired task [24, 25]. We believe that the dynamic system classifier (DSC) can perform better than a PCA or NN, especially in the field of gravitational wave data analysis. There the quality and number of the training samples is often not sufficient to train a PCA or NN. A PCA based classifier, if trained with sufficiently many templates might be too rigid with respect to systematic errors in the training data set. PCA based classifiers compare linear combinations of rigid templates to the data, while DSC might turn out to be more flexible as it classifies the signal covariance structure. NN might outperform both, PCA and DSC. However, they do not provide easy insight into what features of a signal triggers the classification and typically need bigger training samples. In the following we will show that the DSC can properly distinguish between different system classes using just a few training samples for each class. A comparison of DSC to NN and PCA is left for future works as it will strongly depend on the use case at hand.

**C. Structure of this work**

This paper is structured as follows: In Sec. III we introduce some basic notation for signal inference in IFT. In Sec. IV we establish the training algorithm to infer the time dependent fields \( \omega \) and \( \gamma \) from training data. In Sec. V the inferred fields are used to construct our model selection algorithm. After deriving the whole dynamic system classifier (DSC) algorithm we apply it to a realistic test scenario in Sec. VI. We conclude in Sec. VII.

**II. INFERENCE OF FIELDS**

**A. Basic notation**

First of all, we have to establish some notations and basic assumptions. To do so, we primarily follow the notation used in IFT. In this paper we will suppose that we are analyzing a discrete set of data \( d = (d_1, \ldots, d_r)^T \in \mathbb{R}^r \), which may depend on the underlying signal \( s : S \to \mathbb{R} \). By \( S \) we denote the continuous subspace of a one-dimensional Euclidian space on which the signal is defined.

From the *principal of minimal updating* [27] and the *principal of maximum entropy* [28] it follows that a Gaussian is the proper probability distribution for a quantity which is only characterized by its first and second moment, as it often occurs in physical experiments. By

\[
\mathcal{G}(\phi, \Phi) = \frac{1}{|2\pi\Phi|^{1/2}} \exp\left(-\frac{1}{2} \Phi^{-1} \phi \right) \tag{2}
\]

denote a multivariate Gaussian probability distribution function of a continuous field \( \phi \). \( |\Phi| \) denotes the determinant and \( \phi^\dagger \) the transposed and complex conjugated \( \phi \). The covariance \( \Phi = \langle \phi \phi^\dagger \rangle \psi(\phi, \Phi) \) can be regarded as a function of two arguments \( \Phi(x, y) = \langle \phi(x) \phi(y) \rangle^\dagger \) or as a matrix-like operator \( \Phi_{xy} = \langle \phi_x \phi_y \rangle \psi \), where we introduced the index notations for functions \( \psi_x = \psi(x) \). Under the
assumptions of a statistical stationary or homogeneous process over a $u$-dimensional space

$$
\Phi_{xy} = C(x - y)
$$

(3)

one can show that the covariance $\Phi$ becomes diagonal in Fourier space,

$$
\Phi_{kq} = (2\pi)^u \delta(k - q) P_\phi(k).
$$

(4)

We use $k$ to denote frequencies in the Fourier convention

$$
f_k = \int dt e^{ikt} f_t
$$

and

$$
f_t = \int \frac{dk}{2\pi} f_k e^{-ikt}.
$$

In Eq. (4) we have also introduced the power spectrum $P(k)$ which is identical to the Fourier transform of $C(x - y)$. In order to apply any operator to a field we have to specify the scalar product, which we take as

$$
\phi^\dagger \psi = \int_S dx \overline{\phi(x)} \psi(x) \quad \forall \phi, \psi : S \to \mathbb{R}.
$$

(5)

Stationary Gaussian processes with zero mean are fully determined by their power spectrum. Here we aim at characterizing non-stationary processes, for which Eq. (3) and (4) do not hold. We construct a non-stationary process $x(t)$ by Eq. (1), in which a fixed time evolution of $\omega(t)$ and $\gamma(t)$ imprints non-stationary correlation structures onto $x(t)$ for a set of noise $\xi(t)$ realizations. The noise realizations $\xi(t)$ as well as the characteristics of $\omega(t)$ and $\gamma(t)$ of a model class are themselves assumed to be realizations of stationary processes. Nevertheless, $x(t)$ is non-stationary for fixed $\omega(t)$ and $\gamma(t)$.

B. Signal inference

Informative physical experiments provide data from which an unknown signal of interest can be inferred. Since there might be infinitely many possible signal field configurations leading to the same data set, there is no exact solution to this inference problem. Consequently, we have to use probabilistic data analysis methods to obtain the most plausible signal field including its uncertainty.

Given a set of data $d$, the posterior probability distribution $\mathcal{P}(s|d)$ describes how probable the signal $s$ is given the observed data $d$. This posterior can be calculated according to Bayes’ theorem,

$$
\mathcal{P}(s|d) = \frac{\mathcal{P}(d|s) \mathcal{P}(s)}{\mathcal{P}(d)},
$$

(6)

which is the quotient of the product of the likelihood $\mathcal{P}(d|s)$ and the signal prior $\mathcal{P}(s)$ divided by the evidence $\mathcal{P}(d)$. The likelihood describes how likely it is to measure the observed data set $d$ given a signal field $s$. It covers all processes that are relevant for the measurement of $d$. The prior characterizes all a-priori knowledge and therefore does not depend on the data itself. As we are interested to find the most plausible signal field configuration given the observed $d$, we use the maximum a posteriori ansatz (MAP). The outcome of the MAP- Ansatz states the most probable field configuration

$$
m = \operatorname{argmax}_s \{ \mathcal{P}(s | d) \}.
$$

(7)

In the following sections we will now discuss the likelihood and the prior of the evolution of a stochastic system, which is described by Eq. (1).

III. MODEL TRAINING

A. The likelihood of a stochastic differential equation

As outlined, we use an oscillator model with evolving frequency $\omega$ and damping factor $\gamma$ to characterize a class of systems. To ensure strict positive definiteness of the time dependent frequency we parametrize it as $\omega(t) = \omega_0 e^{\beta(t)}$ in Eq. (1). Here we choose time units such that $\omega_0 = 1$. Consequently, the actual fluctuations of the frequency are characterized by $\beta(t)$.

Figure 1 shows a Bayesian network to infer the time dependent parameters $\beta_t$ and $\gamma_t$ from the solution $x_t$ of a stochastic differential equation as in Eq. (1). The inferred vector $s = (\beta$, $\gamma)$ will serve as the characteristic signature of a system class in section IV. To construct this Bayesian inference network we note that the linearity of Eq. (1) implies

$$
x = R \xi,
$$

(8)

and in scalar product notation implying

$$
x_t = \int dt' R_{tt'} \xi',
$$

(9)
where we have introduced the response operator $R_{tt'} = R(t, t')$. The force $\xi_t$ to the oscillator is assumed to be white Gaussian noise, i.e. $P(\xi(t)) = \mathcal{G}(\xi(t))$, with a given diagonal and constant covariance $\Xi_{tt'} = \delta_{tt'} \overline{\Xi}$ and the amplitude $\overline{\Xi}$. Given that the response operator $R$ and its inverse $R^{-1}$ exist, Eq. (9) can be rewritten as

$$\int dt' R_{tt'}^{-1} x_{t'} = \xi_t,$$

which allows us to identify the functional form of the response operator $R_{tt'}$ by comparing Eq. (10) with Eq. (11). Hence $R_{tt'}$ is a reformulation of the differentials¹ in Eq. (11) and is defined as

$$\left(R_{tt'}^{(s)}\right)^{-1} := \delta_{tt'}^{(2)} - \gamma(t) \delta_{tt'}^{(1)} + e^\beta(t) \delta_{tt'}.$$

As already used in Eq. (11) we will from now on refer to the response operator as $R^{(s)}$ to indicate that it depends on the signal $s$, which is characteristic for a system class. With Eq. (9) the likelihood $P(x|s)$ becomes

$$P(x|s) = \int D\xi \delta(x - R^{(s)} \xi) \mathcal{G}(\xi, \Xi) = \mathcal{G}(x, R^{(s)} \Xi R^{(s)}),$$

where we have marginalized over all possible realizations of the driving force $\xi_t$. We see that $x_t$ is modeled as a Gaussian random field with a temporarily structured covariance $X = R^{(s)} \Xi R^{(s)}$. Thus, $X$ is not of the form given by Eq. (3) and (4), respectively and specified a non-stationary process, which is characterized by $s$.

### B. Prior assumptions

As the likelihood in Eq. (12) only describes how $\beta_t$ and $\gamma_t$ are transformed into $x_t$ we need to model our prior knowledge about the time evolution of these parameters. To do so we briefly outline a hierarchical Bayesian prior ansatz, which leads to the so called critical filter [29, 30]. Figure 2 shows this hierarchical parameter model, which will be introduced in the following. We assume a priori that $\beta_t$ as well as the $\gamma_t$ parameters obey multivariate Gaussian distributions,

$$P(\beta_t | \Omega) = \mathcal{G}(\beta_t, \Omega),$$

$$P(\gamma_t | \Gamma) = \mathcal{G}(\gamma_t, \Gamma).$$

The covariances $\Omega$ and $\Gamma$ describe the strength of the temporal correlations of $\beta$ and $\gamma$, respectively and thus the smoothness of their fluctuations. A convenient parametrization of the covariances can be found, if our knowledge of the parameters does a priori not single out any instance; i.e. correlations only depend on time intervals. This is equivalent to assume $\beta_t$ and $\gamma_t$ to be statistically stationary. Under this assumption, $\Gamma$ and $\Omega$ are diagonal in the Fourier space representation, see Eq. (4).

To keep notations simple, we will only show the calculations for $\Omega$ in full detail since the ones for $\Gamma$ can be performed analogously. Later we will see that the priors for $\beta_t$ and $\gamma_t$ only differ by hyperprior-parameters.

Under the assumption of statistical stationarity, we choose the following ansatz for the covariance:

$$\Omega = \sum_k e^{\tau_k} \Omega_k \quad (15)$$

Here $\tau(k)$ are spectral parameters, determining the power spectrum $P_\beta(k)$ and $\Omega_k$ are projection operators onto spectral bands, with approximately identical power spectrum values. By $\Omega_k^{-1}$ we refer to the pseudo inverse of the projection operators. Since the covariances $\Gamma$ and $\Omega$ are unknown, one has to introduce another prior for them, i.e. a prior for properly describing the spectral parameters $\tau(k)$, for each $\beta$ and $\gamma$. As the power spectrum’s shape might span over several orders of magnitude, this requires a logarithmically uniform prior for each element of the power spectrum and a uniform prior $P_{un}$ for each spectral parameter $\tau_k$, respectively. In accordance with [29, 31] we therefore initially assume inverse-Gamma distributions for the individual elements

$$P_{un}(\tau_k | \alpha_k, q_k) = \frac{q_k^{\alpha_k-1}}{\Gamma(\alpha_k-1)} e^{-(\alpha_k \tau_k + q_k e^{-\tau_k})},$$

Figure 2: The spectral parameters $\alpha_k$ and $q_k$ define together with the smoothness enforcing parameter $\sigma_\beta$ the prior for the shape of the spectral parameters $\tau_k$. Hence the correlation structure of $\beta_t$ is described by $\tau_k$. 

¹ The defining property of a Dirac delta distribution $\delta(x)$ is

$$\int_{-\infty}^{\infty} f(t) \delta(t-a) dt = \int_{-\infty}^{\infty} f(t) \delta_{ta} dt = f(a).$$

Its derivatives are given by

$$\int f(t) \delta^{(n)}(t) dt \equiv - \int \frac{\partial f(t)}{\partial t} \delta^{(n-1)}(t) dt.$$
and hence
\[ P_{un}(\tau_k|\alpha_k, q_k) = \frac{q_k^{\alpha_k-1}}{\Gamma(\alpha_k-1)} \times e^{-(\alpha_k \tau_k + q_k e^{-\tau_k})} \left| \frac{d e^{\tau_k}}{d \tau_k} \right| \]

(17)
where \( \alpha_k \) and \( q_k \) denote shape and scale parameters for the spectral hyperpriors, and \( \Gamma \) the Gamma function. If \( \alpha_k \rightarrow 1 \) and \( q_k \rightarrow 0 \) for \( k \), the inverse Gamma distribution becomes asymptotically flat on a logarithmic scale. In practice, \( q_k \geq 0 \) provide lower limits for the power spectra, which lead to a more stable inference algorithm. Note that the variations of \( \alpha_k \) and \( q_k \) with \( k \) can be used to model specific spectral prior knowledge. However, in the absence of such knowledge, these will get the same values \( \alpha_k = \alpha, q_k = q = \text{const.} \)

Until now we have only addressed each individual element of the power spectrum separately, but empirically we know that many power spectra do not exhibit strong fluctuations on neighboring Fourier scales. It is therefore natural for the spectrum to request some sort of smoothness. To enforce this behavior, we further incorporate a spectral smoothness prior \( P_{sm} \) \(^{23,31}\). This spectral smoothness prior is based on the second logarithmic derivative of the spectral parameters \( \tau \). Up to a normalization constant \( P_{sm} \) can be written as
\[ P_{sm}(\tau|\sigma) \propto \exp \left( -\frac{1}{2} \tau^\dagger T \tau \right) \]

(18)
with
\[ \tau^\dagger T \tau = \int d(\log k) \frac{1}{\sigma^2} \left( \frac{\partial^2 \tau_k}{\partial (\log k)^2} \right)^2, \]

(19)
which is punishing deviations from any power-law behavior of the power spectrum. The strength of the punishment is encoded by \( \sigma \). In total, the resulting prior for the spectral parameters \( \tau \) is given by the product of the priors discussed above
\[ P(\tau|\alpha, q, \sigma) \propto P_{sm}(\tau|\sigma) \prod_k P_{un}(\tau_k|\alpha_k, q_k), \]

(20)
with its three given quantities \( \alpha_k, q_k \) and \( \sigma \).

With this hierarchical Bayesian model we are able to state the posterior:
\[ P(s, \tau_\beta, \tau_\gamma|x_t, \alpha_{\omega, \gamma}, q_{\omega, \gamma}, \sigma_{\omega, \gamma}) = P(x_t|s) \prod_{i \in \{\beta, \gamma\}} P(i|\tau_i)P(\tau_i|\alpha_i, q_i, \sigma_i) \]

(21)

C. Parameter reconstruction

Now we are seeking for the most probable parameter configurations of \( \beta_t \) and \( \gamma_t \) given the training data \( x_t \). Due to the complexity of the posterior, given by Eq. (21), it is virtually impossible to solve this problem analytically. Numerical searches through the parameter space using Markov Chain Monte Carlo methods \(^{32,33}\) are possible, as similar problems have been solved by advanced sampling techniques \(^{34–37}\). Given that the employed stochastic partial differential equation is just an empirical guess we pragmatically use here the numerically and computationally cheaper MAP-ansatz. It is not necessary to find the best parameters, a good classification will usually suffice. Rather than maximizing the posterior it is thereby convenient to define the negative logarithm of the posterior \( P(s, \tau_\beta, \tau_\gamma|x_t) \) as the information Hamiltonian
\[ \mathcal{H}(s, \tau_\beta, \tau_\gamma|x_t) = -\log P(s, \tau_\beta, \tau_\gamma|x_t) \]
\[ = \log \left( \det \left[ R^{(s)} \right] \right) + \frac{1}{2} x_t^\dagger \left( R^{(s)-1} \right)^\dagger \Xi^{-1} R^{(s)-1} x_t \]
\[ + \frac{1}{2} \log(\det[\Omega]) + \frac{1}{2} \beta_t^\dagger \Omega^{-1} \beta_t \]
\[ + \frac{1}{2} \log(\det[\Gamma]) + \frac{1}{2} \gamma_t^\dagger \Gamma^{-1} \gamma_t \]
\[ + \sum_{i \in \{\beta_t, \gamma_t\}} (\alpha_i - 1) \tau_i + q_i e^{-\tau_i} + \frac{1}{2} \tau_i^\dagger T \tau_i, \]

(22)
where we have absorbed all terms constant in \( \beta_t, \gamma_t, \tau_\beta, \) and \( \tau_\gamma \) into \( H_0 \).

By this reformulation the MAP solution is now seeking for the minimum of Eq. (22). This minimum may be found by taking the derivative of the information Hamiltonian with respect to \( \beta_t, \gamma_t, \tau_\beta, \) and \( \tau_\gamma \), respectively and equating them with zero. This yields four implicit equations. The minimum we are seeking for may be found by an iterative downhill algorithm such as the steepest descent. To better understand the MAP solution we focus on the resulting filtering formulas of this ansatz. The ones for the frequency and damping factor evolution read
\[ \frac{\partial \mathcal{H}}{\partial \beta_t} \bigg|_{\beta=\beta_{min}} = \text{Tr} \left[ R^{(s)-1} \frac{\partial R^{(s)}}{\partial \beta_t} \right] \]
\[ + \frac{1}{2} x_t^\dagger \left( \frac{\partial R^{(s)-1}}{\partial \beta_t} \right)^\dagger \Xi^{-1} R^{(s)-1} x_t \]
\[ + \frac{1}{2} x_t^\dagger \left( R^{(s)-1} \right)^\dagger \Xi^{-1} \frac{\partial R^{(s)-1}}{\partial \beta_t} x_t \]
\[ + \Omega^{-1} \beta_t \]
\[ = 0 \]
\[ \frac{\partial \mathcal{H}}{\partial \gamma_t} \bigg|_{\gamma=\gamma_{min}} = \text{Tr} \left[ R^{(s)-1} \frac{\partial R^{(s)}}{\partial \gamma_t} \right] \]
\[ + \frac{1}{2} x_t^\dagger \left( \frac{\partial R^{(s)-1}}{\partial \gamma_t} \right)^\dagger \Xi^{-1} R^{(s)-1} x_t \]
\[ + \frac{1}{2} x_t^\dagger \left( R^{(s)-1} \right)^\dagger \Xi^{-1} \frac{\partial R^{(s)-1}}{\partial \gamma_t} x_t \]
\[ + \Gamma^{-1} \gamma_t \]
\[ = 0 \]
and
\[
\frac{\partial \mathcal{H}}{\partial \gamma_t} \bigg|_{\gamma_t=\gamma_{\text{min}}} = \text{Tr} \left[ R^{(s)-1} \frac{\partial R^{(s)}}{\partial \gamma_t} \right] + \frac{1}{2} \frac{\partial R^{(s)-1}}{\partial \gamma_t} \Xi^{-1} R^{(s)-1} x_t \\
+ \frac{1}{2} x^\dagger \left( \frac{\partial R^{(s)-1}}{\partial \gamma_t} \right) \Xi^{-1} \frac{\partial R^{(s)-1}}{\partial \gamma_t} x_t \\
+ \Gamma^{-1} \gamma_t
\]
(24)

While the filter formula for the power spectra of $\beta_i$ is
\[
\frac{\partial \mathcal{H}}{\partial \beta_i} \bigg|_{\beta_i=0} = 0 \rightarrow e^{\tau_{\beta}} = \frac{q_{\beta} + \frac{1}{2} \left( \text{Tr} \left[ \beta_i \beta_i \Omega_k^{-1} \right] \right)_k}{(\alpha_{\beta} - 1) + \frac{1}{2} \left( \text{Tr} \left[ \Omega_k \Omega_k^{-1} \right] \right)_k + T_{\tau_{\beta}}}
\]
(25)

and the one for $\gamma_t$ is
\[
\frac{\partial \mathcal{H}}{\partial \gamma_t} \bigg|_{\gamma_t=0} = 0 \rightarrow e^{\tau_{\gamma}} = \frac{q_{\gamma} + \frac{1}{2} \left( \text{Tr} \left[ \gamma_t \Gamma_k^{-1} \right] \right)_k}{(\alpha_{\gamma} - 1) + \frac{1}{2} \left( \text{Tr} \left[ \Gamma_k \Gamma_k^{-1} \right] \right)_k + T_{\tau_{\gamma}}}
\]
(26)

The filtering formulas in Eq. (25) and (26) have previously been derived Refs. [30, 38]. Due to the construction of the hierarchical Bayesian parameter model the covariance structures of $\beta_i$ and $\gamma_t$ get also inferred from $x_t$. The spectral shapes of $\Omega$ and $\Gamma$ are only constrained by Eq. (20).

In total, the model learning phase leads to a restriction of possible signals to the set
\[
\mathcal{S} = \{s_1, s_2, \ldots, s_n\},
\]
(27)
which is finite in case of a finite number of considered system classes.

IV. MODEL SELECTION

So far we only faced the inverse problem to reconstruct time dependent parameters, such as the frequency $\beta_i$ and the damping factor $\gamma_t$ including their power spectra from an oscillator driven by a stochastic force. From now on we will extend our model to a measurement scenario, involving a measurement response $R_{\text{obs}}$ and additive Gaussian measurement noise $n \sim \mathcal{G}(n, N)$, with related covariance $N$. Consequently the data model is now given by
\[
d = R_{\text{obs}} x + n = R_{\text{obs}} R^{(s)} \xi + n.
\]
(28)

where $R^{(s)}$, including $s = (\beta_i, \gamma_t)$, serves as an abstract operator to classify, identify and distinguish between different physical systems $s_1, s_2, \ldots$. Hence each $s$ acquires its $R^{(s)}$ from training data $x(t)$ of its specific physical system $s_i$, according to the previously described algorithm. To state the probability of a model $s_i$ in the set of possible signals $\mathcal{S}$ given the observed data we again use Bayes’ theorem
\[
\mathcal{P}(s_i|\mathcal{S}, d) = \frac{\mathcal{P}(d|\mathcal{S}, s_i) \mathcal{P}(s_i|\mathcal{S})}{\mathcal{P}(d)}.
\]
(29)
The involved likelihood turns out to be
\[
\mathcal{P}(d|s_i) = \int \mathcal{D}x \mathcal{P}(d|x) \mathcal{P}(x|s_i)
\]
\[
= \int \mathcal{D}x \mathcal{G}(d - R_{\text{obs}} x, N) \times \mathcal{G}(x, R^{(s)} \xi, N) \approx \frac{1}{\sqrt{|D|}} \exp \left( \frac{1}{2} D_j \right)
\]
(30)

with
\[
j = R^{(s)} \xi R_{\text{obs}} N^{-1} d
\]
(31)
and
\[
D^{-1} = R^{(s)} \xi R_{\text{obs}} N^{-1} R_{\text{obs}} R^{(s)} + \Xi^{-1}.
\]
(32)

With this equation one is able to calculate the model posterior, Eq. (29), and to state the most probable model $s_i$. Figure 3 shows an overview of the suggested hierarchical Bayesian decision algorithm. Given the hyper parameters, the algorithm first learns the frequency $\beta_i$ and damping factor $\gamma_t$ evolution from each training data set. The logarithmic power spectrum $\tau$ for $\beta_i$ as well as for $\gamma_t$ can be regarded as a set of nuisance parameters that get reconstructed from the data to properly infer the parameters of interest $\beta_i$ and $\gamma_t$. After $s_i = (\beta_i, \gamma_t)$ was learned for a class $i$, it serves as an abstract characteristic for this model. With the knowledge of $s_i$ the algorithm is able to state how probable the previously learned model $i$ would have caused the observed data $d$. This then serves as a proxy probability for the system classification. I

V. DYNAMIC SYSTEM CLASSIFIER ALGORITHM

Inferring time dependent fields, such as a time-wise varying frequency $\beta_i$ and damping factor $\gamma_t$, from a stochastically driven oscillator is a non-trivial task. The reliability of the dynamic system classifier (DSC) algorithm strongly depends on the successful and proper reconstruction of $\beta_i$ and $\gamma_t$ as they serve as classifiers. To show the principal capabilities of our suggested algorithm
we will first discuss the algorithm to infer time-dependent parameters of a dynamic system driven by a stochastic force as described in Sec. III. Subsequently, we use the inferred parameters to test the performance of the model selection algorithm as described in Sec. IV.

A. Model learning algorithm

1. Numerical application

The information Hamiltonian, Eq. (22), is a scalar quantity defined over the configuration space of possible model parameter evolutions. In addition to the parameters $\beta_t$ and $\gamma_t$, the two spectral parameters $\tau_\beta$ and $\tau_\gamma$ also need to get inferred from a single system trajectory $x(t)$.

Hence, the algorithm faces an underdetermined inverse problem, which is also reflected in the possibility of local-minima of the non-convex Hamiltonian. Ultimately the complexity of this inverse problem goes back to the generally highly non-linear entanglement between the two parameters $\beta_t$ and $\gamma_t$. To overcome this problem we strongly advise to analyze as many realizations $(x = x_1, x_2, x_3, \ldots x_l)$ of the same system as possible. In section V.A.2 we will discuss in more detail how many data realizations are necessary for an appropriate reconstruction of the parameters. The training part of the DSC-algorithm is based on an iterative optimization scheme, where certain parts of the problem get alternatively optimized instead of the whole problem simultaneously. To some degree the optimization results are sensitive to the starting values due to the non-convexity of the considered Hamiltonian. However, remaining degeneracies between $\beta_t$ and $\gamma_t$ after exploiting sufficient large training data sets are irrelevant, as these do not strongly discriminate between the members of the training set of a given system class.

Based on our experience with variations of the DSC-algorithm we propose the following scheme:

1. Initialize the algorithm with naive values, such as $\beta_t = \gamma_t = 0$ and $r_k = \text{const.}\forall k$.

2. Infer $\beta_t$ and $\gamma_t$ via an iterative downhill algorithm, such as steepest descent using the information Hamiltonian Eq. (22), as well as its gradient Eq. (23) and Eq. (24). A more sophisticated minimization scheme, such as non-linear conjugate gradient, is conceivable to speed up the algorithm but it would require the full Hessian of Eq. (22). Multiple test runs have shown that it is sufficient to evaluate a simplified Hamiltonian

\[
\mathcal{H} (s|x_1, x_2, \ldots x_l) \propto \frac{1}{2} \sum_{i=1}^{x_l} x_i^\dagger \left( [R(s)]^{-1} \right)^\dagger \Xi^{-1} [R(s)]^{-1} x_i + \frac{1}{2} \log (\det \{\Omega\}) + \frac{1}{2} \beta_t^\dagger \Omega^{-1} \beta_t \\
+ \frac{1}{2} \log (\det \{\Gamma\}) + \frac{1}{2} \gamma_t^\dagger \Gamma^{-1} \gamma_t,
\]

and its corresponding gradient. The simplified Hamiltonian neglects in particular log $\det [R(s)]$ as it appears in Eq. (22). In contrast to the diagonal covariance matrices $\Omega$ and $\Gamma$ the evaluation of the determinant of $R(s)$ is computationally time consuming due to its complex structure. Numerical experiments with and without det $R(s)$ did not show a significant importance of this term.

3. Use Eq. (25) and Eq. (26), respectively, to update the priors $\Omega$ and $\Gamma$.

4. Repeat step 2 and 3 until convergence. This iterative scheme will take a few cycles until the algorithm has reached its desired convergence level.

The spaces of possible parameter configurations of $\beta_t$ and $\gamma_t$ are huge. Consequently, it seems impossible to
shows six realizations of $4$ are not just rescaled versions of the given constant covariance $\tilde{\Xi} = 5$. The amplifying force $\xi$ was drawn from $P(\xi|\mathbf{X}) = \mathcal{N}(\xi, \Xi)$, with a given constant covariance $\Xi = 5$.

judge whether the algorithm has converged into the desired global minimum or some local minimum. It might also happen that the reconstructed fields display features which are originally caused by the exciting force $\xi$ and not by the frequency and damping factor itself. These problems can be reduced by the above demonstrated joint analysis of multiple data realizations, as we see in the following, where we discuss the numerical tests of the optimization scheme.

2. Numerical tests

To test the performance of the DSC algorithm we applied it to simulated but realistic training data sets (see Fig. 4). The initial conditions, $x(0)$ and $dx(0)/dt$ were set to random values, drawn from a zero centered Gaussian distribution with variance one. This data might represent physical systems whose frequency and damping factor are changing over time. For example, in astrophysics one could expect such a behavior from a gravitational wave burst caused by a supernova [1, 2, 3].

In the following tests we used a regular grid with $10^4$ pixels and the signal inference library NIFTY [4] to implement the algorithm. Fig. 4 shows six realizations of the same simulated system class. This means that the wave realizations, calculated according to Eq. (9) with $\tilde{\Xi} = 5$, share the same $\beta_t$ and $\gamma_t$. Note that the waves displayed in Fig. 4 are not just rescaled versions of the same wave template. For the described MAP reconstruction we used $\alpha = 1$, $q = 10^{-30}$, and $\sigma = 2$ for both $\gamma_t$ and $\beta_t$. In Fig. 5 the inferred parameters, $\beta_{\text{rec}}$ and $\gamma_{\text{rec}}$ including their residuals, as well as the original parameter evolution, $\beta_t$ and $\gamma_t$, are shown. Due to the ahead mentioned degeneracy of the inverse problem we expected that a few wave realizations are needed in order to get reliable reconstructions of the parameters. This is clearly visible in the outcome shown in Fig. 4 as the residuals between original and reconstructed parameters are largest if one only uses two timelines. Consequently, one needs multiple wave realizations from a system class to get a proper reconstruction and to prevent overfitting of the classe’s parameters $\beta_t$ and $\gamma_t$. However, these two parameters are not intended to describe the exact evolution of the system. They only serve as a abstract and descriptive fingerprint of a system class, which is constructed on the basis of Eq. (1). In case the wave realizations $x(t)$ of a system class do not provide sufficient
Inference, i.e. have only very small amplitudes, the inference problem becomes more and more degenerated. In this case the reconstructed $\beta_{\text{rec}}$ and $\gamma_{\text{rec}}$ do not reproduce precisely the original ones used in our test to generate the simulated waves. Nonetheless this degeneracy does not destroy the performance of the DSC-algorithm because what counts for the model decision algorithm is the ability of the two parameters to represent the covariance structure for a model class and not whether the parameters are as those generating the timelines of the model classes. In Figure 6 the inferred power spectrum of $\beta_t$ is shown together with the original one. The power spectrum at small $|k|$, which corresponds to large-scale correlations, is well reconstructed. In contrast, the power spectrum at large $|k|$ is underestimated, which may have various reasons. Small short term variations in $\gamma_t$ are nearly indistinguishable from random noise variations in $\xi$. To better reconstruct the small-scale correlation function many more realizations of the system class would be needed.

In summary we conclude that the presented algorithm can reproduce time dependent parameters from a stochastic differential equation. In the next section we will use the inferred parameters, $\beta_{\text{rec}}$ and $\gamma_{\text{rec}}$ to discriminate between different models $s_i$.

### B. Performance of model selection algorithm

To show that $\beta_t$ and $\gamma_t$ can indeed serve as an abstract fingerprint of classes we trained our algorithm with three different training sets, generated from three different models, specified by the parameters $s_1$, $s_2$, and $s_3$. Each of them had different $\beta_t$ and $\gamma_t$, and for each model we used three wave realizations using the $s_i$ to train the classifier. By $s_1$ we refer to the training data set in

Fig. 4 by $s_2$ and $s_3$ we refer to the training data sets shown in Fig. 7. It is a trivial task to distinguish between the models $s_{1,2,3}$, if the means of $\beta_t$ and $\gamma_t$ differ by several orders of magnitude. To avoid such trivial situations, all $\beta_t$'s and $\gamma_t$'s were drawn from the same power spectrum

$$P(k) = \frac{42}{(1+|k|)^{12}}. \quad (33)$$

In a second step we generated one noisy data set for each model according to Eq. (28), using new random realization for $\xi$ and $n$. The underlying model for each
data set is referred to as the correct model \( j \) from now on. The additive noise \( n \) is white and Gaussian, i.e \( n \sim \mathcal{N}(n, \sigma_{\text{noise}}) \). \( \sigma_{\text{noise}} \) was tuned to a specific signal-to-noise ratio (SNR) which we define as

\[
\text{SNR} = \frac{\sigma_{x(t)}^2}{\sigma_{\text{noise}}^2}.
\] (34)

Thereby \( \sigma_{x(t)} \) refers to the variance of the wave realizations over the displayed period. For the observational response \( R_{\text{obs}} \), see Eq. (28) we assume the unity operator \( R_{\text{obs}}(t, t') = \delta_{tt'} \). Fig. 8 shows three different SNR scenarios for one of our waves generated from \( s_1 \). To demonstrate the performance of the model selection algorithm we choose \( P(s_i | \mathcal{D}) = \frac{1}{3} \) for all \( s_i \), i.e. we did not prefer any model. This allows us to only look at the likelihood of each model instead of its posterior.

In Table II we give the differences of the log-likelihood

\[
\Delta_{ij} = \text{surprise of model } i - \text{surprise of correct model } j = \mathcal{H}(d|s_i) - \mathcal{H}(d|s_j) = -\log P(d|s_i) + \log P(d|s_j)
\] (35)

with \( i,j \in \{1,2,3\} \), for various SNR. Note that the information Hamiltonian, the negative log probability, can also be considered as the amount of surprise. The larger the value \( \Delta_{ij} \) is, the less plausible an assumed class \( i \) is compared to the correct class \( j \). It would be as more surprising from the perspective of the data that the assumed model \( i \) is correct compared to the correct \( j \). Up to a SNR of 0.01 all \( \Delta_{ij} \geq 0 \) and all \( \Delta_{ii} = 0 \), which means that all datasets are correctly classified. If the SNR is worse than 0.01 the algorithm starts to give misleading classification results, however, only on the 1\( \sigma \) level, and therefore not with convincing significance. As one intuitively expects the algorithm performs better in case of high SNR, because the absolute differences between the likelihoods are the largest within this regime.

**VI. CONCLUSION**

We have established the dynamic system classifier (DSC) algorithm for model selection between dynamic systems. The algorithm consists of two steps. First, it analyzes training data from system classes to construct abstract classifying information for each model class. For distinguishing oscillating systems, a natural basis is the systems’ time dependent frequency and damping factor evolution. In the second step the algorithm confronts data with the previously learned models and states the probability, which of the learned models \( s \) explains the data best. With these capabilities, DSC is a powerful tool to analyze stochastic and dynamically evolving systems. It can abstract a set of sample timelines into characteristic coefficients which encode a non-stationary correlation structure of the signals of the class.

The theoretical foundations of the first step of DSC is
based on a hierarchical Bayesian parameter model within the framework of information field theory. The model needs a priori very few assumptions that account for the statistics and correlations of the two components, $\beta_i$ and $\gamma_i$. Both of them are assumed to obey multivariate Gaussian statistics, whose temporal covariance is described by a power spectrum. The power spectra of both parameter fields are expected to be unknown a priori. Therefore, they are also reconstructed from the data, by using the critical filter. This approach is based on the introduction of hyper priors as well as a spectral smoothness enforcing prior. The strength of our proposed and tested DSC algorithm is that it only depends on very few parameters, which can all be motivated a priori, and all of them are equally important for the inference.

The classification ability of the DSC-algorithm has successfully been demonstrated in realistic numerical tests, which showed that one needs at least three data realization of each system class in order to be able to sufficiently characterize the frequency and the damping factor evolution. This is due to the high degeneracy of our problem, as we are trying to reconstruct two parameters and their correlation structures from a few timelines. After learning a number of system classes in terms of their characteristic frequency and damping factor evolutions, the algorithm properly classified realistic measurement data. Down to a SNR = 0.01 the algorithm determined for all three test models the correct underlying system class with high significance.

The DSC-algorithm should be applicable to a wide range of inference problems. Concrete examples may be found within in the field of gravitational wave physics.
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