Automatic scale estimation of structure from motion based 3D models using laser scalers in underwater scenarios
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ABSTRACT

Improvements in structure-from-motion techniques are enabling many scientific fields to benefit from the routine creation of detailed 3D models. However, for a large number of applications, only a single camera is available for the image acquisition, due to cost or space constraints in the survey platforms. Monocular structure-from-motion raises the issue of properly estimating the scale of the 3D models, in order to later use those models for metrology. The scale can be determined from the presence of visible objects of known dimensions, or from information on the magnitude of the camera motion provided by other sensors, such as GPS.

This paper addresses the problem of accurately scaling 3D models created from monocular cameras in GPS-denied environments, such as underwater applications. Motivated by the common availability of underwater laser scalers, we present two novel approaches which are suitable for different laser scaler configurations. A fully unconstrained method enables the use of arbitrary laser setups, while a partially constrained method reduces the need for calibration by only assuming parallelism on the laser beams and equidistance with the camera. The proposed methods have several advantages with respect to existing methods. By using the known geometry of the scene represented by the 3D model, along with some parameters of the laser scaler geometry, the need for laser alignment with the optical axis of the camera is eliminated. Furthermore, the extremely error-prone manual identification of image points on the 3D model, currently required in image-scaling methods, is dispensed with.

The performance of the methods and their applicability was evaluated both on data generated from a realistic 3D model and on data collected during an oceanographic cruise in 2017. Three separate laser configurations have been tested, encompassing nearly all possible laser setups, to evaluate the effects of terrain roughness, noise, camera perspective angle and camera-scene distance on the final estimates of scale. In the real scenario, the computation of 6 independent model scale estimates using our fully unconstrained approach, produced values with a standard deviation of 0.3%. By comparing the values to the only other possible method currently usable for this dataset, we showed that the consistency of scales obtained for individual lasers is much higher for our approach (0.6% compared to ).

1. Introduction

In increasing number of remote sensing applications photogrammetry is used to obtain reliable geometric information about the environment. These optical-based reconstruction procedures, generally based on the Structure from Motion (SfM) approach, have gained significant popularity due to multiple factors. The improvements in both speed and robustness of many image processing techniques (Snavely et al., 2008; Remondino et al., 2008; Agarwal et al., 2009; Triggs et al., 1999) together with the increased computational capabilities of commonly available processing hardware, enable nowadays nearly black-box type of data processing, where there is little to no need for user intervention. The abundance of low cost cameras that can easily be mounted on a variety of vehicles, or used hand-held, has further
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spearheaded the widespread application of these techniques in a variety of fields (e.g., Wallace et al., 2016; Javbernick et al., 2014; Anderson and Gaston, 2013).

Concurrently, the field of underwater photogrammetry has also grown considerably with the availability of underwater vehicles. Whereas traditional aerial and terrestrial vehicles are increasingly equipped with single or multi-camera set-ups (e.g., stereo cameras, multi-camera systems), most underwater remotely operated vehicles (ROVs) and autonomous underwater vehicles (AUVs) that are nowadays used in scientific missions (e.g., VICTOR 6000 from IFREMER depicted in Fig. 1) have limited optical sensing capabilities. Common optical systems consist of a single main camera used by the ROV-pilot or, in the case of the larger workclass ROVs, also of additional cameras for maneuvering. As these are typically unsynchronized and have non-overlapping fields-of-view, they are not suited for stereo image processing. While multi-camera underwater metrology systems are starting to appear as commercially available products and services (Rovco, 2019; Comex, 2019), such systems are still too large and expensive for most ROV science applications. Nonetheless, the ability to produce accurate 3-dimensional (3D) models from monocular cameras despite the unfavorable properties of the water medium (i.e., light attenuation and scattering, among other effects) has given scientists unprecedented access to the underwater environment and its ecosystems, from shallow waters (Pizarro et al., 2017; Storlazzi et al., 2016; Rossi et al., 2019) to the deep ocean (Bingham et al., 2010; Escartín et al., 2016; Bodenmann et al., 2017).

Performing SFM based reconstruction using single camera imagery has an important limitation as it precludes obtaining a metric scale of the resulting model. The image formation process of projecting the 3D world onto 2-dimensional (2D) image planes obviously causes the loss of a dimension. When performing the reconstruction, this results in scale ambiguity, i.e. the estimated parameters of 3D structure and camera trajectory can be multiplied by an arbitrary factor and still give rise to the same image observations (Lourakis and Zabulis, 2013; Hartley and Zisserman, 2003). This also precludes or at least limits the possibility of conducting quantitative measurements based on geometric parameters (e.g., distances, areas, volumes, etc.) obtained from the models. To resolve the ambiguity, a general trend in aerial and terrestrial problems is to fuse the image measurements with other sensors (e.g., inertial navigation system (INS) (Spaenlehauer et al., 2017; Zhang and Singh, 2015) and Global Navigation Satellite System (GNSS) (Soloviev and Venable, 2010; Mian et al., 2016)) or using ground control points (GCPs) (Eltner and Schneider, 2015; Mertes et al., 2017). These control points are extremely hard, if not impossible, to establish underwater, while the absorption of electromagnetic waves in water prevents the use of GPS. Hence the scale is normally disambiguated either using INS (Sedlacek et al., 2009; Pizarro et al., 2009; Campos et al., 2016) or through the introduction of known distances between points in the scene (Garcia et al., 2011). It is worth noting that reliable displacement information may not be available in smaller ROVs, since this normally requires a dedicated INS complemented with a Doppler Velocity Log (DVL) (Ribas et al., 2011) and there are rarely any known measurements readily available in real underwater scenarios. The scale is therefore often determined by placing objects with known dimensions (e.g., scaling cube (Cocito et al., 2003), locknuts (Kalacska et al., 2018), graduated bars (Neyer et al., 2018), etc.) into the scene. While such an approach does not require any additional equipment (with the exception of auxiliary objects), it does however involve their transport and placement, which can be challenging in deep-sea environments.

Alternatively, the distance between known points on the model can also be established from the projections of laser beams with known geometry (Robert et al., 2017; Bergmann et al., 2011; Tusting and Davis, 1992). The use of laser scalers to provide an absolute size reference in photographs is one of their most widespread applications (Tusting and Davis, 1992, 1993). Their initial use dates back to the late 1980s (Tusting and Davis, 1986; Caimi and Tusting, 1987). To compensate for the lack of knowledge about the scene and camera-scene distance, these methods require a perfect alignment of parallel lasers with the camera, planarity of the scene surface and perpendicularity between the camera and the scene. Comparing the spacing between two laser spots on the image and the known beam spacing, any measurement in the plane of the lasers, regardless of the camera-to-scene range, should be correctly estimated.

Seen as the most restrictive requirement, the necessity of perpendicularity between the optical axis of the camera and the plane of the scene has been addressed in various approaches with the introduction of additional lasers and sensors. Wakefield and Genin (1987) first introduced the idea of perspective grids to enable oblique camera views. Although being an improvement, the method imposed additional constraints on the camera-scene distance (altitude) and fixed inclination angle. To provide additional information about the camera-scene relationship, more lasers have also been added to the systems. A configuration consisting of three lasers, two aligned with the optical axis of the camera and a third laser oriented at an angle, has been described by Davis and Tusting (1991). It enables the estimation of range and size of objects from direct scaling of the position of the light spots on the image. An underwater photogrammetric system using several sensors to provide precision navigation for benthic surveys is described in Kocak et al. (2002, 2004). One of them, the ring laser gyroscope, made for measuring pitch/roll motions is integrated into a custom software package which establishes the scale reference from the projections of the three beam laser system. To enable the measurement of distance between any two points on the image, Pilgrim et al. (2000) presented a multi-laser approach. It gains information about the camera’s inclination angle and distance to the scene by using four parallel lasers positioned equidistant from the camera center together with either a fifth laser set at an angle parallel to the bottom or a side pair, similar to the three-beam approach. The method works under the assumption of scene flatness and the restraint of the camera in either pan or tilt planes with respect to the sea bottom. A more versatile method capable of determining an arbitrary tilt of a surface was presented by Davis and Tusting (1991) which requires four parallel lasers aligned with the optical axis of the camera.

Due to the lack of a better approach, image-scaling methods are still commonly used for scaling 3D models, and therefore require not only that the image containing the projections of lasers be acquired in flat areas of the scene, but also complex laser alignment with the optical axis of the camera. In real scientific cruises these strict rigidity constraints can be nearly impossible to maintain, due to the frequent need to mount and dismount equipment, especially when the camera is not
rigidly attached to the laser scalers. As obtaining accurate geometrical information would entail repetitive procedures, it significantly limits its usability. Furthermore, given that the image-scaling techniques only provide the estimated distance between points on an image, this information is not directly related to the model itself. In order to scale any model, a separate identification of these laser points has to be carried out on the model itself. As the identification of image points on the model is done manually, it is extremely error-prone and time consuming.

The main goal of this paper is to present two novel automated approaches to solve the scaling problem for SfM based 3D models, using commonly available laser scalers. The image information is exploited beyond the automatic location of laser spots, compensating for the known geometry of the laser scalers. The need for laser alignment with the optical axis, scene geometry or camera position are thus abolished together with the error-prone manual identification of 3D points on the model.

Each of the two proposed methods (i.e., fully unconstrained and partially constrained) is suitable for a different laser scaler configuration. While the fully unconstrained approach enables an arbitrary laser setup, the required rigidity between the lasers and the camera can be extremely limiting in real scenarios. To overcome this, we also present an alternative approach in which the required relation of the lasers to the camera is significantly relaxed at the cost of requiring the lasers to be parallel among themselves (but not necessarily with the optical axis). As the fully unconstrained method utilizes a fully-determined laser geometry, it is able to estimate the scale using a single laser, while the partial method requires a laser pair. Any additional laser measurements are used to further reduce the potential effect of noisy laser spot detections. These methods are considered universal, as they can be applied to standard imagery acquisitions, and are not linked to data acquired with specific sensors or hardware (e.g., stereo cameras). Hence, it is possible to process legacy data from previous missions acquired using different vehicles and imaging systems. However, as the novel methods require a description of a scene in a form of a 3D model, they cannot be utilized on moving objects (e.g., fish, benthonic species, soft corals, etc.) or in highly dynamic environments.

The results of our methods are validated using a 3D model constructed using real underwater data and comparing them to the results which would have been obtained using an image-scaling method supporting an arbitrary tilt of the surface (Davis and Tusting, 1991). The effects of noise, camera perspective angle and camera-scene distance on our process and final estimates of scale are further analyzed. Finally, the results of using our method to scale a model reconstructed from data acquired during the SUBSAINTES 2017 cruise (doi:10.17600/17001000) (Escartín et al., 2017) are presented.

2. Scaling of SfM-based 3D models

Optical-based 3D models are produced using a set of images through a sequential series of steps. A sparse set of 3D points representing the general 3D geometry of the scene can be obtained by exploiting multiple projections of the same 3D point in overlapping images through the equations of projective geometry (Hartley and Zisserman, 2003). By extracting salient features and matching them across the image set, the 3D locations of these points (the structure) are estimated together with the camera parameters (the motion) through a technique called Structure from Motion (SfM). An accurate and highly detailed description of the scene is subsequently obtained through a multi-view stereo densification process followed by an estimation of a surface from the noisy point cloud. The final photo-realistic 3D model representation is achieved by finding a consistent high-quality texture through seamlessly mapping input images to a high-resolution triangle representation of the surface. If the imagery used in the process was acquired using one or more unsynchronized cameras, and no other auxiliary data is used, it is impossible to determine the correct scale of the model. Such a result can be visually pleasing but cannot be used for further scientific purposes where knowledge of the distances, areas and volumes is required. Therefore, a scale estimation step is vital in the reconstruction for scientific purposes.

Nowadays, the most common uses of laser scalers are based on the image-scaling multi-laser approaches introduced by Pilgrim et al. (2000) and Davis and Tusting (1991). The requirements associated with these methods, i.e. laser alignment with the optical axis and manual identification of the image points on the 3D models, while originally reasonable, are becoming constraining in an increasing number of situations in which data for photogrammetry can be collected.

In this section, we present two novel methods for scale estimation, namely the fully unconstrained method (FUM) and the partially constrained method (PCM), suitable for different laser-scaler configurations and scenarios. Both methods, based on computer vision techniques of image localization and ray casting, exploit the information acquired with an optical image in which the intersection of laser beams with the scene (laser spots) are visible. Both methods consist of three main steps, as depicted in Fig. 2. The two initial steps are identical in both methods. First, a laser detection method is required to determine the locations of laser spots on an image. Secondly, the pose of the camera (wrt. the 3D model), at the moment at which the image was acquired, is estimated through a feature-based localization process. These estimations are used in the third step, which differs between the two methods and depends on available laser configuration information. The scale of the model is finally computed after determining the 3D position of laser beams intersecting with the scene.

It is worth noting that our approaches are independent of the method used for detecting laser spots on the image. Laser spots can be selected either manually, through a simple method (e.g., color
thresholding) or even with a more complex approach such as machine learning (Rzhанов et al., 2005; Schoening et al., 2015).

2.1. Measuring device

The measuring setup required consists of two devices commonly used in underwater surveying using ROVs and AUVs: A laser scaler, which can contain a variable number of lasers, and a monocular optical camera. If the laser geometry (origins $O_l$ and directions $v_l$) with respect to the optical axis of the camera are known, the setup is considered fully calibrated (Fig. 3a). The origins are defined as points on a plane $\mathcal{L}$, which is perpendicular to the optical axis of the camera and contains the optical center, while the directions are unit vectors expressed wrt. the camera’s optical axis.

Depending on the circumstances (e.g., multiple dives involving mounting and dismounting of equipment with associated misalignments), the strict rigidity constraints between the lasers and the camera are very difficult to maintain, especially if the camera and the laser scaler are not rigidly coupled. As any change would thus entail a new calibration procedure, which may not be feasible in certain situations, we also present an alternative approach, in which laser pairs have to be parallel, along with the sole condition that the camera be equidistant to their origins (Fig. 3b). As there is no requirement of parallelism between the laser beams and the optical axis of the camera, this partially constrained approach permits alterations in the orientation between the camera and laser scaler, making it more suitable for scenarios with multiple mounting and dismounting operations, or situations in which an accurate calibration procedure is not possible or unavailable. These relaxed constraints render the system more usable in practice.

2.2. Pose estimation

The scale estimation process requires the knowledge of the camera pose $P = [R | -R t] \in SE(3)$ defined as the projection from the world to the camera frame at the moment the image was taken. As these images contain laser spots, they do not reflect the real appearance of the environment and are, as such, considered undesirable in the 3D reconstruction process, specially in the densification and texture mapping steps. To estimate the poses, images can potentially still be included in the SfM step (and excluded from rest) or, alternatively, the pose can be computed through a separate feature-based image localization method presented here.

Salient 2D features extracted from the image, are matched with a full set of features associated with the model’s sparse set of 3D points. Feature detection and matching procedures can be adjusted for each specific dataset, and do not influence the scale estimation process, as long as it is possible to produce successful pairs of 3D-2D observations ($F = [x_l, x_j]$). Such matches are then exploited to obtain an initial estimate of camera extrinsic parameters $P$ (and possible camera intrinsics $K$). In cases in which the camera has been calibrated, the solution is obtained by solving a minimal case ($n = 3$) of the Perspectiven-Point (PnP) problem (Ke and Roumeliotis, 2017), while alternatively a Direct Linear Transform (DLT) (Hartley and Zisserman, 2003) algorithm can be used. As feature observations are noisy and might contain outliers, the process must be carried out in conjunction with a robust estimation method A Contrario Ransac (AC-RANSAC) (Moisan et al., 2012). Initial parameter values are subsequently refined through a non-linear optimization. Using Bundle Adjustment (BA) the re-projection error of known (and fixed) 3D points and their 2D observation is minimized:

$$\min_{F, \tilde{k}} \sum_{j} || x_j - \text{proj}(K, P, X_j) ||^2.$$  

(1)

2.3. Scale estimation

The scale of a 3D model is obtained as the ratio between a known quantity $m$ and its model based estimate $\hat{m}$:

$$s = \frac{m}{\hat{m}}.$$  

(2)

Using the location of recorded and detected laser spots $x_l$ and previously estimated parameters of the camera [$K$, $P$], it is possible to predict the geometry of the laser scaler which produced the recorded results. Given that the prediction is based on the 3D model, it is directly affected by the scale of the model and can therefore be used to determine it. Depending on the availability of information about the geometry of the lasers and the camera, we can either use the distance between the laser origins and camera’s optical center (FUM) or the perpendicular distance between the two parallel beams (PCM).

2.3.1. Fully unconstrained method

When the complete laser geometry (origins $O_l$ and directions $v_l$) are known, the position from where the lasers must be emitted $\hat{O}_l$ in order to produce the observed result can be determined regardless of potential non-parallelism between the lasers (Fig. 4). The position of origin of each laser can be estimated independently by exploiting the known direction of the laser beam and the determined position of the laser beam intersection with the scene $X_l$. As this point is seen on the image, the actual 3D point $X_l$ had to be in the line-of-sight of the camera and can therefore be deduced using a ray casting procedure. The location is computed by finding the first surface of the 3D model which is intersected by a ray originating in the camera center and passing through the location of the detected laser spot on the image. Subsequently, to obtain the location of the origin, the point $X_l$ expressed in the camera frame is back-projected according to a known direction of the beam $v_l$ onto the plane $\mathcal{L}$ (Eq. (3)). Once known, the scale can be determined by comparing the displacement $\hat{m}_l = \| \hat{O}_l \|$ with its a priori known value $m_l$.
shown that the error increases with \( \dots \). Since it is reasonable to expect \( \dots \) are determined through a ray casting procedure \( \dots \) (Fig. 6). To overcome the fact that the direction \( \dots \) and \( v \) represents the optical axis of the camera.

\[ \hat{O}_C = P_{XL} - \frac{P_{XL} \cdot c_x}{v_1 \cdot v_2} v_x, \]

where \( c_x \) represents the optical axis of the camera.

Fig. 5 depicts the effect different scaling factors (affecting the 3D model) have on the displacement of the predicted laser origin (represented as cross on plane \( L \)). Due to the scale ambiguity, all variations of the model (light gray dotted line), are valid solutions of the 3D reconstruction process. As shown, only the laser intersection point \( \ldots \) (blue) obtained using the model with the true scale (dark gray dotted line) produces the correct prediction of the laser origin on the plane \( L \) (green cross) by using known directions of the laser beams.

### 2.3.2. Partially constrained method

While fully unconstrained method enables the use of an arbitrary laser setup, the required rigidity between the lasers and the camera can be extremely limiting in certain real scenarios. To alleviate this, we present an alternative approach, in which the required relation between the camera and the lasers is significantly less rigid. This approach only requires the two lasers to be parallel and equidistant from the camera. As opposed to the existing image-scaling methods, the lasers do not have to be aligned with the optical axis of the camera. The scale of the model is therefore estimated by comparing a known perpendicular distance between the two parallel beams to the one estimated from the image and the model \( \hat{d}_L \) (Fig. 6). To overcome the fact that the direction of the parallel beams wrt. the camera is not known, we exploit the knowledge that the lasers are equidistant to the camera and approximate the direction with the direction of the vector connecting the camera center and the midpoint between the two points of laser beam intersections with the model \( X_L \) and \( X_L \). Since it is reasonable to expect the camera-scene distance to be significantly greater than its difference measured at the two points, this approximation leads to a negligible error. Similarly to the FUM, the location of laser beam intersections with the scene \( X_L \) and \( X_L \) are determined through a ray casting procedure and are affected by the same scale as the model and therefore affect the final estimated distance \( \hat{d}_L \) by the same factor:

\[ \cos \alpha = \frac{v_{1,2} v_{CM}}{|v_{1,2}| |v_{CM}|}, \]

\[ \hat{d}_L = \sin \alpha |v_{1,2}|, \]

where \( v_{1,2} \) represents the vector between scene points \( X_L \) and \( X_L \) and \( v_{CM} \) the vector connecting camera center with the middle point \( X_M \).

### 2.4. Camera – laser calibration

Depending on the method used for estimating the scale, several parameters describing the geometric arrangement between the camera and the laser scaler need to be estimated. To obtain a fully calibrated system, both origins and orientations of the laser beams with respect to the optical camera have to be known. Normally, the calibration procedure consists of the acquisition of images with clearly visible laser-surface intersections for which the distances between the camera and surface are known or can be easily computed \( \ldots \) using a checkerboard pattern. A set of points lying on the laser beam is thus obtained by expressing the 3D positions of these intersections in the camera coordinate system. Given that the spread of distances at which the data is collected is sufficient, the direction of the laser beam can be confidently estimated through a line fitting procedure minimizing the sum of squared perpendicular distances between the 3D points and the laser beam line. To avoid any potentially erroneous 3D points affecting the final calibration, a robust estimation method such as RANSAC can be utilized. Finally, the origin of the laser is determined by computing the intersection between the now estimated direction of the laser beam and plane \( L \). It is important to note that, in underwater scenarios, significant refraction can occur at the air-acrylic-water interface of the laser housing. This effect has to be considered in the calibration procedure, either mathematically or by performing the data acquisition underwater.

Alternatively, the partially constrained method requires the knowledge of the distance between the parallel pair of lasers and that the camera center is equidistant to the laser origins \( \ldots \) without the need for the knowledge of its value. For most cases, commercially available laser scalers have laser beams that are adequately parallel. On the contrary, ensuring that the camera center is equidistant to the beams is more challenging, unless one is using a purposely designed mounting bracket for the camera/laser system. Having this in mind, it is important to be aware of a potential error in the accuracy of the scale estimation caused by not having the camera equidistant to the laser origins.

The direct consequence of such error is the inaccuracy induced in the estimation of the vector \( v_{CM} \) used for approximating the direction of the parallel lasers. Given that the magnitude of the misalignment error will always be disproportionately small compared to the camera-scene distance \( \ldots \) mm/cm vs. m, the effect on the estimated direction and subsequently on the final scale estimation will be negligible small as seen in Fig. 7. The analysis of the induced error due to the camera center misalignment up to 5 cm showed that the error increases with
decreased camera-scene distance as well as the error is small (less than 0.15% in the worst case). To ensure the error is in fact due to the misalignment, the camera was positioned parallel to a flat surface.

3. Results

To assess the applicability and theoretical accuracy of the two proposed approaches (PCM and FUM), tests were performed on both real and simulated scenario datasets. To validate the performance using different laser configurations and acquisition conditions, we have used a real 3D model built using underwater imagery, as depicted in Fig. 8. Various laser measurements were generated as they would have been captured during an ROV survey. As the absolute scale of the model is not precisely known, for the purpose of this evaluation, it was assumed that the model and its scale are correct. Therefore, the performance can be evaluated by comparing the deviations of the estimated scales with the assumed (imposed) correct value of the scale of the model (s = 1). This allowed us to confirm the correctness of our approaches, as well as analyze the effects of various types and levels of noise have on the estimation.

Given our goal of developing methods usable in real world scenarios, three distinct laser configurations were devised (Fig. 9) to test the performance:

(A) Lasers are parallel and aligned with the optical axis of the camera;
(B) Lasers are parallel and positioned equidistant from the camera center, but not aligned with the optical axis;
(C) Lasers have arbitrary positions and directions.

Fig. 8. 3D model of an underwater hydrothermal vent (Eiffel Tower at Lucky Strike vent field, Mid-Atlantic Ridge) used for model reconstruction evaluation at two marked areas. Data acquired during the 2015 MOMARSAT cruise (doi:10.17600/15000200).

To illustrate the advantages of our proposed methods in comparison to commonly used image-scaling approaches, the approach by Davis and Tusting (1991) was additionally evaluated, as one of the most versatile methods. The procedure requires four parallel lasers aligned with the optical axis of the camera as well as assuming scene flatness. By exploiting the known spacing between the laser spots on the image and the known displacement of laser origins from the optical center of the camera, distances between various points on the image can be computed for an arbitrary tilt and pan of the camera. As only laser configuration A meets the requirements of their method, and other configurations cause dramatic and unpredictable errors, we limit the reporting of the results for Davis and Tusting’s approach to laser configuration A. Another commonly used method presented by Pilgrim et al. (2000) was not evaluated, as this method requires the restriction of the pose of the camera in either pan or tilt with respect to the scene, which can only be a reasonable restriction if the scene is flat (e.g., the sea bottom), which is almost never the case in models reconstructed using SfM.

3.1. Data

The generation of image and laser data as they would have been recorded in real scenarios enabled us to simulate different perspective angles and camera-scene distances, and analyze their effects on the resulting estimations of scales. The measuring system consisted of an ideal pinhole camera and laser scalers. Both the intrinsic parameters of the camera and the refraction of the lasers occurring at the air-housing-water interface were correctly modelled in the calibration. A real 3D model depicted in Fig. 8 was used in this simulation. The 3D chimney was reconstructed from 908 images of an underwater vent field at the deep-sea Lucky Strike area, collected during the MOMARSAT 2015 cruise (doi:10.17600/15000200). The model covers an area of approximately 200 m² with a height range of ~13 m. Assuming the 3D model has a correct scale, we can compute the location of laser spots and feature points as they would appear on the images taken from different poses and according to the pre-determined laser configurations. The number of feature points has been selected to reflect an average number of successfully matched features per image in underwater scenarios (n = 1500). To mimic the various perspective angles of the camera, we generate views for which the image plane is not only perpendicular to the surface normal (at the point viewed by the principal point of the camera), but also at a wide range of angles. In total 289 different views were created from different combinations of pitch and roll angles deviating from between ~40° and 40° in 5° steps (Fig. 10). If not specified differently, the camera-scene distance (i.e., distance between the camera center and the point of interest on the surface) has been kept constant at 3 m; based on our experience, this is a reasonable assumption for a typical ROV survey of the scene in this type of environments.

The lasers have been positioned according to the configurations envisioned in different scenarios (Fig. 9). In configuration A, the lasers

Fig. 9. Various laser configurations used in evaluation: (A) Optical axis aligned laser beams; (B) Pair-wise parallel laser pairs; (C) Lasers with arbitrary origins and orientations. Blue lines represent the optical axis, and the remaining lines depict lasers which are parallel among themselves. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Definition of perspective angles and camera-scene distance used in the generation of the evaluation data.
have been positioned at an equidistance of 10 cm from the camera center. For configuration B two pairs of lasers, with a 10 cm perpendicular distance between the beams, have been used, positioned vertically and horizontally. The pairs are perfectly parallel but not aligned with the optical axis of the camera. Each of the pairs has been used independently to test the two most common scenarios, with laser scalers positioned either below or at the side of the camera. As both produced similar results we only present the results for the horizontal pair. Finally, the configuration C reflects a real laser configuration used during the 2017 SUBSAINTES cruise (doi:10. 17600/17001000) (Escartín et al., 2017). The laser set-up in the ROV VICTOR (IFREMER) used for image acquisition during this cruise was slightly misaligned, while the laser origins are placed at an approximately equal distance of 16.5 cm with slight rotation around the z-axis of the camera.

3.2. Terrain roughness

We first compare the results of estimated scales on two different types of terrain (smooth – Area A and rough – Area B) acquired from a variety of perspective angles and laser configurations. Fig. 11 presents the results obtained using laser configuration A and with our two proposed methods (FUM and PCM) as well as with the Davis approach. Comparing the errors among the methods, we notice that the Davis and Tusting method is capable of estimating the correct scale only if the flatness assumption is only slightly violated, i.e. the area is nearly flat and the perspective angle is not too large (Fig. 11a). As that is not the case on rough terrain (Fig. 11b), the estimated scale varies significantly with different perspective angles, confirming the strong dependency of this method on scene geometry. On the other hand, our two methods correctly compensate for any changes in the viewing angle and terrain roughness. The laser direction approximation assumed in PCM does, however, cause a slight error – up to 1.5% in extreme cases (e.g., rough terrain and large perspective angle – Fig. 11d), a situation in which the camera-scene distance discrepancy between the two laser points is strongly boosted. The fact that the scale is correctly estimated in all cases, clearly shows the ability of the FUM to correctly compensate for the effects of terrain roughness and perspective angle (Figs. 11e and 11f). Additionally, it is important to emphasize again that image-scaling methods require an additional association between the image points and the model in order to be able to estimate the scale. In our tests, we assumed perfect association, which is nearly impossible to achieve as it is a manual error-prone process. The actual results in real cases are therefore expected to be even worse.

In scenarios in which the lasers are not perfectly aligned with the camera (i.e., laser configurations B and C), the image-scaling methods become unusable as the errors increase dramatically and unpredictably. For this reason, we only present the results of our proposed methods (FUM and PCM) for the remaining two configurations. Similarly, we limit the presented results to the rough terrain, as the methods will perform better (or equally) on flat areas.

As seen in Fig. 12a and c, both of our methods obtain good results with a laser configuration B, in which the lasers are mounted parallel to each other. As in the previous cases, the partial method exhibits slight errors due to the assumed laser direction approximation. Analysis of data collected using laser configuration C, shows that the partial method fails, with results strongly affected by the irregularities in the parallelism. Instead, the full method (Fig. 12d) correctly compensates these irregularities and yields correct results.

3.3. Laser direction approximation

To illustrate the influence that a difference of camera-scene distances (measured at the two points hit by the laser beams) has on the results of the partial method at various distances, we estimated the scale using 10,000 randomly-selected points across the model (Fig. 13a). For each point, the camera has been positioned at a distance

![Fig. 11. Estimated scales of the model at a smooth (area A) and rough area (area B) with various perspective angles and constant camera-scene distance (d = 3 m) using Davis and Tusting (1991), partially constrained (PCM) and fully unconstrained method (FUM). Lasers were aligned with the optical axis (configuration A).](image)

![Fig. 12. Estimated scales of the model at a rough area (area B) with various perspective angles and constant camera-scene distance (d = 3 m) using partially constrained (PCM) and fully unconstrained method (FUM). Lasers were in configuration B and C.](image)
d in the direction of the normal of the surface. Results obtained at three distances (2 m, 3 m and 4 m), illustrated in Fig. 13b-d, show that the error decreases with increasing distance of the camera (i.e., larger d). This is especially visible in rougher areas, such as the top of the hydrothermal vent and the areas near previously mentioned area B. In those areas, larger discrepancies between the camera-scene distances measured at the detected laser spots are expected, as the probability of laser beams hitting different parts of the model is much higher. Therefore the result indicates that the increased camera-scene distance decreases the effect of difference of distances on the accuracy of the results. We also document the cumulative distribution functions of these estimated scales obtained at various camera-scene distances (Fig. 13e), from which it is noticeable that a higher percentage of points with scales closer to the anticipated value of 1.0 is obtained the further the camera is from the scene. The relation between the average camera-scene distance and its difference measured at the two points of laser beam-scene intersections can be clearly observed in Fig. 14, which shows the estimated scale vs. the difference of distances, with color coded average camera-scene distance. As expected, the error in the estimation grows with the increase in the distance discrepancies between the points. Furthermore, we can see that the increase follows a parabola-shaped functions determined by the camera-scene distance. Short distances define a narrow parabola, and cause an increase in the error that is larger than that for longer distances. This indicates that a distance discrepancy between the two points of laser — scene intersections causes a greater error in the result when the camera is near the scene. The shape and steepness of the parabolas is dependent on the displacement of the lasers from the camera origin, as well as their orientation with respect to the optical axis of the camera.

3.4. Noise

As collected data is never noise-free, we performed an additional analysis to evaluate the effects that the expected noise in feature and laser spot detection have on the scale estimation process. The various values for noise assumed in laser spot detection intend to represent the dispersion and absorption of the laser beam in the water medium. The greater the absorption and/or dispersion, the less certain the detection of the laser positions will be. The experiment was performed on area B of the model, with camera angles ranging from 15° to 15° in pitch and roll; the range of view geometries which give consistent results in the ideal scenario (Fig. 11). The observation distributions were modelled by assuming multivariate Gaussian distributions with dimension-independent noise for both feature and laser spot detections. For 2D features, the values were set matching those normally obtained in underwater scenarios (Garcia and Gracias, 2011) \( \sigma_f = 0.5px, 1.0px \), while laser detection noise was defined by assuming 95% accuracy of peak detection within one or two pixels \( \sigma_l = 0.25px, 0.5px \). As feature matches themselves are normally corrupted with a certain level of outliers, we have also performed experiments with various inlier/outlier ratios (Campos et al., 2015) \( r = [0%, 10%, 20%] \). Each of the tests were repeated 500 times.

The resulting distributions of estimated scales with parallel and free laser configurations (i.e., configurations B and C) are presented in Table 1 with a subset of the results shown in Fig. 15. Given that the FUM requires only a single laser to obtain a scale estimate, results from separate lasers were fused by computing their average. The effect of such averaging can be identified in Table 1, where the results for a single laser (FUM – single) are shown side by side with the final averaged result (FUM – all).

As expected, the uncertainty of estimated scales increases with the increasing noisiness of the laser detections, as each estimation is directly influenced by displacements in laser spot positions. Comparison of these results show that with noisy data the PCM method performs better than the FUM with a single laser point, but worse when multiple laser points are used instead. This occurs due to the averaging of independent scale estimates. As each laser produces a result that is
1.0 0.0028
3 1.0 ± 0.0022 1.0 ± 0.0015 1.0 ± 0.0028 1.0 ± 0.0014
4 1.0 ± 0.0030 1.0 ± 0.0021 1.0 ± 0.0034 1.0 ± 0.0017

\( \sigma_1 = 0.5, \sigma_2 = 0.25 \)

\[
\begin{array}{cccc}
2 & 1.0 \pm 0.0014 & 1.0 \pm 0.0010 & 1.0 \pm 0.0019 & 1.0 \pm 0.0010 \\
3 & 1.0 \pm 0.0022 & 1.0 \pm 0.0015 & 1.0 \pm 0.0028 & 1.0 \pm 0.0014 \\
4 & 1.0 \pm 0.0030 & 1.0 \pm 0.0021 & 1.0 \pm 0.0034 & 1.0 \pm 0.0017 \\
\end{array}
\]

\( \sigma_1 = 1.0, \sigma_2 = 0.25 \)

\[
\begin{array}{cccc}
2 & 1.0 \pm 0.0014 & 1.0 \pm 0.0010 & 1.0 \pm 0.0019 & 1.0 \pm 0.0010 \\
3 & 1.0 \pm 0.0022 & 1.0 \pm 0.0015 & 1.0 \pm 0.0028 & 1.0 \pm 0.0014 \\
4 & 1.0 \pm 0.0030 & 1.0 \pm 0.0021 & 1.0 \pm 0.0034 & 1.0 \pm 0.0017 \\
\end{array}
\]

\( \sigma_1 = 0.5, \sigma_2 = 0.5 \)

\[
\begin{array}{cccc}
2 & 1.0 \pm 0.0028 & 1.0 \pm 0.0020 & 1.0 \pm 0.0038 & 1.0 \pm 0.0020 \\
3 & 1.0 \pm 0.0044 & 1.0 \pm 0.0031 & 1.0 \pm 0.0066 & 1.0 \pm 0.0028 \\
4 & 1.0 \pm 0.0059 & 1.0 \pm 0.0042 & 1.0 \pm 0.0069 & 1.0 \pm 0.0034 \\
\end{array}
\]

\( \sigma_1 = 0.5, \sigma_2 = 0.25 \)

\[
\begin{array}{cccc}
2 & 1.0 \pm 0.0014 & 1.0 \pm 0.0010 & 1.0 \pm 0.0019 & 1.0 \pm 0.0010 \\
3 & 1.0 \pm 0.0022 & 1.0 \pm 0.0015 & 1.0 \pm 0.0028 & 1.0 \pm 0.0014 \\
4 & 1.0 \pm 0.0030 & 1.0 \pm 0.0021 & 1.0 \pm 0.0034 & 1.0 \pm 0.0017 \\
\end{array}
\]

\( \sigma_1 = 0.5, \sigma_2 = 0.5 \)

\[
\begin{array}{cccc}
2 & 1.0 \pm 0.0028 & 1.0 \pm 0.0020 & 1.0 \pm 0.0038 & 1.0 \pm 0.0020 \\
3 & 1.0 \pm 0.0044 & 1.0 \pm 0.0031 & 1.0 \pm 0.0066 & 1.0 \pm 0.0028 \\
4 & 1.0 \pm 0.0059 & 1.0 \pm 0.0042 & 1.0 \pm 0.0069 & 1.0 \pm 0.0034 \\
\end{array}
\]

Table 1
The results obtained with various methods (PCM, FUM) with different levels of noise induced into the location of detected features and laser spots.

| Cam-Scene Distance [m] | Configuration B | Configuration C |
|-----------------------|-----------------|-----------------|
|                       | PCM             | FUM - all       | FUM - single    | FUM - all       |
| 2                     | 1.0 ± 0.0014    | 1.0 ± 0.0010    | 1.0 ± 0.0019    | 1.0 ± 0.0010    |
| 3                     | 1.0 ± 0.0022    | 1.0 ± 0.0015    | 1.0 ± 0.0028    | 1.0 ± 0.0014    |
| 4                     | 1.0 ± 0.0030    | 1.0 ± 0.0021    | 1.0 ± 0.0034    | 1.0 ± 0.0017    |

3.5. Real scenario

The fully unconstrained method was used on a real dataset collected during the SUBSAINTES cruise (doi: 10.17600/17001000). Throughout the cruise, extensive seafloor imagery was collected using the ROV VICTOR 6000 (IFREMER) (Michel et al., 2003) with a mounted monocular camera (Sony FCB-H11 with corrective optics and dome port), and a laser scaler with four laser beams positioned around the camera (Fig. 16). The intrinsic parameters of the camera were determined using a standard calibration procedure (Bouguet, 2008) assuming a pinhole model together with the 3rd degree radial distortion model. Once calibrated, the camera parameters were kept constant throughout the entire acquisition process.

One of the main goals of this cruise is to identify, map, and measure indicators of displacement at the seafloor associated with a recent submarine earthquake (Escartín et al., 2016) that occurred in the French Antilles, offshore from Les Saintes Islands in 2004 (Feuillet et al., 2004). These traces are visible in outcrops of an active submarine fault scarps at depths of up to ~1000 m below sea level, that has been systematically mapped and surveyed. Imagery was used to obtain ~30 3D models, that will ultimately be used to conduct measurements of displacement associated with the 2004 earthquake. Therefore proper scaling is required to enable accurate geological measurements.

The 3D models have been reconstructed using an adapted 3D reconstruction procedure consisting of multiple open-source solutions (OpenMVG (Moulon et al., 2018; Moulon et al., 2013), OpenMVS (Shen, 2013; Jancosek and Pajdla, 2014), MVS-Texturing (Waechter et al., 2014)) as described in (Hernández et al., 2016). Fig. 17 depicts one such model, named FPA, which has been reconstructed from a total of 218 images with a resolution of 1920 × 1080. This particular outcrop was already imaged during a prior cruise (ODEMAR, doi:10.17600/13030070) (Escartín et al., 2016).

As the FPA model was reconstructed using only optical images (Moisan et al., 2012). As the outliers do not follow a specific pattern, the iterative procedure successfully identifies and removes spurious matches, and hence the final estimate is unaffected. It is important to note that while the results obtained might indicate a method which is extremely robust to any discrepancy in the feature points, the approach is still vulnerable to (a) outliers that obey the estimated geometric model; to (b) the possibility of having a set of feature points which can be explained with multiple camera poses, or to both (a) and (b). However, this vulnerability can be reduced to a level that is not of practical concern, by ensuring that the set of features is well spread throughout the image.
acquired by a monocular camera, the proper scale of the model can be obtained using images containing laser beams projected on the surface of the scene by applying one of our proposed methods. During the SUBSAINTES cruise, such images were collected in addition to the ones already used in the reconstruction process. Six images with clearly noticeable laser spots (Fig. 18) have been selected from the center of the 3D model, at two different locations as indicated in Fig. 18. The images were collected at camera-scene distances of approximately 3 m and 4 m respectively while keeping the camera intrinsic parameters constant and equal to the ones used in the acquisition process. Subsequently, the laser spot’s locations have been marked manually (with the guidance of simple color thresholding) with an expected error that was on average 0.237 m or alternatively, the model has to be scaled by a factor 4.22 to obtain a metric result. This implies that on a measurement of 25 cm on a model with lateral and vertical dimensions of 33 m by 10 m is expected to have an uncertainty, due to scaling error introduced by the proposed method, of approximately 1 mm. It is important to note that this estimate is based on the assumption of adequate calibration of the camera and of the camera-laser system. Given that these methods estimate the scale from image information, it is impossible to decouple the error reported by the method with the actual error of the model without the validation with the external measurements. A sign of such problems would be disproportionately large variations of scale estimates from individual lasers within the same image, as each result would be affected differently by the erroneous calibration. Comparing the deviations of scale estimates for image sets 1-3 and 4-6, the correlation between increasing camera-scene distance and increased uncertainty is apparent and consistent with previous result from generated data.

The analyses of scaling deviations computed for each laser with respect to the final estimated scale per image (Fig. 20) shows that independent evaluations deviate by about 0.6% with a maximum

![Fig. 17](image1) (a) Textured and (b) triangle mesh representations of FPA 3D model, with marked areas of evaluation.

![Fig. 18](image2) Example of images from the two areas of evaluation with visible laser projections on the scene.

![Fig. 19](image3) Estimated scale factors for FPA model, per laser and per image, using our fully unconstrained method. Colour of image numbers (x axis) corresponds to locations shown in Fig. 18. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

![Fig. 20](image4) Deviation of estimated FPA model’s scales, using our fully unconstrained method FUM, and for each laser in each image.

Table 2

| Cam-Scene distance [m] | L1  | L2  | L3  | L4  | (all) | Direct 3D |
|------------------------|-----|-----|-----|-----|-------|-----------|
| 1                      | 3.05| 0.234| 0.239| 0.237| 0.236| 0.237 ± 0.002| 0.235 ± 0.009 |
| 2                      | 3.06| 0.236| 0.239| 0.236| 0.238| 0.237 ± 0.002| 0.236 ± 0.008 |
| 3                      | 3.05| 0.237| 0.237| 0.235| 0.236| 0.235 ± 0.001| 0.235 ± 0.008 |
| 4                      | 3.90| 0.239| 0.241| 0.236| 0.236| 0.238 ± 0.003| 0.236 ± 0.013 |
| 5                      | 3.91| 0.238| 0.239| 0.237| 0.234| 0.237 ± 0.002| 0.236 ± 0.013 |
| 6                      | 3.60| 0.238| 0.236| 0.236| 0.233| 0.236 ± 0.002| 0.234 ± 0.010 |
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Fig. 17. (a) Textured and (b) triangle mesh representations of FPA 3D model, with marked areas of evaluation.
deviation of 1.3% for laser 2 in image 4. These results are again in agreement with the results previously computed with the validation data on the hydrothermal vent in Fig. 8.

To further show the robustness and usefulness of our approach, we compare our results to the ones that would have been obtained if our method was not available. As the non-alignment of lasers with the optical axis would have prevented the use of both image-scaling methods (Pilgrim et al. (2000) and Davis and Tusting (1991)), the only option available would have been a manual and somewhat simplistic approach still widely used in laser photogrammetry (Kocak et al., 2004; E. Rowe and Dawson, 2008; Robert et al., 2017; Pilgrim et al., 2000). This involves manual identification of laser beam intersection points with the scene on the 3D model, and assuming pair-wise Euclidean distances to be the actual distances between the laser pairs. In order to compare our results with the best possible outcome of this simplistic approach, we determined the points on the model using a ray-casting technique, effectively completely eliminating the extremely error-prone human step. The results averaged over 4 laser pairs are presented in the last column of Table 2 (Direct 3D). We can see that the results of different laser pairs are much more incoherent (4.3% deviation compared to 0.6% in the case of fully unconstrained method). We also note that the results of such a simplistic method are extremely dependent on the perspective angle of the camera, and the degree of misalignment of the lasers, as well as errors induced by manual point selection. As shown with the validation tests, our fully unconstrained method remains unaffected.

4. Conclusions

This paper introduced two novel methods for automatic scaling of SFM-based 3D reconstructions using laser scalers, methods that are applicable for routine underwater surveys with ROVs or AUVs. Both methods were validated using a series of generated datasets based on an underwater 3D model derived from submarine field imagery, and showed its applicability in real scenarios using a dataset collected during a recent cruise (SUBSAINTES 2017).

The two approaches presented here, namely the fully and partially constrained methods, overcome a multitude of restrictions imposed by prior laser photogrammetry methods (e.g., laser alignment with the optical axis of the camera, perpendicularity of laser beams with the scene). These methods, within the step of pose estimation, also remove the need for manual identification of identical points on the image and 3D model, an extremely time-consuming and error-prone processing step.

Each of the two methods is designed to address the different types of laser setup, encompassing the variety of most commonly used setups in real underwater scenarios. The fully unconstrained method is applicable to arbitrary laser setups, with known geometric relations between the camera and the lasers. The ability to compensate for any misalignments enables accurate scaling in a wider variety of circumstances, such as the manipulation of equipment between surveys during a cruise and precluding strict parallelism. We thus propose a partially constrained method, which significantly reduces the camera-laser rigidity constraints, that may be otherwise too restrictive in real scenarios. This approach requires parallel lasers but alleviates the need for a time-consuming calibration process. The partially constrained method can thus be used to accurately and automatically scale 3D models built with data acquired using ROVs, including smaller shallow-water ones. Pre-calibrated underwater laser scalers are readily available nowadays, and need only to be placed near the optical camera.

To robustly validate the performance of the methods, a real 3D model of an underwater hydrodynamic vent was used to generate laser and image information as it would have been obtained from various laser configurations, camera viewing angles and camera-scene distances. We tested our methods with three laser configurations (i.e., aligned with the optical axis of the camera; parallel but misaligned with the optical axis; and freely oriented) which can account for nearly all possible laser setups in real seafloor surveying situations using ROVs and AUVs. The initial evaluation was performed on two different types of terrain (smooth and rough), and demonstrated the advantages provided by the two proposed approaches relative to previously used image-scaling methods. Our methods can be used in the field, with misaligned or freely oriented lasers, and with extreme camera angles during image acquisitions, reaching up to 40° in both pitch and roll.

While the fully unconstrained method yielded robust results under all tested circumstances, the partially constrained method was affected by a slight error (2.9% in the most extreme case) due to the approximation used for determining the laser direction. We further analyzed the effect of the approximation by evaluating 10,000 randomly selected points. We demonstrate that scaling errors depend on the difference of camera-scene distances between the two points of laser beam–scene intersection, and that this effect decreases with an increasing camera-scene distance. The consequences of inevitable noise in feature and laser-spot detection uncertainty were also examined, together with the effects of potential errors in feature matching (outliers). Due to the specificity of the algorithms used, the noise and potential outliers in the feature detection and matching process did not have a significant effect on the results, while the noise induced in the position of laser spots did directly influence the estimations. As expected, increases in camera-scene distance results in higher errors in the estimation, as the displacements are magnified with distance. Additionally we compared the results obtained from a single laser measurement with the average obtained from all and demonstrated that such fusion further reduces the effects of noise.

It is important to acknowledge that the achieved accuracy in the simulated scenario should be regarded as theoretical accuracy, given that the camera and camera-laser calibrations used in generating the data were ideal. Errors in the calibration will affect the final result, in such a way that, without external validation (using known measurements) it becomes impossible to decouple the error reported by the method and the actual error of the model. We note that a sign of such problems would be large deviations of scale estimated obtained by independent lasers/laser pairs within the same image.

Finally we report on the application of the fully unconstrained method to determine the scale of a model built using images from a geologic outcrop, recorded during the SUBSAINTES cruise. Six images with clearly visible laser spots have been selected from two different model locations, and used to independently determine the scale of the model. The average scale estimated using our fully unconstrained method was 0.237 with the standard deviation of 0.3% between the results from various images. The average deviation of estimated scales by independent lasers was 0.6% with the maximum deviation of 1.3%. We also documented data showing that images acquired at a longer camera-scene distance exhibited bigger deviations of estimated scales, as predicted from the validation test results.

The results of our two methods were also compared to those that would have been obtained without the availability of our method. Due to laser non-alignment with the optical axis of the camera, the only approach possible would be a somewhat simplistic method which involves manual identification of laser intersection points with the 3D model, and assumes that the pair-wise Euclidean distances are the actual distances between the laser pairs. To predict the best possible outcome, we automatically determined these correspondences, alleviating any additionally induced errors. The results from the simplistic scale method show a much more significant deviation than that of our method (4.3% vs. 0.6%, respectively). Based on our results we also stress that the results of such simplistic methods are extremely dependent on the perspective angle of the camera and the degree of misalignment of the lasers, which is not the case for our fully unconstrained method.

Finally, these methods can be used universally as they are based on standard sensors available for ROVs and AUVs (cameras and laser scalers), do not require any dedicated hardware, and can be applied to
legacy data. Although the presented methods are designed to be independent of the laser spot detection approach used, we showed that its performance directly influences the scale estimation accuracy. In the reported results, we identified the location of the spots manually albeit with the help of simple color thresholding. While relatively accurate, this manual process is time consuming. An effort is currently ongoing aimed at automating the detection of the laser spots, which will facilitate the ability to perform scale estimation on a larger number of images.
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