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We extend the concepts of quantum complete synchronization and phase synchronization, which are proposed firstly in [Phys. Rev. Lett, 111 103605 (2013)], to more widespread quantum generalized synchronization. The generalized synchronization can be considered as a necessary condition or a more flexible derivative of complete synchronization, and its criterion and synchronization measurement are further proposed and analyzed in this paper. As an example, we consider two typical generalized synchronizations in a designed optomechanical system. Unlike the effort to construct a special coupling synchronization system, we purposefully design extra control fields based on Lyapunov control theory. We find that the Lyapunov function can adapt to more flexible control objectives, which is more suitable for generalized synchronization control, and the control fields can be achieved simply with a time-variant voltage. Finally, the existence of quantum entanglement in different generalized synchronizations is also discussed.

I. INTRODUCTION

Complete synchronization and phase synchronization between two continuous variable (CV) quantum systems were first studied by Mari et al. in mesoscopic optomechanical systems [1], and they also made the forward-looking prediction that the quantum synchronization is of potential but important applications in quantum information processing (QIP). Subsequently, quantum synchronization is deeply discussed in variety of quantum systems, such as cavity quantum electrodynamics [2], atomic ensembles [3, 4], van der Pol (VdP) oscillators [5–7], Bose-Einstein condensation [8], superconducting circuit system [9], and so on. In these works, quantum synchronization is further extended from CV system to finite dimensional Hilbert space corresponding to more excellent quantum properties and the quantum correlation is also analyzed quantificationally in those synchronous quantum system [2, 3, 5, 10]. In addition, quantum synchronization criteria [3, 7, 11, 12] and synchronization between nodes in quantum network are still hot topics in the field of quantum synchronization theory.

Generally, existing quantum synchronization schemes can be attributed to the concept of coupling synchronization, i.e., one subsystem of the synchronous systems plays the role of controller acting on the other subsystem [1, 2, 10, 11]. A significant advantage of this kind of direct linking is its high maneuverability. However, it still remains some difficulties to achieve the better applications in QIP with quantum synchronization. For the weak coupling of the quantum level, it is difficult to eliminate the difference between systems if it is big enough, and in fact, it is often in this case. Fundamentally, too strong driving or pump fields will compel systems to the form of the forced synchronization, just like what they are realized in previous works [13, 14]. This deficiency of coupling synchronization is a severe limitation, which causes other types of synchronizations are hardly realized in addition to complete and phase synchronizations. For examples, antiphase synchronization and projective synchronization, which are also widely applied in the classical synchronization fields [13–15], were rarely discussed in quantum systems.

In traditional control theory, besides the coupling terms, there exists an external controller which is imposed on response system in order to provide a more outstanding control capability, implying that a designed controller can establish a more flexible relationship between two controlled subsystems [16]. It enlightens us to think about such problems: can a more generalized synchronization (like above mentioned antiphase and projective synchronizations) be extended and obtained in quantum domain? If it works, what kinds of the criterion and measurement are needed in this quantum generalized synchronization? And most importantly, how are the controllers designed in order to satisfy various requirements corresponding to different kinds of generalized synchronizations?

For responding above questions, in this paper, we study the general properties of different synchronization forms and expand them into quantum mechanics based on Mari’s complete synchronization theory. The criterion and measurement of the generalized synchronization are also proposed and they will be divided into two orders for calculating and analyzing conveniently. Instead of directly establishing interaction between two subsystems, here we utilize Lyapunov control theory which has exhibited comprehensive applications in target quantum state preparation and suppressing decoherence to design the external controller [16–18]. Although the Lyapunov function is constituted by expectation values, our results show that the quantum fluctuations can also be effectively subdued by the controller. In addition, the classical and quantum correlations are considered via calculating the Lyapunov exponent and Gaussian Negativity. In par-
ticular, we demonstrate that CV entanglement can exist in generalized synchronization, however, it will disappear if generalized synchronization tends to complete synchronization. This phenomenon is consistent with Mari’s and Ameri’s conclusions about entanglement in complete synchronization\[1, 2\]. Therefore, we believe existing quantum complete synchronization can be included in our generalized synchronization theory.

We organize this paper as follows: in Sec. II, we introduce the definition and the properties, especially measurement method, of quantum generalized synchronization. In Sec. III we analyze the dynamics of an optomechanical system, and realize two kinds of representative generalized synchronization (constant error synchronization in Sec. III A) and time delay synchronization in Sec. III B) respectively via designing appropriate control field based on Lyapunov function theory. The correlation in generalized synchronization is also discussed in Sec. IV and a summary is finally given in Sec. V.

II. QUANTUM GENERALIZED SYNCHRONIZATION

We begin this section with a brief introduction of generalized synchronization and its expansion in quantum domain. Considering two general classical dynamics systems whose evolutions satisfy following equations:

\[
\begin{align*}
\partial_t x_1(t) &= F(x_1(t)) + U_{c1}(x_1, x_2) + U_c \\
\partial_t x_2(t) &= F(x_2(t)) + U_{c2}(x_1, x_2) + U_c
\end{align*}
\] (1)

here \(x_{1,2}(t) \in \mathbb{R}^n\) are the state variables of two systems in time \(t\). \(U_{c1,2}\) are the external controllers belonging to their respective system. If there are continuous mappings \(h_1, h_2: \mathbb{R}^n \to \mathbb{R}^k\) and following synchronization condition in Eq. (2) can be achieved when \(t \to \infty\), then two systems depending on \(h_1, h_2, x_1\) and \(x_2\) will be of the consistent evolution:

\[
\lim_{t \to \infty} |h_1(x_1(t)) - h_2(x_2(t))| \to 0
\] (2)

This controllable correlation is named as generalized synchronization, and it will degenerate to common complete synchronization or phase synchronization by selecting \(h_1(x_1) = x_1\) or \(h_1(x_1) = \arg(x_1)\), respectively. Similarly with Mari’s measurement \(S_o(t) := (\hat{q}^2(t) + \hat{p}^2(t))^{-1}\) [1], generalized synchronization can be extended from classical to quantum by considering conjugate quantities simultaneously, and the corresponding measurement can be defined as:

\[
S_q(t) := (\hat{q}_g^2(t) + \hat{p}_g^2(t))^{-1},
\] (3)

where \(\hat{q}_g := (h_1(\hat{q}_1) - h_2(\hat{q}_2))/\sqrt{2}\) and \(\hat{p}_g := (h_1(\hat{p}_1) - h_2(\hat{p}_2))/\sqrt{2}\) are the quantized generalized error operators.

Nevertheless, it is not easy to use Eq. (3) directly in a concrete model. In some cases, \(h_{1,2}(q, p_1)\) are not strict physical descriptions because they are actually superoperators. On the other hand, it could be difficult to calculate \(S_q(t)\) in CV quantum systems. Therefore, in order to analyze quantum synchronization in CV mesoscopic systems, we adopt mean-field approximation to simplify Eq. (3). Then synchronization measurement can be divided into two parts: the first order criteria is to describe the consistency of expectation values:

\[
\lim_{t \to \infty} |h_1(q_1(t)) - h_2(q_2(t))| \to 0
\]

and the second order measurement is to determine following quantum fluctuations:

\[
S_q'(t) := (\delta q^2(t) + \delta p^2(t))^{-1}
\] (4)

where \(\delta o\) refers to \(\langle o \rangle\) and \(\delta o := \hat{o} - o\) for \(o \in \{q_g, p_g\}\).

Physical meaning of Eq. (4) and Eq. (5) are more definite to explain quantum synchronization, i.e., systems’ expectation values are required to satisfy the “classical” generalized synchronization conditions and the perturbation on synchronization behavior caused by quantum effect is squeezed as much as possible. To verify this, Eq. (4) will be equivalent to Eq. (3) if the first order criteria are satisfied. Conversely, if a designed external field can not only make the evolution of systems to realize “classical” generalized synchronization conditions, but also increase corresponding second order measurement \(S_g'\), then it can be seen as an appropriate control field for realizing quantum synchronization. This is the basic idea of designing the control field.

In some particular models, if \(h_1\) and \(h_2\) are selected as flat mappings, Eq. (5) can be further simplified to measure fluctuation

\[
S_g'(t) := (\delta q^2(t) + \delta p^2(t))^{-1}
\] (6)

Here \(q_- := (q_1 - q_2)/\sqrt{2}\) and \(p_- := (p_1 - p_2)/\sqrt{2}\). Compared with Eq. (3), Eq. (6) is more easy to be obtained via the covariance matrix of system.

III. LYAPUNOV-BASED SYNCHRONIZATION IN OPTOMECHANICAL SYSTEM

We analyze Lyapunov-based synchronization in optomechanical system to more intuitively explain above theory of quantum generalized synchronization. Our model consists of two oscillators which couple with a Fabry-Pérot cavity together (see Fig. 1). The Hamiltonian corresponding to this model can be divide into four parts: \(H = H_0 + H_{int} + H_{div} + H_c\) (here \(H_0 = \omega a_1^d + \sum_{j=1,2} (\frac{w_{m3}}{\lambda} \beta_j^2 + \frac{w_{m3}}{\lambda} \beta_j^2)\) is a sum of free Hamiltonians corresponding to the optical field and two oscillators. Moreover, \(H_{int} = -g_1a_1^d\bar{q}_1 - g_2a_1^d\bar{q}_2\) and
\[ H_{\text{diss}} = iE(a^\dagger e^{-i\omega_d t} - a e^{i\omega_d t}) \]

are the standard forms of optomechanical interaction and driving field respectively \[19\]. \( H_j(t) \) is an external control Hamiltonian which represents the coupling with designed time-dependent fields. In our model, we consider such a form of control field which can create a deviation in respective potential term of two oscillators. This effect can be regarded as a time-dependent rescaling of the mirror frequency \[20\], i.e.,

\[
\frac{w_{mj}}{2} \delta \hat{q}_j^2 \rightarrow \frac{w_{mj}}{2} [1 + C_j(t)] \delta \hat{q}_j^2 \tag{7}
\]

We will give a more detailed discussion about how to realize this form of control field using specific experiments in Sec. [11]. Then the Hamiltonian of the whole system is written as follow after a frame rotating:

\[
H = \sum_{j=1,2} \left\{ \frac{w_{mj}}{2} \delta p_j^2 + \frac{w_{mj}}{2} [1 + C_j(t)] \delta q_j^2 - g_j a^\dagger a \delta \hat{q}_j \right\} - \Delta a^\dagger a + iE (a^\dagger - a) \tag{8}
\]

In above expressions, \( a(\dagger) \) is the annihilation (creation) operator for the optical field and correspondingly for \( j = 1,2 \), \( g_j \) and \( p_j \) are dimensionless position and momentum operators of the oscillator \( j \) respectively. \( \Delta = \omega_d - \omega_l \) refers to the detuning between the frequencies of the laser drive and the cavity mode. \( \omega_{mj} \) is the mechanical frequency. \( g_j \) is the optomechanical coupling constant and \( E \) is the drive intensity. In order to solve the dynamics of the system, we consider the dissipative effects in the Heisenberg picture and write the quantum Langevin equations as follows \[20 \ 22\]:

\[
\partial_t a = (-\kappa + i\Delta) a + ig_1 a \hat{q}_1 + ig_2 a \hat{q}_2 + E + \sqrt{2\kappa a} \delta a + \delta \hat{q}_j \tag{9}
\]

\[
\partial_t \hat{q}_j = \omega_{mj} \hat{p}_j \]

\[
\partial_t \hat{p}_j = -\omega_{mj} [1 + C_j(t)] \hat{q}_j - \gamma_j \hat{p}_j + g_j a^\dagger a + \hat{\xi}_j \tag{11}
\]

Here \( \kappa \) is the decay rate of optical cavity, and \( \gamma_j \) is the mechanical damping rate of each oscillator. \( a^{\dagger n} \) is the input bath operator, which satisfies \( \langle a^{\dagger n}(t) a^{\dagger n-1}(t') \rangle = \delta(t - t') \) \[23\]. Similarly, \( \hat{\xi}_j(t) \) is the Brownian noise operator describing the dissipative friction force acting on the \( j \)th mirror. In the Markovian approximation, the autocorrelation function of \( \hat{\xi}_j(t) \) satisfies the relation:

\[
\langle \hat{\xi}_j(t) \hat{\xi}_j(t') + \hat{\xi}_j(t') \hat{\xi}_j(t) \rangle / 2 = \gamma_j (2\bar{n}_b + 1) \delta(t - t') \]

where \( \bar{n}_b = [\exp(i\omega_j / k_B T) - 1]^{-1} \) is the mean phonon number of the mechanical bath which gauges the temperature \( T \) \[24 \ 26\].

Solving directly a set of nonlinear differential operator equations like Eq. \[9\] is quite difficult, however, a mean-field approximation is acceptable in our mesoscopic optomechanical model \[19 \ 27 \ 29\]. On the other hand, as we discussed in Sec. [11] the quantum synchronization measurement modifying by mean-field approximation can describe the generalized synchronization effect more accurately. Therefore, the every operator in Eq. \[9\] can be rewritten respectively as a sum of its expectation value and a small fluctuation near the expectation value, that is, \( a(t) = A(t) + \delta a(t) \), \( \hat{q}_j(t) = q_j(t) + \hat{\xi}_j(t) \). After neglecting the high-order fluctuation terms, the “classical” properties of our optomechanical system can be described by following nonlinear equations:

\[
\partial_t A = (-\kappa + i\Delta) A + ig_1 A \hat{q}_1 + ig_2 A \hat{q}_2 + E + \sqrt{2\kappa A} \delta a + \delta q_j \tag{10}
\]

\[
\partial_t \delta q_j = \omega_{mj} \hat{p}_j \]

\[
\partial_t \delta p_j = -\omega_{mj} [1 + C_j(t)] \delta q_j - \gamma_j \delta p_j + g_j (A^* \delta a + A \delta a^\dagger) + \hat{\xi}_j \tag{11}
\]

Transforming the annihilation operators as the forms of \( a = (\hat{x} + i\hat{y}) / \sqrt{2} \) and \( a^{\dagger n} = (\hat{x}^{\dagger n} + i\hat{y}^{\dagger n}) / \sqrt{2} \) respectively. Then Eq. \[11\] can be rewritten more concisely as \( \partial_t \delta \mathbf{u} = S \delta \mathbf{u} + \hat{\xi} \) by setting the vectors \( \mathbf{u} = (\delta x, \delta y, \delta q_1, \delta p_1, \delta q_2, \delta p_2)^T \) and \( \frac{\delta}{\tau} = (\hat{x}^{\dagger n}, \hat{y}^{\dagger n}, 0, \hat{q}_1, 0, \hat{q}_2)^T \), and the corresponding \( S \) is a time-dependent coefficient matrix (see Appendix. A for more details). In this representation, the evolution of correlation matrix \( D \) defined as

\[
D_{ij}(t) = D_{ji}(t) = \frac{1}{2} \langle \hat{u}_i(t) \hat{u}_j(t) + \hat{u}_j(t) \hat{u}_i(t) \rangle \tag{12}
\]

can be derived directly by \( \delta \mathbf{u}_i(t) = \mathbf{S} \delta \mathbf{u}_i(t) + \hat{\xi}_i(t) \).
as

\[ S'_2(t) = (\delta p_1^2(t) + \delta p_2^2(t))^{-1} \]
\[ = \frac{1}{2}[D_{33}(t) + D_{55}(t) - 2D_{15}(t)] \]
\[ + \frac{1}{2}[D_{44}(t) + D_{66}(t) - 2D_{46}(t)] \]

and its evolution can be obtained by solving Eq. \ref{eq:10} and Eq. \ref{eq:13} in order. At this point, all dynamic properties of our system, including synchronization and correlation, can be learned by means of the solutions of Eqs. \ref{eq:10}, \ref{eq:13} and \ref{eq:14}. In the following subsections, we introduce two common forms of generalized synchronization: constant error synchronization \ref{subsec:a} and time delay synchronization \ref{subsec:b} to exhibit our ability about control synchronization, we will also prove how the controller is designed to realize these synchronizations.

### A. Constant error synchronization

Constant error synchronization can be regarded as a translation in phase space between two systems. In Eq. \ref{eq:22}, if we let \( h_1(x_t) = x_1 + c_1 \) and \( h_2(x_2) = x_2 + c_2 \), then the “classical” synchronization criterion will be

\[ \lim_{t \to \infty} |x_1(t) - x_2(t)| \to c_2 - c_1 = e_- \]

where \( e_- \) is the so-called constant error. In view of the controller influencing directly on \( \delta p_j \), we firstly only consider the evolutions of the momentum operators, and further construct following Lyapunov function by using their expectation values:

\[ V_p(t) = (p_1(t) - p_2(t))^2 \]

One can easily verify that \( V_p \geq 0 \) and \( V_p = 0 \) is valid only when \( p_1(t) = p_2(t) = 0 \). Substituting Eq. \ref{eq:10} into Eq.\ref{eq:11}, the time derivative of \( V_p \) can be calculated handily if \( C_1(t) = C_2(t) = C(t) \)

\[ \dot{V}_p(t) = 2(\dot{p}_1(t) - \dot{p}_2(t))(p_1(t) - p_2(t)) \]
\[ = 2[1 + C(t)](\omega_m q_2 - \omega_m q_1) - \gamma_1 p_1 \]
\[ + \gamma_2 p_2 + (g_1 - g_2)|A|^2 \]
\[ (p_1(t) - p_2(t)) \]

we find that \( \dot{V}_p(t) \) is always non-positive by setting

\[ \dot{p}_1(t) - \dot{p}_2(t) = -k(p_1(t) - p_2(t)) \]

where \( k \) is a positive real number. With this choice, \( V_p \) simultaneously satisfies \( V_p \geq 0 \) and \( \dot{V}_p = -2k(p_1(t) - p_2(t))^2 \leq 0 \). Under this condition, the system will gradually evolve to a stable state which corresponds to the origin of the Lyapunov function, i.e, \( p_1(t) = p_2(t) \). In order to satisfy the required form of Lyapunov function, the control field can be obtained based on Eqs. \ref{eq:17} and \ref{eq:18}

\[ C(t) = \frac{(\gamma - k)[p_1 - p_2] - (g_1 - g_2)|A|^2}{\omega_m q_2 - \omega_m q_1} - 1 \]

here we have already set \( \gamma_1 = \gamma_2 = \gamma \). It is needed to emphasize that all mechanical quantities without specifically being marked in this equation represent the expectation values at time \( t \) (e.g., \( p_1 = p_1(t) \)). Otherwise, confusions may occur in following discussion about time delay synchronization.

We notice, however, the control field \( C(t) \) in Eq. \ref{eq:19} could be infinite when the tracks of \( q_1 \) and \( q_2 \) are adjacent. In particular, complete synchronization is not acceptable if \( \omega_m \approx \omega_m \). For avoiding this singularity, it is necessary to add a lower bound in the denominator of the control field. Therefore, the control field is modified in follow form:

\[ C(t) = \begin{cases} 
(\gamma - k)[p_1 - p_2] - (g_1 - g_2)|A|^2 \
\omega_m q_2 - \omega_m q_1 - 1
\end{cases} \]

\[ \text{when } |\omega_m q_2 - \omega_m q_1| > c_- \]

\[ 0 \]

\[ \text{when } |\omega_m q_2 - \omega_m q_1| \leq c_- \]

The physical mechanism corresponding to Eq. \ref{eq:20} can be interpreted as follows: Assuming the gap between two oscillators is small enough to satisfy \( |\omega_m q_2 - \omega_m q_1| \leq c_- \) at initial moment, then the control field will not work and the difference between oscillators under different Hamil-

---

**FIG. 2. Evolutions of expectation values (blue dashed and red solid), control field and errors (green dashed and black solid) respectively denote control field is imposed or removed, in which (a) and (b) respectively corresponds to momentum and position operators of each oscillator. Here we set \( \Delta = 1 \) as a unit and other parameters are: \( \omega_m = 1, \omega_m = 1.005 \), \( g_1 = 0.008, g_2 = 0.005 \), \( E = 10 \), \( \kappa = 0.15 \), \( \gamma = 0.005 \) and \( h_0 = 0.05 \). For the control field, the parameters are taken as \( k = 2 \) and \( c_- = 3 \). (c): The limit cycles of two oscillators in phase space. (d): Robustness of our control system.**
tonians will increase; Once such difference crosses the boundary $|\omega_{m2}q_2 - \omega_{m1}q_1| > c_-$, then non-zero control field will drag their orbits closer the other until a critical distance is reached, which will cause the invalid control field is resumed again. With time going by, the error evolution will be controlled in a stable limit ellipse. Under particular $k$ and $c_-$, it can be regard as a fixed point if the major axis of this ellipsoid is small enough. In this case, two systems will finally realize such a synchronization: $p_1 - p_2 = 0$ and $q_1 - q_2 = c_-$. Therefore, we make sure that $C(t)$ in Eq. (19) is able to control the system achieving generalized synchronization.

In Fig. 2 we provide simulation results of the two oscillators to verify the synchronization phenomenon under the control field. In Fig. 2(a), one can directly see momentums of two oscillators will take on consistent evolution after $t = 41.3$, which is exactly the same with the time point that control field is non-zero. Correspondingly, the momentum error will stabilize at zero instead of generally enlarging along with the control field. Fig. 2(a) also quantitatively shows the control field is a slowly varying function of the time. Such a slowly varying control field can improve the stability of the system, simultaneously, it is more easily to be implemented by experiments. In Fig. 2(b), we plot the positions of two oscillators and corresponding errors. It illustrates that, although two oscillators are not consistent in their positions, the error can still maintain a constant ($c_-$). Taken Fig. 2(a) and Fig. 2(b) together, we can determine constant error synchronization between two oscillators is achieved. In Fig. 2(c), we show the “tracks” of two oscillators in phase space. Two oscillators will evolve to their respective limit cycle and, as we predicted above, constant error synchronization corresponds to a translation between limit cycles in phase space. Fig. 2(d) reports the robustness of our synchronization system. Here we assume each quantity in Eq. (20) has been added a Gaussian noise whose standard deviation is $\sigma$, i.e., $o(t) = N(o(t), \sigma)$ ($o \in \{q_1, 2, p_1, 2, A\}$ and when the final control field is added on the system, it also has a noise ($C(t) = N(C(t), \sigma)$). The accuracy of the synchronization scheme in this case is described by following auxiliary quantity

$$R(\sigma) = 1 - \frac{[q_-' - q'']^2 + (p_-' - p'')]^2}{\sqrt{2}r}$$

where $p'_-$, $q'_-$ refer to the errors in biased control field, and $r$ is the average radius of the limit cycle. One can find that $R(\sigma)$ will always remain above 96% even the $\sigma = 0.02$. Under those parameters, even if there are obvious fluctuations in the control field, however, the errors between two oscillators are still stable to approach 0, $c'_-$.

Therefore, we confirm our control is stable enough for some interferences.

Besides the expectation values, Mari’s measurement is also calculated to prove that quantum fluctuation is similarly squeezed by control field. Fig. 3(a) illustrates an increasing $S'_q$ substitutes the trend to 0, which significantly outperforms uncontrolled situation. Therefore, we recognize that the control field can indeed achieve quantum control rather than the synchronization of the classical level. In Fig. 3(b), we also show how the bath temperature will influence synchronization phenomenon and it can be known that $S'_q$ will keep almost unchanging if the bath temperature is limited within $1mK(\bar{n}_b = 0.28$ corresponding to a MHz phonon frequency), and it is still larger than that belonging to the uncontrolled system even though $T$ goes up to $10mK(\bar{n}_b = 6.14)$. This range is quite broad compared to other correlation control schemes in optomechanical systems [30] [31].

**B. Time delay synchronization**

Time delay synchronization can be regarded as a constant phase deviation between two systems, and their “tracks” in phase space are overlapping like complete synchronization. In Eq. (2), if we set $h_1(x_1) = x_1(t)$ and $h_2(x_2) = x_2(t - \tau)$, then the “classical” synchronization criterion will be

$$\lim_{t \to \infty} |x_1(t) - x_2(t - \tau)| \to 0$$

(22)

Similarly with the above discussion, we define following Lyapunov function:

$$V_p(t) = (p_1(t) - p_2(t - \tau))^2$$

(23)

and its derivative can also be expressed as $\dot{V}_p = 2(p_1 - p_2(t - \tau))(p_1 - p_2(t - \tau))$, where

$$\dot{p}_1 - \dot{p}_2(t - \tau) = -\omega_{m1}[1 + C_1]q_1 - \gamma_1p_1 + g_1A]^2$$

$$+ \omega_{m2}q_2(t - \tau) + \gamma_2p_2(t - \tau) + g_2A(t - \tau)^2$$

(24)

It needs to emphasize again that, in above expressions, all mechanical quantities without specifically being marked represent the expectation values at time $t$. Similarly, we let

$$\dot{p}_1 - \dot{p}_2(t - \tau) = -k(p_1(t) - p_2(t - \tau))$$

(25)
to satisfy $V_p \geq 0$ and $\dot{V}_p = -2k(p_1 - p_2(t - \tau))^2 \leq 0$. Then the corresponding control field will become:

$$
C_1(t) = \frac{(\gamma - k)p_1 - p_2(t - \tau) - g_1|A|^2 + g_2|A(t - \tau)|^2 - \omega_m q_2(t - \tau)}{-\omega_m q_1} - 1
$$

via setting $C_2(t) = 0$ and $\gamma_1 = \gamma_2 = \gamma$ for simplicity.

Eq. (20) is also of singular point at $q_1(t) = 0$, therefore, an artificial boundary is necessary to avoid an infinite control field too. Unlike Eq. (20), our purpose here is to make two systems achieve complete synchronization after eliminating the time delay. Therefore, this limitation is on the whole control field instead of the denominator. Then the control field should be

$$
C_1(t) = \begin{cases}
(\gamma - k)p_1 - p_2(t - \tau) - g_1|A|^2 + g_2|A(t - \tau)|^2 - \omega_m q_2(t - \tau) \leq 0 & (-C_M \leq C_1 \leq C_M) \\
C_M & (C_1 > C_M) \\
-C_M & (C_1 < -C_M)
\end{cases}
$$

In Fig. 4(a) and (b), we show that the evolution of one oscillator seems to be a time translation of the other oscillator, and the errors tend to zero like complete synchronization after eliminating the time delay. It also exhibits a quickly varying control field, which is different with the performance in constant error synchronization. Generally speaking, quickly varying control field can make the system achieve synchronization faster. Fig. 4(a) and (b) show two oscillators will achieve synchronization in a short period of time $t < 10$, which shortens four times time relative to Fig. 2(a) and (b). Furthermore, Fig. 4(d) illustrates synchronization accuracy is 96%, which means robustness is also remained in a high level under the fast oscillating control field. We also plot the limit cycles of two oscillators in Fig. 4(c). It can be seen that two limit cycles are almost coincident in most of time except the short time intervals at origin and destination points in which both limit circles take on inconsistent evolutions because of the time delay.

We also consider the evolution of quantum fluctuation. Fig. 4(a) shows that the fluctuations are further squeezed by quickly varying control field, and $S_p(t)$ exhibits a higher value than that in constant error synchronization. Fig. 4(b) also illustrates that destruction on the synchronization effect causing by environment is also weakened and $S_p(t)$ will still remain high even at $T = 10mK$. From this perspective, we believe that quickly varying control field is a appropriate form of synchronization control too.

**IV. CORRELATION IN GENERALIZED SYNCHRONIZATION**

The correlation between synchronized quantum systems is an important research object in QIP. Intuitively, two different systems can achieve consistency in some ex-

**FIG. 4.** Evolutions of expectation values (blue dashed and red solid), control field and errors (green dashed and black solid respectively denote control field is imposed or removed), in which (a) and (b) respectively corresponds to momentum and position operators of each oscillator. (c): The limit cycles of two oscillators in phase space. (d): Robustness of control system. Here we set $\tau = 5$, $C_M = 1$ and other parameters are the same with Fig. 2.

**FIG. 5.** (a): Evolution of modified synchronization measurement. (b): Time-averaged synchronization measurement with varied bath temperature. Here blue corresponds to control field imposed and red is the case control field disappears.
tent, meaning that there inevitably exists a certain correlation between those systems. To verify this, quantum mutual information which is a measurement of total correlation has been proved to be homology with synchronization measurement in VdP oscillators [2]. However, it is very difficult to identify the type of this correlation. Especially, whether quantum entanglement exists is controversial [1, 2, 6, 10].

In Fig. 6, we plot the largest Lyapunov exponent of the errors with varied $c_-$ (a), $\tau$ and $C_M$ (b) which corresponds to constant error synchronization and time delay synchronization, respectively.

Correspondingly, CV quantum entanglement is measured by Gaussian Negativity $E_n = \max \{0, -\log_2 \nu_-\}$ [22, 34, 35], here

$$\nu_- = \sqrt{\Delta(\Gamma) - \sqrt{\Delta(\Gamma)^2 - 4 \det \Gamma}}.$$  \hspace{1cm} (29)

In Fig. 7, we plot the results of maximum Negativity with varied $c_-$ (a), $\tau$ and $C_M$ (b) which corresponds to constant error synchronization and time delay synchronization, respectively.

\section{V. DISCUSSION AND RESULTS}

Here we give a brief discussion about the parameters of our optomechanical system and the realization scheme of the control field. The parameters selected in the simulation are similar with Ref. [1, 11, 27, 32, 33]. However, in order to highlight the roles of the coupling and the
controller, we appropriately reduce the value of the driving intensity \[11\]. Beyond that, the deviation in potential like Eq. \[7\] has been investigated by theoretical researches \[20\], and recent works report that the deviation can be achieved by using charged mechanical resonators \[39\] \[30\]. For example, Zhang et al. \[30\] found that the effective frequency \(\omega_{eff} = \omega_m(1 + C(t))\) can be controlled by a time-dependent bias gate voltage \(U(t) = U_0 f(t)\). And the relationship between dimensionless factor \(f(t)\) and \(C(t) = C(t) = \eta f(t)\), where 

\[
\eta = \frac{C_0 U_0 Q_{MR}}{\pi \varepsilon_0 m \omega_m^2 d R}
\] 

(31)

is obtained in Ref. \[38\]. Therefore, we are sure the control terms in Eq. \[20\] and \[27\] can be achieved easily in a specific experiment.

In summary, we have extend Mari’s theories about quantum complete synchronization and phase synchronization to a more general situation that we defined as quantum generalized synchronization in this paper. The corresponding control methods, criteria and measurements are also proposed quantificationally based on Lyapunov function, Lyapunov exponent and modified Mari’s measurement. This generalized synchronization can be regard as a prerequisite of traditional quantum synchronization, and it can establish more flexible relations between two controlled systems. To verify this, we have shown that some important properties in our model, such as entanglement in synchronization, will be consistent with previous works if the generalized synchronization tends to complete synchronization. So, designers can complete different synchronizations according to their requirements based on our theory. For making our theory more intuitive, we have considered two common generalized synchronization, that is, so-called constant error synchronization and time delay synchronization in an optomechanical system. With the help of control fields designed by Lyapunov function, we have proved two oscillators can satisfy the requirements of various synchronizations. We believe that our work can bring certain application values in quantum information transmission, quantum control, and quantum logical processing.
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**Appendix A: Parameters in quantum Langevin equations**

The concrete form of coefficient matrix \(S\) in Eq. \(13\) is

\[
S = \begin{pmatrix}
-\kappa & -(\Delta + g_1 q_1 + g_2 q_2) & \sqrt{2g_1} \text{Im}(A) & 0 & -\sqrt{2g_2} \text{Im}(A) & 0 \\
\Delta + g_1 q_1 + g_2 q_2 & -\kappa & \sqrt{2g_1} \text{Re}(A) & 0 & \sqrt{2g_2} \text{Re}(A) & 0 \\
0 & 0 & -\omega_m[1 + c_1(t)] & -\gamma_1 & 0 & 0 \\
\sqrt{2g_1} \text{Re}(A) & \sqrt{2g_1} \text{Im}(A) & 0 & 0 & 0 & \omega_m \\
0 & \sqrt{2g_2} \text{Re}(A) & \sqrt{2g_2} \text{Im}(A) & 0 & 0 & -\omega_m[1 + c_2(t)] & -\gamma_2 \\
\end{pmatrix}
\] 
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