Finite-temperature optical conductivity with density-matrix renormalization group methods for the Holstein polaron and bipolaron with dispersive phonons
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A comprehensive picture of polaron and bipolaron physics is essential to understand the optical absorption spectrum in many materials with electron-phonon interactions. In particular, the finite-temperature properties are of interest since they play an important role in many experiments. Here, we combine the parallel two-site time-dependent variational principle algorithm (p2TDVP) with local basis optimization (LBO) and purification to calculate time-dependent current-current correlation functions. From this information, we extract the optical conductivity for the Holstein polaron and bipolaron with dispersive phonons at finite temperatures. For the polaron in the weak and intermediate electron-phonon coupling regimes, we analyze the influence of phonon dispersion relations on the spectra. For strong electron-phonon coupling, the known result of an asymmetric Gaussian is reproduced for a flat phonon band. For a finite phonon bandwidth, the center of the Gaussian is either shifted to larger or smaller frequencies, depending on the sign of the phonon hopping. We illustrate that this can be well understood by considering the Born-Oppenheimer surfaces. Similar behavior is seen for the bipolaron for strong coupling. For the bipolaron with weak and intermediate coupling strengths and a flat phonon band, we obtain two very different spectra. The latter also has a temperature-dependent resonance at a frequency below the phonon frequency.

I. INTRODUCTION

The interaction of an electron with lattice vibrations leads to the formation of a quasi-particle called a polaron, see, e.g., Ref. [1] for a review. Such a quasi-particle formation is of both theoretical and experimental interest since it is responsible for many material properties, e.g., in manganites [2–5], lead halide, and hybrid perovskites [6–9]. Since one way to experimentally study polaron physics is optical absorption spectroscopy, key insights into such materials can result from a better understanding of the optical excitation spectrum of these quasi-particles. These optical excitations allow for, e.g., the detection of small polarons, see, e.g., Refs. [10–12]. In several cases, theory and experiments were successfully combined to extract information about polarons in manganites, see, e.g., Refs. [10, 12–14].

Experiments are inevitably conducted at finite temperatures. This calls for a comprehensive understanding of the temperature dependence of the polaron optical conductivity. For example, in Ref. [15], absorption spectra were used to investigate films of doped manganites by decreasing temperature, with a transition from a paramagnetic into a ferromagnetic phase. This led to the detection of a transition from small to large polarons. Furthermore, recent theoretical work has pointed out the importance of bipolaron formation for high-temperature superconductivity [16] and the experiments conducted in Ref. [17] emphasize the role of bipolarons in the pseudogap formation in the quasi-one-dimensional material (TaSe4)2I.

An prototype microscopic model, capturing the interaction between electrons and optical phonons, is the Holstein model [18]. This model consists of electrons which can move around and interact with local harmonic oscillators. Despite its apparent simplicity, the Holstein model captures essential elements of both single polaron and bipolaron physics. Further, it also exhibits a transition from a charge-density wave (CDW) to a Tomonaga-Luttinger liquid (TLL) at half filling in one dimension (see, e.g., Refs. [19, 20] for phase diagrams). Due to their importance, the Holstein-polaron model [21–36], the Holstein model at finite filling [19, 20, 37–43], the Holstein-Hubbard model [44–54], and other similar systems [55–58] have been subject to intense and ongoing theoretical research.

Recent work has pointed out the effects of phonon hopping on CDW formation [59], thermalization properties of a polaron interacting with hard-core bosons [60], the polaron effective mass, the ground-state optical conductivity, and spectral functions [36, 61, 62]. In this work, we compute the real part of the optical conductivity for the Holstein polaron and bipolaron with dispersive optical phonons at different temperatures. We study weak, intermediate, and strong electron-phonon coupling strengths and work in the intermediate phonon frequency and electron-hopping regime. The combination of different interaction strengths together with a phonon dispersion for the polaron and bipolaron at finite temperatures extends and complements previous studies of the optical conductivity in the Holstein model, e.g., in Refs. [36, 38, 63–68].

The goal of this work is to characterize how the main features of small and large polarons in a Holstein-type system appear in the optical conductivity. By varying temperature and the phonon bandwidth, we extend the understanding of the basic mechanisms in such theoretical Hamiltonians, which incorporate essential physics.
induced by electron-phonon interaction. This constitutes an essential step in detecting such features, or lack thereof, in experimental data. Some of our key findings are that a finite phonon bandwidth shifts the center of the optical conductivity to higher or lower frequencies, depending on its shape. This holds for both the polaron and the bound bipolaron. Furthermore, the effect remains even when the temperature is increased enough to significantly alter the spectrum. For small electron-phonon coupling, the polaron-bipolaron spectrum remains similar up to a scaling factor. As the electron-phonon coupling is increased, key distinctions appear, such as a two-phonon emission maximum and a temperature-dependent resonance for the bipolaron, and a stable maximum at the one phonon emission peak for the polaron and only a weak temperature dependence on the spectrum (for the temperatures looked at here).

Computing finite-temperature transport properties of quantum systems can be a challenging task, see Ref. [69] for a review of one-dimensional systems. To compute the optical conductivity, we use a density-matrix renormalization group (DMRG) based method. DMRG [70–72] with matrix-product states (MPS) has already been extensively used to study one-dimensional systems, see, e.g., Refs. [73–81]. One drawback of DMRG is the unfavorable scaling for systems with a large local Hilbert space, as is the case for the Holstein model. For this reason, several schemes to treat these systems more efficiently have been suggested [82–85]. In Ref [35], we successfully combined the finite-temperature method of purification [73] with tDMRG [74] and local basis optimization (LBO) [82] to compute several spectral functions of the Holstein-polaron model.

Here, we propose a scheme to combine LBO with the two-site time-dependent variational principle algorithm (TDVP) [86–88]. This method is used to conduct the imaginary-time evolution needed to obtain thermal states for weak, intermediate, and strong electron-phonon coupling in the non-adiabatic regime of the Holstein model (the phonon frequency $\omega_0$ is close to the electron tunneling amplitude $t_0$, $t_0 \approx \omega_0$). We then use parallel two-site TDVP [88] with LBO (p2TDVP-LBO) to compute the real-time evolution of the current correlation function in the ground state for all parameters and at low temperatures in the weak and intermediate coupling regime. For the temperature $T/\omega_0 = 1$ and a strong electron-phonon coupling, p2TDVP becomes computationally too demanding and therefore we use the single-site TDVP algorithm (without LBO) instead. We demonstrate that this combination of methods provides access to the real part of the optical conductivity $\sigma'(\omega)$. We further add phonon hopping with a hopping amplitude $t_{ph}$. This gives rise to the finite phonon bandwidth shown in Fig. 1. We impose $0 \leq |t_{ph}|/\omega_0 \ll 1$ to model optical phonons. We also compute the real part of the optical conductivity for the bipolaron for weak and intermediate coupling strengths and $t_{ph} = 0$. Lastly, we analyze the effect of different phonon dispersion relation and a strong electron-phonon coupling on $\sigma'(\omega)$ for the bipolaron.

We first test our algorithm by comparing the real part of the optical conductivity with that obtained for the ground state with the Lanczos method [89, 90] in the weak and intermediate electron-phonon coupling regime. We find a very good agreement. Further, we derive a formula for the real part of the optical conductivity for the Holstein model with a finite phonon bandwidth based on the Born-Oppenheimer Hamiltonian and the Born-Huang ansatz [91, 92]. This formula is consistent with our numerical data for a strong electron-phonon coupling for both the polaron and the bipolaron. In particular, we observe that in this regime, the optical spectrum is similar to that of an asymmetric Gaussian and a downwards phonon dispersion relation (a cosine with a maximum at small momenta, see Fig. 1) shifts the Gaussian to higher frequencies and an upwards phonon dispersion relation (a cosine with a maximum at large momenta, see Fig. 1) shifts it to lower frequencies. Additionally, the upwards phonon dispersion relation leads to less spectral weight at low frequencies for the temperatures studied in this work. These properties hold true for both the polaron and bipolaron.

In the weak and intermediate coupling regime and for the polaron, we see, as previously reported in Ref. [36], that an upwards dispersion relation leads to a continuous spectrum, and a downwards dispersion relation leads to a sequence of distinct peaks for the ground-state optical conductivity. For a weak electron-phonon coupling strength, the maximum of the spectrum shifts to lower frequencies as the temperature is increased and the different peaks merge. In the intermediate coupling regime, we also observe a significant increase of spectral weight for low frequencies, but the peaks remain well separated for the temperatures investigated here. For the bipolaron, we compare the weak and intermediate coupling for dispersionless phonons. We only detect very small changes in the spectrum for a weak electron-phonon coupling compared to twice the single-polaron curve. At intermediate coupling strengths, however, the spectrum differs significantly and an additional large resonance peak is resolved below $\omega_0$.

This work is structured as follows. In Sec. II, we introduce the Holstein model with dispersive phonons and the optical conductivity, and in Sec. III, we derive a formula for the optical conductivity based on the Born-Oppenheimer Hamiltonian. Section IV introduces the p2TDVP-LBO algorithm. In Sec. V, we compare our Holstein-polaron ground-state results to those obtained with the Lanczos method and analytical calculations. Section VI treats the polaron optical conductivity, and Sec. VII covers the bipolaron, both at finite temperature. Lastly, we conclude in Sec. VIII.
The model has phonon hopping, see Eq. (3). The hopping parameter is \( t_{ph} \) and the phonons have a finite bandwidth for \( t_{ph} \neq 0 \).

II. MODEL

A. The Holstein polaron and bipolaron

We consider the Holstein model [18] with one (polaron) and two (bipolaron) electrons. The Hamiltonian is defined as

\[
\hat{H} = \hat{H}_{kin} + \hat{H}_{ph} + \hat{H}_{e-ph}.
\]

The model has \( L \) sites and we use open boundary conditions. We set \( \hbar = 1 \) throughout this paper. The first term, the kinetic energy of the electrons, is

\[
\hat{H}_{kin} = -t_0 \sum_{j=1, s=\uparrow, \downarrow}^{L-1} \left( \hat{c}^\dagger_{j,s} \hat{c}^\dagger_{j+1,s} + \hat{c}^\dagger_{j+1,s} \hat{c}^\dagger_{j,s} \right),
\]

with \( \hat{c}_{j,s}^\dagger \) (\( \hat{c}_{j,s} \)) being the electron creation (annihilation) operator on site \( j \) with spin \( s \) and the hopping amplitude \( t_0 \). The second term is the phonon energy, consisting of the harmonic oscillator energy and phonon kinetic energy:

\[
\hat{H}_{ph} = \omega_0 \sum_{j=1}^{L} \hat{b}_j^\dagger \hat{b}_j + t_{ph} \sum_{j=1}^{L-1} \left( \hat{b}_j^\dagger \hat{b}_{j+1} + \hat{b}_{j+1}^\dagger \hat{b}_j \right),
\]

where \( \hat{b}_j^\dagger \) (\( \hat{b}_j \)) creates (annihilates) an optical phonon on site \( j \) with frequency \( \omega_0 \). The phonons have a hopping amplitude \( t_{ph} \). In this work, we always use \( t_0/\omega_0 = 1 \). The Hamiltonian in Eq. (3) can be diagonalized by going into quasi-momentum basis by using the Fourier transformation for open boundary conditions

\[
\hat{b}_k = \sqrt{\frac{2}{L+1}} \sum_{j=1}^{L} \sin(kj) \hat{b}_j,
\]

where \( k = \pi m_k/(L+1) \) and with \( 1 \leq m_k \leq L \). Then,

\[
\hat{H}_{ph} = \sum_{k=\pi/(L+1)}^{\pi L/(L+1)} \omega(k) \hat{b}_k^\dagger \hat{b}_k,
\]

with \( \omega(k) = \omega_0 + 2t_{ph} \cos(k) \). \( \omega(k) \) is the dispersion relation for the optical phonons with a finite bandwidth for \( t_{ph} \neq 0 \). In this work, we aim to model optical phonons with zero or small bandwidth and choose \( |t_{ph}| \ll \omega_0 \). For \( t_{ph} < 0(> 0) \), we refer to the phonons as having an upward (downward) dispersion relation. In Fig. 1, we illustrate the phonon dispersion relation for the values of \( t_{ph}/\omega_0 \) used here.

The final term of the Hamiltonian in Eq. (1) is the electron-phonon coupling

\[
\hat{H}_{e-ph} = \gamma \sum_{j=1}^{L} \hat{n}_j \left( \hat{b}_j^\dagger + \hat{b}_j \right),
\]

with \( \hat{n}_j = \hat{c}_{j,\uparrow}^\dagger \hat{c}_{j,\uparrow} + \hat{c}_{j,\downarrow}^\dagger \hat{c}_{j,\downarrow} \), and the coupling parameter \( \gamma \). Note that since we do not include electron-electron repulsion in this work, we always deal with a bound bipolaron. Furthermore, we truncate the local phonon-Hilbert space to a finite maximum phonon number \( M \). To characterize the transition between a small and a large polaron we introduce the dimensionless parameter

\[
\lambda = N \frac{\gamma^2}{2\hbar \omega_0},
\]

where \( N = 1 \) for the polaron and \( N = 2 \) for the bipolaron.

In order to obtain the real part of the optical conductivity, we first define the current-current correlation function as

\[
C_T(t) = \langle \hat{J}(t) \hat{J}(0) \rangle_T,
\]

where \( \langle \ldots \rangle_T \) is the expectation value calculated in the canonical ensemble at temperature \( T \). The current operator \( \hat{J} \) is defined as

\[
\hat{J} = it_0 \sum_{i=1, s=\uparrow, \downarrow}^{L-1} \left( \hat{c}_{i,s}^\dagger \hat{c}_{i+1,s} - \hat{c}_{i+1,s}^\dagger \hat{c}_{i,s} \right).
\]

For calculations in the ground-state \( |GS \rangle \), we write

\[
\lim_{T \to 0} \langle \hat{J}(t) \hat{J}(0) \rangle_T = \langle GS | \hat{J}(t) \hat{J}(0) | GS \rangle = C_{GS}(t).
\]

We further define its Fourier transformation as

\[
C_T(\omega) = \int_{-\infty}^{\infty} e^{i\omega t} f(t) C_T(t) dt,
\]

where \( f(t) \) is a damping function ensuring a decay which we either choose to be \( e^{-|t|} \) or \( e^{-\eta t^2} \), leading to a Lorentzian or Gaussian broadening in frequency space, respectively. In general, we obtain a higher accuracy of the moments of the correlation functions, see Appendix B, when using Gaussian broadening. Still, we will show data using Lorentzian broadening in Sec. V since this is used by the benchmark data. Furthermore, presenting results with different broadening functions demonstrates the small differences.

Our goal is to calculate the optical conductivity which can be split into real and imaginary part

\[
\sigma(\omega) = \sigma^r(\omega) + i\sigma^i(\omega).
\]

FIG. 1. Phonon dispersion relation \( \omega(k) \) for optical phonons with phonon hopping, see Eq. (3). The hopping parameter is \( t_{ph} \) and the phonons have a finite bandwidth for \( t_{ph} \neq 0 \).
The imaginary part is related to the real part through the Kramers-Kronig relation [93]. The real part of $\sigma(\omega)$ can be extracted from the current-current correlation function via

$$\sigma'(\omega) = \frac{1 - e^{-\omega/T}}{2\omega} C_T(\omega).$$  \hspace{1cm} (12)

For the ground state, we have

$$\sigma'_{T\rightarrow 0}(\omega) = \frac{1}{2\omega} C_{GS}(\omega).$$  \hspace{1cm} (13)

III. OPTICAL CONDUCTIVITY BASED ON THE BORN-OPPENHEIMER HAMILTONIAN

An analytical formula for the optical conductivity for the Holstein polaron has been obtained in several different contexts and for different limiting cases, see, e.g., Refs. [66, 94–96]. The theoretical results have been shown to fit both numerical, see, e.g., in Refs. [65, 66], and experimental data, see, e.g., Refs. [10, 12–14]. In this section, we obtain an expression for the real part of the optical conductivity based on the Born-Oppenheimer (BO) Hamiltonian and the Born-Huang formalism [91, 92], which captures the influence of the finite phonon bandwidth for both the polaron and bipolaron. For more details, see Appendix C and Refs. [96–98]. We first rewrite Eq. (1) in terms of the phonon position and momentum operators, using that $\hat{b}_i = \sqrt{\frac{\omega_0}{2}}(\hat{x}_i + \frac{i}{m\omega_0} \hat{\rho}_i)$ and $\hat{b}_i^\dagger = \sqrt{\frac{\omega_0}{2}}(\hat{x}_i - \frac{i}{m\omega_0} \hat{\rho}_i)$. The total Hamiltonian has the form

$$\hat{H} = \hat{H}_{\text{kin}} + \sum_{i=1}^{L} \left( \gamma \sqrt{\frac{m\omega_0}{2}} \hat{n}_i (2\hat{x}_i) + \frac{m\omega_0}{2} (\hat{x}_i^2 + \frac{1}{m^2\omega_0^2} \hat{\rho}_i^2 - \frac{1}{m\omega_0}) \right) + \frac{t_{\text{ph}} m\omega_0}{2} \sum_{i=1}^{L-1} (\hat{x}_i \hat{x}_{i+1} + \frac{1}{m^2\omega_0^2} \hat{\rho}_i \hat{\rho}_{i+1}).$$  \hspace{1cm} (14)

We will now consider the Holstein dimer, i.e., $L = 2$, and go to the relative and center-of-mass coordinates with $\bar{q} = \frac{1}{\sqrt{2}}(\hat{x}_1 - \hat{x}_2)$ and $\bar{Q} = \frac{1}{\sqrt{2}}(\hat{x}_1 + \hat{x}_2)$. Using the fact that the center-of-mass coordinates $\bar{Q}$ are independent of the rest of the system for constant electron density, going in the adiabatic limit of slow phonons (sending all momenta to zero) and sending $\bar{q} \rightarrow q$, we can write the Born-Oppenheimer Hamiltonian as

$$\hat{H}_{\text{BO}} = \hat{H}_{\text{kin}} + \gamma [\bar{q}(n_1 - n_2)] + \frac{1}{2}\bar{q}^2 (\omega_0 - t_{\text{ph}}).$$  \hspace{1cm} (15)

Here, we have defined $\bar{q} = q \sqrt{\frac{m^2}{m_0}}$. $\hat{H}_{\text{BO}}$ is now a 2 $\times$ 2 and a 4 $\times$ 4 matrix for the polaron and bipolaron, respectively, see, e.g., Refs. [99, 100]. These Hamiltonians can be diagonalized and one obtains two or four Born-Oppenheimer surfaces, where two are degenerate in the latter case. We label the surfaces $E_{\text{BO}}^1$ and $E_{\text{BO}}^2$ for the polaron and $E_{\text{BO}}^1, E_{\text{BO}}^2, E_{\text{BO}}^3, E_{\text{BO}}^4$ for the bipolaron. The polaron and bipolaron surfaces are shown in Figs. 2(a) and 2(b) for some of the parameters used later in this work. The lowest surface has two minima which differ by a sign. We refer to these as $\bar{q}_{\text{min}, \pm}$. The current operator from Eq. (9) can connect the states in the lowest and first excited surface while leaving the phonon configuration invariant. This process, also known as a Franck-Condon excitation, is illustrated in Fig. 3 and corresponds to a vertical transition into the next surface at a fixed $\bar{q}$. When $|\bar{q}_{\text{min}, \pm}|$ is large, this can be approximated as a transition between two harmonic oscillator potentials separated by a distance $d$ and with an energy shift $\Delta E$. This leads to

$$\sigma_{\text{SC}}(\omega) = N \frac{1 - e^{-\omega/T}}{\omega} \left\{ \frac{4\pi}{\omega^2} \sum_{i=0}^{\infty} (\frac{\omega_p^2}{\omega_0^2} \coth (\frac{\omega_p}{2\omega_0})) \right\}$$

$$\times e^{-\left(\Delta E + \frac{d^2 \omega_p^2}{\omega_0^2}/(d^2 \omega_p^2 \coth (\frac{\omega_p}{2\omega_0})) \right)}.$$  \hspace{1cm} (16)

Here, we set $\omega_0 = \omega_0 - t_{\text{ph}}$. For the Holstein polaron, $d = \bar{q}_{\text{min}}$ and $\Delta E = 0$. For the Holstein bipolaron, we have $d = \bar{q}_{\text{min}}$ and $\Delta E = E_{\text{BO}}^1 - (\bar{q}_{\text{min}})$, as illustrated in Fig. 2. Note that Eq. (16) is an asymmetric Gaussian around $\Delta E + d^2 \omega_p^2$ which is the energy difference between the lowest and the first excited Born-Oppenheimer surface. For the polaron, everything can be solved analytically and one gets $\bar{q}_{\text{min}, \pm} = \pm \sqrt{\frac{\omega_p^2}{\omega_0^2} \omega_0}$. For the bipolaron, we obtain the Born-Oppenheimer surfaces numerically. In the case of the polaron, with $T \rightarrow 0$, $\gamma \gg \bar{T}_0$ and $t_{\text{ph}} = 0$, we have $\bar{q}_{\text{min}, \pm} = \pm \frac{\bar{T}_0}{\omega_0}$ and

$$\sigma_{\text{SC}}(\omega) = \frac{\bar{T}_0^2}{\omega} \sqrt{\frac{\pi}{\omega_0^2}} e^\left(\frac{(2\bar{T}_0^2 - \omega)^2}{(4\bar{T}_0^2 \omega_0)}\right).$$  \hspace{1cm} (17)

which is the well-known result of an asymmetric Gaussian around twice the polaron binding energy $E_P = \gamma^2/\omega_0$.

IV. METHODS

There have already been many applications utilizing the matrix-product state formalism for finite temperature calculations, see, e.g., Refs. [73, 77–80, 101, 102]. In this work, we use purification [73, 77, 78, 80, 103]. In this scheme, one simulates the thermal density matrix of the system by introducing ancillary sites, thus doubling it. The density matrix at the desired temperature $T$ can then be obtained by starting with the infinite-temperature state, imaginary time evolving it to the inverse temperature $1/(2T)$ and then tracing out the ancillary sites. In other words, one obtains the thermal state living in the physical and ancillary Hilbert spaces, $H_P$ and $H_A$, respectively, i.e., $|\psi_T\rangle \in H_P \otimes H_A$. The
thermal expectation value of an observable $\hat{O}$ acting on a state in $H_{\rho}$ is given by $\langle \hat{O} \rangle_{\rho} = \langle \psi_{\rho} | \hat{O} | \psi_{\rho} \rangle$. The state $|\psi_{\infty}\rangle$ can often be obtained either analytically or by finding the ground state of a suitable Hamiltonian [104], and $|\psi_{\rho}\rangle$ can be calculated by conducting imaginary time evolution on $|\psi_{\infty}\rangle$. Note that even though the infinite-temperature state is artificial for our implementation of the Holstein model due to the finite phonon truncation $M$, this method still captures the correct low-temperature physics, see Ref. [35]. There, a detailed description of how to obtain $|\psi_{\infty}\rangle$ for the Holstein polaron model is also given.

To obtain the time-dependent correlation functions from Eq. (8), one needs to carry out a real-time evolution after the imaginary-time evolution. The real-time evolution is, however, not carried out on $|\psi_{\rho}\rangle$, but rather on the state $|\phi_{\rho}\rangle$, which is obtained by acting on the thermal states $|\psi_{\rho}\rangle$ with the current operator $\hat{J}$, $|\phi_{\rho}\rangle = \hat{J} |\psi_{\rho}\rangle$. The real-time evolution of $|\phi_{\rho}\rangle$ is the computationally most costly part of our procedure.

There are several ways to time evolve matrix-product states, see Ref. [81] for a review, including the time-evolution block decimation (TEBD) algorithm, see Ref. [76], which also has a parallel implementation [105], and the time-dependent variational principle (TDVP) algorithm, see, e.g., Refs. [86, 87, 106–109]. In this work, we use the single-site TDVP, the two-site TDVP, and the parallel two-site TDVP (p2TDVP) algorithms introduced in Ref. [88]. We tailor the latter two specifically for electron-phonon systems with local basis optimization (LBO) [82]. Since the single-site and two-site TDVP are standard in the literature [81, 86, 87], we will, in Sec. IV A, only review the key ideas of parallelization of the two-site TDVP, and focus on how we incorporate LBO into the algorithm. We emphasize that the main idea of the parallelization of TDVP is based on the parallel ground-state DMRG (pDMRG) method introduced by Stoudenmire and White in Ref. [110] and that both the pDMRG and the pTDVP algorithms are described comprehensively in Refs. [110] and [88], respectively.

A. Parallel two-site time-dependent variational principle

For both pDMRG and p2TDVP, the first step is to bring the matrix-product state into the inverse canonical-gauge form

$$|\psi\rangle = \sum_{\bar{\sigma}} \psi_{\sigma_1} V_1 \psi_{\sigma_2} V_2 ... V_{L-1} \psi_{\sigma_L} |\bar{\sigma}\rangle .$$

(18)

Here, for a clearer notation, we will not write the bond indices unless they are specifically needed, and $|\bar{\sigma}\rangle = |\sigma_1, \sigma_2, ..., \sigma_L\rangle$, with $\sigma_i$ being the physical state on site $l$. The state is depicted in Fig. 4. For the Holstein polaron model, $|\sigma_i\rangle$ consists of the local electron and phonon state $|\sigma_i\rangle = |n_e, n_{ph}\rangle$, with $n_e = \{0, 1\}$ and $n_{ph} = \{0, ..., M\}$. Equation (18) can easily be obtained from the state in the canonical gauge [76, 111]

$$|\psi\rangle = \sum_{\bar{\sigma}} \Gamma_{\sigma_1} \Lambda_1 \Gamma_{\sigma_2} \Lambda_2 ... \Lambda_{L-1} \Gamma_{\sigma_L} |\bar{\sigma}\rangle ,$$

(19)

by inserting $V_j \Lambda_j = \mathbb{1}$ and defining $\psi_{\sigma_i} = \Lambda_{j-1} \Gamma_{\sigma_i} \Lambda_j$. The key ingredient of pDMRG is to partition the wave function from Eq. (18) onto several processes which each do their DMRG sweep and only communicate when the respective processes reach their corresponding boundaries. To make this as efficient as possible, one lets two processes start sweeping in different directions and communicate upon return. The scheme is sketched in Fig. 5.

The serial TDVP algorithm can be formulated similarly as DMRG, but by solving local time-dependent
optimization in the algorithm, we refer to solving Eq. (20). For each update, here illustrated for the left-to-right sweep, one proceeds by first computing \( \theta_{\alpha \beta} = \psi_{\tau} V_{i} \psi_{\sigma_{i+1}} \), where the index \( \alpha (\beta) \) contains the local degree of freedom \( \sigma_{i} (\sigma_{i+1}) \) and the left (right) bond \( m_{l} (m_{r}) \), i.e., \( \alpha = (\sigma_{i}, m_{l}) \) and \( \beta = (\sigma_{i+1}, m_{r}) \). The tensor \( \theta_{\alpha \beta} \) is updated by solving the equation

\[
\dot{\theta}_{\alpha \beta}(t) = \sum_{\alpha', \beta'} -i \frac{dt}{2} \mathcal{H}_{\alpha \beta, \alpha' \beta'} \theta_{\alpha' \beta'}(t),
\]

where \( \mathcal{H}_{\alpha \beta, \alpha' \beta'} \) is the effective two-site Hamiltonian, calculated by contracting the rest of the matrix-product state with the matrix-product operator Hamiltonian, see, e.g., Refs. [72, 81, 88] for details. Equation (20) has the form

\[
\theta_{\alpha \beta}(t + \frac{dt}{2}) = \sum_{\alpha', \beta'} e^{-i \frac{dt}{2} \mathcal{H}_{\alpha \beta, \alpha' \beta'}} \theta_{\alpha' \beta'}(t).
\]

Consecutively, a singular value decomposition (SVD) is performed on the updated \( \theta_{\alpha \beta} = A_{m_{l}, \sigma_{i}} B_{m_{r}, \sigma_{i+1}} \Lambda_{i} \). We then write \( \psi_{\sigma_{i}} = A_{m_{l}, \sigma_{i}} \Lambda_{i} \) and \( \psi_{\sigma_{i+1}} = B_{m_{r}, \sigma_{i+1}} \Lambda_{i} \). For the discussion of the local basis optimization in the algorithm, we refer to solving Eq. (20) as step one and the following SVD as step two. Lastly, the effective one-site Hamiltonian \( \mathcal{H}_{\gamma \gamma} \) for site \( j + 1 \) is computed and \( \psi_{\gamma} \) is evolved backwards in time by solving

\[
\psi_{\gamma}(t) = \sum_{\gamma'} e^{+i \frac{dt}{2} \mathcal{H}_{\gamma \gamma'}} \psi_{\gamma'}(t + \frac{dt}{2}),
\]

where we wrote all indices of \( \psi_{\sigma_{i+1}} \) as \( \gamma \) for brevity. The same process is then repeated for sites \( i + 1 \) and \( i + 2 \). Similar to pDMRG, one can partition the system for p2TDVP. We illustrate this in Fig. 5. This is done under the assumption that the inverse canonical form is approximately preserved for small \( dt \). Thereafter, one assigns each partition to an individual process together with the corresponding effective Hamiltonian. For the truncation in the SVDs, we discard all singular values such that

\[
\sum_{\text{discarded } \eta} s_{\eta}^{2} / (\sum_{\eta} s_{\eta}^{2}) < \epsilon_{\text{bond}}.
\]

**B. Local basis optimization**

We now discuss how we incorporate the local basis optimization in the 2TDVP algorithm. This procedure is independent of whether the 2TDVP is run serially or in parallel. The idea of LBO [82] is to find a so-called optimal basis in which the state can be represented efficiently and truncated with a negligible error. LBO has already been used in many applications, see, e.g., Refs. [31, 35, 38, 41, 43, 112, 113]. To obtain the transformation matrices into an optimal basis, one first computes the reduced density matrix from, in our algorithm, the two-site tensor

\[
\rho_{\sigma_{i}, \sigma_{i}'} = \langle \theta_{\sigma_{i}'} \rangle_{\sigma_{i} \sigma_{i}'},
\]

where all remaining indices have been contracted. \( \rho_{\sigma_{i}, \sigma_{i}'} \) is then diagonalized

\[
\rho = R W R^{\dagger}.
\]

The matrix \( R \) transforms the site from the physical basis \( \sigma_{i} \) to the optimal basis \( \tilde{\sigma}_{i} \) and \( W \) is a diagonal matrix with the values \( w_{\alpha} \). The truncation of the optimal basis from the local dimension \( d \) into the dimension \( d_{\text{LBO}} \) is done based on the magnitude of the eigenvalues \( w_{\alpha} \), which, in many cases, decay exponentially, see, e.g., Refs. [30, 43]. When diagonalizing the reduced density matrices in Eq. (24) to obtain the optimal basis, the smallest eigenvalues \( w_{\eta} \) are discarded such that the truncation error is below a threshold:

\[
\sum_{\text{discarded } \eta} w_{\eta} / (\sum_{\eta} w_{\eta}) < \epsilon_{\text{LBO}}.
\]

There are two costly operations where a transformation of the physical index to an optimal basis can be beneficial. The most costly operation of the algorithm is the contraction of the effective Hamiltonian \( \mathcal{H}_{\alpha \beta, \alpha' \beta'}^{\text{eff}} \) with the local tensor \( \theta_{\alpha', \beta'} \) needed to solve Eq. (20) in step one. This has a cost of order \( \mathcal{O}(d m^{2} D^{2} + d^{2} m D^{3}) \), where \( m \) is the bond dimension of the Hamiltonian and \( D \) the bond dimension of the state. We solve Eq. (20) with a fourth-order Runge-Kutta algorithm (RK4), see, e.g., Ref. [114] for an application of RK in the context of DMRG.

The RK4 algorithm consists of approximating \( \theta_{\alpha \beta}(t +
\[\frac{\partial \vec{\sigma}}{\partial t}\] as
\[
\theta_{\alpha\beta}\left(t + \frac{dt}{2}\right) = \theta_{\alpha\beta}(t)
+ \frac{-idt}{2} \left( k_{1,\alpha\beta} + 2k_{2,\alpha\beta} + 2k_{3,\alpha\beta} + k_{4,\alpha\beta} \right),
\tag{27}
\]
where for each \(k_{j}\), we must contract the effective Hamiltonian with a two-site tensor. To incorporate LBO into the algorithm (RK4-LBO), we first obtain the transformation matrices into the local optimal basis states \(\tilde{\sigma}_i\) and \(\tilde{\sigma}_{i+1}\) from \(\theta_{\alpha\beta}\) as previously explained. We then transform the two sites of the effective Hamiltonian and \(\theta_{\alpha\beta}\) into this new basis, \(H_{\alpha\beta\tilde{\alpha}\tilde{\beta}}\) and \(\theta_{\tilde{\alpha}\tilde{\beta}}\), where \(\tilde{\alpha} = (\sigma_i, m_i)\). Then, we compute
\[
k_{\alpha\beta}^1 = \sum_{\tilde{\alpha}'\tilde{\beta}'} H_{\alpha\beta\tilde{\alpha}'\tilde{\beta}'} \theta_{\tilde{\alpha}'\tilde{\beta}'}(t).
\tag{28}
\]
We proceed by calculating
\[
k_{\alpha\beta}^2 = \sum_{\tilde{\alpha}'\tilde{\beta}'} H_{\alpha\beta\tilde{\alpha}'\tilde{\beta}'} \left( \theta(t) + \frac{-idt}{2} k^1 \right)_{\tilde{\alpha}'\tilde{\beta}'},
\tag{29}
\]
but now \(\tilde{\alpha}\) and \(\tilde{\beta}\) are the optimal basis states extracted from the tensor \(\theta(t) + \frac{-idt}{2} k^1\). A similar procedure is used to obtain \(k^3\) and \(k^4\). One first adds the needed tensors and then obtains the new optimal basis states before contracting with the environment. Note that it is not ensured that one gains a computational benefit from the algorithm. As mentioned earlier, one must first create the reduced density matrices at a cost of order \(O(D^2D^3)\), diagonalize them at a cost of order \(O(D^4)\), apply the transformation matrices at a cost of order \(O(D^2d^2_dLBO)\), and add the tensors at a cost of order \(O(D^2d^2)\) to get a cost for the contraction of order \(O(d^2d^2_dLBOm^2D^2 + d^2mD^3)\). In practice, however, we find this scheme to lead to a computational speed-up in many situations, compared to only implementing step two. This is also due to the additional benefit of the optimal basis on the many sub-leading tensor contractions.

A common approach to solve Eq. (20) is to use a Krylov method. While the RK4 algorithm is non-unitary we also compare some of our data to that obtained using a Krylov solver without LBO and the tDMRG-LBO time-evolution algorithm used in Ref. [35]. The error appears to be negligible in the cases studied here. A comparison and discussion of the different algorithms are contained in Appendix A. Alternatively, one could also apply the local basis transformation when using a Krylov solver, thus needing to find the optimal basis for each Krylov vector. In our tests, this seems to require more optimal basis states than the RK4 scheme. This is addressed in Appendix A as well.

To implement the LBO before the SVD in step two, all one needs to do is to get the local basis of \(\theta_{\alpha\beta}(t + \frac{dt}{2})\), then transform the tensor into \(\theta_{\tilde{\alpha}\tilde{\beta}}(t + \frac{dt}{2})\), and carry out the singular value decomposition before transforming the tensor back to the bare basis. This step has the cost \(O(d^2 + D^3d^3)\), but the cost of the SVD becomes of the order \(O(D^3d^3_dLBO)\).

In our experience, only implementing step two alone is sufficient to gain a significant computational speed up. This can easily be incorporated into ground-state DMRG algorithms as well. A discussion of the number of local states needed is presented in Appendix A.

For the imaginary-time evolution used to obtain all the thermal states in this work, we only implement step two and use a Krylov solver for the local differential equations in Eq. (20). Our reason is that the imaginary-time evolution is less costly, and RK4 is unstable in our calculations for all but very small imaginary time steps \(d\tau\). This computation is also run serially. To ensure that the low bond dimension of the initial states does not lead to a significant projection error, we compared the states to those obtained using tDMRG for the polaron. For both the polaron and bipolaron, we also compared the states where we imaginary-time evolved using a higher bond dimension through the sub-space expansion introduced in Ref. [108]. If \(|\psi_A\rangle\) and \(|\psi_B\rangle\) are states obtained with different imaginary time-evolution schemes, we had \(|1 - \langle \psi_A|\psi_B\rangle|\) of the order of \(O(10^{-6})\) in all cases.

For the real-time evolution, we implement both steps one and two and refer to the algorithm as p2TDVP-LBO. Note that when carrying out the real-time evolution, we simultaneously time-evolve the part of the state in the ancillary space back in time to get a slower increase in the bond dimension [115–119]. While not an optimal procedure, see Ref. [120], this can easily be incorporated into the algorithm. We carry out the real-time evolution until \(t_{\text{max}}\) and add \(4 \cdot t_{\text{max}}\) zeros to the signal for better resolution (zero padding) before the Fourier transformation. Alternatively, one can use linear prediction, see, e.g., Refs. [78, 121, 122], for a higher frequency resolution. We confirmed that both methods give consistent results for our data. Recently, another method for reaching longer times has been proposed [123].

For the real-time evolution, we use a time step \(dt/\omega_0 = 0.01\) and for the imaginary-time evolution \(d\tau/\omega_0 = 0.1\). When real-time evolving at high temperatures (here \(T/\omega_0 = 1\)) and in the large-coupling regime, we take advantage of the fact that the thermal states have a relatively large bond dimension (which increases further when we act with \(J\) on the state) and use a serial single-site TDVP algorithm. This is done since the bond dimension becomes unfeasible for our computational resources otherwise. Furthermore, this approach does not require the implementation of LBO for our applications, since the algorithm scales better with the local Hilbert space dimension. In this case, \(\epsilon_{\text{bond}, J}\) indicates the cutoff at which we truncate after applying the current operator to the thermal state. Here, convergence is monitored by changing \(\epsilon_{\text{bond}, J}\), even though the time-evolution scheme itself has a constant bond dimension. To make sure that small bond dimensions on some bonds do not lead to errors, we also compared the results to those obtained with
We use a fixed $\epsilon_{\text{bond}}$ for our purposes. In Fig. 6(b), we show a similar plot but for a fixed $\epsilon_{\text{bond}} = 10^{-9}$ and different $\epsilon_{\text{LBO}}$. The calculation is done with p2TDVP-LBO and is distributed onto four processes.

A larger bond dimension by enforcing a minimum bond dimension when applying $\hat{J}$.

To further verify our results, we carefully compare the moments of the time-dependent correlation functions to their finite-temperature expectation values, see Appendix B for details. To test our algorithm, we also compare our ground-state optical conductivity to data obtained with the Lanczos method for weak and intermediate electron-phonon coupling. Furthermore, we check that our finite-temperature polaron data in the weak and intermediate electron-phonon coupling regime is consistent with those obtained with a different time-evolution method whenever possible, namely the tDMRG-LBO method used in Ref. [35]. Additionally, we monitor the $f$-sum rule in the large electron-phonon coupling regime. This is also contained in Appendix B. All calculations are done with the ITensor software library [124].

We now demonstrate how we control the convergence of the p2TDVP-LBO time evolution with respect to $\epsilon_{\text{bond}}$ and $\epsilon_{\text{LBO}}$. This is illustrated in Fig. 6 for the real-time current-current correlation function for $\gamma/\omega_0 = \sqrt{2}$ and $t_{\text{ph}}/\omega_0 = -0.1$. Figure 6(a) shows $\text{Re}[C_T(t)]$ for a fixed $\epsilon_{\text{LBO}}$ and different $\epsilon_{\text{bond}}$. The data illustrate that when $\epsilon_{\text{bond}}$ is chosen sufficiently small, the correlation functions become independent thereof and the curves are converged for our purposes. In Fig. 6(b), we show a similar plot but for a fixed $\epsilon_{\text{bond}}$. As can be seen, both $\epsilon_{\text{bond}}$ and $\epsilon_{\text{LBO}}$ must be chosen carefully. We note that during this work, we have observed that, in some cases, one can obtain similar optical conductivities with the same key features even when the correlations functions still depend noticeably on cutoffs. One could control convergence by only monitoring the quality of the optical conductivity. We work with the stricter criteria of monitoring both the correlation functions and the optical conductivity as elaborated on above. Note that in some cases, small deviations could not be avoided with our computational resources.

**V. GROUND-STATE RESULTS**

In this section, we present the results for the real part of the optical conductivity obtained with p2TDVP-LBO for the ground state of the Holstein polaron. The ground state itself is obtained with ground-state DMRG. Our results are compared to calculations with the Lanczos method for weak and intermediate electron-phonon coupling. For strong coupling, we compare to Eq. (16).

A. Ground-state results in the weak- and intermediate-coupling regimes

We first look at the optical conductivity in the ground state for different electron-phonon coupling strengths and different phonon dispersion relations. The effects of the dispersion on the optical conductivity were thoroughly investigated in Ref. [36], however, we also describe the behavior here for self-consistency and to guide the discussion of the results at finite temperature.

We verify the correctness of our results by comparing them to the optical conductivity obtained with the Lanczos method. This method uses a constructed variational Hilbert space and allows for 28 phonons at the initial site of the electron, but fewer and fewer at the sites further away, see Ref. [36] for details. The Lanczos method has the advantage of computing the optical conductivity directly in frequency space and can easily extract the Drude weight. However, it has more difficulties in including many phonons and larger systems than the DMRG method. Lastly, the DMRG has an (in principle) straightforward extension to finite densities. In a setup where the Lanczos method cannot utilize the variational Hilbert space approach, the treatable system sizes will also be limited.

In Fig. 7, we show the real part of the optical conductivity in the Holstein-polaron model in the weak-coupling regime, $\lambda = 1/2$, for different values of the phonon hopping amplitude $t_{\text{ph}}$, calculated with the Lanczos method and p2TDVP-LBO for $L = 20$, 40, and 60. The first important result is that the p2TDVP-LBO method reproduces the incoherent part of $\sigma'(\omega)$ from the Lanczos method very accurately. Additionally, we see that we can access system sizes large enough to obtain results approximately independent thereof.

Figure 7(b) shows the real part of the optical conductivity at finite $\omega$ and a flat phonon band. The incoherent part is dominated by two peaks starting at approximately $\omega/\omega_0 = 1$ and 2. The appearance of a peak at $\omega/\omega_0 = 1$ is consistent with weak-coupling perturbation theory, see, e.g., Ref. [66], and stems from when the one-phonon emission process. The width of the peaks is also given by the possible changes in electron quasi-momenta $k_{\text{el}}$. This is because the emitted phonon can have any quasi-momentum due to the flat dispersion relation and the transition energies are thus dominated by the change in electron energy. Here, the biggest difference between
the Lanczos and the p2TDVP-LBO data is visible. The Lanczos data exhibit a peak structure occurring due to the possible electron quasi-momenta $k_{\text{el}}$, which we cannot resolve with p2TDVP-LBO due to the finite resolution coming from the limited times available and the large number of $k_{\text{el}}$.

When a small upward dispersion relation, $t_{\text{ph}}/\omega_0 = -0.1$, is introduced, see Fig. 7(a), the distinction between the different phonon emission peaks disappears and the weight of the incoherent spectra gets slightly shifted to lower frequencies. The latter can be explained by the fact that the emitted phonon has an additional energy contribution of $\approx 2t_{\text{ph}}$ due to the finite phonon bandwidth. As a result, the peak shifts to $\approx \omega_0 + 2t_{\text{ph}}$. The transfer to higher quasi-momentum states still remains rather unaffected since $|t_{\text{el}}/t_{\text{ph}}| \gg 1$. Similar behavior of the second phonon peak leads to the monotonic decay of the incoherent spectra after the first maximum.

For $t_{\text{ph}}/\omega_0 = 0.1$ in Fig. 7(c), we see the opposite effect. The one- and two-phonon emission peaks become more easily separable and their maxima get shifted to larger frequencies. This is consistent with the fact that every transition energy introduces the term $2t_{\text{ph}} \cos(k)$. For small $k$, the energy differences correspond to larger frequencies whereas the opposite happens for larger $k$ with $2t_{\text{ph}} \cos(k) > 0$. In total, this leads to a shift of the peaks to higher frequencies and a suppression of their width.

We now turn to the intermediate coupling regime with $\lambda = 1$. The ground-state results are presented in Fig. 8. We show $t_{\text{ph}}/\omega_0 = -0.1$ in Fig. 8(a), $t_{\text{ph}}/\omega_0 = 0$ in Fig. 8(b), and $t_{\text{ph}}/\omega_0 = 0.1$ in Fig. 8(c). Again, essentially the same incoherent structure is produced by both the Lanczos and p2TDVP-LBO method with small differences in some peak heights. In this regime, a small but finite phonon bandwidth has a significant impact on the optical conductivity. In general, the spectra broaden, signaling that the two and three phonon-emission processes play a more important role when the coupling is increased. Note that due to the small values for the dispersion, we do not observe the multi-phonon structure at $\omega < \omega_0$ for $t_{\text{ph}} > 0$, as reported in Ref. [36]. Still, the same physical effects as in the weak-coupling case can be observed, although significantly enhanced. For example, the one- and two-phonon peak for $t_{\text{ph}}/\omega_0 = 0.1$ in Fig. 8(c) are almost completely distinguishable. In conclusion, we see that the p2TDVP-LBO method can reproduce all the features from the Lanczos method very well in the incoherent part of the spectrum for both $\lambda = 1$ and $\lambda = 1/2$. Note that we observe some oscillations for low frequencies which we attribute to artifacts of the Fourier transformation. This was verified by comparing the DMRG data to only the regular part of the Lanczos data.

**B. Ground state in the strong-coupling regime**

We now turn to the ground-state optical conductivity in the strong-coupling regime with $\gamma/\omega_0 = 3$. As can be seen from Eq. (16) and by analyzing the Born-Oppenheimer surfaces in Fig. 2, the expectation is a shifted Gaussian around twice the polaron binding energy $E_P$ for a flat phonon dispersion relation. With a finite phonon bandwidth, one expects the Gaussian to be shifted to either larger or smaller frequencies depending on the sign of $t_{\text{ph}}$. This central peak can be understood in terms of the Franck-Condon transition in the extreme adiabatic limit. There, the motion of the electron is so fast compared to that of the phonons that the electron is excited without changing the phonon configuration with an energy difference of $2E_P$. This process is sketched in Fig. 3. In Fig. 9, the results of the p2TDVP-LBO ground-state calculation for different phonon dispersion is plotted. We show the expression from Eq. (16) and the p2TDVP-LBO data for $t_{\text{ph}}/\omega_0 = -0.1$ in Fig. 9(a),
$t_{ph}/\omega_0 = 0$ in Fig. 9(b), and $t_{ph}/\omega_0 = 0.1$ in Fig. 9(c). Our numerical results are very well approximated by the analytic formula. Comparing Figs. 9(a), (b), and (c), it becomes clear that even a small but finite phonon bandwidth significantly alters the position of the maximum of the spectrum. A downwards phonon dispersion relation shifts the absorption spectrum to higher frequencies and an upwards phonon dispersion relation shifts it to lower frequencies. This is expected from inspecting the Born-Oppenheimer surfaces in Sec III. The vertical gray dashed lines in Fig. 9 indicate the energy differences between the two Born-Oppenheimer surfaces at $\tilde{q}_{	ext{min}}$. The time-evolution is done up to $t_{\text{max}}\omega_0 = 11$ and we use a Lorenzian broadening with $\eta = 0.1$. The simulation is distributed onto four processes for the DMRG calculations using p2TDVP-LBO.

We conclude that our method also works well for a large electron-phonon coupling in the ground state, but we note that many local modes are needed in the local basis optimization. For example, the calculations in Figs. 7, 8, and 9, required roughly 10, 15, and 30 local optimal basis states in both steps one and two of the algorithm. We also emphasize that, despite being calculated far from the adiabatic limit ($t_0/\omega_0 = 1$), our results agree well with the analytic predictions. Note that in Fig. 9, there is still a resilient M dependence in the amplitude of some peaks, most notably so in Fig. 9(b). This is further discussed in Appendix B.

VI. FINITE-TEMPERATURE RESULTS

A. Finite-temperature results in the weak and intermediate coupling regimes

We proceed by investigating how the real part of the optical conductivity changes when going from zero to finite temperatures. Figure 10 shows $\sigma'(\omega)$ for the Holstein polaron for $\lambda = 1/2$ at different temperatures and with different values of the phonon hopping amplitude $t_{ph}$. One can observe a similar influence of the finite temperature for the upwards dispersion relation [$t_{ph}/\omega_0 = -0.1$ in Fig. 10(a)], a flat dispersion relation
[\lambda = 1 in Fig. 11(b)], and downwards dispersion relation [\lambda = 0.1 in Fig. 10(c)]. Namely, there is a clear increase in spectral weight at low frequencies. This is consistent with other calculations in the weak-coupling regime [66] (although there in the adiabatic regime). This is due to the contribution of states previously thermally suppressed with a smaller energy difference than \omega_0. We further see an increase in the one-phonon emission-peak amplitude. This is due to the enhanced population of higher quasi-momentum states at a higher temperature, which now all contribute through one-phonon emission processes. The maximum one-phonon peak also shifts to lower frequencies, and the effect seems more apparent for \lambda = 0.1 than for \lambda = 0.1. We attribute this to the fact that the sign of the curvature in the polaron and phonon bands differ in the first case and and is the same in the latter.

In the intermediate regime, \lambda = 1 in Fig. 11, there is a different influence of the finite temperature on the spectrum. Whereas higher T/\omega_0 almost washes out the separate peak structure for \lambda = 0, 0.1 and \lambda = 1/2, the peaks remain fairly well separated for all temperatures studied here when \lambda = 1. This is valid for \lambda = 0, and \lambda = 0.1 in Fig. 10(b) and (c), respectively. Furthermore, when \lambda = 0, the spectrum remains largely unaffected by temperature other than enhanced weight at lower frequencies. By decreasing \eta, we can observe small temperature dependent resonances at low frequencies for \lambda = 1/2, 1 and \lambda = 0, 0.1 [this can still be seen in Fig. 11(c)], but from our available data, we cannot conclusively determine if they are physical or an artifact of the Fourier transformation. In this case, a higher frequency resolution would be necessary.

**B. Finite-temperature results in the strong-coupling regime**

We now analyze how the optical conductivity changes with temperature in the strong-coupling regime, i.e., \lambda = 4.5. The results can be seen in Figs. 10(a), 10(b), and 10(c) for the phonon dispersion \lambda = -0.1, 0, and 0.1, respectively. The analytic formula for the optical conductivity, see Eq. (16), remains a good approximation in all cases in Fig. 12, even as the temperature is increased to T/\omega_0 = 1. Still, our data have less spectral weight at low frequencies. The reason is not obvious, but some deviations are to be expected since we are far away from the adiabatic limit. Further, we observe that the phonon dispersion relation affects the finite-temperature behavior. The upwards dispersion relation, see Fig. 12(a), leads to a larger contribution at low frequencies than the downward dispersion relation in Fig. 12(c). Looking at the \omega \rightarrow 0 values, it appears that the thermally activated hopping plays a lesser role when there is a downwards than an upwards phonon dispersion relation. This is consistent with the depth of the lower Born-Oppenheimer surfaces increasing, as can be seen in Fig. 2. Furthermore, since the low quasi-momenta phonons have higher energy for the downwards dispersion relation, the nonadiabatic transition with a small change in electron quasi-momenta is suppressed compared to the upwards dispersion relation case. Note that the resonance at \omega = 2t_0 seen in Ref. [65] for a small \omega_0/t_0 can be qualitatively reproduced by our method (not shown here). We further mention that small finite-size effects can be seen in some of the oscillation amplitudes in the data shown in Fig. 12. This is illustrated in Appendix B.

**VII. BIPOLARON RESULTS**

We now proceed to study the real part of the optical conductivity of the Holstein bipolaron at finite temperature. In Fig. 13, we plot \sigma'(\omega) for weak and intermediate electron-phonon coupling, \lambda = 1/2, 1, with \lambda = 0. We observe substantial differences in the spectrum between both the two different electron-phonon coupling parameters, as well as between the polaron and bipolaron...
for $\lambda = 1$. For $\lambda = 1/2$, see Fig. 13(a), the bipolaron spectrum is almost identical to the single-polaron spectrum weighted by a factor of two. When $\lambda = 1$, we obtain quite a different picture. Whereas the $\omega/\omega_0 = 1$, 2 peaks have a similar amplitude for the polaron when $t_{ph}/\omega_0 = 0$, see Fig. 11(b), the bipolaron has a clear maximum around $\omega/\omega_0 = 2$. This indicates that the two-phonon emission process plays a much more dominant role than for the polaron. As $T/\omega_0$ is increased, a resonance appears that can be distinguished from the rest of the spectrum [indicated by the arrow in Fig. 13(b)]. We believe that this stems from the enhanced importance of the one phonon emission peak, which shifts to lower frequencies, similar to what can be seen in Fig. 13(a). When the temperature is increased, the two electrons act more like separate polarons, and the one-phonon emission process becomes more important (for very high temperatures, the bipolaron will dissolve).

We want to emphasize that we focus on the single-bipolaron limit to properly understand the behavior in a dilute system. This is also motivated by the recent results on bipolaron high-temperature superconductivity reported in Ref. [16]. Going to a finite bipolaron density will add scattering, whose effects are beyond the scope of our study. We also observe that when we increase the density to two spinless electrons, the spectrum does practically not change compared to the single electron case (except for a re-scaling with a factor of two). This indicates that the change in the spectrum in Fig. 13(b) can be attributed to the formation of a bound bipolaron and not to the change in density. In Fig. 13(b), we also show the data points without zero padding to illustrate that the resonance is not an artifact of the Fourier transformation. While not shown here, we additionally confirmed that the ground-state DMRG results are distributed onto 4 processes and are calculated with p2TDVP-LBO.

In Fig. 14, we display the real part of the optical conductivity in the strong-coupling regime ($\lambda = 4$). The first
key observation is that the analytical formula in Eq. (16) is qualitatively consistent with the DMRG data. An asymmetric Gaussian with a dispersion-dependent maximum (around $4E_p$ for $t_{ph}/\omega_0 = 0$) is seen in both cases. For $T/\omega_0 = 1$, the maximum is shifted to smaller frequencies and substantial spectral weight can be observed at small $\omega$. This is similar to what occurred for the polaron, see Fig. 12, although a clear dispersion dependence on the low-frequency weight can not be identified for the parameters chosen here. Still, we conclude that Eq. (16) also describes the real part of the optical conductivity for the bound bipolaron quantitatively well. We note that we can still detect small finite-size effects in some of the oscillation amplitudes in Fig. 14. This is further discussed in Appendix B.

VIII. CONCLUSION

In this work, we tackled the challenging task of accurately computing finite-temperature transport properties in polaron systems. We used single-site TDVP and two-site serial and parallel TDVP combined with local basis optimizations to calculate the real part of the optical conductivity for the Holstein polaron and bipolaron models with dispersive phonons at finite temperatures. We first explained how we incorporate LBO into two-site TDVP and reviewed the key ideas of the parallel implementation. The implementation of p2TDVP gives us the possibility to distribute the system onto different processes, thus allowing for an efficient time evolution while taking advantage of modern computer architectures. This, combined with LBO, allows us to compute time-dependent correlation functions for electron-phonon (bi)polaron systems with a variety of electron-phonon interaction strengths.

We first verified that the results obtained with p2TDVP are consistent with those calculated with the Lanczos method for the ground state of the Holstein polaron. We observed that even a small but finite phonon bandwidth has a significant impact on the optical conductivity for weak and intermediate electron-phonon cou-
pling, consistent with previously reported results [36]. Most importantly, our method can accurately reproduce the Lanczos method data. For strong electron-phonon coupling, the known result of an asymmetric Gaussian is reproduced for \( t_{\text{ph}}/\omega_0 = 0 \). However, a finite bandwidth shifts the center of the Gaussian to higher or lower frequencies depending on the sign of the phonon hopping amplitude \( t_{\text{ph}} \). This can be understood by inspecting the Born-Oppenheimer surfaces of the Holstein dimer as we saw in Sec. III.

Going to finite temperatures significantly alters the optical conductivity. For weak electron-phonon coupling, an increase of spectral weight around \( \omega/\omega_0 = 1 \) appears. Furthermore, the previously clearly distinguishable peaks almost completely merge at \( t_{\text{ph}}/\omega_0 = 0.1 \).

For intermediate electron-phonon coupling, the separated peaks remain distinguishable for \( t_{\text{ph}}/\omega_0 = 0.0, 0.1 \), whereas the finite temperatures analyzed here do not alter the spectrum much for \( t_{\text{ph}}/\omega_0 = -0.1 \). In the large coupling case, our data verify the validity for Eq. (16) in the non-adiabatic regime. For \( T/\omega_0 = 1 \), the maximum of the Gaussian-shaped curve, compared to the \( T/\omega_0 = 0 \) case, shifts to smaller frequencies, and significant spectral weight is seen at lower frequencies. This is more prominent for an upwards than for a downwards phonon dispersion relation.

Lastly, we presented results for the bound bipolaron. There, we compared weak and intermediate electron-phonon coupling data for dispersionless phonons. While the real part of the optical conductivity for the first parameter set resembles that of the single polaron, a quite different behavior is seen when \( \lambda = 1 \). There, the maximum of the spectrum is shifted to \( \omega/\omega_0 = 2 \), signaling the importance of two-phonon emission processes. These parameters also give rise to a large distinguishable peak at small frequencies. Our strong-coupling bipolaron data reproduce the analytic predictions drawn from the analysis of the Born-Oppenheimer surfaces very well. We reported a dispersion-dependent shift of the maximum of the spectrum and a significant decrease in the amplitude for \( T/\omega_0 = 1 \), in comparison to the zero-\( T \) results. Furthermore, there is enhanced spectral weight for low frequencies.

These results characterize how the main features of small and large polarons in a Holstein-type system change under phonon dispersion and at finite temperatures. Understanding the basic mechanisms in such theoretical Hamiltonians constitutes an essential step in detecting such features, or lack thereof, in experimental data.

There are many interesting extensions to this work. For one, our numerical method can suffer from low-frequency resolution due to the limitations in reachable times. This could lead to small distinct features of the optical conductivity not being detected. Furthermore, despite the benefits of using LBO, there will always be a limit set by phonon truncation. For this reason, one goal of this work is to provide reliable data in the regimes where DMRG is the most powerful (intermediate electron-phonon interaction) which is out of reach of perturbative methods, see, e.g., Ref. [125]. These can then be used to reliably benchmark results obtained with other methods, see, e.g., Refs. [126–135], which might have their strong suit in complementary parameter regimes.

Additionally, including electron-electron interactions in the Born-Oppenheimer formalism can lead to new insights into the transition from bound to unbound bipolarons [44–48, 51, 53, 54]. As this can involve additional numerical complexity, it can also serve as an interesting future application for the methods presented here.

Furthermore, one could try to compare the computations with other finite-temperature matrix-product state methods such as minimally entangled typical thermal state algorithms (METTS), see, e.g., Refs. [79, 101, 102].

Lastly, an interesting application for our method would be to calculate properties for more complicated Hamiltonians, such as those inspired by manganite physics, see, e.g., Ref. [136] for a theoretical review.
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Appendix A: Bond and local basis dimensions

We here discuss the numerical details of the p2TDVP-LBO algorithm. In Fig. 15, we compare how the computation of the current-current correlation functions scales compared to the tDMRG-LBO algorithm applied in Ref. [35]. Note that we use tDMRG-LBO to obtain the thermal state with imaginary-time evolution and to do the real-time evolution shown in Fig. 15. The agreement between the two methods seen in Fig. 15(c) serves as a check for our p2TDVP-LBO algorithm. As explained in Sec. IV, the real-time evolution is carried out on the state \( |\phi_T\rangle = J |\psi_T\rangle \). In Fig. 15(a), we show the maximum bond dimension of \( |\phi_T\rangle \) as a function of time with \( \epsilon_{\text{Bond}} = \epsilon_{\text{LBO}} = 10^{-9} \) for both time-evolution methods. The need for a smaller bond dimension for p2TDVP is apparent, consistent with previous benchmarks of MPS time-evolution algorithms [81]. Figure 15(b) displays the maximum LBO dimension used in the SVD after applying the time-evolution gate in the tDMRG-LBO algo-
We now demonstrate that the calculations of the correlation function at finite temperatures can be homogeneously distributed onto several processes. In Fig. 16, we show that the bond dimension is roughly equal on all the bonds at different times for the bulk of the system. There, we plot the bond dimension between the different sites at the times $\omega_0 = 8, 12, 13$ for the Holstein polaron. The parameters are given in the caption of Fig. 16. Furthermore, the grey dashed lines show where the partitioning of the system is done. Therefore, a need for dynamically adapting the boundaries as suggested for pDMRG in Ref. [137] does not seem necessary for our applications.

Lastly, in our discussion of the numerical details of p2TDVP-LBO, we illustrate the difference between using a regular Krylov solver, a Krylov solver with LBO (Krylov-LBO), and RK4 with LBO (RK4-LBO) in step one of the algorithm (see Sec. IV for details). In our test case, we apply the three versions of the algorithm to the real-time evolution of the bipolaron ground state after applying the current operator $|\phi_0\rangle = J |\psi_0\rangle$. Note that the results, as in all LBO calculations, will be system and set-up dependent and a benchmark should be carried out in each case separately when feasible.

Figure 17(a) shows the average CPU time for each time step with the three methods. One first observes that the exponential increase in the bond dimension dominates the computation time in all cases. Still, using Krylov-LBO seems to be faster than using the regular Krylov solver. The RK4-LBO algorithm is significantly faster for the times reached here. We believe that this can be understood as follows: The Krylov vectors for a general state $|\psi\rangle$, are $|\psi\rangle_0 = |\psi\rangle$, $|\psi\rangle_1 = \hat{H} |\psi\rangle_0$, $|\psi\rangle_2 = \hat{H} |\psi\rangle_1 = \hat{H}^2 |\psi\rangle_0$, and so on. The LBO basis is found before $\hat{H}$ is applied. Through the polynomial application of $\hat{H}$, we expect a larger phonon Hilbert space to be explored, which requires a larger number of LBO states. However, for the RK4 algorithm, $|k^1\rangle = \hat{H} |\psi\rangle$, but $|k^2\rangle = \hat{H} (|\psi\rangle + \alpha dt |k^1\rangle) = (\hat{H} |\psi\rangle + \alpha dt \hat{H}^2 |\psi\rangle)$ etc, where $\alpha$ is a number. Now, the term including $\hat{H}^2$ is scaled with $dt$. We thus believe that for small $dt$, the optimal basis changes less drastically than for the Krylov vector $|\psi\rangle_2$. This seems plausible when inspecting the LBO dimensions needed in the calculations.

In Fig. 17(b), we show the maximum LBO dimension needed in the different algorithms. The red dotted line is the maximum LBO dimension used in the Krylov-LBO steps whereas the light red dotted line is the average. The maximum LBO dimension in the Krylov algorithm quickly reaches the maximum, which we already attributed to the fact that one must apply the effective Hamiltonian several times. The average remains somewhat lower. The required LBO dimension is significantly smaller in RK4-LBO (the average and maximum almost perfectly overlap), making the algorithm more efficient.
The parameters are \( L = 13, M = 25, \gamma/\omega_0 = 1 \), \( t_{ph}/\omega_0 = 0.0 \), and \( e_{\text{bond}} = e_{\text{LBO}} = 10^{-9} \). (a) Average CPU time for the different implementations in step one of the two-site TDVP algorithm, see Sec. IV for details. Black solid line: regular Krylov solver. Red dotted line: Krylov-LBO. Blue dashed line: RK4-LBO. (b) Maximum optimal basis dimension in the two-site TDVP with the Krylov-LBO (red dotted line) and with the RK4-LBO (blue dashed line) solver. The light lines are calculated by averaging the LBO dimension in all the Krylov vectors or all the \( k^j \) in the RK4 algorithm, and then taking the maximum of all the sites. (c) Absolute value of \( 1 - \chi \) of the wave function with a LBO solver and with the regular Krylov solver. Red dotted line: Krylov-LBO. Blue dashed line: RK4-LBO. All simulations use two cores.

We also observe that the difference between RK4-LBO and Krylov-LBO is negligible for the time scales studied here. Figure 17(c) shows the absolute value of \( 1 - \chi \), where \( \chi \) is the overlap between either the state using Krylov-LBO (red dotted line) or RK4-LBO (blue dashed line) with the state which uses a Krylov method without LBO. The difference is small for all times in our test case. We further want to point out that the RK4 solver, in general, is not as stable as the Krylov solver. For example, it did not converge well for the imaginary-time evolution in our calculations (which is why we use the regular Krylov solver in that case). For that reason, we also compared our results computed with the RK4-LBO solver to those obtained with a Krylov solver without LBO.

**Appendix B: Comparing the moments**

We now want to estimate the accuracy of the Fourier transform of the time-evolved current-current correlation function, see Eq. (8), which we use to extract \( \sigma^j(\omega) \). To do that, we compare the moments of the correlation function calculated in two ways: By calculating a thermal expectation value of the initial state and integrating the correlation function over \( \omega \). Computing the moments to assess the accuracy of the calculations for the Holstein polaron has already been used for the spectral functions, see, e.g., Refs. [33, 35, 138, 139]. We define the \( k \)th moment to be

\[
\hat{M}_k = \int_{-\infty}^{\infty} d\omega (\omega)^k C(\omega)_T.
\]

We define the \( k \)th moment to be

\[
\hat{M}_k = \int_{-\infty}^{\infty} d\omega (\omega)^k C(\omega)_T.
\]

The first moment becomes

\[
\hat{M}_1 = \int_{-\infty}^{\infty} d\omega C(\omega)_T = \langle [\hat{J}, \hat{H}] \rangle_T,
\]

where \([\hat{J}, \hat{H}] = [\hat{J}, \hat{H}_{\text{kin}}] + [\hat{J}, \hat{H}_{\text{e-ph}}] \) with

\[
[\hat{J}, \hat{H}_{\text{kin}}] = -it_0^2 \sum_s (2\hat{c}^\dagger_{1,s} \hat{c}_{1,s} - 2\hat{c}^\dagger_{L,s} \hat{c}_{L,s})
\]

and

\[
[\hat{J}, \hat{H}_{\text{e-ph}}] = \gamma t_0 i \left( \sum_{j=2,s}^{L} (\hat{c}^\dagger_{j-1,s} \hat{c}_{j,s} + \hat{c}^\dagger_{j,s} \hat{c}_{j-1,s}) (\hat{b}^\dagger_{j} + \hat{b}_{j})
\]

\[
- \sum_{j=1,s}^{L-1} (\hat{c}^\dagger_{j+1,s} \hat{c}_{j+1,s} + \hat{c}^\dagger_{j,s} \hat{c}_{j,s}) (\hat{b}^\dagger_{j} + \hat{b}_{j})).
\]

Lastly, the second moment becomes

\[
\hat{M}_2 = \int_{-\infty}^{\infty} d\omega^2 C(\omega)_T = \pi \langle [\hat{J}, \hat{H}], \hat{H} \rangle_T.
\]
with
\[
[[\hat{J}, \hat{H}], \hat{H}] = it_0^2 \left( \sum_{s=\uparrow, \downarrow} \left( \hat{c}^\dagger_{1,s} \hat{c}_{2,s} - \hat{c}^\dagger_{2,s} \hat{c}_{1,s} \right) + \hat{c}^\dagger_{L-1,s} \hat{c}^\dagger_{L,s} - \hat{c}^\dagger_{L,s} \hat{c}_{L-1,s} \right)
\]
\[+ \gamma t_0 \omega_0 \left( \sum_{j=2, s=\uparrow, \downarrow} \left( \hat{c}^\dagger_{j-1,s} \hat{c}^\dagger_{j,s} \hat{b}_j + \hat{c}^\dagger_{j,s} \hat{c}^\dagger_{j-1,s} \hat{b}_j - \hat{c}^\dagger_{j-1,s} \hat{c}^\dagger_{j,s} \hat{b}_j - \hat{c}^\dagger_{j,s} \hat{c}^\dagger_{j-1,s} \hat{b}_j \right) \right)
\]
\[+ \frac{1}{2} \sum_{j=1, s=\uparrow, \downarrow} \left( -\hat{c}^\dagger_{j,s} \hat{c}^\dagger_{j+1,s} \hat{b}_j - \hat{c}^\dagger_{j+1,s} \hat{c}^\dagger_{j,s} \hat{b}_j + \hat{c}^\dagger_{j,s} \hat{c}^\dagger_{j+1,s} \hat{b}_j + \hat{c}^\dagger_{j+1,s} \hat{c}^\dagger_{j,s} \hat{b}_j \right) \right)
\]
\[- it_0 \gamma^2 \left( \sum_{j=1, s=\uparrow, \downarrow} \left( \hat{c}^\dagger_{j+1,s} \hat{c}^\dagger_{j,s} (\tilde{X}_j)^2 - \hat{c}^\dagger_{j+1,s} \hat{c}^\dagger_{j,s} \tilde{X}_j \tilde{X}_j + 1 \right)
\]
\[+ \hat{c}^\dagger_{j,s} \hat{c}^\dagger_{j+1,s} \tilde{X}_j \tilde{X}_j + 1 - \hat{c}^\dagger_{j+1,s} \hat{c}^\dagger_{j,s} \tilde{X}_j \tilde{X}_j + 1 \right) \right)
\]
\[+ it_0 \gamma^2 \left( \sum_{j=2, s=\uparrow, \downarrow} \left( \hat{c}^\dagger_{j-1,s} \hat{c}^\dagger_{j,s} (\tilde{X}_j)^2 - \hat{c}^\dagger_{j-1,s} \hat{c}^\dagger_{j,s} \tilde{X}_j \tilde{X}_j - 1 \right)
\]
\[+ \hat{c}^\dagger_{j,s} \hat{c}^\dagger_{j-1,s} \tilde{X}_j \tilde{X}_j - 1 - \hat{c}^\dagger_{j-1,s} \hat{c}^\dagger_{j,s} \tilde{X}_j \tilde{X}_j - 1 \right) \right)
\]
\[- \gamma t_0^2 \left( \sum_{j=1, s=\uparrow, \downarrow} \left( \hat{c}^\dagger_{j+2,s} \hat{c}^\dagger_{j,s} - \hat{c}^\dagger_{j+2,s} \hat{c}^\dagger_{j,s} \right) \tilde{X}_j \right)
\]
\[+ \sum_{j=1, s=\uparrow, \downarrow} \left( \hat{c}^\dagger_{j+2,s} \hat{c}^\dagger_{j,s} - \hat{c}^\dagger_{j+2,s} \hat{c}^\dagger_{j,s} \right) \tilde{X}_j \right)
\]
\[- \gamma t_0^2 \left( \sum_{j=1, s=\uparrow, \downarrow} \left( \hat{c}^\dagger_{j-1,s} \hat{c}^\dagger_{j+1,s} - \hat{c}^\dagger_{j+1,s} \hat{c}^\dagger_{j-1,s} \right) \tilde{X}_j \right)
\]
\[+ \sum_{j=2, s=\uparrow, \downarrow} \left( \hat{c}^\dagger_{j+1,s} \hat{c}^\dagger_{j-1,s} - \hat{c}^\dagger_{j-1,s} \hat{c}^\dagger_{j+1,s} \right) \tilde{X}_j \right) \right), \quad (B7)
\]
with $\tilde{X}_j = \hat{b}_j + \hat{b}_i$. Figure 18 shows $\tilde{M}_1$, $\tilde{M}_2$ and $\tilde{M}_3$ for the same data as plotted in Fig. 11. We display both the integrated correlation functions (integrated for $\omega/\omega_0 \in [-15, 15]$) and the thermal expectation values. The relative difference is at maximum of the order of $O(10^{-3})$. For the data shown in Fig. 10, the relative difference is also at maximum of the order of $O(10^{-3})$. The moments without zero padding are in some cases just as good as for the data with zero padding. For the DMRG data in Fig. 12, we integrated for $\omega/\omega_0 \in [-80, 80]$ and obtain a relative difference at maximum of the order $O(10^{-3})$. For the bipolaron data in Fig. 13, the difference in the moments are at most of the order $O(10^{-3})$ when integrated for $\omega/\omega_0 \in [-15, 15]$. In Fig. 14, the relative difference is of order $O(10^{-3})$ when we integrate for $\omega/\omega_0 \in [-50, 50]$.

To quantify the influence of the phonon cutoff $M$ for large coupling and large temperatures ($T/\omega_0 = 1$) we compare several quantities in Fig. 19. Figure 19(a) shows the relative difference in the $f$-sum rule between the initial state and the integrated real part of the optical conductivity:
\[d(\text{f-sum}) = \left| \frac{\int_0^\infty d\omega \sigma'(\omega) - \frac{\pi}{2} (E_{\text{kin}})_{\mathbf{k}}}{\int_0^\infty d\omega \sigma'(\omega)} \right|. \quad (B8)
\]
Note that all terms in Eq. (B8) are evaluated with the same phonon truncation $M$ and that we integrate for $\omega/\omega_0 \in [0, 80]$. We observe that the result improves as $M$ is increased. The empty symbols show the same data but without zero padding. As can be seen, the sparse number of integration points points inaccurate results. We also mention that the type of methods used has difficulties correctly capturing the low-frequency physics due to the limitations in reachable times. This can also lead to inaccurate results for the $f$-sum rule, in particular for systems with a significant Drude weight. In Fig. 19(b), we illustrate how the moments behave when $M$ is varied. There, we show the relative difference between the integral over the correlation function (integrated for $\omega/\omega_0 \in [-80, 80]$) and the thermal expectation value (i.e., right hand side of Eq. (B2) for $M_0$) denoted as $\langle \tilde{M}_k \rangle_T$:
\[d(\tilde{M}_k) = \left| \frac{\int_0^\infty d\omega \sigma^k(\omega) - \frac{\pi}{2} (E_{\text{kin}})_{\mathbf{k}}}{\int_0^\infty d\omega \sigma^k(\omega)} \right|. \quad (B9)
\]
We first see that all moments have similar accuracy. Still, while not shown here, the moments do seem to converge individually when $M$ is increased. We wish to emphasize that the moments are very accurate with and without zero padding and thus must be used with caution as convergence criteria.

One sees the influence of the different $M$ on the optical conductivity in Fig. 19(c). Even for the largest $M$ used here, small differences in some of the peak amplitudes can be observed. Still, the spectrum is quantitatively well captured. We also want to note that the real part of the optical conductivity in Fig. 19(c) has an $\eta$ dependence as well. This can be understood by inspecting the current-current correlation function (not shown here). There are
still some $M$ dependent oscillations at longer times which get suppressed when $\eta$ is large. This is not the case for $t_{\text{ph}}/\omega_0 \neq 0$, where the correlation functions have no notable oscillations for large times $t/\omega_0$. Similar behavior is seen for the ground-state calculations in Fig. 9. In some cases, we also observe some $L$ dependence in the amplitudes of the optical conductivities. This is illustrated in Fig. 20.

We further want to remark that the use of zero padding is not strictly necessary when using single-site TDVP as is done for $T/\omega_0 = 1$. This is because the computational cost does not increase with time. However, we do this to justifiably compare it to the ground-state data, for which we use p2TDVP-LBO, and which has an increased computational cost with time. We can conclude that for our data, the convergence of the integral and the expectation values is a necessary but not a sufficient criterion to ensure proper convergence of the optical conductivity for parameters of the initial state. The convergence of the moments relative to each other seems to work better.

Furthermore, the moments and the kinetic energy are used to ensure that the initial thermal state is converged with respect to $\rho_{LBO}$, $\rho_{\text{bond}}$, $M$, and the imaginary-time step. The largest relative difference is of order $O(10^{-3})$ and is found for some quantities for the large coupling polaron and bipolaron at $T/\omega_0 = 1$. We also computed the relative overlap between states with different $\rho_{LBO}$, $\rho_{\text{bond}}$ and imaginary time steps and found a maximum difference from one of the order of $O(10^{-5})$ for strong coupling and $T/\omega_0 = 1.0$ and $O(10^{-6})$ for the rest of our finite $T/\omega_0$ data.

### Appendix C: Born-Oppenheimer surfaces

In order to derive an analytic expression for the real part of the optical conductivity for strong electron-phonon coupling, we first obtain the Born-Oppenheimer Hamiltonian [91, 92] from Eq. (15). For a fixed $\tilde{q}$ this becomes a $2 \times 2$ matrix, in the polaron case, which can be diagonalized

$$H_{BO} = \begin{pmatrix} \tilde{\omega}_0 + \gamma \tilde{q} & -t_0 \\ -t_0 & \tilde{\omega}_0 - \gamma \tilde{q} \end{pmatrix},$$

(C1)

where $\tilde{\omega}_0 = \omega_0 - t_{\text{ph}}$. The Hamiltonian has the energies $E_{BO}^{\pm} = \frac{1}{2}(\tilde{\omega}_0 \pm 2 \sqrt{(\gamma \tilde{q})^2 + t_0^2})$. These energies give the Born-Oppenheimer surfaces. Their extrema with respect to $\tilde{q}$ can be found by setting their derivatives to zero and one obtains $\tilde{q} = 0$, and $\tilde{q}_{\text{min}, \pm} = \pm \frac{\sqrt{\gamma^2 \tilde{\omega}_0^2 - t_0^2}}{\omega_0 \gamma}$. The Born-Oppenheimer surfaces can be seen in Fig. 2(a) for different phonon dispersion relations. The minima of the lower surface decrease as the phonon hopping goes from $t_{\text{ph}}/\omega_0 = -0.1$ to $+0.1$. We obtain $\Delta_{BO} = E_{BO}^{\pm}(\tilde{q}_{\text{min}, \pm}) - E_{BO}^{\pm}(\tilde{q}_{\text{min}, \pm}) = 2 \sqrt{\frac{\gamma^2 \tilde{\omega}_0^2 - t_0^2}{\omega_0^2}} + t_0^2$. For the bipolaron, we have a $4 \times 4$ matrix

$$H_{BO} = \begin{pmatrix} \tilde{\omega}_0 + 2 \gamma \tilde{q} & -t_0 & -t_0 & 0 \\ -t_0 & \tilde{\omega}_0 & 0 & -t_0 \\ -t_0 & 0 & \tilde{\omega}_0 & -t_0 \\ 0 & -t_0 & -t_0 & \tilde{\omega}_0 - 2 \gamma \tilde{q} \end{pmatrix},$$

(C2)

using the convention $|\uparrow\downarrow, 0\rangle$, $|\uparrow, \downarrow\rangle$, $|\downarrow, \uparrow\rangle$, $|0, \uparrow\downarrow\rangle$ for the electron occupation basis. Here, the surfaces are obtained by solving for the eigenvalues numerically.

To obtain Eq. (16), one uses the fact that the current operator connects the lowest and the first excited surfaces for a fixed $\tilde{q}$. To calculate the current-current correlation function, one must then compute $[140]$

$$\langle e^{i\hat{H}_g t} e^{-i\hat{H}_g t} \rangle_T = \langle e^{-\hat{S}} e^{\hat{S} \hat{H}_g t} e^{-\hat{S} \hat{H}_g t} e^{-\hat{S}} e^{\hat{S} \hat{H}_g t} e^{-\hat{S}} e^{-\hat{S} \hat{H}_g t} e^{\hat{S} \hat{H}_g t} e^{-\hat{S}} \rangle_T,$$

(C3)

where $\hat{H}_g$ is the harmonic oscillator Hamiltonian with frequencies $\tilde{\omega}_0 = \omega_0 - t_{\text{ph}}$ and ladder operators $\hat{a}$ and $\hat{a}^\dagger$. $\hat{H}_e$ is the harmonic oscillator Hamiltonian shifted with the distance $d$ and $e^{-\hat{S}}$ is the Lang-Firsov transformation operator, see Ref. [125], with $\hat{S} = id \sqrt{\frac{1}{2} (\hat{a} - \hat{a}^\dagger)}$. Evaluating

![FIG. 18. Moments of the correlation function for the same parameters as in Fig. 11. (a) Zeroth moment, (b) first moment, (c) second moment. The circles are calculated by integrating the Fourier transformed data obtained with time evolution and the plus signs from evaluating the commutators at finite temperatures. For details, see Appendix B.]
Eq. (C3), see, e.g., Ref. [96], rescaling with a factor of two for $L > 2$, and expanding $e^{i\omega_0 t} = 1 + i\omega_0 t - \frac{1}{2} (\omega_0 t)^2 + \mathcal{O}(\omega_0^3)$ before the Fourier transformation leads to Eq. (16).

FIG. 19. (a) Relative difference in the $f$-sum rule, see Appendix B for details. (b) Relative difference in the moments, also see Appendix B. (c) Real part of the optical conductivity. All data are at $T/\omega_0 = 1$ and with different phonon cutoff $M$. The rest of the parameters are the same as in Fig. 12. The open circles in (a) show the data when no zero padding is used.
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