MLOps Challenges in Multi-Organization Setup: Experiences from Two Real-World Cases
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Abstract—The emerging age of connected, digital world means that there are tons of data, distributed to various organizations and their databases. Since this data can be confidential in nature, it cannot always be openly shared in seek of artificial intelligence (AI) and machine learning (ML) solutions. Instead, we need integration mechanisms, analogous to integration patterns in information systems, to create multi-organization AI/ML systems. In this paper, we present two real-world cases. First, we study integration between two organizations in detail. Second, we address scaling of AI/ML to multi-organization context. The setup we assume is that of continuous deployment, often referred to DevOps in software development. When also ML components are deployed in a similar fashion, term MLOps is used. Towards the end of the paper, we list the main observations and draw some final conclusions. Finally, we propose some directions for future work.

Index Terms—Artificial intelligence, AI, machine learning, ML, multi-organisation, integration, information systems, software engineering for AI/ML.

I. INTRODUCTION

The emerging age of connected, digital world means that there are tons of data concerning just about every aspect of life, economy, and industry one can imagine. Data regarding transactions, transport, purchases, health, and human behavior are recorded en masse for various purposes. This stored data has various use cases, from analytical studies to predicting how the next pandemic advances.

For precision of analysis and prediction, it is essential to have access to all data, to ensure that the data is reliable, and that the data can be processed according to the needs at hand. However, for numerous reasons, this is not always the case. Most governments have, by law, ensured that municipal and citizen related information is only accessible to those officials that truly need the data. Hence, while some data is treated open – for instance, tax records are open to public in Finland – it is not feasible to share everything. For instance, health records are typically something that are kept private. However, derivative data from health records can be made public, so that predictions on sickness can be reliably made. In addition, companies may view data as a part of their strategic advance, and are not willing to share their data assets.

Understanding the implications of organizational boundaries such as those described above have not been widely considered in the context of artificial intelligence (AI) and machine learning (ML). Rather, work has fostered in areas where large datasets have emerged, and they have been available for use inside one organization, like Google or Amazon for instance. However, for cases such as AuroraAI, a Finnish initiative to create well-being to citizens at personal level via digital platforms [13], these boundaries are an enormous obstacle for using ML techniques to their fullest potential. Even in cases where the state would own all the data, different organizations that host it may have their own privileges and responsibilities. For cases that involve different legal entities – say private companies and non-governmental, non-profit organizations, for example – and their collaboration, the boundaries can become even more apparent, as governmental data might not be shareable with them.

To improve, we need integration mechanisms for ML/AI, analogous to integration patterns in information systems [10] but applicable at the level of AI/ML features, to create multi-organization AI/ML systems. Like with information systems, there are several challenges that need to be tackled, including integration interfaces, scaling, privacy, governance, and so on.

In this paper, we focus on integration and scaling of systems that include ML components. The setup we assume is that of continuous deployment [6], where new versions of the system can be rapidly deployed – often referred to DevOps [3], [5] in software development. When also ML components are deployed in a similar fashion, term MLOps [2], [23] is used. As a concrete example of MLOps pipelines, we use Continuous Delivery for Machine Learning (CD4ML
In the following, we use these three steps and related artifacts in two MLOps related organizational challenges.

III. THE INTEGRATION CHALLENGE – ORAVIZIO

Oravizio\(^1\) is a software product that provides data-driven information about patient-level risks related to hip (total hip arthroplasty, THA) and knee joint (total knee arthroplasty, TKA) arthroplasties.

\(^1\)https://oraviz.io/ accessed Jan 3, 2021.
TKA) replacement surgery. In its current form, Oravizio provides three different dedicated prediction models:

- Risk of infection within one year from surgery;
- Risk of revision within two years from surgery;
- Risk of death within two years from surgery.

With these models, Oravizio helps the collaboration and negotiation between the surgeon and a patient, so that the decisions that are taken are informed and that there is consent regarding the operation.

At the core of these models is a large amount of patient history data, collected over the years from the patients that have undergone surgery. As the number of cases is so large that no surgeon can process it manually during the appointment, this data has been used to create a risk calculation model that predicts the outcome of the surgery. The risk calculation algorithms combine manually submitted patient-specific data with comprehensive patient history data.

Oravizio has been developed in co-operation between the two actors, a hospital that is specialized in joint replacement surgery, and Solita, a European software company headquartered in Finland. The clinical partner hospital had accumulated a large volume of data from surgeries for more than ten years, and Oravizio was based on the vision that this data asset might include factors that indicate risks for joint replacement surgeries down to an individual patient’s level.

During the development of Oravizio, the data included over 30000 patient records. Originally, the data was not organized well for post-processing. Various formats and computer systems were used, some of which had already been retired. Hence, consolidation and pre-processing were considerable tasks. The first task was to consolidate the relevant data into a data lake. Second, the data needed to be pre-processed to determine its quality and ensure its uniformity and future utility. Both of these were considerable tasks.
Once data was uniform, several mathematical methods were considered during the research. The aim was to create an explanatory machine learning model for each risk to enable validation and ensure regulatory compliance. Luckily, the relations between the risk in joint replacement surgery and selected explanatory values were mostly known from clinical literature, so these needed no research in the process. Eventually, after estimating performance with with AUC values and ROC-curves \cite{11}, XGBoost \cite{18} was selected, and the final model for the product was built accordingly. The model is deterministic by nature. Therefore, it can be validated with test data in a test environment without the need to do the validation in the final production environment.

All development artifacts, including the scripts that were used to create ML models, were stored in the version control system (VCS), except for the ML model. The reason for this is simple: ML development was done within a scientific research project. Furthermore, the research project was performed on the premises of the clinical partner hospital. As the use of patient records is strictly regulated, the hospital’s computational environment is tightly restricted and isolated. Therefore, the system was designed to be deployed in a production environment with its ML model in a locked state, and the model handover from data scientists to software developers was done through a network drive.

Following the same separation of concerns – clinical model building is done in the hospital’s computational environment, and deployment and operations in Solita’s (Figure 2) – the production use of Oravizio does not generate data that could be used for re-training. Instead, the needed data is generated in other clinical processes of the hospital. Due to the ML development environment’s restrictive nature, frequent changes, or re-trainings to the ML models were not anticipated. However, later iterative re-training with 45000 patient records improved models’ performance to a certain extent, showing the benefits of model re-training.

Considering the above example to demonstrate the integration challenges of an ML pipeline, we next address data sets, the model, and monitoring and related versioning.

A. Data sets

Working with data sets is the part of MLOps that is most closely associated with ownership issues. Indeed, models can originate from model libraries, and off-the-shelf systems exist for different flavors of monitoring, but data is often unique and cannot be transferred in the process. There are various reasons for this. Firstly, data sets can be so large that they cannot be easily located elsewhere. Secondly, even if it would be technically possible, the owners of the data may want to keep it to themselves. Finally, there can be other reasons, such as regulatory issues, such as in healthcare, to keep the data inside one organization.

Consequently, operations related to data seem to be the most difficult to put into practice. In general, systems like datalakes can be used to integrate data from various sources, but if amounts of data are massive and, in addition, its owners want to protect it, this option is feasible only inside one organization.

In the case study, the situation is such that the service provider does not generate new data, but only uses the model and hence the data set that used for generating it. New data results from treating patients only, which is under the responsibility of the hospital, and not visible to the service provider. There are some downsides to this, as the approach restricts tracking down how successful the decisions were, if no operation was performed. However, the decision simplifies a lot how to manage and version data, as this is completely controlled by the hospital.

B. Model

Based on the example, the model is a key artifact in any MLOps system. In this particular case, the model acts as the interface between hospital and service provider, who play very different roles. In fact, the model is more or less the only thing that the two organizations need to share.

Firstly, the model is created, and its quality assurance activities are carried out on the hospital’s premises as a shared activity between the two organizations. The mode of operation for this is based on experiments where interesting properties are identified in the dataset, which in general is often the nature of data science projects early on \cite{11}. The rhythm for the operations is defined by these experiments. If desired, the model can be re-created with more precision in given intervals or by some other valid form of meaningful iteration. Each new iteration cycle creates a new version of the model, and it may or may not be handed over to the service provider.

Secondly, the service provider is responsible for the development and the operations of the software that are necessary to use the model as basis for collaboration between the doctors and (potential) patients. The actual mode of operation is close to DevOps and continuous software engineering practices, but they have been adapted to fit regulatory requirements. Moreover, the developers’ mindset is software-focused, meaning that this mode of operation seems natural to them. In particular, they are satisfied with the given ML model, and are not interested in modifying it.

Finally, it is important to notice that the model was selected such that for a given input, it produces a deterministic output.
In essence, this makes the model a deterministic software component for testing.

C. Monitoring

As organizations responsible for Oravizio have different modes of operation, the design decisions aim at isolating them. This isolation also has an effect on monitoring the output of the model to detect bias and other problems.

The most obvious design decision to this end is the selection of a model that produces deterministic results. Furthermore, the model does not evolve over time, but it continues producing the same results. Therefore, no drift in the results can emerge over time. Similarly, there is no need to consider retraining, except if the hospital has a new, improved data set that they wish to use to train a new model. This, however, is not detected by monitoring in this system, but requires a human decision in this case.

Finally, the tool is meant to help the doctor and the patient to discuss the risks related to a surgical operation, not to decide whether or not to perform the operation. Instead, the decision is always made by the humans, and the AI only has a supporting role in the process. Hence, the responsibility is carried by humans, not by the AI. Furthermore, in the unlikely event of the system malfunctioning and providing answers that clearly are infeasible, the doctor – an expert in such operations – is able to notice them and fix the situation.

IV. THE SCALING CHALLENGE – AURORA AI

Aurora AI initiative [13] is a Finnish, government-initiated program, with an objective to create the world’s best public administration. Concrete means for this include linking public sector organisations to the Aurora AI network, which enables AI to facilitate their interaction with the services provided by other sectors. By removing organizational silos that complicate serving citizens in many ways, the Aurora AI network will help determine which individuals or businesses are in need of a particular service. This in turn will improve the match between users and public services while tackling inefficiency and resource waste. As the underlying framework of wellbeing, Aurora AI uses a model proposed by Stiglitz et al. [21] as the baseline. The model highlights the importance of going beyond GDP or production and tackling the more difficult task of measuring people’s well-being. Figure 3 addresses the multidimensional definition of people’s well-being that is based on initiatives around the world and academic research.

Achieving the above goal requires technical conditions that enable information exchange and interoperability between different services and platforms. Seamless interaction between them will require, among other things, joint development of interfaces and communication between the development teams. Furthermore, as the goal is to rely on using AI as a part of the process, this will also mean that data sets, ML models, and monitoring – at least in the form of governance, if nothing else – must be considered over organizational boundaries.

A. Data sets

There are several records that trace our behavior on one form or another. To protect us from a society, where all this data is available to single authority, this data is usually partitioned to several officials, based on the information they need. Hence, health records, tax information, societal data, criminal records, and so on cannot be used as a single data set, at least in Finland. Furthermore, adding data owned by private companies, such as banks, form another layer of organizational complexity in this context.

However, it is possible to combine this data as an individual. For instance, the international non-profit organization MyData Global [16] is working to support collaborations among entities with interests in building a human-centric personal data ecosystem. Supporting interoperability at technical, informational and governance levels, such an ecosystem is aligned with the Aurora AI vision, where it is the individuals who combine data, not the society. The use of the digital twin paradigm [8] has also been considered in this context [12], leading to citizen-level use of datasets and recommendations.

Unfortunately, such an approach, relying on datasets owned by multiple organizations, does not really provide a data set that would be easily available for ML or even deeper analysis. Firstly, MyData is not automatically shared but is something that only the individuals can release in accordance to their wishes. Secondly it is not obvious which data is true and which false, as individuals themselves provide some data, and, moreover, they can manipulate some data.

B. Model

In the integration challenge, the model was used as the shared component between two organizations, so that one organization trained it and released it to another without exposing its data assets. Since models are concrete assets in the ML context as well as from operations perspective, they are also something that can be easily shared in Aurora AI. However, these models are only partial, as they are built by different data owners, not based on personal data that only
the citizens can construct of themselves – different actors in the public sector only have a fragmented view. Furthermore, relying on data that people choose to share can also introduce a considerable bias.

Generalizing this approach implies that it would be possible to build systems so that ML systems are combined, following the pipes-and-filters architectural style \[14\], with one ML system taking as input the output of another. Unfortunately, as pointed out in our recent study, this does not mean that the models would be immediately composable as such – instead, it is considered preferable to train a single model based on a combined data set than training two models for two different roles \[17\].

Furthermore, even if it would be technically feasible to compose models, the models originating from different sources might not be compatible. For instance, while it might be meaningful from the state perspective to combine information about a citizen’s wealth to health data, the models or computing systems hosting them would not be able to do this, as identity information is not included in them. Consequently, such composition would only result in statistical correlation, which might help but which might also be completely wrong, depending on the actual data. Another option is to implement a unique identity system, shared between the different information systems, so that it is clear which citizen is being attributed at a given time, and for what purpose.

For AuroraAI, this has meant that instead of aiming at automata that can provide recommendations for everyone, models are more targeted to individuals, who can use them to determine facts about their well-being. Moreover, based on the models and input from the user, recommendations are given to propose actions to add the observed well-being. Obviously, if an individual citizen chooses to share the results with municipalities, chances are that the individual in question will get a better, more targeted service proposals. However, sharing the results is by no means enforced, meaning that the resulting data set is heterogeneous from the society perspective.

C. Monitoring

As in AuroraAI, the citizens are to some extend responsible to manage their own data, much of the monitoring options should also be offered to them. However, in many of the implementations, this is tricky because the systems have been typically built from the viewpoint of the municipalities. Monitoring mechanism regarding to data access, for instance, escapes from an individual citizen, and, to gather such information, the offices responsible for hosting the data should be involved. Hence, there is a clear lack of governance related functions in today’s systems. Furthermore, even if such facilities would exist, they would most likely be system specific, with little opportunities to gather unified data.

That said, individual offices often have such systems in place locally, as this is governed by law. Hence, they can monitor what takes place, and, at least to some extent, who accesses what. Opening such monitoring data to individuals with respect to their own use would probably result in increasing confidence in the use of private, personal data.

V. Discussion

To begin with, using AI/ML in multi-organization context, the usual integration problems emerge. APIs, data formats, performance issues and so on are similar to any other information system integration between two or more organizations. In addition, contractual and responsibility issues need to be agreed upon. To this end, using the ML model as a software component as in Oravizio, created by one party and used by another, is a way to embed ML into the realm of software development. For the purposes of the application, minimizing the integration challenge seems like a rational solution.

A new challenge in software engineering for ML is data related operations. These operations are related to the above to some extent, especially when data sets cannot be moved across data boundaries, but multiple organizations need to access the data. Moreover, data meshes and other forms of integrating data in pieces can complicate designing the more traditional parts of information systems, needed for such integration. In addition, when considering AuroraAI, it seems natural that different solutions might rely on different versions of data sets, for several reasons. For instance, it is possible that extensive data cleaning operations are needed for some applications, meaning that executing such operations frequently is impossible. Similarly, it might be so that the data must be from the same temporal range, and otherwise the operations make no sense. Similar complications are reflected to training ML models based on such data sets, as well as to monitoring how well the models work once they have been deployed.

For operationalizing all the above in practice, the same skill gap as for starting to use MLOps within a single organization is valid – indeed the same actions need to be taken. However, this time some of the issues are more difficult to reconcile, because the organizations may have different modes of operation and different organization cultures, as demonstrated in the Oravizio case. Moreover, restrictions, such as those related to privacy or certification, may exist on either side of the boundary, which adds an additional layer of complexity to the design. This has also been identified as a direction for future work, especially from the perspective of governance, auditing, and regulations \[22\].

In general, to successfully perform multi-organization MLOps, we need patterns of integration that help us in the process. Inspiration for these can be found from system integration \[10\] as well as legality patterns, proposed for open source \[9\]. In fact, both solutions we have used in the examples of the paper are analogous to patterns of \[9\] – Oravizio uses the ML model as an Evaluator, and in AuroraAI User delegation helps to combine data that can only be accessed by the user as a whole. The definition of such patterns remains future work, with some ideas already proposed in \[17\].

Finally, based on both case studies reported in this paper, it seems that if there is the will, there often is a way
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