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A kurtosis optimization method is proposed to improve the blind separated signal qualities based on the extend-infomax algorithm. The kurtosis of the hypothetical source signal was optimized based on the probability density function of sub-Gaussian signals. Obtained parameters after kurtosis optimization were then utilized to validate the effectiveness of the algorithm, which showed that the running time of the algorithm was significantly reduced, and the qualities of the separated signals were enhanced.

Methods. Using kurtosis as a control variable, a one-way analysis of variance (ANOVA) was carried out on the algorithm’s performance metrics, the number of iterations, and the signal-to-noise ratio of the separated signal.

Results. The results showed that there were significant differences in the above metrics under different kurtosis levels. The curves of average metric values indicate that, with the increase in kurtosis of the hypothetical source signal, the performance of the algorithm was improved.

1. Introduction

Blind signal separation (BSS) refers to the estimation of source signals based on an observed signal in the condition where both the source signal and the mixed system are unknown. The BSS digital signal processing technology was first proposed in the 1990s and has since become a popular research topic in the field of signal processing [1–4]. Several studies on BSS have been implemented in various areas, such as mechanical fault detection [5, 6], audio signal processing [7], image processing [8], biomedical engineering [9], and radar signal detection [10].

In a linear instantaneous mixture BSS model, \( n \) statistically independent source signals \( S(t) = [s_1(t), s_2(t), \ldots, s_n(t)]^T \) are processed by an unknown aliasing matrix \( A = (a_{ij})_{n\times n} \) and \( n \) observation signals \( X(t) = [x_1(t), x_2(t), \ldots, x_n(t)]^T \) were obtained:

\[
X(t) = AS(t), \quad t = 1, 2, \ldots, T_0, \quad (T_0 \text{ is the number of samples}),
\]

where \( A \) is a \( n \times n \) nonsingular constant matrix. The task of the BSS algorithm is to recover the source signals from mixtures \( x(t) \). The separation model of BSS algorithms can be divided into two categories: batch approach and extraction approach.

The goal of BSS is to obtain the source signal based on the observed signal \( X(t) \) only, without knowing the source signal \( S(t) \) and the aliasing matrix \( A_{n\times n} \). It has been applied in various scenarios. For example, in the “cocktail party” problem, BSS technology was used to separate the speech and music signals from the mixed background signal [11]. In brain, electroencephalogram (EEG) processing BSS technology was used to automatically remove eye movement and blink artifacts to extract the characteristics of neural signals [12, 13]. In addition, BSS was used to extract the components of mechanical vibration signals in mechanical fault detection thereby increasing the accuracy of fault detection [14].

Due to the increased popularity and its wide application area that BSS can be applied to, a lot of research has been conducted to resolve this issue. Scarpiniti has developed one effective blind source separation based on the Adam algorithm [15]. The method is based on a novel stochastic optimization approach known as the Adaptive Moment Estimation (Adam) algorithm [16], which provides excellent properties of itself to the BSS solution. One of the most
effective algorithms is the InfoMax algorithm proposed by Bell and Sejnowski [11]. The algorithm is based on the joint entropy maximization of one single neural network output. The efficiency of this method is guaranteed by the fact that the joint entropy gradient can be evaluated in a simple closed-form. The extend-infomax algorithm was proposed by Girolami et al. [17] and Lee et al. [18]. The extended version is proved to be able to separate 20 sources with a variety of source distributions easily.

However, little research has been done in further boosting the performances of the extend-infomax algorithm. This paper is adopting one approach of kurtosis optimization for BSS performance improvement. Research on BSS is of significant practical and application value. An overview of the main method applied in the field of BSS is included in Section 2.1.

Major contributions of this paper are as follows:

(1) For blind signal separation, independent component analysis is used (ICA).

(2) Different algorithms have been discussed in the literature. The infomax algorithm is an optimization principle for artificial neural networks and other information processing systems. Infomax algorithms are learning algorithms that perform this optimization process.

(3) The extend-infomax algorithm is used. One of the objectives of the extend-infomax algorithm is to provide a simple learning rule that can separate sources with a variety of distributions.

(4) The influence of kurtosis optimization on the performance of the algorithm was analyzed.

(5) One-way ANOVA was then carried out on the performance metrics of the algorithm under different kurtosis levels to derive the source signal with improved qualities.

The outline of this paper is given as follows.

In Section 2, the Methods section, the independent component analysis (ICA) method is discussed, used for the separation of the blind signal. The infomax algorithm is described which is a neural network method. Then, the extend-infomax algorithm is discussed to provide a simple learning rule that can separate sources with a variety of distributions.

In Section 3, aiming at the mixture separation of Gaussian source signals in extend-infomax algorithm, the parameter setting of this algorithm is explained from the perspective of kurtosis optimization of assumed source signals, and the way to improve the algorithm is given.

In Section 4, the Analysis section, one-way ANOVA analysis of the number of iterations, one-way ANOVA analysis of SN1, and one-way ANOVA analysis of SN2 are discussed.

2. Methods

In this section, we described the independent component analysis (ICA). It is a technology used for the separation of the blind signal. Also, the infomax algorithm is described which is a neural network method. Then, the extend-infomax algorithm is discussed to provide a simple learning rule that can separate sources with a variety of distributions.

2.1. Independent Component Analysis (ICA). ICA is currently the primary technology used for blind signal separation. It is generally assumed that the source signals are statistically independent, and the independence is measured by the cost function. Using optimization algorithms, the separation matrix \( W_{\text{norm}} \) that makes the cost function reach the extreme values is obtained, and the signal \( y(t) = [y_1(t), y_2(t), \ldots, y_n(t)]^T = WX(t) \) is taken as the estimation for the source signals. The cost function can be selected using three different methods including minimum mutual information (MMI), maximum entropy (ME) [11], and maximum likelihood estimation (MLE) [15, 19]. Optimization of the cost function is performed using the stochastic gradient (SG) [11] and natural gradient (NG methods) [20]. Different algorithms have been proposed in the literature to solve the BSS problem. In general, these algorithms can be classified into two groups: the algorithm based on (i) statistical analysis and (ii) neural networks methods. (i) The neural network-based methods are considered to be more computationally efficient. (ii) The statistical analysis methods are slow as compared with neural network-based methods, but they might be slow in convergence.

2.2. Infomax Algorithm. Infomax is an optimization principle for artificial neural networks and other information processing systems. The principle was described by Linsker in 1988. It prescribes that a function that maps a set of input values I to a set of output values O should be chosen or learned to maximize the average Shannon mutual information between I and O, subject to a set of specified constraints and/or noise processes. Infomax algorithms are learning algorithms that perform this optimization process. One of the limitations of the Infomax algorithm is that it cannot adapt itself to inputs with a variety of distributions. As the learning rule defined by Bell and Sejnowski states that there is only one nonlinear function for the mapping network, therefore, it can only separate signals with the same distribution.

2.3. Extend-Infomax Algorithm. The extend-infomax algorithm was proposed by Girolami et al. There are three different types of distributions for signals: super-Gaussian, Gaussian, and sub-Gaussian signals. The difference between PDF of sub-Gaussian and super-Gaussian distributions is shown in Figure 1. Signals with different distribution such as (a) a sub-Gaussian signal, (b) a Gaussian signal, and (c) a super-Gaussian signal are reproduced by Ashouri et al. 2009, under the Creative Commons Attribution License/public domain [21]. One of the limitations of the existing BSS algorithms is that they cannot adapt themselves to a variety of inputs distributions.
The algorithm measures the independence of the separated signals based on the MI (i.e., Kullback–Leibler divergence):

\[ I(y) = KL \left( p(y), \prod_{i=1}^{n} p(y_i) \right) = \int p(y) \log \frac{p(y)}{\prod_{i=1}^{n} p(y_i)} dy. \]  

(2)

Assume the separated signals are independent which gives \( I(y) = 0 \). Minimization of MI of the separated signals is equivalent to the maximization of the likelihood function in Equation (2):

\[ L(W) = \log|W| + \sum_{i=1}^{n} \log(p(y_i)). \]  

(3)

Based on the conventional gradient method, we can obtain the following equation:

\[ \Delta W \propto W^{-T} - \phi(y)X^T, \]

\[ \phi(y) = \left[ \frac{\dot{p}'(y_1)}{p(y_1)}, \frac{\dot{p}'(y_2)}{p(y_2)}, \ldots, \frac{\dot{p}'(y_n)}{p(y_n)} \right]^T, \]  

(4)

where \( p(y) \) is the hypothetical probability density of the source signal.

To avoid the inversion of the separation matrix and speed up the convergence of the algorithm, the NG method was used as follows:

\[ \Delta W \propto \frac{\partial L(W)}{\partial W} \]  

\[ = W^{-T} - \phi(y)X^T \]  

\[ = [I - \phi(y)y^T]W. \]  

(5)

The probability density of the hypothetical source signal in the extend-infomax algorithm is

\[ p(y) = \frac{1}{2} \left( N(\mu, \sigma^2) + N(-\mu, \sigma^2) \right) \]  

(6)

Let \( \mu = \sigma = 1 \), the following equations, are obtained:

\[ W(k + 1) = W(k) + \alpha_k \left[ I - K \tanh(y(k))y^T(k) - y(k)y^T(k) \right]W(k), \]  

(7)

\[ K = \text{diag}(\text{sgn}(\text{kurt}(y_1)), \text{sgn}(\text{kurt}(y_2)), \ldots, \text{sgn}(\text{kurt}(y_n))). \]  

(8)

The infomax algorithm is effective in separating sub-Gaussian sources. This is due to using only one nonlinear function in the learning rule of the neural network. Hence, one of the objectives of the extend-infomax algorithm is to provide a simple learning rule that can separate sources with a variety of distributions. In this paper, based on the hypothetical probability density of a sub-Gaussian source signal in the extend-infomax algorithm, the influence of kurtosis optimization on the performance of the algorithm was analyzed. One-way ANOVA was then carried out on the performance metrics of the algorithm under different kurtosis levels to derive the source signal with improved qualities.

3. Proposed Algorithm

In this section, the kurtosis algorithm is discussed, that is, the assumed kurtosis of sub-Gaussian source signal in extend-infomax algorithm, and kurtosis is used as a control variable.
3.1. Kurtosis. Kurtosis is the fourth-order cumulant of a signal. For a normal distribution, the kurtosis can be calculated from its characteristic function from [22] in the following equation:

\[ \varphi(t) = \int p(x)e^{itx}\,dx, \quad t^2 = -1, \]

(9)

where \( p(x) = (1/\sqrt{2\pi}\,\sigma)e^{-(x-\mu)^2/2\sigma^2} \).

The \( k \)-th order central moment of the normal distribution is as follows:

\[ m_k = \mathbb{E}(x^k) = \frac{1}{\pi^k}\frac{d^k}{dr^k}|_{r=0}. \]

(10)

Thus, \( m_1, m_2, m_3, \) and \( m_4 \) are normally distributed random variables as follows:

\[
\begin{align*}
    m_1 &= \mu, \\
    m_2 &= \mu^2 + \sigma^2, \\
    m_3 &= \mu^3 + 3\mu\sigma^2, \\
    m_4 &= \mu^4 + 6\mu^2\sigma^2 + 3\sigma^4.
\end{align*}
\]

The kurtosis of normally distributed random variables is as follows:

\[ k_4 = m_4 - 3m_2^2 - 4m_1m_3 + 12m_2^2m_1 - 6m_4 = 0. \]

(12)

Assuming the source signal \( s_i \) satisfies \( E(s_i) = \mu_i, D(s_i) = \sigma_i^2, i = 1, 2, \ldots, n \), based on the central limit theorem, there is

\[ x_p \sim N \left( \sum_{j=1}^n a_{pj}\mu_j, \sum_{j=1}^n a_{pj}^2\sigma_j^2 \right), \quad p = 1, 2, \ldots, m, \]

(13)

where \( (a_{p1}, a_{p2}, \ldots, a_{pn}) \) is the \( p \)-th row of the matrix \( A \).

Therefore, the kurtosis of the mixture signal should be approximately zero. If kurtosis > 0, the signal is called super-Gaussian, while kurtosis < 0, it is sub-Gaussian. \( |k_4| \) can be used as a measure of the degree to which the signal is far away from the Gaussian signal.

The hypothetical probability density of the sub-Gaussian source signal in the extend-infomax algorithm is from the Gaussian mixture model of the study by Pearson [18]:

\[ p(y) = (1 - a)f_1(y) + af_2(y), \]

(14)

where \( f_1(y) = (1/\sqrt{2\pi}\,\sigma_1)\exp\left(- (y - \mu_1)^2/2\sigma_1^2 \right) \) and \( f_2(y) = (1/\sqrt{2\pi}\,\sigma_2)\exp\left(- (y - \mu_2)^2/2\sigma_2^2 \right) \).

For simplicity, it is assumed that \( \mu_1 = -\mu_2 = \mu \) and \( \sigma_1^2 = \sigma_2^2 = \sigma^2 \); thus,

\[ \frac{p'(y)}{p(y)} = \frac{\frac{y}{\sigma^2} - (1 + \eta \exp(-2cy))}{\left(1 - \eta \exp(-2cy) \right)^2} \]

(15)

where \( c = \mu/\sigma^2 \) and \( \eta = a/(a - 1) \).

The kurtosis of the hypothetical source signal is as follows:

\[ \text{kurt}(y) = \frac{16a^4(1 - a)(6a^2 - 6a + 1)}{\left(4a^2(1 - a) + \sigma^2 \right)^2}. \]

(16)

The following constrained optimization problem is to be solved:

\[
\begin{align*}
\min \{ \text{kurt}(y) \}, \\
\text{s.t.} \quad & 0 \leq a \leq 1, \\
& \mu \in (-\infty, +\infty), \\
& \sigma^2 \in (0, +\infty).
\end{align*}
\]

(17)

Using a random parameter setting off \( a \in [0,1], \mu \in [-100, 100], \) and \( \sigma^2 \in (0, 100] \) as the initial iteration conditions, the minimum value \( \text{kurt}(y) \) was -2 and \( a = 0.5 \) after 100 iterations. \( \mu \) and \( \sigma^2 \) showed irregular variation. According to the Gaussian mixture model of Pearson [18], set \( a = 0.5 \); then, the probability density function graph is as shown in Figure 2.

Here, \( \left( \frac{p'(y)}{p(y)} \right) = \frac{(-y/\sigma^2) + (c(1 - \exp(-2cy))}{(1 + \exp(-2cy))} = \frac{(-y/\sigma^2) + (c(\exp(2cy) - 1)}{(\exp(2cy) + 1)) \}

(18)

For BSS of sub-Gaussian signals, the algorithm equation is as follows:

\[ W(k + 1) = W(k) + u_k \left[ \left[ I + \frac{c(\exp(2cy(k)) - 1)}{(\exp(2cy(k)) + 1)}y^T(k) - \frac{1}{\sigma^2}y(k)y^T(k) \right] W(k) \right]. \]

(19)

\[ E(\mu, \sigma^2) = -\frac{2\mu^4}{(\mu^2 + \sigma^2)^2} - \text{kurt}(y) = 0. \]

In this paper, \( s_1(t) = \sin(2\pi \ast (300 \ast t)) \) and \( s_2(t) = \sin(2\pi \ast (5 \ast t))\sin(2\pi \ast (600 \ast t)) \). A total of 10000 sampling points in the equal distance were selected within the interval \([-10 \ast \pi, 10 \ast \pi]\).
From the results, it can be seen that at the same kurtosis level, the running time and iterations of different combinations $\mu$ and $\sigma^2$ are similar. As shown in Figure 4, when the kurtosis of the source signal increases to a certain level, at the maximum number of iterations, the PI value does not tend to zero or the global matrix is empty. If the value $|k_i|$ is not too big (e.g., $|k_i| = 0.6$), the algorithm becomes unstable after the obtained parameters were imported. In this case, the iteration step can be reduced (e.g., $u = 0.0003$) to ensure convergence.

To evaluate the influence of kurtosis of the hypothetical source signal on the performance of the extend-Infomax algorithm, kurtosis was used as a control variable. Under six kurtosis levels, one-way ANOVA analysis of the running time, the number of iterations, $SN_1$, and $SN_2$ was carried out using SPSS 25.0.

4. Analysis

In this section, one-way ANOVA [23] analysis of the number of iterations, one-way ANOVA analysis of $SN_1$, and one-way ANOVA analysis of $SN_2$ are discussed.

4.1. One-Way ANOVA Analysis of the Running Time. At a significance level $\alpha = 0.05$, the running time at different kurtosis levels does not meet the homogeneity of variance assumption. The results of Welch and Brown–Forsythe tests are shown in Table 7.

The results showed significant differences in the algorithm running time among the six kurtosis levels. The average running time decreases with the increase in the kurtosis, as shown in Figure 5.

4.2. One-Way ANOVA Analysis of the Number of Iterations. At a significance level $\alpha = 0.05$, the number of iterations at different kurtosis levels does not meet the homogeneity of variance assumption. The results of Welch and Brown–Forsythe tests are shown in Table 8.

There are significant differences in the number of iterations between the six kurtosis levels. The average number of iterations decreases with increasing kurtosis, as shown in Figure 6.

4.3. One-Way ANOVA Analysis of $SN_1$. At a significance level $\alpha = 0.05$, the $SN_1$ results at different kurtosis levels meet the homogeneity of variance assumption, indicating significant differences in $SN_1$ among different kurtosis levels. The average $SN_1$ increases with increasing kurtosis (Figure 7). The result of the F test is shown in Table 9.

4.4. One-Way ANOVA Analysis of $SN_2$. At a significance level $\alpha = 0.05$, the $SN_2$ at different kurtosis levels does not meet the homogeneity of variance assumption. The results of Welch and Brown–Forsythe tests are shown in Table 10.

There are significant differences in $SN_2$ among the different kurtosis levels, and the average $SN_2$ increased with increasing kurtosis (Figure 8).
Table 1: Parameter combinations and algorithm performance indices at $k_4 = -0.5$.

| $\mu$ | $\sigma^2$ | $\lambda$ | Running time | Iterations | SNR       |
|-------|------------|-----------|---------------|------------|-----------|
| 1     | 1          | 2         | 18.566 s      | 14850      | SN1 = 11.1127; SN2 = 10.7113 |
| 0.1865 | 0.0348    | 10.7184   | 18.207        | 14526      | SN1 = 5.0299; SN2 = -0.0804 |
| 0.3764 | 0.1417    | 5.3126    | 18.258        | 14323      | SN1 = 7.3731; SN2 = 7.0233 |
| 0.5096 | 0.2597    | 3.9264    | 19.523        | 14345      | SN1 = 8.4931; SN2 = 8.1215 |
| 0.7328 | 0.5369    | 2.7160    | 18.507        | 14288      | SN1 = 9.9075; SN2 = 9.5130 |

Table 2: Parameter combinations and algorithm performance indices at $k_4 = -0.51$.

| $\mu$ | $\sigma^2$ | $\lambda$ | Running time | Iterations | SNR       |
|-------|------------|-----------|---------------|------------|-----------|
| 0.3803 | 0.1418    | 5.3638    | 2.898 s       | 2208       | SN1 = 9.4929; SN2 = 8.8104 |
| 0.5154 | 0.2604    | 3.9586    | 2.876         | 2223       | SN1 = 10.6962; SN2 = 9.9901 |
| 0.5865 | 0.3372    | 5.3126    | 2.954         | 2251       | SN1 = 11.2125; SN2 = 10.4983 |
| 0.6622 | 0.4299    | 3.0808    | 2.717         | 2286       | SN1 = 11.695; SN2 = 10.9747 |
| 0.7384 | 0.5345    | 2.7630    | 2.817         | 2290       | SN1 = 12.1422; SN2 = 11.4160 |

Table 3: Parameter combinations and algorithm performance indices at $k_4 = -0.52$.

| $\mu$ | $\sigma^2$ | $\lambda$ | Running time | Iterations | SNR       |
|-------|------------|-----------|---------------|------------|-----------|
| 0.3842 | 0.1419    | 5.4150    | 1.055 s       | 839        | SN1 = 10.6882; SN2 = 9.9304 |
| 0.5213 | 0.2612    | 3.9916    | 1.096 s       | 856        | SN1 = 11.9223; SN2 = 11.1452 |
| 0.6675 | 0.4283    | 3.1170    | 1.077 s       | 882        | SN1 = 12.9293; SN2 = 12.1401 |
| 0.7441 | 0.5322    | 2.7964    | 1.084         | 882        | SN1 = 13.3818; SN2 = 12.5880 |
| 0.8176 | 0.6425    | 2.5450    | 1.102         | 888        | SN1 = 13.7752; SN2 = 12.9777 |

Table 4: Parameter combinations and algorithm performance indices at $k_4 = -0.53$.

| $\mu$ | $\sigma^2$ | $\lambda$ | Running time | Iterations | SNR       |
|-------|------------|-----------|---------------|------------|-----------|
| 0.3881 | 0.1420    | 5.47      | 0.579         | 440        | SN1 = 11.4535; SN2 = 10.6736 |
| 0.4784 | 0.2157    | 4.4358    | 0.564         | 445        | SN1 = 12.3125; SN2 = 11.5207 |
| 0.5972 | 0.3361    | 3.5537    | 0.559         | 447        | SN1 = 13.2276; SN2 = 12.4255 |
| 0.6728 | 0.4267    | 3.1788    | 0.547         | 461        | SN1 = 13.7131; SN2 = 12.9064 |
| 0.7497 | 0.5298    | 2.8301    | 0.527         | 466        | SN1 = 14.1651; SN2 = 13.3545 |

Table 5: Parameter combinations and algorithm performance indices at $k_4 = -0.54$.

| $\mu$ | $\sigma^2$ | $\lambda$ | Running time | Iterations | SNR       |
|-------|------------|-----------|---------------|------------|-----------|
| 0.3921 | 0.1421    | 5.5186    | 0.36          | 267        | SN1 = 12.0231; SN2 = 11.2349 |
| 0.4819 | 0.2147    | 4.4891    | 0.362         | 278        | SN1 = 12.8613; SN2 = 12.0629 |
| 0.6026 | 0.3357    | 3.6973    | 0.346         | 281        | SN1 = 13.7881; SN2 = 12.9805 |
| 0.6781 | 0.4251    | 3.1903    | 0.371         | 285        | SN1 = 14.2799; SN2 = 13.4682 |
| 0.7554 | 0.5275    | 2.8641    | 0.407         | 309        | SN1 = 14.7341; SN2 = 13.9189 |

Table 6: Parameter combinations and algorithm performance indices at $k_4 = -0.55$.

| $\mu$ | $\sigma^2$ | $\lambda$ | Running time | Iterations | SNR       |
|-------|------------|-----------|---------------|------------|-----------|
| 0.3960 | 0.1423    | 5.5657    | 0.24          | 179        | SN1 = 12.4434; SN2 = 11.6526 |
| 0.4854 | 0.2137    | 4.5428    | 0.284         | 183        | SN1 = 13.2907; SN2 = 12.4906 |
| 0.6080 | 0.3353    | 3.6266    | 0.264         | 191        | SN1 = 14.2265; SN2 = 13.4181 |
| 0.6834 | 0.4236    | 3.2266    | 0.259         | 195        | SN1 = 14.717; SN2 = 13.9048 |
| 0.7610 | 0.5252    | 2.8979    | 0.267         | 200        | SN1 = 15.1713; SN2 = 14.3561 |
5. Conclusions

Using the hypothetical probability density of sub-Gaussian signals in the extend-infomax algorithm, the constrained optimization problem was solved according to the principle of optimal kurtosis. The optimal parameter $a$ in the probability density of the hypothetical source signal is obtained: $a = 1/2$. The different combinations of parameters at different kurtosis levels were examined to validate the performance of the algorithm using such indices as the performance index, running time, number of iterations, SN1, and SN2. With kurtosis as a control variable, a one-way ANOVA analysis of the above indices was carried out. The results showed that there are significant differences in the

![Figure 4: Variation of the performance index with an increasing $|k_4|$.](image)
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![Figure 7: Variation of SN1 values at different kurtosis levels.](image)

![Table 10: One-way ANOVA analysis of SN2 at different kurtosis levels.](image)

![Figure 8: Variation of SN2 values at different kurtosis levels.](image)
indices among different kurtosis levels. With an increasing kurtosis, the average running time and the number of iterations showed a decreasing trend, whereas the average signal noise ratio increased. Once the kurtosis reaches a certain level, the iteration step size needs to be reduced for the algorithm to converge. The experiment has validated the effectiveness of the proposed method in improving the quality of blind recovered signals.
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