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Abstract

We present a test for independence of two strictly stationary time series based on a bootstrap procedure for the distance covariance. Our test detects any kind of dependence between the two time series within an arbitrary maximum lag $L$. In simulation studies, our test outperforms alternative testing procedures. In proving the validity of the underlying bootstrap procedure, we generalise bounds for the Wasserstein distance between an empirical measure and its marginal distribution under the assumption of $\alpha$-mixing. Previous results of this kind only existed for i.i.d. processes.

1 Introduction

Consider a strictly stationary process $(X_k, Y_k)_{k \in \mathbb{N}}$, where $X_k$ and $Y_k$ take values in $\mathbb{R}^{\ell_1}$ and $\mathbb{R}^{\ell_2}$, respectively. For ease of notation, we denote by $(X, Y)$ a random vector that has the same distribution as $(X_k, Y_k)$. Our goal is to test the hypothesis that the processes $(X_k)_{k \in \mathbb{N}}$ and $(Y_k)_{k \in \mathbb{N}}$ are independent against the alternative that these two processes are dependent. We construct a test based on the distance covariance, defined by Székely et al. (2007) as

$$dcov(X, Y) := \int\int \left| \phi_{X,Y}(s,t) - \phi_X(s)\phi_Y(t) \right|^2 w(s,t) \, ds \, dt,$$

where $w(s,t)$ is some positive weight function, and where $\phi_{X,Y}(s,t)$, $\phi_X(s)$, and $\phi_Y(t)$ denote the joint characteristic function of $(X, Y)$, and the marginal characteristic functions of $X$ and $Y$, respectively. In contrast with the classical Pearson correlation, which is only able to detect linear dependence between $X$ and $Y$, distance covariance will detect any kind of dependence, i.e. $dcov(X, Y) = 0$ if and only if the random variables $X$ and $Y$ are independent. In our paper, we will take the specific weight function $w(s,t) = c(\|s\|_2^{\ell_1+1} \|t\|_2^{\ell_2+1})^{-1}$, recommended by Székely et al. (2007) because of a number of desirable properties.

Given the sample $(X_1, Y_1), \ldots, (X_n, Y_n)$, we define the empirical distance covariance

$$dcov_n(X, Y) := \int\int \left| \phi_{X,Y}^{(n)}(s,t) - \phi_X^{(n)}(s)\phi_Y^{(n)}(t) \right|^2 w(s,t) \, ds \, dt,$$
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where \( \phi_{X,Y}(s,t) = \frac{1}{n} \sum_{i=1}^{n} e^{i(sX_i+tY_i)}, \phi_X^{(n)}(s) = \frac{1}{n} \sum_{i=1}^{n} e^{iX_i}, \) and \( \phi_Y^{(n)} = \frac{1}{n} \sum_{i=1}^{n} e^{iY_i} \) are the empirical (joint) characteristic functions of the data. For i.i.d. processes \( (X_k, Y_k)_{k \geq 1} \) with finite first moments, Székely et al. (2007) show that \( d\text{cov}_n(X,Y) \) is a consistent estimator of \( d\text{cov}(X,Y) \). Davis et al. (2018) extend this result to stationary ergodic processes with values in a Euclidean space, and Kroll (2022) establishes consistency for stationary ergodic processes with values in separable metric spaces.

Székely et al. (2007) derive the large sample distribution of the empirical distance covariance in the case of i.i.d. processes \( (X_k, Y_k)_{k \geq 1} \), and under the hypothesis that \( X_i \) and \( Y_i \) are independent. Under suitable moment conditions they show that, as \( n \to \infty \),

\[
\lim_{n \to \infty} \sqrt{n} \text{dcov}_n(X,Y) \xrightarrow{D} \zeta,
\]

where \( \zeta \) is some non-degenerate limiting distribution. This result is extended to the case of mixing data by Davis et al. (2018) for processes with values in a Euclidean space, and by Kroll (2022) to general separable metric spaces.

By Eq. (3), the test that rejects the independence hypothesis when \( n \text{dcov}_n(X,Y) \geq \zeta_\alpha \), where \( \zeta_\alpha \) denotes the upper \( \alpha \)-quantile of the limiting distribution \( \zeta \), has asymptotically level \( \alpha \). Unfortunately this approach is not practically feasible, because \( \zeta \) depends in a complex way on the distribution of \( (X,Y) \), which in addition is unknown. In order to remedy this situation, Dehling et al. (2020) propose a bootstrap procedure to calculate asymptotic critical values of \( \zeta \). In their paper, the authors establish the validity of the bootstrap in the case of i.i.d. processes \( (X_k, Y_k)_{k \geq 1} \). However, their bootstrap does not capture the serial dependence in the data, and is thus not valid for time series. In addition, their technique of proof depends heavily on the i.i.d. assumption and cannot easily be generalized to dependent data.

In the present paper, we propose a block bootstrap technique to determine the quantiles of \( \zeta \) that works for a large class of weakly dependent data. More precisely, we perform two independent non-overlapping block bootstrap procedures, namely one for each of the samples \( X_1, \ldots, X_n \), and \( Y_1, \ldots, Y_n \). In this way, we obtain two independent bootstrap samples \( X_1^*, \ldots, X_n^* \) and \( Y_1^*, \ldots, Y_n^* \). Under the hypothesis that the processes \( (X_k)_{k \geq 1} \) and \( (Y_k)_{k \geq 1} \) are independent, the distribution of the paired bootstrap sample \( (X_1^*, Y_1^*), \ldots, (X_n^*, Y_n^*) \) mimics the unknown distribution of the original sample \( (X_1, Y_1), \ldots, (X_n, Y_n) \). In our theoretical analysis, we derive a bound for the Wasserstein distance between the bootstrap and the sample distribution of the empirical distance covariance. An important technical ingredient in the proof is a bound for the Wasserstein distance between the empirical distribution and the theoretical distribution of samples from a multivariate weakly dependent process. Our results generalize earlier results obtained by Dereich et al. (2013) for i.i.d. data.

In its original version, our test is only able to capture dependence between \( X_i \) and \( Y_i \), but not between \( X_i \) and \( Y_{i+k} \) for \( k > 0 \). This problem is not new, and is treated in various contexts in the literature. Haugh (1976) presents a Portmanteau-type test for independence based on linear combinations of Pearson’s cross correlations for short-range dependent time series, while Shao (2009) covers long-range dependent processes. Betken and Dehling (2022+) extend these ideas to tests for independence via linear combinations of distance cross covariances, again in the case of long-range dependent data. Wang et al. (2021) propose a test based on sums of Hilbert-Schmidt independence criteria (HSIC), which by Sejdinovic et al. (2013) is equivalent to the distance covariance in a certain sense. Most recently, Chu (2023) constructs a test based on a variation of the distance covariance which, like that of Wang et al. (2021), presupposes specific data generating models. Edelmann et al. (2019) give an extensive literature survey of the distance covariance in the context of time series.
In the present paper, we present an alternative approach by applying our original bootstrap test to the vectors \( X_k' = (X_k, \ldots, X_{k+L}) \) and \( Y_k' = (Y_k, \ldots, Y_{k+L}) \) of \( L \)-lagged data. In this way, we obtain a test that is consistent against arbitrary deviations from independence, as long as they occur within a time lag of at most \( L \). Furthermore, we do not require any specific model assumptions other than absolute regularity and some mild conditions on the Lebesgue densities of the samples.

The remainder of this paper is structured as follows: In the next section, we give an alternative representation of the distance covariance as a V-statistic, and present details of the bootstrap procedure which is based on this representation. Section 3 contains the statements of the main theoretical results and a discussion of some technical assumptions, preceded by a brief summary of the mathematical tools used in this article. In Section 4, we present the results of an extensive simulation study, as well as an application to financial data. Section 5 contains outlines of the proofs of our main theoretical results. Details of proofs and auxiliary results are available in an online supplement to this paper.

2 Test Statistic and Bootstrap Technique

We will base our analysis of the distance covariance on a V-statistic representation introduced by Lyons (2013). We denote by \( \theta = \mathcal{L}(X, Y) \) the joint distribution of \((X, Y)\), and by \( \mu = \mathcal{L}(X) \) and \( \nu = \mathcal{L}(Y) \) the distributions of \( X \) and \( Y \), respectively. By \( \theta_n, \mu_n \) and \( \nu_n \), we denote the corresponding empirical distributions. As the distance covariance depends only on the joint distribution of \((X, Y)\), we will also use the notation \( \text{dcov}(\theta) \) instead of \( \text{dcov}(X, Y) \). In this notation, the empirical distance covariance is simply the distance covariance of the empirical distribution \( \theta_n \), i.e. \( \text{dcov}_n(X, Y) = \text{dcov}(\theta_n) \).

In order to obtain the V-statistics representation of the empirical distance covariance, we define the functions \( f_{\ell} : (\mathbb{R}^4)^4 \to \mathbb{R} \) by \( f_{\ell}(s_1, s_2, s_3, s_4) := \|s_1 - s_2\|_2^2 - \|s_1 - s_4\|_2^2 + \|s_2 - s_4\|_2^2 + \|s_3 - s_4\|_2^2 \), \( \ell \in \{\ell_1, \ell_2\} \), and the kernel \( h' : (\mathbb{R}^{\ell_1 + \ell_2})^6 \to \mathbb{R} \) by

\[
h'(s_1, t_1, \ldots, s_6, t_6) := f_{\ell_1}(s_1, s_2, s_3, s_4) f_{\ell_2}(t_1, t_2, t_3, t_4).
\]

For the distance covariance with the specific weight function

\[
w(s, t) = \frac{\Gamma \left( \frac{\ell_1 + 1}{2} \right) \Gamma \left( \frac{\ell_2 + 1}{2} \right)}{\pi^{(1+\ell_1+\ell_2)/2} \|s\|_2^{\ell_1+1} \|t\|_2^{\ell_2+1}},
\]

Lyons (2013) showed that \( \text{dcov}(\theta) = \int h' \, d\theta^6 \). As a consequence, one obtains a V-statistic representation of the empirical distance covariance

\[
\text{dcov}(\theta_n) = \int h' \, d\theta_n^6 = \sum_{1 \leq i_1, \ldots, i_6 \leq n} h'(X_{i_1}, Y_{i_1}, \ldots, X_{i_6}, Y_{i_6})
\]

We will use this representation in our bootstrap procedure and also in the proofs of our main results. To simplify some calculations, we will often use the symmetrisation of \( h' \), defined as

\[
h'(s_1, t_1, \ldots, s_6, t_6) := \frac{1}{6!} \sum_{\sigma \in S_6} h'(s_{\sigma(1)}, t_{\sigma(1)}, \ldots, s_{\sigma(6)}, t_{\sigma(6)}),
\]

where \( S_6 \) denotes the symmetric group of order 6. Since any V-statistic is equal to the V-statistic with the corresponding symmetric kernel, the empirical distance covariance may also be expressed as V-statistic with the above symmetric kernel \( h \).
As it is central to our test, let us also explain the weak limit $\zeta$ from Eq. (3) in more detail. Davis et al. (2018) and Kroll (2022) show (for Euclidean and metric data, respectively) that

$$\zeta = \sum_{k=1}^{\infty} \lambda_k \zeta_k^2,$$

where $(\lambda_k, \varphi_k)_{k \in \mathbb{N}}$ is a sequence of non-negative eigenvalues and matching eigenfunctions of a certain integral operator, and $(\zeta_k)_{k \in \mathbb{N}}$ is a centred Gaussian process whose covariance function is given by

$$\text{Cov}(\zeta_i, \zeta_j) = \lim_{n \to \infty} \frac{1}{n} \sum_{s,t=1}^{n} \text{Cov}(\varphi_i(X_s, Y_s), \varphi_j(X_t, Y_t)).$$

The integral operator mentioned depends on the joint distribution $\theta$. Thus, the distribution of $\zeta$ depends on the unknown distribution $\theta$ as well as the unknown covariances occurring in Eq. (4).

Let us now present the block bootstrap procedure as well as the resulting test in detail. In the following pseudocode, $d = d(n)$ will denote the block length that the two separate non-overlapping block bootstraps are based upon. We give instructions on how to choose this block length in Section 3.

**Algorithm 1** IBB (Independent Block Bootstrap)

**Input:** $(X_1, \ldots, X_n)$, $(Y_1, \ldots, Y_n)$, $d$

1: $N \leftarrow \lfloor n/d \rfloor$

2: for $k = 1, \ldots, N$ do

3: \hspace{1em} $B_{X,k} \leftarrow (X_{(k-1)d+1}, \ldots, X_{kd})$

4: \hspace{1em} $B_{Y,k} \leftarrow (Y_{(k-1)d+1}, \ldots, Y_{kd})$

5: end for

6: for $k = 1, \ldots, N$ do

7: \hspace{1em} $B_{X,k}^* \leftarrow \text{random element from } \{B_{X,1}, \ldots, B_{X,N}\}$ drawn with replacement

8: \hspace{1em} $B_{Y,k}^* \leftarrow \text{random element from } \{B_{Y,1}, \ldots, B_{Y,N}\}$ drawn with replacement

9: end for

10: $(X_1^*, \ldots, X_{N_d}^*) \leftarrow (B_{X,1}^*, \ldots, B_{X,N}^*)$

11: $(Y_1^*, \ldots, Y_{N_d}^*) \leftarrow (B_{Y,1}^*, \ldots, B_{Y,N}^*)$

**Output:** $(X_1^*, \ldots, X_{N_d}^*), (Y_1^*, \ldots, Y_{N_d}^*)$

The resulting bootstrap sample is of length $Nd$, where $N$ denotes the number of blocks. Thus, if the sample size $n$ is not divisible by the block length $d$, we disregard some of our observations (but always fewer than $d$). With an appropriate choice of $d = d(n)$, this does not impact the consistency of our bootstrap procedure.

In the pseudocode for the $L$-lag-test (Algorithm 2), $dcov_{n-L}(X', Y')$ denotes the empirical distance covariance of the samples $X_1', \ldots, X_{n-L}'$ and $Y_1', \ldots, Y_{n-L}'$. Likewise, $dcov_{n-L}(X^*, Y^*)$ is the empirical distance covariance of the corresponding bootstrap samples $X^*$ and $Y^*$. Note that the number of bootstrap blocks is given by $N = \lfloor (n-L)/d \rfloor$ because we are performing the bootstrap procedure on the vectorised sequence $X_1', \ldots, X_{n-L}'$ and $Y_1', \ldots, Y_{n-L}'$, not on the original observed sample of length $n$. IBB denotes the independent block bootstrap as described in Algorithm 1.

In Algorithm 2, we are performing the independent block bootstrap $B$ times and take the empirical upper $\alpha$-quantile as our critical value. This is standard in the application of bootstrap procedures. However, one can also treat the result of the independent block bootstrap as a random variable,
Algorithm 2 $L$-lag-test (empirical version)

**Input:** $(X_1,\ldots,X_n)$, $(Y_1,\ldots,Y_n)$, $d$, $\alpha$, $L$, $B$

1: for $k = 1,\ldots,n - L$ do
2: \hspace{1em} $X'_k \leftarrow (X_k,\ldots,X_{k+L})$
3: \hspace{1em} $Y'_k \leftarrow (Y_k,\ldots,Y_{k+L})$
4: end for
5: \hspace{1em} $N \leftarrow [(n - L)/d]$\hspace{1em}
6: for $b = 1,\ldots,B$ do
7: \hspace{2em} $(X^*,Y^*) \leftarrow \text{IBB}((X'_1,\ldots,X'_{n-L}),(Y'_1,\ldots,Y'_{n-L}),d)$
8: \hspace{2em} $D_b \leftarrow N d \text{dcov}_{n-L}(X^*,Y^*)$
9: end for
10: \hspace{1em} $c^*_n \leftarrow \text{empirical upper } \alpha\text{-quantile of } \{D_1,\ldots,D_B\}$
11: if $(n-L) d \text{dcov}_{n-L}(X',Y') > c^*_n$ then
12: \hspace{1em} Decision $\leftarrow$ ‘Reject $H_0$’
13: else
14: \hspace{1em} Decision $\leftarrow$ ‘Do not reject $H_0$’
15: end if
**Output:** Decision

where the randomness comes from the sampling involved, as well as from the observed (random) sample $X_1,\ldots,X_n$ and $Y_1,\ldots,Y_n$. Denoting the empirical measure of this random bootstrap sample by $\theta^*_n$, we define

$$V^* := \text{dcov}(\theta^*_n).$$

The main results of this paper mostly concern the asymptotic behaviour of this bootstrap statistic.

### 3 Main Theoretical Results

#### 3.1 Summary

In Theorem 1 we show that, under certain technical assumptions, most importantly absolute regularity, $n V^*$ has the same limiting distribution in probability as $n \text{dcov}(\theta_n)$ under $H_0$. From this it follows that the non-vectorised test has asymptotic level $\alpha$. Furthermore, because $\theta \neq \mu \otimes \nu$ implies that $n \text{dcov}(\theta_n) \xrightarrow{n \to \infty} \infty$, this test is consistent against every alternative in which $X$ and $Y$ are not independent. Thus, the only alternatives against which this test is not consistent are those in which the marginals $X_k$ and $Y_k$ are independent for every $k \in \mathbb{N}$ but the entire processes $(X_k)_{k \in \mathbb{N}}$ and $(Y_k)_{k \in \mathbb{N}}$ are not independent. By first vectorising the observations, i.e. by considering $X'_k = (X_k,\ldots,X_{k+L})$ and $Y'_k = (Y_k,\ldots,Y_{k+L})$, we are able to achieve consistency against any alternative for which $X_s$ and $Y_t$ are dependent for some pair $s,t \in \mathbb{N}$ such that $|s-t| \leq L$, where $L$ is a pre-specified parameter. Corollaries 1 and 2 present the necessary details.

In Theorem 2 we give an explicit bound on $Ed^p_p(\xi_0,\xi)$, where $d_p$ denotes the Wasserstein distance of order $p$, $\xi$ is some measure on $\mathbb{R}^d$ and $\xi_0$ is the empirical measure of a stationary and strongly mixing process with marginal distribution $\xi$. It is known that for growing dimension $d = d(n)$, this expected value does not necessarily converge to 0, since the number of observations required for an approximation of fixed precision grows with $d$ — this phenomenon is sometimes known as the curse of dimensionality. Since the upper bound in Theorem 2 is explicit, it allows us to find a growth rate for $d = d(n)$ that still results in $Ed^p_p(\xi_0,\xi)$ converging to 0. Previous results of this type, such as...
those in Dereich et al. (2013), require i.i.d. data as opposed to our weaker assumption of stationary and strongly mixing sample data. Finally, Corollary 3 is a handy consequence of Theorem 2 for the special case where \( \xi \) is the distribution of the first \( d' \) observations of a strictly stationary process.

### 3.2 Technical Preliminaries

The following definitions are taken from Bradley (2007). Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. For any two sub-\(\sigma\)-algebras \(\mathcal{A}, \mathcal{B} \subseteq \mathcal{F}\), we define the following objects:

\[
\alpha(\mathcal{A}, \mathcal{B}) := \sup_{A \in \mathcal{A}, B \in \mathcal{B}} |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)|,
\]

\[
\phi(\mathcal{A}, \mathcal{B}) := \sup_{A \in \mathcal{A}, B \in \mathcal{B}, \mathbb{P}(A) > 0} |\mathbb{P}(B|A) - \mathbb{P}(B)|,
\]

\[
\beta(\mathcal{A}, \mathcal{B}) := \sup \left\{ \frac{1}{2} \sum_{i=1}^{J} \sum_{j=1}^{J} |\mathbb{P}(A_i \cap B_j) - \mathbb{P}(A_i)\mathbb{P}(B_j)| \right\},
\]

where the last supremum is taken over all possible partitions \(\{A_1, \ldots, A_I\} \subseteq \mathcal{A}\) and \(\{B_1, \ldots, B_J\} \subseteq \mathcal{B}\) with \(I, J \in \mathbb{N}\). These coefficients characterise independence of \(\mathcal{A}\) and \(\mathcal{B}\) in the sense that, for any \(\gamma \in \{\alpha, \beta, \phi\}\), \(\gamma(\mathcal{A}, \mathcal{B}) = 0\) if and only if \(\mathcal{A}\) and \(\mathcal{B}\) are independent (Bradley (2007), Proposition 3.4).

Now let \(U := (U_k)_{k \in \mathbb{N}}\) be a stochastic process on \((\Omega, \mathcal{F}, \mathbb{P})\). For \(1 \leq i, j \leq \infty\) denote by \(\mathcal{F}_i^j\) the \(\sigma\)-algebra \(\sigma(U_k, i \leq k \leq j) \subseteq \mathcal{F}\) generated by \(U_i, U_{i+1}, \ldots, U_j\). Then, for any \(\gamma \in \{\alpha, \beta, \phi\}\), we define \(\gamma(n) := \sup_{j \in \mathbb{N}} \gamma \left(\mathcal{F}_1^j, \mathcal{F}_j^{\infty+n}\right)\), and we say that the process \((U_k)_{k \in \mathbb{N}}\) is \(\gamma\)-mixing if \(\gamma(n) \to 0\) for \(n \to \infty\). Instead of saying \(\alpha\)-mixing, we may use the term ‘strongly mixing’. Instead of saying \(\beta\)-mixing, we may use the term ‘absolutely regular’. By assuming a certain rate of growth for the mixing coefficients, one can control how much an observation may influence another observation a fixed distance away. A common assumption in our results will be absolute regularity with polynomial decay, i.e. \(\beta(n) = O(n^{-r})\) for some growth rate \(r > 0\). Some of our results only require a strong mixing condition. This is a weaker assumption than absolute regularity; in fact, for any two sub-\(\sigma\)-algebras \(\mathcal{A}, \mathcal{B}\) it holds that \(2\alpha(\mathcal{A}, \mathcal{B}) \leq \beta(\mathcal{A}, \mathcal{B}) \leq \phi(\mathcal{A}, \mathcal{B})\). This is Proposition 3.11 in Bradley (2007).

Finally, let us define the Wasserstein distance, which is a certain metric on the space of measures in which we will prove our convergence results. Let \(\eta\) and \(\xi\) be two measures on some separable metric space \((\mathcal{S}, d_\mathcal{S})\) and \(p \geq 1\) a real constant. If \(\eta\) and \(\xi\) have finite \(p\)-th moments, then we define the Wasserstein distance \(d_p(\eta, \xi)\) as

\[
d_p(\eta, \xi) := \left( \inf_{\gamma \in \Gamma} \left\{ \int d_\mathcal{S}(s, s')^p \, d\gamma(s, s') \right\} \right)^{\frac{1}{p}},
\]

where \(\Gamma = \Gamma(\eta, \xi)\) is the set of all couplings of \(\eta\) and \(\xi\), i.e. the set of all measures \(\gamma\) on \(\mathcal{S}^2\) with marginals \(\eta\) and \(\xi\). By abuse of notation, for any two random variables \(U\) and \(V\), we may write \(d_p(U, V)\) instead of \(d_p(\mathcal{L}(U), \mathcal{L}(V))\).

Convergence in the Wasserstein distance is stronger than weak convergence. By Theorem 6.9 in Villani (2009), if \((\xi_n)_{n \in \mathbb{N}}\) is a sequence of measures on some Polish space \((\mathcal{S}, d_\mathcal{S})\), then \((\xi_n)_{n \in \mathbb{N}}\) converges to some measure \(\xi\) in the Wasserstein distance \(d_p\) if and only if it converges weakly and for any (and thus all) \(s_0 \in \mathcal{S}\) it holds that

\[
\int d_\mathcal{S}(s, s_0)^p \, d\xi_n(s) \to \int d_\mathcal{S}(s, s_0)^p \, d\xi(s),
\]

i.e. convergence in \(d_p\) is equivalent to weak convergence plus convergence of the \(p\)-th moments.
3.3 Results on the Test for Independence

Our central result is the validity of our proposed bootstrap method, stated in Theorem 1. More precisely, we prove convergence of the bootstrap in the Wasserstein distance.

For a sequence of measures $(\xi_d)_{d \in \mathbb{N}}$ on $\mathbb{R}^d$, we define the following assumption.

**Assumption 1.** Every $\xi_d$ has an essentially bounded Lebesgue density, and the corresponding sequence of essential suprema $M(d)$ grows at most exponentially in $\ell_d$.

To state our main result, we adopt the notation $Z_k := (X_k, Y_k)$. We will use this notation throughout the remainder of this article.

**Theorem 1.** Suppose that $X_1$ and $Y_1$ both have finite $(4 + \delta)$-th moments for some $\delta > 0$, and that the process $(Z_k)_{k \in \mathbb{N}}$ is strictly stationary and absolutely regular with $\beta(n) = O(n^{-r})$ for some $r > 18$. Furthermore, suppose that the joint distributions of the vectors $(Z_1, \ldots, Z_d)$ fulfil Assumption 1, and that $d = O(\log(n)^\gamma)$ for some $0 < \gamma < 1/2$ and $d \to \infty$ as $n \to \infty$.

Then it holds that
\[ d_1(\xi, nV^*) \xrightarrow{P} 0, \]
where $\xi$ is the weak limit of $n \text{d} \text{cov}(\theta_n)$ under the hypothesis
\[ H_0 : (X_k)_{k \in \mathbb{N}} \text{ and } (Y_k)_{k \in \mathbb{N}} \text{ are independent}. \]

**Corollary 1.** Suppose the assumptions from Theorem 1 are satisfied. Consider a test which rejects $H_0$ if $n \text{d} \text{cov}(\theta_n) > c_0^\alpha$, where $c_0^\alpha$ is the upper $\alpha$-quantile of $nV^*$. Then this test has asymptotic level $\alpha$, and the only alternatives against which it is not consistent are those for which $X_k$ and $Y_k$ are independent for every $k \in \mathbb{N}$, but the entire processes $(X_k)_{k \in \mathbb{N}}$ and $(Y_k)_{k \in \mathbb{N}}$ are not independent.

**Corollary 2.** Suppose the assumptions from Theorem 1 are satisfied. Let $L \in \mathbb{N}$ be some arbitrary but fixed parameter. For any $1 \leq k \leq n - L$, let $X_k' = (X_k, \ldots, X_{k+L})$ and $Y_k' = (Y_k, \ldots, Y_{k+L})$. Then, performing the test from Corollary 1 on the new sample $(X_1', Y_1'), \ldots, (X^L_{n-L}, Y^L_{n-L})$ yields a test of asymptotic level $\alpha$ that is consistent against any alternative for which $X_s$ and $Y_t$ are dependent for some $s, t \in \mathbb{N}$ such that $|s - t| \leq L$.

3.4 A Bound for the Wasserstein Distance

The following theorem is concerned with bounding the Wasserstein distance between an empirical measure of strongly mixing sample data and its marginal distribution. It provides a valuable tool in determining a rate of growth of the block length $d = d(n)$ which is slow enough that it does not
impair the convergence of $\xi_n$ to $\xi$. Traditional Glivenko-Cantelli type results usually break down when one allows for a growing dimension since they implicitly depend on this dimension for their asymptotic bounds. Prior results of this kind, e.g. those in Dereich et al. (2013), require i.i.d. sample data.

**Theorem 2.** Let $d \in \mathbb{N}$ and $1 \leq p \leq d/2$ and $q > p$ be fixed. Let $\xi$ be a probability measure on $\mathbb{R}^d$ with finite $q$-moments whose Lebesgue density exists and is essentially bounded by some $M > 0$. Then, for any $n, K \in \mathbb{N}$, it holds that

$$E_d^p(\xi_n, \xi) \leq 3^{q-1} \left\{ 2^p \left( (1 - \xi(U_K))^{q-1} m_q^{p/q} + (1 - \xi(U_K)) K^p \right) + K^{d/2} \cdot M^p \right\},$$

where $U_K$ is the open sphere centred around the origin with radius $K$, $m_q$ is the $q$-th moment of $\xi$, and $M$ is given by

$$M^p = c_0 n^{-2 \frac{d}{2}} 2^{3d/2-p} d^{q/2} \left( \frac{1 + M^{d/2-p}}{1 - 2^{-d/2}} + \frac{1}{1 - 2^{-p}} + 4M^{d/2} \right),$$

for some uniform constant $c_0$, where $\xi_n$ is the empirical measure of a strictly stationary and $\alpha$-mixing process $(U_i)_{i \in \mathbb{N}}$ with marginal distribution $\xi$ and $\alpha(n) \leq f(n) = O(n^{-r_0})$ for some function $f$ and some constant $r_0 > 1$. The constant $c_0$ only depends on $f$ and $r_0$.

**Remark 1.**
1. If $\xi$ is the measure of a random vector $(U'_1, \ldots, U'_d')$ with equal marginal distributions, then $m_q$ can be bounded by $(d')^{q/2} \cdot \|U'_1\|_{2-q}^{q}$.
2. $\xi$ having finite $q$-moments implies that $\xi(U'_K) = o(K^{-q})$, where $A^C$ denotes the complement of a set $A$.
3. For a useful bound, we want to choose $K = n^{p/(2d - 2)}$ for some $0 < \delta < 1$. This ensures that $K^{d/2} \cdot M^p$ will still converge to 0.
4. The observations above, combined with the fact that $d$ needs to be of order $\log(n)^{\gamma}$ with $0 < \gamma < 1/2$ for $M$ to converge to 0, yield a useful bound for $E_d^p(\xi_n, \xi)$ which allows for changing $d$.

Corollary 3 is an application of Theorem 2 to segments taken from strictly stationary processes.

**Corollary 3.** Suppose that the assumptions of Theorem 2 are satisfied, and that $\xi$ is the measure of a random vector $(U'_1, \ldots, U'_d')$ with equal marginal distributions (such as the first $d'$ observations of a stationary process) with finite $q$-moments. Then there is some $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$,

$$E_d^p(\xi, \xi_n) \leq c_p(d) n^{-\frac{d}{2}} + c_{p,q}(d) n^{(p-2)(p-q)/(2d)},$$

where $c_{p,q}(d) = 2c' 6^p d^{1+q/2}$ for some constant $c'$ and

$$c_p(d) = 6^p c_0 2^{3d/2-p} d^{q/2} \left( \frac{1 + M^{d/2-p}}{1 - 2^{-d/2}} + \frac{1}{1 - 2^{-p}} + 4M^{d/2} \right).$$

The threshold $n_0$ and the constant $c'$ only depend on $\mathcal{L}(U'_1)$, and are therefore independent of $d$ and $d'$. The constant $c_0$ only depends on $f$ and $r_0$. 
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3.5 The Condition of Bounded Densities

In our results we make use of Assumption 1. We now show that this assumption is fulfilled most importantly by Gaussian processes, but also by elements of the more general class of elliptical distributions, i.e. distributions whose Lebesgue densities are of the form

\[ f(x) = c \cdot g((x - \Lambda)^T \Sigma^{-1}(x - \Lambda)), \]

where \( c \) is some normalisation constant, \( \Sigma \) is a covariance matrix and \( \Lambda \) is a location parameter (i.e. a multidimensional expected value). Here, we assume that the random vectors are centred for the sake of simplicity. Some analysis shows that

\[ \int g(x^T \Sigma^{-1} x) \, dx = \int g(\|\sqrt{\Sigma^{-1}} x\|_2^2) \, dx = \frac{1}{\sqrt{|\det(\Sigma^{-1})|}} \int g(\|x\|_2^2) \, dx, \]

so in order for the density to integrate to a total measure of one, the normalisation constant \( c \) must be given by

\[ c = \sqrt{|\det(\Sigma^{-1})|} \left( \int g(\|x\|_2^2) \, dx \right)^{-1} = \sqrt{|\det(\Sigma^{-1})|} \cdot \frac{\Gamma(\frac{d}{2})}{2\pi^{d/2}} \left( \int_0^\infty t^{d/2-1} g(t^2) \, dt \right)^{-1}, \]

where in the last equality we have used identity 3.3.2.1, Chapter 5, in Prudnikov et al. (1986) and \( \Gamma \) denotes the \( \Gamma \)-function. The function \( g \) is known, and so the factor

\[ \Gamma\left(\frac{d}{2}\right) \left( \int_0^\infty t^{d/2-1} g(t^2) \, dt \right)^{-1} \]

(5)
can be evaluated.

The most important members of this class of distributions are the Gaussian distributions. In this case, the function \( g \) is given by \( g(t) = \exp(-t/2) \), and so the product in Eq. (5) is equal to 1. This gives us the bound of \( \det(\Sigma^{-1}) \leq K^d \), where \( K > 0 \) is a constant independent of \( d \).

Lemma 1. Let \( \Sigma \) be the covariance matrix of the first \( d \) observations \( U_1, \ldots, U_d \) of a strictly stationary and absolutely regular process \( (U_k)_{k\in\mathbb{N}} \) such that \( \sum_{h=0}^{\infty} |\text{Cov}(U_1, U_1+h)| < \infty \). Then it holds that

\[ \det(\Sigma^{-1}) \leq K^d, \]

where \( K > 0 \) is a constant independent of \( d \).

Proof. Since the covariances are absolutely summable, there exists a spectral density \( f \) such that

\[ \Sigma_{jk} = \text{Cov}(U_j, U_k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\lambda) \exp(-i(j-k)\lambda) \, d\lambda. \]

The determinants of such Toeplitz forms are well studied. In particular, Szegö’s limit theorem (cf. Grenander and Szegö (1984)) gives us

\[ \lim_{d \to \infty} \det(\Sigma)^{\frac{1}{d}} = \exp\left(\frac{1}{2\pi} \int_{-\pi}^{\pi} \log f(\lambda) \, d\lambda\right), \]
which is finite by Theorem 5.8.1 in Brockwell and Davis (1991) combined with Theorem 3.3.2 in Bradley (2007). Thus,
\[
\det(\Sigma^{-1}) \leq \exp\left(-\frac{1}{2\pi} \int_{-\pi}^{\pi} \log f(\lambda) \, d\lambda\right)^d
\]
for sufficiently large \(d\).

4 Simulations and Data Analysis

4.1 Simulations

In the following, the finite sample performance of the bootstrap procedure established in Section 3 is analysed in the context of testing for dependence between the components \(X_1, \ldots, X_n\) and \(Y_1, \ldots, Y_n\) of a bivariate time series \(Z_1, \ldots, Z_n\) with \(Z_k = (X_k, Y_k)^T\). For this, we perform Algorithm 2 \(k = 5000\) times (with \(B = 500\) bootstrap repetitions) and determine the average number of rejections. In the case of \(L = 0\), we can adapt Algorithm 2 to use the Pearson covariance instead of the distance covariance by changing Lines 8 and 11 accordingly. This modified version of Algorithm 2 serves as a comparison for our \(0\)-lag-test. Our \(L\)-lag-test for \(L > 0\) has no obvious comparison since the Pearson covariance is not readily generalised to multivariate data.

We have used the following models to generate the data for our simulation study.

**Model 1.** We simulate \(X_1, \ldots, X_n\) and \(Y_1, \ldots, Y_n\) as two independent AR(1) processes, each with parameter \(\rho\).

**Model 2.** We simulate \((X_1, Y_1), \ldots, (X_n, Y_n)\) as a VAR(1) process. A stationary, bivariate Gaussian process \(W_t = (X_t, Y_t)\) is called VAR(1) process if there exists a matrix \(A \in \mathbb{R}^{2 \times 2}\), and independent, \(\mathcal{N}(0, \Sigma)\)-distributed Gaussian random variables \(\xi_t = (\varepsilon_t, \eta_t)\) such that the equation
\[
W_t = AW_{t-1} + \xi_t
\]
Figure 2: Rejection rates of the test based on Pearson’s correlation and the distance covariance for VAR(1) processes with parameters $a = 0.5, b = 0$, correlation matrix $\Gamma(0)$ as in Eq. (8), and length $n = 300$. As block length we choose $d \in \{2, n^{1/3}, \sqrt{n}\} = \{2, 6, 17\}$.

is satisfied. Such a process exists if and only if all eigenvalues of $A$ are strictly less than 1 in absolute value. In the special example when the VAR(1) matrix is given by

$$A = \begin{pmatrix} a & b \\ b & a \end{pmatrix},$$

for two parameters $a$ and $b$, the eigenvalues of $A$ are given by $\lambda_1 = a + b$ and $\lambda_2 = a - b$. Let $\Gamma(h)$ denote the autocovariance matrix of $W_t$ at lag $h$. Then it holds that

$$\text{vec} \ \Gamma(0) = (I - A \otimes A)^{-1} \text{vec} \ \Sigma,$$

where $\otimes$ denotes the Kronecker product or direct product of two matrices and the $\text{vec}$ operator transforms a matrix $A$ into an $(mn \times 1)$ vector by stacking the columns; cf. Lütkepohl (2005). We choose $b = 0$, $a = 1/2$, and

$$\Sigma = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}.$$  

For this choice, the autocovariance matrix of $(X_i, Y_i)$ at lag 0 is given by

$$\Gamma(0) = \begin{pmatrix} (1 - 0.5^2)^{-1} & (1 - 0.5^2)^{-1} \rho \\ (1 - 0.5^2)^{-1} \rho & (1 - 0.5^2)^{-1} \end{pmatrix} = \frac{4}{3} \Sigma.$$  

Model 3. We simulate $(\tilde{X}_1, \tilde{Y}_1), \ldots, (\tilde{X}_n, \tilde{Y}_n)$ according to Model 2 and set $X_i = F_{\nu}^{-1}(\Phi(\sqrt{3/4}X_i))$ and $Y_i = F_{\nu}^{-1}(\Phi(\sqrt{3/4}Y_i))$, where $F_{\nu}^{-1}$ denotes the inverse of the distribution function $F_\nu$ of a $t$-distribution with $\nu$ degrees of freedom. The resulting time series $(X_k)_{k \in \mathbb{N}}$ and $(Y_k)_{k \in \mathbb{N}}$ are dependent and have $t_\nu$-distributed marginals.

Model 4. We simulate $(\tilde{X}_1, \tilde{Y}_1), \ldots, (\tilde{X}_n, \tilde{Y}_n)$ according to Model 1 and then proceed as in Model 3, resulting in two independent time series with $t_\nu$-distributed marginals.
Figure 3: Rejection rates of the test based on Pearson’s correlation and the distance covariance for VAR(1) processes with parameters $a = 0.5$, $b = 0$, correlation matrix $\Gamma(0)$ as in Eq. (8), and length $n = 300$. We consider a quantile transformation that yields a $t$-distribution with $\nu = 3$ degrees of freedom. As block length we choose $d \in \{2, n^{1/3}, \sqrt{n}\} = \{2, 6, 17\}$.

Model 5. We simulate
\[ X_i = (\xi_i - \mathbb{E}\xi_i) \exp(\eta_i), \quad Y_i = X_{i+1}, \] (9)
where $\eta_i$ stems from an AR(1) process with parameter $\rho$, and $\xi_i$ from independent, identically Pareto distributed random variables with shape parameter $\alpha$.

This process $(X_k)_{k \in \mathbb{N}}$ is an example of a so-called stochastic volatility time series. These are typically defined via
\[ X_j = \xi_j \varepsilon_j \quad \text{with} \quad \varepsilon_j = \exp(\eta_j), \] (10)
where $(\xi_j)_{j \in \mathbb{N}}$ is a centred i.i.d. process, and $(\eta_j)_{j \in \mathbb{N}}$ is a Gaussian process, independent of $(\xi_j)_{j \in \mathbb{N}}$.

Stochastic volatility models are considered, for example, in Taylor (1986). Initially, this model had been introduced by Breidt et al. (1998) and, independently, by Harvey (2002). Among other things, stochastic volatility time series can be used to model financial time series such as log-returns of stock market indices. (Examples for such time series are considered in Section 4.2.) A characteristic of stochastic volatility time series is that their autocorrelations equal 0, while there is, nevertheless, (non-linear) dependence; cf. Cont (2005).

Another characteristic of financial time series is the occurrence of heavy tails. In particular, probability distributions of log-returns of stock market indices often exhibit tails which are heavier than those of a normal distribution. This is the reason for our use of the Pareto distribution in this model.

Model 6. We simulate a sequence $Z_i$, $i = 1, \ldots, 2n$, of independent normally distributed observations. We define the covariance matrix
\[ \Sigma = \begin{pmatrix} I_n & A \\ A & I_n \end{pmatrix}, \]
Figure 4: Rejection rates of the test based on Pearson’s correlation and the distance covariance for two independent AR(1) processes with parameter $\rho$ and length $n = 300$. We consider a quantile transformation that yields a $t$-distribution with $\nu = 3$ degrees of freedom. As block length we choose $d \in \{2, n^{1/3}, \sqrt{n}\} = \{2, 6, 17\}$.

where $I_n$ is the $n \times n$-identity matrix and $A = (a_{ij})_{1 \leq i,j \leq n}$ is an $n \times n$-matrix with $a_{ij} = \rho$ if $|i-j| = l$ and 0 otherwise. We generate $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_n$ as follows:

$$(X_1, \ldots, X_n, Y_1, \ldots, Y_n)^T = \Sigma^2 Z,$$

where $Z := (Z_1, \ldots, Z_{2n})$.

As a result,

$$\text{Cov}(X_i, Y_j) = \begin{cases} 
\rho & \text{if } |i-j| = l \\
0 & \text{else} 
\end{cases}$$

This model has also been considered in Shao (2009).

To evaluate the test’s performances under the hypothesis of no dependence between the two component series, we simulate $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_n$ according to Model 1. Corresponding simulation results can be found in Figure 1. Based on these, we observe that for both dependence measures an increase of dependence within each time series results in an increase of (false) rejections. Moreover, the simulation results indicate that an increase of the block length leads to a decrease of rejections. Generally speaking, the rejection rates tend to be lower for the test based on Pearson’s correlation, which is expected as the observations follow a normal distribution. Figure 1 also illustrates the need for a growing block length, as the fixed choice $d = 2$ results in an oversized test even for moderate values of $\rho$ – a problem which does not occur for, say, $d = \sqrt{n}$.

To evaluate the tests’ performances under the alternative, we simulated data according to Models 2 and 3. The corresponding simulation results are given in Figures 2 and 3. In both of these cases, the empirical power of the tests increases as the dependence within each time series increases. Additionally, the simulation results indicate consistency of the tests as an increasing sample size goes along with an increase of empirical power. In both cases, a smaller block length yields higher empirical power. For normally distributed margins (the first example) this effect is more pronounced than
for $t$-distributed margins (the second example). For normally distributed margins, the test based on Pearson’s correlation yields a slightly higher power than the test based on distance covariance. Again, this may be attributed to the fact that Pearson’s correlation is designed for the identification of dependence between Gaussian observations. For $t$-distributed margins the test based on distance covariance yields the higher power.

Figure 3 should be compared with Figure 4. Here we have generated the data according to Model 4, resulting in two independent processes whose marginals are equally distributed as those in Figure 3. For block lengths growing with $n$, the rejection rates are reasonably close to the tests’ level of $\alpha = 5\%$, i.e. the better performance of the tests based on the distance covariance shown in Figure 3 does not compromise the tests’ behaviour under the hypothesis. In this sense, we consider the tests based on the distance covariance superior to those based on Pearson’s correlation. Simulations for $\nu = 5$ are provided in Appendix B.

Simulation results for data generated according to Model 5 can be found in Figure 5. Again, the empirical power of the test increases as the dependence within each time series increases. Additionally, the simulation results indicate consistency of the tests as an increasing sample size goes along with an increase of empirical power. With respect to the choice of block length there does not seem to be any pronounced effect on the tests’ performances. Due to the fact that $\text{Cov}(X_1, X_{j+1}) = 0$ for every fixed point in time $j$, $X_j$ and $Y_j$ are uncorrelated, but dependent. It is therefore not surprising that a test based on distance covariance clearly outperforms a test based on Pearson’s correlation when testing for dependence between the two components of an accordingly generated time series. Results for $\alpha = 3$ are provided in Appendix B.

Figures 6 and 7 demonstrate the performance of our $L$-lag-test. For $n = 300$, the empirical rejection rates are essentially 1 for most values of $\rho$. In Figure 6, corresponding to Model 6 with parameter $l = 0$, the power drops slightly if we choose $L$ too large compared to the real lag $l$ (which is unknown in practice). Although this effect is not replicated with $l = 1$ (see Figure 7), it may
suggest that some caution is warranted when determining the maximum detectable lag $L$. However, the impact on the rejection rate gets smaller as $n$ grows larger, and, in our example, is not very significant even for $n = 300$. Figure 7 also illustrates the need for vectorising the observation in the presence of lagged cross-correlations, as the rejection rate of our test is small if $L < l$.

### 4.2 Data Analysis

As an example for data analysis, we consider Standard & Poor’s 500 (S&P 500 or SPX, in short), a stock market index tracking the performance of 500 of the largest companies listed on stock exchanges in the United States, and the corresponding Chicago Board Options Exchange (CBOE) Volatility Index (VIX, in short), a measure of the stock market’s expectation of volatility based on S&P 500 index options introduced in Whaley (1993).

The analysis of the two indices in this section is based on open-source historical data of the closing indices recorded daily over a time period of one year from 26 January 2011 to 23 January 2012; cf. marketwatch.com (S&P 500 Index) and marketwatch.com (CBOE Volatility Index). As the indices are not recorded every single day and as the recorded days for VIX and SPX do not coincide, we deleted the recordings for which there are no values for both SPX and VIX, resulting in time series of 252 observations each. Since in general stock prices do not follow a stationary process, whereas their log-returns display features of stationarity, we analyse the S&P 500 index’ log-returns. Formally, the log-returns are defined by

$$L_t := \log R_t, \quad R_t := \frac{P_t}{P_{t-1}},$$

where $P_t$ denotes the value of the index on day $t$. The VIX, however, is generally assumed to be stationary, cf. Avellaneda and Papanicolaou (2019), such that we consider its actual values, instead
of its log-returns, denoted by $V_t$, $t = 1, \ldots, 252$. In order to remove the so-called ‘look-ahead bias’, we consider $(V_t, L_{t+1})$, $t = 1, \ldots, 250$ for our analysis.

In established literature, the SPX and VIX are typically found to be negatively correlated: if the SPX increases, the VIX decreases and the other way around; see, e.g. Madan and Yor (2011) and Schnurr (2014). As stated by Robert Whaley, who introduced the VIX in 1993 (see Whaley (1993)), this relation between the rates of change in the VIX and the SPX is asymmetric, i.e. negative returns correlate with a sharp rise of volatility while positive returns go along with a smaller drop in volatility; see Whaley (2009). In particular, empirical evidence disproves linear dependence between the indices, which could be modelled by correlation; see, e.g. Russon and Vakil (2017).

An application of the bootstrap procedure (described in Section 3) with respect to both Pearson’s correlation coefficient and the distance correlation, based on 500 Bootstrap samples and a block length $d = 2$, yields quantiles as given in Table 1. Since the value of Pearson’s correlation coefficient of VIX and SPX’ log-returns from January 2011 to January 2012 is given by 0.1135, the hypothesis that the two time series are independent is not rejected at a significance level of 5%. This result confirms that the dependence of the two time series may be non-linear and as such cannot be easily detected by a statistical test based on Pearson’s correlation coefficient.

On the other hand, since the value of the distance correlation of VIX and SPX’ log-returns from January 2011 to January 2012 is given by 0.3184, the hypothesis that the two time series are independent is clearly rejected at a significance level of 1%, as per the quantiles given in Table 1. In this regard, our data analysis can be considered as proof of the time series’ dependence.

Additionally, we applied the hypothesis test to two time series that we expect to be independent. For this, we chose the log-returns based on the SPX recorded daily from 26 January 2011 to 23 January 2012 and the same index recorded after a lag of one year, i.e. recorded daily from 28 January 2013 to 23 January 2014.

For these data, the quantiles as determined by the bootstrap procedure with respect to both
Figure 8: Scatterplot of the VIX and the log-returns of the SPX from January 2011 to January 2012.

Pearson’s correlation coefficient and the distance correlation, based on 500 bootstrap samples and block length \( d = 2 \), are given in Table 1.

Since the value of the distance correlation of the indices’ log-returns is given by 0.1222, the hypothesis that the two time series are independent is not rejected at a significance level of 10%. The value of Pearson’s correlation coefficient of the indices’ log-returns is given by 0.0869, and so the hypothesis that the two time series are independent is not rejected at a significance level of 10%.

| SPX 11/12 & VIX 11/12 | SPX 11/12 & SPX 13/14 |
|------------------------|------------------------|
| 90%        | 95%        | 99%        | 90%        | 95%        | 99%        |
| Pearson's correlation  | 0.1014     | 0.1171     | 0.1626     | 0.1125     | 0.1329     | 0.1569     |
| Distance correlation   | 0.1392     | 0.1494     | 0.1870     | 0.1421     | 0.1565     | 0.1798     |

Table 1: Bootstrap quantiles for Pearson’s covariance and the distance correlation. As a data example for the dependent case, we have used the VIX and the log-returns of the SPX for the same year (24 January 2011 to 24 January 2012; left side). For the independent case, we have used the log-returns of the SPX for different years (26 January 2011 to 24 January 2012 and 28 January 2013 to 24 January 2014; right side). Each quantile was calculated based on 500 bootstrap samples with block length \( d = 2 \).

5 Outline of Proofs

5.1 Outline for Theorem 1

Consider that any two distinct blocks \( B^*_i \) and \( B^*_j \) of our bootstrap sequence correspond to concatenations \( (B_{X,k_1}, B_{Y,l_1}) \) and \( (B_{X,k_2}, B_{Y,l_2}) \) of blocks from our sample sequences \( X_1, \ldots, X_n \) and \( Y_1, \ldots, Y_n \). Roughly speaking, for large \( n \), these four sample blocks will be far apart from each other with high probability, and because we assume \( (Z_k)_{k \in \mathbb{N}} \) to be absolutely regular, this implies that
they will be ‘almost’ independent. The sequence of bootstrap samples $Z_1^*, \ldots, Z_n^*$ can therefore be expected to behave similarly to a collection of random variables $\tilde{Z}_{1,n}, \ldots, \tilde{Z}_{n,n}$ consisting of $N$ i.i.d. random vectors of length $d$ with marginal distribution

$$\mathcal{L}(X_1, \ldots, X_d) \otimes \mathcal{L}(Y_1, \ldots, Y_d) \overset{H}{=} \mathcal{L}(Z_1, \ldots, Z_d).$$

Denote by $\tilde{V}$ the empirical distance covariance of $\tilde{Z}_{1,n}, \ldots, \tilde{Z}_{n,n}$, then a simple application of the triangle inequality yields

$$d_1(\zeta, n\tilde{V}) \leq d_1(\zeta, n\tilde{V}) + d_1(n\tilde{V}, nV^*).$$

We can then employ the following theorem which we prove in Appendix A.

**Theorem 3.** If $X$ and $Y$ are independent and have finite $(2 + \varepsilon)$-moments for some $\varepsilon > 0$, and the sequence $(Z_k)_{k \in \mathbb{N}}$ is absolutely regular with mixing coefficients $\beta(n) = \mathcal{O}(n^{-r})$ for some growth rate $r > 6(1 + 2\varepsilon^{-1})$, it holds that

$$d_1(n \text{dcov}(\theta_n), \zeta) \xrightarrow{n \to \infty} 0,$$

where $\zeta := \sum_{k=1}^{\infty} \lambda_k \tilde{Z}^2_k$ with $(\tilde{Z}_k)_{k \in \mathbb{N}}$ being a centred Gaussian process whose covariance function is determined by the dependence structure of the sequence $(Z_k)_{k \in \mathbb{N}}$, and the parameters $\lambda_k > 0$ are determined by the underlying distribution $\theta$. If furthermore $d = d(n) \to \infty$ for $n \to \infty$ and $d^3 = o(n)$, then it also holds that

$$d_1(n\tilde{V}, \zeta) \xrightarrow{n \to \infty} 0.$$

It remains to control the distance $d_1(n\tilde{V}, nV^*)$. By some standard theory for $V$-statistics, we can instead investigate the simpler object

$$d_1\left(n\tilde{V}_n^{(c)}(h; \mu \otimes \nu), nV_n^{(c)}(h; \mu_n \otimes \nu_n)\right),$$

where $V_n^{(c)}$ denotes the $c$-th term in the Hoeffding decomposition of $V$; see van der Vaart (1998) Section 12.3.

To specify our intuitive reasoning above, note that $\text{dcov}(\theta_n)$ can be expressed as a $V$-statistic with kernel

$$H(B_1, \ldots, B_N) := \frac{1}{d^6} \sum_{1 \leq i_1, \ldots, i_d \leq d} h(B_{i_1, i_1}, \ldots, B_{i_d, i_d}), \quad (11)$$

where $B_i := (Z_{(i-1)d+1}, \ldots, Z_{id})$, $1 \leq i \leq N := n/d$, denotes the blocks of length $d = d(n)$ and $B_{i,j}$ denotes the $i$-th coordinate of $B_j$. More precisely, this means that

$$\text{dcov}(\theta_n) = V_H(B_1, \ldots, B_N) = \frac{1}{N^6} \sum_{1 \leq i_1, \ldots, i_d \leq N} H(B_{i_1, \ldots, i_d}). \quad (12)$$

The bootstrapped empirical distance covariance $V^*$ and the statistic $\tilde{V}$ allow for analogous representations, e.g.

$$V^* = V_H(B_1^*, \ldots, B_N^*) = \frac{1}{N^6} \sum_{1 \leq i_1, \ldots, i_d \leq N} H(B_{i_1}^*, \ldots, B_{i_d}^*). \quad (13)$$

Furthermore, we can establish a link between the Hoeffding decompositions of the $V$-statistic with kernel $h$ and that of the blockwise ‘$V$-statistic’ with kernel $H$. For this, let

$$F^{(X)} := F_d^{(X)} := \mathcal{L}(X_1, \ldots, X_d),$$

$$F^{(Y)} := F_d^{(Y)} := \mathcal{L}(Y_1, \ldots, Y_d),$$
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and let $F_N(X)$ and $F_N(Y)$ be their empirical versions, i.e. the empirical measures of $B_{X,1}, \ldots, B_{X,N}$ and $B_{Y,1}, \ldots, B_{Y,N}$, respectively. We show in Appendix A that

$$
\tilde{V}_n^{(2)}(h, \mu \otimes \nu) = \tilde{V}_n^{(2)}(H, F_N(X) \otimes F_N(Y)),
$$

$$
V_n^{(2)}(h, \mu_n \otimes \nu_n) = V_n^{(2)}(H, F_N(X) \otimes F_N(Y)).
$$

(14)

Conditionally on $Z_1, \ldots, Z_n$, both objects on the right-hand side are $V$-statistics of i.i.d. sample data. To control their Wasserstein distance, we will use the following proposition.

**Proposition 1.** Let $U_i \sim \eta$, $V_i \sim \xi$. Then there exists a universal constant $C$ such that

$$
d_2 \left( \mathcal{L}_\eta \left( \frac{1}{n} \sum_{1 \leq i, j \leq n} H_2(U_i, U_j; \eta) \right), \mathcal{L}_\xi \left( \frac{1}{n} \sum_{1 \leq i, j \leq n} H_2(V_i, V_j; \xi) \right) \right) 
\leq C \cdot d_4(\eta, \xi) (\|U_1\|_{L_4} + \|V_1\|_{L_4}).
$$

**Remark 2.** By the notation $\mathcal{L}_\eta$ and $\mathcal{L}_\xi$, we indicate that the random variables $(U_i)_{i \in \mathbb{N}}$, and $(V_i)_{i \in \mathbb{N}}$, have distribution $\eta$ and $\xi$ respectively. Moreover, in the present context both of them are i.i.d. processes. Strictly speaking, we could use the same symbols for the random variables in both cases, i.e. also $\mathcal{L}_\xi(\sum_{1 \leq i \neq j \leq n} g_2(U_i, U_j; \xi))$, since the symbol $\mathcal{L}_\xi$ specifies the distribution of the process.

This allows us to bound the Wasserstein distance of the $V$-statistics of interest by the Wasserstein distance of the marginal distributions of the underlying i.i.d. processes, i.e. by

$$
d_4 \left( F_N(X) \otimes F_N(Y), F_N(X) \otimes F_N(Y) \right).
$$

Finally, we show in Appendix A that for some universal constant $c$,

$$
d_4 \left( F_N(X) \otimes F_N(Y), F_N(X) \otimes F_N(Y) \right) \leq c \cdot \left\{ d_4 \left( F_N(X), F_N(X) \right) + d_4 \left( F_N(Y), F_N(Y) \right) \right\},
$$

and thus we have reduced the problem to that of bounding the Wasserstein distance between the empirical measure of an absolutely regular process and its marginal distribution. To achieve this, we use Corollary 3.

In Appendix A, we prove a more general version of Theorem 3. More specifically, we derive the following asymptotic result for degenerate $V$-statistics.

**Theorem 4.** Let $U$ be a metrisable topological space, $(U_k)_{k \in \mathbb{N}}$ a strictly stationary sequence of $U$-valued random variables with marginal distribution $\mathcal{L}(U_1) = \xi$. Consider a continuous, symmetric, degenerate and positive semidefinite kernel $g : U^2 \to \mathbb{R}$ with finite $(2 + \varepsilon)$-moments with respect to $\xi^2$ and finite $(1 + \frac{\varepsilon}{2})$-moments on the diagonal, i.e. $\mathbb{E}[g(U_1, U_1)]^{1+\varepsilon/2} < \infty$. Furthermore, let the sequence $(U_k)_{k \in \mathbb{N}}$ satisfy an $\alpha$-mixing condition such that $\alpha(n) = O(n^{-r})$ for some $r > 1 + 2\varepsilon^{-1}$. Then, with $V = g(U_1, \ldots, U_n)$,

$$
d_1 \left( nV, \sum_{k=1}^{\infty} \lambda_k \varphi_k \right) \rightarrow 0
$$

where $(\lambda_k, \varphi_k)$ are pairs of the non-negative eigenvalues and matching eigenfunctions of the integral operator

$$
f \mapsto \int g(\cdot, u)f(u) \, d\xi(u),
$$
and \((ζ_k)_{k ∈ N}\) is a sequence of centred Gaussian random variables whose covariance structure is given by

\[
\text{Cov}(ζ_i, ζ_j) = \lim_{n → ∞} \frac{1}{n} \sum_{s,t=1}^{n} \text{Cov}(φ_i(U_s), φ_j(U_t)).
\] (15)

5.2 Outline for Theorem 2

A similar result of this type was previously developed by Dereich et al. (2013) for i.i.d. sample generating processes. In generalising the authors’ result to strictly stationary and \(α\)-mixing processes, we use some of the same general ideas that form the basis for their proof. Let us briefly recall the basic definitions from Dereich et al. (2013).

Consider the \(d\)-dimensional hypercube \([0, 1]^d\). For any given \(l ∈ N_0\), we can partition \([0, 1]^d\) into \(2^{-l}\) translations of \([0, 1]^d\). Denote by \(P_l\) the collection of all these translations. On the union \(P := \bigcup_{l=0}^{∞} P_l\), we can define a tree structure as follows: For any given set \(C ∈ P_l\), \(l ∈ N\), the father of \(C\) is the unique set \(F ∈ P_{l-1}\) with \(C ⊆ F\). We adopt the shorthand notation \(C ← F\) for \(C\) is a child of \(F\).

We also recall Lemma 2 from Dereich et al. (2013), which forms the basis for their proofs (and that we will use in the same manner). Because it is central to their proofs as well as ours, we include it here for the sake of clarity.

**Lemma 2** (Dereich et al. (2013), Lemma 2). Let \(η\) and \(ξ\) be two probability measures on \([0, 1]^d\), with the property that \(η(C) > 0\) if \(ξ(C) > 0\) for all \(C ∈ P\). It then holds that

\[
d_p(η, ξ) ≤ \frac{1}{2} \sum_{l=0}^{∞} 2^{-pl} \sum_{F ∈ P_l} \sum_{C ← F} \left| ξ(C) - ξ(F) \frac{η(C)}{η(F)} \right|.
\]

We will apply this lemma to the distance \(d_p(ξ, ξ_n)\). However, because we are not working under i.i.d. assumptions, we cannot use the same methods as Dereich et al. (2013) to further control the bound in Lemma 2. Instead, note that

\[
\left| ξ_n(C) - ξ_n(F) \frac{ξ(C)}{ξ(F)} \right| = \left| ξ_n(C) - ξ(C) + ξ(C) - ξ_n(F) \frac{ξ(C)}{ξ(F)} \right|
\leq \left| ξ_n(C) - ξ(C) \right| + \left| ξ_n(F) - ξ(F) \right| \frac{ξ(C)}{ξ(F)} \frac{ξ_n(F)}{ξ(F)}.
\]

Ignoring the factor \(ξ(C)/ξ(F)\) for a moment, this means that finding a sufficient bound for the distances in the series in Lemma 2 can be reduced to finding a bound for

\[
E[|ξ_n(F) - ξ(F)|],
\]

where \(F\) is now a generic set in \(P\). Necessarily, such a bound will depend on \(ξ(F)\). We are able to derive a bound for sufficiently small sets \(F\) (small in the sense of having a small measure), and have to somehow bound the number of sets which have too big a measure for our bound to apply. This explains the necessity for the assumption of bounded Lebesgue densities, which implies that

\[
ξ(F) ≤ M · \text{vol}(F)
\] (16)

for any hypercube \(F\). Because the sets in \(P_l\) have small Lebesgue measure for large \(l\), this allows us to determine the maximum \(l\) such that a set that has a too large volume with respect to \(ξ\) could
still be an element of $\mathcal{P}_t$. We show in Appendix A that the assumption of essentially bounded Lebesgue densities is in fact equivalent to Eq. (16) holding for all hypercubes. From this, we can prove Theorem 2. Corollary 3 then is a direct consequence of Theorem 2 and the remarks thereafter.

At this point, let us briefly mention that one can derive similar bounds for the Wasserstein distance between an empirical measure and its marginal distribution without the assumption of bounded Lebesgue densities if one instead assumes the underlying sample process to be $\phi$-mixing. This is because under $\phi$-mixing one is able to find a smaller bound for $E|\xi_n(F) - \xi(F)|$. Explicit proofs of this are contained in Appendix A.
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A Proofs and Auxiliary Results

A.1 Proof of Consistency and Related Results

For a given kernel function $g$, let us introduce the metric

$$d^p_{p,g}(\eta, \xi) := \inf \left\{ \int |g(u_1, \ldots, u_m) - g(v_1, \ldots, v_m)|^p \, d\gamma_m((u_1, v_1), \ldots, (u_m, v_m)) \right\},$$

where the infimum is taken over all distributions $\gamma$ with marginals $\eta$ and $\xi$.

We will prove Proposition 1 in two steps: First, we will bound the Wasserstein distance between the $V$-statistics in terms of $d^2_{2,H}$; this is achieved by Theorem 5. Thereupon, in Lemma 3, we show that this bound can in turn be bounded in terms of $d^4_4$.

Theorem 5 is an extension of the results by Dehling and Mikosch (1994). It has been stated for $U$-statistics of arbitrary degree as Lemma 5.1 by Dehling et al. (2020), but without an explicit proof.

**Theorem 5.** Let $U_i \overset{\text{iid}}{\sim} \eta, V_i \overset{\text{iid}}{\sim} \xi$ and $g$ be a square-integrable kernel function of order 6. Then there exists a universal constant $C$ such that

$$d_2 \left( \mathcal{L}_\eta \left( \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(U_i, U_j; \eta) \right), \mathcal{L}_\xi \left( \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(V_i, V_j; \xi) \right) \right) \leq C \cdot \left( d_{2,g}(\eta, \xi) + \|g(U_1, U_3, \ldots, U_6) - g(V_1, V_3, \ldots, V_6)\|_{L_2} \right).$$
Proof. Let \( \varepsilon > 0 \) be arbitrary. By definition of \( d_{2,g}(\eta, \xi) \), we can find a distribution \( \gamma \) with marginals \( \eta \) and \( \xi \), such that for the process of iid pairs \( (U_i, V_i)_{i \in \mathbb{N}} \) with marginal distribution \( \gamma \), we have
\[
\mathbb{E} \left[ (g(U_1, \ldots, U_n) - g(V_1, \ldots, V_n))^2 \right] \leq d_{2,g}^2(\eta, \xi) + \varepsilon.
\]
Thus, the Wasserstein distance of the two distributions
\[
\mathcal{L}_\eta \left( \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(U_i, U_j; \eta) \right) \quad \text{and} \quad \mathcal{L}_\xi \left( \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(V_i, V_j; \xi) \right)
\]
is bounded by the \( L_2 \)-distance between the random variables
\[
\frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(U_i, U_j; \eta) \quad \text{and} \quad \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(V_i, V_j; \xi),
\]
where \( (U_i, V_i) \) have joint distribution \( \gamma \). We thus obtain
\[
d_2^2 \left( \mathcal{L}_\eta \left( \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(U_i, U_j; \eta) \right), \mathcal{L}_\xi \left( \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(V_i, V_j; \xi) \right) \right)
\[
\leq \mathbb{E} \left[ \left( \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(U_i, U_j; \eta) - \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(V_i, V_j; \xi) \right)^2 \right]
\]
\[
\leq 2 \mathbb{E} \left[ \left( \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(U_i, U_j; \eta) - \frac{1}{n} \sum_{1 \leq i,j \leq n} g_2(V_i, V_j; \xi) \right)^2 \right]
\]
\[
+ 2 \mathbb{E} \left[ \left( \frac{1}{n} \sum_{i=1}^n g_2(U_i, U_i; \eta) - \frac{1}{n} \sum_{i=1}^n g_2(V_i, V_i; \xi) \right)^2 \right]
\]
\[
= 2 I_1 + 2 I_2.
\]
Let us first consider \( I_1 \). We have
\[
I_1 = \mathbb{E} \left[ \left( \frac{1}{n} \sum_{1 \leq i,j \leq n, i \neq j} g_2(U_i, U_j; \eta) - \frac{1}{n} \sum_{1 \leq i,j \leq n, i \neq j} g_2(V_i, V_j; \xi) \right)^2 \right]
\]
\[
= \frac{1}{n^2} \mathbb{E} \left[ \left( \sum_{1 \leq i,j \leq n} (g_2(U_i, U_j; \eta) - g_2(V_i, V_j; \xi)) \right)^2 \right]
\]
\[
= \frac{n(n-1)}{n^2} \mathbb{E} \left[ (g_2(U_1, U_2; \eta) - g_2(V_1, V_2; \xi))^2 \right]
\]
\[
\leq \mathbb{E} \left[ (g_2(U_1, U_2; \eta) - g_2(V_1, V_2; \xi))^2 \right],
\]
where in the penultimate step, we have used the fact that by degeneracy of the kernel \( g_2 \), the summands \( g_2(U_i, U_j; \eta) - g_2(V_i, V_j; \xi) \) are uncorrelated. To verify this claim, we consider e.g. the terms
holds that

\[ g_2(U_1, U_2; \eta) - g_2(V_1, V_2; \xi) \] and \( g_2(U_1, U_3; \eta) - g_2(V_1, V_3; \xi) \), and show that they are uncorrelated. It holds that

\[
E \left[ (g_2(U_1, U_2; \eta) - g_2(V_1, V_2; \xi)) (g_2(U_1, U_3; \eta) - g_2(V_1, V_3; \xi)) \right]
\]

\[
= \iiint (g_2(u_1, u_2; \eta) - g_2(v_1, v_2; \xi)) (g_2(u_1, u_3; \eta) - g_2(v_1, v_3; \xi))
\]

\[
d\gamma(u_1, v_1) d\gamma(u_2, v_2) d\gamma(u_3, v_3)
\]

\[
= \iint \left( \int (g_2(u_1, u_2; \eta) - g_2(v_1, v_2; \xi)) d\gamma(u_2, v_2) \right)
\]

\[
\cdot (g_2(u_1, u_3; \eta) - g_2(v_1, v_3; \xi)) d\gamma(u_1, v_1) d\gamma(u_3, v_3) = 0,
\]

since

\[
\int g_2(u_1, u_2; \eta) - g_2(v_1, v_2; \xi) d\gamma(u_2, v_2)
\]

\[
= \int g_2(u_1, u_2; \eta) \, d\eta(u_2) - \int g_2(v_1, v_2; \xi) \, d\xi(u_2) = 0,
\]

due to the degeneracy of \( g \). It remains to show that the right-hand side of Eq. (18) can be bounded by a constant times \( d_{2,g}(\eta, \xi) \).

Recall the definition of \( g_2(u, v; \eta) \),

\[
g_2(u, v; \eta)
\]

\[
= \int \cdots \int g(u, v, u_3, u_4, u_5, u_6) \, d\eta(u_3) d\eta(u_4) d\eta(u_5) d\eta(u_6)
\]

\[
- \int \cdots \int g(u, u_2, u_3, u_4, u_5, u_6) \, d\eta(u_2) d\eta(u_3) d\eta(u_4) d\eta(u_5) d\eta(u_6)
\]

\[
- \int \cdots \int g(u_1, v, u_3, u_4, u_5, u_6) \, d\eta(u_1) d\eta(u_3) d\eta(u_4) d\eta(u_5) d\eta(u_6)
\]

\[
+ \int \cdots \int g(u_1, u_2, u_3, u_4, u_5, u_6) \, d\eta(u_1) d\eta(u_2) d\eta(u_3) d\eta(u_4) d\eta(u_5) d\eta(u_6).
\]

Thus we obtain from Minkowski’s inequality

\[
\left\{ \mathbb{E} \left[ (g_2(U_1, U_2; \eta) - g_2(V_1, V_2; \xi))^2 \right] \right\}^{1/2}
\]

\[
\leq \left\{ \mathbb{E} \left[ \left( \int \cdots \int g(U_1, U_2, u_3, u_4, u_5, u_6) \, d\eta(u_3) d\eta(u_4) d\eta(u_5) d\eta(u_6) \right)^2 \right] \right\}^{1/2}
\]

\[
- \int \cdots \int g(V_1, v_3, v_4, v_5, v_6) \, d\xi(v_3) d\xi(v_4) d\xi(v_5) d\xi(v_6) \right)^2 \right]^{1/2}
\]

\[
+ 2 \left\{ \mathbb{E} \left[ \left( \int \cdots \int g(U_1, u_2, u_3, u_4, u_5, u_6) \, d\eta(u_2) d\eta(u_3) d\eta(u_4) d\eta(u_5) d\eta(u_6) \right)^2 \right] \right\}^{1/2}
\]

\[
+ |\mathbb{E}g(U_1, \ldots, U_6) - \mathbb{E}g(V_1, \ldots, V_6)|.
\]
Lemma 3. Let \( r, s \geq 2 \) be given, such that \( \frac{1}{r} + \frac{1}{s} = \frac{1}{2} \), and let \( U_i \overset{iid}{\sim} \eta \) and \( V_i \overset{iid}{\sim} \xi \). Then it holds that
\[
d_{2, H}(\eta, \xi) + \|H(U_1, U_1, U_3, \ldots, U_6) - H(V_1, V_1, V_3, \ldots, V_6)\|_{L_2}\]
\[
\leq 64 \cdot d_r(\eta, \xi) \left( \|U_1\|_{L_r} + \|V_1\|_{L_r} \right)
\]

We can now bound each of the terms on the right-hand side using Hölder’s inequality. E.g. we obtain for the first term
\[
\mathbb{E} \left[ \left( \int \cdots \int g(U_1, U_2, u_3, u_4, u_5, u_6) \, d\eta(u_3) d\eta(u_4) d\eta(u_5) d\eta(u_6) \right. \right. \\
- \left. \left. \int \cdots \int g(V_1, V_2, v_3, v_4, v_5, v_6) \, d\xi(v_3) d\xi(v_4) d\xi(v_5) d\xi(v_6) \right)^2 \right]
\]
\[
= \mathbb{E} \left[ \left( \int \cdots \int g(u_1, u_2, u_3, u_4, u_5, u_6) \, d\eta(u_3) d\eta(u_4) d\eta(u_5) d\eta(u_6) \right. \right. \\
- \left. \left. \int \cdots \int g(v_1, v_2, v_3, v_4, v_5, v_6) \, d\xi(v_3) d\xi(v_4) d\xi(v_5) d\xi(v_6) \right)^2 \right] \\
= \mathbb{E} \left[ (g(U_1, \ldots, U_6) - g(V_1, \ldots, V_6))^2 \right] \\
\leq d_{2, q}^2(\eta, \xi) + \varepsilon,
\]
and \( \varepsilon > 0 \) is arbitrary.

Let us now turn to \( I_2 \). By Jensen’s inequality, we immediately get
\[
I_2 = \mathbb{E} \left[ \left( \frac{1}{n} \sum_{i=1}^{n} g_2(U_i, U_i; \eta) - \frac{1}{n} \sum_{i=1}^{n} g_2(V_i, V_i; \xi) \right)^2 \right]
\]
\[
\leq \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \{ g_2(U_i, U_i; \eta) - g_2(V_i, V_i; \xi) \}^2 \right] \\
= \mathbb{E} \left[ (g_2(U_1, U_1; \eta) - g_2(V_1, V_1; \xi))^2 \right].
\]

We can now proceed as in Eqs. (19) and (20) and obtain a bound in terms of
\[
\mathbb{E} \left[ (g(U_1, U_1, U_3, \ldots, U_6) - g(V_1, V_1, V_3, \ldots, V_6))^2 \right].
\]

Thus, the statement of the theorem follows from Eq. (17). \( \square \)

We will now prove that the bound from Theorem 5 can in turn be bounded in terms of \( d_q(\eta, \xi) \) for an appropriate \( q > 0 \). This can be understood as a type of Hölder continuity in expectation of the kernel \( g \). Because not all kernels \( g \) have this property, we only show it for the kernel to which we will eventually apply this result, namely the function \( H \) as defined in Eq. (11). If one wishes to adapt our bootstrap procedure to general kernel functions \( g \), these kernel functions have to fulfil this Hölder continuity assumption.
for all measures $\eta$ and $\xi$ on $\mathbb{R}^{(\ell_1+\ell_2)d}$. In particular, choosing $r=s=4$ yields the bound

$$64 \cdot d_4(\eta, \xi) \left( \|U_1\|_{L_4} + \|V_1\|_{L_4} \right).$$

**Remark 3.**

1. Implicitly, we assume that the measures $\eta$ and $\xi$ have finite $r$-th moments.

2. Lemma 3 also holds for $r=2$ and $s=\infty$. In this case, i.e.

   for measures with bounded support in $[-K, K]^{(\ell_1+\ell_2)d}$, we obtain

   $$d_{2,K}(\eta, \xi) \leq 64 \cdot K \cdot d_2(\eta, \xi).$$

**Proof of Lemma 3:** We choose $\mathbb{R}^{(\ell_1+\ell_2)d}$-valued random vectors $W, W'$ with distributions $\eta$ and $\xi$, respectively, satisfying

$$\mathbb{E}\|W - W'\|_2^r = d_r(\eta, \xi).$$

We denote the coordinates of $W$ by $W_1, \ldots, W_d$, noting that each $W_i$ is $\mathbb{R}^{(\ell_1+\ell_2)d}$-valued random variables whose projections into $\mathbb{R}^{\ell_1}$ and $\mathbb{R}^{\ell_2}$ we again denote by $U_i$ and $V_i$, respectively. Thus, we have

$$W = (U_1, V_1, \ldots, U_d, V_d)$$

$$W' = (U'_1, V'_1, \ldots, U'_d, V'_d).$$

Let $(W_1, W'_1), \ldots, (W_6, W'_6)$ be independent copies of $(W, W')$. By definition of $d_{2,K}(\eta, \xi)$, we obtain

$$d_{2,K}(\eta, \xi) \leq \left\| H(W_1, \ldots, W_6) - H(W'_1, \ldots, W'_6) \right\|_{L_2}$$

$$\leq \frac{1}{d^{\frac{r}{2}}} \sum_{1 \leq i_1, \ldots, i_6 \leq d} \left\| h(W_{1,i_1}, \ldots, W_{6,i_6}) - h(W'_{1,i_1}, \ldots, W'_{6,i_6}) \right\|_{L_2}$$

$$\leq \frac{1}{d^{\frac{r}{2}}} \sum_{1 \leq i_1, \ldots, i_6 \leq d} \sum_{\sigma \in S_6} \left\| h'(W_{\sigma(1),i_1}, \ldots, W_{\sigma(6),i_6}) - h'(W'_{\sigma(1),i_1}, \ldots, W'_{\sigma(6),i_6}) \right\|_{L_2}.$$
Note that by the triangle inequality it holds that
\[ |f(V_{i_1,j_1}, V_{i_2,j_2}, V_{i_3,j_3}, V_{i_4,j_4}) - f(V'_{i_1,j_1}, V'_{i_2,j_2}, V'_{i_3,j_3}, V'_{i_4,j_4})| \]
\[ \leq 2 \left( \|V_{i_1,j_1} - V'_{i_1,j_1}\|_2 + \|V_{i_2,j_2} - V'_{i_2,j_2}\|_2 + \|V_{i_3,j_3} - V'_{i_3,j_3}\|_2 + \|V_{i_4,j_4} - V'_{i_4,j_4}\|_2 \right) \]
\[ \leq 8\|W - W'\|_2, \]
and thus
\[ \|f(V_{i_1,j_1}, V_{i_2,j_2}, V_{i_3,j_3}, V_{i_4,j_4}) - f(V'_{i_1,j_1}, V'_{i_2,j_2}, V'_{i_3,j_3}, V'_{i_4,j_4})\|_{L_r} \leq 8\|W - W'\|_{L_r}. \]
Similarly, one shows that
\[ \|f(U_{i_1,j_1}, U_{i_2,j_2}, U_{i_3,j_3}, U_{i_4,j_4})\|_{L_r} \leq 4\|U_{i_1,j_1}\|_{L_s} = 4 \left( \int \|x\|^s_2 \, d\eta(x) \right)^{1/s}.
\]
Combining the above inequalities, we can bound Eq. (22) by
\[ 32 \left( \int \|x\|^s_2 \, d\eta(x) \right)^{1/s} d_r(\eta, \xi), \]
and thus
\[ d_{2, H}(\eta, \xi) \leq 32d_r(\eta, \xi) \left\{ \left( \int \|x\|^s_2 \, d\eta(x) \right)^{1/s} + \left( \int \|y\|^s_2 \, d\xi(y) \right)^{1/s} \right\}. \]
To bound \( \|H(U_1, U_1, U_3, \ldots, U_6) - H(V_1, V_1, V_3, \ldots, V_6)\|_{L_2} \), we again need to find a bound for Eq. (21), with the difference being that \((i_1, \ldots, i_6)\) is now not a permutation of \((1, \ldots, 6)\), but rather a permutation of \((1, 1, 3, \ldots, 6)\). But because we have deduced the bounds above not only in the case where \((i_1, \ldots, i_6)\) is a permutation of \((1, \ldots, 6)\) but rather any collection of indices between 1 and 6, we arrive at the same bound as before, i.e.
\[ \|H(U_1, U_1, U_3, \ldots, U_6) - H(V_1, V_1, V_3, \ldots, V_6)\|_{L_2} \]
\[ \leq 32d_r(\eta, \xi) \left\{ \left( \int \|x\|^s_2 \, d\eta(x) \right)^{1/s} + \left( \int \|y\|^s_2 \, d\xi(y) \right)^{1/s} \right\}. \]
This proves the lemma.

Proposition 1 now follows from Theorem 5 and Lemma 3.

**Lemma 4.** Let \( \eta_i \) and \( \xi_i \) be measures with finite \( p \)-moments on \( \mathbb{R}^{\ell_i} \), \( i = 1, 2 \). Then,
\[ d^p_p(\eta_1 \otimes \eta_2, \xi_1 \otimes \xi_2) \leq \max \left\{ 1, 2^{p/2-1} \right\} (d^p_p(\eta_1, \xi_1) + d^p_p(\eta_2, \xi_2)). \]

**Proof.** For any \( z, z' \in \mathbb{R}^{\ell_1 + \ell_2} \), it holds that
\[ \|z - z'\|_p^p \leq \max \left\{ 1, 2^{p/2-1} \right\} (\|x - x'\|_2^p + \|y - y'\|_2^p), \]
where \( x \) (or \( x' \)) and \( y \) (or \( y' \)) denote the corresponding projections on \( \mathbb{R}^{\ell_1} \) and \( \mathbb{R}^{\ell_2} \), respectively. Let \( \Gamma \) denote the set of all couplings of \( \eta_1 \otimes \eta_2 \) and \( \xi_1 \otimes \xi_2 \), and \( \Gamma_i \) the set of all couplings of \( \eta_i \) and \( \xi_i \), \( i = 1, 2 \).
For any given measure $\gamma$, we say that two given projections $\pi_1$ and $\pi_2$ are independent in $\gamma$, if the pushforward of $\gamma$ under $(\pi_1, \pi_2)$ is equal to the product measure of the individual pushforwards, i.e.

$$\gamma^{(\pi_1, \pi_2)} = \gamma^{\pi_1} \otimes \gamma^{\pi_2}.$$ 

Any $\gamma \in \Gamma$ operates on $\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^e \times \mathbb{R}^e$, which we will associate with the four projections $\pi_i$ and $\tau_i$, $i = 1, 2$. If $\gamma^{\pi_i} = \eta_i$ and $\gamma^{\tau_i} = \xi_i$ for $i = 1, 2$. Because $\Gamma$ is the set of all couplings of $\eta_1 \otimes \eta_2$ and $\xi_1 \otimes \xi_2$, it holds that $\pi_1$ and $\pi_2$ are independent in $\gamma$, for any $\gamma \in \Gamma$. The same is true for $\tau_1$ and $\tau_2$. Finally, let $\Gamma'$ be the subset of all measures $\gamma \in \Gamma$, such that $\pi_1$ and $\tau_2$ are independent in $\gamma$ and $\pi_2$ and $\tau_1$ are independent in $\gamma$. For such $\gamma \in \Gamma'$, the only pairs of projections that are not independent in $\gamma$ are $\pi_1$ and $\tau_1$, as well as $\pi_2$ and $\tau_2$. This means that

$$\Gamma' = \{ \gamma_1 \otimes \gamma_2 \mid \gamma_1 \in \Gamma_i, i = 1, 2 \}.$$ 

Therefore it holds that

$$d_p^p(\eta_1 \otimes \eta_2, \xi_1 \otimes \xi_2) = \inf_{\gamma \in \Gamma'} \int \| z - z' \|_2^p \, d\gamma(z, z')$$ 

$$\leq \max \left\{ 1, 2^{p/2-1} \right\} \inf_{\gamma \in \Gamma'} \left\{ \int \| x - x' \|_2^p \, d\gamma(z, z') + \int \| y - y' \|_2^p \, d\gamma(z, z') \right\}$$ 

$$\leq \max \left\{ 1, 2^{p/2-1} \right\} \inf_{\gamma \in \Gamma'} \left\{ \int \| x - x' \|_2^p \, d\gamma(z, z') + \int \| y - y' \|_2^p \, d\gamma(z, z') \right\}$$ 

$$= \max \left\{ 1, 2^{p/2-1} \right\} \left( \inf_{\gamma_1 \in \Gamma_1} \int \| x - x' \|_2^p \, d\gamma_1(x, x') + \inf_{\gamma_2 \in \Gamma_2} \int \| y - y' \|_2^p \, d\gamma_2(y, y') \right)$$ 

$$= \max \left\{ 1, 2^{p/2-1} \right\} \left( d_p^p(\eta_1, \xi_1) + d_p^p(\eta_2, \xi_2) \right).$$ 

\[\square\]

**Lemma 5.** If $(X_k)_{k \in \mathbb{N}}$ and $(Y_k)_{k \in \mathbb{N}}$ are independent, then for any $r \in \{0, 1, \ldots, 6\}$, the following two identities hold:

$$H_r \left( B_{1, \ldots, r}; F(X) \otimes F(Y) \right) = d_r^{\pi} \sum_{1 \leq i_1, \ldots, i_r \leq d} h_r (B_{1, i_1, \ldots, B_{r, i_r}; \theta}),$$ 

$$H_r \left( B_{1, \ldots, r}; F_N(X) \otimes F_N(Y) \right) = d_r^{\pi} \sum_{1 \leq i_1, \ldots, i_r \leq d} h_r (B_{1, i_1, \ldots, B_{r, i_r}; \mu_n \otimes \nu_n}),$$

where $B_{i,j}$ denotes the $j$-th element from the $i$-th block.

**Proof.** We prove the claim for $r = 2$, noting that the other cases can be proven analogously. Let
$F := F(X) \otimes F(Y)$. Using the linearity of the integral and the definition of $H$, we get that

$$H_2(B_1, B_2; F) = \frac{1}{d^6} \sum_{1 \leq i_1, \ldots, i_6 \leq d} \left\{ \int h(B_{1,i_1}, B_{2,i_2}, B_{3,i_3}, \ldots, B_{6,i_6}) \, dF^4(B_{1}', \ldots, B_{6}') ight. \\
- \int h(B_{1,i_1}, B_{2,i_2}', B_{3,i_3}', \ldots, B_{6,i_6}) \, dF^5(B_{2}', \ldots, B_{6}') \\
- \int h(B_{2,i_1}, B_{2,i_2}', B_{3,i_3}', \ldots, B_{6,i_6}) \, dF^5(B_{2}', \ldots, B_{6}') \\
+ \int h(B_{1,i_1}', B_{2,i_2}', B_{3,i_3}', \ldots, B_{6,i_6}') \, dF^6(B_{1}', \ldots, B_{6}') \right\}$$

$$= \frac{1}{d^6} \sum_{1 \leq i_1, \ldots, i_6 \leq d} \left\{ \int h(B_{1,i_1}, B_{2,i_2}, z_3, \ldots, z_6) \, d\theta^4(z_3, \ldots, z_6) ight. \\
- \int h(B_{1,i_1}, z_2, \ldots, z_6) \, d\theta^5(z_2, \ldots, z_6) \\
- \int h(B_{2,i_1}, z_2, \ldots, z_6) \, d\theta^5(z_2, \ldots, z_6) \\
+ \int h(z_1, \ldots, z_6) \, d\theta^6(z_1, \ldots, z_6) \right\}.$$  

Note that the summands in the last sum are equal to $h_2(B_{1,i_1}, B_{2,i_2}; \theta)$, and thus the first identity is proven. What we have used here is the fact that in every summand, each block $B'_j$ has an effect only through a single coordinate $B_{j,i_j}$, which has marginal distribution $\mu \otimes \nu = \theta$. Because there is exactly one such coordinate per block in every summand, we need not worry about the dependence between the coordinates.

The second identity can be shown analogously, noting that taking the mean over $i_3, \ldots, i_6$ gives us as marginals $\mu_n \otimes \nu_n$. \hfill \Box

The following lemma is a slight extension of Lemma 3 by Arcones (1998), where it is stated for $U$-statistics. Since we derive the result for $V$-statistics, we include a full proof for the sake of readability.

**Lemma 6.** Let $(U_i)_{i \in \mathbb{N}}$ be a strictly stationary and absolutely regular process and $g$ be a symmetric and degenerate kernel of order $m$, i.e. $\mathbb{E}g(U_1, u_2, \ldots, u_m) = 0$ almost surely. Furthermore, assume that for some $p > 2$ it holds that

$$\|g(U_{i_1}, \ldots, U_{i_m})\|_{L_p} < M$$

for some $M$ uniform in $i_1, \ldots, i_m$. Then it holds that

$$\mathbb{E} \left[ \left( \sum_{1 \leq i_1, \ldots, i_m \leq n} g(U_{i_1}, \ldots, U_{i_m}) \right)^2 \right] \leq 8M^2m(2m)! \cdot n^m \left\{ 1 + \sum_{d=1}^{n} d^{m-1} \beta(d)^{(p-2)/p} \right\}.$$  

**Proof.** Lemma 3 in Arcones (1998) gives a proof in the case of $U$-statistics. By their method of
proof we consider

\[ \mathbb{E} \left[ \left( \sum_{1 \leq i_1, \ldots, i_m \leq n} g(U_{i_1}, \ldots, U_{i_m}) \right)^2 \right] \]

\[ = \sum_{1 \leq i_1 \leq \cdots \leq i_{2m} \leq n} \mathbb{E}[g(U_{i_1}, \ldots, U_{i_m}) g(U_{i_{m+1}}, \ldots, U_{i_{2m}})] \]

\[ = \sum_{\sigma \in S_{2m}} \sum_{1 \leq i_1, \ldots, i_{2m} \leq n} \mathbb{E}[g(U_{\sigma(i_1)}, \ldots, U_{\sigma(i_m)}) g(U_{\sigma(i_{m+1})}, \ldots, U_{\sigma(i_{2m})})]. \]

Using the definition

\[ I_l := \{(i_1, \ldots, i_{2m}) \mid 1 \leq i_1 \leq \cdots \leq i_{2m} \leq n \wedge \#\{i_1, \ldots, i_{2m}\} = l\}, \]

we can write the sum above as

\[ \sum_{l=1}^{2m} \sum_{\sigma \in S_{2m}} \sum_{(i_1, \ldots, i_{2m}) \in I_l} \mathbb{E}[g(U_{\sigma(i_1)}, \ldots, U_{\sigma(i_m)}) g(U_{\sigma(i_{m+1})}, \ldots, U_{\sigma(i_{2m})})]. \] (23)

We will bound this object using different methods depending on \( l \).

By using the Cauchy-Schwarz inequality and the monotony of the \( L_p \)-norm, the expected value appearing in Eq. (23) can be bounded by \( M^2 \). Furthermore, if \( 1 \leq l \leq m \), \( \#I_l \) can be bounded by \( n^m \). Thus,

\[ \sum_{l=1}^{m} \sum_{\sigma \in S_{2m}} \sum_{(i_1, \ldots, i_{2m}) \in I_l} \mathbb{E}[g(U_{\sigma(i_1)}, \ldots, U_{\sigma(i_m)}) g(U_{\sigma(i_{m+1})}, \ldots, U_{\sigma(i_{2m})})] \]

\[ \leq M^2 m(2m)! \cdot n^m. \] (24)

Next, suppose that \((i_1, \ldots, i_{2m}) \in I_l\) for some \( m < l \leq 2m \). Define

\[ j_k := \begin{cases} i_2 - i_1 & \text{for } k = 1 \\ \min\{i_{2k-1} - i_{2k-2}, i_{2k} - i_{2k-1}\} & \text{for } 2 \leq k \leq m - 1 \\ i_{2m} - i_{2m-1} & \text{for } k = m \end{cases} \]

We want to make use of Lemma 2 in Arcones (1998), which allows us to compare the expected value \( \mathbb{E}[g(U_{\sigma(1)}, \ldots, U_{\sigma(m)}) g(U_{\sigma(m+1)}, \ldots, U_{\sigma(2m)})] \) with the integral

\[ \int g(u_{\sigma(1)}, \ldots, u_{\sigma(m)}) g(u_{\sigma(m+1)}, \ldots, u_{\sigma(2m)}) \]

\[ d \left( \mathcal{L}(U_1, \ldots, U_i) \otimes \mathcal{L}(U_{i+1}, \ldots, U_t) \otimes \mathcal{L}(U_{i+1}, \ldots, U_{2m}) \right) (u_1, \ldots, u_{2m}), \]

where \( s \) and \( t \) are chosen such that \( 1 \leq i_s < i_{s+1} \leq i_t < i_{t+1} \leq 2m \), i.e. we separate the original sequence into three independent blocks. Because of the degeneracy of \( g \) and the specific choice of our blocks, this will allow us to bound \( \mathbb{E}[g(U_{\sigma(1)}, \ldots, U_{\sigma(m)}) g(U_{\sigma(m+1)}, \ldots, U_{\sigma(2m)})] \) itself.

More precisely, in this situation, we want to determine some number \( K \) for which it holds that \( j_K = \max\{j_1, \ldots, j_m\} \) and then separate the original sequence \( U_1, \ldots, U_{2m} \) into three blocks, \( \{U_1, \ldots, U_{2K-2}\}, \{U_{2K}, \ldots, U_{2K-1}\} \) and \( \{U_{2K}, \ldots, U_{2m}\} \). If the maximum is achieved at \( j_1 \) or \( j_m \), we
instead separate the sequence into two blocks, \( \{U_i\} \) and \( \{U_{i_2, \ldots, U_{i_{2m}}}\} \), or \( \{U_{i_1, \ldots, U_{i_{2m-1}}}\} \) and \( \{U_{i_{2m}}\} \), respectively.

However, for this method to work, we need to ensure that \( i_{2K} - 1 \) is distinct from both \( i_{2K-2} \) and \( i_{2K} \) if \( 2 \leq K \leq m - 1 \); that \( i_1 \) is distinct from \( i_2 \) if \( K = 1 \); or that \( i_{2m-1} \) is distinct from \( i_{2m} \) if \( K = m \). Equivalently, one needs to show that \( j_K > 0 \).

Because \( j_K = \max\{j_1, \ldots, j_m\} \), it suffices to show that under our assumptions, there is some \( 1 \leq k \leq m \) such that \( j_k > 0 \). Suppose that this is not true, i.e. \( j_k = 0 \) for all \( 1 \leq k \leq m \). This implies

\[
\begin{align*}
  i_1 &= i_2, \\
  i_{2k-1} &= i_{2k-2} \lor i_{2k} = i_{2k-1} \quad &\text{for} \quad 2 \leq k \leq m - 1, \\
  i_{2m} &= i_{2m-1}.
\end{align*}
\]

Under this set of constraints, \( \#\{i_1, \ldots, i_{2m}\} \) is maximised if for any \( 2 \leq k \leq m - 1 \) either \( i_{2k-1} = i_{2k-2} \) or \( i_{2k} = i_{2k-1} \) hold, but not both, and \( i_{2m-1} \neq i_{2m-2} \). In this case, \( \#\{i_1, \ldots, i_{2m}\} = m \). This can be seen via induction over \( m \). Therefore, \( j_K = 0 \) implies \( \#\{i_1, \ldots, i_{2m}\} \leq m \); but we have assumed that \( (i_1, \ldots, i_{2m}) \in I_l \) for some \( m < l \leq 2m \), and so \( j_K > 0 \).

Let us now formalise the ‘comparison’ of integrals described above. Suppose that we have the equality \( j_K = \max\{j_1, \ldots, j_m\} \), then by Lemma 2 in Arcones (1998), the degeneracy of \( g \) and the observations above, it holds that

\[
|E[g(U_{i_1}, \ldots, U_{i_{2m}})]| \leq 8M^2\beta(j_K)^{(p-2)/p}.
\]

Now if \( K = 1 \) and \( j_K = j_1 = d \), then there are \( n - d \leq n \) possible values for \( i_1 \) which also determine \( i_2 \). Next, because \( j_1 \geq j_2, \ldots, j_m \), it holds that

\[
j_2 = \min\{i_3 - i_2, i_4 - i_3\} \leq d.
\]

If \( i_4 - i_3 \leq i_3 - i_2 \), then \( i_4 - i_3 \leq d \) and thus there are at most \( d \) possible values for \( i_4 \) and at most \( n \) possible values for \( i_3 \) (this is a somewhat trivial bound, as there are at most \( n \) possible values for any index. The important part is that we can bound the number of possible values for one of the two indices, in this case \( i_4 \), by something other than \( n \)). Conversely, if \( i_3 - i_2 \leq i_4 - i_3 \), then there are at most \( d \) possible values for \( i_3 \) and at most \( n \) possible values for \( i_4 \). In general, it holds for any \( 2 \leq k \leq m \) that there are at most \( nd \) possible values for \( (i_{2k-1}, i_{2k}) \) and thus the number of all ordered collections of indices \( (i_1, \ldots, i_{2m}) \) such that \( j_1 \geq j_2, \ldots, j_m \) is bounded by \( n^m d^{m-1} \). The same method can be employed for any \( 1 \leq K \leq m \), and thus we obtain that

\[
\sum_{l=m+1}^{2m} \sum_{\sigma \in S_{2m}} \sum_{(i_1, \ldots, i_{2m}) \in I_l} E[g(U_{\sigma(i_1)}, \ldots, U_{\sigma(i_{2m})})g(U_{\sigma(i_{2m+1})}, \ldots, U_{\sigma(i_{2m})})] \leq 8M^2m(2m)! \cdot n^m \sum_{d=0}^{n} d^{m-1}\beta(d)(p-2)/p.
\]  \tag{25}

Combining Eqs. (24) and (25), we can bound Eq. (23) by

\[
8M^2m(2m)! \cdot n^m \left\{1 + \sum_{d=1}^{n} d^{m-1}\beta(d)(p-2)/p\right\},
\]

which proves the lemma. \(\square\)
Corollary 4. Under the conditions of Lemma 6, if $\beta(n) = O(n^{-r})$ for some growth rate $r > mp/(p - 2)$, it holds that

$$\mathbb{E} \left[ \left( \sum_{1 \leq i_1, \ldots, i_m \leq n} g(U_{i_1}, \ldots, U_{i_m}) \right)^2 \right] \leq 8M^2m(2m)! \cdot n^m \left\{ 1 + \sum_{d=1}^{\infty} d^{m-1} \beta(d)^{(p-2)/p} \right\},$$

and the series on the right-hand side converges. Note that the bound on the right-hand side may be written as $\text{const} \cdot n^m$, where $\text{const}$ only depends on the growth rate of the mixing coefficients, the degree of the kernel $g$ and the uniform bound $M$.

Proof. By assumption on the mixing coefficients, there is some constant $c > 0$ such that $\beta(n) \leq cn^{-r}$ for all $n \in \mathbb{N}$. Therefore,

$$\sum_{d=1}^{n} d^{m-1} \beta(d)^{(p-2)/p} \leq c \sum_{d=1}^{n} d^{m-1} d^{-r(p-2)/p} = c \sum_{d=1}^{n} d^{m-1-r(p-2)/p},$$

and because $r > p/(p - 2)$ by assumption, it holds that $m - 1 - r(p - 2)/p < -1$. Thus,

$$\sum_{d=1}^{n} d^{m-1} \beta(d)^{(p-2)/p} \leq \sum_{d=1}^{\infty} d^{m-1} \beta(d)^{(p-2)/p} < \infty,$$

and so Lemma 6 yields the desired result. ∎

Lemma 7. Let $Z_1$ have finite $(2 + \delta)$-moments for some $\delta > 0$. If $(X_k)_{k \in \mathbb{N}}$ and $(Y_k)_{k \in \mathbb{N}}$ are independent, it holds that

$$\mathbb{E} \left[ \left( nV - 15nV_{n}^{(2)}(h; \theta) \right)^2 \right] \xrightarrow{n \to \infty} 0.$$

If we furthermore assume that $d^3 = o(n)$, it holds that

$$\mathbb{E} \left[ \left( n\tilde{V} - 15n\tilde{V}_{n}^{(2)}(h; \theta) \right)^2 \right] \xrightarrow{n \to \infty} 0,$$

and

$$\mathbb{E} \left[ \left( nV^* - 15nV_{n}^{* (2)}(h; \mu_n \otimes \nu_n) \right)^2 \right] \xrightarrow{n \to \infty} 0.$$

Proof. We first consider

$$\tilde{V}_{n}^{(r)}(h; \theta) = \tilde{V}_{N}^{(r)} \left( H; F(X) \otimes F(Y) \right),$$

where the equality holds due to Lemma 5. The $n$-th row of the triangular array $\tilde{Z}$ can be taken as the first $N$ observations of an iid process $(\tilde{B}_k)_{k \in \mathbb{N}}$ with marginal distribution $\mathcal{L}(Z_1, \ldots, Z_d)$. By Corollary 4, we only need to find a uniform bound for

$$\mathbb{E} \left[ \left( H(\tilde{B}_1, \ldots, \tilde{B}_n) \right)^{2+\delta} \right].$$

By definition of $H$, this is possible if we can instead find a uniform bound for

$$\mathbb{E} \left[ h(\tilde{Z}_1, \ldots, \tilde{Z}_n) \right]^{2+\delta},$$
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which, because \( \theta = \mu \otimes \nu \), in turn follows if we can find a finite bound for

\[
E \left[ f_{\ell_2}(\tilde{X}_{i_1}, \ldots, \tilde{X}_{i_d}) \right]^{2 + \delta}
\]

for any \( 1 \leq i_1, \ldots, i_d \leq n \); analogous arguments can then be used for \( f_{\ell_2} \). Recall the definition of \( f_{\ell_1} \) from Section 2. By the triangle inequality, it holds that

\[
f_{\ell_1}(x_1, \ldots, x_4) \leq 2 \|x_2 - x_3\|_2 \wedge 2 \|x_1 - x_4\|_2
\]

for all \( x_1, \ldots, x_4 \). The uniform bound then follows because \( Z_1 \) has finite \((2 + \delta)\)-moments by assumption.

Thus, by Corollary 4, it holds for all \( 2 \leq r \leq 6 \) that

\[
\begin{align*}
E \left[ (nV - 15nV^{(2)}(h; \theta))^2 \right] &= n^2 E \left[ \left( \sum_{i=1}^{6} \left(V_{i}^{(i)}(h; \theta) \right)^2 \right) \right] \\
&= n^2 O \left( N^{-3} \right) = O \left( \frac{d^3}{n} \right),
\end{align*}
\]

and the bound on the right-hand side is \( o(1) \) by assumption.

One can show that

\[
\begin{align*}
\lim_{n \to \infty} E \left[ (nV - 15nV^{(2)}(h; \theta))^2 \right] &= 0
\end{align*}
\]

in much the same way, even without the assumption that \( d^3 = o(n) \).

Now let us consider

\[
V_{n}^{(r)}(h; \mu_n \otimes \nu_n) = V_{N}^{(r)}(H; F(X) \otimes F(Y)).
\]

After conditioning on \( Z_1, \ldots, Z_n \), we can once more use Corollary 4. However, we now need to consider the expected values conditional on \( Z_1, \ldots, Z_n \). Let \( j_1, \ldots, j_6 \) be any collection of indices. Then,

\[
\begin{align*}
E \left[ H(B_{j_1}^{*}, \ldots, B_{j_6}^{*})^{2 + \delta} \ \bigg| \ Z_1, \ldots, Z_n \right] \\
&= \sum_{1 \leq i_1, \ldots, i_6 \leq d} E \left[ h(B_{j_1, i_1}^{*}, \ldots, B_{j_6, i_6}^{*}) \left| \ Z_1, \ldots, Z_n \right] \right]^{2 + \delta} \\
&\leq d^{-6} \sum_{1 \leq i_1, \ldots, i_6 \leq d} E \left[ h(B_{j_1, i_1}^{*}, \ldots, B_{j_6, i_6}^{*})^{2 + \delta} \left| \ Z_1, \ldots, Z_n \right] \right]
\end{align*}
\]

Applying the Jensen inequality once more shows that the \((2 + \delta)\)-th power of \( h \), which by definition is the symmetrisation of \( h' \), is bounded by the symmetrisation of the \((2 + \delta)\)-th powers of \( h' \). This only changes the order of the arguments of \( h' \), so we will have proven our claim if we can show that

\[
\sum_{1 \leq i_1, \ldots, i_6 \leq d} E \left[ h'(B_{j_1, i_1}^{*}, \ldots, B_{j_6, i_6}^{*})^{2 + \delta} \left| \ Z_1, \ldots, Z_n \right] \right]
\]
is uniformly bounded for any collection of indices $1 \leq j_1, \ldots, j_6 \leq N$. Using Eq. (26), it holds for any $z_1, \ldots, z_6$ that

$$|h'(z_1, \ldots, z_6)| \leq 4 \left( \sum_{k=1}^{6} \|x_k\|_2 \right) \left( \sum_{k=1}^{6} \|y_k\|_2 \right),$$

Now, because the bootstrapped $X$-blocks and $Y$-blocks, denoted for the moment by $B^*_k(X)$ and $B^*_k(Y)$, form two independent iid sequences, Eq. (28) can be bounded by

$$4^{2+\delta} \delta^{-6} \sum_{1 \leq i_1, \ldots, i_6 \leq d} \left\{ \mathbb{E} \left[ \left( \sum_{k=1}^{6} \|B^*_k(X)\|_2\right)^{2+\delta} \bigg| X_1, \ldots, X_n \right] \cdot \mathbb{E} \left[ \left( \sum_{k=1}^{d} \|B^*_k(Y)\|_2\right)^{2+\delta} \bigg| Y_1, \ldots, Y_n \right] \right\}$$

$$\leq 4^{2+\delta} \delta^{-6} \sum_{1 \leq i_1, \ldots, i_6 \leq d} \left\{ \mathbb{E} \left[ \sum_{k=1}^{6} \|B^*_k(X)\|_2^{2+\delta} \bigg| X_1, \ldots, X_n \right] \cdot \mathbb{E} \left[ \sum_{k=1}^{d} \|B^*_k(Y)\|_2^{2+\delta} \bigg| Y_1, \ldots, Y_n \right] \right\}$$

$$= 4^{2+\delta} \delta^{-6} \sum_{k,l=1}^{6} \sum_{1 \leq i_1, \ldots, i_6 \leq d} \left\{ \mathbb{E} \left[ \|B^*_k(X)\|_2^{2+\delta} \bigg| X_1, \ldots, X_n \right] \cdot \mathbb{E} \left[ \|B^*_l(Y)\|_2^{2+\delta} \bigg| Y_1, \ldots, Y_n \right] \right\}$$

$$= 4^{2+\delta} \delta^{-6} d^{-2} \sum_{1 \leq i_1, i_2 \leq d} \mathbb{E} \left[ \|B^*_1(X)\|_2^{2+\delta} \bigg| X_1, \ldots, X_n \right] \mathbb{E} \left[ \|B^*_2(Y)\|_2^{2+\delta} \bigg| Y_1, \ldots, Y_n \right]$$

$$= 4^{2+\delta} \delta^{-6} \left( (Nd)^{-1} \sum_{k=1}^{d} \sum_{i=1}^{d} \|X_{(k-1)d+i}\|_2^{2+\delta} \right) \left( (Nd)^{-1} \sum_{k=1}^{d} \sum_{i=1}^{d} \|Y_{(k-1)d+i}\|_2^{2+\delta} \right)$$

$$= 4^{2+\delta} \delta^{-6} \int \|x\|_2^{2+\delta} \, d\mu_n(x) \int \|y\|_2^{2+\delta} \, d\nu_n(y)$$

$$\stackrel{a.s.}{\to} 4^{2+\delta} \delta^{-6} \int \|x\|_2^{2+\delta} \, d\mu(x) \int \|y\|_2^{2+\delta} \, d\nu(y)$$

by Birkhoff’s Ergodic Theorem. The integrals in the last line are finite because $X_1$ and $Y_1$ have finite $(2 + \delta)$-moments by assumption. From this it follows that we can almost surely bound Eq. (28) and therefore Eq. (27) uniformly in $j_1, \ldots, j_6$ and for almost all $n$, and with a sufficiently large constant even for all $n$. Furthermore, because of the almost sure convergence, this uniform bound only depends on the $(2 + \delta)$-moments of $\mu$ and $\nu$. Therefore, by Corollary 4,

$$\mathbb{E} \left[ Y_n^{4r} (h; \mu_n \otimes \nu_n)^2 \bigg| Z_1, \ldots, Z_n \right] = \mathcal{O} \left( N^{-r} \right),$$
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where the constant involved only depends on \( r \) and the \((2+\delta)\)-moments of \( \mu \) and \( \nu \). Thus,

\[
\mathbb{E} \left[ V_n^r(h; \mu_n \otimes \nu_n)^2 \right] = \mathbb{E} \left[ \mathbb{E} \left[ V_n^r(h; \mu_n \otimes \nu_n)^2 \mid Z_1, \ldots, Z_n \right] \right] = \mathcal{O}(N^{-r})
\]

for all \( 2 \leq r \leq 6 \), with the constant involved depending only on \( r \) and the \((2+\delta)\)-moments of \( \mu \) and \( \nu \). From here we can proceed as before, concluding the proof.

The previous results have given us enough tools to derive a bound in terms of Wasserstein distances of the block distributions. We will need to show that these converge in some sense to 0. This is achieved by the next lemma, which is simply an application of the results of Section A.2 to the situation at hand.

**Lemma 8.** Suppose that the conditions of Corollary 3 are fulfilled with the bound \( M = M(d) \) growing at most exponentially in \( d \). If \( d = \mathcal{O}(\log(n)^\gamma) \) for some \( 0 < \gamma < 1/2 \) and \( d \to \infty \) as \( n \to \infty \), and \( Z_1 \) has finite \( q \)-moments for some \( q > p > 2 \), then, for any \( s > 0 \), it holds that

\[
d^p \left( F_N^{(X)}, F^{(X)} \right) = o_p \left( d^{-s} \right),
\]

and

\[
d^p \left( F_N^{(Y)}, F^{(Y)} \right) = o_p \left( d^{-s} \right).
\]

**Proof.** We prove the first claim. The second claim can be proven in the same way, substituting \( \ell_2 \) for \( \ell_1 \).

For any \( \varepsilon > 0 \), the Markov inequality and Corollary 3 give us

\[
\mathbb{P} \left( d^p \left( F_N^{(X)}, F^{(X)} \right) \geq \varepsilon d^{-s} \right) \leq \frac{d^s}{\varepsilon} \mathbb{E}d^p \left( F_N^{(X)}, F^{(X)} \right)
\]

\[
\leq \frac{d^s}{\varepsilon} 6^p c_0 2^{3(\ell_1 d)/2-p} d^{2-\gamma} N^{-2-\gamma/4} \left( 1 + \frac{M(\ell_1 d/2-p)}{1-2^{-(\ell_1 d)/2}} + \frac{1}{1-2^{-p}} + 4M^{1/4} \right) (29)
\]

\[
+ \frac{d^s}{\varepsilon} 6^p 2c' (\ell_1 d)^{1+q/2} N^{(p-2)(p-q)/(2(\ell_1 d)^2)}
\]

We first consider the term

\[
\frac{d^s}{\varepsilon} 6^p c_0 2^{3(\ell_1 d)/2-p} d^{2-\gamma} N^{-2-\gamma/4} \left( 1 + \frac{M(\ell_1 d/2-p)}{1-2^{-(\ell_1 d)/2}} + \frac{1}{1-2^{-p}} + 4M^{1/4} \right) (30)
\]

Because \( M \) grows at most exponentially in \( d \), we can bound \( M^p \) by \( 2^{nd} \) for some \( \rho > 0 \). Without loss of generality, assume that \( \rho > \ell_1 \). Using this in Eq. (30) results in a bound whose asymptotic behaviour is determined by

\[
N^{-\frac{p-2}{4\ell_1 d/2}} 2^{\frac{(3\ell_1 d/2-p)}{4\ell_1 d/2}} d^s \leq N^{-\frac{p-2}{4\ell_1 d/2}} 2^{4\rho d},
\]

where the inequality holds for sufficiently large \( n \), because \( d^s d^{2-\gamma} = d^{\frac{2+\gamma}{2}} \) is polynomial in growth (and because \( \rho > \ell_1 \)). Observe that, due do our choice of \( d \),

\[
N^{\frac{1}{\rho}} = \exp \left( \log(N) \right)^{\frac{1}{\rho}} = \exp \left( \frac{\log(N)}{d} \right) = \exp \left( \frac{\log(n) - \log(d)}{d} \right) \geq \exp \left( k_c \frac{\log(n)^{1-\gamma} - \log(d)}{d} \right),
\]
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for some constant $k_c > 0$, and $2^d = \exp(\log(2) \cdot \log(n)\gamma)$. Thus, the right-hand side of Eq. (31) is bounded by

$$\exp \left( 3p \log(2) \cdot \log(n)\gamma - \frac{p - 2}{4\ell_1} \left\{ k_c \log(n)^{1-\gamma} - \frac{\log(d)}{\log(n)\gamma} \right\} \right).$$

(32)

Because $0 < \gamma < 1/2$, it holds that

$$3p \log(2) \cdot \log(n)\gamma - \frac{p - 2}{4\ell_1} k_c \log(n)^{1-\gamma} \xrightarrow{n \to \infty} -\infty,$$

and

$$\frac{\log(d)}{d} \xrightarrow{n \to \infty} 0,$$

since $d \to \infty$ for $n \to \infty$. This implies that Eq. (32) converges to 0 as $n \to \infty$, which in turn implies that the right-hand side of Eq. (31) and thus Eq. (30) converge to 0.

Let us now consider the term

$$\frac{d^n}{\varepsilon} 6^p 2^{\ell_1} \cdot (\ell_1 d)^{1+q/2} N^{(p-2)(p-q)/(2(\ell_1 d)^2)},$$

(33)

which, writing $\alpha := (p-2)(p-q)/(2\ell_1^2)$, is bounded by

$$\frac{6^p 2^{\ell_1} d^{1+q/2}}{\varepsilon} \exp \left( (1 + \frac{q}{2} + s) \log(d) + \alpha k_c \log(n)^{1-2\gamma} - \alpha \frac{\log(d)}{d^2} \right).$$

The asymptotic behaviour of this expression is determined by

$$\exp \left( (1 + \frac{q}{2} + s) \log(d) + \alpha k_c \log(n)^{1-2\gamma} \right) \leq \exp \left( (1 + \frac{q}{2} + s) \left( \gamma \log(\log(n)) - \log(k_c) \right) + \alpha k_c \log(n)^{1-2\gamma} \right) \xrightarrow{n \to \infty} 0,$$

where the inequality and the convergence holds because $0 < \gamma < 1/2$ and $\alpha < 0$. Thus, Eq. (33) converges to 0, which together with the convergence of Eq. (30) implies that the entire bound Eq. (29) converges to 0, proving the lemma.

The next lemma is a slight adaptation of Lemma 8 to the case where the blocks constituting the empirical measures $F_N^{(X)}$ and $F_N^{(Y)}$ overlap by some fixed amount. We will need this version of the lemma to prove consistency of the $L$-lag-test.

**Lemma 9.** Let $L \in \mathbb{N}$ be fixed and define

$\hat{X}_{k,d} := (X_{(k-1)d+1}, \ldots, X_{kd+L})$,

for any $d = d(n)$ and $1 \leq k \leq N$, and $\hat{Y}_{k,d}$ analogously. Let $\hat{F}_N^{(X)}$ and $\hat{F}_N^{(X)}$ denote the empirical measures of $\hat{X}_{1,d}, \ldots, \hat{X}_{N,d}$ and $\hat{Y}_{1,d}, \ldots, \hat{Y}_{N,d}$, respectively. Let $F_{d+L}^{(X)} := \mathcal{L}(X_1, \ldots, X_{d+L})$ and $F_{d+L}^{(Y)} := \mathcal{L}(Y_1, \ldots, Y_{d+L})$. Then, under the assumptions of Lemma 8, it holds for any $s > 0$ that

$$d_p \left( \hat{F}_N^{(X)}, F_{d+L}^{(X)} \right) = o_p \left( d^{-s} \right),$$

and

$$d_p \left( \hat{F}_N^{(Y)}, F_{d+L}^{(Y)} \right) = o_p \left( d^{-s} \right).$$
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Proof. The proof is analogous to that of Lemma 8. We only need to check that, for any $d$, the transformed processes \( (\tilde{X}_{k,d})_{k \in \mathbb{N}} \) and \( (\tilde{Y}_{k,d})_{k \in \mathbb{N}} \) and their marginal distributions \( P_{d+L}^{(x)} \) and \( P_{d+L}^{(y)} \) fulfil the assumptions of Corollary 3 with the bound \( M = M(d) \) growing at most exponentially in $d$.

It is obvious that the processes \( (\tilde{X}_{k,d})_{k \in \mathbb{N}} \) and \( (\tilde{Y}_{k,d})_{k \in \mathbb{N}} \) inherit the stationarity and mixing properties from the original processes \( (X_k)_{k \in \mathbb{N}} \) and \( (Y_k)_{k \in \mathbb{N}} \). Furthermore, the mixing rates can be bounded by some multiple of the original mixing rates (i.e. those of the original processes \( (X_k)_{k \in \mathbb{N}} \) and \( (Y_k)_{k \in \mathbb{N}} \)). Likewise, the moment conditions are satisfied by the newly constructed processes, and by assumption, the distributions \( \mathcal{L}(\tilde{X}_{1,d}) = \mathcal{L}(\tilde{X}_{1,d}) \) have Lebesgue densities whose essential suprema are of order \( O(M^{d+L}) = O(M^d) \). The same holds for \( \mathcal{L}(\tilde{Y}_{1,d}) \). We can thus proceed as in the proof of Lemma 8.

We are now in a position to prove the validity of our bootstrap method.

Proof of Theorem 1. The triangle inequality gives us

\[
d_1(\zeta, nV^*) \leq d_1(\zeta, n\tilde{V}) + d_1(n\tilde{V}, nV^*),
\]

By Theorem 3, the first summand converges to 0 as $n \to \infty$. It remains to examine the second summand.

By Lemma 7, it is sufficient to consider the $V$-statistics with kernel functions $h_2(z, z'; \theta)$ and $h_2(z, z' ; \mu_n \otimes \nu_n)$, which, due to Lemma 5, are equal to the $V$-statistics with kernel functions $H_2(B, B'; F^{(X)} \otimes F^{(Y)})$ and $H_2(B, B'; F^{(X)}_N \otimes F^{(Y)}_N)$. Thus, we consider the distance

\[
d_1 \left( \frac{N_{d}}{N^2} \sum_{1 \leq i_1, i_2 \leq N} H_2 \left( \tilde{B}_{i_1, i_2}, \tilde{B}_{i_1, i_2}; F^{(X)} \otimes F^{(Y)} \right), \frac{N_{d}}{N^2} \sum_{1 \leq i_1, i_2 \leq N} H_2 \left( B^*_1, B^*_2; F^{(X)}_N \otimes F^{(Y)}_N \right) \right)
\leq d \cdot d_2 \left( \frac{1}{N} \sum_{1 \leq i_1, i_2 \leq N} H_2 \left( \tilde{B}_{i_1, i_2}, \tilde{B}_{i_1, i_2}; F^{(X)} \otimes F^{(Y)} \right), \frac{1}{N} \sum_{1 \leq i_1, i_2 \leq N} H_2 \left( B^*_1, B^*_2; F^{(X)}_N \otimes F^{(Y)}_N \right) \right)
\leq C \cdot \left\{ \| \tilde{B}_1 \|_{L_4} + \| B^*_1 \|_{L_4} \right\} \cdot d \cdot d_4 \left( F^{(X)}_N \otimes F^{(Y)}_N, F^{(X)} \otimes F^{(Y)} \right),
\]

for some uniform constant $C$, by Proposition 1. In the remainder of the proof, we will allow $C$ to change in value from line to line, but it will always remain uniform in $n$ and $d$.

For any two vectors $u \in \mathbb{R}^{m_1}$ and $v \in \mathbb{R}^{m_2}$, it holds that $\| (u, v) \|_2 \leq \| u \|_2 + \| v \|_2$, and so

\[
\| \tilde{B}_1 \|_{L_4}^2 = \| (Z_1, \ldots, Z_d) \|_{L_4}^2 = \mathbb{E} \left[ (Z_1, \ldots, Z_d)^4 \right]
\leq \mathbb{E} \left[ \left( \sum_{k=1}^{d} \| Z_k \|_2 \right)^4 \right] \leq \mathbb{E} \left[ d^3 \sum_{k=1}^{d} \| Z_k \|_2^4 \right] = d^4 \| Z_1 \|_{L_4}^4,
\]

or, equivalently,

\[
\| \tilde{B}_1 \|_{L_4} \leq d \cdot \| Z_1 \|_{L_4}. \tag{35}
\]
To bound $\|B_1^*\|_{L_4}$ note that $\|(u_1, \ldots, u_m)\|_2 = \|(u_{\sigma(1)}, \ldots, u_{\sigma(m)})\|_2$ for any $u \in \mathbb{R}^m$ and any permutation $\sigma \in S_m$ (the symmetric group of order $m$). Thus,

$$
\|B_1^*\|_{L_4}^4 = \mathbb{E} \left[ \|B_2^*\|_2^4 \mid Z_1, \ldots, Z_n \right] = \mathbb{E} \left[ \|(B_{X,1}^*, B_{Y,1}^*\|_2^4 \mid Z_1, \ldots, Z_n \right]
\leq 2^4 \left\{ \mathbb{E} \left[ \|B_{X,1}^*\|_2^4 \mid Z_1, \ldots, Z_n \right] + \mathbb{E} \left[ \|B_{Y,1}^*\|_2^4 \mid Z_1, \ldots, Z_n \right] \right\}.
$$

Note that

$$
\mathbb{E} \left[ \|B_{X,1}^*\|_2^2 \mid Z_1, \ldots, Z_n \right] = \mathbb{E} \left[ \left( \sum_{k=1}^d (X_k^*)^2 \right) \mid Z_1, \ldots, Z_n \right] 
\leq d^2 \cdot \mathbb{E} \left[ d^{-1} \sum_{k=1}^d (X_k^*)^4 \mid Z_1, \ldots, Z_n \right] 
= d^2 \cdot (Nd)^{-1} \sum_{k=1}^N d^4 = d^2 \cdot \frac{1}{n} \sum_{k=1}^n X_k^4.
$$

Analogously, one can show that

$$
\mathbb{E} \left[ \|B_{Y,1}^*\|_2^2 \mid Z_1, \ldots, Z_n \right] \leq d^2 \cdot \frac{1}{n} \sum_{k=1}^n Y_k^4,
$$

and so

$$
\|B_1^*\|_{L_4} \leq 2^2 d^2 \left( \frac{1}{n} \sum_{k=1}^n X_k^4 + \frac{1}{n} \sum_{k=1}^n Y_k^4 \right)^{\frac{1}{2}}.
$$

By Lemma 4, it holds that

$$
d_4 \left( F_N^{(X)} \otimes F_N^{(Y)}, F_N^{(X)} \otimes F_N^{(Y)} \right) \leq d_4 \left( F_N^{(X)}, F_N^{(X)} \right) + d_4 \left( F_N^{(Y)}, F_N^{(Y)} \right),
$$

and so combining (35) and (36) yields that (34) is bounded by

$$
C \cdot \left\{ \|Z_1\|_{L_4} + \left( \frac{1}{n} \sum_{k=1}^n X_k^4 + \frac{1}{n} \sum_{k=1}^n Y_k^4 \right)^{\frac{1}{2}} \right\} \cdot d^2 \cdot \left( d_4 \left( F_N^{(X)}, F_N^{(X)} \right) + d_4 \left( F_N^{(Y)}, F_N^{(Y)} \right) \right).
$$

The distances $d_4 \left( F_N^{(X)}, F_N^{(X)} \right)$ and $d_4 \left( F_N^{(Y)}, F_N^{(Y)} \right)$ are $o_P \left( d^{-2} \right)$ due to Lemma 8, and by Birkhoff’s Ergodic Theorem it holds that

$$
\frac{1}{n} \sum_{k=1}^n X_k^4 + \frac{1}{n} \sum_{k=1}^n Y_k^4 \xrightarrow{n \to \infty} \|X_1\|_{L_4}^2 + \|Y_1\|_{L_4}^2 < \infty,
$$

so the entire bound (37) converges to 0 in probability.

**Lemma 10.** Let $\xi$ and $\xi_n$, $n \in \mathbb{N}$, be finite measures on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ that satisfy the following two assumptions:

1. $\xi\{\{x\}\} = 0$ for all $x \in \mathbb{R}$,
2. $\xi_n \Rightarrow \xi$ as $n \to \infty$.

For an arbitrary but fixed $\alpha \in (0,1)$, let $I(\alpha) := \{ x \in \mathbb{R} \mid \xi([x,\infty)) = \alpha \}$ be the set of all upper $\alpha$-quantiles of $\xi$. Then the following holds: For any sequence $(c_{n,\alpha})_{n \in \mathbb{N}}$ in $\mathbb{R}$ with the property that for each $n \in \mathbb{N}$, $c_{n,\alpha}$ is an upper $\alpha$-quantile of $\xi_n$, it holds that

$$\Delta_n := \inf_{x \in I(\alpha)} |x - c_{n,\alpha}| \xrightarrow{n \to \infty} 0.$$  

**Proof.** First, note that $I(\alpha)$ is an interval, for if $\xi([x_1,\infty)) = \xi([x_2,\infty)) = \alpha$ for two points $x_1 \leq x_2$, then it follows that $\xi([x_1,x_2]) = 0$, which in turn implies that $\xi([x,\infty)) = \xi([x_2,\infty)) = \alpha$ for all $x \in [x_1,x_2]$. Now define

$$I_n := \left[ \inf I(\alpha) + \frac{1}{n}, \sup I(\alpha) - \frac{1}{n} \right].$$

Then, by our observations above, $\xi(I_n) = 0$ for all $n \in \mathbb{N}$. By the continuity from below, this implies

$$\xi(I(\alpha)^\circ) = \xi(\bigcup_{n \in \mathbb{N}} I_n) = \lim_{n \to \infty} \xi(I_n) = 0,$$

where $A^\circ$ denotes the interior of a set $A$. Because $\xi$ has no measure in any single point, this also implies that

$$\xi(\overline{I(\alpha)}) = \xi(I(\alpha)^\circ) + \xi(\partial I(\alpha)) = 0,$$

where $\overline{A}$ denotes the closure of a set $A$ and $\partial A$ its boundary.

By the same reasoning, if $x \in I(\alpha)$ is an upper $\alpha$-quantile of $\xi$ and $x_0$ is another point such that $\xi([x_0,x)) = 0$, then $x_0 \in I(\alpha)$ as well (and analogously for $[x,x_0)$ if the other point is larger than $x$). As a consequence of this, any interval $I'$ for which it holds that $I' \cap I(\alpha) \neq \emptyset$ and $\xi(I') = 0$ is a subset of $I(\alpha)$. Since $\xi$ has no mass in any single point by assumption, this fact is true regardless of whether $I'$ contains one, both or neither of its endpoints.

From this it follows that $I(\alpha)$ is a closed interval, since

$$\overline{I(\alpha)} \cap I(\alpha) \neq \emptyset$$

and so

$$\overline{I(\alpha)} \subseteq I(\alpha).$$

Now, for any $n \in \mathbb{N}$ such that $\Delta_n > 0$, define the interval

$$R_n(\alpha) := \begin{cases} [c_{n,\alpha}, \min\{I(\alpha)\}], & \text{if } c_{n,\alpha} < \min\{I(\alpha)\}, \\ [\max\{I(\alpha)\}, c_{n,\alpha}], & \text{if } c_{n,\alpha} > \max\{I(\alpha)\}. \end{cases}$$

The fact that $\Delta_n > 0$ ensures that this object is well-defined, since in that case, $c_{n,\alpha}$ cannot be an element of $I(\alpha)$ itself, and so it must either be smaller than the minimum or larger than the maximum of $I(\alpha)$.

Suppose that there is a subsequence $(n_k)_{k \in \mathbb{N}}$ and some $\varepsilon > 0$ such that $\Delta_{n_k} > \varepsilon$ for all $k \in \mathbb{N}$. We may assume without loss of generality that all $c_{n_k,\alpha}$ lie on one side of the interval $I(\alpha)$, since if there are infinitely many points on both sides, we may choose a further subsequence to achieve this. For the remainder of the proof, we assume that $c_{n_k,\alpha} < \min\{I(\alpha)\}$ for all $k \in \mathbb{N}$, but the other case (i.e. $c_{n_k,\alpha} > \max\{I(\alpha)\}$) is completely analogous.
By assumption, the length of each $R_{nk}(\alpha)$ is strictly larger than $\varepsilon$, and so, defining

$$R^{(c)}(\alpha) := \min \{ I(\alpha) \} - \varepsilon, \min \{ I(\alpha) \},$$

we have that $R^{(c)}(\alpha) \subseteq R_{nk}(\alpha)$ for all $k \in \mathbb{N}$. Furthermore, there exists some $\beta > 0$ such that $\xi \left( R^{(c)}_{nk}(\alpha) \right) > \beta$ for all $k \in \mathbb{N}$. To see this, suppose that

$$\xi \left( R^{(c)}_{nk}(\alpha) \right) = \xi \left( [\min \{ I(\alpha) \} - \varepsilon, \min \{ I(\alpha) \} ] \right) = 0.$$

Because $\xi$ has no mass in any single point, this implies that the closed interval

$$\overline{R^{(c)}(\alpha)} = [\min \{ I(\alpha) \} - \varepsilon, \min \{ I(\alpha) \}]$$

has probability 0 as well, but because this closed interval intersects with the interval $I(\alpha)$, this implies that it is a subset of $I(\alpha)$ by the observations above. This however is a contradiction to the assumption that $\varepsilon > 0$, since $\min \{ I(\alpha) \} - \varepsilon$ cannot be an element of the interval $I(\alpha)$.

Finally, it holds that

$$\xi_{nk} \left( R_{nk}(\alpha) \right) = \xi_{nk} \left( [c_{nk,\alpha}, \min \{ I(\alpha) \} ] \right) = \xi_{nk} \left( [c_{nk,\alpha}, \infty) \right) - \xi_{nk} \left( [\min \{ I(\alpha) \}, \infty) \right)
\quad = k \rightarrow \infty \alpha - \xi_{nk} \left( [\min \{ I(\alpha) \}, \infty) \right) = \alpha - \alpha = 0.

The equality in the second line holds because $c_{nk,\alpha}$ is an upper $\alpha$-quantile of $\xi_{nk}$ by definition, and the convergence in the last line holds by the Portmanteau theorem. Because we have $R^{(c)}(\alpha) \subseteq R_{nk}(\alpha)$ for all $k \in \mathbb{N}$, this implies

$$\xi_{nk} \left( R^{(c)}(\alpha) \right) \leq \xi_{nk} \left( R_{nk}(\alpha) \right) \xrightarrow{k \rightarrow \infty} 0,$$

but this is a contradiction since we have shown that $\xi \left( R^{(c)} \right) > \beta > 0$. \qed

**Lemma 11.** Let $(U_n)_{n \in \mathbb{N}}$ and $(U^n_\alpha)_{n \in \mathbb{N}}$ be two sequences of real random variables that both converge in distribution to a random variable $U$. Suppose that $\mathbb{P}(U = x) = 0$ for all $x \in \mathbb{R}$, and for $\alpha \in (0, 1)$ let $(c^*_n,\alpha)_{n \in \mathbb{N}}$ denote a sequence of real numbers such that $c^*_n,\alpha$ is an upper $\alpha$-quantile of $\mathcal{L}(X^n)$ for all $n \in \mathbb{N}$. Then it holds that

$$\lim_{n \rightarrow \infty} \mathbb{P} \left( U_n > c^*_n,\alpha \right) = \lim_{n \rightarrow \infty} \mathbb{P} \left( U_n \geq c^*_n,\alpha \right) = \alpha.$$

**Proof.** Let us begin by proving the claim for the strict inequality, i.e.

$$\lim_{n \rightarrow \infty} \mathbb{P} \left( U_n > c^*_n,\alpha \right) = \alpha.$$  \hfill (38)

Let $I(\alpha)$ denote the set of all upper $\alpha$-quantiles of $\mathcal{L}(U)$. As in the proof of Lemma 10, one can show that $I(\alpha)$ is a closed interval. Let $\Delta_n := \inf_{x \in I(\alpha)} |x - c^*_n,\alpha|$. For any $\delta > 0$, define the sets

$$A(\delta) := \{ \Delta_n < \delta \},
A_+(\delta) := \left\{ 0 < \Delta_n = c^*_n,\alpha - \max I(\alpha) < \delta \right\},
A_- (\delta) := \left\{ 0 < \Delta_n = \min I(\alpha) - \Delta_n < \delta \right\},
A_0(\delta) := \left\{ c^*_n,\alpha \in I(\alpha) \right\}.$$
The disjoint sets $A_+(\delta), A_-(\delta)$ and $A_0(\delta)$ form a partition of $A(\delta)$, as $c_{n,\alpha}^*$ can either lie to the right of, to the left of or within $I(\alpha)$.

Now, for an arbitrary but fixed $\varepsilon > 0$, choose some $\delta > 0$ such that

$$\mathbb{P}(U > \min I(\alpha) - \delta) \leq \alpha + \varepsilon. \tag{39}$$

This is possible because $\mathbb{P}(U = x) = 0$ for all $x \in \mathbb{R}$. Now,

$$\mathbb{P}\left(U_n > c_{n,\alpha}^*\right) = \mathbb{P}\left(\{U_n > c_{n,\alpha}^*\} \cap A_+(\delta)\right) + \mathbb{P}\left(\{U_n > c_{n,\alpha}^*\} \cap A_-(\delta)\right) + \mathbb{P}\left(\{U_n > c_{n,\alpha}^*\} \cap A_0(\delta)\right) + \mathbb{P}\left(\{U_n > c_{n,\alpha}^*\} \cap A(\delta)^C\right). \tag{40}$$

Observe that

$$\mathbb{P}\left(\{U_n > c_{n,\alpha}^*\} \cap A_+(\delta)\right) \leq \mathbb{P}\left(\{U_n > \max I(\alpha) - \left|c_{n,\alpha}^* - \max I(\alpha)\right|\} \cap A_+(\delta)\right) \leq \mathbb{P}\left(\{U_n > \max I(\alpha) - \delta\} \cap A_+(\delta)\right) \leq \mathbb{P}\left(\{U_n > \min I(\alpha) - \delta\} \cap A_+(\delta)\right).$$

In the second inequality, we have used the fact that for any three sets $A, B, C$, $A \cap B \subseteq C$ implies that $A \cap B = (A \cap B) \cap B \subseteq C \cap B$. Similarly, one shows that

$$\mathbb{P}\left(\{U_n > c_{n,\alpha}^*\} \cap A_-(\delta)\right) \leq \mathbb{P}\left(\{U_n > \min I(\alpha) - \delta\} \cap A_-(\delta)\right),$$

and

$$\mathbb{P}\left(\{U_n > c_{n,\alpha}^*\} \cap A_0(\delta)\right) \leq \mathbb{P}\left(\{U_n > \min I(\alpha) - \delta\} \cap A_0(\delta)\right).$$

Trivially, we also have

$$\mathbb{P}\left(\{U_n > c_{n,\alpha}^*\} \cap A(\delta)^C\right) \leq \mathbb{P}\left(A(\delta)^C\right).$$

Using these inequalities in Eq. (40), we get

$$\mathbb{P}\left(U_n > c_{n,\alpha}^*\right) \leq \mathbb{P}\left(\{U_n > \min I(\alpha) - \delta\} \cap A_+(\delta)\right) + \mathbb{P}\left(\{U_n > \min I(\alpha) - \delta\} \cap A_-(\delta)\right) + \mathbb{P}\left(\{U_n > \min I(\alpha) - \delta\} \cap A_0(\delta)\right) + \mathbb{P}\left(\{U_n > \min I(\alpha) - \delta\} \cap A(\delta)^C\right) \leq \mathbb{P}\left(U_n > \min I(\alpha) - \delta\right) + \mathbb{P}\left(A(\delta)^C\right),$$

as the subsets $A_+(\delta), A_-(\delta), A_0(\delta)$ form a partition of $A(\delta)$. Therefore,

$$\lim_{n \to \infty} \mathbb{P}\left(U_n > c_{n,\alpha}^*\right) \leq \lim_{n \to \infty} \mathbb{P}\left(\{U_n > \min I(\alpha) - \delta\}\right) + \lim_{n \to \infty} \mathbb{P}\left(A(\delta)^C\right) = \mathbb{P}\left(U > \min I(\alpha) - \delta\right) + \lim_{n \to \infty} \mathbb{P}\left(A(\delta)^C\right) \leq \alpha + \varepsilon,$$

where in the second line we have used the Portmanteau theorem, and the last inequality follows from Eq. (39) and Lemma 10. $\varepsilon > 0$ was arbitrary, and thus

$$\lim_{n \to \infty} \mathbb{P}\left(U_n > c_{n,\alpha}^*\right) \leq \alpha. \tag{41}$$

To show the reverse inequality, we again choose an arbitrary but fixed $\varepsilon > 0$ and choose some $\delta > 0$ such that

$$\mathbb{P}(U > \max I(\alpha) + \delta) \geq \alpha - \varepsilon. \tag{42}$$
We will now employ our methods above to the event \( \{ U_n > c_{n,0}^* \}^C = \{ U_n \leq c_{n,0}^* \} \). More precisely, it holds that

\[
P \left( \{ U_n > c_{n,0}^* \}^C \cap A_+ (\delta) \right) = P \left( \{ U_n \leq c_{n,0}^* \} \cap A_+ (\delta) \right) \\
\leq P \left( \{ U_n \leq \max I(\alpha) + |c_{n,0}^* - \max I(\alpha)| \} \cap A_+ (\delta) \right) \\
\leq P \left( \{ U_n \leq \max I(\alpha) + \delta \} \cap A_+ (\delta) \right) \\
= P \left( \{ U_n > \max I(\alpha) + \delta \}^C \cap A_+ (\delta) \right).
\]

Similarly, one shows that

\[
P \left( \{ U_n > c_{n,0}^* \}^C \cap A_- (\delta) \right) \leq P \left( \{ U_n > \max I(\alpha) + \delta \}^C \cap A_0(\delta) \right) 
\]

and

\[
P \left( \{ U_n > c_{n,0}^* \}^C \cap A_0(\delta) \right) \leq P \left( \{ U_n > \max I(\alpha) + \delta \}^C \cap A_0(\delta) \right).
\]

Because \( A_+ (\delta), A_- (\delta) \) and \( A_0(\delta) \) form a partition of \( A(\delta) \), these three inequalities again imply

\[
P \left( \{ U_n > c_{n,0}^* \}^C \right) = P \left( \{ U_n > c_{n,0}^* \}^C \cap A(\delta) \right) + P \left( \{ U_n > c_{n,0}^* \}^C \cap A(\delta)^C \right) \\
\leq P \left( \{ U_n > \max I(\alpha) + \delta \}^C \cap A(\delta) \right) + P \left( A(\delta)^C \right)
\]

and so

\[
P \left( U_n > c_{n,0}^* \right) \geq 1 - P \left( \{ U_n > \max I(\alpha) + \delta \}^C \right) - P \left( A(\delta)^C \right).
\]

This implies

\[
\lim_{n \to \infty} P \left( U_n > c_{n,0}^* \right) \geq 1 - \lim_{n \to \infty} P \left( \{ U_n > \max I(\alpha) + \delta \}^C \right) - \lim_{n \to \infty} P \left( A(\delta)^C \right)
\]

\[
\geq 1 - \lim_{n \to \infty} P \left( U > \max I(\alpha) + \delta \right)
\]

\[
\geq \alpha - \varepsilon,
\]

where we have again used the Portmanteau Theorem and Lemma 10 in the second line, and the last line follows from Eq. (42). Since \( \varepsilon > 0 \) was again arbitrary, this implies

\[
\lim_{n \to \infty} P \left( U_n > c_{n,0}^* \right) \geq \alpha,
\]

which together with Eq. (41) proves Eq. (38).

To prove our claim for the non-strict inequality, we will show that

\[
\lim_{n \to \infty} P \left( U_n = c_{n,0}^* \right) = 0,
\]

which will imply the desired result because

\[
P \left( U_n \geq c_{n,0}^* \right) = P \left( U_n > c_{n,0}^* \right) + P \left( U_n = c_{n,0}^* \right).
\]

For any \( \delta > 0 \) and any interval \( I \), define \( I_{\pm \delta} := [\min I - \delta, \max I + \delta] \). Then it holds that

\[
\{ U_n = c_{n,0}^* \} \cap A(\delta) \subseteq \{ U_n \in I(\alpha)_{\pm \delta} \}.
\]
and so, for any $\delta > 0$,
\[
\mathbb{P}(U_n = c_{n,\alpha}^*) = \mathbb{P}(\{U_n = c_{n,\alpha}^*\} \cap A(\delta)) + \mathbb{P}(\{U_n = c_{n,\alpha}^*\} \cap A(\delta)^C) \\
\leq \mathbb{P}(U_n \in I(\alpha)_{\pm \delta}) + \mathbb{P}(A(\delta)^C).
\]
By the Portmanteau theorem and Lemma 10, it therefore follows that
\[
\lim_{n \to \infty} \mathbb{P}(U_n = c_{n,\alpha}^*) \leq \mathbb{P}(U \in I(\alpha)_{\pm \delta})
\]
for any $\delta > 0$. Choose a sequence $(\delta_k)_{k \in \mathbb{N}}$ with $\delta_k \searrow 0$ for $k \to \infty$, and recall from the proof of Lemma 10 that $\mathbb{P}(U \in I(\alpha)) = 0$. It then follows that
\[
\lim_{n \to \infty} \mathbb{P}(U_n = c_{n,\alpha}^*) \leq \lim_{k \to \infty} \mathbb{P}(U \in I(\alpha)_{\pm \delta_k}) = \mathbb{P}\left(\bigcap_{k \in \mathbb{N}} I(\alpha)_{\pm \delta_k}\right) = \mathbb{P}(U \in I(\alpha)) = 0
\]
by the continuity from above of the pushforward measure $\mathbb{P}^U$. \hfill \Box

Proof of Corollary 1. The fact that our test has asymptotic level $\alpha$ follows from Theorem 1 and Lemma 11. Now, if $X$ and $Y$ are not independent, it follows that
\[
dcov(\theta_n) \xrightarrow{\text{a.s.}} n \to \infty \text{ dcov}(\theta) > 0,
\]
by Theorem 1 in Kroll (2022), and thus $n \text{ dcov}(\theta_n) > c_{n,\alpha}^*$ for large $n$ almost surely. \hfill \Box

Proof of Corollary 2. Let $\theta'_{n-L}$ denote the empirical measure of the vectorised sample $Z_1', \ldots, Z_{n-L}'.$

We begin by showing that
\[
d_1(\zeta', (n-L)V'^*) \xrightarrow{\mathbb{P}} n \to \infty 0, \tag{43}
\]
where $\zeta'$ is the weak limit of $(n-L)\text{ dcov}(\theta'_{n-L})$, and $V'^*$ is the bootstrapped version of $\text{ dcov}(\theta'_{n-L})$.

Eq. (43) is the analogue of Theorem 1 for the vectorised sequence.

Note that the assumptions of Theorem 1 carry over to the vectorised sequence $(Z_k'_{k \in \mathbb{N}} = (X_k', Y_k')_{k \in \mathbb{N}}$, with the exception of Assumption 1. The proof of Eq. (43) is therefore largely analogous to that of Theorem 1. The bound in Eq. (34) is replaced by
\[
C \cdot \left\{ \|\tilde B_1\|_{L_1} + \|B'^*_1\|_{L_1} \right\} \cdot d \cdot d_1\left( F_{N}(X) \otimes F_{N}(Y), F_{N}(X) \otimes F_{N}(Y) \right), \tag{44}
\]
where the primed symbols denote the vectorised analogues of the objects in the proof of Theorem 1: for instance, $B'^*_1$ is the first bootstrap block of the bootstrap procedure performed on the vectorised sample $(X_1', Y_1'), \ldots,(X_{n-L}', Y_{n-L}')$, and $F_{N}(X)$ is the empirical distribution of the observed blocks $B'_1, \ldots, B'_{n-L}$, again based on the vectorised sample.

The fact that Assumption 1 does not hold for the vectorised process $(Z'_k)_{k \in \mathbb{N}}$ means that we cannot bound the Wasserstein distance occuring in Eq. (44) in the same manner as we did in the proof of Theorem 1. We will now show that this Wasserstein distance converges to 0 in probability using a different approach.

Let us define the transformation
\[
T_{d,L} : \mathbb{R}^{d+L} \to \mathbb{R}^{L+1},
\]
\[
(x_1, \ldots, x_{d+L}) \mapsto (x_1, \ldots, x_{1+L}, x_2, \ldots, x_{2+L}, \ldots, x_d, \ldots, x_{d+L}).
\]
Note that each index $1 \leq k \leq d + L$ appears at most $L$ times in the transformed vector on the right-hand side, and so

$$\|T_{d,L}(x_1, \ldots, x_{d+L}) - T_{d,L}(x'_1, \ldots, x'_{d+L})\|_2^2 \leq L \sum_{i=1}^{d+L} (x_i - x'_i)^2 = L \|(x_1, \ldots, x_{d+L}) - (x'_1, \ldots, x'_{d+L})\|_2^2,$$

for any two $(x_1, \ldots, x_{d+L}), (x'_1, \ldots, x'_{d+L}) \in \mathbb{R}^{4,(d+L)}$, i.e. $T_{d,L}$ is Lipschitz-continuous with Lipschitz constant $\sqrt{L}$.

We can describe the vectorised sequence using this mapping. More precisely, since we have by definition that $X'_k = (X_k, \ldots, X_{k+L})$ for all $k$, it holds that

$$(X'_1, \ldots, X'_d) = T_{d,L}(X_1, \ldots, X_{d+L}).$$

Thus, writing $F^N_{d+L} := \mathcal{L}(X_1, \ldots, X_{d+L})$, it holds that

$$F^N(X) = \mathcal{L}(X'_1, \ldots, X'_d) = \mathcal{L}(T_{d,L}(X_1, \ldots, X_{d+L})) = \left(F^N_{d+L}\right)^{T_{d,L}},$$

i.e. $F^N(X)$ is the pushforward measure of $F^N_{d+L}$ under $T_{d,L}$.

Now let $A$ be some measurable set. Then it holds that

$$F^N_N(A) = \frac{1}{N} \# \left\{ 1 \leq k \leq N \mid (X'_{k-1}d+1, \ldots, X'_{kd}) \in A \right\}$$

$$= \frac{1}{N} \# \left\{ 1 \leq k \leq N \mid T_{d,L}(X_{(k-1)d+1}, \ldots, X'_{kd}) \in A \right\}$$

$$= \frac{1}{N} \# \left\{ 1 \leq k \leq N \mid (X_{(k-1)d+1}, \ldots, X'_{kd}) \in T_{d,L}^{-1}(A) \right\}.$$

Define $\hat{X}_{k,d} := (X_{(k-1)d+1}, \ldots, X'_{kd})$, then the equality above implies that

$$F^N_N(A) = \left(\hat{F}^N_{N}\right)^{T_{d,L}},$$

where $\hat{F}^N_{N}$ denotes the empirical measure of $\hat{X}_{1,d}, \ldots, \hat{X}_{N,d}$.

Finally, recall that if $g$ is any Lipschitz-continuous function with Lipschitz constant $c_g$, it holds that

$$d_p(\eta^g, \xi^g) \leq c_g d_p(\eta, \xi)$$

for any two measures $\eta$ and $\xi$. This follows directly from the definition of the Wasserstein distance.

We therefore have

$$d_4\left(\hat{F}^N_{N}, F^N(X)\right) = d_4\left(\left(\hat{F}^N_{N}\right)^{T_{d,L}}, \left(F^N(X)\right)^{T_{d,L}}\right) \leq \sqrt{L} d_4\left(\hat{F}^N_{N}, F^N(X)\right),$$

and an analogous inequality holds for the Wasserstein distance between $F^N_N(Y)$ and $F^N(Y)$. Using Lemma 4 yields

$$d_4\left(F^N_{N} \otimes F^N_N(Y), F^N(X) \otimes F^N(Y)\right) \leq \sqrt{L} \left\{ d_4\left(\hat{F}^N_{N}, F^N(X)\right) + d_4\left(\hat{F}^N_{N}, F^N(Y)\right) \right\},$$
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and the term on the right-hand side is \( o_p \left( d^{-s} \right) \) for any \( s > 0 \) by Lemma 9. It is important to point out that, in contrast to the vectorised processes \( (X_k') \) and \( (Y_k') \), the processes \( (\hat{X}_{k,d}) \) and \( (\hat{Y}_{k,d}) \) do satisfy all the assumptions of Lemma 9, including Assumption 1.

We can now proceed as in the proof of Theorem 1 to obtain Eq. (43). Some of the constants – for instance those involved in moment bounds – may now depend on \( L \), but since this is a fixed parameter, this does not pose a problem.

Now, by Eq. (43) and Lemma 11, the \( L \)-lag test has asymptotic level \( \alpha \). Furthermore, if \( X_s \) and \( Y_t \) are dependent for some \( s, t \in \mathbb{N} \) with \( |s - t| \leq L \), this implies that \( X'_1 \) and \( Y'_1 \) are dependent due to the stationarity of the sample generating processes. Therefore, again by Theorem 1 in Kroll (2022), \( \text{dcov} \left( \theta'_{n,L} \right) \) converges almost surely to some strictly positive number, and so \( (n - L) \text{dcov} \left( \theta'_{n,L} \right) \) tends to infinity almost surely.

A.2 Bounding the Wasserstein Distance Between the Empirical Measure of a Strongly Mixing Process and its Marginal Distribution

In the proof of Theorem 1, we have used the auxiliary results developed in Section A.1 to bound the Wasserstein distance between the empirical distance covariance and the bootstrap statistic in terms of the Wasserstein distances between the block distributions and their empirical analogues. In this section, we will develop general results to bound the expected Wasserstein distance between some measure \( \xi \) and its empirical analogue \( \xi_n \), provided the underlying sample generating process is strictly stationary and \( \alpha \)-mixing. The central results of this section are Propositions 2 and 3, Theorem 2 and Corollary 3.

We begin by deriving an equivalent characterisation of Assumption 1. For this, we need the following auxiliary result, which is a well-known alternative characterisation of sets with Lebesgue measure 0.

**Lemma 12.** Let \( N \in B \left( \mathbb{R}^d \right) \) be a Borel set, and denote by \( \text{vol}(A) \) the Lebesgue measure of a set \( A \). Define the semiring

\[
\mathcal{I}_Q := \left\{ \prod_{i=1}^d [a_i, b_i] \mid \forall 1 \leq i \leq n : a_i, b_i \in Q, a_i \leq b_i \right\}.
\]

Then the following two statements are equivalent:

1. \( \text{vol}(N) = 0 \),
2. for all \( \varepsilon > 0 \) there exists a covering \( F_i \in \mathcal{I}_Q, i \in \mathbb{N}, \) of \( N \) with total Lebesgue measure of less than \( \varepsilon \), i.e.

\[
N \subseteq \bigcup_{i \in \mathbb{N}} F_i \land \sum_{i \in \mathbb{N}} \text{vol}(F_i) < \varepsilon.
\]

**Proof.** Suppose that (ii) holds, then for any \( \varepsilon > 0 \), we can find a covering \( F_i, i \in \mathbb{N} \), such that

\[
\text{vol}(N) \leq \text{vol} \left( \bigcup_{i \in \mathbb{N}} F_i \right) \leq \sum_{i \in \mathbb{N}} \text{vol}(F_i) < \varepsilon,
\]

which implies (i) since \( \varepsilon > 0 \) is arbitrary.
Now assume that (i) holds. Denote by $\text{vol}^*$ the outer Lebesgue measure, i.e.

$$\text{vol}^*(A) := \inf \left\{ \sum_{i \in \mathbb{N}} \text{vol}(F_i) \mid A \subseteq \bigcup_{i \in \mathbb{N}} F_i, \ F_i \in \mathcal{I}_Q \right\}.$$  

By Carathéodory’s extension theorem (cf. Elstrodt (2002), Theorems 4.5 and 5.6), we have that $\text{vol}^*|_{\mathcal{I}_Q} = \text{vol}|_{\sigma(\mathcal{I}_Q)}$. By Theorem 4.3 in Elstrodt (2002), $\mathcal{I}_Q$ generates $\mathcal{B}(\mathbb{R}^d)$, and so we have $0 = \text{vol}(N) = \text{vol}^*(N)$. By definition of the outer Lebesgue measure $\text{vol}^*$, this implies (ii).

**Lemma 13.** Let $\xi$ be a Borel measure on some $\mathbb{R}^d$. Then the following two statements are equivalent:

1. There is some $M > 0$ such that $\xi(F) \leq M \cdot \text{vol}(F)$ for all hypercubes $F \subseteq \mathbb{R}^d$.
2. $\xi$ has an essentially bounded Lebesgue density $g$.

**Proof.** If $\xi$ has a Lebesgue density $g$ which is essentially bounded by $M$, then

$$\xi(F) = \int_F g(x) \, dx \leq \int_F M \, dx = M \cdot \text{vol}(F)$$

for any hypercube $F$.

Let us now prove the reverse. Suppose that $\xi$ fulfills the first assumption. Let $\mathcal{I}_Q$ be the semiring from Lemma 12, and let $F \in \mathcal{I}_Q$. Because the side lengths of $F$ are all rational, Theorem 5 in Feshchenko et al. (2010) implies that it can be partitioned into a finite number of hypercubes $F_1, \ldots, F_k$. The assumption (i) then implies that

$$\xi(F) = \xi \left( \bigcup_{j=1}^k F_j \right) = \sum_{j=1}^k \xi(F_j) \leq M \sum_{j=1}^k \text{vol}(F_j) = M \text{vol}(F).$$

Thus, the inequality from (i) holds for any $F \in \mathcal{I}_Q$, not just hypercubes.

Now, let $N \in \mathcal{B}(\mathbb{R}^d)$ such that $\text{vol}(N) = 0$, and let $\varepsilon > 0$. Lemma 12 implies that we can find a countable covering $F_i \in \mathcal{I}_Q$ of $N$ with total Lebesgue measure less than $\varepsilon$, and so

$$\xi(N) \leq \xi \left( \bigcup_{i \in \mathbb{N}} F_i \right) \leq \sum_{i \in \mathbb{N}} \xi(F_i) \leq M \sum_{i \in \mathbb{N}} \text{vol}(F_i) \leq M \varepsilon.$$  

Our choice of $\varepsilon > 0$ was arbitrary, and so $\xi(N) = 0$. Thus, by Radon-Nikodým’s theorem (cf. Klenke (2013), Corollary 7.34), $\xi$ has an essentially bounded Lebesgue density. 

**Lemma 14.** Let $(U_i)_{i \in \mathbb{N}}$ be a strictly stationary and $\alpha$-mixing sequence of random variables with values in some separable metric space $\mathcal{S}$ and marginal distribution $\xi$, and suppose that $\alpha(n) \leq f(n) =$
\(O(n^{-r_0})\) for some \(r_0 > 1\). Furthermore, let \(F \subseteq S\) be a subset with \(\xi(F) \geq t_0\) for some \(t_0 > 0\). Then there exists a constant \(c_0 > 2\), dependent on \(r\) and \(f\), but not on \(n\), \(F\) or \(t_0\), such that

\[
\text{Var} \left( \sum_{i=1}^{n} 1_{F}(U_i) \right) \leq c_0 n t_0^{-1} \xi(F).
\]

If the sequence is \(\phi\)-mixing, we can drop the assumption \(\xi(F) \geq t_0\). The assumptions concerning the growth rate of the \(\alpha\)-mixing coefficients then apply to the \(\phi\)-mixing coefficients, and we have the inequality

\[
\text{Var} \left( \sum_{i=1}^{n} 1_{F}(U_i) \right) \leq c_0 n \xi(F).
\]

**Proof.** We have

\[
\text{Var} \left( \sum_{i=1}^{n} 1_{F}(U_i) \right) = \left| \sum_{i=1}^{n} \text{Var}(1_{F}(U_i)) + 2 \sum_{d=1}^{n-1} n - d \text{Cov}(1_{F}(U_1), 1_{F}(U_{1+d})) \right|
\leq \sum_{i=1}^{n} \text{Var}(1_{F}(U_i)) + 4n \sum_{d=1}^{n-1} |\text{Cov}(1_{F}(U_1), 1_{F}(U_{1+d}))|,
\]

and \(|\text{Cov}(1_{F}(U_1), 1_{F}(U_{1+d}))| \leq \alpha(d) \leq t_0^{-1} \xi(F) \alpha(d)\). By assumption there is some constant \(c = c(f) > 0\) such that \(\alpha(n) \leq f(n) \leq cn^{-r_0}\) for almost all \(n\), and without loss of generality for all \(n\). Therefore

\[
\sum_{d=1}^{n} |\text{Cov}(1_{F}(U_1), 1_{F}(U_{1+d}))| \leq c t_0^{-1} \xi(F) \sum_{d=1}^{n-1} d^{-r_0} \leq c \xi(r_0) t_0^{-1} \xi(F),
\]

where \(\zeta\) denotes the \(\zeta\)-function. Furthermore,

\[
\text{Var}(1_{F}(U_1)) = \xi(F) \xi(F^c) \leq \xi(F) \leq t_0^{-1} \xi(F).
\]

Putting all of this together, we obtain

\[
\text{Var} \left( \sum_{i=1}^{n} 1_{F}(U_i) \right) \leq t_0^{-1} n \xi(F) + 4n c \xi(r_0) t_0^{-1} \xi(F) = (1 + 4 \xi(r_0)) \cdot n t_0^{-1} \xi(F).
\]

For \(\phi\)-mixing random variables, we can bound the covariance directly using Theorem 3.9 in Bradley (2007), obtaining

\[
|\text{Cov}(1_{F}(U_1), 1_{F}(U_{1+d}))| \leq 2 \phi(d) \|1_{F}(U_1)\|_{L_1} \|1_{F}(U_1)\|_{L_\infty} = 2 \phi(d) \xi(F),
\]

and the rest of the proof proceeds analogously. \(\Box\)

**Remark 4.** We assume that \(\alpha\) is bounded by some function \(f\) to exclude the possibility of any implicit influence the dimension might have on the mixing coefficients. Obviously, \(f\) must not depend on the dimension.

**Lemma 15.** Let \((U_i)_{i \in \mathbb{N}}\) be a stochastic process that fulfils the assumptions of Lemma 14, \(C\) a Borel set and \(r > 1\). Then, setting \(\zeta(t) := \sqrt{\text{D}} \wedge t\) for \(t \geq 0\), the following inequality holds:

\[
\mathbb{E}|n \xi_n(C) - n \xi(C)| \leq \zeta_{r, \tau}(\xi(C)),
\]
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Lemma 16. Suppose that \( \xi \) is a stochastic process that fulfills the assumptions of Lemma 14 in the \( \phi \)-mixing version, and let \( C \) be any Borel set. Then, with the same function \( \zeta \) as in Lemma 15, the following inequality holds:

\[
\mathbb{E}|n\xi_n(C) - n\xi(C)| \leq \zeta(2c_0 n\xi(C)).
\]

Proof. If \( \xi(C) \geq n^{-1} \), the Jensen inequality yields

\[
\mathbb{E}|n\xi_n(C) - n\xi(C)| \leq \sqrt{\text{Var}(n\xi_n(C))} \leq \sqrt{c_0 n^{3/2}\xi(C)} = \zeta(c_0 n\xi(C)),
\]

where we have made use of Lemma 14 in the second inequality.

Suppose now that \( \xi(C) < n^{-1} \). The function \( \zeta \) is bijective on \( \mathbb{R}_{\geq 0} \). We therefore have the existence of an inverse function \( \zeta^{-1} \), given by \( \zeta^{-1}(t) = t^2 \vee t \). Applying the Jensen inequality gives us

\[
\zeta^{-1}(\mathbb{E}|n\xi_n(C) - n\xi(C)|) \leq \mathbb{E} \left[ \zeta^{-1}(|n\xi_n(C) - n\xi(C)|) \right] \\
\leq \mathbb{E} \left[ 1_{(0,1)}(|n\xi_n(C) - n\xi(C)|) |n\xi_n(C) - n\xi(C)| \right] + \text{Var}(n\xi_n(C))
\]

where in the last inequality we first partition the domain of integration into \( (0,1) \) and \([1,\infty)\) and then bound the integral on \([1,\infty)\) by the integral on \( \mathbb{R}_{\geq 0} \).

We now want to examine the first expected value. For this we define the sets

\[
M := \{|n\xi_n(C) - n\xi(C)| < 1\}, \\
M_0 := \{n\xi_n(C) = 0\}, \\
M_1 := \{n\xi_n(C) = 1\}.
\]

Proof. We use the triangle inequality to obtain

\[
\mathbb{E}|n\xi_n(C) - n\xi(C)| \leq 2n\xi(C) \leq c_0 n\xi(C).
\]

If \( \xi(C) \leq n^{-1} \), the right-hand side is equal to \( c_0 \zeta(n\xi(C)) \).

If \( n^{-1} < \xi(C) \leq n^{-1/2} \), then for any \( r > 1 \),

\[
\mathbb{E}|n\xi_n(C) - n\xi(C)| \leq c_0 n\xi(C) = c_0 \left( n^r \xi(C)^r \right)^{1/r} \\
\leq c_0 \left( n^{-r(r-1)/2} \xi(C) \right)^{1/r} \\
= c_0 \left( n\xi(C) \right)^{1/r} \left( n^{-r(r-1)/2-1} \right)^{1/r} \\
= c_0 \left( n\xi(C) \right)^{1/2-1/(2r)}.
\]

For \( \xi(C) > n^{-1/2} \) we employ Lemma 14 and the Cauchy-Schwarz inequality to obtain

\[
\mathbb{E}|n\xi_n(C) - n\xi(C)| \leq \sqrt{\text{Var}(n\xi_n(C))} \leq \sqrt{c_0 n^{3/2}\xi(C)} = \zeta(c_0 n\xi(C)),
\]

where the last equality holds because of \( \xi(C) > n^{-1/2} \geq n^{-1} \). \( \square \)

Lemma 16. Suppose that \( (U_i)_{i \in \mathbb{N}} \) is a stochastic process that fulfills the assumptions of Lemma 14 in the \( \phi \)-mixing version, and let \( C \) be any Borel set. Then, with the same function \( \zeta \) as in Lemma 15, the following inequality holds:

\[
\mathbb{E}|n\xi_n(C) - n\xi(C)| \leq \zeta(2c_0 n\xi(C)).
\]
Due to $n\xi(C) < 1$, the sets $M_0$ and $M_1$ form a partition of $M$. Therefore,

$$
\mathbb{E} \left[ 1_{(0,1)}(|n\xi_n(C) - n\xi(C)|) | n\xi_n(C) - n\xi(C) | \right] \\
= n\xi(C) \mathbb{P}(M_0) + (1 - n\xi(C)) \mathbb{P}(M_1) \\
\leq n\xi(C) + \mathbb{P}(M_1).
$$

We can furthermore bound $\mathbb{P}(M_1)$ by

$$
\mathbb{P}(M_1) = \sum_{i=1}^{n} \mathbb{P}(U_i \in C \land U_j \notin C \land j \neq i) \leq \sum_{i=1}^{n} \mathbb{P}(U_i \in C) = n\xi(C),
$$

and so we get

$$
\mathbb{E} \left[ 1_{(0,1)}(|n\xi_n(C) - n\xi(C)|) | n\xi_n(C) - n\xi(C) | \right] \leq 2n\xi(C) \leq c_0 n\xi(C).
$$

With the upper bounds obtained before, it follows that

$$
\zeta^{-1}(\mathbb{E}|n\xi_n(C) - n\xi(C)|) \leq c_0 n\xi(C) + \text{Var}(n\xi_n(C)) \leq 2c_0 n\xi(C).
$$

Together with the identity

$$
\mathbb{E}|n\xi_n(C) - n\xi(C)| = \zeta \left( \zeta^{-1}(\mathbb{E}|n\xi_n(C) - n\xi(C)|) \right)
$$

this proves the lemma because $\zeta$ is an isotone function. 

Recall the construction of the sets $\mathcal{P}_l$ from Subsection 5.2.

**Lemma 17.** Let $\xi$ be a probability measure on $[0,1]^d$, and $M > 0$ such that for all $F \in \mathcal{P}_1$ it holds that $\xi(F) \leq M 2^{-d_{l^*}}$. This is the case if $\xi$ has a bounded density function with respect to the Lebesgue measure. Then, for any $r > 0$, the following inequality holds:

$$
L_r = L_r(n) := \max \left\{ l \in \mathbb{N} \mid \exists F \in \mathcal{P}_l : \xi(F) > n^{-r} \right\} \leq \log_2 \left( 2M \frac{n}{\pi^\frac{1}{d}} \right)
$$

**Proof.** Let $F \in \mathcal{P}_l$, then $\xi(F) \leq M 2^{-d_{l^*}}$. This gives us

$$
L_1 \left( M^{-1} 2^{d_{l^*}} \right) \leq l = \log_2 \left( M \frac{n}{\pi^\frac{1}{d}} \right)
$$

for all $l \in \mathbb{N}$. Now fix some $n \in \mathbb{N}$. We set

$$
l^* := \min \left\{ l \in \mathbb{N} \mid M^{-1} 2^{d_{l^*} - 1} \leq n \leq M^{-1} 2^{d_{l^*}} \right\}.
$$

Obviously it holds that $2^d n \geq M^{-1} 2^{d_{l^*}}$. The mappings $t \mapsto \log_2 \left( (Mt)^\frac{1}{d} \right)$ and $L_1$ are isotone, and therefore

$$
L_1(n) \leq L_1 \left( M^{-1} 2^{d_{l^*}} \right) \leq \log_2 \left( M \frac{n}{\pi^\frac{1}{d}} \right) \leq \log_2 \left( 2M \left( 2^d n \right) \right).
$$

This proves the claim for $r = 1$. For arbitrary $r > 0$, notice that $L_r(n) = L_1(n^r)$. 

**Remark 5.** Note that if we are considering a hypercube with side length $K$ instead of the unit cube, then we can apply Lemma 17 after $\log_2(K)$ steps, and therefore the resulting bound will be

$$
\log_2 \left( 2M \frac{n}{\pi^\frac{1}{d}} \right) + \log_2(K) = \log_2 \left( 2K M \frac{n}{\pi^\frac{1}{d}} \right).
$$
The following proposition is a generalisation of Proposition 1 in Dereich et al. (2013).

**Proposition 2.** Let $d \in \mathbb{N}$ and $1 \leq p < d/2$ be fixed. Let $\xi$ be a probability measure on $[0,1)^d$ that fulfils the assumptions of Lemma 17. Then, for any $n \in \mathbb{N}$, it holds that

$$
\left( E d_p^+(\xi_n, \xi) \right)^{\frac{1}{p}} \leq n^{-\frac{d-2}{2p}} \left\{ c_0 2^{d/2-p} d_p^+ \left( \frac{1 + M}{1 - 2^{-d/2}} + \frac{1}{1 - 2^{-p}} + 4M^\frac{1}{p} \right) \right\}^{\frac{1}{p}},
$$

where $\xi_n$ is the empirical measure of a strictly stationary and $\alpha$-mixing process $(U_i)_{i \in \mathbb{N}}$ with marginal distribution $\xi$ and $\alpha(n) \leq f(n) = O(n^{-r_0})$ for some function $f$ and some constant $r_0 > 1$. The constant $c_0$ only depends on $f$ and $r_0$.

**Proof.** Lemma 2 gives us

$$
d_p^+(\xi_n, \xi) \leq \frac{1}{2} d_p^+ \left( \sum_{l=0}^{\infty} 2^{-pl} \sum_{F \in \mathcal{P}_l} \sum_{C \in F} \left| \xi_n(C) - \xi_n(F) \frac{\xi_n(C)}{\xi_n(F)} \right| \right). \tag{45}
$$

We consider the object

$$
E \left| \xi_n(C) - \xi_n(F) \frac{\xi_n(C)}{\xi_n(F)} \right| \tag{46}
$$

An application of the triangle inequality lets us bound this expectation by

$$
E \left| \xi_n(C) - \xi(C) - \xi_n(F) \frac{\xi_n(F)}{\xi(F)} \right| = E|\xi_n(C) - \xi(C)| + E \left| 1 - \frac{\xi_n(F)}{\xi(F)} \right|.
$$

Using Lemma 15, this gives us

$$
E|\xi_n(C) - \xi(C)| \leq n^{-1} \zeta_{n,r}(\xi(C)),
$$

for any $r > 1$. In a similar way, we obtain

$$
E \left| 1 - \frac{\xi_n(F)}{\xi(F)} \right| \leq n^{-1} \frac{\xi(C)}{\xi(F)} \zeta_{n,r}(\xi(F)).
$$

Thus, Eq. (46) can be bounded by

$$
E \left| \xi_n(C) - \xi_n(F) \frac{\xi_n(C)}{\xi_n(F)} \right| \leq n^{-1} \left\{ \zeta_{n,r}(\xi(C)) + \frac{\xi(C)}{\xi(F)} \zeta_{n,r}(\xi(F)) \right\} = n^{-1} (R_1(C) + R_2(C, F)). \tag{47}
$$

We now wish to further bound the sums occurring in Eq. (45). For this, we will make use of the fact that only finitely many sets in $\mathcal{P} = \bigcup_{l=0}^{\infty} \mathcal{P}_l$ have measure greater than $n^{-1/2}$. Note that
\( \sum_{C \in F} R_1(C) \) is equal to
\[
\sum_{C \in F : \xi(C) \leq n^{-1}} \zeta_{n,r} (\xi(C)) + \sum_{C \in F : n^{-1} < \xi(C) \leq n^{-1/2}} \zeta_{n,r} (\xi(C)) + \sum_{C \in F : \xi(C) > n^{-1/2}} \zeta_{n,r} (\xi(C))
\]
\[
= c_0 \left( \sum_{C \in F : \xi(C) \leq n^{-1}} \zeta (n\xi(C)) + n^{1/2 - 1/(2r)} \sum_{C \in F : n^{-1} < \xi(C) \leq n^{-1/2}} (n\xi(C))^{1/2} + n^{1/2} \sum_{C \in F : \xi(C) > n^{-1/2}} \zeta (n\xi(C)) \right)
\]
\[
\leq c_0 \left( \sum_{C \in F} \zeta (n\xi(C)) + n^{1/2 - 1/(2r)} \sum_{C \in F : \xi(C) > n^{-1/2}} (n\xi(C))^{1/2} + n^{1/2} \sum_{C \in F : \xi(C) > n^{-1/2}} \zeta (n\xi(C)) \right).
\]

The Jensen inequality implies that
\[
\sum_{C \in F} \zeta (n\xi(C)) = 2^{d/2 - d} \sum_{C \in F} \zeta (n\xi(C)) \leq 2^d \zeta \left( 2^{-d} \sum_{C \in F} n\xi(C) \right) = 2^d \zeta \left( 2^{-d} n\xi(F) \right).
\]

Recall that \( \#P_1 = 2^{dl} \), and that every \( P_i \) forms a partition of \([0,1)^d \). This gives us
\[
\sum_{F \in P_1} \zeta (2^{-d} n\xi(F)) \leq 2^{dl} \zeta \left( 2^{-d} \sum_{F \in P_1} 2^{-d} n\xi(F) \right) \leq 2^{dl} \zeta \left( 2^{-d} n \right).
\]

We now choose \( l^* = \left\lfloor \log_2 \left( \frac{n^{1/2}}{2} \right) \right\rfloor \), with which we have
\[
\sum_{l=0}^{\infty} 2^{(d-p)|l|} \left( 2^{-dl} n \right) = \sum_{l=0}^{l^*} 2^{(d/2-p)|l|} \sqrt{n} + \sum_{l>l^*} 2^{-pl} n \leq \sum_{k=0}^{\infty} 2^{(d/2-p)(l^* - k)} \sqrt{n} + 2^{-pl^*} n \sum_{l=0}^{\infty} 2^{-pl} n \leq n^{2d-p \cdot \sqrt{n}} \frac{1}{1 - 2^{p-d/2}} + n^{-\xi} n \frac{1}{1 - 2^{-p}} = n^{1 - \xi} \left\{ \frac{1}{1 - 2^{p-d/2}} + \frac{1}{1 - 2^{-p}} \right\}.
\]

Notice that, in Eq. (48), the sum over all sets \( C \leftarrow F \) with measure greater than \( n^{-1/2} \) is empty.
if $\xi(F) \leq n^{-1/2}$. Thus,

$$
\sum_{F \in P_l} n^{1/2} \sum_{C \leftarrow F: \xi(C) > n^{-1/2}} \zeta(n\xi(C)) 
\leq n^{1/2} \sum_{F \in P_l: \xi(F) > n^{-1/2}} \sum_{C \leftarrow F} \zeta(n\xi(C)) 
\leq n^{1/2} \sum_{F \in P_l: \xi(F) > n^{-1/2}} n^{1/4} \sum_{C \leftarrow F} \zeta(2^{-d}n\xi(F)) \tag{52}
$$

where we have made use of Eq. (49) in the last step. Lemma 17 therefore implies

$$
n^{1/2} \sum_{l=0}^{\infty} 2^{-pl} \sum_{F \in P_l: \xi(F) > n^{-1/2}} \zeta(2^{-d}n\xi(F)) 
\leq n^{1/2} \sum_{l=0}^{L_{1/2}(n)} 2^{-pl} \sum_{F \in P_l} \zeta(2^{-d}n\xi(F)) 
\leq n^{1/2} \sum_{l=0}^{L_{1/2}(n)} 2^{(d-p)l} \zeta(2^{-d}n) 
\leq n^{1/2} \sum_{l=0}^{L_{1/2}(n)} 2^{(d-p)l} \sqrt{2^{-d}n} 
= n^{1/2} \sum_{l=0}^{L_{1/2}(n)} 2^{(d/2-p)l} 
\leq n^{1/2} \sum_{k=0}^{\infty} 2^{(d/2-p)(L_{1/2}(n)-k)} 
= n^{1/2} \left(2M^{1/2} n^{1/2}\right)^{d/2-p} \sum_{k=0}^{\infty} 2^{-k(d/2-p)} 
= 2^{d/2-p} M^{d/2-p} n^{1/4} \frac{1}{1 - 2^{-d/2}} 
= 2^{d/2-p} M^{d/2-p} n^{1/4} \frac{1}{1 - 2^{-d/2}}. \tag{53}
$$

We will now bound the sum over all sets $C \leftarrow F$ with measure greater than $n^{-1}$. Once again, it suffices to consider only those sets whose parents $F$ have measure greater than $n^{-1}$, and because the function $t \mapsto t^{1/2}$ is concave, we obtain

$$
\sum_{F \in P_l} n^{1/2-1/(2r)} \sum_{C \leftarrow F: \xi(C) > n^{-1}} (n\xi(C))^{1/2} 
\leq n^{1/2-1/(2r)} \sum_{F \in P_l: \xi(F) > n^{-1}} \sum_{C \leftarrow F} (n\xi(C))^{1/2} 
\leq n^{1/2-1/(2r)} \sum_{F \in P_l: \xi(F) > n^{-1}} 2^d \left(2^{-d}n\xi(F)\right)^{1/2}, \tag{54}
$$
The above Eqs. (48) through (56) give us

\[ \sum_{l=0}^{\infty} 2^{-pl} \sum_{F \in \mathcal{P}_l: \xi(F) > n^{-1}} (2^{-d} n \xi(F))^\frac{1}{r} \]

which implies the bound

\[ \leq n^{1/2 - 1/(2r)} \sum_{l=0}^{L_1(n)} 2^{-pl} \sum_{F \in \mathcal{P}_l} (2^{-d} n \xi(F))^\frac{1}{r} \]

\[ \leq n^{1/2 - 1/(2r)} \sum_{l=0}^{L_1(n)} 2^{(d-p)l} (2^{-dl} n)^\frac{1}{r} \]

(55)

With the special choice \( r = d/(d-p) \) it holds that \( 1/2 + 1/(2r) \leq 1 - p/(2d) \) and \( 1 - 1/r = p/d \).

This implies the bound

\[ n^{1 - \frac{d}{2d-p}} (L_1(n) + 1) \leq n^{1 - \frac{d}{2d-p}} \log_2 \left( 4M^{\frac{1}{2}} n^\frac{1}{2} \right) \leq 4M^{\frac{1}{2}} n^{1 - \frac{d}{2d-p}}. \] (56)

The above Eqs. (48) through (56) give us

\[ \sum_{l=0}^{\infty} 2^{-pl} \sum_{F \in \mathcal{P}_l: C \leftarrow F} n^{-1} R_1(C) \]

\[ \leq 2^{d_c_0} \left\{ n^{-\frac{d}{2}} \left( \frac{1}{1 - 2^{2d/2}} + \frac{1}{1 - d/p} \right) + n^{-\frac{d}{2d-p}} M^{\frac{d/2 - 1}{2}} \frac{1 - 2^{d/2 - p}}{1 - 2^{2d/2}} + n^{-\frac{d}{2d-p}} 4M^{\frac{1}{2}} \right\} \] (57)

\[ \leq 2^{3d/2 - p} c_0 n^{-\frac{d}{2d-p}} \left( \frac{1 + M^{\frac{d/2 - 1}{2}}}{1 - 2^{2d/2}} + \frac{1}{1 - d/p} + 4M^{\frac{1}{2}} \right). \]

It now remains to bound the sums with the summands \( R_2(C, F) \). Obviously, it holds that

\[ \sum_{C \leftarrow F} \xi(C) / \xi(F) = 1, \]

and hence

\[ \sum_{C \leftarrow F} K_{n,r}(\xi(F)) \equiv \sum_{C \leftarrow F} \frac{\xi(C)}{\xi(F)} K_{n,r}(\xi(F)) = K_{n,r}(\xi(F)). \] (58)

and

\[ \sum_{F \in \mathcal{P}_l} K_{n,r}(\xi(F)) \]

\[ \leq c_0 \left\{ \sum_{F \in \mathcal{P}_l} \xi(n \xi(F)) + n^{1/2 - 1/(2r)} \sum_{F \in \mathcal{P}_l: \xi(F) > n^{-1}} (n \xi(F))^\frac{1}{2} + n^\frac{1}{2} \sum_{F \in \mathcal{P}_l: \xi(F) > n^{-1/2}} \xi(n \xi(F)) \right\}. \] (59)

Notice that these sums are bounded by the last terms of Eqs. (49), (52) and (54). Thus we again obtain the upper bound given in Eq. (57) for the sum

\[ \sum_{l=0}^{\infty} \sum_{F \in \mathcal{P}_l} \sum_{C \leftarrow F} n^{-1} R_2(C, F). \]
Therefore, using Eqs. (45), (47) and (57), it follows that
\[
\mathbb{E}d_p(\xi_n, \xi) \leq c_0 2^{d/2-p} d n^{5/2 - \frac{d}{2p}} \left\{ 1 + \frac{M^{d/2-p}}{1 - 2^{d/2}} + \frac{1}{1 - 2^{-p}} + 4M^\frac{d}{2} \right\}.
\] (60)

\[\square\]

**Corollary 5.** Let \( d \in \mathbb{N} \) and \( 1 \leq p < d/2 \) be fixed. Let \( \xi \) be a probability measure on the open ball \( U_K(0) \) for some \( K > 0 \) that has an essentially bounded Lebesgue density. Then, for any \( n \in \mathbb{N} \) it holds that
\[
(\mathbb{E}d_p(\xi_n, \xi))^\frac{1}{2} \leq K^{d/(2p)} \mathfrak{M},
\]
where \( \xi_n \) is the empirical measure of a strictly stationary and \( \alpha \)-mixing process \( (U_i)_{i \in \mathbb{N}} \) with marginal distribution \( \xi \) and \( \alpha(n) \leq f(n) = \mathcal{O}(n^{-r_0}) \) for some function \( f \) and some constant \( r_0 > 1 \), and \( \mathfrak{M} \) is the bound from Proposition 2.

**Proof.** We define a new stationary and \( \alpha \)-mixing process \( (\tilde{U}_i)_{i \in \mathbb{N}} \) by
\[
\tilde{U}_i := \frac{U_i}{2K} + \left( \frac{1}{2}, \ldots, \frac{1}{2} \right).
\]
Then \( \tilde{\xi} := \mathcal{L}(\tilde{U}_1) \) is a measure on \([0, 1]^d\), and \( \tilde{\xi}_n \), defined as the empirical measure of \( \tilde{U}_1, \ldots, \tilde{U}_n \), fulfills the assumptions of Proposition 2. Furthermore, for any \( F \in \mathcal{P}_1 \), it holds that
\[
\tilde{\xi}(F) = \mathbb{P}(\tilde{U}_1 \in F) = \mathbb{P}(U_1 \in 2K \cdot F + (K, \ldots, K)) \\
\leq M \cdot \text{vol}(2K \cdot F + (K, \ldots, K)) \\
= (2K)^d M \cdot \text{vol}(F) \\
=: M \cdot \text{vol}(F),
\]
by Lemma 13. Therefore, by Proposition 2,
\[
\mathbb{E}d_p(\tilde{\xi}_n, \tilde{\xi}) \leq c_0 2^{d/2-p} d n^{5/2 - \frac{d}{2p}} \left\{ 1 + \frac{M^{d/2-p}}{1 - 2^{d/2}} + \frac{1}{1 - 2^{-p}} + 4M^\frac{d}{2} \right\}
\]
\[
\leq (2K)^{d/(2p)} \mathfrak{M}^p.
\]
Thus,
\[
\mathbb{E}d_p(\xi_n, \xi) = (2K)^p \mathbb{E}d_p(\tilde{\xi}_n, \tilde{\xi}) \leq (2K)^{d/2} \mathfrak{M}^p.
\]
\[\square\]

**Proposition 3 (Version for \( \phi \)-Mixing).** Let \( d \in \mathbb{N} \) and \( 1 \leq p < d/2 \) be fixed. Let \( \xi \) be a probability measure on \([0, 1]^d\). Then, for any \( n \in \mathbb{N} \), it holds that
\[
(\mathbb{E}d_p(\xi_n, \xi))^\frac{1}{2} \leq n^{-\frac{d}{2}} \left\{ c_0 2^{d+1} d n^{\frac{1}{2}} \left( \frac{1}{1 - 2^{-p}} + \frac{1}{1 - 2^{-p}} \right) \right\}^\frac{1}{p},
\]
where \( \xi_n \) is the empirical measure of a strictly stationary and \( \phi \)-mixing process \( (U_i)_{i \in \mathbb{N}} \) with marginal distribution \( \xi \) and \( \phi(n) \leq f(n) = \mathcal{O}(n^{-r_0}) \) for some function \( f \) and some constant \( r_0 > 1 \). The constant \( c_0 \) only depends on \( f \) and \( r_0 \).
Proof. The proof will follow that of Proposition 2. The bound given in Eq. (45) remains valid, and similarly to Eq. (47) we can use Lemma 16 to obtain the bound
\[ E\left|\xi_n(C) - \xi_n(F)\right| \leq n^{-1} \left\{ \zeta(2c_0n\xi(C)) + \frac{\xi(C)}{\xi(F)} \zeta(2c_0n\xi(F)) \right\} \]
\[ =: n^{-1}(R_1(C) + R_2(C, F)). \] (61)

As in Eq. (49), it follows that
\[ \sum_{C \leftarrow F} R_1(C) = \sum_{C \leftarrow F} \zeta(2c_0n\xi(C)) \leq 2^d \zeta(2c_02^{-d}n\xi(F)), \] (62)
and as in Eq. (50) that
\[ \sum_{F \in P_i} \zeta(2c_02^{-d}n\xi(F)) \leq 2^d \zeta(2c_02^{-d}n). \] (63)

We now choose \( l^* := \left\lfloor \log_2 \left( (2c_0n)^{1 \over 2} \right) \right\rfloor \), so that, as in Eq. (51),
\[ \sum_{l=0}^{\infty} 2^{(d-p)l} \zeta(2c_02^{-d}n) \leq 2c_0n^{1 - \frac{p}{2}} \left\{ \frac{1}{1 - 2^{p-d/2}} + \frac{1}{1 - 2^{-p}} \right\}. \] (64)
This implies
\[ \sum_{C \leftarrow F} R_1(C) \leq 2^{d+1}c_0n^{1 - \frac{p}{2}} \left\{ \frac{1}{1 - 2^{p-d/2}} + \frac{1}{1 - 2^{-p}} \right\}, \] (65)
and because the sum
\[ \sum_{C \leftarrow F} \frac{\xi(C)}{\xi(F)} R_2(C, F) = \zeta(2c_0n\xi(F)) \]
is bounded by the last term in Eq. (62), we get with Eqs. (45) and (61) through (65) that
\[ \mathbb{E} d^p_{\lambda}(\xi_n, \xi) \leq n^{-\frac{p}{2}} \left\{ c_02^{d+1}d^2 \left( \frac{1}{1 - 2^{p-d/2}} + \frac{1}{1 - 2^{-p}} \right) \right\}. \]

Remark 6. In the \( \phi \)-mixing version, extending the support of \( \xi \) to \( U_K(0) \) only impacts the bound by a factor of \( 2K \) instead of \( (2K)^{d/(2p)} \). The proof is analogous to that of Corollary 5.

Proof of Theorem 2. Let \( n \) and \( K \) be arbitrary but fixed. Define the transformation
\[ \varphi_K := 1_{U_K(0)} \cdot \text{id} + 1_{U_K(0)^C} \cdot z_K \]
for some arbitrary but fixed \( z_K \in \partial U_K(0) \). \( \varphi_K \) maps all points outside of \( U_K(0) \) to the single point \( z_K \) and leaves the interior of \( U_K(0) \) unchanged. Now define the probability measures \( \xi^{(K)}_n \) and \( \xi^{(K)}_n \) by
\[ \xi^{(K)}(A) := \xi (A \cap U_K(0)) + 1_{A(z_K)} \cdot \xi (U_K(0)^C), \]
\[ \xi^{(K)}_n (A) := \xi_n (A \cap U_K(0)) + 1_{A(z_K)} \cdot \xi_n (U_K(0)^C). \]
These measures are the pushforwards of $\xi$ and $\xi_n$, respectively, under $\varphi_K$. $\xi^{(K)}$ is the marginal distribution of the process $(\varphi_K(U_i))_{i \in \mathbb{N}}$, and $\xi_n^{(K)}$ is the empirical measure of its first $n$ observations. Because $\varphi_K$ is measurable, $(\varphi_K(U_i))_{i \in \mathbb{N}}$ inherits the $\alpha$-mixing property from $(X_i)_{i \in \mathbb{N}}$.

Heuristically, in transforming $\xi$ to $\xi^{(K)}$, we have concentrated the probability of $U_K(0)^C$ to one single point, namely $z_K$. For large $K$, this probability of the complement will be small, so we expect $\xi^{(K)}$ to be close to $\xi$.

Let us now quantify this notion of closeness. Let $\gamma$ be the pushforward of $\xi$ under $x \mapsto (x, \varphi_K(x))$, and $U := U_K(0)$. Observe that

$$d_p^p(\xi, \xi^{(K)}) \leq \int \|x - y\|^p d\gamma(x, y) = \int \|x - \varphi_K(x)\|^p d\xi(x)$$

$$= \int_U \|x - \varphi_K(x)\|^p d\xi(x) + \int_{U^C} \|x - \varphi_K(x)\|^p d\xi(x)$$

$$\leq 2^{p-1} \left( \int_{U^C} \|x\|^p d\xi(x) + \int_{U^C} \|z_K\|^p d\xi(x) \right)$$

$$\leq 2^{p-1} \left( \xi(U^C) \mathbb{E}^{p/q} m_{p/q} + \xi(U^C) K^p \right),$$

(66)

where $m_q$ is the $q$-th moment of $\xi$. In the last line we have used the Hölder inequality and the fact that $z_K \in \partial U$.

The same argument shows that

$$d_p^p(\xi_n, \xi_n^{(K)}) \leq 2^{p-1} \left( \xi_n(U^C) \mathbb{E}^{p/q} m_{p/q} + \xi_n(U^C) K^p \right),$$

where $m_{n,q}$ is the $q$-th moment of $\xi_n$. Observe that, by the Hölder inequality,

$$\mathbb{E} \left[ \xi_n(U^C) \mathbb{E}^{p/q} m_{p/q} \right] \leq \left\| \xi_n(U^C) \mathbb{E}^{p/q} m_{p/q} \right\|_{L_{p/q}} \leq \xi(U^C) \mathbb{E}^{p/q} m_{p/q},$$

and thus

$$d_p^p(\xi_n, \xi_n^{(K)}) \leq 2^{p-1} \left( \xi(U^C) \mathbb{E}^{p/q} m_{p/q} + \xi(U^C) K^p \right),$$

(67)

since $\xi_n$ is the empirical measure of a stationary process with marginal distribution $\xi$.

Furthermore, due to Corollary 5,

$$\mathbb{E}d_p^p(\xi_n^{(K)}, \xi^{(K)}) \leq K^{d/2} \cdot M.$$  

(68)

We now use the triangle inequality and Jensen’s inequality to obtain

$$\mathbb{E}d_p^p(\xi, \xi_n) \leq 3^{p-1} \left\{ d_p^p(\xi, \xi^{(K)}) + \mathbb{E}d_p^p(\xi_n^{(K)}, \xi^{(K)}) + \mathbb{E}d_p^p(\xi_n, \xi_n^{(K)}) \right\},$$

and thus, by Eqs. (66) through (68),

$$\mathbb{E}d_p^p(\xi, \xi_n) \leq 3^{p-1} \left\{ 2^{p-1} \left( \xi(U^C) \mathbb{E}^{p/q} m_{p/q} + \xi(U^C) K^p \right) + K^{d/2} \cdot M \right\}.$$
Lemma 18. Let $g : \mathbb{R}_{>0} \to \mathbb{R}_{\geq 0}$ be an antitone function such that

$$\int_0^\infty g(x) \, dx < \infty.$$ 

Then $g = o\left(x^{-1}\right)$ for $x \to \infty$.

Proof. Suppose that $g \neq o\left(x^{-1}\right)$. Then, by definition, there exists some constant $c > 0$ such that $\limsup_{x \to \infty} xg(x) > c$. We can therefore choose a sequence $(x_n)_{n \in \mathbb{N}}$ such that

1. $x_n \nearrow \infty$ for $n \to \infty$,
2. $g(x_n)x_n > c$ for all $n \in \mathbb{N}$.

Because of (i) we can assume without loss of generality that

$$x_{n+1} > 2x_n$$

for all $n \in \mathbb{N}$, otherwise we may consider a subsequence that has this property. Furthermore, because $g$ is antitone by assumption, (ii) implies that

$$g(x) > \frac{c}{x_n}$$

for all $x \leq x_n$ and $n \in \mathbb{N}$. Thus, on any interval $[x_n, x_{n+1}]$, it holds that $g(x) > c/x_{n+1}$, and after setting $x_0 := 0$, we obtain a partition $\{(x_n, x_{n+1}) \mid n \in \mathbb{N}_0\}$ of $\mathbb{R}_{>0}$. Therefore,

$$\int_0^\infty g(x) \, dx = \sum_{n=0}^{\infty} \int_{x_n}^{x_{n+1}} g(x) \, dx > \sum_{n=0}^{\infty} \int_{x_n}^{x_{n+1}} \frac{c}{x_{n+1}} \, dx = c \sum_{n=0}^{\infty} \frac{x_{n+1} - x_n}{x_{n+1}}$$

which is a contradiction to the assumed integrability of $g$. In the above set of (in-)equalities, the first equality is valid due to the monotone convergence theorem and the two inequalities hold due to Eqs. (70) and (69), respectively.

Proof of Corollary 3. By Theorem 2, we get

$$E d_p^p(\xi, \xi_n) \leq 3^{p-1} \left\{ \left( 2^p \left( \xi (U_K(0)^C) \right)^{\frac{q-p}{q}} m_q^{p/q} + \xi (U_K(0)^C) K^p \right) + K^{d/2} \cdot 2^p \right\}$$

$$\leq 6^p \left\{ \xi (U_K(0)^C) \right\}^{\frac{q-p}{q}} m_q^{p/q} + \xi (U_K(0)^C) K^p + K^{d/2} \cdot 2^p \right\}.$$ (71)

Choose $K = n^{(p-2)/(2d^2)}$, then

$$K^{d/2} \cdot 2^p = c_0 2^{3d/2-p} d^2 \left\{ 1 + \frac{M^{d/2-p}}{1 - 2p - d/2} + \frac{1}{1 - 2p - d} + 4M^{1/2} \right\}.$$ (72)

Writing $m_q'$ for the $q$-th moment of $U_1^q$, we can bound $m_q$ by

$$m_q = E \left( \|U_1\|_2 \right) = E \left( \sum_{i=1}^{d} \|U_i'\|^2 \right)^{q/2} \leq (d')^{q/2} m_q',$$
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Thus, by Eqs. (71) and (72) through (74), we get

\[ \Pr (\| U'_i \|_2^2 > K) \]

which by Lemma 18 implies that \( \Pr (\| U'_i \|_2^2 > K) = o \left( K^{-1} \right) \), with the constant involved depending only on \( \mathcal{L}(U'_i) \). Furthermore,

\[
\xi \left( U_K(0)^C \right) = \Pr \left( \sum_{i=1}^{d'} \| U'_i \|_2^2 > K^2 \right)
\le \Pr \left( \exists 1 \le i \le d' : \| U'_i \|_2 > \frac{K}{\sqrt{d'}} \right)
\le d' \cdot \Pr \left( \| U'_i \|_2 > \frac{K}{\sqrt{d'}} \right)
= d' \cdot \Pr \left( \| U'_i \|_2 > \frac{K^q}{(d')^{q/2}} \right),
\]

and thus

\[
\xi \left( U_K(0)^C \right) = d' \cdot o \left( \frac{K^{q}}{(d')^{q/2}} \right) = (d')^{1+q/2} \cdot o \left( K^{-q} \right),
\]

with the constant involved depending only on \( \mathcal{L}(U'_i) \). In other words, there is a constant \( c' \) and some \( n_0 \in \mathbb{N} \), both depending only on \( \mathcal{L}(U'_i) \), such that

\[
\xi \left( U_K(0)^C \right) \le c' \cdot (d')^{1+q/2} K^{-q}
\]

for all \( n \ge n_0 \) (recall that our special choice of \( K = K(n) \) depends on \( n \)). Thus, for \( n \ge n_0 \),

\[
\xi \left( U_K(0)^C \right) \sum_{i=1}^{\frac{d^p}{n}} m_{i}^{p/q} \le (d')^{\frac{2p}{n}} \cdot (d')^{(q-p)(1+q)+pq} K^{p-q}
= (d')^{\frac{2p}{n}} \cdot (d')^{1+q/2+q/2} K^{p-q}
\le c' \cdot (d')^{1+q/2} K^{p-q}
\le c' \cdot d^{1+q/2} n^{(p-2)(p-q)/(2d^2)},
\]

because \( d' \le d \) (with equality if and only if each \( U'_k \) is one-dimensional), and

\[
\xi \left( U_K(0)^C \right) K^p \le c' \cdot (d')^{1+q/2} K^{p-q} \le c' \cdot d^{1+q/2} n^{(p-2)(p-q)/(2d^2)}. \tag{74}
\]

Thus, by Eqs. (71) and (72) through (74), we get

\[
\mathbb{E} d_{p}^\xi (\xi, \xi_n) \le 6^p c_0 2^{3d/2-d} n^{\frac{d}{2} - \frac{p}{2} - \frac{d}{2} + \frac{1}{1 - 2p - d/2} + \frac{1}{1 - 2p - 2d/2} + 4M \frac{1}{n}} + 6^p 2c' \cdot d^{1+q/2} n^{(p-2)(p-q)/(2d^2)}.
\]

\[ \square \]
A.3 Asymptotic Behaviour of $V$-Statistics of Independent Blocks Derived from a Stationary Process

In the proof of Theorem 1, we make use of triangular arrays constructed in a certain manner: For a given strictly stationary sequence $(U_k)_{k \in \mathbb{N}}$, we define a triangular array $\tilde{U}$ by taking its $n$-th row as $N = N(n)$ iid copies of $(U_1, \ldots, U_d)$, $d = d(n)$ such that $n/(Nd) \to 1$ as $n \to \infty$. If we are then interested in the limiting distributions of $V$-statistics with sample data $U_1, \ldots, U_n$, compared to those with sample data $\tilde{U}_1, \ldots, \tilde{U}_{N_d}$, we can use the following theorem.

**Theorem 6.** Suppose the conditions of Theorem 4 are satisfied. Furthermore, assume $g$ to have finite $(3 + \varepsilon)$-moments with respect to $\xi^2$ and $\alpha(n) = O(n^{-r})$ with $r > 2 + 6\varepsilon^{-1}$. Then, with $\tilde{V} = V_g(\tilde{U}_{1,n}, \ldots, \tilde{U}_{N_d,n})$, if $d \to \infty$ for $n \to \infty$, it holds that

$$d_1 \left( n \tilde{V}, \sum_{k=1}^{\infty} \lambda_k \zeta_k^2 \right) \underset{n \to \infty}{\longrightarrow} 0,$$

where $\lambda_k$ and $\zeta_k$ are the objects from Theorem 4.

As a starting point, we will generalise Theorem 2 in Kroll (2022) to triangular arrays. We will have to assume stronger moment conditions, but the proofs will be mostly similar. Note that Theorem 2 in Kroll (2022) is a weaker result than Theorem 4 since it only gives us weak convergence instead of convergence in $d_1$. The only real difference from the original proof of Theorem 2 in Kroll (2022) lies in the CLT that we use.

**Theorem 7.** Under the conditions of Theorem 6, it holds that

$$n \tilde{V} \underset{n \to \infty}{\longrightarrow} \xi := \sum_{k=1}^{\infty} \lambda_k \zeta_k^2,$$

where $\lambda_k$ and $\zeta_k$ are the objects from Theorem 4 (i).

**Proof.** As shown in the proof of Theorem 2 in Kroll (2022), we have

$$g(s, s') = \sum_{k=1}^{\infty} \lambda_k \varphi_k(s) \varphi_k(s')$$

for $\xi^2$-almost all $s, s'$. The $\varphi_k$ are centred and form an orthonormal system in $L_2(\mathcal{U}, \xi)$. Let $c_1, \ldots, c_K$ be any selection of real constants. We define the following objects:

$$\vartheta_{t,n} := \sum_{k=1}^{K} c_k \varphi_k(\tilde{U}_{t,n}),$$

$$\zeta_{n,k} := \frac{1}{\sqrt{Nd}} \sum_{t=1}^{Nd} \varphi_k(\tilde{U}_{t,n}),$$

$$S_{t,n} := \frac{1}{\sqrt{Nd}} \sum_{t=1}^{n} \vartheta_{t,n},$$

$$V_{t,n} := \text{Var}(S_{t,n}).$$
Note that $NdV(K) = \sum_{k=1}^{K} \lambda_k \zeta_{n,k}^2$ and $\sum_{k=1}^{K} \epsilon_k \zeta_{n,k} = S_{Nd,n}$. Using the Cramér-Wold-device, we show that $(\zeta_{n,k})_{1 \leq k \leq K}$ converges in distribution to $(\zeta_1, \ldots, \zeta_K)$.

First, because the dependence structure within each block is the same as in the original sequence $(U_k)_{k \in \mathbb{N}}$, and the blocks themselves are independent from each other, we have that

\[
V_{i,n} = \text{Var} \left( \frac{1}{\sqrt{Nd}} \sum_{t=1}^{d} \vartheta_{t,n} \right) + \text{Var} \left( \frac{1}{\sqrt{Nd}} \sum_{t=d+1}^{2d} \vartheta_{t,n} \right) + \cdots + \text{Var} \left( \frac{1}{\sqrt{Nd}} \sum_{t=\lfloor i/d \rfloor d+1}^{i} \vartheta_{t,n} \right)
\]

\[
= \left\lfloor \frac{i}{d} \right\rfloor \text{Var} \left( \frac{1}{\sqrt{Nd}} \sum_{t=1}^{d} \vartheta_{t,n} \right) + \text{Var} \left( \frac{1}{\sqrt{Nd}} \sum_{t=\lfloor i/d \rfloor d+1}^{i} \vartheta_{t,n} \right)
\]

\[
= \left\lfloor \frac{i}{d} \right\rfloor \mathcal{O} \left( \frac{1}{N} \right) + \mathcal{O} \left( \frac{i \mod d}{Nd} \right).
\]

The rate of growth in the last line follows exactly as in the proof of Theorem 2 in Kroll (2022), since, as mentioned before, the dependence structure within each block is identical to that of the original sequence $U$. Therefore, $V_{Nd,n}$ converges and

\[
V_{i,n} = \mathcal{O}(N) \Theta \left( \frac{1}{N} \right) + \mathcal{O} \left( \frac{1}{N} \right) = \mathcal{O}(1),
\]

where the constants involved are independent of $i$. From this it follows that

\[
\limsup_{n \to \infty} \max_{1 \leq i \leq Nd} \frac{V_{i,n}}{V_{Nd,n}} < \infty. \quad (75)
\]

For $V_{Nd,n}$ in particular, we get

\[
V_{Nd,n} = N \text{Var} \left( \frac{1}{\sqrt{Nd}} \sum_{t=1}^{Nd} \vartheta_{t,n} \right) = \text{Var} \left( \frac{1}{\sqrt{d}} \sum_{t=1}^{d} \vartheta_{t,n} \right) \to \sigma^2. \quad (76)
\]

Define the functions

\[
Q_{t,n}(u) := \sup \left\{ t \mid \mathbb{P} \left( (Nd)^{-1/2} \vartheta_{t,n} > t \right) > u \right\},
\]

and

\[
\alpha^{-1}(u) := \max \{ k \in \mathbb{N} \mid \alpha(k) > u \}.
\]

Now, if for some $0 < u < 1$, $t \geq 0$ is chosen such that $\mathbb{P} \left( (Nd)^{-1/2} \vartheta_{t,n} > t \right) > u$, it follows by Markov’s inequality that

\[
u < t^{-p} \left\| (Nd)^{-1/2} \vartheta_{t,n} \right\|_{L^p}^p
\]

for any $p \geq 1$, or, equivalently,

\[
t < \left\| (Nd)^{-1/2} \vartheta_{t,n} \right\|_{L^p} u^{-1/p},
\]

and so

\[
Q_{t,n} \leq \left\| (Nd)^{-1/2} \vartheta_{t,n} \right\|_{L^p} u^{-1/p}. \quad (77)
\]
for any \( p \geq 1 \). Furthermore, we have that \( \alpha^{-1}(u) \leq 2c_0u^{-1/\varepsilon} \) for some constant \( c_0 > 0 \), since \( \alpha(n) = O(n^{-\varepsilon}) \). Lastly, note that \( \|\vartheta_{t,n}\|_{L_p} \) is independent of \( t \) and \( n \) due to the stationarity of \((U_k)_{k \in \mathbb{N}}\). Therefore,

\[
\int_0^1 \alpha^{-2} \left(\frac{u}{2}\right) Q_{t,n}^1(u) \, du \leq \text{const} \cdot (Nd)^{-\frac{s}{2}} \int_0^1 u^{-\frac{s}{2} - \frac{3}{2\varepsilon}} \, du = O \left( (Nd)^{-\frac{s}{2}} \right),
\]

where we have used the special choice \( p = 3 + \varepsilon \). We get

\[
V^{-\frac{s}{2}}_{Nd,n} \sum_{t=1}^{Nd} \int_0^1 \alpha^{-1} \left(\frac{u}{2}\right) Q_{t,n}^2(u) \min \left\{ \alpha^{-1} \left(\frac{u}{2}\right) Q_{t,n}(u), \sqrt{V_{Nd,n}} \right\} \, du
\leq V^{-\frac{s}{2}}_{Nd,n} Nd \int_0^1 \alpha^{-2} \left(\frac{u}{2}\right) Q_{t,n}^3(u) \, du = O \left( \frac{1}{\sqrt{Nd}} \right),
\]

and from this and Eq. (75), Corollary 1 in Rio (1995) gives us

\[
S_{Nd,n} V^{-1}_{Nd,n} \xrightarrow{D \ n \to \infty} \mathcal{N}(0, 1).
\]

Note that the limit \( \sigma^2 \) in Eq. (76) is exactly the variance of \( \sum_{k=1}^{K} c_k \zeta_k \), where \( \zeta_k \) are centred Gaussian random variables with their covariance function given in Eq. (15), and thus

\[
\sum_{k=1}^{K} c_k \zeta_{n,k} = S_{Nd,n} \xrightarrow{D \ n \to \infty} \mathcal{N}(0, \sigma^2) = \mathcal{L} \left( \sum_{k=1}^{K} c_k \zeta_k \right).
\]

By the Cramér-Wold-device it follows that \((\zeta_{n,k})_{1 \leq k \leq K} \xrightarrow{D \ n \to \infty} (\zeta_k)_{1 \leq k \leq K}\). The continuous mapping theorem then gives us

\[
Nd \tilde{V}^{(K)} = \sum_{k=1}^{K} \lambda_k \zeta^2_{n,k, \bar{k}} \xrightarrow{D \ n \to \infty} \sum_{k=1}^{K} \lambda_k \zeta^2_k =: \zeta^{(K)}. \tag{78}
\]

We now show that

\[
\lim_{K \to \infty} \limsup_{n \to \infty} \mathbb{E} \left| Nd \tilde{V} - Nd \tilde{V}^{(K)} \right| = 0. \tag{79}
\]

This can be achieved in much the same way as in the original proof of Theorem 2 in Kroll (2022). Let us introduce the Hilbert-space \( H \) of all real-valued sequences \((a_k)_{k \in \mathbb{N}}\) such that \( \sum_k \lambda_k a_k^2 < \infty \), with the inner product \((a_k, (b_k))_H := \sum_k \lambda_k a_k b_k\). If we write \( T_K(U_{t,n}) := (0^K, (\varphi_k(U_{t,n}))_{k > K}) \), where \( 0^K \) is the \( K \)-dimensional zero vector, then

\[
\mathbb{E} \left| Nd \tilde{V} - Nd \tilde{V}^{(K)} \right| = \frac{1}{Nd} \sum_{s,t=1}^{Nd} \text{Cov} \left( T_K \left( \tilde{U}_{s,n} \right), T_K \left( \tilde{U}_{t,n} \right) \right).
\]

With the same argument regarding the block structure as before – the dependence is identical within any given block, and the blocks are independent from each other –, we can instead examine the sum

\[
\frac{1}{Nd} \sum_{s,t=1}^{Nd} \text{Cov}(T_K(U_s), T_K(U_t)).
\]
Now we can proceed exactly as in the proof of Theorem Theorem 2 in Kroll (2022) to show that

$$\lim_{K \to \infty} \limsup_{Nd \to \infty} \frac{1}{Nd} \sum_{s,t=1}^{N} \text{Cov}(T_K(U_s), T_K(U_t)) = 0.$$ 

This implies Eq. (79), because $Nd \xrightarrow{n \to \infty} \infty$.

By Theorem 2 in Dehling et al. (2009), Eqs. (78) and (79) imply

$$Nd \tilde{V} \xrightarrow{n \to \infty} \zeta.$$ 

Because $n/(Nd) \to 1$ as $n \to \infty$, it follows that

$$n \tilde{V} = \frac{n}{Nd} Nd \tilde{V} \xrightarrow{n \to \infty} \zeta,$$

by Slutsky’s Theorem.

Theorem 2 in Kroll (2022) together with Theorem 7 give us that both $V$-statistics converge weakly to the same limiting distribution $\zeta$.

**Corollary 6.** The convergences in Theorem 2 in Kroll (2022) and Theorem 7 also hold in the Wasserstein metric $d_1$.

**Proof.** By Theorem 6.9 in Villani (2009), convergence in $d_p$ is equivalent to weak convergence and uniform $p$-integrability. We therefore only need to show uniform integrability, for which we will borrow concepts from the proof of Theorem 2 in Kroll (2022). We will show the uniform integrability by proving that the $(1 + \alpha)$-moments of $n \tilde{V}$ are uniformly bounded for some $\alpha > 0$.

With $H$ once again being the Hilbert space of all real-valued sequences $(a_k)_{k \in \mathbb{N}}$ such that $\sum_{k=1}^{\infty} \lambda_k a_k^2 < \infty$, where $\lambda_k$ are the eigenvalues from Theorem 7, equipped with the weighted inner product $\langle (a_k)_{k \in \mathbb{N}}, (b_k)_{k \in \mathbb{N}} \rangle_H := \sum_{k \in \mathbb{N}} \lambda_k a_k b_k$, we define the operator $T$ by $T(s) := (\varphi_k(s))_{k \in \mathbb{N}} \in H$. Then it holds that

$$E \left[ \left\| T(U_1) \right\|_{H}^{2+\varepsilon} \right] = E \left[ \left\| \sum_{k=1}^{\infty} \lambda_k \varphi_k(U_1) \right\|_{H}^{2+\varepsilon} \right] = E \left[ \left( \sum_{k=1}^{\infty} \lambda_k \varphi_k(U_1)^2 \right)^{1+\varepsilon/2} \right] = E \left[ g(U_1, U_1)^{1+\varepsilon/2} \right] < \infty.$$

Furthermore, it holds that

$$E \left[ \left\| \frac{1}{\sqrt{n}} \sum_{s=1}^{n} T(U_s) \right\|_{H}^{2} \right] = E \left[ \left\langle \frac{1}{\sqrt{n}} \sum_{s=1}^{n} T(U_s), \frac{1}{\sqrt{n}} \sum_{t=1}^{n} T(U_t) \right\rangle_H \right] = \frac{1}{n} \sum_{s,t=1}^{n} E(T(U_s), T(U_t))_H \leq \frac{15}{n} \sum_{s,t=1}^{n} \alpha(|s-t|^{\varepsilon/(2+\varepsilon)}\|T(U_1)\|_{L^{2+\varepsilon}}^2)$$

by Lemma 2.2 in Dehling and Philipp (1982). The partial sum of the mixing coefficient converges by assumption on the growth rate of the mixing coefficients, and so the entire bound converges to
some finite constant which we will call \( c \). Lemma 2.1 in Dehling and Philipp (1982) now gives us that there exists some \( \alpha > 0 \) such that

\[
E \left[ \left\| \sum_{s=1}^{n} T(U_s) \right\|_H^{2+2\alpha} \right] \leq c_0 n^{1+\alpha} \left( c + E \left[ g(U_1, U_1)^{1+\varepsilon/2} \right] \right)
\]

for all \( n \in \mathbb{N} \), where \( c_0 \) is some constant depending only on \( \varepsilon \) and the mixing coefficients. Thus,

\[
E \left[ |nV|^{1+\alpha} \right] = E \left[ \left( \sum_{k=1}^{\infty} \lambda_k \left( \frac{1}{\sqrt{n}} \sum_{s=1}^{n} \varphi_k(U_s) \right)^2 \right)^{1+\alpha} \right] = E \left[ \left\| \frac{1}{\sqrt{n}} \sum_{s=1}^{n} T(U_s) \right\|_H^{2+2\alpha} \right]
\]

\[
\leq n^{-(1+\alpha)} c_0 n^{1+\alpha} \left( c + E \left[ g(U_1, U_1)^{1+\varepsilon/2} \right] \right)
\]

\[
= c_0 \left( c + E \left[ g(U_1, U_1)^{1+\varepsilon/2} \right] \right),
\]

and so the \((1 + \alpha)\)-moments of \( nV \) are uniformly bounded, which implies uniform integrability. This in turn proves convergence in \( d_1 \) by Theorem 6.9 in Villani (2009). The generalisation of Theorem 4 (ii) can be proven in the same way.

Theorems 4 and 6 now follow from Theorem 2 in Kroll (2022), Theorem 7 and Corollary 6.

**Proof of Theorem 3.** In the proof of Theorem 3 in Kroll (2022), it is shown that \( h_2(z, z'; \theta) \) fulfils the assumptions of Theorem 4. Therefore,

\[
d_1 \left( nV_n^{(2)}(h; \theta), \zeta \right) \xrightarrow{n \to \infty} 0,
\]

\[
d_1 \left( n\tilde{V}_n^{(2)}(h; \theta), \zeta \right) \xrightarrow{n \to \infty} 0.
\]

It remains to show that

\[
E \left[ (nV - 15nV_n^{(2)}(h; \theta))^2 \right] \xrightarrow{n \to \infty} 0,
\]

and

\[
E \left[ (n\tilde{V} - 15n\tilde{V}_n^{(2)}(h; \theta))^2 \right] \xrightarrow{n \to \infty} 0.
\]

However, these two convergences follow by Lemma 7.

**B Additional Simulations**

In this Appendix, we give some more simulation results.
| $\nu$ | $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 3    | 100 | 2   | 0.107 | 0.214 | 0.406 | 0.621 | 0.805 | 0.928 | 0.978 | 0.996 | 1.000 |
|      |     |     | 0.096 | 0.199 | 0.364 | 0.588 | 0.763 | 0.914 | 0.972 | 0.996 | 0.999 |
|      | 10  | 0.09 | 0.18 | 0.364 | 0.571 | 0.768 | 0.904 | 0.974 | 0.994 | 0.999 |
| 300  | 2   | 0.172 | 0.444 | 0.754 | 0.946 | 0.988 | 0.998 | 1.000 | 1.000 | 1.000 |
|      | 6   | 0.138 | 0.388 | 0.723 | 0.921 | 0.985 | 0.998 | 0.999 | 1.000 | 1.000 |
|      | 17  | 0.134 | 0.378 | 0.704 | 0.923 | 0.981 | 0.996 | 0.999 | 1.000 | 1.000 |
| 5    | 100 | 2   | 0.138 | 0.272 | 0.517 | 0.741 | 0.887 | 0.976 | 0.996 | 1.000 | 1.000 |
|      |     | 4   | 0.113 | 0.257 | 0.477 | 0.691 | 0.878 | 0.965 | 0.994 | 1.000 | 1.000 |
|      | 10  | 0.114 | 0.229 | 0.437 | 0.665 | 0.864 | 0.964 | 0.995 | 1.000 | 1.000 |
| 300  | 2   | 0.223 | 0.586 | 0.883 | 0.989 | 0.999 | 1.000 | 1.000 | 1.000 | 1.000 |
|      | 6   | 0.192 | 0.530 | 0.861 | 0.983 | 1.000 | 1.000 | 1.000 | 1.000 |
|      | 17  | 0.177 | 0.518 | 0.845 | 0.979 | 0.999 | 1.000 | 1.000 | 1.000 |

Table 2: Rejection rates of the test based on Pearson’s correlation for VAR(1) processes with parameters $a = 0.5$, $b = 0$, and $r$, covariance matrix $\Gamma(0)$ as in Eq. (8), and length $n$. As block length we choose $d \in \{2, n^{1/3}, \sqrt{n}\}$. We consider a quantile transformation that yields a $t$-distribution with $\nu$ degrees of freedom. As block length we choose $d \in \{2, n^{1/3}, \sqrt{n}\}$. 
Table 3: Rejection rates of the test based on distance covariance for transformed VAR(1) processes with parameters $a = 0.5$, $b = 0$, and $r$, covariance matrix $\Gamma(0)$ as in Eq. (8), and length $n$. We consider a quantile transformation that yields a $t$-distribution with $\nu$ degrees of freedom. As block length we choose $d \in \{2, n^{\frac{1}{4}}, \sqrt{n}\}$.

| $\nu$ | $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 3     | 100 | 2   | 0.112 | 0.233 | 0.439 | 0.668 | 0.861 | 0.960 | 0.996 | 0.999 | 1.000 |
|       |     | 4   | 0.091 | 0.195 | 0.395 | 0.643 | 0.830 | 0.949 | 0.992 | 1.000 | 1.000 |
|       |     | 10  | 0.081 | 0.188 | 0.381 | 0.625 | 0.820 | 0.944 | 0.992 | 0.999 | 1.000 |
| 300   | 2   | 0.208 | 0.566 | 0.874 | 0.986 | 0.999 | 1.000 | 1.000 | 1.000 | 1.000 |
|       | 6   | 0.163 | 0.507 | 0.842 | 0.980 | 0.999 | 1.000 | 1.000 | 1.000 | 1.000 |
|       | 17  | 0.150 | 0.470 | 0.814 | 0.973 | 0.999 | 1.000 | 1.000 | 1.000 | 1.000 |
| 5     | 100 | 2   | 0.128 | 0.272 | 0.491 | 0.719 | 0.881 | 0.975 | 0.996 | 1.000 | 1.000 |
|       | 4   | 0.102 | 0.239 | 0.433 | 0.683 | 0.874 | 0.967 | 0.994 | 0.999 | 1.000 |
|       | 10  | 0.090 | 0.216 | 0.423 | 0.660 | 0.851 | 0.959 | 0.994 | 1.000 | 1.000 |
| 300   | 2   | 0.233 | 0.607 | 0.891 | 0.989 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
|       | 6   | 0.184 | 0.538 | 0.865 | 0.985 | 0.999 | 1.000 | 1.000 | 1.000 | 1.000 |
|       | 17  | 0.164 | 0.511 | 0.846 | 0.979 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
Table 4: Rejection rates of the test based on Pearson’s correlation for two independent AR(1) processes with parameter $\rho$ and length $n$. We consider a quantile transformation that yields a $t$-distribution with $\nu$ degrees of freedom. As block length we choose $d \in \{2, n^{\frac{1}{3}}, \sqrt{n}\}$.
Table 5: Rejection rates of the test based on distance covariance for two independent AR(1) processes with parameter $\rho$ and length $n$. We consider a quantile transformation that yields a t-distribution with $\nu$ degrees of freedom. As block length we choose $d \in \{2, n^{\frac{1}{3}}, \sqrt{n}\}$.

| $\nu$ | $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 3     | 100 | 2   | 0.043 | 0.047 | 0.048 | 0.054 | 0.065 | 0.092 | 0.111 | 0.133 | 0.125 |
|       |     | 4   | 0.050 | 0.046 | 0.049 | 0.048 | 0.050 | 0.060 | 0.078 | 0.092 | 0.085 |
|       |     | 10  | 0.051 | 0.049 | 0.046 | 0.047 | 0.049 | 0.049 | 0.063 | 0.069 | 0.075 |
| 300   | 2   | 0.045 | 0.051 | 0.058 | 0.062 | 0.082 | 0.097 | 0.128 | 0.134 | 0.092 |
|       | 6   | 0.046 | 0.050 | 0.050 | 0.049 | 0.048 | 0.060 | 0.065 | 0.068 | 0.060 |
|       | 17  | 0.043 | 0.043 | 0.044 | 0.042 | 0.047 | 0.045 | 0.048 | 0.050 | 0.056 |
| 5     | 100 | 2   | 0.041 | 0.055 | 0.058 | 0.065 | 0.082 | 0.109 | 0.145 | 0.235 | 0.256 |
|       | 4   | 0.041 | 0.054 | 0.053 | 0.055 | 0.061 | 0.075 | 0.085 | 0.125 | 0.160 |
|       | 10  | 0.041 | 0.052 | 0.051 | 0.051 | 0.057 | 0.064 | 0.063 | 0.078 | 0.098 |
| 300   | 2   | 0.051 | 0.051 | 0.058 | 0.075 | 0.095 | 0.122 | 0.165 | 0.258 | 0.274 |
|       | 6   | 0.054 | 0.047 | 0.054 | 0.061 | 0.066 | 0.071 | 0.073 | 0.101 | 0.120 |
|       | 17  | 0.047 | 0.043 | 0.046 | 0.051 | 0.050 | 0.054 | 0.054 | 0.061 | 0.075 |
Table 6: Rejection rates of the test based on Pearson’s correlation for stochastic volatility time series, i.e. for $X_j = (\xi_j - E\xi_j) \exp(\eta_j)$, $j = 1, \ldots, n$ where $\eta_j$, $j = 1, \ldots, n$, stems from an AR(1) process with parameter $\rho$ and $\xi_j$, $j = 1, \ldots, n$, from iid Pareto distributed random variables with shape parameter $\alpha$.

| $\alpha$ | $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 3       | 100 | 2   | 0.043 | 0.065 | 0.087 | 0.111 | 0.142 | 0.196 | 0.259 | 0.328 | 0.408 |
| 4       | 0.047 | 0.062 | 0.078 | 0.109 | 0.140 | 0.196 | 0.256 | 0.331 | 0.414 |
| 10      | 0.05 | 0.059 | 0.080 | 0.112 | 0.135 | 0.195 | 0.242 | 0.332 | 0.418 |
| 300     | 2   | 0.058 | 0.086 | 0.117 | 0.155 | 0.211 | 0.274 | 0.383 | 0.481 | 0.618 |
| 6       | 0.058 | 0.089 | 0.109 | 0.147 | 0.208 | 0.289 | 0.368 | 0.488 | 0.625 |
| 17      | 0.058 | 0.075 | 0.111 | 0.148 | 0.211 | 0.274 | 0.361 | 0.482 | 0.599 |
| 5       | 100 | 2   | 0.048 | 0.066 | 0.095 | 0.124 | 0.162 | 0.219 | 0.266 | 0.332 | 0.422 |
| 4       | 0.053 | 0.063 | 0.089 | 0.107 | 0.159 | 0.202 | 0.261 | 0.328 | 0.405 |
| 10      | 0.050 | 0.072 | 0.088 | 0.122 | 0.152 | 0.197 | 0.265 | 0.329 | 0.413 |
| 300     | 2   | 0.070 | 0.086 | 0.118 | 0.167 | 0.226 | 0.301 | 0.406 | 0.511 | 0.628 |
| 6       | 0.066 | 0.088 | 0.125 | 0.164 | 0.231 | 0.294 | 0.393 | 0.503 | 0.621 |
| 17      | 0.063 | 0.095 | 0.122 | 0.157 | 0.235 | 0.278 | 0.388 | 0.492 | 0.614 |
Table 7: Rejection rates of the test based on distance covariance for stochastic volatility time series, i.e. for $X_j = (\xi_j - \mathbb{E}(\xi_j)) \exp(\eta_j)$, $j = 1, \ldots, n$ where $\eta_j$, $j = 1, \ldots, n$, stems from an AR(1) process with parameter $\rho$ and $\xi_j$, $j = 1, \ldots, n$, from iid Pareto distributed random variables with shape parameter $\alpha$.

| $\alpha$ | $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 3 | 100 | 2 | 0.040 | 0.069 | 0.117 | 0.193 | 0.316 | 0.471 | 0.648 | 0.794 | 0.894 |
| | | 4 | 0.036 | 0.062 | 0.118 | 0.191 | 0.301 | 0.451 | 0.614 | 0.782 | 0.890 |
| | | 10 | 0.042 | 0.076 | 0.100 | 0.172 | 0.283 | 0.425 | 0.591 | 0.753 | 0.862 |
| | 300 | 2 | 0.063 | 0.127 | 0.273 | 0.510 | 0.770 | 0.917 | 0.976 | 0.996 | 0.999 |
| | | 6 | 0.064 | 0.139 | 0.283 | 0.502 | 0.755 | 0.913 | 0.977 | 0.992 | 0.999 |
| | | 17 | 0.062 | 0.123 | 0.260 | 0.487 | 0.723 | 0.889 | 0.969 | 0.991 | 0.998 |
| 5 | 100 | 2 | 0.042 | 0.075 | 0.121 | 0.190 | 0.325 | 0.488 | 0.649 | 0.817 | 0.914 |
| | | 4 | 0.045 | 0.068 | 0.114 | 0.190 | 0.308 | 0.475 | 0.626 | 0.803 | 0.908 |
| | | 10 | 0.041 | 0.072 | 0.110 | 0.184 | 0.303 | 0.433 | 0.602 | 0.764 | 0.866 |
| | 300 | 2 | 0.071 | 0.138 | 0.300 | 0.553 | 0.793 | 0.942 | 0.981 | 0.998 | 0.999 |
| | | 6 | 0.072 | 0.133 | 0.300 | 0.536 | 0.794 | 0.937 | 0.981 | 0.997 | 1.000 |
| | | 17 | 0.064 | 0.139 | 0.280 | 0.516 | 0.772 | 0.922 | 0.980 | 0.996 | 1.000 |

Table 8: Rejection rates of the test based on Pearson’s correlation for two independent AR(1) processes with parameter $\rho$ and length $n$. As block length we choose $d \in \{2, n^{\frac{1}{5}}, \sqrt{n}\}$.

| $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 100 | 2 | 0.049 | 0.057 | 0.063 | 0.078 | 0.099 | 0.119 | 0.162 | 0.246 | 0.382 |
| | 4 | 0.053 | 0.054 | 0.061 | 0.065 | 0.075 | 0.084 | 0.110 | 0.145 | 0.256 |
| | 10 | 0.048 | 0.055 | 0.053 | 0.059 | 0.066 | 0.073 | 0.080 | 0.105 | 0.148 |
| 300 | 2 | 0.051 | 0.060 | 0.063 | 0.066 | 0.087 | 0.118 | 0.167 | 0.243 | 0.392 |
| | 6 | 0.053 | 0.052 | 0.058 | 0.068 | 0.065 | 0.071 | 0.086 | 0.111 | 0.200 |
| | 17 | 0.054 | 0.045 | 0.051 | 0.060 | 0.056 | 0.058 | 0.068 | 0.074 | 0.098 |
Table 9: Rejection rates of the test based on distance covariance for two independent AR(1) processes with parameter $\rho$ and length $n$. As block length we choose $d \in \{2, n^{\frac{1}{3}}, \sqrt{n}\}$.

| $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 100 | 2   | 0.051 | 0.055 | 0.066 | 0.071 | 0.087 | 0.112 | 0.163 | 0.26 | 0.410 |
|     | 4   | 0.053 | 0.053 | 0.061 | 0.061 | 0.069 | 0.077 | 0.099 | 0.152 | 0.282 |
|     | 10  | 0.050 | 0.057 | 0.054 | 0.055 | 0.067 | 0.068 | 0.080 | 0.097 | 0.148 |
| 300 | 2   | 0.060 | 0.056 | 0.064 | 0.068 | 0.083 | 0.119 | 0.170 | 0.282 | 0.530 |
|     | 6   | 0.053 | 0.051 | 0.054 | 0.054 | 0.061 | 0.065 | 0.090 | 0.113 | 0.215 |
|     | 17  | 0.049 | 0.048 | 0.052 | 0.058 | 0.053 | 0.051 | 0.061 | 0.065 | 0.101 |

Table 10: Rejection rates of the test based on Pearson's correlation for VAR(1) processes with parameters $a = 0.5$, $b = 0$, and $r$, correlation matrix $\Gamma(0)$ as in Eq. (8), and length $n$. As block length we choose $d \in \{2, n^{\frac{1}{3}}, \sqrt{n}\}$.

| $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 100 | 2   | 0.146 | 0.306 | 0.540 | 0.767 | 0.907 | 0.981 | 0.997 | 1.000 | 1.000 |
|     | 4   | 0.122 | 0.274 | 0.496 | 0.737 | 0.893 | 0.976 | 0.996 | 1.000 | 1.000 |
|     | 10  | 0.114 | 0.263 | 0.478 | 0.711 | 0.884 | 0.972 | 0.996 | 1.000 | 1.000 |
| 300 | 2   | 0.251 | 0.647 | 0.916 | 0.995 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
|     | 6   | 0.203 | 0.583 | 0.886 | 0.991 | 0.999 | 1.000 | 1.000 | 1.000 | 1.000 |
|     | 17  | 0.179 | 0.545 | 0.869 | 0.990 | 0.999 | 1.000 | 1.000 | 1.000 | 1.000 |

Table 11: Rejection rates of the test based on distance covariance for VAR(1) processes with parameters $a = 0.5$, $b = 0$, and $r$, correlation matrix $\Gamma(0)$ as in Eq. (8), and length $n$. As block length we choose $d \in \{2, n^{\frac{1}{3}}, \sqrt{n}\}$.

| $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 100 | 2   | 0.138 | 0.275 | 0.495 | 0.724 | 0.883 | 0.970 | 0.994 | 1.000 | 1.000 |
|     | 4   | 0.113 | 0.244 | 0.454 | 0.690 | 0.863 | 0.965 | 0.994 | 1.000 | 1.000 |
|     | 10  | 0.096 | 0.226 | 0.431 | 0.667 | 0.849 | 0.959 | 0.992 | 1.000 | 1.000 |
| 300 | 2   | 0.243 | 0.584 | 0.888 | 0.989 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
|     | 6   | 0.195 | 0.528 | 0.851 | 0.983 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
|     | 17  | 0.162 | 0.497 | 0.830 | 0.982 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |