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Abstract

Whole brain segmentation is an important neuroimaging task that segments the whole brain volume into anatomically labeled regions-of-interest. Convolutional neural networks have demonstrated good performance in this task. Existing solutions, usually segment the brain image by classifying the voxels, or labeling the slices or the sub-volumes separately. Their representation learning is based on parts of the whole volume whereas their labeling result is produced by aggregation of partial segmentation. Learning and inference with incomplete information could lead to sub-optimal final segmentation result. To address these issues, we propose to adopt a full volume framework, which feeds the full volume brain image into the segmentation network and directly outputs the segmentation result for the whole brain volume. The framework makes use of complete information in each volume and can be implemented easily. An effective instance in this framework is given subsequently. We adopt the 3D high-resolution network (HRNet) for learning spatially fine-grained representations and the mixed precision training scheme for memory-efficient training. Extensive experiment results on a publicly available 3D MRI brain dataset show that our proposed model advances the state-of-the-art methods in terms of segmentation performance.

Keywords: Brain, Segmentation, Neural networks, Deep learning

1. Introduction

Magnetic resonance imaging (MRI) of the brain has been widely adopted in various neuroimaging studies and medical practice since it provides a fast, non-invasive, safe and painless way of acquiring good-contrast anatomical information of the human brain. Segmentation of neuroanatomy is a fundamental task in MRI analysis where voxel-wise classification is performed on a brain image by assigning each voxel a semantic label representing a specific neuroanatomical structure such that voxels belonging to the same category induce similar features. As a basic tool of granting access to quantitative measurements like volume, thickness and shape of neuroanatomy from MRI, brain segmentation is of significance to clinical applications including brain development monitoring, brain morphological analysis, deep brain stimulation and pre-operative evaluation [1]. Usually, brain structure segmentation focuses on one or several brain structures. In contrast, whole brain segmentation aims for more than tens of regions, thus more challenging. Detailed whole brain segmentation is particularly useful in fine-grained quantitative brain study such as structural brain network analysis and brain connectivity analysis [2]. Manual segmentation of brain MRI following some human brain labeling protocol serves as a golden standard in practice, but is laborious to obtain from human raters with expert level medical knowledge, and poorly reproducible because of operator variability. As a result, accurate fully automatic whole brain segmentation methods are highly desirable and have attracted emerging interest of research communities for a long period of time.

Atlas-based approaches are conventional automatic segmentation methods based on deformable registration and a manually segmented atlas. FreeSurfer [3] and BrainSuite [4] are well-known software tools for atlas-based whole brain segmentation, which have inspired multi-atlas label fusion approaches [5, 6] that have demonstrated state-of-the-art segmentation accuracy. The segmentation performance of these methods is highly dependent on the quality of reference atlases, alignment estimation and fusion strategies. Another class of automatic whole brain segmentation methods is based on machine learning classifiers [7, 8]. These approaches rely on a predefined set of handcrafted feature representations which are usually sub-optimal to
target applications and inefficient to be extracted.

Deep learning methods with convolutional neural networks (CNNs) [9] and fully convolutional networks (FCNs) [10] have shown state-of-the-art performance in computer vision tasks. There have been an increasing number of CNNs/FCNs proposed for whole brain segmentation in the past few years, as a result of their ability to learn task-specific relevant features and classifiers at the same time. Most existing works focus on automatic brain segmentation methods that are patch-based [11], slice-based [12, 13] or sub-volume-based [2, 14]. A remarkable drawback of these approaches is that only partial information of each data instance is adopted during training and inference. Henceforth, they are susceptible to underfitting the data in view of the fact that only a subset of the available intensity information is provided for training. Moreover, a hand-crafted fusion strategy for aggregating partial prediction results is necessary. The above approaches are based on partial volumes mainly because of the difficulty in training 3D neural networks and the characteristics of volumetric brain MRI datasets. More specifically, on typical graphics processing unit (GPU) platforms, if trained with complete whole brain volumes without cropping, a CNN/FCN would become too shallow to be useful and usually exhibit performance inferior to multi-atlas methods. Furthermore, most of the proposed CNNs/FCNs were validated on a brain segmentation task with only a few brain structures. Only a few deep learning-based approaches evaluated their whole brain segmentation performance on datasets with more than 50 anatomical labels [15, 16, 17, 11, 2].

A full volume training scheme that makes use of complete whole brain data as input possesses attractive properties. First, learning and inference with original volumes result in no loss of available information in the input data. Second, a full volume approach frees ourselves from designing sophisticated divide-and-aggregate schemes for volumes. Third, the inference time (excluding preprocessing) for the input volume becomes approximately milliseconds because of only one typical neural network forward pass. Fourth, an FCN admits input volumes with no hard shape constraints, able to integrate advanced FCN techniques more seamlessly.

In spite of the above advantages, a full volume training framework gives rise to three major challenges. First of all, large-volume brain MRI data makes common 3D FCN architectures prohibitively expensive to be deployed in current GPUs. Second, the FCN architecture itself is required to be effective in segmenting fine-grained brain structures, and compact for limited GPU resources. The last challenge is concerned with the scarcity of free manually labeled brain MRI scans. Note that partial volume-based approaches have access to plenty of training data due to their sampling procedure while a full volume framework does not.

In this paper, we propose to adopt a full volume framework for whole brain segmentation in practical use and instantiate it with effective components to resolve the above issues. This is one of the early attempts to use full brain volumes with a deep learning model for whole brain segmentation. A high-resolution FCN with accurate brain structure delineation ability and low GPU memory usage is introduced, consisting of three sub-networks. The stem sub-network at the beginning and the regression sub-network in the end are leveraged for feature map size reduction and voxel-wise classification respectively. The backbone sub-network in the middle includes several stages retaining different abstract levels of feature maps. Residual connections are incorporated to strengthen gradient flow, whereas dense fusion connections are adopted to facilitate feature reusability. Along with that, we alleviate the GPU resource intensiveness issue by taking advantage of the advances in reduced-precision deep neural network (DNN) training, which not only reduces the maximum allocated GPU memory but also yields potential computation acceleration. Extensive experiments conducted on a publicly available brain image dataset demonstrate that our proposed method achieves significant improvement over state-of-the-art approaches in terms of overall segmentation accuracy and is about 200 times faster than traditional methods regarding inference time excluding preprocessing. We further validate the effectiveness of mixed precision training, high-resolution FCN and volumetric image augmentation by conducting a series of ablation studies. The source code and models are publicly available.

The main contributions of this work can be summarized as follows:

- We propose a full volume method, different from patch-based and sub-volume-based methods. These partial-volume-based methods are slow and hindered by incomplete information. The benefit of our method is from training and segmenting a 3D volume directly. The framework is simple and general, in which any structured prediction models that produce correspondingly-sized output of the input can be incorporated.
- We adopt a high-resolution FCN in our framework for whole brain segmentation. Compared to traditional FCNs, the adopted FCN learns spatially rich representation by retaining all levels of features (original and downsampled) and facilitating feature reuse via dense fusion throughout the network.
- We enable our full volume network to be trained on 12GB GPUs by mixed precision training, which alleviates the critical issue regarding large GPU memory. The resulting inference time (excluding preprocessing) is about 200 times less than traditional methods (FCN [10], U-Net [18], FastSurfer [15]). It outperforms the state-of-the-art (MAFCN [11]) by about 2% absolute improvement in Dice overlap.

2. Related work

2.1. Brain tissue segmentation

The task of segmenting brain tissue mainly refers to partitioning a brain image into four regions including white matter.
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(WM), gray matter (GM), cerebrospinal fluid (CSF) and non-brain tissue [19,20,21]. Brain tissue segmentation provides a quantitative tool for brain morphological analysis, surgical planning, disease detection and a wide range of clinical applications. Region-based approaches [22,23] take advantage of the homogeneity property of similar voxels in the same region for boundary detection. Contour-based deformable models [24,25], region growing methods [26], level set methods [27,28,29] and graph-based approaches [30] all fall under the region-based category. Thresholding technique [31,32,33,34] is another class of segmentation methods that labels a voxel by comparing its intensity value with a local or global threshold, which is nonetheless sensitive to statistical fluctuation such as noise, artifacts, multi-modality and intensity heterogeneity. Unsupervised learning methods [35] such as clustering were proposed for brain tissue segmentation as well, in which fuzzy c-means (FCM) [36,37,38] that progressively refines a soft-clustering membership function for each voxel, and mixture models [39,40,41,42,43,44,45,46] that estimate the clusters with a statistical model by maximum likelihood (ML) or maximum a posteriori (MAP), are some of the popular clustering approaches. Moreover, training a supervised machine learning classifier with a set of hand-crafted features extracted from the images is another important line of work [47,48,49,50,51,52,53]. In addition, brain tumor segmentation [54] has been widely studied for differentiating abnormal tissues such as edema and necrotic core from normal brain tissues.

2.2. Brain structure segmentation

Brain structure segmentation methods, usually developed to segment a group of structures, such as subcortical structures, or a specific neuroanatomical structure, possibly with its substructures, are challenging and non-trivial on account of the obscure boundaries among different classes of structures given only MR image intensity information [11]. Morphometric analysis is one of the important clinical applications of brain structure segmentation because brain morphological characteristics change is shown to be closely related to neuropsychiatric and neurodegenerative disorders [55]. For instance, hippocampus atrophy has been demonstrated to be a key feature of Alzheimer’s disease and epilepsy [56], while quantitative evaluation of the area of the substantia nigra in the brainstem has been proposed as a possible technique for diagnosing Parkinson’s disease [57]. There is a rich body of work on segmentation methods for a few brain structures [58]. A knowledge-driven algorithm combining the shape information in an initially identified lateral ventricle and some anatomical knowledge was proposed by Xia et al. [59] to segment the caudate nucleus region in a human brain MR image. For the whole hippocampus segmentation as well as its subfields, Pipitone et al. [60] came up with a general automatic template-generating framework that efficiently makes use of a small atlas library.

2.3. Traditional whole brain segmentation

Rather than extracting only a few regions, whole brain segmentation [61] typically performs a brain segmentation task by assigning each voxel a label from a predefined set containing at least tens of neuroanatomical structures. Delineation of a large number of brain structures all at once is non-trivial for volumetric analysis and sometimes provides better segmentation performance than individual brain structure segmentation, while it is challenging because of the large number of labels as well as similar intensity histograms of different structures [61]. FreeSurfer [3], whose segmentation method is learning-based and atlas-based, and FIRST [62], based on a deformable appearance model, are widely adopted whole brain segmentation softwares. Joint label fusion (JLF) with corrective learning, developed by Wang and Yushkevich [5], is one of the well-known multi-atlas whole brain segmentation methods that won the first place in the 2012 MICCAI Multi-Atlas Labeling Challenge [63]. In the mean time, Asman and Landman [6], integrated a rater performance level estimation process and a non-local correspondence perspective into a statistical label fusion framework, showing better performance than baseline algorithms including locally weighted voting methods [64] and Spatial STAPLE [65]. Thereafter, Huo et al. [66] came up with Multi-atlas CRUISE that achieves self-consistent whole brain segmentation and cortical surface reconstruction results, resolving the spatially inconsistent issue caused by independent modeling of the two tasks. To make an automated brain segmentation method robust to various imaging protocols across different acquisition platforms, Puonti et al. [67] presented an unsupervised Gaussian mixture model along with a mesh-based probabilistic atlas to produce sequence-independent segmentation results.

2.4. Deep learning for whole brain segmentation

There has been an increasing interest in developing CNNs/FCNs for whole brain segmentation recently. Fang et al. [11] proposed a patch-based multi-atlas guided FCN (MA-FCN) consisting of three pathways of target and atlas patches. A slice-based framework named QuickNAT was put forward by Roy et al. [13], who suggested a pretrain-and-finetune framework taking advantage of a large amount of unla-beled brain volumes and off-the-shelf automatic segmentation softwares. Concurrently, Huo et al. [2] developed a spatially localized atlas network tiles (SLANT) method, which is sub-volume-based, where multiple spatially location-specific FCNs are trained in parallel, with auxiliary labels generated by Non-Local Spatial STAPLE (NLSS) [68]. Other sub-volume-based automatic brain segmentation methods in the literature include HighRes3DNet [17], VoxResNet [69], SW-3D-UNet [14] and HyperDense-Net [70]. DRINet [12] falls under the slice-based category, whereas DeepNAT [71] belongs to 3D patch-based methods.

The vast majority of existing works on automatic whole brain segmentation with FCNs are either slice-based or sub-volume-based due to the increasing memory demand for training. In other words, there are few works training their models with complete volumes in an end-to-end manner. There is similar work concurrent to ours, all of which are the early attempts to adopt complete volumes in both training and testing. A 3D U-Net-like FCN trained with full volumes was adopted by Billot.
et al. [72] to perform a contrast-agnostic segmentation task involving 37 regions-of-interest (ROIs), where the authors focus on a novel augmentation method based on a generative model. By contrast, our work emphasizes on practically solving the whole brain segmentation task for much more brain structures with a full volume framework and adopting a more advanced FCN architecture, the high-resolution segmentation network, to deal with accurate segmentation of small neuroanatomical regions.

2.5. Deep learning network architectures for semantic segmentation

CNNs [9] are deep learning techniques that have achieved great success in computer vision applications including semantic segmentation [23]. Without fully connected layers, FCNs [10] were proposed to realize end-to-end pixel-wise dense prediction for input images with arbitrary sizes. From the perspective of representation learning for semantic segmentation, one line of works [74, 75, 76] extended FCNs to produce coarse segmentation maps based on low-resolution or medium-resolution representations. Another family of architectures recover high-resolution representations by upsampling low-resolution ones. The upsample sub-network can be symmetric to the downsample FCN, such as U-Net [18], V-Net [77], SegNet [78] and DeconvNet [79], or asymmetric, for example, RefineNet [80], stacked DeConvNet [81] and DeepLabv3+ [82]. Maintaining high-resolution representations throughout the forward passing process is key to learning strong segmentation maps [83, 84]. Multi-scale fusion facilitates information exchange across representations in different resolutions via skip connection or pyramid pooling [78, 76, 85, 86, 87]. Wang et al. [88] proposed a general network architecture paradigm for deep high-resolution representation learning that achieved great success in various visual recognition tasks by maintaining high-resolution representations while imposing dense multi-scale fusion.

2.6. Reduced-precision training for neural networks

There have been works on training CNNs with binary activations [69], and training recurrent neural networks (RNNs) with quantized gradients [90]. Micikevicius et al. [91] proposed a general-purpose mixed precision training framework for training large-scale DNNs efficiently, almost halving the GPU memory usage. A mixed precision training framework adopting BFLOAT16 format, able to represent the same range of values as FP32 is, was presented by Kalamkar et al. [92] to avoid the entailment of loss scaling in [91]. Recently, Yang et al. [93] proposed a low-precision stochastic gradient descent (SGD) approach by taking advantage of stochastic weight averaging and quantizing the gradient accumulator as well as the velocity vector. In order to determine the quantization precision of each layer in a systematic way and avoid the large search space, Dong et al. [94] suggested using the second-order information in each block of the network. In addition, a fully half-precision training strategy put forward by Cheng et al. [95] was shown to possess no sacrificed accuracy compared to single precision in large-scale distributed training. Above all, reduced-precision training is expected to benefit a deep learning model for large-volume semantic segmentation.

2.7. Image augmentation

Data augmentation comes from a priori invariance property of the data distribution and serves as a regularization technique to combat model overfitting. Simard et al. [96] illustrated a successful practice of image data augmentation by postulating elastic distortion invariance in a handwritten digit dataset. Various image augmentation strategies were adopted in AlexNet [9] on the large-scale ImageNet dataset [97]. The effectiveness of data augmentation for image classification was studied by Perez and Wang [98]. Hauberg et al. [99] proposed to learn class-dependent augmentation schemes in which transformation is defined in a finite-dimensional Lie group of diffeomorphisms. Furthermore, image augmentation has been applied in medical image analysis based on radial transform [100], appearance models [101] and generative adversarial networks (GANs) [102]. Augmentation plays an important role in handling scarce data such as typical brain MRI datasets.

3. Full volume brain segmentation framework

We propose to adopt a full volume framework for brain segmentation in this work. Compared to most existing deep learning methods, the framework makes prediction for each full volume in a holistic, faster and more straightforward way. We start by discussing key properties of a successful brain segmentation neural network approach and introducing existing paradigms, after which we present the formulation of the framework.

Some important properties can be identified for a system based on neural networks to be successful in the challenging brain segmentation task: (1) the system should be easy to understand and implement, which makes it reproducible and generalizable; (2) the network model is supposed to be fed with as much training data as possible because of the nature of neural networks and training via backpropagation; (3) a practical amount of compute resource is allowed so that the system is deployable in common platforms; (4) a rich set of hierarchical features capturing local and global contexts is necessary for accurate voxel-wise prediction; (5) the system must be fast enough to be applicable in clinical use, for example, aiding pathologists in morphological analysis or neuroanatomical structure localization. Most existing neural network-based approaches do not possess all the above properties. The full volume framework fulfills all the requirements, mainly because it directly tackles whole brain volumes and deals with subsequent challenges accordingly.

3.1. Brain segmentation neural networks with partial volumes

In a gray-scale volumetric image semantic segmentation task with $L$ target classes, given a training set of $n$ samples, where $X_i \in \mathbb{R}^{H_i \times W_i \times D_i}$, $Y_i \sim \{1, \ldots, L\}^{H_i \times W_i \times D_i}$ denote the intensity map and the label map for the $i$-th training volume respectively with $H_i$, $W_i$ and $D_i$ standing for its dimensions, the goal is to learn a function, or a neural network model, $F_{\theta}$ parameterized by $\theta$ that
maps a target image \( X_t \in \mathbb{R}^{H_t \times W_t \times D_t} \) to its label map prediction \( \hat{Y}_t \in \{1, \ldots, L\}^{H_t \times W_t \times D_t} \).

Gradient backpropagation with GPU enables efficient learning. However, a common brain volume usually encompasses over millions of voxels without down-sampling, which makes it challenging to train a completely end-to-end neural network and maintain sufficient model capacity with GPU-enabled backpropagation.

On account of the above limitations, most of the state-of-the-art whole brain segmentation methods train their deep learning models on a set of cropped data from original whole brain volumes. The inference for a target volume is thus performed by aggregating the segmentation results of sampled sub-volumes into a complete label map. Patch-based segmentation methods classify each voxel or its 3D neighborhood based on an extracted patch enclosing them, commonly through a CNN with fully connected layers in the end or an FCN respectively. The prediction and aggregation procedure can be formulated as

\[
\hat{Y} = \Phi((F_\theta(F_p(X, v)))v \in \Omega),
\]

where \( \Phi(\cdot) \) is an aggregator function, \( F_p(\cdot, \cdot) \) is a patch extraction function and \( \Omega = \{1, \ldots, HWD\} \) denotes the set of indices for each voxel in process \( X \). On the contrary, slice-based methods adopt FCNs to obtain the segmentation result of each input slice, and synthesize into a label volume the outputs for all the 2D slices cut off along different axes. More formally,

\[
\hat{Y} = \Phi((F_\theta(X^d_j))d \in \{H, W, D\}, 1 \leq j \leq d),
\]

where \( X^H_j \in \mathbb{R}^{W \times D}, X^W_j \in \mathbb{R}^{H \times D} \) and \( X^D_j \in \mathbb{R}^{H \times W} \) represent the \( j \)-th slice along the first, second and third dimension of \( X \) respectively. Similarly, prediction of models trained on sub-volumes can be written as

\[
\hat{Y} = \Phi((F_\theta(X'))X' \in S, S \subseteq \mathcal{P}(X)),
\]

where \( \mathcal{P}(X) \) denotes the set of all the sub-volumes of \( X \) and \( S \) can be carefully designed to serve as a sub-volume dividing strategy or randomly sampled from \( \mathcal{P}(X) \).

A noteworthy drawback of the above approaches is that many intermediate partial segmentation results have to be produced during the process based on local regions, which is usually time-consuming in comparison with the time of only one forward pass. Another shortcoming is that these approaches entail a strategy of acquiring and aggregating partial prediction results from the sampled local regions.

3.2. Formulation

We avoid the limitations of existing methods by proposing to train a fully convolutional network holistically on whole brain volumes. Formally, the full volume model yields a predicted output \( \hat{Y} \) for an input volume \( X \) as follows:

\[
\hat{Y} = F_\theta(X).
\]

An illustration of the full volume framework and the three divide-and-aggregate methods is given in Figure 1. By full volume, we emphasize on the whole brain volumes adopted in both training and inference. Any instance in the full volume framework leads to a completely image-to-image segmentation system, while the patch-to-pixel or patch-to-patch strategies adopted by most existing methods normally result in inferior learning and inference ability. This also significantly reduces the framework complexity because there is no need to develop fusion strategy for partial segmentation results. As shown in Figure 1 it can be observed that our framework requires only one forward pass and no sampling strategy, which implies that it naturally spends less than one second on forward passing for one brain volume with GPUs.

Now we can make use of complete ground truth label maps \( Y_t \) directly to train a model in the full volume framework via empirical risk minimization (ERM) and backpropagation:

\[
\theta^* = \arg\min_{\theta} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}(F_\theta(X_i), Y_i),
\]

where \( \mathcal{L}(\cdot, \cdot) \) is a loss function that measures the discrepancy between prediction and the desired output.

We consider three loss functions as training objectives:
\[ \mathcal{L}_{CE} = -\frac{1}{|\mathcal{B}|} \sum_{i \in \mathcal{B}} \frac{1}{|\Omega_i|} \sum_{v \in \Omega_i} \sum_{l=1}^{L} Y_{l}^i(v) \log(\hat{P}_{l}^i(v)), \]
\[ \mathcal{L}_{Dice} = 1 - \frac{1}{|\mathcal{B}|} \sum_{i \in \mathcal{B}} \frac{1}{|\Omega_i|} \sum_{v \in \Omega_i} \sum_{l=1}^{L} \epsilon + 2 \sum_{i \in \Omega_i} Y_{l}^i(v) \hat{P}_{l}^i(v) \]
\[ \mathcal{L}_{Comb} = \mathcal{L}_{CE} + \mathcal{L}_{Dice}. \]

where \( \mathcal{B} \subseteq \{1, \ldots, n\} \) represents a mini-batch and \( \Omega_i \subseteq \mathbb{Z} \) stands for the voxel indices set of the \( i \)-th image with \( \epsilon \) being an additive smoothness constant. \( Y_{l}^i(v) \) denotes the ground truth probability of voxel \( v \) being labeled as \( l \) in the \( i \)-th image, and \( \hat{P}_{l}^i(v) \) is the corresponding estimated probability. For crisp segmentation in our case, every voxel is mapped to exactly one label in the ground truth with probability 1. \( \mathcal{L}_{CE} \) is the standard multi-class cross entropy loss, \( \mathcal{L}_{Dice} \) is the dice loss and \( \mathcal{L}_{Comb} \) is a combined loss as an unweighted sum of the above two.

4. A full volume segmentation network instance

4.1. Network architecture

In order to learn spatially rich representation and produce accurate segmentation especially for small neuroanatomical regions, inspired by Sun et al. [104, 105], Wang et al. [88], we introduce a high-resolution network named VoxHRNet that fits in the full volume framework.

The architecture of VoxHRNet is illustrated in Figure 2 with a layer-wise description in Table 1. Note that the architecture illustrated at the top of Figure 2 from left to right corresponds to the sequence of layers from the fourth row to the last row in Table 1. The numbers of output channels in Table 1 are the specific ones adopted in our experiments and can be set accordingly together with the numbers of intermediate channels. The output dimension sizes are integer-valued in practice. For example, 181 × 217 × 181 is downsampled to 91 × 109 × 91 via strided convolution, which is upsampled back to 181 × 217 × 181 via tri-linear interpolation.

As an overview, VoxHRNet mainly consists of a stem, a backbone and a regression sub-network. The stem sub-network starts with a single strided convolution layer that halves the original resolution as a trade-off between GPU memory usage and loss of shallow information. What follows are two bottleneck modules, each of which includes three convolution layers. The regression sub-network takes as input the concatenation of all levels of feature maps at the end of the backbone sub-network by upsampling, and then passes it through two 1 × 1 × 1 convolution layers, a softmax layer and a tri-linear interpolation layer to produce a soft prediction map.

The backbone sub-network consists of several stages. There are multiple parallel branches corresponding to paths of features maps in different resolutions. Formally speaking, the \( k \)-th stage retains \( k + 1 \) branches of feature maps in resolution \( 1/2, 1/4, \ldots, 1/2^{k+1} \). There is a transitional layer between any two consecutive stages to transform branches in the former stage into those in the latter stage. In order to learn a rich set of features and enlarge receptive field, we place a certain number of high-resolution exchange modules in each stage, with several basic residual blocks in each exchange module, where each block consists of two \( 3 \times 3 \times 3 \) convolution layers, followed by instance normalization [106] and ReLU activation. Note that both basic and bottleneck blocks are residual units where the residual connection is either a data path or a consistent path, depending on input and output channels. We impose fusion among features of all the resolutions by inserting a fusion layer between any two consecutive exchange modules. Fusion and transition are realized by identity mapping, 1 × 1 × 1 convolution, tri-linear interpolation or strided convolution accordingly. All branches of feature maps are accumulated to a single level after the last stage. In this way, we encourage our network to make use of features in all levels via fusion and retaining them in several branches.

In comparison to FCN and U-Net, the proposed VoxHRNet keeps high-resolution feature maps without downsampling. It also encourages any kinds of fusion among feature maps from all levels. The final aggregation of multi-scale representations ensures that both global and local information are retained.

This network architecture design is appropriate for whole brain segmentation. Throughout the forward passing process, the network maintains high-resolution representations as well as low-resolution representations by connecting convolutions in the branch for each resolution in parallel. Since we maintain features in all resolution levels, there is no need to recover high-resolution representations via upsampling. To enable feature reuse and learn more reliable features, the network performs multi-scale fusion repeatedly, in which representations of each resolution constantly exchange information with representations of other resolutions. This kind of fusion resembles a fully connected layer where there are all possible connections among feature maps with different sizes and channels. Such a dense fusion strategy also renders it unnecessary to aggregate low-level and high-level features further. After the backbone sub-network, representations of all resolutions are aggregated and fully leveraged for final prediction. Sun et al. [104] empirically showed the effectiveness of repeated multi-scale fusion and resolution maintenance, whereas Sun et al. [105] showed the importance of incorporating low-resolution representations together with high-resolution representations. On that account, VoxHRNet is expected to learn high-resolution representations that are strong enough for whole brain segmentation.

4.2. Memory-efficient training

Roughly speaking, an FCN with more parameters has a larger hypothesis space to better fit training data. In spite of that, it is usually not applicable to train an expressive 3D FCN model because its GPU memory usage grows rapidly as the network size increases. Given this consideration, we adopt a reduced-precision DNN training technique called mixed precision training to attain memory-efficient training.

The 16-bit base-2 half-precision floating-point format (FP16) in the IEEE 754-2008 standard [107] is adopted in this paper in place of the IEEE 754 single-precision floating-point format.
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Figure 2: The network architecture of our proposed high-resolution FCN model. The consistent path goes through a convolution layer together with an instance normalization layer whenever the number of input channels does not match the desired number of output channels to resolve inconsistency. The parameters \((a', b, c)\) below each convolution layer indicate that it has a kernel size of \(a \times a \times a\), a stride of \(b\) and a padding size of \(c\). Best viewed in color.

Table 1: The detailed network architecture of our proposed high-resolution FCN model. The first two components are important building blocks of the networks, whereas the architecture description is from the fourth row to the last row sequentially as indicated by the texts in brackets. The sequential concatenation operation is denoted by \(\|\), the sum operation is denoted by + and the repetition operation is denoted by *. The number of intermediate channels is set accordingly and can be inferred from the context. The number at the beginning of each row for branches implies the next branch number to which the data flows. The dimension sizes are rounded to integral values in practice. Interpolation is applied if upsampling results in dimension inconsistency. \(\text{Conv}(a, b, c)\) indicates that the convolutional layer has a kernel size of \(a \times a \times a\), a stride of \(b\) and a padding size of \(c\).

Table 1

| Component         | Output dimension | Output channels | Branch 1                                                                 | Branch 2                                                                 | Branch 3                                                                 |
|-------------------|------------------|-----------------|--------------------------------------------------------------------------|--------------------------------------------------------------------------|--------------------------------------------------------------------------|
| Bottleneck        | Same as input    | Intermediate * 4| \(1: \text{[Conv}(1, 1, 0)\| \text{Norm} \| \text{ReLU}) \text{[Conv}(3, 1, 1)\| \text{Norm} \| \text{ReLU}) \text{[Conv}(1, 1, 0)\| \text{Norm} \| \text{ReLU}) \| \text{ReLU}\)\) | \(1: \text{Conv}(3, 2, 1)\| \text{Norm} \| \text{ReLU}\) \| Bottleneck * 2 | \(1: \text{Basic} * 3\) \| Basic * 3                                                                 |
| Basic             | Same as input    | Same as intermediate | \(1: \text{[Conv}(3, 1, 1)\| \text{Norm} \| \text{ReLU}) \| \text{ReLU}\) | \(1: \text{Conv}(3, 2, 1)\| \text{Norm} \| \text{ReLU}\) | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |
| Stem              | W / H / D / 2    | 64              | \(1: \text{Conv}(3, 2, 1)\| \text{Norm} \| \text{ReLU})\)                | \(1: \text{Conv}(3, 2, 1)\| \text{Norm} \| \text{ReLU})\)               | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |
| Transition 1      | W / H / D / 2    | 16              | \(1: \text{Conv}(3, 1, 1)\| \text{Norm} \| \text{ReLU})\)                | \(1: \text{Conv}(3, 2, 1)\| \text{Norm} \| \text{ReLU})\)               | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |
| Stage 1           | W / H / D / 2    | 16              | \(1: \text{Basic} * 3\)                                               | \(1: \text{Basic} * 3\)                                               | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |
| Fusion 1          | W / H / D / 2    | 16              | \(1: \text{Identity}\)                                               | \(1: \text{Identity}\)                                               | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |
| Transition 2      | W / H / D / 2    | 16              | \(1: \text{Conv}(3, 1, 1)\| \text{Norm} \| \text{ReLU})\)                | \(1: \text{Conv}(3, 1, 1)\| \text{Norm} \| \text{ReLU})\)               | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |
| Stage 2           | W / H / D / 2    | 16              | \(1: \text{Basic} * 3\)                                               | \(1: \text{Basic} * 3\)                                               | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |
| Fusion 2.1        | W / H / D / 2    | 16              | \(1: \text{Identity}\)                                               | \(1: \text{Identity}\)                                               | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |
| Concatenation     | W / H / D / 2    | 112             | \(1: \text{Identity}\)                                               | \(1: \text{Identity}\)                                               | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |
| Regression (end)  | W / H / D / 2    | 55              | \(1: \text{Conv}(1, 1, 0)\| \text{Norm} \| \text{ReLU})\)               | \(1: \text{Conv}(1, 1, 0)\| \text{Norm} \| \text{ReLU})\)               | \(1: \text{Identity}\) \| Upsample \| 2: Identity                                                                 |

(FP32). Formally, a floating-point number in FP16 and FP32 in its normal exponent range can be written as

\[
V_{FP16} = (-1)^{S_1} \times (1.M_2) \times 2^{E_2-15}, \\
V_{FP32} = (-1)^{S_2} \times (1.M_2) \times 2^{E_2-127},
\]  

(7)
where $S$ is the sign, $E$ denotes the exponent, $M$ represents the mantissa and $(\cdot)_{\text{radix}}$ indicates the base of a numerical representation. The representable positive normal number in FP32 ranges from $1.175 \times 10^{-38}$ to $3.403 \times 10^{38}$ whereas for FP16 it is from $6.104 \times 10^{-5}$ to $6.550 \times 10^{4}$.

We adopt some approaches as demonstrated by Micikevicius et al. [91] to compensate for loss of information in the half-precision setting. To begin with, a single-precision master copy of each network parameter is maintained for updating. One reason for keeping a master FP32 weight copy is that weight values in FP16 would become zero whenever an FP32 number to be cast for keeping a master FP32 weight copy is that weight values in FP16 would become zero whenever an FP32 number to be cast to FP16 has an exponent $(E)_2 - 127 \leq -24$. One possible reason is that the gradient would zero out if the ratio of the weight to the weight gradient is large. Formally, assuming $E_w$ and $E_k$ are the exponent of the FP16 scalar weight parameter $w$ and its corresponding weight update $\Delta_w$ respectively, the implicit bit in $\Delta_w$ would be shifted strictly more than 11 bits to the right if $E_w - E_k \geq 12$. Maintaining single-precision copies resolves this issue and does not add much overhead because activation is the one that dominates memory consumption during training.

Loss scaling is crucial to successful mixed precision training because weight updates with small magnitudes are prevalent during training. As suggested by Micikevicius et al. [91], approximately 30% of the weight updates in FP32 are not representable with the FP16 format and only about 5% of the gradient values with an exponent value $-24 \leq E \leq -10$ are subsumed by the FP16 representable range. Empirically multiplying the gradient values with an appropriate constant scaling factor would make more gradients covered and thus match the accuracy achieved by normal single-precision training, so long as the gradients are unscaled back between backpropagation and weight clipping. By chain rule, the loss scaling method ensures that all the parameters are scaled up by the same constant. For better adaptability, we incorporate a dynamic loss scaling approach during training. The dynamic loss scale scheduler would increase the current scale if it is valid for a consecutive number of iterations, or decrease it when an overflow issue occurs, where the optimizer skips this weight updating step.

Also, FP16 arithmetic operations are generally faster than FP32 owing to the high computational throughput on generalized matrix-matrix multiplications (GEMMs). Specifically, each Tensor Core performs an FP16 matrix multiplication operation with accumulation in FP32 as follows:

$$D_s = A_{16} \times B_{16} + C_s,$$

where $A_{16}, B_{16} \in \mathbb{R}^{4 \times 4}$ are FP16 matrices and $C_s, D_s \in \mathbb{R}^{4 \times 4}$ are either FP16 or FP32 matrices to accumulate the product results. The fused multiply-add mixed-precision operations are several times faster than standard FP32 operations. Accumulation matrices $C$ and $D$ ensure that there is little arithmetic precision loss. In addition, the arithmetic computational speed is unaffected by carrying out reductions in FP32 because most of the related neural network layers are memory-bandwidth limited. The speed is also insensitive to arithmetic precision of the memory-bandwidth limited point-wise operations.

### 4.3. Training data scale increasing

Data scarcity becomes a severe issue when training DNNs, especially in brain segmentation with the full volume framework. To overcome this and increase training data scale, we propose to incorporate standard volumetric image data augmentation during training by assuming transformation invariance in conditional label distribution. The augmentation methods are required to approximate true distribution and yield low computational cost.

We adopt a volume-level and a spatial-level data augmentation method for whole brain volumes as well as labels. Specifically, for an input volume $X \in \mathbb{R}^{H \times W \times D}$ and its label volume $Y \in \{1, \ldots, L\}^{H \times W \times D}$, our goal is to obtain a novel training data sample $X' \in \mathbb{R}^{H' \times W' \times D'}, Y' \in \{1, \ldots, L\}^{H' \times W' \times D'}$.

The volume-level augmentation is additive Gaussian noise for the intensity volume,

$$X' = X + G,$$  \hspace{1cm} (9)

where $G \sim N(0, \sigma^2)_{H \times W \times D}$.

The spatial-level augmentation is elastic deformation [98], achieved by warping $X$ and $Y$ via a sampling grid generated from a regular grid along with a random displacement field. Formally, in the beginning, for any $v \in \Omega'$, any dimension $J \in \{H', W', D'\}$, a displacement field $d'_J$ is randomly sampled from a uniform distribution $\mathcal{U}(-1, 1)$ and smoothed as follows:

$$k_G(x, y, z; \sigma) = \frac{1}{(\sqrt{2\pi}\sigma)^3} e^{-\frac{x^2 + y^2 + z^2}{2\sigma^2}},$$

$$\Delta'_J = \alpha' \sum_{r \in \Omega'} d'_J k_G(x_r - x_v, y_r - y_v, z_r - z_v),$$  \hspace{1cm} (10)

where $k_G$ means a three-dimensional Gaussian kernel function with $\sigma^2$ being the variance parameter, $(x_v, y_v, z_v)$ signifies the coordinate of voxel $r$, $\Delta'_J$ stands for the final displacement of voxel $v$ after smoothing, and $\alpha'$ serves as a scaling factor for computing the actual offset. It is noteworthy that a large $\sigma$ in the Gaussian kernel results in zero displacement field whereas a small $\sigma$ leads to a randomly distributed displacement field. The distorted output feature maps are thus obtained by sampling and interpolating for any voxel $v \in \Omega'$ as follows:

$$(x'_v, y'_v, z'_v) \leftarrow (x_v, y_v, z_v) + (\Delta'_H, \Delta'_W, \Delta'_D),$$

$$I'_v = \sum_{r \in \Omega'} I_r \cdot \delta([x'_v + 0.5] - x_r) \cdot \delta([y'_v + 0.5] - y_r) \cdot \delta([z'_v + 0.5] - z_r),$$

where $(x'_v, y'_v, z'_v)$ comes from a regular grid of the output volume, $(x'_v, y'_v, z'_v)$ defines the point-wise correspondence in $X$ for voxel $v$ in the output volume, $I'_v$ is the intensity value of voxel $v$, and $\delta(\cdot)$ represents the Kronecker delta function. The above convolution filter corresponds to nearest-neighbor interpolation. Similar elastic deformation with the same displacement field as above is applied to label volume transformation from $Y$ to $Y'$.  
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the cross-entropy loss. The smoothing constant is set to 0.0001 for the dice loss. The sigma parameter in elastic transformation is randomly sampled from $U(0.04, 0.06)$ for each dimension independently whereas sigma in additive Gaussian noise is randomly sampled from $U(0, 0.1)$. To minimize the objective with backpropagation, we adopt RAdam [112] as the optimization method with parameters $\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}$ and a learning rate of 0.001, without weight decay. Our model is trained for 30,000 steps with a batch size of 1. We adopt an optimization level of O1 in the NVIDIA Apex Amp tool as the mixed precision training scheme.

We include FastSurfer [15] as one of our baseline methods. We use a batch size of 8 during training and default recommended values for all the other hyperparameters in FastSurfer.

All experiments are conducted on a server with a TITAN Xp 12GB GPU, a desktop with a TITAN RTX 24GB GPU and the same desktop with an Intel(R) Xeon(R) CPU E5-2643 0 @ 3.30GHz CPU. To allow a fair comparison, all the results about GPU memory usage, inference time and number of parameters are re-estimated on the desktop with a 24GB GPU.

5.3. Evaluation metrics

Two metrics are adopted to evaluate segmentation results. The Dice similarity coefficient (DSC), or Dice overlap, is a direct comparison of prediction and ground truth, defined as

$$DSC(G, P) = \frac{2|G \cap P|}{|G| + |P|} \times 100\%,$$

where $G$ stands for the ground truth and $P$ indicates the predicted segmentation volume, with $| \cdot |$ denotes the cardinality of a set of points. A higher DSC implies larger volume similarity thus better segmentation performance.

The Hausdorff distance (HD) is the maximum Euclidean distance among all the minimum Euclidean distances between two finite points sets, written as

$$HD(G, P) = \max_{g \in G} \min_{p \in P} \| g - p \|, \max_{p \in P} \min_{g \in G} \| p - g \|,$$

where $\| \cdot \|$ is the Euclidean norm. A smaller HD value results from a smaller surface distance between two sets, thus can be regarded as an indicator for better segmentation performance. We compute all the HDs in voxels as adopted in Fang et al. [11].

We also perform 2-tailed paired t-test with a small p-value ($p < 0.05$) corresponding to significant difference.

5.4. LONI LPBA40 dataset

5.4.1. Comparison with existing methods

We perform four-fold cross-validation and compare against baselines including FastSurfer [15], HSPBL [113], JLF [5], FCN [10], U-Net [18] and MA-FCN [11], following the same setup in Fang et al. [11]. Note that HSPBL and JLF are multi-atlas-based methods whereas FCN, U-Net and MA-FCN are patch-based deep learning models. FastSurfer is a slice-based method with three 2D CNNs. Our implementation of the full dataset.

5.1. Data preparation

A public dataset is adopted in the experiments.

The LONI LPBA40 dataset [108] consists of 40 T1-weighted MRI brain images, from subjects aged 19.3 to 39.5, with 54 manually labeled brain ROIs excluding brainstem and cerebellum. Each MRI or label volume is of size $181 \times 217 \times 181$ with $1 \times 1 \times 1$ mm\(^3\) voxel size. The dataset is randomly partitioned into 4 equal-sized subsets for four-fold cross-validation.

N4 bias field correction [109] is applied to each volume as the first step. The MRI volumes in the LPBA40 dataset are well-preprocessed, hence left without further correction. Figure 3 presents an example of a pair of unpreprocessed and preprocessed volumes. The intensity values in each volume are standardized by z-score normalization before forward passing.

5.2. Implementation details

We used the implementations of N4 bias field correction and affine registration in the Advanced Normalization Tools (ANTS) package [110] for preprocessing.

Our proposed method is implemented with PyTorch [111]. The number of intermediate feature channels in the stem sub-network is set to 32 and the bottleneck blocks have 64 channels as output. The number of feature maps retained in each of the $b$ branches from low to high level is set to 16, 32, ..., $2^{b+3}$. For the LPBA40 dataset, there are 2 preset stages in the backbone sub-network, in which the number of exchange modules is set to 1 and 2 in each branch for the first and second stage respectively, where each module is composed of 3 basic residual blocks. We denote the network model for LPBA40 by VoxHR-Net.

We impose no bias term in all the convolution layers except for the regression sub-network. Epsilon and momentum in all instance normalization layers are set to $10^{-5}$ and $10^{-1}$ respectively. Weight parameters in network layers are randomly initialized before training. By default, we train our models with the cross-entropy loss. The smoothing constant is set to 0.0001 for the dice loss. The sigma parameter in elastic transformation is randomly sampled from $U(0.04, 0.06)$ for each dimension independently whereas sigma in additive Gaussian noise is randomly sampled from $U(0, 0.1)$. To minimize the objective with backpropagation, we adopt RAdam [112] as the optimization method with parameters $\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}$ and a learning rate of 0.001, without weight decay. Our model is trained for 30,000 steps with a batch size of 1. We adopt an optimization level of O1 in the NVIDIA Apex Amp tool as the mixed precision training scheme.

We include FastSurfer [15] as one of our baseline methods. We use a batch size of 8 during training and default recommended values for all the other hyperparameters in FastSurfer.

All experiments are conducted on a server with a TITAN Xp 12GB GPU, a desktop with a TITAN RTX 24GB GPU and the same desktop with an Intel(R) Xeon(R) CPU E5-2643 0 @ 3.30GHz CPU. To allow a fair comparison, all the results about GPU memory usage, inference time and number of parameters are re-estimated on the desktop with a 24GB GPU.

5.3. Evaluation metrics

Two metrics are adopted to evaluate segmentation results. The Dice similarity coefficient (DSC), or Dice overlap, is a direct comparison of prediction and ground truth, defined as

$$DSC(G, P) = \frac{2|G \cap P|}{|G| + |P|} \times 100\%,$$

where $G$ stands for the ground truth and $P$ indicates the predicted segmentation volume, with $| \cdot |$ denotes the cardinality of a set of points. A higher DSC implies larger volume similarity thus better segmentation performance.

The Hausdorff distance (HD) is the maximum Euclidean distance among all the minimum Euclidean distances between two finite points sets, written as

$$HD(G, P) = \max_{g \in G} \min_{p \in P} \| g - p \|, \max_{p \in P} \min_{g \in G} \| p - g \|,$$

where $\| \cdot \|$ is the Euclidean norm. A smaller HD value results from a smaller surface distance between two sets, thus can be regarded as an indicator for better segmentation performance. We compute all the HDs in voxels as adopted in Fang et al. [11].

We also perform 2-tailed paired t-test with a small p-value ($p < 0.05$) corresponding to significant difference.

5.4. LONI LPBA40 dataset

5.4.1. Comparison with existing methods

We perform four-fold cross-validation and compare against baselines including FastSurfer [15], HSPBL [113], JLF [5], FCN [10], U-Net [18] and MA-FCN [11], following the same setup in Fang et al. [11]. Note that HSPBL and JLF are multi-atlas-based methods whereas FCN, U-Net and MA-FCN are patch-based deep learning models. FastSurfer is a slice-based method with three 2D CNNs. Our implementation of the full dataset.

5.1. Data preparation

A public dataset is adopted in the experiments.

The LONI LPBA40 dataset [108] consists of 40 T1-weighted MRI brain images, from subjects aged 19.3 to 39.5, with 54 manually labeled brain ROIs excluding brainstem and cerebellum. Each MRI or label volume is of size $181 \times 217 \times 181$ with $1 \times 1 \times 1$ mm\(^3\) voxel size. The dataset is randomly partitioned into 4 equal-sized subsets for four-fold cross-validation.

N4 bias field correction [109] is applied to each volume as the first step. The MRI volumes in the LPBA40 dataset are well-preprocessed, hence left without further correction. Figure 3 presents an example of a pair of unpreprocessed and preprocessed volumes. The intensity values in each volume are standardized by z-score normalization before forward passing.

5.2. Implementation details

We used the implementations of N4 bias field correction and affine registration in the Advanced Normalization Tools (ANTS) package [110] for preprocessing.

Our proposed method is implemented with PyTorch [111]. The number of intermediate feature channels in the stem sub-network is set to 32 and the bottleneck blocks have 64 channels as output. The number of feature maps retained in each of the $b$ branches from low to high level is set to 16, 32, ..., $2^{b+3}$. For the LPBA40 dataset, there are 2 preset stages in the backbone sub-network, in which the number of exchange modules is set to 1 and 2 in each branch for the first and second stage respectively, where each module is composed of 3 basic residual blocks. We denote the network model for LPBA40 by VoxHR-Net.

We impose no bias term in all the convolution layers except for the regression sub-network. Epsilon and momentum in all instance normalization layers are set to $10^{-5}$ and $10^{-1}$ respectively. Weight parameters in network layers are randomly initialized before training. By default, we train our models with

![Figure 3: Comparison of an unprocessed brain MRI volume and a preprocessed one in the LPBA40 dataset.](image)
Table 2: Comparison of the proposed model with state-of-the-art baselines on the LONI LPBA40 dataset. HSPBL and JLF are multi-atlas segmentation methods whereas FCN, U-Net and MA-FCN are implemented as patch-based methods as in Fang et al. [11]. FastSurfer is slice-based. VoxHRNet includes 1 and 2 modules per branch in the first and second stage respectively, where each module has 3 basic blocks, trained with the cross-entropy loss and mixed precision. The results for HSPBL, JLF, FCN, U-Net and MA-FCN are those reported in Fang et al. [11]. The test time of HSPBL and JLF is indicated by a hyphen because it does not apply for multi-atlas-based methods. The test time of other methods is the average forward passing time for one volume. (*) indicates that FastSurfer does not make any prediction for some structures.

| Method       | Test time  | DSC (%)      | HD (voxel) |
|--------------|------------|--------------|------------|
| FastSurfer   | 57 s       | 57.33 ± 11.14 | INF ± NaN  |
| HSPBL        | -          | 78.47 ± 2.33  | 22.95 ± 4.81 |
| JLF          | -          | 79.19 ± 0.98  | 17.59 ± 3.14 |
| FCN          | 90 s       | 78.88 ± 1.07  | 21.50 ± 4.69 |
| U-Net        | 90 s       | 79.42 ± 1.12  | 16.25 ± 4.00 |
| MA-FCN       | 140 s      | 81.19 ± 1.06  | 14.11 ± 3.22 |
| VoxHRNet     | 0.653s     | 83.12 ± 3.52  | 8.89 ± 2.25 |

Table 3: An ablation study of augmentations on the LPBA40 dataset.

| Ablation | Test time  | DSC (%)      | HD (voxel) |
|----------|------------|--------------|------------|
| No augmentation | 80.57 ± 3.82 | 10.01 ± 2.74 |
| Gaussian  | 80.71 ± 3.83 | 10.66 ± 3.29 |
| Elastirion | 83.09 ± 3.61 | 8.92 ± 2.29 |
| Elastic & Gaussian | 83.12 ± 3.52 | 8.89 ± 2.25 |

5.4.2. Ablation study on augmentations

Table 3 lists the results under four augmentation settings, namely, no augmentation, random Gaussian noise only, elastic deformation only, and both augmentation methods included, with other settings fixed. Note that the setting with both augmentations corresponds to that described in Section 5.2 or equivalently VoxHRNet in Table 2. We can conjecture that elastic deformation covers a wide range of brain variations and respects specific transformation invariance property of MRI brain volumes, hence leading to a significant improvement over the setting without elastic distortion. Moreover, we find that the result of both augmentations is not significantly better than that of elastic deformation only. In contrast, adopting random Gaussian noise achieves significantly better performance in terms of mean DSC than adopting no augmentation (p = 0.45, 2160 samples for each method), in which the benefit from deformation may dominate that from Gaussian noise. Therefore, voxHRNet is about 17% faster than the competitive methods in terms of the overall inference time that includes preprocessing. A vivid illustration comparing test times on a logarithmic scale is shown in Figure 4, where we estimate the total time of segmenting one preprocessed unseen volume in the same environment (the 24G desktop) for methods such as DeepNAT [71], QuickNAT [13], FreeSurfer [3] and JLF [5].

5.4.3. Ablation study on optimization levels of mixed precision

5.4.3. Ablation study on optimization levels of mixed precision

We investigate the impact of different mixed precision optimization levels on segmentation performance. In the NVIDIA volume segmentation network instance is described in Section 5.2 trained with the cross-entropy loss on the server with a 12GB GPU in mixed precision.

Quantitative results are reported in Table 2, where most of the numbers for baselines are from Fang et al. [11] since our experimental settings are identical to theirs. The mean DSC and HD values as well as their standard deviations are computed across all the structures, whereas the average forward passing time is taken as test time. Compared to the traditional multi-atlas methods such as HSPBL [11], JLF [5], our models provide a gain of 4% in terms of mean DSC and a relative improvement of 50% in terms of mean HD. Compared to patch-based methods such as FCN [10], U-Net [13], MA-FCN [11], our models improve their best performance by about 2% increase in mean DSC and relatively 32.42% decrease in average HD. We observe that FastSurfer fails in this dataset. Patch-based methods are not comparable to our full-volume-based method possibly because of their drawback that the extracted features are still based on partial data no matter how large the receptive field is.

The inference time excluding preprocessing is on average about 200 times less than the state-of-the-art baselines owing to our full volume framework. Estimated on the desktop with an Intel(R) Xeon(R) CPU E5-2643, the preprocessing time is about 277 seconds. Therefore VoxHRNet is about 17% faster than the competitive methods in terms of the overall inference time that includes preprocessing. A vivid illustration comparing test times on a logarithmic scale is shown in Figure 4, where we estimate the total time of segmenting one preprocessed unseen volume in the same environment (the 24G desktop) for methods such as DeepNAT [71], QuickNAT [13], FreeSurfer [3] and JLF [5].

5.4.2. Ablation study on augmentations

Table 3 lists the results under four augmentation settings, namely, no augmentation, random Gaussian noise only, elastic deformation only, and both augmentation methods included, with other settings fixed. Note that the setting with both augmentations corresponds to that described in Section 5.2 or equivalently VoxHRNet in Table 2. We can conjecture that elastic deformation covers a wide range of brain variations and respects specific transformation invariance property of MRI brain volumes, hence leading to a significant improvement over the setting without elastic distortion. Moreover, we find that the result of both augmentations is not significantly better than that of elastic deformation only. In contrast, adopting random Gaussian noise achieves significantly better performance in terms of mean DSC than adopting no augmentation (p = 0.45, 2160 samples for each method), in which the benefit from deformation may dominate that from Gaussian noise. Therefore, voxHRNet is about 17% faster than the competitive methods in terms of the overall inference time that includes preprocessing. A vivid illustration comparing test times on a logarithmic scale is shown in Figure 4, where we estimate the total time of segmenting one preprocessed unseen volume in the same environment (the 24G desktop) for methods such as DeepNAT [71], QuickNAT [13], FreeSurfer [3] and JLF [5].

5.4.3. Ablation study on optimization levels of mixed precision

We investigate the impact of different mixed precision optimization levels on segmentation performance. In the NVIDIA
Apex Amp tool, O0 corresponds to no precision reduction with all the FP32 operations unchanged. O1 is our choice in this work where loss scaling is dynamically applied, and operations that especially benefit from FP32 precision are not cast to FP16. In contrast, O2 level converts model weights and input data to FP16, and meanwhile maintains FP32 master copies. O3 keeps training entirely in FP16 precision.

We vary the optimization level with other settings fixed, where O1 corresponds to VoxHRNet in Table 2. This ablation study produces the results in Table 3. Optimization level O0 demonstrates the least training time but the highest GPU memory usage. Although the half-precision optimization level O3 has the minimum GPU memory requirement, we fail to train our model in this setting, where the computed gradients are unstable as a result of the vulnerability of FP16 to overflow. As precision together with the number of FP32 operations decreases, the overall GPU memory usage monotonically decreases in that the number of bytes accessed is directly reduced. The difference between the training times of O0 and those levels involving FP16 depends on GPU support and specific implementation of mixed precision training, where we observe a slight increase in training time if precision is reduced and floating-point conversion is necessary. Among optimization levels O1-O3, O3 has the least training time and usually serves as a speed baseline for O1 and O2. Despite the fact that training fails with O3, less aggressive precision levels including O1 and O2 introduce a little stochasticity and regularization to the gradients, which are shown to benefit backpropagation learning empirically. To sum up, O1 gives a good trade-off choice with the best segmentation performance and a significant memory reduction compared to fully FP32 precision training.

Given the network architecture in Section 5.2 we train it with isotropic brain volumes and find the maximum deployable sizes in the 12GB GPU server for O0 and O1 respectively. We observe an increase of about 40% in the maximum deployable volume from 175×175×175 to 194×194×194. The memory reduction benefits brought by mixed precision training are not as good as what are shown theoretically because factors including GPU memory consumption of the network parameters, memory bandwidth of the layers and generated computational graphs have to be taken into account in practice. Furthermore, after applying rescaling to the original resolution, the mean dice result of the network trained with O0 level and volumes of size 175³ is 0.7875 while it is 0.7942 for the network trained with O1 level and volumes of size 194³, where the corresponding mean HD values are 11.83 and 9.96 respectively. This indicates that being able to train with volumes in higher resolution can possibly improve model’s generalizability.

### 5.4.4. Ablation study on network architectures and sizes

To gain more insights about the adopted network architecture, we reimplement U-Net, VoxResNet and U-Net++ by adapting them to the full volume framework with other settings fixed. In other words, we replace only the network structure in our framework with U-Net, VoxResNet or U-Net++ accordingly. Note that the same stem sub-network of VoxHRNet in Table 2 is placed at the beginning of forward passing in VoxResNet and U-Net++ because it generally fails to be deployed in a 12G GPU platform. U-Net in the full volume framework can be trained successfully because we adaptively decrease its feature channels and adopt mixed precision training. Our model is indicated by VoxHRNet, identical to VoxHRNet in Table 2 which shares approximately the same number of parameters with U-Net, VoxResNet and U-Net++. The results are shown in Table 4 and a detailed structure-wise DSC comparison is illustrated in Figure 5 with significance test. With a comparable network size to that of the full volume variants U-Net, VoxResNet and U-Net++, VoxHRNet increases mean DSC by about 0.6% and relatively decreases mean HD by about 12%. Significance test results (2160 samples for each method) validate that we are statistically significantly better (p < 0.05) than all the baselines. We obtain qualitative results by visualizing the segmentation of a slice within a typical volume from the LPBA40 dataset, as shown in the upper part of Figure 6. Our predicted segmentation for the left middle occipital gyrus (shown in magenta color centered on the zoomed-in pictures) appears to be more accurate. Similar advantages in segmentation details are observed for other structures and boundaries, which is non-trivial especially in intensity-homogeneous regions. A more detailed illustration of the corresponding voxel-wise false prediction maps is shown in Figure 7 to corroborate empirical proof of our segmentation performance.

We examine the effect of network size on segmentation performance. To this end, a smaller and larger version of our model are implemented by modifying the network architecture. More specifically, VoxHRNet (small) maintains three branches with 12, 24 and 48 feature channels whereas VoxHRNet (large) encompasses three branches with 24, 48 and 96 feature channels, with other settings identical to that of VoxHRNet. The results for the LPBA40 dataset are reported in Table 5. A slightly higher segmentation performance can be achieved by our model with much fewer parameters than the baselines. Further increasing the network size results in a performance gain by a small margin at the cost of higher GPU resource demand. As a consequence, a modestly sized VoxHRNet gives almost the best performance, relatively faster inference time and practically applicable GPU utilization.

Additionally, we plot the maximum allocated GPU memory during training in relation to the number of classes of interest.
Figure 5: Box plot of structure-wise DSC comparing our method with JLF, U-Net, VoxResNet and U-Net++ on the LONI LPBA40 dataset. The symbols '*', '+', '#' and 'ˆ' indicate statistically significant improvements ($p < 0.05$) of our method in terms of DSC over JLF, U-Net, VoxResNet and U-Net++ respectively. Best viewed in color.

Figure 6: Visual comparison of segmentation results of our method with JLF, U-Net, VoxResNet and U-Net++ on the LONI LPBA40 dataset. A slice in a typical MRI volume is selected to illustrate for each dataset. A region is randomly chosen and zoomed in below the original image for better exposition. Each brain structure corresponds to a unique color. A good segmentation result has similar visualization to that of manual segmentation. In the second row, left angular gyrus, left superior occipital gyrus and left middle occipital gyrus are shown in lavender blue, steel blue and magenta respectively. Best viewed in color.

Figure 7: Visual comparisons of false prediction maps of our method with JLF, U-Net, VoxResNet and U-Net++ on the LONI LPBA40 dataset. A slice in a typical MRI volume is selected as illustration for each dataset. A region is randomly chosen and zoomed in below the original image for better exposition. Each brain structure corresponds to a unique color. A mismatch between prediction and ground truth in a voxel is marked in yellow. A good segmentation result has small yellow area in its false prediction map. Best viewed in color.

Based on VoxHRNet on the LPBA40 dataset, depicted in Figure 8. The graph demonstrates a roughly linear relationship...
between them. Hence we believe that a growing amount of GPU memory requirement for volumetric semantic segmentation with more classes cannot be easily avoided with an FCN backbone.

5.4.5. Ablation study on loss functions

On top of the cross-entropy loss adopted in most of our experiments, we study the effectiveness of other loss functions as introduced in Section 3.2. We vary loss function with other settings fixed. The model trained with the cross-entropy loss is the same as VoxHRNet in Table 2. As indicated by Table 6, the combined loss achieves the best performance regarding DSC whereas the cross-entropy loss achieves the lowest HD. Despite that, the results suggest that any loss that incorporates the dice loss has inferior HD. Intuitively, optimizing a dice loss makes the training objective align with the DSC evaluation metric. However, the dice loss is based on basic cardinalities of the confusion matrix, treating false positives and false negatives equally important given fixed true positives, regardless of surface distance information. Therefore, the gradient computed based on the dice loss may be noisy, resulting in training instability, especially when the dataset involves imbalanced and a large number of classes [114]. On the other hand, the cross-entropy loss is a simple regional loss based on information theoretic property from the predicted conditional label distribution, which typically leads to smooth gradients and an implicitly regularized objective. This might explain why the cross-entropy loss is superior to the dice loss in terms of HD. Above all, cross-entropy is a more preferable choice given its excellent performance as to both metrics, as well as its low GPU memory cost.

6. Discussion and conclusion

In this paper, we proposed to adopt a full volume learning framework for 3D MRI whole brain segmentation. An effective instantiated model under this framework was given subsequently. To tackle the challenge of training DNNs with large volumetric data, an FCN capable of learning rich features and intricate fusion strategies among network branches was adopted. A mixed precision training technique was incorporated to further facilitate GPU memory efficiency and matrix computation acceleration. Standard augmentation methods including elastic distortion along with additive Gaussian noise were applied to training volumes to address the issue of a very limited amount of available data. The experiment results on the LONI LPBA40 dataset showed that our proposed method achieved state-of-the-art segmentation performance in terms of DSC and HD. The inference time (excluding preprocessing) of our VoxHRNet model was less than 1 second for segmenting a whole brain volume. Ablation test experiments validated its effectiveness.

The full volume framework is simple and general, with flexibility to incorporate different network architectures, reduced-precision training techniques and augmentations. It is superior to the multi-atlas framework because of its significantly faster inference time as well as the end-to-end training scheme. Its advantages over patch-based, slice-based and sub-volume-based approaches lie in simplicity and effectiveness besides the fast inference time. It also outperforms the full volume variants of the competitive network architectures in whole brain segmentation, particularly in segmenting small neuroanatomical regions. Apart from the advantages of VoxHRNet, our full volume framework considerably reduces the GPU memory requirement via mixed precision training, further makes more neural network models able to be incorporated. To summarize, this work demonstrated a straightforward and powerful framework for the challenging whole brain segmentation task.

In addition to augmentation, early stopping was adopted to prevent overfitting. That being said, the best way of minimizing the estimation error in machine learning is usually to acquire more data sampled from the underlying distribution, for example, adopting data with automatically generated labels [2]. We trained our models with a batch size of 1 in the experiments because of limited GPU memory and large size of the volumetric data, which may result in more uncertainty in gradient computation and the overall learning process. A more advanced variance reduction optimization algorithm can be considered [115]. On the flip side, FCNs with a batch size of 1 enable us to make use of volumetric data with arbitrary shapes directly without preprocessing steps such as cropping, given sufficient GPU memory. During training, the training risk was monotonically decreasing with a little oscillation because of augmentation and the batch size as expected. On the other hand, we computed the test risk and observed a double descent behavior, studied in Nakkiran et al. [116]. One explanation is the large hypothesis space of neural network models. When adopting the full volume framework in practice, a noteworthy issue is that a large input volume may cause GPU running out of memory. For that reason, pre-specifying the maximum allowed size of the input volumes for training and testing is necessary if downsampling is undesirable. Additionally, a hyperparameter search is usually performed whenever we change the dataset, overall network architecture, GPU platform or reduced-precision training scheme. One solution is to automate the process by incorporating techniques of neural architecture search.

There is still space for exploration in improving and applying...
our proposed method. More effective techniques in reduced-precision training of DNNs can be incorporated to enlarge hypothesis space as well as numerical representable scale. Advances in FCNs and other deep network architectures for semantic segmentation may be beneficial to our method as well. Moreover, applying our framework to multi-modal brain segmentation with T2-weighted volumes and super-resolution segmentation with 7T brain MRI volumes are worth investigation. For example, to tackle multi-modal MRI data, we can train on concatenation of multi-modal volumes, train one network for each modality and perform label fusion in post-processing, or adopt a multi-way stem sub-network to learn high-resolution representation for each modality in the beginning. We discussed inference time that excludes preprocessing in the experiments. In order for clinical use, unprocessed data should be considered directly in both training and testing, which we leave to future work. Since the proposed training scheme in this work is quite general, it would henceforth be of interest to study its applicability to various 3D medical image analysis and computer vision tasks.
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