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Abstract: Effective intelligent fault diagnosis of bearings is important for improving safety and reliability of machine. Benefiting from the training advantages, deep learning method can automatically and adaptively learn more abstract and high-level features without much priori knowledge. To realize representative features mining and automatic recognition of bearing health condition, a diagnostic model of stacked sparse denoising autoencoder (SSDAE) which combines sparse autoencoder (SAE) and denoising autoencoder (DAE) is proposed in this paper. The sparse criterion in SAE, corrupting operation in DAE and reasonable designing of the stack order of autoencoders help to mine essential information of the input and improve fault pattern classification robustness. In order to provide better input features for the constructed network, the raw non-stationary and nonlinear vibration signals are processed with ensemble empirical mode decomposition (EEMD) and multiscale permutation entropy (MPE). MPE features which are extracted based on both the selected characteristic frequency-related intrinsic mode function components (IMFs) and the raw signal, are used as low-level feature for the input of the proposed diagnostic model for health condition recognition and classification. Two experiments based on the Case Western Reserve University (CWRU) dataset and the measurement dataset from laboratory were conducted, and results demonstrate the effectiveness of the proposed method and highlight its excellent performance relative to existing methods.
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1. Introduction

Rolling bearing is widely used and plays an important role in rotating machinery. With the increasing speeds of modern rotating machinery, the dynamic loads on bearings have become increasingly complicated and adverse [1,2]. As such, the abrasion of bearings has become an increasingly serious concern. These issues impede normal operation and may have negative safety consequences. Therefore, accurate monitoring and diagnosis of bearing working conditions is important for the normal operation of rotating machinery. However, when bearings damaged, the damage point repeatedly impacts the surface of other components in contact with it, resulting in erratic vibrations. Therefore, bearing vibration signals are often non-linear and non-stationary and contain a variety of frequency components, which distorts the signal. Bearing faults are difficult to correctly detect and effectively identify. Therefore, to improve bearing fault detection and diagnosis, it is essential to study representative feature extraction and intelligent fault pattern recognition.

Signal processing and feature extraction are crucial in fault diagnosis. To effectively manage non-linear and non-stationary signals, time-frequency analysis methods are widely used. Compared
with Wigner–Ville distribution (WVD) [3], wavelet transform has been fully applied in bearing fault detection [4–6] because of its non-crossover term and flexible choice in wavelet function. Different wavelet bases are suitable for analyzing different time-frequency characteristics. For inexperienced researchers, choosing the wavelet base poses a considerable challenge. Empirical mode decomposition (EMD) [7] decomposes the complex signal into finite stationary intrinsic mode functions (IMFs), which is an adaptive signal processing method independent of base function. Aimed to alias EMD modes [8], ensemble empirical mode decomposition (EEMD) [9], which has effectively improved problems of EMD mode aliasing, endpoint effects, and false components, was proposed. Due to multi-scale expression and a strong adaptive ability, EEMD is suitable for processing non-linear and non-stationary signals and has been successfully applied in health detection of mechanical equipment [10]. Therefore, in our research, EEMD was used to preprocess raw signals for multi-scale analysis.

Rolling bearing vibration signals usually contain many interference frequency components, which distort the signal. Therefore, if the impact characteristics of a vibration signal can be effectively enhanced, fault features would be more accurately extracted and the diagnosis of the rolling bearing would improve. Permutation entropy (PE) [11] was proposed to detect the randomness and dynamic mutation of time series, having high computational efficiency, a stable computational value, strong anti-noise ability, and suitability for online monitoring. Therefore, PE has been widely applied in time series analysis [12,13]. Based on the complexity of the components in a mechanical system, it is necessary to conduct multi-scale analysis and processing to ensure the integrity of the local and overall information of the vibration signal. Therefore, multiscale permutation entropy (MPE) [14], considering its classification accuracy for the health of rolling bearings, was proposed to measure the complexity and randomness of time series on different scales.

Taking the extracted features as input, intelligent classification algorithms are used for fault pattern recognition. Artificial neural network (ANN) and support vector machine (SVM) are the two most commonly used machine learning methods for fault diagnosis. ANN has outstanding learning, associative storage, and high-speed optimization ability [15,16]. Wang et al. [17] used wavelet packet transform (WPT) to extract features of bearing vibration signal as input of ANN, which has achieved good fault classification accuracy. However, for non-steady and high-dimensional classification issues, there are bottlenecks, such as over-fitting due to highly strict training goals and a proneness to fall into a local optimum that restricts the performance improvement of ANN. As a statistical learning theory-based method, SVM has unique advantages in solving nonlinear, high-dimensional pattern recognition problems, especially in cases with two-class discriminating issues and fewer samples [18,19]. Zhang et al. [20] used intrinsic time scale decomposition (ITD) to calculate the Lempel-Ziv complexity of PR components to construct the feature vector as the input of SVM to accomplish the classification of different fault types, which has achieved high prediction accuracy without suffering from the influence of load variations. Liang et al. [21] utilized the sparse representation to extract sparse coefficients of both current signal and vibration signals to input the support vector machine for fault diagnosis, it showed that the method is feasible, accurate and suitable for small sample. However, SVM training is difficult when faced with multi-classification issues and large-scale training samples. But in reality, intelligent diagnosis is always based on online monitoring with inevitably large quantities of samples. If fault superposition and damage degree are considered, it is also inevitable that the number of fault modes increases considerably. Therefore, although these methods can automatically and adaptively recognize faults according to the extracted features, which significantly reduce the influence of manual experience and subjectivity in the recognition process and result, shallow learning method limits the capacity to effectively mine features in high-dimensional and non-steady data.

As the latest achievement and research focus in machine learning, deep learning methods are widely used in many fields [22–25]. Benefiting from their deep structure and the training advantages of layer-by-layer greedy learning, deep learning methods can be used to implement advanced nonlinear transformations and can automatically and adaptively learn high-order abstract features from inputs. Therefore, deep learning in intelligent fault diagnosis has attracted an increasing amount of attention.
Convolutional neural networks (CNNs) [26], deep belief networks (DBNs) [27], and recurrent neural networks (RNNs) [28] have been introduced for the fault diagnosis of rotating machinery. As one of the most widely used method, stacked autoencoder [29] has attracted attention in fault diagnosis. Jia et al. [30] proposed stacked-autoencoder-based deep neural network (DNN) for roller bearing and gearbox fault diagnosis with frequency spectra after Fourier transform as inputs. Xia et al. [31] proposed an intelligent fault diagnosis approach that uses DNN based on a stacked denoising autoencoder (SDAE) for bearing diagnosis, and the results indicated that this method can extract representative features from massive unlabeled data and achieve high accuracy. Tan et al. [32] proposed an intelligent fault diagnosis model based on wavelet transform and stacked autoencoder for rolling bearing diagnosis. Muhammad et al. [33] proposed a hybrid feature pool in combination with stacked sparse autoencoder (SSAE) to effectively diagnose bearing faults of multiple severities.

By summarizing the existing researches, it is found that most related work of autoencoder in intelligent diagnosis either applies sparse autoencoder (SAE) or denoising autoencoder (DAE) alone. Although in [34], denoising sparse autoencoder was proposed through introducing both corrupting operation and sparsity constraint into a traditional autoencoder, and was applied in MNIST dataset. There are no researches that combine SAE and DAE, and study the influence of different stack order on diagnosis result. This paper proposed a hybrid autoencoder named stacked sparse denoising autoencoder (SSDAE) which combines SAE and DAE for more representative features extraction and health condition recognition. The effective fault features are extracted using a hybrid method blending EEMD and MPE. EEMD is used to preprocess the raw signals, and the screening of IMFs related to characteristic frequency is carried out. MPE of both the selected IMFs and the raw signals are obtained and fused to input into the proposed SSDAE model for training and classification.

The rest of this paper is organized as follows: Section 2 presents a fault diagnosis SSDAE model that combines EEMD and MPE, with a detailed overview of the proposed method. In Section 3, two kinds of bearing dataset are adopted to validate the effectiveness of the proposed method. The superiority of the proposed method is exhibited through some comparisons. Conclusions are drawn and future work is suggested in Section 4.

2. Proposed Fault Diagnosis Method

2.1. Overview of the Proposed Method

Figure 1 illustrates the procedure of the SSDAE-based diagnosis method presented in this paper. Collected signals are divided into training and testing samples for further processing. And in the feature extraction period, EEMD is used to adaptively decompose the raw signals for a set of IMFs. By analyzing the signal and its IMFs in frequency domain, the IMFs related to the characteristic frequency of different kinds of signals are screened. MPE of both the selected IMFs and the raw signals is calculated, and fused to form a multi-scale high-dimensional feature vector that represents the complex information used for characterizing bearing states. Finally, the fused feature vector is used as the input for the SSDA training and testing.
2.2. Signal Preprocessing Based on EEMD

Huang and Wu [9] proposed the EEMD method, in which multiple averaged noise is added to different scales of the signal. Based on the statistical randomness of the white noise, the signal components were automatically mapped to the scale plane related to the background white noise. After multiple averages, the noise was approximated to an IMF. The calculation method is as follows:

(1) Let the raw signal be \( x(t) \), and let \( N \) be the number of aggregates. Let \( j = 1 \).

(2) Add Gaussian white noise with amplitude coefficient \( k \) to \( x(t) \). Generate a new signal \( x_j(t) \):

\[
x_j(t) = x(t) + k \cdot n_j(t)
\]

(1)

(3) Decompose \( x_j(t) \) into a series of IMFs using the EMD method.

(4) When \( m < N \), repeat steps (2) and (3), but the newly added Gaussian white noise needs to be different from the previous noise. Let \( j = j + 1 \).

(5) After the above \( N \) decompositions, generate several groups of IMFs. Their mean values are:

\[
\bar{c}_i = \frac{1}{N} \sum_{j=1}^{N} c_{ij}
\]

(2)

where \( N \) denotes aggregates numbers and \( c_{ij} \) is the \( i \)th IMF from the \( j \)th decomposition. The final IMF is the \( N \) decomposition of each of the above IMFs.
When using EEMD to decompose a complex signal, it is prone to producing false IMFs that have no physical meaning. Especially in the low-frequency part of the later decomposition stage, there are more false components, and the signal interferes with the extraction of useful feature components. In this respect, Huang et al. [35] proposed an SD threshold method and a termination condition based on zero and an extreme point, and Rilling and Flandrin [36] proposed an amplitude ratio judgment method. EEMD was improved using the above methods, and the low-frequency pseudo-components generated in the later decomposition can be eliminated to a certain extent, but the noise interference components or the pseudo-components of the intermediate frequency generated by decomposition still exist. Therefore, in our research, to reduce the influence of these false components, IMF component extraction based on characteristic frequency correlation is adopted.

2.3. Feature Extraction Based on MPE

Bandt and Pompe [11] proposed PE, which is based on a comparison of adjacent data without considering the specific value of the data. PE can effectively reduce noise interference and computational complexity. The specific calculation principles are as follows:

For the time-domain signal sequence \( x(i) \) with length \( N \), by reconstructing its phase space, the following time series could be obtained:

\[
\begin{align*}
X(1) &= \{x(1), x(1+t), \cdots, x(1+(m-1)t)\} \\
& \vdots \\
X(i) &= \{x(i), x(i+t), \cdots, x(i+(m-1)t)\} \\
& \vdots \\
X(N-(m-1)t) &= \{x(N-(m-1)t), x(N-(m-2)t), \cdots, x(N)\}
\end{align*}
\]

where \( m \) is the embedding dimension, and \( t \) is the time delay.

The arbitrary sequence \( X(i) = \{x(i), x(i+t), \cdots, x(i+(m-1)t)\} \) is rearranged in ascending order as shown in Equation (4).

\[
X(i) = \{x(i+(j_1-1)t) \leq x(i+(j_2-1)t) \leq \cdots \leq x(i+(j_m-1)t)\}
\]

If \( x(i+(j_a-1)t) = x(i+(j_b-1)t) \) exists, it is arranged according to the values of \( j_a \) and \( j_b \). For example, when \( j_a < j_b \) is satisfied, \( x(i+(j_a-1)t) \leq x(i+(j_b-1)t) \). Therefore, for any sequence \( x(i) \), all reconstructed vectors can obtain a set of symbol sequences.

\[
S(l) = \{j_1, j_2, \cdots, j_m\}
\]

where \( l = 1, 2, \cdots, m! \).

For \( m \) different symbols \( \{j_1, j_2, \cdots, j_m\} \), there are \( m! \) different permutations, which is \( m! \) different symbol sequences.

For each symbol sequence, the probability of its occurrence is \( p_f \). Shannon’s entropy defines the PE of the symbol sequence corresponding to the \( k \) reconstruction vector of time series \( x(i) \), as shown in Equation (6).

\[
H_p(m) = -\sum_{i=1}^{m!} p_f \ln(p_f)
\]

when \( p_f = \frac{1}{m!} \), \( H_p(m) \) achieves the maximum value \( \ln(m!) \), and \( H_p(m) \) is standardized in turn:

\[
H_p = \frac{H_p(m)}{\ln(m!)}
\]
When white noise decreases monotonously with the increase in the scale factor. The relationship between PE
where \( \lambda \) represents the scale factor and \( y^\lambda(j) \) represents coarse-grained data arrangement. The parameter
selection considerably influences the calculation result, so before feature extraction, it is necessary
to determine three important parameters: embedding dimension \( m \), time delay \( t \), and scale factor \( \lambda \). When \( m \) is too large, the calculation of the phase space is complex, and the calculation time increases. When \( m \) is too small, the reconstructed information is insufficient for the extraction and detection of
mutation signals. According to Bandt and Pompe [11], \( m \) ranges from 3 to 7. Figure 2 shows the PE
values of Gaussian white noise in different embedding dimension. Figure 2 shows that the smaller the
embedding dimension, the larger the PE value. Therefore, the embedding dimension should not be too
small. In our experimental study, \( m = 5 \) was selected. Figure 2 also shows that the MPE of Gaussian
white noise decreases monotonously with the increase in the scale factor. The relationship between PE and
embedding dimension under different time delays is shown in Figure 3. It can be seen that time delay has little effect on time series, \( t = 1 \) was chosen in this paper. Scale factor \( \lambda \) determines the PE
characteristics of the signal at the corresponding scale. Generally, as proposed in Zheng et al. [37], the
maximum scale factor is usually more than 10.

![Figure 2. Permutation entropy (PE) of Gaussian white noise in different embedding dimensions.](image)

![Figure 3. PE of Gauss white noise with different time delays.](image)
2.4. Health Condition Classification Based on the SSDAE

2.4.1. Autoencoder and its Variant Algorithms

Autoencoder (AE) is a typical three-layer neural network that consists of an input layer, a hidden layer, and an output layer. As shown in Figure 4, the network structure is divided into coding and decoding processes. Mapping from input layer to hidden layer is a coding process, and the mapping from hidden layer to output layer is a decoding process. AE extracts and compresses the input features in the coding part and then restores the compressed features in the decoding part, which turns the hidden layer into another form of expression of the input.

Assume that input data is $X$, and the reconstructed data is $\hat{X}$, and the average reconstruction error between $X$ and $\hat{X}$ is as shown in Equation (9), where $n$ is the number of training samples, $\hat{X}^i$ is the new sample reconstructed from the input, $X^i$ is the raw input, $W$ is the weight, and $b$ is the bias.

$$J(W,b) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{2} ||\hat{X}^i - X^i||^2 \right)$$

(9)

AE realizes the repetition of input through the encoding and decoding processes, in which much redundant information interferes with the extraction of useful features. To solve this problem, Bengio et al. [38] proposed a sparse autoencoder (SAE) in which a restriction condition is added to the coding process. Sparse restriction refers to the suppression of hidden layer neurons in most cases. Here, a sigmoid function is used as an activation function. The SAE adds a sparse penalty term to the loss function, and its expression is shown in Equation (10):

$$\sum_{l=1}^{m} KL(\rho_l || \hat{\rho}_l) = \sum_{l=1}^{m} \rho_l \log \frac{\rho_l}{\hat{\rho}_l} + (1 - \rho_l) \log \frac{1 - \rho_l}{1 - \hat{\rho}_l}$$

(10)

where $m$ is the number of neurons in the hidden layer, index $l$ represents each neuron in the hidden layer in turn, $\rho_l$ is a sparse parameter, and $\hat{\rho}_l$ represents the average activity of the hidden layer $l$, and its expression is in Equation (11):

$$\hat{\rho}_l = \frac{1}{n} \sum_{i=1}^{n} a_l^{(2)}(x^{(i)})$$

(11)

where $a_l^{(2)}$ denotes the activation of hidden neurons, and $a_l^{(2)}(x^{(i)})$ denotes the activation of hidden neurons $x$ in a given input of $l$. The function $KL(\rho_l || \hat{\rho}_l)$ has the following properties: when $\hat{\rho}_l = \rho_l$, $KL(\rho_l || \hat{\rho}_l) = 0$ increases monotonously as the difference between $\hat{\rho}_l$ and $\rho_l$ increases. The function
$KL(\rho || \hat{\rho})$ is added to the loss function, and the loss function is then minimized, so the effects of $\hat{\rho}$ and $\rho$ are as close as possible. The loss function of the SAE is shown in Equation (12):

$$J_{\text{sparse}}(W,b) = J(W,b) + \beta \sum_{l=1}^{m} KL(\rho || \hat{\rho})$$  \hspace{1cm} (12)

where $\beta$ denotes the weight of the sparse penalty items. When the SAE extracts features, most of the neurons in the hidden layer are suppressed, and its mechanism is similar to that of a visual system. The advantage of SAE is that it can learn more representative and sparse features from the input rather than just reproduce them. Therefore, the features extracted by the SAE help improve the reliability of health condition recognition.

Denoising autoencoder (DAE) [22] is to add noise to the input and then train the network with the noised input. The training objective is to make the output as close as possible to the raw input to improve robustness of the features. The new feature $h$ and the reconstructed data are defined in Equations (13) and (14), respectively, where $s_i$ is the activation function of coding, $s_d$ is the decoding activation function, $w$ is the weight matrix, $\tilde{w}$ is $w^T$, $b$ is the coding deviation, and $p$ is the decoding deviation. Finally, the loss function of DAE is obtained as shown in Equation (15), where $N$ is the training sample set, and $\theta = \{w, b, p\}$.

$$h = i(\tilde{x}) = s_i(wx + b)$$ \hspace{1cm} (13)

$$\hat{x} = d(h) = s_d(\tilde{w}h + p)$$ \hspace{1cm} (14)

$$J_{\text{DAE}}(\theta) = \sum_{x \in N} L(x, d(i(\tilde{x})))$$ \hspace{1cm} (15)

2.4.2. Stacked Sparse Denoising Autoencoder

Deep learning produces excellent performance by optimizing network structure and training methods. Therefore, to recognize fault states correctly in complex working conditions for bearing fault diagnosis, it is essential to construct a deep network with a reasonable structure and excellent training methods. Bengio [29] proposed a deep learning network constructed by a stacked autoencoder that is composed of several shallow AEs. The training idea is that, through an unsupervised self-learning method, each AE is trained sequentially so that the whole network is trained. The hidden layer parameters of each AE are then stacked to construct a deep structure.

Based on the above analysis, a stacking training strategy is simpler than directly training large-scale deep network architecture, and the network training more easily converges. However, it is worth studying which features are more conducive to health condition recognition and how extracted features can be more easily classified. Therefore, in our research, to better manage the high-dimensional feature vector and extract sparse and robust features, a hybrid autoencoder, which combines SAE and DAE, is proposed.

Figure 5 depicts the construction and training process of the proposed SSDAE model; Figure 5a,b are the shallow SAE and DAE, respectively. In the training process, $H_i$ represents the hidden layer feature, $W_i^e$ is the coding weight from the input layer to the hidden layer; $W_i^d$ is the decoding weight from the hidden layer to the output layer; and $i$ represents the training group. Firstly, the SAE is unsupervised trained, and the trained hidden layer parameters $H_1$ are used as the input of the DAE, which is also unsupervised trained. Finally, based on the stacked training parameters of the two models, a hybrid autoencoder is constructed, as shown in Figure 5c. $W_1^e$ and $W_2^e$ are the coding weights of the first and second layers, respectively; and $W_3^d$ and $W_4^d$ are the decoding weights of the third and fourth layers, respectively. As shown in Figure 5d, taking the two trained hidden layers and adding a Softmax classifier, the supervised learning SSDAE model is constructed. Thus, by establishing a
reasonable model arrangement order and stacking form, input features can be optimally selected and fault recognition performance can be further improved.

![Figure 5. The construction and training of the stacked sparse denoising autoencoder (SSDAE). (a) the shallow sparse autoencoder (SAE), (b) the shallow denoising autoencoder (DAE), (c) the constructed SSDAE network, and (d) the proposed supervised learning SSDAE network.](image)

3. Experiments and Analysis

In this section, two experiments were constructed to prove the effectiveness of the proposed method. In Experiment 1, the Case Western Reserve University (CWRU) bearing dataset was employed. In Experiment 2, a single point and compound bearing faults experiment was designed in the rotor-bearing experimental system. For purpose of a fair comparison, three conditions are the same as follows: (1) the length of each sample is 2048 points; (2) the SSDA is trained by two-thirds of the samples, and the rest samples are utilized to test the performance; (3) each experiment runs four times to reduce the randomness.

3.1. Experiment 1: Case Western Reserve University (CWRU) Bearing Dataset

3.1.1. Dataset Introduction and Experiment Description

The data used in this paper for experimental validation were provided by Case Western Reserve University (CWRU), Cleveland, Ohio, USA. As shown in Figure 6, the test stand consists of an electronic motor, a torque transducer, a dynamometer, and control electronics. Single point faults were introduced to the test bearings using electro-discharge machining. Faults were set on the rolling elements, the outer races, and the inner races, and each fault bearing was installed in the test ring, which was run at a constant speed for motor loads of 0, 746, 1492, and 2238W, with motor speeds corresponding to 1797, 1772, 1750, and 1730 rpm. A more detailed introduction can be found on the CWRU Bearing Data website [39].
Before processing, the raw signal was analyzed preliminarily. The rotating frequency of the shaft is 29.5Hz. According to the bearing parameters and the shaft rotating frequency, the fault characteristic frequencies of each part can be calculated [40]. The characteristic frequencies of IRF, ORF and BF are $f_i = 159.9$ Hz, $f_O = 105.8$ Hz and $f_B = 139.2$, respectively. The time domain signals of four different conditions and their spectra figures are shown in Figure 7. It can be seen the main frequency components of normal condition are concentrated within 2000 Hz, and main characteristic frequencies are 87.89 Hz, 105.8 Hz and 139.2 Hz, respectively. The main frequency components of ORF are concentrated, and 2449 Hz, 2602 Hz, 2707 Hz, 2871 Hz and 3357 Hz are the main frequency components, and only 2449 Hz is the frequency doubling of the shaft rotating frequency and its characteristic frequency. The main frequency components are

| Type | Outside Diameter | Inside Diameter | Thickness | Ball Diameter | Pitch Diameter | Number of Balls |
|------|------------------|-----------------|-----------|---------------|---------------|----------------|
| 6205-2RS JEM SKF | 52 | 25 | 15 | 7.94 | 39 | 9 |

Table 2. Training and testing samples of the bearing dataset in Experiment 1.

| Fault Type | Fault Diameter (mm) | Training Samples | Testing Samples | Sample Length | Sample Label |
|------------|----------------------|------------------|-----------------|---------------|--------------|
| N          | 0                    | 100/100/100      | 50/50/50        |               |              |
| ORF        | 0.18/0.36/0.54       | 100/100/100      | 50/50/50        | 2048          | 2             |
| BF         | 0.18/0.36/0.54       | 100/100/100      | 50/50/50        |               | 3             |
| IRF        | 0.18/0.36/0.54       | 100/100/100      | 50/50/50        |               | 4             |

3.1.2. Spectral Characteristic Analysis and IMFs Screening

Before processing, the raw signal was analyzed preliminarily. The rotating frequency of the shaft is 29.5Hz. According to the bearing parameters and the shaft rotating frequency, the fault characteristic frequencies of each part can be calculated [40]. The characteristic frequencies of IRF, ORF and BF are $f_i = 159.9$ Hz, $f_O = 105.8$ Hz and $f_B = 139.2$, respectively. The time domain signals of four different conditions and their spectra figures are shown in Figure 7. It can be seen the main frequency components of normal condition are concentrated within 2000 Hz, and main characteristic frequencies are 87.89 Hz, 105.8 Hz and 139.2 Hz, respectively. The main frequency components of ORF are concentrated, and 2449 Hz, 2602 Hz, 2707 Hz, 2871 Hz and 3357 Hz are the main frequency components, and only 2449 Hz is the frequency doubling of the shaft rotating frequency and its characteristic frequency. The main frequency components are
also concentrated in BF spectrum, 3217 Hz and 3480 Hz are the frequency doubling of the rotating frequency and its characteristic frequency. The main frequency components of IRF are multiple and scattered, and only 2742 Hz and 3539 Hz are the frequency doubling of the rotating frequency and its characteristic frequency. From the above spectrum analysis, it can be seen that only a few of the main frequency components in each state are frequency conversion and frequency doubling of their fault characteristic frequencies, and there are many interference frequencies.

![Figure 7](image_url)

**Figure 7.** Time domain waveform and spectrogram of the four health conditions. (a) Normal condition (N); (b) Outer race fault (ORF); (c) Ball fault (BF); (d) Inter race fault (IRF).

The signal samples were initially preprocessed with EEMD. Figure 8 shows IMFs of a BF signal sample. As can be deduced from the IMF waveform, the first five-order IMFs contain sufficient frequency components, and IMF6–IMF8 may be low-frequency false components. As shown in Figure 9, (a) is spectrogram of a BF sample, and (b) are the spectrogram of its eight-order IMFs. It can be seen that IMF1 to IMF5 contain the main characteristic frequency components of the raw signal from high frequency to low frequency, respectively. IMF5 is followed by low-frequency false components. So the first five-order IMFs were selected for the subsequent feature extraction.
Figure 8. Eight-order IMFs of a BF signal decomposed by ensemble empirical mode decomposition (EEMD).

Figure 9. Spectrogram of a BF signal and its IMFss. (a) Spectrogram of a BF signal sample; (b) Spectrogram of the eight-order IMFs.
3.1.3. Scale Factor Selection and Feature Extraction Analysis

In the PE feature extraction process, as described in Section 2.3, \( m \) was selected as 5, and \( t \) was set as 1. Moreover, the range of scale factor \( \lambda \) also plays an important role in feature extraction performance. The maximum scale factor 20 is selected for analysis, and the MPE curves of four types of samples are obtained as shown in Figure 10. It can be seen that the MPE values increase first and then decrease with the increase of scale factor. At the same time, when scale factor is greater than 10, the trend of the MPE curves of different types tend to converge, which indicates that the complexity of different vibration signals tends to decrease at the same rate. This means that when the scale factor is greater than 10, it has little significance for PE to describe the complexity of the signal. As such, the scale factor was selected as 10.

![Figure 10. Multiscale permutation entropy (MPE) of bearing signals for four health conditions with different scale factor.](image1)

Figure 10. Multiscale permutation entropy (MPE) of bearing signals for four health conditions with different scale factor.

Figure 11 shows the MPE of the raw vibration signals in the four health conditions. The PE of the vibration signals with different health conditions has similar fluctuation intervals, and the intensity of fluctuation is also similar. Simultaneously, there are overlaps and intersections in the PE fluctuation range. Figures 12 and 13 show the MPE of IMF1 and IMF3 for the four health conditions, respectively. The fluctuation intensity in IMF1 and IMF3 both vary greatly compared with that shown in Figure 11, and the MPE of IMF3 varies more than that of IMF1. In other words, the MPE features of IMF3 are more separable than those of IMF1 and those of the raw signal. However, the fluctuation intervals of PE still overlap. Therefore, it is not easy to directly distinguish faults with MPE parameters.

![Figure 11. MPE of the raw vibration signals for four health conditions.](image2)

Figure 11. MPE of the raw vibration signals for four health conditions.
10-dimensional vector. The MPE of the first five-order IMFs was recorded as MPE

As the raw signal contains a great deal of useful information, the MPE of the raw signal was considered and fused with the IMF permutation entropy to enrich the information of the extracted feature vector. According to the training samples (N, ORF, BF, and IRF), the MPE of the selected IMFs and the raw signals were extracted. The MPE of the raw signal was recorded as MPEi, which is a 10-dimensional vector. The MPE of the first five-order IMFs was recorded as MPEj. Therefore, the final feature vector V is obtained as follows:

\[
V = \{MPE_i, MPE_{j1}, MPE_{j2}, MPE_{j3}, MPE_{j4}, MPE_{j5}\}
\]  

(16)

The dimension of the feature vector V is 60. Through the above feature extraction method, the obtained feature vector considers the correlation of the IMFs and the raw signals themselves. It also takes advantage of MPE to characterize weak fault signals, which is beneficial in terms of establishing more abundant and comprehensive feature extraction. According to the above method, the feature vectors of all experimental samples were extracted. The MPE feature vector was then used as input in the SSDAE network for training and testing.

3.1.4. Validation Results

As mentioned in Section 2.4.2., the proposed SSDAE contains two hidden layers. The neuron numbers of the first and second hidden layers were set to 100 and 60, respectively. The number of output layer neurons was four, which was determined by the number of bearing health conditions. The activation function was sigmoid, and the learning rates of the two hidden layers and the softmax layer were 0.1, 0.1, and 0.2, respectively. The sparsity parameter was 0.15, and the corruption level was 0.3. The detailed parameters of the SSDAE are listed in Table 3.
The extracted feature vector was divided into training and testing data. The former was used to train the constructed network, and the latter was used to validate the performance of the diagnosis model. Four tests were carried out, with an average classification accuracy of 99.55%. One of the test classification results is shown in Figure 14. According to the classification result, 498 out of 500 test samples were identified accurately. All samples of N and IRF were identified accurately, and only two samples were misjudged: one BF sample was misjudged as an ORF, and one ORF sample was misjudged as an IRF. The classification accuracy rate was 99.6% (498/500 = 99.6%). The experimental result shows that the proposed method based on MPE and the SSDAE can effectively detect bearing faults, and the recognition and analysis effect in different working conditions is ideal.

![Figure 14. Classification result of the proposed method for bearing dataset.](image)

To further validate the superiority of the proposed SSDAE model structure, a comparative experiment of a different stack order, Scheme 1 (SAE + DAE), with Scheme 2 (DAE + SAE) was conducted. According to the training process of the SSDAE model, the experimental results of the two schemes were compared in the same experimental condition. Figure 15 shows that the reconstruction error of both schemes decreases as iterations increase. In Scheme 1, the reconstruction error is less than 0.05 after 100 iterations, and with the increase in iterations, the reconstruction error is stable at about 0.025. In Scheme 2, the reconstruction error is less than 0.25 after 100 iterations. With the increase in iterations, the reconstruction error decreases slowly. As the number of iterations reaches 200, the reconstruction error is still as high as 0.2. However, at the beginning of training, the reconstruction error of Scheme 1 is slightly larger than that of Scheme 2. With the increase in iterations, the reconstruction error of Scheme 1 decreases rapidly and is less than that of Scheme 2. Therefore, (the proposed) Scheme 1 is superior to Scheme 2 in terms of the real reconstruction error. One possible reason for this result is that when human visual systems process information, its mechanism is similar to sparse coding. That is, a single neuron only responds strongly to certain information. Most of the neurons in the hidden layer are suppressed, and input data are represented by sparse components. Therefore, the ability of the SAE to extract representative features is better than that of the DAE. The DAE model itself can erase the noise in the training data because the noise data is close to the test data, which can reduce the generation gap between the training and test data. Thus, in Scheme 1, the SAE is first
used to extract a better feature description of the input, and the DAE is then used to enhance the robustness of feature extraction and reduce the generation gap between the training set and the testing set. Therefore, the reconstruction error of Scheme 1 was smaller. Thus, Scheme 1 would help improve the classification accuracy.

Figure 15. Reconstruction error of the two schemes.

Figure 16 shows that the time required of the two schemes decreases with the increase in iterations. Each iteration time of Scheme 1 (SAE + DAE) and Scheme 2 (DAE + SAE) tends to stabilize after about 120 iterations and 80 iterations, respectively, mainly because the network has been fully trained. However, regardless of the number of iterations, Scheme 1 takes less time than Scheme 2, and each iteration time is stable at about 1s and 5s, respectively. The possible reason for this finding is that, in our experiment, the input of the SSDAE is a high-dimensional vector, and the proposed Scheme 1 starts training the SAE first, which ensures that the dimension reduction is implemented at the beginning of network training. Therefore, the network could be trained quickly from the low-dimensional vector, so each iteration time is reduced.

Figure 16. The contrast chart of the iteration time between the two schemes.

Some key parameters considerably influence classification accuracy or time consumption, such as the number of hidden layer neurons, the sparsity parameter, and the corruption level. Therefore, to analyze the impacts of different parameters on the diagnosis result, experiments for each parameter with different values are carried out for comparison.

The number of hidden layer neurons is important for the feature learning and classification accuracy of the SSDAE. Figure 17 shows the relationship between the number of neurons in two hidden layers with classification accuracy and time consumption. Considering dimension reduction, the
number of neurons in the second hidden layer was set to be less than that in the first hidden layer, but equal or a little more than half of that in the first layer. Figure 17 shows that the classification accuracy improves gradually as the number of neurons increases. Notably, when the number of neurons in the first layer is more than 100, the classification accuracy tends to be stable, but time consumption increases linearly. Therefore, to ensure both high classification accuracy and quicker calculation speed, the number of neurons in the two hidden layers was selected as 100 and 60, respectively.

![Figure 17. Effect of the number of neurons in two hidden layers.](image)

A proper sparsity parameter not only improves the feature learning ability of the network but also improves the computing efficiency. The sparsity parameter is usually a small value that is no greater than 0.5. So, the performance with sparsity parameters varying from 0.05 to 0.5 was studied in our experiments. The experimental results are shown in Figure 18. Figure 18 shows that with the increase in sparse parameter values, the classification accuracy increases gradually and then decreases gradually. When the sparsity value is greater than 0.25, the diagnosis accuracy obviously decreases. Therefore, the best diagnosis performance is obtained when the sparsity parameter is 0.15.

![Figure 18. Classification accuracy of the proposed method with different sparsity parameters.](image)

An excessive corruption level value may excessively remove useful information, and too small a value will affect the filtering of redundant information, thus affecting the diagnosis accuracy. The effect on classification accuracy of different corruption level values is shown in Figure 19. With the increase in the corruption level value, the classification accuracy increases gradually, and then decreases gradually. When the corruption level value is greater than 0.2 and less than 0.35, stable high classification accuracy rates are observed. When the corruption level value is greater than 0.35, the classification accuracy obviously decreases. Therefore, the best diagnosis performance is obtained when the corruption level is 0.3.
In order to know the layer-by-layer feature extraction effect of the SSDAE, the dimension reduction technology of t-SNE (t-distributed stochastic neighbor embedding) is used to reduce the dimension of each layer feature of a test set to 2 dimensions and visualize it [41]. The visualization results are shown in Figure 20. It can be seen that in the scatter plot of input data, the four states of samples are basically mixed together, and the degree of sample aggregation is poor. For each hidden layer, the features of each category are aggregated once. After the second hidden layer, each type has been basically separated. This shows that the feature distribution is greatly improved by SSDAE layer by layer feature extraction, and the ability of feature expression and distinction is stronger, thus ensuring the effective realization of subsequent state recognition and classification.

Commonly used classification models, such as the traditional stacked AE, SVM, and back-propagation neural network (BPNN), were used to validate and compare the effectiveness of the proposed SSDAE. The stacked AE has the same structure as the SSDAE. The input, hidden, and output dimensions of the BPNN were 200, 100, and 4, respectively, and sigmoid was used as an activation function. The SVM used the Gaussian kernel function. As shown in Table 4, the four
methods used the same signal preprocessing (EEMD) and feature extraction (MPE) models in addition to the classification models mentioned above.

| Methods                                    | N     | ORF   | BF    | IRF   | Total  |
|--------------------------------------------|-------|-------|-------|-------|--------|
| EEMD + MPE + SSDAE (proposed)              | 100   | 99.33 | 99.33 | 100   | 99.60  |
| EEMD + MPE + Stacked AE                   | 98.00 | 98.67 | 98.00 | 96.67 | 97.80  |
| EEMD + MPE + SVM                          | 100   | 95.33 | 92.67 | 90.00 | 93.40  |
| EEMD + MPE + BPNN                         | 90.00 | 92.67 | 90.67 | 87.33 | 90.20  |

The classification results of each health condition and the total classification accuracy are shown in Table 4. The results demonstrate that the proposed method achieved the highest classification accuracy (99.6%), and the classification accuracy of each condition was also higher than the others. By comparing the first two shallow architecture methods with the last two deep learning methods, we found that, in the case of the same signal processing and feature extraction methods, methods based on the SSDAE or the stacked AE have higher classification accuracy than SVM and BPNN. This shows that deep learning method has a stronger ability in terms of feature learning and abstraction than shallow intelligent diagnosis method, especially in the case of a large number of samples with high-dimension and multi-classification issues. In addition, the SSDAE-based method achieved a higher accuracy than the stacked AE-based method, which proves that the proposed SSDAE outperforms the traditional stacked AE in extracting more representative features.

To further verify the effectiveness of the proposed feature extraction method, wavelet packet-empirical mode decomposition (WP-EMD) [42], variational mode decomposition and permutation entropy (VMD-PE) [43], and improved empirical mode decomposition energy entropy (EMDEE) [44] were considered for comparison. The features extracted by the above methods were input into the SSDAE for classification, and the classification accuracies are shown in Table 5. The proposed method achieved the highest total classification accuracy and performed better in most health conditions. Through the comparison, we observed that the feature extraction methods based on PE have higher classification accuracy than the EMD-based methods. This shows that MPE could effectively characterize and extract the volatility characteristics of different signals and mine the representative features for further diagnosis.

| Methods           | N     | ORF   | BF    | IRF   | Total  |
|-------------------|-------|-------|-------|-------|--------|
| EEMD-MPE (proposed) | 100   | 99.33 | 99.33 | 100   | 99.60  |
| VMD-PE            | 100   | 100   | 99.33 | 98.67 | 99.20  |
| WP-EMD            | 98.00 | 98.00 | 98.67 | 99.33 | 98.60  |
| EMDEE             | 94.00 | 98.67 | 98.00 | 97.33 | 97.60  |

3.2. Experiment 2: The Laboratory Measurement Bearing Dataset

3.2.1. Experimental Data

The rotor-bearing experimental system is mainly composed of speed regulating motor, gearbox, rotating shaft, turntable, and test bearing and corresponding test system. Its structure is shown in Figure 21. During the test, the motor drives the tested bearing to rotate through the gearbox, and the motor is controlled by the frequency converter to stabilize the speed of the tested bearing in a certain range. The accelerometer is a B&K4508 vibration sensor with sensitivity of 9.782 mV/g and frequency range of 0.1-8 kHz. The data acquisition card is NIUSB-9234 with four-channel C-series dynamic signal acquisition module with USB interface.
The bearing tested on the rotor-bearing test bench is HRB6304 rolling bearing, and its parameters are shown in Table 6. Vibration signals are collected by a vibration sensor installed in the vertical direction of the bearing seat. Speed control motor speed is 2000r/min, and the sampling frequency is set to 10 KHz. The experiment simulates six different fault types shown in Figure 22, including three single point faults and three compound faults. The single point faults are IRF, ORF and BF, and the compound faults are IRF + ORF, IRF + BF, ORF + BF. The fault diameter is 0.5334 mm and the fault depth is 2.1 mm. Through the test, 1050 samples of different bearing states are obtained, each sample length is 2048 points, and the specific conditions of the seven kinds of samples are shown in Table 7.

Table 6. HRB6304 bearing parameters (mm).

| Parameter | Inner Ring Diameter | Outer Ring Diameter | Pitch Diameter | Ball Diameter | Number of Balls |
|-----------|---------------------|---------------------|----------------|---------------|----------------|
| Value     | 20                  | 52                  | 36             | 9.6           | 7              |

Table 7. Samples of the bearing in Experiment 2.

| Fault Type | Training Samples | Test Samples | Sample Length | Sample Label |
|------------|------------------|--------------|---------------|--------------|
| N          | 300              | 150          |               | 1            |
| ORF        | 300              | 150          |               | 2            |
| BF         | 300              | 150          |               | 3            |
| IRF        | 300              | 150          | 2048          | 4            |
| IRF+ORF    | 300              | 150          |               | 5            |
| IRF+BF     | 300              | 150          |               | 6            |
| ORF+BF     | 300              | 150          |               | 7            |
3.2.2. Spectral Characteristic Analysis and IMFs Screening

The same as Experiment 1, fault characteristic frequencies of each part can be calculated [41]. The characteristic frequencies of IRF, ORF and BF are \( f_{1} = 147.63 \) Hz, \( f_{0} = 85.47 \) Hz and \( f_{B} = 62.43 \) Hz, respectively. The time domain waveform of seven different conditions and their spectrogram are shown in Figure 23. By observing the main characteristic frequencies in the spectrum of various kinds of state signals, we find that there exists a high frequency and high amplitude component of about 3200 Hz in each kind of state signal. At the same time, in ORF, BF, IRF+ORF, IRF+BF and ORF+BF, there is a frequency component with a high frequency and relatively high amplitude of about 4800 Hz. Meanwhile, although the frequency doubling of fault characteristic frequencies can be seen under some components, there are many interference components, and the spectrum peaks of fault characteristic frequencies and their harmonics are not prominent enough. This means that there are many interference frequency components in the measured signal.

![Figure 23. Cont.](image-url)
Figure 23. Time domain waveform and spectrogram of different health conditions in Experiment 2. (a) Normal condition (N); (b) Outer race fault (ORF); (c) Ball fault (BF); (d) Inter race fault (IRF); (e) IRF+ORF; (f) IRF+BF; (g) ORF+BF.

Figure 24 shows IMFs of an IRF+BF signal sample. We find it difficult to select IMFs accurately through the time-domain waveform. As shown in Figure 25, (a) is spectrogram of the raw sample and (b) are spectrograms of its eight-order IMFs. It is easy to find out from the spectrum of each IMF component that IMF1 to IMF5 contain main frequency components of the raw signal from high frequency to low frequency, respectively, and IMF6–IMF8 may be low-frequency false components. So, the first five-order IMFs were selected in Experiment 2.

Figure 24. Eight-order IMFs of an IRF+BF signal decomposed by EEMD.

Figure 25. Cont.
3.2.3. Influence of Scale Factor Variation on MPE

The appropriate scale factor range was also analyzed in Experiment 2. The MPE curves of the seven bearing health conditions are obtained with the maximum scale factor selected as 20. As shown in Figure 26, when the scale factor is less than 10, the MPE curve of each state signal fluctuates greatly. Whereas when scale factor is greater than 10, the trend of the MPE curves of different bearing states tend to converge. This means that when scale factor is greater than 10, it has little significance for PE to describe the complexity of the signal. As such, the scale factor was also selected as 10 in Experiment 2. As in Experiment 1, with the selected parameters, MPE of the raw signal and the first five-order IMFs of each signal were calculated and fused, so dimension of the input feature vector is 60. And then MPE of all the experimental samples were extracted and used as input into the SSDAE network for training and testing.

![Figure 26. MPE of seven health conditions with different scale factors in Experiment 2.](image)

3.2.4. Validation Results

The most parameters of the proposed SSDAE in Experiment 2 are the same as that in Experiment 1, and the number of input and output layer neurons are 60 and 7, which is determined by the dimension of the input and the number of bearing health conditions. The extracted feature vector was divided into training and testing datasets, and was put into the SSDAE model for health condition diagnosis. The average accuracy of four tests is 97.98%. Figure 27 presents the confusion matrix of the third
classification results using the proposed method (classification accuracy $1033/1050 = 98.38\%$). The result of Experiment 2 also shows that the proposed method based on MPE and SSDAE can effectively identify bearing faults.

![Figure 27. Confusion matrix diagram of the third test result using the proposed method.](image)

A comparative experiment of different stack order, Scheme 1 (SAE + DAE), with Scheme 2 (DAE + SAE) was also conducted in Experiment 2, to validate the superiority of the proposed SSDAE structure. And the experimental results were compared in the same experimental condition with Experiment 1. The test result of Scheme 1 and Scheme 2 under different iterations is shown in Figure 28. It can be seen that, as the number of iterations increases, the reconstruction error of scheme 1 decreases more quickly than that of scheme 2, and is always much smaller than that of scheme 2. Consistent with the result of Experiment 1, the result of Experiment 2 also indicates that Scheme 1 is effective in diagnosis of bearing vibration signals and it causes almost no loss of input information.

![Figure 28. Reconstruction error of the two schemes in Experiment 2.](image)

In order to verify the effectiveness of the proposed method, the stacked AE, AE, SVM, and BPNN were also used for comparison. The network structure and parameters settings of each comparison method are the same as those in Experiment 1. In order to avoid the impact of contingency, each diagnostic method has been run four times. The detailed testing accuracy of each method under four tests is shown in Figure 29. The first three methods are applied with the inputs that are preprocessing by EEMD and MPE, whereas the inputs of the remaining methods are all raw time-domain signals. Specific diagnostic accuracy and average accuracy are shown in Table 8.
by EEMD and MPE, whereas the inputs of the remaining methods are all raw time-domain signals. Specific diagnostic accuracy and average accuracy are shown in Table 8.

As illustrated by the figure and the table, the proposed method not only has higher average fault recognition rate, but also has better diagnosis stability than other methods. We find that methods based on signal processing (EEMD) and feature extraction (MPE) have higher classification accuracy than those without any processing. This shows that the proposed feature extraction method (EEMD+MPE) could effectively extract the volatility characteristics of different signals. We also observe that with the same signal processing and feature extraction method, methods based on SSDAE or stacked AE have higher classification accuracy than those based on AE, SVM and BPNN. It shows that deep learning method has a stronger ability in terms of feature learning and abstraction than shallow intelligent diagnosis method, especially in the case of large number samples and multi-classification issues. In addition, the SSDAE-based method achieved a higher accuracy than the stacked AE-based method, which proves that the proposed SSDAE is more effective in diagnosis performance.

![Figure 29. Diagnosis results of the four tests.](Image)

**Table 8.** Average classification accuracy (%) of the proposed method and the comparative methods.

| Methods                  | Classification Accuracy (%) |
|--------------------------|----------------------------|
|                          | Test 1 | Test 2 | Test 3 | Test 4 | Average Accuracy |
| EEMD + MPE + SSDAE       | 97.9   | 98.19  | 98.38  | 97.43  | 97.98            |
| EEMD + MPE + Stacked AE  | 96.86  | 95.9   | 96.19  | 94.48  | 95.86            |
| EEMD + MPE + SVM         | 92.47  | 93.33  | 88.48  | 91.43  | 91.43            |
| Stacked AE               | 90.09  | 89.62  | 89.24  | 90.47  | 88.07            |
| AE                       | 82.95  | 86.76  | 84.95  | 83.9   | 86.43            |
| SVM                      | 66.67  | 63.8   | 62.95  | 63.24  | 64.17            |
| BPNN                     | 37.24  | 33.71  | 38.57  | 35.33  | 36.21            |

4. Conclusions and Future Work

Given the non-linearity and non-stationarity of bearing vibration signals, a novel diagnosis method based on SSDAE is proposed in this paper. EEMD is used for adaptive multi-scale decomposition of the vibration signal to obtain the stable component. MPE, which can effectively characterize the working characteristics of bearings in different health conditions, is used for the representative feature extraction. The proposed SSDAE was used for further feature learning and health condition classification. CWRU bearing dataset containing four health conditions with three fault severities, and the laboratory measurement bearing dataset containing seven health conditions with single fault and compound fault were used to validate the proposed method. And for the two bearing dataset diagnosis, the average classification accuracy was as high as 99.55% and 97.98%, respectively. The proposed SSDAE stack structure was compared with other stack form, and it shows that the proposed structure
is superior in terms of both reconstruction error and iteration time. The influence of several key parameters on diagnosis accuracy was optimized through experiments. The proposed method was compared with the comparable methods, and results demonstrated that our method is more effective.

In the future, information about more bearing fault types needs to be collected and examined to enrich the fault database. For feature extraction, we only considered MPE method. MPE is based on the comparison between adjacent data, and extracts feature parameters reflecting signal randomness and dynamic mutation. Because it does not consider the data itself, it may ignore some information of the data itself. Hence, more efficient feature extraction methods could be developed for feature fusion to improve the classification accuracy. Generally speaking, most of the current fault detection methods are to predict the faults that have occurred and verify the effectiveness of the algorithm. However, the ultimate engineering application of fault diagnosis is to detect and predict the current faults. Therefore, online diagnosis of early health prediction on the basis of our research is worth studying.
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