An Ising model for the thermal and dynamic properties of supercooled liquids and the glass transition
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Abstract: We describe the behavior of an Ising model with orthogonal dynamics, where changes in energy and changes in alignment never occur during the same Monte Carlo (MC) step. This orthogonal Ising model (OIM) allows conservation of energy and conservation of (angular) momentum to proceed independently, on their own preferred time scales. The OIM also includes a third type of MC step that makes or breaks the interaction between neighboring spins, facilitating an equilibrium distribution of bond energies. MC simulations of the OIM mimic more than twenty distinctive characteristics that are commonly found above and below the glass temperature, $T_g$. Examples include a specific heat that has hysteresis around $T_g$, out-of-phase (loss) response that exhibits primary ($\alpha$) and secondary ($\beta$) peaks, super-Arrhenius $T$ dependence for the $\alpha$-response time ($\tau_\alpha$), and fragilities that increase with increasing system size ($N$). Mean-field theory for energy fluctuations in the OIM yields a critical temperature ($T_c$) and a novel expression for the super-Arrhenius divergence as $T \to T_c$: $\ln(\tau_\alpha) \sim 1/(1 - T_c/T)^2$. Because this divergence is reminiscent of the Vogel-Fulcher-Tammann (VFT) law squared, we call it the “VFT2 law.” A modified Stickel plot, which linearizes the VFT2 law, shows that at high $T$ where mean-field theory should apply, only the VFT2 law gives qualitatively consistent agreement with measurements of $\tau_\alpha$ (from the literature) on five glass-forming liquids. Such agreement with the OIM suggests that several basic features govern supercooled liquids. The freezing of a liquid into a glass involves an underlying 2nd-order transition that is broadened by finite-size effects. The VFT2 law for $\tau_\alpha$ comes from energy fluctuations that enhance the pathways through an entropy bottleneck, not activation over an energy barrier. Values of $\tau_\alpha$ vary exponentially with inverse $N$, consistent with the distribution of relaxation times deduced from measurements of $\alpha$ response. System sizes found via the $T$ dependence of $\tau_\alpha$ from simulations and measurements are similar to sizes of independently relaxing regions (IRR) measured by nuclear magnetic resonance (NMR) for simple-molecule glass-forming liquids. The OIM elucidates the key ingredients needed to interpret the thermal and dynamic properties of amorphous materials, while providing a broad foundation for more-detailed models of liquid-glass behavior.
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1. Introduction

Our goal is to find the simplest model that mimics the greatest number of features commonly shown by supercooled liquids [1-3]. The simplest microscopic picture for a thermodynamic phase transition is the homogeneous Ising model on an infinite lattice [4,5]. However, heterogeneity is known to be a crucial characteristic of supercooled liquids [6-14], and it is still an open question as to whether freezing of a liquid into a glass involves an underlying transition. Furthermore, in a strict sense, the Ising model applies only to binary degrees of freedom (“spins”), such as uniaxial magnetic or electric dipoles, binary alloys, or lattice gases; not molecules that may move continuously in all directions. Nevertheless, the Ising model can be a
useful starting point for studies in statistical physics [15,16], similar to the ideal gas for thermodynamics or the fruit fly for genetics. Therefore, we seek the minimal modifications to the Ising model that allow it to match the broadest range of features in the liquid-glass transformation. Here, we extend the standard Ising model by adding finite-size effects, a thermal distribution of interaction energies, and orthogonal constraints on the dynamics. We show that this “orthogonal Ising model” (OIM) mimics more than twenty features commonly found in supercooled liquids and the glass transition, and we discuss key insights gained from the model.

The concept of simulating Ising models with kinetic constraints was introduced by Kawasaki [17]. The Kawasaki exchange step can be thought of as exchanging the location of two neighboring spins without changing their alignments, thus ensuring constant net alignment during each step. In its original application this constraint was used to conserve both types of particles in a binary mixture, yielding particle diffusion near a critical point. Subsequent studies of kinetic Ising models using other constraints exhibit various characteristics of supercooled liquids [18-21], including super-Arrhenius activation of the primary ($\alpha$) response time ($\tau_\alpha$) as a function of temperature ($T$), and stretched-exponential relaxation of the alignment as a function of time ($t$). Another approach for adapting the Ising model to supercooled liquids involves mean-field theory on a thermal distribution of finite systems [22,23]. Results from this mesoscopic mean-field theory include peak response frequencies ($f_p$) that follow the Vogel-Fulcher-Tammann (VFT) law for super-Arrhenius activation, $\alpha$-response peaks that are asymmetrical due to relaxation rates that vary exponentially with inverse size, and an underlying phase transition that is smeared out by finite-size effects. Here we combine finite-size effects with a novel set of constraints on Ising dynamics to yield a simplified, but microscopic model that mimics more than twenty distinctive properties of the liquid-glass transition. Although the constraints we use for OIM can be thought of as empirical assumptions, we describe evidence indicating that they are justified by fundamental physics.

Kawasaki exchange is the standard constraint that we add to MC simulations, and one way to create transition rates with a dynamical hierarchy that allows realistic simulations of physical processes using MC [24,25]. A less-common modification involves MC steps that change the alignment, without changing the net energy. When combined, these two constraints yield “orthogonal dynamics,” where steps that change energy never change the net alignment, and vice versa. Note that orthogonal dynamics does not prevent correlations between changes in alignment and energy, as they may have a preference to occur on nearby steps. A recent investigation studied an Ising model with orthogonal dynamics, plus a local entropy bath that makes states with the same energy effectively indistinguishable [26]. That model, which utilized a one-dimensional (1-D) chain of spins to facilitate analytic calculations, matches several details in the thermal noise found in qubits. Here, we first extend the orthogonal dynamics to a 3-D Ising model, as needed for an underlying transition at a critical temperature $T_c > 0$. Then we remove the local entropy bath, consistent with local energy states that are distinguishable, as expected for the variety of distinct environments in amorphous systems. Finally, we let the Ising model have intermittent interactions between spins, allowing an equilibrium distribution of interaction energies. We call this model – having orthogonal dynamics, finite-size effects, and intermittent interactions – the orthogonal Ising model, OIM.

The remainder of this paper is separated into six sections. In section 2, we present the foundations of the OIM. In section 3 we apply mean-field theory to obtain analytic expressions for behavior expected from the OIM. In section 4 we describe details for simulating the OIM. In section 5 we present results showing that the OIM exhibits many common features found in the thermal and dynamic response of most glass-forming liquids. In section 6, we discuss these results and their basic implications for the distinctive behavior associated with the liquid-glass transition, as well as compare and contrast the OIM to other models and interpretations. Finally, in section 7, we give a brief review.
2. The Orthogonal Ising Model, Foundations

2.1 Standard Ising model

We start with the standard Ising model for binary spins on a simple-cubic lattice [27]. We use cube-shaped systems, with sides of length \( \ell \) and periodic boundary conditions, yielding a total of \( N = \ell^3 \) spins with \( 3N \) bonds between spins. Each spin may be aligned up (\( \sigma_i = +1 \)) or down (\( \sigma_i = -1 \)). The total energy is

\[
E = -\frac{1}{2} \sum_{i=1}^{N} H_i \sigma_i
\]

(1)

Here, the sum is over all \( N \) spins in the system (\( \sigma_i \)), with the factor of \( \frac{1}{2} \) needed to remove double counting. Using \( J_{ij} \) as the interaction energy between \( \sigma_i \) and \( \sigma_j \), the local field is the sum over all 6 nearest neighbors:

\[
H_i = \sum_{j=1}^{6} J_{ij} \sigma_j
\]

(2)

The magnetic moment (total alignment) is

\[
M = \sum_{i=1}^{N} \sigma_i
\]

(3)

In the standard Ising model a uniform exchange interaction is used for all bonds, \( J_{ij} = J \). One modification for the OIM is to allow a Boltzmann weighted MC step where \( J_{ij} \) may go to 0 if initially \( J_{ij} = J \), or \( J_{ij} \) may go to \( J \) if initially \( J_{ij} = 0 \). These intermittent interactions add entropy to the system and facilitate an equilibrium distribution of interaction energies [26].

Standard MC simulations of the Ising model [28] start by choosing a spin at random from the lattice \( \sigma_i \), then calculating the change in energy (\( \Delta E_i = 2H_i \sigma_i \)) to flip the spin (\( \sigma_i \rightarrow -\sigma_i \)). The spin flip is accepted only if the Metropolis criterion is met: \( e^{\Delta E_i/\kappa T} > [0,1) \), where \([0,1)\) is a uniformly-distributed random number between 0 and 1. Usually this procedure is repeated for \( N \) steps to yield one MC sweep (MCS). Then the simulation is repeated for \( Q \) MCS, until average values from the system reach their equilibrium values to within some desired accuracy. Two such averages are \( \bar{E} = \sum_{q=1}^{Q} E_q / Q \) and \( \bar{M} = \sum_{q=1}^{Q} M_q / Q \), with subscript \( q \) referring to values averaged over the \( q^{th} \) MCS. Thermodynamic limits of these values can be found by simulating systems of increasing size, then extrapolating \( N \rightarrow \infty \). On a simple-cubic lattice of effectively infinite size, this standard Ising model has a phase transition at a Curie temperature of \( T_C \approx 4.5115J/k \), which is lower than the mean-field Weiss temperature of \( 6J/k \) found by extrapolating from high-\( T \) behavior. Because the OIM transition is smeared out by heterogeneity and finite-size effects, we also extrapolate high-\( T \) behavior to define the critical temperature of the OIM, \( T_C \) (note lower-case \( c \)). In fact, due to finite-size effects, fluctuations, and intermittent interactions, this \( T_C \) is always lower than the Curie temperature, \( T_C < T_C \), sometimes by as much as an order of magnitude.

At most temperatures, simple simulations of the standard Ising model relax exponentially towards equilibrium. Near \( T_C \), however, critical slowing down often yields a power-law relaxation as a function of time. Such slowing is usually considered a nuisance, and cluster algorithms have been developed to accelerate the approach to equilibrium near \( T_C \). In cases where slow relaxation is of interest, kinetic Ising models are often used. Some types of kinetic constraints exhibit well-known glass-like behavior, including stretched-exponential relaxation and super-Arrhenius activation [18-21]. Often the slow response is studied via time-dependent relaxation from non-equilibrium initial states. For our studies, we usually simulate the
OIM for long enough times to reach thermal equilibrium, then we analyze the time-dependent fluctuations using the fluctuation-dissipation theorem to obtain frequency-dependent behavior in equilibrium.

2.2 Orthogonal dynamics, with intermittent interactions

To extend the usefulness of the standard Ising model we add three modifications: finite-size effects from nanoscale regions, orthogonal dynamics from distinct conservation laws, and intermittent bonds from a thermal distribution of interaction energies. These modifications are motivated by practical considerations, empirical evidence, and fundamental physics. Specifically, finite-size systems are technically required for computer simulations, empirically expected for dynamic heterogeneity [6-14], and theoretically justified by thermal equilibrium in the nanocanonical ensemble [26]. Orthogonal dynamics allows separate time scales for two basic laws of classical mechanics that govern most systems: conservation of momentum and conservation of energy. The orthogonality is implemented by requiring that each MC step may change either the spin alignment, or the spin energy, but never both. Although the resulting separation of time scales is consistent with their fundamental limit – spin flips involve electromagnetic interactions mediated by virtual photons while heat flow involves phonons – other factors usually control actual time scales. For example, in nuclear magnetic resonance (NMR), alignment changes are governed by precession rates due to local fields, while heat flow is governed by (usually much slower) spin-lattice relaxation. Similarly, dielectric response measurements on supercooled liquids show time scales for dipole rotation that span the entire spectrum – from alpha (\(\alpha\)) response that may be slower than 1 s, through intermediate beta (\(\beta\)) response, to microscopic processes that are faster than 1 ns – while energy equilibration is usually dominated by the \(\alpha\) response. Indeed, nonlinear dielectric response measurements show that the time scale for dipole rotation and energy equilibration can differ by more than an order of magnitude [29-32]. Other experiments show that glass-forming liquids have a separation of time scales between linear and rotational motion [33,34], suggesting that the two laws conserving momentum may also be uncoupled. Even in idealized single crystals, molecular dynamics simulations show that energy is persistently localized by anharmonic interactions [35], implying that energy localization will be even stronger in disordered systems. In any case, orthogonal dynamics in a simulation does not prohibit correlations between energy change and dipole rotation, it simply separates them so that they may proceed independently on their own preferred time scales.

One justification for non-interacting spins is if they are highly localized to distinct sites, halting the exchange interaction. For molecules, a related mechanism comes from the correlated dynamics needed for various interactions. For example, a van der Waals-like interaction requires in-phase fluctuations of induced dipoles, which is easily achieved for two molecules that are close enough to avoid any time delay that would yield a retarded van der Waals interaction, and isolated enough to limit incoherent thermal fluctuations. However, it is unlikely that all molecules in a sample can simultaneously have coherent fluctuations, especially if there is an intervening thermal bath. Likewise, the London dispersion force that yields realistic van der Waals-like interactions requires quantum effects that involve overlapping wave functions between interacting molecules, and again this coherence is broken by wavefunctions that are localized. Classically, molecular dynamics simulations have shown that, even in idealized single crystals, anharmonic interactions yield significant deviations from standard fluctuation relations due to energy localization [35], which will be much stronger in non-crystalline systems.

The OIM is based on the same equations for energy and alignment as the standard Ising model, Eqs. (1)-(3). Although we focus on the explicit finite-size effects in the OIM, finite-size systems are unavoidable in computer simulations. Thus, the most novel features of the OIM are its orthogonal dynamics and intermittent interactions. The orthogonality is constructed by ensuring that energy changes and spin flips never occur during the same MC step. Intermittent interactions arise by assuming a third type of MC
step that may change spins from interacting to non-interacting, or vice versa. OIM dynamics starts by choosing a spin at random from the lattice, $\sigma_i$, then proceeds with one of three options. To maximally mix all three types of steps, each option is chosen at random with probability of 1/3.

The first option is to attempt a spin flip, $\sigma_i \rightarrow -\sigma_i$. The spin flip succeeds only if the local field at the site is zero, $H_i = 0$, so that the energy will not change. This requires that there be an even number of interacting neighbors, with half the interacting neighbors up and the other half down. Note that this may occur even in fully-aligned systems if $J_{ij} = 0$ for all neighbors. The second option is to attempt a Kawasaki spin exchange between $\sigma_i$ and one neighboring spin, $\sigma_j$. Without bias, this $\sigma_j$ is chosen at random from the three nearest-neighbor spins along the positive axes. If $\sigma_i$ and $\sigma_j$ are aligned, any exchange is trivial, with no change in alignment or energy. If $\sigma_i$ and $\sigma_j$ are anti-aligned, an exchange is attempted only if the spins are interacting, consistent with $J_{ij} \neq 0$ due to exchange. The spin exchange is accepted only if the total change in energy ($\Delta E_{ij} = 2(H_i \sigma_i + H_j \sigma_j + 2)$) meets the Metropolis criterion, $e^{-\Delta E_{ij}/kT} > [0,1)$. The third option is an attempt to change energy by changing the bond between $\sigma_i$ and $\sigma_j$. Again, this energy change is accepted only if the Metropolis criterion is met, $e^{\pm |\sigma_i|/kT} > [0,1)$, with the $+$ (−) sign chosen if initially the spins are interacting (non-interacting). An additional constraint is to accept bond changes only if the net alignment around $\sigma_i$ is zero, $\sum_{j=1}^{6} \sigma_j = 0$, limiting bond changes to regions of high entropy. This constraint causes the irreversibility below the hysteresis temperature ($T_h$), without substantively altering the behavior above $T_h$. Similar to Kawasaki exchange, changing the bond changes the net energy, but never the alignment.

When averaged over sufficiently long times, this third option yields an equilibrium distribution of interaction energies between spins. Figure 1 shows a 2-D version of this OIM.

Figure 1. Sketch of a 2-D version of the orthogonal Ising model with intermittent interactions and periodic boundary conditions. Binary spins may be up or down, as shown by the arrows. Intermittent interactions may be low energy (black), high energy (red), or no energy (white). For the configuration shown, isoenergetic spin flips can occur only for the three middle spins on the bottom row. Specifically, the first of these three spins may flip because it has two low-energy and two high-energy interactions, while the other two spins have one low-energy and one high-energy interaction. Kawasaki exchange may occur between any pair of interacting spins (connected by a black or red square) whenever the energy change meets the Metropolis criterion. As a third option, an interaction may end by changing red or black to white, or begin by changing white to red or black.

Like many simulations of the standard Ising model, we utilize a simple-cubic lattice inside a cube-shaped system having sides of length $\ell$. Thus, the system has a total of $N = \ell^3$ spins, but $< 3N$ interacting bonds between the spins. Unlike most simulations of the standard Ising model, we focus on finite-size effects from the dependence on $N$.

3. The Orthogonal Ising Model, Simulations

3.1 Simulation details

Each simulation of the OIM is made at a run temperature ($T_r$) within the range $0.4 < kT_r/J < 30$. (Recall that the Curie temperature for the standard Ising model on a simple-cubic lattice of infinite size is $kT_c/J \approx$
At the starting temperature $T_0$, to thoroughly mix the spin states before the first simulation run is begun, the system is initialized for $10^5$ MCS using the standard Metropolis algorithm, without local constraints. Subsequent temperatures are usually decreased by a constant factor, $T_i = a T_{i-1}$, where $0.84 \leq a \leq 0.98$. Most simulations are made in a set of 10 temperatures $T_0, T_1 \ldots T_9$. However, for studying hysteresis, some simulations are made using similar steps down from $T_0$ through $T_8$, followed by steps up through $T_8$ to $T_0$ utilizing the constant factor $1/a$, so that simulations down and up occur at the same $T$.

Each simulation run proceeds for time $Q = \tau \times 10^P$ MCS, where $\tau = 2^{17} = 131.072$ is a multiple of two to optimize the fast-Fourier transform. Here, the power of ten ($P$) is an integer that yields an “integration time” ($10^P$) that is fixed for a given set of simulations, then may be changed for subsequent simulations to cover a wide range of response times from fast ($P = 0$) to slow ($P = 4-6$). The maximum value of $P$ is limited by the size of the system and the available computer time. Time-dependent quantities are recorded after each integration time in a moving average, averaged over the preceding $10^P$ MCS. The main quantities we study are the energy per spin $\epsilon = E/N$, alignment per spin $m = M/N$, and fraction of interacting bonds $b = \sum_{i=1}^{N} H_i / 6NJ$. Each simulation run yields $\tau$ sets of these quantities, with moving averages that render time-dependent behavior over long times while maintaining a manageable number of data points. An average value of each quantity is found by averaging all of its moving averages at a given temperature.

### 3.2 Numerical analysis of simulations

From the per-spin alignment values ($m_q$), averaged over the preceding $10^P$ MCS to give the value at $t$, we use standard techniques to obtain the out-of-phase susceptibility (loss) as a function of frequency, $\chi''(f)$. First, a power-spectral density is found from the magnitude squared of a discrete Fourier transform:

$$ S(f) = \frac{1}{\tau^2} \left| \sum_{t=0}^{\tau-1} m(t) e^{2\pi i ft/\tau} \right|^2 $$

Because $S(f)$ can be quite noisy, we use a smoothing procedure that involves linear regression applied to $S(f)$ on a log-log scale. We start with a set of frequencies that have the same frequency range as the Fourier transform $(\log(1) = 0$ to $\log(\tau/2) = 4.816487)$, but are chosen to be evenly spaced on a logarithmic scale, e.g. $\log(f_0) = 0$, $\log(f_1) \approx 0.00732$, $\log(f_2) \approx 0.01452$ .... For each of these frequencies, $f_0$, all data points within $\log(f_0) \pm 0.2$ are fit with a linear function, then evaluated at $f_0$ to yield a smoothed set of value, $S(f_0)$. Next, the frequency-dependent loss is found using the fluctuation-dissipation theorem, $\chi''(f) = \chi_0 S(f_0) / kT$, with $\chi_0$ an amplitude factor. Note that $\chi''(f)$ is presented only for equilibrium fluctuations above $T_n$, where the fluctuation-dissipation theorem remains valid.

Finally, loss spectra from different integration times at each temperature are put onto a common scale by adjusting their magnitudes and frequencies. Specifically, if $\chi''_n(f_p)$ is the loss spectrum from a simulation having an integration time of $10^P$, frequencies are shifted to the same scale using $f = f_p/10^P$. Similarly, magnitudes of fluctuations that are averaged over $10^P$ sweeps vary as $1/\sqrt{10^P}$, so that the magnitude squared (e.g. power-spectral density) varies as $1/10^P$. Together these results can be written as $\chi(f) = 10^P \chi_0 (f_p/10^P)$. Merging loss spectra from different integration times is facilitated by finding a common set of frequencies. Again, we use frequencies that are evenly-spaced on a logarithmic scale, but now over a coarser grain, e.g. $\log(f_0) = 0.00$, $\log(f_1) = 0.05$, $\log(f_2) = 0.10$ .... Interpolation is used to find the value of loss from each spectrum at all common frequencies encompassed by the spectrum. Combining spectra is done with a Gaussian weighting factor involving the logarithm of frequency, $w = e^{-(\log(f) - \log(f_{mid}))^2}$. Thus, $w = 1$ at $f = f_{mid}$ (the mid-point frequency of each spectrum on a logarithmic scale) where $S(f)$ is usually best defined, falling to $w \approx 1/330$ at the lowest and highest frequencies,
where $|\log(f) - \log(f_{\text{mid}})| = \log(\tau/2)/2 \approx 2.408$. Note that the sharpness of $w$ can be altered by changing the width of the Gaussian, but we find similar results for a wide range of widths, indicating that this detail is not important. The inverse of this $w$ squared is treated as a sample variance, so that contributions to a spectrum at frequency $f_2$ can be written as:

$$
\chi(f_2) = \frac{10^0 \chi_0(f_2) e^{-2[\log(f_2)-\log(f_{\text{mid}})]^2} + 10^1 \chi_1(f_2) e^{-2[\log(f_2)-\log(f_{\text{mid}})]^2} + \cdots}{e^{-2[\log(f_2)-\log(f_{\text{mid}})]^2} + e^{-2[\log(f_2)-\log(f_{\text{mid}})]^2} + \cdots} \tag{5}
$$

There is sufficient overlap between spectra that the loss at most frequencies comes from averaging 3-5 independent values from different integration times. The weighting factor and merging that yield Eq. (5) allow several spectra to be smoothly melded into a single spectrum that can cover more than 10 orders of magnitude in frequency, and is consistent with the original spectra.

4. The Orthogonal Ising Model, Theory

4.1 Primary response from energy fluctuations in mesoscopic mean-field theory

We use mean-field theory of energy fluctuations in a finite-size system containing $N$ spins [22,23] to derive theoretical expressions for the $T$ dependence of the characteristic time for the $\alpha$ response, $\tau_\alpha$. Note that in mean-field theory, because all fluctuations become negligible if $N \rightarrow \infty$, finite-size effects are required for dynamics. In fact, most real systems have independently relaxing regions (IRR) inside bulk samples with length scales of 1-3 nanometers [12], yielding $n < 1000$ particles. (Lower-case $n$ is used for IRR inside bulk samples.) From experiments, $\tau_\alpha$ is found by inverting the peak-loss frequency, $\tau_\alpha = 1/f_p$, with $f_p$ found from the peak dielectric loss. (A factor of $2\pi$ that would simply shift the results on a logarithmic scale is neglected.) From simulations, $f_p$ is deduced from the Fourier transform of the time-dependent equilibrium fluctuations in spin alignment, also yielding $\tau_\alpha = 1/f_p$.

We attribute $\alpha$ response to alignment inversions that change the sign of the magnetization, e.g $m_t < 0$ to $m_{t+1} > 0$, or vice versa. Orthogonal dynamics requires that spin flips never change the energy. Thus, the sequence of spin flips that invert the alignment yielding $\alpha$ response must never directly involve energy activation. However, spin flips occur only if there is an equal number of up and down interacting neighbors, so that inversions of $m$ usually coincide with increases in energy. Indeed, we find significant correlations between energy increases and $\alpha$ response, but various features indicate that the mechanism involves energy fluctuations that facilitate passing through an entropy bottleneck, not activation over an energy barrier. Such entropy bottlenecks and barriers have long been studied for the dynamics of complex systems [36-39].

Standard fluctuation theory [40,41] treats the probability of finding a change in entropy $\Delta S$, yielding a rate for fluctuations $R \propto e^{\Delta S/kT}$. To calculate $R$, we expand the change in entropy as a function of energy to second order: $\Delta S = \frac{\partial S}{\partial E} (E - \bar{E}) + \frac{1}{2} \frac{\partial^2 S}{\partial E^2} (E - \bar{E})^2$. Standard thermodynamic relations give $\frac{\partial S}{\partial E} = \frac{1}{T}$ and $\frac{\partial^2 S}{\partial E^2} = -\frac{1}{T^2 C_V}$, where $C_V = \frac{\partial E}{\partial T}$ is the heat capacity. The linear term in the expansion of $\Delta S$ is balanced by a linear change of energy $(\bar{E} - E)$ in the thermal reservoir, yielding Boltzmann’s factor $e^{-(\bar{E} - E)/kT}$ that is accommodated by Metropolis weighting in the simulations. Here we focus on the quadratic term that comes from finite-size fluctuations with no analogue in an infinite reservoir. In general, spin flips are most likely to occur if energy is near to zero, $E \rightarrow 0$, where the net local field is most likely to be zero. Hence, replacing $\Delta S$ by $\Delta S_0 = -\frac{1}{2} \frac{1}{T^2 C_V} (\bar{E})^2$, we obtain an expression for a peak $\alpha$-response time of:

$$
\tau_\alpha \propto e^{\bar{E}^2/(2kT^2C_V)} \tag{6}
$$
To calculate $\bar{E}$ and $C_V$ for the exponent of Eq. (6) we use mesoscopic mean-field theory [22,23], a Landau-like theory for phase transitions of finite-size systems. To quantify finite-size effects we start with the free energy per spin, $f(m)$. This $f(m)$ includes the mean-field interaction energy per spin, $-6J/m^2/2$, combined with the binomial coefficient for the degeneracy of these energies. Using Stirling’s formula for the factorials to quartic order in $m$, and $T_c = 6J/k$ as the mean-field critical temperature, the alignment-dependent contributions to free-energy per particle can be written as:

$$
\frac{f(m)}{kT} \sim \frac{1}{2} \ln(1 - m^2) + \frac{m^2}{2} \ln \left(\frac{1 + m}{1 - m}\right) - \frac{T_c}{2T} m^2 \approx \frac{1}{2} \left(1 - \frac{T_c}{T}\right) m^2 + \frac{1}{12} m^4
$$

The average energy is found from the thermally-weighted integral of $m^2$ divided by the partition function

$$
\bar{E} = -\frac{NJ}{2} \left[ \int_0^\infty m^2 \exp[-Nf(m)/kT]dm \int_0^\infty \exp[-Nf(x)/kT]dx \right] \approx -\frac{NJ}{2} \left[ \int_0^\infty x^{1/2} \exp[-Nf(x)/kT]dx \right]
$$

Here, the approximation on the right comes from making a change of variables to $x = m^2$, and extending the upper limits on the integrals to $\infty$. These integrals can be evaluated in terms of special functions (integral 3.462 in [42]) by writing the argument in the exponents in the form:

$$
\frac{Nf(x)}{kT} = \frac{N}{2} \left(1 - \frac{T_c}{T}\right) x + \frac{N}{12} x^2 = \gamma x + \beta x^2
$$

where $\gamma = (N/2)(1 - T_c/T)$ and $\beta = N/12$. Then, using Eq. 19.3.7 from [43], in terms of parabolic cylinder functions, $U(a, z) = D_{-a-1/2}(z)$ where $z = \gamma / \sqrt{2\beta} = \sqrt{3N/2}(1 - T_c/T)$, the average energy can be written as:

$$
\bar{E} \approx -\frac{NJ}{2} \frac{1}{\sqrt{2\beta}} \left[ \frac{U(1, x)}{U(0, x)} \right]
$$

At high temperatures ($T > T_c$) if the system is not too small ($N>10$), $z > 1$ favors an asymptotic expansion for the parabolic cylinder function. Using Eq. 19.8.1 in [43] $U(a, z) \sim e^{-z^2/4} z^{-a-1/2} \left(1 - (a + 1/2)(a + 3/2)/2z^2 + \ldots\right)$, yields:

$$
\bar{E} \approx -\frac{NJ}{2} \frac{1}{\sqrt{2N}} \left[ \frac{1}{\sqrt{1 - z^2/4}} \left(1 - \frac{945}{128} \frac{z^2}{128} + \ldots\right) \right] \approx -\frac{J}{2} \left(1 - \frac{T_c}{T}\right) \left[1 - \frac{3}{2z^2} + \frac{6}{z^4}\right],
$$

or:

$$
\bar{E} \approx -\frac{J}{2} \left(1 - \frac{T_c}{T}\right) \left[1 - \frac{1}{N \left(1 - \frac{T_c}{T}\right)^2} + \frac{8}{3N^2 \left(1 - \frac{T_c}{T}\right)^4}\right]
$$

(7)

Note that to lowest order, the total energy is intensive, independent of $N$, a consequence of mean-field theory above the transition where contributions to energy come only from finite-size fluctuations. Furthermore, if this lowest-order term was utilized as an activation energy in an Arrhenius law, $\tau_\alpha \propto e^{-\bar{E}/kT}$ yields the VFT law. However, we find that $\alpha$ response is due to energy fluctuations that allow the system to traverse through an entropy bottleneck, not over a barrier. From Eq. (7), the heat capacity is:

$$
C_V = \frac{\partial \bar{E}}{\partial T} \approx \frac{k}{2} \frac{(T_c/T)^2}{(1 - T_c/T)^2} \left[1 - \frac{3}{N(1 - T_c/T)^2} + \frac{40}{3N^2(1 - T_c/T)^4}\right]
$$

Thus, the characteristic $\alpha$-response time (inverse of relaxation rate) can be written as:

$$
\tau_\alpha \propto \exp \left[ \frac{k(\bar{E})^2}{2(kT)^2C_v} \right] \approx \exp \left[ \frac{1 - 1/[N(1 - T_c/T)^2]^2}{4(1 - 3/[N(1 - T_c/T)^2])} \right] \approx \exp \left[ \frac{1}{4} \left(1 + \frac{1}{N(1 - T_c/T)^2} - \frac{4}{N^2(1 - T_c/T)^4}\right) \right]
$$

(8)
From the $1/N$-dependent term in Eq. (8) we define a curvature coefficient $C = 4N$. Then, using $\tau_\infty$ as the $a$-response time of an infinite region, $N \to \infty$, the $a$-response time of finite regions can be written as:

$$
\tau_a = \tau_\infty \exp \left[ \frac{1/C}{(1 - T_c/T)^2} \right] \tag{9}
$$

Note that increasing $C$ increases the curvature on an Angell plot, hence $C$ increases monotonically with increasing fragility. Empirically, when allowed to be an adjustable parameter we find: $C/N \ll 4$ from simulations and $C/n \leq C/N$ from experiments. Mechanisms that could cause $C$ to be smaller than predicted by this simplified theory involve $T$ dependences that may amplify the influence of $C$. One example is that $T_c$ increases with decreasing $T$ due to the increasing fraction of interacting bonds. Another example is the assumption yielding Eq. (6) that $E \to 0$, whereas from simulations we find that a response proceeds at lower energies ($E < 0$) that are $T$ dependent. For experiments there is an additional $T$ dependence in $n$ [12] that may further reduce $C$. Nevertheless, the dominant $T$ dependence of Eq. (9) is a tendency to diverge as $\ln[\tau_a] \sim 1/(1 - T_c/T)^2$. Although similar to various generalized VFT formulas [44,45], to our knowledge the specific $T$ dependence of Eq. (9) has not previously been proposed. As examples, the Bässler formula [46] predicts $\ln[\tau_a] \sim 1/T^2$ without a finite critical temperature, while the VFT law predicts a linear divergence $\ln[\tau_a] \sim (1/T)/(1 - \theta/T)$, where $\theta$ is the Vogel temperature. Because Eq. (9) diverges exponentially with the inverse of reduced temperature (offset from $T_c$) squared, we call it the “VFT2 law.” Similarly, if the $4/[N^2(1 - T_c/T)^4]$ term from Eq. (8) is added to Eq. (9), we call it the “VFT4 law.”

As a function of system size, $C$ in Eq. (9) should be proportional to $N$. Theoretically, this $N$ dependence is indicative of relaxation governed by fluctuations that decrease with increasing $N$, not activation over a barrier where heights increase with increasing $N$. Historically, this $N$ dependence was found empirically for relaxation in random magnetic systems [47], and single-crystal ferromagnets [48,49]. Subsequent application to glass-forming liquids yielded an interpretation of the glass transition as an abrupt change in the size distribution [50]. Furthermore, the size distribution yields a distribution of response times that is significantly better than the Cole-Davidson or stretched-exponential formulas [51] for characterizing measured spectra. Here, we use this $N$ dependence to deduce the size of IRR ($n$) inside bulk materials.

The prefactor in Eq. (9) can alter the $T$ dependence of response times, especially in simulations at high $T$. In general, the rate $1/\tau_\infty$ comes from microscopic spin flips involving distinct local environments. At low $T$ for simulations, and for measurements at all $T$, the dominant $T$ dependence of $\tau_a$ comes from the VFT2 divergence of Eq. (9), which will be the main focus of our analysis.

4.2 Analysis of data

A useful way to distinguish between formulas for $\tau_a$ is to take $T$-dependent differentials, which eliminate an adjustable parameter and linearize the formulas. One such analysis that linearizes the VFT law, introduced by Stickel et al. [52-54], is to plot the square root of $[\Delta \ln(\tau_a)/\Delta(1/T)]^{-1}$ as a function of $1/T$. However, most measurements show changes in slope on this Stickel plot, requiring multiple linear fits to encompass the entire range of data. Furthermore, detailed analyses on dozens of substances [55-57] indicate that measured behavior often deviates significantly from the VFT law. Equation (9) predicts a novel $T$ dependence for $\tau_a$. Indeed, Eq. (9) implies that the cube root of $[\partial \ln(\tau_a)/\partial (1/T)]^{-1}$ is needed to linearize the response time as a function of $1/T$, which for finite differentials can be written as:

$$
\left[ \frac{\Delta \ln(\tau_a)}{\Delta(1/T)} \right]^{-1/3} = \frac{3}{\sqrt{C/2}} \left( 1 - \frac{T_c}{T} \right) \tag{10}
$$
When Eq. (10) is plotted as a function of $T_c/T$, both the intercept and magnitude of slope $(\langle \text{slope} \rangle)$ should be $\sqrt[3]{C/2} = (2N)^{1/3}$. Here we show that Eqs. (9) and (10) give good agreement with the measured $T$ dependence of $\tau_\alpha$ from several substances, and with simulations of the OIM.

Another consequence of deducing $\tau_\alpha$ from $T$-dependent fluctuations is that $C$ in Eqs. (9) and (10) is proportional to $N$. Thus, linear-response measurements or simulations of $\tau_\alpha$ as a function of $T$ provide information about the size of IRR. Furthermore, if the $T$ dependence of $\tau_\alpha$ is known for two (or more) sizes, extrapolation and/or interpolation can be used to quantitatively predict the size of IRR in other systems.

5. Results

5.1 Fluctuations as a function of time

Figure 2 shows time-dependent fluctuations in the alignment ($m$, black), energy ($\epsilon/J$, red), and fraction of interacting spins ($b$, blue). The time scale in (A) is over an entire simulation run of 1.3M (Mega) MCS, and in (B) over 1.3k MCS centered around each alignment inversion. Simulations come from a system of $N = 64$ spins at $kT/J = 1.77$, about 60\% below the Curie temperature of the standard Ising model on an infinite and homogeneous lattice. First note the two distinct behaviors shown by $m$ in Fig. 2 (A): fast fluctuations near one saturated alignment, with rare but abrupt inversions to the other alignment. These two types of behavior yield, respectively, the secondary ($\beta$) response at higher $f$, and the primary ($\alpha$) response at lower $f$, consistent with NMR measurements showing excess small-angle motions at higher $f$ [58]. Now, focus on some details of the behavior in (A) as $t \to 1.2$M MCS. Specifically, $m$ fluctuates around the down alignment for a relatively long time, then inverts to up at $t \lesssim 1.2$M MCS. The solid symbols in Fig. 2 (B) show this inversion in greater detail. Note the coincident behavior in $\epsilon/J$ (red circles) and $m$ (black squares): first $\epsilon/J$ fluctuates up as $m$ starts to increase, next $\epsilon/J$ stays high as $m$ inverts from down to up, then $\epsilon/J$ rises again each time $m$ attempts (without success) to invert back down. Although this coincidence seems to imply that alignment inversion requires energy activation over a barrier, orthogonal dynamics is constructed so that spin flips never involve energy activation. Therefore, we must examine the behavior more closely.
Figure 2. Time dependence of net alignment per spin (black), energy per spin (red), and fraction of interacting bonds (blue) from MC simulations of a system containing $N = 64$ spins at a temperature of $kT/J = 1.77$. The simulations utilized an integration time of $10^4$ MCS yielding (A) a total run time of $1.3M$ MCS, while (B) shows an expanded scale of $1.3k$ MCS around each alignment inversion. Open symbols in (B) show the average of 31 alignment inversions, with $\Delta t = 0$ defined by where $m$ changes sign from down to up, with up-to-down inversions inverted to add constructively to the average. Solid symbols in (B) are from the single down-to-up inversion at $t \approx 1.2M$ MCS in (A). Note three unsuccessful attempts to revert back to down immediately after the successful inversion. Broken lines in (B) show $\tilde{e}/J$ (dashed red), $\tilde{m}$ (dotted blue), and $\delta\tilde{m}/\delta t$ (dash-dotted black). Solid lines in (B) show linear fits to the open symbols over a range of times before, and after the inversion. Note that in (B), changes from the equilibrium of $\tilde{b}$ and $\delta\tilde{m}/\delta t$ are multiplied by a factor of 5 for visibility.

Open symbols in Fig. 2 (B) show the average of 31 alignment inversions, from the simulation shown in Fig. 2 (A) and from a similar simulation at the same $T$. In Fig. 2 (B), $\Delta t = 0$ is defined by where the alignment changes sign from $m_t < 0$ to $m_{t+1} > 0$, with up-to-down inversions inverted to add constructively to the average. Again, because $\tilde{e}/J$ rises smoothly to a peak before $\tilde{m}$ inverts sharply, it appears as though alignment inversion may involve energy activation; but spin flips must never change the energy, so the mechanism is more-subtle. First note that the rate at which the inversion occurs ($\delta\tilde{m}/\delta t$, dash-dot black line) has a peak with width (FWHM) of less than $1/3$ the FWHM for the peak in $\tilde{e}/J$ (open red circles), indicating that $m$ is not directly controlled by $\tilde{e}/J$. Next note the slopes of the solid lines in Fig. 2 (B), which come from linear fits to the open symbols over a comparable interval of times before and after the inversion. Qualitatively, even on the scale of Fig. 2 (B) it can be seen that the ratio in the slope before the peak divided by the magnitude of the slope after the peak, is $<1$ for fluctuations in energy, but $>1$ for alignment inversions. Quantitatively, this ratio in magnitudes is $0.85\pm0.03$ for $\tilde{e}/J$ and $0.38\pm0.08$ for $\tilde{b}$, with $1.24\pm0.05$ for $\tilde{m}$. Thus, energy tends to fluctuate away from equilibrium slower than towards equilibrium, consistent with behavior governed by Boltzmann’s factor, whereas alignment moves away from equilibrium faster than towards equilibrium, opposite to the behavior expected for activation over an energy barrier.

The $\alpha$ response in the OIM comes from net alignment passing through an entropy bottleneck, not activation over an energy barrier. In general, these two processes coincide because fluctuations up in energy enhance the likelihood of individual spins having an equal number of up- and down-interacting neighbors, thereby increasing the number of pathways through the bottleneck. This interpretation is consistent with the relative values of the slopes: $\tilde{m}$ has a steep slope up as alignment inversion is increasingly accelerated when $\tilde{e}/J$ fluctuates slowly upwards, but $\tilde{m}$ has a shallow slope down as it is increasingly retarded when $\tilde{e}/J$ returns quickly to its average value. Although normal fluctuations in energy facilitate the $\alpha$ response, the alignment inversion itself does not involve activation over an energy barrier. Additional evidence that $\alpha$ response is due to energy fluctuations, not activation, comes from analysis of the $T$ dependence of $\tau_\alpha$, using Eqs. (9) and (10), as in Sections 5.2 and 5.3, below.

Now return to the full simulation shown in Fig. 2 (A). Recall that the alignment ($m$, black line) exhibits two types of behavior, relatively rapid fluctuations around one orientation ($\beta$ response) combined with rare but abrupt inversions to the other orientation ($\alpha$ response). A similar bimodal distribution is deduced from NMR measurements [59,60]. Specifically, best agreement with the loss of angular correlation in glycerol is obtained using many (~98%) small-angle (~2°) fluctuations combined with rare (~2%) large-angle (~30°) jumps. From the open black circles in Fig. 2 (B), the average inversion process lasts ~500 MCS, yielding ~7,500 MCS for the 15 inversions in Fig. 2 (A), or ~0.6% of the total simulation. Although this fraction of time for inversions is influenced by $T$ and $N$, a bigger issue is that the OIM allows only $180^\circ$
inversions. Thus, simulating ~30° jumps will require a more-detailed model. Nevertheless, a bimodal distribution arises in the OIM purely from equilibrium fluctuations of internal degrees of freedom, utilizing only simple and symmetrical constraints, with no bias in the local dynamics and no explicit long-time tails.

5.2 Loss as a function of frequency

Figure 3 is a log-log plot showing the out-of-phase (loss) component of response as a function of frequency. This loss is found by applying the fluctuation-dissipation theorem to power-spectral densities from equilibrium fluctuations in $m$, e.g. the black line in Fig. 2 (A). Figure 3 shows loss from simulations on systems containing (A) $N = 512$ and (B) $N = 27$ spins, at temperatures given in the figures. Several features characteristic of the dielectric loss in supercooled liquids can be identified in Fig. 3, including clear evidence for three types of response. The increase in $\chi''$ at highest frequencies involves microscopic dynamics from single spin flips. (Note that the microscopic frequency ($f_0$) is chosen so that the highest frequency gives $\log(f/f_0) \to 11$.) However, because microscopic dynamics is unrealistic in the Ising model, we focus on the other peaks that come from long-time thermal-equilibrium behavior.
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**Figure 3.** Frequency dependence of power spectral density (in dB) from time-dependent fluctuations in $m$, e.g. the black line in Fig. 2 (A). This $S(f)$ is converted to an out-of-phase (loss) component using the fluctuation-dissipation theorem by adding $10 \log(Nf/T)$, where 10 is needed for the logarithmic dB scale.

We identify the peak at lowest $f$ with the $\alpha$ response. It has the largest amplitude, and a super-Arrhenius shift towards lower $f$ as $T$ is reduced. It comes from alignment inversions, such as the sharp jumps in $m$ shown in Fig. 2 (A). Note that this $\alpha$ response is relatively narrow, having a FWHM of only about a decade, similar to single-exponential Debye-like relaxation. However, from Fig. 2 it is clear that this $\alpha$ response is not a smooth relaxation, instead involving sharp jumps with varying dwell times, so that Debye-like response arises only when averaged over all dwell times. A clear size dependence of $T_\alpha$ can be deduced by comparing Figs. 3 (A) and (B). Indeed, from theory, experiment, and simulations, response times are found to vary exponentially with inverse size. Therefore, when applied to an equilibrium distribution of region sizes [26], the $\alpha$ response becomes asymmetric, with an excess wing that extends to $f$ far above the $\alpha$ peak [23]. As for the amplitude of the $\alpha$ response, the fluctuation-dissipation theorem has an inherent $1/T$ dependence that dominates the amplitude of the loss peak, consistent with many measurements.
At low $T$, Fig. 3 (A) shows a peak at intermediate frequencies ($\log(f/f_0) \sim 8$) that we identify with the secondary ($\beta$) response. As in many measurements on real systems, this $\beta$ peak is broader than the $\alpha$ peak, with a simply-activated (Arrhenius-like) $T$ dependence. It comes from fluctuations in $m$ around either equilibrium alignment, as shown by the fast fluctuations between jumps in Fig. 2 (A). Thus, both $\alpha$ and $\beta$ responses come from the net alignment of all spins in the system, $m$, but their basic mechanisms are quite different: $\beta$ comes from normal fluctuations around relatively stable values, whereas $\alpha$ involves rare but abrupt inversions between these values. At the two lowest $T$ in Fig. 3 (A) there is a deep minimum between the $\alpha$ and $\beta$ peaks. This minimum indicates that the $\alpha$ response is suppressed as it approaches the frequency of the $\beta$ response, possibly from when local alignments cannot adapt fast enough to facilitate pathways through the entropy bottleneck.

Figure 3 (B) shows no clear $\beta$ peak from simulations on this small system, $N = 27$. Instead, there is a relatively flat valley at intermediate frequencies. This absence of a separate $\beta$ peak is consistent with many measurements, especially on substances with small internal systems (small IRR). For example, glycerol has $n \approx 18$ molecules at $T_g + 10$ K [11,12], with an excess high-$f$ wing on the $\alpha$ peak, but no separate $\beta$ peak.

5.3 Temperature dependence of primary response times from measurements

It is the super-Arrhenius $T$ dependence of the $\alpha$ response that gives the most stringent test of the OIM. For response spectra from simulations, such as those shown in Fig. 3, we define the $\alpha$-response time as the inverse of the $\alpha$-response frequency, $\tau_\alpha = 1/f_p$, where $f_p$ comes from fitting a Debye function, $\chi'' \propto f/(1 + (f/f_p)^2)$, to the primary response peak. (Again, we neglect a factor of $2\pi$ that simply shifts the behavior on a logarithmic scale.) An analogous procedure using the Havriliak-Negami function is applied to measured dielectric-loss spectra [52,53], yielding behavior that we will analyze in this section.

Open symbols in Fig. 4 show the $1/T$ dependence of $\tau_\alpha$ from measurements on five standard glass-forming liquids in (A) an Angell plot and (B) a modified Stickel plot. Solid lines in Fig. 4 come from fitting the data to Eq. (9) (the “VFT2 law”), which predicts straight lines (from Eq. (10)) when plotted as in Fig. 4 (B). In Fig. 4 (A), $T_g$ is defined by where $\tau_\alpha = 100$ s, and curvature indicates deviation from the Arrhenius law. For these measurements, only the $\beta$ response in sorbitol shows Arrhenius-like behavior (dot-dashed line). All other measurements show curvature characteristic of a super-Arrhenius $T$ dependence. Often, such curvature is attributed to the VFT law, but an exhaustive analysis shows clear deviations from the VFT law for most substances [55]. Another function, proposed by Mauro et al. (MYEGA [56]), is interesting because it has been shown to give better agreement than the VFT law for 7 out of 13 substances [57], and it has no divergence in $\tau_\alpha$ at finite $T$. Table I gives the $\chi^2$ values for these three functions. Quantitatively, from measurements on intermediate glass-forming liquids PG and glycerol, the VFT2 law gives $\chi^2$ values that are 1-2 orders of magnitude smaller than the other functions. Although fragile glass-forming liquids have comparable $\chi^2$ values for all three functions, linear behavior in Fig. 4 (B) is predicted by Eq. (10) only for the VFT2 law, qualitatively consistent with all measurements at $T_c/T < 0.6$ where the asymptotic mean-field approximation should be accurate.
Figure 4. Inverse $T$ dependence of $\alpha$-response times in (A) an Angell plot and (B) a modified Stickel plot. Symbols show the behavior from measurements on five substances, listed in the legend, with data for sorbitol from Lunkenheimer et al. [57] and all other data from Stickel et al. [52-54]. (Abbreviations are listed in the caption for Table 1.) The legend also gives $n$, the number of molecules (or monomer units for PVAc) in a typical IRR at about 10 K above $T_g$, from available NMR measurements [11,12]. Beta response of sorbitol is shown by hexagons in (A), with the straight (dot-dashed) line from the Arrhenius law. Solid lines show fits to the $\alpha$ response using the VFT2 law, Eq. (9). Curvature in (A) is characteristic of a super-Arrhenius $T$ dependence. When plotted as in (B), the VFT2 law is linearized. On the scale of (B), the most conspicuous deviations from this VFT2 law occur in PC and PVAc as $T \rightarrow T_c$, where the high-$T$ expansion used for Eq. (9) is expected to fail. Including the quartic term from Eq. (8), the VFT4 function (dash-dotted line) shows improved agreement with the PC data, until $T_c/T > 0.8$ where higher-order corrections would be needed. Fits to these PC data using the VFT law (dashed) and MYEGA function (dotted) show continuous curvature across the entire range of $T_c/T$, unlike the data.

In Fig. 4 (B), the $T_c/T$-dependent differentials ($\Delta \ln(\tau_\alpha) / \Delta(T_c/T)$) from the data in Fig. 4 (A) are inverted, then raised to the 1/3 power, linearizing the VFT2 law. In contrast, the original Stickel plot had the same inverted differential, but raised to the 1/2 power, linearizing the VFT law. In Fig. 4 (B), all data (symbols) show linear behavior (solid lines) at $T_c/T < 0.6$, indicating clear qualitative agreement with the VFT2 law. Extrapolating these lines to zero (where the differential would diverge if mean-field theory remained valid) defines the mean-field critical temperature ($T_c$), similar to how the Weiss temperature in magnetism is defined by linear extrapolation of the Curie-Weiss law to zero (where the susceptibility would diverge). Even on the scale of Fig. 4 (B), propylene carbonate (PC, blue triangles) shows clear curvature, indicating systematic deviations from the VFT2 law. However, this curvature occurs at $T_c/T > 0.6$, where the quadratic term used for Eq. (9) is expected to fail. Indeed, the dot-dashed line in Fig. 4 (B) shows better agreement with data by adding the quartic term from Eq. (8) to Eq. (9) (“VFT4”), capturing the onset of deviations from the VFT2 law due to higher-order terms as $T_c/T \rightarrow 1$. Still, the PC data are clearly linear at $T_c/T < 0.6$, where the VFT2 law is expected to hold. Whereas, when plotted as in Fig. 4 (B) the VFT law shows curvature that is everywhere concave down, while the MYEGA formula shows curvature that is everywhere concave up, deviating qualitatively from all these data at $T_c/T < 0.6$. 
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\[ \chi^2 (\text{x100}) \] \[ \text{VFT2 fit parameters} \] \[ \text{“molecules”} \] \[ \text{Temperatures (K)} \]

| Liquid | VFT2 | VFT | MYEGA | \( C \) | \( \log(\tau_s/\text{s}) \) | \( n \) | \( n/C \) | \( T_c \) | \( T_g \) | \( \theta \) | \( T_K \) |
|--------|------|-----|--------|------|-----------------|------|--------|------|------|-----|-------|
| glycerol | 0.18 | 7.1 | 17 | 0.1069 | -17.745 | 18 | 170 | 104.1 | 191 | 129.6 | 135 |
| PG | 0.24 | 5.3 | 14 | 0.1035 | -17.242 | 90.61 | 170 | 113.5 | 127 |
| PVAc | 8.6 | 26 | 28 | 0.580 | -11.72 | 420 | 730 | 239.1 | 308 | 257.2 | 247 |
| PC | 50 | 56 | 19 | 1.636 | -11.24 | 150.4 | 164 | 144.5 | 127 |
| sorbitol | 33 | 31 | 41 | 0.45 | -13.3 | 77 | 170 | 193.6 | 267 | 233.4 | 226 |
| OTP | 6.9 | 6.8 | 7.2 | 0.072 | -30.6 | 35 | 480 | 151.8 | 283 | 175.6 | 200 |

Table 1. Parameters for six substances, from fitting the data shown in Fig. 4 [52-54, 57] plus OTP data [61] (not shown). (Abbreviations: PG = propylene glycol, PVAc = polyvinyl acetate, PC = propylene carbonate, OTP = o-terphenyl.) Here, \( n \) is the number of molecules (or monomer units for PVAc) in a typical IRR at \( T_g + \sim 10 \text{ K} \), from correlation lengths measured by NMR [12] (with typical uncertainties of \( \geq 30\% \)) using the mass density and molecular mass. Kauzmann temperatures \( (T_K) \) are from [62] except for PVAc [63].

5.4 Temperature dependence of primary response times from simulations

Figure 5 shows temperature-dependent response times from simulations. As in Fig. 4, open symbols in Fig. 5 show the \( 1/T \) dependence of \( \tau_\alpha \) in (A) an Angell plot and (B) a modified Stickel plot, from simulations on systems having six different sizes. Note several similarities between Figs. 5 and 4. Both have similar \( \beta \) responses (hexagonal symbols in (A)) that can be characterized by the Arrhenius law (dot-dashed lines). Both have similar \( \alpha \) responses, with curvature in (A) and intervals of linear behavior in (B) indicative of a super-Arrhenius \( T \) dependence that obeys the VFT2 law (solid lines). Figure 5 (A) shows curvature (fragility) that increases with increasing \( N \), while Fig. 4 (A) shows that fragility tends to increase with increasing \( n \), at least for simple-molecule systems (the polymer, PVAc, is an outlier). Because this curvature is related to the slope when plotted as in (B), Fig. 5 (B) shows increasing magnitude of slope with increasing \( N \). Similarly, Fig. 4 (B) shows a tendency of the magnitude of slope to increase with increasing \( n \).
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Figure 5. Inverse \( T \) dependence of \( \alpha \) response times in (A) an Angell plot and (B) a modified Stickel plot. Symbols show the behavior from simulations on systems of six sizes, listed in the legend. Beta response of the \( N = 512 \) system is given by the hexagons in (A), with a straight (dot-dashed) line from the Arrhenius law. Solid curves show best fits to the \( \alpha \) response at high \( T_g/T \) using the VFT2 law, Eq. (9). Curvature in (A) is characteristic of a super-Arrhenius \( T \) dependence. When plotted as in (B) the VFT2 law is linearized, Eq. (10), with solid lines showing linear fits to the simulations at high \( T_g/T \).
It is the distinct temperature regimes where the VFT2 law applies that reveal a crucial difference between measurements and simulations. Specifically, measurements in Fig. 4 (B) show best agreement with the VFT2 law at low $T_c/T$, with PC and PVAc exhibiting curvature as $T_c/T \rightarrow 1$. Whereas, Fig. 5 shows that simulations give best agreement with the VFT2 law at high $T_c/T$. Indeed, both Figs. 5 (A) and (B) show clear deviations from the solid lines at low $T_c/T$ for most values of $N$. We attribute these deviations to the failure of MC simulations to capture microscopic dynamics, and to simplifications in the OIM. For example, an isoenergetic spin flip in a simple-cubic lattice requires that the given spin has exactly 0, 2, 4, or 6 interacting neighbors with half of these neighbors up. In contrast, Figs. 4 (A) shows that the VFT2 law gives good agreement with measurements of $\tau_\alpha$, even at highest $T$. We attribute this success to the myriad of local environments in real amorphous systems, combined with other mechanisms for conservation of energy (such as vibrational energies) that are not included in the OIM.

5.5 Size of independently relaxing regions from primary response

Simulations of systems as a function of size allow characterization of size-dependent behavior, which can be extended to experiments. From the $T_c/T$ scaling used in the modified Stickel plot, Eq. (10) predicts that both the magnitude of the slope ($|\text{slope}|$) and the intercept as $T_c/T \rightarrow 0$ should be $(C/2)^{1/3} = (2N)^{1/3}$. Figure 6 shows results from simulations on systems having ten different values of $N$, and from our analysis of measurements on the four liquids where $n$ has been measured directly by NMR [11,12]. For the three simple-molecule liquids, a fit using $|\text{slope}| = An^B$ (solid red line) yields $A = 0.14\pm0.02$ and $B = 0.32\pm0.10$. Similarly, a fit to simulations with $N < 1730$ (solid black line) yields $|\text{slope}| = AN^B$, with $A = 0.22\pm0.06$ and $B = 0.26\pm0.05$. Given the relatively large uncertainties, experiments and simulations are consistent with the theoretically expected exponent, $B = 1/3$. However, the amplitudes ($A$) do not agree with the expected $2^{1/3} = 1.2599$. At least part of this discrepancy comes from the assumption that $C$ in Eq. (9) is independent of $T$. Hidden $T$ dependences in Eq. (9) include: $T_c$ from the changing fraction of interacting bonds, $n$ from measured changes in IRR sizes, and fluctuations that do not reach $E = 0$ for the $\alpha$ response. For example, the red lines in Fig. 2 (B) show that on average, $\varepsilon/J$ fluctuates only about $2/3$ of the way to zero. Nevertheless, from the behavior shown in Fig. 6 we argue that $\alpha$-response measurements as a function of $T$ can be used to estimate the size of IRR in simple-molecule glass-forming liquids.
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**Figure 6.** Log-log plot of slopes found from modified Stickel plots. The magnitude of these slopes is plotted as a function of the system size ($N$) for simulations (black), or size of IRR ($n$) for experiments (red) [12]. Simulations (squares) are from Fig. 5 (B) and experiments (circles) from Fig. 4 (B), plus OTP (circle with largest error bar) that is not shown in Fig. 4 because its weak dielectric response yields a large uncertainty. Equations (9) and (10) predict a slope of $B=1/3$. The open red circle has $n = 620$, estimated from VFT4 fits to the PC data in Fig. 4 (B), as there are no NMR measurements of $n$ for this substance.
From the behavior shown in Fig. 6, |slope| increases with increasing simulation size until $N=1730$, where |slope| saturates to a value of 1.4 (dashed line). Although experimental results on simple-molecule systems show a general trend of increasing |slope| with increasing $n$, the polymer (PVAc) does not follow this trend, having |slope|=$0.662$±$0.001$ (dashed line). Thus, for PVAc, predicting the size of IRR from dielectric measurements is more difficult. One possibility is that |slope| saturates to the value of PVAc, similar to the saturation seen for the simulations. However, this seems unlikely given the large value of |slope| for PC in Fig. 4 (B). Indeed, from the VFT4 fit to the PC data we deduce that PC has $n=620$±$50$ molecules, as shown by the open circle in Fig. 6. Therefore, we speculate that response in polymers has a different dependence on IRR size than in simple glass-forming liquids. For example, if the fluctuations used to derive Eq. (9) come from monomer units, not separate molecules, a different dependence on size might be expected. Furthermore, because OTP (solid circle with largest error bar in Fig. 6) also falls outside the overall trend, additional studies will be necessary to confirm the $C \propto n$ dependence of experiments.

5.6 Hysteresis as a function of temperature

Figure 7 shows three ways of representing the cooling- and heating-rate dependence of the OIM as a function of $kT/J$: (A) gives $\bar{\epsilon}/J$, (B) its difference between cooling and heating ($\bar{\epsilon}_- - \bar{\epsilon}_+)/J$, and (C) the specific heat $c_{V±} = \Delta \bar{\epsilon}/(k\Delta T±)$. All results come from the energy per particle averaged over the entire simulation run at each temperature, $\bar{\epsilon} = \bar{E}/N$. Here, $\bar{E}$ is the enthalpy of the OIM because magnetic field and pressure are zero, with volume (V) fixed. The simulations start at an initial temperature of $kT_0/J = 2.40$ (off scale to the right). Steps down in $T$ use a constant factor ($a$), yielding a variable step size $\Delta T_− = aT_r − T_r$ (the subscript on $\Delta T$ denotes its sign). The minimum temperature, as determined by having 20 steps for $a = 0.92$, is $kT_{\min}/J = 0.92^{20}kT_0/J = 0.453$ (off scale to the left). Steps back up to $T_0$ use the inverse factor $1/a$, yielding variable step size $\Delta T_+ = T_r/a - T_r$. The other two constant factors, as given in the legend of Fig. 7 (C), are $a = 0.92^2 = 0.8464$ (15.4 %) and $0.92^{1/2} = 0.9592$ (4.1 %); thus, all step sizes share some common temperatures.

Simulations in Fig. 7 utilized $P = 1$, so that $\bar{\epsilon}$ is averaged over $Q = \tau \times 10^6 \approx 1.31$M MCS. Additional averaging, especially important for the differences in Figs. 7 (B) and (C), is achieved without changing $Q$ by repeating each cooling and heating cycle at least 16 times. We identify a hysteresis temperature, $kT_h/J \approx 1.4$ and 1.8 for $N = 27$ and 1728, respectively. Below this $T_h$, the averaging time $Q$ is too short to fully explore all aspects of the behavior, primarily due to the rarity of spin inversions ($\alpha$ response). Indeed, because $Q$ corresponds to $\log(f/f_0)$~5, the freezing of $\alpha$ response below $kT_h/J \approx 1.4$ for $N = 27$ is consistent with Fig. 3. However, Fig. 7 (A) shows that $\bar{\epsilon}$ continues to decrease with decreasing $T$ until significantly below $T_h$, a consequence of the increasing density of low-energy bonds that are favored at low $T$. The OIM has no contribution from vibrational energy, hence there is no underlying Debye-like ($T^3$) specific heat, but other features in Fig. 7 mimic the hysteresis measured around $T_x$ in most glass-forming liquids [64]. For example, $c_{V−}$ has a gradual step down upon cooling, while $c_{V+}$ has a more-rapid step up, with steepness and overshoot that increase with decreasing rate of temperature change. Also, $T_h$ tends to shift to lower $T$ with decreasing $|\Delta T±|$, and $(\bar{\epsilon}_- - \bar{\epsilon}_+)/J$ increases with decreasing $N$. Although experimental values of $T_h$ are often near the midpoint of the hysteresis [64], using $T_h$ for the onset of hysteresis can be useful to identify were the $\alpha$ response freezes on a given time scale.
Figure 7. (A) Normalized average energy per spin, (B) its difference between cooling and heating, and (C) specific heat. Data are from simulations of systems with two different sizes (except in (C)) and three different temperature change rates, as given in the legend of (C). The data in (C) are smoothed, with cubic-spline interpolation for clarity. The behavior in (B) can be used to estimate the temperatures below which hysteresis appears: $kT_h/J \approx 1.4$ and $1.8$ for $N = 27$ and 1728, respectively.

6. Discussion

6.1 Summary of results from the OIM

The OIM is based on three assumptions not found in most previous models of the liquid-glass transition. These are: explicit finite-size effects from independent small systems, neighboring particles that might not interact, and orthogonal dynamics that allows energy and alignment to fluctuate independently. Direct evidence showing different time scales for dipole rotation and energy flow comes from nonlinear dielectric measurements at frequencies far above the dielectric loss peak, $f \gg f_p$, where dozens of pump oscillations are required before energy is equilibrated [29-32]. Justification for independent small systems comes from several experimental techniques showing that dynamic heterogeneity dominates the $\alpha$ response of glass-forming liquids [6-14]. Justification for allowing neighboring spins that might not interact comes from the increase in entropy that yields an equilibrium distribution of interaction energies [26], and/or from a distribution of local environments that may intermittently interrupt the interactions between particles. We anticipate that in more-sophisticated models of interacting molecules there will be a higher cost in energy to form isolated non-interacting bonds, which will favor forming continuous interfaces surrounding relatively compact regions. We speculate that these interfaces will define a break in the quantum coherence between distinct wavefunctions, yielding independently relaxing regions. Thus, it is likely that two of the assumptions in the OIM are connected, and that more-detailed models will develop their own equilibrium distribution of IRR. Indeed, using the nanocanonical ensemble, theoretical expressions for the equilibrium distributions of small systems have been found for the 1-D Ising model with intermittent interactions and for a semi-classical ideal gas that yields a novel solution to Gibbs’ paradox [26].
In Section 5 we have shown that the OIM mimics more than twenty characteristics commonly found in glass-forming liquids [1,2]. Eight of these characteristics are found in the $T$-dependence of the average energy, Fig. 7. Specifically, as $T$ is reduced through $T_h$ we find: 1) a change in slope of $\bar{\epsilon}$ that yields 2) a gradual step down in $c_{V-}$. As $T$ is increased through $T_h$ we find 3) hysteresis that yields 4) a sharper step up in $c_{V+}$. Furthermore, if the rate of heating through $T_h$ is decreased we find: that 5) $T_h$ is decreased and 6) the step up in $c_{V+}$ is sharpened, yielding 7) increased overshoot ($c_{V+} > c_{V-}$). In addition, Fig. 7 (B) shows that the magnitude of the hysteresis is smaller for larger $N$ (and hence for higher fragility), consistent with 8) measurements summarized in Ref. [64]. Figure 5 (A) shows that the $1/T$ dependence of the OIM mimics three common characteristics of supercooled liquids. We find $\beta$ response that exhibits: 9) Arrhenius activation, in addition to a response with 10) curvature consistent with super-Arrhenius $T$ dependence and 11) increasing curvature with increasing $N$, covering a range of fragilities similar to the data shown in Fig. 4 (A). Figure 3 shows that as a function of frequency at fixed $T$, the OIM mimics seven features found in the response of glass-forming liquids. We find: 12) a partial peak at highest $f$ due to microscopic processes, 13) a $\beta$-response peak at intermediate $f$ that is 14) relatively broad, 15) symmetrical, and 16) suppressed in systems with small $N$. In addition, for the $\alpha$-like primary response peak at lowest $f$ we find: 17) an amplitude that increases roughly as $1/T$, 18) a width consistent with single-exponential relaxation for systems of a single size, and 19) relaxation times that vary exponentially with inverse $N$, which will yield asymmetrical primary response peaks in systems having a thermal equilibrium distribution of $N$. Figure 2 shows that as a function of $t$, the OIM exhibits two additional characteristics of glass-forming liquids. From Fig. 2 (A) we find that 20) the primary response fluctuates around one alignment, then abruptly jumps to fluctuate around the other alignment, reminiscent of the behavior deduced from NMR measurements; and from Fig. 2 (B) we find that 21) there is a coincidence between fluctuations that increase energy and the primary response from alignment inversion. Although this coincidence seems to suggest that an energy increase is needed for activation over a barrier, careful analysis indicates that primary response in the OIM comes from increased entropy needed for pathways through a bottleneck. Thus, despite its simplicity, the OIM mimics many properties of supercooled liquids, and provides new understanding of the liquid-glass transition.

Further insight comes from a theoretical analysis of the OIM. Indeed, in section 4, mesoscopic mean-field theory is utilized to predict some novel aspects of glass-forming liquids that are consistent with results found in section 5. In fact, a key component of the OIM is that finite-size effects enhance the energy fluctuations, especially in mean-field theory. These energy fluctuations yield an expression for the $T$ dependence of $\alpha$-response times, the “VFT2 law.” This VFT2 law diverges inversely proportional to the square of the difference in $T$ from a critical temperature, in contrast to the linear divergence of the VFT law. The VFT2 law is linearized using a modified Stickel, Fig. 4 (B). All data presented in Fig. 4 (B) show agreement with the VFT2 law at high $T$, where mean-field theory is expected to hold. When plotted as in Fig. 4 (B), other proposed expressions such as the VFT law and MYEGA formula show curvatures that are qualitatively inconsistent with the data when the entire range of $T$ is considered. Furthermore, mean-field theory on the OIM predicts response times that vary exponentially with inverse size. When applied to the expected distribution of IRR inside bulk samples, this size dependence is known to yield an asymmetric peak [47], and improved agreement with the deduced distributions of relaxation times [50,51]. Furthermore, this size dependence can be used to deduce the size of the IRR, as shown in Fig. 6.

6.2 Comparison to some other models of glass-forming liquids

A stringent test of any model for supercooled liquids is to mimic measured super-Arrhenius $T$ dependences in the $\alpha$ response. Many models are based on mechanisms for divergent activation energies that yield the VFT law. In contrast, the OIM predicts a novel $T$ dependence for $\tau_\alpha$, the “VFT2 law,” arising from energy
fluctuations that facilitate pathways through an entropy bottleneck, not activation over an energy barrier. Nevertheless, other aspects of the OIM are similar to previous models, which we now discuss.

Two of the earliest models applied to glass-forming liquids are the free-volume [65,66] and defect-diffusion [67,68] pictures. The intermittent bonds in the OIM simulate some aspects of these pictures. Specifically, non-interacting bonds are a type of defect that diffuse through the lattice, facilitating primary response (spin flips) as they diffuse, similar to the mechanism of free volume. Indeed, spin flips occur only if half of the interacting neighbors are up and the other half are down, a spin-alignment version of a soft molecular environment [69,70]. However, in the OIM the freezing of non-interacting bonds yields the hysteresis below $T_h$, as shown in Fig. 7, which is peripheral to the primary response that yields the VFT2 law and the diverging time scales as $T \to T_c$. Furthermore, none of these earlier pictures gives an underlying phase transition. Still, an important future step will be to extend ideas from the OIM to more-detailed models incorporating molecular motion and elasticity.

Another early model that yields divergent time scales around $T_g$ is the Adam-Gibbs picture of an activation energy that varies inversely proportional to configurational entropy [71]. Configurational entropy also plays an important role in the OIM. However, in the OIM primary response is attributed to energy fluctuations that increase the pathways through an entropic bottleneck, not activation over an energy barrier. Furthermore, NMR measurements yield IRR containing $n \sim 10$-100 molecules, quantitatively consistent with the behavior of the OIM as shown in Fig. 6, unlike the 4-8 molecules deduced from the Adam-Gibbs picture [72,73]. Nevertheless, the success of the OIM supports the notion that configurational entropy is central to supercooled liquids.

Both mode-coupling theory (MCT) [74,75] and the OIM attribute the behavior of supercooled liquids to an underlying transition. Furthermore, MCT is usually treated using mean-field theory, which also provides a useful approximation to the OIM (see Section 4.1). However, MCT involves an “avoided” dynamical transition, whereas $T_c$ in the OIM is from a thermal transition that is smeared out by finite-size effects. Furthermore, the critical temperature in MCT (where key dynamical changes occur) is above $T_g$, whereas $T_c < T_g$ in the OIM. Thus, high-$T$ mean-field expressions, such as the VFT2 law, can remain relatively accurate down to $T_g$, especially in relatively strong glass-forming liquids as shown by the solid lines in Fig. 4. Another connection to MCT may come from simulations of the OIM, Fig. 5 (A), where there are clear deviations from the VFT2 law at high-$T$. We attribute these deviations to the specific local configurations needed for isoenergetic spin flips in the simple-cubic lattice of the OIM. Although no such deviations are seen in the dielectric data of Fig. 4, other measurement techniques with stronger coupling to local dynamics show evidence for a crossover that may be related to the behavior seen in simulations of the OIM.

The OIM also shares some similarities with a random first-order transition (RFOT) [76]. Both attribute the behavior of supercooled liquids to an underlying thermal transition at $T < T_g$. The transition of the RFOT occurs at the Kauzmann temperature $T_K$, where configurational entropy is extrapolated to reach zero. Although the novel $T$-dependence of the VFT2 law yields a somewhat different extrapolation, $T_c$ in the OIM is often near to $T_K$ (see Table 1). However, $T_c$ comes from a high-$T$ mean-field extrapolation, so that finite-size fluctuations will suppress the thermal transition to below $T_c$, similar to non-classical critical scaling in ferromagnets [23,77]. As its name implies, the RFOT has a discontinuous jump in the order parameter at $T_K$, but there is also a gradual increase in order around $T_K$ so that the RFOT is second order in the Ehrenfest sense. The OIM has no discontinuous jump, exhibiting only a gradual onset of order from the Ising model that starts as a second-order transition and is broadened by finite-size effects. In fact, these finite-size effects yield an order parameter (average magnitude of alignment) that is nonzero at all $T$,
with only an inflection point near the center of the thermal transition. In general, the RFOT is treated using mean-field theory, which is also a useful way to approximate the OIM, yielding e.g. the VFT2 law. Some studies suggest that the RFOT transition becomes unstable outside of mean-field theory [78,79], whereas simulations of the OIM utilize microscopic interactions to mimic many features of liquid-glass behavior. Moreover, the OIM is approximated using mesoscopic mean-field theory, with finite-size effects that are essential for energy fluctuations that open pathways through the entropy bottleneck yielding the $\alpha$ response.

Both MCT and the RFOT theory attribute slow dynamics in supercooled liquids to activation over energy barriers in a high-dimensional energy landscape. The energy landscape is assumed to form far above $T_g$, with the system becoming increasingly trapped in energy minima of the landscape as $T \rightarrow T_g$. Thus, these theories have complexity in the multi-dimensional configurational space of the landscape. In these theories, and others [80,81], heterogeneity is assumed to come from quenched disorder that is frozen into the system. In contrast, heterogeneity in the OIM is assumed to come from the nanocanonical ensemble in nanothermodynamics, which yields a heterogeneous distribution of IRR in thermal equilibrium. Thus, each local region of the OIM has a single potential-energy barrier in its one-dimensional alignment space, with the complexity arising in real space, consistent with measurements of dynamic heterogeneity [6-14]. Furthermore, in the OIM, slow relaxation involves finding pathways through an entropy bottleneck, not activation over an energy barrier. In a more-detailed model, non-interacting bonds should form continuous interfaces between the regions, facilitating the thermal equilibrium distribution of IRR in the nanocanonical ensemble.

Frustration-based models attribute the slow relaxation to an avoided thermodynamic critical point far above $T_g$ [82]. Below this critical point, frustration from an inability to match local and global structures yields a nonequilibrium mosaic of configurations that are frozen into the sample. A specific example is the frustration-limited domain (FLD) model [80,81]. The OIM is also based on heterogeneous regions inside the sample. However, in the OIM these IRR are identified by their dynamics (not structure), with neighboring regions having uncorrelated fluctuations, consistent with several experimental techniques [6-14], and as needed for their entropies to be additive. Furthermore, these regions are assumed to be in thermal equilibrium whenever $T > T_g$, with a distribution of sizes from the nanocanonical ensemble, consistent with measurements indicating a change in the distribution at $T_g$ [50]. In the FLD picture, the fragility of supercooled liquids (curvature on an Arrhenius plot) varies inversely with the degree of frustration, so that the curvature increases monotonically with the length scale of cooperativity. Similarly, in the OIM there is an increase in curvature with increasing region size, $n$ or $N$, as shown in Figs. 4 (A) and 5 (A). Indeed, this curvature yields the magnitude of slope that is found to follow the cube-root size dependence expected from mean-field theory, as shown in Fig. 6.

The OIM combines components from mesoscopic mean-field theory [22] and an Ising model with entropic constraints [83]. Specifically, in section 4.2, the OIM is approximated using finite-size mean-field theory, but with energy fluctuations that facilitate pathways through an entropy bottleneck yielding the VFT2 law. The Ising model with entropic constraints that was previously used to simulate supercooled liquids and ferromagnets [23] uses a local entropy bath to maintain maximum entropy, with a bypass mechanism for spins that have no net energy change. Thus, this bypass mechanism is the isoenergetic step in the orthogonal dynamics of the OIM. These previous models yield the VFT law and stretched-exponential relaxation, but lack the full range of liquid-glass behavior found from the OIM.

A 1-D version of the OIM was previously used to mimic the $1/f$-like noise from a qubit [26]. We implement three main changes to that model. First, we extend the OIM to 3-D, yielding a phase transition and matching the dimensionality of most samples. Second, we remove the local entropy bath, as expected
for distinguishable particles and nondegenerate states due to the variety of local environments in amorphous systems. Third, the OIM described here has intermittent interactions between spins, driven by the resulting increase in entropy and variable local environments, which allows the system to attain an equilibrium distribution of interaction energies.

7. Conclusions

Here we study the thermal and dynamic properties of an Ising model with novel constraints. This orthogonal Ising model (OIM) treats finite-size systems using orthogonal dynamics, with intermittent interactions between spins. Orthogonal dynamics separates conservation of energy from conservation of alignment, allowing these fundamental laws to evolve independently on their own preferred time scales; while the intermittent bonds yield a thermal distribution of interaction energies. The OIM mimics more than twenty characteristics that are commonly found in supercooled liquids and glasses, as summarized in Section 6.1. From the OIM we deduce that the liquid-glass behavior is due to an underlying 2nd-order phase transition that is broadened by finite-size effects. Perhaps the most stringent test of the OIM comes from the peak response time of supercooled liquids as a function of $1/T$, shown in Figs. 4-5. In section 4.1, a mean-field approximation to the OIM yields $\tau_\alpha \propto \exp\{1/[C(1 - T_c/T)^2]\}$. Here, the critical temperature ($T_c$) is where the mean-field transition would occur if extrapolated from high $T$, while $C$ is related to the curvature on an Arrhenius-like plot (fragility) and is generally proportional to system size. The mean-field expression for $\tau_\alpha$ is reminiscent of the VTF law, but with the temperature difference in the denominator squared, so that we call it the VFT2 law. Figure 4 (B) shows measurements of several glass-forming liquids plotted in a modified Stickel plot that linearizes the VFT2 law. This plot shows linear behavior for all substances at high $T$, where mean-field theory is expected to hold. Such qualitative consistency with the VFT2 law cannot be matched by the VFT law, or other functions previously used for $\tau_\alpha$ in glass-forming liquids.

As a function of time, Fig. 2 shows that the alignment of the OIM exhibits two types of response: fast fluctuations around one alignment, with relatively rare but sudden inversions to the other alignment. We associate these fluctuations with the $\beta$ and $\alpha$ responses, respectively. The $\beta$ response shows a relatively broad peak (Fig. 3 (A)) with Arrhenius-like activation (Figs. 4 (A) and 5 (A)), while the $\alpha$ response exhibits super-Arrhenius behavior. A key result from simulations and mean-field theory of the OIM is that this $\alpha$ response comes from energy fluctuations that enhance the possible pathways through an entropy bottleneck, not activation over an energy barrier. The dependence of the $\alpha$ response on system size is consistent with the distribution of relaxation times deduced from measured relaxation in many systems. The sizes of IRR found from response measurements using the OIM agrees with the sizes measured directly by NMR.

By adapting the simplest microscopic picture for a thermodynamic phase transition, we find that a finite-size Ising model with orthogonal dynamics and intermittent interactions mimics more than twenty distinctive features found in supercooled liquids and the glass transition. Despite its simplicity, this orthogonal Ising model provides a novel framework for interpreting the behavior of glass-forming liquids, and a foundation for developing more-detailed models.
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