Single-shot compressed ultrafast photography based on U-net network
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Abstract: The compressive ultrafast photography (CUP) has achieved real-time femtosecond imaging based on the compressive-sensing methods. However, the reconstruction performance usually suffers from artifacts brought by strong noise, aberration, and distortion, which prevents its applications. We propose a deep compressive ultrafast photography (DeepCUP) method. Various numerical simulations have been demonstrated on both the MNIST and UCF-101 datasets and compared with other state-of-the-art algorithms. The result shows that our DeepCUP has a superior performance in both PSNR and SSIM compared to previous compressed-sensing methods. We also illustrate the outstanding performance of the proposed method under system errors and noise in comparison to other methods.
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1. Introduction

The capture of transient scenes at high imaging speed is essential for various applications [1–5] and it can help us to extend our understanding of transient processes. With rapid developments in CCD, CMOS sensor, and single-photon avalanche diode (SPAD) technologies, the imaging speed has been increased from several frames per second (fps), achieved by an intermittent camera [6], to one billion frames per second [7]. Currently, the predominant approaches for capturing transient events are all-optical mapping photography [8–10] (STAMP), serial time-encoded amplified imaging [11–12] (STEAM), and compressed ultrafast spectral-temporal (CUST) photography [13]. All of them have been used in physical chemistry [14–17], materials science [18], and nonlinear optics [19]. Moreover, imaging scattered dynamics within picoseconds or even femtoseconds are meaningful in biomedicine, such as blood flow velocity [20] and tissue elasticity [21]. Research in light scattering imaging has also been increasingly featured in recent progress in biomedicine [22]. Besides, the analysis of temporal fluctuation in the scattered light signal reveals many optical properties of biological tissues [22,23].

This characteristic has enabled a diverse range of applications, such as assessments of food and pharmaceutical products [24] and studies of protein aggregation diseases [25]. Streak cameras (SCs) are ultrafast imaging tools that can convert the time variations of an ultrafast signal to a spatial profile and achieve picoseconds or even femtosecond measurements with high spatial resolution. However, the images on CCD should be narrow enough to read out the time information due to the shearing operation. Thus, the camera can only capture one-dimensional images. Therefore, a narrow entrance slit (50um) is inserted in front of the camera lens and it can limit the imaging field of view (FOV) to a line. To achieve two-dimensional imaging, this system should equip additional optical scanning mirrors. Although this method is capable of capturing
the transient event, the event itself must be repetitive following the same spatiotemporal pattern while the entrance slit of a streak camera steps across the entire FOV.

In cases where the physical phenomena are not repetitive, such as shock wave, nuclear explosion, or synchrotron radiation, this 2D streak imaging method is inapplicable. To overcome this limitation, a computational photography method for streak cameras was proposed, which can capture 2D dynamic images with a temporal resolution of picoseconds. In this method, the spatial domain was encoded by a pseudo-random binary pattern, followed by a streak camera with a fully opened entrance slit. In this processing, the three-dimensional (3D: x, y, t) scene is then measured by a 2D detector array with a single snapshot, and the reconstruction from 2D to 3D can be translated into a convex optimization problem. It is also a snapshot compressed imaging (SCI) system. Gao, Liang and Shian Zhang have developed this system with the reconstruction method called TwIST [26], and they have achieved exciting results [27–31]. However, TwIST is sensitive to input parameters, and the low peak signal to noise ratio (PSNR) and the structural similarity index (SSIM) are poor. Some algorithms used in compressed sensing can be adopted to reconstruct images for this compressive ultrafast photography (CUP) system. In [32], a new reconstruction framework was proposed, adopting the rank minimization as an intermediate step during reconstruction. Specifically, by integrating the compressive sampling model in SCI with the weighted nuclear norm minimization (WNNM) for video patch groups, a joint model for SCI reconstruction was formulated [32,33]. To solve this problem, the alternating direction method of multipliers (ADMM) [34] method was employed to develop an iterative optimization algorithm for SCI reconstruction. DeSCI and GAP-TV are two typical methods [35,36].

In this paper, a deep learning method was developed to reconstruct CUP images in a single shot. We take Mnist, UCF-101 [36] and Runner [37] datasets to simulate this CUP system with a perfect mask which do not contains any noise aberration, and distortion. The results show that the deep learning method has advantages over DeSCI, GAP-TV, and TwIST in PSNR and SSIM. However, the codes used in real experiments is extracted from an image captured by this CUP system for code mask with static mode. It contains strong noise, aberration, and distortion in real experiments, which degrade the reconstruction performance. The robust performance was also evaluated by taking Mnist data and a mask captured in the real experiment to simulated this CUP system. The results show that the PSNR and SSIM calculated by the proposed method outperforms the other methods. Besides, the computing efficiency of this deep learning method is also better than TwIST and GAP. It is possible to implement a real-time ultrafast imaging system. We set up an experiment to record the transient process of a femtosecond laser passing through the water added a little milk, and the result showed that this system can achieve the temporal resolution of 4ps.

2. Experiment setup

To validate our method, we imaged propagation of femtosecond laser pulses in real-time. A system as shown in Fig. 1 was established. The system consists of two relay lenses (Relay lens1, Nikon 35F2D; Relay lens2, Nikon 50-1.4D) and a mask which is made of 512×512 random codes and the size of every code is 75um×75um. The dynamic scattering scene is imaged by the camera lenses, to an intermediate plane. Then the light is encoded by a mask firstly and finally captured by a streak camera (Hamamatsu C7700) with 1ns scanning time and 5mm slit width. Inside the streak camera, a sweeping voltage with an ultrafast slope is applied along the y-axis, deflecting the encoded image frames towards different y locations according to the times of arrival.

The final temporally dispersed image is captured by a streak camera (1016×1344) with a single exposure. In the experiment, the dynamic scattering scene, namely, a femtosecond laser (800nm) passing through water tinted with milk, was imaged, and the field of view is about 600ps. Mathematically, the compression process is the same as CUP system [27]. The process
is equivalent to successively applying a spatial encoding operator, $C$, and a temporal shearing operator, $S$, to the intensity distribution from the input dynamic scene, $I(x, y, t)$, the processing of streak camera can be derived as,

$$I_c(x', y', t) = SCI(x, y, t)$$  \hspace{1cm} (1)

where, $I(x, y, t)$ represents the original dynamic scene. Then, $I_c(x', y', t)$ is the encoded and sheared scene by the streak camera. Then, CCD compress and accumulate the sheared scene with a resolution $R \times (N + vt)$; $v$ is the shearing speed of the streak camera. The compressed image $E(m, n)$ is:

$$E(m, n) = TI_c(x, y, t)$$  \hspace{1cm} (2)

where the operator $T$ represents compressing process of streak camera CCD. When encoding the image, the mask samples the scene sparsely. Assuming the size of mask is the same as pixel size, the encoded video can be expressed as:

$$I_c(x, y, t) = \sum_{i,j,k} I_{i,j,k} C_i j - v t rect\left(\frac{x}{d} - \left( i + \frac{1}{2} \right), \frac{x}{d} - \left( j + \frac{1}{2} \right), \frac{t}{\Delta t} - \left( k + \frac{1}{2} \right)\right)$$  \hspace{1cm} (3)

where $d$ is the pixel size, and $I_{i,j,k}$ is the discretized pixel imaged on sensor, $C_i$ is the binary mask value in $x$-$y$ direction, $\Delta t = \frac{d}{v}$ is the scanning time interval on each pixel. Then, the streak camera CCD compressed the burst video series. The process can be viewed as a sum in $t$ direction:

$$E(m, n) = \sum_{k=0}^{n-1} I_c(m, n, k)$$  \hspace{1cm} (4)

To estimate the original scene from the CCD measurement, we need to solve the inverse problem of Eq. (4). This process can be formulated in a more general form as:

$$\arg \min \left\{ \frac{1}{2} || E - TSCI(x, y, t) ||^2 + \beta \Phi(I) \right\}$$  \hspace{1cm} (5)

$$\Phi(I) = \sum_{k=0}^{N_t-1} \sum_{i=1}^{N_x N_y} \sqrt{(\Delta^h I_k)^2 + (\Delta^v I_k)^2} + \sum_{k=0}^{N_t} \sum_{i=1}^{N_x N_y} \sqrt{(\Delta^h I_m)^2 + (\Delta^v I_m)^2} + \sum_{k=0}^{N_t} \sum_{i=1}^{N_x N_y} \sqrt{(\Delta^h I_n)^2 + (\Delta^v I_n)^2}$$  \hspace{1cm} (6)

Where, $\Phi(I)$ is the regularization function, $\beta$ is the regularization parameter and $\Delta^h$, $\Delta^v$ are horizontal and vertical first-order local difference operators on a 2D lattice. For example, to
reconstruct a dynamic scene with dimensions $N_x \times N_y \times N_t$ ($N_x$, $N_y$, are respectively the numbers of voxels along $x$, $y$), where the coded mask itself has dimensions $N_x \times N_y$, the actual matrix $E$ used in Eq. (4) will have dimensions $N_x \times (N_y + N_t - 1)$, with zeros padded to the ends. $N_t$ is reconstructed frames finally.

3. Neural network design

3.1. Encoder

We designed a novel Deep Compressive Ultrafast Photography (DeepCUP) to accomplish single-shot-single-mask decompression. By assuming all the training and testing data using the same mask in compression encoding, the neural network can be trained to extract the reverse process from a compressed single image to an uncompressed video sequence. Thus, a $l_0$ optimization problem of compressed sensing is converted to a recognition and extraction problem. The compressed video is can be interpreted as a set of sparsely sampled sequences that are related in position and time, and the compressed image is a feature space that can be remapped to a decoupled space through series of nonlinear re-projections. To decode the time series of spatial information, three essential components are required: a feature extractor that presents the meaning of distribution, a projector that can separate all spatial and time-sequential information, and multiple extractors that discern and collect the information of specific frames. As shown in Fig. 2, The network starts from a 3-layer Convolutional encoder for feature extraction cascaded by 15 Res blocks of high-level feature mapping. The result of the feature mapping is decoded by 8 convolutional decoders separately.

![Fig. 2. The architecture of neural network proposed in this paper.](image)

The 3-layer convolutional encoder takes in a sparsely encoded image $I$ in space $R^{M \times N}$, and the network extracts and refines the feature space of the sparsely encoded image with a channel number 64, 128, 256 consecutively. After each convolutional operation, normalization and nonlinear operations are applied. The output of Layer $i$ and Channel $k$ is formulated by,

$$X^{(i+1)}_k = \text{Relu} \left( \frac{CX^{(i)}_k}{||CX^{(i)}_k||} \right), \quad (7)$$

where

$$CX^{(i)}_k = b_k + \sum_{j=1}^{C_i} w^{(i)}_{j,k} \ast X^{(i-1)}_j \quad (8)$$

And $C_i$ is the input channel number of the current convolutional layer, $w^{(i)}_{j,k}$ is weight of neural network, and there is a $3 \times 3$ kernel corresponding to the input channel $C_j$ and output channel
Ck in Layer i. The input image can be viewed as a single channel input. The 3-layer encoder extracts and converts the input image into a high-level feature space for the cascaded remapping process.

3.2. ResNet re-projection

After the encoding process of DeepCUP, the feature space is consecutively remapped by 15 ResNet blocks formulated by,

\[ x_{k+1} = x_k + \text{Relu}(T(x_k)) \]  

where \( x_k \) is the output of the \( k \)th layer Res-block and \( T \) is the transformation applied in the Res-block. We used 15 res-blocks in series for the whole re-projection process, and the transformation function \( T \) is:

\[ T(x_k^{(i)}) = \frac{b_k + \sum_{j=1}^{C_{in}} w_{jk}^{(i)} \ast x_{j}^{(i-1)}}{\left| b_k + \sum_{j=1}^{C_{in}} w_{jk}^{(i)} \ast x_{j}^{(i-1)} \right|} \]  

The specific parameters of the transformation are shown in Table 1.

| Outputs          | Layer structure            |
|------------------|-----------------------------|
| \( 256 \times 64 \times 64 \) | Conv2d 3 × 3 Stride 1 Batch Normalization Relu |
|                  | Conv2d 3 × 3 Stride 1      |
|                  | Batch Normalization        |

The remapping process is cascaded by a convolution layer, a normalization layer, and a Relu activation layer followed by another convolution layer and a normalization layer. The function of the Resnet block is to convert and separate these high-level features by a series of non-linear transformations. The decoder has the ability of feature extraction and recombination, but the encoded information might not contain decoupled information that can be directly extracted. Thus, we need a series of re-projections such that the high-level feature space is remapped to a state that can be decoded by multiple parallel designed decoders.

3.3. Decoder

The last layer of the res-block is connected to 8 decoders in parallel, and each decoder extracts and recombines the remapped information in one particular frame. Each decoder is consisting of 3 cascaded layers of transpose convolution, which use Eq. (7) with the input being zero-padded with stride 2. Because the 8 decoder is in a parallel design, the final output should be in \( R^{8 \times M \times N} \) when processing the input in \( R^{(M+vt) \times (N)} \).

3.4. Training

In the forward path, the video of dynamic scene is converted into an compressed image, and we want to find function \( \phi \), \( R^{x \times y \times vt} \) to \( R^{x \times y \times t} \) such that \( I = \phi(E) \), where, \( E \) is compressed image, \( I \) is constructed image. To train the network that minimizes the error of the reconstructed burst video
series $I'$, we constrain and optimize the model with the following objective function,

$$L = \mu_a \| I(x, y, t) - I_d(x, y, t) \| + \mu_b \| TSC \tilde{I}(x, y, t) - TSCI_d(x, y, t) \| + \mu_c \Phi(\tilde{I})$$

(11)

where, $I$ is the output, $I_d$ is the ground truth, TSC is the forward process of compressing, shearing, and encoding and $\mu_a, \mu_b, \mu_c$ are hyperparameters. $\Phi$ is the total variation formulated as,

$$\Phi(\tilde{I}) = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sqrt{(\Delta_x I'_m)^2 + (\Delta_y I'_n)^2} + \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sqrt{(\Delta_x I'_m)^2 + (\Delta_y I'_n)^2} + \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sqrt{(\Delta_x I'_m)^2 + (\Delta_y I'_n)^2}$$

(12)

Here we assume that the discretized form of $I'$ has dimensions $N_x \times N_y \times N_t$, and $m, n, k$ are indices. $I'_m, I'_n, I'_k$ denote the 2D lattices along the dimensions $m, n, k$, respectively. The training process enforces the decoded video close to the original video, but this constraint does not provide strong restrictions on the total intensity and forward model. Thus, we added two extra constraints on the forward model: one by the encoded streak camera image, and the other by the black/white CCD. We also added the total variation constraint to enforce the smoothness of the final output. We set the $\mu_a$ to be 1, $\mu_b, \mu_c$ to be 0.1 when training both Flying MNIST Dataset and UCF-101 Dataset.

4. Experiment and results

Various methods can be applied for SCI reconstruction, but most of them are based on spatial-varying mask [36] reconstruction instead of static mask reconstruction. In this paper, we compared with two spatial-varying mask reconstruction methods, DeSCI and GAP-TV, and one static mask reconstruction method, TwIST.

4.1. PSNR and SSIM analysis based on simulation

We trained the model with 2 datasets: UCF-101 and Flying Mnist datasets. The UCF-101 dataset consists of 13220 videos from 101 human action categories. We generate 65000 clips with 8 frames per clip across all sorts of human actions. The UCF-101 dataset is used for training a model for daily scenes, which is smoother and texture-rich. The Flying Mnist dataset is a self-generated dataset with several Mnist numbers flying in random directions. Each clip also has a time length of 8 frames. The training set contains 65,000 clips, and the validation set contains 1000 clips. Such a scene resembles the streak camera detection, which is usually a simple scene but in a high dynamic range. For the real dataset, we take pictures based on the CUP system, which images femtosecond events in burst mode. Because the incoming light will encounter optical-electrical-optical conversion, massive noise is brought to the final image. The UCF-101 dataset was performed as a series of linear operations based on the CUP system and reconstructed it with TwIST, GAP-TV, DeSCI, and the DeepCUP proposed in this paper. In our simulations, the UCF-101 dataset was encoded by a perfect mask and the reconstruction result is shown in Fig. 3.

To prove the generalization ability of the model, we further trained the model on UCF-101 dataset to solve general compress-sensing problem. The random 65,000 video clips were generated to train the model. To benchmark the training result, we choose the widely-used drop dataset [38] and Runner dataset [37], simulated with a series of operations based on the CUP system with perfect encoding, and it was reconstructed with TwIST, DeSCI, GAP-TV and DeepCUP, respectively. The results are shown in Fig. 4 and Fig. 5. Moreover, PSNR and SSIM were also evaluated and the results are summarized in Table 2.

We can conclude from Fig. 3, Fig. 4, Fig. 5 and Table 2 that for the simulated data, DeepCUP outperforms other state-of-the-art methods in PSNR and SSIM. Because GAP-TV and DeSCI are optimized for spatial-varying mask problems, they perform generally worse than TwIST when converted to static mask problems, which mainly focused on optimizing the total variation. In a static mask problem, the equivalent movements of the camera sensor introduce a large
Fig. 3. Reconstruction results of Flying mnist dataset encoded by perfect mask and the comparison among (a) DeepCUP, (b) DeSCI, (c) GAP-TV, (d) TwIST, (e) Ground truth.

Fig. 4. Result of drop dataset comparison among (a) DeepCUP, (b) DeSCI, (c) GAP-TV, and (d) TwIST, (e) Ground truth.
Fig. 5. Result of Runner dataset comparison among (a) DeepCUP, (b)TwIST, (c)GAP-TV, and (d)DeSCI, (e) Ground truth.

**Table 2. Average PSNR and SSIM results**

| Methods  | Flying Mnist | Drop | Runner |
|----------|--------------|------|--------|
| DeepCUP  | PSNR: 30.63 SSIM: 0.933 | PSNR: 27.73 SSIM: 0.8458 | PSNR: 26.54 SSIM: 0.836 |
| TwIST    | PSNR: 26.45 SSIM: 0.7393 | PSNR: 27.72 SSIM: **0.8803** | PSNR: 24.84 SSIM: 0.764 |
| DeSCI    | PSNR: 18.32 SSIM: 0.6591 | PSNR: 22.51 SSIM: 0.7267 | PSNR: 21.83 SSIM: 0.63 |
| GAP-TV   | PSNR: 24.78 SSIM: 0.7393 | PSNR: 21.17 SSIM: 0.6875 | PSNR: 21.04 SSIM: 0.612 |

variation to the system [36]. The performance is also affected by an unchanged encoding mask. TwIST can solve the static mask SCI reconstruction decently, but a lot of details are missing during the reconstruction process. The proposed DeepCUP method can learn the static mask SCI reconstruction method as a global prior successfully, and produce the most reliable reconstruction.

4.2. Noise analysis

Most SCI reconstruction assumed the encoding process is perfectly binary shown in Fig. 6(a), from which an encoded result is formed by a series of sparse images.

In the real experiment, the imaged mask usually contains noise, aberration, and distortion, and the real mask is shown in Fig. 6(b). To analyze the robust performance of the DeepCUP method, the Mnist dataset was encoded by a mask that was captured from the experiment. The proposed deep learning method and other state-of-the-art methods were performed to reconstruct it and the results are shown in Fig. 7. PSNR and SSIM were also calculated as shown in Table 3.

From Fig. 7 and Table 3, we can see it can be seen that the proposed method outperforms other state-of-the-art methods in PSNR and SSIM. In the streak camera, the imaging light is going through optical-electrical-optical conversion, making the encoded results highly noisy. In such a scenario, the result of the forward model is no longer from a sparse image sequence, and the reconstruction result is highly jeopardized by using conventional compressed sensing methods. However, the proposed deep learning method can learn the reconstruction function
Fig. 6. Designed perfect mask and experimentally-captured mask.

Fig. 7. Comparison of the results of Flying Mnist experimentally-captured mask encoded datasets using (a) DeepCUP, (b) DeSCI, (c) GAP-TV, (d) TwIST, and (e) Ground truth.

Table 3. Average PSNR and SSIM results

| Methods | Flying Mnist (Real Encoding) |
|---------|------------------------------|
| DeepCUP | PSNR: 24.58, SSIM: 0.8651    |
| TwIST   | PSNR: 19.04, SSIM: 0.5848    |
| DeSCI   | PSNR: 18.42, SSIM: 0.6583    |
| GAP-TV  | PSNR: 18.42, SSIM: 0.6539    |
under a fixed deflection and a noise model by inputting data encoded by a specific flawed mask. The model finds the best fit of the reconstruction results. In this paper, the model assumes that it remains unchanged when applied to different datasets. As long as the mask with the same noise and aberration is applied to the real experiment, the model has the potential to handle the noise robustly. Thus, the proposed deep-learning based method can tolerate such system imperfections, by learning from a large augmented dataset including various distributions. Besides, computing efficiency is also much better. We took drop, Mnist datasets and the video in Ref. [27] as dynamic scenes to simulate the CUP system and then reconstructed it with TwIST, GAP, and Deep CUP, respectively. The reconstruction time required on a computer with RTX 2080Ti GPU and 11 GB RAM is summarized in Table 4.

| Dataset          | TwIST (s) | GAP (s) | DeepCUP (s) |
|------------------|-----------|---------|-------------|
| Drop             | 139.6     | 5.9     | 0.05763     |
| Mnist            | 45.84     | 4.6     | 0.05489     |
| Wang Li Hong Result [27] | 46.19 | 5.0     | 0.05618     |

Table 4 shows that DeepCUP is much more efficient than the other methods. Therefore, it is possible to implement an ultrafast imaging system for real-time applications.

4.3. Experiment

To test the generalization and robustness of the proposed method, we adopted the experimental data used in Ref. [27]. Although the decoding model was trained on Flying MNIST dataset, it can still readily recover transient videos with totally different contents. The video was encoded with an experimentally imaged mask containing both noises and aberrations. The recovered burst image still resembles the original video series as shown in Fig. 8.

In the real experiment, we imaged the process of femtosecond laser pulse passing through water tinted with milk as a scattering medium. In these experiments, to scatter light from the media to the CUP system, we evaporated dry ice into the light path in the air. We can observe the transmitting and scattering effects when the light interacts with milk solution as shown in Fig. 9. Comparing all the reconstruction results, the proposed method stands out in terms of noise rejection.

In our experiment, the shearing velocity of the streak camera was set to $v = 13.6 \text{ mm/ns}$ and the temporal resolution is 4ps. The spatially encoded, temporally sheared images were acquired by an internal CCD camera (ORCA-R2, Hamamatsu) with a sensor size of 1344×1024 binned pixels (2×2 binning; binned pixel size $d = 12.9 \mu m$). The reconstructed frame rate, $r$, was determined by $r = v/d$ to be nearly 100 billion frames per second.
5. Conclusions

In summary, we designed a novel reconstruction method based on deep learning to reconstruct the single compressed imaging. The UCF-101 dataset and Mnist dataset were adopted to train the networks, moreover, those datasets were also performed by a series of operations based on DeepCUP system and reconstructed it with the method of deep learning proposed in this paper and compressed sensing methods such as TwIST, GAP-TV, and DeSCI, and the results show that DeepCUP has better performances than the other methods in PSNR and SSIM. It is also applicable to the drop dataset, where the network has been trained by UCF-101 and Mnist datasets. Besides, the imaged mask which is obtained by streak camera usually contains noise, aberration, and distortion in the experiments, DeepCUP outperforms compressed sensing methods in terms of PSNR, SSIM and anti-noise performance. An experiment was conducted to image the transient process of the femtosecond laser passing through water tinted with milk, and the results show that DeepCUP can achieve nearly 100 billion frames per second.
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