We develop a consistent stochastic thermodynamics for environments composed of thermodynamic reservoirs in an external conservative force field, that is, environments described by the generalized or Gibbs canonical ensemble. We demonstrate that small systems weakly coupled to such reservoirs exchange both heat and work by verifying a local detailed balance relation for the induced stochastic dynamics. Based on this analysis, we help to rationalize the observation that nonthermal reservoirs can increase the efficiency of thermodynamic heat engines.
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The noise experienced by small systems is not devoid of form but has a structure imposed on it by thermodynamics, manifest in the fluctuation-dissipation theorem [1] and the fluctuation theorems [2,3]. This structure has led to the formulation of a stochastic thermodynamics that describes the phenomenological relationships among heat, work, and entropy fluctuations along individual stochastic trajectories [4–6]. Stochastic thermodynamics has been wildly successful at systematizing thermodynamic fluctuations in small nonequilibrium systems coupled to one or many thermodynamic reservoirs: macroscopic thermodynamic systems so large they can act as a constant inexhaustible source of energy, particles, and/or entropy [7]. In light of its success, an on-going research endeavor has been to expand the applicability of stochastic thermodynamics to out-of-equilibrium and nonthermal environments as a means to explore the limits of far-from-equilibrium thermodynamics.

Although a generic framework for arbitrary environments may be out of reach, there has been success in understanding the exchange of energy and entropy within specific classes of nonequilibrium reservoirs. For instance, information reservoirs [8–10]—sources of entropy but not heat—provide a unified accounting of the thermodynamic costs to operate a Maxwell demon [11,12]. In quantum heat engines, quantum nonequilibrium reservoirs [13], such as coherent [14–16] and squeezed thermal reservoirs [17–21], have been shown to increase the thermodynamic efficiency, sometimes beyond the Carnot limit. This prediction appears surprising only because the “hidden” work necessary to construct the nonequilibrium reservoir has not been accounted for [22,23]. Alternative justifications have been proposed in terms of effective temperatures [19–21,24,25], generalized thermodynamic forces [26], and nonequilibrium entropies [18,27].

To gain perspective on these seemingly remarkable thermodynamic properties of nonequilibrium environments, we develop in this Rapid Communication a stochastic thermodynamics for a large class of equilibrium environments that display similar behavior: generalized or Gibbs canonical reservoirs, which are thermodynamic reservoirs in a conservative external force field [28,29]. Examples include reservoirs in a fixed electric field or held at constant pressure (instead of volume) as well as moving or rotating reservoirs. Earlier works on effusions between linearly translating reservoirs [30] and colloidal particles in an external flow [31,32] have demonstrated that such reservoirs modify the thermodynamics. Our investigation provides a unifying perspective that generalizes these studies. We demonstrate that Gibbs reservoirs exchange both heat and work, much like how a particle reservoir is a source of both heat and chemical work. This observation challenges the commonly held belief that any energy exchanged with a nonthermal environment is heat [13–15,18–21,25]. In fact, the division between work and heat is intimately connected to the form of the environment. Based on these observations, we analyze the energetics of a driven spinning paddle in a rotating environment, demonstrating that energy can be extracted from a single reservoir. We conclude by calculating the maximum efficiency of a cyclic heat engine operating with a Gibbs reservoir, verifying that one can exceed the Carnot efficiency without violating the second law.

To begin, stochastic thermodynamics is a systematic accounting of the random flow of energy and entropy between a small system and its environment. As such, the fundamental relation that underpins this framework is an equality between the stochastic heat flow \( \dot{q}(t) \) into a thermodynamic reservoir and the entropy flow out of the system \( \dot{s}_e(t) \) [5],

\[
\dot{s}_e(t) = \beta \dot{q}(t),
\]

where \( \beta = 1/T \) is the inverse temperature of the reservoir \( (k_B = 1) \). For thermal or chemical reservoirs, this equality is a consequence of detailed balance or the fluctuation-dissipation theorem [6]. As such, (1) is a result of the thermodynamic structure of environmental noise. To develop a stochastic thermodynamics of Gibbs reservoirs, we will need to demonstrate the validity of (1) by properly identifying the heat and entropy flow into a Gibbs reservoir. To this end, we first turn to the macroscopic thermodynamics of the Gibbs ensemble.

The Gibbs canonical ensemble describes a macroscopic equilibrium system with an applied generalized force \( F \). Its density in phase space \( \xi = (\xi, \nu) \) takes the standard form in terms of the Hamiltonian \( H(\xi) \) [28,29],

\[
\rho(\xi; F) = e^{-\beta[H(\xi) - FX(\xi) - G]},
\]
TABLE I. Gibbs reservoirs with generalized force $F$ and conjugate conserved quantity $X$. Their product is the work performed by the force to prepare the Gibbs state $W_F = FX$. The four Gibbs reservoirs represented are thermal reservoirs with gas particles of mass $m$ linearly translating at velocity $V$, rotating at frequency $\Omega$, held at constant pressure $P$, or constant chemical potential $\mu$.

| Ensemble     | $F$  | $X$  | $W_F$ |
|--------------|------|------|-------|
| Translating  | $V$  | $p = mv$ | $V \cdot p$ |
| Rotating     | $\Omega$ | $L = \xi \times p$ | $\Omega \cdot L$ |
| $PV$ ensemble| $-P$ | $\varphi$ | $-P\varphi$ |
| Chemical     | $\mu$ | $N$  | $\mu N$ |

where $X(\xi)$ is the conserved generalized coordinate conjugate to $F$ and $\beta G(F) = -\ln \int d\xi \, e^{-\beta[H(\xi) - FX(\xi)]}$ is the (Gibbs) free energy. A modest list of examples appears in Table I.

In the Gibbs canonical ensemble the internal energy $U$ is not the expectation value of the Hamiltonian $E = \langle H(\xi) \rangle$ but is instead [33]

$$U = \langle H(\xi) - FX(\xi) \rangle = E - FX. \tag{3}$$

One must subtract the work $FX$ performed against the external force, which is exactly the energy provided by the external work source to prepare the Gibbs state. Properly accounting for this work is important as the entropy is only a function of the work source to prepare the Gibbs state. Properly accounting for work.

$$S(U) \equiv -\int d\xi \, \rho(\xi; F) \ln \rho(\xi; F) = \beta(E - FX - G) = \beta(U - G). \tag{4}$$

This fundamental distinction has dramatic consequences on the first law of thermodynamics. Consider an infinitesimal reversible thermodynamic transformation where no mechanical work is performed apart from the work performed by $F$. Along this transformation, the Clausius inequality $(Q = TdS)$ and the fundamental relation $(dU = TdS)$ imply [33]

$$Q = TdS = dU. \tag{5}$$

Thus, only the internal energy compensates heat flow. By contrast, $dE = dU + Fdx = Q + W_F$ varies due to both the heat and the work performed by the external force $W_F = Fdx$. For us, this will imply that the energy exchanged between a small system and a Gibbs reservoir during an adiabatic reversible interaction is not just heat, but also must also include work.

We now turn to the stochastic thermodynamics of Gibbs reservoirs. For clarity of exposition, we focus on a paradigmatic example of a small nonequilibrium system: a massive particle of mass $M$ immersed in a dilute gas of particles of mass $m$ [34]. If the gas is sufficiently dilute, the stochastic dynamics of the system particle in its phase space $(x,v)$ is described by the linear kinetic equation for the probability density $P_t(x,v)$ [34,35],

$$\left[ \frac{\partial}{\partial t} + v \cdot \nabla_x + \frac{1}{M} \xi \cdot \nabla_v \right] P_t(x,v) = \frac{1}{Z} e^{-\beta [m v^2/2 + V(x) - FX(\xi)]} \tag{6}$$

The left hand side represents a streaming term due to the ballistic motion of the particle under the influence of a time-dependent external force $f(x) = -V\Delta d(x) + h_t(x)$ with conservative potential $U$ and nonconservative force $h$. The ballistic motion is interrupted by collisions with the gas, causing the system’s velocity to instantaneously jump $v \to \bar{v}$ when the incident gas particle has precisely the right incoming velocity $w(v, \bar{v})$—determined from the conservation of kinetic energy and momentum. As each collision is assumed to be uncorrelated and rare, their probability rate is

$$W(\bar{v}|v) = n\sigma(|v - \bar{v}|)\rho(\xi; F), \tag{7}$$

where $n$ is the particle density, $\sigma$ is the scattering cross section, and

$$\rho(\xi; F) = \frac{1}{Z} e^{-\beta [m v^2/2 + V(x) - FX(\xi)]}. \tag{8}$$

is the probability to find a gas particle with the appropriate position and velocity, taken to have a Gibbs canonical density with Hamiltonian $H = m v^2/2 + V(x)$. The potential $V$ can be left arbitrary as it does not enter into our analysis. The conjugate coordinate $X$, however, must be a dynamical variable conserved during the collision for the notion of equilibrium to exist [29], that is, $X(\bar{v}) - X(v) = -[X(\bar{v}) - X(v)]$. An intriguing example is momentum, which we will come back to in our illustrations.

With this setup, we can establish (1) as a property of Gibbs reservoirs. Within stochastic thermodynamics, there are two separate methods to identify the entropy flow: The first is the degree of time-reversal symmetry breaking in the dynamics, and the second is from a second-law-like entropy balance [6]. This discrepancy has led to an on-going discussion on the proper identification of entropy production [36,37]. We will find that there is a symmetry that enforces consistency between the two approaches, just like how the parity symmetry of stationary thermal reservoirs provides the necessary connection [35,38,39].

We first address the approach based on time-reversal symmetry breaking. To this end, we consider the effect of time reversal on the dynamics, implemented by reversing the sign of any odd variables, such as the velocity $(x,v)^* = (x,-v)$. Under time reversal the Hamiltonian is symmetric $H(\xi^*) = H(\xi)$, which implies that the collisions are as well $\sigma = \sigma^*$, as they are governed by Hamiltonian dynamics [38]. Similarly, the energy of the work reservoir must also be symmetric $F^* X(\xi^*) = FX(\xi)$. The entropy flow is then determined by the relative likelihood of a stochastic trajectory and its time reversal. As the ballistic motion between collisions is deterministic, it is symmetric. We thus focus on the collisions where the entropy flow per jump $v \to \bar{v}$ is given as the ratio of the jump rate
$W(v|\bar{v})$ to its time-reversal $W^*(-\bar{v} - v)$ \cite{6,35},

$$\Delta s_\theta(v|\bar{v}) = \ln \frac{W(v|\bar{v})}{W^*(-\bar{v} - v)}. \tag{9}$$

Substituting in (7) followed by (8), we find that the entropy flow is exactly the change in the Gibbs reservoir’s entropy,

$$\Delta s_\theta(v|\bar{v}) = \ln \frac{\rho(\xi,F)}{\rho(\xi^*,F^*)} = \frac{\beta}{2} m(\bar{v}^2 - v^2) - \beta F[X(\bar{v}) - X(v)]. \tag{10}$$

The right hand side represents the stochastic change in the internal energy of the dilute gas during a collision $\Delta S(\bar{v}|v)$: The kinetic energy change less the work performed by $F$. As this energy is exchanged reversibly, (5) demands that we equate it to the heat $q(\bar{v}|v)$,

$$\Delta s_\theta(v|\bar{v}) = \beta \Delta S(\bar{v}|v) = \beta q(\bar{v}|v). \tag{12}$$

Thus, when the heat flux is correctly identified with the change in internal energy, we recover the proper connection between entropy flow and heat. Alternatively, we have demonstrated a local detailed balance relation for Gibbs reservoirs as

$$\ln \frac{W(\bar{v}|v)}{W^*(-v|\bar{v})} = \beta q(\bar{v}|v). \tag{13}$$

A second formulation of the entropy flow comes from partitioning the variation of the stochastic Shannon entropy $s(t) = -\ln P_t[x(t),v(t)]$ into an irreversible entropy production rate $\dot{s}_I(t)$ and an entropy flow $\Delta s_\theta(v|\bar{v}) = \ln[W(\bar{v}|v)/W(v|\bar{v})]$ distinct from the expression in (9) \cite{5}. However, there is a symmetry of $W$ following directly from its definition (7) that enforces consistency $W(v|\bar{v}) = W^*(-\bar{v} - v)$: The dynamics induced by the reservoir are symmetric under parity and time reversal of the external force.

We have now shown that along individual trajectories heat can consistently be identified with entropy flow. If we include the change in stochastic Shannon entropy $d_s(t) = -d_t \ln P_t[x(t),v(t)]$ \cite{5}, we arrive at a second law entropy balance \cite{40},

$$\dot{s}_I(t) = d_s(t) + \dot{s}_e(t) = d_s(t) + \beta \dot{Q}(t). \tag{14}$$

As a log-ratio of trajectory probabilities, it satisfies a detailed and integral fluctuation theorem and is positive on average \cite{41},

$$\dot{S}_I(t) \equiv \langle \dot{s}_I(t) \rangle = d_t S(t) + \beta \dot{Q}(t) \geq 0, \tag{15}$$

where explicitly the heat (or entropy flow),

$$\dot{Q}(t) = \dot{S}_I(t) = \int W(\bar{v}|v)P_t(x,v) \ln \frac{W(\bar{v}|v)}{W^*(-v|\bar{v})} dx dv d\bar{v}, \tag{16}$$

and entropy change $S(t) = -\int P_t(x,v) dx dv$,\n
$$d_s(t) = \int W(\bar{v}|v)P_t(x,v) \ln \frac{P_t(x,v)}{P_t(x,\bar{v})} dx dv d\bar{v}, \tag{17}$$

sum to give the entropy production,

$$\dot{S}_I(t) = \int W(\bar{v}|v)P_t(x,v) \ln \frac{W(\bar{v}|v)P_t(x,v)}{W^*(-v|\bar{v})P_t(x,\bar{v})} dx dv d\bar{v}. \tag{18}$$

Take note that the second law only depends on the heat flux into the environment not the total energy flow.

We have also seen that the energy exchanged with the gas is not just heat, but also must include work. This directly affects how we account for system energy fluctuations. Specifically, the energy of our system particle is

$$e(t) = Mv(t)^2/2 + U(x(t)). \tag{19}$$

In between collisions, the motion is deterministic, and the energy changes as

$$d_t e(t) = \partial_t U(x(t)) + v(t)\dot{h}_t = \dot{w}(t), \tag{20}$$

which is work, as no energy is exchanged with the environment. In a collision the energy changes discontinuously,

$$\Delta e(v|\bar{v}) = \frac{1}{2} M(\bar{v}^2 - v^2). \tag{21}$$

To relate this to heat and work, we observe that in a collision just the kinetic energy is conserved

$$\Delta e(v|\bar{v}) = -\frac{1}{2} M(\bar{v}^2 - v^2) \tag{22}$$

$$= -q(v|v) + F[X(\bar{v}) - X(v)] \equiv -\dot{q}(t) + \dot{w}_F(t), \tag{23}$$

where the second line follows from the equality of internal energy and heat (12) \cite{11} as well as the conservation of $X$. Thus, in a collision heat and work are transmitted to the particle. Heat comes from the internal kinetic-energy fluctuations of the bath and work due to the external force. Combining these observations, we arrive at a first law energy balance for the stochastic energy transfer,

$$d_t e(t) = \dot{w}(t) + \dot{w}_F(t) - \dot{\dot{q}}(t). \tag{24}$$

On average, we have explicitly,

$$d_t E(t) = \langle d_t e(t) \rangle = \partial_i \int P_t(x,v) \left[ \frac{1}{2} Mv^2 + U(x) \right] dx dv, \tag{25}$$

which is divided as external work,

$$\dot{W} = \int P_t(x,v) [\partial_i U(x) + v(x) h_i] dx dv, \tag{26}$$

Gibbs reservoir work,

$$\dot{W}_F = \int W(\bar{v}|v)P_t(x,v)[F[X(\bar{v}) - X(v)]] dx dv d\bar{v}, \tag{27}$$

and heat,

$$\dot{Q} = -\int W(\bar{v}|v)P_t(x,v) \left[ \frac{1}{2} M(\bar{v}^2 - v^2) - F[X(\bar{v}) - X(v)] \right] \times dx dv d\bar{v}, \tag{28}$$

which is equivalent to (16) due to (12).

A quick example helps to clarify the concepts. Consider our massive particle confined to one dimension and immersed in a thermal reservoir at inverse temperature $\beta$ moving at a fixed velocity $V$. In the comoving frame, Galilean invariance requires the reservoir to be in equilibrium. Thus, in that frame a gas particle’s velocity $v_{cm} = v - V$ is distributed according
to the Maxwell-Boltzmann distribution [33],
\[ \rho(v; V) = \frac{\beta m}{2\pi} e^{-\beta m(v-V)^2/2}, \] (29)
which can be put into the Gibbs form (2). Now according to our analysis the heat exchanged in any collision is
\[ \beta q(u|v) = \ln \frac{W(u|v)}{W(-u|-v)} = \frac{\beta}{2} m (v - V)^2, \] (30)
which is the change in kinetic energy in the moving frame.

Thus, heat is only the part of the energy exchanged that goes directly into the internal thermal motion. The rest is work \( W_F = -V M \Delta v \). We can reexpress the heat and work in terms of system variables by using the conservation of kinetic energy and momentum: \( q = -M \Delta(v - V)^2/2 \) and \( W_F = V M \Delta v = V \Delta p \). Heat is determined by looking at the energy exchanged in the moving frame as was pointed out in Ref. [31] for Brownian particles in an external flow. Extra energy comes from the “momentum work” due to the exchange of momentum with the translating bath [30]. This work is analogous to the chemical work imparted by a particle reservoir.

The fact that heat is only due to energy exchanged in the comoving frame alters what it means to be in equilibrium with a reservoir. Indeed, if we release our particle in the moving reservoir it will eventually relax to a stationary state flowing with the reservoir where it exchanges no heat on average; the particle will be in equilibrium with the moving reservoir. However, if we trap the particle, say by imposing a harmonic potential \( U(x) = k x^2/2 \), the particle will relax to a nonequilibrium steady state characterized by constant dissipation as now the reservoir will be moving relative to the particle. The dissipation will originate in the work performed by the flowing gas as it pushes the particle against the potential gradient. That work will immediately be dissipated as heat back in the reservoir. Thus, this steady state is out of equilibrium due to the constant flow of energy from the work source to the heat sink, both in the same Gibbs reservoir.

We now apply the preceding framework to investigate how to utilize \( W_F \) as a resource. Our first example, depicted in Fig. 1, is a paddle with moment of inertia \( I \) immersed in a dilute gas rotating at frequency \( \Omega \). As the paddle rotates, it raises a mass \( M \) against the gravitational force \( F = Mg \).

\[ \text{FIG. 1. Illustration of a paddle in a gas at temperature } T \text{ rotating with angular velocity } \Omega. \text{ As the paddle rotates, it lifts a weight of mass } M \text{ against the gravitational force } F = Mg. \]
conversion, there is no restriction on work to work conversion. Indeed, the work from the Gibbs reservoir can be utilized by the engine at 100% efficiency.

We have argued that Gibbs reservoirs can exchange heat, entropy, and work. This work is an additional thermodynamic resource that can be exploited by thermodynamic engines. We believe this observation will help rationalize some of the thermodynamic violations observed in devices that utilize nonequilibrium reservoirs.
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