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Abstract—We present Contingency Model Predictive Control (CMPC), a motion planning and control framework that optimizes performance objectives while simultaneously maintaining a contingency plan—an alternate trajectory that avoids a potential hazard. By preserving the existence of a feasible avoidance trajectory, CMPC anticipates emergency and keeps the controlled system in a safe state that is selectively robust to the identified hazard. We accomplish this by adding an additional prediction horizon in parallel to the typical Model Predictive Control (MPC) horizon. This extra horizon is constrained to guarantee safety from the contingent threat and is coupled to the nominal horizon at its first command. Thus, the two horizons negotiate commands that are both optimized for performance and robust to the contingent event. This article presents a linear formulation for CMPC, illustrates its key features on a toy system in a safe state that is selectively robust to the identified hazard. Contingency MPC approaches potential emergencies with safe, intuitive, and interpretable behavior that balances conservatism with incentive for high performance operation.
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I. INTRODUCTION

Uncertainty remains a fundamental problem for automated control systems, especially as the technology expands into difficult applications such as vehicle automation—building the self-driving car. Uncertainty can take many forms, ranging from measurement accuracy to environmental conditions [1]. Each type presents its own features and challenges, and therefore potentially warrants its own solution. This article proposes a control architecture to tackle a class of uncertainties called contingencies.

A contingency is a future event or circumstance that is possible but cannot be predicted with certainty. An actuator may fail, a sensor could malfunction, or an obstacle may emerge. Two factors distinguish contingent events from other uncertainties. First, their risk of occurrence is situational and recognizable by context or sensors. Second, their high salience demands anticipation and the discrete focus of a dedicated safety plan. The control design we propose is tailored to these factors.

While our formulation is generalized to any linear system, the experiment we perform and examples referenced herein are from the domain of automated vehicles (AVs), an application for which contingencies are frequent and diverse. When released onto public roads, AVs must handle the surprises that human drivers tackle routinely. They should, for example, avoid children who may run into the street and maneuver safely when encountering an icy surface [2].

Contingency planning has been used in industry, government, and military applications, involving the preparation and maintenance of an alternative course of action to meet an unexpected situation [3]. For control engineering, planning an explicitly alternative trajectory distinguishes this strategy from many robust systems, which typically create one plan to satisfy all possible outcomes. Robust approaches can be impractically conservative when uncertainties are large and numerous, as is the case driving on legal roads [4].

Contingency planning can be appropriate when a hypothetical situation is markedly different than nominal conditions, entailing new objectives and constraints. For instance, an obstacle in an AV’s path presents an obvious change to its constraints: avoid collision. But objectives may also differ; nominal goals such as passenger comfort, efficiency, and time-optimality are not relevant in emergency. Rather, highly dynamic maneuvers may be tolerable and required to maintain safety.

Another potential contingency is an abrupt change in the road surface. When driving in the snow, for example, a vehicle must be prepared for ice and loss of traction. These two surfaces present different constraints in the form of physics and dynamics equations, but also justify differing objectives. On the snow we seek tight path-tracking performance, but we can ease or disregard this goal in emergency. Contingency planning allows constraints and objectives to be chosen individually for each circumstance.
As our investigation will demonstrate, planning with only a single trajectory can conflate objectives and produce a controller that maintains smooth avoidance maneuvers from unlikely events, at the expense of nominal performance. Contingency planning, in contrast, can facilitate rapid response to sudden events with less modification to nominal operation.

This article is organized as follows: Section II places our Contingency Model Predictive Control (CMPC) algorithm in the context of existing techniques to mitigate uncertainty, including other contingency planners and Model Predictive Control (MPC) algorithms. Section III presents a general CMPC formulation for linear time-varying systems. In Section IV we simulate CMPC on a toy problem to explore its properties in comparison to a simple Robust MPC. Section V develops a CMPC optimization for an automated road vehicle, and Section VI presents the experimental results of that controller navigating a full-size automated vehicle around a pop-out obstacle, a scenario relevant to leaders in self-driving car development [5]. Finally, Section VII reflects on the current capabilities and limitations of CMPC, and proposes future steps for development.

II. RELATED WORK

An early application of contingency planning in control engineering was high-level routing for robotic vehicles. Linden and Glickman modified the A* dynamic programming algorithm to choose routes which considered risk of obstruction at bottlenecks [6]. NASA further developed the strategy for a planetary rover Contingency Planner/Scheduler, which planned for the possibility of low battery, instrument failure, or terrain traversal failure [7]. Meuleau and Smith later presented a contingency planner to optimize a rover’s daily activities over the belief space, casting the problem as a Partially Observable Markov Decision Process (POMDP) [8].

Hardy et al. and Salvado et al. revisited contingency planning, narrowing the problem from routing to path-planning [9][10]. They proposed and simulated optimizations to navigate probabilistic obstacles, such as an oncoming vehicle that may turn across their intended path. By computing state-trajectories with shared initial segments, their planned movements were prepared for either outcome.

The algorithm we propose advances contingency planning by narrowing the problem further, from path-planning down to closed-loop control by using MPC, an optimal control strategy for systems that require advance planning to achieve high performance and avoid hazards [11]. Whereas a path-planner returns a state trajectory only, MPC computes states and the input commands required to achieve them. MPC has two advantages over path planning: First, it integrates planning and control, eliminating the need for a path-following controller and providing straightforward assurance of dynamic feasibility. Second, it expands the range of contingent events that can be considered to include model-based emergencies (i.e. loss of friction, actuator failure, or other model-mismatch).

We form Contingency MPC by augmenting the typical MPC structure with a second prediction horizon whose task is to return a trajectory that safely navigates an identified contingency. As illustrated in Fig. 1, one horizon pursues nominal performance while the other maintains a feasible emergency avoidance.

Within the field of MPC, there exists a rich and growing collection of techniques to mitigate uncertainty. Most fall under two broad categories: Robust MPC (RMPC) and Stochastic MPC (SMPC). In two reviews, Mayne and Saltik et al. discuss several strategies, challenges in computational and conceptual complexity, and directions for future development [12] [13].

In RMPC, uncertain parameters’ are confined to a set, and a conservative control trajectory is optimized to satisfy system constraints for all possible combinations of these parameters. Thus RMPC is prepared for the most extreme coincidences of bad luck, however unlikely. Often cast as a min-max problem, RMPC is in general non-convex, leading to difficulty assuring consistent real-time operation [14]. To ensure tractability, Sartipizadeh et al. employed an approximate convex hull, and Hu et al. optimized offline [15][16].

Tube MPC is an RMPC that seeks higher performance by computing closed-loop policies rather than open-loop trajectories [17]. Tubes are often designed offline, but Lopez et al. recently demonstrated online computation [18]. In the abstract, a perfect policy is a complete contingency plan – ready with an optimal action for every possibility. Existing Tube MPC algorithms, however, focus more so on mitigating disturbances and modeling error than contingent events.

Stochastic MPC approaches uncertain hazards with less conservatism than RMPC by optimizing over risk directly [13]. In SMPC, uncertain quantities are modeled as statistical distributions, and inputs are calculated to minimize expected cost. Bujarbaruah et al. recently formulated an Adaptive Stochastic MPC to learn model uncertainty online [19].

Scenario SMPC offers a structure that is similar to CMPC, a prediction horizon tree formed by sampling from a distribution at each MPC stage. Krishnamoorthy et al. recently improved Scenario SMPC decomposition [20], and Batkovic et al. combined Tube and Scenario MPC to navigate multi-modal obstacles [21]. As Bloom and Menefee described, scenario plans are similar to but typically broader than contingency plans, encompassing a larger range of possibilities [3]. Indeed, Scenario SMPC can prepare for a wide spectrum of possible futures but is unlikely to sample the specific and more extreme events for which contingency planning is designed.

A core element of any SMPC is a disturbance model, a probability distribution or some function to produce random samples [22]. Some control applications, however, may not be suitable to likelihood modeling. For example, an accurate distribution may not exist for a road’s coefficient of friction, or we may not feel comfortable using probability to predict a child’s movement. Contingency MPC offers an avoidance strategy that does not depend on a probabilistic model.

This article further develops the CMPC algorithm we first introduced to navigate uncertain friction conditions, including experimental demonstration on an extreme polished-ice surface [23]. Dallas et al. recently expanded that formulation to update friction uncertainty online [24], and Ivanovic et al. extended CMPC to navigate roadways with multi-modal predictions of pedestrians and other agents.
III. CONTINGENCY MPC FORMULATION

Classical MPC is a receding horizon optimal control technique that pursues performance and safety by minimizing a cost function while subject to explicit constraints such as plant dynamics and state or input boundaries [11]. At each time-step, MPC calculates a prediction horizon – a state trajectory with the open-loop input commands required to achieve it. Upon completion of each iteration, the horizon’s first command $u^0$ is deployed, and a new optimization commences. In this article, we consider a fast convex formulation, in which the next optimization will converge before $u^0$ from the previous time-step expires. Therefore, only $u^0$ from each time-step should ever be actuated. Future references to deterministic MPC or a nominal prediction horizon also refer to this algorithm.

A. General Contingency MPC

CMPC is a development from classical MPC, in which the nominal horizon is augmented by an additional horizon – a contingency plan. Both horizons are optimized together, simultaneously. A contingency plan is an avoidance trajectory which mitigates a contingent event, a potential circumstance identified by perception or some other sub-system. 

CMPC’s paired prediction horizons are illustrated in Fig. 1. The nominal and contingency trajectories each stem from $x^n_0$, the current measured state. $x^n$ is the nominal state trajectory, analogous to a classical MPC horizon. These are the states we intend to drive the system through by applying $u^n$, the nominal input trajectory. $x^c$ and $u^c$ are the contingency plan, which is subject to unique constraints illustrated by the red shaded keep-out area. These constraints encode the hazard posed by a potential emergency; the nominal horizon does not see them. Critically, the root inputs $u^n_0$ and $u^n_0$ are constrained to be identical; references to $u_0$ simply refer to these values. The equality condition assures that the $u_0$ ready for deployment is both optimized for performance and robust to the contingency. When the contingency plan forecasts danger, the two objectives must negotiate to find a $u_0$ agreeable to both horizons. Nominal path-following and performance will be sacrificed to ensure contingency states remain safe.

With this design, our controller is never required to choose between the nominal and contingency plans – the $u_0$ returned in each iteration is always viable for both trajectories. As the system drives forward in time, there are two possibilities: Most often, the contingent event will not occur. As its possibility fades the contingency constraints recede and the system resumes normal operation. Occasionally, the contingent event will occur; having anticipated this possibility, the system is poised to execute an avoidance maneuver.

Next, we define the CMPC objective function $J$ as the sum of nominal and contingency costs at each of $N$ stages. To provide some notational relief, sub- and super-scripts placed outside parentheses or brackets in this article apply to all variables within, such that $(x, u)^n_k = (x^n_k, u^n_k)$.

Each horizon is subject to its own cost function, $j^n$ or $j^c$, to keep nominal and contingency objectives independent. This is important because normal operation and emergency maneuvering are fundamentally different. A road vehicle during normal operation, for example, has objectives such as passenger comfort and efficiency that are less relevant during emergency. We can relieve the contingency horizon of these inappropriate costs to focus on preserving a safe avoidance maneuver. By allowing the control engineer to prescribe context-appropriate costs to each horizon, the cost functions can be designed to optimize their intended operational domain.

The constrained optimization problem statement now follows. The root commands for each horizon must be equal. State transitions follow a dynamics model $f$, which may be different in the nominal and contingency plans (and potentially leads to $x^n_k \neq x^c_k$). Further constraints $g$ may encode state or actuator limits and encode contingency hazards.

\[
\text{minimize } J(x_0), \quad \text{subject to:} \\
\quad u^n_0 = u^c_0 = u_0 \quad (1b) \\
\quad x^n_{k+1} = f^n(x, u)^n_k \quad \forall \ k \quad (1c) \\
\quad x^c_{k+1} = f^c(x, u)^c_k \quad \forall \ k \\
\quad g^n(x, u)^n \leq 0 \quad \forall \ g^n \quad (1d) \\
\quad g^c(x, u)^c \leq 0 \quad \forall \ g^c
\]

B. Linear Contingency MPC

Generally, CMPC can be adapted onto any MPC. But for the remainder of this article, we focus on a convex form known as a quadratic program (QP), which has a quadratic objective function and linear (affine, precisely) constraints [25]. Convex programming allows certain CMPC features to be more easily proved and demonstrated, and yields speedy computations that can run online for real-time experiments. A convex CMPC formulation follows:

First we refine the definition of states and inputs as vectors $x \in \mathbb{R}^{2n}$ and $u \in \mathbb{R}^{2m}$, respectively, for a controlled system with states and inputs of dimension $n$ and $m$.

\[
x_k = \begin{bmatrix} x^n_k \\ x^c_k \end{bmatrix} \quad u_k = \begin{bmatrix} u^n_k \\ u^c_k \end{bmatrix} \quad (2a)
\]

Next we develop a convex objective function $J_{cex}$. We desire to minimize the expected cost $j$ at each stage:

\[
J_{cex}(x_0) = \sum_{k=0}^{N} \mathbb{E}_C \left[ j(x, u)_k \right] \\
= \sum_{k=0}^{N} P^n \cdot j^n(x, u)^n_k + P^c \cdot j^c(x, u)^c_k
\]

The expectation is expanded over the set of outcomes $C$ with their associated likelihoods. In this article we consider only two outcomes: the contingency occurs (with probability $P^c \in [0,1]$) or it does not ($P^n = 1 - P^c$). The expansion
is a now convex combination on \( j \). It’s critical to note that the safety of CMPC does not depend on the accuracy of assigning \( P^c \). CMPC remains robust to the contingent event regardless of \( P^c \)’s value; a feasible avoidance trajectory will always be maintained. Rather, \( P^c \) is a knob that tunes CMPC’s focus on nominal performance objectives as it approaches a contingency. Using \( P^c \) to separate nominal and contingency costs yields an elegant formulation with intuitive behavior, described further in Section VII.

To complete the objective function, we narrow our choice of \( j \) to a weighted 2-norm on \( x \) and \( u \). Other convex terms are allowed, such as the 1-norm we add in Section V, but are neglected here for compactness. \( Q \) and \( R \) are positive semi-definite matrices \( \in \mathbb{R}^{n \times n} \) and \( \in \mathbb{R}^{m \times m} \) respectively.

\[ J_{cex}(x_0) = \sum_{k=0}^{N} E_C \left[ x^T Q x + u^T R u \right]_k \]

\[ = \sum_{k=0}^{N} P^c \cdot \left( x^T Q x + u^T R u \right)^n_k + P^c \cdot \left( x^T Q x + u^T R u \right)^c_k \]

The resulting cost function is quadratic on the stacked state and input vectors from (2a). With a cost function in hand, the constrained convex optimization problem statement follows:

\[ \text{minimize } J_{cex}(x_0), \quad \text{subject to:} \]

\[ u_n^c = u_0^c = u_0 \quad \text{(2d)} \]

\[ x_{k+1} = \begin{bmatrix} x_{k+1}^n \\ x_{k+1}^c \end{bmatrix} = A^n x_k + B^n u_k + C^n \quad \text{(2e)} \]

\[ = A^n x_k + B^n u_k + C^n \]

\[ \begin{bmatrix} G^n \\ G^c \end{bmatrix} x_k + \begin{bmatrix} H^n \\ H^c \end{bmatrix} u_k \leq b \quad \text{(2f)} \]

As before, \( u_n^0 \) and \( u_c^0 \) must be equal. The dynamics model \( f \) is now limited to be affine, implemented with block-diagonal dynamics and input matrices. Lastly, the inequality constraints are limited to affine functions defined here by matrices \( G \) and \( H \) and offset vector \( b \).

To highlight the time-varying capacity of this formulation, note that these matrices may change with each time-step \( k \). To demonstrate, we successively re-linearize the nonlinear AV dynamics in Section V as the system moves among operating points.

IV. TOY-PROBLEM SIMULATION

To illustrate CMPC’s properties and behavior, we pose a toy problem with minimum complexity and simulate the controller’s approach. In contrast to a more conservative RMPC, CMPC achieves higher performance as measured by the objective function. We also explore the effect of varying \( P^c \), and show how CMPC and RMPC behavior converges as \( P^c \) tends toward 100%.

A. System dynamics and control objectives

The toy problem state-space is the two dimensional environment shown in Fig. 2, with \( x \) and \( y \) axes. The controlled system is a point-mass that initially resides at the origin:

\[ x \in \mathbb{R} \quad ; \quad x_0 = y_0 = 0 \quad \text{(3a)} \]

When the simulation commences, it moves in the \(+x\) direction at a constant speed of 1 \( \text{unit/time-step} \), heading toward the red-shaded contingency region at \( x = 10 \). An obstacle currently lies there at the safe height of \( y = -1 \), but may spring upward at any time. Fortunately the mass’s \( y \) position is controllable; its next value can be chosen freely with command input \( u \). This movement is captured by the dynamics model:

\[ \begin{bmatrix} x \\ y \end{bmatrix}_{k+1} = \begin{bmatrix} x \\ y \end{bmatrix}_k + \begin{bmatrix} 1 \\ u \end{bmatrix}_k \quad \text{(3b)} \]

This state-space equation is separable. (3a) and (3b) yield the following real-valued equations for the system state at any given time-step \( k \):

\[ x_k = k \quad \text{and} \quad y_k = \sum_{i=0}^{k-1} u_i \quad \text{(3c)} \]

The obstacle has the following properties, all known to the controller: It is a hurdle barrier at \( x = 10 \), extending downward to \( y = -\infty \). Its height begins at \( y_{obs}^0 = -1 \), but may spring upward to maximum height of \( y_{max}^{obs} = 1 \), as indicated in Fig. 2. If and when the obstacle triggers, it begins to move upwards at a constant speed of \( v_{obs} = 0.25 \text{units/time-step} \). Looking forward from a current time-step \( k \), to when the point-mass arrives at \( x = k + 10 \), the obstacle height will be:

\[ y_{obs}^{k+10} = \min (y_{obs}^k + \Delta k \cdot v_{obs}, y_{max}^{obs}) \]

\[ = \min (y_{obs}^k + (10 - k) \cdot 0.25, 1.0) \quad \text{(3d)} \]
The constraint imposed upon the point-mass’s $y$ position is then:

$$y_{k=10} \geq y_{k=10}^{obs} \quad (3e)$$

The control objective for the point-mass is to safely navigate across the x-axis using the minimum control effort. We encode this with the following cost function:

$$J = \min_u \sum_{k=0}^{N} u_k^2$$ \quad (3f)

**B. Robust MPC Solution**

To highlight the behavior of CMPC we compare it to a baseline RMPC, which assumes the worst case evolution of the scene and has a single trajectory like a classical deterministic MPC. Its solution follows. We cast RMPC with a prediction horizon of $N = 10$ state tuples $(x, y)$ and inputs $u$. Its cost function takes the form:

$$J = \min_u \sum_{k=0}^{N} u_k^2 = \min_u u^\top u$$ \quad (4a)$$

It is constrained by the dynamics in (3b) and obstacle in (3e), and was solved exactly into the Explicit MPC [26] solution presented in the Appendix:

$$u_0 = \frac{y_{max}^{obs}}{N} \quad (4b)$$

Fig. 3 shows the RMPC solution at 4 time-steps as it approaches the hurdle, which in this instance never triggers. Assuming the worst case, RMPC begins evasive action immediately when the obstacle comes into view of its horizon at $k = 1$. As the mass approaches in time-steps $k = 5$ and $k = 8$, the red-shaded contingency region recedes, indicating reduction of $y_{k=10}^{obs}$ per equation (3d). In each solution commands are evenly spread out, amortizing their cost over the horizon.

**C. Contingency MPC Solution**

To formulate a CMPC controller, we first concatenate the states and inputs:

$$y_k = \begin{bmatrix} y^n_k \\ y^c_k \end{bmatrix} ; \quad u_k = \begin{bmatrix} u^n_k \\ u^c_k \end{bmatrix} \quad (5a)$$

The horizontal state $x$ evolves identically regardless of $u$, and is not required to duplicate. The cost function becomes:

$$J = \min_u \sum_{k=0}^{N} P^n \cdot u_k^{n2} + P^c \cdot u_k^{c2}$$

$$= \min_u \sum_{k=0}^{N} u_k^{\top} \begin{bmatrix} P^n & 0 \\ 0 & P^c \end{bmatrix} u_k \quad (5b)$$

This quadratic form matches the cost function introduced in equation (8a), with $Q = 0$ and $R = 1$. The constrained optimization is then:
\[
\min_u J(x_0, y_0), \quad \text{subject to:}
\]
\[
u_0^0 = u_0^c = u_0
\]
\[
\begin{bmatrix}
x \\
y
\end{bmatrix}^{k+1} = \begin{bmatrix}
x \\
y
\end{bmatrix}^k + \begin{bmatrix}
1 \\
u_0^c
\end{bmatrix}^k
\]
\[
y_{c,10}^k \geq y_{obs,10}^k
\]

The CMPC problem also lends to an explicit solution, found in the Appendix with an analytical comparison to RMPC:
\[
u_0 = y_{max}^obs \frac{P_c}{P_c + N - 1}
\]

First, the no-pop scenario is illustrated in Fig. 4, with \(P_c = 0\) to draw the greatest contrast to RMPC. At \(k = 1\), the obstacle’s path is now visible to the contingency horizon, which charts a path around it. The nominal horizon, however, does not see the potential intrusion and remains at \(y = 0\). Because \(P_c = 0\), the contingent commands incur no penalty and CMPC postpones the avoidance to \(u_{k>0}\). \(J = u_0 = 0\) for every time-step; the point-mass need not deviate from \(y = 0\) for an obstacle that does not pop up.

Next, we sweep \(P_c\) from 0% to 100% for the no-pop scenario. Fig. 6 shows the closed loop CMPC states, inputs, and costs incurred. At 100%, the behavior is identical to Robust MPC, as expected from equations (4b) and (5f). CMPC approaches more aggressively as \(P_c\) is reduced.

Now the obstacle is allowed to trigger, popping at \(k = 4\) in Fig. 5 with \(P_c\) set to 25%. For \(k = 1:4\), CMPC deviates from \(y = 0\) in anticipation of the potential obstacle. At \(k = 5\), the obstacle has been moving for one full time-step. The point-mass observes this movement and recognizes the contingency has occurred. The control engineer can design CMPC to respond to activated contingencies in several ways, which we enumerate in Section VII. In this example we chose to alert the nominal horizon to the obstacle’s movement; therefore both horizons agree for the remainder the avoidance and the point-mass safely escapes at \(x = 10\).

Fig. 7 provides a lens into CMPC’s objective function. The costs in each iteration are shown as a bar-graph, and the cumulative cost incurred by executing \(u_0\) is plotted as a line (penalties on \(u_{k>0}^*\) are not actually incurred by the system).

For \(x = 0:4\), avoidance costs are absorbed mostly by the contingency horizon and are minimally present in \(u_0\). After \(x = 4\), the obstacle has been triggered and significant costs are incurred to avoid it. If \(P_c\) had been set higher, cumulative \(u_0\) cost would be reduced.

To conclude this toy problem study, we simulated the encounter a large number of times for the entire range of \(P_c\) values, triggering the obstacle randomly with probability 10% per time-step. Fig. 8 shows the results, indicating that \(P_c \approx 25\%\) minimized the expected cost among all possible scenarios (pop-up commences at \(k = 1, 2, \ldots, 10\) or not at all). When \(P_c\) is set too low, CMPC approaches too aggressively and often requires an abrupt avoidance maneuver. When \(P_c\) is too high, CMPC acts too conservatively and avoids the obstacle more than necessary. At 25%, CMPC deviates a little...
A. Vehicle Dynamics Model

To handle contingency scenarios which push the limits of vehicle handling, dynamics must be modeled with an appropriate degree of fidelity. We accomplish this using a bicycle model with successively linearized tire forces [29]. Fig. 9 illustrates the model with three position and velocity states, and tire forces at each axle. The position states are local to a path with curvature $\kappa$. $s$ represents the vehicle’s longitudinal progress, $e$ its lateral error from the path, and $\Delta \psi$ is the heading angle error. Velocity states are composed of longitudinal speed $U_x$, lateral speed $U_y$, and yaw rate $\beta$. The following differential equations govern the states’ evolution:

$$
\begin{align*}
\dot{s} &= U_x - U_y \Delta \psi & (6a) \\
\dot{e} &= U_y + U_x \Delta \psi & (6b) \\
\Delta \psi &= r - \kappa U_x & (6c) \\
\dot{U}_x &= \frac{F_{xf} + F_{xr}}{m} + r U_y & (6d) \\
\dot{U}_y &= \frac{F_{yr} + F_{yr}}{m} - r U_x & (6e) \\
\dot{\beta} &= \frac{a F_{yf} - b F_{yr}}{I_z} & (6f)
\end{align*}
$$

To linearize these equations for each iteration, the longitudinal trajectory is first computed upstream of CMPC by a simple feedforward-feedback controller, as developed by Funke et al. [30]. Therefore $F_{xf}, F_{xr}, U_x,$ and $s$ are known constants to CMPC. With $F_x$ commands set, the linear CMPC formulated in this article may use only the steering angle $\delta$ to solve each optimization. Including longitudinal forces into CMPC is an opportunity for future development. The MPC state vector is then $x = [U_y \ r \ \Delta \psi \ s]^T$, and the command input $u = \delta$.

$F_{yf}$ and $F_{yr}$ are modeled by a nonlinear Fiala brush tire model that relates lateral tire forces to lumped slip angles $\alpha_f$ and $\alpha_r$, which are geometrically computed as follows [31]:

$$
\begin{align*}
\delta + \alpha_f &= \tan^{-1} \left( \frac{U_y + ar}{U_x} \right) & (7a) \\
\alpha_r &= \tan^{-1} \left( \frac{U_y - br}{U_x} \right) & (7b)
\end{align*}
$$

constraints were developed by Brown et al., and modified to solve directly for steering angle by Zhang et al. [27][28].

V. LINEAR CONTINGENCY MPC FOR AVS

To implement CMPC on a full-size automated road vehicle, we adapt the linear formulation from Section III to the objectives and constraints specific to an AV system. The controller developed here is similar to that which we presented in [23], in which Contingency MPC safely navigated an icy corner. The linearized dynamics model, its discretization, and optimization bit in each approach, regardless of whether the obstacle triggered. When a pop-out does occur, CMPC is well positioned to escape without incurring too much $u^2$ penalty.

It’s interesting to note that the optimal value for $P^c$ is not easily derivable, even for this toy problem. This suggests that in general, assigning an optimal $P^c$ may not be trivial for real systems. However, we reiterate that CMPC maintains a safe avoidance maneuver regardless of $P^c$ chosen; $P^c$ only tunes the performance of the system. In fact, CMPC with $P^c = 0\%$ outperforms RMPC in the toy problem until the pop-up probability exceeds 84%.

This toy example serves to illustrate the basic operation of the CMPC framework and demonstrates its performance advantage over a simple RMPC. Next, we demonstrate its effectiveness on an experimental platform.
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Fig. 9. Single track planar bicycle model diagram on a curvilinear path.
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Fig. 7. Optimal costs for the Fig. 5 simulation. Blue & red show CMPC plan costs. The line shows cumulative cost incurred by executing $u_0$ commands.
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Fig. 8. Expected cost incurred as a function of $P^c$ in the toy problem.
State weighting matrix $Q$ penalizes heading error $\Delta \psi$ and lateral error $e$. Input weight $R$ penalizes the slew rate of the steering angle $\delta_k - \delta_{k-1}$. $W$ heavily discourages violation of the environmental constraints in (8d) by penalizing growth in the slack variable $\sigma$. Weight values were tuned for experimental performance, and to prioritize obstacle avoidance, path-tracking, and then smooth operation. This minimization is subject to the linearized dynamics and to the following inequality constraints. First, steering angle and slew rate limits are enforced:

$$|u_k| \leq \left[ \frac{\delta_{\text{max}}}{\delta_{\text{max}}} \right] ; \quad |v_k| \leq \left[ \frac{v_{\text{max}}}{v_{\text{max}}} \right] \forall \ k \quad (8c)$$

Next, environmental and obstacle boundaries are enforced with slack, such that $e_{\text{min}} \leq e \leq e_{\text{max}}$:

$$e_{\text{min},k} - \sigma_k \leq e^n_k \leq e_{\text{max},k} + \sigma_k \quad (8d)$$

$$e_{\text{min},k} - \sigma_k \leq e^n_k \leq e_{\text{max},k} + \sigma_k \quad \forall \ k$$

Finally, trajectories are coupled via their first commands:

$$u^n_0 = u^n_c \quad (8e)$$

### VI. Experimental Results

Using the formulation defined in Section V, we validated CMPC experimentally in a realistic emergency scenario for an automated road vehicle. CMPC safely controlled X1, the 2-ton research vehicle shown in Fig. 12, down a narrow lane of the two-way street illustrated in Fig. 11, with parallel-parked cars lining X1’s right-hand side. One parked car, illustrated in red near $x = 24$ m, pulled into its parking spot very recently. Therefore its occupants are likely to exit the vehicle, and may open their car door into X1’s intended path. The potential for X1 to collide with the car door is thus a contingent emergency.

X1 is an electrically powered AV research platform equipped with steer-, drive-, and brake-by-wire systems to enable automated experiments. X1 measures its pose, velocity, and acceleration with a Novatel dGPS/INS with RTK. Low-level control is computed on a real-time dSpace MicroAutoBox executing at 500 Hz. The CMPC optimization was computed on an i7 x86 CPU using CVXGEN in a Linux C++ environment at 50Hz [32]. No visual perception sensors were used in this experiment; the road geometry and obstacle description were defined in GPS coordinates and made known to CMPC a priori. To incorporate CMPC into a hypothetical commercial system, it will be necessary to perceive and identify contingent hazards, a task beyond the scope of this article.

Fig. 11 illustrates two snapshots in time as X1 approaches the recently parked red vehicle at a speed of 12 m/s, about 27 mph. Both snapshots are taken before the car door opens; its potential footprint is illustrated in red, extending into X1’s lane. The car door is forecast to have a maximum width of 1 m and an opening speed of 2 m/s, both known to CMPC and encoded into the contingency horizon’s $e_{\text{min}}$. In this test The CMPC likelihood parameter was set to $P^c = 25\%$, indicating the contingency has a moderate likelihood.
In most real-life occurrences of this scenario, the parked car’s occupants will act reasonably, exiting their vehicle after X1 has passed. However, it’s possible the door could open just as X1 arrives and create an emergency which requires anticipatory behavior to avoid. A naive controller planning to react if and when the door opens may not be able to escape collision. CMPC acts robustly to ensure the feasibility of escape, but balances conservatism with an incentive to follow the nominal path.

At top-left, the position and heading states of the CMPC prediction horizons are plotted at $t = 0$ sec. The contingency horizon suggests a smooth avoidance around the door’s potential footprint. The nominal states do not see the potential hazard and are free to pass through. To avoid clutter, only seven states are drawn from each horizon. The corresponding steering commands are plotted in the lower-left. These command trajectories share an identical steering angle at $u_0$, where for the time being they agree to adhere to the lane’s center-line.

At top-right X1 has closed the distance to the potential obstacle considerably, but the car door remains closed for now. X1’s closed-loop positions and steering angles (green) leading up to this point illustrate an important behavior: To reduce the likelihood of requiring drastic emergency behavior, CMPC has guided X1 off the lane’s center-line and away from the potential hazard by $\sim 11$ cm. The magnitude of this conservative deviation is controlled by $P_c$.

The difference between the blue and red horizons at this point illustrates significant tension built up in CMPC’s cost function. The nominal horizon wants to return to the path, but the contingency horizon ensures a moderately smooth avoidance is available. X1’s trajectory leading up to this snapshot shows the history of negotiation between these objectives.

In the very next time-step after 2.7 sec, the car door begins to swing open. At this moment the contingency is no longer a possibility, but reality. CMPC’s understanding of the situation should evolve when a contingency occurs, and there are several design choices available to encode this change in circumstance. In this experiment, CMPC is made aware of the opening door by including the door’s footprint into the nominal horizon’s constraints (previously, it was only visible...
to the contingency horizon). With both horizons now aware of the emergency, the tension between plans is resolved and X1 steers purposefully around the obstacle.

Next, Fig. 13 shows the closed loop behavior of CMPC navigating the car door emergency with a range of $P^c$ values. In each experiment, the parked car's door triggered to open at the same time. The $P^c$ sweep illustrates the how this parameter affects CMPC's approach and reaction to emergency. At 0%, CMPC does not deviate from the desired path until the car door starts to open. This reaction requires the most lateral acceleration and steering angle, and saturates the model’s slew rate limit. As $P^c$ is increases, CMPC takes an increasingly conservative approach, eventually performing a worst-case Robust MPC avoidance when $P^c = 100%$.

VII. DISCUSSION

The toy simulation and car-door experiments in this article demonstrate that Contingency MPC can navigate uncertain environments with known potential hazards. The type of hazard presented here was a pop-out obstacle, but CMPC can also manage model mismatch in the form of friction uncertainty [23].

Mathematically, the hazards we investigated represent two broad classes of contingencies that can be encoded into CMPC. First, the inequality constraints can inscribe obstacles like the car door. Other hazards encoded this way include command limits such as a vehicle’s maximum steering angle or braking force. Second, the equality constraints can be modified to encode model mismatch. Uncertainty over any parameter in the system dynamics can constitute a contingency.

CMPC offers a flexible structure for robust control, with several design choices left to the control engineer. Selecting a value for $P^c$ has important implications for the system's performance, as summarized in Table I. Upper-left and lower-right boxes describe the intended CMPC design.

| Contingent event is common | Contingent event is uncommon |
|----------------------------|-------------------------------|
| Large $P^c$                | ✓ More anticipatory deviation; less dynamic avoidances | × More anticipatory deviation, often unnecessary |
| Small $P^c$                | × Less anticipatory deviation; more frequent dynamic avoidances | ✓ Less anticipatory deviation; less frequent dynamic avoidances |

Table I

If a contingent event is common, its horizon should have greater cost burden, imparted by a larger $P^c$. This ensures smooth avoidances are maintained for these frequent events. Conversely, uncommon contingencies should have a smaller cost burden, directing CMPC to pursue higher nominal performance. When the contingency does occur, a more dynamic avoidance may be used. It is critical to note that CMPC remains robust to the contingency regardless of the value assigned to $P^c$.

The effect of this design is clear in the context of the car door experiment. If car door pop-outs rarely occur, an avoidance will seldom be deployed. Therefore CMPC should focus on nominal operation and allow the contingency plan freedom to use higher slew rate. Alternatively, if pop-outs are more common, deployment of the contingency plan will be more frequent. In that case the planned avoidances should use less slew, but maintaining them will require more compromise to nominal objectives (e.g. path following or speed tracking).

Another design choice considers how to react when contingencies occur. In this article, pop-out detection was communicated to the nominal horizon; hence both plans perform the avoidance. Alternatively, $P^c$ could be updated online, or CMPC could be collapsed to a single-horizon MPC when emergency occurs. Choice among these options depends on the control application and emergency circumstance.

An opportunity for development is to include throttle and brakes into CMPC. In this article the convex optimization could only use steering to mitigate the hazard. In practice, however, the best solution to reduce risk may be to simply slow down. Longitudinal commands could be incorporated by encoding the full nonlinear vehicle dynamics into CMPC.

One caveat for obstacle avoidance should be stated: Obstacles that can appear or pop out instantaneously may not be appropriate for CMPC. In the case of the car door, CMPC leverages knowledge of the obstacle’s maximum pop-out speed to calculate how closely it can pass by an unopened door. If the door can open arbitrarily fast, there is no safe buffer distance except to clear the obstacle’s entire potential footprint. CMPC is not necessarily suitable for every potential hazard.

Finally, Bloom and Menefee remind us that not all contingencies are negative [3]. A positive contingent event may offer a slim passing opportunity to a race car, but only if the controller is poised with a plan to take advantage.

VIII. CONCLUSION

In this article, Contingency Model Predictive Control is established as a credible strategy to augment a deterministic linear MPC controller with robustness. In systems where potential emergencies can be identified, CMPC maintains an avoidance trajectory while pursing performance objectives to the greatest extent possible. Experimentally, the controller successfully navigated a real-world obstacle avoidance scenario with an intuitive approach that achieved higher performance than a worst-case Robust MPC.

Promising avenues for future development of this research include: 1) applying the CMPC framework to new applications outside vehicle automation, and to other AV scenarios such as pedestrian avoidance or safely following vehicles that are liable to stop (e.g. mail or garbage trucks); 2) integrating CMPC into a real-time emergency recognition system or a visual perception system, capable of identifying contingencies; and 3) considering multiple contingent events simultaneously, which may require multiple contingency horizons.
APPENDIX

EXPLICIT SOLUTIONS TO TOY PROBLEMS

A. Robust MPC Solution

An analytic solution for the Toy Problem RMPC optimization follows. The potential obstacle is positioned at the end of the horizon at \( k = N \). The problem statement is:

\[
\min_u \sum_{k=0}^{N} u_k^2 = \min_u u^T u \tag{9a}
\]

subject to dynamics:

\[
y_N = y_{N-1} + u_{N-1} = y^0 + \sum_{k=0}^{N-1} u_k = 1^T u \tag{9b}
\]

and obstacle constraint:

\[
y_N = 1^T u \geq y^{obs} \tag{9c}
\]

This optimization is solved by Lagrange multipliers:

\[
\mathcal{L}(u, \lambda) = u^T u - \lambda(1^T u - y^{obs})
\]

\[
\nabla_\lambda \mathcal{L}(u, \lambda) = 0 = 1^T u - y^{obs} \quad \rightarrow \quad 1^T u = y^{obs} \tag{10a}
\]

\[
\nabla_u \mathcal{L}(u, \lambda) = 0 = 2u - \lambda \cdot 1 \quad \rightarrow \quad u_* = \lambda/2 \tag{10b}
\]

\[
\rightarrow u_0 = u_{N-1} = y^{obs}/N \tag{10c}
\]

RMPC Solution: \[ u_0 = \frac{y^{obs}}{N} \tag{10d} \]

This analytic solution is employed by the toy problem simulations in Section IV. When the potential obstacle enters the purview of RMPC, it takes immediate action to avoid it, amortizing its inputs \( u_* \) evenly across the horizon.

B. Contingency MPC Solution

We follow a similar strategy to solve CMPC. The optimization problem statement is:

\[
\min_u \sum_{k=0}^{N} \left[ u^0_k \right]^T \begin{bmatrix} P^a & 0 \\ 0 & P^c \end{bmatrix} \left[ u^0_k \right] = \min_u U^T P U \tag{10a}
\]

where \( U = \left[ u_0^0, u_1^0, \ldots, u_N^0, u_0^c, u_1^c, \ldots, u_N^c \right] \in \mathbb{R}^{2N-1} \), concatenating the entire horizon of nominal and contingency inputs. \( P \) is the following matrix \( \in \mathbb{R}^{(2N-1) \times (2N-1)} : \)

\[
\begin{bmatrix}
1.0 & 0 & 0 \\
0 & P^a \cdot I & 0 \\
0 & 0 & P^c \cdot I
\end{bmatrix}
\]

Substituting for \( \lambda \), we find the following CMPC solution for \( u_0 \) as a function of \( P^c \):

\[
u_0 = u^c_{k>0} \iff \frac{P^c}{P^c + N - 1} \iff \frac{y^{obs}}{N} \quad \text{if} \quad P^c = 100\% \tag{10e}
\]

As illustrated in Fig. 4, CMPC takes the minimum action necessary to maintain safety when \( P^c = 0\%. \) As \( P^c \) increases, CMPC takes an increasingly conservative approach. \( u_0 \) goes up monotonically with the concave-down shape shown in Fig. 14 until it fully adopts RMPC behavior at \( P^c = 100\%. \)

Fig. 14. \( u_0 \) returned by CMPC, as a function of \( P^c \), for a toy problem. The concave-down shape is shown in contrast to a linear gain (dashed line).

\[ I \] and \( 0 \) are the identity and zero matrix, respectively, \( \in \mathbb{R}^{(N-1) \times (N-1)} \). \( P^a + P^c = 1.0 \) in the top-left position representing the total weight on \( u_0 \), which replaced \( u^0_0 \) and \( u^0_0 \) in (10a). The optimization is subject to the dynamics equations:

\[
y^0_N = u_0 + \sum_{k=1}^{N-1} u^0_k = I^{n^T} U \tag{10b}
\]

\[
y^c_N = u_0 + \sum_{k=1}^{N-1} u^c_k = I^{c^T} U \tag{10c}
\]

\[ \begin{bmatrix} I & 1 & \cdots & 1 \end{bmatrix} \] and \( \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix} \) \( \in \mathbb{R}^{2N-1} \). The constraints are:

\[
u_0 = u^0_0 = u^c_0 \tag{10d}
\]

\[
y^c_N = I^{c^T} U \geq y^{obs} \tag{10e}
\]
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