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ABSTRACT

Recently, online end-to-end ASR has gained increasing attention. However, the performance of online systems still lags far behind that of offline systems, with a large gap in quality of recognition. For specific scenarios, we can trade-off between performance and latency, and can train multiple systems with different delays to match the performance and latency requirements of various application scenarios. In this work, in contrast to trading-off between performance and latency, we envisage a single system that can match the needs of different scenarios. We propose a novel architecture, termed Universal ASR that can unify streaming and non-streaming ASR models into one system. The embedded streaming ASR model can configure different delays according to requirements to obtain real-time recognition results, while the non-streaming model is able to refresh the final recognition result for better performance. We have evaluated our approach on the public AISHELL-2 benchmark and an industrial-level 20,000-hour Mandarin speech recognition task. The experimental results show that the Universal ASR provides an efficient mechanism to integrate streaming and non-streaming models that can recognize speech quickly and accurately. On the AISHELL-2 task, Universal ASR comfortably outperforms other state-of-the-art systems.

Index Terms— ASR, E2E, streaming, non-streaming, Universal ASR

1. INTRODUCTION

Compared to conventional hybrid automatic speech recognition (ASR) systems, end-to-end (E2E) systems fold the acoustic, language and pronunciation models into a single sequence-to-sequence model, which dramatically simplifies the training and decoding pipelines. Currently, there exist three popular E2E approaches, namely connectionist temporal classification (CTC) \cite{1}, recurrent neural network transducers (RNN-T) \cite{2}, and attention based encoder-decoders (AED) \cite{3,4}. CTC makes an independence assumption that the label outputs are conditionally independent of each other. Unlike CTC-based models, RNN-T and AED models have no independence assumption, and can achieve state-of-the-art performance even without an external language model.

Typical AED models such as LAS \cite{5} and Transformer \cite{6}, consist of an encoder and a decoder. The encoder transforms raw acoustic features into a higher-level representation, while the decoder predicts output symbols in an auto-regressive manner. The attention module inside the decoder is used to compute soft alignments and produce context vectors. As originally defined, the soft attention needs to attend to the entire input sequence at each output timestep. As a result, soft attention based E2E models are inapplicable to online speech recognition, since they must wait for the entire input sequence to be processed before generating output. For real-time ASR services, it is critical to control the latency of the ASR system.

Recent years have seen much effort spent on building online end-to-end ASR systems. For example, neural transducer (NT) \cite{7}, Monotonic Chunkwise Attention (MoChA) \cite{8,9}, triggered attention (TA) \cite{10,11}, have all been designed to convert full sequence soft attention into local attention, which is suitable for online speech recognition. In \cite{12}, Streaming Chunk-Aware Multthead Attention (SCAMA) adopts a predictor to control the encoder output when feeding the decoder, which enables the decoder to generate its output in a streaming fashion. These efforts have much improved the effectiveness of online E2E ASR systems. However, the performance of online systems still lags far behind offline systems due to the limited future context information. As a general rule, the more future information is available, the better performance can be. For real-time applications, we need to carefully trade-off between latency and performance. This usually involves training multiple systems with different delays to maximise performance for the given latency requirement of an application scenarios. However maintaining multiple versions of ASR systems will obviously significantly increase optimization difficulties as well as operating costs.

Considering the performance gap between online and offline E2E ASR systems, a two-pass E2E system has been proposed in \cite{13,14}. The two-pass method uses an online RNN-T model to produce streaming predictions, while an offline LAS decoder is used to conduct second-pass rescoring under an acceptable interactive latency. Inspired by this, we propose a novel architecture, termed Universal ASR, to unify streaming and non-streaming ASR models into one system. As shown in Fig.1, both the streaming and non-streaming ASR systems in Universal ASR are based on the encoder-decoder architecture. The first-pass online ASR system is based on the SCAMA \cite{14} model, which contains a latency-control SAN-M \cite{15} based encoder and SCAMA based decoder. Moreover, taking the performance and the latency requirements of different application scenarios into account, we propose a Dynamic Latency Training (DLT) strategy that enables the embedded streaming ASR model to configure different delays according to requirements, to obtain real-time recognition results. The second-pass non-streaming ASR system based on a SAN-M based encoder-decoder is used to refresh the final recognition result for better performance. Considering the total latency of the system, the first-pass encoder is shared to reduce the overall computational cost of the second-pass encoder. Moreover, a stride convolution with down-sampling rate of 2 is introduced to further reduce computational cost. These methods enable the second-pass non-streaming system to generate a final recognition
result with acceptable latency. The whole system is jointly trained but can be used either alone or in combination during inference.

We have evaluated our approach on the public AISHELL-2 benchmark (1000-hour) and an industrial-level 20,000-hour Mandarin speech recognition task. The experimental results show that the Universal ASR provides an efficient mechanism to integrate streaming and non-streaming models that can recognize speech quickly and accurately. On the AISHELL-2 task, Universal ASR achieved a CER of 5.62% for the test_ios test set, which exceeds the state-of-the-art performance for this task.

2. METHODS

2.1. Overview

The proposed Universal ASR architecture is depicted in Fig. 1. The architecture consists of online and offline components, with the two components sharing the dynamic-chunk encoder, to reduce computational complexity. The online components comprise the dynamic-chunk encoder and the SCAMA decoder. The former adopts an LC-SAN-M structure, whereas the latter is mainly based on a unidirectional deep feed-forward sequential memory network (DFSMN) [19][20] with multi-head attention (MHA) layers. The decoder attention mechanism is implemented as SCAMA [14]. The offline components consist of a stride conv, a full-sequence encoder, an optional text encoder and a full-sequence decoder. The stride conv is a convolution layer with stride of 2. The full-sequence and text encoders both adopt SAN-M layers, while the full-sequence decoder contains DFSMN and MHA layers. The attention mechanism inside full-sequence decoder is composed of one from full-sequence encoder to produce the acoustic context vectors and another from text encoder to produce the semantic context vectors. And then the two context vectors are concatenated to produce the attention vectors.

We denote the inputs as \( X = \{X_1, X_2, \cdots, X_M\}^T \), where \( X_m \in \mathbb{R}^{w \times d} \) are acoustic frames (\( d = 560 \)) with chunk-size \( c \), and \( M \) is the number of chunks in \( X \). Each chunk-input \( X_m \) is first passed through a dynamic-chunk encoder and outputs chunk-memory \( E_m \). The chunk-memory is then fed into the SCAMA decoder immediately to produce predictions \( Y_m \). After the last chunk-input \( X_M \) is processed by the online component, all the inputs \( X \) and chunk-memory \( E \) are first concatenated and then fed into the stride conv. The outputs of the stride conv are passed through full-sequence encoder to output full-sequence acoustic memory \( E^a \). Meanwhile, the predictions \( Y^s \) from the SCAMA decoder are fed into the text encoder to output semantic memory \( E^s \). At the end, the acoustic memory \( E^a \) and semantic memory \( E^s \) are forwarded to the full-sequence decoder to produce predictions \( Y^d \). \( Y^d \) is used to rectify \( Y^s \), with significant performance improvement.

2.2. SAN-M

In our previous work [18], we proposed SAN-M to boost the ability of self-attention with a DFSMN memory block. SAN-M offered an efficient mechanism to incorporate FSMN memory blocks into self-attention to obtain powerful local and long-term dependency modeling abilities. We will give a brief overview of MHA and SAN-M (detailed in [18]). MHA [6] can be formulated as:

\[
\text{MultiHead}(Q, K, V) = [\text{head}_1, ..., \text{head}_d]W_O
\]

\[
\text{head}_i = \text{Attention}(Q_i, K_i, V_i) = \text{softmax}\left(\frac{Q_iK_i^T}{\sqrt{d_k}}\right)V_i
\]

The FSMN memory block output is calculated as follows,

\[
m_t = v_t + \sum_{i=0}^{L_t-1} a_t \odot v_{t-i} + \sum_{j=1}^{L_t} c_t \odot v_{t+j}
\]

Here, \( v_t \) denotes the t-th time instance in self-attention values, \( L_u \) and \( L_t \) are the FSMN memory block look-back and look-ahead order respectively. \( \odot \) denotes the element-wise multiplication of two equal-sized vectors.

A DFSMN filter has been added on the values inside the MHA to output a memory block. The memory content is then added to the output of the MHA, which can be formulated as:

\[
Y = \text{MultiHead}(X) + M
\]

2.3. LC-SAN-M

In SAN-M, the full sequence attention mechanism renders it unsuitable for streaming. In order to control encoder latency, we have extended SAN-M to LC-SAN-M in [14]. The input sequence \( X \) is divided at chunk-level according to a preset chunk size \( c \), denoted as \( X = \{x_1, \cdots, x_c, x_{c+1}, \cdots, x_{2c}, \cdots, [x_{nc+1}, \cdots, x_T]\}^T \). The chunk-size \( c \) is related to the encoder latency. Notationally, \( X_k = \{x_{kc+1}, \cdots, x_{(k+1)c}\} \) denotes the samples in the \( k \)-th chunk. For each time instance in the \( k \)-th chunk, it can only access samples in the current and previous chunks. Thereby, the output of LC-SAN-M for \( X_k \) can be calculated using the following formulations,

\[
(Q_i(k), K_i(k), V_i(k)) = (X_kW_Q^c, X_kW^K, X_kW_V^c)
\]

\[
\overline{K_i}(k) = [K_i(k-1); K_i(k)]
\]

\[
\overline{V_i}(k) = [V_i(k-1); V_i(k)]
\]

\[
\text{head}_i(k) = \text{SelfAtt}(Q_i(k), \overline{K_i}(k), \overline{V_i}(k))
\]

\[
\text{MultiHead}(X_k) = [\text{head}_1(k), ..., \text{head}_d(k)]W_O
\]

Furthermore, Eqn. (3) is modified to the following unidirectional FSMN memory block,

\[
m_t = v_t + \sum_{i=0}^{L-1} a_t \odot v_{t-i}, t \in [kc+1, \cdots, (k+1)c]
\]

\[
M_k = [m_{kc+1}, \cdots, m_{(k+1)c}]^T
\]

Here, \( L \) is the total filter order of the FSMN memory block. Finally, we can get the output of LC-SAN-M for \( X_k \) as follows,

\[
Y_k = \text{MultiHead}(X_k) + M_k
\]
2.6. System Latency Analysis

Universal ASR offers an efficient mechanism to incorporate the offline model into the online model for various real-time tasks. For the online model, the latency of the real-time recognition is mainly dependent on the chunk-size of the LC-SAN-M. For example, with chunk-size set to 5, the maximum delay of the online system is about 300ms. The offline model is used to refresh the final recognition result at a low latency. Therefore, it is essential to control the latency introduced by the offline model. In this work, we adopt two measures to reduce the computational complexity of the offline model in order to generate the final recognition result with acceptable latency. Firstly, since the computational complexity of the offline model is $O(n^2 \cdot d)$, we adopt a stride convolution layer with down-sampling rate of 2 to reduce the computational cost. Secondly, the shared dynamic-chunk encoder enables us to use a smaller full-sequence encoder. In this work, the full-sequence encoder has layer sizes that are half or quarter the size of those in the standard offline model in [15]. In our experiments, the real time factor (RTF) of the offline system, with a 20-layer encoder and 10-layer decoder, is about 0.04 on an Intel(R) Xeon(R) CPU E5-2682 v4@2.50GHz.

3. EXPERIMENTS

3.1. Experimental Setup

We have evaluated the proposed Universal ASR model on two Mandarin speech recognition tasks, namely the AISHELL-2 task released in [22], and a 20,000-hour Mandarin task. For AISHELL-2, we use all the training data (1000 hours) for training, dev, and test sets for validation and evaluation, respectively. The 20,000-hour Mandarin task is the same as in [21], which consists of about 20,000 hours of multi-domain data including news, sports, tourism, games, literature, education etc. It is divided into training and development sets by a ratio of 95:5. A far-field setting consisting of about 15 hours data and a common setting consisting of about 30 hours data are used to evaluated the performance.

Acoustic features used in all experiments are 80-dimensional log-mel filter-bank (FBK) energies computed on 25ms windows with 10ms shift. We stack the consecutive frames within a context window of 7 (3+1+3) to produce the 560-dimensional features and then down-sample the input frame rate to 60ms. Acoustic modeling units are Chinese characters, totalling 5211 and 9000 for AISHELL-2 and the 20000-hour tasks respectively. As to the detailed experimental setup, we adopt LazyAdamOptimizer with $\beta_1 = 0.9$, $\beta_2 = 0.999$, and the strategy for learning rate is $\text{noam}$ decay with $d_{\text{model}} = 512$, $\text{warmup} = 8000$, $k = 4$. Label smoothing and dropout regularization with a value of 0.1 are incorporated to prevent over-fitting. SpecAugment [23] is also used in all experiments.

1\text{$n$ and $d$ are the length and dimension of a sequence respectively.}
### 3.2. 20000-hour-task

#### 3.2.1. Performance of Universal ASR

In this subsection, we evaluate the performance of Universal ASR on the 20,000-hour-task, detailed in Table 2. **Model4** is our proposed Universal ASR system.

Let us firstly compare the online models. The **Model1**, **Model2**, and **Model3** are SCAMA online models trained separately with a latency of 300ms, 600ms and 900ms, respectively in Table 2. As expected, the performance becomes better as the latency increases from 300ms to 900ms. The online component of **Model4**, which contains a 40-layer encoder and 12-layer decoder, are the same as in Table 2. To train **Model4**, we choose **Model1**, as a base-model, and fine-tuned it with the DLT enhancement. From the results, it is clear that DLT can not only enable one model to have different latencies, but also improves its performance.

Next we make a comparison with the offline baseline model named **Model0**. This contains a 40-layer encoder and 12-layer decoder as reported in Table 2. The configuration of the offline component of **Model4** is a stride conv kernel of 5 with stride 2, a 20-layer full-sequence encoder, 10-layer text encoder and 10-layer full-sequence decoder. Owing to the mechanism of the shared dynamic chunk encoder, the offline component does not need very deep layers compared to **Model0**. Yet **Model4**, used offline, still outperforms offline **Model0**.

From the results above, we see that the performance of online models still leads offline models by a large gap, due to the lack of future context. The online component of the Universal ASR model has dynamic latency owing to the DLT, and obtains performance improvement compared to the SCAMA model trained separately. The offline component has obtained over 15% and 17% performance improvement compared to the online component on common and far-field, respectively. In summary, besides achieving latency flexibility and outperforming the online models, Universal ASR also slightly outperforms the offline baseline.

#### 3.2.2. Disentangling of Universal ASR

In this subsection, we will explore the contribution of the sub-modules in Universal ASR. The online component is fine tuned from **Model0** with DLT and then frozen. The offline component contains a 10-layer full-sequence encoder, a 8-layer text encoder and a 6-layer full-sequence decoder. We remove one feature in turn while keeping the others unchanged. Table 2 reveals the impact of each change to Universal ASR.

When we mute the text encoder, the performance decays; Universal ASR incorporates the semantic context from predictions of the online component into the offline component via the text encoder to boost performance. When the full-sequence encoder is removed, the performance obviously worsens by an even greater degree. The function of the full-sequence encoder is to map the chunk-level acoustic context to a sequence-level context. Clearly, future context is, as expected, very significant to ASR performance.

### 3.3. AISHELL-2

The performance of Universal ASR on AISHELL-2 is detailed in Table 3. Chain-TDNN is a popular baseline [24]. ESPNET-Transformer has been released openly in [25]. Dong et al. proposed the CIF based Transformer to achieve state-of-the-art performance [25]. We use a SAN-based language model (LM) to perform second-pass rescoring as in [26]. The hyper-parameter $\alpha$ for LM rescoring is set to 0.3 while the online component configurations are the same as in Table 2. The configuration of the offline component is a stride conv kernel of size 5 with stride 2, a 15-layer full-sequence encoder and 10-layer full-sequence decoder. SAN-M is an offline baseline from the present authors [18]. Overall results show that the proposed Universal ASR model obtains slightly better performance, which is the best reported performance the authors are aware of to date.

### 4. CONCLUSIONS

We have proposed a novel architecture, termed Universal ASR which unifies streaming and non-streaming ASR models into one system. The embedded streaming ASR model can configure different delays according to requirements, to obtain real-time recognition results. Meanwhile the non-streaming model is able to refresh the final recognition result for better performance.

We have evaluated our proposed methods on the public AISHELL-2 benchmark (1000-hour) and an industrial-level 20,000-hour Mandarin speech recognition task. The experimental results show that Universal ASR provides an efficient mechanism to integrate streaming and non-streaming models that can recognize speech quickly and accurately. When evaluated on AISHELL-2, the proposed Universal ASR system is able to achieve a CER of 5.62% on the test set, which is state-of-the-art performance for this task.
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