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Abstract

The Square Wave Method (SWM), previously introduced for the analysis of signals and images, is presented here as a mathematical tool suitable for the analysis of time series and signals. To show the potential that the SWM has to analyze many different types of time series, the results of the analysis of a time series composed of a sequence of 10,000 numerical values are presented here. These values were generated by using the Mathematical Random Number Generator (MRNG).
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1 Introduction

The objective of this article is to address the analysis of time series using a method known as the Square Wave Method (SWM), which was introduced previously for the analysis of signals and images [1], [2], [3].

By using the SWM, consideration is given to the analysis of time series, for which the time interval between any two consecutive values in the series analyzed remains constant.

If a given time series can be considered to be an adequate representation of a signal during a certain time lapse between an initial instant \( t_0 \) and a final instant \( t_f \), then the analysis of that series, using the SWM, is also an analysis of that signal, within that period of time.

The results obtained after analyzing time series with the SWM are expressed in the frequency domain in a clear, precise and concise way by using a previously introduced mathematical tool, known as the Square Wave Transform (SWT) [1].

Each time series is composed of a sequence of values. One significant characteristic of the SWM is that it takes into account the order in which those values appear. The analysis process of a time series, conducted with the SWM, leads to certain basic components, specific trains of square waves, from which the time series analyzed can be entirely reconstructed. That is precisely why if a time series may be considered to be an adequate representation of a signal, the analysis of that series using the SWM can also be a valid analysis of that signal.

That significant characteristic of the SWM makes it quite different from other valuable methods, statistical methods in particular, used for the analysis of time series [4].

The SWM is reviewed in section 2 to show the relevance of this method as a mathematical tool for the analysis of time series. This information has been included here to provide a solid basis for anyone who has not read previous articles on the SWM.

2 An example of the analysis of a time series using the SWM

The procedure to be used to analyze a time series using the SWM is presented in this section.

Suppose that every quarter of a second (0.25 s) a measurement is made of the difference in the electric potential between two points (point 1 and point 2). To simplify the explanation of the procedure used, suppose that the values measured, expressed in millivolts (mV), have been rounded off (for didactic purposes) to whole values. (Later on, the values will no longer be rounded off.)

Let us admit that the sequence of values measured in millivolts, during 2 s, is the following:

\[ 84, -152, 63, 98, -35, 0, 145, -14 \]

Of course, the positive values in this sequence imply that in each case the
electric potential of point 1 is greater than that of point 2. Likewise, the negative values in the above sequence imply that in each case the electric potential of point 1 is less than that of point 2. The value of 0 in that sequence of values implies that, under the given precision, the values of the electric potentials of points 1 and 2 are equal.

The values of this time series are shown in figure 1.

According to the SWM, each of the measured values in the time series considered can be approximated very precisely by adding up 8 values. Each of these 8 values is located in a corresponding train of square waves.

Reference is made here to the 8 added values and to the 8 corresponding trains of square waves because in this case the time series considered is made up of 8 measured values. If the sequence were composed of 1,000 measured values, it would be necessary to add up the 1,000 values situated in the 1,000 corresponding trains of square waves, to approximate each of those measured values. In general, if that time series is made up of \( n \) values, such that \( n = 1, 2, 3, \ldots \), then to approximate each of those values, the \( n \) values situated in \( n \) corresponding trains of square waves must be added up.

An explanation is provided below of how to discover 1) what values must be added up to approximate each measured value; 2) which trains of square waves are being referred to; and 3) where the values that must be summed up are located in those trains of square waves.

Consider the case for which \( n = 8 \), specified in figure 1. Figure 2 illustrates that case.
Figure 2: How to apply the SWM to the time series made up of the sequence of the 8 numerical values specified; see indications below.

Note that figure 2 is composed of 8 rows and 8 columns. It may be considered to be an 8 by 8 matrix.

Look first at the eighth row, corresponding to the eighth train of square waves $S_8$ to be analyzed. In that row, the sequence $C_8 - C_8$ corresponds to one square wave in $S_8$; $C_8$ corresponds to the first semi-wave of that square wave, and $-C_8$ to the second square wave. Which one of those semi-waves is positive and which is negative depends on the value to be computed (as specified below) for $C_8$. If $C_8$ is positive, then the first semi-wave will be positive, and the second will be negative. If, however, $C_8$ is negative, then the first semi-wave will be negative, and the second will be positive.

Note that in the last row, that of $S_8$, there are exactly 4 square waves; that is, those 4 square waves fit in 2 s (the total duration of the interval $\Delta t$ during which time the values of the time series analyzed were measured). The frequency $f_8$ corresponding to that train of square waves $S_8$ is equal to the number of square waves that fit in the time unit 1 s; therefore, $f_8 = 2$ Hz.

The wavelength of the next to the last train of square waves $S_7$ (corresponding to the next to the last line in figure 2), is twice the wavelength of the train of square waves $S_8$. The wavelength of the second to the last train of square waves $S_6$ is triple the wavelength of $S_8$, and so on successively. Hence, the wavelength $S_1$, the train of square waves in the first row in figure 2, is 8 times greater than the wavelength of $S_8$.

Given that the wavelength in $S_7$ is twice that of $S_8$, the frequency $f_7$ corresponding to $S_7$ is half that of $f_8$: $f_7 = \frac{1}{2} f_8$. In figure 2, it can be seen that one square wave in $S_7$ fits exactly in the unit of time 1 s; one square wave in $S_7$ is
represented in figure 2 as: $C_7 + C_7 - C_7 - C_7$. 

To understand the formalism used, one may carefully verify at least some of the above results. Thus, for example, consider the following equation: $f_5 = \frac{1}{4} f_8 = 1.25 \times 2 \text{ Hz} = 2.5 \text{ Hz}$. For the train of square waves $S_5$, one square wave can be represented in figure 2 as: $C_5 + C_5 - C_5 - C_5 - C_5 - C_5$. For $S_5$, exactly one square wave fits in the entire lapse in $\Delta t = 2\text{ s}$, as is clearly shown in figure 2; and exactly one semi-wave in $S_5$ fits in the unit of time $1\text{ s}$. So by definition of the notion of frequency, the number of waves per unit of time, the frequency $f_5$ corresponding to $S_5$ is: $f_5 = \frac{2}{\pi} = \frac{1}{2 \pi} = \frac{1}{2} \text{ Hz}$. 

In the example discussed, 4 values were measured per second. In other words, for the sampling frequency $f_s$, this equation is valid: $f_s = 4 \text{ Hz}$; the following relation between $f_8$ and $f_s$ is also valid: $f_8 = \frac{1}{2} f_s$.

The results obtained for the frequencies $f_i$, where $i = 1, 2, \ldots, 8$, corresponding to the different trains of square waves $S_i$ are:

- $f_1 = \frac{2}{8} \text{ Hz} = \frac{1}{4} \text{ Hz}$
- $f_2 = \frac{2}{7} \text{ Hz}$
- $f_3 = \frac{2}{6} \text{ Hz} = \frac{1}{3} \text{ Hz}$
- $f_4 = \frac{2}{5} \text{ Hz}$
- $f_5 = \frac{2}{4} \text{ Hz} = \frac{1}{2} \text{ Hz}$
- $f_6 = \frac{2}{3} \text{ Hz}$
- $f_7 = \frac{2}{2} \text{ Hz} = 1 \text{ Hz}$
- $f_8 = \frac{2}{1} \text{ Hz} = 2 \text{ Hz}$

How to compute the values of the 8 coefficients $C_1, C_2, C_3, C_4, C_5, C_6, C_7,$ and $C_8$, displayed in figure 2 will be specified below.

In this example, the interval $\Delta t = 2\text{ s}$ was divided into 8 equal subintervals because the time series analyzed is made up of exactly 8 equal values. If that time series were composed of 50,000 values, then the interval $\Delta t$ would be divided into 50,000 equal subintervals. In general, if the time series to be analyzed is made up of $n$ values, where $n = 1, 2, 3, \ldots$, then $\Delta t$ is divided into $n$ equal subintervals.

First, look at the left column in figure 2, and add up the elements in that column, following the order indicated by the vertical arrow pointing down (at the right of the figure) and the result is made equal to the first value, 84 mV, of that time series. Hence, the following equation is obtained:

$$C_1 + C_2 + C_3 + C_4 + C_5 + C_6 + C_7 + C_8 = 84 \text{ mV}$$
Note that $C_1$, $C_2$, $C_3$, $C_4$, $C_5$, $C_6$, $C_7$, and $C_8$ are respectively the values of the trains of square waves $S_1$, $S_2$, $S_3$, $S_4$, $S_5$, $S_6$, $S_7$, and $S_8$, at the midpoint of the first subinterval of $\Delta t$.

Then, look at the second column in figure 2, and add up the elements in that column making the result equal to the second value, $-152\text{ mV}$, in that time series. Thus, the following equation is obtained:

$$C_1 + C_2 + C_3 + C_4 + C_5 + C_6 + C_7 - C_8 = -152\text{ mV}$$

Observe that $C_1$, $C_2$, $C_3$, $C_4$, $C_5$, $C_6$, $C_7$, and $-C_8$ are respectively the values of the trains of square waves $S_1$, $S_2$, $S_3$, $S_4$, $S_5$, $S_6$, $S_7$, and $S_8$, at the midpoint of the second subinterval of $\Delta t$.

Now look at the third column in figure 2, and add up the elements in that column, making the result equal to the third value, $63\text{ mV}$, in that time series. The following equation is obtained:

$$C_1 + C_2 + C_3 + C_4 + C_5 + C_6 - C_7 + C_8 = 63\text{ mV}$$

Note that $C_1$, $C_2$, $C_3$, $C_4$, $C_5$, $C_6$, $-C_7$, and $C_8$ are respectively the values of the trains of square waves $S_1$, $S_2$, $S_3$, $S_4$, $S_5$, $S_6$, $S_7$, and $S_8$, at the midpoint of the third subinterval of $\Delta t$.

The fourth, fifth, sixth and seventh equations are obtained using the same type of procedure.

Finally, that procedure is applied to the eighth column in figure 2, and the following equation is obtained:

$$C_1 - C_2 - C_3 - C_4 - C_5 + C_6 - C_7 - C_8 = -14\text{ mV}$$

Observe that $C_1$, $-C_2$, $-C_3$, $-C_4$, $-C_5$, $C_6$, $-C_7$, and $-C_8$ are respectively the values of the trains of square waves for $S_1$, $S_2$, $S_3$, $S_4$, $S_5$, $S_6$, $S_7$, and $S_8$, at the midpoint of the eighth subinterval of $\Delta t$.

The following system of 8 linear algebraic equations was obtained as specified above.

$$\begin{align*}
C_1 + C_2 + C_3 + C_4 + C_5 + C_6 + C_7 + C_8 &= 84\text{ mV} \\
C_1 + C_2 + C_3 + C_4 + C_5 + C_6 + C_7 - C_8 &= -152\text{ mV} \\
C_1 + C_2 + C_3 + C_4 + C_5 + C_6 - C_7 + C_8 &= 63\text{ mV} \\
C_1 + C_2 + C_3 + C_4 + C_5 - C_6 - C_7 - C_8 &= 98\text{ mV} \\
C_1 + C_2 + C_3 + C_4 - C_5 - C_6 + C_7 + C_8 &= -35\text{ mV} \\
C_1 + C_2 + C_3 - C_4 - C_5 - C_6 + C_7 - C_8 &= 0\text{ mV} \\
C_1 + C_2 - C_3 - C_4 - C_5 + C_6 - C_7 + C_8 &= 145\text{ mV} \\
C_1 - C_2 - C_3 - C_4 - C_5 + C_6 - C_7 - C_8 &= -14\text{ mV} 
\end{align*}$$

The above system of 8 linear algebraic equations (1) has 8 unknowns: $C_1$, $C_2$, $C_3$, $C_4$, $C_5$, $C_6$, $C_7$, and $C_8$, which are precisely the 8 coefficients whose values must be computed.
Once that system of equations (1) has been solved, the values for the coefficients are:

\[ C_1 = 170.5 \text{ mV} \quad C_5 = 195.0 \text{ mV} \]
\[ C_2 = -38.5 \text{ mV} \quad C_6 = -135.5 \text{ mV} \]
\[ C_3 = -100.5 \text{ mV} \quad C_7 = 10.5 \text{ mV} \]
\[ C_4 = -135.5 \text{ mV} \quad C_8 = 118.0 \text{ mV} \]

If in each member on the left side of the system of equations (1), the coefficients \( C_1, C_2, C_3, C_4, C_5, C_6, C_7, \) and \( C_8 \) are replaced by the values computed for them, and if the resulting 8 algebraic sums are completed, the following system of 8 equations is obtained:

\[
\begin{align*}
(170.5 - 38.5 - 100.5 - 135.5 + 195 - 135.5 + 10.5 + 118) & \text{ mV} = 84 \text{ mV} \\
(170.5 - 38.5 - 100.5 - 135.5 + 195 - 135.5 + 10.5 - 118) & \text{ mV} = -152 \text{ mV} \\
(170.5 - 38.5 - 100.5 - 135.5 + 195 - 135.5 - 10.5 + 118) & \text{ mV} = 63 \text{ mV} \\
(170.5 - 38.5 - 100.5 - 135.5 + 195 + 135.5 - 10.5 - 118) & \text{ mV} = 98 \text{ mV} \\
(170.5 - 38.5 - 100.5 - 135.5 - 195 + 135.5 + 10.5 + 118) & \text{ mV} = -35 \text{ mV} \\
(170.5 - 38.5 - 100.5 + 135.5 - 195 + 135.5 + 10.5 - 118) & \text{ mV} = 0 \text{ mV} \\
(170.5 - 38.5 + 100.5 + 135.5 - 195 - 135.5 - 10.5 + 118) & \text{ mV} = 145 \text{ mV} \\
(170.5 + 38.5 + 100.5 + 135.5 - 195 - 135.5 - 10.5 - 118) & \text{ mV} = -14 \text{ mV} \\
\end{align*}
\]

Note that the members on the right of (2) coincide exactly with the members on the right of (1).

In figure 3 the parts of the trains of square waves \( S_1, S_2, S_3, S_4, S_5, S_6, S_7, \) and \( S_8 \) corresponding to interval \( \Delta t \) have been displayed.

(a) \( S_1(t) \).
(b) $S_2(t)$.

(c) $S_3(t)$.
(d) $S_4(t)$.

(e) $S_5(t)$. 
(f) $S_6(t)$.

(g) $S_7(t)$.
For each of the 8 equal subintervals of $\Delta t$, the algebraic sum of the values highlighted in those trains of square waves must be computed. The algebraic sum corresponding to the $i$-th subinterval ($i = 1, 2, 3, \ldots, 8$) must be equal to the $i$-th value of the time series considered.

In general, this approach can be applied to analyze any time series composed of $n$ measured values, such that $n = 1, 2, 3, \ldots$, during a specific time interval $\Delta t$ expressed in seconds. It is accepted that the lapse between two consecutive values in the time series analyzed will remain constant.

The frequency of the measurement of values in the time series (or the sampling frequency $f_s$) is the number of values measured per second (the time unit). Therefore, the number $n$ of measured values in a time interval $\Delta t$ can be expressed as:

$$n = f_s \cdot \Delta t.$$  

If the time series is composed of $n$ values, the interval $\Delta t$ must be divided into $n$ subintervals of equal duration.

To analyze that time series with the SWM, it is essential to construct an $n \times n$-matrix like that of figure 2.

The last row in that matrix corresponds to the $n$-th train of square waves $S_n$ of the $n$ trains of square waves to be considered in this particular case.

Each square wave in $S_n$ can be symbolized as $\lceil C_n \rceil \lceil C_n \rceil$, occupying 2 subintervals of the $n$ equal subintervals into which $\Delta t$ was divided. Thus, the number of square waves in $S_n$ per time unit ($f_n$) can be expressed as follows:

$$f_n = \frac{1}{2} \cdot \frac{n}{\Delta t}.$$

The next to the last row of this $n \times n$-matrix is that of the train of square waves $S_{n-1}$; each square wave is represented as $\lceil C_{n-1} \rceil \lceil C_{n-1} \rceil \lceil C_{n-1} \rceil \lceil C_{n-1} \rceil$. 

Figure 3: Trains of square waves $S_1, S_2, S_3, \ldots, \text{and } S_8$
It can be seen that the length of each of the square waves composing $S_{n-1}$ is twice that of the wave of each square wave composing $S_n$. Hence, the frequency $f_{n-1}$ corresponding to $S_{n-1}$ is equal to half of frequency $f_n$ corresponding to $S_n$:

$$f_{n-1} = \frac{1}{2} \cdot f_n$$

The second to the last row in this $n \times n$-matrix corresponds to the train of square waves $S_{n-2}$. Each square wave in $S_{n-2}$ can be represented as $\begin{vmatrix} C_{n-2}^1 & C_{n-2}^2 & \ldots & C_{n-2}^n \end{vmatrix}$. It can be observed that the length of each of the square waves composing $S_{n-2}$ is three times that of the wave of each square wave composing $S_n$. Thus, the frequency $f_{n-2}$ corresponding to $S_{n-2}$ is equal to a third of the frequency $f_n$ corresponding to $S_n$:

$$f_{n-2} = \frac{1}{3} \cdot f_n$$

In general, the frequency $f_i$ corresponding to the $i$-th train of square waves $S_i$ will be expressed as follows:

$$f_i = f_{n-(n-i)} = \left( \frac{1}{n-i+1} \right) \cdot f_n = \left( \frac{1}{n-i+1} \right) \cdot \frac{1}{2} \cdot \frac{n}{\Delta t} = \frac{1}{2\Delta t} \cdot \frac{n}{n-i+1}$$

The values of the coefficients $C_1, C_2, \ldots, C_n$ are computed with a procedure like that used to compute $C_1, C_2, \ldots, C_8$, in the example analyzed of a time series composed of a sequence of 8 values.

To begin with, the algebraic sum of all the elements making up the first column of the $n \times n$-matrix is made equal to the first value of the time series to be analyzed.

Next, the algebraic sum of all the elements composing the second column of the $n \times n$-matrix is made equal to the second value of the time series to be analyzed.

And so on up to the algebraic sum of all the elements of the $n$-th column of the $n \times n$-matrix, which is made equal to the last value (n-th value) of the time series to be analyzed.

In this way, a system of $n$ linear algebraic equations is obtained. The coefficients $C_1, C_2, \ldots, C_n$, which are the unknowns of that system of equations, can be computed.

An algorithm to make it easier to determine the system of linear algebraic equations will be described in section 3. This system of equations must be solved whenever the SWM is used to analyze a time series.

Suppose that the SWM is being used to analyze a time series made up of a sequence of $n$ measured values of a signal depending on time. As explained above, each train of square waves $S_i$, for $i = 1, 2, \ldots, n$, corresponding to that analysis, will be characterized by the value of a frequency $f_i$ and the value of a coefficient $C_i$ that can be computed using the procedures described above. Thus the result of the analysis can be expressed by a sequence of $n$ dyads. The first element of the first of those dyads is the value of $f_1$, and the second element of
the first dyad is $C_1$. The first element of the second dyad is the value of $f_2$, and the second element of that second dyad is $C_2$, and so on, successively; hence, the first element of the $n$-th dyad is the value of $f_n$, and the second element of that dyad is $C_n$.

Thus, for example, the 8 dyads that make it possible to express the result of the analysis carried out with the SWM of the sequence of 8 values represented in figure 1 are:

$$(f_1; C_1) = (0.250000; 170.500000) \quad (f_2; C_2) = (0.285714; -38.500000)$$
$$(f_3; C_3) = (0.333333; -100.500000) \quad (f_4; C_4) = (0.400000; -135.500000)$$
$$(f_5; C_5) = (0.500000; 195.000000) \quad (f_6; C_6) = (0.666667; -135.500000)$$
$$(f_7; C_7) = (1.000000; 10.500000) \quad (f_8; C_8) = (2.000000; 118.000000)$$

A mathematical tool (the Square Wave Transform, SWT) was introduced in [1] to make it possible to represent the frequency domain of the results of any analysis carried out with the SWM. The values of $f_i$, for $i = 1, 2, \ldots, n$, are plotted on the x-axis of an orthogonal Cartesian coordinate system. For every $f_i$, the value of the corresponding $C_i$ is represented by a vertical bar whose value is seen on the y-axis.

The SWT corresponding to the sequence of 8 voltage values specified in figure 1 has been represented in figure 4 to display the information that was provided quantitatively in more detail by the sequence of 8 dyads specified above.

![Figure 4: SWT corresponding to the time series composed of the sequence of 8 voltage measurements given in section 2](image-url)
3 Description of an algorithm to facilitate the determination of the required system of linear algebraic equations

Based on the regularities present in the tables of coefficients such as in figure 2, the algorithm described here may be used to determine the system of linear algebraic equations to be solved whenever the SWM is used to analyze a time series.

For this purpose, let $Q$ be the integer quotient in a division operation, and $R$ the integer remainder, as exemplified: For $10 \div 7$, $Q = 1$ and $R = 3$; or for $7 \div 10$, $Q = 0$ and $R = 7$.

In general, if $N_1$ and $N_2$, are two natural numbers, the quotient of $N_1$ and $N_2$ can be expressed in terms of $Q$ and $R$ as:

$$\frac{N_1}{N_2} = Q + \frac{R}{N_2}.$$  

If $N_1 < N_2$, then $Q = 0$ and $R = N_2$. These results will be used below.

If one considers a time series of $n$ values (which can result from a sequence of $n$ measurements taken during a time interval $\Delta t$) such that between any two consecutive values of those $n$ values the duration is the same, then the system of $n$ linear algebraic equations that must be solved in order to analyze that time series with the SWM can be presented initially as follows:

$$\begin{align*}
\sum_{j=1}^{n} C_{1,j} &= V_1 \\
\sum_{j=1}^{n} C_{2,j} &= V_2 \\
\sum_{j=1}^{n} C_{3,j} &= V_3 \\
&\vdots \\
\sum_{j=1}^{n} C_{n,j} &= V_n
\end{align*}$$  \hspace{1cm} (4)

$V_1, V_2, V_3, \ldots, V_n$ are the measured values corresponding to the first subinterval of the $n$ subintervals into which $\Delta t$ is divided, to the second subinterval, to the third subinterval, $\ldots$, and the $n$-th subinterval of $\Delta t$ respectively.

Consider each of the coefficients $C_{i,j}$ in the above system of equations (4). In the first place, attention is given to the second subscript $(j)$ of that coefficient. Starting with $j$, $l_j = n - j + 1$ is computed. (Recall that $n$ is the number of
subintervals into which $\Delta t$ was divided.) Thus, for example, if $n = 8$ and $j = 5$, then $l_j = 8 - 5 + 1 = 4$.

Two other examples of how $l_j$ is computed are discussed below. If $n = 10$ and $j = 10$, then $l_j = 10 - 10 + 1 = 1$. If $n = 10$ and $j = 1$, then $l_j = 10 - 1 + 1 = 10$.

Note that $l_j$ is the length of the semi-wave (that is, of the half-wave) corresponding to the train of square waves $S_j$, expressed in the number of subintervals in $\Delta t$.

For each coefficient $C_{i,j}$, consideration must be given to the values of $Q$ and $R$ resulting from the following division:

$$i = \frac{i}{n-j+1}.$$ 

A variable $K$ is introduced for one of the following values: 0, 1, 2, 3, ...; thus the following result is obtained:

1. If $(Q = 2K$ and $R = 0)$, then $C_{i,j} = -C_j$
2. If $(Q = 2K$ and $R \neq 0)$, then $C_{i,j} = +C_j$
3. If $(Q = 2K + 1$ and $R = 0)$, then $C_{i,j} = +C_j$
4. If $(Q = 2K + 1$ and $R \neq 0)$, then $C_{i,j} = -C_j$

As an example of the application of this algorithm, the system of eight linear algebraic equations from section 2 will be obtained once again. Initially, this system of equations can be presented as follows:
Note that in the above system of equations, the first subscript of each coefficient $i$, for $i = 1, 2, 3, \ldots, 8$, indicates the order of the equation itself in which that coefficient appears; that is, the first, second, third, $\ldots$ or eighth equation and the second coefficient $j$, for $j = 1, 2, 3, \ldots, 8$ specifies the order in which that coefficient is present in the given equation (first, second third, $\ldots$ or eighth). Thus, for example, $C_{5,4}$ is a coefficient present in the fifth of the above equations and it appears in the fourth place of that equation.

Each coefficient $C_{i,j}$ of the 64 coefficients in the above system of equations can then be replaced by $-C_j$ or by $+C_j$, as established in 1), 2), 3) and 4).

When proceeding in this way, the system of linear algebraic equations (1) mentioned in section 2 is obtained:

\[
\sum_{j=1}^{s} C_{1,j} = 84 \text{ mV}
\]
\[
\sum_{j=1}^{s} C_{2,j} = -152 \text{ mV}
\]
\[
\sum_{j=1}^{s} C_{3,j} = 63 \text{ mV}
\]
\[
\sum_{j=1}^{s} C_{4,j} = 98 \text{ mV}
\]
\[
\sum_{j=1}^{s} C_{5,j} = -35 \text{ mV}
\]
\[
\sum_{j=1}^{s} C_{6,j} = 0 \text{ mV}
\]
\[
\sum_{j=1}^{s} C_{7,j} = 145 \text{ mV}
\]
\[
\sum_{j=1}^{s} C_{8,j} = -14 \text{ mV}
\]
\[
\begin{align*}
C_1 + C_2 + C_3 + C_4 + C_5 + C_6 + C_7 + C_8 &= 84 \text{ mV} \\
C_1 + C_2 + C_3 + C_4 + C_5 + C_6 + C_7 - C_8 &= -152 \text{ mV} \\
C_1 + C_2 + C_3 + C_4 + C_5 + C_6 - C_7 + C_8 &= 63 \text{ mV} \\
C_1 + C_2 + C_3 + C_4 + C_5 - C_6 - C_7 - C_8 &= 98 \text{ mV} \\
C_1 + C_2 + C_3 + C_4 - C_5 - C_6 + C_7 + C_8 &= -35 \text{ mV} \\
C_1 + C_2 + C_3 - C_4 - C_5 + C_6 + C_7 - C_8 &= 0 \text{ mV} \\
C_1 + C_2 - C_3 - C_4 - C_5 + C_6 - C_7 + C_8 &= 145 \text{ mV} \\
C_1 - C_2 - C_3 - C_4 - C_5 + C_6 - C_7 - C_8 &= -14 \text{ mV}
\end{align*}
\]
\[ (1) \]

In this system of equations (1) there are only 8 coefficients: \( C_i \), for \( i = 1, 2, \ldots, 8 \).

Hence this procedure makes it possible to compute, for each time series composed of a sequence of \( n \) measured values, the values of the \( n \) coefficients \( C_i \), for \( i = 1, 2, \ldots, 8 \), appearing in the system of \( n \) linear algebraic equations that is generated when analyzing the time series by using the SWM. Equation (3) makes it possible to compute the frequency of each of the \( n \) trains of square waves \( S_1, S_2, \ldots, S_n \).

4 Analsyis of a time series generated especially to illustrate essential features of the SWM

The objective of this section is to emphasize the following characteristic of the SWM as a tool for the analysis of time series: The method remains applicable even when the changes in the value of the variable from which the sequence of samples is obtained are entirely unforeseeable; and the approximation provided for the measured values has a very high quality (i.e., the difference between any of the measured values and the corresponding computed value is very slight).

A random number generator (the MRNG [5, 6, 7]) was used to generate 10,000 values between \(-99.99999\) and \(99.99999\).

When using the MRNG, the probability of any particular digit 0, 1, 2, \ldots, 9 appearing is the same: \( \frac{1}{10} \).

To generate each one of those 10,000 numerical values, the following was done: If the first digit generated by the MRNG was between 0 and 4, inclusive, it was admitted that the numerical value generated (NVG) was negative. If, however, that digit was between 5 and 9, inclusive, it was accepted that the NVG was positive. The second digit of those generated was taken as the first digit of the whole part of the NVG. The third digit generated was taken as the second digit of the whole part of the NVG. The fourth, fifth, sixth, seventh and eighth digits generated were taken as the first, second, third, fourth and fifth digits, respectively, of the decimal part of the NVG.

Each of the remaining values in the sequence of 10,000 numerical values to be analyzed with the SWM was obtained using the same type of procedure.
Of course, a different sequence of 8 digits was generated by the MRNG to be used to obtain each of those 10,000 numerical values.

It was supposed that the sequence of 10,000 values obtained by using the MRNG corresponded to a time series of values measured during a lapse of 5 seconds (5 s) with a sampling frequency of 2,000 Hz. In other words, the MRNG was used to simulate the 10,000 consecutive measurements of a time series composed of a sequence of 10,000 numerical values.

The *simulated* time series described above is displayed in figure 5.

![Figure 5: The simulated time series of 10,000 numerical values](image)

The first 100 values of that numerical series of 10,000 are shown below:
Using the SWM of the time series of 10,000 values is as follows:

\begin{align*}
V_1 &= -62.173 \, 87 \, mV \\
V_2 &= -77.8189 \, mV \\
V_3 &= -86.98077 \, mV \\
V_4 &= -30.27255 \, mV \\
V_5 &= -21.89399 \, mV \\
V_6 &= -65.28596 \, mV \\
V_7 &= -97.41397 \, mV \\
V_8 &= 70.16625 \, mV \\
V_9 &= -94.51527 \, mV \\
V_{10} &= -3.39921 \, mV \\
V_{11} &= 27.59454 \, mV \\
V_{12} &= -76.21755 \, mV \\
V_{13} &= -74.54863 \, mV \\
V_{14} &= -11.59495 \, mV \\
V_{15} &= 47.40731 \, mV \\
V_{16} &= 5.70653 \, mV \\
V_{17} &= 16.69057 \, mV \\
V_{18} &= -83.79124 \, mV \\
V_{19} &= -38.93865 \, mV \\
V_{20} &= 42.47807 \, mV \\
V_{21} &= 76.04696 \, mV \\
V_{22} &= -74.16542 \, mV \\
V_{23} &= 99.33202 \, mV \\
V_{24} &= 86.24249 \, mV \\
V_{25} &= -43.37761 \, mV \\
V_{26} &= 62.78057 \, mV \\
V_{27} &= 52.57981 \, mV \\
V_{28} &= -80.03298 \, mV \\
V_{29} &= -79.28799 \, mV \\
V_{30} &= -76.17741 \, mV \\
V_{31} &= 36.22582 \, mV \\
V_{32} &= 86.19701 \, mV \\
V_{33} &= -97.55277 \, mV \\
V_{34} &= 96.10761 \, mV \\
V_{35} &= -28.53992 \, mV \\
V_{36} &= -20.97347 \, mV \\
V_{37} &= -27.79222 \, mV \\
V_{38} &= -34.08936 \, mV \\
V_{39} &= 58.72335 \, mV \\
V_{40} &= 59.67262 \, mV \\
V_{41} &= 20.80554 \, mV \\
V_{42} &= 23.17323 \, mV \\
V_{43} &= 9.25608 \, mV \\
V_{44} &= -39.10634 \, mV \\
V_{45} &= 40.03085 \, mV \\
V_{46} &= -65.25953 \, mV \\
V_{47} &= 42.94391 \, mV \\
V_{48} &= 99.33202 \, mV \\
V_{49} &= 3.09509 \, mV \\
V_{50} &= -1.77666 \, mV
\end{align*}

\begin{align*}
V_{51} &= -58.04794 \, mV \\
V_{52} &= -36.46843 \, mV \\
V_{53} &= 19.38409 \, mV \\
V_{54} &= -37.07554 \, mV \\
V_{55} &= -32.84694 \, mV \\
V_{56} &= -88.00845 \, mV \\
V_{57} &= -77.15092 \, mV \\
V_{58} &= -73.22327 \, mV \\
V_{59} &= -86.89494 \, mV \\
V_{60} &= 15.32544 \, mV \\
V_{61} &= -17.86576 \, mV \\
V_{62} &= 82.61901 \, mV \\
V_{63} &= 49.45424 \, mV \\
V_{64} &= 81.66214 \, mV \\
V_{65} &= 60.47497 \, mV \\
V_{66} &= 41.39753 \, mV \\
V_{67} &= -78.66478 \, mV \\
V_{68} &= -70.65624 \, mV \\
V_{69} &= -83.05503 \, mV \\
V_{70} &= -31.61922 \, mV \\
V_{71} &= -66.50127 \, mV \\
V_{72} &= -49.22007 \, mV \\
V_{73} &= -42.51459 \, mV \\
V_{74} &= 1.38873 \, mV \\
V_{75} &= -78.32747 \, mV \\
V_{76} &= -47.12626 \, mV \\
V_{77} &= 16.5785 \, mV \\
V_{78} &= 38.43836 \, mV \\
V_{79} &= -53.78808 \, mV \\
V_{80} &= -78.4118 \, mV \\
V_{81} &= -80.16334 \, mV \\
V_{82} &= 46.22563 \, mV \\
V_{83} &= 16.87193 \, mV \\
V_{84} &= 22.48866 \, mV \\
V_{85} &= 81.87053 \, mV \\
V_{86} &= -27.30575 \, mV \\
V_{87} &= -33.18708 \, mV \\
V_{88} &= 39.52277 \, mV \\
V_{89} &= 28.95455 \, mV \\
V_{90} &= -40.53147 \, mV \\
V_{91} &= -43.82255 \, mV \\
V_{92} &= -54.56893 \, mV \\
V_{93} &= -47.19443 \, mV \\
V_{94} &= -56.6921 \, mV \\
V_{95} &= -22.46162 \, mV \\
V_{96} &= 38.18652 \, mV \\
V_{97} &= 73.71899 \, mV \\
V_{98} &= 27.59394 \, mV \\
V_{99} &= 0.41868 \, mV \\
V_{100} &= 98.63304 \, mV
\end{align*}

The first 100 dyads \((f_i, C_i)\), for \(i = 1, 2, \ldots, 100\) (resulting from the analysis using the SWM) of the time series of 10,000 values is as follows:
A partial display of the results obtained by using the SWM is presented in figure 6.
The complete specification of the time series of 10,000 numerical values analyzed by the SWM and the corresponding sequence of 10,000 dyads of the type \((f_i, C_i)\), for \(i = 1, 2, 3, \ldots, 10,000\), can be found in supplementary material available in the official page of the group [8].

The approximation achieved (with the SWM) to each of the numerical values of the time series is outstanding. \(V_i\), for \(i = 1, 2, \ldots, 10,000\), will designate the \(i\)-th of those values, and \(V_{i, comp}\) will refer to the corresponding approximation obtained by the SWM. \(\left|V_i - V_{i, comp}\right|\) is the absolute value of the difference between the two values. Of course, there will be 10,000 absolute values of this type. The maximum of those absolute values can be computed:

\[
\max \left|V_i - V_{i, comp}\right| = 0.0000000000009379.
\]

5 Discussion and prospects

Consideration has been given to the application of the SWM to time series such that the value of the time interval between any two consecutive values remains constant. Specialists in a certain type of signal usually have the necessary tools to determine the minimum sampling frequency required to obtain a sequence of measured values of that type of signal, during a specific time interval, such that the sequence of values, or time series, can be considered to be an acceptable digital version of that signal, in that interval. Suppose that a particular time series is obtained by using that minimum sampling frequency or above. In that case, the analysis with the SWM of that time series is also a valid analysis of the corresponding signal, in that interval.
Section 4 of this article provides strong support for the criterion that the SWM may be successfully applied even to acceptable digital versions of signals that have many abrupt changes.

The SWT source code in MATLAB is available on the official page of the group [9], and in the official GitHub repository [10].

Future articles will deal with the following topics:

I A general systematic approach for the use of the SWM for the analysis of functions of \( n \) variables, for \( n = 1, 2, 3, \ldots \); and

II Ways in which the use of the SWM can contribute to 1) the elimination of noise in different types of signals, and 2) the compression of information.
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