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Abstract. In this paper we consider a class of hypoelliptic second-order partial differential
operators $\mathcal{L}$ in divergence form on $\mathbb{R}^N$, arising from CR geometry and Lie group theory,
and we prove the Strong and Weak Maximum Principles and the Harnack Inequality for $\mathcal{L}$.
The involved operators are not assumed to belong to the Hörmander hypoellipticity class,
nor to satisfy subelliptic estimates, nor Muckenhoupt-type estimates on the degeneracy of
the second order part; indeed our results hold true in the infinitely-degenerate case and for
operators which are not necessarily sums of squares. We use a Control Theory result on
hypoellipticity in order to recover a meaningful geometric information on connectivity and
maxima propagation, yet in the absence of any Hörmander condition. For operators $\mathcal{L}$ with
$C^\infty$ coefficients, this control-theoretic result will also imply a Unique Continuation property
for the $\mathcal{L}$-harmonic functions. The (Strong) Harnack Inequality is obtained via the Weak
Harnack Inequality by means of a Potential Theory argument, and by a crucial use of the
Strong Maximum Principle and the solvability of the Dirichlet problem for $\mathcal{L}$ on a basis of
the Euclidean topology.

1. Introduction and main results

Throughout the paper, we shall be concerned with linear second order partial differential
operators (PDOs, in the sequel), possibly degenerate-elliptic, of the form

$$\mathcal{L} := \frac{1}{V(x)} \sum_{i,j=1}^{N} \frac{\partial}{\partial x_i} \left( V(x) a_{i,j}(x) \frac{\partial}{\partial x_j} \right), \quad x \in \mathbb{R}^N,$$

where $V$ is a $C^\infty$ positive function on $\mathbb{R}^N$, the matrix $A(x) := (a_{i,j}(x))_{i,j}$ is symmetric and
positive semi-definite at every point $x \in \mathbb{R}^N$, and it has real-valued $C^\infty$ entries. In particular,
$\mathcal{L}$ is formally self-adjoint on $L^2(\mathbb{R}^N, d\nu)$ with respect to the measure $d\nu(x) = V(x) dx$, which
clarifies the rôle of $V$. We tacitly understand these structural assumptions on $\mathcal{L}$ throughout.
The literature on divergence-form operators like (1.1) in the strictly-elliptic case is so vast that
we do not attempt to collect the related references. Instead, we mention some papers (relevant
for the topics of the present paper) in the degenerate case.

Degenerate-elliptic operators of the form (1.1) were extensively studied by Jerison and
Sánchez-Calle in the paper [25] (under a suitable subelliptic assumption), where it is also described
how these PDOs naturally intervene in the study of function theory of several complex
variables and CR Geometry (see also [20, 27, 38]). Prototypes for the PDOs (1.1) also arise in the
theory of sub-Laplace operators on real Lie groups (e.g., for Carnot groups, [7]), as well as in Rie-
mannian Geometry (e.g., the Laplace-Beltrami operator has the form $\sqrt{|g|^{-1}} \sum \partial_i (\sqrt{|g|} g^{ij} \partial_j)$).
Regularity issues for degenerate-elliptic divergence-form operators comprising the Harnack In-
equality and the Maximum Principles (to which this paper is devoted) trace back to the 80’s,
with the deep investigations by: Fabes, Kenig, Serapioni [16]; Fabes, Jerison, Kenig [14, 15];
Gutiérrez [22]. In these papers, operators as in (1.1) are considered (with $V \equiv 1$) with low
regularity assumptions on the coefficients, under the hypothesis that the degeneracy of $A(x)$ be
controlled on both sides by some Muckenhoupt weight.

Recent investigations on the Harnack inequality for variational operators, comprising (1.1)
as a special case, also assume Muckenhoupt weights on the degeneracy; see [12, 41]. Very
recently, a systematic study of the Potential Theory for the harmonic/subharmonic functions
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related to operators \( \mathcal{L} \) as in (1.1) has been carried out in the series of papers \([1, 3, 5, 6]\), under the assumption that \( \mathcal{L} \) possesses a (smooth) global positive fundamental solution.

We remark that in the present paper we do not require \( \mathcal{L} \) to be a Hörmander operator, our results holding true in the infinitely-degenerate case as well, nor we make any assumption of subellipticity or Muckenhoupt-weighted degeneracy (see Example 1.2); furthermore, we do not assume the existence of a global fundamental solution for \( \mathcal{L} \). Hence our results are not contained in any of the aforementioned papers.

We now describe the main results of this paper concerning \( \mathcal{L} \), namely the Strong Maximum Principle and the Harnack Inequality for \( \mathcal{L} \); gradually as we need to specify them, we introduce the three assumptions under which our theorems are proven. As we shall see in a moment, the main hypothesis is a hypoellipticity assumption.

In obtaining our main results we are much indebted to the ideas in the pioneering paper by Bony, \([8]\), where Hörmander operators are considered. The main novelty of our framework is that we have to renounce to the geometric information encoded in Hörmander’s Rank Condition: the latter implies a connectivity/propagation property (leading to the Strong Maximum Principle), as well as it implies hypoellipticity, due to the well-known Hörmander’s theorem \([23]\). In our setting, the approach is somewhat reversed: hypoellipticity is the main assumption, and we need to derive from it some appropriate connectivity and propagation features, even in the absence of a maximal rank condition. This will be made possible by exploiting a Control Theory result by Amano \([2]\) on hypoelliptic PDOs, as we shall describe in detail. Once the Strong Maximum Principle is established, the path to the (Strong) Harnack Inequality is traced in \([8]\): we pass through the solvability of the Dirichlet problem, the relevant Green kernel and a Weak Harnack Inequality. Finally, the gap between the Weak and Strong Harnack Inequalities is filled by an abstract Potential Theory result, due to Mokobodzki and Brelot, \([9]\).

In order to describe our results more closely, we first fix some notation and definition: we say that a linear second order PDO on \( \mathbb{R}^N \)

\[
(1.2) \quad \mathcal{L} := \sum_{i,j=1}^{N} \alpha_{i,j}(x) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^{N} \beta_i(x) \frac{\partial}{\partial x_i} + \gamma(x)
\]

is non-totally degenerate at a point \( x \in \mathbb{R}^N \) if the matrix \( (\alpha_{i,j}(x))_{i,j} \) (which will be referred to as the principal matrix of \( \mathcal{L} \)) is non-vanishing. We observe that the principal matrix of an operator \( \mathcal{L} \) of the form (1.1) is precisely \( A(x) = (\alpha_{i,j}(x))_{i,j} \). We also recall that \( \mathcal{L} \) is said to be \( (C^\infty) \) hypoelliptic in an open set \( \Omega \subseteq \mathbb{R}^N \) if, for every \( u \in \mathcal{D}'(\Omega) \), every open set \( U \subseteq \Omega \) and every \( f \in C^\infty(U, \mathbb{R}) \), the equation \( \mathcal{L}u = f \) in \( U \) implies that \( u \) is \( (a \text{-function-type distribution associated with}) \) a \( C^\infty \) function on \( U \).

In the sequel, if \( \Omega \subseteq \mathbb{R}^N \) is open, we say that \( u \) is \( L \)-harmonic (resp., \( L \)-subharmonic) in \( \Omega \) if \( u \in C^2(\Omega, \mathbb{R}) \) and \( \mathcal{L}u = 0 \) (resp., \( \mathcal{L}u \geq 0 \)) in \( \Omega \). The set of the \( L \)-harmonic functions in \( \Omega \) will be denoted by \( \mathcal{H}_L(\Omega) \). We observe that, if \( \mathcal{L} \) is hypoelliptic on every open subset of \( \mathbb{R}^N \), then \( \mathcal{H}_L(\Omega) \subseteq C^\infty(\Omega, \mathbb{R}) \); under this hypoellipticity assumption, \( \mathcal{H}_L(\Omega) \) has important topological properties, which will be crucially used in the sequel (Remark 4.2).

In order to introduce our first main result we assume the following hypotheses on \( \mathcal{L} \):

\textbf{(NTD):} \( \mathcal{L} \) is non-totally degenerate at every point of \( \mathbb{R}^N \), or equivalently (recalling that \( A(x) \) is symmetric and positive semi-definite),

\[
(1.3) \quad \text{trace}(A(x)) > 0, \quad \text{for every} \ x \in \mathbb{R}^N.
\]

\textbf{(HY):} \( \mathcal{L} \) is \( C^\infty \)-hypoelliptic in every open subset of \( \mathbb{R}^N \).

Under these two assumptions we shall prove the Strong Maximum Principle for \( \mathcal{L} \).

Condition (NTD), if compared with the above mentioned Muckenhoupt-type weights on the degeneracies of \( A(x) \), does not allow a simultaneous vanishing of the eigenvalues of \( A(x) \), but it has the advantage of permitting a very fast vanishing of the smallest eigenvalue (see Example 1.2) together with a very fast growing of the largest one (see Example 1.1); both phenomena can happen at an exponential rate (e.g., like \( e^{-1/x^2} \) as \( x \to 0 \) in the first case, and like \( e^x \) as \( x \to \infty \) in the second case), which is not allowed when Muckenhoupt weights are involved.
Meaningful examples of operators satisfying hypotheses (NTD) and (HY), providing prototype PDOs to which our theory applies and a motivation for our investigation, are now described in the following two examples.

**Example 1.1.** The following PDOs satisfy the assumptions (NTD) and (HY).

(a.) If $\mathbb{R}^N$ is equipped with a Lie group structure $G = (\mathbb{R}^N, \ast)$, and if we fix a set $X := \{X_1, \ldots, X_m\}$ of Lie-generators for the Lie algebra $\mathfrak{g}$ of $G$ (this means that the smallest Lie algebra containing $X$ is equal to $\mathfrak{g}$), then a direct computation shows that

$$L_X := -\sum_{j=1}^{m} X_j^* X_j$$

is of the form (1.1), where $V(x)$ is the density of the Haar measure $\nu$ on $G$, and $(a_{i,j})_{i,j}$ is equal to $SS^T$, where $S$ is the $N \times m$ matrix whose columns are given by the coefficients of the vector fields $X_1, \ldots, X_m$; here $X_j^*$ denotes the (formal) adjoint of $X_j$ in the Hilbert space $L^2(\mathbb{R}^N, d\nu)$. Most importantly, $L_X$ in (1.4) satisfies the assumptions (NTD) and (HY) above. Indeed:

- The non-total-degeneracy is a consequence of $X$ being a set of Lie-generators of $\mathfrak{g}$.
- $L_X$ is a Hörmander operator, of the form $\sum_{j=1}^{m} X_j^2 + X_0$, where $X_0$ is a linear combination (with smooth coefficients) of $X_1, \ldots, X_m$. Therefore $L_X$ is hypoelliptic due to Hörmander’s Hypoellipticity Theorem, [23], jointly with the cited fact that $X$ is a set of Lie-generators of $\mathfrak{g}$.

The density $V$ need not be identically 1 as for example for the Lie group $(\mathbb{R}^2, \ast)$, where

$$(x_1, x_2) \ast (y_1, y_2) = (x_1 + y_1 e^{x_2}, x_2 + y_2),$$

since in this case $V(x) = e^{-x_2}$. The left-invariant PDO associated with the set of generators $X = \{e^{x_2} \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}\}$ has fast-growing coefficients:

$$L_X = e^{2x_2} \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} - \frac{\partial}{\partial x_2}.$$

Note that the eigenvalues of the principal matrix of $L_X$ are $e^{2x_2}$ and 1, so that the largest eigenvalue cannot be controlled (for $x_2 > 0$) by any integrable weight.

(b.) More generally (arguing as above), if $X = \{X_1, \ldots, X_m\}$ is a family of smooth vector fields in $\mathbb{R}^N$ satisfying Hörmander’s Rank Condition, if $d\nu(x) = V(x) \, dx$ is the Radon measure associated with any positive smooth density $V$ on $\mathbb{R}^N$, then the operator $-\sum_{j=1}^{m} X_j^* X_j$ is of the form (1.1) and it satisfies (NTD) and (HY). Here $X_j^*$ denotes the formal adjoint of $X_j$ in $L^2(\mathbb{R}^N, d\nu)$. As already observed, PDOs of this form naturally arise in CR Geometry and in the function theory of several complex variables (see [25]).

The above examples show that geometrically meaningful PDOs belonging to the class of our concern actually fall in the hypoellipticity class of the Hörmander operators. Nonetheless, hypotheses (NTD) and (HY) are general enough to comprise non-Hörmander and non-subelliptic PDOs, as it is shown in the next example. Applications to this kind of infinitely-degenerate PDOs also furnish one of the main motivation for our study.

**Example 1.2.** Let us consider the class of operators in $\mathbb{R}^2$ defined by

$$L_a = \frac{\partial^2}{\partial x_1^2} + \left(a(x_1) \frac{\partial}{\partial x_2}\right)^2,$$

with $a \in C^\infty(\mathbb{R}, \mathbb{R})$, $a$ even, nonnegative, nondecreasing on $[0, \infty)$ and vanishing only at 0. Then $L_a$ satisfies (NTD) (obviously) and (HY), thanks to a result by Fedíi, [17]. Note that $L_a$ does not satisfy Hörmander’s Rank Condition at $x_1 = 0$ if all the derivatives of $a$ vanish at 0, as for $a(x_1) = \exp(-1/x_1^2)$. Other examples of operators satisfying our assumptions (NTD) and (HY) but failing to be Hörmander operators can be found, e.g., in the following papers: Bell and Mohammed [4]; Christ [10, Section 1]; Kohn [28]; Kusuoka and Stroock [30, Theorem...
The rôle of the nonnegativity of the zero-order term $c$.

\begin{align}
(1.5b) \quad \frac{\partial^2}{\partial x_1^2} + \left( \exp(-1/|x_1|) \frac{\partial}{\partial x_2} \right)^2 + \left( \exp(-1/|x_1|) \frac{\partial}{\partial x_3} \right)^2 & \quad \text{in } \mathbb{R}^3, \\
(1.5c) \quad \frac{\partial^2}{\partial x_1^2} + \left( \exp(-1/\sqrt{|x_1|}) \frac{\partial}{\partial x_2} \right)^2 + \frac{\partial^2}{\partial x_3^2} & \quad \text{in } \mathbb{R}^3, \\
(1.5d) \quad \frac{\partial^2}{\partial x_2^2} + \left( x_2 \frac{\partial}{\partial x_1} \right)^2 + \frac{\partial^2}{\partial x_4^2} + \left( \exp(-1/\sqrt{|x_1|}) \frac{\partial}{\partial x_3} \right)^2 & \quad \text{in } \mathbb{R}^4.
\end{align}

For the hypoellipticity of (1.5b) see [10]; for (1.5c) see [30]; for (1.5d) see [35]. Later on, in proving the Harnack Inequality, we shall add another hypothesis to (NTD) and (HY) and, as we shall show, the operators from (1.5a) to (1.5d) (and those in Example 1.1) will fulfill this assumption as well. Hence the main results of this paper (except for the Unique Continuation result in Section 3, proved for operators with $C^\infty$ coefficients) fully apply to these PDOs.

Moreover, since the PDOs (1.5a)-to-(1.5d) are not subelliptic (see Remark 1.6), they do not fall in the class considered by Jerison and Sánchez-Calle in [25]. Finally, note that the smallest eigenvalue in all the above examples vanishes very quickly (like $\exp(-1/|x|^\alpha)$ for $x \to 0$, with positive $\alpha$) and it cannot be bounded from below by any weight $w(x)$ with locally integrable reciprocal function.

Our first main result under conditions (NTD) and (HY) is the following one.

**Theorem 1.3 (Strong Maximum Principle for $\mathcal{L}$).** Suppose that $\mathcal{L}$ is an operator of the form (1.1), with $C^\infty$ coefficients $V > 0$ and $(a_{ij})_{i,j} \geq 0$, and that it satisfies (NTD) and (HY). Let $\Omega \subseteq \mathbb{R}^N$ be a connected open set. Then, the following facts hold.

1. Any function $u \in C^2(\Omega, \mathbb{R})$ satisfying $\mathcal{L}u \geq 0$ on $\Omega$ and attaining a maximum in $\Omega$ is constant throughout $\Omega$.

2. If $c \in C^\infty(\mathbb{R}^N, \mathbb{R})$ is nonnegative on $\mathbb{R}^N$, and if we set

\begin{equation}
\mathcal{L}_c := \mathcal{L} - c,
\end{equation}

then any function $u \in C^2(\Omega, \mathbb{R})$ satisfying $\mathcal{L}_c u \geq 0$ on $\Omega$ and attaining a nonnegative maximum in $\Omega$ is constant throughout $\Omega$.

The rôle of the nonnegativity of the zero-order term $c$ in the above statement (2) in obtaining Strong Maximum Principles is well-known (see e.g., Pucci and Serrin [37]).

**Remark 1.4.** (a.) Obviously, the Strong Maximum Principle (SMP, shortly) in Theorem 1.3 will immediately provide the Weak Maximum Principle (WMP, shortly) for operators $\mathcal{L}$ and $\mathcal{L} - c$, for any nonnegative zero-order term $c$ (and any bounded open set $\Omega$), see Corollary 2.3 for the precise statement.

(b.) We will show that, in order to obtain the SMP and WMP for $\mathcal{L} - c$, it is also sufficient to replace the hypothesis on the hypoellipticity of $\mathcal{L}$ with the (more natural hypothesis of the) hypoellipticity of $\mathcal{L} - c$, still under assumption (NTD) and the divergence-form structure of $\mathcal{L}$; see Remark 2.4 for the precise result.

Our proof of the SMP in Theorem 1.3 follows a rather classical scheme, in that it rests on a Hopf Lemma for $\mathcal{L}$ (see Lemma 2.1). However, the passage from the Hopf Lemma to the SMP is, in general, non-trivial and the same is true in our framework. For example, in the paper [8] by Bony, where Hörmander operators are considered, this passage is accomplished by means of a maximum propagation principle, crucially based on Hörmander’s Rank Condition, the latter ensuring a connectivity property (the so-called Chow’s Connectivity Theorem for Hörmander vector fields). The novelty in our setting is that, since hypotheses (NTD) and (HY) do not necessarily imply that $\mathcal{L}$ is a Hörmander operator (see for instance Example 1.2), we have to supply for a lack of geometric information. Due to this main novelty, we describe more closely our argument in deriving the SMP.

As anticipated, we are able to supply the lack of Hörmander’s Rank Condition by using a notable control-theoretic property (seemingly long-forgotten in the PDE literature), encoded in the hypoellipticity assumption (HY), proved by Amano in [2]: indeed, thanks to the hypothesis
Remark 1.5. We explicitly remark that, as it is proved by Amano in [2, Theorem 1], the above controllability property ensures the validity of the Hörmander Rank Condition only on an open dense subset of $\mathbb{R}^N$ which may fail to coincide with the whole of $\mathbb{R}^N$. This actual possible lack of the Hörmander Rank Condition is clearly exhibited in Example 1.2 (of non-Hörmander operators which nonetheless satisfy our assumptions (NTD) and (HY), and hence the SMP).

To the best of our knowledge, Amano’s controllability result for hypoelliptic non-totally-degenerate operators has been long forgotten in the literature; only recently, it has been used by the third-named author and B. Abbondanza [1] in studying the Dirichlet problem for $\mathcal{L}$, and in obtaining Potential Theoretic results for the harmonic sheaf related to $\mathcal{L}$. Our next assumption is the following one:

(HY): There exists $\varepsilon > 0$ such that $\mathcal{L} - \varepsilon$ is $C^\omega$-hypoelliptic in every open subset of $\mathbb{R}^N$.

For operators $\mathcal{L}$ satisfying hypotheses (NTD), (HY) and (HY)$_\varepsilon$ we are able to prove the Harnack Inequality (see Theorem 1.10).

We postpone the description of the relationship between assumptions (HY) and (HY)$_\varepsilon$ (and their actual equivalence for large classes of operators: for subelliptic PDOs, for instance) in
Remark 1.6 below. Instead, we anticipate the rôle of the perturbation $\mathcal{L} - \varepsilon$ of the operator $\mathcal{L}$: this is motivated by a crucial comparison argument (which we generalize to our setting), due to Bony [8, Proposition 7.1, p.298], giving the lower bound

\[(1.7) \quad u(x_0) \geq \varepsilon \int_{\Omega} u(y) k_\varepsilon(x_0, y) V(y) \, dy \quad \forall x_0 \in \Omega,\]

for every nonnegative $\mathcal{L}$-harmonic function $u$ on the open set $\Omega$ which possesses a Green kernel $k_\varepsilon(x, y)$ relative to the perturbed operator $\mathcal{L} - \varepsilon$ (see Theorem 1.9 for the notion of a Green kernel, and see Lemma 5.1 for the proof of (1.7)). This lower bound, plus some topological facts on hypoellipticity, is the key ingredient for a Weak Harnack Inequality related to $\mathcal{L}$, as we shall explain shortly.

Some remarks on assumption $(HY)_\varepsilon$ are now in order.

Remark 1.6. Hypothesis $(HY)_\varepsilon$ is implicit in hypothesis $(HY)$ for notable classes of operators, whence our assumptions for the validity of the Harnack Inequality for $\mathcal{L}$ reduce to (NTD) and $(HY)$ solely: namely, $(HY)$ implies $(HY)_\varepsilon$ in the following cases:

- for Hörmander operators, and, more generally, for second order subelliptic operators (in the usual sense of fulfilling a subelliptic estimate, see e.g., [25, 28]); indeed, any operator $L$ in these classes of PDOs is hypoelliptic (see Hörmander [23], Kohn and Nirenberg [29]), and $L$ still belongs to these classes after the addition of a smooth zero-order term;
- for operators with real-analytic coefficients. Indeed, in the $C^\omega$ case, one can apply known results by Oleinik and Radkevič ensuring that, for a general $C^\omega$ operator $L$ as in (1.2), hypoellipticity is equivalent to the verification of Hörmander’s Rank Condition for the vector fields $X_0, X_1, \ldots, X_N$ obtained by rewriting $L$ as $\sum_{i=1}^N \partial_i (X_i) + X_0 + \gamma$; this condition is clearly invariant under any change of the zero-order term $\gamma$ of $L$ so that (HY) and $(HY)_\varepsilon$ are indeed equivalent.

The problem of establishing, in general, whether $(HY)$ implies $(HY)_\varepsilon$ seems non-trivial and it is postponed to future investigations.\(^1\) In this regard we recall that, for example, in the complex coefficient case the presence of a zero-order term (even a small $\varepsilon$) may drastically alter hypoellipticity (see for instance the example given by Stein in [39]).

We explicitly remark that the operators (1.5a)-to-(1.5d) are not subelliptic (nor $C^\omega$), yet they satisfy hypotheses (NTD), (HY) and $(HY)_\varepsilon$. The lack of subellipticity is a consequence of the characterization of the subelliptic PDOs due to Fefferman and Phong [18, 19] (see also [28, Prop.1.3] or [25, Th.2.1 and Prop.2.1], jointly with the presence of a coefficient with a zero of infinite order in (1.5a)-to-(1.5d)). The second assertion concerning the verification of $(HY)_\varepsilon$ (the other hypotheses being already discussed) derives from the following result by Kohn, [28]: any operator of the form

\[L_1 + \lambda(x) L_2 \quad \text{in} \quad \mathbb{R}_x^N \times \mathbb{R}_y^m\]

is hypoelliptic, where $\lambda \in C^\infty(\mathbb{R}_x)$, $\lambda \geq 0$ has a zero of infinite order at 0 (and no other zeroes of infinite order), and $L_1$ (operating in $x \in \mathbb{R}^n$) and $L_2$ (operating in $y \in \mathbb{R}^m$) are general second order PDOs (as in (1.2)) with smooth coefficients and they are assumed to be subelliptic. It is straightforward to recognize that by subtracting $\varepsilon$ to any PDO in (1.5a)-to-(1.5d) we get an operator of the form $(L_1 - \varepsilon) + \lambda(x) L_2$, where $\lambda$ has the required features, $L_2$ is uniformly elliptic (indeed, a classical Laplacian in all the examples), and $L_1 - \varepsilon$ is a uniformly elliptic operator (cases (1.5a)-to-(1.5c)) or it is a Hörmander operator (case (1.5d)).

Before describing the approach to the Harnack Inequality, inspired by the ideas in [8], we state the main needed technical tools on the solvability of the Dirichlet problem for $\mathcal{L}$ and for the perturbed operator $\mathcal{L} - \varepsilon$.

**Lemma 1.7.** Suppose that $\mathcal{L}$ is an operator of the form (1.1), with $C^\infty$ coefficients $V > 0$ and $(a_{i,j}) \geq 0$, and that $\mathcal{L}$ satisfies (NTD). Let $\varepsilon \geq 0$ be fixed (the case $\varepsilon = 0$ being admissible). We set $\mathcal{L}_\varepsilon := \mathcal{L} - \varepsilon$ and we assume that $\mathcal{L}_\varepsilon$ is hypoelliptic on every open subset of $\mathbb{R}^N$.

Then, there exists a basis for the Euclidean topology of $\mathbb{R}^N$, independent of $\varepsilon$, made of open and connected sets $\Omega$ (with Lipschitz boundary) with the following properties: for every

\(^1\)It appears that having some quantitative information on the loss of derivatives may help in facing this question (personal communication by A. Parmeggiani).
continuous function $f$ on $\overline{\Omega}$ and for every continuous function $\varphi$ on $\partial\Omega$, there exists one and only one solution $u \in C(\overline{\Omega}, \mathbb{R})$ of the Dirichlet problem
\begin{equation}
\begin{aligned}
L_\varepsilon u &= -f \quad \text{on } \Omega \quad \text{(in the weak sense of distributions),} \\
u &= \varphi \quad \text{on } \partial\Omega \quad \text{(point-wise)}.
\end{aligned}
\end{equation}
Furthermore, if $f, \varphi \geq 0$ then $u \geq 0$ as well. Finally, if $f$ belongs to $C^\infty(\Omega, \mathbb{R}) \cap C(\overline{\Omega}, \mathbb{R})$, then the same is true of $u$, and $u$ is a classical solution of (1.8).

We prove this theorem for a considerably larger class of operators than the $L_\varepsilon$ above; see Theorem 6.1. We adapt to our context the well established techniques in [8, Section 5] used for Hörmander operators. These techniques are perfectly suited to our more general case, since they only rely on hypoellipticity and on the Weak Maximum Principle. Since the proof presents no further difficulties, it is provided in the Appendix, for the sake of completeness only.

With the existence of the weak solution of the Dirichlet problem for $L_\varepsilon$ on a bounded open set $\Omega$, we can define the associated Green operator as usual:

\textbf{Definition 1.8 (Green operator and Green measure).} Let $\varepsilon \geq 0$ be fixed, and let $L_\varepsilon$ and $\Omega$ satisfy, respectively, the hypothesis and the thesis of Lemma 1.7. We consider the operator (depending on $L_\varepsilon$ and $\Omega$; we avoid keeping track of the dependency on $\Omega$ in the notation)
\begin{equation}
G_\varepsilon : C(\overline{\Omega}, \mathbb{R}) \rightarrow C(\overline{\Omega}, \mathbb{R})
\end{equation}
mapping $f \in C(\overline{\Omega}, \mathbb{R})$ into the function $G_\varepsilon(f)$ which is the unique distributional solution $u$ in $C(\overline{\Omega}, \mathbb{R})$ of the Dirichlet problem
\begin{equation}
\begin{aligned}
L_\varepsilon u &= -f \quad \text{on } \Omega \quad \text{(in the weak sense of distributions),} \\
u &= 0 \quad \text{on } \partial\Omega \quad \text{(point-wise)}.
\end{aligned}
\end{equation}
We call $G_\varepsilon$ the Green operator related to $L_\varepsilon$ and to the open set $\Omega$.

By the Riesz Representation Theorem (which is applicable thanks to the monotonicity properties in Lemma 1.7 with respect to the function $f$), for every $x \in \overline{\Omega}$ there exists a (nonnegative) Radon measure $\lambda_{x, \varepsilon}$ on $\overline{\Omega}$ such that
\begin{equation}
G_\varepsilon(f)(x) = \int_{\overline{\Omega}} f(y) \, d\lambda_{x, \varepsilon}(y), \quad \text{for every } f \in C(\overline{\Omega}, \mathbb{R}).
\end{equation}
We call $\lambda_{x, \varepsilon}$ the Green measure related to $L_\varepsilon$ (to the open set $\Omega$ and to the point $x$).

Let $L$ be as in (1.1); in the rest of the paper, we set once and for all
\begin{equation}
\nu = V(x) \, dx,
\end{equation}
that is, $\nu$ is the (Radon) measure on $\mathbb{R}^N$ associated with the (positive) density $V$ in (1.1), absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^N$. It is clear that the measure $\nu$ plays the following key rôle:
\begin{equation}
\int \varphi \mathcal{L} \psi \, d\nu = \int \psi \mathcal{L} \varphi \, d\nu, \quad \text{for every } \varphi, \psi \in C^\infty_0(\mathbb{R}^N, \mathbb{R}),
\end{equation}
thus making $\mathcal{L}$ (formally) self-adjoint in the space $L^2(\mathbb{R}^N, d\nu)$. We observe that (in general) our operators $\mathcal{L}$ in (1.1) are not classically self-adjoint; indeed the classical adjoint operator $\mathcal{L}^*$ of $\mathcal{L}$ is related to $\mathcal{L}$ by the following identity (a consequence of (1.13))
\begin{equation}
\mathcal{L}^* u = V \mathcal{L}(u/V), \quad \text{for every } u \text{ of class } C^2.
\end{equation}
The possibility of dealing with non-identically 1 densities $V$ (as in the case of Lie groups, see Example 1.1-(a)) makes it more convenient to decompose the Green measure $\lambda_{x, \varepsilon}$ with respect to $\nu$ in (1.12), rather than w.r.t. Lebesgue measure. Hence we prove the following:

\textbf{Theorem 1.9 (Green kernel).} Suppose that $\mathcal{L}$ is an operator of the form (1.1), with $C^\infty$ coefficients $V > 0$ and $(a_{ij}) \geq 0$, and that $\mathcal{L}$ satisfies (NTD). Let $\varepsilon \geq 0$ be fixed. We set $\mathcal{L}_\varepsilon := \mathcal{L} - \varepsilon$ and we assume that $\mathcal{L}_\varepsilon$ is hypoelliptic on every open subset of $\mathbb{R}^N$.

Let $\Omega$ be an open set as in Lemma 1.7. If $G_\varepsilon$ and $\lambda_{x, \varepsilon}$ are as in Definition 1.8, there exists a function $k_\varepsilon : \overline{\Omega} \times \overline{\Omega} \rightarrow \mathbb{R}$, smooth and positive out of the diagonal of $\Omega \times \Omega$, such that the following representation holds true:
\begin{equation}
G_\varepsilon(f)(x) = \int_{\Omega} f(y) \, k_\varepsilon(x, y) \, d\nu(y), \quad \text{for every } x \in \Omega,
\end{equation}
and for every $f \in C(O, \mathbb{R})$. We call $k_\varepsilon$ the Green kernel related to $L_\varepsilon$ and to the open set $\Omega$.

Furthermore, we have the following properties:

(i) Symmetry of the Green kernel:

\begin{equation}
(1.16)
k_\varepsilon(x, y) = k_\varepsilon(y, x) \quad \text{for every } x, y \in \Omega.
\end{equation}

(ii) For every fixed $x \in \Omega$, the function $k_\varepsilon(x, \cdot)$ is $L_\varepsilon$-harmonic in $\Omega \setminus \{x\}$; moreover $G_\varepsilon(G_\varepsilon \varphi) = -\varphi = L_\varepsilon(G_\varepsilon(\varphi))$ for any $\varphi \in C^\infty_0(\Omega, \mathbb{R})$, that is

\begin{equation}
(1.17)
-\varphi(x) = \int_\Omega L_\varepsilon \varphi(y) k_\varepsilon(x, y) d\nu(y)
= L_\varepsilon \left( \int_\Omega \varphi(y) k_\varepsilon(x, y) d\nu(y) \right), \quad \text{for every } \varphi \in C^\infty_0(\Omega, \mathbb{R}).
\end{equation}

(iii) For every fixed $x \in \Omega$, one has

\begin{equation}
(1.18)
\lim_{y \to y_0} k_\varepsilon(x, y) = 0 \quad \text{for any } y_0 \in \partial \Omega.
\end{equation}

(iv) For every fixed $x \in \Omega$, the functions $k_\varepsilon(x, \cdot) = k_\varepsilon(\cdot, x)$ are in $L^1(\Omega)$, and $k_\varepsilon \in L^1(\Omega \times \Omega)$.

The key ingredients in the proof of the above results are the following facts:

- the hypoellipticity of $L_\varepsilon$ (as assumed in the hypothesis) which will imply the hypoellipticity of the classical adjoint of $L_\varepsilon$ (see Remark 4.1);
- the $C^\infty$-topology on the space of the $L_\varepsilon$-harmonic functions is the same as the $L^1_{\text{loc}}$-topology, another consequence of the hypoellipticity of $L_\varepsilon$ (Remark 4.2);
- the fact that $L$ is self-adjoint on $L^2(\mathbb{R}^N, d\nu)$ (see (1.13)) so that the same is true of $L_\varepsilon$ (this will be crucial in proving the symmetry of the Green kernel);
- the Strong Maximum Principle for the perturbed operator $L_\varepsilon = L - \varepsilon$, which we obtain as a consequence of our previous Strong Maximum Principle for $L$ in Theorem 1.3 (see precisely Remark 2.2, where nonnegative maxima are considered): this is a key step for the proof of the positivity of $k_\varepsilon$;
- the Schwartz Kernel Theorem (used for the regularity of the Green kernel).

The difference with respect to the analogous result given in the framework of the Hörmander operators in [8, Théorème 6.1] is the introduction of the relevant measure $\nu$ in the integral representation (1.15); indeed, the symmetry property (1.16) of the kernel $k_\varepsilon$ is connected with the identity (1.13), which is not true (in general) if we consider Lebesgue measure instead of $\nu$.

We are now ready to give the second main result of the paper:

**Theorem 1.10 (Strong Harnack Inequality).** Suppose that $L$ is an operator of the form (1.1), with $C^\infty$ coefficients $V > 0$ and $(a_{i,j}) \geq 0$, and suppose it satisfies hypotheses (NTD), (HY) and (HY)$_\varepsilon$.

Then, for every connected open set $O \subseteq \mathbb{R}^N$ and every compact subset $K$ of $O$, there exists a constant $M = M(L, O, K) \geq 1$ such that

\begin{equation}
(1.19)
\sup_K u \leq M \inf_K u,
\end{equation}

for every nonnegative $L$-harmonic function $u$ in $O$.

If $L$ is subelliptic or if it has $C^\omega$ coefficients, then assumption (HY)$_\varepsilon$ can be dropped.

The last assertion follows from Remark 1.6.

We now present the spine of the proof of Theorem 1.10.

The main step towards the Strong Harnack Inequality is the following Theorem 1.11 from Potential Theory. A proof of a more general abstract version of this useful result, in the framework of axiomatic harmonic spaces, can be found in the survey notes [9, pp.20–24] by Brezis, where this theorem is attributed to G. Mokobodzki. (See also a further improvement to harmonic spaces which are not necessarily second-countable, by Loeb and Walsh, [32]). Instead of appealing to an abstract Potential-Theoretic statement, we prefer to formulate the result under the following more specific form.

**Theorem 1.11.** Let $L$ be a second order linear PDO in $\mathbb{R}^N$ with smooth coefficients. Suppose the following conditions are satisfied.
(Regularity): There exists a basis $\mathcal{B}$ for the Euclidean topology of $\mathbb{R}^N$ (consisting of bounded open sets) such that, for every $\Omega \in \mathcal{B} \setminus \{\emptyset\}$ and for every $\varphi \in C(\partial \Omega, \mathbb{R})$, there exists a unique $L$-harmonic function $H_{\varphi}^{\Omega} \in C^2(\Omega) \cap C(\bar{\Omega})$ solving the Dirichlet problem

$$
\begin{aligned}
Lu &= 0 \quad \text{in } \Omega \\
\varphi &= \text{on } \partial \Omega,
\end{aligned}
$$

and satisfying $H_{\varphi}^{\Omega} \geq 0$ whenever $\varphi \geq 0$.

(Weak Harnack Inequality): For every connected open set $O \subseteq \mathbb{R}^N$, every compact subset $K$ of $O$ and every $y_0 \in O$, there exists a constant $C(y_0) = C(L, O, K, y_0) > 0$ such that

$$
\sup_{K} u \leq C(y_0) u(y_0),
$$

for every nonnegative $L$-harmonic function $u$ in $O$.

Then, the following Strong Harnack Inequality for $L$ holds: for every connected open set $O$ and every compact subset $K$ of $O$ there exists a constant $M = M(L, O, K) \geq 1$ such that

$$
\sup_{K} u \leq M \inf_{K} u,
$$

for every nonnegative $L$-harmonic function $u$ in $O$.

(Regularity): There exists a basis $\mathcal{B}$ for the Euclidean topology of $\mathbb{R}^N$ (consisting of bounded open sets) such that, for every $\Omega \in \mathcal{B} \setminus \{\emptyset\}$ and for every $\varphi \in C(\partial \Omega, \mathbb{R})$, there exists a unique $L$-harmonic function $H_{\varphi}^{\Omega} \in C^2(\Omega) \cap C(\bar{\Omega})$ solving the Dirichlet problem

$$
\begin{aligned}
Lu &= 0 \quad \text{in } \Omega \\
\varphi &= \text{on } \partial \Omega,
\end{aligned}
$$

and satisfying $H_{\varphi}^{\Omega} \geq 0$ whenever $\varphi \geq 0$.

(Weak Harnack Inequality): For every connected open set $O \subseteq \mathbb{R}^N$, every compact subset $K$ of $O$ and every $y_0 \in O$, there exists a constant $C(y_0) = C(L, O, K, y_0) > 0$ such that

$$
\sup_{K} u \leq C(y_0) u(y_0),
$$

for every nonnegative $L$-harmonic function $u$ in $O$.

We first remark that the proof of the Weak Harnack Inequality, which is easier to establish, as already anticipated, the latter is best of our knowledge) in our setting too. However, like in [8], the unavailability of these kernel; these estimates were unavailable in the setting considered in [8], as they are (to the

strict positivity

with inequality (1.7) at hands and the

µ

(1.21) (an equivalent version of the Strong Harnack Inequality) is derived by Mokobodzki and

interesting to observe that, once the Weak Harnack Inequality is available, the equicontinuity of

by the Strong Maximum Principle, as they jointly lead to the Weak Harnack Inequality. It is

not difficult to prove that $\Phi(x_0) = \mu_1^{\Omega} \leq M \mu_2^{\Omega}$ for harmonic measures: this

comparison seems to be the core substitute for the mentioned pointwise estimates with Poisson

kernels centered at different points $x_1, x_2$.

Due to Theorem 1.11, the focus on the Strong Harnack Inequality is now shifted to the Weak Harnack Inequality, which is easier to establish. As already anticipated, the latter is based on the lower bound (1.7) as we now briefly describe. First, we remark that the proof of

(1.7) is a two-line comparison argument: it suffices to apply $L - \varepsilon$ on both sides of (1.7) to see that they produce the same result, namely $-\varepsilon u$; then one uses the Weak Maximum Principle, since the right-hand side is null on $\partial \Omega$ whereas the left-hand side is nonnegative. Secondly, with inequality (1.7) at hands and the strict positivity of $k_\varepsilon$ (a consequence of the SMP), it is not difficult to prove that $u(x_0)$ dominates the $L^1_{\text{loc}}$-norm of $u$, on suitable compact sets. Then, due to the equivalence of the $L^1_{\text{loc}}$ and $C^\infty$ topologies on the space of the $\mathcal{L}$-harmonic functions (this fact deriving from (HY)), one can infer the following:

Theorem 1.12 (Weak Harnack inequality for derivatives). Let $\mathcal{L}$ satisfy (NTD), (HY) and (HY)$_\varepsilon$. Then, for every connected open set $O \subseteq \mathbb{R}^N$, every compact subset $K$ of $O$, every $m \in \mathbb{N} \cup \{0\}$ and every $y_0 \in O$, there exists a positive $C(y_0) = C(\mathcal{L}, \varepsilon, O, K, m, y_0)$ such that

$$
\sum_{|\alpha| \leq m} \sup_{x \in K} \left| \frac{\partial^\alpha u(x)}{\partial x^\alpha} \right| \leq C(y_0) u(y_0),
$$

for every nonnegative $\mathcal{L}$-harmonic function $u$ in $O$. 
We remark that topological properties similar to those mentioned above for the space of the $\mathcal{L}$-harmonic functions are also valid when $\mathcal{L}$ in (1.1) is not necessarily hypoelliptic, provided that it possesses a positive global fundamental solution: see e.g., [3] by the first and third named authors, where Montel-type results are proved (in the sense of [34]), jointly with the equivalence of the topologies induced on $\mathcal{H}_\mathcal{L}(\Omega)$ by $L^1_{\text{loc}}$ and by $L^\infty_{\text{loc}}$, under no hypoellipticity assumptions.
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2. The Strong Maximum Principle for $\mathcal{L}$

The aim of this section is to prove the Strong Maximum Principle for $\mathcal{L}$ in Theorem 1.3. Clearly, a fundamental step is played by a suitable Hopf-type lemma, furnished in Lemma 2.1. (For a recent interesting survey on maximum principles and Hopf-type results for uniformly elliptic operators, see López-Gómez [33].)

First the relevant definition and notation: given an open set $\Omega \subseteq \mathbb{R}^N$ and a relatively closed set $F \in \Omega$, we say that $\nu$ is externally orthogonal to $F$ at $y$, and we write

$$\nu \perp F \text{ at } y,$$

if: $y \in \Omega \cap \partial F$; $\nu \in \mathbb{R}^N \setminus \{0\}$; $B(y + \nu, |\nu|)$ is contained in $\Omega$ and it intersects $F$ only at $y$. Here and throughout $B(x_0,r)$ is the Euclidean ball in $\mathbb{R}^N$ of centre $x_0$ and radius $r > 0$; moreover $|\cdot|$ will denote the Euclidean norm on $\mathbb{R}^N$. The notation (2.1) does not explicitly refer to externality, but this will not create any confusion in the sequel. It is not difficult to recognize that if $\Omega$ is connected and if $F$ is a proper (relatively closed) subset of $\Omega$, then there always exist couples $(y,\nu)$ such that $\nu \perp F$ at $y$.

Finally, throughout the paper we write $\partial_i$ for $\frac{\partial}{\partial x_i}$.

Lemma 2.1 (of Hopf-type for $\mathcal{L}$). Suppose that $\mathcal{L}$ is an operator of the form (1.1) with $C^1$ coefficients $V > 0$ and $a_{i,j}$, and let us set $A(x) := (a_{i,j}(x))_{i,j}$. (We recall that $A(x) \geq 0$ for every $x \in \mathbb{R}^N$.) Let $\Omega \subseteq \mathbb{R}^N$ be a connected open set. Then, the following facts hold.

1. Let $u \in C^2(\Omega, \mathbb{R})$ be such that $\mathcal{L}u \geq 0$ on $\Omega$; let us suppose that

$$F(u) := \left\{ x \in \Omega : u(x) = \max_\Omega u \right\}$$

is a proper subset of $\Omega$. Then

$$\langle A(y)\nu, \nu \rangle = 0 \text{ whenever } \nu \perp F(u) \text{ at } y.$$  

2. Suppose $c \in C(\mathbb{R}^N, \mathbb{R})$ is nonnegative on $\mathbb{R}^N$, and let us set $\mathcal{L}_c := \mathcal{L} - c$. Let $u \in C^2(\Omega, \mathbb{R})$ be such that $\mathcal{L}_c u \geq 0$ on $\Omega$; let us suppose that $F(u)$ in (2.2) is a proper subset of $\Omega$ and that $\max_\Omega u \geq 0$. Then (2.3) holds true.

Proof. We begin by proving part (1) in the statement of the Lemma, from which we also inherit the notation and hypotheses on $u$ and $F(u)$. Notice that the assumption ensures that $M := \max_\Omega u \in \mathbb{R}$. To this aim, let us assume by contradiction that

$$\langle A(y)\nu, \nu \rangle > 0,$$

for some $\nu \perp F(u)$ at $y$.

We define a smooth function $w : \mathbb{R}^N \rightarrow \mathbb{R}$ as follows

$$w(x) := e^{-\lambda|x-(y+\nu)|^2} - e^{-\lambda|\nu|^2},$$

where $\lambda$ is a positive real number chosen in a moment. We set $b_j := \sum_{i=1}^N \partial_i (V a_{i,j}) / V$, so that

$$\mathcal{L} = \sum_{i,j} a_{i,j} \partial_{i,j} + \sum_j b_j \partial_j.$$ 

A simple computation shows that

$$\mathcal{L} w(y) = \lambda^2 e^{-\lambda|\nu|^2} \left( 4 \langle A(y)\nu, \nu \rangle - \frac{2}{\lambda} \sum_{j=1}^N (a_{j,j}(y) - b_j(y)\nu_j) \right) ,$$

and thus, by (2.4), it is possible to choose $\lambda > 0$ in such a way that $\mathcal{L} w(y) > 0$.

By the continuity of $\mathcal{L} w$, we can then find a positive real number $\delta$ such that $V := B(y, \delta)$ is compactly contained in $\Omega$ and $\mathcal{L} w > 0$ on $V$. We now define, for $\varepsilon > 0$, a function $v_\varepsilon : \overline{V} \rightarrow \mathbb{R}$ by setting $v_\varepsilon := u + \varepsilon w$. Clearly, $v_\varepsilon \in C^2(V, \mathbb{R}) \cap C(\overline{V}, \mathbb{R})$, and we claim that the maximum of $v_\varepsilon$ on $\overline{V}$ is attained in $V$. 
Indeed, let us consider the splitting of $\partial V$ given by the two sets $K_1 := \partial V \cap B(y + \nu, |\nu|)$ and $K_2 := \partial V \setminus K_1$. For every $x \in K_2$, one has
\[ v_{\varepsilon}(x) = u(x) + \varepsilon w(x) < u(x) \leq M. \]
On the other hand, for all $x \in K_1$, we have
\[ v_{\varepsilon}(x) \leq \max_{K_1} u + \varepsilon \max_{K_1} w, \]
and since $\max_{\Omega} u < M$ (observe that $u < M$ outside $F(u)$ and that $K_1$ is a compact set contained in $\Omega \setminus F(u)$), it is possible to choose $\varepsilon > 0$ so small that $v_{\varepsilon} < M$ on $K_1$. By gathering together these facts we see that, for every $x \in \partial V$ (note that $y \in F(u)$ and $w(y) = 0$)
\[ v_{\varepsilon}(x) < M = u(y) = v_{\varepsilon}(y) \leq \max_{\overline{V}} v_{\varepsilon}, \]
and this proves the claim. From $\mathcal{L} v_{\varepsilon} = \mathcal{L} u + \varepsilon \mathcal{L} w \geq \varepsilon \mathcal{L} w$ (and the latter is $> 0$ on $V$) the function $v_{\varepsilon}$ is a strictly $\mathcal{L}$-subharmonic function on $V$, that is, $\mathcal{L} v_{\varepsilon} > 0$ on $V$, admitting a maximum point on the open set $V$, say $p_0$. Then we have (recall that $A(p_0) \geq 0$ and notice that $\nabla v_{\varepsilon}(p_0) = 0$ and $H(p_0) := (\partial_{i,j} v_{\varepsilon}(p_0))_{i,j} \leq 0$)
\begin{equation}
0 < \mathcal{L} v_{\varepsilon}(p_0) = \sum_{i,j} a_{i,j}(p_0) \partial_{i,j} v_{\varepsilon}(p_0) = \text{trace}(A(p_0) \cdot H(p_0)) \leq 0,
\end{equation}
which is clearly a contradiction.

Part (2) in the statement of the Lemma can be proved in a totally analogous way: we replace $\mathcal{L}$ with $\mathcal{L}_c$ and we notice that $w(y) = 0$ so that $\mathcal{L}_c w(y) = \mathcal{L} w(y)$, and (2.5) is left unchanged. Arguing as above, we let again $p_0 \in V$ be such that $v_{\varepsilon}(p_0) = \max_{\overline{V}} v_{\varepsilon}$. This gives $v_{\varepsilon}(p_0) \geq v_{\varepsilon}(y) = u(y) = M$. Hence (2.6) becomes
\[ 0 < \mathcal{L}_c v_{\varepsilon}(p_0) = \text{trace}(A(p_0) \cdot H(p_0)) - c(p_0) v_{\varepsilon}(p_0) \leq -c(p_0) M, \]
where in the last inequality we used the assumption $c \geq 0$ and the fact that $v_{\varepsilon}(p_0) \geq M$. By the assumption $M \geq 0$ (and again by the assumption on the sign of $c$), we have $-c(p_0) M \leq 0$, and we obtain another contradiction. \qed

We are now in a position to provide the

**Proof (of Theorem 1.3).** Let $\mathcal{L}$ be as in the statement of Theorem 1.3; suppose that $\Omega \subseteq \mathbb{R}^N$ is a connected open set and that $u \in C^2(\Omega, \mathbb{R})$ satisfies $\mathcal{L} u \geq 0$ on $\Omega$ and $u$ attains a maximum in $\Omega$. We set
\[ F(u) := \left\{ x \in \Omega : u(x) = \max_{\Omega} u \right\}. \]
By assumption $F(u) \neq \varnothing$, say $\xi \in F(u)$. We show that $F(u) = \Omega$.

To this aim, let us rewrite $\mathcal{L}$ as follows:
\[ \mathcal{L} = \frac{1}{V} \sum_{i,j} \partial_i \left( V a_{i,j} \partial_j \right) = \frac{1}{V} \sum_{i,j} V \partial_i (a_{i,j} \partial_j) + \sum_{i,j} \frac{\partial V}{V} a_{i,j} \partial_j = \sum_{i,j} \partial_i (a_{i,j} \partial_j) + \sum_j b_j \partial_j, \]
where $b_j := \frac{1}{V} \sum_{i=1}^N \partial_i V a_{i,j}$ (for $j = 1, \ldots, N$). Let us consider the vector fields
\begin{equation}
X_i := \sum_{j=1}^N a_{i,j} \partial_j, \quad i = 1, \ldots, N, \quad X_0 := \sum_{j=1}^N b_j \partial_j.
\end{equation}
We explicitly remark the following useful fact: $X_0$ is a linear combination (with smooth coefficients) of $X_1, \ldots, X_N$; indeed
\begin{equation}
X_0 = \sum_{j=1}^N b_j \partial_j = \sum_{j=1}^N \frac{1}{V} \sum_{i=1}^N \partial_i V a_{i,j} \partial_j = \sum_{i=1}^N \frac{\partial_i V}{V} \sum_{j=1}^N a_{i,j} \partial_j = \sum_{i=1}^N \frac{\partial_i V}{V} X_i.
\end{equation}
Summing up, we have written $\mathcal{L}$ as follows
\[ \mathcal{L} u = \sum_{i=1}^N \partial_i (X_i u) + \sum_{i=1}^N \frac{\partial_i V}{V} X_i u, \quad \forall \ u \in C^2. \]
Thanks to the assumption (NTD) of non-total degeneracy of $\mathcal{L}$ and due to the smoothness of its coefficients, we are entitled to use a notable result [2, Theorem 2] by Amano, which states that the hypoellipticity assumption (HY) ensures the controllability of the ODE system

$$(2.9) \quad \dot{x} = \xi_0 x_0(\gamma) + \sum_{i=1}^{N} \xi_i x_i(\gamma), \quad (\xi_0, \xi_1, \ldots, \xi_N) \in \mathbb{R}^{1+N},$$

on every open and connected subset of $\mathbb{R}^N$ (see e.g., [26, Chapter 3] for the notion of controllability). Since $\Omega$ is open and connected, this implies that any point of $\Omega$ can be joined to $x$ by a continuous curve $\gamma$ contained in $\Omega$ which is piecewise an integral curve of a vector field belonging to $\mathcal{V} := \text{span}_\mathbb{R}\{X_0, X_1, \ldots, X_N\}$. It then suffices to prove that $\gamma(t)$ is an integral curve of a vector field $X \in \mathcal{V}$ starting at a point of $F(u)$ (which is non-empty), then $\gamma(t)$ remains in $F(u)$ for every admissible time $t$. In this case we say that $F(u)$ is $X$-invariant.

By a result of Bony, [8, Théorème 2.1], the $X$-invariance of $F(u)$ is equivalent to the tangentiality of $X$ to $F(u)$: this latter condition means that

$$(2.10) \quad \langle X(y), \nu \rangle = 0 \quad \text{whenever } \nu \perp F(u) \text{ at } y.$$

Hence, by all the above arguments, the proof of the SMP is complete if we show that (2.10) is fulfilled by any $X \in \mathcal{V}$. Since $X$ is a linear combination of $X_0, X_1, \ldots, X_N$ and due to (2.8), it suffices to prove this identity when $X$ is replaced by any element of $\{X_1, \ldots, X_N\}$. Due to identity (2.3) in the Hopf-type Lemma 2.1, it is therefore sufficient to show that for every $i \in \{1, \ldots, N\}$ and every $x \in \mathbb{R}^N$, there exists $\lambda_i(x) > 0$ such that

$$(2.11) \quad \langle X_i(x), \nu \rangle^2 \leq \lambda_i(x) \langle A(x)\nu, \nu \rangle \quad \text{for every } \nu \in \mathbb{R}^N.$$

Indeed, (2.11) together with (2.3) implies that the left-hand side of (2.11) is null whenever $\nu \perp F(u)$ at $y$, which is precisely (2.10) for $X \in \{X_1, \ldots, X_N\}$. Due to the very definition of $X_i$, inequality (2.11) boils down to proving that, given a real symmetric positive semidefinite matrix $A = (a_{i,j})$, for every $i$ there exists $\lambda_i > 0$ such that

$$\left( \sum_j a_{i,j} \nu_j \right)^2 \leq \lambda_i \sum_{i,j} a_{i,j} \nu_i \nu_j \quad \text{for every } \nu \in \mathbb{R}^N,$$

which is a consequence of the Cauchy-Schwarz inequality and the characterization (for a symmetric $A \geq 0$) of $\ker(A)$ as $\{x \in \mathbb{R}^N : \langle Ax, x \rangle = 0\}$.

This proves part (1) of Theorem 1.3. As for part (2), let $c$ be smooth and nonnegative on $\mathbb{R}^N$, and let us set $\mathcal{L}_c := \mathcal{L} - c$. Suppose $u \in C^2(\Omega, \mathbb{R})$ satisfies $\mathcal{L}_c u \geq 0$ on $\Omega$ and that it attains a nonnegative maximum in $\Omega$. For $F(u) \neq \emptyset$ as above, we show again that $F(u) = \Omega$. The hypoellipticity and non-total degeneracy of $\mathcal{L}$ ensure again (by Amano’s cited result for $\mathcal{L}$) the controllability of system (2.9). This again grants a connectivity property of $\Omega$ by means of continuous curves, piecewise integral curves of elements in the above vector space $\mathcal{V}$. By Bony’s quoted result on invariance/tangentiality, the needed identity $F(u) = \Omega$ follows if we show again that (2.10) is fulfilled when $X$ is replaced by $X_i$, for $i = 1, \ldots, N$ (the case $i = 0$ deriving as above from (2.8)).

Now, by part (2) of Lemma 2.1, it is at our disposal a Hopf-type Lemma for operators of the form $\mathcal{L}_c$, and for functions $u$ such that $\mathcal{L}_c u \geq 0$ and attaining a nonnegative maximum. In other words, we know that (2.3) holds true, again as in the previous case (1). The validity of (2.11) allows us to end the proof, as in the previous part.

A close inspection to the above proof shows that we have indeed demonstrated the following result as well (replacing the hypothesis of hypoellipticity of $\mathcal{L}$ by that of $\mathcal{L} - c$), since Amano’s results on hypoellipticity/controllability are independent of the presence of a zero-order term:

**Remark 2.2.** Suppose that $\mathcal{L}$ is an operator of the form (1.1), with $C^\infty$ coefficients $V > 0$ and $(a_{i,j}) \geq 0$, and that it satisfies (NTD). Let $c \in C^\infty(\mathbb{R}^N, \mathbb{R})$ be nonnegative and suppose that the operator $\mathcal{L}_c := \mathcal{L} - c$ is hypoelliptic on every open subset of $\mathbb{R}^N$.

If $\Omega \subseteq \mathbb{R}^N$ is a connected open set, then any function $u \in C^2(\Omega, \mathbb{R})$ satisfying $\mathcal{L}_c u \geq 0$ on $\Omega$ and attaining a nonnegative maximum in $\Omega$ is constant throughout $\Omega$.

As a Corollary of Theorem 1.3 we immediately get the following result.
Corollary 2.3 (Weak Maximum Principle for $\mathcal{L}$). Suppose that $\mathcal{L}$ is an operator of the form (1.1), with $C^\infty$ coefficients $V > 0$ and $(a_{i,j}) \geq 0$, and that it satisfies (NTD) and (HY).

Suppose also that $c \in C^\infty(\mathbb{R}^N, \mathbb{R})$ is nonnegative on $\mathbb{R}^N$ (the case $c \equiv 0$ is allowed), and let us set $\mathcal{L}_c := \mathcal{L} - c$. Then, $\mathcal{L}_c$ satisfies the Weak Maximum Principle on every bounded open set $\Omega \subseteq \mathbb{R}^N$, that is:

$$
\begin{align*}
\mathcal{L}_c u &\geq 0 \text{ on } \Omega \\
\limsup_{x \to x_0} u(x) &\leq 0 \text{ for every } x_0 \in \partial \Omega \\
\Rightarrow \quad u &\leq 0 \text{ on } \Omega.
\end{align*}
$$

As a consequence, if $\Omega \subseteq \mathbb{R}^N$ is bounded, and if $u \in C^2(\Omega) \cap C(\overline{\Omega})$ is nonnegative and such that $\mathcal{L}_c u \geq 0$ on $\Omega$, then one has $\sup_{\Omega} u = \sup_{\partial \Omega} u$.

Proof. Suppose that the open set $\Omega \subseteq \mathbb{R}^N$ is bounded and $u$ is as in the left-hand side of (2.12). Let $x_0 \in \overline{\Omega}$ be such that

$$
\limsup_{x \to x_0} u(x) = \sup_{\Omega} u.
$$

If $x_0 \in \partial \Omega$, then (2.12) ensures that $\limsup_{x \to x_0} u(x) \leq 0$, so that (due to (2.13)) $\sup_{\Omega} u \leq 0$, proving the right-hand side of (2.12). If $x_0 \in \Omega$, then (2.13) gives $u(x_0) = \max_\Omega u$. If $u(x_0) < 0$, we conclude as above that $\max_\Omega u = u(x_0) < 0$. If $u(x_0) \geq 0$, we consider $\Omega_0 \subseteq \Omega$ the connected component of $\Omega$ containing $x_0$, and, thanks to part (2) of the Strong Maximum Principle in Theorem 1.3, the existence of an interior maximum point of $u$ on $\Omega \supseteq \Omega_0$ (and the fact that $u(x_0) \geq 0$) ensures that $u \equiv u(x_0)$ on $\Omega_0$. Let us take any $\xi_0 \in \partial \Omega_0$; we have

$$
\max_{\Omega} u = u(x_0) = \limsup_{\Omega_0 \ni x \to \xi_0} u(x) \leq \limsup_{\Omega \ni x \to x_0} u(x) \leq 0,
$$

where the last inequality follows from $\partial \Omega_0 \subseteq \partial \Omega$ and from the assumption in (2.12).

We remark that when $c \equiv 0$ the proof is slightly simpler, as an interior maximum of $u$ propagates up to the boundary, regardless of the sign of this maximum.

Finally we prove the last assertion of the corollary. Let $\Omega \subseteq \mathbb{R}^N$ be bounded and let $u \in C^2(\Omega) \cap C(\overline{\Omega})$ be nonnegative on $\overline{\Omega}$ and satisfying $\mathcal{L}_c u \geq 0$ on $\Omega$; then we set $M := \sup_{\partial \Omega} u$ and we observe that $M \geq 0$ since this is true of $u$. We have (recall that $c \geq 0$)

$$
\mathcal{L}_c (u - M) = \mathcal{L}_c u - \mathcal{L}_c M \geq - \mathcal{L}_c M = -(\mathcal{L} - c)M = cM \geq 0.
$$

Since (by definition of $M$) we have $u - M \leq 0$ on $\partial \Omega$ (and $u - M$ is continuous up to $\partial \Omega$), we can apply (2.12) to get $u - M \leq 0$, that is $u \leq \sup_{\partial \Omega} u$ on $\Omega$. This clearly proves the needed $\sup_{\Omega} u = \sup_{\partial \Omega} u$.

Arguing as in the previous proof (and exploiting Remark 2.2 instead of Theorem 1.3-(2)) we also get the following result, where we alternatively replace the hypothesis of hypoellipticity of $\mathcal{L}$ by that of $\mathcal{L} - c$:

Remark 2.4. Suppose that $\mathcal{L}$ is an operator of the form (1.1), with $C^\infty$ coefficients $V > 0$ and $(a_{i,j}) \geq 0$, and that it satisfies (NTD) and (HY). Let $c \in C^\infty(\mathbb{R}^N, \mathbb{R})$ be nonnegative and suppose that the operator $\mathcal{L}_c := \mathcal{L} - c$ is hypoelliptic on every open subset of $\mathbb{R}^N$.

Then $\mathcal{L}_c$ satisfies the Weak Maximum Principle on every bounded open set $\Omega \subseteq \mathbb{R}^N$.

As a consequence, if $\Omega \subseteq \mathbb{R}^N$ is bounded, and if $u \in C^2(\Omega) \cap C(\overline{\Omega})$ is nonnegative and such that $\mathcal{L}_c u \geq 0$ on $\Omega$, then one has $\sup_{\Omega} u = \sup_{\partial \Omega} u$.

3. Analytic coefficients: A Unique Continuation result for $\mathcal{L}$

In this short section, by means of the ideas of controllability/propagation introduced in the previous section, we prove the following result.

Theorem 3.1 (Unique Continuation for $\mathcal{L}$). Suppose that $\mathcal{L}$ is an operator of the form (1.1) satisfying assumptions (NTD) and (HY). Suppose that $\mathcal{L}$ has $C^\omega$ coefficients $a_{i,j}$ and $V$.

Let $\Omega \subseteq \mathbb{R}^N$ be a connected open set. Then any $\mathcal{L}$-harmonic function on $\Omega$ vanishing on some non-empty open subset of $\Omega$ is identically zero on $\Omega$.

Proof. Let $u \in \mathcal{H}_c(\Omega)$ be vanishing on the open set $U \subseteq \Omega$, $U \neq \emptyset$. Let $F \subseteq \Omega$ be the support of $u$. We argue by contradiction, by assuming that $F \neq \emptyset$.

Let us fix any $y \in \partial F \cap \Omega$ and any $\nu \in \mathbb{R}^N \setminus \{0\}$ such that $\nu \perp F$ at $y$ (see the notion of exterior orthogonality at the beginning of
Section 2; the assumption \( F \neq \emptyset \) ensures the existence of such a couple \((y, \nu)\). We consider the Euclidean open ball \( B := B(y + \nu, \|\nu\|) \) which is completely contained in \( \Omega \setminus F \), so that \( u \equiv 0 \) on \( B \). We observe that \( B \) is the sub-level set \( \{ f(x) < 0 \} \), where
\[
f(x) = |x - (y + \nu)|^2 - |\nu|^2.
\]
There are only two cases:

(a) The boundary of \( B \) is non-characteristic for \( \mathcal{L} \) at \( y \), that is, \( \langle A(y) \nabla f(y), \nabla f(y) \rangle \neq 0 \). Due to the \( C^\infty \) assumption we are allowed to use the classical Holmgren’s Theorem (see e.g., [24, Theorem 8.6.5]), ensuring that \( u \) vanishes in a neighborhood of \( y \), so that \( y \in \Omega \setminus F \). Since \( F \) is relatively closed in \( \Omega \), this is in contradiction with \( y \in \partial F \cap \Omega \). Hence it is true that:

(b) The boundary of \( B \) is characteristic for \( \mathcal{L} \) at \( y \), that is, \( \langle A(y) \nabla f(y), \nabla f(y) \rangle = 0 \). Since \( \nabla f(x) = 2(x - y - \nu) \), this condition boils down to \( \langle A(y)\nu, \nu \rangle = 0 \). Let \( X_0, X_1, \ldots, X_N \) be the vector fields introduced in (2.7). The same Linear Algebra argument leading to (2.11) shows that \( \langle A(y)\nu, \nu \rangle = 0 \) implies
\[
\langle X_i(y), \nu \rangle = 0 \quad \text{for every } i = 1, \ldots, N.
\]
Identity (2.8) guarantees that the same holds for \( i = 0 \) as well. Therefore, one has \( \langle X(y), \nu \rangle = 0 \) for every \( X \in \mathcal{V} := \text{span}\{X_0, X_1, \ldots, X_N\} \). Arguing as in Section 2, by means of the result by Bony [8, Théorème 2.1], this geometric condition (holding true for arbitrary \( \nu \bot F \) at \( y \)) implies that the closed set \( F \) is \( X \)-invariant for any \( X \in \mathcal{V} \) (that is \( F \) contains the trajectories of the integral curves of \( X \) touching \( F \)).

On the other hand, the hypoellipticity assumption (HY) on \( S \) ensures (due to the recalled result by Amano [2, Theorem 2]) that any pair of points of the connected open set \( \Omega \) can be joined by a continuous curve which is piecewise an integral curve of some vector fields \( X \) in \( \mathcal{V} \). Gathering together all the mentioned results, the fact that \( F \neq \emptyset \) implies that any point of \( \Omega \) belongs to \( F \), contradicting the assumption that \( U \subseteq \Omega \setminus F \). \( \square \)

4. The Green function and the Green kernel for \( \mathcal{L} - \varepsilon \)

The aim of this section is to prove Theorem 1.9. In the first part of the proof (Steps I–III) we follow the classical scheme by Bony (see [8, Théorème 6.1]), hence we skip many details; it is instead in Step IV that a slight difference is presented, in that we exploit the measure \( d\nu(x) = V(x) \, dx \) in order to obtain the symmetry property of the Green kernel even when our operator \( \mathcal{L} \) is not (classically) self-adjoint. The problem of the behavior of the Green kernel along the diagonal is more subtle, as it is shown by Fabes, Jerison and Kenig in [14] who proved that, for divergence-form operators as in (1.1) (when \( V \equiv 1 \) and, roughly put, when the degeneracy of \( A(x) \) is controlled by a suitable weight) the limit of the Green kernel along the diagonal need not be infinite; we plan to investigate this behavior in a future study, since our assumption (NTD) prevents the existence of any vanishing Muckenhoupt-type weight.

Throughout this section, we fix an operator \( \mathcal{L} \) of the form (1.1), with \( C^\infty \) coefficients \( V > 0 \) and \( (a_{i,j}) \geq 0 \), and we assume that \( \mathcal{L} \) satisfies (NTD). Moreover, we also fix \( \varepsilon \geq 0 \) (note that the case \( \varepsilon = 0 \) is allowed) and we set \( \mathcal{L}_\varepsilon := \mathcal{L} - \varepsilon \); we assume that \( \mathcal{L}_\varepsilon \) is hypoelliptic on every open subset of \( \mathbb{R}^N \). Finally, \( \Omega \) is a fixed open set as in Lemma 1.7, such that the Dirichlet problem (1.8) is (uniquely) solvable.

From Lemma 1.7, we know that there exists a monotone operator \( G_\varepsilon \) (which we called the Green operator related to \( \mathcal{L}_\varepsilon \) and \( \Omega \)); since \( \varepsilon \geq 0 \) is fixed, in all this section we drop the subscript \( \varepsilon \) in \( G_\varepsilon, k_\varepsilon, \lambda_\varepsilon \) and we simply write \( G, k, \lambda \). Hence we are given the monotone operator
\[
G : C(\overline{\Omega}, \mathbb{R}) \longrightarrow C(\overline{\Omega}, \mathbb{R})
\]
mapping \( f \in C(\overline{\Omega}, \mathbb{R}) \) into the unique function \( G(f) \in C(\overline{\Omega}, \mathbb{R}) \) satisfying
\[
\begin{cases}
\mathcal{L}_\varepsilon(G(f)) = -f & \text{on } \Omega \quad \text{(in the weak sense of distributions)}, \\
G(f) = 0 & \text{on } \partial \Omega \quad \text{(point-wise)}.
\end{cases}
\tag{4.1}
\]
We also know that the (Riesz) representation
\[
G(f)(x) = \int_{\Omega} f(y) \, d\lambda(x) \quad \text{for every } f \in C(\overline{\Omega}, \mathbb{R}) \text{ and every } x \in \overline{\Omega}
\tag{4.2}
\]
holds true, with a unique Radon measure \( \lambda \) defined on \( \overline{\Omega} \) (which we called the Green measure related to \( \mathcal{L}_\varepsilon, \Omega \) and \( x \)).
Finally, we set $d\nu(x) := V(x) \, dx$ and we observe that (as in (1.13))

\begin{equation}
\int \varphi \, \mathcal{L}_x \psi \, d\nu = \int \psi \, \mathcal{L}_x \varphi \, d\nu, \quad \text{for every } \varphi, \psi \in C^\infty_0(\mathbb{R}^N, \mathbb{R}).
\end{equation}

**Step I.** We fix $x \in \Omega$. We begin by proving that $\lambda_x$ is absolutely continuous with respect to the Lebesgue measure on $\Omega$. To this end, let $\varphi \in C^\infty_0(\Omega; \mathbb{R})$; by (4.1) it is clear that $G(\mathcal{L}_x \varphi) = -\varphi$, so that (see (4.2))

\[-\varphi(x) = \int_{\Omega} \mathcal{L}_x \varphi(y) \, d\lambda_x(y), \quad \text{for every } \varphi \in C^\infty_0(\Omega; \mathbb{R}).\]

If we consider $\lambda_x$ as a distribution on $\Omega$ in the standard way, this identity boils down to

\begin{equation}
(\mathcal{L}_x)^* \lambda_x = -\text{Dir}_x \quad \text{in } \mathcal{D}'(\Omega),
\end{equation}

where $\text{Dir}_x$ denotes the Dirac mass at $x$, and $(\mathcal{L}_x)^*$ is the classical adjoint operator of $\mathcal{L}_x$. It is noteworthy to observe that, in general, $(\mathcal{L}_x)^*$ is neither equal to $\mathcal{L}_x$ nor of the form $\tilde{\mathcal{L}} - \varepsilon$ for any $\tilde{\mathcal{L}}$ a divergence operator as in (1.1).

However, the following crucial property of $(\mathcal{L}_x)^*$ is fulfilled:

**Remark 4.1.** The operator $(\mathcal{L}_x)^*$ is hypoelliptic on every open subset of $\mathbb{R}^N$.

Indeed, let $U \subseteq W$ be open sets and let $u \in \mathcal{D}'(W)$ be such that $(\mathcal{L}_x)^* u = h$ in $\mathcal{D}'(U)$, where $h \in C^\infty(U, \mathbb{R})$. This gives the following chain of identities (here $\psi \in C^\infty_0(U; \mathbb{R})$ is arbitrary)

\[
\int h \psi = \int \left( u \mathcal{L}_x \psi \right) \, \nu = \left\langle u, \mathcal{L}_x \psi \varepsilon \right\rangle = \left\langle u, \frac{\mathcal{L}_x(V \psi)}{V} - \varepsilon \psi \right\rangle = \left( \frac{u}{V}, (\mathcal{L}_x)^*(V \psi) \right).
\]

If we write $\int h \psi = \int \frac{u}{V} \psi(V)$, and if we observe that $C^\infty_0(U; \mathbb{R}) = \{ \psi V : \psi \in C^\infty_0(U; \mathbb{R}) \}$, the above computation shows that $\mathcal{L}_x(u/V) = h/V$ in $\mathcal{D}'(U)$. The hypoellipticity of $\mathcal{L}_x$ now gives $u/V \in C^\infty(U, \mathbb{R})$ whence $u \in C^\infty(U, \mathbb{R})$, as $V$ is smooth and positive.

Identity (4.4) gives in particular $(\mathcal{L}_x)^* \lambda_x = 0$ in $\mathcal{D}'(\Omega \setminus \{x\})$; thanks to Remark 4.1, this ensures the existence of $g_x \in C^\infty(\Omega \setminus \{x\}, \mathbb{R})$ such that the distribution $\lambda_x$ restricted to $\Omega \setminus \{x\}$ is the function-type distribution associated with the function $g_x$; equivalently

\begin{equation}
\int \varphi(y) \, d\lambda_x(y) = \int \varphi(y) \, g_x(y) \, dy, \quad \text{for every } \varphi \in C^\infty_0(\Omega \setminus \{x\}, \mathbb{R}).
\end{equation}

Clearly $g_x \geq 0$ on $\Omega \setminus \{x\}$ and $(\mathcal{L}_x)^* g_x = 0$ in $\Omega \setminus \{x\}$. This temporarily proves that $\lambda_x$ coincides with $g_x(y) \, dy$ on $\Omega \setminus \{x\}$. We claim that this is also true throughout $\Omega$. This will follow if we show that $C := \lambda_x(\{x\}) = 0$. Clearly, by the definition of $C$, on $\Omega$ we have

\[\lambda_x = C \text{Dir}_x + (\mathcal{L}_x)|_{\Omega \setminus \{x\}} = C \text{Dir}_x + g_x(y) \, dy.\]

Treating this as an identity between distributions on $\Omega$, we apply the operator $(\mathcal{L}_x)^*$ to get

\[C (\mathcal{L}_x)^* \text{Dir}_x = -\text{Dir}_x - (\mathcal{L}_x)^* (g_x(y) \, dy).\]

Here we used (4.4). We now proceed as follows:

- we multiply both sides by a $C^\infty$ function $\chi$ compactly supported in $\Omega$ and $\chi \equiv 1$ near $x$;
- we compute the Fourier transform of the tempered distributions obtained as above;
- on the left-hand side we obtain a function-type distribution associated with function

\[y \mapsto C e^{-i(x,y)} \left( \sum_{i,j} a_{i,j}(x) \, y_i y_j + \{ \text{polynomial in } y \text{ of degree } \leq 1 \} \right),\]

where $(a_{i,j})$ is the principal matrix of $\mathcal{L}$;
- on the right-hand side we obtain a function-type distribution associated with a function which is the sum of $y \mapsto -e^{-i(x,y)}$ with a function of the form

\[y \mapsto -\sum_{i,j} \alpha_{i,j}(x, y) \, y_i y_j + \{ \text{polynomial in } y \text{ of degree } \leq 1 \},\]

where

\[\alpha_{i,j}(x, y) = -\int g_x(\xi) \, \chi(\xi) \, a_{i,j}(\xi) \, e^{-i(x,y)} \, d\xi.\]
By the Riemann-Lebesgue Theorem one has \( \alpha_{i,j}(x,y) \to 0 \) as \( |y| \to \infty \). This implies that \( C = 0 \), since at least one of the entries of \( (a_{i,j}(x)) \) is non-vanishing, due to the (NTD) hypothesis on \( \mathcal{L} \).

We have therefore proved that, for any \( x \in \Omega \),

\[
(4.6) \quad d\lambda_x(y) = g_x(y) \, dy \text{ on } \Omega.
\]

Since \( \lambda_x \) is a finite measure (recalling that \( \overline{\Omega} \) is compact), from (4.6) we get \( g_x \in L^1(\Omega) \) for every \( x \in \Omega \).

**STEP II.** We next show that \( \lambda_x(\partial \Omega) = 0 \) for any \( x \in \overline{\Omega} \). For small \( \delta > 0 \), we let \( D_\delta \) denote the closed \( \delta \)-neighborhood of \( \partial \Omega \) of the points in \( \mathbb{R}^N \) having distance from \( \partial \Omega \) less than or equal to \( \delta \); we then choose a function \( F \in C(\mathbb{R}^N, [0,1]) \) which is identically 1 on \( \partial \Omega \) and is supported in the interior of \( D_\delta \). We denote by \( f \) the restriction of \( F \) to \( \overline{\Omega} \). From (4.2) we have

\[
(4.7) \quad 0 \leq G(f)(x) = \int_{\overline{\Omega}} f(y) \, d\lambda_x(y) \leq \int_{\overline{\Omega}} d\lambda_x(y) = G(1)(x), \quad \text{for every } x \in \overline{\Omega}.
\]

For any \( x \in \overline{\Omega} \) we have

\[
\lambda_x(\partial \Omega) = \int_{\partial \Omega} d\lambda_x(y) = \int_{\partial \Omega} f(y) \, d\lambda_x(y) \leq \int_{\overline{\Omega}} f(y) \, d\lambda_x(y) = G(f)(x)
\]

\[
\leq \sup_{\overline{\Omega}} G(f) = \max \left\{ \sup_{\overline{\Omega} \cap D_\delta} G(f), \sup_{\overline{\Omega} \backslash D_\delta} G(f) \right\} =: \max\{I, II\}.
\]

We claim that I and II in the above right-hand side are bounded from above by \( \sup_{\overline{\Omega} \cap D_\delta} G(1) \). This is true of I, due to (4.7); as for II we invoke the last assertion in Remark 2.4 applied to:

- the hypoelliptic operator \( \mathcal{L}_\varepsilon = \mathcal{L} - \varepsilon \),
- the bounded open set \( \Omega_1 := \overline{\Omega} \setminus D_\delta \),
- the nonnegative function \( G(f) \), which satisfies \( \mathcal{L}_\varepsilon G(f) = -f = 0 \) on \( \Omega_1 \) both weakly and strongly due to the hypoellipticity of \( \mathcal{L}_\varepsilon \).

The mentioned Remark 2.4 then ensures that the values of \( G(f) \) on \( \overline{\Omega} \setminus D_\delta \) are bounded from above by the values of \( G(f) \) on the boundary of this set, so that \( \Pi \leq 0 \). Summing up,

\[
\lambda_x(\partial \Omega) \leq \max\{I, II\} \leq \sup_{\overline{\Omega} \cap D_\delta} G(1).
\]

As \( \delta \) goes to 0, the right-hand side tends to \( \sup_{\partial \Omega} G(1) = 0 \) by (4.1). This gives the desired \( \lambda_x(\partial \Omega) = 0 \) for any \( x \in \overline{\Omega} \). By collecting together (4.6) and \( \lambda_x(\partial \Omega) = 0 \), we infer that (for every \( f \in C(\overline{\Omega}, \mathbb{R}) \) and \( x \in \Omega \))

\[
G(f)(x) = \int_{\Omega} f(y) \, g_x(y) \, dy, \quad \text{for every } f \in C(\overline{\Omega}, \mathbb{R}) \text{ and every } x \in \Omega.
\]

This proves the identity

\[
(4.8) \quad G(f)(x) = \int_{\Omega} f(y) \, g_x(y) \, dy, \quad \text{for every } f \in C(\overline{\Omega}, \mathbb{R}) \text{ and every } x \in \Omega.
\]

If \( \varphi \in C_0^\infty(\Omega, \mathbb{R}) \), since we know that \( G(\mathcal{L}_\varepsilon \varphi) = -\varphi \), we get

\[
(4.9) \quad -\varphi(x) = \int_{\Omega} \mathcal{L}_\varepsilon \varphi(y) \, g_x(y) \, dy, \quad \text{for every } x \in \Omega.
\]

This is equivalent to

\[
(4.10) \quad (L_\varepsilon)^* g_x = -\text{Dir}_x \quad \text{for every } x \in \Omega.
\]

**STEP III.** If \( g_x \) is as in Step I, we are ready to set

\[
g : \Omega \times \Omega \to [0, \infty], \quad g(x,y) := \begin{cases} \quad g_x(y) & \text{if } x \neq y, \\ \infty & \text{if } x = y. \end{cases}
\]

Hence the representation (4.8) becomes

\[
(4.11) \quad G(f)(x) = \int_{\Omega} f(y) \, g(x,y) \, dy, \quad \text{for every } f \in C(\overline{\Omega}, \mathbb{R}) \text{ and every } x \in \Omega.
\]

We aim to prove that \( g \) is smooth outside the diagonal of \( \Omega \times \Omega \).
Remark 4.2. Let $O$ be any open subset of $\mathbb{R}^N$. The hypoellipticity of a general PDO $L$ as in (1.2) ensures the equality of the topologies on $\mathcal{H}_L(O)$ inherited by the Fréchet spaces $C^\infty(O)$ and $L^1_{\text{loc}}(O)$.

Indeed, let $X$ and $Y$ denote respectively the topological space $\mathcal{H}_L(O)$ with the topologies inherited by $C^\infty(O)$ and $L^1_{\text{loc}}(O)$. Then $X$ and $Y$ are Fréchet spaces, since, if a sequence $u_n \in \mathcal{H}_L(O)$ converges to $u$ uniformly on the compact sets of $\Omega$ or, more generally in $L^1_{\text{loc}}$,

$$0 = \int u_n L^\ast \varphi \overset{n \to \infty}{\to} \int u L^\ast \varphi, \quad \forall \varphi \in C^\infty_0(O, \mathbb{R}).$$

Now, the identity map $\iota : X \to Y$ is trivially linear, bijective and continuous, whence, by the Open Mapping Theorem, $\iota$ is a homeomorphism, whence the mentioned topologies coincide. $\square$

We next resume our main proof. The set $\{g_x\} \subset W$ is bounded in $L^1(\Omega)$, since

$$0 \leq \int_\Omega g_x(y) \, dy = G(1)(x) \leq \max_{\Omega} G(1).$$

A fortiori, the set $\{g_x\} \subset W$ is also bounded in the topological vector space $L^1_{\text{loc}}(\Omega)$. We next fix two disjoint open sets $U, W$ with closures contained in $\Omega$. The family of the restrictions

$$\{ (g_x) |_{U} \} \quad x \in W$$

is contained in the space of the $(\mathcal{L}_x)^\ast$-harmonic functions on $U$. By Remark 4.2, the set $G$ is also bounded in the topological vector space

$$\mathcal{H}(\mathcal{L}_x)^\ast(U), \quad \text{endowed with the } C^\infty\text{-topology.}$$

This means that, for every compact set $K \subset U$ and for every $m \in \mathbb{N}$, there exists a constant $C(K, m) > 0$ such that

$$\sup_{|x| \leq m} \sup_{y \in K} \left| \left( \frac{\partial}{\partial y} \right)^\alpha g(x, y) \right| \leq C(K, m), \quad \text{uniformly for } x \in W. \tag{4.12}$$

Following Bony [8, Section 6], we introduce the operator $F$ transforming any distribution $T$ compactly supported in $U$ into the function on $W$ defined by

$$F(T) : W \to \mathbb{R}, \quad F(T)(x) := \langle T, g_x \rangle \quad (x \in W).$$

The definition is well-posed since $g_x \in C^\infty(U, \mathbb{R})$ (and $T$ is compactly supported in $U$). We claim that $F(T) \in C^\infty(W, \mathbb{R})$. Once this is proved, by the Schwartz Kernel Theorem (see e.g., [13, Section 11] or [40, Chapter 50]), we can conclude that $g(x, y)$ is smooth on $W \times U$. By the arbitrariness of the disjoint open sets $U, W$ this proves that $g(x, y)$ is smooth out of the diagonal of $\Omega \times \Omega$, as desired.

As for the proof of the claimed $F(T) \in C^\infty(W, \mathbb{R})$, we can take (say, by some appropriate convolution) a sequence of continuous functions $f_n$, supported in $U$, converging to $T$ in the weak sense of distributions; due to the compactness of the supports (of the $f_n$ and of $T$),

$$\lim_{n \to \infty} \int_U f_n \varphi = \langle T, \varphi \rangle, \quad \text{for every } \varphi \in C^\infty(U, \mathbb{R}).$$

We are hence entitled to take $\varphi = g_x$ (for any fixed $x \in W$). From (4.11) we get

$$\lim_{n \to \infty} \sup_{x \in W} \sup_{|\alpha| \leq m} \sup_{y \in \overline{U}} \left| \left( \frac{\partial}{\partial y} \right)^\alpha g(x, y) \right| \leq C(U, m) < \infty. \tag{4.13}$$

We now prove that $F(T) \in L^\infty(W)$; this follows from the next calculation (here $C > 0$ and $m \in \mathbb{N}$ are constants depending on $T$ and on the compact set $\overline{U}$)

$$\|F(T)\|_{L^\infty} = \sup_{x \in W} \| (T, g_x) \| \leq \sup_{x \in W} C \sum_{|\alpha| \leq m} \sup_{y \in \overline{U}} \left| \left( \frac{\partial}{\partial y} \right)^\alpha g(x, y) \right| \overset{(4.12)}{\leq} \tilde{C}(U, m) < \infty.$$

We finally prove that $\mathcal{L}_\varepsilon(F(T)) = 0$ in the weak sense of distributions on $W$; by the hypoellipticity of $\mathcal{L}_\varepsilon$ this will yield the smoothness of $F(T)$ on $W$. We aim to show that,

$$\int_W F(T)(x) (\mathcal{L}_\varepsilon)^\ast \varphi(x) \, dx = 0 \quad \text{for any } \varphi \in C^\infty_0(W).$$
Now, the left-hand side is (by (4.13))
\[
\int \lim_{n \to \infty} G(f_n)(x) (L_x)^* \varphi(x) \, dx.
\]
If a dominated convergence can be applied, this is equal to
\[
\lim_{n \to \infty} \int_W G(f_n)(x) (L_x)^* \varphi(x) \, dx = - \lim_{n \to \infty} \int_W f_n(x) \varphi(x) \, dx = 0,
\]
the last equality descending from the fact that the \(f_n\) are supported in \(U\) for every \(n\). We are then left with showing that the dominated convergence is fulfilled: this is a consequence of (4.12), of the boundedness of \(F(T)\) on \(W\), and of the fact that the convergence in (4.13) is indeed uniform w.r.t. \(x \in W\) (a general result of distribution theory: the uniform convergence for sequences of distributions on bounded sets).

**Step IV.** We are finally ready to introduce our kernel
\[
(4.14)\quad k : \Omega \times \Omega \to [0, \infty), \quad k(x, y) := \frac{g(x, y)}{V(y)}.
\]
Clearly, from (4.11) and (1.13) we immediately have
\[
(4.15)\quad G(f)(x) = \int_{\Omega} f(y) k(x, y) \, d\nu(y), \quad \text{for every } f \in C(\overline{\Omega}, \mathbb{R}) \text{ and every } x \in \Omega.
\]
This gives the representation (1.15) whilst (1.17) follows from (4.9).

The integrability of \(k(x, \cdot)\) in \(\Omega\) is a consequence of \(g_x \in L^1(\Omega)\) (and the positivity of the continuous function \(V\) on \(\mathbb{R}^N\)). Moreover, \(k\) is smooth on \(\Omega \times \Omega\) deprived of the diagonal by Step III. Also, the nonnegative function \(k\) is integrable on \(\Omega \times \Omega\) as this computation shows:
\[
0 \leq \int_{\Omega \times \Omega} k(x, y) \, dx \, dy = \int_{\Omega} \left( \int_{\Omega} \frac{1}{V(y)} k(x, y) \, d\nu(y) \right) \, dx \overset{(4.15)}{=} \int_{\Omega} G(1/V)(x) \, dx < \infty,
\]
the last inequality following from the continuity of \(G(1/V)\) on the compact set \(\overline{\Omega}\).

For fixed \(x \in \Omega\), the \(L_x\)-harmonicity of the function \(k(x, \cdot)\) in \(\Omega \setminus \{x\}\) is a consequence of the following computation
\[
0 \overset{(4.10)}{=} (L_x)^* g_x = (4.14) = V L_x \left( \frac{g_x}{V} \right) = V L_x (k(x, \cdot)).
\]
The fact that \(V\) is positive then gives \(L_x(k(x, \cdot)) = 0\) in \(\Omega \setminus \{x\}\). From the SMP for \(L_x = L - \varepsilon\) in Remark 2.2, we deduce that the nonnegative function \(k(x, \cdot)\) (which is \(L_x\)-harmonic in \(\Omega \setminus \{x\}\)) cannot attain the (minimal) value 0; therefore \(k(x, \cdot) > 0\) on the connected open set \(\Omega \setminus \{x\}\).

A crucial step consists in proving the symmetry property (1.16). We take any nonnegative \(\varphi \in C^\infty_0(\Omega, \mathbb{R})\) and we set (note the reverse order of \(x\) and \(y\), if compared to \(G(\varphi)\))
\[
\Phi(x) = \int_{\Omega} \varphi(y) k(y, x) \, d\nu(y), \quad x \in \Omega.
\]
We claim that \(\Phi \geq G(\varphi)\) on \(\Omega\); once the claim is proved, from (4.15) we infer that
\[
\int_{\Omega} \varphi(x) k(x, y) \, d\nu(y) \leq \int_{\Omega} \varphi(x) k(y, x) \, d\nu(y), \quad x \in \Omega.
\]
The arbitrariness of \(\varphi\) will then give \(k(x, y) \leq k(y, x)\) (recalling that \(d\nu = V(y) \, dy\) with positive \(V\)) for every \(y \in \Omega\); since \(x, y \in \Omega\) are arbitrary, we get \(k(x, y) = k(y, x)\) on \(\Omega \times \Omega\). We prove the claim. We observe that \(\Phi\) is continuous on \(\Omega\) and that \(L_x \Phi = -\varphi\) in \(\mathcal{D}'(\Omega)\), as the following computation shows (\(\psi \in C^\infty_0(\Omega, \mathbb{R})\) is arbitrary):
\[
\int_{\Omega} \Phi(x) (L_x)^* \psi(x) \, dx = \int_{\Omega} \varphi(y) \left( \int_{\Omega} k(y, x) (L_x)^* \psi(x) \, dx \right) d\nu(y)
\]
\[
= \int_{\Omega} \varphi(y) \left( \int_{\Omega} \frac{g(x, y)}{V(x)} (L_x)^* \psi(x) \, dx \right) d\nu(y) \overset{(1.14)}{=} \int_{\Omega} \varphi(y) \left( \int_{\Omega} \frac{\psi(x)}{V(x)} \, dx \right) d\nu(y) \overset{(1.17)}{=} - \int_{\Omega} \varphi(y) \frac{\psi(y)}{V(y)} d\nu(y) = - \int_{\Omega} \varphi(y) \psi(y) \, dy.
\]
From the hypoellipticity of $\mathcal{L}_\varepsilon$ we get $\Phi \in C^\infty(\Omega, \mathbb{R})$ and $\mathcal{L}_\varepsilon \Phi = -\varphi$ point-wise. We now apply the WMP in Remark 2.4 to the operator $\mathcal{L}_\varepsilon = \mathcal{L} - \varepsilon$ and to the function $G(\varphi) - \Phi$: this function is smooth and $\mathcal{L}_\varepsilon$-harmonic on $\Omega$, and $G(\varphi) - \Phi \leq G(\varphi)$ on $\Omega$ (since $\Phi$ is nonnegative), so that

$$\limsup_{x \to x_0} (G(\varphi) - \Phi)(x) \leq \limsup_{x \to x_0} G(\varphi)(x) = 0 \quad \text{for every } x_0 \in \partial \Omega.$$ 

Therefore $G(\varphi) - \Phi \leq 0$ on $\Omega$ as claimed.

We finally prove (1.18). Due to the symmetry property of $k$, (1.18) will follow if we show that, given $x_0 \in \Omega$ and $y_0 \in \partial \Omega$, one has

$$\lim_{n \to \infty} k(y_n, x_0) = 0,$$

for every sequence $y_n$ in $\Omega$ converging to $y_0$. To this end, we fix an open set $\Omega'$ containing $x_0$ and with closure contained in $\Omega$, and it is non-restrictive to suppose that $y_n \notin \Omega'$ for every $n$. The functions

$$k_n : \Omega' \to \mathbb{R}, \quad k_n(x) := k(y_n, x), \quad x \in \Omega'$$

are smooth and $\mathcal{L}_\varepsilon$-harmonic in $\Omega'$. We also have $k_n \to 0$ in $L^1(\Omega')$, as it follows from

$$0 \leq \int_{\Omega'} k_n(x) \, dx \leq \int_\Omega k(y_n, x) \, dx = \int_\Omega \frac{g(y_n, x)}{V(x)} \, dx$$

$$\leq \sup_{\Omega} \frac{1}{V} \int_\Omega g(y_n, x) \, dx = \sup_{\Omega} \frac{1}{V} G(1)(y_n) \to 0.$$ 

From Remark 4.2 we get that $k_n \to 0$ in the Fréchet space $\mathcal{H}_{\mathcal{L}_\varepsilon}(\Omega')$ with the $C^\infty$-topology, so that $k_n \to 0$ uniformly on the compact sets of $\Omega'$ and in particular point-wise on $\Omega'$.

5. The Harnack Inequality

We begin by proving the next crucial lemma. This is the first time that, broadly speaking, the PDOs $\mathcal{L}$ and the perturbed $\mathcal{L} - \varepsilon$ clearly interact.

**Lemma 5.1.** Let $\mathcal{L}$ be as in (1.1) and let it satisfy (NTD) and (HY)$_\varepsilon$. Let $\Omega$ be an open set in $\mathbb{R}^N$ as in the thesis of Lemma 1.7, and let $\Omega'$ be an open set containing $\overline{\Omega}$. Finally, we denote by $k_\varepsilon$ the Green kernel related to $\mathcal{L}_\varepsilon$ and to the set $\Omega$ (as in Theorem 1.9).

Then we have the estimate

$$u(x) \geq \varepsilon \int_{\Omega} u(y) k_\varepsilon(x, y) \, d\nu(y), \quad \forall x \in \Omega,$$

holding true for every smooth nonnegative $\mathcal{L}$-harmonic function $u$ in $\Omega'$.

**Proof.** We consider the function $v(x) = \int_\Omega u(y) k_\varepsilon(x, y) \, d\nu(y)$ on $\Omega$. From (1.15) (and the definition of Green operator) we know that $v = G_\varepsilon(u)$, where $G_\varepsilon$ is the Green operator related to $\mathcal{L}_\varepsilon$ (and to the open set $\Omega$); moreover, since $u$ is smooth (by assumption) on $\overline{\Omega}$, we know from Lemma 1.7 (and the hypoellipticity of $\mathcal{L}_\varepsilon$) that $v \in C^\infty(\Omega) \cap C(\overline{\Omega})$ is the solution of

$$\begin{cases}
\mathcal{L}_\varepsilon v = -u & \text{on } \Omega, \\
v = 0 & \text{on } \partial \Omega.
\end{cases}$$

This gives $\mathcal{L}_\varepsilon(\varepsilon v - u) = -\varepsilon v - (\mathcal{L} - \varepsilon)u = -\varepsilon u + \varepsilon u = 0$ on $\Omega$; moreover, on $\partial \Omega$, $\varepsilon v - u = -u \leq 0$, by the nonnegativity of $u$. By the WMP in Remark 2.4, we get $\varepsilon v - u \leq 0$ on $\Omega$ which is equivalent to (5.1).

We are ready for the proof of the Weak Harnack Inequality (for higher order derivatives).

**Proof (of the Weak Harnack Inequality for derivatives, Theorem 1.12).** We distinguish two cases: $y_0 \notin K$ and $y_0 \in K$. The second case can be reduced to the former. Indeed, let us assume we have already proved the theorem in the former case, and let $y_0 \in K$. If we take any $y'_0 \in O \setminus K$, and we consider the inequality

$$u(y'_0) \leq C' u(y_0),$$

resulting from (1.22) by considering $m = 0$ and the compact set $\{y'_0\}$, we get

$$\sum_{|\alpha| \leq m} \sup_{x \in K} \left| \frac{\partial^\alpha u(x)}{\partial x^\alpha} \right| \leq C u(y'_0) \leq C C' u(y_0).$$
We are therefore entitled to assume that \( y_0 \notin K \). By the aid of a classical argument (with a chain of suitable small open sets \( \{ \Omega_n \}_{n=1}^\infty \) covering a connected compact set containing \( K \cup \{ y_0 \} \)), it is not restrictive to assume that \( K \cup \{ y_0 \} \subset \Omega \subset \overline{\Omega} \subset O \), where \( \Omega \) is one of the basis open sets constructed in Lemma 1.7.

Let \( x_0 \in K \) be arbitrarily fixed. The function \( k_{\varepsilon}(x_0, \cdot) \) (the Green kernel related to \( L_\varepsilon \) and \( \Omega \)) is strictly positive in \( \Omega \setminus \{ x_0 \} \) (this is a consequence of the SMP applied to the \( L_\varepsilon \)-harmonic function \( k_{\varepsilon}(x_0, \cdot) \); see Theorem 1.9). In particular, since \( y_0 \notin K \), we infer that \( k_{\varepsilon}(x_0, y_0) > 0 \). Hence, there exist a neighborhood \( W \) of \( x_0 \) (contained in \( \Omega \)) and a constant \( c = c(\varepsilon, y_0, x_0) > 0 \) such that

\[
\inf_{z \in W} k_{\varepsilon}(z, y_0) \geq c > 0. \tag{5.3}
\]

Our assumptions allow us to apply Lemma 5.1: hence, for every nonnegative \( u \in \mathcal{H}_L(O) \), we have the following chain of inequalities

\[
u(z) k_{\varepsilon}(y_0, z) \, dz \geq \varepsilon \int_W u(z) \, dz \geq \varepsilon \int_W u(z) k_{\varepsilon}(y_0, z) \, dz \geq \varepsilon \int_W u(z) \, dz \geq \varepsilon c \, \inf_{z \in W} \int_W u(z) \, dz. \tag{5.4}
\]

Summing up, for every \( x_0 \in K \) there exist a neighborhood \( W \) of \( x_0 \) and a constant \( c_1 > 0 \) (also depending on \( x_0 \) but independent of \( u \)) such that

\[
u(y_0) \geq c_1 \int_W u(z) \, dz, \tag{5.5}
\]

for every nonnegative \( u \in \mathcal{H}_L(O) \).

Next, from Remark 4.2, we know that the hypothesis (HY) for \( L \) ensures the equality of the topologies on \( \mathcal{H}_L(W) \) inherited by the Fréchet spaces \( C^\infty(W) \) and \( L^1_{loc}(W) \). In particular, to any chosen open neighborhood \( U \) of \( x_0 \) (with \( \overline{U} \subset W \)) we are given a positive constant \( c_2 = c_2(U, W, m) \) such that

\[
\sum_{|\alpha| \leq m} \sup_{x \in U} \left| \frac{\partial^\alpha u(x)}{\partial x^\alpha} \right| \leq c_2 \int_W u(z) \, dz, \tag{5.6}
\]

for every nonnegative \( u \in \mathcal{H}_L(O) \). Gathering together (5.4) and (5.5), we infer that, for every \( x_0 \in K \) there exist a neighborhood \( U \) of \( x_0 \) and a constant \( c_3 > 0 \) (again depending on \( x_0 \) but independent of \( u \)) such that

\[
u(y_0) \geq c_3 \sum_{|\alpha| \leq m} \sup_{x \in U} \left| \frac{\partial^\alpha u(x)}{\partial x^\alpha} \right|, \tag{5.7}
\]

for every nonnegative \( u \in \mathcal{H}_L(O) \). The compactness of \( K \) allows us to derive (1.22) from the latter inequality, and a covering argument.

We now present a proof of Theorem 1.11, crucially based on [9, Chapter I].

**Proof (of Theorem 1.11).** As anticipated in the Introduction, the proof is based in an essential way on the ideas by Mokobodzki-Brelot in [9, Chapter I], ensuring the equivalence of the Strong Harnack Inequality with a series of properties comprising the Weak Harnack Inequality, provided some assumptions are fulfilled. We furnish some details in order to be oriented through these equivalent properties.

We denote by \( \mathcal{H}_L \) the harmonic sheaf on \( \mathbb{R}^N \) defined by \( O \mapsto \mathcal{H}_L(O) \) (here \( O \subset \mathbb{R}^N \) is any open set). Under the assumptions of (Regularity) and (Weak Harnack Inequality), Brelot proves (see [9, pp.22–24]), for any connected open set \( O \subset \mathbb{R}^N \), and any \( x_0 \in O \), the set

\[
\Phi_{x_0} := \left\{ h \in \mathcal{H}_L(O) : h \geq 0, \quad h(x_0) = 1 \right\}
\]

is equicontinuous at \( x_0 \). The proof of this fact rests on some results of Functional Analysis related to the family of the so-called harmonic measures \( \{ \mu_{x_0}^f \}_{x \in \partial O} \) associated with \( L \) (and on basic properties of the harmonic sheaf \( \mathcal{H}_L \)). Next, we show how to prove (1.20) starting from the equicontinuity of \( \Phi_{x_0} \) at \( x_0 \). Indeed, let \( K \subset O \), where \( K \) is compact and \( O \) is open and connected subset of \( \mathbb{R}^N \). By possibly enlarging \( K \), we can suppose that \( K \) is connected as well. Let \( u \in \mathcal{H}_L(O) \) be nonnegative. If \( u \equiv 0 \) then (1.20) is trivial; if \( u \) is not identically zero then
Furthermore, if following equivalent assumptions (see also Constantinescu and Cornea [11]):

\begin{equation}
\frac{1}{2} u(x) \leq u(\xi) \leq \frac{3}{2} u(x), \quad \text{for all } \xi \in B_x := B(x, \delta(x)).
\end{equation}

From the open cover \( \{ B_x \}_{x \in K} \) we can extract a finite subcover \( B_{x_1}, \ldots, B_{x_p} \) of \( K \). It is also non-restrictive (since \( K \) is connected) to assume that the elements of this subcover are chosen in such a way that

\[ B_{x_1} \cap B_{x_2} \neq \emptyset, \quad (B_{x_1} \cup B_{x_2}) \cap B_{x_3} \neq \emptyset, \quad \ldots \quad (B_{x_1} \cup \cdots \cup B_{x_{p-1}}) \cap B_{x_p} \neq \emptyset. \]

From (5.7) it follows (1.20) with \( K \) replaced by \( B_{x_1} \) (with \( M = 3 \)); since \( B_{x_1} \) intersects \( B_{x_2} \), one can use again (5.7) in order to prove (1.20) with \( K \) replaced by \( B_{x_1} \cup B_{x_2} \) (with \( M = 3^2 \)); by proceeding in an inductive way, one can prove (1.20) with \( K \) replaced by \( B_{x_1} \cup \cdots \cup B_{x_p} \) (and \( M = 3^p \)), and this finally proves (1.20), since \( B_{x_1} \cup \cdots \cup B_{x_p} \) covers \( K \). \( \square \)

Remark 5.2. Following Brelot [9, pp.14–17], it being understood that axiom (Regularity) in Theorem 1.11 holds true, the axiom (Weak Harnack Inequality) can be replaced by any of the following equivalent assumptions (see also Constantinescu and Cornea [11]):

(Brelot Axiom): For every connected open set \( O \subseteq \mathbb{R}^N \), if \( \mathcal{F} \) is an up-directed\(^2\) family of \( L \)-harmonic functions in \( O \), then \( \sup_{u \in \mathcal{F}} u \) is either \( +\infty \) or it is \( L \)-harmonic in \( O \).

(Harnack Principle): For every connected open set \( O \subseteq \mathbb{R}^N \), if \( \{ u_n \} \) is a non-decreasing sequence of \( L \)-harmonic functions in \( O \), then \( \lim_{n \to \infty} u_n \) is either \( +\infty \) or it is an \( L \)-harmonic function in \( O \).

We are ready to derive our main result for this section: due to all our preliminary results, the proof is now a few lines argument.

Proof (of Harnack Inequality, Theorem 1.10). Due to Theorem 1.11, it suffices to prove that our operator \( \mathcal{L} \) as in the statement of Theorem 1.10 satisfies the properties named (Regularity) and (Weak Harnack Inequality) in Theorem 1.11: the former is a consequence of Lemma 1.7 (with \( f = 0 \)), whilst the latter follows from Theorem 1.12. \( \square \)

6. Appendix: The Dirichlet problem for \( \mathcal{L} \)

The aim of this appendix is to prove Lemma 1.7 under the following more general form in Theorem 6.1: our slightly more general framework (we indeed deal with general hypoelliptic operators which are non-totally degenerate at every point) compared to the one considered by Bony in [8] (where Hörmander operators are concerned) does not present much more difficulties than the one in [8, Section 5], and the proof is given for the sake of completeness only.

Theorem 6.1. Suppose that \( L \) is an operator on \( \mathbb{R}^N \) of the form

\begin{equation}
L = \sum_{i,j=1}^{N} \alpha_{i,j} \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^{N} \beta_i \frac{\partial}{\partial x_i} + \gamma,
\end{equation}

with \( \alpha_{i,j}, \beta_i, \gamma \in C^\infty(\mathbb{R}^N, \mathbb{R}) \), with \( (\alpha_{i,j}) \) symmetric and positive semi-definite. We assume that \( L \) is non-totally degenerate at every \( x \in \mathbb{R}^N \) and that \( L \) is \( C^\infty \)-hypoelliptic in every open set.

Then there exists a basis for the Euclidean topology of \( \mathbb{R}^N \) made of open sets \( \Omega \) with the following properties: for every continuous function \( f \) on \( \overline{\Omega} \) and for every continuous function \( \varphi \) on \( \partial \Omega \), there exists one and only one solution \( u \in C(\overline{\Omega}, \mathbb{R}) \) of the Dirichlet problem

\begin{equation}
\begin{cases}
Lu = -f & \text{on } \Omega \text{ (in the weak sense of distributions),} \\
u = \varphi & \text{on } \partial \Omega \text{ (point-wise).}
\end{cases}
\end{equation}

Furthermore, if \( f, \varphi \geq 0 \) then \( u \geq 0 \) as well. Finally, if \( f \) belongs to \( C^\infty(\Omega, \mathbb{R}) \cap C(\overline{\Omega}, \mathbb{R}) \), then the same is true of \( u \), and \( u \) is a classical solution of (6.2).

Finally, if the zero-order term \( \gamma \) of \( L \) is non-positive on \( \mathbb{R} \), the above basis \( \{ \Omega \} \) does not depend on \( \gamma \). If \( \gamma < 0 \), the basis \( \{ \Omega \} \) only depends on the principal matrix \( (\alpha_{i,j}) \) of \( L \).

The key step is to construct a basis for the Euclidean topology of \( \mathbb{R}^N \) as follows:

\(^2\mathcal{F} \) is said to be up-directed if for any \( u, v \in \mathcal{F} \) there exists \( w \in \mathcal{F} \) such that \( \max\{u, v\} \leq w \).
Lemma 6.2. Let $A(x) = (a_{i,j}(x))$ be a matrix with real-valued continuous entries on $\mathbb{R}^N$, which is symmetric, positive semi-definite and non-vanishing at a point $x_0 \in \mathbb{R}^N$.

Then, there exists a basis of connected open neighborhoods $\mathcal{B}_{x_0}$ of $x_0$ such that any $\Omega \in \mathcal{B}_{x_0}$ satisfies the following property: for every $y \in \partial \Omega$ there exists $\nu \in \mathbb{R}^N \setminus \{0\}$ such that $B(y + \nu, |\nu|)$ intersects $\overline{\Omega}$ at $y$ only, and such that

\begin{equation}
(A(y) \nu, \nu) > 0.
\end{equation}

Proof. By the assumptions on $A(x_0)$ there exists a unit vector $h_0$ such that

\begin{equation}
(A(x_0)h_0, h_0) > 0.
\end{equation}

Following the idea of Bony [8], we choose the neighborhood basis $\mathcal{B}_{x_0} = \{\Omega(\varepsilon)\}$ as follows:

$$
\Omega(\varepsilon) := B(x_0 + \varepsilon^{-1} h_0, \varepsilon^{-1} + \varepsilon^2) \cap B(x_0 - \varepsilon^{-1} h_0, \varepsilon^{-1} + \varepsilon^2).
$$

It suffices to show that there exists $\tau > 0$ such that every $\Omega(\varepsilon)$ with $0 < \varepsilon \leq \tau$ satisfies the requirement of the lemma. Now, the set $\Omega(\varepsilon)$ (which is trivially an open neighborhood of $x_0$) shrinks to $\{x_0\}$ as $\varepsilon$ shrinks to 0. Moreover, every $y \in \partial \Omega(\varepsilon)$ belongs to at least of the spheres $\partial B(x_0 \pm \varepsilon^{-1} h_0, \varepsilon^{-1} + \varepsilon^2)$; accordingly, we choose

$$
\nu = \nu_\varepsilon(y) := \frac{y - (x_0 \pm \varepsilon^{-1} h_0)}{\varepsilon^{-1} + \varepsilon^2}
$$

to get the geometric condition $\bar{B}(y + \nu, |\nu|) \cap \overline{\Omega(\varepsilon)} = \{y\}$. It obviously holds that $\nu_\varepsilon(y)$ tends to $h(x_0)$ as $\varepsilon \to 0$ (uniformly for bounded $x_0, y, h_0$), so that (6.3) follows from (6.4) by continuity arguments, for any $0 \leq \varepsilon \leq \tau$, with $\tau$ conveniently small. \hfill \Box

We proceed with the proof of Theorem 6.1 by constructing, for any given $x_0 \in \mathbb{R}^N$, a basis of neighborhoods of $x_0$ as required. The crucial step is to reduce $L$ to some equivalent operator $\tilde{L}$ with zero-order term $\tilde{L}(1)$ which is strictly negative around $x_0$. We observe that this procedure is not necessary if $\gamma = L(1)$ is already known to be negative on $\mathbb{R}^N$. In general, we let

$$
\tilde{L}u := w L(wu), \text{ where } w(x) = 1 - M |x - x_0|^2,
$$

with $M \gg 1$ to be chosen. Let us denote by $B(x_0)$ the Euclidean ball of centre $x_0$ and radius $1/\sqrt{M}$. It is readily seen that the second order parts of $L$ and $\tilde{L}$ are equal, modulo the factor $w^2$. This shows that $\tilde{L}$ is non-totally degenerate at any point of $B(x_0)$ and that the principal matrix of $\tilde{L}$ is symmetric and positive semi-definite at any point of $B(x_0)$. Since

$$
\tilde{L}(1)(x) = w^2(x) \gamma(x) - 2 M \text{trace}(A(x)) - 2 M \sum_{i=1}^N \beta_i(x) (x - x_0)_i,
$$

if we choose $M$ so large that $M > \gamma(x_0)/(2 \text{trace}(A(x_0)))$ (we recall that $\text{trace}(A(x)) > 0$ at any $x$ since $L$ is non-totally degenerate at any point), then $\tilde{L}(1)(x_0) < 0$. By continuity, there exists $r > 0$ small enough such that $B'(x_0) := B(x_0, r) \subseteq B(x_0)$ and such that $\tilde{L}(1) < 0$ on the closure of $B'(x_0)$. We explicitly remark (and this will prove the final statement of the theorem) that the condition $\gamma \leq 0$ allows us to take $M = 1$ for all $x_0$ and to use the bound

$$
\tilde{L}(1)(x) \leq - 2 \text{trace}(A(x)) - 2 \sum_{i=1}^N \beta_i(x) (x - x_0)_i,
$$
in order to chose $r$ independently of $\gamma$.

Remark 6.3. Classical arguments, [31], show that, due to the strict negativity of $\tilde{L}(1)$ on $B'(x_0)$, the operator $\tilde{L}$ satisfies the Weak Maximum Principle on every open subset of $B'(x_0)$, that is:

\begin{equation}
\begin{cases}
\Omega \subset B'(x_0), \; u \in C^2(\Omega, \mathbb{R}) \\
\tilde{L}u \geq 0 \text{ on } \Omega \\
\lim_{x \to y} \sup_{y \to y} u(x) \leq 0 \text{ for every } y \in \partial \Omega
\end{cases} \implies u \leq 0 \text{ on } \Omega.
\end{equation}

The rest of the proof consists in demonstrating the following statement:

**(S):** there exists a basis $\mathcal{B}_{x_0}$ of neighborhoods $\Omega$ of $x_0$ all contained in $B'(x_0)$ with the properties required in Theorem 6.1 relative to $\tilde{L}$ (in place of $L$).
Once this is proved, given any $\Omega \in \mathcal{B}_{x_0}$, any $f \in C(\overline{\Omega}, \mathbb{R})$ and any $\varphi \in C(\partial \Omega, \mathbb{R})$, we obtain the solution $\tilde{u}$ of the problem

$$\begin{cases} 
\tilde{L} \tilde{u} = -w f & \text{on } \Omega \text{ (in the weak sense of distributions)}, \\
\tilde{u} = \varphi/w & \text{on } \partial \Omega \text{ (point-wise)};
\end{cases}$$

(6.6)

then we set $u := w \tilde{u}$, and a simple verification shows that $u$ solves (6.2), so that existence is proved. As for uniqueness, it suffices to observe that for any fixed $\Omega \in \mathcal{B}_{x_0}$, to any solution $u$ of (6.2) on $\Omega$, there corresponds a solution $\tilde{u} = u/w$ of (6.6) (which is unique, as it is claimed in (S)). Finally all the other requirements on $u$ in the statement of Theorem 6.1 are satisfied, since $w$ is positive and smooth on $\Omega \subseteq B(x_0)$.

**Remark 6.4.** We remark that the operator $\tilde{L}$ is $C^\infty$-hypoelliptic on every open subset of $B(x_0)$.

Indeed, for any open sets $V, V'$ such that $V \subseteq V' \subseteq B(x_0)$, a distribution $u \in \mathcal{D}'(V')$ such that $\tilde{L} u = f \in C^\infty(V, \mathbb{R})$ satisfies $Lu = f/w \in C^\infty(V, \mathbb{R})$; thus, by the hypoellipticity of $L$, we infer that $u/w \in C^\infty(V, \mathbb{R})$ so that $u \in C^\infty(V, \mathbb{R})$ (recalling that $w \neq 0$ on $B(x_0)$).

We are then left to prove statement (S). From now on we choose a neighborhood basis $\mathcal{B}_{x_0}$ of $x_0$ consisting of open sets (contained in $B'(x_0)$) as in Lemma 6.2 relative to the principal matrix $\tilde{A}$ of the operator $\tilde{L}$ (the matrix $\tilde{A}(x_0)$ is symmetric, positive semi-definite and non vanishing, as already discussed). We will show that any $\Omega \in \mathcal{B}_{x_0}$ has the requirements in statement (S).

For the uniqueness part, it suffices to use in a standard way the WMP in Remark 6.3 jointly with the hypoellipticity condition in Remark 6.4. As for existence, we split the proof in several steps and, to simplify the notation, we write $P$ instead of $\tilde{L}$.

(1): $f$ smooth and $\varphi \equiv 0$. We fix $\Omega$ as above, $f \in C^\infty(\Omega, \mathbb{R}) \cap C(\overline{\Omega}, \mathbb{R})$ and $\varphi \equiv 0$. We use a standard elliptic approximation argument. For every $n \in \mathbb{N}$ we set

$$P_n := P + \frac{1}{n} \sum_{j=1}^{N} \left( \frac{\partial}{\partial x_j} \right)^2.$$

We observe that:

- $P_n$ is uniformly elliptic on $\mathbb{R}^N$;
- the zero-order term $P_n(1) = P(1)$ (or $\tilde{L}(1)$) is (strictly) negative on $\Omega$;
- $\Omega$ satisfies an exterior ball condition, due to Lemma 6.2;
- $f \in C^\infty(\Omega, \mathbb{R})$.

These conditions imply the existence (see e.g., Gilbarg and Trudinger [21]) of a classical solution $u_n \in C^\infty(\Omega, \mathbb{R}) \cap C(\overline{\Omega}, \mathbb{R})$ of the Dirichlet problem

$$\begin{cases} 
P_n u_n = -f & \text{on } \Omega \\
u_n = 0 & \text{on } \partial \Omega.
\end{cases}$$

Let $c_0 > 0$ be such that $P(1) < -c_0$ on the closure of $B'(x_0)$. With this choice, we observe that (setting $\|f\|_\infty = \sup |f|$)

$$\begin{cases} 
P_n \left( \pm u_n - \frac{\|f\|_\infty}{c_0} \right) = \mp f - \frac{\|f\|_\infty}{c_0} P(1) \geq \mp f + \frac{\|f\|_\infty}{c_0} c_0 \geq 0 & \text{on } \Omega \\
\pm u_n - \frac{\|f\|_\infty}{c_0} = - \frac{\|f\|_\infty}{c_0} \leq 0 & \text{on } \partial \Omega.
\end{cases}$$

(6.7)

Arguing as in Remark 6.3, the Weak Maximum Principle for $P_n$ proves that

$$\|u_n\|_\infty = \sup_{x \in \Omega} |u_n(x)| \leq \frac{\|f\|_\infty}{c_0} \quad \text{uniformly for every } n \in \mathbb{N}.$$

This provides us with a subsequence of $u_n$ (still denoted by $u_n$) and a function $u \in L^\infty(\Omega)$ such that $u_n$ tends to $u$ in the weak* topology, that is

$$\lim_{n \to \infty} \int_\Omega u_n h = \int_\Omega u h, \quad \text{for all } h \in L^1(\Omega).$$

Moreover one knows that

$$\|u\|_{L^\infty(U)} \leq \limsup_{n \to \infty} \|u_n\|_{L^\infty(U)}, \quad \text{for all } U \subseteq \Omega.$$

(6.8)

(6.9)
From (6.8) it easily follows that
\[ \int_{\Omega} u P^*\psi = - \int_{\Omega} f \psi, \quad \text{for all } \psi \in C^0_0(\Omega, \mathbb{R}). \]
This means that \( Pu = -f \) in the weak sense of distributions. As \( P \) is hypoelliptic on every open set (Remark 6.4), we infer that \( u \) can be modified on a null set in such a way that \( u \in C^\infty(\Omega, \mathbb{R}) \). Thus \( Pu = -f \) in the classical sense on \( \Omega \). We aim to prove that \( u \) can be continuously prolonged to 0 on \( \partial\Omega \). To this end, given any \( y \in \partial\Omega \), in view of Lemma 6.2 (and the choice of \( \Omega \)), there exists \( \nu \in \mathbb{R}^N \setminus \{0\} \) such that \( B(y + \nu, |\nu|) \) intersects \( \Omega \) at \( y \) only, and such that (see (6.3))
\[ (6.10) \quad \langle \widetilde{A}(y)(\nu, \nu) \rangle > 0. \]
As in the Hopf-type Lemma 2.1, we consider the function
\[ w(x) := e^{-\lambda|x-(y+\nu)|^2} - e^{-\lambda|\nu|^2}, \]
where \( \lambda \) is a positive real number chosen in a moment. For every \( n \) and for every \( x \) one has
\[ (6.11) \quad P_n w(x) = Pu(x) + \frac{1}{n} e^{-\lambda|x-(y+\nu)|^2} \left( 4\lambda^2|x-(y+\nu)|^2 - 2n\lambda \right) \]
\[ \geq Pu(x) - 2n\lambda e^{-\lambda|x-(y+\nu)|^2}. \]
If we set \( P = \sum_{i,j} \bar{a}_{i,j} \partial_{ij} + \sum_{j} \bar{b}_j \partial_j + \bar{c} \), a simple computation (similar to (2.5)) shows that
\[ \left( Pu(x) - 2n\lambda e^{-\lambda|x-(y+\nu)|^2} \right) \bigg|_{x=y} = e^{-\lambda|\nu|^2} \left( 4\lambda^2 \langle \widetilde{A}(y) \rangle - 2n\lambda \sum_{j=1}^N \left( \bar{a}_{j,j}(y) - \bar{b}_j(y)\nu_j \right) - 2n\lambda \right). \]
Thanks to (6.10), there exists \( \lambda \gg 1 \) such that the above right-hand side is strictly positive. Therefore, due to (6.11) there exist \( \varepsilon > 0 \) and an open ball \( V = B(y, \delta) \) (with \( \varepsilon \) and \( \delta \) independent of \( n \)) such that
\[ (6.12) \quad P_n w(x) \geq \varepsilon \quad \text{for every } x \in V \text{ and every } n \in \mathbb{N}. \]
We are willing to apply the Weak Maximum Principle for the operator \( P_n \) on the open set \( \Omega \cap V \), and for the functions \( M w \pm u_n \), where \( M \gg 1 \) is chosen as follows. First we have
\[ P_n(M w \pm u_n) = P_n w \pm Pu_n = M P_n w \mp f \geq M \varepsilon \mp f \geq M \varepsilon - \|f\|_\infty, \quad \text{in } \Omega \cap V. \]
Consequently we first chose \( M > \|f\|_\infty/\varepsilon \). Then we study the behavior of \( M w \pm u_n \) on \( \partial(\Omega \cap V) = [V \cap \partial\Omega] \cup [\Omega \cap \partial V] =: \Gamma_1 \cup \Gamma_2 \).
Firstly, on \( \Gamma_1 \) we have \( M w \pm u_n = M w \leq 0 \) since \( \Gamma_1 \subseteq \mathbb{R}^N \setminus B(y + \nu, |\nu|) \). Secondly, on \( \Gamma_2 \),
\[ M w \pm u_n \leq M \max_{\Gamma_2} w + \|u_n\|_\infty \leq M \max_{\Gamma_2} w + \|f\|_\infty \leq \frac{c_0}{c_0}, \]
Since \( \Gamma_2 \) is a compact set on which \( w \) is strictly negative, we have \( \max_{\Gamma_2} w < 0 \) and the further choice \( M \geq -\|f\|_\infty/(c_0 \max_{\Gamma_2} w) \) yields \( M w \pm u_n \leq 0 \) on \( \Gamma_2 \). Summing up,
\[
\begin{aligned}
P_n(M w \pm u_n) &\geq 0 \quad \text{on } \Omega \cap V \\
M w \pm u_n &\leq 0 \quad \text{on } \partial(\Omega \cap V).
\end{aligned}
\]
The Weak Maximum Principle yields \( M w \pm u_n \leq 0 \) on \( \Omega \cap V \), that is (since \( w < 0 \) on \( \Omega \))
\[ |u_n(x)| \leq M |w(x)| \quad \text{for every } x \in \Omega \cap V \text{ and for every } n \in \mathbb{N}. \]
Since \( w(y) = 0 \), for every \( \sigma > 0 \) there exists an open neighborhood \( W \subseteq V \) of \( y \) such that \( \|w\|_{L^\infty(W)} < \sigma \); the above inequality then gives \( \|u_n\|_{L^\infty(W \cap \Omega)} \leq M \sigma \). Jointly with (6.9) we deduce that \( \|u\|_{L^\infty(W \cap \Omega)} \leq M \sigma \), so that \( \lim_{\delta \to 0 \atop \delta \in y} u(x) = 0 \). From the arbitrariness of \( y \), we obtain that \( u \) prolongs to be 0 on \( \partial\Omega \) with continuity.
In order to complete the proof of (S), we are left to show that if \( f \in C^\infty(\Omega, \mathbb{R}) \cap C(\overline{\Omega}, \mathbb{R}) \) is nonnegative, then the unique solution \( u \in C(\overline{\Omega}, \mathbb{R}) \) of
\[
\begin{aligned}
Pu &= -f \quad \text{on } \Omega \text{ (in the weak sense of distributions)} \\
u &= 0 \quad \text{on } \partial\Omega \text{ (point-wise)}
\end{aligned}
\]
is nonnegative as well. From the hypoellipticity of \( P \) (see Remark 6.4), we already know that \( u \in C^\infty(\Omega, \mathbb{R}) \), and we can apply the WMP to \(-u\) (see Remark 6.3) to get \(-u \leq 0\).

\[\text{(II): } f \text{ and } \varphi \text{ smooth. We fix } \Omega \text{ as above, and } f \text{ is in } C^\infty(\Omega, \mathbb{R}) \cap C(\overline{\Omega}, \mathbb{R}) \text{ and } \varphi \text{ is the restriction to } \partial \Omega \text{ of some function } \Phi \text{ which is smooth and defined on an open neighborhood of } \overline{\Omega}. \text{ As in Step (I), we consider the unique solution } v \in C^\infty(\Omega, \mathbb{R}) \cap C(\overline{\Omega}, \mathbb{R}) \text{ of }\]

\[
\left\{ \begin{array}{l}
Pu = -f - P\Phi \quad \text{on } \Omega \\
v = 0 \quad \text{on } \partial \Omega,
\end{array} \right.
\]

and we observe that \( u = v + \Phi \) is the (unique) classical solution of

\[
\left\{ \begin{array}{l}
Pu = -f \quad \text{on } \Omega \\
u = \Phi|_{\partial \Omega} = \varphi \quad \text{on } \partial \Omega.
\end{array} \right.
\]

If furthermore \( f, \varphi \geq 0 \), the nonnegativity of \( u \) is a consequence of the WMP as in Step (I).

\[\text{(III): } f \text{ and } \varphi \text{ continuous. Finally we consider } f \in C(\overline{\Omega}, \mathbb{R}) \text{ and } \varphi \in C(\partial \Omega, \mathbb{R}). \text{ By the Stone-Weierstrass Theorem, there exist polynomial functions } f_n, \varphi_n \text{ uniformly converging to } f, \varphi \text{ respectively on } \overline{\Omega}, \partial \Omega \text{ as } n \to \infty. \text{ As in Step (II), for every } n \in \mathbb{N} \text{ we consider the unique solution } u_n \text{ of }\]

\[
\left\{ \begin{array}{l}
Pu_n = -f_n \quad \text{on } \Omega \\
u_n = \varphi_n \quad \text{on } \partial \Omega.
\end{array} \right.
\]

From the fact that \( c_0 := \max_{\overline{\Omega}} P(1) < 0 \), we can argue as in Step (I), obtaining the estimate

\[
\|u_n - u_m\|_{C(\overline{\Omega})} \leq \max \left\{ \frac{1}{c_0} \|f_n - f_m\|_{C(\overline{\Omega})}, \|\varphi_n - \varphi_m\|_{C(\partial \Omega)} \right\}.
\]

This proves that there exists the uniform limit \( u := \lim_{n \to \infty} u_n \) in \( C(\overline{\Omega}, \mathbb{R}) \). Clearly one has: \( u = \varphi \) point-wise on \( \partial \Omega \) and \( Pu = -f \) in the weak sense of distributions on \( \Omega \). From the hypoellipticity of \( P \) (Remark 6.4) we infer that \( f \) smooth implies \( u \) smooth. Finally, suppose that \( f, \varphi \geq 0 \). By the Tietze Extension Theorem, we prolong \( f \) out of \( \Omega \) to a continuous function \( F \) on \( \mathbb{R}^N \); we consider a mollifying sequence \( F_n \in C(\mathbb{R}^N, \mathbb{R}) \) uniformly converging to \( F \) on the compact sets of \( \mathbb{R}^N \). Since mollification preserves the sign, the fact that \( F_n|_{\overline{\Omega}} \equiv f \geq 0 \) on \( \overline{\Omega} \) gives that \( F_n \geq 0 \) on \( \overline{\Omega} \). Above in this Step, we solve the problem

\[
\left\{ \begin{array}{l}
PU_n = -F_n \quad \text{on } \Omega \\
U_n = \varphi \quad \text{on } \partial \Omega,
\end{array} \right. \quad \text{with } U_n \in C^\infty(\Omega, \mathbb{R}) \cap C(\overline{\Omega}, \mathbb{R}),
\]

and we get that \( U_n \) uniformly converges on \( \overline{\Omega} \) to the unique solution \( u \) of

\[
\left\{ \begin{array}{l}
Pu = -f \quad \text{in } \mathcal{D}'(\Omega) \\
u = \varphi \quad \text{on } \partial \Omega.
\end{array} \right.
\]

From the WMP for \(-U_n \) (recalling that \( F_n \geq 0 \) and \( \varphi \geq 0 \)), we derive \( U_n \geq 0 \) on \( \overline{\Omega} \); this gives \( u(x) = \lim_{n \to \infty} U_n(x) \geq 0 \) for all \( x \in \overline{\Omega} \). This completes the proof. \( \square \)
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