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Time-domain analysis of harmonic fields with sub-cycle resolution is now experimentally viable due to the emergence of sensitive, on-chip techniques for petahertz-scale optical-field sampling. We demonstrate how such a time-domain, field-resolved analysis uncovers the extreme nonlinear electron dynamics responsible for high-harmonic generation within solids. Time-dependent density functional theory was used to simulate harmonic generation from a solid-state band-gap system driven by near- to mid-infrared waveforms. Particular attention was paid to regimes where both intraband and interband emission mechanisms play a critical role in shaping the nonlinear response. We show that a time-domain analysis of the harmonic radiation fields identifies the interplay between intra- and interband dynamical processes underlying the nonlinear light generation. With further analysis, we show that changes to the dominant emission regime can occur after only slight changes to the peak driving intensity and central driving wavelength. Time-domain analysis of harmonic fields also reveals, for the first time, the possibility of rapid changes in the dominant emission mechanism within the temporal window of the driving pulse envelope. Finally, we examine the experimental viability of performing time-domain analysis of harmonic fields with sub-cycle resolution using realistic parameters.

I. INTRODUCTION

High-harmonic generation (HHG) has proved a fruitful medium for studying extreme nonlinear interactions between intense pulses of light and matter. Through the study of HHG in atoms and molecules, we have developed a deep understanding of how energy is exchanged between light and electrons on the attosecond timescale [1]. As this work has grown and matured, it has ushered in the rapidly developing fields of attosecond science and technology [2].

In the past decade researchers have begun exploring HHG from solid-state systems [3–5]. Compared to atomic and molecular systems, solid-state systems open new avenues for fundamental exploration. Due to the added role of the solid’s bandstructure, and the importance of electron-electron interactions, HHG in solids promises to be an interesting tool for probing attosecond to femtosecond dynamical interactions between light and a variety of materials. Indeed, HHG in solids has already been used to reconstruct band structure properties of solids [6–9], measure the Berry curvature [10], and to track phase transitions in strongly-correlated materials [11]. Unfortunately, along with these new avenues for exploration comes additional complexity in experimental analysis. In particular, both intraband and interband processes result in harmonics with similar non-perturbative intensity scaling laws. These similarities make it difficult, and in some cases impossible, to use spectral information alone to disentangle the physical mechanisms underlying HHG in solids.

Both theoretical and experimental work [0, 12–15] shows that field-sensitive information is critical to understanding HHG in solids as the harmonic fields carry unique signatures of the underlying emission mechanisms. While prior work has focused on field-sensitive information gained through phase- and polarization-resolved measurements [6, 13–16], characterization of the harmonic field waveforms in the time-domain would provide new insights into the underlying dynamics of the generation process. Motivated by advances in experimental methods for petahertz-scale optical-field sampling [17–24], here we investigate: (1) the physics that would be revealed through a time-domain analysis of the high-harmonic fields generated in solids; and (2) the viability of petahertz-scale field sampling techniques for experimentally measuring harmonic fields directly in the time-domain assuming realistic experimental parameters.

In Sec. II we examine how the interplay between the intra- and interband emission channels manifests in time-domain field signatures. Using time-dependent density functional theory (TDDFT), we show that the time-domain structure of the generated harmonic fields naturally reveals the dominant HHG emission mechanisms and their corresponding electron dynamics. We demonstrate how Fourier analysis can be used to break apart and study the temporal structure of both intraband and interband processes in further detail. Our analysis reveals that only moderate changes in peak intensity and central driving wavelength can alter the dominant emission mechanism resulting in dramatic changes to the temporal structure of the harmonic fields. This dramatic change in the temporal structure of the harmonic fields stands in stark contrast to the minimal changes observed in the HHG spectra.

Our time-domain field analysis in Sec. II also shows
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that, unlike HHG from gasses, with HHG from solids it cannot be assumed, even for driving pulses containing tens of cycles, that the emitted fields are semi-periodic in time. In particular, we observe that under certain conditions the dominant emission mechanism can suddenly switch from intra- to interband over a sub-cycle region of time within the pulse envelope of the driving waveform. This complex emission process and resulting lack of periodic structure in the generated harmonic fields means that phase-resolved techniques requiring a certain level of periodicity are in general inadequate for the study of HHG from solids (e.g. techniques similar to reconstruction of attosecond beating by interference of two-photon transitions (RABBITT) that track the interference phase from harmonic to harmonic \[13, 25\]). We find that measurements having both sub-cycle time resolution and broad spectral coverage are required for a general understanding of solid-state HHG.

Our findings in Sec. \[II\] highlight the ripe opportunity for applying recent advances in petahertz-scale field sampling\[17\] to the characterization and study of HHG in solids. In Sec. \[III\] we show that emerging optical field sampling techniques, in particular those that leverage field-driven tunneling ionization \[26, 27\] and nanostructures for field enhancement \[24, 28\], place such measurements within reach. The \textit{ex-situ} nature of these field-sampling approaches makes them ideal for examining the origins of extreme nonlinearities in solids across a variety of material platforms. Beyond resolving fundamental scientific questions, experimental characterization of harmonic fields will also be vital to the eventual use of HHG from solids in applications designed to leverage the attosecond-scale temporal structure of the harmonic field waveforms in time.

## II. HHG Simulations and Analysis

Our simulations of HHG in band gap materials are based on time-dependent density functional theory (TDDFT) \[29\]. It allows for a self-consistent \textit{ab initio} investigation into the dynamics of a laser-driven many-body system. It succeeds in accounting for dynamical electron-electron interactions \[30, 31\] and is suitable for describing experimental features \[32\]. Furthermore, TDDFT has been vital to study the mechanisms of HHG in solids \[33\] especially as the real-space description allows for introducing dopants \[34\], topology \[35\] or finite-system behavior \[36, 37\]. For technical details on the TDDFT simulations see Appendix \[A\].

We investigate characteristic features of the HHG mechanism using a generic model of a band gap material with a band gap energy of roughly 3.3 eV. We selected two driving wavelengths for comparison: 2 \(\mu\)m \((\approx 0.62 \text{ eV})\) and 2.3 \(\mu\)m \((\approx 0.54 \text{ eV})\) and apply a pulse with a vector potential \(A_D(t)\) having a 30-cycle \(\text{sin}^2\) envelope function. Here the subscript \(D\) denotes the driving pulse. For each wavelength a range of intensities were simulated. We focus on intermediate intensity levels on the order of \(10^{10} \text{ W/cm}^2\). We expect equivalent dynamics for a wide range of systems if modifying the laser parameters to accommodate the specific material properties.

We start our analysis by examining the harmonic spectra as shown in Fig. \[1\]. While there are differences in the spectra, it is impossible from this spectral data alone to determine the interplay of underlying emission mechanisms. Both intra- and interband processes result in odd-order harmonic generation with non-perturbative scaling of the harmonic strength with intensity. As we will show, similar-looking spectra resulting from both mechanisms mask dramatic differences in the temporal field structure.

For our time-domain analysis, we start by examining the nonlinear system response from the 2-\(\mu\)m driver having a peak intensity of \(4 \times 10^{10} \text{ W/cm}^2\) as shown in Fig. \[2\]. The squared electric field from harmonic orders \((\text{HO}) \geq 2\) are shown in green. These fields were calculated by applying a high-pass filter to remove the fundamental response oscillating at the driving frequency. It is useful for analysis to plot the square of the driving field (blue curve) and vector potential (orange curve) as a guide to the eye. As has been noted in prior work, intra- and interband responses can be distinguished by their phase relationship with the driving field and vector potential \[12, 14\]. Specifically, the interband response is concentrated under the peaks of the squared vector potential (zeros of the squared field), and the intraband response is concentrated under the peaks of the squared driving field (zeros of the vector potential) \[12\]. Note that for the total nonlinear response in Fig. \[2\](a), the concentration of harmonic energy aligns with the peaks of the squared
electric field is consistent with a dominance of intraband processes in the overall high harmonic emission response. Through Fourier analysis, it is possible to peel apart the emission behavior even further by examining the time-domain squared field response of selected harmonic regions. Such analysis is shown in Figs. 2(b) and (c). In Fig. 2(b) we look at the fields generated only from HO 3-7, and in Fig. 2(c) we look at the fields only from HO 7-11. Note that we chose to break apart the response at HO 7 as this is just above the band gap energy of the material (3.3 eV lies between HO 5 and 6). Consistent with prior theoretical and experimental analysis, harmonics below the bandgap have an intraband character with high-harmonic energy concentrated under the peaks of the squared driving field. This is in stark contrast to harmonics above the bandgap which have an interband character with the greatest field concentration under the peaks of the squared vector potential (zeros of the driving field).

To gain insight into the time-domain behavior of the intraband generation process it is useful to consider the semiclassical model for an intraband electron wavepacket. This model has been applied to understand various features of HHG in solids in the long wavelength regime. For space and time-inversion symmetric samples, an intraband wavepacket centered at position $x$ and wavevector $k$ is governed by $\dot{k} = -E_D(t)$ and $\dot{x} = \partial\varepsilon(k)/\partial k$, within the electric-dipole approximation and where we use atomic units. The driving electric field is given by $E_D(t) = -\partial A_D(t)/\partial t$ and $\varepsilon(k)$ denotes the dispersion, which we extract from the TDDFT calculation. We consider a single trajectory that is initiated at the $\Gamma$-point with $k(t = 0) = 0$ and $x(t = 0) = 0$. Details of the semiclassical modelling are given in Appendix B. The generated field $E_{gen,x}(t)$ of the semiclassical intraband electron can be expressed from the current and fulfills the following equation:

$$E_{gen,x}(t) \propto \frac{dj_x(t)}{dt} = \left(\frac{d^2\varepsilon(k)}{dk^2}\right)_{k(t)} \times E_D(t), \tag{1}$$

where the curvature of the dispersion generally can be expressed from the effective mass tensor $m_{eff}^{-1}(k) = d^2\varepsilon(k)/dk^2$. An outcome of this is two characteristics of the intraband generation mechanism, (i) the appearance of higher-order harmonics is a result of the non-parabolic curvature of the dispersion (ii) the emission of harmonics in the time-domain is proportional to the driving electric field. This is observed in Fig. 3, where the emitted field vanishes when the driving electric field vanishes, and has maxima under the driving electric field maxima.

When comparing the semiclassical response to the intraband dominated below bandgap harmonics of the TDDFT calculation in Fig. 3, one observes that a single trajectory of the semiclassical intraband model is not sufficient to explain the full dynamics of the multi-electron system. If considering the interference of multiple semiclassical trajectories, we expect the spectral features to improve. The phase-relationship with the driving electric field is, however, independent of the initial conditions for the semi-classical trajectories and will thus persist in the interference of multiple trajectories. This characteristic is clearly present in the below bandgap TDDFT dynamics, providing a guideline to decipher signatures of the intraband generation processes in convoluted emission signals.

To study the impact of a change in driving wavelength on the time-domain fields, we repeat the above analysis when keeping the peak intensity fixed at $4 \times 10^{15}$ W/cm$^2$ but with a change of the driving wavelength to 2.3 µm as shown in Fig. 4. Unlike for the 2-µm driver, now the emission is dominated by interband-like emission, with the greatest field concentration under the peaks of the squared vector potential. The analysis of the HO regions generally follows the corresponding response from the 2-µm driver, with intraband-like emission dominating emission from HO 3-7, and interband-like emission dominating from HO 7-11. Referring back to Fig. 1 we note that the overall response is consistent with the shift in strength of the harmonics toward higher HOs for the case of the 2.3-µm driver relative to that of the 2-µm driver. Interestingly, the time-domain study also reveals that the harmonic radiation is less concentrated under the peaks of either the squared driving field or squared vector potential as for the case of the 2-µm driver.
Finally, we study the impact of a change to the peak driving intensity by keeping the driving wavelength fixed at 2 μm while increasing the peak intensity to $5 \times 10^{10}$ W/cm² as shown in Fig. 5. Interestingly, for this case we observe a dramatic shift in the emission response from intraband-like to interband-like within the time window of the driving pulse envelope. In Fig. 5(a) we see that for times before roughly 96 fs the field energy is concentrated mainly under the peaks of the squared driving field, while just after 96 fs the fields rapidly concentrate under the peaks of the squared vector potential with a significant reduction in the duration of each half-cycle burst.

Looking at Figs. 5(b) and (c), we find on closer inspection that this switch in dominance occurs due to the unique character of the emission response within the time window of the pulse envelope from the two harmonic regions. At earlier times, HO 3-7, exhibiting intraband-like behavior, dominate the emission response. The half-cycle emission bursts in this window are concentrated under the peaks of the squared driving field, and experience a sudden drop in intensity near 96 fs. On the other hand, the emission response for HO 7-11 is dominant beyond 96 fs. As with earlier cases, these harmonics have an interband character with the field bursts concentrated under the peaks of the squared vector potential. They are also shorter in duration than for HO 3-7.

Our findings in this section highlight the need for sub-cycle, field-resolved techniques in order to develop a full understanding of the precise temporal character of the high-harmonic radiation response in solids.

III. SAMPLING HHG FIELDS

In this section we examine the experimental viability of performing time-domain field-analysis of HHG from solids. There are two fundamental constraints that have to be satisfied. First, adequate temporal resolution of the field measurement process is required. The needed resolution to capture the $N^{th}$ harmonic would be roughly $T_{\text{cyc}} / (2N)$ where $T_{\text{cyc}}$ is the cycle time of the driving field given by $T_{\text{cyc,D}} = \lambda_D / c$, where $\lambda_D$ is the driving wavelength and $c$ the speed of light. For example, assuming a driving wavelength of 2 μm, to capture the time-domain field information up to the $9^{th}$ harmonic would require a temporal resolution of roughly 370 as or better. Second, the technique has to have adequate sensitivity to the signal field. Given the driving field strengths for the
results in Sec. II were on the order of 0.5 GV m$^{-1}$, and assuming a generation efficiency on the order of $10^{-6}$, we can estimate that a sensitivity to harmonic field strengths on the order of MV m$^{-1}$ is needed.

Several techniques for sampling optical fields with few- to sub-femtosecond resolution have now been demonstrated [17, 24, 28]. One category of these techniques has shown particular promise for the purpose of sampling HHG from solids: Tunneling Ionization with a Perturbation for the Time-Domain Observation of an Electric Field (TIPTOE) [26, 27]. The TIPTOE technique leverages the sub-femtosecond electron tunneling response from gas-phase and solid-state systems driven by strong optical fields [21, 24, 26, 28]. In the gas phase, TIPTOE has demonstrated the capability of sampling fields with frequencies in excess of 1 PHz [27] (i.e. sub-femtosecond temporal resolution). More recently, it has been shown that the sensitivity of TIPTOE can be significantly enhanced using nanostructures [24, 28]. In particular, in Ref. 21 sensitivity down to 600 kV m$^{-1}$ was demonstrated in the near-infrared using gold nanoantennas. Encouraged by these demonstrations, in the following we numerically explore the feasibility of a TIPTOE measurement based on optical tunneling from a metal for the examination of the HHG fields analyzed in Sec. II.

We show a notional schematic for the sampling of HHG from a solid-state system using TIPTOE in Fig. 6(a). An external laser pulse is incident on a beam-splitter (BS) with the transmitted pulse becoming the driving field $E_G(t)$ for the HHG, and the reflected field becoming the gate field $E_G(t)$ for driving the TIPTOE measurement. The generated harmonics are filtered by the dichroic mirror (DM) in order to isolate HO such that measured HO $\geq 2$. The reflected harmonic fields become the signal $E_{\text{sig}}(t)$ for the TIPTOE measurement. In other words, $E_{\text{sig}}(t)$ is the field resulting from filtering out the fundamental from $E_{\text{gen}}(t)$. The delay of $E_G(t)$ relative to $E_{\text{sig}}(t)$ is referred to as $\tau$, which is controlled by the lower delay stage. For the TIPTOE measurement, one records the oscillations of a cross correlation current $I_{cc}(\tau)$ generated via optical-field-driven tunneling from a gas-phase or solid-state system as a function of the delay $\tau$. The cross correlation current is approximated as:

$$I_{cc}(\tau) \propto \int_{-\infty}^{\infty} \left( \frac{d\Gamma}{dE} \right)_{E_G(t-\tau)} \times E_{\text{sig}}(t) dt, \quad (2)$$

where $\Gamma(E)$ is the tunneling rate as a function of field $E$ [24, 26]. Here, we model the optical-field-driven tunneling from a metal surface using a Fowler-Nordheim emission rate as described in Refs. [24, 44, 45]. We note, however, that other systems, such as gases, semiconductors, or molecules, could be used for generating $I_{cc}$. Our choice was motivated by the ability of metals to achieve significant field enhancements for improved sensitivity to the signal field [24, 28].

We start with a gate field $E_G(t)$ at the metal surface with a work function of 5.1 eV. The work function chosen is close to that of gold, and representative of most metals, with typical work functions varying between 4 to 6 eV. The gate field $E_G(t)$ was modeled as a Gaussian pulse having a central wavelength of 2 $\mu$m, full-width at half-maximum duration of 15 fs, and peak field strength of 7.5 GV m$^{-1}$. The tunneling response from the gate field $\Gamma(E_G(t))$ is plotted in Fig. 6(b). The peak gate field strength was chosen to be in line with prior work examining optical tunneling from solids [24, 44, 46, 47] and to provide adequate temporal resolution. The pulse duration was chosen to ensure a single dominant sub-cycle emission window in time. We realize that the duration of the gate field is shorter than that of the harmonic driving field provided in Sec. II. In practice, this could be accommodated via spectral filtering of a short pulse either as part of the transmission response of the beam-splitter, or as a separate element just after the beam-splitter.

We then take the signal field $E_{\text{sig}}(t)$ to be that of the harmonic fields as shown in Fig. 5 with a peak field strength of 1 MV m$^{-1}$. We calculate the cross-correlation current $I_{cc}(\tau)$ as defined in Eq. 2. The sampling process imposes its own transfer function $\tilde{H}_{\text{Det}}(\omega) = F\left( \frac{dF}{dE} \right)_{E_G(t)}$ which is plotted in Fig. 6(c). To extract the sampled signal field information from $I_{cc}(\tau)$ we then calculated it by taking $E_{\text{sampled}}(t) =$
FIG. 6. Simulating harmonic field sampling using solid-state TIPTOE. (a) Notional schematic of field-sampling experiment using TIPTOE. Abbreviations: BS - beam-splitter; CM - curved mirror; DM - drilled mirror; HCM - holey curved mirror. (b) Calculation of $\Gamma(E_{G}(t))$ representing the instantaneous electron tunneling response from the metal surface. (c) Magnitude of the sampling transfer function $|\tilde{H}_{\text{Det}}(\omega)|$. (d-f) Comparison of direct TDDFT field output and the result of our simulation of the sampling response. (d) TDDFT output $|E_{\text{sig}}(t)|^{2}$ (shaded green) and sampled field response $|E_{\text{sampled}}(t)|^{2}$ (solid red) as a function of time. (e-f) Gabor transform spectrograms of the TDDFT fields (e) and sampled fields (f) showing results up to the 9th harmonic.

$F^{-1}\left\{ \mathcal{F}\left( I_{cc}\right) / \tilde{H}_{\text{Det}}(\omega) \right\}$. We note that in practice the electromagnetic response of the emitter structure (for example, that of a nanoantenna or nanostructured surface if they are being used for increased sensitivity) would also have to be accounted for in the calculation and analysis of $I_{cc}(\tau)$. However, such a broad examination of various systems and their electromagnetic responses is beyond the scope of this work. Here we focus our attention on fundamental limitations arising from the tunneling response itself.

In Figs. 6(d-f) we compare the harmonic fields from Fig. 5 to the sampled fields calculated through our solid-state TIPTOE analysis. Note that the sampled fields reconstruct the input fields with a high degree of accuracy. In particular, the sampled field output accurately tracks the sudden transition from intra- to interband-like emission near 96 fs. In Figs. 6(e) and (f) we compare the quality of the sampled data in greater detail using Gabor transformations of the TDDFT and sampled field data. The tunneling response clearly has sufficient temporal resolution to accurately track the harmonic fields with no loss of information up to the 9th harmonic. However, beyond the 9th harmonic, $|\tilde{H}_{\text{Det}}(\omega)|$ drops off suddenly as shown in Fig. 6(c), preventing accurate sampling of higher-frequency fields under the conditions simulated.

However, the bandwidth might be extended by various means. For example, by using a metal having a higher work function to increase the nonlinearity of the tunneling response, or by using a few-cycle gate pulse with a higher central frequency.

IV. SUMMARY AND CONCLUSION

In this work we have demonstrated how analysis of time-domain fields from HHG clearly reveals the relative contributions of intra- and interband emission mechanisms. We used TDDFT models that account for harmonic fields generated from both mechanisms within a driven linear atomic chain of atoms. We exploited the fact that the fields of intraband harmonics concentrate under the peaks of the squared driving field, while interband harmonics concentrate under the peaks of the squared vector potential to study the interplay between these two emission mechanisms as both a function of HO, as well as in time during the evolution of a single driving pulse.

As with prior work [12, 13], we found that harmonics above the bandgap were dominated by interband processes while those below the bandgap were dominated
by intraband processes but influenced by the coupling of both intra- and interband processes. Using Fourier analysis we were able to isolate and study the temporal response of harmonics from both regimes. A semiclassical analysis of the intraband generation process provided an emission that was temporally confined to the shape of the driving electric field. This characteristic feature of intraband harmonics was compared to the many-electron TDDFT harmonic emission signal, and found useful as a guideline to decipher harmonics originating from intr- or interband mechanisms.

We also made observations that were uniquely enabled through the analysis of the harmonic fields in time. In particular, we observe that complex temporal field structures can arise where intra- and interband dominance can evolve from one temporal region to another within the envelope of the driving pulse. Furthermore, this evolution was found to occur over the duration of just a single cycle of the driving field. Given this observation, we conclude that time-averaged, phase-resolved techniques that assume the harmonics are well-described as a periodic pulse train having a smooth envelope (e.g. RABBITT and related techniques) are inadequate for a general analysis of the dynamics of HHG in solids. To properly characterize and analyze rapid shifts in emission dynamics like those observed in Fig. 5 would necessitate measurements having both sub-cycle time resolution and broad spectral coverage.

Finally, we explored the feasibility of emerging optical-field sampling methods for the experimental time-domain analysis of high harmonic fields generated in solids. Given the need for temporal resolution of hundreds of attoseconds and ~MV m\(^{-1}\) field sensitivity, we found the TIPTOE method \[26, 27\] using a metallic tunneling medium \[24, 28\] to be a compelling choice. Our calculations show that under realistic experimental conditions, TIPTOE from metals offers sufficient temporal resolution and spectral coverage to enable time-domain harmonic field analysis.

Our findings strongly support the pursuit of time-domain field measurements for the analysis of HHG in solids. Methods for sub-cycle field analysis are rapidly advancing \[17\]. We are confident that these technologies will become instrumental for uncovering fundamental aspects of ultrafast strong-field processes in condensed matter directly in the time domain.
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VI. DATA AND CODE AVAILABILITY

The simulation data and code used for analysis and plot generation for this work can be found at https://github.com/qnngroup/manu-uncovering-extreme-nonlinear-dynamics-in-solids-through-time-doma-in-field-analysis.git.

Appendix A: TDDFT simulations

We represent the electrons by auxiliary noninteracting time-dependent Kohn-Sham (KS) orbitals \(\varphi_{\sigma,i}(x,t)\) with spin \(\sigma = \{\uparrow, \downarrow\}\), which are obtained by imaginary time propagation. When driven by an electromagnetic field, described by the vector potential \(A_D(t)\), the electron dynamics can be captured along the laser polarization direction with a one-dimensional model. Thus, in atomic units, the electron-nuclear interaction is described with a static softened, \(\epsilon = 2.25\), Coulomb potential \(v_{\text{ion}}(x) = -\sum_{i=0}^{N-1} Z[(x - x_i)^2 + \epsilon]^{-1/2}\) formed by a string of \(N = 100\) ions of nuclear charge \(Z = 4\) placed at \(x_i = [i - (N - 1)/2] a\) and separated by lattice constant \(a = 5.3\). The KS-orbitals are propagated through the time-dependent KS equation \(i\hbar \partial_x \varphi_{\sigma,i}(x,t) = \{-\nabla_x^2/2 - iA_D(t)\partial_t + v_{\text{KS}}[n_{\sigma}](x,t)\} \varphi_{\sigma,i}(x,t)\) using the Crank-Nicolson method with a predictor-corrector step and an absorbing boundary potential \[48, 49\]. The time-dependent KS potential \(v_{\text{KS}}[n_{\sigma}](x,t) = v_{\text{ion}}(x) + v_H[n](x,t) + v_{\text{xc}}[n_{\sigma}](x,t)\) contains the Hartree potential \(v_H[n](x,t) = \int dx' n(x',t)[(x - x')^2 + \epsilon]^{-1/2}\) and the local spin-density exchange-correlation potential \(v_{\text{xc}}[n_{\sigma}](x,t) \simeq -[6n_{\sigma}(x,t)/\pi]^{1/2}\). These include the dynamic electron-electron interactions through the density \(n(x,t) = \sum_{\sigma=\uparrow,\downarrow} n_{\sigma}(x,t)\) and spin density \(n_{\sigma}(x,t) = \sum_{j=0}^{N_{\sigma}-1} |\varphi_{\sigma,j}(x,t)|^2\). We consider a charge- and spin-neutral system such that the number of electrons with a given spin is \(N_{\uparrow,\downarrow} = 2N/2\). The spatial grid contains 21250 grid points of size 0.1. Macroscopic propagation effects are not accounted for, as these are suppressed for thin targets \[50, 51\], which can be produced for experiments \[11\]. Similarly, we disregard nondipole effects \[42\] as these are negligible if describing the generated field as \(E_{\text{gen},x}(t) \propto d j_x(t)/dt\), with \(j_x(t)\) being the current measured along the polarization axis of the driving field. A temporal grid with 95000 grid points and a step of 0.1 ensured convergence.

Appendix B: semiclassical simulations

The intraband generation mechanism is clarified by a numerical simulation of the semiclassical equa-
tions. We use the symmetric dispersion in the vicinity of the Γ-point of the previously obtained TDDFT bandstructure, and expand as a Fourier series \( \varepsilon(k) = |1 + \sum_{n} c_{n} \cos(nka)|/4a^2 \), with coefficients 
\( c_{n} = -37.4496\delta_{n,1} + 2.9303\delta_{n,2} - 3.6618\delta_{n,3} + 0.9685\delta_{n,4} - 1.1009\delta_{n,5} + 0.5821\delta_{n,6} - 0.4201\delta_{n,7} + 0.3697\delta_{n,8} \). We propagate a single-electron wavepacket trajectory of the semiclassical equations, initiated at the Γ-point, \( k(t = 0) = 0 \) at \( x(t = 0) = 0 \), as is commonly done in the literature [7, 10, 15]. Explicitly for such material parameters

\[ E_{\text{gen},x}(t) \propto - \left( \sum_{n} \frac{n^2c_{n}}{4} \cos[n\pi A_{D}(t)] \right) \times E_{D}(t). \] (B1)

The first term, arising from the curvature of the dispersion, gives rise to the harmonic contributions in the generated electric field, and is dependent on the initial conditions of the semiclassical wavepacket. The second term is independent of initial conditions, and confines the emitted field to the temporal shape of the driving electric field.
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