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ABSTRACT

We present results from full general relativistic three-dimensional hydrodynamics simulations of stellar core collapse of a 70 M⊙ star with spectral neutrino transport. To investigate the impact of rotation on non-axisymmetric instabilities, we compute three models by parametrically changing the initial strength of rotation. The most rapidly rotating model exhibits a transient development of the low-T/|W| instability with one-armed spiral flow at the early postbounce phase. Subsequently, the two-armed spiral flow appears, which persists during the simulation time. The moderately rotating model also shows the growth of the low-T/|W| instability, but only with the two-armed spiral flow. In the nonrotating model, a vigorous activity of the standing accretion-shock instability (SASI) is only observed. The SASI is first dominated by the sloshing mode, which is followed by the spiral SASI until the black hole formation. We present a spectrogram analysis of the gravitational waves (GWs) and neutrinos, focusing on the time correlation. Our results show that characteristic time modulations in the GW and neutrino signals can be linked to the growth of the non-axisymmetric instabilities. We find that the degree of the protoneutron star (PNS) deformation, depending upon which modes of the non-axisymmetric instabilities develop, predominantly affects the characteristic frequencies of the correlated GW and neutrino signals. We point out that these signals would be simultaneously detectable by the current-generation detectors up to ~ 10 kpc. Our findings suggest that the joint observation of GWs and neutrinos is indispensable for extracting information on the PNS evolution preceding the black hole formation.
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1 INTRODUCTION

Core-collapse supernovae (CCSNe) are triggered by the gravitational collapse of the central iron core of the massive stars. Zero-age main sequence (ZAMS) masses of the progenitors are in the range roughly between 10–150 solar masses (e.g. Heger et al. 2005). In the collapsing massive stars, a shock wave is launched at bounce, however stalls in the core. In the neutrino mechanism, the stalled shock is considered to be revived by neutrino heating of material behind the shock (e.g. Janka et al. (2016) for a review). Although what progenitor finally explodes as a CCSN is an open question, recent observations have been successful in the direct identification of supernova progenitors, which indicates that their progenitor masses would be less than about 18 solar masses (Smartt 2015). By contrast, if the shock revival is failed, or if the revived shock is too weak to unbind the stellar mantle and a substantial amount of material falls back on to a central protoneutron star (PNS), the PNS collapses to a black hole (BH). Recent monitoring of a million supergiants has confirmed a disappearing star without an SN (Kochanek et al. 2008; Gerke et al. 2015; Adams et al. 2017a,b; Basinger et al. 2020). These observational findings encourage investigation of the underlying physics of the gravitational collapse for failed supernovae as well as successful supernovae.

Many recent supernova simulations have been performed in three dimensions (3D) with sophisticated neutrino transport schemes, and a growing number of the models report the onset of neutrino-driven explosions in 3D (Takiwaki et al. 2012, 2014, 2016; Melson et al. 2015; Müller & Janka 2015; Lentz et al. 2015; Roberts et al. 2016; Ott et al. 2018; Chan et al. 2018; Müller et al. 2018; Nakamura et al. 2019; Radice et al. 2019; Vartanyan et al. 2019a; Burrows et al. 2019; Glas et al. 2019a; Vartanyan et al. 2019b; Nagakura et al. 2019; Burrows et al. 2020). In these models, multi-dimensional (multi-D) fluid motions such as neutrino-driven convection play a key role to facilitate the multi-D neutrino heating mechanism. Moreover, some models with high mass accretion rates showed the emergence of standing accretion shock instability (SASI) (Blondin et al. 2003; Foglizzo et al. 2006) which globally deforms the shock morphology. Several 3D simulations also explored the impact of rotation of progenitor star on the SASI and the explosion. In rapidly rotating progenitor models, Summa et al. (2018) found a vigorous spiral SASI activity that expands the gain region and facilitates the neutrino heating. Takiwaki et al. (2016) observed a spiral flow due to low-T/|W| instability
(e.g. Ott et al. 2005), which directly transports energy from the PNS core to the post-shock region. Both of them showed the successful explosions for the rapidly rotating progenitors that otherwise did not explode in the absence of rotation.

Gravitational waves (GWs) and neutrinos emitted from the SN core carry the imprints of the dominant multi-dimensional dynamics inside the PNS. Some of the previous studies reported that the SASI-dominated models showed a time variability with relatively low frequency ($\lesssim 200$ Hz) in both GWs (Andresen et al. 2019; Mezzacappa et al. 2020) and neutrinos (Walk et al. 2018, 2020; Nagakura et al. 2020), meanwhile there were no clear low-frequency feature for the convection-dominated models (Kuroda et al. 2018; Vartanyan et al. 2019b; Powell & Müller 2019, 2020). The SASI modulation in neutrino emission is also known to be highly directionally dependent (e.g. Tamborra et al. 2014a). The rapidly rotating model that explodes due to the low-$T/|W|$ instability in Takiwaki & Kotake (2018) exhibited a quasi-periodic modulation of the neutrinos for an observer on the equatorial plane perpendicular to the rotation axis, while the GW frequency is about two times higher that the neutrino modulation frequency. The lepton emission self-sustained asymmetry (LESA) first found in Tamborra et al. (2014b) also potentially leads to anisotropic emission of (anti-)electron-type neutrinos (O’Connor & Couch 2018; Glas et al. 2019b; Walk et al. 2019; Vartanyan et al. 2019b; Walk et al. 2020). Measuring these signals would provide us observational constraints on the successful/failed explosion mechanisms of CCSNe.

Many of BH formation simulations, in which the shock revival failed have been carried out in one dimension (1D) so far (e.g. Liebendörfer et al. 2004; Sumiyoshi et al. 2006, 2007b, 2008; Fischer et al. 2009; Nakazato et al. 2013). In the successful explosion models, the neutrino luminosities generally decrease when the mass accretion rate drops due to the shock revival. Meanwhile, the neutrino luminosities in the failed supernova models remain high due to the continuous mass accretion. In the failed explosion models, it is expected that, when the central PNS gravitationally collapses into a BH, two competing effects, namely the gravitational redshift and rapid increase of the PNS core temperature, determine the drastically changing emergent neutrino energy. The drastic change, however, suddenly ceases by the formation of the BH horizon and disappearance of neutrino spheres swallowed by it (Sumiyoshi et al. 2006). Recent systematic studies in spherical symmetry have explored the dependencies of various progenitor models and nuclear equations of state (EOSs) on the explodability and the remnant properties such as newly born BH masses (e.g. O’Connor & Ott 2011; Ugliano et al. 2012; Sukhbold et al. 2016; Ebinger et al. 2019; da Silva Schneider et al. 2020; Warren et al. 2020). Pan et al. (2018) performed two-dimensional (2D) axisymmetric core-collapse simulations for a BH-forming progenitor with various EOSs to investigate the impacts of EOSs on the BH formation as well as on the GW and neutrino emission. These previous studies in lower dimensions provide a basis to understand the results of full 3D simulations of the failed CCSNe.

Only a few studies have followed the BH formation in full 3D hydrodynamic simulations with sophisticated neutrino transports (Kuroda et al. 2018; Chan et al. 2018; Walk et al. 2020). Aside from these BH-forming models, some of previous studies showed neither a clear BH formation nor a successful shock revival during the simulation time. For these models, we can naively expect that they may eventually form a BH after the simulation time. Similarly to the successful explosion models, the characteristic modulation due to the SASI was seen in the GWs (Kuroda et al. 2017; Andresen et al. 2017; O’Connor & Couch 2018; Andresen et al. 2019; Vartanyan et al. 2019b; Powell & Müller 2020) and the neutrinos (Tamborra et al. 2013, 2014a; Kuroda et al. 2017; O’Connor & Couch 2018; Walk et al. 2018; Vartanyan et al. 2019b; Walk et al. 2020). Kuroda et al. (2018) performed 3D general relativistic (GR) simulations for a 70 M$_\odot$ zero-metallicity progenitor until the BH formation. In this model, the dynamics just prior to the BH formation was dominated by both the SASI and convection, which produce broad-band GW signals ($\sim 100–2000$ kHz). Walk et al. (2020) carried out 3D BH-forming simulations for 40 and 75 M$_\odot$ progenitors. The 40 M$_\odot$ model showed dipolar SASI activity while both dipolar and quadrupolar SASI was seen in the 75 M$_\odot$ model. They pointed out that the modulations characterized by each of the SASI modes may be observed in the neutrino signals.

In this work, we explore the impacts of fluid instabilities on the GW and neutrino signals from a BH-forming progenitor with various rotations, and reveal characteristic features of GWs and neutrinos and their correlation. We perform full 3D-GR three-flavour spectral neutrino transport simulations of stellar core collapse of a 70 M$_\odot$ star with three different initial rotation. We carry out the time-frequency analysis of the GW and neutrino signals obtained from our simulations and make a comparison between them to find their correlation. We also discuss the detectability of the characteristic features of the GWs, including their circular polarization, and those of the neutrinos.

Our paper is structured as follows. We briefly introduce our radiation-hydrodynamics code, input physics, and initial conditions in Section 2. In Section 3, we present the results of our simulations. We compare the dynamics, GWs, and neutrinos between our models. We also explore the detectability of their signals. We summarize our results in Section 4.

### 2 NUMERICAL METHOD AND INITIAL MODELS

Our 3D-GR code is essentially the same as the one developed by Kuroda et al. (2016a), except several updates in the directionally unsplit predictor-corrector scheme instead of the Strang splitting scheme. The metric evolution is solved in fourth-order accuracy by a finite-difference scheme in space and with a Runge-Kutta method in time. Using an M1 analytical closure scheme (Shibata et al. 2011), we solve spectral neutrino transport of the radiation and momentum including all the gravitational redshift and Doppler terms. In this work, 12 energy bins that logarithmically spread from 1 to 300 MeV are employed. We consider three-flavour of neutrinos ($\nu$, $\bar{\nu}_e$, $\nu_x$) with $\nu_e$ being the heavy-lepton neutrinos. Concerning neutrino opacities, the standard weak interaction set in Bruenn (1985) plus nucleon-nucleon Bremsstrahlung is included (see Kuroda et al. (2016a) for more detail).

We use a 70 M$_\odot$ zero-metallicity star of Takahashi et al. (2014). At the precollapse phase, the mass of the central iron core is $\sim 4.6$ M$_\odot$ and the enclosed mass up to the helium layer is $\sim 34$ M$_\odot$. The central density profile of this progenitor is similar to that of 75 M$_\odot$ ultra metal-poor progenitor model of Woosley et al. (2002) that was used as a collapsar model in Ott et al. (2011) (see also Walk et al. (2020)). The central angular velocity of the original progenitor model is $\sim 0.03$ rad s$^{-1}$. The ratio of the rotational to gravitational energy, $T/|W|$, at bounce is $\sim 10^{-5}$. For such slow rotation, non-axisymmetric rotational instabilities are unlikely to develop, and the postbounce dynamics would not be significantly deviated from that of the non-rotating model. To clearly see the impact of rotation, we parametrically change the initial strength of rotation. Assuming a cylindrical rotation profile, we impose the initial angular momentum of the core as

$$u' |u| = c_0^2 (\Omega_0 - \Omega),$$

(1)
where $u'$ is the time component of the contravariant four-velocity, $u_\phi \equiv \sigma^2 \Omega$ with $\sigma = \sqrt{x^2 + y^2}$, and $\sigma_0$ is set as $10^5$ cm. We simulate three models by changing the initial central angular velocity $\Omega_0 = 0, 1, 2\text{ rad s}^{-1}$. For reference, the initial rotational energy and $T/W$ are $\sim 1.3 \times 10^{45}$ erg and $\sim 2 \times 10^{-7}$ for the original progenitor model and are $\sim 2.6 \times 10^{49}$ ($\sim 6.5 \times 10^{48}$) erg and $\sim 3 \times 10^{-3}$ ($8 \times 10^{-3}$) for the $\Omega_0 = 2 \text{ (1) rad s}^{-1}$ models, respectively. We use the EOS by Lattimer & Swesty (1991) with nuclear incompressibility of $K = 220\text{ MeV}$ (LS220). The 3D computational domain is a cubic box with 15,000 km width, and nested boxes with nine refinement levels are embedded in the Cartesian coordinates. Each box contains 64$^3$ cells and the minimum grid size near the origin is $\Delta x = 458$ m. The PNS core surface ($\sim 10$ km) and stalled shock ($\sim 110$–$300$ km) are resolved by $\Delta x = 458$ m and 7.3 km, respectively. $t_{pb}$ represents the time measured after core bounce.

3 RESULT

In this section, we start to overview the shock evolution of the computed models in Section 3.1. Then in Section 3.2, we focus on the development of the low-$T/W$ instability in our rotating models. In Sections 3.3 and 3.4, we investigate the characteristic time modulation in the GW and neutrino emission and discuss their detectability.

3.1 Shock Evolution

The postbounce shock evolution is significantly affected by the PNS contraction. To overview the process of the central PNS core evolution, we show the evolution of the maximum density and minimum lapse function in Fig. 1. In this figure, the solid and dashed lines indicate the maximum density and minimum lapse function shown by the left and right vertical axes, respectively. The colour of each line denotes the model difference.

The $\Omega_0 = 0\text{ rad s}^{-1}$ model (green line) always shows the largest maximum density among the three models during the simulation time. At the final simulation time $t_{pb} \sim 230$ ms, the maximum density and minimum lapse function exhibit a steep increase and decrease, respectively, indicating the BH formation$^1$. Compared with the nonrotating model, the maximum density of our rapidly rotating model (with $\Omega_0 = 2\text{ rad s}^{-1}$, red line) shows a slower increase after bounce due to the centrifugal forces. The evolution of the moderately rotating model ($\Omega_0 = 1\text{ rad s}^{-1}$, blue line) lies in-between.

To investigate more quantitatively the shock evolution of each model, we next present the evolution of the minimum, maximum, and

---

$^1$ Since Kuroda et al. (2018) underestimated the cooling/heating rates of $\nu_x$, the simulation using the same progenitor showed the later BH formation time $t_{pb} \sim 300$ ms.
averaged shock radii ($R_{sh}$) in Fig. 2. The maximum and minimum shock radii correspond to the upper and lower edge of the coloured bands, while the average shock radii are indicated by the thick solid lines. In Fig. 3, we also present the normalized spherical harmonics coefficients of the deformed shock surfaces ($a_{lm}/a_{00}$). Following Burrows et al. (2012), $a_{lm}$ is defined as

$$a_{lm}(t) = \frac{(-1)^m}{\sqrt{4\pi(2l+1)}} \int_\Omega R_{sh}(t, \theta, \phi) Y^m_l(\theta, \phi) d\Omega, \quad (2)$$

where $Y^m_l$ are the orthonormal spherical harmonics described by the constants $N^m_l$ and the associated Legendre polynomials $P^l_m(\cos \theta)$ as follows:

$$Y^m_l(\theta, \phi) = \begin{cases} \sqrt{2N^m_l} P^l_m(\cos m\phi) & m > 0, \\ N^0_l P^l_0 & m = 0, \\ \sqrt{2N^m_l} P^l_m(\sin |m|\phi) & m < 0, \end{cases} \quad (3)$$

$$N^m_l = \frac{2l+1}{4\pi} \frac{(l-m)!}{(l+m)!}. \quad (4)$$

In this paper, we focus on the dipole ($l = 1$) and some representatives of the quadrupole ($l = 2$) modes.

We begin with the shock evolution of the $\Omega_0 = 2 \text{rad s}^{-1}$ model. In this model, the shock radius starts to deviate from the other models at $t_{pb} \approx 50$ ms and shows a rapid expansion from $t_{pb} \approx 60$ ms (see the red band in Fig. 2). At the same time, the modes of $a_{l \geq 1}$ show the out-of-phase oscillations with moderate amplitudes as indicated by the blue and green lines in the top panel of Fig. 3. As we will see later in Section 3.2, this transient shock expansion results from the so-called low-$T/|W|$ instability, which produces a one-armed spiral flow and pushes the shock surface outward due to energy transport. As a consequence of the weakening centrifugal force, the PNS contracts noticeably, leading to a steep increase of the maximum density as shown in the inset minipanel of Fig. 1 ($t_{pb} \approx 70$ ms, red line). After the low-$T/|W|$ instability ceases at $t_{pb} \approx 85$ ms, the shock expansion slows down and eventually turns into the recession.

As we will see in the next section 3.2, the low-$T/|W|$ instability sets in again at $t_{pb} \approx 110$ ms. After the onset of the second low-$T/|W|$ instability, the maximum shock surface again starts expansion, whereas the position of the averaged shock radius hardly changes. In addition, the shock surface significantly deforms with more pronounced oblate deformation than the first period. This feature is shown in the negatively large spherical harmonic coefficient of the shock surface with the $l = 2$ and $m = 0$ mode (namely, $a_{20}$) in the top panel of Fig. 3. As we have already shown in Shibagaki et al. (2020), the onset of the second low-$T/|W|$ instability is associated with the generation of the two-armed spiral flow in the vicinity of the PNS.

To clearly show the shock morphology of the model $\Omega_0 = 2 \text{rad s}^{-1}$, we present volume renderings of the entropy at $t_{pb} = 256$, 260, and 264 ms (i.e. roughly at intervals of 4 ms, from top to bottom) in Fig. 4. The snapshots present an oblate spheroid with an evident $|m| = 1$ deformation, which can be seen particularly at near the end of simulation time $t_{pb} \geq 256$ ms. It is consistent with the large values of $a_{1 \geq 1}$ plotted in the top panel of Fig. 3. Seen from the positive $z$-axis, the $m = 1$ mode rotates counterclockwise. Note that the $z$-axis corresponds to the spin axis. The rotation period of the distorted shock surface is $\approx 20$ ms.

The $\Omega_0 = 1 \text{rad s}^{-1}$ and $\Omega_0 = 0 \text{rad s}^{-1}$ models show different shock evolution from that of the $\Omega_0 = 2 \text{rad s}^{-1}$ model. The shock evolution between the $\Omega_0 = 1 \text{rad s}^{-1}$ and $\Omega_0 = 0 \text{rad s}^{-1}$ models in Fig. 2 is not significantly different up to $t_{pb} = 160$ ms at when the simulation of the $\Omega_0 = 1 \text{rad s}^{-1}$ model is stopped (because of our limited, available, computational resources). The shock of this model stalls at a radius of $\approx 170 \text{ km around } t_{pb} \approx 80$ ms.

As shown in the middle panel of Fig. 3, the shock deformation of the $\Omega_0 = 1 \text{rad s}^{-1}$ model becomes larger around $t_{pb} \approx 100$ ms. The secular drift of the $a_{20}$ mode toward the negative values indicates that the shock is deformed to be more oblate. Furthermore, the clear modulation of the $a_{22}$ mode shows a quadrupole shock deformation along the $z = 0$ plane and the deformed shock rotates along the $z$-axis with a rotation period of $\approx 15$ ms. In the meantime, the $a_{11}$ and $a_{1-1}$ modes, which are the largest amplitudes among the modes, changes stochastically with time. The maximum amplitudes of the spherical harmonic coefficients in the $\Omega_0 = 1 \text{rad s}^{-1}$ model are roughly a factor of two smaller than in the other models. This is likely due to the short simulation time.

In the $\Omega_0 = 0 \text{rad s}^{-1}$ model, all the coefficients with $l = 1$ mode shown in the bottom panel of Fig. 3 start to oscillate approximately in phase from $t_{pb} \approx 100$ ms. This feature indicates that the sloshing SASI mode is dominant at this time. At later times, all the coefficients show phase-shifted oscillations from $t_{pb} \approx 150$ ms, indicating that the spiral SASI takes over the leading mode. To explicitly exhibit the shock evolution with the spiral SASI activity, we show 3D volume renderings of entropy in Fig. 5. Similarly to Fig. 4, Fig. 5 shows the time evolution from top to bottom. We can see that the rotation axis of the spiral SASI is directed to $\theta \approx 60^\circ$, $\phi \approx -60^\circ$, and the spiral motion rotates counterclockwise around the axis. The rotational period of the spiral SASI is about $\approx 10$ ms.

### 3.2 The low $T/|W|$ instability

In this section, we discuss the low-$T/|W|$ instability of our rotating models in detail. We begin by looking at the spiral deformation of the rotating PNS as a clue to identify the onset of the low-$T/|W|$ instability. Fig. 6 displays the temporal evolution of normalized spherical harmonic coefficients of PNS radii $c_{lm}/c_{00}$. Here $c_{lm}$ is expressed similarly to Kuroda et al. (2016b) as

$$c_{lm}(t) = \frac{(-1)^m}{\sqrt{4\pi(2l+1)}} \int_\Omega R_{PNS}(t, \theta, \phi) Y^m_l(\theta, \phi, \psi) d\Omega, \quad (5)$$

with $R_{PNS}$ being the PNS radius defined at the fiducial density of $\rho = 10^{11} \text{ g cm}^{-3}$.

In the $\Omega_0 = 2 \text{rad s}^{-1}$ model (top panel), the $c_{11}$ and $c_{1-1}$ modes show large amplitudes at $t_{pb} = 50-90$ ms with a phase difference of $\pi/2$. This indicates that the PNS rotates with $m = 1$ deformation around the $z$-axis (i.e. the spin axis). After $t_{pb} \approx 110$ ms, the $m = 1$ mode diminishes and is taken over by the $m = 2$ mode as shown by the larger values in the $c_{22}$ and $c_{2-2}$ modes. We note that these two modes have again a phase difference of $\pi/2$. This means that the PNS rotates with the $m = 2$ deformation around the $z$-axis. For the $\Omega_0 = 1 \text{rad s}^{-1}$ model (bottom panel), on the other hand, the $c_{22}$ and $c_{2-2}$ modes show large amplitude oscillations with a phase difference of $\pi/2$ from $t_{pb} \approx 90$ ms.

Let us compare the degree of the PNS deformation in the rotating models. The highest deformation can be seen for $c_{11}$ and $c_{1-1}$, $\sim 6 \times 10^{-2}$, of the $\Omega_0 = 2 \text{rad s}^{-1}$ model at $t_{pb} \approx 70$ ms. In contrast, when $m = 2$ coefficients, $c_{22}$ and $c_{2-2}$, are the dominant terms, the largest amplitudes of these modes in the $\Omega_0 = 2 \text{rad s}^{-1}$ model is $\sim 9 \times 10^{-3}$ at $t_{pb} \approx 135$ ms, comparable to the one ($\sim 8 \times 10^{-3}$) in the $\Omega_0 = 1 \text{rad s}^{-1}$ model at $t_{pb} \approx 130$ ms.

Once the low-$T/|W|$ instability sets in, it is known that the PNS deformation becomes significant, leading to the formation of the one- or two-armed flow extending outwards from the PNS surface (Ott et al. 2005; Scheidegger et al. 2008, 2010; Takiwaki et al. [2020])
Figure 4. 3D entropy plots for the $\Omega_0 = 2 \text{ rad s}^{-1}$ model. The three sequential snapshots roughly corresponds to a half of the rotation period of the shock surface. Note that the $z$ axis corresponds to the spin axis.

Figure 5. Same as Fig. 4 but for the $\Omega_0 = 0 \text{ rad s}^{-1}$ model. The three sequential snapshots roughly corresponds to a half of the rotation period of the shock surface.
To see this phenomenon clearly, we present 3D volume renderings of normalized density deviation from the angle-averaged value, \((\rho - \langle \rho \rangle) / \langle \rho \rangle\), in Fig. 7. The top panel of Fig. 7 clearly shows the development of a one-armed spiral flow in the \(\Omega_0 = 2\) rad s\(^{-1}\) model at \(t_{pb} = 78\) ms when the \(m = 1\) PNS deformation occurs. At a later time \(t_{pb} = 204\) ms, when the \(m = 2\) PNS deformation becomes dominant, the two-armed spiral flow can be clearly seen as indicated by the middle panel. While in the \(\Omega_0 = 1\) rad s\(^{-1}\) model, there is no phase during which the \(m = 1\) mode is dominant and the two-armed spiral flow emerges as shown in the bottom panel.

Next, we move on to investigate the dynamical impact of the spiral arm on the shock evolution. To explore the transferred energy to the...
post-shock region by the spiral arm, we evaluate the net inflow rate of the matter (total) energy to the gain region (Takiwaki et al. 2016) as follows:

\[ Q_{\text{gain, matter}} = \int d\Omega \left[ \alpha \left( \rho \dot{h} W^2 - P \right) - \rho W c^2 \right] v_r |_{r=R_{\text{gain}}} \]  

where the surface integral is performed at the gain radius \( R_{\text{gain}} \) and the shock radius \( R_{\text{shock}} \), and \( \alpha, \rho, h, W, P, c, \) and \( v_r \) are the lapse function, the density, the specific enthalpy, the Lorentz factor, the pressure, the speed of light, and the radial velocity, respectively. In the top panel of Fig. 8, we show the temporal evolution of the \( Q_{\text{gain, matter}} \) and the net heating rate in the gain region, \( Q_{\text{gain, neutrino}} \) for each model. The \( \Omega_0 = 2 \text{ rad s}^{-1} \) model shows that a large amount of the matter energy is transferred to the gain region at \( t_{pb} \approx 60-80 \text{ ms} \) (\(~ 9 \times 10^{52} \text{ erg s}^{-1} \) at most). The injection of the matter energy overwhelms the net neutrino heating (\(~ 4 \times 10^{52} \text{ erg s}^{-1} \) at most). As can be seen in Figs. 2 and 6, this period corresponds to the significant increase of the shock radius and the strong \( m = 1 \) PNS deformation. As previously identified (Takiwaki et al. 2016), the one-armed flow extending from the PNS injects the matter energy to the gain region that results in the rapid shock expansion.

To support the idea that the matter energy is transferred to the gain region via the spiral arm, we also present a snapshot of the radial velocity distribution on the equatorial plane at \( t_{pb} = 78.2 \text{ ms} \) in the bottom panel of Fig. 8. One can see that the one-armed spiral arm has a flow channel with the positive radial velocity (see the region coloured in red), which carries the energy from the PNS surface outwards. These facts indicate that the first low-\( T/|W| \) instability efficiently transfers angular momentum from the corotation point (see also, Shibagaki et al. (2020)) to the outer region, leading to the energy transfer to the gain region.

On the other hand, after \( t_{pb} \approx 110 \text{ ms} \) when the PNS exhibits the \( m = 2 \) deformation, \( Q_{\text{gain, matter}} \) is not so large and comparable to \( Q_{\text{gain, neutrino}} \sim 1-2 \times 10^{52} \text{ erg s}^{-1} \). Similarly, the \( \Omega_0 = 1 \text{ rad s}^{-1} \) model shows the enhancement of \( Q_{\text{gain, matter}} \) at \( t_{pb} \approx 110-140 \text{ ms} \), \sim \( 3 \times 10^{52} \text{ erg s}^{-1} \). This may account for the deviation of the shock radius in the \( \Omega_0 = 1 \text{ rad s}^{-1} \) model from the one in the non-rotating model (see Fig. 2).

### 3.3 Characteristic time variability of GW signals

In this section, we focus on the GW signatures of our models. We extract the GWs with a standard quadrupole formula (Shibata & Sekiguchi 2003; Kuroda et al. 2014). To investigate the spectral evolution of the GWs, we evaluate the viewing-angle dependent characteristic strain for an optimally oriented source, \( h_{\text{char}} \), as

\[ h_{\text{char}}^2(\theta, \phi, t, f) = \frac{8 G}{\pi c^3} \frac{dE}{D^2 d\Omega df} \]  

\[ \frac{1}{D^2} \frac{dE}{d\Omega df} = \frac{\pi f^2 c^3}{2 G} \left[ |h_x|^2 + |h_y|^2 \right] \]  

Here \( D \) is the distance to the source, \( f \) is the frequency of the GW, \( dE/d\Omega df \) is the GW spectral energy density per unit solid angle, and \( h \) is the short-term Fourier transform of the GW strain \( h \) with a Hann window, whose width is set as 20 ms. The characteristic GW strain has been often estimated by averaging the GW spectral energy density over the emission angles (Flanagan & Hughes 1998) ². In order to discuss the viewing-angle dependence, we estimate the characteristic strain (Eq. (7)) without the angle average in the following.

Fig. 9 shows the GW waveforms, \( h_{+/-} \) and the spectrograms for the characteristic strain of each model emitted along the equatorial (left column) and the polar directions (right column) for a source distance of 10 kpc, respectively.

In the \( \Omega_0 = 2 \text{ rad s}^{-1} \) (top panels) and \( \Omega_0 = 1 \text{ rad s}^{-1} \) (middle panels) models, the GWs observed along the equatorial direction show the burst signal at core bounce due to the rotational flattening of the core, and also show the oscillation in the ringdown phase shortly after bounce (see insets of the panels). After that, in the \( \Omega_0 = 2 \text{ rad s}^{-1} \) model, we see the large-amplitude quasi-sinusoidal oscillation of the GW emitted in both of the equatorial and the polar directions at \( t_{pb} \sim 50-90 \text{ ms} \), when the low-\( T/|W| \) instability develops, leading to the \( m = 1 \) PNS deformation. After the following quiescent phase at \( t_{pb} \sim 110 \text{ ms} \), the strong quasi-periodic GW emission due to the \( m = 2 \) PNS deformation becomes active again and lasts until the final simulation time. In this phase, the peak frequency of the GW increases from 400 Hz to 800 Hz with time as shown in the spectrograms.

Similarly, in the \( \Omega_0 = 1 \text{ rad s}^{-1} \) model, the GW emission starts
to be stronger and the quasi-periodic oscillation at \( t_{pb} \sim 100\) ms, when the \( m = 2 \) PNS deformation develops, and the oscillation lasts until the final simulation time. In this phase, the peak frequency of the GW increases from 300 Hz to 400 Hz with time. The peak frequency of the quasi-periodic GWs seen in the above two rotating models corresponds to the rotation frequency of the PNS, and the increase of the peak frequency can be interpreted as due to the gradual PNS contraction (Shibagaki et al. 2020). Both of the two models commonly show that the plus mode of the quasi-periodic GW observed in the equatorial plane is roughly two times bigger than the plus and cross modes observed in the polar direction, and the cross mode observed in the equatorial plane is much smaller than the plus mode. These features are analogous to the GW emission from a spinning bar and consistent with the previous study where the growth of non-axisymmetric instabilities was observed (Ott et al. 2007; Scheidegger et al. 2008, 2010; Kuroda et al. 2014; Takiwaki & Kotake 2018).

The gravitational waveforms of the \( \Omega_0 = 0 \) rad s\(^{-1} \) model (bottom panel of Fig. 9) show the oscillation shortly after bounce due to prompt convection (see inset). At later times, when the spiral SASI is dominated after \( t_{pb} \sim 150\) ms, the quasi-periodic oscillation of the GWs becomes stronger and its peak frequency is the range of \( \sim 200-300\) Hz. In this non-rotating model, no significant differences between the GW signals in the polar and the equatorial directions are observed.

The quasi-periodic oscillation of the GW amplitudes observed in the \( \Omega_0 = 0 \) rad s\(^{-1} \) model is likely to originate from the SASI since their developments are almost simultaneous. To confirm this, we perform the time-frequency analysis by computing the spectrograms of the normalized spherical harmonics coefficients of the deformed shock surfaces as shown in the bottom panel of Fig. 3. The spectrograms are shown in Fig. 10. After \( t_{pb} \sim 150\) ms, the peak frequencies are concentrated in the frequency range of 60–110 Hz in the \( l = 1 \) mode. This value is roughly half the peak frequency of the GW frequency, and this correspondence is consistent with the observed quasi-periodic GW that originates from the SASI activity (Andersen et al. 2019; Vartanyan et al. 2019b). The high-end of the peak GW frequency (extending to \( \sim 300\) Hz) can also stem from the \( m = 2 \) shock deformation as shown in the bottom panel of Fig. 3.

Furthermore, similarly to Kuroda et al. (2017), we determine the rotation axis of the spiral SASI for the \( \Omega_0 = 0 \) rad s\(^{-1} \) model, and discuss the directional correlation between the GW emission and the shock deformation. We define the direction vector of the rotation axis of the spiral SASI by focusing on the expanded direction of the shock surface in the Cartesian coordinates (\( \hat{x}, \hat{y}, \hat{z} \) are the unit vectors), \( \langle \hat{r}_{sh} \rangle \) does its time derivative, and \( \times \) is the cross product. Note \( \mathbf{L} \) is defined as the angular momentum vector whose direction corresponds to the rotational axis, provided that \( \langle \hat{r}_{sh} \rangle \) denotes the position of a point particle in the classical dynamics. Analogously, we convert \( \mathbf{L} \) to the azimuthal and polar angles, \( \theta \) and \( \phi \), which points to the rotation axis of the spiral SASI in spherical polar coordinates. We find that the SASI axis direction, \( (\theta, \phi) \), moves from \( \sim (65^\circ, -75^\circ) \) to \( \sim (50^\circ, -50^\circ) \) between \( t_{pb} \sim 160-200\) ms. Fig. 11 shows the GW amplitudes for the cross mode \( A_x = D h_x \) (top panel) and the shock radii \( R_{sh} \) (bottom panel) in the direction parallel/vertical to the representative rotation axis, \( (\theta, \phi) \sim (60^\circ, -60^\circ) \). The shock radius in the direction vertical to the rotation axis of the spiral SASI, \( (\theta, \phi) \sim (150^\circ, -60^\circ) \), oscillates at the SASI frequency (\( \sim 80-90\) Hz, bottom panel, blue dashed line), while the GW amplitude emitted parallel to the rotation axis of the spiral SASI, \( (\theta, \phi) \sim (60^\circ, -60^\circ) \), oscillates roughly at twice the SASI frequency (\( \sim 160-180\) Hz, top panel, red line). By contrast, the shock radius observed parallel to the spiral SASI axis (red line in the bottom panel) and the GW amplitude emitted vertical to the spiral SASI axis (blue dashed line in the top panel) show no clear oscillation. This directional dependence is also consistent with the quasi-periodic GW that originates from the spiral SASI. We proceed to briefly discuss the detectability of the GW signals. The top panel of Fig. 12 shows the GW spectral amplitudes for each model seen from the polar (solid lines) and the equatorial (dotted lines) observer at a distance of 10 kpc relative to the sensitivity curves of the advanced LIGO, advanced VIRGO, and KAGRA (Abbott et al. 2018). Here the width of the Hann window used in Eq. (8) is taken as the simulation time for each model.

One can see that the GW signals for all of our models emitted in either direction within our Galaxy are within the detection limits of the current-generation GW detectors. The bottom panel of Fig. 12 compares the GW spectral amplitudes observed at a source distance of 1 Mpc with the sensitivity curves of the current-generation GW detectors as well as the third-generation GW detectors of Einstein Telescope (Hild et al. 2011) and Cosmic Explorer (Abbott et al. 2017). The GW signals could be detectable out to Mpc distance scale by not only the third-generation detectors but also the current-generation detectors. For example, if they are observed along the polar direction at a distance of 10 kpc, the signal-to-noise ratio (SNR) for the current-generation detectors is \( \sim 20 \) for the \( \Omega_0 = 2 \) rad s\(^{-1} \) model and \( \sim 6 \) for the \( \Omega_0 = 1 \) and 0 rad s\(^{-1} \) models at their peak frequency\(^3\). Although the comparison of the GW spectral amplitudes between our models is less meaningful due to the different final simulation time, our results demonstrate, at the bottom line, the importance of third-generation detectors, which extends the detection horizon up to a factor of ten comparing to the current-generation detectors for our models.

Following Hayama et al. (2016), we estimate the Stokes parameter \( V \) to quantify the circular polarization of the GW signals (see also Kawahara et al. 2018). Here we plot the spectrograms for \( V \) of each model observed along the equator (left panels) and the pole (right panels) in Fig. 13. Observed along the pole (top and middle right panels), our models show the large [\( V \)] during the activity of the low-\( T/|W| \) instability or the SASI. Its negative sign means the right-handed polarization. In contrast, observed along the equator, the two rotating models show two orders of magnitude smaller [\( V \)]. This is because the amplitude of \( h_x \) is negligibly small compared to that of \( h_+ \) as shown in the left column of Fig. 9. If one observes the two rotating models from equator, the spectrogram of \( V \) stochastically changes its sign with time and thus bears essentially no signature of rotation. The spectrograms of \( V \) in the non-rotating model are similar for the equatorial and polar observer directions. More specifically, the equatorial direction is taken to the \( x \) axis. Note that this is simply by chance because both of the equatorial and polar observer angles relative to the (spiral) SASI axis happen to be close (\( < 90^\circ \)).

Next, we explore the detectability of these circularly polarized GW signals. To evaluate a noise spectral density for the Stokes parameters in a simplified manner, we consider an idealized situation, in which

\[^3\] Here we simply estimate the SNR by taking the ratio of the signal prediction to the sensitivity curves, although much more detailed analysis is needed for a more quantitative discussion (e.g. Logue et al. 2012; Hayama et al. 2015; Gossan et al. 2016; Powell et al. 2016).
Figure 9. GW strains of plus (red solid lines) and cross (blue dashed lines) modes and spectrograms of their characteristic strains for the $\Omega_0 = 2 \text{ rad s}^{-1}$ (top panels), $\Omega_0 = 1 \text{ rad s}^{-1}$ (middle panels) and $\Omega_0 = 0 \text{ rad s}^{-1}$ (bottom panels) models seen along the equator (left panels) and the pole (right panels) at a source distance of 10 kpc. The inset in each panel zooms into their low-amplitude phase.
Figure 10. Spectrograms of the spherical harmonic coefficients, \(a_{l,m}\), of the shock surface with \(l = 1\) and \(l = 2\) for the \(\Omega_0 = 0\) rad s\(^{-1}\) model.

Figure 11. GW amplitudes (top panel) and shock radii (bottom panel) for the \(\Omega_0 = 0\) rad s\(^{-1}\) model as a function of time after bounce in direction parallel to the rotation axis of the spiral SASI (\(\theta, \phi \approx (60^\circ, -60^\circ)\), red solid line) and perpendicular to the rotation axis of the spiral SASI (\(\theta, \phi \approx (150^\circ, -60^\circ)\), blue dashed line).

Figure 12. Characteristic GW spectral amplitudes of for the \(\Omega_0 = 2\) rad s\(^{-1}\) (red lines), \(\Omega_0 = 1\) rad s\(^{-1}\) (blue lines) and \(\Omega_0 = 0\) rad s\(^{-1}\) (green lines) models seen along the pole (solid lines) and along the equator (dotted lines) as a source distance of 10 kpc (top panel) and 1 Mpc (bottom panel) relative to the noise amplitudes of advanced LIGO (aLIGO; cyan line), advanced VIRGO (AdV; green line), KAGRA (magenta line) from Abbott et al. (2018), Einstein Telescope (ET; orange; Hild et al. 2011), and Cosmic Explorer (CE; navy; Abbott et al. 2017). The detector noise amplitudes are indicated by dash-dotted lines.

Two co-located GW detectors have a common feature regarding the (single-sided) noise spectral density \(S_n\) and the two detectors can measure \(h_x\) and \(h_y\) independently. Probably, to do this most simply, one detector that measures \(h_x\) needs to be located at a position tilted at 45\(^\circ\) from another one that measures \(h_x\). We furthermore assume that the detector noise is Gaussian and uncorrelated. Then the variance \(\sigma\) of the noise for the Stokes parameters \(I_n\) and \(V_n\) can be described as follows:

\[
\sigma_{I_n}^2 = \frac{1}{8} S_n^2, \\
\sigma_{V_n}^2 = \frac{1}{8} S_n^2.
\]

See Appendix A for the derivation. Because the noise is Gaussian and detector-independent, the variance for \(I_n\) is the same as that for \(V_n\). We define the characteristic strains for the Stokes parameters of the \(I\) and \(V\) modes as,

\[
h_{\text{char},I}^2 = \frac{8 f^2 I}{\Delta f}, \\
h_{\text{char},V}^2 = \frac{8 f^2 |V|}{\Delta f}.
\]

Then, \(h_{\text{char},I}\) is identical to \(h_{\text{char}}\) in Eq. (7). If the GW is purely circularly polarized, \(h_{\text{char},V}\) is also identical to \(h_{\text{char}}\). We define the
Figure 13. Spectrogram of V-mode spectral GW amplitudes for the $\Omega_0 = 2 \text{ rad s}^{-1}$ (top panels), $\Omega_0 = 1 \text{ rad s}^{-1}$ (middle panels) and $\Omega_0 = 0 \text{ rad s}^{-1}$ (bottom panels) models seen along the equator (left panels) and the pole (right panels) at a source distance of 10 kpc.
Ω spectral amplitudes for the Characteristic I-mode (red lines) and V-mode (blue lines) GW
Figure 14. Shiba, Kuroda, Kotake, & Takiwaki
The detector noise amplitudes are indicated by dash-dotted lines.

\[ \frac{8I}{\sigma_{I_n}} = \left( \frac{h_{\text{char},I}/\sqrt{f}}{S_n} \right)^2 \Delta \ln f, \]  
\[ \frac{8|V|}{\sigma_{V_n}} = \left( \frac{h_{\text{char},V}/\sqrt{f}}{S_n} \right)^2 \Delta \ln f. \]  

If we presume that the numerator and denominator in the parentheses of these equations are the signal and noise (see Eq. (5.2) in Flanagan & Hughes 1998), respectively, the noise \( S_n \) is equivalent for both the I and V modes. Note that the I mode is, by definition, larger than or equal to |V| (|f| ≥ |V|, e.g., Hayama et al. (2016)). Then one expects that the V mode basically shows smaller SNR, making the detection of the V mode more difficult compared to the I mode for the detector configuration mentioned above. The coherent network analysis in Hayama et al. (2018) showed higher SNR ratio for V than for I. This difference is likely to come from the effect of realistic antenna pattern and the position of the multiple detectors (LIGOx2, Virgo, and KAGRA), which is not taken into account in our analysis above and we leave for the future work (e.g. Chan & Hayama 2020).

We apply the above expressions of \( h_{\text{char},I} \) and \( h_{\text{char},V} \) to our models and plot their signals and noises in Fig. 14. Observed along the pole (solid lines), \( h_{\text{char},I} \) (red lines) and \( h_{\text{char},V} \) (blue lines) of each model are nearly overlapped at their peak. This indicates that the GWs are almost purely circularly polarized. Observed along the equator (dotted lines), the two rotating models show smaller \( h_{\text{char},V} \) (dotted blue lines), whose peak is one order of magnitude smaller than that of \( h_{\text{char},I} \) (dotted red lines). In the non-rotating model, the amplitudes of the GW circular polarization observed along the pole and the equator are similar since the tilted angles of the polar and the equatorial (the \( x \)-axis) directions are comparable relative to the rotation axis of the spiral SASI. The bottom panel of Fig. 14 shows that the SNR of \( h_{\text{char},I} \) is comparable or one order-of-magnitude smaller than that of \( h_{\text{char},V} \), depending on the GW frequencies.

3.4 Characteristic time variability of neutrino signals

In this section, we investigate the neutrino emission properties of our models and discuss the detectability. Following Tamborra et al. (2014a), we compute the neutrino luminosities of each flavour in the two selected observer directions for our models. Fig. 15 shows the neutrino luminosities of \( \nu_e \) (top panel), \( \bar{\nu}_e \) (middle panel), and \( \nu_x \) (bottom panel) in the polar (solid lines) and equatorial (dotted lines) observer directions for the \( \Omega_0 = 2 \text{ rad s}^{-1} \) (red lines), \( \Omega_0 = 1 \text{ rad s}^{-1} \) (blue lines), and \( \Omega_0 = 0 \text{ rad s}^{-1} \) (green lines) models, respectively.

In the \( \Omega_0 = 2 \text{ rad s}^{-1} \) model, observing along the equatorial direction, we can see that the strong quasi-periodic modulation of the neutrino luminosity between \( 50 < t_{\text{pb}} < 90 \text{ ms} \) for all the flavours. During this period, the \( m = 1 \) and 2 deformations of the PNS are significant (see the top panel of Fig. 6). As previously identified in Takiwaki & Kotake (2018), this stems from the neutrino lighthouse effect, where the spinning of strong neutrino emission regions around the spin axis leads to quasi-periodic modulation in the neutrino signal, which is most strongly seen from the equatorial direction. After \( t_{\text{pb}} \sim 120 \text{ ms} \), the small modulation of the neutrino luminosity can be also seen (see the dotted line in the inset of each panel). In contrast, observed along the polar direction, no clear quasi-periodic modulation in the neutrino luminosity is identified (see the solid line in the inset of the top panel for reference). Similarly to the \( \Omega_0 = 2 \text{ rad s}^{-1} \) model, the \( \Omega_0 = 1 \text{ rad s}^{-1} \) model shows the quasi-periodic modulation only clearly for the equatorial observer (blue dotted line in the top panel) at the time when the \( m = 2 \) PNS deformation sufficiently develops. In the \( \Omega_0 = 0 \text{ rad s}^{-1} \) model, both of the polar and equatorial observers can see the modulation of the neutrino luminosities after \( t_{\text{pb}} \sim 150 \text{ ms} \) when the SASI develops (see the bottom panel of Fig. 3).

We perform the spectrogram analysis of the neutrino luminosities to identify the characteristic neutrino modulation frequency. Here we use a Hann window with the window width of 40 ms and show...
the result in Fig. 16. The $\Omega_0 = 2 \, \text{rad} \, \text{s}^{-1}$ model (top panel) shows the modulation of the neutrino luminosity around ~ 200 Hz for all flavors between 50 < $t_{\text{ph}}$ < 100 ms. This frequency corresponds to half of the GW peak frequency $f_{\text{GW, peak}}$/2 (see the dotted line in Fig. 16). At later times $t_{\text{ph}} \gtrsim 120$ ms, the modulation frequency increases from 400 Hz to 800 Hz with time. In this period, the characteristic frequency of the neutrino luminosity almost perfectly matches with the GW peak frequency itself $f_{\text{GW, peak}}$ (see the solid line). This is because the rotation frequency of the lighthouse effect depends on the non-axisymmetric deformation mode of the PNS. This implies that, if a PNS is deformed with the $m$-th mode around its rotation axis, its neutrino luminosity observed by an equatorial observer modulates at $m$ times of the rotation frequency of the PNS ($m/2$ times of the GW peak frequency). This correspondence can be also seen in the $\Omega_0 = 1 \, \text{rad} \, \text{s}^{-1}$ model as well (middle panel). In this model, the $m = 1$ and $m = 2$ deformation of the PNS leads to the neutrino time modulation, corresponding to half (1/2) and the same (2/2) of the GW peak frequency, which is represented by the solid line and dotted line. The $\Omega_0 = 0 \, \text{rad} \, \text{s}^{-1}$ model shows the modulation around ~ 90 Hz (bottom panel). This characteristic frequency also corresponds to about half of the GW peak frequency and closely to the SASI frequency seen from Fig. 10, since the $l = 1$ and $m = -1, 0, 1$ modes are the dominant modes in the SASI activity.

We move on to the discussion about the detectability of these neutrino modulations. We evaluate the event rates of each model for two neutrino detectors: IceCube (Abbasi et al. 2011; Salathe et al. 2012) and Hyper-Kamiokande (Abe et al. (2011); Hyper-Kamiokande Proto-Collaboration et al. (2018), hereafter HK). The main channel in these detectors is of anti-electron neutrino ($\bar{\nu}_e$) with inverse-beta decay. For simplicity, we take into account only this channel to evaluate the event rates\textsuperscript{4}. We assume that the neutrino en-
Energy spectrum is a Fermi-Dirac distribution (see Lund et al. (2010); Takiwaki & Kotake (2018) for more detail). Fig. 17 shows that the event rates of each model for IceCube (top panel) and HK (bottom panel) at a source distance of 10 kpc.

The event rate of IceCube for the $\Omega_0 = 2 \text{ rad s}^{-1}$ model observed along the equator (red dotted line) shows the modulation whose amplitude is $\sim 1000 \text{ ms}^{-1}$ between $50 < t_{pb} < 100 \text{ ms}$ and the modulation whose amplitude is $\sim 100 \text{ ms}^{-1}$ after $t_{pb} \sim 130 \text{ ms}$. In the $\Omega_0 = 1 \text{ rad s}^{-1}$ model, the event rate of IceCube observed along the equator (blue dotted line) is modulated with an amplitude of $\sim 500 \text{ ms}^{-1}$ after $t_{pb} \sim 100 \text{ ms}$. Seen by both polar and equatorial observers, the event rate of IceCube for the $\Omega_0 = 0 \text{ rad s}^{-1}$ model shows the modulation whose amplitude is $\sim 1000 \text{ ms}^{-1}$ after $t_{pb} \sim 150 \text{ ms}$. One can see that the event rates of HK are about 20 times smaller than those of IceCube. Although Tamborra et al. (2013) pointed out that the SNR of HK is expected to be higher than that of IceCube for a distant supernova, recent studies (Lin et al. 2020; Nagakura et al. 2020) showed that the maximum detectable distance of HK is smaller than that of IceCube. But it is noteworthy that HK is still beneficial to reconstructing the energy spectra for supernova neutrinos.

To compare the neutrino modulation amplitudes and the detector noise amplitudes of IceCube, we plot the power spectra and the noises of the event rates for each model observed by the polar and equatorial observers located at a source distance of 10 kpc in Fig. 18. Here we pick up two time intervals, which differs for each model, of 50 ms to highlight the characteristic neutrino modulation. In this spectral analysis, we use a Hann window with the window width of 50 ms to avoid the aliasing effect.

In the top panel of Fig. 18, we plot the power spectra of the $\Omega_0 = 2 \text{ rad s}^{-1}$ model over the time intervals of the first neutrino modulation ($50 < t_{pb} < 100 \text{ ms}$, red lines) and of the second neutrino modulation ($190 < t_{pb} < 240 \text{ ms}$, blue lines). Observed along the equatorial direction (dotted line), the characteristic peak frequency in the time interval of the first neutrino modulation can be seen at $\sim 200 \text{ Hz}$, corresponding to the rotation frequency of the PNS that shows the $m = 1$ deformation due to the low-$T/|W|$ instability. The peak is well above the background noise level ($\sim 13$, see the green vertical dashed line in the inset). In the time interval of a part of the second neutrino modulation ($190 < t_{pb} < 240 \text{ ms}$), one can see the peak at $\sim 620 \text{ Hz}$ in the spectrum (see the inset), which again nicely matches with the rotation frequency of the PNS that shows the $m = 2$ deformation due to the low-$T/|W|$ instability (e.g., top left panel of Fig. 9). This power spectral amplitude is about two times larger than the noise level. In contrast, observing along the polar direction (solid line), one cannot find these characteristic spectral peaks, and the spectral amplitude is below the noise level for $f > 200 \text{ Hz}$. This is simply because of the absence of the neutrino lighthouse effect, seen from the polar direction.

In the middle panel of Fig. 18, we plot the power spectra of the $\Omega_0 = 1 \text{ rad s}^{-1}$ model before ($50 < t_{pb} < 100 \text{ ms}$, red lines) and during the active neutrino modulation epoch ($110 < t_{pb} < 160 \text{ ms}$, blue lines), respectively. Seen from the polar direction (solid line), no characteristic peaks above the noise level are identified in both of the time intervals. Seen from the equator (blue dotted line), the power spectrum during the active neutrino modulation ($110 < t_{pb} < 160 \text{ ms}$) shows the peak well above the noise level at $\sim 380 \text{ Hz}$. The peak neutrino frequency corresponds to the rotation frequency of the $m = 2$ PNS deformation (compare the excess around $\sim 400 \text{ Hz}$ in the GW spectrogram (middle left panel of Fig. 9)).

Similar to the middle panel, but the bottom panel of Fig. 18 is for the $\Omega_0 = 0 \text{ rad s}^{-1}$ model, showing before ($50 < t_{pb} < 100 \text{ ms}$, red lines) and during the active neutrino modulation epoch ($175 < t_{pb} < 225 \text{ ms}$, blue lines), respectively. As already mentioned, the latter epoch is in the midst of vigorous SASI activity. For this time epoch, the power spectra for both of the polar and equatorial observers have the peak well above the noise level at $\sim 80 \text{ Hz}$, where the peak neutrino frequency matches with the SASI frequency. Furthermore, one can see the secondary peaks at higher frequencies than the SASI frequency as shown in the previous studies (Kuroda et al. 2017; Walk et al. 2018, 2020).

From the above analysis, the characteristic time modulations in the neutrino signals for each model would be detectable at a distance of 10 kpc. Therefore, our results suggest that a joint observation of the GW and neutrino signals could provide a live information on the rapidly rotating PNS evolution during which the various modes of the non-axisymmetric instabilities develop. When the dipole mode of the spiral SASI is dominant, our non-rotating model shows that the GW frequency is twice as high as the SASI frequency, while the neutrino

\[ \frac{\text{IceCube, 10kpc}}{\text{HK(220kton), 10kpc}} \]
modulation frequency is almost the same as the SASI frequency (see also Vartanyan et al. (2019b)). Very recently, Walk et al. (2020) found that the neutrino modulation frequency can be twice as high as the SASI frequency when the SASI quadrupole mode is dominant. These results lend further support to the speculation that one could decipher the dominant SASI activity via the joint GW-ν observation from non-rotating stellar core-collapse on the way to the black hole formation.

4 SUMMARY AND DISCUSSION

In this paper, we have presented the results of 3D general relativistic radiation hydrodynamic simulations with spectral neutrino transport for a 70 $M_\odot$ star, where we computed three models by imposing the initial central angular velocity of $\Omega_0 = 0, 1, 2$ rad s$^{-1}$ in a parametric manner. In our rotating models, the non-axisymmetric deformation of the PNS due to the development of the low-$T/|W|$ instability is observed. For our most rapidly rotating model ($\Omega_0 = 2$ rad s$^{-1}$), the dipole PNS deformation firstly grows between $50 < t_{pb} < 90$ ms, which is followed by the quadrupole PNS deformation until the final simulation time ($t_{pb} \sim 270$ ms). The moderately rotating model ($\Omega_0 = 1$ rad s$^{-1}$) also shows the growth of the low-$T/|W|$ instability, but only with the two-armed spiral flow. In the non-rotating model ($\Omega_0 = 0$ rad s$^{-1}$), the sloshing SASI mode firstly develops between $100 < t_{pb} < 150$ ms, which is followed by the growth of the spiral SASI at $t_{pb} > 150$ ms. For the non-rotating model, the steep rise of the maximum density near at the final simulation time ($t_{pb} \sim 230$ ms) indicates the black hole formation, whereas such trend is yet to be obtained for the rotating models most likely because of the short simulation time.

We investigated the GW emission from these models in detail. In the rotating models, the strong quasi-periodic GW emission was observed at the time when the low-$T/|W|$ instability develops. The peak frequency of the quasi-periodic GW signals increases with time from 400 to 800 Hz in the $\Omega_0 = 2$ rad s$^{-1}$ model and from 300 to 400 Hz in the $\Omega_0 = 1$ rad s$^{-1}$ model. In the non-rotating model, the strong quasi-periodic GW signals with the peak frequency of ~200 – 300 Hz were obtained when the spiral SASI activity is vigorous. These GW signals are within the detection limits of the current-generation detectors such as aLIGO, AdV, and KAGRA at their peak frequency at a source distance of 1 Mpc.

We also evaluated the time variability of the neutrino emission. In our rotating models, we confirmed the characteristic modulation of the neutrino signals due to the neutrino lighthouse effect. Comparing the neutrino modulation frequency with the GW frequency, we found that the neutrino peak frequency is $m/2$ times larger than the GW peak frequency, where $m$ represents the deformation mode of the PNS (around the rotation axis) induced by the low-$T/|W|$ instability.

In the non-rotating model, the neutrino modulation frequency, as previously identified, is almost the same as the SASI frequency, and it is half of the GW frequency. We discussed the detectability of these neutrino modulations by IceCube and HK at a source distance of 10 kpc. If we observe our rotating models along the equatorial direction, the characteristic peak in the power spectra for the event rates at IceCube would be above the noise level. The characteristic
peak due to the SASI in our non-rotating model observed along either polar or equatorial directions is also above the noise level. This analysis indicates that the joint observation of the GW and neutrino signals would be useful to extract information on growing multiple modes of non-axisymmetric instabilities such as the low-$T/|W|$ instability and the spiral SASI activity, which is otherwise inaccessible by electromagnetic-wave observations.

Finally, we shall discuss several major limitations of our work. Even when the precollapse core is a slow rotator (Heger et al. 2005) but with a sufficiently weak initial magnetic fields, the magnetic fields may be amplified to a dynamically relevant strength by the magnetorotational instability (MRI; e.g. Akiyama et al. 2003; Obergaulinger et al. 2009; Masada et al. 2015; Rembiasz et al. 2016). Although the role of the MRI on the postbounce dynamics remains still unclear, the magnetic fields should play a key role in the angular momentum transport especially in the vicinity of the (differentially rotating) PNS surface. Possible impacts on the growth of the low-$T/|W|$ instability with magnetic fields remain to be clarified. If progenitors have both strong initial magnetic fields ($\sim O(10^{12})$ G) and rapid rotation, the magnetic fields are amplified due to the field wrapping to dynamically relevant strength shortly after bounce, leading to the formation of MHD jets. This would also make the postbounce dynamics such as the shock evolution and the post-shock flow very different comparing to those of the non-magnetized models. Such difference should also affect the angular momentum transport, not to mention the onset criteria of the low-$T/|W|$ instability. Although there are a few recent 3D MHD core-collapse simulations, the development of the low-$T/|W|$ instability has been only reported in Scheidegger et al. (2010) and suggested in Kuroda et al. (2020) (see, however, Mösta et al. 2014).

To answer these questions, one apparently need to perform 3D GR-MHD core-collapse simulations (enough long to follow the growth of non-axisymmetric instabilities) at high numerical resolution, which is nevertheless computationally very expensive at present.

Another limitation is that we are only able to present a small sample of simulation set, namely for one progenitor model with three different initial angular momentum. It remains to be answered how common the growth of the low-$T/|W|$ instability is in the massive stellar core-collapse. For example, in terms of the progenitor mass, Takiwaki et al. (2016) and Takiwaki & Kotake (2018) performed 3D rapidly core-collapse simulations of 11.2 and 27.0 $M_\odot$ models and found that the 11.2 $M_\odot$ model explodes before the low-$T/|W|$ instability develops, whereas the rapidly rotating 27.0 $M_\odot$ model explodes assisted by the growth of the low-$T/|W|$ instability. In terms of the precollapse rotation rates, the $\Omega_0 = 2$ rad s$^{-1}$ model in this study showed both the one- and two-armed spiral flow, whereas the $\Omega_0 = 1$ rad s$^{-1}$ model did only the two-armed spiral flow. Probably, a linear analysis of the low-$T/|W|$ instability (Watts et al. 2005; Sajo & Yoshida 2006; Passamonti & Andersson 2015; Sajo 2018), which has been extensively studied in the context of isolated cold neutron stars, could help understand the onset criteria of the instability in the (much more complicated) stellar core-collapse context.

Provided the expense of 3D-GR simulations with spectral neutrino transport, our simulation covers only ~300 ms postbounce. Recently, it is pointed out that galactic supernova neutrinos, depending on the neutron star mass, can be observed over 10 s after bounce (Suwa et al. 2019), see also Nakazato & Suzuki (2020)). Possible phase transition from hadronic to quark matter in the PNS (Fischer et al. 2018) can be imprinted in the GW signals (Zha et al. 2020). Apparently, long-term simulation is needed in the GW-$\nu$ signal prediction by 3D-(GR-MHD), black-hole forming stellar collapse simulations, which is certainly one of the ultimate goals of researchers in this field.
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APPENDIX A: VARIANCE OF NOISE FOR STOKES PARAMETERS

In this Appendix, we derive the variance of the noise for the Stokes parameters $I$ and $V$, $\sigma_{I_n}^2$ and $\sigma_{V_n}^2$, shown in Eq. (10) and Eq. (11). Let us suppose that there are co-located two detectors that have a common feature regarding the (single-sided) noise spectral density, $S_n$, and each of them measures the plus mode and the cross mode of GWs, respectively. In other words, a detector that measures the cross mode is tilted at $45^\circ$ from another that measures the plus mode. We assume that independent white Gaussian noises, $n_+$ and $n_\times$, are generated in each detector. Then, the detector noises in the frequency space, $\tilde{n}_+$ and $\tilde{n}_\times$, follow

$$\left\langle |\tilde{n}_+|^2 \right\rangle \Delta f = \left\langle |\tilde{n}_\times|^2 \right\rangle \Delta f = \frac{1}{2} S_n,$$

(A1)

and their real and imaginary parts follow a independent normal distribution

$$P(x) = \frac{1}{\sqrt{2\pi a^2}} \exp \left( -\frac{x^2}{2a^2} \right).$$

(A2)

$$a^2 = \frac{S_n}{4 \Delta f}.$$  

(A3)

Here $\langle \rangle$ means the ensemble average. Then, the average values of the noises for $I$ and $V$, $I_n$ and $V_n$, are

$$\langle I_n \rangle = \left\langle \frac{1}{2} \left( |\tilde{n}_+|^2 + |\tilde{n}_\times|^2 \right) \right\rangle \Delta f = \frac{1}{2} S_n,$$

(A4)

$$\langle V_n \rangle = \left\langle \frac{i}{2} \left( \tilde{n}_+ \tilde{n}_\times^* - \tilde{n}_\times \tilde{n}_+^* \right) \right\rangle \Delta f = 0.$$  

(A5)

The average value of the squared noises, $I_n^2$ and $V_n^2$, are

$$\langle I_n^2 \rangle = \left\langle \frac{1}{4} \left( |\tilde{n}_+|^2 + |\tilde{n}_\times|^2 \right)^2 \right\rangle \Delta f^2 = \frac{\Delta f^2}{4} \left( \left\langle |\tilde{n}_+|^4 \right\rangle + 2 \left\langle |\tilde{n}_+|^2 \right\rangle \left\langle |\tilde{n}_\times|^2 \right\rangle + \left\langle |\tilde{n}_\times|^4 \right\rangle \right) = \frac{3}{8} S_n^2,$$

(A6)

$$\langle V_n^2 \rangle = \left\langle \frac{-1}{4} \left( \tilde{n}_+ \tilde{n}_\times^* - \tilde{n}_\times \tilde{n}_+^* \right)^2 \right\rangle \Delta f^2 = \left( \langle \text{Re} (\tilde{n}_+) \rangle \langle \text{Im} (\tilde{n}_+) \rangle \right) \left( \langle \text{Re} (\tilde{n}_\times) \rangle \langle \text{Im} (\tilde{n}_\times) \rangle \right) - 2 \langle \text{Re} (\tilde{n}_+) \rangle \langle \text{Re} (\tilde{n}_\times) \rangle \langle \text{Im} (\tilde{n}_+) \rangle \langle \text{Im} (\tilde{n}_\times) \rangle \Delta f^2 = \frac{1}{8} S_n^2.$$  

(A7)

Note that $\int x^2 P(x) dx = a^2$, and $\int x^4 P(x) dx = 3a^4$. Thus, we get Eq. (10) and Eq. (11) for $\sigma_{I_n}^2$ and $\sigma_{V_n}^2$:

$$\sigma_{I_n}^2 = \left\langle I_n^2 \right\rangle - \langle I_n \rangle^2 = \frac{1}{8} S_n^2,$$

(A8)

$$\sigma_{V_n}^2 = \left\langle V_n^2 \right\rangle - \langle V_n \rangle^2 = \frac{1}{8} S_n^2.$$  

(A9)
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