Consider the problem of modeling hysteresis for finite-state random walks using higher-order Markov chains. This Letter introduces a Bayesian framework to determine, from data, the number of prior states of recent history upon which a trajectory is statistically dependent. The general recommendation is to use leave-one-out cross validation, using an easily-computable formula that is provided in closed form. Importantly, Bayes factors using flat model priors are biased in favor of too-complex a model (more hysteresis) when a large amount of data is present and the Akaike information criterion (AIC) is biased in favor of too-sparse a model (less hysteresis) when few data are present.

We consider stochastic paths taken by a system through discretely indexed states with any number of absorbing states. Our objective is to find a factorized probability representation for these paths, determining from data whether transitions probabilities are statistically dependent on memory. Assume that a trajectory consists of steps \( \xi \), where each step takes a value \( x_l \) taken from the set \( \{1, 2, \ldots, M\} \). Supposing that \( \xi \) consists of \( L \in \mathbb{Z}^+ \) steps, we are interested in representations for the path probability of the factorized form

\[
Pr(\xi) = \prod_{l=1}^{L} Pr(\xi_l = x_l | \xi_{l-1} = x_{l-1}, \ldots, \xi_{l-h} = x_{l-h})
\]

where \( h \in \mathbb{Z}^+ \) represents the number of states worth of history needed to predict the next state, with appropriate boundary conditions for the beginning of the trajectory. In the case of absolutely no memory \( (h = 0) \), the path probability is simply the product of the probabilities of being in each of the separate states in a path, \( p_{x_1}, p_{x_2}, \ldots, p_{x_L} \), and there are essentially \( M \) parameters that determine the evolution of the system, where \( M \) is the number of states. If \( h = 1 \), the system is single-step Markovian in that only the current state is relevant in determining the next state. These systems involve \( M^2 \) parameters to understand their evolution. In general, if \( h \) states of history are required, then the system is \( h \)-step Markovian, and \( M^{h+1} \) parameters are needed (see Fig. 1). Hence, the size of the parameter space grows exponentially with hysteresis. Our objective is to determine, based on observational evidence, an appropriate value for \( h \).

It is clear that there is a trade-off between complexity and goodness of fit that is inherent when varying \( h \). From a statistical viewpoint, complexity results in less-precise determination of network parameters, leading to larger prediction errors. This undesirable consequence of complexity is known as overfitting. Conversely, a simple model may not capture the true probability space where paths reside, and may poorly fit observational data.

This Letter evaluates several statistical criteria for selecting the number of states worth of hysteresis to retain in the factorization of Eq. 1, viewing the problem in terms of prediction accuracy. We wish to choose the value of \( h \) that yields a model that best predicts new unobserved trajectories. In particular, we seek to test the rela-

![FIG. 1. Multi-step finite state Markovian processes](image-url)
tionship between finding the best predictive model and uncovering the physical reality.

For a fixed degree of hysteresis \( h \), we may look at possible history vectors \( \mathbf{x} = [x_1, x_2, \ldots, x_J] \) of length \( h \) taken from the set \( \mathbf{X}_h = \{1, 2, \ldots, M\}^h \). For each \( \mathbf{x} \), denote the vector \( \mathbf{p}_x = [p_{x, 1}, p_{x, 2}, \ldots, p_{x, M}] \), where \( p_{x, m} \) is the probability that a trajectory goes next to state \( m \) given that \( \mathbf{x} \) represents its most recent history. For convenience, we denote the collection of all \( \mathbf{p}_x \) as \( \mathbf{p} \).

Generally one has available some number of trajectories \( J \). Assuming independence, one may write the joint probability, or likelihood, of observing these trajectories as

\[
\Pr(\{\xi(j)\}_{j=1}^J | \mathbf{p}) = \prod_{j=1}^J \Pr(\xi(j) | \mathbf{p})
\]

\[
= \prod_{j=1}^J \prod_{x \in \mathbf{X}_h} \prod_{m=1}^M \frac{N_{x,m}^{(j)}}{p_{x,m}} = \prod_{x \in \mathbf{X}_h} \prod_{m=1}^M \frac{N_{x,m}}{p_{x,m}},
\]

(2)

where \( N_{x,m}^{(j)} \) is the number of times that the transition \( x \to m \) occurs in trajectory \( \xi(j) \), and \( N_{x,m} = \sum_j N_{x,m}^{(j)} \) is the total number of times the transition is seen across all trajectories. Eq. (2) can be found by grouping like terms of Eq. (1).

For convenience, denote \( N_x = \sum_m N_{x,m} \), \( \mathbf{N}_x = [N_{x,1}, N_{x,2}, \ldots, N_{x,M}] \), and the collection of all \( N_{x,m}^{(j)} \) as \( \mathbf{N} \). The sufficient statistics of the likelihood are the counts, so we will refer to the likelihood as \( \Pr(\mathbf{N} | \mathbf{p}) \). The maximum likelihood estimator for each parameter vector \( \mathbf{p}_x \) is found by maximizing the probability in Eq. (2) and can be written easily as \( \hat{\mathbf{p}}_{x, \text{MLE}} = \frac{\mathbf{N}_x}{\mathbf{N}_x} \). Following this approach, the Akaike Information Criterion, \cite{7, 14} which penalizes model complexity, may be used as a metric in order to choose a value of \( h \). Rooted in information theory, the AIC is an approximation of the information loss in the representation of data by a model \cite{3}. The model with the smallest AIC value, and hence with the smallest approximate loss, is chosen.

The aforementioned approach to the problem is simply, however, it has limitations. The AIC is an asymptotic approximation of information loss that is not accurate for low sample sizes, though a modification of the AIC known as the AICc exists \cite{3}, however, its exact form is problem specific \cite{3}. More fundamentally, the maximum likelihood estimator precludes the existence of unobserved transitions – a property that is problematic if the sample size \( J \) is small. It is desirable to regularize the problem by allowing a nonzero probability that transitions that have not yet been observed will occur.

Bayesian inference provides a natural way of instilling this property into the problem. Furthermore, after laying the Bayesian fundamentals, one has available a suite of theoretical tools at his of her disposal. Most relevantly, Bayesian model comparison provides alternatives to the AIC that one may consider in finding the optimal degree of hysteresis \( h \).

A natural Bayesian formulation of the problem of determining the transition probabilities is to use the Dirichlet conjugate prior on each parameter vector \( \mathbf{p}_x \sim \text{Dirichlet}(\alpha) \), hyper-parameterized by \( \alpha \), a vector of size \( \mathbf{N}_x \). This Letter assumes that \( \alpha = 1 \), corresponding to a uniform prior. This prior, paired with the likelihood of Eq. (2) yields the posterior distribution on the probabilities,

\[
\mathbf{p}_x | \mathbf{N}_x \sim \text{Dirichlet}(\alpha + \mathbf{N}_x).
\]

(3)

According to this distribution, the posterior expectations for the transition probabilities follow

\[
\mathbb{E}_{\mathbf{p}_x | \mathbf{N}_x} [p_{x,m}] = \frac{\alpha + N_{x,m}}{M\alpha + \mathbf{N}_x}.
\]

(4)

In effect, one is assigning a probability of \( \alpha/(M\alpha + N_x) \) to any unobserved transition, where \( \alpha \) can be made small if it is expected that the transition matrix should be sparse. In the asymptotic limit, the choice of \( \alpha \) is not important as the posterior distribution of Eq. (3) becomes tightly concentrated about the maximum likelihood estimates.

As pertains to Bayesian model selection, Bayes factors are often used \cite{8, 11}. Using non-informative model priors, they consist of the likelihood of the data, averaged over the posterior distribution of model parameters. The logarithm of this quantity is known as the log predictive density (LPD). Related to the LPD is the log pointwise predictive density (LPPD), where the same expectation is taken separately for each datapoint and logarithms of these expectations are summed. The LPPD features in alternatives to Bayes factors and the AIC \cite{5}.

The Widely Applicable Information Criterion \cite{15, 16} (WAIC) is a Bayesian information criterion that consists of two variants, WAIC\(_1\) and WAIC\(_2\), each featuring the LPPD but differing in how they compute model complexity. The WAIC is related in mathematical form to the commonly used Deviance Information Criterion (DIC), also consisting of two variants DIC\(_1\) and DIC\(_2\). They each use point estimates of the posterior parameters rather than expectations as found in the LPD and LPPD.

Finally Bayesian variants of cross-validation have recently been proposed as alternatives to information criterion \cite{5}. It is of note that the WAIC provides an asymptotic approximation of cross-validation (CV). In our problem, \( k \)-fold CV, where data is divided into \( k \) partitions, can be evaluated in closed form without repeated model fitting. Using \( -2 \times \text{LPPD} \) as a metric, this Letter also evaluates two variants of \( k \)-fold CV: two-fold cross validation (LPPDCV\(_2\)) and leave-one-out cross validation (LOO).

To compare these methods, we evaluated them using simulations. Closed-form formulae for computing each
model selection criterion are available as Supplemental Material. Our test system is composed of $M = 8$ states, with designated start and absorbing states. For each given value of $h$, we generated for each $x \in X_h$ a single set of true transition probabilities drawn from Dirichlet(1) distributions. In each of these random networks we randomly sampled trajectories used to evaluate the aforementioned selection methods.

Fig. 2 provides the frequency that each of five models ($h = 1, \ldots, 5$) was chosen based on the selection criteria compared. Each row corresponds to a given true degree of hysteresis $h_{\text{true}}$ and the columns represent increasing sample sizes when viewed from left to right. Generally, it is seen that as the number of samples increases, all selection criteria except for the LPD (Bayes factors) improve in their ability to select the true model. In general, the AIC does well if the true hysteresis is small, but requires more data than many of the competing methods in order to resolve larger degrees of hysteresis.

The two variants of the WAIC, LOO, and DIC$_1$...
perform roughly on par. Since each criterion selects the model with the lowest value, it is desirable that 
\( \Delta \text{Criterion}(h) = \text{Criterion}(h) - \text{Criterion}(h_{\text{true}}) > 0 \), for 
\( h \neq h_{\text{true}} \). Fig. 3 explores the distributions of these quantities in the case where \( h_{\text{true}} = 2 \). As sample size \( J \) increases, there is clearer separation of the masses of these quantities from zero. By \( J = 64 \), for instance, no models where \( h = 1 \) are selected using any of the criteria. The WAIC\(_2\) and LOO criteria perform about the same whereas the WAIC\(_1\) criteria and the DIC\(_1\) criteria lag behind in separating themselves from zero.

As a result of these tests, this Letter recommends the leave-one-out cross validation criterion:

\[
\text{LOO} = -2 \sum_j \sum_x \log \left( \frac{B(N_x + \alpha)}{B(N_x - N_x^{(j)} + \alpha)} \right),
\]

where \( B \) is the multivariate Beta function. LOO performed slightly better than WAIC\(_2\) in the included tests, while being somewhat simpler to compute. Eq. 5 decomposes completely into a sum of logarithms of Gamma functions, and is hence easy to implement in standard scientific software packages.

This Letter has shown that LOO and WAIC\(_2\) can learn from data the physical reality of the degree of hysteresis in a system. It is important to comment on the uncertainty in such determinations. Regardless of the selection criterion used, the determination of \( h \) is not truly certain except in an asymptotic sense where one has an unlimited amount of data available. However, one may use a simulation procedure like the one used in this Letter in order to estimate the degree of uncertainty.

Importantly, both the AIC and LPD (Bayes factors) are biased, in opposite directions. The AIC tends to sparsity, which runs counter to the typical situation in linear regression problems where the AIC can favor complexity with too few data, a situation ameliorated by the more-stringent AICc [4]. Bayes factors with flat model priors as investigated here, on the other hand, are known to automatically penalize complexity indirectly through increased posterior entropy. Yet, when enough data are present, posterior entropy is low while many model parameters may be highly concentrated about zero and the Bayes factor is happy to select the more-complex model even if it is inconsistent with physical truth. Notably, alternative Bayes factors methods for selecting the degree of hysteresis also include model-level priors that behave like the penalty term in the AIC [12, 13]. Since the upper bound of the LPD is the logarithm of the likelihood found from the MLE procedure, this selection method is more stringent in the low sample-size regime than the pure AIC and hence will suffer from the same bias towards less hysteresis. Unlike the AIC, cross validation, and the WAIC, Bayes factors and other methods using the BIC [10] and DIC do not have as their objective the maximization of model fit on new data [5].

Models of structure similar to Eq. 5 have appeared in limitless contexts such as in text analysis [9], analysis of human digital trails [12], DNA sequence analysis, protein folding [17], and biology [2]. As we have seen, many methods tend to asymptotically select the correct model. However, studies are seldom in the asymptotic regime and the use of the methods mentioned in this Letter to reanalyze data from prior studies may prove fruitful in uncovering previously overlooked physics. The general method mentioned in this Letter can also be extended to model averaging in order to generate jagged models with no single fixed degree of hysteresis.
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Supplemental Material: Computation of alternate model validation criteria

The Akaike Information Criterion (AIC) is defined through the formula $AIC = -2 \sum_x \log \Pr(N_x | \hat{p}_{MLE}) + 2k$ and can be computed exactly as

$$AIC = -2 \sum_x \sum_{m=1}^M N_{x,m} \log \left( \frac{N_{x,m}}{N_x} \right) + 2Mq^*,$$

where we define $0 \times \log(0) = 0$.

The deviance information criterion (DIC) is similar to the AIC and defined as $DIC = -2 \sum_x \log p(N_x | p_x = E_{p_x}[N_x p_x]) + 2k_{DIC}$. It may also be computed by evaluating the closed form expression

$$DIC = -2 \sum_x \sum_{m=1}^M N_{x,m} \log \left( \frac{N_{x,m} + \alpha}{N_x + M\alpha} \right) + 2k_{DIC},$$

where we are assuming that one uses the posterior mean as the point estimate of the model parameters, and also where the effective model complexity $k_{DIC}$ has two variants

$$k_{DIC1} = -2 \left\{ \sum_x \sum_{m=1}^M N_{x,m} \log \left( \frac{N_{x,m} + \alpha}{N_x + M\alpha} \right) \right\}$$

$$- \sum_j \sum_x E_{p_{xj}[N]} \log p_{xj}^{N_{x,m}}$$

$$= 2 \left\{ \sum_x \sum_{m=1}^M N_{x,m} \log \left( \frac{N_{x,m} + \alpha}{N_x + M\alpha} \right) \right\}$$

$$- \sum_j \sum_{m=1}^M N_{x,m} \left[ \psi(\alpha + N_{x,m}) - \psi(M\alpha + N_x) \right]$$

$$= 2 \left\{ \sum_x \sum_{m=1}^M N_{x,m} \log \left( \frac{N_{x,m} + \alpha}{N_x + M\alpha} \right) \right\}$$

$$- \sum_{m=1}^M \sum_{m=1}^M \sum_{m=1}^M N_{x,m} \left[ \psi(\alpha + N_{x,m}) - \psi(M\alpha + N_x) \right],$$

and $k_{DIC2} = 2\text{var}_p[N \log \Pr(N | p)]$, which may be computed

$$k_{DIC2} = 2\text{var}_p \left[ \sum_x \sum_{m=1}^M N_{x,m} \log p_{x,m} \right]$$

$$= 2 \sum_x \text{var}_p \left( \sum_{m=1}^M N_{x,m} \log p_{x,m} \right)$$

$$= 2 \sum_x \sum_{m=1}^M \sum_{n=1}^N N_{x,m,n} \text{cov}(\log p_{x,m}, \log p_{x,n})$$

$$= 2 \sum_x \sum_{m=1}^M \sum_{n=1}^N N_{x,m,n}$$

$$\times \left[ \psi'(\alpha + N_{x,m})\delta_{mn} - \psi'(M\alpha + N_x) \right]$$

$$= 2 \sum_x \left( \sum_{m=1}^M N_{x,m}^2 \psi'(\alpha + N_{x,m}) - (N_x)^2 \psi'(M\alpha + N_x) \right).$$

Bayes factors are ratios of the probability of the dataset given two models and their corresponding parameter distributions. In the case of this application, the likelihood completely factorizes into a product of transition probabilities and each model’s corresponding term in a Bayes factor is the exponential of its log predictive density (LPD). The LPD can be computed exactly

$$LPD = \log \mathbb{E}_p[N \log \Pr(N | p)]$$

$$= \log \mathbb{E}_p[N \prod_{x=1}^M p_{x,m}]$$

$$= \sum_x \log \left( \frac{B(2N_{x,m} + \alpha)}{B(N_x + \alpha)} \right).$$

Related to the LPD is the log pointwise predictive density (LPPD), where the expectation in the LPD is broken down “point-wise.” For our application, we will consider trajectories to be points and write the LPPD as

$$LPPD = \sum_j \sum_x \log \mathbb{E}_{p_{xj}|N} \left[ \Pr(N_{x,m}^{(j)} | p_x) \right]$$

$$= \sum_j \sum_x \log \mathbb{E}_{p_{xj}|N_x} \left( \prod_{m=1}^M p_{x,m}^{N_{x,m}} \right)$$

$$= \sum_j \sum_x \log \left( \frac{B(N_x + N_{x,m}^{(j)} + \alpha)}{B(N_x + \alpha)} \right).$$

The WAIC is defined as $WAIC = -2LPPD + 2k_{WAIC}$.
where the effective model sizes are computed exactly as
\begin{align}
k_{WAIC1} & = 2 \text{LPPD} - 2 \sum_j \sum_x E_p x N \log p_x^{N(j)^x} \\
& = 2 \text{LPPD} - \sum_j \sum_x \sum_{m=1}^M N_{x,m}^{(j)} \mathbb{E}_p x | N \log p_{x,m} \\
& = 2 \text{LPPD} \\
& - 2 \sum_j \sum_x \sum_{m=1}^M N_{x,m}^{(j)} \left[ \psi(N_{x,m} + \alpha) - \psi(N_x + M\alpha) \right] \\
& = 2 \text{LPPD} \\
& - 2 \sum_x \sum_{m=1}^M \left[ \psi(N_{x,m} + \alpha) - \psi(N_x + M\alpha) \right], \quad (12)
\end{align}

and
\begin{align}
k_{WAIC2} & = \sum_j \sum_x \text{var}_p x \left[ \log \mathbb{P} \left( N_{x}^{(j)} | p_x \right) \right] \\
& = \sum_j \sum_x \text{var}_p x \left\{ \log \left( \prod_{m=1}^M p_{x,m}^{N_{x,m}^{(j)}} \right) \right\} \\
& = \sum_j \sum_x \text{var}_p x \left[ \sum_{m=1}^M N_{x,m}^{(j)} \log p_{x,m} \right] \\
& = \sum_j \sum_x \sum_{m=1}^M \sum_{n=1}^M N_{x,m}^{(j)} N_{x,n}^{(j)} \text{cov}(\log p_{x,m}, \log p_{x,n}) \\
& = \sum_j \sum_x \sum_{m=1}^M \sum_{n=1}^M N_{x,m}^{(j)} N_{x,n}^{(j)} \left[ \psi'(\alpha + N_{x,n}) \delta_{n,m} \\
& - \psi'(M\alpha + N_{x}) \right] \\
& = \sum_j \sum_x \left[ \sum_{m=1}^M [N_{x,m}^{(j)}]^2 \psi'(\alpha + N_{x,m}) \\
& - [N_{x}^{(j)}]^2 \psi'(M\alpha + N_{x}) \right]. \quad (13)
\end{align}

Finally, as an alternative to information criterion, we may use cross-validation. In particular, the log posterior predictive density under leave-one-out cross validation (LOO) has a particularly simple form,
\begin{align}
\text{LOO} & = -2 \sum_j \sum_x \log \left( \frac{B(N_x + \alpha)}{B(N_x - N_{x}^{(j)} + \alpha)} \right). \quad (14)
\end{align}

The leave-one-out version of cross validation is a specific case of $k$-fold cross validation, where $k$ is precisely the number of data points. At the other extreme of this type of cross validation is 2-fold cross validation, which can be computed exactly as
\begin{align}
\text{LPPDCV}_2 & = -2 \sum_{j=1}^{J/2} \sum_x \log \left( \frac{B(N_x^{-} + N_{x}^{(j)} + \alpha)}{B(N_x^{-} + \alpha)} \right) \\
& - 2 \sum_{j=J/2}^{J} \sum_x \log \left( \frac{B(N_x^{-} + N_{x}^{(j)} + \alpha)}{B(N_x^{-} + \alpha)} \right), \quad (15)
\end{align}

where $N_x^{-}$ constitute the transition counts of the last $J/2$ trajectories or the first $J/2$ trajectories respectively, so that $N_x^{-} + N_x^{+} = N_x$. 