AN ABSTRACT KAM THEOREM
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Abstract. The KAM iterative scheme turns out to be effective in many problems arising in perturbation theory. I propose an abstract version of the KAM theorem to gather these different results.

Introduction

The KAM iteration scheme was first proposed in order to prove the stability of invariant tori in Hamiltonian systems. It was initially conceived, by Kolmogorov, as a Newton type iteration in which each successive step gives a new function defined over some smaller neighbourhood. These neighbourhoods form a decreasing sequence which finally converges to some neighbourhood. At each step of the iteration, the space of functions on the given neighbourhood is a Banach space. In this way, we get a nested sequence of vector spaces forming a directed system of Banach spaces.

This KAM process has been adapted to many other cases (see for instance [21, 23]). The purpose of this paper is to provide a common abstract KAM theorem. It is part of the program I proposed to solve the Herman conjecture (see [8]).

The first steps in the construction of an abstract perturbation theory were done by Moser, who suggested a theoretical approach based on infinite dimensional group actions and implicit function theorems. This led Hamilton, Sergeraert and Zehnder to the well-established theory of implicit function theorems in Fréchet spaces [9, 12, 19, 26].

These authors already emphasised that the application of implicit function theorems to concrete situation might be quite subtle: the linearised problem should be solved in a whole neighbourhood and not just in one point, the group should admit some non trivial type of parametrisations etc. It is therefore tempting to provide a general statement for group actions in infinite dimensional spaces. For locally homogeneous space, the question was tackled by Sergeraert in his thesis [19] (see also [5]). Zehnder tried to go further but could not get more than a heuristic (see [26, Chapter 5]).
In this paper, I will continue Moser’s program by including KAM theory as a study of infinite dimensional group actions in the analytic case.

In many points, the axiomatisation I will present might seem similar to Zehnder’s formalisation of the Nash-Moser theorem \[13, 15, 26\]. It is in fact different: unlike Fréchet spaces, we consider directed systems of Banach spaces and not inverse ones. In the analytic theory, the direct limit of the system corresponds to the space of germs of holomorphic functions while the inverse limit of a projective system correspond to the space of holomorphic functions on some fixed open neighbourhood.

This difference between direct and inverse limits can be better understood, if we consider the following Cauchy problem in two variables:

\[
\partial_t u = \partial_z u, \quad u(t=0, \cdot) = u_0.
\]

If \(u_0\) a convergent power series then so is the solution \(u(t, z) = u_0(t + z)\) to this Cauchy problem. Now, we change our functional space and take the Fréchet space of holomorphic functions in some fixed open disk, that is, instead of a direct limit of Banach spaces, we consider an inverse one.

In general, for fixed \(t\), the solution \(u(t, z) = u_0(t + z)\) is no longer holomorphic in the initial disk, so there is no solution to our initial value problem in this Fréchet space. Note that, this remark is an essential ingredient in the proof of the abstract Cauchy-KovalevskaTa theorem \[3, 14, 16, 17, 18\].

Now, denote respectively by \(\mathbb{C}\{z\}\) and \(\mathbb{C}\{t, z\}\) the algebra of convergent power series in \(z\) and in \(z, t\). The solutions to our Cauchy problem are given by the exponential mapping

\[
\mathbb{C}\{z\} \rightarrow \mathbb{C}\{t, z\}, \quad u_0 \mapsto e^{t\partial_z} u_0 = u_0(t + z).
\]

So the existence of the solution is related to the existence of an exponential. More generally, we will prove the existence of an exponential map for some direct limits of Banach spaces.

In KAM theory the situation is more subtle: we need to consider directed systems depending on two parameters, one of which controls the construction of a Cantor-like set. This leads to the definition of Arnold spaces and gives a conceptual approach to the ultra-violet cutoff technique used in 1963 by Arnold in his proof of the KAM theorem \[4\]. As we shall see, our abstract KAM theorem turns out to be a consequence of the properties shared by exponential mappings in Arnold spaces.

1. **Group actions and normal forms**

Let \(G\) be a Lie group acting on a finite dimensional smooth \(C^\infty\) manifold \(V\). We wish to describe the \(G\)-orbits in the neighbourhood
of a point \( a \in V \). This means that we search a submanifold \( W \subset V \) containing \( a \in V \) for which the map

\[
G \times W \mapsto V, \quad (g, x) \mapsto g \cdot x
\]

is locally surjective at \((1, a)\). Such a manifold \( W \) is called a transversal to the \( G \)-action at \( a \in V \). Of course, one may take \( W \) to be \( V \) itself and this will define a trivial transversal. We are rather interested in finding a minimal \( W \), our transversal will be optimal if

\[
\dim G + \dim W = \dim V.
\]

One way of finding transversals consists in linearising the action in the neighbourhood of \( a \).

The action of \( G \) induces an action of its Lie algebra \( g \) on the tangent space to \( V \) at \( a \) called the infinitesimal action. For simplicity, let us assume that \( V \) is an affine space \( a + M \) inside a vector space \( E \). In that case, the tangent space to \( V \) at \( a \) gets identified with \( M \) and the infinitesimal action satisfies

\[
e^{tv}(a + b) = a + tv \cdot a + o(t), \quad v \in g.
\]

We say that a vector subspace \( F \subset M \) is a transversal to the \( g \)-action at \( a \in E \) if the map

\[
g \longrightarrow M/F, \quad v \mapsto v \cdot a
\]

is surjective.

The following proposition is a consequence of the implicit function theorem

**Proposition 1.1.** Let \( G \) be a Lie group acting on an affine subspace \( a + M \) of a finite dimensional vector space \( E \). If \( F \) is a transversal to the \( g \)-action then it is also a transversal to the \( G \)-action.
The element of a transversal for the linearised action are then called *normal forms*. Reduction theory of endomorphisms and the Jordan normal form correspond to the adjoint action of $G = GL(n, \mathbb{C})$ on its Lie algebra, so here $E = M = g$. If $a$ is diagonal with non-multiple eigenvalues then the $n$-dimensional vector space of diagonal matrices defines a transversal to the adjoint action at $a$. The general case was studied by Arnold in [2].

One may also consider infinite dimensional variants. In singularity theory, one studies the case where $G$ is the infinite dimensional automorphism group of a local ring. The corresponding Lie algebra consists of vector fields and the exponential mapping takes a vector field to its flow. One can prove similar propositions, in this setting, called the *versal deformation and finite determinacy theorems* [14, 24].

Note that it is customary no to use the exponential but rather to associate the automorphism $\text{Id} + v$ to a vector field $v$. These are the type of special parametrisations necessary to apply implicit function theorems in Fréchet spaces.

In symplectic geometry, this has catastrophic consequences since for a hamiltonian vector field $v$, the automorphism $\text{Id} + v$ will not be symplectic. The exponential mapping can nevertheless be avoided if we use generating function techniques, as Arnold did in his paper of 1963, but this involves a difficult analysis. Therefore, we shall prefer the exponential parametrisation.

Up to a certain extent the proposition above can be adapted for lagrangian singularities and integrable systems [6, 7, 20, 25].

But KAM theory is much more difficult in essence. For in this case, the group acts on a directed systems of vector spaces, that we shall call *Arnold spaces*.

There is no general theory of infinite dimensional Lie groups in this context, therefore we will consider only actions of closed subgroups of invertible linear mappings. For simplicity, we consider linear actions.

As there are no Lie groups in the infinite dimensional context, there are also no Lie algebras. These are replaced by some closed vector subspaces of linear mappings. These linear mappings, called *1-bounded morphisms*, generalise vector fields. Our exponential map is going to be defined from the space of 1-bounded morphisms to that of invertible morphisms. This process is similar to the one which takes a vector field to its flow. Let us now proceed to the formal definitions.
2. Scaled vector spaces

**Definition 2.1.** An $S$-scaled vector space is a directed system of Banach spaces $E = (E_s)$ indexed by the open interval $]0,S[$ such that the maps in the directed system are injective with norm at most one.

So, in a scaled vector space $(E_t)$ the maps of the directed system

$$f_{ts} : E_t \rightarrow E_s, \ t > s$$

are continuous mappings of Banach spaces with $\|f_{ts}\| \leq 1$. As a vector space $E$ is the direct sums of the $E_s$. It is a topological vector space for the product topology.

Sometimes we omit to specify $S$ and write that $E$ is a scaled vector space.

For $x = x_1 + \cdots + x_n \in \bigoplus_{i=1}^n E_{t_i}$, we define

$$|x|_s := \begin{cases} |f_{t_1s}(x_1) + \cdots + f_{t_ns}(x_1)| & \text{if } t_i \geq s, \ \forall i \\ +\infty & \text{otherwise} \end{cases}$$

There is a trivial $S$-scaled vector space associated to any Banach space $V$ given by the identity mappings

$$E_t \xrightarrow{\text{Id}} E_s, \ E_t = E_s = V$$

for $s, t \in ]0,S[.$

A **morphism** of $S$-scaled vector spaces

$$u = (u_t) : E \rightarrow F, \ t \in ]0,S[$$

is given by a function

$$\phi : ]0,S[ \rightarrow ]0,S[$$

and a collection of continuous linear mappings of Banach spaces from $E_t$ to $F_{\phi(t)}$ which commute to the morphisms of the directed system. This means that for any $t_1 > t_2 > 0$, we have a commutative diagram

$$\begin{array}{ccc}
E_{t_1} & \xrightarrow{u_{t_1}} & E_{t_2} \\
\downarrow & & \downarrow \\
F_{s_1} & \xrightarrow{u_{t_2}} & F_{s_2}
\end{array}$$

with $s_i = \phi(t_i)$. Note that we omit to specify $\phi$ in the notation of a morphism.

This defines the **category of scaled vector spaces**.

We denote by $\mathcal{L}(E,F)$ the vector space of morphisms from $E$ to $F$ and when $E = F$, we simply write $\mathcal{L}(E)$ for $\mathcal{L}(E,E)$. The space $\mathcal{L}(E,F)$ is endowed with the strong topology.
A scaled vector space $E$ admits many types of decreasing filtrations. The most simple one is given by the subvector spaces

$$E^{(k)} = \{ x \in E : \exists C, \tau, |x|_s \leq Cs^k, \forall s \leq \tau \}, \ k \geq 0.$$  

We call it the canonical filtration. It will be used systematically.

The following two definitions give an abstract form of differential operators.

**Definition 2.2** ([5]). Let $E, F$ be $S$-scaled vector spaces. A $\tau$-morphism, $\tau < S$, is a collection of morphisms

$$(u_\sigma, \phi_\sigma) : E \longrightarrow F, \ \sigma \in ]0, \tau]$$

with $\phi_\sigma(t) = t - \sigma$ and such that we have a commutative diagram

$$
\begin{align*}
E_s & \xrightarrow{u_{\sigma_1}} E_{s+\sigma_1} \\
F_s & \xrightarrow{u_{\sigma_2}} F_{s+\sigma_2}
\end{align*}
$$

for any $s \in ]0, S[\), $\sigma_1 \geq \sigma_2$.

For each $\sigma \in ]0, S[\), we have an evaluation map which assigns to a $\tau$-morphism $(u, \phi)$ the morphism $(u_\sigma, \phi_\sigma)$. Due to the fact that these evaluations are compatible with the maps of the direct system, we abusively write $\tau$-morphisms as morphisms: $E \longrightarrow F$.

**Definition 2.3** ([5]). Let $E, F$ be scaled vector spaces. A $\tau$-morphism $u$ is called $k$-bounded if there exists a real number $C > 0$ such that:

$$|u(x)|_s \leq \frac{C}{(t-s)^k} |x|_t, \ \text{for any} \ s < t \leq \tau, \ x \in E_t.$$  

For simplicity, we will assume that, for $k = 0$, the condition also holds for $s = t$, so that $u$ maps $E_t$ to $F_t$. This assumption is unessential but it simplifies some of the notations.

A morphism is called $k$-bounded (resp. bounded) if there exists $\tau$ (resp. exist $\tau$ and $k$) for which it is a $k$-bounded $\tau$-morphism.

We denote by $N_k^{\tau}(u)$ the smallest constant $C$ which satisfy the estimate in Definition 2.3 divided by $e = 2, 71 \ldots$:

$$N_k^{\tau}(u) := \sup \{(t-s)^k \frac{|u_n(x)|_s}{e|x|_t} : s < t \leq \tau, x \in E_t\}$$

It defines a norm for the space $\mathcal{B}_k^{\tau}(E, F)$ of $k$-bounded $\tau$-morphisms.

We denote by $\mathcal{B}^k(E, F)$ the vector space of $k$-bounded morphisms between $E$ and $F$. One easily checks that the normed vector subspaces $(\mathcal{B}_k^{\tau}(E, F), N_k^{\tau})$, $\tau \in ]0, S[\)$ define an $S$-scaling of $\mathcal{B}^k(E, F)$.
Proposition 2.4. Let $u$ be a 1-bounded $\tau$-morphism. If the estimate $N_s^1(u) < s$ holds for any $s \leq \tau$ then the expansion

$$ e^n := \sum_{j \geq 0} \frac{u^j}{j!} $$

converges to a morphism in $\mathcal{L}(E)$. Moreover, if

$$ \nu := \frac{N_\tau^1(u)}{(\tau - s)} < \frac{1}{2} $$

one has the estimates

1) $|e^n x|_s \leq 2|x|_\tau$ ;
2) $|(e^{-u}(\text{Id} + u) - \text{Id})x|_s \leq 4|x|_\tau \nu^2$ ;
3) $|(e^{-u} - \text{Id})x|_s \leq 2|x|_\tau \nu$.

Proof. Take $x \in E_t$ and choose $s < t$. As $u$ is 1-bounded by cutting the interval $[s, t]$ into $n$ equal pieces, we get that :

$$ |u^n(x)|_s \leq \frac{n^n}{e^n(t - s)^n} (N_\tau^1(u))^n |x|_t. $$

Using Stirling formula, we get that

$$ \lim \left( \frac{n^n}{n!} \right)^{1/n} = e, $$

thus : 

$$ \frac{N^n(u^n)}{n!} \leq N_\tau^1(u)^n. $$

The previous estimate shows that

$$ |e^n x|_s \leq \sum_{j \geq 0} \frac{(N^n(u))^{j^2}}{(t - s)^j} |x|_t = \frac{1}{1 - \nu} |x|_t. $$

This proves the convergence of the exponential. As for $\nu \leq 1/2$, we have $1/(1 - \nu) \leq 2$. This proves the first estimates by taking $t = \tau$.

Let us now prove the second estimate. The expansion

$$ e^{-u}(\text{Id} + u) - \text{Id} = \sum_{n \geq 0} \frac{(n + 1)}{(n + 2)!} (-1)^{n+1} u^{n+2} $$

gives

$$ \left| \sum_{n \geq 0} (-1)^{n+1} \frac{(n + 1)}{(n + 2)!} u^{n+2}(x) \right|_s \leq |x|_\tau \sum_{n \geq 0} \frac{(n + 1)}{(\tau - s)^{n+2}} N_\tau^1(u)^{n+2} = \frac{\nu^2}{(1 - \nu)^2} |x|_\tau. $$

As

$$ \frac{1}{(1 - \nu)^2} \leq 4, \ \forall \nu \in \left[0, \frac{1}{2}\right], $$

we get the estimate 2). The proof of 3) is similar, we leave it to the reader. \[\square\]
Note that, by definition, for \( u \in \mathcal{B}^k(E)(2) \), there exists \( C > 0 \) such that

\[
N^k_s(u) \leq Cs^2.
\]

for any \( s \) small enough. In this case, the conditions of Proposition 2.4 are automatically satisfied for \( \tau \) small enough.

3. Arnold spaces

**Definition 3.1.** An \( S \)-pre-Arnold space \( E_\bullet \) is a product of \( S \)-scaled vector spaces indexed by \( \mathbb{N} := \mathbb{N} \cup \{+\infty\} : \)

\[
E_\bullet := \prod_{n \in \mathbb{N}} E_n.
\]

As for scaled vector spaces, we sometimes omit the index \( S \). We endow pre-Arnold spaces of the direct product topology.

A map of pre-Arnold spaces \( u_\bullet : E_\bullet \rightarrow F_\bullet \) is a morphism if

i) \( u_\bullet(E_n) \subset F_n, \forall n \in \mathbb{N} ; \)

ii) the map \( u_\bullet \) induces morphisms of scaled vector spaces \( u_n : E_n \rightarrow F_n. \)

This defines the category of pre-Arnold spaces. In Arnold spaces, \( \tau \)-morphisms and \( k \)-bounded \( \tau \)-morphism are defined componentwise. We define the norm of a \( k \)-bounded \( \tau \)-morphism

\[
u_\bullet : E \rightarrow F
\]

as the sequence

\[
N^k_{\tau}(u_\bullet) := (N^k_{\tau}(u_n)).
\]

So it is not a norm in the usual sense of it, but rather a sequence of norms.

The filtrations defined for scaled vector spaces extend naturally to pre-Arnold spaces, for instance :

\[
x_\bullet \in E_\bullet^{(k)} \iff x_n \in (E_n)^{(k)}, \forall n \in \mathbb{N}.
\]

**Definition 3.2.** An \( S \)-Arnold space \( E_\bullet \) (or simply an Arnold space) is a directed system of \( S \)-scaled vector spaces indexed by \( \mathbb{N} \cup \{\infty\} \) and such that the morphisms of the directed system

\[
r_{ij} : E_i \rightarrow E_j, \ i, j \in \mathbb{N} \cup \{\infty\}, \ i < j
\]

are 0-bounded with norm at most one.

Note that \( E_\infty \) is the limit of the directed system.

The maps \( r_{nm} \) are called restriction morphisms. For simplicity, they are assumed to be 0-bounded, this condition can be relaxed by \( k \)-bounded for arbitrary \( k \geq 0. \)
The category of Arnold spaces is the full subcategory of pre-Arnold spaces having for objects Arnold spaces. In particular, a morphism of Arnold spaces does NOT necessarily commute to restriction mappings.

Example 1. Let $K_n \subset \mathbb{R}^d$ be a decreasing sequence of compact subsets and put $K_\infty = \bigcap_n K_n$. Consider the Banach space $C^0(K_n, \mathbb{R})$ together with the trivial scaling. The product space

$$E_\bullet := \prod_{n \in \mathbb{N} \cup \{\infty\}} E_n, \quad E_n := C^0(K_n, \mathbb{R})$$

is a pre-Arnold spaces space. The maps

$$C^0(K_i, \mathbb{R}) \to C^0(K_{i+j}, \mathbb{R}), \quad f \mapsto f|_{K_{i+j}}$$

induce restriction mappings $r_{i+j}$. This induces an Arnold space structure on $E_\bullet$.

Here are some conventions to simplify the notations:

i) we use the notation $r_m$ for the restriction map from $E_n$ to $E_m$ instead of $r_{nm}$;

ii) we use the notation $r$ for the restriction map from $E_n$ to $E_\infty$ instead of $r_{n\infty}$;

iii) for $x \in E_\bullet$ which projects to $(E_n)_s$, we denote by $|x|_{n,s}$ the norm of its projection;

iv) given morphisms $u : E_n \to E_n, \quad v : E_{n+k} \to E_{n+k}$ we write $vu$ for the composed map $vr_{n+k}u$.

Note that there is a natural functor from the category of scaled vector spaces to that of Arnold spaces by taking the product with itself

$$F : SVS \to AS, \quad E \mapsto E_\bullet := E \times E \times E \times \cdots$$

Restriction mappings are simply identity mappings.

In particular any linear group action on a scaled vector space might be seen as an action on the associated Arnold space. In concrete example, this explains why diophantine conditions can sometimes be relaxed to Bruno type conditions in small denominator problems. For instance, if we use this functor to prove Siegel’s linearisation theorem for vector fields at singular points, then one can show that the diophantine condition is replaced by Bruno’s condition [4, 22]. If we use it in Kolmogorov’s invariant tori theorem then we end up with the tameness condition which will be explained in the sequel.

4. Convergence of infinite products

We now arrive at our first important theorem. The theorem that we shall now prove gives a criterion for proving the convergence for the KAM iterative process. It shows the relevance of exponential maps in scaled vector spaces.
Theorem 4.1. Let \( u : E \rightarrow E \) be a 1-bounded \( \tau \)-morphism of an Arnold space. Assume that there exists \( \lambda \in ]0,1[ \) such that the norm of \( u \) satisfies the estimate
\[
\sum_{n \geq 0} N^1_s(u_n) \leq (1 - \lambda)s
\]
for any \( s \leq \tau \), then the sequence \( (r g_n) \) defined by
\[
g_n = e^{u_n} \cdots e^{u_1} e^{u_0}
\]
converges in \( \mathcal{L}(E_0, E_\infty) \) and maps continuously the Banach space \( (E_0)_s \) to \( (E_\infty)_\rho \) with \( \rho = \lambda(1 - \lambda) \).

Proof. To prove the theorem, we start with the

Lemma 4.2. Let \( u \) be a 1-bounded \( \tau \)-morphism such that \( N^1_s(u_i) < s \) for any \( i \geq 0 \). For any \( s \leq \tau \) and any \( x \in (E_0)_s \), we have the estimate
\[
|g_n x|_{n, \lambda s} \leq \frac{1}{1 - \frac{1}{(1-\lambda)s} \sum_{i \geq 0} N^1_s(u_i)} |x|_{s,0}
\]
provided that \( \lambda \) is such that
\[
\max_{i \leq n} \frac{1}{(1-\lambda)s} N^1_s(u_i) < 1.
\]

Proof. Denote by \( C_{j,n} \subset \mathbb{Z}^j \), the multi-indices \( I = (i_1, \ldots, i_j) \) with coordinates in \( \{0, \ldots, n\} \). We have the formula
\[
\frac{1}{1 - \alpha(\sum_{k=0}^{n} z_k)} = \sum_{j \geq 0} \alpha^j \sum_{I \in C_{j,n}} z_I, \; z_I := z_{i_1} z_{i_2} \cdots z_{i_j}
\]
for any \( \alpha \in \mathbb{R}, \; I = (i_1, i_2, \ldots, i_n) \).

For \( I = (i_1, \ldots, i_j) \in C_{j,n} \), we denote by \( \sigma(I) \) the vector whose components are obtained by permuting those of \( I \) in such a way that \( \sigma(I)_p \geq \sigma(I)_{p+1} \).

We put
\[
u[I] := u_{\sigma(I)_1} u_{\sigma(I)_2} \cdots u_{\sigma(I)_j}, \; I \in C_{j,n}.
\]
We expand \( g_n \) and collect the terms in the following way :
\[
g_n = \sum_{j \geq 0} \frac{1}{j!} (\sum_{I \in C_{j,n}} u[I]) = 1 + \sum_{i=0}^{n} u_i + \frac{1}{2} (\sum_{i=0}^{n} u_i^2 + \sum_{j=0}^{n} \sum_{i=j+1}^{n} 2u_i u_j) + \ldots .
\]

Fix \( s \) and put
\[
z_I := N^1_s(u_{i_1}) N^1_s(u_{i_2}) \cdots N^1_s(u_{i_n}).
\]

The inequality
\[
\frac{1}{j!} N^j_s(u[I]) \leq \prod_{p=0}^{j} N^1_s(u_{i_p}) = z_I
\]
implies that

\[ |u[I](x)|_{n,\lambda s} \leq \left( \frac{1}{(1-\lambda) s} \right)^j z_I |x|_{s,0}, \quad \forall \lambda \in ]0, 1[. \]

Put

\[ \alpha = \frac{1}{(1-\lambda) s}, \]

we get the estimate

\[ |g_n x|_{n,\lambda s} \leq \left( \sum_{j \geq 0} \alpha^j \sum_{I \in C_{j,n}} z_I \right) |x|_{s,0} = \frac{1}{1 - \alpha \sum_{k=0}^n z_k} |x|_{s,0}. \]

This proves the lemma. \( \square \)

Fix \( s \in ]0, \tau[ \) and denote by \( \| \cdot \|_{a,n} \) the operator norm in the vector space \( \mathcal{L}((E_0)_s, (E_n)_{\alpha s}) \).

The preceding lemma gives the estimate

\[ \|g_n\|_{\lambda,n} \leq C, \quad C := \frac{1}{1 - \frac{1}{(1-\lambda) s} \sum_{i \geq 0} N^1_{\lambda s}(u_i)}. \]

Thus the sequence \( (g_n) \) defines by a uniformly bounded sequence in \( \mathcal{L}((E_0)_s, (E_\infty)_{\lambda s}) \).

We have

\[ \sup_{i \geq 0} N^1_{\lambda s}(u_i) < \rho s, \quad \rho := (1-\lambda) \lambda. \]

I assert that the sequence with elements \( \|g_n - r_n g_{n-1}\|_{\rho,n} \) is convergent. To see it write \( g_n - r_n g_{n-1} = (e^{u_n} - \text{Id}) r_n g_{n-1} \) where \( \text{Id}_n \in \mathcal{L}(E_n) \) denotes the identity mapping.

By Proposition 2.4 we get that:

\[ \|(e^{u_n} - \text{Id}_n)y\|_{\rho,n} \leq \left( \sum_{j \geq 0} \frac{(N^1_{\lambda s}(u_n))^{j+1}}{(\rho s)^{j+1}} \right) |y|_{n,\lambda s} = \frac{1}{1 - \mu - \frac{N^1_{\lambda s}(u_n)}{\lambda s}} \frac{N^1_{\lambda s}(u_n)}{\lambda s} |y|_{n,\lambda s}. \]

Take \( y = g_n x \), this gives the estimate

\[ \|(e^{u_n} - \text{Id}_n)g_{n-1}\|_{\rho,n} \leq \frac{C}{1 - \lambda - \frac{N^1_{\lambda s}(u_n)}{\lambda s}} \frac{N^1_{\lambda s}(u_n)}{\lambda s}. \]

We proved that

\[ \|g_n - r_n g_{n-1}\|_{\rho,n} \leq K \frac{N^1_{\lambda s}(u_n)}{\lambda s} \]

with

\[ K := \sup_{n \geq 0} \frac{C}{1 - \lambda - \frac{N^1_{\lambda s}(u_n)}{\lambda s}}. \]
Thus the sequence \((rg_n)\), \(n \geq j\) defines a Cauchy sequence in the Banach space \(L((E_0)_s, (E_\infty)_\rho s)\). This proves the theorem. □

5. **The abstract KAM theorem**

The notions of morphisms and bounded morphisms extend to pre-Arnold spaces but these are not be sufficient to prove the convergence of our iterative procedure of the abstract KAM theorem. So we need a third notion which generalises the diophantine condition of the KAM theorem: tameness.

Unlike the diophantine condition which can be seen as a notion for scaled vector spaces, tameness is specific to morphisms between Arnold spaces.

We say that an increasing real positive sequence \(p := (p_n)\) is *tamed* if

\[
\sum_{n \geq 0} \frac{\log p'_n}{2^n} < +\infty, \quad p'_n := \max(1, p_n).
\]

For instance, the sequence \((e^{A_n})\) is tamed provided that \(A < 2\). This condition was introduced by Bruno in the context of diophantine approximation for linearising vector fields [4].

**Definition 5.1.** A \(k\)-bounded \(\tau\)-morphism between pre-Arnold spaces

\[ u_\bullet = (u_n) : E_\bullet \rightarrow F_\bullet \]

is called \(k\)-tamed if the sequence \(N^k_\tau(u_\bullet) = (N^k_\tau(u_n))\) is tamed.

We denote by \(M^k(E_\bullet, F_\bullet)\) the vector space of \(k\)-tamed morphisms and for \(E_\bullet = F_\bullet\), we write \(M^k(E_\bullet)\) instead of \(M^k(E_\bullet, E_\bullet)\). It is a vector subspace of \(k\)-bounded morphisms, therefore it admits a natural filtration

\[ M^k(E_\bullet, F_\bullet) \subset M^k(E_\bullet, F_\bullet) (1) \subset M^k(E_\bullet, F_\bullet) (2) \subset \cdots \]

Observe that we have an inclusion of vector spaces

\[ M^k(E_\bullet, F_\bullet) \subset B^k(E_\bullet, F_\bullet) \subset L(E_\bullet, F_\bullet) \]

for any \(k \geq 0\).

We now give a nonlinear definition of tameness. Given a sequence \(r = (r_n)\), we define the \(k\)-ball centred at the origin in \(E_\bullet\) of radius \(r\) by putting

\[ B(r, k) = \bigcup_t B(r,k)_{n,t}, \quad B(r,k)_{n,t} = \{ x \in E_{n,t} : |x|_{n,t} < r_n k^t \}. \]
Definition 5.2. Let $r$ be a real sequence and $k$ a positive integer. A map of Arnold spaces $f : E_\bullet \supset B(r, k) \rightarrow F_\bullet$ is tamed by a sequence $(p_n), p_n^{-1} < r_n$, if there exists $C > 0$ such that

$$|x|_{n,t} \leq \frac{(t - s)^k}{p_n} \implies |f(x)|_{n,s} \leq C$$

and $(p_n)$ is tamed.

A tamed (linear) morphism is, of course, a tamed mapping.

If a map is tamed by a sequence, then this sequence is not unique. It can nevertheless be chosen in the following appropriate way:

Proposition 5.3. Let $r$ be a real sequence and $k$ a positive integer and $f : E_\bullet \supset B(r, k) \rightarrow F_\bullet$ a map of Arnold spaces tamed by a sequence $(p_n)$. For any $C \geq 1$ and any $A \in [1, 2]$, the map is tamed by a sequence $(q_n)$ such that

i) $q_n \geq e^{A^n}, \forall n \in \mathbb{N}$;

ii) $q_n^2 \geq C q_{n+1}, \forall n \in \mathbb{N}$;

iii) there exists $N$ such that $q_n = p_n, \forall n > N$.

Proof. The proof is elementary. For instance, to get i) just replace $(p_n)$ by

$$\max(e^{A^n}, p_n).$$

To get ii) and iii), note that if $(p_n)$ is tamed then there exists $N$ such that

$$p_n^2 \geq C p_{n+1}, \forall n \geq N.$$

We replace $(p_n)$ by

$$p'_n = C \max_{i \leq N} p_i, \forall n < N$$

and $p'_n = p_n$ for $n \geq N$. This proves the proposition.

We now define approximated inverses of linear mappings in Arnold spaces. To do this, we first introduce a new filtration on a scaled vector space: the harmonic filtration. The filtration depends on the choice of $d \geq 0$. For a given scaled vector space $E$, the terms of the filtration are defined by

$$\mathcal{H}^k_d(E_t) = \{ x \in E_t : |x|_s \leq \frac{1}{(t - s)^d} \left( \frac{s}{t} \right)^{2k} |x|_t, \forall s < t \}.$$

In the classical KAM theorem, it is the filtration with respect to the degrees of the harmonics appearing in the Fourier expansion of a function.

We may now proceed to the definition of a quasi-inverse:
Definition 5.4. Let \( u : E_\bullet \rightarrow F_\bullet \) be a morphism of Arnold spaces. A right \( d \)-quasi inverse of a morphism \( u : E_\bullet \rightarrow F_\bullet \) is a morphism \( v : F_\bullet \rightarrow E_\bullet \) such that
\[
y - uv(y) \in \mathcal{H}_d^n(F_n), \text{ for any } n \in \mathbb{N}, y \in F_n.
\]

There is a natural notion of bounded splitting in an Arnold space that we shall also use in our formulation of the theorem: if \( E_\bullet \) is an Arnold space, we say that \( F_\bullet, G_\bullet \) define a \( k \)-bounded splitting of \( E_\bullet \) if
1) \( E_\bullet \) is the direct sum of \( F_\bullet \) and \( G_\bullet \);
2) the subspaces are \( F_\bullet \) and \( G_\bullet \) are closed;
3) the projections on each factor is \( k \)-bounded with norm at most one.

Theorem 5.5. Let \( E_\bullet \) be an Arnold space, \( M_\bullet \) a closed subspace of \( E_\bullet^{(\mu)} \) for some \( \mu \geq 0 \) and \( F_\bullet, G_\bullet \) an \( m \)-bounded splitting of \( M_\bullet \), for some \( m \geq 0 \). Consider a vector subspace \( g_\bullet \subset M_1(E_\bullet)^{(2)} \) which leaves \( G_\bullet \) invariant and let \( a \in E_0 \) be such that \( g_\bullet \) maps \( a \) in \( G_\bullet \). We consider the linear maps
\[
\rho(\alpha) : g_\bullet \rightarrow G_\bullet, u \mapsto u(a + \alpha).
\]
Assume that for some \( k, l \geq 0 \) and some sequence \( r : \)
A) for each \( \alpha \in F_\bullet \), there is a \( k \)-tamed right quasi-inverse \( j(\alpha) \in \mathcal{M}^k(G_\bullet, g_\bullet) \) of \( \rho(\alpha) \);
B) the map \( j : F_\bullet \supset B(r, l) \rightarrow \mathcal{M}^l(G_\bullet, g_\bullet), \alpha \mapsto j(\alpha) \) is \( l \)-tamed;
C) \( \mu > 2k + l + m + 2 \)
then for any \( b \in M_0 \) and any \( A \in ]1, 2[ \), there exists a 1-tamed morphism \( u_\bullet = (u_n) \) of \( E_\bullet \) such that
1) \( u_i \in g_i \);
2) \( N_1(u_n) < s^{k+l+m+2}e^{-An} \) for any \( s \) sufficiently small and any \( n \geq 0 \);
3) \( g(a + b) = r(a)(\text{mod } F_\infty) \) where \( g \) is the limit of the sequence \( (e^{u_n}e^{u_{n-1}} \ldots e^{u_1}e^{u_0})_{n \in \mathbb{N}} \subset \mathcal{L}(E_0, E_\infty) \).

6. Proof of the abstract KAM theorem

We use an iteration similar to the one introduced by Kolmogorov and modified by Arnold in the proof of the KAM theorem [11, 10].

The iterative process. The iteration depends on the choice of some appropriate integer \( N \), that will be fixed later. We define
\[
\phi : \mathbb{N} \rightarrow \mathbb{N}
\]
by
\[
\phi(n) = \begin{cases} N & \text{for } n \leq N \\ n & \text{for } n > N \end{cases}
\]
Denote respectively by $\pi_F : M \to F$, $\pi_G : M \to G$ the projections to $F$ and $G$.

We define inductively the sequences $(\beta_n)$, $(u_n)$ by putting

$$
\beta_0 = b, \quad u_0 = j(0)(b);
$$

$$
\begin{cases}
\beta_{n+1} = e^{-u_n}(a_n + \beta_n) - a_{n+1}; \\
u_{n+1} = j\left(\sum_{i=0}^{n} \alpha_i\right)\pi_G(\beta_{n+1})
\end{cases}
$$

where

$$
\begin{cases}
\alpha_n = \pi_F(u_n(a_n) - \beta_n) = \pi_F(-\beta_n); \\
\gamma_n = \pi_G(u_n(a_n) - \beta_n) \\
a_{n+1} = a_n + \alpha_n.
\end{cases}
$$

I assert that if $(u_n)$ tends exponentially fast to zero as stated in part i) of the theorem and if $(\beta_n)$ tend to zero then this implies ii) and concludes the proof of the theorem. Indeed, by Theorem 4.1 the sequence

$$
g_n := e^{u_n}e^{u_{n-1}} \cdots e^{u_1}e^{u_0}
$$

converges to a morphism $g$. By taking the image under $r$ in the equality

$$
a_{n+1} + \beta_{n+1} = r_{n+1} g_n(a + b)
$$

and passing to the limit, we get that :

$$
r(a) = g(a + b) \pmod{F_\infty}.
$$

This proves assertion.

**Choice of a subdirected system.** Let $E_\bullet$ be an Arnold space. Any decreasing real positive sequence $(s_n)$ defines a doubly directed system of Banach spaces

$$
\begin{array}{cccccc}
(E_0)_{s_0} & \rightarrow & (E_0)_{s_1} & \rightarrow & (E_0)_{s_2} & \rightarrow & \cdots \\
\downarrow & & \downarrow & & \downarrow & & \\
(E_1)_{s_0} & \rightarrow & (E_1)_{s_1} & \rightarrow & (E_1)_{s_2} & \rightarrow & \cdots \\
\downarrow & & \downarrow & & \downarrow & & \\
(E_2)_{s_0} & \rightarrow & (E_2)_{s_1} & \rightarrow & (E_2)_{s_2} & \rightarrow & \cdots \\
\downarrow & & \downarrow & & \downarrow & & \\
\cdots & & \cdots & & \cdots & & \cdots
\end{array}
$$

We shall now construct a sequence $(s_n)$ having a non zero limit $s_\infty$. Then, we will interpret the sequence $(\beta_n)$, $n \in \overline{\mathbb{N}}$, with $\beta_\infty = 0$, as an element of the Arnold space which belongs to the directed system $(E_n)_{s_n}$, $n \in \overline{\mathbb{N}}$. 
Let \((p_n)\) be a sequence for which the map \(j\) is tamed bounded by \(C > 1\). According to Proposition 5.3 without loosing any generality, we may assume that \((p_n)\)
\[ p_n \geq e^{A_n}, \quad p_n^2 \geq C^2 p_{n+1} 2^{4k+2l+2m+5} \]
for any \(n \in \mathbb{N}\).

Next, we consider the sequence \((\rho_n)\) defined by :
\[ \rho_n := \frac{p_{n+1}^{-1/2}}{2^n} \]
As \((p_n)\) satisfies Bruno’s condition, the infinite product \(\prod_{n \geq 0} \rho_n\) is strictly positive.

**Lemma 6.1.** There exists a constant \(C' \geq 1\) such that
\[ 1 - \rho_n \geq \frac{1}{C' e^{2^n}} \]

**Proof.** As \((p_n)\) is tamed, there exists a constant \(C' \geq 1\) such that
\[ p_n \leq C' e^{2^n} \]
We have
\[ 1 - \rho_n = 1 - \frac{p_{n+1}^{-1/2}}{2^n} = 1 - e^{-\frac{\log p_{n+1}}{2^n}}. \]
Now
\[ 1 - e^{-X} \geq \frac{X}{a} \quad \text{for} \quad X \in [0, \log a], \]
for \(a > 1\). Moreover
\[ \frac{\log p_{n+1}}{2^n} \leq \frac{\log C'}{2^n} + 2 \leq \log C' + 2 \]
thus
\[ 1 - (p_{n+1})^{-1/2} = 1 - e^{-\frac{\log p_{n+1}}{2^n}} > \frac{\log p_{n+1}}{C' e^{2^n}}. \]
By definition of \((p_n)\), we have
\[ \frac{\log p_{n+1}}{2^n} \geq \frac{A^{n+1}}{2^n} > \frac{1}{2^n}. \]
This proves the lemma. \(\square\)

We now define the sequence \((s_n)\) by :
\[ s_{n+1} := \rho_n^5 s_n. \]
and put
\[ \lim_{n \to +\infty} s_n = s_\infty = \left( \prod_{n \geq 0} \rho_n \right)^5 s_0 > 0. \]

We now define the sequence \((\sigma_n)\) defined by
\[ \sigma_n := \frac{s_\infty}{C' e^{2^n}} = \left( \prod_{n \geq 0} \rho_n \right)^5 s_0. \]
the initial term $s_0$ will be fixed below. The previous lemma shows that:

$$s - \rho_n s \geq \sigma_n$$

provided that $\rho_n s \geq s_\infty$.

**Initialisation of the induction.** For $s$ sufficiently small, we denote $|\alpha_n|_s$ the norm of $\alpha_n$ in $(E_n)_s$ instead of $|\alpha_n|_{n,s}$ and similarly for the other sequences involved in the iteration. By multiplication of all norms by a constant, we may also assume that:

$$|a|_{s_0} \leq \frac{1}{4}.$$  

This will simplify our estimates when applying Proposition 2.4.

Define the sequence $(\varepsilon_n)$ by putting

$$\varepsilon_n = p_n^{-1} \sigma_n^{2k+l+m+2}.$$  

Note that the estimate

$$p_n^2 \geq C^2 p_{n+1}^{2k+2l+2m+4}$$

implies that

$$C^2 \varepsilon_n^2 \leq \varepsilon_{n+1} \sigma_{n+1}^{2k+l+m+2}.$$  

The sequences $(\rho_n)$, $(\sigma_n)$ defined above depend on the choice of $s_0$. According to condition C), we may choose $s_0 < 1$ small enough such that the estimates i), ii) below hold for $n = 0$:

i) $|\alpha_n|_{\rho_n s_n} \leq \varepsilon_n$;

ii) $|\beta_n|_{s_n} \leq \varepsilon_n$;

iii) $|\gamma_n|_{\rho_n s_n} \leq \frac{1}{6} \varepsilon_{n+1} \sigma_{n+1}^m$.

We choose $N$ in the definition of $\phi$ such that

$$p_n^{-2\phi(n)-n} \leq \sigma_{n+1}^{d+m} \varepsilon_n.$$  

for any $n \in \mathbb{N}$. With this choice, we have the :

**Lemma 6.2.** For any $\gamma \in \mathcal{H}^{(n)}(E_n)_s$, we have the estimate

$$|\gamma|_{\rho_n s} \leq \sigma_{n+1}^m \varepsilon_n |\gamma|_s$$

provided that $\rho_n s \geq s_\infty$.

**Proof.** As $\gamma \in \mathcal{H}^{(n)}(E_n)_s$, we have that

$$|\gamma|_{\rho_n s} \leq \frac{1}{\sigma_n^d} \rho_n^{2\phi(n)} |\gamma|_s.$$  

The definition of $(\rho_n)$ implies that

$$\frac{1}{\sigma_n^d} \rho_n^{2\phi(n)} \leq \frac{1}{\sigma_n^d} p_n^{-2\phi(n)-n} \leq \sigma_{n+1}^m \varepsilon_n.$$  

This concludes the proof of the lemma.  \qed
To conclude the proof of the theorem, we need to show the validity of the estimates i), ii) and iii). We will do this by induction. So, we assume that i), ii) and iii) are proved up to index $n$.

**Estimate for $u_n$.** We put $\alpha_{-1} = 0$. We have as $p_i^{-1} \leq p_n^{-1}$ for $i \leq n$, using i), we get that

$$\sum_{i=-1}^{n-1} |\alpha_i| p_i s_i \leq p_n^{-1} \sum_{i=0}^{n-1} \sigma_i^{2k+l+m+2} \leq p_n^{-1} s_\infty.$$

As the map $j$ is $l$-tamed by the sequence $(p_n)$, we get the estimate:

$$N_{p_{n-1}s_n}^1 (j_n(\sum_{i=-1}^{n-1} \alpha_i)) \leq C.$$

Thus $u_n = j(\sum_{i=0}^{n-1} \alpha_i)(\beta_n)$ satisfies the inequality

$$N_{p_n s_n}^1 (u_n) \leq \frac{C}{\sigma_n^k} |\beta_n| s_n.$$

Combined with ii), we get that:

$$(*) \quad N_{p_n s_n}^1 (u_n) \leq C \varepsilon n \sigma_n^{-k}.$$

We now write $\beta_{n+1}$ as

$$\beta_{n+1} = A_n + B_n + C_n,$$

with

$$\begin{align*}
A_n &:= (e^{-u_n}(\text{Id} + u_n) - \text{Id})a_n ; \\
B_n &:= (e^{-u_n} - \text{Id})\alpha_n ; \\
C_n &:= e^{-u_n} \gamma_n.
\end{align*}$$

**Estimate for $A_n$.** By Proposition 2.4 we get the estimate:

$$|A_n| \leq \frac{N_{\rho_n s_n}^1 (u_n)^2}{\sigma_n^2}.$$

Using (*) at index $n$, we get that:

$$|A_n| \leq C^2 \varepsilon_n^2 \sigma_n^{-2k-2}$$

and

$$C^2 \varepsilon_n^2 \sigma_n^{-2k-2} \leq \frac{1}{3} \varepsilon_{n+1} \sigma_{n+1}^m.$$
Estimate for $B_n$. Applying again Proposition 2.4, we get the estimate:

$$|B_n|_{s_n+1} \leq 2\frac{N_{\rho_n s_n}}{\sigma_n} |\alpha_n|_{\rho_n^s s_n}.$$ 

The induction hypothesis and (*) at index $n$ then gives:

$$|B_n|_{s_n+1} \leq 2C_\varepsilon^2 \sigma_n^{-k-1}$$

and

$$2C_\varepsilon^2 \sigma_n^{-k-1} \leq \frac{1}{3} \varepsilon_{n+1} \sigma_{n+1}^m.$$ 

Estimate for $C_n$. Proposition 2.4 gives the estimate:

$$|C_n|_{s_n+1} \leq 2|\gamma_n|_{\rho_n^s s_n} \leq \frac{1}{3} \varepsilon_{n+1} \sigma_{n+1}^m.$$ 

Estimate for $\beta_{n+1}$. The three estimates for $A_n, B_n$ and $C_n$ imply that

$$|\beta_{n+1}|_{s_n+1} \leq \varepsilon_{n+1} \sigma_{n+1}^m.$$ 

This proves ii) at index $n+1$.

Estimate for $\alpha_{n+1}$. As the projections $\pi_F$ and $\pi_G$ are $m$-bounded with norm at most one, we get using the estimates for $A_n, B_n, C_n$:

$$|\pi_F(\beta_{n+1})|_{\rho_{n+1}^{s_n+1}} \leq \varepsilon_{n+1}.$$ 

and similarly for $\pi_G$. As $\alpha_{n+1} = \pi_F(\beta_{n+1})$ this proves i) at index $(n+1)$.

Estimate for $\gamma_{n+1}$. The map $\pi_G$ is $m$-bounded with norm at most one and

$$\gamma_{n+1} = \pi_G(\beta_{n+1}) - \pi_G(u_{n+1}(a_{n+1})).$$

We have

$$|\pi_G(\beta_{n+1})|_{\rho_{n+1}^{s_n+1}} \leq \varepsilon_{n+1}.$$ 

We now estimate the second term in the right-hand side:

$$|\pi_G(u_{n+1}(a_{n+1}))|_{\rho_{n+1}^{s_n+1}} \leq \sigma_{n+1}^{-m} |u_{n+1}(a_{n+1})|_{\rho_{n+1}^{s_n+1}}.$$ 

Using (*) at index $(n+1)$, we get the estimate

$$|u_{n+1}(a_{n+1})|_{\rho_{n+1}^{s_n+1}} \leq \varepsilon_{n+1} \sigma_{n+1}^{-m-k}.$$ 

Combining these estimates with the ones for $\beta_n$, we get that:

$$|\gamma_{n+1}|_{\rho_{n+1}^{s_n+1}} \leq (1 + \sigma_{n+1}^{-m-k}) \varepsilon_{n+1}.$$ 

Now, we use Lemma 6.2 and get the inequality:

$$|\gamma_{n+1}|_{\rho_{n+1}^{s_n+1}} \leq \sigma_{n+2}^m \varepsilon_{n+1} |\gamma_{n+1}|_{\rho_{n+1}^{s_n+1}} \leq (1 + \sigma_{n+1}^{-m-k}) \sigma_{n+2}^m \varepsilon_{n+1} \leq \frac{1}{6} \sigma_{n+2}^m \varepsilon_{n+2}.$$ 

This proves iii) at index $n+1$ and concludes the proof of the theorem.
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