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Abstract

This paper describes Naver Papago’s submission to the WMT21 shared triangular MT task to enhance the non-English MT system with tri-language parallel data. The provided parallel data are Russian-Chinese (direct), Russian-English (indirect), and English-Chinese (indirect) data. This task aims to improve the quality of the Russian-to-Chinese MT system by exploiting the direct and indirect parallel resources. The direct parallel data is noisy data crawled from the web. To alleviate the issue, we conduct extensive experiments to find effective data filtering methods. With the empirical knowledge that the performance of bilingual MT is better than multi-lingual MT and related experiment results, we approach this task as bilingual MT, where the two indirect data are transformed to direct data. In addition, we use the Transformer, a robust translation model, as our baseline and integrate several techniques, averaging checkpoints, model ensemble, and re-ranking. Our final system provides a 12.7 BLEU points improvement over a baseline system on the WMT21 triangular MT development set. In the official evaluation of the test set, ours is ranked 2nd in terms of BLEU scores.

1 Introduction

We participate in the WMT21 triangular machine translation task, using the direct and indirect parallel data to improve Russian-to-Chinese machine translation. The provided data consists of one noisy web corpus (Russian-Chinese, direct translation) and two combined bitexts from several public resources (English-Chinese/Russian, indirect). Such cases frequently occur in both actual translation services and research. In particular, this task is crucial in scenarios where we need to improve the performance of non-English translations or low-resource languages with high-resource parallel data.

Previous works deal with the triangular MT using several methods such as pivot-translation (Cheng et al., 2017), transfer learning (Kim et al., 2019), pre-trained multi-lingual MT (Liu et al., 2020; Tang et al., 2020) and so on.

In this paper, we explore existing novel techniques to integrate them for the triangular MT tasks. The original direct parallel degrades the translation quality of the model due to the noisy parts containing not well-aligned sentence pairs, erroneous characters, or the wrong language ID. To discard the noise parts of the noisy web corpus, we filter out data with sequence length, length ratio, language ID, de-duplication, and the sentence similarity computed with pre-trained multi-lingual language model (LaBSE, Feng et al., 2020). In preliminary experiments, we approached this task in three main ways: bilingual MT, multi-lingual MT, and fine-tuning the pre-trained multi-lingual translation model (i.e., mBART). As shown in Section 4, we found that the bilingual MT outperforms the others. Thus, to augment the Russian-to-Chinese corpus, we conduct two types of data augmentation: (1) back-translation on the discarded monolingual Chinese data from noise-refining steps and (2) translation using English as pivot language on two indirect bilingual data (e.g., feed English of English-Chinese data to English-to-Russian translation model to augment Russian-Chinese data).

In detail, we generate the synthetic data by using different decoding methods such as beam search, sampling, and adding noise to beam search outputs. Our submission systems use 12-layer Transformer architecture. Furthermore, we exploit ensemble, averaging checkpoints, and noisy-channel re-ranking techniques to mitigate the over-fitting problem or improve the generalization capability in the test set.

To find suitable methods for triangular MT, we conduct extensive experiments, where all neural machine translation (NMT) systems are evaluated against the development set released in the WMT21
triangular MT shared task. Our final submission improves about 12.7 and 8.9 BLEU points compared to the organizer’s baseline system on the development set and test set, respectively.

2 Approaches

2.1 Data Pre-processing

On all three corpora, we apply data normalization such as unifying punctuation marks and parentheses. For Chinese, we convert the traditional Chinese to Simplified Chinese using the open-source toolkit HanziConv\(^1\) For all languages, we apply a language-specific tokenizer as a pre-tokenization step. We use NLTK\(^2\) for English and Russian, jieba\(^3\) for Chinese. And then, we apply joint multilingual Byte-Pair Encoding (BPE, Sennrich et al. 2016) to the pre-tokenized corpus with 75K merge-operations and 10K character limitation using the open-source toolkit Transformers\(^4\).

2.2 Data Filtering

The provided parallel corpus contains a certain amount of noisy parts, which affects the translation quality. Thus, we eliminate noisy parts with the following heuristics rules:

- Filtering out sentence pairs containing more than 256 tokens.

- Filtering out sentence pairs consisting of characters of other languages than a predefined threshold. For this sake, we use an in-house language detector. We determine the threshold experimentally.

- Filtering out sentence pairs with source/target length ratio exceeding 1.5 (Ott et al., 2019).

- Filtering out duplication in corpora (Khayrallah and Koehn, 2018; Ott et al., 2019). There are 4 options as follows: filtering out (1) duplicate sentence pairs (It is called Pair-dedup. in Table 3); (2) duplicate source sentences (Src-only-dedup.); (3) duplicate target sentences (Tgt-only-dedup.); (4) duplicate source and duplicate target sentences (Src&Tgt-dedup.).

\(^1\)https://github.com/berniey/hanziconv
\(^2\)https://www.nltk.org
\(^3\)https://github.com/fxsjy/jieba
\(^4\)https://github.com/huggingface/transformers

**Table 1: The amount of the sentence pairs**

| Systems          | RU-ZH | EN-ZH | RU-EN |
|------------------|-------|-------|-------|
| Original         | 33M   | 28M   | 69M   |
| + Basic Filter   | 22M   | 19M   | 50M   |
| + De-duplicate   | 18M   | 15M   | 42M   |
| + LaBSE Filter   | 13M   | 12.7M | 39.3M |

- Filtering out sentence pairs according to the cosine similarity of the sentence pair. To this end, we feed the sentence pair to LaBSE (Feng et al., 2020) and calculate the cosine similarity score of the sentence pair. Then, we discard sentence pairs whose cosine similarity score falls below a certain threshold. From here on, it is called LaBSE filtering.

We conducted experiments on the de-duplication and LaBSE filtering to find an optimal combination of them in subsection 4.1. Based on the results, we remove the duplicate sentence pairs and set the threshold of LaBSE filtering to 0.5 in our experiment. Table 1 shows the amount of the sentence pairs after filtering.

2.3 Data Augmentation

To augment the direct bilingual data (Russian-to-Chinese), we generate synthetic bilingual sentence pairs on three data: one monolingual data (Chinese), two indirect parallel data (English-Chinese, and Russian-English). The Chinese monolingual corpora filtered out in the filtering step are translated back to Russian by the Chinese-to-Russian translation model (back-translation). To utilize indirect parallel data, we first train English-to-Chinese and English-to-Russian translation systems using provided corpora. Then we acquire synthetic Russian-Chinese pairs translating English sentences of English-Chinese data to Russian sentences using the trained English-to-Russian MT system (back-translated synthetic corpus). In the same way as before, we also acquire synthetic Russian-Chinese pairs translating English sentences of Russian-English data to Chinese using the English-to-Chinese MT system (forward-translated synthetic corpus). In this paper, we use the Transformer-Big model to augment the direct bilingual. In the future, we would thoroughly ex-
plore several methods to improve further the quality of augmented data, such as using a bigger model and iterative back-translation Hoang et al. (2018).

Following Edunov et al. (2018), we use various decoding strategies, including maximum a-posteriori (MAP) and non-MAP methods for effective data augmentation. In detail, there are five decoding methods: (1) beam search; (2) sampling; (3) sampling top 10; (4) noising beam outputs; (5) noising beam outputs only with sentences longer than 5. The sampling top 10 method is to restrict the sampling method to the \( k \) highest-scoring outputs at every decoding step. The noising beam outputs method denotes to add three types of noise such as random permutation over tokens, deleting some tokens, and masking some tokens. Edunov et al. (2018) demonstrated that the non-MAP decoding methods such as (2)-(5) outperform pure beam search.

In our experiments, we generate the five synthetic bilingual data using the different decoding methods. We train five models with each synthetic data embracing data variation. Performance of each way is described in Table 4. In the final submission, we choose a combination of (1) beam search, (2) sampling, and (3) restricted noising beam outputs experimentally. After generating the synthetic bilingual data, we apply the data filtering schemes described in section 2.2 to them. We upsample bitext data to maintain a 1-to-1 ratio of real to synthetic bitext during the training phase.

2.4 Model

In our experiments, we adopt three Transformer architectures.

- **Transformer-Base** with a 6-layers encoder-decoder and a model dimension of 512 as used in Vaswani et al. (2017).

- **Transformer-Big** with a 6-layers encoder-decoder and a model dimension of 1024 as used in Vaswani et al. (2017).

- **Transformer-Large** is similar to Transformer-Big model except that it uses a 12-layers encoder-decoder with pre-norm (Wang et al., 2019).

To boost the performance of the translation model, we average the parameters acquired from various epochs obtained in a training phase and then ensemble the averaged checkpoints involving various variations in terms of data. Moreover, we perform a grid search for decoding hyper-parameters such as length penalty and beam size to find the best performance. We conduct preliminary experiments using the Transformer-Big model to find (sub)optimal configurations in data filtering, data augmentation, hyper-parameters, and so on. Then, based on the observations, we apply the (sub)optimal configurations to the Transformer-Large model.

2.5 Noisy-Channel Re-ranking

The noisy channel re-ranking (Yee et al., 2019) applies Bayes’ rule to decoding:

\[
p(y|x) = \frac{p(x|y)p(y)}{p(x)},
\]

where \( x \) is source sequence and \( y \) is hypothesis sequence in translation task. Since \( p(x) \) is constant for all \( y \), re-ranking score for each hypothesis candidate can be reconstruct as follows:

\[
\lambda_1 \log p(y|x) + \lambda_2 \log p(x|y) + \lambda_3 \log p(y),
\]

where \( \lambda, \alpha \) are tunable weights, \(|y|\) is length of hypothesis sequence, and \( p(y|x), p(x|y), p(y) \) denote score of forward model, backward model, and language model, respectively.

In a preliminary experiment, we used several publicly released Chinese language models and found that they caused performance degradation. In addition, we used another scoring metric (inverse document frequency similar to BARTScore (Yuan et al., 2021)) when re-ranking, but this did not give any performance gain. Due to time and resource constraints, we could not fully explore our own Chinese language model.

3 Experiments and Results

3.1 Experiment Setup

Our base system is based on the Transformer-Large with an embedding size of 1024, 12 encoder and decoder layers, 12 attention heads, shared source and target embedding, the sinusoidal positional embedding, and pre-norm. We train with a batch size of 3584 tokens and optimize the model parameters using Adam optimizer with a learning rate 1e-3 \( \beta_1=0.9 \) and \( \beta_2 = 0.98 \), learning rate warm-up

5https://huggingface.co
As shown in Table 2, our final model outperforms about +12.7 BLEU compared to the organizer’s systems. In detail, we got the most significant performance improvement in scaling up the Transformer model. Through the data filtering process, our model achieved an improvement of about 1 BLEU. By augmenting the Russian-to-Chinese corpus, our model obtained a gain of about 1.5 BLEU. When model-level methods such as averaging parameters, ensemble, and re-ranking were applied, the BLEU score could be raised again by 1.5.

### 4 Discussions

#### 4.1 Analysis of Data Filtering

In order to verify the impact of various data filtering methods on translation performance, we conduct experiments on the direct parallel corpus (i.e., Russian-to-Chinese). As shown in Table 3, we can see that the performance improves even though we have removed more than half of the data, which means that the original data is quite noisy.

To find the best threshold value for the LaBSE filtering, we executed an additional experiment in which the threshold range is set from 0.0 to 0.9. The threshold 0.0 denotes that the filtering is not applied, and threshold 0.9 means filtering out the sentence pairs whose cosine similarity score falls below 0.9. As can be seen from the results in Figure 1a, we set the threshold value of LaBSE filtering to 0.5 in our final system. Figure 1b shows the distribution of cosine similarity scores on training data. In contrast to the distribution of the train data, that of the WMT21 triangular MT development set is clustered around 0.8. It means that the train data contain many noisy sentence pairs (nearby cosine similarity score 0.2) in terms of LaBSE sentence similarity.

#### 4.2 Analysis of Data Augmentation

We evaluate the impact of the different decoding methods for data augmentation. Table 4 shows the experiment results, which are consistent with Edunov et al. (2018). We observed that sampling and noise beam search are more effective than vanilla beam search. In particular, it is more effective to limit adding noise only to sentences longer than 5 (Noising beam*). As shown in the Table 4, none of the decoding strategies demonstrates superior performance. Therefore we ensemble models
trained with the different decoding methods. As a result, the ensemble model performs better, as seen in the Table 2. In an additional experiment, we also find that the performance of the augmentation (back-translation) models has a significant impact on the performance of the forward model as suggested in Hoang et al. (2018).

4.3 Bilingual MT vs Multi-lingual MT

We experimented with two ways to fully utilize the triangular MT data: to transform the indirect parallel data into direct parallel data and use them for bilingual MT as described in subsection 2.3; the another is to use the all provided data for multilingual MT. From the experiment result, we observed that the bilingual MT outperforms the multilingual MT by 1 BLEU point, and the multi-lingual MT requires more training time due to upsampling specific direction data.

4.4 Pre-trained Multi-lingual Language Model

Recently, fine-tuning pre-trained multi-lingual MT models (Liu et al., 2020; Tang et al., 2020) showed remarkable performance in multi-lingual translation scenarios. To explore the effectiveness of fine-tuning a pre-trained multi-lingual translation model for triangular MT, in the Table 5, we conducted experiments using mBART50 (Tang et al., 2020) on several datasets: (1) the augmented RU2ZH with beam search; (2) the augmented RU2ZH with noising beam search; (3) the RU-ZH and EN-ZH data; (4) the RU-ZH, EN-ZH, and RU-EN data. We use the Transformer-Large equal to mBART50 in model size as a baseline model for a fair compar-

Table 4: Further experiment results with different decoding methods for data augmentation in Transformer-Big. The Before augment. denotes applying the basic filtering, de-duplication (pair), and LaSBE filtering to data. The asterisk(*) mark denotes the restriction to sentences with the length of tokens longer than 5.

| Systems         | #Sentence | BLEU  |
|-----------------|-----------|-------|
| Before augment. | 13M       | 29.6  |
| Beam            | (13+45)M  | 30.2 (+0.6) |
| Sampling        | (13+54)M  | 30.7 (+1.0) |
| Sampling top 10 | (13+47)M  | 30.5 (+0.9) |
| Noising beam    | (13+45)M  | 30.3 (+0.6) |
| Noising beam*   | (13+45)M  | 30.8 (+1.1) |

Table 5: Comparison between Transformer trained from scratch and fine-tuned mBART50 in an aspect of BLEU score. The asterisk(*) mark denotes augmentation with noising beam search. The M2ZH and M2M indicate RU2ZH&EN2ZH and RU2ZH&EN2ZH&RU2ZH, respectively.

| Systems                  | Data       | BLEU  |
|--------------------------|------------|-------|
| Transformer-Large        | RU2ZH*     | 31.3  |
| mBART50                  | RU2ZH      | 30.3 (-1.0) |
| mBART50                  | RU2ZH*     | 30.9 (-0.4) |
| mBART50                  | M2ZH       | 29.4 (-1.9) |
| mBART50                  | M2M        | 30.3 (-1.1) |
ison. For fine-tuning mBART, the WMT21 triangular MT development set is used to compute the stopping criterion, and the models are fine-tuned for a minimum of 10 and a maximum of 20 epochs. In general, mBART transfer learning is known to be effective in low-resource language data. Fine-tuning mBART does not work well when large enough data are available. As can be seen from the experimental results, it is more effective to train the model from scratch after data augmentation.

5 Conclusion

This paper depicts Papago’s submissions to the WMT21 triangular MT shared task. We have conducted extensive experiments using various techniques such as data filtering, data augmentation, model ensembling, and re-ranking in the triangular MT scenario. Except for existing techniques, we also have tried to apply data filtering with LaBSE sentence score and data augmentation using pivot language and demonstrated their effectiveness in translation performance. As a result, our system achieves the second record according to the released official results.
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