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1 Introduction

1.1 Basic notions

We consider the 2-dimensional isentropic compressible Euler equations

\[
\begin{align*}
\partial_t \rho + \text{div}_x(\rho \mathbf{v}) &= 0, \\
\partial_t (\rho \mathbf{v}) + \text{div}_x(\rho \mathbf{v} \otimes \mathbf{v}) + \nabla_x [p(\rho)] &= 0,
\end{align*}
\]

(1.1)
where the density $\rho = \rho(t,x) \in \mathbb{R}^+$ and the velocity $v = v(t,x) \in \mathbb{R}^2$ are functions of the time $t \in [0,\infty)$ and the position $x = (x_1,x_2) \in \mathbb{R}^2$.

Additionally we consider the polytropic pressure law $p(\rho) = K \rho^\gamma$ with a constant $K \in \mathbb{R}^+$ and the adiabatic coefficient $\gamma \geq 1$. In particular $p''(\rho) \geq 0$ for all $\rho > 0$, i.e. $p$ is a convex function.

We are interested in solutions to the Cauchy problem consisting of the Euler system (1.1) and the initial data
\begin{equation}
\rho(0,x) = \rho_0(x),
\end{equation}
\begin{equation}
n(0,x) = n_0(x).
\end{equation}

First we will clarify what we understand by the notion “solution”.

**Definition 1.1** *(weak solution)* A weak solution to the Cauchy problem (1.1), (1.2) is a pair of functions $(\rho,v) \in L^\infty([0,\infty) \times \mathbb{R}^2, \mathbb{R}^+ \times \mathbb{R}^2)$ such that for all test functions $(\psi, \phi) \in C^\infty_c((0,\infty) \times \mathbb{R}^2, \mathbb{R} \times \mathbb{R}^2)$ the following identities hold:
\begin{align*}
\int_0^\infty \int_{\mathbb{R}^2} (\rho \frac{\partial \psi}{\partial t} + \rho v \cdot \nabla_x \psi) \, dx \, dt + \int_{\mathbb{R}^2} \rho_0(x) \psi(0,x) \, dx &= 0,
\int_0^\infty \int_{\mathbb{R}^2} (\rho v \cdot \nabla_x \phi + \rho v \otimes v : D_x \phi + p(\rho) \text{div}_x \phi) \, dx \, dt \\
&\quad + \int_{\mathbb{R}^2} \rho_0(x)v_0(x) \cdot \phi(0,x) \, dx = 0.
\end{align*}

Let $\varepsilon$ denote the internal energy which is given by $p(\rho) = \rho^2 \varepsilon'(\rho)$. In the case of polytropic pressure law one gets $\varepsilon(\rho) = \frac{K \rho^{\gamma-1}}{\gamma-1}$ if $\gamma > 1$ and $\varepsilon(\rho) = K \log(\rho)$ if $\gamma = 1$.

**Definition 1.2** *(admissible weak solution or entropy solution)* A weak solution is admissible if for every non-negative test function $\phi \in C^\infty_c((0,\infty) \times \mathbb{R}^2, \mathbb{R}^+)$ the following inequality is fulfilled:
\begin{align*}
\int_0^\infty \int_{\mathbb{R}^2} \left( \rho \varepsilon(\rho) + \rho \frac{|v|^2}{2} \right) \frac{\partial \phi}{\partial t} + \left( \rho \varepsilon(\rho) + \rho \frac{|v|^2}{2} + p(\rho) \right) v \cdot \nabla_x \phi \, dx \, dt \\
&\quad + \int_{\mathbb{R}^2} \left( \rho_0(x) \varepsilon(\rho_0(x)) + \rho_0(x) \frac{|v_0(x)|^2}{2} \right) \phi(0,x) \, dx \geq 0.
\end{align*}

### 1.2 Initial data considered in this paper

We consider initial data of the following type, namely
\begin{align*}
\rho(0,x) &= \rho_0(x) := \begin{cases} 
\rho_- & \text{if } x_2 < 0 \\
\rho_+ & \text{if } x_2 > 0.
\end{cases} \\
n(0,x) &= n_0(x) := \begin{cases} 
v_- & \text{if } x_2 < 0 \\
v_+ & \text{if } x_2 > 0.
\end{cases}
\end{align*}
The Riemann problem for the multidimensional isentropic system of gas dynamics is ill-posed where $\rho_{\pm} \in \mathbb{R}^+$ and $v_{\pm} \in \mathbb{R}^2$ are constants. We denote the components of the velocities as $v_- = (v_{-1}, v_{-2})^T$, resp. $v_+ = (v_{+1}, v_{+2})^T$. Furthermore we suppose that $v_{-1} = v_{+1}$, which means that the component of the velocity which is parallel to the discontinuity is equal on both sides of the discontinuity. In other words the problem under consideration is a one-dimensional Riemann problem extended to two dimensions. The initial data is illustrated in figure 1.
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Solving the one-dimensional Riemann problem that corresponds to problem (1.1), (1.3) and extending the solution to two space dimensions yields an admissible weak solution to the two-dimensional problem (1.1), (1.3). We will denote this solution as standard solution.

**Proposition 1.3** (see [4, Lemma 2.4]) Let $\rho_{\pm} \in \mathbb{R}^+$ and $v_{\pm} \in \mathbb{R}^2$ be given constants, where $v_{-1} = v_{+1}$.

1. If

$$v_{+2} - v_{-2} \geq \int_0^{\rho_-} \frac{\sqrt{p'(r)}}{r} \, dr + \int_0^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr,$$

then the standard solution to the problem (1.1), (1.3) consists of a 1-rarefaction and a 3-rarefaction. The intermediate state $(\rho_M, v_{M1}, v_{M2})$ is a vacuum state, i.e. $\rho_M = 0$.

2. If

$$\left| \int_{\rho_-}^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr \right| < v_{+2} - v_{-2} < \int_0^{\rho_-} \frac{\sqrt{p'(r)}}{r} \, dr + \int_0^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr,$$
then the standard solution to the problem (1.1), (1.3) consists of a 1-rarefaction and a 3-rarefaction. The intermediate state \((p_M, v_{M1}, v_{M2})\) is given by

\[
p_M < \min \{ \rho_-, \rho_+ \},
\]

\[
v_{+2} - v_{-2} = \int_{p_M}^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr + \int_{\rho_M}^{\rho_-} \frac{\sqrt{p'(r)}}{r} \, dr,
\]

\[
v_{M1} = v_{-1} = v_{+1},
\]

\[
v_{M2} = v_{-2} + \int_{\rho_M}^{\rho_-} \frac{\sqrt{p'(r)}}{r} \, dr.
\]

3. If

\[
\left| \int_{\rho_-}^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr \right| = v_{+2} - v_{-2},
\]

then the standard solution to the problem (1.1), (1.3) consists of one rarefaction. More precisely this rarefaction is a 1-rarefaction if \(\rho_- > \rho_+\) and a 3-rarefaction if \(\rho_- < \rho_+\).

4. If \(\rho_- > \rho_+\) and

\[
- \sqrt{\frac{(\rho_- - \rho_+)(p(\rho_-) - p(\rho_+))}{\rho_- \rho_+}} < v_{+2} - v_{-2} < \int_{\rho_-}^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr,
\]

then the standard solution to the problem (1.1), (1.3) consists of a 1-rarefaction and a 3-shock. The intermediate state \((p_M, v_{M1}, v_{M2})\) is given by

\[
p_+ < p_M < \rho_-,
\]

\[
v_{+2} - v_{-2} = \int_{\rho_M}^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr - \sqrt{\frac{(p_M - \rho_+)(p(\rho_M) - p(\rho_+))}{\rho_M \rho_+}},
\]

\[
v_{M1} = v_{-1} = v_{+1},
\]

\[
v_{M2} = v_{-2} + \int_{\rho_M}^{\rho_-} \frac{\sqrt{p'(r)}}{r} \, dr.
\]

5. If \(\rho_- < \rho_+\) and

\[
- \sqrt{\frac{(\rho_- - \rho_+)(p(\rho_-) - p(\rho_+))}{\rho_- \rho_+}} < v_{+2} - v_{-2} < \int_{\rho_-}^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr,
\]

then the standard solution to the problem (1.1), (1.3) consists of a 1-shock and a 3-rarefaction. The intermediate state \((p_M, v_{M1}, v_{M2})\) is given by

\[
p_- < p_M < \rho_+,
\]

\[
v_{+2} - v_{-2} = \int_{\rho_M}^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr - \sqrt{\frac{(p_M - \rho_-)(p(\rho_M) - p(\rho_-))}{\rho_M \rho_-}},
\]

\[
v_{M1} = v_{-1} = v_{+1},
\]

\[
v_{M2} = v_{-2} - \sqrt{\frac{(p_M - \rho_-)(p(\rho_M) - p(\rho_-))}{\rho_M \rho_-}}.
\]
The Riemann problem for the multidimensional isentropic system of gas dynamics is ill-posed.

If
\[ v_t - v = -\sqrt{\frac{(\rho_\rho - \rho_\rho) (p(\rho_\rho) - p(\rho_\rho))}{\rho_\rho \rho_\rho}}, \]
then the standard solution to the problem (1.1), (1.3) consists of one shock. More precisely this shock is an 1-shock if \( \rho_\rho < \rho_\rho \) and a 3-shock if \( \rho_\rho > \rho_\rho \).

7. If
\[ v_t - v = -\sqrt{\frac{(\rho_\rho - \rho_\rho) (p(\rho_\rho) - p(\rho_\rho))}{\rho_\rho \rho_\rho}}, \]
then the standard solution to the problem (1.1), (1.3) consists of a 1-shock and a 3-shock. The intermediate state \( (\rho_{M1}, v_{M1}, v_{M2}) \) is given by
\[ \rho_{M1} = v_1 = v_1, \]
\[ v_{M2} = v_2 - \sqrt{\frac{(\rho_\rho - \rho_\rho) (p(\rho_\rho) - p(\rho_\rho))}{\rho_\rho \rho_\rho}}. \]

In each case the standard solution is admissible.

**Proof** We don’t want to present the whole proof here, but we are going to say few words about it. We have to solve the one-dimensional Riemann problem
\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho v_2)}{\partial x} = 0, \]
\[ \frac{\partial (\rho v_1)}{\partial t} + \frac{\partial (\rho v_2^2 + p(\rho))}{\partial x} = 0, \]
\[ \rho(0,x_2) = \begin{cases} \rho_\rho & \text{if } x_2 < 0, \\ \rho_\rho & \text{if } x_2 > 0. \end{cases} \]
\[ v(0,x_2) = \begin{cases} v_\rho & \text{if } x_2 < 0, \\ v_\rho & \text{if } x_2 > 0. \end{cases} \]

where the unknowns \( \rho = \rho(t,x_2) \in \mathbb{R}^+ \) and \( v = v(t,x_2) \in \mathbb{R}^2 \) are now functions of the time \( t \in [0,\infty) \) and the position \( x_2 \in \mathbb{R} \). Additionally we want the following admissibility condition to be true
\[ \partial_t \left( \rho \varepsilon(\rho) + \rho \frac{|v|^2}{2} \right) + \partial_x \left( \rho \varepsilon(\rho) + \rho \frac{|v|^2}{2} + p(\rho) \right)v_2 \leq 0. \]

It is well-known that there exists a weak solution to (1.4), (1.5), (1.6) which consists of shocks, rarefactions and contact discontinuities. By well-known methods (see textbooks, e.g. the ones by C. Dafermos [6] Chapters 7 - 9) or R. LeVeque [10] Chapters 13, 14]) one can compute this solution and one ends up with the seven cases in proposition 1.3. Parts of proposition 1.3, together with a proof can be found in [4, Lemma 2.4], too. \qed
The aim is to check if the standard solution is unique or if there are other admissible weak solutions. This question on uniqueness concerning admissible weak solutions to problem (1.1), (1.3) has been discussed in previous papers. The results are summarized in the following theorem.

**Theorem 1.4** Let $p_{\pm} \in \mathbb{R}^+$ and $v_{\pm} \in \mathbb{R}^2$ be given constants, where $v_{-1} = v_{+1}$. The following table summarizes the results on uniqueness of admissible weak solutions. In the cases where the solution is not unique, there are even infinitely many admissible weak solutions.

| Standard solution consists of                        | Case in proposition | Solution unique? | Reference |
|------------------------------------------------------|---------------------|------------------|-----------|
| two rarefactions with vacuum                         | 1                   | yes              | [2]       |
| two rarefactions, no vacuum                          | 2                   | yes              | [2], [9]  |
| one rarefaction                                      | 3                   | yes              | [2], [9]  |
| 1-rarefaction, 3-shock                               | 4                   | no               | Theorem 5.4, one example in [3] |
| 1-shock, 3-rarefaction                               | 5                   | no               | Theorem 5.4, one example in [3] |
| one shock                                            | 6                   | no               | Theorem 6.2 |
| two shocks                                           | 7                   | no               | [4]       |

For an exact proof we refer to the given references. What we want to do here is to describe the basic ideas of the papers cited in the table above.

If the standard solution is continuous, i.e. it consists only of rarefactions, it is unique. To prove this uniqueness G.-Q. Chen and J. Chen [2], and independently E. Feireisl and O. Kreml [9] use a relative entropy inequality.

If the standard solution consists of two shocks, E. Chiodaroli and O. Kreml [4] showed that there are infinitely many other admissible weak solutions. In other words the standard solution is non-unique in this case. To prove this they apply the method of convex integration, which was developed by C. De Lellis and L. Székelyhidi [7], [8] and leads to infinitely many admissible weak solutions, called wild solutions.

Similar techniques are used by E. Chiodaroli, C. De Lellis and O. Kreml [3] to show that for one particular example of initial states, to which the standard solution consists of one shock and one rarefaction, there are infinitely many other admissible weak solutions.

The cases where the initial data is such that the standard solution consists of just one shock or one shock and one rarefaction (apart from the particular example in [3]) remain open and will be covered in this paper. To show non-uniqueness we will use
the same strategy as in [4] and [3], where the crucial point is to work with an auxiliary state.

Remark 1.5 We want to add some words on the pressure laws used in the above references.

- G.-Q. Chen and J. Chen [2] write that their results hold for the same pressure law as we consider but with \( \gamma > 1 \). However it is possible to use \( \gamma = 1 \) since they only consider non-strict inequalities.
- E. Feireisl’s and O. Kreml’s [9] results hold for any convex, strictly increasing \( C^1 \)-pressure function. Hence for our pressure law, too.
- E. Chiodaroli and O. Kreml [4] use our pressure law with \( K = 1 \). However their results are true for any \( K > 0 \).

Remark 1.6 The case \( v_{-1} \neq v_{+1} \) is not considered in this paper. First results on the question on uniqueness of admissible weak solutions in this case can be found in [1].

2 A sufficient condition for non-uniqueness

This section is a summary of results by E. Chiodaroli, C. De Lellis and O. Kreml [4], [3], which are used to show non-uniqueness. We will use their results in this paper, too. We choose to cite [4], but the same definitions can be found in [3], too.

2.1 Definitions

Definition 2.1 (fan partition, see [4] Definition 4) Let \( \mu_0 < \mu_1 \) real numbers. A fan partition of \((0, \infty) \times \mathbb{R}^2\) consists of three open sets \( P_-, P_1, P_+ \) of the form

\[
\begin{align*}
P_- &= \{(t,x) : t > 0 \text{ and } x_2 < \mu_0 t \}, \\
P_1 &= \{(t,x) : t > 0 \text{ and } \mu_0 t < x_2 < \mu_1 t \}, \\
P_+ &= \{(t,x) : t > 0 \text{ and } x_2 > \mu_1 t \},
\end{align*}
\]

see figure 2.

We need to introduce the following notation. The set of real \( 2 \times 2 \) matrices which are symmetric will be denoted as \( \mathcal{S}_{2 \times 2} \), whose subset of symmetric traceless matrices is called \( \mathcal{S}_{2 \times 2}^0 \). In addition to that we write \( \text{Id} \) for the \( 2 \times 2 \) identity matrix and \( 1_P \) for the indicator function on \( P \).

Definition 2.2 (admissible fan subsolution, see [4] Definitions 5 and 6) An admissible fan subsolution to the Euler system (1.1) with initial condition (1.3) is a triple \((\overline{\rho}, \overline{v}, \overline{p}) : (0, \infty) \times \mathbb{R}^2 \rightarrow (\mathbb{R}^+ \times \mathbb{R}^2 \times \mathcal{S}_{2 \times 2}^0)\) of piecewise constant functions, which satisfies the following properties:
1. There exists a fan partition of $(0, \infty) \times \mathbb{R}^2$ and constants $\rho_1 \in \mathbb{R}^+$, $\nu_1 \in \mathbb{R}^2$ and $u_1 \in \mathcal{S}_0^{2 \times 2}$, such that
\[
(\bar{\rho}, \bar{\nu}, \bar{u}) = \sum_{i \in \{-, +\}} \left( \rho_i , \nu_i , \nu_i \otimes \nu_i - \frac{|\nu_i|^2}{2} \text{Id} \right) \mathbf{1}_{P_i} + (\rho_1 , \nu_1 , u_1) \mathbf{1}_{P_1},
\]
where $\rho_\pm, \nu_\pm$ are constants given by the initial condition (1.3).

2. There is a constant $C_1 \in \mathbb{R}^+$ such that
\[
\nu_1 \otimes \nu_1 - u_1 < \frac{C_1}{2} \text{Id}.
\]

3. For all test functions $(\psi, \phi) \in C_0^\infty([0, \infty) \times \mathbb{R}^2, \mathbb{R} \times \mathbb{R}^2)$ the following identities hold:
\[
\int_0^\infty \int_{\mathbb{R}^2} (\bar{\rho} \partial_t \psi + \bar{\nu} \cdot \nabla \psi) \, dx \, dt + \int_{\mathbb{R}^2} \rho_0(x) \psi(0,x) \, dx = 0,
\]
\[
\int_0^\infty \int_{\mathbb{R}^2} \left[ \bar{\rho} \bar{v} \cdot \partial_t \phi + \bar{\rho} \left( (\bar{\nu} \otimes \bar{\nu}) \mathbf{1}_{P_\pm \cup P_+} + u_1 \mathbf{1}_{P_1} \right) : \nabla \phi \right. \\
\left. + \left( p(\bar{\rho}) + \frac{1}{2} \rho_1 C_1 \mathbf{1}_{P_1} \right) \text{div} \phi \right] \, dx \, dt + \int_{\mathbb{R}^2} \rho_0(x) v_0(x) \cdot \phi(0,x) \, dx = 0.
\]

---

1 Here we have an inequality of matrices, which is meant in the sense of definiteness. That means, that $A < B$ for $A, B \in \mathcal{S}_0^{2 \times 2}$, if $B - A$ is positive definite.
4. For every non-negative test function $\varphi \in C^\infty_c([0, \infty) \times \mathbb{R}^2, \mathbb{R}^+)$ the inequality

$$\int_0^\infty \int_{\mathbb{R}^2} \left[ \left( \varphi \pounds(\varphi) + \frac{1}{2} \varphi \left( |\varphi|^2 1_{P_- \cup P_+} + C_1 \mathbf{1}_P \right) \right) \partial_t \varphi \\
+ \left( \varphi \pounds(\varphi) + p(\varphi) + \frac{1}{2} \varphi \left( |\varphi|^2 1_{P_- \cup P_+} + C_1 \mathbf{1}_P \right) \right) \mathbf{v} \cdot \nabla x \varphi \right] dx \, dt \\
+ \int_{\mathbb{R}^2} \rho_0(x) \left( \varepsilon(\rho_0(x)) + \frac{|v_0(x)|^2}{2} \right) \varphi(0, x) dx \geq 0$$

is fulfilled.

2.2 The condition

It turns out that the existence of an admissible fan subsolution implies existence of infinitely many admissible weak solutions.

**Theorem 2.3** (see [4, Proposition 3.1]) Let $(\rho_\pm, v_\pm)$ be such that there exists an admissible fan subsolution $(\varrho, \mathbf{v}, \varpi)$ to the Cauchy problem (1.1), (1.3). Then there are infinitely many admissible weak solutions $(\rho, \mathbf{v})$ to (1.1), (1.3) with the following properties:

- $\rho = \varrho$,
- $v(t, x) = \mathbf{v}(t, x)$ for almost all $(t, x) \in P_- \cup P_+$,
- $|v(t, x)|^2 = C_1$ for almost all $(t, x) \in P_1$.

For the proof we refer to [4].

3 The algebraic equations

Because of theorem 2.3 it suffices to show existence of an admissible fan subsolution in order to prove existence of infinitely many admissible weak solutions. In order to construct an admissible fan subsolution we translate definition 2.2 into a system of algebraic equations and inequalities for a set of unknown values. The following propositions can be found both in [4] and [3].

**Proposition 3.1** (see [4, Proposition 4.1]) Let $\rho_-, \rho_+ \in \mathbb{R}^+, v_-, v_+ \in \mathbb{R}^2$ be given (see initial condition (1.3)). The constants $\mu_0, \mu_1 \in \mathbb{R}$, $\rho_1 \in \mathbb{R}^+$,

$$v_1 = \begin{pmatrix} v_{11} \\ v_{12} \end{pmatrix} \in \mathbb{R}^2, \quad u_1 = \begin{pmatrix} u_{111} & u_{112} \\ u_{121} & u_{122} \end{pmatrix} \in \mathbb{R}^{2 \times 2}$$

and $C_1 \in \mathbb{R}^+$ define an admissible fan subsolution to the Cauchy problem (1.1), (1.3) if and only if they fulfill the following algebraic equations and inequalities:

- Order of the speeds:
  $$\mu_0 < \mu_1$$

(3.1)
\begin{itemize}

\item \textbf{Rankine Hugoniot conditions on the left interface:}
\begin{align} 
\mu_0 (\rho_+ - \rho_1) &= \rho_+ v_- - \rho_1 v_{12} \tag{3.2} \\
\mu_0 (\rho_+ v_+ - \rho_1 v_1) &= \rho_+ v_- v_2 - \rho_1 u_{12} \tag{3.3} \\
\mu_0 (\rho_+ v_+ - \rho_1 v_{12}) &= \rho_+ v_- v_2 + \rho_1 u_{111} + p(\rho_+) - p(\rho_1) - \rho_1 C_1 \tag{3.4}
\end{align}

\item \textbf{Rankine Hugoniot conditions on the right interface:}
\begin{align} 
\mu_1 (\rho_1 - \rho_+) &= \rho_1 v_{12} - \rho_+ v_+ \tag{3.5} \\
\mu_1 (\rho_1 v_1 - \rho_+ v_+ v_1) &= \rho_1 u_{12} - \rho_+ v_+ v_2 \tag{3.6} \\
\mu_1 (\rho_1 v_{12} - \rho_+ v_+ v_2) &= -\rho_1 u_{111} - \rho_+ v_+ v_2 + p(\rho_1) - p(\rho_+) + \rho_1 C_1 \tag{3.7}
\end{align}

\item \textbf{Subsolution condition:}
\begin{equation}
\frac{C_1}{2} - v_{12}^2 + u_{111} > \frac{C_1}{2} - v_{12}^2 - u_{111} > (u_{112} - v_{111})^2 > 0 \tag{3.8}
\end{equation}

\item \textbf{Admissibility condition on the left interface:}
\begin{equation}
\mu_0 \left( \rho_- \epsilon(\rho_-) + \rho_+ \frac{|v_-|^2}{2} - \rho_1 \epsilon(\rho_1) - \rho_1 C_1 \right) \leq (\rho_- \epsilon(\rho_-) + p(\rho_-)) v_- - (\rho_1 \epsilon(\rho_1) + p(\rho_1)) v_{12} + \rho_- v_2 - \frac{|v_-|^2}{2} - \rho_1 v_{12} - \frac{C_1}{2} \tag{3.9}
\end{equation}

\item \textbf{Admissibility condition on the right interface:}
\begin{equation}
\mu_1 \left( \rho_1 \epsilon(\rho_1) + \rho_1 C_1 - \rho_+ \epsilon(\rho_+ - \frac{|v_+|^2}{2}) \right) \leq (\rho_1 \epsilon(\rho_1) + p(\rho_1)) v_{12} - (\rho_+ \epsilon(\rho_+ + p(\rho_+)) v_{12} + \rho_1 v_{12} + \rho_1 v_{12} + \frac{C_1}{2} - \rho_+ v_2 - \frac{|v_+|^2}{2} \tag{3.10}
\end{equation}

\end{itemize}

\textbf{Remark 3.2} The above proposition(3.1) holds even if $v_- \neq v_+$. 

The equations and inequalities in proposition 3.1 can be simplified further if $v_- = v_+$, which is the content of the following proposition.

\textbf{Proposition 3.3} (see \cite{4} Lemma 4.4) Let $\rho_-, \rho_+ \in \mathbb{R}^+$, $v_-, v_+ \in \mathbb{R}^2$ with $v_- = v_+$ be given (see initial condition (1.3)). There exists an admissible fan subsolution to the Cauchy problem (1.1), (1.3) if and only if there exist constants $\mu_0, \mu_1 \in \mathbb{R}$, $\rho_1 \in \mathbb{R}^+$, $v_{12} \in \mathbb{R}$ and $\delta_1, \delta_2 \in \mathbb{R}$ such that the following algebraic equations and inequalities hold:

\begin{itemize}

\item \textbf{Order of the speeds:}
\begin{equation}
\mu_0 < \mu_1 \tag{3.12}
\end{equation}

\end{itemize}
The Riemann problem for the multidimensional isentropic system of gas dynamics is ill-posed.

Rankine-Hugoniot conditions on the left interface

\[ \mu_0 (\rho - \rho_1) = \rho - v_{-2} - \rho_1 v_{12} \]  
(3.13)

\[ \mu_0 (\rho - v_{-2} - \rho_1 v_{12}) = \rho - v_{-2} - \rho_1 (v_{12}^2 + \delta_1) + p(\rho_1) - p(\rho) \]  
(3.14)

Rankine-Hugoniot conditions on the right interface

\[ \mu_1 (\rho_1 - \rho_+) = \rho_1 v_{12} - \rho_+ v_{+2} \]  
(3.15)

\[ \mu_1 (\rho_1 v_{12} - \rho_+ v_{+2}) = \rho_1 (v_{12}^2 + \delta_1) - \rho_+ v_{+2}^2 + p(\rho_1) - p(\rho_+) \]  
(3.16)

Subsolution condition

\[ \delta_1 > 0 \]  
(3.17)

\[ \delta_2 > 0 \]  
(3.18)

Admissibility condition on the left interface

\[ (v_{12} - v_{-2}) \left( p(\rho_-) + p(\rho_1) - 2 \rho_- \rho_1 \frac{\epsilon(\rho_-) - \epsilon(\rho_1)}{\rho_- - \rho_1} \right) \leq \delta_1 \rho_1 (v_{12} + v_{-2}) - (\delta_1 + \delta_2) \frac{\rho_- \rho_1 (v_{12} - v_{-2})}{\rho_- - \rho_1} \]  
(3.19)

Admissibility condition on the right interface

\[ (v_{+2} - v_{12}) \left( p(\rho_1) + p(\rho_+) - 2 \rho_1 \rho_+ \frac{\epsilon(\rho_1) - \epsilon(\rho_+)}{\rho_1 - \rho_+} \right) \leq -\delta_1 \rho_1 (v_{+2} + v_{12}) + (\delta_1 + \delta_2) \frac{\rho_1 \rho_+ (v_{+2} - v_{12})}{\rho_1 - \rho_+} \]  
(3.20)

4 Lemmas

Later on we will also need the following lemmas.

**Lemma 4.1** (see [4, Lemma 2.1]) For all \( \rho_- \neq \rho_\pm, \rho_\pm > 0 \) it holds that

\[ p(\rho_-) + p(\rho_+) - 2 \rho_- \rho_+ \frac{\epsilon(\rho_+) - \epsilon(\rho_-)}{\rho_+ - \rho_-} > 0. \]  
(4.1)

**Proof** The lemma is proved by E. Chiodaroli and O. Kreml [4, Lemma 2.1]. They show the result for the pressure law \( p(\rho) = \rho^\gamma \), where \( \gamma \geq 1 \). In other words \( K = 1 \). However (4.1) is also true for the more general pressure law \( p(\rho) = K \rho^\gamma \), where \( K > 0 \) and \( \gamma \geq 1 \).

**Lemma 4.2** For all \( \rho_- < \rho_+ \) the following inequality is fulfilled:

\[ \int_{\rho_-}^{\rho_+} \sqrt{\frac{p'(r)}{r}} \, dr < \sqrt{\frac{(\rho_- - \rho_+) (p(\rho_-) - p(\rho_+))}{\rho_- - \rho_+}}. \]  
(4.2)
Proof First we consider the case $\gamma > 1$. In this case the integral can be computed to:

$$
\int_{\rho_-}^{\rho_+} \frac{\sqrt{p'(r)}}{r} \, dr = \frac{2}{\gamma - 1} \left( \sqrt{p'(%(\rho_+)} - \sqrt{p'(\rho_-)} \right).
$$

Hence the equation (4.2) turns into

$$
\frac{2}{\gamma - 1} \left( \sqrt{p'(\rho_+)} - \sqrt{p'(\rho_-)} \right) < \sqrt{\frac{(\rho_- - \rho_+)(p(\rho_-) - p(\rho_+))}{\rho_- - \rho_+}}.
$$

Because $p''(\rho) > 0$ for all $\rho > 0$ and $\gamma > 1$, $p'$ is increasing. Hence both sides of the above inequality are positive and therefore it is equivalent to

$$
\frac{4}{(\gamma - 1)^2} \left( \sqrt{p'(\rho_+)} - \sqrt{p'(\rho_-)} \right)^2 < \left( \frac{\rho_- - \rho_+}{\rho_- - \rho_+} \right) (p(\rho_-) - p(\rho_+))
$$

Remember that $p(\rho) = K \cdot \rho^{\gamma}$ and $p'(\rho) = K \gamma \rho^{\gamma - 1}$. Divide the inequality above by $K$ and $\rho^{\gamma - 1}$, and define $z := \frac{\rho_-}{\rho_+}$:

$$
\frac{4\gamma}{(\gamma - 1)^2} \left( z^{\gamma - 1} - 2z^{\gamma - 1} + 1 \right) < \frac{1}{z} \left( z - 1 \right) \left( z^{\gamma - 1} - 1 \right).
$$

Let

$$
f(z) := (z - 1) \left( z^{\gamma - 1} - 1 \right) - \frac{4\gamma}{(\gamma - 1)^2} \left( z^{\gamma} - 2z^{\gamma - 1} + z \right),
$$

then it is sufficient to prove that $f(z) > 0$ for all $z > 1$. It is easy to recalculate that

$$
f'(z) = (z^{\gamma - 1} + (z - 1) \gamma z^{\gamma - 1} - \frac{4\gamma}{(\gamma - 1)^2} \left( \gamma z^{\gamma - 1} - (\gamma + 1)z^{\gamma - 1} + 1 \right),
$$

$$
f''(z) = \gamma z^{\gamma - 1} + (z - 1) \gamma (\gamma - 1) z^{\gamma - 2} + \gamma z^{\gamma - 1} - \frac{4\gamma}{(\gamma - 1)^2} \left( \gamma (\gamma - 1) z^{\gamma - 2} - (\gamma + 1) \frac{\gamma - 1}{2} z^{\gamma - 1} \right)
$$

$$
= \gamma (\gamma + 1) z^{\gamma - 2} - \gamma (\gamma - 1) \frac{\gamma - 1}{2} z^{\gamma - 1}.
$$

Finally

$$
g'(z) = \frac{\gamma - 1}{2} z^{\gamma - 1} \left( z - \frac{\gamma + 1}{\gamma - 1} \right) + z^{\gamma - 1}
$$

$$
= \frac{\gamma + 1}{2} z^{\gamma - 1} \left( z - 1 \right) > 0,
$$

what implies with $g(1) = 0$ that $g(z) > 0$ for $z > 1$. Hence $f''(z) > 0$ and with $f'(1) = f(1) = 0$ we obtain the wanted property $f(z) > 0$ for all $z > 1$.

It remains to consider the case $\gamma = 1$. Here we have to show that

$$
\log \left( \frac{\rho_+}{\rho_-} \right) < \sqrt{\frac{\rho_+}{\rho_-} - \sqrt{\frac{\rho_-}{\rho_+}}},
$$

This inequality can be proved by similar methods, which we leave to the reader. □
Lemma 4.3 For all $\rho_- < \rho_M < \rho_+$ the following inequality is fulfilled:

$$\sqrt{\frac{(\rho_M - \rho_-)(p(\rho_M) - p(\rho_-))}{\rho_+ - \rho_-}} < \sqrt{\frac{(\rho_+ - \rho_-)(p(\rho_+) - p(\rho_-))}{\rho_- - \rho_+}} \quad (4.3)$$

Proof It suffices to show that

$$\frac{(\rho_M - \rho_-)(p(\rho_M) - p(\rho_-))}{\rho_M \rho_-} < \frac{(\rho_2 - \rho_-)(p(\rho_2) - p(\rho_-))}{\rho_2 \rho_-}$$

which is equivalent to

$$\frac{1}{\rho_2} \frac{p(\rho_2) - p(\rho_-)}{\rho_-} < \frac{1}{\rho_M} \frac{p(\rho_M) - p(\rho_-)}{\rho_-}.$$ 

Since $\rho_- < \rho_M < \rho_+$ and $p$ strictly increasing we obtain

$$0 < p(\rho_M) - p(\rho_-) < p(\rho_2) - p(\rho_-) \quad \text{and} \quad 0 < \frac{1}{\rho_2} - \frac{1}{\rho_M} < \frac{1}{\rho_-} - \frac{1}{\rho_2}$$

and therefore the desired inequality (4.3). \(\square\)

5 The standard solution consists of a shock and a rarefaction

Now we are ready to begin with the main part of this paper.

Remark 5.1 Because of the rotational invariance of the Euler system, it is enough to consider the case where the standard solution consists of a 1-shock and a 3-rarefaction. If it is the other way round, we just rotate the coordinate system 180 degrees to obtain a new initial data

$$(\rho_- \text{ new}, v_- \text{ new}) = (\rho_+, -v_+)$$

$$(\rho_+ \text{ new}, v_+ \text{ new}) = (\rho_-, v_-). \quad (5.1)$$

Note that the sign of the velocities changes during this transformation. In view of proposition 1.3, it is easy to check that the standard solution to the problem with rotated initial data (5.1) consists of a 1-shock and a 3-rarefaction.

Let the initial values $\rho_\pm \in \mathbb{R}^+$ and $v_\pm \in \mathbb{R}^2$ be such that the standard solution consists of a 1-shock and a 3-rarefaction. By proposition 1.3, this means that

$$\rho_- < \rho_+ \quad \text{and}$$

$$\sqrt{\frac{(\rho_- - \rho_+)(p(\rho_-) - p(\rho_+))}{\rho_- - \rho_+}} < v_{+2} - v_{-2} < \int_{\rho_-}^{\rho_+} \frac{p'(r)}{r} \, dr. \quad (5.2)$$
5.1 Existence of admissible fan subsolutions

It was shown by Chiodaroli, De Lellis and Kreml [3] that for one explicit example there exists an admissible fan subsolution and hence infinitely many admissibl weak solutions. Unfortunately there exist other examples where there are no admissible fan subsolutions, in other words, where we can not simply introduce a wedge with wild solutions. However we won’t prove this here, since we want to show existence of infinitely many admissible weak solutions for all examples of initial states that fulfill (5.2). To achieve this, we need to slightly modify the approach in [3].

First of all we want to find a criterion which tells us whether an admissible fan subsolution to given initial states, that fulfill (5.2), exists or not. In order to do this we will rearrange the equations and inequalities in proposition 3.3. The latter proposition says that we have to find six real numbers that fulfill a set of four equations and five inequalities. As in [4] the idea is now to choose two parameters and try to express the other four values as functions of these parameters, since there are four equations available. Because $\delta$ doesn’t appear in equations (3.13) - (3.16), it is a good choice to take $\delta$ as one parameter. We set $\rho_1$ to be the other parameter. We will be able to express $\mu_0, \mu_1, v_{12}$ and $\delta_1$ as functions of $\rho_1$.

Theorem 5.2 There exists an admissible fan subsolution to the Cauchy problem (1.1), (1.3) if and only if there exist constants $\rho_1, \delta_2 \in \mathbb{R}^+$ that fulfill

$$\rho_- < \rho_1 < \rho_+$$

$$\delta_2^*(\rho_1) > 0,$$

$$\left(v_{12}^*(\rho_1) - v_{-2}\right) \left(p(\rho_-) + p(\rho_1) - 2\rho_1 \epsilon(\rho_-) - \epsilon(\rho_1)\right) \frac{\rho_- - \rho_1}{\rho_- - \rho_1} \leq \delta_2^*(\rho_1) \rho_1 \left(v_{12}^*(\rho_1) + v_{-2}\right) - (\delta_2^*(\rho_1) + \delta_2) \frac{\rho_1 - \rho_1 \left(v_{12}^*(\rho_1) - v_{-2}\right)}{\rho_- - \rho_1},$$

$$(v_{+2} - v_{12}^*(\rho_1)) \left(p(\rho_1) + p(\rho_+ - 2\rho_1 \epsilon(\rho_1) - \epsilon(\rho_+)) \frac{\rho_- - \rho_1}{\rho_- - \rho_1} \leq -\delta_2^*(\rho_1) \rho_1 \left(v_{+2} + v_{12}^*(\rho_1)\right) + (\delta_2^*(\rho_1) + \delta_2) \frac{\rho_1 \rho_+ \left(v_{+2} - v_{12}^*(\rho_1)\right)}{\rho_- - \rho_1},$$

where we define the functions

$$v_{12}^*(\rho_1) := \frac{1}{\rho_1 (\rho_- - \rho_+)} \left[-\rho_- v_{-2} (\rho_+ - \rho_1) - \rho_+ v_{+2} (\rho_1 - \rho_-) - \sqrt{\left((\rho_- - \rho_+) \left(p(\rho_-) - p(\rho_+)\right) - \rho_+ \rho_- (v_{-2} - v_{+2})^2 \right) \left(\rho_1 - \rho_1\right) \left(\rho_1 - \rho_1\right)} \right]$$

(5.7)
and
\[ \delta^*_1(\rho_1) := -\frac{p(\rho_1) - p(\rho_-)}{\rho_1} + \frac{\rho_- (\rho_1 - \rho_-)}{\rho_1^2 (\rho_- - \rho_+)^2} \rho_+ (v_{-2} - v_{+2}) + \sqrt{(\rho_- - \rho_+)(p(\rho_-) - p(\rho_+)) - \rho_- \rho_+ (v_{-2} - v_{+2})^2} \frac{\rho_+ - \rho_1}{\rho_1 - \rho_-}, \]  
(5.8)

Note that these functions are well-defined for \( \rho_- < \rho_1 < \rho_+ \) and for initial states \((\rho_\pm, v_\pm)\) fulfilling \((5.2)\), which will be shown in the proof.

**Remark 5.3** In this theorem we have an “if and only if” statement. This is the reason why we denote the functions defined in \((5.7)\) and \((5.8)\) as \(v^*_{12}, \delta^*_1\) and not simply \(v_{12}, \delta_1\). If an admissible fan subsolution is given, then it is a priori not clear that the \(v_{12}, \delta_1\) given by the admissible fan subsolution are equal to the \(v^*_{12}, \delta^*_1\) defined in \((5.7)\) and \((5.8)\).

**Proof** Suppose there is an admissible fan subsolution. By proposition \(3.3\) there exist constants \(\mu_0, \mu_1 \in \mathbb{R}, \rho_1 \in \mathbb{R}_+, v_{12} \in \mathbb{R}\) and \(\delta_1, \delta_2 \in \mathbb{R}\) such that \((3.12)-(3.20)\) hold. From \((3.18)\) we have \(\delta_2 \in \mathbb{R}_+\).

Adding \((3.13)\) and \((3.15)\) and solving the result for \(\mu_1\) leads to
\[ \mu_1 = \frac{\rho_- v_{-2} + \rho_+ v_{+2} - \mu_0 (\rho_- - \rho_1)}{\rho_1 - \rho_+}. \]  
(5.9)

Next we add \((3.14)\) and \((3.16)\) and use \((3.13)\) and \((3.15)\) to obtain
\[ \mu_0^2 (\rho_- - \rho_1) + \mu_1^2 (\rho_1 - \rho_+) = \rho_- v_{-2}^2 - \rho_+ v_{+2}^2 + p(\rho_-) - p(\rho_+). \]

If we use \((5.9)\) to eliminate \(\mu_1\) and solve for \(\mu_0\) we get
\[ \mu_0 = \frac{\rho_- v_{-2} + \rho_+ v_{+2}}{\rho_- - \rho_+} \pm \frac{1}{\rho_- - \rho_+} \sqrt{(\rho_- - \rho_+)(p(\rho_-) - p(\rho_+)) - \rho_+ \rho_- (v_{-2} - v_{+2})^2} \frac{\rho_+ - \rho_1}{\rho_1 - \rho_-}. \]  
(5.10)

Using this result and \((5.9)\) one has
\[ \mu_1 = \frac{\rho_- v_{-2} + \rho_+ v_{+2}}{\rho_- - \rho_+} \pm \frac{1}{\rho_- - \rho_+} \sqrt{(\rho_- - \rho_+)(p(\rho_-) - p(\rho_+)) - \rho_+ \rho_- (v_{-2} - v_{+2})^2} \frac{\rho_1 - \rho_-}{\rho_+ - \rho_1}, \]  
(5.11)

where the signs in the last two equations have to be opposite.

**Lemma 4.2** and equation \((5.2)\) yield that
\[ \frac{(\rho_- - \rho_+)(p(\rho_-) - p(\rho_+))}{\rho_- \rho_+} > (v_{-2} - v_{+2})^2. \]
This is equivalent to

\[(\rho_- - \rho_+) \left( p(\rho_-) - p(\rho_+) \right) - \rho_+ \rho_- (v_{-2} - v_{+2})^2 > 0.\]

Hence (5.10) and (5.11) yield that \(\rho_+ - \rho_1\) and \(\rho_1 - \rho_-\) have the same sign. Because \(\rho_- < \rho_+\), we have \(\rho_- < \rho_1 < \rho_+\), i.e. (5.3). Now we want to choose the correct signs in the equations for \(\mu_0\) and \(\mu_1\), i.e. in (5.10) and (5.11). Assume we had a “+” in (5.10) and therefore a “−” in (5.11). Then

\[\mu_0 > \frac{\rho_- v_{-2} - \rho_+ v_{+2}}{\rho_- - \rho_+} > \mu_1,\]

since \(\rho_- - \rho_+ < 0\). This is a contradiction to (5.12). Hence the proper sign in (5.10) is “+” and in (5.11) it is “−”, i.e.

\[\mu_0 = \frac{\rho_- v_{-2} - \rho_+ v_{+2}}{\rho_- - \rho_+} + \frac{1}{\rho_- - \rho_+} \sqrt{\left[ (\rho_- - \rho_+) (p(\rho_-) - p(\rho_+) \right) - \rho_+ \rho_- (v_{-2} - v_{+2})^2 \right]} \frac{\rho_1 - \rho_+}{\rho_1 - \rho_-},\]

\[\mu_1 = \frac{\rho_- v_{-2} - \rho_+ v_{+2}}{\rho_- - \rho_+} - \frac{1}{\rho_- - \rho_+} \sqrt{\left[ (\rho_- - \rho_+) (p(\rho_-) - p(\rho_+) \right) - \rho_+ \rho_- (v_{-2} - v_{+2})^2 \right]} \frac{\rho_1 - \rho_-}{\rho_1 - \rho_+}.\]

Next we compute \(v_{12}\) using (5.12) and (5.13) and get

\[v_{12} = \frac{1}{\rho_1 (\rho_- - \rho_+)} \left( -\rho_- v_{-2} (\rho_+ - \rho_1) - \rho_+ v_{+2} (\rho_1 - \rho_-) \right.\]

\[+ \left. \sqrt{\left[ (\rho_- - \rho_+) (p(\rho_-) - p(\rho_+) \right) - \rho_+ \rho_- (v_{-2} - v_{+2})^2 \right]} (\rho_1 - \rho_-) (\rho_+ - \rho_1) \right).\]

With (3.14) we finally find

\[\delta_1 = -\frac{p(\rho_1) - p(\rho_-)}{\rho_1} + \frac{\rho_+ (\rho_1 - \rho_-)}{\rho_1^2 (\rho_- - \rho_+)^2} \left[ \rho_+ (v_{-2} - v_{+2}) \right.\]

\[+ \left. \sqrt{\left[ (\rho_- - \rho_+) (p(\rho_-) - p(\rho_+) \right) - \rho_+ \rho_- (v_{-2} - v_{+2})^2 \right]} \frac{\rho_1 - \rho_+}{\rho_1 - \rho_-} \right)^2.\]

Hence we have \(\delta_1 = \delta_1^* (\rho_1)\) and \(v_{12} = v_{12}^* (\rho_1)\). From (3.17) we obtain (5.4) and the admissibility conditions (3.19) and (3.20) yield (5.5) and (5.6).

It remains to prove the converse. Let \(\rho_1, \delta_2 \in \mathbb{R}^+\) such that (5.5) - (5.6) hold. Define \(v_{12} = v_{12}^* (\rho_1)\), \(\delta_1 = \delta_1^* (\rho_1)\) and \(\mu_0, \mu_1\) through (5.12), resp. (5.13). By easy computations one can check that \(\rho_1, \delta_2\) together with \(\mu_0, \mu_1, v_{12}, \delta_1\) fulfill the conditions (3.12) - (3.20) and therefore define an admissible fan subsolution according to proposition 3.3.
As already mentioned it turns out that there does not always exist an admissible fan subsolution. Nevertheless we can prove existence of infinitely many solutions. The idea is to work with an auxiliary state.

5.2 An auxiliary state

**Theorem 5.4** Assume that (5.2) holds. Then there exist infinitely many admissible weak solutions to (1.1), (1.3).

For convenience we will from now on use the notation \( \mathcal{P} := \mathbb{R}^+ \times \mathbb{R}^2 \) for the phase space and \( U := (\rho, v) \in \mathcal{P} \) for a state.

**Definition 5.5** Consider the 3-dimensional phase space \( \mathcal{P} = \mathbb{R}^+ \times \mathbb{R}^2 \). We denote a 2-dimensional ball with center \( \tilde{U}_M = (\tilde{\rho}_M, \tilde{v}_M) \in \mathcal{P} \) and radius \( r > 0 \) as

\[
B_r(\tilde{U}_M) := \{ (\rho, v) \in \mathcal{P} \mid v_1 = \tilde{v}_M, \| (\rho, v) - (\tilde{\rho}_M, \tilde{v}_M) \| < r \}.
\]

To prove the theorem we will need the following lemma. We will forget about the given initial states \( U_- = (\rho_-, v_-), U_+ = (\rho_+, v_+) \) for a moment.

**Lemma 5.6** Let \( \tilde{U}_- = (\tilde{\rho}_-, \tilde{v}_- \in \mathcal{P} \) be any given state and \( \tilde{U}_M = (\tilde{\rho}_M, \tilde{v}_M) \in \mathcal{P} \) a state that can be connected to \( \tilde{U}_- \) by a 1-shock. Then there exists a radius \( r > 0 \) with the following property:

If \( \tilde{U}_+ = (\tilde{\rho}_+, \tilde{v}_+) \in \mathcal{P} \) is a state that fulfills

- \( \tilde{\rho}_+ > \tilde{\rho}_M \)
- \( \tilde{U}_+ \in B_r(\tilde{U}_M) \)
- the standard solution to the problem (1.3) with \( \tilde{U}_- \) and \( \tilde{U}_+ \) as initial states consists of a 1-shock and a 3-rarefaction,

then there exists an admissible fan subsolution to the problem (1.3) with \( \tilde{U}_- \) and \( \tilde{U}_+ \) as initial states. In addition to that the density \( \rho_1 \) that appears in the admissible fan subsolution fulfills \( \rho_1 < \rho_M \).

During the workshop “Ideal Fluids and Transport” at IMPAN in Warsaw (February 13-15, 2017) the authors learned about a result achieved by E. Chiodaroli and O. Kreml which is similar to our lemma 5.6 see also [5].

**Proof** To prove this we are going to use theorem 5.2. Hence it suffices to show that there exists a radius \( r > 0 \) such that for every state \( U_+ \in B_r(\tilde{U}_M) \) with \( \tilde{\rho}_+ > \tilde{\rho}_M \), we find \( \rho_1, \tilde{\rho}_1 \in \mathbb{R}^+ \) such that inequalities (5.3) - (5.6) are fulfilled.

In view of the functions \( \nu_{12}^\circ, \nu_{12}^\circ \) (see (5.7), (5.8)), we define the following functions \( \tilde{\nu}_{12}^\circ, \nu_{12}^\circ : \mathbb{R}^+ \times \mathcal{P} \to \mathbb{R} \) as

\[
\nu_{12}^\circ(\rho_1, \tilde{U}_+) := \frac{1}{\rho_1(\tilde{\rho}_- - \tilde{\rho}_+)} \left[-\tilde{\rho}_- \tilde{v}_-(\tilde{\rho}_+ - \rho_1) - \tilde{\rho}_+ \tilde{v}_+(\rho_1 - \tilde{\rho}_-) + \sqrt{\left[(\tilde{\rho}_- - \tilde{\rho}_+)(p(\tilde{\rho}_-) - p(\tilde{\rho}_+)) - \tilde{\rho}_+ \tilde{\rho}_- (\tilde{v}_- - \tilde{v}_+) \tilde{v}_+ - \tilde{v}_- \right)^2 \left(p(\tilde{\rho}_-) - p(\tilde{\rho}_+) \right)} \right]
\]
and
\[
\delta_1^\varepsilon(p_1, \tilde{U}_+):= \frac{p(p_1) - p(\tilde{\rho}_-)}{\rho_1} + \frac{\tilde{\rho}_-(p_1 - \tilde{\rho}_-)}{\rho_1^2} (\tilde{\rho}_+ (\tilde{\nu}_- - \tilde{\nu}_2) + \sqrt{\left[(\tilde{\rho}_- - \tilde{\rho}_+) (p(\tilde{\rho}_-) - p(\tilde{\rho}_+)) - \tilde{\rho}_+ (\tilde{\rho}_- - \tilde{\nu}_2)^2\right] \frac{\rho_1 + \tilde{\rho}_-}{\rho_1 - \rho_-}})^2.
\]

In addition we define functions \(A, B : \mathbb{R}^+ \times \mathbb{R}^+ \times \mathcal{P} \to \mathbb{R}\) as
\[
A(p_1, \delta_2, \tilde{U}_+) := \delta_1^\varepsilon(p_1, \tilde{U}_+) \rho_1 (v_{\tilde{\nu}_2}^\varepsilon(p_1, \tilde{U}_+) + \tilde{\nu}_2)
- (\delta_1^\varepsilon(p_1, \tilde{U}_+) + \delta_2) \tilde{\rho}_- p_1 (v_{\tilde{\nu}_2}^\varepsilon(p_1, \tilde{U}_+) - \tilde{\nu}_2)
- \frac{\rho_1}{\rho_-} \left(p(\tilde{\rho}_-) + p(p_1) - 2\tilde{\rho}_- p_1 \frac{\varepsilon(\tilde{\rho}_-) - \varepsilon(p_1)}{\rho_- - \rho_1}\right),
\]
\[
B(p_1, \delta_2, \tilde{U}_+) := -\delta_1^\varepsilon(p_1, \tilde{U}_+) \rho_1 (\tilde{\nu}_2 + v_{\tilde{\nu}_2}^\varepsilon(p_1, \tilde{U}_+))
+ (\delta_1^\varepsilon(p_1, \tilde{U}_+) + \delta_2) \frac{\rho_1 \tilde{\rho}_+ (\tilde{\nu}_2 - v_{\tilde{\nu}_2}^\varepsilon(p_1, \tilde{U}_+))}{\rho_- - p_1}
- \left(p(p_1) + p(\tilde{\rho}_+) - 2\rho_1 \tilde{\rho}_+ \frac{\varepsilon(p_1) - \varepsilon(\tilde{\rho}_+)}{\rho_1 - \rho_-}\right).
\]

Since \(\tilde{U}_-\) and \(\tilde{U}_M\) can be connected by a 1-shock we obtain according to proposition 1.3 that \(\tilde{\rho}_- < \tilde{\rho}_M\) and
\[
\tilde{\nu}_2 - \tilde{\nu}_M = \sqrt{\left(\tilde{\rho}_M - \tilde{\rho}_-\right) (p(\tilde{\rho}_M) - p(\tilde{\rho}_-))}. \tag{5.14}
\]

Next we show that there exists \(p_1 \in (\tilde{\rho}_-, \tilde{\rho}_M)\) such that
\[
\delta_1^\varepsilon(p_1, \tilde{U}_+ = \tilde{U}_M) > 0, \tag{5.15}
A(p_1, \delta_2 = 0, \tilde{U}_+ = \tilde{U}_M) > 0, \tag{5.16}
B(p_1, \delta_2 = 0, \tilde{U}_+ = \tilde{U}_M) > 0. \tag{5.17}
\]

First we prove that (5.15) is true for all \(p_1 \in (\tilde{\rho}_-, \tilde{\rho}_M)\). Using (5.14) we obtain
\[
\delta_1^\varepsilon(p_1, \tilde{U}_+ = \tilde{U}_M) = -\frac{p(p_1) - p(\tilde{\rho}_-)}{\rho_1} + \frac{\tilde{\rho}_M}{\rho_1^2} \frac{p(\tilde{\rho}_M) - p(\tilde{\rho}_-)}{\rho_M - \rho_-} (p_1 - \tilde{\rho}_-).
\]

Each \(p_1 \in (\tilde{\rho}_-, \tilde{\rho}_M)\) can be written as a convex combination of \(\tilde{\rho}_-\) and \(\tilde{\rho}_M\). In other words there exists \(\theta \in (0, 1)\) such that
\[
p_1 = \theta \tilde{\rho}_- + (1 - \theta) \tilde{\rho}_M.
\]

Since \(p\) is a convex function of \(\rho\) we have
\[
p(p_1) = p(\theta \tilde{\rho}_- + (1 - \theta) \tilde{\rho}_M) \leq \theta p(\tilde{\rho}_-) + (1 - \theta) p(\tilde{\rho}_M)
\]
An easy computation leads to two cases: Let first
\[
\delta_1^-(\rho_1, \tilde{U}_+ = \tilde{U}_M) = \frac{1}{\rho_1} \left( -p(\rho_1) + p(\tilde{\rho}_-) + \frac{\tilde{\rho}_M}{\rho_1} p(\tilde{\rho}_M) - p(\tilde{\rho}_-) \right) (\rho_1 - \tilde{\rho}_-) \geq \frac{1}{\rho_1^2} \theta (1 - \theta) (p(\tilde{\rho}_M) - p(\tilde{\rho}_-)) (\tilde{\rho}_M - \tilde{\rho}_-) > 0.
\]

Therefore (5.15) is true for all \( \rho_1 \in (\tilde{\rho}_-, \tilde{\rho}_M) \).

For convenience we define
\[
R := \sqrt{\frac{(\tilde{\rho}_M - \tilde{\rho}_-) (p(\tilde{\rho}_M) - p(\tilde{\rho}_-))}{\tilde{\rho}_M \tilde{\rho}_-}}.
\]

To show the existence of \( \rho_1 \in (\tilde{\rho}_-, \tilde{\rho}_M) \) that satisfies (5.16) and (5.17) we consider two cases: Let first
\[
\tilde{v}_- > \frac{\tilde{\rho}_M}{2(\tilde{\rho}_M - \tilde{\rho}_-) R}.
\]

An easy computation leads to
\[
\lim_{\rho_1 \to \tilde{\rho}_-} A_2(\rho_1, \delta_2 = 0, \tilde{U}_+ = \tilde{U}_M) = 0,
\]

and also
\[
\lim_{\rho_1 \to \tilde{\rho}_-} \left( \frac{\partial}{\partial \rho_1} A_1(\rho_1, \delta_2 = 0, \tilde{U}_+ = \tilde{U}_M) \right) = \left( -\frac{\tilde{\rho}_M}{\tilde{\rho}_M - \tilde{\rho}_-} R + 2 \tilde{v}_- \right) \left( -p'(\tilde{\rho}_-) + \frac{\tilde{\rho}_M}{\tilde{\rho}_-} p(\tilde{\rho}_M) - p(\tilde{\rho}_-) \right).
\]

In the case under consideration it holds that
\[
-\frac{\tilde{\rho}_M}{\tilde{\rho}_M - \tilde{\rho}_-} R + 2 \tilde{v}_- > -\frac{\tilde{\rho}_M}{\tilde{\rho}_M - \tilde{\rho}_-} R + \frac{\tilde{\rho}_M}{\tilde{\rho}_M - \tilde{\rho}_-} R = 0.
\]

In addition to that the fact that \( \tilde{\rho}_- < \tilde{\rho}_M \) and the convexity of \( p \) lead to
\[
-p'(\tilde{\rho}_-) + \frac{\tilde{\rho}_M}{\tilde{\rho}_-} p'(\tilde{\rho}_M) - p(\tilde{\rho}_-) > -p'(\tilde{\rho}_-) + \frac{\tilde{\rho}_M}{\tilde{\rho}_M - \tilde{\rho}_-} p(\tilde{\rho}_M) - p(\tilde{\rho}_-) \geq 0.
\]

Hence
\[
\lim_{\rho_1 \to \tilde{\rho}_-} \left( \frac{\partial}{\partial \rho_1} A_1(\rho_1, \delta_2 = 0, \tilde{U}_+ = \tilde{U}_M) \right) > 0.
\]

By obvious continuity of the function \( A \) there exists \( \rho_1 \in (\tilde{\rho}_-, \tilde{\rho}_M) \) where \( \rho_1 \approx \tilde{\rho}_- \) such that (5.16) holds.

Another computation shows that
\[
B(\rho_1 = \tilde{\rho}_-, \delta_2 = 0, \tilde{U}_+ = \tilde{U}_M) = R \left( p(\tilde{\rho}_-) + p(\tilde{\rho}_M) - 2 \rho_1 \rho_1 - \frac{e(\rho_1) - e(\tilde{\rho}_-)}{\rho_1 - \tilde{\rho}_-} \right) > 0,
\]
according to lemma 4.1. Hence by continuity of $B$ we can choose $\rho_1 \in (\tilde{\rho}_-, \tilde{\rho}_M)$ such that (5.17) is fulfilled in addition to (5.16).

Suppose now the second case

$$\tilde{\nu} \leq \tilde{\rho}_M - \frac{\tilde{\rho}_M}{2(\tilde{\rho}_M - \tilde{\rho}_-)} R.$$ 

Similar computations yield

$$A(\tilde{\rho}_1 = \tilde{\rho}_M, \tilde{\delta}_2 = 0, \tilde{U}_+ = \tilde{U}_M) = R \left( p(\tilde{\rho}_-) + p(\tilde{\rho}_M) - 2 \rho M \rho_+ \frac{\epsilon(\rho_M) - \epsilon(\rho_-)}{\rho_M - \rho_-} \right) > 0,$$

and furthermore

$$\lim_{\rho_1 \to \tilde{\rho}_M} B(\rho_1, \tilde{\delta}_2 = 0, \tilde{U}_+ = \tilde{U}_M) = 0,$$

and

$$\lim_{\rho_1 \to \tilde{\rho}_M} \left( \frac{\partial}{\partial \rho_1} B(\rho_1, \tilde{\delta}_2 = 0, \tilde{U}_+ = \tilde{U}_M) \right) = \left( - \frac{2 \tilde{\rho}_M - \tilde{\rho}_-}{\tilde{\rho}_M - \tilde{\rho}_-} R + 2 \tilde{\nu} \right) \left( p'(\tilde{\rho}_M) - \tilde{\rho}_M - \frac{p(\tilde{\rho}_M) - p(\tilde{\rho}_-)}{\rho_M - \rho_-} \right).$$

In the considered case we have

$$- \frac{2 \tilde{\rho}_M - \tilde{\rho}_-}{\tilde{\rho}_M - \tilde{\rho}_-} R + 2 \tilde{\nu} \leq - \frac{2 \tilde{\rho}_M - \tilde{\rho}_-}{\tilde{\rho}_M - \tilde{\rho}_-} R + \frac{\tilde{\rho}_M}{\tilde{\rho}_M - \tilde{\rho}_-} R = - R < 0.$$ 

Additionally the convexity of $p$ and $\tilde{\rho}_- < \tilde{\rho}_M$ lead to

$$p'(\tilde{\rho}_M) - \frac{\tilde{\rho}_-}{\tilde{\rho}_M} \frac{p(\tilde{\rho}_M) - p(\tilde{\rho}_-)}{\rho_M - \rho_-} > p'(\tilde{\rho}_M) - \frac{p(\tilde{\rho}_M) - p(\tilde{\rho}_-)}{\rho_M - \rho_-} \geq 0.$$ 

Hence

$$\lim_{\rho_1 \to \tilde{\rho}_M} \left( \frac{\partial}{\partial \rho_1} B(\rho_1, \tilde{\delta}_2 = 0, \tilde{U}_+ = \tilde{U}_M) \right) < 0$$

and therefore by continuity of $A$ and $B$ there exists $\rho_1 \in (\tilde{\rho}_-, \tilde{\rho}_M)$ such that (5.16) and (5.17) hold, where $\rho_1 \approx \tilde{\rho}_M$.

By continuity we can find $\tilde{\delta}_2 > 0$ in addition to $\rho_1$ found above, such that

$$A(\rho_1, \tilde{\delta}_2, \tilde{U}_+ = \tilde{U}_M) > 0,$$

$$B(\rho_1, \tilde{\delta}_2, \tilde{U}_+ = \tilde{U}_M) > 0.$$

Again by continuity there exists a radius $r > 0$ such that

$$\delta_1^+(\rho_1, \tilde{U}_+) > 0, \quad (5.18)$$

$$A(\rho_1, \delta_2, \tilde{U}_+ = \tilde{U}_M) > 0, \quad (5.19)$$

$$B(\rho_1, \delta_2, \tilde{U}_+ = \tilde{U}_M > 0. \quad (5.20)$$
hold for all $\tilde{U}_+ \in B_r(\tilde{U}_M)$. In other words for all $\tilde{U}_+ \in B_r(\tilde{U}_M)$ we can find $\rho_1, \rho_2 \in \mathbb{R}^+$ such that $\tilde{\rho}_- < \rho_1 < \rho_M$ and (5.18) - (5.20) are true. By assumption we have $\tilde{\rho}_M < \rho_+$ and hence (5.3) is true. Additionally (5.4) holds because of (5.18) and finally (5.19), resp. (5.20) imply (5.5), resp. (5.6).

Next we prove theorem 5.4.

**Proof** Let $U_M$ be the intermediate state of the standard solution. In other words $U_M$ lies on the 1-shock curve of the state $U_-$. So we can apply lemma 5.6 to obtain a radius $r > 0$. We fix a state $U_2 \in \mathcal{P}$ such that

- $\rho_M < \rho_2 < \rho_+$,
- $v_{22} = v_{M2} + \int_{\rho_M}^{\rho_2} \frac{\sqrt{p'(r)}}{r} \, dr$

and

- $U_2 \in B_r(U_M)$.

Note that such a state $U_2$ exists.

Then consider the two new problems

$\tilde{U}_- = U_-$

$\tilde{U}_+ = U_2,$

which we call problem $\sim$, and

$\hat{U}_- = U_2$

$\hat{U}_+ = U_+$,

which we call problem $\wedge$.

Let us first consider problem $\sim$. It is easy to check that the standard solution of problem $\sim$ consists of a 1-shock and a 3-rarefaction using proposition 1.3. We have $\rho_- < \rho_M$ and $\rho_M < \rho_2$ and hence $\rho_- < \rho_2$. In addition to that it holds that

$v_{22} - v_- = v_{M2} - v_- + \int_{\rho_M}^{\rho_2} \frac{\sqrt{p'(r)}}{r} \, dr$

$= -\sqrt{\frac{(\rho_M - \rho_-)(p(\rho_M) - p(\rho_-))}{\rho_M \rho_-}} + \int_{\rho_M}^{\rho_2} \frac{\sqrt{p'(r)}}{r} \, dr$

$< \int_{\rho_M}^{\rho_2} \frac{\sqrt{p'(r)}}{r} \, dr$

and

$v_{22} - v_- = -\sqrt{\frac{(\rho_M - \rho_-)(p(\rho_M) - p(\rho_-))}{\rho_M \rho_-}} + \int_{\rho_M}^{\rho_2} \frac{\sqrt{p'(r)}}{r} \, dr$

$> -\sqrt{\frac{(\rho_M - \rho_-)(p(\rho_M) - p(\rho_-))}{\rho_M \rho_-}} - \sqrt{\frac{(\rho_2 - \rho_+)(p(\rho_2) - p(\rho_-))}{\rho_2 \rho_-}},$
where the last inequality comes from lemma 4.3.

Hence we showed that the standard solution to problem \( \sim \) consists of a 1-shock and a 3-rarefaction wave.

Because \( U_2 \in B_*(U_M) \) and \( \rho_2 > \rho_M \), according to lemma 5.6 there exists an admissible fan subsolution to problem \( \sim \) and hence infinitely many admissible weak solutions. In addition to that the same lemma yields \( \rho_1 < \rho_M \).

Now consider problem \( \wedge \). We are going to prove that the standard solution to problem \( \wedge \) consists only of a 3-rarefaction using proposition 1.3. By definition of \( U_2 \) we have \( \rho_2 < \rho_1 \) and additionally

\[
v_{+2} - v_{22} = v_{+2} - v_{M2} - \int_{\rho_2}^{\rho_1} \frac{\sqrt{p'(r)}}{r} \, dr = \int_{\rho_2}^{\rho_1} \frac{\sqrt{p'(r)}}{r} \, dr.
\]

This shows that the standard solution of problem \( \wedge \) consists of a just a 3-rarefaction wave.

To conclude we put together the wild solutions to problem \( \sim \) and the standard solution to problem \( \wedge \). To do this it remains to show that \( \mu_1 < \mu_2 \) where \( \mu_1 \) is the speed of the right interface of the wild solutions of problem \( \sim \) and \( \mu_2 = \lambda_3(U_2) \) is the left border of the rarefaction wave of the standard solution to problem \( \wedge \). Here \( \lambda_3(U) = v_2 + \sqrt{p'(\rho)} \) denotes the 3rd eigenvalue of the Euler system, see [4, equation (2.3)].

Since we have an admissible fan subsolution, we can apply proposition 3.3. Hence we get from (3.16)

\[
\delta_1 = \frac{\mu_1}{\rho_1} (\rho_1 v_{12} - \rho_2 v_{22}) + \frac{\rho_2}{\rho_1} \frac{v_{22}^2}{v_{22}^2} - \frac{p(\rho_1) - p(\rho_2)}{\rho_1} - v_{12}^2 \tag{5.21}
\]

and from (3.15)

\[
v_{12} = \frac{1}{\rho_1} (\mu_1 (\rho_1 - \rho_2) + \rho_2 v_{22}).
\]

We use the latter to eliminate \( v_{12} \) in (5.21) and obtain after some calculation

\[
\delta_1 = \frac{\mu_1 - \mu_2}{\rho_1^2} \rho_2 (\mu_1 - v_{22})^2 - \frac{p(\rho_1) - p(\rho_2)}{\rho_1}.
\]

Since \( \delta_1 > 0 \), see (3.17), it follows that

\[
\frac{\mu_1 - \mu_2}{\rho_1^2} \rho_2 (\mu_1 - v_{22})^2 - \frac{p(\rho_1) - p(\rho_2)}{\rho_1} > 0.
\]

Because \( \rho_1 < \rho_M \) and \( \rho_M < \rho_2 \), we have \( \rho_1 - \rho_2 < 0 \). Therefore the inequality above is equivalent to

\[
(\mu_1 - v_{22})^2 < \frac{\mu_1}{\rho_2} \frac{p(\rho_1) - p(\rho_2)}{\rho_1 - \rho_2}.
\]

Hence

\[
\mu_1 < v_{22} + \sqrt{\frac{\rho_1}{\rho_2} \frac{p(\rho_1) - p(\rho_2)}{\rho_1 - \rho_2}} < v_{22} + \sqrt{\frac{p(\rho_1) - p(\rho_2)}{\rho_1 - \rho_2}} \leq v_{22} + \sqrt{p'(_2)}
\]
where the last inequality follows from the convexity of $p$. Since

$$
\mu_2 = \lambda_3(U_2) = v_{22} + \sqrt{p'(\rho_2)}
$$

we found the desired inequality $\mu_1 < \mu_2$.

The proof of theorem 5.4 yields admissible weak solutions of the form illustrated in figure 3.

---

6 The standard solution consists of just one shock

What remains is the proof of existence of infinitely many admissible weak solutions in the case where the standard solution consists of just one shock.

Remark 6.1 As in the case of one shock and one rarefaction, it is enough to consider the case where the standard solution consists of a 1-shock because of the rotational invariance of the Euler system. If we have to deal with a 3-shock, we just rotate the coordinate system 180 degrees to obtain a new initial data

$$
U_{-\text{new}} = (\rho_+, -v_+)
$$
$$
U_{+\text{new}} = (\rho_-, -v_-).\tag{6.1}
$$

Again, note that the sign of the velocities changes during this transformation. Proposition 1.3 yields then that the standard solution to the problem with rotated initial data (6.1) consists of a 1-shock.
Let the initial values \( \rho_{-} \in \mathbb{R}^+ \) and \( v_{-} \in \mathbb{R}^2 \) be such that the standard solution consists of a 1-shock. By proposition 1.3 this means, that
\[
p_{-} < p_{+} \quad \text{and} \quad v_{+2} - v_{-2} = -\sqrt{\frac{(\rho_{-} - \rho_{+}) (p(\rho_{-}) - p(\rho_{+}))}{p_{-} - p_{+}}},
\]
(6.2)

**Theorem 6.2** Assume that (6.2) holds. Then there exist infinitely many admissible weak solutions to (1.1), (1.3).

**Proof** We apply lemma 5.6 to \( \tilde{U}_{-} = U_{-} \) and \( \tilde{U}_{M} = U_{+} \) to obtain a radius \( r > 0 \). We fix a state \( U_{2} \in \mathcal{P} \) such that

\[
\rho_{+} < \rho_{2},
\]

\[
v_{22} = v_{+2} + \sqrt{\frac{(\rho_{2} - \rho_{+}) (p(\rho_{2}) - p(\rho_{+}))}{\rho_{2} p_{+}}},
\]

\( U_{2} \in B_{r}(U_{+}) \) and

\[
\sqrt{\frac{(\rho_{2} - \rho_{+}) (p(\rho_{2}) - p(\rho_{+}))}{\rho_{2} p_{+}}} < \int_{\rho_{-}}^{\rho_{+}} \frac{\sqrt{p'(r)}}{r} dr. \quad (6.3)
\]

Note that such a state \( U_{2} \) exists, because if we set \( \rho_{2} = \rho_{+} + \varepsilon \) and \( \varepsilon > 0 \) sufficiently small, then all the properties are fulfilled.

Then consider the two new problems

\[
\tilde{U}_{-} = U_{-}
\]

\[
\tilde{U}_{+} = U_{2},
\]
called problem \( \sim \), and

\[
\hat{U}_{-} = U_{2}
\]

\[
\hat{U}_{+} = U_{+},
\]

what we call problem \( \wedge \).

Let us first consider problem \( \sim \). It is easy to check that the standard solution of problem \( \sim \) consists of a 1-shock and a 3-rarefaction using proposition 1.3. We have \( \rho_{-} < \rho_{+} \) and \( \rho_{+} < \rho_{2} \) and hence \( \rho_{-} < \rho_{2} \). In addition to that it holds that

\[
v_{22} - v_{-2} = v_{+2} - v_{-2} + \sqrt{\frac{(\rho_{2} - \rho_{+}) (p(\rho_{2}) - p(\rho_{+}))}{\rho_{2} p_{+}}}
\]

\[
= -\sqrt{\frac{(\rho_{+} - \rho_{-}) (p(\rho_{+}) - p(\rho_{-}))}{p_{-} - p_{+}}} + \sqrt{\frac{(\rho_{2} - \rho_{+}) (p(\rho_{2}) - p(\rho_{+}))}{\rho_{2} p_{+}}}
\]

\[
< \sqrt{\frac{(\rho_{2} - \rho_{+}) (p(\rho_{2}) - p(\rho_{+}))}{\rho_{2} p_{+}}} < \int_{\rho_{-}}^{\rho_{+}} \frac{\sqrt{p'(r)}}{r} dr.
\]
The Riemann problem for the multidimensional isentropic system of gas dynamics is ill-posed where we used (6.3), and
\[
v_{22} - v_{-2} = -\sqrt{\frac{(\rho_+ - \rho_-)}{\rho_+} (p(\rho_+) - p(\rho_-)) + \frac{(\rho_2 - \rho_-)}{\rho_-} (p(\rho_2) - p(\rho_-))} > -\sqrt{\frac{(\rho_+ - \rho_-)}{\rho_+} (p(\rho_+) - p(\rho_-)) + \frac{(\rho_2 - \rho_-)}{\rho_-} (p(\rho_2) - p(\rho_-))},
\]
where lemma 4.3 was applied.

Hence we showed that the standard solution to problem ∼ consists of a 1-shock and a 3-rarefaction wave.

Because \( U_2 \in \mathcal{B}(U_+) \) and \( \rho_2 > \rho_+ \), according to lemma 5.6 there exists an admissible fan subsolution to problem ∼ and hence infinitely many admissible weak solutions. Additionally the same lemma yields \( \rho_1 < \rho_+ \).

Now consider problem ∧. We are going to prove that the standard solution to problem ∧ consists only of a 3-shock using proposition 1.3. By definition of \( U_2 \) we have \( \rho_2 > \rho_+ \) and additionally
\[
v_{+2} - v_{22} = -\sqrt{\frac{(\rho_2 - \rho_-)}{\rho_-} (p(\rho_2) - p(\rho_-))}.
\]
This shows that the standard solution of problem ∧ consists of a just a 3-shock.

To conclude we put together the wild solutions to problem ∼ and the standard solution to problem ∧. To do this it remains to show that \( \mu_1 < \mu_2 \) where \( \mu_1 \) is the speed of the right interface of the wild solutions of problem ∼ and \( \mu_2 = \frac{\rho_1 v_{12} + \rho_2 v_{22}}{\rho_2 - \rho_+} \) is the speed of the shock of the standard solution to problem ∧.

Since we have an admissible fan subsolution, we can apply proposition 3.3. As in the proof of theorem 5.4 we get from (3.16)
\[
\delta_1 = \frac{\mu_1}{\rho_1} (\rho_1 v_{12} - \rho_2 v_{22}) + \frac{\rho_2}{\rho_1} v_{22}^2 - \frac{p(\rho_1) - p(\rho_2)}{\rho_1} - \rho_1
\]
and from (3.15)
\[
v_{12} = \frac{1}{\rho_1} (\mu_1 (\rho_1 - \rho_2) + \rho_2 v_{22}).
\]
We use the latter to eliminate \( v_{12} \) in (6.4) and obtain after some calculation
\[
\delta_1 = \frac{\rho_1 - \rho_2}{\rho_1^2} \rho_2 (\mu_1 - v_{22})^2 - \frac{p(\rho_1) - p(\rho_2)}{\rho_1}.
\]
Since \( \delta_1 > 0 \), see (3.17), it follows that
\[
\frac{\rho_1 - \rho_2}{\rho_1^2} \rho_2 (\mu_1 - v_{22})^2 - \frac{p(\rho_1) - p(\rho_2)}{\rho_1} > 0.
\]
Because \( \rho_1 < \rho_+ < \rho_2 \), we have \( \rho_1 - \rho_2 < 0 \), and hence the inequality above is equivalent to
\[
(\mu_1 - v_{22})^2 < \frac{\rho_1}{\rho_2} \frac{p(\rho_1) - p(\rho_2)}{\rho_1 - \rho_2}.
\]
In addition to that we get because of $\rho_1 < \rho_+ < \rho_2$

$$\frac{\rho_1}{\rho_2} < \frac{\rho_+}{\rho_2},$$

and using the convexity of $p$

$$\frac{p(\rho_2) - p(\rho_1)}{\rho_2 - \rho_1} \leq \frac{p(\rho_2) - p(\rho_+)}{\rho_2 - \rho_+}.$$ 

Therefore

$$\mu_1 < v_{22} + \sqrt{\frac{\rho_1}{\rho_2} \frac{p(\rho_1) - p(\rho_2)}{\rho_1 - \rho_2}} \leq v_{22} + \sqrt{\frac{\rho_+}{\rho_2} \frac{p(\rho_2) - p(\rho_+)}{\rho_2 - \rho_+}} = \frac{v_{22} (\rho_2 - \rho_+) + \rho_+}{\rho_2 - \rho_+} \sqrt{\frac{(\rho_2 - \rho_+) (p(\rho_2) - p(\rho_+))}{\rho_2 \rho_+}} = \frac{v_{22} (\rho_2 - \rho_+) + v_+}{\rho_2 - \rho_+} (v_{22} - v_+),$$

which is the desired inequality $\mu_1 < \mu_2$. 

The proof of theorem 6.2 yields admissible weak solutions of the form illustrated in figure 4.

\[\text{Fig. 4 Structure of the standard solution (black) and of the admissible weak solutions produced in the proof of theorem 6.2 (red)}\]
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