Microcontroller-based Random Number Generator Implementation by Using Discrete Chaotic Maps

Serdar ÇİÇEK*1

Abstract

In recent decades, chaos theory has been used in different engineering applications of different disciplines. Discrete chaotic maps can be used in encryption applications for digital applications. In this study, firstly, Lozi, Tinkerbell and Barnsley Fern discrete chaotic maps are implemented based on microcontroller. Then, microcontroller based random number generator is implemented by using the three different two-dimensional discrete chaotic maps. The designed random number generator outputs are applied to NIST (National Institute of Standards and Technology) 800-22 and FIPS (Federal Information Processing Standard) tests for randomness validity. The random numbers are successful in all tests.

Keywords: Chaotic map, Random number generators, NIST 800-22, FIPS, Microcontroller

1. INTRODUCTION

Chaos theory and chaotic systems have typical features such as very much sensitivity to initial conditions, random-like behavior, ergodicity and broadband [1]. Chaotic systems have been used in different disciplines of science in the recent decades [2]. One of these fields is random number generator (RNG). RNG designs are very important because random numbers should be unpredictable in information security, encryption and cryptographic applications [3]. In the literature, various random number generators (RNGs) have been designed with different chaotic and hyperchaotic systems. Wang et al. designed RNG by using a single chaotic system [4]. Ergün et al. designed RNG by using non-autonomous continuous-time chaotic oscillator [5]. Yalçın et al. designed RNG by using double-scroll chaotic system [6]. Vaidyanathan et al. [7] and Liu et al. [1] designed RNG by using 4D hyperchaotic systems. Akgul et al. designed RNG by using integer and fractional chaotic system based on microcomputer (Raspberry Pi) [8].

Besides chaotic and hyperchaotic systems, chaotic maps (CMs) are also used in chaos-based communication, encryption applications and RNG designs. There are two types of CMs: continuous and discrete. The continuous chaotic map (CM) function graph is in an unbroken structure [17]. Discrete CMs are generally obtained by iterations. In fact, discrete CMs are a special version of the continuous system with
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instantaneous states depicted by continuous CM variables. Discrete CMs often have relatively simple algebraic equations than continuous CMs [9]. Also, the number of system state variables required for the hyperchaotic continuous time system is minimum four, but this situation is not necessary for discrete CMs [40]. Digital embedded systems cannot directly support the structure of continuous CMs. Therefore, the continuous signal needs to be discretization for digital embedded systems [10, 35].

Many CMs with different features have been introduced in the literature. Alzaidi et al. [11], Alpar [12], Hua et al. [13] and Liu et al. [14] introduced one-dimensional (1D) chaotic maps. In literature, Henon [15], Chen [16], Barnsley Fern [17], Tinkerbell, Lozi and other two-dimensional (2D) discrete CMs [18-21] and fractional CMs [22, 23] are also introduced.

Discrete chaotic maps are mostly used in chaotic maps based RNG, encryption and communication applications. Alghafis et al. designed encryption scheme based on quantum map and continuous chaotic system [24]. Fridrich designed symmetric ciphers based on continuous two-dimensional chaotic map [25]. Liao et al. designed secure image communication based on Chebyshev map [26]. Papadimitriou et al. proposed two new communication protocols by using CMs [27]. CMs have been widely used in encryption applications as well as communication applications. Zhang et al. presented image encryption design based chaotic map for different image formats [28]. Li et al. introduced a new encryption algorithm for image based on improved logistic map [29]. Pak et al. proposed an image steganography algorithm using a 1D chaotic map [30]. Naseer et al. introduced a new approach using 3D mixed CM to improve multimedia security [31]. Herbadji et al. introduced enhanced quadratic CM based color image encryption scheme [32].

RNGs are generally preferred on the basis of communication and encryption structures for information security. Chaos-based RNGs have also become popular in random number generation nowadays. For chaos-based RNG, chaotic maps have been used such as chaotic and hyperchaotic systems. Dastgheib et al. designed a digital pseudo RNG based on discrete sawtooth CM [33]. Avaroğlu et al. designed a pseudo RNG by using Arnold cat map [34]. Lambic et al. designed a pseudo RNG by using discrete-space CM [35]. Tutueva et al. designed PRNG based on adaptive discrete CMs [36]. In addition to a single chaotic map based RNGs, RNGs are designed using multiple chaotic maps. Garasym et al. introduced new nonlinear chaotic PRNG based on discrete tent and logistic map [37]. Magfirawaty et al. introduced RNG design based on discrete Henon and logistic map [38]. Ergün and Tanrıseven implemented RNG based on discrete-time CM on FPAA (Field Programmable Analog Array) device [39].

The chaotic maps and chaotic map based applications in the literature are generally presented as simulations. The hardware implementation of these chaotic maps and applications is important for various real engineering applications. Hardware realizations can be performed as analog or embedded system designs (such as FPGA - Field Programmable Gate Array-, Microcontroller). In analog designs, the values of electronic devices can vary depending on the ambient conditions. This situation is much less in embedded systems. Additionally, updating analog designs is more difficult than embedded designs. Therefore, embedded system designs are more advantageous than analog designs. In the embedded system designs, microcontroller chips are much cheaper than FPGA chips. Also, updating the design is easy with the microcontroller than FPGA. It is advantageous to use microcontrollers in similar applications for the stated reasons.

In this study, first, microcontroller-based design is implemented of Lozi, Tinkerbell and Barnsley Fern discrete CMs and verified by numeric simulation results. Then, microcontroller-based RNG is implemented by using the CMs and test the design.

Other parts of the article are organized as follows: Section-2 presents the microcontroller-based implementation of the discrete CMs verified by
simulation results, Section-3 presents the implementation of microcontroller-based RNG design by using the discrete CMs, Section-4 provides NIST 800-22 and FIPS randomness tests results and Section 5 concludes the paper and mentions about future works.

2. MICROCONTROLLER-BASED IMPLEMENTATION OF THE DISCRETE CHAOTIC MAPS

In this section, Lozi, Tinkerbell and Barnsley Fern discrete CMs are introduced. Also the chaotic maps are implemented on microcontroller. In addition, the numerical simulation results with Matlab® program are compared the microcontroller outputs.

Arduino UNO board given in Figure 1 is used in Microcontroller design. Arduino boards and its software are open source. The board has an 8-bit ATmega328p microcontroller. The microcontroller software is programmed according to the flow chart given in Figure 2. In the microcontroller software, microcontroller input settings and CM parameter values are performed first. In the other step, the values of the state variables of the CM are sent to the output via the USB port. Then, the new values of the state variables are calculated and sent to the output. This process continues as long as the system is running.

Figure 1 Arduino UNO microcontroller board

2.1. Lozi Discrete Chaotic Map

Lozi two-dimensional (2D) discrete-time CM introduced by Lozi in 1978 [19, 40]. The mathematical model of the Lozi CM is given in Eq. 1 [40]. Different outputs can be obtained by different values of $a$ and $b$ and initial conditions in the system. $n$ is the discrete iteration step.

\[ x_{n+1} = 1 + ax_n - by_n, \quad y_{n+1} = bx_n - ay_n \]
\[ x_{n+1} = 1 - a |x_n| + by_n \]
\[ y_{n+1} = bx_n \]  
\hspace{1cm} (1)

In this study, \( a = 1.5, b = 0.9999 \) and \((x_0, y_0) = (0, 0)\) are taken in [40]. Data received via USB port from the microcontroller output are saved to the file with the computer. Data are received from the microcontroller as given in Figure 3.

The phase portraits (drawn in points) of the Lozi CM obtained from Matlab\textsuperscript{®} numerical simulation and microcontroller output are given in Figure 4. As seen in Figure 4a and Figure 4b, the numerical calculation result and microcontroller based implementation results confirm each other.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
\textbf{x} & \textbf{y} \\
\hline
0.0000000000  & 0.0000000000 \\
1.0000000000  & 0.0000000000 \\
-0.5000000000  & 0.9998999800 \\
1.2498000000  & -0.4999499900 \\
-1.3745999000  & 1.2496749000 \\
0.1876500800  & -1.3744625000 \\
-0.6558001600  & 0.1876313100 \\
0.2039122700  & -0.6557346000 \\
0.0384625790  & 0.2038918700 \\
1.1461776000  & 0.0384587310 \\
\hline
\end{tabular}
\caption{Data received via USB port from the microcontroller output}
\end{table}

Figure 3

Figure 4 The phase portraits of the Lozi discrete CM (a) Matlab simulation result (b) Microcontroller output result

2.2. Tinkerbell Discrete Chaotic Map

Tinkerbell is a two dimensional discrete time CM. Tinkerbell CM is given in Eq. 2 [18]. In Eq. 2, \( \alpha, \beta, \gamma, \) and \( \delta \) are system parameters.

\[ x_{n+1} = x_n^2 - y_n^2 + \alpha x_n + \beta y_n \]
\[ y_{n+1} = 2x_n y_n + \gamma x_n + \delta y_n \]  
\hspace{1cm} (2)

In this study, \( \alpha = 0.9, \beta = -0.6013, \gamma = 2, \delta = 0.5 \) and initial conditions \((x_0, y_0) = (-0.72, -0.64)\) are taken [18]. The phase portraits (drawn in points) of the Tinkerbell CM obtained from Matlab\textsuperscript{®} numerical simulation and microcontroller output
are given in Figure 5. As seen in Figure 5 the numerical simulation result and microcontroller based implementation results confirm each other.

![Figure 5 The phase portraits of the Tinkerbell discrete CM (a) Matlab simulation result (b) Microcontroller output result](image)

2.3. Barnsley Fern Discrete Chaotic Map

Barnsley Fern two-dimensional (2D) discrete-time CM introduced by Michael F. Barnsley [17]. Phase portrait of this CM is similar to fern. The mathematical expression of the Barnsley Fern CM is given in Eq. 3. In Eq. 3, $a$, $b$, $c$, $d$, and $e$ are parameters. In the calculation of the CM, the values to be taken by the parameters differ according to the value taken by the random number $p$. In Eq. 4, the values of the parameters are given according to the value of the random number $p$ which is range $[0, 1]$ [17]. Initial conditions of the CM are $(x_0, y_0) = (0.1, 0.9)$. In this study, $p$ and the other parameters values are taken as given in Eq. 4.

$$
\begin{align*}
x_{n+1} &= ax_n + by_n + e \\
y_{n+1} &= cx_n + dy_n + f
\end{align*}
$$

(3)

The phase portraits (drawn in points) of the Barnsley Fern CM obtained from Matlab® numerical simulation and microcontroller output are given in Figure 6. As seen Figure 6 the numerical simulation result and microcontroller based implementation results confirm each other.

$$
\begin{align*}
&\begin{cases}
  a, b, c, e, f = 0, d = 0.16 & p < 0.01 \\
  a = 0.2, b = -0.26, c = 0.23, & p < 0.08 \\
  d = 0.22, e = 0, f = 1.6 \\
  a = -0.15, b = 0.28, c = 0.26 & p < 0.15 \\
  d = 0.24, e = 0, f = 0.44 \\
  a = 0.85, b = 0.04, c = -0.04 & \text{other } p \\
  d = 0.85, e = 0, f = 1.6 & \text{values}
\end{cases}
\end{align*}
$$

(4)
3. MICROCONTROLLER-BASED RNG IMPLEMENTATION BY USING THE DISCRETE CHAOTIC MAPS

Microcontroller-based RNG design is implemented by using the three different discrete two-dimensional CMs which are Lozi, Tinkerbell, and Barnsley Fern in this part. For RNG design, the outputs of the $x$ and $y$ state variables of the CMs are first multiplied by 1000. Thus, the values of the variables are magnified. The output of the $x$ and $y$ state variables of the CMs are first converted to 32-bit single floating point binary number as in Figure 7.

In the RNG design, the first 24 bits (0, 1, 2, 3, …, 23) of the 32 bit floating point binary number obtained from CM outputs are used for pre-processing algorithm. The pre-processing algorithm is given schematically in Figure 8 and Figure 9. In the first case, the EXOR operation is performed mutually from the 0th bit of the $x$ state variable of Lozi CM and the 23th bit of the $x$ state variable of Tinkerbell CM ($0 \rightarrow 23$, $1 \rightarrow 22$, $2 \rightarrow 21$, …). The result obtained here is applied to EXOR processing with the 0st bit of the $x$ of the Barnsley CM. The other bits are also applied to the same processing in order. In this way, the first 24-bit RNG output is obtained.

Then, used the similar algorithm, as given in Figure 9 for second 24-bit RNG output. For the second 24-bit RNG output, $y$ state variables of the CMs are used this time. First, the EXOR operation is performed mutually from the 23th bit of the $y$ state variable of Lozi CM and the 0th bit of the $y$ state variable of Tinkerbell CM ($23 \rightarrow 0$, $22 \rightarrow 1$, $21 \rightarrow 2$, …). The result obtained here is applied to EXOR processing with the 23st bit of the $y$ state variable of the Barnsley CM. The other bits are also applied to the same processing in order. In this way, the second 24 bit RNG output is obtained. With the algorithm given in Figure 8 and Figure 9, 48-bit RNG output is obtained.

![Figure 6 The phase portraits of the Barnsley Fern discrete CM (a) Matlab simulation result (b) Microcontroller output result](image)

![Figure 7 32-bit single floating-point binary format](image)

![Figure 8 First 24-bit algorithm of the RNG output](image)
The subsequent 48-bit sequences are obtained from the chaotic maps output values obtained after every 95 iteration calculations. In this way, different values are obtained instead of close numbers that are produced consecutively.

The implemented RNG design is run on the microcontroller and obtained random numbers are tested for validity. Figure 10 shows the measurement set-up of microcontroller based RNG output signals with a computer-based oscilloscope. Signal sample of the random numbers obtained from the microcontroller output is given in Figure 11.
4. RANDOMNESS TESTS OF THE MICROCONTROLLER-BASED RNG

Various statistical tests are available to determine RNG success. Diehard, TestU01, AIS 31, FIPS and NIST 800-22 tests can be used to determine RNG performance. Diehard test package was introduced in 1996 by George Marsaglia. Diehard includes 15 statistical tests, but it has drawbacks and limitations, such as the sample sizes are not too large and the numbers to be tested must be in the form of 32-bit integers in the binary file [42]. AIS 31 test consists of 8 statistical tests. Today, this test is not very common in the literature to determine RNG performance [43]. TestU01 is an empirical test package to determine randomness for RNGs. The TestU01 test also has a limitation that accepts only 32-bit entries [42].

Instead of Diehard, TestU01 and AIS 31 tests, the NIST 800-22 test is commonly used to determine RNG success in the literature. The NIST test suite covers many tests in other test packages. Besides the NIST test, FIPS test is also used in the literature. Therefore, in this study, NIST and FIPS tests were preferred to determine the random success rate of the implemented microcontroller-based RNG outputs.

4.1. NIST 800-22 Test

NIST SP800-22 is a commonly used statistical test package that measures the randomness of sequences produced by RNGs. The NIST 800-22 test consists of a total of 15 statistical randomness tests [44, 45]. The NIST 800-22 statistical test is a procedure that generates two hypotheses, $H_0$ (data random) or $H_a$ (data not random). The significance level of the test is indicated by $\alpha$. In the test, $\alpha$ is the probability that the test is not random when the sequence is really random [45]. The value of $\alpha$ is selected between [0.001 - 0.01]. In the NIST tests, the $p$ value points out the degree of randomness and must be greater than the specified $\alpha$ parameter value in the NIST test. If $p \geq \alpha$ the sequence is random, if $p < \alpha$ the sequence is not random. The $p$ takes a value between 0 and 1. If $p$ is closer to 1, the degree of randomness of the sequence is better [41, 45]. NIST tests are performed with standard normal and chi-square ($\chi^2$) distribution reference. The standard normal distribution is used to compare the test statistic value obtained from RNG with the expected value. The chi-square ($\chi^2$) distribution is used to compare the value of observed frequencies of a sample sequence measure to the expected frequencies of distribution [45]. The calculation formulas of all these tests can be found in detail in Ref [45]. For some of the NIST 800-22 tests, the number of sequences obtained from the RNG output should be sufficient. The number of sequences to be tested must be between $10^3$ and $10^7$ [41, 45].

NIST 800-22 test was applied to the implemented RNG. In the test, $\alpha$ value is taken as 0.01. For the test, 1,000,000 bits are taken from the RNG output. The NIST test results are given in Table 1. When Table 1 is examined, it is seen that the RNG outputs are successful in all NIST tests. Because $p$ value was obtained greater than 0.01 in all tests. In the "Random-excursions" and "Random-excursions-variant" tests, only the results of at $x = -4$ and $x = -9$ are given in Table 1, in order for the table to not too long. But in all the tests, the results were successful in all values of $x$.

| Test name                                      | $p$ value | Result |
|-----------------------------------------------|-----------|--------|
| Frequency                                     | 0.9729    | Valid  |
| Block frequency                               | 0.7410    | Valid  |
| Runs                                          | 0.9077    | Valid  |
| Longest run                                   | 0.6196    | Valid  |
| Rank                                          | 0.9686    | Valid  |
| Discrete Fourier transform                     | 0.2402    | Valid  |
| Nonoverlapping template matching (B=001111111)| 0.2040    | Valid  |
| Overlapping template matching                 | 0.5170    | Valid  |
| Universal statistical                         | 0.0668    | Valid  |
| Linear complexity                             | 0.7258    | Valid  |
| Serial                                        | 0.7412    | Valid  |
| Approximate entropy                            | 0.9163    | Valid  |
| Cumulative sums                                | 0.6718    | Valid  |
| Random-excursions-test (x = -4)               | 0.8830    | Valid  |
| Random-excursions-variant test (x = -9)       | 0.4597    | Valid  |
4.2. FIPS Test

In addition to the NIST 800-22 test, the FIPS test was also applied for the RNG success determine. The FIPS test consists of four separate tests: Monobit test, Poker test, Run test and Long Run test. For every FIPS test, 20,000 bits (1 and 0) are required. If any of the four tests fail, the RNG does not pass the FIPS test. Each test result has a required range to succeed [46]. The purpose of the "monobit" test is to determine the distribution of '0' and '1' in the bit sequence. The purpose of the "poker" test is to determine if the number of repetitions of the specified block pieces is within the required range. The purpose of the "run" test is to determine if there are more than 34 consecutive bits in the "run" test [46, 47].

For the FIPS test, 20,000 bits are taken from the implemented RNG output. The FIPS test requirements and results are given in Table 2. When Table 2 is examined, it is seen that the RNG outputs are successful in all FIPS tests.

Table 2
FIPS tests result of implemented microcontroller-based RNG by using the discrete chaotic maps

| Test name | Required condition | Test result value | Result |
|-----------|--------------------|-------------------|--------|
| Monobit   | 9654 < X < 10346   | 9963              | Valid  |
| Poker     | 1.03 < X < 57.4    | 51                | Valid  |
| Run       | Consecutive 1 and 0 block length = 1 | 2479 | Valid |
|           | 2267 < X < 2733    |                   |        |
|           | Consecutive 1 and 0 block length = 2 | 1190 | Valid |
|           | 1079 < X < 1421    |                   |        |
|           | Consecutive 1 and 0 block length = 3 | 681  | Valid |
|           | 502 < X < 748      |                   |        |
|           | Consecutive 1 and 0 block length = 4 | 314  | Valid |
|           | 223 < X < 402      |                   |        |
|           | Consecutive 1 and 0 block length = 6 and more | 144  | Valid |
|           | 90 < X < 223       |                   |        |

Long Run
All consecutive blocks of "1" and "0" must be less than 34.
No consecutive blocks greater than 34 were found.

5. CONCLUSIONS AND FUTURE WORK

In this study, firstly, two-dimensional (2D) Lozi, Tinkerbell and Barnsley Fern discrete CMs are implemented based on microcontroller. When Figure 4, Figure 5 and Figure 6 are examined, the numerical simulation results performed in the Matlab program and microcontroller output results confirm each other. Then, microcontroller based random number generator with the pre-processing algorithm given in Figure 8 and Figure 9 is implemented by using the three different discrete CMs. The RNG outputs are applied to the NIST 800-22 and FIPS tests and passed the all tests.

Consequently, implemented microcontroller-based RNG by using CMs can be used in a variety of engineering applications. In future works, chaos based encryption and communication applications can be realized with the RNG outputs obtained in this study. Similarly, the RNG outputs can be used for random number needs in various optimization algorithms. In this way, optimization success can be increased.
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