Cognitive modeling informs interpretation of go/no-go task-related neural activations and their links to externalizing psychopathology
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Abstract

Background: Individuals with ADHD and other externalizing psychopathologies tend to display poor behavioral performance on the go/no-go task, which is thought to reflect deficits in inhibitory control. However, clinical neuroimaging studies using this task have yielded conflicting results, raising basic questions about what the task measures and which aspects of the task relate to clinical outcomes. We used computational modeling to provide a clearer understanding of how neural activations from this task relate to the cognitive mechanisms that underlie performance and probe the implications of these relationships for clinical research.

Methods: 143 young adults (ages 18–21) performed the go/no-go task during fMRI scanning. We used the diffusion decision model (DDM), a cognitive modeling approach, to quantify distinct neurocognitive processes that underlie go/no-go performance. We then assessed correlations between DDM parameters and brain activation from standard go/no-go contrasts and assessed relationships of DDM parameters and associated neural measures with clinical ratings.

Results: Right-lateralized prefrontal activations on correct inhibition trials, which are generally assumed to isolate neural processes involved in inhibition, were unrelated to DDM parameters (and other performance indices). However, responses to failed inhibitions in brain regions associated with error monitoring were strongly related to more efficient task performance, and correlated with externalizing behavior and ADHD symptoms.

Conclusions: Our findings cast doubt on conventional interpretations of go/no-go task-related activations as reflecting the neural basis of inhibitory functioning. We instead find that error-related contrasts provide clinically-relevant information about neural systems involved in monitoring and optimizing the efficiency of cognitive performance.
Introduction

The go/no-go task, in which participants are asked to make a motor response following stimulus presentations but withhold their response after a subset of “no-go” stimuli, is one of the most ubiquitous experimental paradigms in clinical neuroscience. Commonly assumed to index an individual’s ability to inhibit pre-potent or impulsive responses, behavioral metrics from the task, including false alarm (FA) rate and response times, indicate generally poorer task performance in attention-deficit/hyperactivity disorder (ADHD), substance use disorders, and externalizing psychopathology more broadly (1–3). Such findings are often cited as evidence in support of the hypothesis that poor inhibitory control is a transdiagnostic risk factor for externalizing disorders (4–8). In turn, functional magnetic resonance imaging (fMRI) measures of go/no-go task-related neural activations have played a fundamental role in research on the neurodevelopmental mechanisms of inhibitory control (9,10) and on aberrant brain processes in clinical conditions associated with disinhibition (11–14).

Go/no-go neuroimaging studies typically focus on several contrasts. Analyses in which activity during successful inhibitions (SIs: “no-go” trials where a response is inhibited) is contrasted against activity during “go” trials or a baseline are typically assumed to isolate neural activity related to inhibitory processes (15,16; cf. 17), and tend to reveal right-lateralized activation in prefrontal and parietal structures, including the inferior frontal gyrus (IFG) most prominently (17,18). This approach is based on the “pure insertion” assumption that intact inhibitory processes are present during SIs, but not other trials, and hence that individuals’ magnitude of activation during SIs should correspond to individual or clinical differences in the integrity of response inhibition (13,16,19,20). In addition, analyses in which activity during failed inhibitions (FIs) is contrasted against that during other trials or baseline may be conducted with the goal of indexing neural activity related to error monitoring. Indeed, such contrasts typically reveal activation in regions associated with the processing of errors, including the anterior cingulate (ACC) and insula (19–24).

Despite the go/no-go paradigm’s success in reliably eliciting patterns of neural activation, associations between these activations and clinical outcomes are sometimes difficult to interpret. Across a variety of studies using this paradigm, clinical groups with behavioral disinhibition symptomatology have alternately been found to display reduced (12,19,20,25) or increased (13,26,27,28,29) activation in the brain structures assumed to implement inhibitory processes. Furthermore, significant clinical differences in go/no-go task-related activation are often found when behavioral performance differences are absent (12,14,23,26,28,29). Taken together, these trends in the literature challenge the conventional assumption that the magnitude of neural responses from go/no-go task contrasts indexes the...
same underlying construct of inhibitory control that is assumed to be indexed by the task’s behavioral measures.

This variability in the go/no-go neuroimaging literature, despite reliable evidence for worse task performance in clinical conditions, could be explained if activations from traditional contrasts do not, despite common assumptions, index fundamental neural mechanisms that underlie individual differences in inhibitory performance. One promising way to assess this possibility is to apply well-validated computational models of the go/no-go, which are formal theories of the data-generating process in the task and yield quantitative measures of individual differences in latent mechanisms that underlie inhibitory performance metrics (e.g., FA rate). Such models can be used to test whether task activations display evidence of relationships with individual differences in one or more of these latent mechanisms.

In this study, we apply the diffusion decision model (DDM), a well-validated computational model of two-choice decisions (30,31) that has been extended to explain performance in the go/no-go paradigm (32–34). Although the go/no-go may not be widely viewed as a “decision” task, experimental work has demonstrated that the mechanisms of deciding whether to respond or withhold from responding are functionally comparable to those of decisions between two response options (32, 34). Indeed, DDM and related decision-making models have consistently provided excellent accounts of behavioral data from the go/no-go (32–35). The DDM frames the decision of whether to respond or withhold as a noisy evidence accumulation process that drifts between boundaries which represent each of the two possible decision outcomes (Figure 1). Although the process typically drifts towards the correct boundary (e.g., the “withhold” boundary on trials with “no-go” stimuli), errors occur when it terminates at the other boundary due to noise. In the DDM framework, several cognitive mechanisms can explain differences in go/no-go task performance: 1) individuals’ efficiency of evidence accumulation towards the correct choice, as indexed by drift rate (v) parameters, 2) response biases, which are indexed by the start point (z) parameter and tend to favor decisions with higher probabilities, such as responding in standard go/no-go paradigms (31), 3) caution, as indexed by a parameter for the separation between boundaries (a), with lower values indicating a faster but more error-prone decision-making style, and 4) time taken up by processes peripheral to the decision (e.g., encoding, motor responses), indexed by a non-decision time (Ter) parameter.

The current study applied the DDM to data from a large sample of individuals at risk for externalizing psychopathology to provide a clearer understanding of whether neural activations from the go/no-go paradigm relate to the latent mechanisms that underlie task performance, and implications of these relationships for the study of psychopathology. Under the assumption that the latent mechanisms indexed by the DDM are the main determinants of go/no-go performance metrics (FA rates, response times), evidence for (or against) relationships between task activations and individual differences in these mechanisms would validate (or invalidate) the idea that activations reflect fundamental determinants of inhibitory performance.
Methods

Participants
An initial sample of 147 participants, ages 18–21, was recruited from the Michigan Longitudinal Study (MLS) to participate in a neuroimaging study. The MLS is an ongoing prospective study that follows a community sample of families with a history of alcohol use disorder (AUD) and low-risk families from the same neighborhoods (36,37). Participants were excluded from participating in the larger MLS if they displayed signs of fetal alcohol syndrome, and were excluded from the neuroimaging study if they 1) displayed contraindications to MRI, 2) were left-handed, 3) suffered from a neurological, acute or chronic medical illness, 4) had a personal, or first-degree relative, history of psychosis or schizophrenia, or 5) were prescribed psychoactive medications in the past 6 months, with the exception of psychostimulants prescribed for attention difficulties. Participants using prescribed psychostimulants (n=4) were asked to discontinue their medication at least 48 hours before scanning. All procedures were approved by an Institutional Review Board, and participants provided written informed consent.

Three participants were excluded because their behavioral data did not meet quality control criteria for model-based analyses (>=200 available trials and >.55 overall accuracy) and one was excluded because they did not commit any FAs, precluding analysis of FI contrasts. This left a final sample of 143 participants (Table 1).

Go/No-Go Task
Participants completed an event-related go/no-go task (10) during fMRI. They were presented with a series of letters for 500ms at a time (interstimulus fixation interval of 3500ms) and were asked to press a button for every letter other than “X” (“go” trials) but to withhold their response when “X” was presented (“no-go” trials). Participants completed 5 182-second imaging runs of 49 trials, for a total of 245 trials, 60 (25%) of which were “no-go” trials. Neuroimaging acquisition parameters and pre-processing steps (38,39) are reported in Supplemental Materials.

Psychopathology Measures
Participants completed the neuroimaging study in between MLS data collection waves. At waves 6–8 (ages 18–24), participants filled out the Adult Self Report (ASR: 40) measure. For each participant, the administration of the ASR closest in time to the scan was identified (mean days between ASR administration and scan=421, SD=401), and raw scores from this administration were used. Five participants (all male) did not have ASR data available and were therefore not included in these analyses.

DDM Analysis
The go/no-go version of the DDM outlined by (32,33) was fit to data using functions from the R (41) package rtdists (42) following the chi-square minimization procedure described in these studies. As between-trial variability parameters are difficult to estimate without massive trial numbers (43) and “simple” versions of the DDM, without these parameters, provide estimates of the main model parameters that appear to be comparably informative to
those of the “full” DDM (44), only the main DDM parameters were estimated: drift rates for “go” and “no-go” stimuli, \((v, \text{go}, v, \text{nogo})\), starting point \((z)\), boundary separation \((a)\) and non-decision time \((T_{\text{er}})\). The upper boundary was assumed to trigger responses, while the lower boundary was the non-response boundary. Start point \((z)\) was estimated as a proportion of \(a\), and \(z\) values greater than .50 therefore indicate the expected bias towards the upper “go” boundary. Additional information on model specification, estimation, and fit is available in Supplemental Materials.

**Individual-level fMRI Analyses**

An individual-level general linear model was fit with three regressors convolved with the hemodynamic response function: 1) correct go trials (hereafter referred to as the GO condition), 2) SI trials, and 3) FI trials. Motion parameters from realignment and average white matter signal intensity for each volume were included as nuisance regressors. Statistical maps for each subject were then generated for two contrasts of interest: 1) the standard “response inhibition” contrast (SI>GO), and 2) an “error monitoring” contrast (FI>GO).

**Data Analytic Plan**

In order to conduct a comprehensive search for fMRI correlates of DDM parameters, we completed both 1) whole-brain regression analyses and 2) region of interest (ROI) correlation analyses using ROIs from previous studies. Although we focused on DDM parameters, we also used the same methods to identify fMRI correlates of summary statistics (Supplemental Materials), including FA rate and the mean and standard deviation of “go” response times (MRT and SDRT).

In two whole-brain analyses, all DDM parameters were entered as predictors of neural activation in the SI>GO and FI>GO contrast maps, respectively. Results were thresholded at a familywise error (FWE) rate of .05, and further corrected for multiple comparisons using false discovery rate (FDR: cluster-level \(q<.05)\). One-sample \(t\)-tests of activation in each contrast were conducted using the same thresholds to ensure that univariate activations were consistent with prior work.

In the ROI analysis, we first identified sets of ROI coordinates that prior research suggested would likely correspond to activations in each contrast. For the “response inhibition” (SI>GO) contrast, we used coordinates of the 11 regions found to be active during no-go>go contrasts in a 2013 meta-analysis of event-related go/no-go studies (17). Coordinates were transformed from Talairach to MNI space using the Lancaster (45) method. For the “error monitoring” (FI>GO) contrast, there did not appear to be any previous meta analyses of error-related activations in the go/no-go task. We thus used Neurosynth (46) to identify coordinates for regions linked to error processing. Specifically, we conducted a term-based meta-analysis with the term “error” on 6/4/2019 and downloaded the resulting statistical map for the “association test”, which tests whether activation in each voxel occurs more consistently in studies that mention the term than in those that do not (see: neurosynth.org/faq). We excluded clusters with <10 voxels from this map and identified peak coordinates for the 8 clusters that remained. Once ROI coordinates for both contrasts were identified,
parameter estimates, averaged within 8mm-radius spheres centered about each coordinate, were extracted using MarsBaR (47).

Next, we conducted correlation analyses between each DDM parameter and activation estimates from each ROI in JASP (48), a statistical package which allows for both frequentist and Bayesian versions of common tests. Bayesian analyses allow estimation of 95% posterior credible intervals, which indicate the range in which there is a .95 probability that each r value falls, as well as Bayes factors (BF$\text{10}$)$^{1}$. BF$\text{10}$ is intuitively interpreted as an odds ratio for the research hypothesis; a value of 5, for example, indicates the data are 5 times more likely under the research hypothesis than under the null hypothesis. We used BF$\text{10}$ for inference due to its ability to quantify evidence for both the research and null hypotheses (49,50) but also report frequentist p-values, corrected for multiple comparisons using FDR ($q<.05$, families defined by DDM parameter) (50), to corroborate BF$\text{10}$ inferences and assess whether correlations may have resulted from multiple testing.

Once associations between DDM parameters and neural activations were identified, we tested whether the parameters and activations that were part of these associations displayed evidence of clinical relevance. To avoid bias associated with “double dipping”, we focused on neural correlates identified in the ROI analysis. We selected any parameter which displayed a robust relationship (defined as both BF$\text{10}$ >3 and having a significant p-value after FDR correction) with at least one ROI, and then selected the individual ROIs most strongly related to that parameter in the SI>GO and FI>GO contrasts, respectively. Next, we assessed correlational relationships between these measures and raw scores from two ASR scales: externalizing behavior and DSM-IV ADHD symptoms. The former was selected because of previously-reported associations between go/no-go activations and risk for substance use and other externalizing behaviors (14,23,28,29,53). The latter was selected because of well-established associations between DDM parameters and ADHD (33,54–56).

**Results**

**DDM Parameter Estimates**

Plots comparing empirical RT and accuracy data to predictions of the DDM suggested that the model generally described behavioral data well (Supplemental Materials). Notably, most participants’ start point ($z$) values were above .50 (Table 1), indicating that they were biased toward the decision to respond, as would be expected for a task with a greater proportion of “go” than “no-go” stimuli.

Table 2 displays Pearson correlation (r) values and CIs for relationships between all DDM parameters and traditional behavioral summary statistics. Higher FA rates were related to lower caution ($a$) and greater bias toward “go” ($z$), as expected, but were most strongly related to lower drift rates. Notably, the correlation of FA rate with $v_{\text{go}}$ was almost identical to its correlation with $v_{\text{nogo}}$. This finding, combined with the fact the $v_{\text{go}}$ and $v_{\text{nogo}}$ are also strongly correlated ($r=.73$), suggests that FA rates on the task are largely determined by individuals’ general efficiency of evidence accumulation, which influences behavior across...

---

$^{1}$Priors for r in all Bayesian tests were uniform distributions bounded at −1 and 1.
all trials of the task rather than being specific to “no-go” trials. Therefore, for all subsequent analyses, \( v_{go} \) and \( v_{nogo} \) were averaged to provide a general index of evidence accumulation efficiency (\( v_{avg} \)). Hit MRT was most strongly related to \( a \) and \( Ter \), while hit SDRT was strongly related to drift rate, consistent with previous simulation studies (57). Overall, these analyses suggest that traditional summary statistics are determined by various DDM parameters, although there are no clear one-to-one mappings between parameters and traditional metrics.

**Univariate fMRI Analyses**

Whole-brain maps for univariate contrasts (Figure 2a; Table 3) revealed neural responses that were consistent with previous literature. The SI>GO contrast revealed right-lateralized activity in regions commonly inferred to be involved in top-down inhibitory control, such as the IFG (18,58,59). The FI>GO contrast identified areas previously associated with error processing and performance monitoring, including the ACC and bilateral clusters spanning the IFG and anterior insula (22,24). Conjunction images (Supplemental Materials) indicated that there was considerable overlap between the two contrasts in prefrontal, insular and parietal regions and the ACC.

**Associations with Cognitive Mechanisms**

The only clusters from whole-brain regression analyses that survived corrections for multiple comparisons were activations from the FI>GO contrast that were positively related to \( v_{avg} \) (Figure 2b; Table 4). These activations included multiple regions previously linked to error monitoring, such as the ACC, IFG and anterior insula, as well as two areas in middle temporal gyrus.

Consistent with whole-brain analyses, the strongest associations identified in ROI analyses (Tables 5–6) were positive correlations between \( v_{avg} \) and activations from the FI>GO contrast in regions previously linked to error processing. FI-related activations in the bilateral insula/IFG were the most strongly correlated with \( v_{avg} \) and displayed decisive evidence (BF\(_{10}>100\)) for a relationship. The only correlational relationship involving ROI activations from the SI>GO contrast to survive FDR correction was a negative relationship between \( v_{avg} \) and activation in the right superior temporal gyrus (STG), although BF\(_{10}\) suggested that evidence was preliminary (BF\(_{10}=2.40\)). No other DDM parameters displayed relationships that survived correction, and BF\(_{10}\) generally suggested that evidence for these relationships was moderate at best, and typically against their presence. Follow-up analyses focusing on ROI correlations with \( v_{avg} \) (Supplemental Materials) indicated that activations of ROIs in the insula and IFG were significantly more strongly correlated with \( v_{avg} \) in the FI>GO contrast than in the SI>GO contrast, suggesting that, although these regions appear to be active in both contrasts, their relationship with \( v_{avg} \) is driven by error-related activity.

Analyses of relationships between behavioral summary statistics (FA rate, MRT, SDRT) and task activations (Supplemental Materials) did not reveal any associations that were robust between the whole-brain and ROI analyses. Notably, SI>GO activations in the IFG and other regions typically assumed to underlie inhibitory ability displayed little evidence of a relationship with FA rate, the standard measure of inhibitory performance.
**Prediction of Psychopathology**

As $v_{avg}$ was the only DDM parameter that displayed robust evidence of relationships with activations, we focused on this parameter and its strongest ROI correlates in the SI>GO and FI>GO contrasts: the right STG and right insula/IFG, respectively. Although BF$_{10}$ indicated that evidence for prediction was modest (Supplemental Table 5; Figure 3), FI-related activation in the right insula/IFG displayed preliminary evidence of a negative relationship with externalizing behavior (BF$_{10}$=2.06) and ADHD symptoms (BF$_{10}$=2.77), while $v_{avg}$ displayed preliminary evidence of a negative relationship with ADHD symptoms (BF$_{10}$=2.37), only. SI-related activation in the right STG displayed evidence against the presence of a relationship with both scales. Commonly-used behavioral summary statistics (FA rate, hit MRT and hit SDRT) failed to predict symptom ratings in frequentist tests and BF$_{10}$ indicated that evidence for these correlations was weak (BF$_{10}$<1.12).

**Discussion**

We used the DDM, a well-validated computational model (30,31), to test the common assumption that individual differences in go/no-go task-related neural activations index the integrity of neurocognitive mechanisms that underlie individual and clinical differences in inhibitory performance.

FI-related activations in the ACC, IFG and insula, regions associated with error processing (22,24), were consistently related to individuals’ drift rate ($v_{avg}$) across whole-brain and ROI-based analyses, suggesting that neural systems involved in performance monitoring are crucial for optimizing the ability to efficiently decide whether to initiate or withhold responses. FI-related activation in the strongest ROI correlate of $v_{avg}$, the right insula/IFG, also displayed modest, but promising, evidence for negative relationships with externalizing behaviors and ADHD symptoms. In contrast, activation in only one region from the SI>GO contrast, the right STG, displayed evidence of a relationship with a DDM parameter ($v_{avg}$). However, this relationship was only identified in the ROI-based analysis, suggesting it may not be robust, and SI-related activation in this ROI displayed evidence for a lack of relationship with both clinical criterion measures, suggesting that it displays limited clinical relevance.

Taken together with the body of behavioral research linking ADHD and externalizing behaviors to poorer performance on the go/no-go task (1–3,60), these results suggest that the task does indeed tap into a neurocognitive construct of clinical relevance. However, as individuals’ inhibition ability (defined functionally as FA rate) is similarly related to drift rate ($v$) on both “go” and “no-go” trials, and as SI-related activations in the “inhibition” network show little evidence of relationships with DDM parameters that underlie task performance, this construct does not appear to be selectively related to the inhibition of responses. Rather, our findings suggest that this construct may be better-defined as a task-general efficiency of evidence accumulation, which both determines individuals’ observed inhibition ability (FA rate) and has broader clinical relevance. Hence, investigations into fundamental neural mechanisms of clinical differences in go/no-go task performance may benefit from a focus on neural correlates of evidence accumulation efficiency, such as performance monitoring systems, rather than on SIs.
Even if SI-related neural activations are not selective probes of the latent mechanisms measured by the DDM, it is nonetheless possible that they have utility for measuring the combination of neural processes involved in response inhibition. However, our supplemental analyses indicated that SI-related activations, surprisingly, did not show robust relationships with any index of behavioral performance (including FA rate), which casts serious doubt on their utility for measuring neural determinants of inhibition. One possible reason these activations may be poor probes is that the assumption of “pure insertion” - that neural processes necessary for inhibition are present on “no-go”, but not “go”, trials - is incorrect. Indeed, this explanation is consistent with the DDM, which posits that the same core decision-making mechanisms are present across “go” and “no-go” trials. Therefore, efforts to identify neural correlates of \( v_{\text{avg}} \) or other mechanistic determinants of go/no-go performance may benefit from methods that eschew “pure insertion” assumptions, such as data-driven network-based approaches (61–63) or intrasubject regression of trial-to-trial changes in model parameters on features of the fMRI time series (64,65).

Our findings are consistent with recent accounts of cognitive deficits in ADHD. Although response inhibition has long been considered a core deficit in the disorder (66), individuals with ADHD display less efficient evidence accumulation across a variety of tasks with different response inhibition demands (55,56,67–69). These findings have recently been interpreted (67,68) as suggesting that individuals with ADHD display dysfunction related to the locus coeruleus-norepinephrine (LC-NE) system, which is posited (70) to optimize arousal and efficiency of processing in response to perceived task utility. As brain regions involved in monitoring performance lapses are thought to provide top-down input to this system (70), the current study’s findings on the neural correlates of drift rate are broadly consistent with this theory, although additional work is needed to rigorously evaluate links between error-related activations, drift rate and the LC-NE system.

Findings are also relevant to studies that probe clinical differences in neural responses to the stop-signal task (SST), another classic inhibition measure (71). Individuals with ADHD diagnoses and symptoms display blunted responses in the IFG and other prefrontal regions to both successful and failed inhibitions during the SST (72–77). As the SST typically involves a dynamic tracking algorithm that elicits a roughly 50% inhibition failure rate, this paradigm is arguably better-suited for the investigation of error-related activations than the go/no-go. Hence, future work involving the SST is warranted to further evaluate the implications of our study.

This study has several limitations. First, the psychopathology ratings were not gathered at the same time as the fMRI session, and were, on average, more than a year removed. Given that these criterion measures may be state-dependent, this large interval may have made estimates of predictive validity less reliable. Second, a large portion of participants were male (61%) and displayed family risk factors for externalizing psychopathology (76%); thus, results may not generalize to samples without these features. As the diagnosis rates and distributions of clinical measures (Table 1, Supplemental Figure 6) indicate that the sample spans the range from relatively healthy individuals to those at risk for psychopathology, our sample was likely well-suited for the identification of neural correlates of externalizing symptoms. Third, we assumed that DDM parameters measured the primary mechanistic
processes that determine individual differences in task behavior (e.g., FA rates), and our inferences therefore depend on the integrity of the DDM account of the task. Finally, although we would, given this assumption, expect DDM parameters to predict clinical outcomes better than summary measures, future work in larger data sets is necessary to test this hypothesis by providing reliable estimates of the predictive power of both types of measures.

In conclusion, the current study assessed relationships between neural activations from common go/no-go task contrasts and parameter estimates from the DDM to test the assumption that neural responses in these contrasts index individual differences in the integrity of clinically-relevant neurocognitive processes. Surprisingly, activations associated with successful inhibitions (including those in the right IFG) were unrelated to DDM mechanisms and other performance metrics. In contrast, activity during inhibitory errors in the ACC, IFG and insula was strongly related to efficiency of processing on the task. These results call common mechanistic interpretations of go/no-go task-related activations into question and suggest instead that error-related activations from the task can inform clinical neuroscience by providing information about neural systems that monitor and optimize task performance.

**Supplementary Material**

Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Simplified schematic of the diffusion decision model explanation of the go/no-go task, as outlined by Ratcliff, Huang-Pollock & McKoon (2018) and Huang-Pollock et al. (2017). On each trial, the decision process drifts between an upper boundary for the decision to respond, set at parameter $a$, and a lower (implicit) boundary for the decision to withhold from responding, set at 0. The process begins at the location determined by the start point ($z$) parameter and moves over time according to a stochastic process (similar to a random walk) that generally terminates at the correct decision boundary, but occasionally terminates at the incorrect decision boundary due to noise (i.e., on error trials). The rate at which the process drifts toward the correct boundary ($v$) is estimated separately for trials with “go” stimuli ($v_{go}$) and trials with “no-go” stimuli ($v_{nogo}$). RT on a given trial is determined by the “decision time”, which is the amount of time it takes the process to reach one of the two boundaries, and the “non-decision time” ($Ter$ parameter), which accounts for time taken up by processes peripheral to the decision (e.g., stimulus encoding, motor response latency). Note that the start point ($z$) is closer to the upper boundary for the decision to respond. This reflects a bias that is expected in a go/no-go task, or any other task where one type of decisional outcome is more likely to be correct than the other (e.g., when “go” stimuli are much more common than “no-go” stimuli), because participants develop an a priori expectation for which outcome is most likely to be correct.
Figure 2.
Whole-brain t-statistic maps of neural activations in the main fMRI contrasts of interest (a) and results from whole-brain regression analyses involving DDM parameters (b) at selected axial slices. All statistical maps were thresholded at FWE<.05 and further corrected for multiple comparisons using FDR (cluster-level q<.05). White numbers in the bottom right corner indicate the z-coordinate for each slice. SI = successful inhibition; FI = failed inhibition; GO = correct go trial; v.avg = mean of drift rates on “go” and “no go” trials.
Figure 3.
Scatterplots of DDM parameters and neural correlates of DDM parameters which displayed evidence of correlational relationships with psychopathology ratings, including average drift rates (left panels) and FI>GO activations in the right insula/inferior frontal gyrus (IFG) (right panels). Plots display their relationships with raw scores of the DSM-ADHD and externalizing behavior subscales from the ASR, as well as regression lines for these relationships. For histograms of T-scores from these clinical measures, which demonstrate the range of severity in symptoms relative to clinical norms, see Supplemental Figure 6.
Table 1.

Characteristics of the sample and descriptive statistics for cognitive and behavioral measures. For continuous variables, numbers indicate the mean with standard deviations in parentheses. Substance use data (drinks, binge drinking days and marijuana use days per year) reflect averages across all available measurements from individuals at ages 18–21. ASR summary statistics do not include the 5 subjects with missing data on these measures (all were male). AUD = alcohol use disorder; SUD = substance use disorder; FH-AUD = family history of alcohol use disorder (either parent)

| Characteristic                                      | Table 1       |
|-----------------------------------------------------|---------------|
| Gender (Male/Female)                                | 87/56         |
| Age at scan                                         | 19.66 (1.22)  |
| Race/Ethnicity                                      |               |
| Caucasian                                           | 128           |
| Hispanic/Latino                                     | 5             |
| African American                                    | 6             |
| Other/bi-racial                                     | 4             |
| FH-AUD (Positive/Negative/Unknown)                  | 108/34/1      |
| Average drinks/year                                 | 363 (540)     |
| Average binge drinking days/year                    | 36 (63)       |
| Number that ever used marijuana between ages 18–21  | 77            |
| Average marijuana use days/year                    | 38 (83)       |
| Current AUD Diagnosis                               | 20            |
| Current other SUD Diagnosis                         | 16            |
| AUD + other SUD Diagnosis                            | 7             |
| Current ADHD Diagnosis                              | 15            |
| Currently prescribed stimulant medications          | 4             |
| ASR Externalizing - raw score                        | 9.43 (7.90)   |
| ASR Externalizing - T score                          | 48.98 (10.13) |
| ASR ADHD Symptoms - raw score                        | 5.02 (4.26)   |
| ASR ADHD Symptoms - T score                          | 54.33 (6.56)  |
| Drift rate for “go” stimuli (v.go)                  | 2.77 (1.03)   |
| Drift rate for “no-go” stimuli (v.nogo)*             | 1.90 (0.88)   |
| Average drift rate for all stimuli (v.avg)           | 2.34 (0.88)   |
| Boundary separation (a)                              | 1.00 (0.21)   |
| Non-decision time (Ter)**                            | .317 (.032)   |
| Response bias (z)                                    | 0.62 (0.07)   |
| Hit RT mean (MRT)**                                  | .448 (.061)   |
| Hit RT standard deviation (SDRT)**                   | .105 (.055)   |
| False alarm (FA) rate                               | 0.28 (0.16)   |
| Number of FAs                                        | 16.41 (9.66)  |

* = Multiplied by −1 for comparability to v.go.
** = seconds
Table 2.
Bayesian Pearson correlation values for relationships between commonly-used behavioral summary statistics from the go/no-go task and all DDM parameters. For each correlation, the first number indicates the posterior median, representing the most likely $r$ value, while the second and third numbers (in italics) indicate the upper and lower bounds of the 95% credible interval (CI) for the $r$ value. FA = false alarm, MRT = mean response time, SDRT = standard deviation of response time, $v_{go}$ = drift rate on “go” trials, $v_{nogo}$ = drift rate on “no go” trials, $v_{avg}$ = mean of $v_{go}$ and $v_{nogo}$, $z$ = start point (with higher values), $a$ = boundary separation, $Ter$ = non-decision time.

| Bayesian Pearson Correlations | FA rate | Hit MRT | Hit SDRT | $v_{go}$ | $v_{nogo}$ | $v_{avg}$ | $z$ | $a$ |
|------------------------------|---------|---------|---------|---------|---------|---------|-----|-----|
| FA rate                     | —       | —       | —       | —       | —       | —       | —   | —   |
| Hit MRT                     | —       | —       | —       | —       | —       | —       | —   | —   |
| Hit SDRT                    | —       | —       | —       | —       | —       | —       | —   | —   |
| $v_{go}$                    | —       | —       | —       | —       | —       | —       | —   | —   |
| $v_{nogo}$                  | —       | —       | —       | —       | —       | —       | —   | —   |
| $v_{avg}$                   | —       | —       | —       | —       | —       | —       | —   | —   |
| $z$                         | —       | —       | —       | —       | —       | —       | —   | —   |
| $a$                         | —       | —       | —       | —       | —       | —       | —   | —   |
| $Ter$                       | —       | —       | —       | —       | —       | —       | —   | —   |
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Table 3.

Peak MNI coordinates, anatomical region, Brodmann area (BA), and size (in voxels) of all clusters that survived thresholding at FWE<.05 and correction for multiple comparisons using FDR (cluster-level q<.05) in the whole-brain one-sample t-tests aimed at identifying activation in the SI>GO and FI>GO contrasts. Coordinates for up to two additional local maxima (>8mm apart) within each cluster are also reported in italics.

| Contrast | Region (BA)            | x    | y    | z    | Size  |
|----------|------------------------|------|------|------|-------|
| SI>GO Activation | R. Inferior Parietal (40) | 58   | −44  | 28   | 27574 |
|           | R. Middle Frontal (9)  | 40   | 42   | 22   |       |
|           | R. Insula/IFG (13)     | 34   | 20   | 0    |       |
|           | L. Supramarginal (39)  | −58  | −48  | 34   | 5764  |
|           | L. Superior Temporal (39) | −62  | −50  | 24   |       |
|           | L. Superior Temporal (22) | −62  | −44  | 12   |       |
|           | L. Middle Frontal (10) | −34  | 38   | 26   | 1062  |
|           | L. Middle Frontal (10) | −34  | 46   | 24   |       |
|           | L. Middle Frontal (10) | −40  | 38   | 40   |       |
|           | L. Orbitofrontal (10) | −22  | 58   | −14  | 126   |
|           | Posterior Cingulate (9) | 8    | −10  | 28   | 114   |
|           | Posterior Cingulate (9) | 4    | −22  | 24   |       |
|           | Posterior Cingulate (9) | −10  | −22  | 30   |       |
|           | L. Precentral (4)      | −36  | −20  | 50   | 487   |
|           | L. Precentral (6)      | −32  | −12  | 56   |       |
|           | L. Postcentral (1)     | −44  | −26  | 48   |       |
|           | R. Orbitofrontal (11) | 12   | 20   | −22  | 68    |
| FI>GO Activation | Anterior Cingulate (32) | 4    | 30   | 26   | 20070 |
|           | R. Insula (13)         | 44   | 14   | −4   |       |
|           | L. Middle Frontal (10) | −28  | 50   | 22   |       |
|           | L. Insula (13)         | −44  | 14   | −6   | 4518  |
|           | L. Insula (13)         | −32  | 18   | −12  |       |
|           | L. Inferior Parietal (39) | −60  | −42  | 30   |       |
|           | R. Inferior Parietal (40) | 60   | −42  | 26   | 3525  |
|           | R. Middle Temporal (21) | 52   | −30  | −8   |       |
|           | R. Middle Temporal (21) | 54   | −40  | −2   |       |
|           | L. Cerebellum (9)      | −32  | −60  | −28  | 218   |
|           | L. Cerebellum (9)      | −30  | −48  | −32  |       |
|           | R. Cerebellum (9)      | 38   | −52  | −32  | 858   |
|           | Cerebellum (9)         | 2    | −72  | −20  |       |
|           | Cerebellum (9)         | 2    | −60  | −8   |       |
|           | R. Middle Temporal (20) | 46   | 2    | −40  | 118   |
|           | R. Precuneus (7)       | 12   | −68  | 36   | 638   |
| Contrast       | Region (BA)        | x   | y   | z   | Size |
|----------------|--------------------|-----|-----|-----|------|
| L. Precuneus (7) | −12 −68 32        |     |     |     |      |
| R. Cuneus (17)   | 12 −76 8 514      |     |     |     |      |
| L. Cuneus (17)   | −6 −74 6          |     |     |     |      |
| Brainstem (†)      | 10 −36 −34 62     |     |     |     |      |
| L. Cerebellum (*)  | −10 −48 −32       |     |     |     |      |
| R. Orbitofrontal (10) | 26 54 −16 139   |     |     |     |      |

† Although this local maximum coordinate falls in the insula (BA 13), activation extends into the nearby IFG, suggesting that both structures contribute to activation in this cluster;  

* = coordinate is outside of defined BAs
Table 4.

Peak MNI coordinates, anatomical region, Brodmann area (BA), and size (in voxels) of all clusters that survived thresholding at FWE<.05 and correction for multiple comparisons using FDR (cluster-level q<.05) in the whole-brain regression analyses involving DDM parameters. Coordinates for up to two additional local maxima (>8mm apart) within each cluster are also reported in italics. The first column indicates the contrast map used, the DDM parameter involved, and the direction of the relationships (positive vs. negative). \(v_{avg}\) = mean of drift rates on “go” and “no go” trials;

| Contrast / Parameter / Relationship Direction | Region (BA) | x   | y   | z   | Size |
|-----------------------------------------------|-------------|-----|-----|-----|------|
| FI>GO / \(v_{avg}\) / Positive                | R. Inferior Frontal (45) | 50  | 24  | 0   | 348  |
|                                              | R. Insula (47)      | 32  | 24  | −10 |      |
|                                              | R. Insula (13)      | 34  | 16  | −6  |      |
|                                              | R. Anterior Cingulate (32) | 8   | 38  | 18  | 382  |
|                                              | R. Anterior Cingulate (10) | 4   | 48  | 8   |      |
|                                              | L. Anterior Cingulate (*) | −10 | 34  | 14  | 65   |
|                                              | L. Anterior Cingulate (*) | −10 | 40  | 2   |      |
|                                              | R. Middle Temporal (21) | 62  | −30 | −8  | 94   |
|                                              | R. Middle Temporal (22) | 58  | −16 | −10 | 37   |

\* = coordinate is outside of defined BAs
Table 5.
Most likely correlation ($r$) values, 95% posterior credible intervals (CIs), Bayes factors ($BF_{10}$) and frequentist $p$-values for correlational relationships between ROI activations and the DDM parameters indexing efficiency ($v_{avg}$) and bias ($z$). The first column lists the contrast, anatomical region, and MNI coordinates (x, y and z in parentheses) for each ROI. For $p$-values: **bolded** = survives FDR correction for multiple comparisons within each family of tests (families defined by DDM parameters).

| Region                              | Efficiency ($v_{avg}$) | Bias ($z$) |
|-------------------------------------|------------------------|------------|
|                                     | $r$ [CI] | $BF_{10}$ | $p$ | $r$ [CI] | $BF_{10}$ | $p$ |
| SI/GO L. Inferior Frontal (-35,21,−9) | -.11[-.27,.05] | 0.26 | 0.179 | -.02[-.18,14] | 0.11 | 0.808 |
| SI/GO L. Middle Frontal (-46,25,25) | -.10[-.26,.06] | 0.22 | 0.227 | -.10[-.26,.06] | 0.21 | 0.230 |
| SI/GO L. Supramarginal (-59,−50,35) | -.02[-.18,.15] | 0.11 | 0.833 | .08[-.08,.24] | 0.17 | 0.321 |
| SI/GO Medial Frontal (2,22,41)      | .11[-.06,.27] | 0.24 | 0.196 | -.02[-.18,14] | 0.11 | 0.809 |
| SI/GO L. Medial Frontal (-38,59,3)  | .04[-.13,.20] | 0.11 | 0.680 | .01[-.16,.17] | 0.11 | 0.938 |
| SI/GO R. Inferior Frontal (51,14,25) | .13[-.04,.28] | 0.33 | 0.130 | -.18[-.33,.02] | 1.12 | 0.029 |
| SI/GO R. Inferior Frontal (39,24,−10) | .01[-.15,.17] | 0.11 | 0.920 | .06[-.10,.22] | 0.14 | 0.462 |
| SI/GO R. Inferior Parietal (51,−50,41) | .18[.02,.33] | 1.03 | 0.032 | .04[-.13,.20] | 0.11 | 0.676 |
| SI/GO R. Middle Frontal (46,39,24) | .11[−.05,27] | 0.25 | 0.184 | .01[-.16,.17] | 0.11 | 0.948 |
| SI/GO R. Superior Frontal (13,18,58) | .13[−.04,29] | 0.34 | 0.121 | .04[-.13,.20] | 0.11 | 0.678 |
| SI/GO R. Superior Temporal (63,−20,−5) | -.21[-.36,.05] | 2.40 | **0.012** | .08[-.08,.24] | 0.17 | 0.321 |
| FI/GO Anterior Cingulate (0.22,38)  | .21[.05,.36] | 2.75 | **0.010** | -.10[-.26,.06] | 0.21 | 0.231 |
| FI/GO L. Insula/IFG (-38,20,−6)     | .33[,18,47] | 360.70 | **5.0E-05** | -.06[-.22,.11] | 0.13 | 0.501 |
| FI/GO L. Parietal (-62,−44,34)      | .20[.03,.35] | 1.67 | **0.018** | -.14[-.29,.03] | 0.40 | 0.101 |
| FI/GO L. Striatum (-12,10,−10)     | .07[−.10,.23] | 0.14 | 0.433 | -.09[-.24,.08] | 0.17 | 0.314 |
| FI/GO R. Insula/IFG (42,18,−6)     | .42[,28,55] | 9.5E+04 | **1.4E-07** | -.06[-.22,.11] | 0.13 | 0.515 |
| FI/GO R. Parietal (58,−44,30)       | .26[-.10,.40] | 13.98 | **0.002** | -.14[-.29,.03] | 0.39 | 0.102 |
| FI/GO R. Striatum (14,10,−10)      | .04[−.12,.20] | 0.12 | 0.640 | -.03[-.19,.14] | 0.11 | 0.758 |
| FI/GO R. pre-SMA (4,30,54)         | .20[.04,.35] | 1.81 | **0.016** | -.20[-.35,.−.04] | 1.91 | 0.015 |
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Table 6.
Most likely correlation ($r$) values, 95% posterior credible intervals (CIs), Bayes factors ($BF_{10}$) and frequentist $p$-values for correlational relationships between ROI activations and the DDM parameters indexing caution ($a$) and non-decision time ($Ter$). The first column lists the contrast, anatomical region, and MNI coordinates ($x$, $y$ and $z$ in parentheses) for each ROI. For $p$-values: **bolded** = survives FDR correction for multiple comparisons within each family of tests (families defined by DDM parameters).

| Region                        | Caution (a) |       |         |         | Non-decision (Ter) |       |         |
|-------------------------------|-------------|-------|---------|---------|-------------------|-------|---------|
|                               | $r$ [CI]    | $BF_{10}$ | $p$     | $r$ [CI] | $BF_{10}$ | $p$   |
| SI/GO L. Inferior Frontal (−35,21,−9) | −.09[−.25,.07] | 0.19 | 0.281 | −.09[−.25,.08] | 0.18 | 0.296 |
| SI/GO L. Middle Frontal (−46,25,25) | −.00[−.16, .16] | 0.11 | 0.994 | −.01 [−.17, .15] | 0.11 | 0.910 |
| SI/GO L. Supramarginal (−59,−50,35) | −.12[−.27,.05] | 0.26 | 0.172 | −.08[−.24,.08] | 0.17 | 0.320 |
| SI/GO Medial Frontal (2,22,41) | −.11 [−.26,.06] | 0.23 | 0.211 | −.07[−.23,.10] | 0.15 | 0.419 |
| SI/GO L. Medial Frontal (−38,59,3) | −.08[−.24,.09] | 0.16 | 0.345 | −.01 [−.17, .16] | 0.11 | 0.955 |
| SI/GO R. Inferior Frontal (51,14,25) | −.06[−.22,.11] | 0.13 | 0.483 | −.06[−.22,.10] | 0.14 | 0.473 |
| SI/GO R. Inferior Frontal (39,24,−10) | −.09[−.25,.08] | 0.18 | 0.305 | −.24[−.38,.−.08] | 5.96 | 0.004 |
| SI/GO R. Inferior Parietal (51,−50,41) | −.12[−.28,.04] | 0.30 | 0.146 | −.17[−.32,.−.01] | 0.82 | 0.041 |
| SI/GO R. Middle Frontal (46,39,24) | −.07[−.23,.10] | 0.14 | 0.431 | −.07[−.23,.10] | 0.14 | 0.428 |
| SI/GO R. Superior Frontal (13,18,58) | −.12[−.27,.05] | 0.28 | 0.161 | −.06[−.22,.10] | 0.13 | 0.478 |
| SI/GO R. Superior Temporal (63,−20,−5) | −.18[−.33,.−.02] | 1.07 | 0.030 | −.12[−.27,.05] | 0.28 | 0.161 |
| FI/GO Anterior Cingulate (0,22,38) | −.01 [−.17,.15] | 0.11 | 0.883 | −.09[−.09,.23] | 0.15 | 0.385 |
| FI/GO L. Insula/IFG (−38,20,−6) | −.02[−.14,.18] | 0.11 | 0.801 | .16[−.00,.32] | 0.68 | 0.052 |
| FI/GO L. Parietal (−62,−44,34) | −.07[−.10,.22] | 0.14 | 0.442 | .08[−.08,.24] | 0.17 | 0.327 |
| FI/GO L. Striatum (−12,10,−10) | −.14[−.03,.29] | 0.38 | 0.106 | .14[−.02,.30] | 0.45 | 0.087 |
| FI/GO R. Insula/IFG (42,18,−6) | −.03[−.13,.19] | 0.11 | 0.710 | .13[−.04,.28] | 0.33 | 0.127 |
| FI/GO R. Parietal (58,−44,30) | −.14[−.02,.30] | 0.42 | 0.093 | .06[−.10,.22] | 0.14 | 0.457 |
| FI/GO R. Striatum (14,10,−10) | −.10[−.06,.26] | 0.22 | 0.220 | .18[0.23,33] | 1.04 | 0.031 |
| FI/GO R. pre-SMA (4,30,54) | −.04[−.12,.20] | 0.12 | 0.629 | −.03 [−.19,.14] | 0.11 | 0.755 |