PARAMETER CURVES FOR THE REGULAR REPRESENTATIONS OF TAME BIMODULES

DIRK KUSSIN

Abstract. We present results and examples which show that the consideration of a certain tubular mutation is advantageous in the study of noncommutative curves which parametrize the simple regular representations of a tame bimodule. We classify all tame bimodules where such a curve is actually commutative, or in different words, where the unique generic module has a commutative endomorphism ring. This extends results from [14] to arbitrary characteristic; in characteristic two additionally inseparable cases occur. Further results are concerned with autoequivalences fixing all objects but not isomorphic to the identity functor.

1. Introduction

The notion of tameness for finite dimensional algebras defined over a field $k$ which is not algebraically closed is not well understood. A study of the class of tame hereditary algebras is indispensable for understanding tameness in general, since these algebras are the easiest tame algebras in the sense that there is precisely one generic module [19, 10].

Let $\Lambda$ be a tame hereditary algebra over a field $k$. A commutative curve which parametrizes the simple regular $\Lambda$-modules was studied in [9]. In [5] the authors introduced a noncommutative curve $X$, also parametrizing the simple regular $\Lambda$-modules and whose centre is the curve from [9]. This noncommutative curve contains the full information on $\Lambda$, its function (skew) field $k(X)$ is the endomorphism ring of the unique generic module, and it is defined by the so-called preprojective algebra, which is an orbit algebra (see Section 2) formed with respect to the inverse Auslander-Reiten translation $\tau^-$. For the study of this curve $X$ it is advantageous to replace $\tau^-$ (whenever possible) by a certain tubular mutation and to form an orbit algebra with respect to such a functor. We refer to [14] for the foundations.

By the technique of reducing and inserting weights [13, 16, 14] it is essentially sufficient to study the underlying tame bimodule; in this case all tubes are homogeneous. Thus, in the terminology of [14] we study the noncommutative homogeneous curves of genus zero, or in the terminology of [16, 14] the homogeneous exceptional curves. We exploit our orbit algebra in particular

- to classify all tame bimodules (arbitrary characteristic) and the corresponding function fields which yield a commutative curve $X$; in particular we exhibit an inseparable example where $X$ is a commutative curve but not a Brauer-Severi curve;
- to get precise information on the so-called ghost group $G$, and accordingly also on the Auslander-Reiten translation as functor;
- to describe $X$ and its function field $k(X)$ explicitly in many examples, in particular for all tame bimodules over a finite field (characteristic different from 2).
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The results on the commutative cases include in particular the well-known classification of the (commutative) function fields in one variable of genus zero in the classical sense (we refer to [2, Ch. 16], [7, Thm. 1.1], [15]). Our noncommutative treatment sheds new light on this classical topic. We stress that in our setting also function fields are allowed which are not separably generated over \( k \).

### 2. Efficient Automorphisms

For the study of a parametrization of the indecomposable modules over a tame hereditary algebra it is essentially sufficient to consider the bimodule case, which is also called the homogeneous case. Thus, let \( M = FMG \) be a tame bimodule (\( F \) and \( G \) division algebras) of finite dimension over the centrally acting field \( k \), and let \( \Lambda = (G_M F) \) be the corresponding tame hereditary (bimodule) algebra. Recall that \( \text{tame} \) means \( \dim FM \cdot \dim MG = 4 \). We refer to [12, 18] for further information on bimodules and their representation theory. We will assume throughout that (without loss of generality) \( k \) is the centre of \( M \).

The geometric structure of \( X \), the index set of the simple regular \( \Lambda \)-modules, is given by a hereditary category \( H \). We refer to [14] for more information on \( H \). This category is determined by orbit algebras

\[
R = \Pi(L, \sigma) = \bigoplus_{n \geq 0} \text{Hom}_\Lambda(L, \sigma^nL)
\]

where \( L \) is a fixed line bundle and \( \sigma \) is a positive automorphism (that is, \( \deg(\sigma L) > \deg(L) = 0 \)). If \( f \in \text{Hom}(L, \sigma^nL) \) and \( g \in \text{Hom}(L, \sigma^mL) \), then their product \( f \circ g \) in \( R \) is defined to be \( \sigma^m(f) \circ g \). Note that \( R \) is typically noncommutative. With this we have

\[
(2.1) \quad H \simeq \text{mod}^Z(R)/\text{mod}^Z_0(R),
\]

the quotient category formed with respect to the Serre subcategory of objects of finite length. Hence in the terminology of [3], \( H \) is a (noncommutative) noetherian projective scheme. The category \( H \) is also obtained in a more simple minded way by removing the preinjective component from \( \text{mod}(\Lambda) \) and gluing it together with the preprojective component. The regular modules (lying in homogeneous tubes) become the objects of finite length in \( H \), with a simple object \( S_x \) for each tube index \( x \in X \). The Auslander-Reiten translations \( \tau \) and \( \tau^- \) are autoequivalences of \( H \). The bounded derived categories of \( H \) and of \( \text{mod} \Lambda \) are equivalent, as triangulated categories. We denote by \( L \) an object in \( H \) which corresponds to a projective module of defect \(-1\) and consider it as a structure sheaf.

**Definition 2.1** ([14]). An automorphism \( \sigma \) of \( H \) is called efficient, if it is positive, fixes each tube and \( \deg(\sigma L) > 0 \) is minimal with these properties.

Note that \( \tau^- \) and all tubular shifts \( \sigma_x \) are positive, fixing all tubes. But in general minimality is not fulfilled for these automorphisms. On the other hand efficient automorphisms always exist, and in many cases there is even a tubular shift automorphism which is efficient. But there are examples of tame bimodules such that there is no tubular shift which is efficient ([14] 1.1.13; see also below). The reason why considering efficient automorphisms is the following.

**Theorem 2.2** ([14]). Let \( \sigma \) be an efficient automorphism. Then the orbit algebra \( R = \Pi(L, \sigma) \) is a (not necessarily commutative) graded factorial domain. Moreover, there is a natural bijection between the points of \( X \) and the homogeneous prime ideals of height one in \( R \), and these are left and right principal ideals, having a normal element as a generator.
Here we use a graded version of the notion of unique factorization (=factorial) domains introduced by Chatters and Jordan [8]. We denote by \( \pi_x \) a normal (homogeneous) generator of the prime ideal corresponding to \( x \). We call these elements prime. The correspondence works via universal extensions, see below.

Moreover, the function (skew) field \( k(\mathcal{X}) \) of \( \mathcal{X} \) is obtained as the quotient division ring (of degree zero fractions) of \( R \). This is an algebraic function skew field in one variable, of finite dimension over its centre; we denote by \( s(\mathcal{X}) \) the square root of this dimension. This function field is of importance in representation theory since it coincides with the endomorphism ring of the unique generic \( \Lambda \)-module.

**Proposition 2.3** ([14]). Let \( \sigma \) be an efficient automorphism. Then the orbit algebra \( R = \Pi(L, \sigma) \) is finitely generated as module over its noetherian centre \( C \). Accordingly, the map \( P \mapsto P \cap C \) is a bijection between the set of homogeneous prime ideals of height one in \( R \) and the set of those in \( C \).

For each \( x \in \mathcal{X} \) denote by
\[
 f(x) = \frac{1}{\varepsilon} \left[ \text{Hom}(L, S_x) : \text{End}(L) \right], \quad e(x) = \left[ \text{Hom}(L, S_x) : \text{End}(S_x) \right]
\]
the index and the multiplicity, respectively, of \( x \). Here, \( \varepsilon = 1 \) if \( M \) is a \((2,2)\)-bimodule, and \( \varepsilon = 2 \) if \( M \) is a \((1,4)\)- or \((4,1)\)-bimodule. A point \( x \) is called rational, if \( f(x) = 1 \), and unirational, if additionally \( e(x) = 1 \). By [17] Prop. 4.2 there is always a rational point \( x \). If \( L \) is the structure sheaf and \( x \in \mathcal{X} \), then the universal extension of \( L \) with respect to the tube of index \( x \) is given by \( 0 \to L \to L(x) \to S_x^{e(x)} \to 0 \). This is more generally defined also for other objects, and is functorial, the assignment \( A \mapsto A(x) \) inducing an autoequivalence of \( \mathcal{H} \), denoted by \( \sigma_x \). This is called a tubular mutation, or a tubular shift. We refer to [17] (or [14]) for more details on this subject.

If \( \sigma \) is efficient, then \( L(x) = \sigma^d(L) \) for some positive integer \( d \), and the \( S_x \)-universal extension above becomes
\[
 0 \to L \xrightarrow{\pi_x} \sigma^d(L) \xrightarrow{S_x^{e(x)}} 0,
\]
where \( \pi_x \) is a prime element of degree \( d \) in \( \Pi(L, \sigma) \).

The advantage of an efficient tubular mutation is given by the following.

**Proposition 2.4.** (1) Let \( \sigma_x \) be a tubular shift associated with a tube of index \( x \). If \( \sigma_x \) is efficient then the prime element \( \pi_x \) is central in the orbit algebra \( R = \Pi(L, \sigma_x) \) and of degree one.

(2) If \( \sigma \) is efficient and if there is a central element in \( \Pi(L, \sigma) \) of degree one, then \( \sigma = \sigma_x \) is a tubular shift.

**Proof.** (1) This follows directly from the definition of the multiplication in the orbit algebra and functorial properties of universal extensions, see [14] 1.7.1. For (2) see [14] 3.2.13. \( \square \)

**Remarks 2.5.** Let \( M \) be a tame bimodule with centre \( k \).

(a) There is always an efficient tubular shift \( \sigma_x \) in the cases where \( k \) is algebraically closed, or real closed, or (see [2.7] below) a finite field.

(b) There is always an efficient tubular shift \( \sigma_x \) if \( M \) is a non-simple bimodule.

(c) If \( M \) is a simple \((2,2)\)-bimodule then there is an efficient tubular shift \( \sigma_x \) if and only if there is a point \( x \) such that \( f(x) = 1 \) and \( e(x) = 2 \), or \( f(x) = 2 \) and \( e(x) = 1 \).

(d) If \( M \) is a \((1,4)\)- (or \((4,1)\)-) bimodule, then there is an efficient tubular shift \( \sigma_x \) if and only if there is a unirational point \( x \). A class of examples when this happens is given by Lemma 2.6.
In a section that the occurrence of ghosts is due to noncommutativity.

Fixing all homogeneous prime ideals of \( \mathcal{R} \) algebra automorphisms of \( \mathcal{R} \) subgroup \( \mathcal{H} \) each tube fixed. It is easy to see that it is equivalent to require that such an \( \mathcal{H} \) is the subgroup consisting of (the classes of) those automorphisms which leave each tube fixed. By automorphisms \( \alpha \in \text{Aut} (\mathcal{H}) \) are called ghosts.

Non-trivial elements of the ghost group are called ghosts.

Since \( [\mathcal{M}] = 2 \) we get \( \sum (e) = 1 = f(x) \).

Lemma 2.6. Let \( F/k \) be a skew field extension of dimension four, and let \( \mathcal{K} \) be an intermediate field of degree two. Then the tame bimodule \( \mathcal{M} = \mathcal{K} \mathcal{F} \mathcal{F} \), where \( \mathcal{F} \) is a skew field, with \( k \) lying in its centre and of dimension four over \( k \).

Lemma 2.6. Let \( F/k \) be a skew field extension of dimension four, and let \( \mathcal{K} \) be an intermediate field of degree two. Then the tame bimodule \( \mathcal{M} = k \mathcal{F} \mathcal{F} \), where \( \mathcal{F} \) is a skew field, with \( k \) lying in its centre and of dimension four over \( k \).

Proof. Let \( \mathcal{K} = k(x) \), with \( x \in K \setminus k \) and \( x^2 = c_1 x + c_0 \), with \( c_0, c_1 \in k \). Then \( S_x = (k^2 \otimes F)^{1, \mathcal{F}}(F) \) is a simple regular representation with \( f(x) = 1 \). Moreover, the correspondence \( (a b c_0 \ b \quad a + bc_1) \leftrightarrow a + bx \) gives an isomorphism \( \text{End}(S_x) \simeq k(x) \). Since \( [k(x) : k] = 2 \) we get \( e(x) = 1 \).

Proposition 2.7. Let \( k \) be a finite field. There is a unirational point \( x \in \mathcal{X} \), that is, we have \( e(x) = 1 = f(x) \). Accordingly, the corresponding tubular shift \( \sigma_x \) is efficient.

Proof. Any \( (2, 2) \)-bimodule over a finite field is non-simple, and thus admits a unirational point (compare [14, 0.6.2]). If \( M \) is a \( (1, 4) \)-bimodule over a finite field, hence of the form \( M = \mathcal{K} \mathcal{F} \mathcal{F} \), where \( \mathcal{K} \) is a field extension of degree four, and there is an intermediate field of degree two. Now apply the preceding lemma.

3. The ghost group

We denote by \( \text{Aut}(\mathcal{X}) \) the group of isomorphism classes of autoequivalences of \( \mathcal{H} \) which fix \( L \) (up to isomorphism). We denote by \( \mathcal{G} \) the ghost group, which is the subgroup consisting of (the classes of) those autoequivalences which leave each tube fixed. It is easy to see that it is equivalent to require that such an autoequivalence fixes all objects of \( \mathcal{H} \) (up to isomorphism). Representatives of the non-trivial elements of the ghost group are called ghosts. We will show in this section that the occurrence of ghosts is due to noncommutativity.

Let \( R = \Pi(L, \sigma) \), where \( \sigma \) is efficient. Denote by \( \text{Aut}(R) \) the group of graded algebra automorphisms of \( R \), and by \( \text{Aut}_0(R) \) the subgroup of those automorphisms fixing all homogeneous prime ideals of \( R \). For the general definition of the normal subgroup \( \text{Im}(R) \) we refer to [14, 3.2.2]. Here we will consider only a special case. Let \( \alpha \in \text{Aut}(R) \) and \( N \in \text{mod}^\mathcal{G}(R) \). Define a new graded module structure on \( N \) by the formula \( x \cdot r \overset{\text{def}}{=} x\alpha^{-1}(r) \). As shown in [14, 3.2.3], using (2.1), this induces an element \( \alpha_x \in \text{Aut}(\mathcal{X}) \), and \( \alpha_x \simeq 1 \) (the identity functor on \( \mathcal{H} \)) if and only if \( \alpha \in \text{Im}(R) \). Moreover, \( \alpha_x \in \mathcal{G} \) if and only if \( \alpha \in \text{Aut}_0(R) \). In the case which we consider here, when additionally \( \sigma = \sigma_x \) is a tubular shift, the description of \( \text{Im}(R) \) is the following: this group is then generated by the inner automorphisms defined in the usual way, and by automorphisms \( \varphi_a \) (a \( \in R_0 \) non-zero, lying in the centre of \( R \)) of the following form: \( \varphi_a(r) = a^n r \) for homogeneous elements \( r \) of degree \( n \).

If, for example, \( R_0 = k \) then \( \text{Im}(R) = k^* \).

Theorem 3.1. Let \( \sigma_x \) be an efficient tubular shift, let \( R = \Pi(L, \sigma_x) \). Then for the ghost group we have \( \mathcal{G} \simeq \text{Aut}_0(R)/\text{Im}(R) \).

---

1 Here and in the following we abuse notation a little bit: we use the letters \( x, y, \ldots \) to denote points in \( \mathcal{X} \) as well as (base) elements in field extensions and also generators in graded algebras; but in such a case these different entities are so strongly related to each other that it is convenient to use the same symbol.
Proof. By the preceding remarks there is an injective homomorphism of groups 
\[ \text{Aut}_0(R)/\text{Im}(R) \to \mathcal{G}, \]
induced by \( \alpha \mapsto \alpha_* \). It is therefore sufficient to show that a 
given \( \gamma \in \mathcal{G} \) is liftable to a graded algebra automorphism of \( R \). Denote by \( \mathcal{L} \) the 
full subcategory with objects \( \sigma^n L \ (n \in \mathbb{Z}) \). Changing \( \gamma \) by a suitable isomorphism, 
we can assume that \( \gamma(X) = X \) for all objects \( X \in \mathcal{L} \). Denote by \( \pi_x \) the (central) 
prime element corresponding to \( x \). Since \( \gamma \) fixes the tube of index \( x \) there is a natural 
isomorphism \( \eta: \gamma_x \sigma_x \gamma_x^{-1} \), and \( \gamma(\sigma^n_x(\pi_x)) = \sigma^n_x(\pi_xa_n) \) for some \( a_n \in R_0 \) 
for all \( n \in \mathbb{Z} \) (see [14, 0.4.8]). Since \( \sigma^n_x(\pi_xa_n) = \sigma^{n+1}_x(a_n)\sigma^n_x(\pi_x) \) it is obvious 
how to change \( \gamma \) again by an isomorphism in such a way, that we can assume 
\( \gamma(\sigma^n_x(\pi_x)) = \sigma^n_x(\pi_x) \) for all \( n \in \mathbb{Z} \). We obtain \( \eta = 1 \) on \( \mathcal{L} \). By restriction, \( \gamma \) induces 
an autoequivalence of \( \mathcal{L} \), and via the section functor \( \Gamma = \oplus_{n \in \mathbb{Z}} \text{Hom}(L, \sigma^n_x) \) also 
of the full subcategory of \( \text{mod}^2(R) \) consisting of the graded modules \( R(n) \ (n \in \mathbb{Z}) \). 
Clearly, \( \gamma \) induces a bijective graded \( k \)-linear map \( \alpha: R \to R \), mapping an element 
\( f \in R_n = \text{Hom}(L, \sigma^n_x L) \) to \( \gamma(f) \). Since \( \gamma \sigma_x = \sigma_x \gamma \) on \( \mathcal{L} \), it follows easily that \( \alpha \) is a 
graded algebra automorphism. Since by construction \( \alpha_* \) and \( \gamma \) agree on \( \mathcal{L} \), we get 
\( \alpha_* \simeq \gamma \) also on \( \mathcal{H} \), and the claim follows.

Remark 3.2. The proof shows that each \( \gamma \in \text{Aut}(\mathcal{X}) \) which fixes the tube of index \( x \) 
is liftable to a graded automorphism of \( R = \Pi(L, \sigma_x) \).

Corollary 3.3. Let \( \mathcal{X} \) be commutative. Then \( \mathcal{G} = 1 \).

Proof. If \( k(\mathcal{X}) \) is commutative we have \( e(x) = 1 \) for all \( x \in \mathcal{X} \) (by [14, 4.3.1]). Let \( x \) 
be a rational point. Then the tubular shift \( \sigma_x \) is efficient, and \( R = \Pi(L, \sigma_x) \) is 
commutative. By (2.1), \( R_0 \) lies in the centre \( k \) of \( \mathcal{H} \), hence \( R_0 = k \) follows. Let 
\( \gamma \in \text{Aut}_0(R) \). If \( \pi \in R \) is homogeneous prime, \( \gamma(\pi) = a\pi \) for some \( a \in k^* \). Since \( R \) 
is a commutative graded factorial domain, \( a \) only depends on the degree of \( \pi \), and 
\( \gamma \in \text{Im}(R) \) follows.

The converse of the corollary does not hold, as the example \( M = \mathbb{H} \oplus \mathbb{H} \) over the 
real numbers shows. Here \( \mathcal{G} = 1 \), but \( k(\mathcal{X}) = \mathbb{H}(T) \) is not commutative.

4. The \((2,2)\)-case over finite fields

We study now interesting classes of tame bimodules in more detail. Before 
we concentrate on the case of a \((1,4)\)-bimodule, we briefly describe the case of a 
\((2,2)\)-bimodule. Here we restrict to the case when \( k \) is a finite field, since then all 
\((2,2)\)-bimodules can be described explicitly. For a finite-dimensional field extension 
\( K/k \), an element \( \alpha \in \text{Gal}(K/k) \) and an \((\alpha,1)\)-derivation \( \delta \) of \( K \) denote by \( M = M(K, \alpha, \delta) \) the following (tame) bimodule: as a left 
\( K \)-vector space we have the rule \( (x,y) \cdot a = (xa + y\delta(a), y\alpha(a)) \) (for \( x, y, a \in K \)). If \( \delta = 0 \) we also write \( M = K K K \) 

Proposition 4.1. Let \( M \) be a tame bimodule over a finite field of dimension type 
\((2,2)\) with centre \( k \). Then there is a finite field extension \( K/k \) such that \( M = K M K \). More precisely, if \( [K:k] = n \), \( \text{Gal}(K/k) = (\alpha) \), then \( M = K K K \) \( \oplus K K K \). 
Accordingly, for a unirational point \( x \) the corresponding orbit algebra \( R = \Pi(L, \sigma_x) \). 
is isomorphic to the skew polynomial algebra \( K[X; Y, \alpha] \), graded by total degree. Its 
centre is given by \( k[X, Y^n] \), and \( s(\mathcal{X}) = n \). The function field \( k(\mathcal{X}) \) is isomorphic 
to \( K(T, \alpha) \), and its centre is given by \( k(T^n) \). The ghost group \( \mathcal{G} \) is cyclic of order 
\( n \), generated by \( \alpha_\ast \).

Proof. It is easy to see that over a finite field each \((2,2)\)-bimodule is non-simple. 
By [18] \( M \) is of the form \( M = M(K, \alpha, 0) \) for some automorphism \( \alpha \) or \( M = M(K, 1, \delta) \) for some derivation \( \delta \). In case of a finite field, obviously \( \delta = 0 \). Now, 
k is the centre of \( M(K, \alpha, 0) \) if and only if \( k \) is the fixed field of \( \alpha \). The other 
assertions follow from [14, 5.3.4].

□
5. Some $(1, 4)$-cases

The following theorem applies in particular to any tame bimodule of dimension type $(1, 4)$ over a finite field $k$ with $\text{char } k \neq 2$, but there are also many other applications. It generalizes [14, 1.7.12] and improves results of [4].

**Theorem 5.1.** Let $k$ be a field. Consider the tower of (commutative) fields

$$k \subseteq k(x) \subseteq k(x, y) = K$$

such that $x^2 = c_0$ and $y^2 = a_0 + a_1x$ for some $c_0, a_0, a_1 \in k$. (Then $a_1 \neq 0$ if and only if $k(x) = k(y^2)$.) Let $M$ be the tame bimodule $M = KK$.

1. The simple regular representation

$$S_x = (k^2 \otimes K \overset{(1,x)}{\longrightarrow} K)$$

has endomorphism ring $k(x)$ and defines a unirational point.

2. The corresponding orbit algebra $R = \Pi(L, \sigma_x)$ is the $k$-algebra on three generators $X, Y$ and $Z$ with relations

   (5.1) \hspace{1cm} XY - YX = 0,
   
   (5.2) \hspace{1cm} XZ - ZX = 0,
   
   (5.3) \hspace{1cm} ZY + YZ + a_1X^2 = 0,
   
   (5.4) \hspace{1cm} Z^2 + c_0Y^2 - a_0X^2 = 0.

If $\text{char } k = 2$ and $a_1 = 0$ then $R$ is commutative, otherwise its centre is given by $k[X, Y^2]$.

3. The function field $k(X)$ is isomorphic to the quotient division ring of

$$k(U, V)/(VU + UV + a_1, V^2 + c_0U^2 - a_0).$$

If $\text{char } k = 2$ and $a_1 = 0$ then $k(X)$ is commutative, otherwise its centre is $k(U^2)$ and hence $s(X) = 2$.

4. We have $\text{Aut}(X) \cong \text{Gal}(K/k)$. Assume $\text{char } k \neq 2$. If $a_1 = 0$ then $\text{Aut}(X)$ is the Klein four group coinciding with the ghost group, and if $a_1 \neq 0$ then $\text{Aut}(X)$ is cyclic. In both cases, the graded algebra automorphism induced by sending $X$ to $-X$ (and leaving $Y$ and $Z$ fixed) induces a ghost of order 2. If $a_1 \neq 0$ and $a_0 = 0$, then this is the only ghost.

Proof. For $n \geq 1$ denote by $P_n$ the representation of rank 1 (defect $-1$) given by $k^{2n-1} \otimes K \xrightarrow{C_n} K^n$, where

$$C_n = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1
\end{pmatrix} \in M_{n, 2n-1}(K).$$

These are the preprojective representations of rank 1. This can be shown as in [4] where the assumption $a_0 \neq 0$ is not needed, but there is another argument, avoiding also many calculations: First, it is easy to check that $\text{End}(P_2) = k$. Of course, all
\[ P_n \text{ are of rank } 1. \text{ Moreover, it is easy to see that } \text{Hom}(S_x, P_n) = 0 \text{ for all } n \geq 1. \text{ In particular, } P_n \text{ has no preinjective summand. There is a short exact sequence}
\]
\[
(5.5) \quad 0 \rightarrow P_n \xrightarrow{X_n} P_{n+1} \rightarrow S_x \rightarrow 0
\]
for every \( n \geq 1 \), where \( X_n \) is defined below. It follows that \( x \) is a rational point, and since the simple regular representation \( S_x \) has endomorphism ring \( \text{End}(S_x) = k(x) \), we see that \( e(x) = 1 \). Thus (5.5) is the \( S_x \)-universal extension of \( P_n \). In particular, \( P_{n+1} \simeq \sigma_x(P_n) \). Assume by induction that \( P_n \) is preprojective with \( \text{End}(P_n) = k \). Then \( \text{End}(P_{n+1}) \simeq \text{End}(P_n) = k \), and thus \( P_{n+1} \) is also preprojective of rank 1.

Note that as objects in \( \mathcal{H} \) we have \( P_n \simeq \sigma_x^{-1}L \) for all \( n \geq 1 \).

A \( k \)-basis of \( \text{Hom}(P_n, P_{n+1}) \) is given by the following three pairs of matrices \( X_n = (\overline{X}_n, \underline{X}_n), Y_n = (\overline{Y}_n, \underline{Y}_n), Z_n = (\overline{Z}_n, \underline{Z}_n) \), with \( \overline{X}_n, \overline{Y}_n, \overline{Z}_n \in M_{2n+1,2n-1}(k) \) and \( \underline{X}_n, \underline{Y}_n, \underline{Z}_n \in M_{n+1,n}(K) \) given by

\[
\overline{X}_n = \begin{pmatrix}
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
1 & 0 & 0 & \cdots & 1
\end{pmatrix}, \quad \underline{X}_n = \begin{pmatrix}
1 & 0 & 0 & \cdots & 1 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 1 & \cdots & 0
\end{pmatrix}
\]

and \( \overline{Y}_n, \overline{Z}_n \) are the left upper submatrices, respectively; moreover

\[
\overline{Z}_n = \begin{pmatrix}
\cdots & -c_0' & \cdots \\
\cdots & -c_0' & \cdots \\
\cdots & c_0' & -c_0' & \cdots \\
\cdots & c_0' & -c_0' & \cdots \\
\cdots & c_0' & -c_0' & \cdots \\
\cdots & c_0' & \cdots \\
\end{pmatrix}
\]

and

\[
\underline{Z}_n = \begin{pmatrix}
\cdots & -c_0 & \cdots \\
\cdots & c_0' & \cdots \\
\cdots & c_0 & \cdots \\
\cdots & c_0 & \cdots \\
\cdots & -c_0' & \cdots \\
\cdots & -c_0' & \cdots \\
\end{pmatrix}
\]
with $a'_0 = (-1)^n a_0$ and $c'_0 = (-1)^{n-1} c_0$. It is easy to check that for each $n \geq 1$ the relations
\[
X_{n+1} Y_n = Y_{n+1} X_n, \\
X_{n+1} Z_n = Z_{n+1} Y_n, \\
Z_{n+1} Y_n = -Y_{n+1} Z_n - a_1 X_{n+1} X_n, \\
Z_{n+1} Z_n = -c_0 Y_{n+1} Y_n + a_0 X_{n+1} X_n
\]
hold. Moreover, $\text{Hom}(P_n, P_{n+t})$ is generated by all the “monomials” in the variables $X, Y, Z$ of degree $t$.

Since $X_n$ acts centrally, it follows from (5.5) that the shift $X_n \mapsto X_{n+1}, Y_n \mapsto Y_{n+1}, Z_n \mapsto Z_{n+1}$ coincides on the full subcategory $\mathcal{L}_n$ given by the $P_n$ ($n \geq 1$) with the tubular shift $\sigma_x$ associated with the tube which contains $S_x$.

Assume $\text{char } k \neq 2$. The graded algebra automorphism induced by replacing $X$ by $-X$ is prime fixing, since the centre of $R$ is given by $k[X, Y^2]$. It is easily checked (on the full subcategory of $\mathcal{H}$ with objects $L$ and $L(1)$) that the induced functor on $\mathcal{H}$ is not isomorphic to the identity functor.

Let now $a_1 \neq 0$ and $a_0 = 0$. Let $\gamma$ be in $\text{Aut}_0(R)$. Up to an element in $\text{Im}(R)$ we can assume that $\gamma(X) = X$, and then also $\gamma(Y^2) = Y^2$ and $\gamma(Z^2) = Z^2$. A direct calculation then shows that only $\gamma(Y) = Y, \gamma(Z) = Z$ or $\gamma(Y) = -Y, \gamma(Z) = -Z$ is possible. This proves the theorem. \hfill \Box

Remark 5.2. An affine version of this graded algebra $R$ (by making $X$ invertible) can be found in [11].

Remark 5.3. Denote by $x, y, z$ the classes of $X, Y, Z$, respectively. The elements $x^2$, $xy$, $y^2$, $zx$, $zy$ form a $k$-basis of $R_2$. If $a_1 \neq 0$ then it follows easily that the elements $y$ and $z$ are not normal, but $y^2$ and $z^2$ are prime\footnote{In the “extreme” case when $a_0 = 0$ and $a_1 = 1$, the prime elements $y^2$ and $z^2$ even coincide, up to multiplication with a unit; in particular, the cokernels of $Y$ and $Z$ are isomorphic.}, the only prime (or normal) element of degree one is $x$ (up to multiplication with a unit).

Examples 5.4. We keep the assumptions and notations of the preceding theorem. We additionally assume char $k \neq 2$ in the following. We consider the automorphism group of $X$ and the ghost group, which is always non-trivial in this situation.

(1) $a_1 = 0$. In this case $\text{Aut}(X) \simeq \text{Gal}(K/k) \simeq V_4$, the Klein four group, generators induced by the graded algebra automorphisms $(X, Y, Z) \mapsto (X, Y, -Z)$ and $(X, Y, Z) \mapsto (X, -Y, Z)$, and all these automorphisms are ghost automorphisms (see [14]).

(2) $a_1 \neq 0$. In this case $k(y^2) = k(x)$.

(i) Assume $a_1 = 1$ and $a_0 = 0$. Then $y = \sqrt{c_0}, x = y^2 = \sqrt{c_0}$, and
\[
\Pi(L, \alpha_x) = k\langle X, Y, Z \rangle/\left( X + YX, XZ - ZX, YZ + ZY + X^2, Z^2 + c_0 Y^2 \right).
\]

Denote by $\gamma$ the graded algebra automorphism induced by $X \mapsto -X$.

- $k = \mathbb{Q}$, $K = k(\sqrt{2})$ non-Galois. In this case $\text{Aut}(X) \simeq \mathbb{Z}_2$, which coincides with the ghost group, and is generated by $\langle \gamma_\ast \rangle$.

- $k = \mathbb{Q}(i)$, $K = k(\sqrt{2})$ Galois. Then $\text{Aut}(X) \simeq \mathbb{Z}_4 = \langle \alpha \rangle$, where $\alpha$ is the graded algebra automorphism induced by $(X, Y, Z) \mapsto (iX, -Y, Z)$; we have $\gamma = \alpha^2$. Here the ghost group is generated again by $\gamma_\ast$ (by 5.1). It is also easy to see that $\alpha$ is not a ghost.

(ii) $k$ a finite field, with $p^n$ elements. We have $\text{Aut}(X) \simeq \mathbb{Z}_4$, generated by the $n$-th power of the Frobenius automorphism, whose square is the ghost $\gamma_\ast$ of order two. But this is not a ghost itself. For example, let $k = \mathbb{F}_3$.\hspace{1cm}
and $K = \mathbb{F}_{3^4} = k(x, y)$ with $x^2 = 2$ and $y^2 = x + 1$. Then $\alpha(X) = X$, $\alpha(Y) = -Y + Z$, $\alpha(Z) = Y + Z$ defines an element of $\text{Aut}(R)$, whose square is $\gamma$ (up to an element of $\text{Inn}(R)$). But $\alpha$ does not fix the prime ideal generated by $Y^2$. Note also, that the rational points correspond to the prime elements given by the classes of $X$ (the unirational point) and of $Y^2, Y^2 + X^2, Y^2 + 2X^2$, which are products of degree one elements.

**Remark 5.5.** We stress that there is a difference between the calculations in [4] and ours: The change of the roles of the matrices $X$ and $Y$ is just notation, but more essential and advantageous is our change of the roles of $x$ and $y$ in the matrices $C_n$, as the preceding example $K = k(\sqrt{2})$ shows: In [4] only relations are obtained which are not invariant under shift $n \mapsto n + 1$ and where there is no central variable. Moreover, in [4] generators and relations for the category of preprojective representations of defect $-1$ were determined, but not the functor induced by $n \mapsto n + 1$.

**Proposition 5.6.** Let the assumptions be as in Theorem 5.1 (with $\text{char} k \neq 2$ or $a_1 \neq 0$) or in Proposition 4.1. Let $\gamma \in \text{Aut}(X)$ such that $\gamma(S_p) \simeq S_p$ for the two points $p = x$ and $p = y$ (corresponding to the variables $X$ and $Y$, resp.). Then $\gamma \in G$.

**Proof.** By 3.2 there is an element $\beta \in \text{Aut}_0(R)$ such that $\beta^* \simeq \gamma$. In both cases the centre of $R$ is given by $k[X, Y^n]$ for some natural number $n$, and $\beta$ fixes the prime ideals generated by $X$ and $Y^n$, respectively. Hence, after possibly changing $\beta$ up to an element of $\text{Inn}(R)$ we have that $\beta$ induces the identity on the centre. Now the result follows by 2.3. □

**Theorem 5.7.** Let $k$ be a field. Consider the tower of skew fields

$$k \subseteq k(x) \subseteq k(x, y) = F$$

such that $x^2 = c_0$ and $y^2 = a_0$ for some $c_0, a_0 \in k$ and with $yx = -xy$. Let $M$ be the tame bimodule $M = kF_T$.

1. The simple regular representation

$$S_x = (k^2 \otimes F \langle \frac{1}{x} \rangle F)$$

has endomorphism ring $k(x)$ and defines a unirational point.

2. The corresponding orbit algebra $R = \Pi(L, \sigma_x)$ is the $k$-algebra on three generators $X, Y$ and $Z$ with relations

\begin{align*}
(5.6) & \quad XY - YX = 0, \\
(5.7) & \quad XZ - ZX = 0, \\
(5.8) & \quad ZY - YZ = 0, \\
(5.9) & \quad Z^2 - c_0Y^2 - a_0X^2 = 0.
\end{align*}

In particular, $R$ is commutative.

**Proof.** Erase all the minus signs and set $a_1 = 0$ in the matrices $Z_n$ and $\overline{Z}_n$ in the proof of Theorem 5.1. The relations are easily verified. □

**Remark 5.8.** There is a version of Theorem 5.7 which also applies to quaternion skew fields $\left(\frac{a, b}{k}\right)$ in characteristic 2: Let $k$ be a field of characteristic 2. Consider the tower of skew fields

$$k \subseteq k(x) \subseteq k(x, y) = F$$

and $K = \mathbb{F}_{3^4} = k(x, y)$ with $x^2 = 2$ and $y^2 = x + 1$. Then $\alpha(X) = X$, $\alpha(Y) = -Y + Z$, $\alpha(Z) = Y + Z$ defines an element of $\text{Aut}(R)$, whose square is $\gamma$ (up to an element of $\text{Inn}(R)$). But $\alpha$ does not fix the prime ideal generated by $Y^2$. Note also, that the rational points correspond to the prime elements given by the classes of $X$ (the unirational point) and of $Y^2, Y^2 + X^2, Y^2 + 2X^2$, which are products of degree one elements.
such that \( x^2 = c_0 + x \) and \( y^2 = a_0 \) for some \( c_0, a_0 \in k \) \((a_0 \neq 0)\) and with \( xy = y + xy \). Let \( M \) be the tame bimodule \( M = kF_F \). In that case the relation \( (5.9) \) becomes
\[
Z^2 + c_0Y^2 + a_0X^2 + YZ = 0.
\]
In particular, in this case \( R \) is also commutative.

6. The commutative case

In this section we determine those noncommutative homogeneous curves \( \mathbb{X} \) of genus zero which are actually commutative (that is, \( k(\mathbb{X}) \) is commutative). For \( \text{char } k \neq 2 \) this was done in [14]. We will prove the following result

**Theorem 6.1.** Let \( M \) be a tame bimodule with centre \( k \) and \( \mathbb{X} \) the corresponding homogeneous exceptional curve. Then \( \mathbb{X} \) is a commutative curve precisely in the following cases (up to duality):

(i) \( M = k \oplus k \) the Kronecker;
(ii) \( M = kF_F \), where \( F \) is a skew field of quaternions over \( k \) (arbitrary characteristic);
(iii) \( M = kK_K \), where \( K/k \) is a four-dimensional field extension not containing a primitive element; \( K/k \) is biquadratic, i.e. there are \( a, c \in k \) such that \( K = k(\sqrt{a}, \sqrt{c}) \).

Whereas the first two cases correspond to the Brauer-Severi curves, as pointed out in [13, 9], the last case yields commutative curves \( \mathbb{X} \) of genus zero which are not Brauer-Severi curves, and happens only in characteristic 2. Note that by the theorems in the preceding section \( k(\mathbb{X}) \) and \( \Pi(L, \sigma_x) \) are determined explicitly in all the cases; in the last case \( k(\mathbb{X}) \) is the quotient field of \( k[U, V]/(cV^2 + au^2 + 1) \).

Note also that this result in particular classifies again the (commutative) function fields in one variable of genus zero (in the classical sense). Besides the method of the proof, two aspects are new: The classification in terms of (tame) bimodules, and the more general, noncommutative context.

Let \( M = kF_F \), where \( F \) is a four-dimensional skew field extension of \( k \) (with \( k \subseteq Z(F) \)). Let \( \Lambda \) be the corresponding tame hereditary bimodule algebra. If \( \text{char } k \neq 2 \), then \( \Lambda/\text{rad } \Lambda \) is a separable \( k \)-algebra.

**Theorem 6.2.** Let \( k \) be a field and \( \mathbb{X} \) be a homogeneous exceptional curve with centre \( k \) and underlying tame bimodule \( M \). The following are equivalent:

1. \( k(\mathbb{X}) \) is commutative.
2. For an (equivalently: for each) efficient automorphism \( \sigma \) the graded algebra \( R = \Pi(L, \sigma) \) is commutative.
3. We have \( e(x) = 1 \) for all \( x \in \mathbb{X} \).
4. We have \( e(x) = 1 \) for all rational \( x \in \mathbb{X} \).

If \( \text{char } k = 2 \), assume additionally that \( \Lambda/\text{rad } \Lambda \) is a separable \( k \)-algebra. Then these conditions are also equivalent to the following:

5. a. \( M = k \oplus k \), the Kronecker, or
b. \( M = kF_F \) (or \( \mu F_k \)) where \( F \) is a skew field of quaternions over \( k \).

If this holds, then in case a. we have \( R = k[X, Y] \) and \( k(\mathbb{X}) = k(T) \), the rational function field in one variable over \( k \), and in case b.

\[
R \simeq \begin{cases} 
  k[X, Y, Z]/(-aX^2 - bY^2 + abZ^2) & \text{char } k \neq 2 \text{ and } F = \left( \frac{a-b}{k} \right); \\
  k[X, Y, Z]/(aX^2 + bY^2 + 2YZ + 2Z^2) & \text{char } k = 2 \text{ and } F = \left( \frac{a-b}{k} \right);
\end{cases}
\]

and the function field \( k(\mathbb{X}) \) is given by the quotient field of \( k[U, V]/(-au^2 - bv^2 + ab) \) and \( k[U, V]/(U^2 + UV + bv^2 + a) \), respectively.
Proof. The equivalence of the first four conditions is proved in [14] 4.3.1, 4.3.5. Assuming these conditions, there is an efficient tubular shift automorphism \( \sigma_x \), and by [14] 4.3.5 either \( \Pi(L, \sigma_x) \simeq k[X, Y] \), or \( \Pi(L, \sigma_x) \simeq k[X, Y, Z]/(Q) \), where \( Q \) is a non-degenerate ternary quadratic form. In the first case \( M \) is the Kronecker, in the second it is given by \( kF_F \), where \( F/k \) is a four-dimensional skew field extension. By factoriality, in case \( \text{char } k \neq 2 \), we have that \( Q \) is anisotropic over \( k \), and hence similar to a form \(-aX^2 - by^2 + abZ^2 \). In case \( \text{char } k = 2 \), by tensoring with the separable closure \( \overline{k} \) of \( k \) we get by [14] the projective line \( \mathbb{P}^1(\overline{k}) \). It follows that the middle term of the almost split sequence starting in \( L \) has an endomorphism ring a skew field of quaternions over \( k \), and 5. follows from Theorem [5.7] and Remark [5.8].

Examples 6.3. We exhibit two purely inseparable examples. Let \( F_2 \) be the field with two elements (or it may be any field of characteristic two).

(1) Let \( K = F_2(u, v) \) be the rational function field in two variables over \( F_2 \). Let \( k = F_2(u^2, v^2) \). Then \( K/k \) is a purely inseparable field extension of degree four. Let \( M \) be the tame bimodule \( \mathbb{K}_K \). Denote by \( x \) a unirational point. Then by [5.1]

\[
\Pi(L, \sigma_x) \simeq k[X, Y, Z]/(Z^2 + u^2Y^2 + v^2X^2),
\]

The function field \( k(X) \) is the quotient field of \( k[U, V]/(v^2U^2 + u^2V^2 + 1) \). Hence, \( X \) is a commutative curve, but not a Brauer-Severi curve. Since \( \text{Gal}(K/k) = 1 \) we have \( \text{Aut}(X) = 1 \).

(2) Let \( K = F_2(u) \) be the rational function field in one variable over \( F_2 \). Let \( k = F_2(u^4) \). Again, \( K/k \) is a purely inseparable field extension of degree four. Here the function field is the quotient division ring of \( k(U, V)/(UV + UV + 1, V^2 + u^4U^2) \), and hence \( X \) is not commutative. Again, \( \text{Aut}(X) = 1 \).

As an application of the equivalence of conditions 1. and 4. in Theorem [6.2] we will now see the mathematical reason why additional commutative curves arise in the inseparable case: it is because of the absence of a primitive element.

Proposition 6.4. Let \( M = kK_K \) where \( K/k \) is a four-dimensional field extension. Then \( X \) is a commutative curve if and only if there is no primitive element for \( K/k \). If this is the case, then \( K/k \) is a biquadratic extension.

Proof. Any simple regular representation corresponding to a rational point \( y \) is of the form \( S_y = (k^2 \otimes K \xrightarrow{(1, y)} K) \) for some \( y \in K \setminus k \). If \( y \) is a primitive element, one gets \( \text{End}(S_y) = k \), hence \( e(y) = 2 \). If \( y \) is not primitive, then \( [k(y) : k] = 2 \) and \( e(y) = 1 \) by [2.4]. By applying Theorem [6.2] the first part of the proposition follows.

If \( K/k \) is inseparable, there are two cases: either \( K/k \) is purely inseparable, or there is an intermediate field \( L \) such that \( L/k \) is separable and \( K/L \) is purely inseparable. In the second case there is always a primitive element. In the first case, if there is no primitive element, the extension is clearly biquadratic.

Example 6.5. Let \( K = F_4(u) \) and \( k = F_2(u^2) \), with \( u \) transcendental. Then \( K/k \) is a simple inseparable extension and thus the corresponding curve \( X \) is not commutative. This example is not covered by Theorem [5.1].

Proof of Theorem [6.2]. Let \( M = G_M \) be a tame bimodule with centre \( k \) such that \( X \) is commutative. By [6.2] we have \( e(x) = 1 \) for all \( x \in X \). In particular, there is a unirational point \( x \). Hence the corresponding tubular shift \( \sigma_x \) is efficient. If \( M \) is a \((2, 2)\)-bimodule then \( \Pi(L, \sigma_x) \simeq k[X, Y] \) by [14] 4.3.5], and hence \( M \) is the Kronecker. Hence assume that \( M \) is a \((1, 4)\)-bimodule. Since \( R = \Pi(L, \sigma_x) \) is commutative, in particular \( R_0 \) is the endomorphism ring of a commutative. Say \( G \simeq R_0 \), thus \( M = G_F \). Moreover, since \( R = R_0|R_1 \) and because of [24], we see that \( G \) lies in the centre of \( M \), hence \( G = k \). So \( M = kF_F \). If \( F \) is not commutative, then \( F \) is
a skew field of quaternions over $k$. If $F$ is commutative then it does not contain a primitive element over $k$ by the preceding proposition.

\begin{remark}
Denote by $m$ the unique maximal homogeneous left ideal of $R = \Pi(L, \sigma_x)$, where $\sigma_x$ is an efficient tubular shift. In the commutative case the $m$-adic completion $\hat{R}$ is a complete factorial tubular domain.
\end{remark}

\begin{proposition}
The functors $\tau^-$ and $\sigma_x \circ \gamma_y^* \circ \gamma_z^*$ are isomorphic.
\end{proposition}

\begin{proof}
By \cite{DK} $\tau^-$ coincides with the Coxeter functor $C^-$. On objects $C^-$ and $\sigma_x$ act the same way. Thus, $\sigma_x \circ C^+$ is a ghost automorphism, that is, one of $1, \gamma_y^*, \gamma_z^*$ or $\gamma_y^* \circ \gamma_z^*$. A direct calculation (by K. Dietrich in his diploma thesis) shows that $\sigma_x \circ C^+$ is isomorphic on the full subcategory given by the objects $L$ and $L(1)$ to $\gamma_y^* \circ \gamma_z^*$, that is, the automorphism induced by $X \mapsto -X$.
\end{proof}

All four orbit algebras, formed with respect to these efficient automorphisms, respectively, are graded factorial. The small preprojective algebra $\Pi(L, \tau^-)$ seems to have a clear disadvantage when compared to the other three: it has no central element of degree one. In fact, since up to isomorphism the functor $\gamma_y^* \circ \gamma_z^*$ is induced by $(X, Y, Z) \mapsto (-X, Y, Z)$ we get that $\Pi(L, \tau^-)$ is generated by $X, Y$ and $Z$ having the relations

\begin{align*}
XY + YX &= 0, \\
XZ + ZX &= 0, \\
ZY + YZ &= 0, \\
Z^2 + 3Y^2 + 2X^2 &= 0.
\end{align*}

Similar statements hold in the examples \cite{DK} (2). In all known examples where $\tau^-$ is computed and where the ghost group is non-trivial, $\tau^-$ is not a tubular shift.
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