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Abstract

Multi-homed devices such as smartphones, tablets and laptops are enabled with multiple heterogeneous interfaces available for transmission. Those interfaces can be utilized for simultaneous transmission of a single TCP flow using Multipath TCP (MPTCP). MPTCP is a protocol that is designed to increase end-to-end throughput and reliability of communications by splitting data through multiple parallel paths. Although delay in MPTCP enhanced significantly in the recent years, high number of data transmissions remains an issue. In this paper, we reduce MPTCP delay by reducing the number of transmissions using Opportunistic Routing (OR) technique. OR is a routing model used to increase the delivery rate and reliability of data transmission in wireless networks by using the broadcasting method. This enables each subflow data to be delivered by multiple relays. We adapted OR on a number of MPTCP protocols namely, traditional MPTCP, Multipath TCP Traffic Splitting Control (MPTCP-TSC) and Redundant MPTCP (ReMP TCP) in an Internet of Things (IoT) environment. The results show that OR-based MPTCP schemes outperform existing schemes. We further compared the OR-based MPTCP protocols in terms of startup delay and energy efficiency. We found that ReMP TCP is better than other schemes in all scenarios.
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1 Introduction

Next-generation networks such as the Internet of Things (IoT), smart healthcare, and intelligent transportation systems generate a massive amount of traffic with stringent Quality of Service (QoS) requirements such as high throughput, low delay and packet-loss [1]. Regular Transmission Control Protocol (TCP) is originally designed for wired networks and adapted in wireless networks which gives rise to some issues such as high packet loss and delay [2]. This is due to the characteristics of wireless channels such as high error rate, interference, fading, obstructions etc [3]. In addition, there are a lot of algorithms have been proposed to enhance TCP performance. For instance, FAST TCP which is designed to consider queuing delay as a congestion signal rather than packet loss probability [4]. Moreover, TCP Fast Open that significantly boost the connection speed of TCP by avoiding the three-way handshake process [5]. Further, Proportional Rate Reduction (PRR) which is a TCP novel method introduced to improve recovery procedure [6]. However, TCP lacks fault tolerance property which is important in next-generation communications [3]. When path failure occurs in the connection, data will be lost, thus, TCP has to reset a new connection. Furthermore, TCP does not support multi-homed terminals such as smartphones, tablets and laptops which are equipped with multiple heterogeneous interfaces available for transmission. This motivate the Internet Engineering Task Force (IETF) to introduce Multi-Path Transmission Control Protocol (MPTCP) that enables concurrent traffic forwarding on multiple paths using multiple network interfaces (e.g., Wi-Fi, 5G/LTE and Ethernet). MPTCP aims to increase bandwidth and throughput while maintaining a reliable communication between two ends [7]. In fact, MPTCP is originally designed to satisfy three objectives: (1) increase throughput; (2) load balancing and (3) do not harm [8]. Throughput increment can be achieved by bandwidth aggregation; and load balancing is attained by moving the traffic form congested paths while do not harm means that MPTCP
must be fair to other TCP flows. Figure 1 shows the basic scenario of MPTCP communication in transport layer. In addition, MPTCP utilises numerous TCP paths within one connection, each is called a subflow. This offers the opportunity of path diversity that is not available in conventional TCP [9]. Although MPTCP exploits path diversity, it uses a single TCP socket from the perspective of the application, therefore, the application layer in MPTCP remains unmodified. MPTCP is widely deployed and has no issues with middle boxes such Network Address Translations (NATs), firewalls and proxies since it is compatible with regular TCP [10].

MPTCP gained a lot of interests in industry and academia due to its improvements in network throughput. For business purposes, MPTCP is being used in Siri, the digital assistance provided by Apple. It is supported in iPhone Operating System (iOS) version 7.0 and later versions. Moreover, Samsung supports MPTCP in its products such as Galaxy S6 to offer seamless communication and better service [3]. In academia, MPTCP was implemented and evaluated in [11] and demonstrated better performance than conventional TCP. In [12], the authors proposed MPTCP-TSC (Traffic Split Control) as a cost minimization problem subject to end-to-end delay constraint. A greedy heuristic is presented that allocates the transmission rate for every sub-flow. The simulation results showed enhanced performance in comparison with MPTCP. The authors in [13] proposed a scheme known as ReMP TCP to reduce latency. The scheme sends redundant packets over parallel sub-flows to diminish the packet drop probabilities and increase reliability. An experiment was conducted using a simulation as well as a real-world mobile scenario, and it was concluded that the ReMP TCP outperforms regular MPTCP. Nevertheless, the existing MPTCP schemes [11–13] have high number of transmissions which contribute to high delay. Number of transmissions refers to the number of times a packet is transmitted/re-transmitted from source to destination [15]. The reason for the high number of transmissions in the above MPTCP protocols is the use of traditional routing where a lot of re-transmissions can occur particularly in lossy links [14]. To address this challenge, we take advantage of the Opportunistic Routing (OR) technique.

OR is a routing model used to increase the delivery rate and reliability of data transmission in wireless networks [15]. It selects the next routing path at the transmission time by using the broadcasting method. Moreover, in OR, source node creates a list of forwarders (relays) and any adjacent node, which hears the data transmission, can be considered as a forwarder. The source node then can prioritise the forwarders according to certain conditions. In contrast, traditional routing defines the routing path before transmission which can be insufficient particularly in highly dynamic networks. Figure 2 presents the scenario of OR as well as traditional routing in which the source S forwards the traffic to the destination D. The nodes R1, R2 and R3 are acting as relays or forwarders. In traditional forwarding mechanism, the route S-R1-D is selected before sending data. All traffic must use this route until the last packet is successfully delivered to D. In OR, the source S can select R2 or R3 as a forwarder at the transmission time. Therefore, either S-R2-D or S-R3-D route can be utilised.

In this paper, we introduce OR to the protocols [11–13] to reduce the number of transmissions required to successfully deliver a packet to the destination. This will lead to delay reduction and efficient use of network resources in the IoT scenario. In addition, to best of our knowledge, this is the first novel work which combines Multipath TCP with OR. The key contributions of the paper are as follow:

1. We adapted OR to MPTCP, MPTCP-TSC and ReMP TCP in order to reduce the number of transmissions compared to the existing schemes.
2. End-to-end delay is decreased in the existing schemes by exploiting OR technique.
3. We focused on multimedia data transmission and newly proposed schemes reduce the start-up delay by requiring a smaller number of transmissions for the first video frame.
4. Energy efficiency of the protocols is evaluated and our design diminishes the energy costs required for data delivery.
The simulation results illustrate that ReMP TCP has the lowest number of transmissions, end-to-end delay, start-up delay, and energy cost compared to the other protocols. Furthermore, the selected schemes have shown better performance when using the OR technique in the IoT network. The rest of the paper is organized as follows. In Sect. 2, we present related work and a brief analysis on this work. The system model is introduced in Sect. 3. The results of the experiment are presented in Sect. 4. In Sect. 5, we present the conclusion and outline areas for future work.

2 Related work

Wireless communication has experienced exponential growth over last decade. The advancement in next-generation communication networks, such as IoT, have led to a huge increase in the use of smart devices (i.e. smartphones, tablets, and smart-watches). Therefore, there is a need for a promised protocol, such as Multipath TCP, to control the traffic. MPTCP is well studied in the literature and numerous researchers have proposed to develop the protocol. The authors in [16] studied MPTCP and concluded that it has higher throughput compared to regular TCP. In [17], the researchers proposed an MPTCP scheme based on the round-trip time (RTT) policy that forwards packets on the path with the lowest RTT. However, the approach is not efficient in the case of lossy networks. The authors in [18] introduced an MPTCP-based scheme which forwards the packets on the fastest path instead of waiting for the lowest RTT route. The results show that forwarding the packet on the fastest paths improved the performance of the protocol compared to waiting for the lowest RTT paths when the difference between RTTs is large. In addition, the literature in [19] explores the heuristics based on transmission rate, loss rate and delays and concluded that this approach performs better than the lowest RTT approach.

The authors in [20] explored the challenges of deploying MPTCP. Firstly, MPTCP can reduce the throughput of the network due to packet re-ordering issues. Moreover, the number of sub-flows can cause a buffer overflow problem at the receiver side. In [21], MPTCP- Pipeline Network Coding (MPTCP-PNC) was proposed to solve the problem of packet reordering. MPTCP-PNC introduced cheap coding coefficient rules that reduce encoding and decoding delay by progressively coding and decoding packets without waiting for the whole block (group of packets) on both sides, sender and receiver. This means when the transport layer receives data from the upper layer and converts it into blocks or groups, whichever packets come to the encoder are encoded and sent without waiting for the whole group. In addition, packets are assigned to paths according to path quality. On the receiver side, the same process occurs where the packets are decoded and sent to the application layer regardless of the other packets of the same group. Furthermore, the Fountain code-based Multipath TCP (FMTCP) is another way to use coding techniques to recover lost data, improve delay, and increase throughput [22]. Fountain code generates encoded symbols across sub-flows based on path quality. The simulation results illustrate that FMTCP achieves better performance than MPTCP. Furthermore, in [23] an algorithm was proposed, called Stochastic Earliest Delivery Path First (S-EDPF), which combines scheduling and random linear coding using forward error correction (FEC). The authors provided end-to-end performance measurement and the result obtained demonstrates that the delay impact of reordering and packet loss is mitigated. However, coding and decoding model introduces computational complexity to systems.

In [24], the impact of latency in MPTCP in mobile-based networks was analysed. The results show that performance degrades in the case of high traffic generation where modern schedulers are required. Intelligent delay-aware packet scheduling (DAPS) was proposed to send future and current packets at the same time [25]. This means that some sup-flows will forward current packets where others simultaneously forward future packets. As the authors explained, applying this approach achieved a 77% reduction in the receiver’s buffer, 63% decrease in the application delay and increased the overall throughput by 42 %. In [26], the authors presented the Blocking Estimation (BLEST) algorithm to minimize Head of Line blocking (HoL) in MPTCP. The BLEST scheduler dynamically adjusts the flows that can cause HoL which leads to better performance according to the simulation results. Nevertheless, in some cases the sup-flows in [25, 26] become idle. The lengthy idle period resets the congestion window (cwnd), hence, underutilises the network resources. This issue was addressed by [27] where the completion time of sub-flows was considered and the problem of underutilisation of flows was solved by reducing the long idle periods. In [28], the researchers introduced a new data transmission model by considering the path symmetry. The model adjusts the path selection for different data flows while predicting the volume of data. This technique achieved short completion time of the MPTCP sub-flows according to the simulation results. In [29], the authors proposed an MPTCP- based weighted round robin scheduler that integrated a load balancing approach and achieved optimal performance; however, the proposed scheme has a fairness issue. The authors in [30] proposed an MPTCP based approach for satisfying the QoS requirement of the network. The traffic is forwarded on the path considering queuing delay, RTT and congestion state.
The results show that higher QoS is achieved compared to other schedulers.

The authors in [31] used MPTCP for resource pooling and a new metric that expects throughput was calculated for each sub-flow. The results showed higher throughput and lower network congestion. In addition, the authors in [32] dynamically adjusted the congestion window according to the requirement of the application. This method results in lower packet loss and better throughput. The authors in [33] designed a framework operating at the receiver-side to optimally allocate a transmission rate for each sup-flow in order to reduce the application-level delay. The receiver sends 3-duplicate acknowledgments (ACKs) to the sender to adjust the congestion window if the current cwnd size is greater than a threshold. However, this process is not practical in IoT networks. In [34], the authors proposed an MPTCP algorithm known as LIA (Linked Increased Algorithm) in which the sub-flows are managed to satisfy two conditions. The first condition is that MPTCP should obtain no more capacity than a single path TCP flow in a shared bottleneck. The second condition is that MPTCP throughput using multiple flows should achieve at least as much throughput as traditional TCP. The LIA scheme does not fully consider the friendliness issue while forwarding the traffic on multiple sub-flows. The authors in [35] proposed an MPTCP congestion control algorithm that adaptively decouples sub-flows which are not sharing the bottleneck to maximize the throughput.

The existing MPTCP performs well for traditional routing-based networks. However, such a routing method is shown to have higher number of transmissions compared to OR which result in delay [36]. In next-generation networks such as IoT, low delay is a significant requirement, thus, traditional routing-based MPTCP schemes cannot fully satisfy the need. Therefore, a research gap exists to improve the protocol. We take the opportunity to adapt OR in MPTCP-based schemes and enhance the IoT wireless sensors network. To best of our knowledge, this is the first novel work which combines Multipath TCP with Opportunistic Routing.

3 System model

The components of the IoT networks are identified in three folds as follows: (1) Hardware—which includes sensors and communication equipment, (2) Middleware—that refer to data storage and analysis (i.e., internet gateways), and (3) Presentation—which means data visualisation (i.e., applications) [37]. Figure 3 illustrates the general IoT network architecture. In this paper, only the network between the sensors and the middleware is studied. We consider a Wireless Sensors Network (WSN) with 10 wireless nodes distributed uniformly as shown in Fig. 4. The sensors are deployed in a network area of $180 \times 180$ m². The S node is the source sensor and D is the destination node. The D node in the proposed model is acting as an IoT gateway. It can be a smartphone that is connected to the Internet using Wi-Fi or 5G cellular communication. S is installed with a camera which senses DHL trucks and identifies them by their plate number, records a video and sends it to D to take an action. The D node will act accordingly by processing the video and sending it to the remote server to inform DHL that the above-identified truck has arrived. Nevertheless, we are only considering the communication between the source sensor and the gateway, thus, the study of the network afterward is outside the scope of this paper. In the IoT network, only the S and the D nodes are MPTCP capable which means they can transmit or receive data through different paths simultaneously. Both the source and the gateway have 2 Wi-Fi interfaces ready for transmission. All other sensors act as relays. The links in the network have packet loss probability of 0.4.

In our work, we assume that there is no interference between the sensor nodes (e.g., using OFDMA communication channels). Also, the D node is assumed to broadcast the acknowledgement to avoid redundant transmissions. For example, if D successfully received a packet with sequence number 1, it would broadcast the acknowledgement of this packet to the neighbors, therefore, they can discard any packet with the same sequence number.

As we mentioned, number of transmissions refers to the number of times a packet is transmitted/re-transmitted from source to destination. Taking this into consideration, we can define end-to-end delay $T$ as

$$T = \sum_{n=1}^{N} NT_n,TD$$  \hspace{1cm} (1)

where $N$ is total the number of packets, $NT_n$ is the number of transmissions for the $nth$ packet and $TD$ is the transmission delay. Transmission delay is known as the time taken by a packet to be successfully transferred into the communication link. Thus, $TD$ can be expressed as

$$TD = \frac{PS}{TR}$$  \hspace{1cm} (2)

where $PS$ and $TR$ are the packet size and the transmission rate respectively.

In addition, the startup delay considered in this paper is evaluated based on the number of transmissions. We assume that 45 packets are required to display the first video frame (the first picture in a video stream).

Further, energy efficiency in this work is also calculated based on the number of transmissions. We consider the
total energy consumption as the summation of number of transmissions for each packet multiplied by the transmission power. Hence, total energy consumption $E$ is given as:

$$E = \sum_{n=1}^{N} NT_n TP \quad (3)$$

where $N$ is the total number of packets, $NT_n$ is the number of transmissions for the $n$th packet and $TP$ is the transmission power.

### 4 Preliminary experimental results

The simulation tool used for evaluating the performance of the proposed OR-based MPTCP is MATLAB 2020. We compare the selected schemes with respect to number of data transmissions and number of packets. A total of 1000 packets are being transmitted to the destination. In addition, to diminish network overhead, the maximum number of forwarders in the forward list of each node is set to two forwarders. They are selected on random basis to reduce the complexity of the design. The simulation parameters can be seen in Table 1. In the following subsections, we will explain the simulation results.

#### 4.1 Schemes without OR

We simulated MPTCP, MPTCP-TSC, ReMP TCP, as well as regular TCP to obtain precise results. The protocols are simulated without exploiting the Opportunistic Routing technique to analyse the schemes in our IoT network. It can be seen from Fig. 5 that TCP has the worst performance compared to all MPTCP schemes. The reason is that TCP is a single path protocol and this result in higher number of re-transmissions. The MPTCP performance is better compared to the TCP protocol as the single flow splits into

**Table 1 Simulation parameters**

| Simulation parameter             | Value          |
|---------------------------------|----------------|
| Simulation tool                 | MATLAB 2020    |
| Coverage area                   | $180 \times 180$ m$^2$ |
| Transmission range              | 45 meters      |
| Loss probability                | 0.4            |
| Transmission power ($TP$)       | 15 dBm         |
| Number of packets ($N$)         | 1000           |
| Number of paths (in the MPTCP)  | 2              |
| Communication method            | Wi-Fi          |
| Transmission rate ($TR$)        | 6 Mbps         |
| Packet size ($PS$)              | 1 KB           |
| Maximum number of forwarders    | 2              |
multiple parallel flows and number of transmissions gets lower. The performance of the MPTCP-TSC has shown good results and achieved an acceptable number of transmissions in comparison with TCP and MPTCP. This is because the MPCP-TSC allocates a transmission rate to each sub-flow taking into account the delay constraints. The ReMP TCP has the best performance over all the schemes. The previous Multipath TCP schemes use all available paths for data transmission where ReMP TCP uses some paths for redundant data to reduce re-transmission. Therefore, ReMP TCP is the best scenario.

Furthermore, we evaluated the performance of each protocol with respect to end-to-end delay. Figure 6 shows that TCP achieved the highest delay. MPTCP and MPTCP-TSC protocols perform similarly at the beginning because the number of packets is small which is not enough to illustrate the difference between the two schemes. However, when the number of packets reach about 300, MPTCP-TSC demonstrates lower delay than MPTCP. The reason is that MPTCP-TSC considers path characteristics before transmission, therefore, unnecessary delay can be avoided. In contrast to MPTCP and MPTCP-TSC, ReMP TCP duplicates packets and send them over all available paths simultaneously. Although this approach results in bandwidth underutilisation, it achieved the lowest delay in our experiment.

4.2 Schemes with OR

We improve the protocols by considering OR method. Nevertheless, before integrating OR to the existing schemes, we first simulated OR alone without any transport layer protocol to evaluate its performance. Figure 7 shows the results of our experiment in terms of number of transmissions. We found that OR was the worst scenario in the simulation. This is because OR does not consider flow control between the sender and receiver which lead to frequent packet drops, therefore, frequent re-transmissions. Further, transport layer schemes improved significantly. TCP with OR reduced the transmission count by 12.7% in comparison to the previous result. OR-based MPTCP achieved 12.4% reduction in number of transmissions compared to plain MPTCP. The MPTCP-TSC scheme using OR decreases total transmissions by 10% in comparison with existing MPTCP-TSC. Lastly, when ReMP TCP was combined with the OR, the number of transmissions dropped by 8.4% compared to ReMP TCP without OR. Additionally, it is shown that ReMP TCP outperforms the above schemes with and without OR. Table 2 shows the

![Fig. 5](image1.png) A comparison of benchmark schemes in number of transmissions versus number of packets generated

![Fig. 6](image2.png) End-To-End delay evaluation (in seconds) for each protocol with respect to number of packets without exploiting OR technique

![Fig. 7](image3.png) A comparison of the OR-based MPTCP protocols schemes in number of transmissions versus number of packets generated
average number of transmissions attained by each scheme in the simulation.

Moreover, we evaluated end-to-end delay for OR itself and for each OR-based MPTCP schemes as shown in Fig. 8. It is illustrated that OR was the worst case which is similar to the result in previous sub-section. In this simulation, all schemes required less than 1 s to transmit 1000 packets. In comparison with Fig. 6, ReMP TCP delay dropped from 0.86 to 0.76 s where MPTCP-TSC measurement diminished from 1.01 to 0.90 s. Also, MPTCP delay reduced from 1.06 to 0.92 s when exploiting OR technique and TCP performance improved to require 0.97 s instead of 1.12 in the previous result. Therefore, our proposed schemes are demonstrated to be more effective and sufficient in terms of demanding small number of transmissions and low delay in the IoT network.

We further extend our work to demonstrate the number of transmissions required for each OR-based MPTCP protocol to start-up a video at the destination node. As we mentioned before, we assume that 45 packets are required to display the first video frame. Figure 9 shows the comparison between the schemes and it can be observed that TCP is the worst case. This is due to single path utilization where frequent packet loss occurred. MPTCP performs better than TCP with 28 transmissions reduction. This shows the advantage of splitting a single flow into several sub-flows using network resources. The MPTCP-TSC forwards the same traffic to the destination with a specific transmission rate allocated for each sub-flow. This resulted in requiring 17 transmissions lower than MPTCP. Finally, the ReMP TCP achieved the lowest number of transmissions required to run the first frame with a 15 transmission reduction from MPTCP-TSC. Table 3 illustrates the average number of transmissions for each protocol. Our newly designed schemes showed better performance than the schemes without OR and diminished the start-up delay by requiring a smaller number of transmissions for the first video frame.

The last simulation result obtained is energy efficiency comparison. The transmission power $T_P$ for each node is 15 dBm. We calculated the energy cost according to equation (3). Figure 10 shows the evaluation of TCP, MPTCP, MPTCP-TSC and ReMP TCP in terms of total energy cost. In our model, TCP has the highest power cost due to the high number of data transmissions using a single transmitter. The MPTCP protocol mitigates the cost by 6.0% in comparison with traditional TCP. The MPTCP-TSC reduces it further and utilizes 2.1% lower energy than MPTCP. The ReMP TCP attained a 15.9% decrease in the total cost compared to MPTCP-TSC. Thus, the performance of ReMP TCP is better than all other schemes.

| Schemes     | Number of transmissions without OR | Number of transmissions with OR |
|-------------|------------------------------------|---------------------------------|
| ReMP TCP    | 5056                               | 4630                            |
| MPTCP-TSC   | 6100                               | 5430                            |
| MPTCP       | 6332                               | 5546                            |
| TCP         | 6752                               | 5890                            |
| OR          | –                                  | 6090                            |

Fig. 8 End-To-End delay evaluation (in seconds) for each OR-based MPTCP scheme with respect to number of packets

Fig. 9 Demonstration of the number of transmissions required to display the first video frame (45 packets) at the destination for each protocol
Table 4 illustrates the total energy costs for each protocol. In this simulation, we illustrated that OR-based MPTCP protocols provide efficient use of network resources and are convenient for IoT applications.

To summarize the simulation results, it can be observed that OR technique provides considerable enhancement to the existing protocols and reduces the number of transmission which consequently reduces delay. In addition, it is energy efficient and provides better utilisation of IoT network resources. Thus, OR with MPTCP protocols is a promising method for the next generation networks.

5 Conclusion and future work

The Internet of things (IoT) aims to connect billions of smart devices that can operate independently without human interaction. The existing MPTCP protocols perform well for traditional routing-based networks. However, such a routing method is shown to have high number of transmissions, compared to Opportunistic Routing, which result in delay. In next-generation networks such as IoT, low delay is a significant requirement, thus, traditional routing-based MPTCP schemes cannot fully satisfy the need. Therefore, a research gap exists to improve the protocol.

We adapted OR in the existing MPTCP, MPTCP-TSC and ReMP TCP to address this challenge. The OR is a networking model in which the traffic can be forwarded at the transmission time to any relay node that hear the transmission, therefore, increasing the reliability of data transmission in a network. The simulation results show that the OR-MPTCP schemes reduced the number of transmissions compared to the existing schemes without using the OR method. Furthermore, the comparison of the MPTCP, MPTCP-TSC and ReMP TCP shows that ReMP TCP has the lowest number of transmissions, the lowest delay and is energy efficient compared to other schemes. Thus, our design can be an effective approach in improving the performance of the IoT networks. In future work, we could utilise machine learning techniques, such as Deep Reinforcement learning technique, that can further enhance OR. Moreover, the proposed OR-based MPTCP schemes are simulated on small network topology and its scalability in case of large IoT networks need further investigations. Thus, this can be considered as a future research.
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