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Abstract: We explore three specific approaches for speeding up the calculation of quantum time correlation functions needed for time-resolved electronic spectra. The first relies on finding a minimum set of sufficiently accurate electronic surfaces. The second increases the time step required for convergence of exact quantum simulations by using different split-step algorithms to solve the time-dependent Schrödinger equation. The third approach lowers the number of trajectories needed for convergence of approximate semiclassical dynamics methods.
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1. Introduction

Typical chemical reactions occur on the femtosecond (fs) time scale. In order to understand the reaction process in detail, one needs to observe it with a femtosecond time resolution. Once a femtosecond time-resolved spectrum is obtained, however, it is often nontrivial to translate the spectrum into a picture of the quantum dynamics (QD) occurring during the reaction. For a theorist, on the other hand, the dynamical picture is frequently the starting point. While the time-dependent picture is extremely useful even for understanding continuous wave spectra,[1] for time-resolved spectra it is obviously a natural choice. Instead of inferring the dynamics of the system from the measured spectra, the theorist does exactly the opposite: he or she computes the QD first and converts it to a time-resolved spectrum later. The main problem is the calculation of a certain time-correlation function; the spectrum is then obtained easily by a Fourier transform. For example, for the pump-probe stimulated emission spectrum, within the electric dipole approximation, time-dependent perturbation theory, and for ultrashort pulse length, the correlation function of interest is given by Eqn. (1):

\[
C_{\text{calc}}(\tau, t) = \frac{1}{E_p E_w} \text{Tr} \left\{ \rho(T) \mu_s U_a(-t - \tau) \mu_u U_t(\tau) \right\},
\]

\[
U_j(t) = \exp(-iH_j t / \hbar).
\] (1)

Here \(E_p\) and \(E_w\) are the amplitudes of the pump and probe pulses, \(\rho(T)\) is the nuclear density operator in the electronic ground state at temperature \(T\), \(U\) is the quantum Boltzmann factor, using for example, TDSE. One can either solve it numerically, i.e., or, more generally, the Liouville-von Neumann equation for the density operator.

\[
\frac{i\hbar}{\hbar} \frac{\partial}{\partial t} \psi(t) = H \psi(t)
\] (4)

or, more generally, the Liouville-von Neumann equation for the density operator.

Below, we will not consider the contribution to the pump-probe spectrum from the ground-state absorption (or 'bleach'), which can be computed from Eqn. (2) by exchanging the roles of ground and excited surfaces during the dynamics. While playing a role in the pump-dump-pump-probe experiment we shall analyze below, the bleach is independent of the delay time for the strict pump-probe experiment, in which the initial state is stationary, and hence can be subtracted from the time-resolved spectrum. Note that a general pulse shape, nonperturbative effects, and non-Franck-Condon transitions can be included similarly as nonadiabatic couplings discussed below. The finite temperature effects can be treated via averaging with a QM Boltzmann factor, using for example, path integral Monte Carlo or path integral molecular dynamics methods that are used in our group for computing thermal rate constants and isotope effects.[2] The hardest part, however, remains, namely the calculation of the time-dependent state of the system, i.e., solving the time-dependent Schrödinger equation (TDSE),

\[
\sigma_{\text{calc}}(\omega, \tau) \propto \int_0^\tau f_{\text{calc}}(\tau, t) e^{i\omega \tau} dt.
\] (3)

Below, we will not consider the contribution to the pump-probe spectrum from the ground-state absorption (or 'bleach'), which can be computed from Eqn. (2) by exchanging the roles of ground and excited surfaces during the dynamics. While playing a role in the pump-dump-pump-probe experiment we shall analyze below, the bleach is independent of the delay time for the strict pump-probe experiment, in which the initial state is stationary, and hence can be subtracted from the time-resolved spectrum. Note that a general pulse shape, nonperturbative effects, and non-Franck-Condon transitions can be included similarly as nonadiabatic couplings discussed below. The finite temperature effects can be treated via averaging with a QM Boltzmann factor, using for example, path integral Monte Carlo or path integral molecular dynamics methods that are used in our group for computing thermal rate constants and isotope effects.[2] The hardest part, however, remains, namely the calculation of the time-dependent state of the system, i.e., solving the time-dependent Schrödinger equation (TDSE),

\[
\frac{i\hbar}{\hbar} \frac{\partial}{\partial t} \psi(t) = H \psi(t)
\] (4)

or, more generally, the Liouville-von Neumann equation for the density operator.

There are two general ways to solve the TDSE. One can either solve it numerically exactly, which unfortunately scales exponentially with the number \((D)\) of QM degrees of freedom, or use an approximation that scales favorably with \(D\) and hope that the approximation is good enough for the given system. In both cases, the calculations are usually much more expensive than e.g. molecular dynamics, and so one
has to compromise between the accuracy of the method and its efficiency.

In this article, we will explore three specific approaches for speeding up the calculation of time correlation functions needed for time-resolved electronic spectra: The first relies on a choice of a minimum set of sufficiently accurate electronic surfaces. The second approach increases the required time step in exact simulations by using different split-step algorithms to solve the TDSE. The third approach lowers the number of trajectories needed for convergence of approximate semiclassical (SC) dynamics methods.

2. Finding a Minimum Set of Sufficiently Accurate Electronic Surfaces

Before starting a QD calculation, one has to decide how many coupled electronic potential energy surfaces (PESs) to include in the calculation and choose an appropriate method to compute these surfaces as well as nonadiabatic or spin-orbit couplings between them. The ability to find a minimum number of sufficiently accurate surfaces is the first important contribution to the efficiency of a QD simulation.

The calculation of PESs can be done either beforehand or ‘on the fly’, i.e. simultaneously with the QD. The surfaces and couplings must be accurate enough, yet not too expensive since the QD itself is very expensive. However, it is very difficult to predict the effect of the accuracy of a PES on the QD without performing the QD itself. In our group, we have found an efficient SC method that can do exactly this.[3] The accuracy at time \( t \) is defined as the QM fidelity \( F(t) = |\langle \psi(t) | \psi(0) \rangle|^2 \), i.e. the squared fidel- ity amplitude or the overlap of the time-de-

\[
|\psi(t + \Delta t)\rangle = e^{-i\varepsilon(t\Delta t)/h} |\psi(t)\rangle.
\]

One way to increase the time step \( \Delta t \) in a simulation without sacrificing the accuracy is to realize that the TDSE (4) is not any \( n \)-order algorithm with \( \varepsilon = \Delta t = 1 \), which requires also only two FFTs, but is accurate to second order in \( \Delta t \). It is possible to design algorithms of any order, but they become increasingly complicated and beyond fourth order are rarely used. Hence we consider three types of fourth order split-operator algorithms that differ significantly in their design. The most straightforward one is an algorithm with all real coefficients [SO4-R, \( n = 4, a_1 = a_2 = \alpha / 2, a_3 = a_4 = \alpha (1 - 2^{1/3})/2, b_1 = b_2 = b_3 = b_4 = -2^{1/3} \alpha, b_5 = 0 \) where \( \alpha = (2 - 2^{1/3})^{-1}, f = 6, m = 4 \)][8b,9c,9d] While this is an optimal fourth order algorithm (i.e. an algorithm minimizing \( f \)) with all real coefficients, one can lower the number of the FFT operations by either considering complex coefficients or by allowing commutators of \( T \) and \( V \) in the splitting defined by Eqn. (6).

The former approach starts with a 3rd order algorithm with complex coefficients [SO3-C, \( n = 3, a_1 = a_2 = \beta / 4, a_3 = \beta / 2, b_1 = \beta = \beta / 2 \) where \( \beta = 1 + 3^{-1/2} i, f = 4, m = 3 \)][8c,9d] which unfortunately is not strictly unitary. The order is increased by concatenating the SO3-C algorithm for odd steps with its conjugate algorithm SO3-C\(^*\) for even steps, resulting in the 4th order algorithm SO4-C. The error is measured by the norm of the difference of the approximate and exact wave functions. [If the error is only measured by the (less stringent) overlap of the two wave functions, the 4th order can be reached simply by renormalizing the wave function after each step of the SO3-C algorithm.[9b]]

The latter approach generalizes the splitting by permitting the exponential of the commutator

\[
[K, [T, V]] = \sum_{m} \frac{2}{m} (\nabla V)^2 (7)
\]
in the splitting (6). An optimal resulting algorithm, requiring only four FFTs, is an
algorithm with the gradients of $V$ (SO4-G, n = 3, f = 4, m = 4).

$$e^{-iA\Delta t/\hbar} = e^{-i\frac{1}{2}A\Delta t/\hbar} e^{-i\frac{1}{4}A^2\Delta t/\hbar} e^{-i\frac{1}{4}A^4\Delta t/\hbar} e^{-i\frac{1}{2}A^2\Delta t/\hbar} + O(\Delta t^2),$$

$$V_{eff} = V - \frac{1}{48}\left(\frac{\Delta t}{\hbar}\right)^2 [V(T, r) - V(T, q)].$$

4. Semiclassical Dynamics for Time-resolved Spectroscopy

An alternative approach to speeding up QD calculations is to use SC dynamics. While not exact, SC methods can approximately describe all types of QM effects, such as interference, coherence, tunneling, zero-point energies, etc. This distinguishes SC dynamics from classical molecular dynamics that describes the motion of nuclei purely classically even though it may use \textit{ab initio} quantum chemistry methods to compute the electronic PESs.

All SC methods use classical trajectories, but in addition attach phase information to each trajectory. When contributions of various trajectories are added up, this phase permits interference effects, absent in purely classical dynamics. A SC wavefunction can be generally written as

$$\psi(q, t) = \sum_j A_j e^{iS_j},$$

where the sum runs over classical trajectories $j$, $A_j$ is the square root of classical probability to be at point $q$ at time $t$, and $S_j$ is the corresponding phase. As a result, SC dynamics resembles very much geometrical optics, making QM phenomena more intuitively understandable.

A starting point in all SC methods is the so-called Van-Vleck-Gutzwiller propagator\cite{15} describing the probability amplitude to get from point $q'$ to point $q$ in time $t$. This propagator is hard to use in practice because in many-dimensional systems it is very difficult (and expensive) to find all classical trajectories from $q'$ to $q$ in time $t$. A clever solution was provided by Miller’s initial value representation that transforms this boundary value problem to an initial value problem which is much easier to solve.\cite{16} One has to sample the initial coordinates and momenta from a distribution in phase space describing the initial QM state, run trajectories, and at time $t$ compute the wave function using a formula similar to Eqn. (9).

Here we focus on four SC initial value methods that provide extensions to Miller’s idea by applying it to the coherent states, \textit{i.e.} Gaussian wave packets (GWPs).\cite{16} The propagated GWPs smooth out wild oscillations in the Van-Vleck-Gutzwiller propagator and, as a consequence, GWPs lead to faster convergence. All four methods can be written in the same general form that describes the overlap of an initial GWP $g_{ij}$ centered at $x_i$ with a final GWP $g_{ij}$ centered at $x_f$.

$$\langle g_{ij} | e^{-iV\Delta t} | g_{jk} \rangle = e^{-\frac{i\hbar}{4}\int d^Dx'C(x',t)R(x',t)e^{iS^C\cdot x/k},$$

where $S(x,t)$ is the classical action at time $t$ along a trajectory starting at a phase space point $x = (q', p')$ and ending at point $x'$, and $C$ and $R$ are factors depending on the method. In the original \textit{Frozen Gaussian Approximation} (FGA),\cite{17} the $C$ and $R$ factors are the simplest possible,

$$C_{\text{FGA}}(x', t) = \langle g_{ij} | g_s \rangle \langle g_s | g_{jk} \rangle,$$

$$R_{\text{FGA}}(x', t) = 1. \quad (11)$$

In words, the FGA covers the initial state with GWPs, propagates their centers to $x'$ and, as a consequence, GWPs lead to faster convergence. All four methods can be written in the same general form that describes the overlap of an initial GWP $g_{ij}$ centered at $x_i$ with a final GWP $g_{ij}$ centered at $x_f$.

where $r_w$ is the Wigner-Weyl transform of the initial state and $V_j$ is the $j$th PES. Each trajectory $x'$ is propagated on the excited PES $V_f$ for time $t_f$ and subsequently on the average PES $(V_s + V_f)/2$ for time $t$. The method is analogous to the phase averaging of Mukamel\cite{18} which has been previously used for computing transient absorption spectra by several authors.\cite{19}

5. Results and Discussion

5.1 The System

For numerical tests we chose a two-dimensional system describing the vibrational dynamics of a collinear NCO molecule. Li \textit{et al.}\cite{20} give an analytical fit to the \textit{ab initio} data for the X$^2\Sigma^+$ ground and A$^2\Sigma^+$ excited electronic states, where the NC and CO bond lengths are confined to the interval [2.0–2.6] a.u. In the SC approach it was necessary to have the potential defined on a larger domain and we have thus used an approximate fit to this potential by a sum of two Morse terms defined in the bond-length coordinates $r_i$ as

$$V(r_i, r_j) = V_b + \sum_{i<j} D_{ij} \left(1 - \exp(-\beta_i (r_j - r_j))\right)^2, \quad (13)$$

and coupled via the kinetic term. The fitted parameters (atomic units are used throughout this paper) are listed in Table 1. In mass-scaled normal mode coordinates and within the harmonic approximation, the ground vibrational state of the X$^2\Pi$ surface is a single GWP with the widths equal to 14.44 and 10.35. The exact ground state was found by imaginary-time propagation\cite{21} of the above-mentioned GWP. In numerical tests, this exact ground state was approximated by

$$f_{\text{GWP}}(t, \tau) = \frac{1}{\sqrt{\pi}} \sum_{\lambda \neq 0} \frac{1}{\sqrt{\hbar}} \int dt' V_i(q') - V_0(q'),$$

where $\rho_i$ is the Wigner-Weyl transform of the initial state and $V_i$ is the $i$th PES. Each trajectory $x'$ is propagated on the excited PES $V_f$ for time $t_f$ and subsequently on the average PES $(V_s + V_f)/2$ for time $t$. The method is analogous to the phase averaging of Mukamel\cite{18} which has been previously used for computing transient absorption spectra by several authors.\cite{22}
fitting to a Gaussian form, which resulted in slightly different widths, namely 14.55 and 10.43. For calculation of the pump-probe spectra, a nonstationary initial state was generated by a pump-dump technique,[19] in which the original state was promoted to the upper surface, propagated there for a net time of 520 a.u., dumped to the lower surface, and propagated there for additional 480 a.u. The shape of the resulting wave-packet resembled again a single shifted GWP[20] to which it was fitted.

5.2 Efficiency of Various Split-operator Methods

Before showing the time-resolved spectra, we compare the efficiency of the various split-operator methods. Besides the number of FFTs, the efficiency is determined predominantly by the size $\Delta t$ of the time step that introduces a fixed discretization error (determined, e.g., by machine precision) to the wavefunction after each step. The faster a propagation method converges, the larger the time step can be chosen. Fig. 1 shows the error of the wavefunction propagated for time $t = 128$ a.u. on the $A^2\Sigma^+$ PES as a function of $\Delta t$ for different split operator algorithms. The error is defined as $\psi(t_{exp}) - \psi(t)||$ where $\psi(t)$ is the benchmark wavefunction propagated with the same method and a very small time step of $2^{-i}$, i.e. 0.00195 a.u.

Fig. 1 shows that the complex propagation schemes SO3-C and SO4-C are unstable for time steps larger than 6.4 and 4 a.u., respectively, due to the non-unitary propagation.[8] A rough estimate on the maximal time step size can be deduced from the near-unitarity condition on the Heisenberg uncertainty relation, the $\Delta t$ has to fulfill the condition

$$\Delta t < \frac{2m\Delta q^2}{\pi \hbar \ln z}. \quad (14)$$

where $z$ is the complex splitting constant. The denser the grid in coordinate space, the larger the maximal phase in the kinetic term, and the smaller the maximal $\Delta t$ for complex splitting propagation. For a grid spacing of 4 a.u. in each dimension $\Delta t$ has to be smaller than 22 a.u. which corresponds to the actual behavior of the SO4-C and SO3-C methods. The earlier breakdown of the SO4-C method is due to the combined effect of the last and the first splitting step of each time step, resulting in a larger effective time step.

Incidentally, for very dense grids, the $4^{\text{th}}$ order splitting with real coefficients (SO4-R) also runs into difficulties by effectively exhibiting second order behavior. The culprit could be related to the numerical issues resulting from large phase factors in the kinetic evolution operator $U_t$. Employing the Heisenberg uncertainty relation, the maximal moment is related to the grid spacing $\Delta q$ as $p_{\text{max}} \approx \pi \hbar / \Delta q$.

In order for $U_t$ to be almost unitary, the time step $\Delta t$ has to fulfill the condition

$$\Delta t < \frac{2m\Delta q^2}{\pi \hbar \ln z}. \quad (14)$$

Table 1. Parameters (in a.u.) of the approximative potential fit from Eqn. (12)

|       | $R_1$ | $R_2$ | $D_1$ | $D_2$ | $\beta_1$ | $\beta_2$ | $V_0$ |
|-------|-------|-------|-------|-------|-----------|-----------|-------|
| $X^2\Pi$ | 2.302 | 2.246 | 0.1273 | 0.1419 | 1.414     | 1.718     | −167.653 |
| $A^2\Sigma^+$ | 2.234 | 2.232 | 0.1432 | 0.1417 | 1.516     | 1.816     | −167.548 |

Fig. 2. Pump-probe stimulated emission spectra: (a) Quantum results (contours are plotted for intensities from −0.34 to 0.2 at intervals of 0.04). (b) Semiclassical results for the delay time of 300 a.u. [the number of trajectories used is shown after the name of the approximation].

5.3 Time-resolved Spectra and Correlation Functions

Numerical tests consisted in the computation of the correlation function and transient spectrum, i.e. quantities defined in Eqs. (2) and (3), where $U_0$ and $U_t$ denote the evolution operators corresponding to the $X^2\Pi$ and $A^2\Sigma^+$ electronic states, respectively. Panel (a) of Fig. 2 depicts the resulting benchmark QM transient stimulated emission spectra[21] calculated using the $4^{\text{th}}$ order split operator method SO4-R with a time step $\Delta t = 5$ a.u. Prior to the actual spectra calculation by the Fourier transform (3), the correlation function (2) was damped[14] by a Gaussian decay function $\exp(-T/T^0)$ with $T$ set to 10 a.u. (see Fig. 3).

Panel (b) of Fig. 2 compares QM and converged SC spectra computed at a specific delay time $\tau$ of 300 a.u. All SC calculations used a SC symplectic integrator that we have designed based on Chin’s $4^{\text{th}}$ order classical symplectic integrator utilizing force gradients.[11] Chin’s integrator, in turn, is a classical analog of the QM propagator SO4-G.

The original FGA method reproduces the spectrum at least qualitatively; nev-
Nevertheless it is improved by a repeated renormalization of the correlation function $f$ [see Fig. 2(b)]. While the HK method with filtering (to be explained below) gives almost exact spectrum, the DR spectrum is reasonably accurate yet converges with much fewer trajectories. A stringent criterion on the accuracy of various SC methods is the undamped correlation function \( f(t, \tau) \); its absolute value squared is shown in Fig. 3. In agreement with conclusions made by Kay as well as Walton and Manolopoulos,\cite{8,14,16,22} we observed that the convergence of the HK is significantly slowed down by just a few trajectories the prefactor of which grows exponentially fast in time [see Fig. 3(a)]. We were unable to obtain sensible results based on the implementation of the original HK method for times larger than, roughly, 10 a.u. Similar observation led Walton and Manolopoulos to the introduction of the CHK method mentioned above.\cite{14,16,22} Nevertheless, as pointed out by Kay,\cite{22} even a much simpler heuristic approach, consisting in a repeated elimination of trajectories with the largest prefactors, can lead to reasonable results. Fig. 3(a) supports this claim: The green dashed line represents HK results for 64000 trajectories whereas the solid red line corresponds to the ‘filtered HK’ results obtained using this heuristic procedure with just 16000 trajectories (fewer than 1% of the trajectories had to be discarded). Finally, Fig. 3(b) compares the FGA and the DR with the QM result. Once again, the renormalization greatly improves the FGA. Unlike the filtered HK method and renormalized FGA, the DR cannot unfortunately describe the recurrence of \( f(t, \tau) \) after 8000 a.u. However, this should not matter at finite temperature or in the condensed phase where the magnitude of the recurrence will be greatly diminished due to the coupling to the environment, and its effect on the spectrum will be very small. This was already demonstrated by Fig. 2(b), where the spectra were computed from damped correlation functions. We should also highlight the computational efficiency of the DR which, unlike the HK method, does not require the Hessian of the potential, and, moreover, as can be seen in Fig. 3(a), converges with much fewer trajectories than both the FGA and the HK method. In fact, the work in our group has demonstrated that under quite general assumptions, the number of trajectories required in the DR is independent of dimensionality.\cite{17} Finally, we currently work on speeding up the DR even further, using ideas similar to those behind the CD or CHK propagator.

6. Conclusion

In conclusion, we have presented, analyzed, and compared various approaches to speed up the QD calculation of ultrafast time-resolved spectra.
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