Estimation of the Shape Parameter of a Wear-Out Failure Period for a Three-Parameter Weibull Distribution in a Small Sample
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Abstract

We propose a method to estimate a shape parameter for a three-parameter Weibull distribution. The proposed method first derives an unbiased estimator for the shape parameter independent of the location and scale parameters and then estimates the shape parameter using a minimum-variance linear unbiased estimator. Since the proposed method is expressed using a hyperparameter, its optimal hyperparameter is searched using Monte Carlo simulations. The recommended hyperparameter used for estimating the shape parameter depends on the sample size, and this causes no problems since the sample size is known when data is obtained. The proposed method is evaluated using a bias and a root mean squared error, and the results are very promising when the population shape parameter is 2 or more in the Weibull distribution representing the wear-out failure period. A numerical dataset is analyzed to demonstrate the practical use of the proposed method.
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1. Introduction

Weibull distribution is often used in lifetime and reliability studies. The probability density function and cumulative distribution function of the three-parameter Weibull distribution are expressed as follows:

\[
g(x; m, \eta, \gamma) = \frac{m}{\eta} \left\{ \frac{x - \gamma}{\eta} \right\}^{m-1} \exp\left\{ - \left( \frac{x - \gamma}{\eta} \right)^m \right\}, \quad (1)
\]

\[
G(x; m, \eta, \gamma) = 1 - \exp\left\{ - \left( \frac{x - \gamma}{\eta} \right)^m \right\}, \quad (2)
\]

where \( \eta > 0, m > 0, \) and \( \gamma < x \) are the scale, shape, and location parameters, respectively. Although maximum likelihood estimation (MLE) is often used for parameter estimation, it may not be possible to be used for a three-parameter Weibull distribution. Therefore, the parameter estimation method that extends MLE have proposed for a three-parameter Weibull distribution. Hall & Wang (2005) proposed the Bayesian likelihood (BL) method, which multiplies MLE by an empirical prior. Cousineau (2009a) proposed the weighted maximum likelihood estimation (w-MLE) method that added the three weights to MLE. Nagatsuka et al. (2013) proposed the location and scale parameters free maximum likelihood estimators (LSPF-MLE) method, which estimates the shape parameter using the independent statistics of the location and scale parameters. The parameter estimation method of the three-parameter Weibull distribution has also been studied by other researchers (Smith, 1985; Lawless, 2002; Murthy et al., 2004; Nagatsuka & Kamakura, 2005; Cousineau, 2009b; Ng et al., 2012; Sugiyama et al., 2019).

We propose a method to estimate the shape parameter, independent of the location and scale parameters. Therefore, the shape parameter can be estimated first for the three-parameter Weibull distribution. Estimating the shape parameter with a high accuracy is expected to improve the estimation accuracy of the location and scale parameters.

In Section 2, we derive an unbiased estimator of the shape parameter that does not depend on the location and scale parameters. In Section 3, we search for the recommended hyperparameters for each sample size, and compare the effectiveness of the proposed method with the existing methods. Section 4 describes an attempt at estimating the shape parameter using a numerical example. Our conclusions are presented in Section 5.
2. Unbiased Estimator of the Shape Parameter Independent of the Location and Scale Parameters

Let $X_1, \ldots, X_n$ be random samples from the three-parameter Weibull distribution, and let $X_{(i)}$ denote the $i$-th order statistic, $\gamma < X_{(1)} < \cdots < X_{(n)}$ for some $\gamma$ and $i = 1, \ldots, n$ ($n \geq 2$). Using the inverse transform method, the following formula is established:

$$1 - \exp \left[ - \left( \frac{X_{(i)} - \gamma}{\eta} \right)^m \right] = U_{(i)}, \quad (3)$$

where $U_{(i)}$ is the $i$-th order statistic of the uniform distribution, $0 \leq U_{(1)} < \cdots < U_{(n)} \leq 1$ (for some $\gamma \neq j$). The following results are obtained by double logarithmic conversion of both sides:

$$m \log \left( \frac{X_{(i)} - \gamma}{\eta} \right) = \log \left[ - \log (1 - U_{(i)}) \right], \quad i = 1, \ldots, n. \quad (4)$$

Subtracting the formula in which $i = 1$ is substituted into (4) from the formula in which $i = 2, \ldots, n$ is substituted into (4), it leads to:

$$m \log \left( \frac{X_{(i)} - \gamma}{X_{(1)} - \gamma} \right) = \log \left[ \frac{\log (1 - U_{(i)})}{\log (1 - U_{(1)})} \right], \quad i = 2 \ldots, n. \quad (5)$$

The right-hand side of (5) is independent of $\eta$. The mean of both sides in (5) is given by:

$$E \left[ \log \left( \frac{X_{(i)} - \gamma}{X_{(1)} - \gamma} \right) \right] = \frac{1}{m} E \left[ \log \left[ \frac{\log (1 - U_{(i)})}{\log (1 - U_{(1)})} \right] \right] = \frac{k(i, n) - k(1, n)}{m}, \quad (6)$$

where

$$k(i, n) = \int_0^1 \log \left[ - \log (1 - u) \right] \frac{n!}{(i - 1)!(n - i)!} u^{i-1}(1 - u)^{n-i} du. \quad (7)$$

The expected value of (6) is the function of only $i$ and $n$. The unbiased estimator of $1/m$ is expressed as follows:

$$T_{(i)} = \frac{1}{m} = \log \left( \frac{X_{(i)} - \gamma}{X_{(1)} - \gamma} \right) / [k(i, n) - k(1, n)]. \quad (8)$$

Furthermore, let

$$\frac{1}{X_{(1)} - \gamma} = c \left( \frac{1}{U} - 1 \right) \quad (9)$$

be the empirical prior of $\gamma$, where $U$ is the standard uniform distribution, and $c > 0$ is a hyperparameter. Both sides of (9) have the same range $(0, \infty)$. The hyperparameter $c$ is chosen to obtain an optimal estimator. Substituting (9) into (8), we obtain:

$$T_{(i)} = \log \left( \frac{X_{(i)} - X_{(1)} + X_{(1)} - \gamma}{X_{(1)} - \gamma} \right) / [k(i, n) - k(1, n)] = \log \left( \frac{X_{(i)} - X_{(1)}}{X_{(1)} - \gamma} + 1 \right) / [k(i, n) - k(1, n)]$$

Using the minimum-variance linear unbiased estimator (Ahsanullah et al., 2013), $m$ is estimated by:

$$\hat{m} = \frac{1}{T} = 1'S^{-1} \left[ \int_0^1 \log \left[ \log (1-U) (X_{(1)} - X_{(1)}) + U \right] - \log(U) \right] dU / [k(i, n) - k(1, n)], \quad (11)$$
where $\mathbf{1}' = (1 \cdots 1)$ is $(n-1)$-dimensional vector,

$$
S = \left( S_{ij} \right) = \text{cov}(T_{ij}, T_{ij}) = \frac{1}{k(i,n) - k(1,n)} \frac{1}{k(j,n) - k(1,n)} \left\{ \text{cov} \left( \log(X_{ij} - \gamma), \log(X_{ij} - \gamma) \right) 
- \text{cov} \left( \log(X_{ij} - \gamma), \log(X_{ij} - \gamma) \right) - \text{cov} \left( \log(X_{ij} - \gamma), \log(X_{ij} - \gamma) \right)
+ \text{var} \left( \log(X_{ij} - \gamma) \right), \quad i, j = 2, \ldots, n, \right. 
$$

(12)

$$
\text{cov} \left( \log(X_{ij} - \gamma), \log(X_{ij} - \gamma) \right) = \int_0^1 \int_0^u \{ \log[-\log(1-u)] - \frac{k(i,n)}{m} \} \{ \log[-\log(1-v)] - \frac{k(j,n)}{m} \}
\times \frac{n!}{(i-1)!(j-i-1)!(n-j)!} \mu^{i-1}(v-u)^{i-1}(1-v)^{n-i} du dv,
$$

(13)

$$
\text{var} \left( \log(X_{ij} - \gamma) \right) = \int_0^1 \left\{ \log[-\log(1-u)] - \frac{k(i,n)}{m} \right\}^2 \frac{n!}{(i-1)!(n-i)!} \mu^{i-1}(1-u)^{n-i} du.
$$

(14)

Since $\eta$ and $\gamma$ are not included in (11), $m$ can be estimated first among the three parameters. Note that $S$ appears to be expressed with $\gamma$, but substituting (13) and (14) into (12) gives an expression without $\gamma$. Although (13) and (14) seem to depend on $m$, they are canceled by substituting into (11), and $\hat{\eta}$ can then be estimated without depending on $m$. Since a proof by the expansion of (11) is complicated calculations, we show that $\hat{\eta}$ has the same value regardless of the setting of $m$ on the right-hand side of (13) and (14) in Appendix B. The optimal hyperparameter $c$ in (10) depends on the sample size; thus, its optimal value is searched using Monte Carlo simulations in Section 3.

### 3. Monte Carlo Simulations

#### 3.1 Search for Optimal $\gamma$

We set five cases ($\gamma = 0, \eta = 1, m = 1, 2, 3, 4, 5$) of sample size $n = 5, 10, 15, 20$ to search for the optimal value of the hyperparameter $c$. Table 1 shows the Monte Carlo simulation study results of the bias and root mean squared error (RMSE = \sqrt{\text{variance} + \text{bias}^2}) based on 10 000 Monte Carlo simulations for each hyperparameter $c$. We used the software R version 3.6.2 (R Core Team, 2019) for the Monte Carlo simulations. It can be seen that the optimal hyperparameter $c$ values vary greatly with respect to $n$, and also change depending on $m$, however, the differences are not large. Since $n$ is known and $m$ is unknown when data is obtained, considering the bias and RMSE from the Monte Carlo simulation study results, we use the values of $c = 1.5, 2.3, 3.4, 3.5$ and $4.3$ for $n = 5, 10, 15, 20$, respectively.

| $n$ | $m$ | 1.1 | 1.2 | 1.3 | 1.4 | 1.5 | 1.6 | 1.7 | 1.8 | 1.9 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 5   | 1   | Bias | 1.135 | 1.045 | 0.982 | 0.932 | 0.884 | 0.825 | 0.789 | 0.750 | 0.729 |
|     |     | RMSE | 1.411 | 1.288 | 1.233 | 1.162 | 1.125 | 1.043 | 1.014 | 0.968 | 0.952 |
| 2   | Bias | 0.965 | 0.850 | 0.754 | 0.660 | 0.585 | 0.497 | 0.461 | 0.400 | 0.326 |
|     | RMSE | 1.328 | 1.197 | 1.115 | 1.011 | 0.959 | 0.865 | 0.843 | 0.801 | 0.731 |
| 3   | Bias | 0.595 | 0.458 | 0.329 | 0.203 | 0.104 | 0.002 | -0.067 | -0.141 | -0.206 |
|     | RMSE | 1.198 | 1.089 | 1.006 | 0.924 | 0.877 | 0.803 | 0.810 | 0.794 | 0.797 |
| 4   | Bias | 0.127 | -0.014 | -0.189 | -0.322 | -0.454 | -0.566 | -0.662 | -0.729 | -0.836 |
|     | RMSE | 1.179 | 1.159 | 1.111 | 1.101 | 1.069 | 1.108 | 1.132 | 1.161 | 1.187 |
| 5   | Bias | -0.340 | -0.563 | -0.773 | -0.896 | -1.049 | -1.181 | -1.278 | -1.373 | -1.484 |
|     | RMSE | 1.427 | 1.392 | 1.411 | 1.474 | 1.524 | 1.590 | 1.643 | 1.714 | 1.770 |

| $n$ | $m$ | 1.9 | 2.0 | 2.1 | 2.2 | 2.3 | 2.4 | 2.5 | 2.6 | 2.7 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 10  | Bias | 0.777 | 0.751 | 0.735 | 0.702 | 0.676 | 0.656 | 0.638 | 0.616 | 0.598 |
|     | RMSE | 0.890 | 0.870 | 0.847 | 0.811 | 0.782 | 0.767 | 0.748 | 0.726 | 0.705 |
| 2   | Bias | 0.653 | 0.615 | 0.571 | 0.538 | 0.488 | 0.451 | 0.421 | 0.383 | 0.351 |
|     | RMSE | 0.859 | 0.826 | 0.781 | 0.755 | 0.710 | 0.683 | 0.655 | 0.619 | 0.600 |
| 3   | Bias | 0.259 | 0.198 | 0.139 | 0.075 | 0.036 | -0.014 | -0.046 | -0.091 | -0.133 |
|     | RMSE | 0.716 | 0.678 | 0.639 | 0.631 | 0.611 | 0.595 | 0.596 | 0.598 | 0.595 |
| 4   | Bias | -0.270 | -0.326 | -0.413 | -0.470 | -0.541 | -0.586 | -0.629 | -0.691 | -0.745 |
|     | RMSE | 0.796 | 0.798 | 0.832 | 0.842 | 0.877 | 0.894 | 0.919 | 0.955 | 0.986 |
| 5   | Bias | -0.841 | -0.935 | -1.019 | -1.095 | -1.167 | -1.228 | -1.279 | -1.335 | -1.398 |
|     | RMSE | 1.173 | 1.236 | 1.293 | 1.337 | 1.385 | 1.434 | 1.477 | 1.519 | 1.564 |
distribution. (iii) Using \( \hat{m} \), we calculate
\[
\text{RMSE}_{m} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (X_{i} - \hat{X}_{m})^2}.
\]

The second method is the BL method proposed by Hall & Wang (2005), which multiplies MLE by an empirical prior. The location and shape parameters are estimated by maximizing
\[
\text{BL}(m, \gamma) = \frac{X_{(1)} - \gamma \Gamma(n)^{1/m} \prod_{i=1}^{n} (X_{(i)} - \gamma)^{m-1}}{X_{(2)} - \gamma \left[ \sum_{i=1}^{n} (X_{(i)} - \gamma)^m \right]^{1/m}}.
\]

The third method is the w-MLE method proposed by Cousineau (2009a), which extends MLE technique by incorporating three weights into the solutions to the maximum likelihood equations. The author states that the weight of \( W \) is not a constant but changes during the search as new values of the estimating shape parameter are explored. However, the paper used the linear interpolation, because of the lack of a fast computational algorithm. The w-MLE method used for comparison in this paper is based on Cousineau (2009a), but the weight of \( W \) is calculated by the following five steps based on Nagatsuka et al. (2013). (i) A temporary shape parameter, \( \hat{m}_0 \), is estimated by MLE for the two-parameter Weibull distribution in \( (X_{(i)} - X_{(1)}) \), \( i = 2, \ldots, n \). (ii) Uniform random samples, \( (u_1, \ldots, u_n) \), are generated from the standard uniform distribution. (iii) Using \( \hat{m}_0 \) and \( (u_1, \ldots, u_n) \), we calculate
\[
Y_3 = \frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{1}{1 - u_i} \right) \left( \frac{1}{\hat{m}_0} \right)^{-1/1 - \hat{m}_0}.
\]
(iv) Steps (i)–(iii) are repeated independently 30 000 times. (v) Let \( W_3 \) be the median of \( Y_3 \). In the Monte Carlo simulations, Steps (i)–(v) are performed every time random samples from the three-parameter Weibull distribution. The location and shape parameters were estimated by minimizing
\[
w\text{MLE}(m, \gamma) = \left[ \frac{W_3}{m} + \frac{1}{n} \sum_{i=1}^{n} \log (X_{i} - \gamma) - \frac{1}{n} \left( \frac{1}{m} \right) \left( \sum_{i=1}^{n} \log (X_{i} - \gamma) (X_{(i)} - \gamma)^{m-1} \right)^{1/m} \right]^2
\]
\[
+ \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{1}{X_{i} - \gamma} \sum_{i=1}^{n} (X_{i} - \gamma)^{m-1} - W_3 \right]^2.
\]
The third method is the LSPF-MLE method (Nagatsu et al., 2013), in which the shape parameter is estimated by maximizing

\[
\text{LSPF}(m) = n!m^n \int_0^\infty \int_0^\infty v^{n-2} \left( \prod_{i=1}^n (u + Z_{ij}v)^v \right)^{m-1} \exp \left\{ - \left( \sum_{i=1}^n (u + Z_{ij}v)^v \right)^m \right\} \, du \, dv, \tag{18}
\]

where \( Z_{ij} = \frac{x_{ni} - x_{ij}}{x_{ni} - x_{n0}} \).

As a feature of each estimation method, the BL and w-MLE methods first estimate the location and scale parameters, which is also the feature of the proposed method.

### 3.3 Effectiveness of the Proposed Method

To demonstrate the validity of the estimations of the shape parameter, five cases \((\gamma = 0, \eta = 1, m = 1, 2, 3, 4, 5)\) of sample size \( n = 5, 10, 15, 20 \) were investigated. We compared the shape parameter estimated by the proposed method with the shape parameters estimated by the BL, w-MLE, and LSPF-MLE methods in the Monte Carlo simulations. When the shape parameters estimated by the BL, w-MLE, and LSPF-MLE methods were 10 or more, we treated them as estimated at 10 or more. When the shape parameter estimated by the proposed method was the smallest of the four methods at 10 000 Monte Carlo simulations for each set of configurations, and the results are summarized in Table 2. The bias and RMSE were calculated from the estimation result of 10 or more. However, even if the shape parameter estimated by the proposed method was 10 or more, the estimation result was used to calculate the bias and RMSE. The bias and RMSE were calculated from 10 000 Monte Carlo simulations for each set of configurations, and the results are summarized in Table 2. The RMSE of the shape parameter estimated by the proposed method was the smallest of the four methods at \( m = 2, 3, 4, 5 \) in the Weibull distribution representing the wear-out failure period. Table 2 also shows the frequencies of the shape parameter estimation of 9.999 or more. In the maximization or minimization of the function using the software R, the frequencies of 9.999 or more were shown because a value slightly less than 10 may be output, when searching in the range where 10 is the upper limit. The shape parameters estimated by the BL and LSPF-MLE methods often exhibited high frequencies of being estimated at 9.999 or more. Figure 1 shows the histogram of the Monte Carlo simulation study results for \( m = 5 \) and \( n = 10, 20 \). The biases of the shape parameters estimated by the BL and LSPF-MLE methods seem to be small when \( m = 5 \), but it can be seen from the histogram that the bias became small by setting the maximum value to 10. The proposed method gave estimates that were closest to the population shape parameter at \( m \geq 2 \) in the Weibull distribution representing the wear-out failure period.

Table 2. Comparison of the bias and RMSE of the shape parameters estimated by the four methods (10 000 Monte Carlo simulations)

| \( n \)
|---|---|---|---|---|---|---|---|---|---|---|---|
|  |  |  | Proposed BL w-MLE LSPF-MLE |
|  |  |  | Bias RMSE Freq | Bias RMSE Freq | Bias RMSE Freq | Bias RMSE Freq |
| 5 | 1 | 0.888 | 1.226 | 0 | 1.609 | 3.257 | 982 | 0.572 | 1.379 | 36 | 1.410 | 3.283 | 1088 |
| 2 | 0.581 | 0.943 | 4 | 2.399 | 4.416 | 3282 | -0.282 | 1.980 | 190 | 1.780 | 4.249 | 3078 |
| 3 | 0.108 | 0.870 | 8 | 1.913 | 4.173 | 3789 | -1.029 | 2.340 | 232 | 1.217 | 4.088 | 3563 |
| 4 | -0.458 | 1.083 | 24 | 1.286 | 3.940 | 4319 | -1.888 | 2.885 | 315 | 0.517 | 3.956 | 3838 |
| 5 | -1.022 | 1.544 | 24 | 1.286 | 3.940 | 4319 | -1.888 | 2.885 | 315 | 0.517 | 3.956 | 3838 |
| 10 | 1 | 0.672 | 0.781 | 0 | 0.341 | 1.181 | 100 | 0.132 | 0.458 | 0 | 0.332 | 1.249 | 111 |
| 2 | 0.481 | 0.709 | 4 | 1.332 | 3.127 | 1135 | -0.133 | 0.792 | 1 | 1.004 | 2.794 | 884 |
| 3 | 0.032 | 0.608 | 8 | 1.902 | 3.945 | 2566 | -0.711 | 1.223 | 3 | 1.299 | 3.468 | 1866 |
| 4 | -0.976 | 1.147 | 24 | 0.864 | 3.527 | 2449 | -1.721 | 1.983 | 1 | 0.211 | 3.156 | 1772 |
| 5 | -1.156 | 1.384 | 24 | 1.027 | 3.641 | 3704 | -2.255 | 2.602 | 13 | 0.590 | 3.552 | 3214 |
| 15 | 1 | 0.529 | 0.602 | 0 | 0.134 | 0.454 | 7 | 0.069 | 0.309 | 0 | 0.146 | 0.623 | 15 |
| 2 | 0.343 | 0.539 | 4 | 0.540 | 1.948 | 343 | -0.177 | 0.587 | 0 | 0.556 | 1.928 | 316 |
| 3 | -0.119 | 0.529 | 8 | 0.947 | 2.857 | 1160 | -0.721 | 1.054 | 1 | 0.932 | 2.879 | 1152 |
| 4 | -0.705 | 0.921 | 1 | 1.197 | 3.362 | 2293 | -1.422 | 1.700 | 1 | 0.941 | 3.226 | 2040 |
| 5 | -1.354 | 1.505 | 1 | 0.975 | 3.418 | 3270 | -2.215 | 2.456 | 2 | 0.618 | 3.304 | 2817 |
| 20 | 1 | 0.457 | 0.512 | 0 | 0.081 | 0.237 | 0 | 0.041 | 0.237 | 0 | 0.076 | 0.319 | 0 |
| 2 | 0.285 | 0.466 | 4 | 0.093 | 1.180 | 100 | -0.181 | 0.503 | 0 | 0.338 | 1.386 | 0 |
| 3 | -0.159 | 0.498 | 4 | 0.508 | 2.254 | 612 | -0.684 | 0.955 | 0 | 0.676 | 2.296 | 0 |
| 4 | -0.742 | 0.925 | 1 | 1.022 | 3.081 | 1805 | -1.365 | 1.590 | 0 | 0.682 | 2.654 | 0 |
| 5 | -1.413 | 1.544 | 1 | 0.873 | 3.206 | 2786 | -2.146 | 2.349 | 0 | 0.339 | 2.714 | 0 |
The proposed method used the values of $c = 2.3, 3.4, \text{ and } 4.3$ for $n = 10, 15, \text{ and } 20$, respectively. Freq: Frequencies with which the shape parameter was estimated at 9.999 or more.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Histogram of the shape parameters estimated by the four methods ($m = 5, n = 10, 20$)}
\end{figure}

3.4 **Estimation of the Location and Scale Parameters**

The location and scale parameters were estimated by the BL, w-MLE, and LSPF-MLE methods using the shape parameter estimated by the proposed method. To distinguish the location and scale parameters estimated by those methods from the original methods, in this paper they are referred to as the modified BL, modified w-MLE, and modified LSPF-MLE methods, respectively. The location and scale parameters estimated by the BL, modified BL, w-MLE, modified w-MLE, LSPF-MLE, and modified LSPF-MLE were compared in the Monte Carlo simulations with the same conditions as in Section 3.3. The bias and RMSE of the location and scale parameters were calculated from 10 000 Monte Carlo simulations for each set of configurations, and the results are summarized in Tables 3 and 4, respectively. Using the shape parameter estimated by the proposed method, the RMSE of the location and scale parameters are often smaller than the RMSE of the original methods at $m = 2, 3, 4, 5$. By estimating the shape parameter with a high accuracy, the estimations of the location and scale parameters became highly accurate, too.
### Table 3. Comparison of the bias and RMSE of the location parameters estimated by the six methods (10 000 Monte Carlo simulations)

|       | BL      | M. BL   | w-MLE   | M. w-MLE | LSPF-MLE | M. LSPF-MLE |
|-------|---------|---------|---------|----------|----------|-------------|
|       | Bias    | RMSE    | Bias    | RMSE     | Bias     | RMSE        |
| $n = 5$ |         |         |         |          |          |             |
| 1     | -0.332  | 1.102   | -0.142  | 0.284    | -0.201   | 0.605       |
| 2     | -0.403  | 1.212   | 0.009   | 0.270    | -0.086   | 0.651       |
| 3     | -0.200  | 0.939   | 0.161   | 0.293    | 0.119    | 0.583       |
| 4     | -0.033  | 0.769   | 0.252   | 0.338    | 0.228    | 0.586       |
| 5     | 0.092   | 0.664   | 0.324   | 0.385    | 0.321    | 0.613       |

|       |         |         |         |          |          |             |
| $n = 10$ |        |         |         |          |          |             |
| 1     | -0.022  | 0.372   | -0.138  | 0.191    | -0.021   | 0.144       |
| 2     | -0.291  | 0.856   | -0.044  | 0.191    | 0.085    | 0.249       |
| 3     | -0.337  | 0.887   | 0.086   | 0.211    | 0.214    | 0.334       |
| 4     | -0.335  | 0.883   | 0.085   | 0.210    | 0.214    | 0.331       |
| 5     | -0.053  | 0.614   | 0.266   | 0.320    | 0.401    | 0.469       |

|       |         |         |         |          |          |             |
| $n = 15$ |        |         |         |          |          |             |
| 1     | 0.041   | 0.123   | -0.093  | 0.132    | -0.003   | 0.088       |
| 2     | -0.066  | 0.505   | -0.028  | 0.154    | 0.088    | 0.193       |
| 3     | -0.127  | 0.624   | 0.091   | 0.191    | 0.207    | 0.288       |
| 4     | -0.154  | 0.643   | 0.189   | 0.254    | 0.306    | 0.369       |
| 5     | -0.085  | 0.571   | 0.273   | 0.317    | 0.392    | 0.440       |

|       |         |         |         |          |          |             |
| $n = 20$ |        |         |         |          |          |             |
| 1     | 0.038   | 0.064   | -0.072  | 0.101    | 0.001    | 0.062       |
| 2     | 0.069   | 0.300   | -0.025  | 0.134    | 0.083    | 0.164       |
| 3     | -0.036  | 0.492   | 0.085   | 0.174    | 0.194    | 0.259       |
| 4     | -0.133  | 0.578   | 0.187   | 0.242    | 0.296    | 0.346       |
| 5     | -0.093  | 0.539   | 0.265   | 0.306    | 0.375    | 0.416       |

M. BL: Modified BL, M. w-MLE: Modified w-MLE, M. LSPF-MLE: Modified LSPF-MLE.

### Table 4. Comparison of the bias and RMSE of the scale parameters estimated by the six methods (10 000 Monte Carlo simulations)

|       | BL      | M. BL   | w-MLE   | M. w-MLE | LSPF-MLE | M. LSPF-MLE |
|-------|---------|---------|---------|----------|----------|-------------|
|       | Bias    | RMSE    | Bias    | RMSE     | Bias     | RMSE        |
| $n = 5$ |         |         |         |          |          |             |
| 1     | 0.291   | 0.928   | 0.270   | 0.552    | 0.266    | 0.918       |
| 2     | 0.303   | 1.012   | -0.013  | 0.285    | 0.068    | 0.718       |
| 3     | 0.159   | 0.915   | -0.184  | 0.296    | 0.194    | 0.259       |
| 4     | 0.010   | 0.780   | -0.275  | 0.344    | -0.261   | 0.616       |
| 5     | -0.017  | 0.680   | -0.348  | 0.395    | -0.357   | 0.631       |

|       |         |         |         |          |          |             |
| $n = 10$ |        |         |         |          |          |             |
| 1     | 0.033   | 0.438   | 0.296   | 0.454    | 0.047    | 0.408       |
| 2     | 0.252   | 0.824   | 0.055   | 0.224    | -0.109   | 0.317       |
| 3     | 0.317   | 0.901   | -0.096  | 0.218    | -0.244   | 0.373       |
| 4     | 0.314   | 0.899   | -0.097  | 0.216    | -0.245   | 0.371       |
| 5     | 0.040   | 0.630   | -0.281  | 0.328    | -0.427   | 0.496       |

|       |         |         |         |          |          |             |
| $n = 15$ |        |         |         |          |          |             |
| 1     | -0.022  | 0.282   | 0.238   | 0.367    | 0.017    | 0.308       |
| 2     | 0.049   | 0.512   | 0.037   | 0.189    | -0.112   | 0.254       |
| 3     | 0.116   | 0.640   | -0.101  | 0.199    | -0.233   | 0.321       |
| 4     | 0.144   | 0.659   | -0.203  | 0.262    | -0.332   | 0.396       |
| 5     | 0.076   | 0.585   | -0.287  | 0.327    | -0.415   | 0.464       |

|       |         |         |         |          |          |             |
| $n = 20$ |        |         |         |          |          |             |
| 1     | -0.025  | 0.238   | 0.209   | 0.319    | 0.007    | 0.258       |
| 2     | -0.085  | 0.313   | 0.036   | 0.168    | -0.103   | 0.217       |
| 3     | 0.027   | 0.505   | -0.094  | 0.184    | -0.217   | 0.289       |
| 4     | 0.125   | 0.594   | -0.200  | 0.252    | -0.318   | 0.370       |
| 5     | 0.086   | 0.552   | 0.279   | 0.316    | -0.396   | 0.438       |

M. BL: Modified BL, M. w-MLE: Modified w-MLE, M. LSPF-MLE: Modified LSPF-MLE.
4. Numerical Example

We analyzed a dataset of 20 voltage breakdowns (Kako, 1986). The dataset, which is also discussed by Hirose & Lai (1997), is as follows:

2.1, 3.4, 3.7, 2.7, 3.2, 3.5, 2.7, 2.7, 3.4, 3.3, 3.0, 2.9, 3.0, 3.4, 2.8, 3.5, 3.5, 3.4, 3.4, 3.6 (× 100 kV).

We used the software R for estimating the shape parameters by the four methods (the proposed, BL, w-MLE, and LSPF-MLE methods), and a sample code is shown in Appendix A. From the Monte Carlo simulation study results at n = 20 in Section 3.1, we adopted c = 3.4 as the hyperparameter of the proposed method. The shape parameter was estimated to be 4.048 by the proposed method and 4.772 by the w-MLE method, respectively. Note that since the w-MLE method calculates the median by the Monte Carlo simulations, the estimated value will change slightly each time. The shape parameters were not estimated by the BL and LSPF-MLE methods, because BL(m, γ) and LSPF(m) increased monotonically with m. Since the upper limit in the sample code was set to 10, they were estimated at 10 or less, but it can be seen that the shape parameter was estimated to be infinite, when the initial value and the upper limit were changed. A graph can be drawn to make sure they are monotonically increasing. Since the shape parameters estimated by the proposed and w-MLE methods had a negative bias from the Monte Carlo simulation study results at m ≥ 3 and n = 20, the population shape parameter was considered to be m ≥ 4. As m ≥ 2 was assumed from the numerical example, we can recommend the use of the shape parameter estimated by the proposed method.

5. Conclusions

We proposed an unbiased estimator of the shape parameter that did not depend on the location and scale parameters. The proposed method was expressed including the hyperparameter, and the optimal hyperparameter depended on the sample size. The procedure of the proposed method first looks for the optimal hyperparameter from the data obtained, and then estimates the shape parameter. The Monte Carlo simulation study results showed that the RMSE of the shape parameter estimated by the proposed method was smallest of the four methods when the population shape parameter was 2 or more in the Weibull distribution representing the wear-out failure period. In particular, the difference between the RMSE of the shape parameter estimated by the proposed method and the RMSE of the shape parameters estimated by the other three methods increased with m. The proposed method is recommended, when the population shape parameter of 2 or more is assumed, as in the numerical example.
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Appendix A

Sample code of the software R

We show a sample code of the software R for estimating the shape parameter using the numerical example in Section 4 by the proposed, BL, w-MLE, and LSPF-MLE methods. When maximizing or minimizing a function, it is advisable to search several times with different initial values.

X<-sort(c(2.1,3.4,3.7,2.7,3.2,3.5,2.7,2.7,3.4,3.3,3.0,2.9,3.0,3.4,2.8,3.5,3.5,3.4,3.4,3.6))
n<-length(X)

#Proposed method
k<-function(i,n){f<-function(u){log(-log(1-u))*factorial(n)/factorial(i-1)/factorial(n-i)*u^(i-1)*(1-u)^(n-i)}; integrate(f,0,1)$value}

cov_ij<-function(i,j,n,m){ki<-function(u){log(-log(1-u))*factorial(n)/factorial(i-1)/factorial(n-i)*u^(i-1)*(1-u)^(n-i)}; kj<-function(u){log(-log(1-u))*factorial(n)/factorial(j-1)/factorial(n-j)*u^(j-1)*(1-u)^(n-j)}; kin<-integrate(ki,0,1)$value; kjn<-integrate(kj,0,1)$value
g<-function(u){f<-function(v){(log(-log(1-u))-kin/m)*(log(-log(1-v))-kjn/m)*factorial(n)/factorial(i-1)/factorial(j-1)/factorial(n-j)*u^(i-1)*(v-u)^(j-i-1)*(1-v)^(n-j)}; integrate(f(u,1)$value); integrate(Vectorize(g),0,1)$value}; integrate(Vectorize(g),0,1)$value}

var_i<-function(i,n,m){ki<-function(u){log(-log(1-u))*factorial(n)/factorial(i-1)/factorial(n-i)*u^(i-1)*(1-u)^(n-i)}; kin<-integrate(ki,0,1)$value
f<-function(u){(log(-log(1-u))-kin/m)^2*factorial(n)/factorial(i-1)/factorial(n-i)*u^(i-1)*(1-u)^(n-i)}; integrate(f,0,1)$value}

S<-function(n,m){S0<-matrix(NA,n-1,n-1); for(i in 2:n){for(j in 2:n){if(i<j){S0[i-1,j-1]<-(cov_ij(i,j,n,m)-cov_ij(1,i,n,m)-cov_ij(1,j,n,m)+var_i(1,n,m))/(k(i,n)-k(1,n))/(k(j,n)-k(1,n))}; if(j<i){S0[i-1,j-1]<-(cov_ij(j,i,n,m)-cov_ij(1,i,n,m)-cov_ij(1,j,n,m)+var_i(1,n,m))/(k(i,n)-k(1,n))/(k(j,n)-k(1,n))}; if(i==j){S0[i-1,j-1]<-(var_i(i,n,m)-2*cov_ij(1,i,n,m)+var_i(1,n,m))/(k(i,n)-k(1,n))^2}}}; return(S0)}

proposed<-function(c,m0){T<-function(i){T0<-function(U){(log(c*(1-U)*(X[i]-X[1])+U)-log(U))/(k(i,n)-k(1,n))}; integrate(T0,0,1)$value}; vT<-NULL; for(i in 2:n){vT<-c(vT,T(i))}

rep(1,n-1)%*%solve(S(n,m0))%*%rep(1,n-1)/rep(1,n-1)%*%solve(S(n,m0))%*%vT

c(proposed(4.3,3),proposed(4.3,5),proposed(4.3,7),proposed(4.3,9))

#BL method

BL_f<-function(a){(X[1]-a[2])/(X[2]-a[2])*gamma(n)*a[1]^n*prod((X-a[2])^(a[1]-1))}/(sum((X-a[2])^(a[1])))^n}

optim(c(5,1),BL_f,control=list(fnscale=-1),method="L-BFGS-B",lower=c(0,-Inf),upper=c(10,X[1]))$par[1]

#w-MLE method
library(MASS); MLE0<-fitdistr((X-X[1])[-1],densfun="weibull",lower=c(0,0))
m0<-MLE0$estimate[1]; eta0<-MLE0$estimate[2]; gamma0<-X[1]-eta0/n^(1/m0)*gamma(1+1/m0)
simul2<-100000; simul3<-30000; Y2<-NULL; Y3<-NULL; for(i in 1:simul2){u<-1/(1-runif(n))
  Y2<-c(Y2,sum(log(u)*log(log(u)))/sum(log(u))-1/n*sum(log(log(u))))}; W2<-median(Y2)
for(i in 1:simul3){u<-1/(1-runif(n)); Y3<-c(Y3,mean(log(u))*sum((log(u))^(m0-1)/m0))/
sum((log(u))^(m0-1)/m0))}; W3<-median(Y3)
wMLE_f<-function(a){(W2/a[1]+1/n*sum(log(X-a[2]))-sum(log(X-a[2]))*(X-a[2])^a[1])/sum((X-a[2])^a[1]))^2+1/n*sum(1/((X-a[2])^a[1]))/sum((X-a[2])^a[1])/sum((X-a[2])^a[1])-W3)^2}
optim(c(m0,gamma0),wMLE_f,method="L-BFGS-B",lower=c(0,-Inf),upper=c(10,X[1]))$par[1]

#LSPF-MLE method
library(cubature); Z<-(X-X[1])/(X[n]-X[1])
LSPF_f<-function(m){g<-function(a){(n-2)*(prod(a[1]+Z*a[2]))^(-m-1)*exp(-(sum((a[1]+Z*a[2])/m)))};
  adaptIntegrate(g,c(0,0),c(Inf,Inf))$integral*m^n*factorial(n)}
optimize(LSPF_f,c(0,10),maximum=T)$maximum

Appendix B

Proof that the same result can be obtained regardless of the setting of \(m\) on the right-hand side of (13) and (14)

In the sample code of the software R in Appendix A, the last line of the proposed method is set to \(m = 3, 5, 7, 9\) on the right-hand side of (13) and (14). In every case, the shape parameter by the proposed method is estimated to be \(\hat{m} = 4.048\) and, therefore, the right-hand side of (11) does not depend on \(m\).
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