Statistical time-domain characterization of non-periodic optical clocks
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Measuring time means counting the occurrence of periodic phenomena. Over the past centuries a major effort was put to make stable and precise oscillators to be used as clock regulators. Here we consider a different class of clocks based on stochastic clicking processes. We provide a rigorous statistical framework to study the performances of such devices and apply our results to a single coherently driven two-level atom under photodetection as an extreme example of non-periodic clock. Quantum Jump MonteCarlo simulations and photon counting waiting time distribution will provide independent checks on the main results.

We rely on physical systems that exhibit some kind of periodic behaviour for keeping accurate time: regularly repeated phenomena, which we will call events, are recorded, the unit of time is thus defined as the time elapsed between two consecutive events and gets added to the count as soon as a new event is observed. This is the principle behind the first clocks based on the observation of the motion of stars and planets. Notwithstanding the devices used as clocks deviate from this basic idea due to unavoidable dissipation.

The best example are mechanical clocks: pendulums or hairsprings would stop after few oscillations due to friction without an escapement mechanism that provides the energy needed to sustain the motion. The energy is usually stored in a suspended weight or in a coiled spring during the winding operation, then it is transmitted to the swinging element through a wheel train (see Fig. 1(a)). Dissipation of energy implies unavoidable noise [1] that introduces fluctuations in the operating frequency, making even a good clock device an inherently non-periodic system. In the case of a dead-beat escapement clock like a)

Figure 1: (a) The most common mechanical clocks are composed of an oscillating device controlling the motion of a series of gears through which we read the time. In the case of the pendulum here represented, the dead-beat escapement mechanism compensates the losses of energy due to friction and sustains the motion of the pendulum. (b) The same principles apply to quantum optical systems used as clocks: the energy provided by a resonant driving field of frequency $\Omega$ is absorbed from the system (here a single two-level atom) and dissipated by emission with rate $\gamma$. A single photodetection event corresponds to a click.
the one represented in Fig. 1(a), fluctuations in the swinging amplitude of the pendulum affect the running rate of the wheel train, leading to error in timekeeping [2, 3]. A major issue in horology is quantifying such fluctuations over a clock working cycle and reducing them, and linear response theory provides good estimates in this and many other cases of practical interest [4, 5]. If we assume to deal with independent fluctuations, the central limit theorem allows to estimate straightforwardly the uncertainty over a measured time interval. At the other extreme, we find timekeeping methods based on setups undergoing irreversible dynamics where fluctuations cannot directly be controlled but, in special circumstances, turn out to be good clocks: that is the case of radiometric dating. These are examples of clocks in which statistics compensates for the lack of periodicity. In recent works [6, 7, 8, 9] such systems are studied from a thermodynamic viewpoint. Here we perform an analytical study of the statistics of the events occurring in systems evolving through Markovian irreversible dynamics [10, 11, 12, 13] by exploiting the formalism of quantum trajectories [14, 15]. Through the study of this worst-case scenario, our main purpose is to offer a well-grounded framework within which the performances of non-periodic quantum clocks can be unambiguously defined and compared. The possibility of studying analytically the stochastic fluctuations occurring in time measurement promises to be crucial in optimising also the performances of conventional clocks.

Photon counting-based clocks.- Let us consider a measurement process over time yielding as outcome a signal consisting in a realization of a point process. We will refer to the time-record of this signal as a trajectory. Note that we are assuming to have access to a reference time \( t \). Let \( N(t) \) be the number of events, or clicks, recorded at the reference time \( t \) and \( \mathcal{R} \) their rate. Thus the quantity

\[
\tau(t) = \frac{N(t)}{\mathcal{R}},
\]

represents the estimated elapsed time from a start time \( t = 0 \). It is worth pointing out that if the considered clicking process serves as a good clock, one would expect that \( \tau \) must be close to \( t \), by definition.

The evolution of a quantum system under continuous monitoring is characterized by quantum jumps: the measurement process makes the wavefunction describing the system collapses at some times. Thus some specific observables will feature a point-process behaviour in time, known as quantum trajectory [15]. We use collapse events to mark the time according to (1). The goal is to find a sufficiently simple expression of the error \( \delta \tau \) and a minimisation strategy. In the particular case of optical damped systems subject to photodetection it proves to be a very easy task.

Assume, for simplicity, that the system and the environment can exchange excitations (photons) through a single channel and we study their evolution over the time interval \( \delta t \). The coupling strength between system and environment is assumed to be very small compared with the typical energy scales of the system free Hamiltonian \( \hat{H} \) (weak coupling). The loss of a quantum by the system corresponds to a sudden change in its state \( \rho \) due to the action of a specific system’s Hilbert space operator \( \hat{c} \) (jump operator). Thus in this case we have

\[
\delta \rho = \frac{\hat{c}\rho\hat{c}^\dagger}{\text{Tr}\{\hat{c}^\dagger\hat{c}\rho\}} - \rho = \mathcal{J}[\rho].
\]

We define the variable \( \delta N_c(t) \) as the number of quanta the system can lose over \( \delta t \). In the case of evolution described by (2) we have \( \delta N_c(t) = 1 \). If there are no jumps (\( \delta N_c(t) = 0 \)) the system evolves under the effective non-Hermitian Hamil-
where we defined the dissipator $\dot{G}_{\text{eff}} \equiv \hat{H} - \frac{i}{2} \hat{c} \hat{c}^\dagger$ [15, 12, 16]

$$\delta \rho = \frac{e^{-i\hat{H}_{\text{eff}} \delta t}}{\text{Tr}\{ e^{i\hat{H} \delta t} e^{-i\hat{H}_{\text{eff}} \delta t} \rho \}} e^{i\hat{H}_{\text{eff}} \delta t} \rho e^{i\hat{H} \delta t} \dot{\rho} \delta t + \rho \text{Tr}\{ \hat{c} \hat{c}^\dagger \} \delta t = \delta t \mathcal{H}[\rho],$$

where the last expression holds for $\delta t$ very short compared to the characteristic evolution time scale of the environment [12]. By combining (2) and (3) through the process $\delta N_c(t)$ the evolution of the system conditioned on previous measurement results obeys the stochastic master equation

$$d\rho_c(t) = (\delta N_c(t) \mathcal{J} - \delta t \mathcal{H}) [\rho_c(t)],$$

where the subscript $c$ is for “conditioned”. Note that the variable $dN_c(t)$, which is a stochastic point process taking only the values 0 and 1 with average $\langle dN_c \rangle = \text{Tr}\{ \hat{c} \hat{c}^\dagger \} \delta t$ and variance $\delta N_c = \delta N_c [11]$, describes the photon counting process and provides the signal (emission trajectory) we can use to mark the time. For each trajectory we can define an estimated time $\tau_c(t)$ according to (1):

$$\tau_c(t) \propto \int_0^t dt' dN_c(t).$$

We are interested in the distribution of such times, in particular in their typical values. This requires switching to the unconditioned dynamics as it will be clear below.

**Asymptotic rate in the Markovian regime.** The unconditioned state of the system at time $t$ is recovered by averaging over all the possible results of the measurement, i.e. over the whole ensemble $\mathcal{N}_t$ of quantum trajectories at time $t$ [17, 18]

$$\rho(t) = \langle \rho_c(t) \rangle_{\mathcal{N}_t},$$

and under the Markov condition the stochastic master equation (4) is turned into the celebrated GKSL master equation (ME) [12, 19, 20]

$$\dot{\rho} = \mathcal{L} \rho = -i[\hat{H}, \rho] + \mathcal{D}[\hat{c}] \rho$$

where we defined the dissipator $\mathcal{D}[\hat{A}] \rho = \hat{A} \rho \hat{A}^\dagger - \frac{1}{2} \{ \hat{A}^\dagger \hat{A}, \rho \}$. The statistical ensemble $\mathcal{N}_t$ is characterized by the moment generating function $Z_t(s)$

$$Z_t(s) = \sum_{N=0}^\infty P_t(N) e^{-sN},$$

where $P_t(N)$ is the probability to observe $N$ counts after the time $t$. In the limit of large times, i.e. for $t$ very large with respect to the characteristic timescales of the system, it can be approximated with the large deviation form [21, 22, 23]

$$Z_t(s) \simeq e^{t \theta(s)},$$

where the the time-scaled cumulant generating function $\theta(s) = \frac{1}{t} \log(Z_t(s))$ is easily recovered by exact diagonalization as the maximum real eigenvalue of the biased superoperator $\mathcal{L}_s$ [24, 22]

$$\mathcal{L}_s \rho = -i[\hat{H}, \rho] + e^{-s} \mathcal{D}[\hat{c}] \rho.$$

Once the moment generating function is known, we can access all the features of the statistics of trajectory by direct derivation [25]. In particular

$$\mathcal{R} = \langle \langle N \rangle_t \rangle_t = -\partial_t \theta(s) \bigg|_{s=0}.$$

It is worth recalling here that most of the commonly used clock devices are machines equipped with a feedback system controlling their operating speed (e.g. the pendulum in mechanical clocks). Achieving a balance through the action of the feedback control generally takes a certain number of cycles, during which the machine is not reliable. Thus the use of asymptotic estimates for the moments of $P_t$ is justified since we usually require a clock to work well in stationary conditions and we are not interested in transient steps after turning it on.

Furthermore, we will adopt the Lagrange (primed) notation for partial derivatives with respect to $s$ and we will omit the argument $s$ when it is zero, thus $\mathcal{R} = -\theta'$. Analogously it turns out that $\theta'' = \frac{1}{t} (\langle N^2 \rangle_t - \langle N \rangle_t^2)$ so that, in the limit of long times $t$, we have

$$N(t) = -\theta' t \pm \sqrt{\theta'' t},$$

that, dividing by the rate $\mathcal{R}$, returns the estimated time

$$\tau(t) = t \pm \sqrt{\theta'' t \theta'}. $$

This simple equality is the key result of this work. We could have achieved a similar result by studying the time intervals to be added to the count as i.i.d. stochastic variables through a direct application of the central limit theorem. However, that requires a deep analysis of the waiting
time distribution of the photon counting process, which, except in particular cases, can be nontrivial to work out in explicit analytic form [26]. Note that the absolute error increases with the square root of the time $t$, so the effects of "faults" worsen the reliability of the estimated time, but the relative error decreases ($\propto t^{-1/2}$).

In the remaining we will study the performances of a two-level atom driven by a resonant classical source at zero temperature under direct photodetection used as a clock. This setup has already been studied in details from the point of view of quantum trajectories [24] and has the advantage of not requiring advanced measurement techniques in the optical regime. Despite, as it will result from the discussion, the quality of the clock signal provided by this simplified system is not particularly good, it allows us to test the formalism in a model whose behaviour is well known.

Coherently driven two-level atom.- We consider a two-level atom with energy separation $\Omega$ driven by a classical resonant field and decaying into a vacuum environment with rate $\gamma$ (cf. Fig. 1-b). In these conditions the master equation (7) describing the reduced unconditioned dynamics of the system reads

$$\dot{\rho} = \mathcal{L}\rho = -i[\Omega(\hat{\sigma}_+ + \hat{\sigma}_-), \rho] + D[\sqrt{\gamma}\hat{\sigma}_-]\rho. \quad (14)$$

Exact diagonalization of $\mathcal{L}$ returns the cumulant generating function:

$$\theta(s) = \frac{1}{2} \left( -\gamma + e^{-4s} \sqrt{\frac{A}{3}} C + e^{4s} \sqrt{\frac{B}{3}} A \right), \quad (15)$$

with

$$A = \gamma^2 - 16 \Omega^2, \quad (16)$$

$$B = 72 \gamma \Omega^2 e^{11s}, \quad (17)$$

$$C = \frac{3}{\sqrt{2}} \left( e^{24s} A^3 + B \right). \quad (18)$$

The analytic expression of the cumulants are not reported here for convenience. In Fig. 2 we report the error $\delta \tau = \sqrt{\theta''_t / \theta'}$ as a function of the driving frequency and the decay rate, for $t = 1000$. An higher dissipation corresponds to a smaller error, as expected for dissipative systems used as clocks [6]. At small values of $\Omega$ the system is overdamped and re-excitation after decay becomes very rare, resulting in increasing fluctuations of the time intervals between two consecutive emission events. Note that $\delta \tau$ reaches its minimum on the line $\gamma = \frac{5}{2} \Omega$.

This behaviour is reflected by simulated trajectories in Fig. 3. Using Quantum Jump Monte-Carlo (QJMC) [27, 16, 12] we generated 20 trajectories for each set of parameters. Each red line represents a different realization of $\tau(t)$ (cf. (1)) calculated from a single quantum trajectory. It can be noted how the lines spread along time and the error increases, as expected by (13). The parameters in Fig. 3-b lie on the minimum-error line and this corresponds to the lowest spreading, i.e. the clock turns out to be more accurate.

Since in this setup for any $\rho$ it holds $\gamma \hat{\sigma}_- \rho \hat{\sigma}_+ = |g\rangle \langle g| \text{Tr}\{\hat{\sigma}_- \rho \hat{\sigma}_+\}$, we can straightforwardly work out the waiting time distribution of the emission process [28, 26] as a function of $\Omega$ and $\gamma$

$$w(\Omega, \gamma, t) = \gamma \Omega^2 e^{-\gamma t/2} \left[ \sinh \left( \frac{\sqrt{A}}{4} \right) \right]^2. \quad (19)$$
The analysis of the waiting time distribution provides a clear interpretation of the line of minima and of the behaviour of $\delta \tau$. In Fig. 4 we show the waiting time distribution for $\Omega = 3$. The red dashed line corresponds to $\tilde{\gamma} = \frac{\gamma}{\Omega} = 7.5$. For $\gamma < \tilde{\gamma}$ the waiting time distribution features a main peak and several satellite peaks, making the time interval between two clicks unpredictable. At $\gamma = \tilde{\gamma}$ only the main peak survives and the uncertainty over click time is strongly reduced, but as $\gamma$ increases the peak width grows, resulting in a less accurate measure of the time, in agreement with the large deviation estimate (see Fig. 2). It is worth noting that even in the best case scenario the accuracy of this particular clock is not very high, as it can be directly estimated from the WTD: the width of the central peak is $\sigma \sim 1s$ and the average interval $\Delta t \sim 1/2s$, thus the number of intervals we need to cover the total elapsed time (1000s) amounts to $n \sim 2 \cdot 10^3$. If we roughly approximate the peak with a Gaussian distribution we expect $\sqrt{n} \cdot \sigma = 40s$ as standard deviation of the distribution of the total elapsed time, that is of the same order of $3 \delta \tau = 30s$ given by (13) in the same regime.

Conclusions.- As dissipative physical systems, clocks are constrained by the known laws of thermodynamics that put fundamental limitations on their performances. An investigation into these aspects, in particular in the case of quantum systems, goes through the study of the entropy balance of the measurement processes involved in timekeeping (measurement driven clocks [29]). Our point of view is different but complementary: we regard the clock signals as microstates within a statistical ensemble. We have shown how thermodynamics of quantum trajectories provides a new way to investigate the performances of non-periodic clocks implemented through simple optical quantum systems.

Through the extreme example of a coherently driven two-level atom we have shown that our results perfectly match with the information provided by the waiting time distribution and quantum MonteCarlo simulations. Although, as pointed out at the end of the last section, the simplified model here studied does not provide an alternative to currently used clocks, our results suggest that the large deviation approach looks promising for making good predictions about the performances of clocks and may be extended to other unravellings [30, 31] and, more in general, a wide variety of dissipative dynamics that could realistically be exploited to produce a clock signal on many experimental platforms. In particular photon counting measurement with high detection efficiency in the optical wavelengths is a non-demanding task with current technology and lacks in detection efficiency can be easily modelled within the framework here presented through additional decay channels. Moreover, the knowledge of the function $\theta(s)$ enables us to access the higher-order moments of the asymptotic distribution $P_t(N)$ and therefore also to draw information that are not covered by the central limit theorem [22]. Note that in our calculation we limited to the time average (5) as estimator of the elapsed time, but in principle other estimator could yield better clock signals. In future research it will be worth investigating the meeting points of our large deviation approach and the proper tools of quantum metrology. In principle this formalism can be applied also to more conventional and realistic clocks in order to describe small inaccuracies in time measurement due to the unavoidable deviations from perfect periodicity, especially in cases in which an analytical study of the waiting time distribution of the counting process
is difficult.
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