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Abstract
In the present paper we derive the asymptotic expansion formula for the trapezoidal approximation of the fractional integral. We use the expansion formula to obtain approximations for the fractional integral of order $\alpha, 1 + \alpha, 2 + \alpha, 3 + \alpha$ and $4 + \alpha$. The approximations are applied for computing the numerical solutions of the fractional relaxation-oscillation equation.
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1 Introduction
Fractional differential equations is a growing field of mathematics with applications in economics, physics, etc. The main approach to computing numerical solutions of fractional differential equations uses an approximation for the fractional derivative or the fractional integral. In the present paper we derive approximations for the fractional integral and we apply the approximations for computing the numerical solution of the fractional relaxation-oscillation equation.
The fractional integral of order $\alpha > 0$ on the interval $[0, x]$ is defined as

$$I^{\alpha}y(x) = \frac{1}{\Gamma(\alpha)} \int_0^x (x-t)^{\alpha-1}y(t)dt.$$ 

The Caputo and Riemann-Liouville derivatives of order $n + \alpha$, where $n$ is a positive integer and $0 < \alpha < 1$ are defined as

$$y^{(n+\alpha)}(x) = D^{n+\alpha}y(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{y^{(n+1)}(t)}{(x-t)^\alpha}dt,$$

$$D^*{}^{n+\alpha}y(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d^{n+1}}{dx^{n+1}} \int_0^x \frac{y(t)}{(x-t)^\alpha}dt.$$

The Caputo and Riemann-Liouville derivatives of order $n + \alpha$ are expressed as a composition of the fractional integral of order $1 - \alpha$ and the derivative of the function of order $n + 1$

$$D^{n+\alpha}y(x) = I^{1-\alpha}D^{n+1}y(x), \quad D^*{}^{n+\alpha}y(x) = D^{n+1}I^{1-\alpha}y(x).$$

When $y(x)$ is a sufficiently differentiable function on the interval $[0, x]$, the Riemann-Liouville and Caputo derivatives are related as

$$D^*{}^{n+\alpha}y(x) = D^{n+\alpha}y(x) + \sum_{k=0}^n \frac{y^{(k)}(0)}{\Gamma(k - \alpha - n + 1)} x^{k-\alpha-n}.$$ 

The Riemann-Liouville and Caputo derivatives are equal, when the function $y$ satisfies the condition $y(0) = y'(0) = \cdots = y^{(n)}(0) = 0$. The composition of fractional integrals and fractional derivatives has the following properties

$$I^\alpha I^\beta y(x) = I^{\alpha+\beta}y(x), \quad (\alpha > 0, \beta > 0),$$

$$D^\alpha I^\alpha y(x) = y(x), \quad I^\alpha D^\alpha y(x) = y(x) - y(0), \quad (0 < \alpha < 1),$$

$$D^\alpha I^\alpha y(x) = y(x), \quad I^\alpha D^\alpha y(x) = y(x) - y(0) - y'(0)x, \quad (1 < \alpha < 2).$$

When the $(n+1)$-st derivative of the function $y$ is bounded, the Caputo derivative of order $n + \alpha$ at the point $x = 0$ is equal to zero $y^{(n+\alpha)}(0) = 0$. The fractional integral and the Riemann-Liouville derivative of the power function satisfy

$$I^\alpha x^p = \frac{\Gamma(p+1)}{\Gamma(p+\alpha+1)} x^{p+\alpha}, \quad D^\alpha x^p = \frac{\Gamma(p+1)}{\Gamma(p-\alpha+1)} x^{p-\alpha} \quad (p > -1).$$
The Caputo derivative and the fractional integral of the exponential function satisfy
\[ D^\alpha e^{\lambda x} = \lambda x^{1-\alpha}E_{1,2-\alpha}(\lambda x), \quad I^\alpha e^{\lambda x} = x^\alpha E_{1,1+\alpha}(\lambda x), \]
where the two-parameter Mittag-Leffler function is defined as
\[ E_{\alpha,\beta}(x) = \sum_{n=0}^{\infty} \frac{x^n}{\Gamma(\alpha n + \beta)}. \]

The fractional integral and the fractional derivative are defined as integrals which have a singularity at the endpoint. The analytical and the numerical solutions of fractional differential equations involve special functions.

The Gamma function is defined for \( x > 0 \) as
\[ \Gamma(x) = \int_0^\infty e^{-t}t^{x-1}dt. \]

The logarithmic derivative of the gamma function is called digamma function.
\[ \Psi(x) = \frac{d}{dx} \ln \Gamma(x) = \frac{\Gamma'(x)}{\Gamma(x)}. \]

The gamma and digamma functions satisfy the functional equations
\[ \Gamma(1 + x) = x\Gamma(x), \quad \Psi(x + 1) = \Psi(x) + \frac{1}{x}. \]

The Riemann zeta function is defined for \( x > 1 \) as
\[ \zeta(x) = 1 + \frac{1}{2^x} + \frac{1}{3^x} + \cdots + \frac{1}{n^x} + \cdots = \sum_{n=1}^{\infty} n^{-x}. \]

The Riemann zeta function has representation
\[ \zeta(x) = \frac{1}{1 - 2^{1-x}} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^x}, \]
when \( x > 0 \), and satisfies the functional equation
\[ \zeta(x) = 2^x\pi^{-x-1} \sin \left( \frac{\pi x}{2} \right) \Gamma(1 - x)\zeta(1 - x). \]
The digamma function has a series representation
\[ \Psi(x + 1) = -\gamma - \sum_{n=1}^{\infty} \frac{\zeta(k + 1)(-x)^k}{k}, \quad (|x| < 1), \]
where \( \gamma \approx 0.577 \) is the Euler-Mascheroni constant
\[ \gamma = \lim_{n \to \infty} \left( \sum_{k=1}^{n} \frac{1}{k} - \ln n \right). \]
The polylogarithm function is defined as
\[ Li_\alpha(x) = \sum_{n=1}^{\infty} \frac{x^n}{n^\alpha}, \quad (|x| < 1), \]
and satisfies
\[ Li_1(x) = -\ln(1 - x), \quad Li_\alpha(1) = \zeta(\alpha). \]
The function \( Li_\alpha(e^z) \) has expansion
\[ Li_\alpha(e^z) = \Gamma(1 - \alpha)(-z)^{\alpha-1} + \sum_{k=0}^{\infty} \frac{\zeta(\alpha - k)}{k!} z^k, \quad (|z| < 2\pi). \quad (2) \]
Let \( x = nh \), where \( n \) is a positive integer. Denote by \( T_n[y] \) the trapezoidal sum of the function \( y(t) \) on the interval \([0, x]\).
\[ T_n[y] = \frac{h}{2} \left( \frac{y(0)}{2} + \sum_{k=1}^{n-1} y(kh) + \frac{y(x)}{2} \right). \]
From the Euler-MacLaurin formula \[18, 19\]
\[ T_n[y] = \int_0^x y(t)dt + \sum_{k=1}^{m} \frac{B_{2k}}{(2k)!} \left( f^{(2k-1)}(x) - f^{(2k-1)}(0) \right) h^{2k} + R_{2m}(h)h^{2m}, \quad (3) \]
where \( B_k \) are the Bernoulli numbers 1, ±1/2, 1/6, 0, −1/30, 0, · · ·. The error term of the Euler-MacLaurin formula has coefficient
\[ R_{2m}(h) = \frac{1}{(2m)!} \int_0^x \tilde{B}_{2m}(-t/h)f^{(2m)}(t)dt, \]
where $\tilde{B}_n(x) = B_n(\{x\})$ is the Bernoulli 1-periodic function

$$\tilde{B}_n(x) = B_n(\{x\}), \quad (\{x\} = x - \lfloor x \rfloor),$$

and $B_n(x)$ is the Bernoulli polynomial

$$B_n(x) = \sum_{k=0}^{n} \binom{n}{k} B_{n-k} x^k = B_0 x^n + nB_1 x^{n-1} + \cdots + B_n.$$  

The coefficient $R_{2m}(h)$ satisfies $\lim_{h \to 0} R_{2m}(h) = 0$. The Bernoulli numbers $B_n$ with an odd index are equal to zero. The Bernoulli numbers with an even index are expressed with the values of the Riemann zeta function

$$\frac{B_{2n}}{(2n)!} = (-1)^{n+1} \frac{2\zeta(2n)}{(2\pi)^{2n}}.$$  

The Bernoulli numbers are called first Bernoulli numbers when $B_1 = -1/2$ and Bernoulli numbers of the second kind if $B_1 = 1/2$. The generating function of the first Bernoulli numbers satisfies

$$\frac{ze^{nz}}{e^z - 1} = \sum_{m=0}^{\infty} B_m(n) \frac{z^m}{m!}. \quad (4)$$

Denote by $J^\alpha y(x)$ and $K^\alpha y(x)$ the fractional integrals

$$J^\alpha y(x) = \int_0^x (x-t)^\alpha y(t) dt, \quad K^\alpha y(x) = \int_0^x \frac{y(t)}{(x-t)^{1-\alpha}} dt.$$  

The fractional integrals $J^\alpha y(x)$ and $K^\alpha y(x)$ are related to $I^\alpha y(x)$ as

$$J^\alpha y(x) = \Gamma(1+\alpha) I^{1+\alpha} y(x), \quad K^\alpha y(x) = \Gamma(\alpha) I^\alpha y(x).$$

In previous work [10] we derived the fourth-order expansion of the trapezoidal approximation for the fractional integral $J^\alpha y(x)$

$$h^{1+\alpha} \sum_{k=1}^{n-1} k^\alpha y'(x- kh) + \frac{y(0) x^\alpha}{2} h = J^\alpha y(x) + \frac{\alpha x^{\alpha-1} y(0) - x^\alpha y'(0)}{12} h^2$$

$$+ \zeta(-\alpha) y(x) h^{1+\alpha} - y'(x) \zeta(-1 - \alpha) h^{2+\alpha}$$

$$+ \frac{y''(x)}{2} \zeta(-2 - \alpha) h^{3+\alpha} + O(h^4). \quad (5)$$
In section 2 we use (5) to obtain the fourth-order expansion (7) of the trapezoidal approximation for the fractional integral \( K^\alpha y(x) \). In section 3 we use the Fourier transform method to derive the asymptotic expansion formula for the left Riemann sums of the fractional integral \( K^\alpha y(x) \)

\[
\frac{h^n}{n!} \sum_{k=1}^{n-1} \frac{y(x-kh)}{k^{1-\alpha}} = \int_0^x \frac{y(t)}{(x-t)^{1-\alpha}} \, dt + \sum_{k=0}^{\infty} (-1)^k \frac{\zeta(1-\alpha-k)}{k!} y^{(k)}(x) h^{k+\alpha} - \Gamma(\alpha) \sum_{k=0}^{\infty} \frac{B_{k+1}}{(k+1)!} \left( \sum_{m=0}^{k} (-1)^m \binom{k}{m} \frac{x^{m-1}}{\Gamma(\alpha-m)} y^{(m-k)}(0) \right) h^{k+1}.
\]

The left Riemann sums approximate the fractional integral with accuracy \( O(h^\alpha) \). When the solution of the fractional relaxation-oscillation equation (28) satisfies \( y(0) = y'(0) = 0 \) it is equivalent to the fractional integral equation (42). In section 4 we discuss the convergence of the numerical solution of equation (42). In sections 5 we derive approximations (44), (46), (48) and (50) for the fractional integral \( I^\alpha y(x) \) of orders \( 1 + \alpha, 2 + \alpha, 3 + \alpha, 4 + \alpha \) and we apply the approximations for computing the numerical solution of the fractional integral equation (42).

### 2 Fourth Order Approximation of the Fractional Integral

In this section we use approximation (5) for the fractional integral \( J^\alpha y(x) \) and the formula for the asymptotic expansion of the sum of powers (6) to derive the formula for the fourth order expansion of the trapezoidal approximation for the fractional integral \( K^\alpha y(x) \).

\[
\sum_{k=1}^{n-1} \frac{k^\alpha}{k^{1-\alpha}} = \zeta(-\alpha) + \frac{n^{1+\alpha}}{1+\alpha} \sum_{m=0}^{\infty} \binom{\alpha+1}{m} \frac{B_m}{n^m}.
\]

Denote

\[
T_n[y] = h(y(0)/2 + y(h) + y(2h) + \cdots + y((n-1)h)),
\]

\[
T_n[y] = h^\alpha \left( 1 + 2^\alpha + \cdots + (n-1)^{\alpha-1} \right) + \frac{h^\alpha n^{\alpha-1}}{2}.
\]

The definite integral of the function \( y(t) = (x-t)^{\alpha-1} \) is equal to the fractional integral \( K^\alpha \) of the constant function 1.

\[
I y(t) = K^\alpha 1 = \int_0^x (x-t)^{\alpha-1} \, dt = \frac{x^\alpha}{\alpha}.
\]
We consider $T_n[(x-t)^{\alpha-1}]$ as the trapezoidal approximation for the function $y(t) = (x-t)^{\alpha-1}$ because the function $y(x) = 0$ when $\alpha > 1$ and $y(x)$ is undefined when $0 < \alpha < 1$.

**Lemma 1.** Let $y(t) = (x-t)^{\alpha-1}$. Then

$$T_n[y] = \int_0^x (x-t)^{\alpha-1} dt + \zeta(1-\alpha)h^\alpha + \frac{\alpha-1}{12x^{2-\alpha}}h^2 + O\left(h^4\right).$$

**Proof.** From the formula for the sum of powers (6)

$$\sum_{k=1}^{n} k^{\alpha-1} = \zeta(1-\alpha) + \frac{n^\alpha}{\alpha} - \frac{n^{\alpha-1}}{2} + \frac{\alpha-1}{12}n^{\alpha-2} + O\left(\frac{1}{n^{4-\alpha}}\right).$$

Then

$$T_n[y] = h^\alpha \left( \zeta(1-\alpha) + \frac{n^\alpha}{\alpha} - \frac{n^{\alpha-1}}{2} + \frac{\alpha-1}{12}n^{\alpha-2} + O\left(\frac{1}{n^{4-\alpha}}\right) \right) + \frac{h^\alpha n^{\alpha-1}}{2},$$

$$T_n[y] = \frac{(nh)^\alpha}{\alpha} + \zeta(1-\alpha)h^\alpha + \frac{\alpha-1}{12}n^{\alpha-2}h^\alpha + O\left(\frac{h^\alpha}{n^{4-\alpha}}\right),$$

$$T_n[y] = \int_0^x (x-t)^{\alpha-1} dt + \zeta(1-\alpha)h^\alpha + \frac{\alpha-1}{12x^{2-\alpha}}h^2 + O\left(h^4\right).$$

\[\square\]

In Theorem 2 and Corollary 3 we derive the fourth-order expansion of the trapezoidal approximation for the fractional integral.

**Theorem 2.** Let $y(t)$ be a polynomial. Then

$$h^\alpha \sum_{k=1}^{n} \frac{y(x-kh)}{k^{1-\alpha}} + \frac{y(0)}{2x^{1-\alpha}}h = K^\alpha y(x) + \frac{(\alpha-1)x^{\alpha-2}y(0) - x^{\alpha-1}y'(0)}{12}h^2$$

$$+ \zeta(1-\alpha)y(x)h^\alpha - \zeta(-\alpha)y'(x)h^{1+\alpha} + \zeta(-1-\alpha)\frac{y''(x)}{2}h^{2+\alpha}$$

$$- \zeta(-2-\alpha)\frac{y'''(x)}{6}h^{3+\alpha} + O\left(h^4\right).$$

(7)
Proof. Let $y(t)$ be a polynomial of degree $m$.

$$y(t) = p_0 + p_1(x-t) + p_2(x-t)^2 + \cdots + p_m(x-t)^m.$$ 

Denote by $q(t)$ the polynomial

$$q(t) = p_1 + p_2(x-t) + p_3(x-t)^2 + \cdots + p_m(x-t)^{m-1}.$$ 

The coefficients $p_0, p_1, p_2$ and $p_3$ are expressed with the values of the functions $y(x)$ and $q(x)$ and their derivatives as

$$p_0 = y(x), \quad p_1 = -y'(x) = q(x), \quad p_2 = \frac{y''(x)}{2} = -q'(x), \quad p_3 = -\frac{y'''(x)}{6} = \frac{q''(x)}{2}. $$ (8)

The fractional integrals $K^\alpha y(x)$ and $J^\alpha q(x)$ satisfy

$$K^\alpha y(x) = p_0 \int_0^x (x-t)^{\alpha-1} dt + J^\alpha q(x).$$

From the formula for the fourth-order approximation (5) of the fractional integral $J^\alpha q(x)$.

$$h^{1+\alpha} \sum_{k=1}^{n-1} k^\alpha q(x-kh) + \frac{q(0)x^\alpha}{2} h = J^\alpha q(x) + (x^\alpha q(0) - x^\alpha q'(0)) \frac{h^2}{12} + p_1 \zeta(-\alpha) h^{1+\alpha} + p_2 \zeta(-1-\alpha) h^{2+\alpha} + p_3 \zeta(-2-\alpha) h^{3+\alpha} + O(h^4).$$ (9)

The functions $y(t)$ and $q(t)$ satisfy

$$y(t) - y(x) = q(t)(x-t).$$ (10)

Then

$$q(0) = \frac{y(0) - y(x)}{x}.$$

By differentiating (10)

$$y'(t) = q'(t)(x-t) - q(t),$$

$$y'(0) = q'(0)x - q(0),$$
\[
q'(0) = \frac{xy'(0) + y(0) - y(x)}{x^2}.
\]

Hence
\[
\alpha x^{-1}q(0) - x^\alpha q'(0) = x^{\alpha - 2}((1 - \alpha)y(x) + (\alpha - 1)y(0) - xy'(0)). \tag{11}
\]

From (10):
\[
y(x - kh) = p_0 + khq(x - kh). \quad \text{Then}
\]
\[
h^\alpha \sum_{k=1}^{n-1} \frac{y(x - kh)}{k^{1-\alpha}} + \frac{y(0)}{2x^{1-\alpha}} h = h^\alpha \sum_{k=1}^{n-1} \frac{p_0 + khq(x - kh)}{k^{1-\alpha}} + \frac{p_0 + xq(0)}{2x^{1-\alpha}} \tag{12}
\]
\[
= \left( h^{1+\alpha} \sum_{k=1}^{n-1} k^{\alpha}q(x - kh) + \frac{q(0)x^\alpha}{2} \right) + p_0 h^\alpha \left( \sum_{k=1}^{n-1} k^{\alpha-1} + \frac{n^{\alpha-1}}{2} \right).
\]

From Lemma 1
\[
h^\alpha \left( \sum_{k=1}^{n-1} k^{\alpha-1} + \frac{n^{\alpha-1}}{2} \right) = K^\alpha 1 + \zeta(1 - \alpha)h^\alpha + \frac{\alpha - 1}{12x^{2-\alpha}}h^2 + O(h^4). \tag{13}
\]

From (12) and (13)
\[
h^\alpha \sum_{k=1}^{n-1} \frac{y(x - kh)}{k^{1-\alpha}} + \frac{y(0)}{2x^{1-\alpha}} h = K^\alpha y(x) + \left( \alpha x^{\alpha-1}q(0) - x^\alpha q'(0) \right) \frac{h^2}{12}
\]
\[
+ p_0 \zeta(1 - \alpha)h^\alpha + p_1 \zeta(-\alpha)h^{1+\alpha} + p_2 \zeta(-1 - \alpha)h^{2+\alpha}
\]
\[
+ p_3 \zeta(-2 - \alpha)h^{3+\alpha} + O(h^4). \tag{14}
\]

The formula for the fourth-order expansion (7) of the trapezoidal approximation for the fractional integral \(K^\alpha y(x)\) follows from (8), (11) and (14).

From the Stone-Weierstrass Theorem, every continuous and differentiable function and its derivatives are uniform limits of polynomials.

**Corollary 3.** The statement of Theorem 2 holds for all functions \(y \in C^4[0, x]\).

The proof of Corollary 3 is similar to the proof of Theorem 8 in [9].

**Corollary 4.** Let \(y(0) = y'(0) = y''(0) = y'''(0) = 0\). Then
\[
h^\alpha \sum_{k=1}^{n-1} \frac{y(x - kh)}{k^{1-\alpha}} = K^\alpha y(x) + \zeta(1 - \alpha)y(x)h^\alpha - \zeta(-\alpha)y'(x)h^{1+\alpha}
\]
\[
+ \zeta(-1 - \alpha)\frac{y''(x)}{2}h^{2+\alpha} - \zeta(-2 - \alpha)\frac{y'''(x)}{6}h^{3+\alpha} + O(h^{4+\alpha}). \tag{15}
\]
Table 1: Error and order of approximation (7) for the fractional integral $K^\alpha y(x)$ for $y(t) = e^t, \alpha = 0.5, x = 2$ (left) and $y(t) = \ln(t + 3), \alpha = 0.25, x = 1$ (right).

| $h$   | Error          | Order         |
|-------|----------------|---------------|
| 0.025 | $1.06 \times 10^{-9}$ | 4.04725       |
| 0.0125| $6.48 \times 10^{-11}$ | 4.03414       |
| 0.00625| $3.98 \times 10^{-12}$ | 4.02694       |
| 0.003125| $2.34 \times 10^{-13}$ | 4.08360       |

3 Expansion Formula for the Trapezoidal Approximation of the Fractional Integral

In this section we use the Fourier transform method to derive the asymptotic Euler-MacLaurin formula (16) and the expansion formula for the trapezoidal approximation of the fractional integral (25). The exponential Fourier transform is defined as

$$
\mathcal{F}[y(x)](\omega) = \hat{y}(\omega) = \int_{-\infty}^{\infty} e^{i\omega t} y(t) dt.
$$

The function $y(x) = x^{\alpha-1} \chi_{[0,\infty)}$ has Fourier transform $\hat{y}(w) = \Gamma(\alpha)(-i\omega)^{-\alpha}$, where $\chi_{[0,\infty)}$ is the characteristic function of the interval $[0,\infty)$. The $n$-th derivative of the function $y$ has Fourier transform $\mathcal{F}[y^{(n)}(x)](\omega) = (-i\omega)^n \hat{y}$.

The Fourier transform has the translation and the convolution properties

$$
\mathcal{F}[y(x-a)](w) = e^{i\omega a} \hat{y}(w), \quad \mathcal{F}[y(x) * z(x)](\omega) = \hat{y}(\omega) \hat{z}(\omega).
$$

The Caputo derivatives and the fractional integral are defined as the convolution of the power function and the derivatives of the function $y$.

$$
\mathcal{F}[D^\alpha y(x)](\omega) = (-i\omega)^\alpha \hat{y}(\omega), \quad \mathcal{F}[I^\alpha y(x)](\omega) = (-i\omega)^{-\alpha} \hat{y}(\omega).
$$

The Fourier transform (generating function) method is used by Tadjeran et. al. [27], Ding and Li [11], Tian et. al. [28] for constructing approximations for the fractional derivative related to the Grünwald formula approximation.
3.1 Euler-MacLaurin Formula

By letting \( m \to \infty \) in the Euler-MacLaurin formula (3) we obtain the series expansion of the trapezoidal approximation for the definite integral.

\[
T_n[y] = \int_0^x y(\xi) d\xi + \sum_{n=1}^{\infty} \frac{B_{2n}}{(2n)!} (y^{(2n-1)}(x) - y^{(2n-1)}(0)) h^{2n}.
\]  

(16)

Denote

\[
S_n[y] = h \sum_{k=0}^{n} y(x - kh).
\]

The approximation \( S_n[y] \) for the definite integral has generating function

\[
G(z) = \sum_{k=0}^{\infty} z^k = \frac{1}{1-z}.
\]

Set \( n = 0 \) in (4)

\[
\frac{z}{e^z - 1} = \sum_{m=0}^{\infty} \frac{B_m}{m!} z^m,
\]

\[
\frac{e^z}{e^z - 1} = 1 + \frac{1}{e^z - 1} = 1 + \sum_{m=0}^{\infty} \frac{B_{2m} z^{2m}}{m!} = \sum_{m=0}^{\infty} \frac{B_{2m} z^{2m-1}}{m!}.
\]  

(17)

where \( B_m \) are the second Bernoulli numbers (\( B_1 = 1/2 \)). By applying Fourier transform to \( S_n[y] \) and letting \( n \to \infty \) we obtain

\[
\mathcal{F}[S_\infty[y]](\omega) = h \sum_{k=0}^{\infty} \mathcal{F}[y(x - kh)](\omega) = h \sum_{k=0}^{\infty} e^{ih\omega} \hat{y}(\omega)
\]

\[
= h \hat{y}(\omega) \sum_{k=0}^{\infty} \left(e^{ih\omega}\right)^k = \frac{h \hat{y}(\omega)}{1 - e^{ih\omega}} = \frac{e^{-ih\omega}}{e^{-ih\omega} - 1} h \hat{y}(\omega).
\]

From (17)

\[
\mathcal{F}[S_\infty[y]](\omega) = h \hat{y}(\omega) \sum_{m=0}^{\infty} \frac{B_{2m}}{m!} (-ih\omega)^{m-1}
\]  

(18)

\[
= h \left( \hat{y}(\omega)(-ih\omega)^{-1} + \frac{1}{2} \hat{y}(\omega) + \sum_{m=1}^{\infty} \frac{B_{2m}}{(2m)!} (-ih\omega)^{2m-1} \hat{y}(\omega) \right)
\]

\[
= \hat{y}(\omega)(-i\omega)^{-1} + \frac{h}{2} \hat{y}(\omega) + \sum_{m=1}^{\infty} \frac{B_{2m}}{(2m)!} (-i\omega)^{2m-1} \hat{y}(\omega) h^{2m}.
\]
Denote by

$$\mathcal{R} \left( S_n[y] - \int_0^x y(t) dt \right), \quad \mathcal{L} \left( S_n[y] - \int_0^x y(t) dt \right),$$

the left and right endpoint sums of the expansion formula of the approximation $S_n[y]$ for the definite integral. The right endpoint sum is the expansion formula for the functions whose derivatives are equal to zero at the left limit $y^{(k)}(0) = 0, \ k = 0, 1, \ldots$. The left endpoint sum corresponds to the functions whose derivatives vanish at the right limit of the definite integral $y^{(k)}(x) = 0, \ k = 0, 1, \ldots$. The Fourier transform method yields the right endpoint asymptotic sum. By applying inverse Fourier transform to (18) we obtain

$$\mathcal{R} \left( S_n[y] - \int_0^x y(t) dt \right) = \frac{h}{2} y(x) + \sum_{m=1}^{\infty} \frac{B_{2m}}{(2m)!} y^{(2m-1)}(x) h^{2m}.$$  \hspace{1cm} (19)

The asymptotic formula for the left endpoint is determined from the substitution $z(t) = y(x - t)$. The function $z(t)$ satisfies $S_n[z] = S_n[y]$ and $z(x) = y(0)$, $z^{(2m-1)}(x) = -y^{(2m-1)}(0)$. The left endpoint asymptotic sum of the function $y(t)$ is equal to the right endpoint sum of the function $z(t)$.

$$\mathcal{L} \left( S_n[y] - \int_0^x y(t) dt \right) = \frac{h}{2} y(0) - \sum_{m=1}^{\infty} \frac{B_{2m}}{(2m)!} y^{(2m-1)}(0) h^{2m}.$$  \hspace{1cm} (20)

By combining (19) and (20)

$$S_n[y] = \int_0^x y(t) dt + \frac{h}{2} (y(x) + y(0)) + \sum_{m=1}^{\infty} \frac{B_{2m}}{(2m)!} \left( y^{(2m-1)}(x) - y^{(2m-1)}(0) \right) h^{2m}.$$  \hspace{1cm} (21)

The Euler-MacLaurin formula (16) is obtained from (19), (20) and the relation between the approximations $S_n[y]$ and $T_n[y]$ for the definite integral.

$$T_n[y] = S_n[y] - \frac{h}{2} (y(x) + y(0)).$$

The partial sums of the Euler-MacLaurin formula are used to derive high-order approximations for the definite integral.
3.2 Trapezoidal Approximation of the Fractional Integral

We apply the Fourier transform method to derive the asymptotic expansion formula (25) for the trapezoidal approximation of the fractional integral. Let \( z(t) = y(t)/(x-t)^{1-a} \). Denote by \( S_n[y] \) the left Riemann sum of the fractional integral \( K^\alpha y(x) \)

\[
S_n[y] = h \sum_{k=1}^{n} z(x - kh) = h^\alpha \sum_{k=1}^{n} \frac{y(x - kh)}{k^{1-\alpha}}.
\]

The generating function of \( S_n[y] \) is

\[
G(z) = \sum_{k=1}^{\infty} \frac{z^k}{k^{1-\alpha}} = \text{Li}_{1-\alpha}(z).
\]

From (2)

\[
\text{Li}_{1-\alpha}(e^z) = \Gamma(\alpha)(-z)^{-\alpha} + \sum_{k=0}^{\infty} \frac{\zeta(1-\alpha-k)}{k!} z^k.
\]

By applying Fourier transform to \( S_n[y] \) and letting \( n \to \infty \) we obtain

\[
\mathcal{F}[S_\infty[y]](\omega) = h^\alpha \sum_{k=1}^{\infty} \frac{\mathcal{F}[y(x - kh)](\omega)}{k^{1-\alpha}} = h^\alpha \sum_{k=1}^{\infty} \frac{e^{ikh\omega}}{k^{1-\alpha}} \hat{y}(\omega)
\]

\[
= h^\alpha \hat{y}(\omega) \sum_{k=1}^{\infty} \frac{(e^{i\omega})^k}{k^{1-\alpha}} = h^\alpha \text{Li}_{1-\alpha}(e^{i\omega}) \hat{y}(\omega),
\]

\[
\mathcal{F}[S_\infty[y]](\omega) = h^\alpha \hat{y}(\omega) \left( \Gamma(\alpha)(-i\omega)^{-\alpha} + \sum_{k=0}^{\infty} \frac{\zeta(1-\alpha-k)}{k!} (-i\omega)^k h^{k+\alpha} \right)
\]

By applying inverse Fourier transform we obtain the asymptotic sum for the right endpoint of the approximation \( S_n[y] \) for the fractional integral \( K^\alpha y(x) \).

\[
\mathcal{R} \left( S_n[y] - \int_{0}^{x} \frac{y(t)}{(x-t)^{1-\alpha}} dt \right) = \sum_{k=0}^{\infty} (-1)^k \frac{\zeta(1-\alpha-k)}{k!} y^{(k)}(x) h^{k+\alpha}. \quad (21)
\]
The asymptotic formula for the left endpoint \( t = 0 \) is obtained from the Euler-MacLaurin formula for the function \( z(t) = (x - t)^{\alpha-1}y(t) \).

\[
\mathcal{L} \left( S_n[y] - \int_0^x \frac{y(t)}{(x - t)^{1-\alpha}} dt \right) = -\sum_{k=0}^{\infty} \frac{B_{k+1}}{(k+1)!} z^{(k)}(0) h^{k+1}. \quad (22)
\]

The function \((x - t)^{\alpha-1}\) has derivative of order \( m \)

\[
\frac{d^m}{dt^m} ((x - t)^{\alpha-1}) = (-1)^m (\alpha - 1) \cdots (\alpha - m) (x - t)^{\alpha-m-1},
\]

\[
\frac{d^m}{dt^m} ((x - t)^{\alpha-1}) = (-1)^m \frac{\Gamma(\alpha)}{\Gamma(\alpha - m)} (x - t)^{\alpha-m-1}.
\]

From the Leibnitz differentiation formula

\[
z^{(k)}(t) = \sum_{m=0}^{k} \binom{k}{m} y^{(m-k)}(t) \frac{d^m}{dt^m} ((x - t)^{\alpha-1}),
\]

\[
z^{(k)}(t) = \Gamma(\alpha) \sum_{m=0}^{k} (-1)^m \binom{k}{m} x^{\alpha-m-1} \frac{\Gamma(\alpha - m)}{\Gamma(\alpha - m)} y^{(m-k)}(t).
\]

Then

\[
z^{(k)}(0) = \Gamma(\alpha) \sum_{m=0}^{k} (-1)^m \binom{k}{m} x^{\alpha-m-1} \frac{\Gamma(\alpha - m)}{\Gamma(\alpha - m)} y^{(m-k)}(0).
\]

From \(22\)

\[
\mathcal{L}(S_n[y] - K^\alpha y(x))
\]

\[
= -\Gamma(\alpha) \sum_{k=0}^{\infty} \frac{B_{k+1}}{(k+1)!} \left( \sum_{m=0}^{k} (-1)^m \binom{k}{m} x^{\alpha-m-1} \frac{\Gamma(\alpha - m)}{\Gamma(\alpha - m)} y^{(m-k)}(0) \right) h^{k+1}. \quad (23)
\]

By combining \(21\) and \(23\) we obtain

\[
h^\alpha \sum_{k=1}^{n} \frac{y(x - kh)}{k^{1-\alpha}} = \int_0^x \frac{y(t)}{(x - t)^{1-\alpha}} dt + \sum_{k=0}^{\infty} \frac{(-1)^k \zeta(1 - \alpha - k)}{k!} y^{(k)}(x) h^{k+\alpha}
\]

\[
- \Gamma(\alpha) \sum_{k=0}^{\infty} \frac{B_{k+1}}{(k+1)!} \left( \sum_{m=0}^{k} (-1)^m \binom{k}{m} x^{\alpha-m-1} \frac{\Gamma(\alpha - m)}{\Gamma(\alpha - m)} y^{(m-k)}(0) \right) h^{k+1}. \quad (24)
\]
The term corresponding to \( k = 0 \) in the second sum is \( y(0)x^{\alpha-1}h/2 \). Let \( T_n[y] \) be the trapezoidal approximation for the fractional integral \( I^\alpha y(x) \)

\[
T_n[y] = \frac{1}{\Gamma(\alpha)} \left( h^\alpha \sum_{k=1}^{n-1} \frac{y(x - kh)}{k^{1-\alpha}} + \frac{y(0)}{2x^{1-\alpha}}h \right).
\]

The trapezoidal approximation \( T_n[y] \) and the left Riemann sum \( S_n[y] \) for the fractional integral \( K^\alpha y(x) \) satisfy

\[
T_n[y] = \frac{1}{\Gamma(\alpha)} \left( S_n[y] - \frac{y(0)}{2x^{1-\alpha}}h \right).
\]

From (24) we obtain the expansion formula for the trapezoidal approximation for the fractional integral \( I^\alpha y(x) \)

\[
T_n[y] = I^\alpha y(x) + \frac{1}{\Gamma(\alpha)} \left( \sum_{k=0}^{\infty} (-1)^k \frac{\zeta(1-\alpha-k)}{k!} y^{(k)}(x)h^{k+\alpha} ight)
\]

\[
- \sum_{k=1}^{\infty} \frac{B_{k+1}}{(k+1)!} \left( \sum_{m=0}^{k} (-1)^m \binom{k}{m} \frac{x^{\alpha-m-1}}{\Gamma(\alpha-m)} y^{(m-k)}(0) \right) h^{k+1}.
\]

In section 2 we derived the fourth-order approximation (7) for the fractional integral \( K^\alpha y(x) \). From (25) we obtain the sixth-order approximation

\[
h^\alpha \sum_{k=1}^{n-1} \frac{y(x - kh)}{k^{1-\alpha}} + \frac{y(0)}{2x^{1-\alpha}}h = K^\alpha y(x) - \frac{1}{12} \left( (1-\alpha)x^{\alpha-2}y(0) + x^{\alpha-1}y'(0) \right) h^2
\]

\[
+ \zeta(1-\alpha)y(x)h^\alpha - \zeta(-1-\alpha)y'(x)h^{1+\alpha} + \zeta(-1-\alpha)\frac{y''(x)}{2}h^{2+\alpha}
\]

\[
- \zeta(-2-\alpha)\frac{y'''(x)}{6}h^{3+\alpha} + \zeta(-3-\alpha)\frac{y^{(4)}(x)}{24}h^{4+\alpha} - \zeta(-4-\alpha)\frac{y^{(5)}(x)}{120}h^{5+\alpha}
\]

\[
+ \frac{1}{720}((3-a)(2-a)(1-a)x^{\alpha-4}y(0) + 3(2-a)(1-a)x^{\alpha-3}y'(0)
\]

\[
+ 3(1-\alpha)x^{\alpha-2}y''(0) + x^{\alpha-1}y'''(0))h^4 + O(h^6).
\]

4 Numerical Solution of the Relaxation-Oscillation Equation

When \( 0 < \alpha < 1 \) the Caputo derivative is defined as the convolution of the first derivative and the power function \( x^{-\alpha}/\Gamma(1-\alpha) \).

\[
y^{(\alpha)}(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{y'(\xi)}{(x-\xi)^\alpha} d\xi.
\]
When $1 < \alpha < 2$ the Caputo derivative of the function $y(x)$ is defined as

$$y^{(\alpha)}(x) = \frac{1}{\Gamma(2 - \alpha)} \int_0^x \frac{y''(\xi)}{(x - \xi)^{\alpha-1}} d\xi.$$  

The Laplace transform of the derivatives of the Mittag-Leffler functions satisfies

$$\mathcal{L}\{t^{\alpha k+\beta-1}E_{\alpha,\beta}^{(k)}(\pm at^\alpha)\}(s) = \frac{k!s^{\alpha-\beta}}{(s^\alpha \mp a)^{k+1}}.$$  

The ordinary fractional differential equation

$$y^{(\alpha)}(x) + Dy(x) = f(x)$$  

is called fractional relaxation equation when $0 < \alpha < 1$ and fractional oscillation equation when $1 < \alpha < 2$. The analytical and numerical solutions of the fractional relaxation-oscillation equation are discussed in \[6, 8, 9, 14, 21, 25\]. The exact solution of the fractional relaxation equation with initial condition $y(0) = y_0$ is determined with the Laplace transform method

$$y(x) = y_0 E_\alpha(-Dx^\alpha) + \int_0^x \xi^{\alpha-1} E_{\alpha,\alpha}(-D\xi^\alpha) F(x - \xi) d\xi.$$  

The fractional oscillation equation has exact solution

$$y(x) = y_0 E_\alpha(-Dx^\alpha) + y'_0 t E_{\alpha,2}(-Dx^\alpha) + \int_0^x \xi^{\alpha-1} E_{\alpha,\alpha}(-D\xi^\alpha) F(x - \xi) d\xi,$$

where $y(0) = y_0, y'(0) = y'_0$.

### 4.1 Numerical Solution of Order $\alpha$

In section 2 we derived the fourth-order approximation \[7\] of the fractional integral. When $0 < \alpha < 2$ and the function $y$ satisfies $y(0) = y'(0) = 0$, the left Riemann sum is an approximation of the fractional integral of order $\alpha$.

$$\frac{h^\alpha}{\Gamma(\alpha)} \sum_{k=1}^n \frac{y_{n-k}}{k^{1-\alpha}} = I^\alpha y_n + O(h^\alpha).$$  

Now we compute the numerical solution of the relaxation-oscillation equation

$$y^{(\alpha)}(x) + y(x) = f(x)$$  

\[28\]
on the interval $[0, 1]$, with the additional assumption that the solution satisfies $y(0) = y'(0) = 0$. From (11) the composition of the fractional integral and the Caputo derivative satisfies

$$I^\alpha D^\alpha y(x) = D^\alpha I^\alpha y(x) = y(x).$$

By applying fractional integration of order $\alpha$ to equation (28) we obtain

$$I^\alpha y^{(\alpha)}(x) + I^\alpha y(x) = I^\alpha f(x).$$

Denote $F(x) = I^\alpha f(x)$.

$$y(x) + I^\alpha y(x) = F(x). \quad (29)$$

The numerical solutions of fractional integro-differential equations are discussed by Diethelm and Ford [7], Eslahchi et. al. [12], Mokhtary [23]. Let $h = 1/n$, where $n$ is a positive integer. By approximating the fractional integral at the point $x = x_m = mh$ with (27) we obtain

$$y_m + \frac{h^\alpha}{\Gamma(\alpha)} \sum_{k=1}^{m-1} \frac{y_{m-k}}{k^{1-\alpha}} = F_m + O(h^\alpha). \quad (30)$$

Let $u_m$ be an approximation for the exact solution $y_m = y(x_m)$ of equations (28) and (29). The numbers $u_m$ are computed with

$$u_m = F_m - \frac{h^\alpha}{\Gamma(\alpha)} \sum_{k=1}^{m-1} \frac{u_{m-k}}{k^{1-\alpha}}, \quad u_0 = 0. \quad (31)$$

In Theorem 6 and Theorem 11 we prove that numerical solution (31) converges to the exact solution of equation (29) with accuracy $O(h^\alpha)$.

**Example:** The fractional relaxation-oscillation equation

$$y^{(\alpha)}(x) + y(x) = x^p + \frac{\Gamma(p + 1)}{\Gamma(p - \alpha + 1)} x^{p-\alpha},$$

has the solution $y(x) = x^p$. The equation is transformed to the fractional integral equation

$$y(x) + I^\alpha y(x) = x^p + \frac{\Gamma(p + 1)}{\Gamma(p + \alpha + 1)} x^{p+\alpha}. \quad (32)$$

The numerical results for the maximum error and order of numerical solution (31) for equation (32) are given in Table 2 and Table 3.
Table 2: Maximum error and order of numerical solution (31) for equation (32) with $p = 1.05$ and $\alpha = 0.25, \alpha = 0.5, \alpha = 0.75$.

| $h$     | $\alpha = 0.25$ | $\alpha = 0.5$ | $\alpha = 0.75$ |
|---------|-----------------|-----------------|-----------------|
|         | Error           | Order           | Error           | Order           | Error           | Order           |
| 0.003125| 0.1344240       | 0.2863          | 0.0264388       | 0.5148          | 0.00525169      | 0.7544          |
| 0.0015625| 0.0915092      | 0.2799          | 0.0185593       | 0.5105          | 0.00311695      | 0.7526          |
| 0.00078125| 0.0915092     | 0.2748          | 0.0130559       | 0.5074          | 0.00185130      | 0.7516          |
| 0.000390625| 0.0758594     | 0.2760          | 0.0091983       | 0.5053          | 0.00110006      | 0.7510          |

Table 3: Maximum error and order of numerical solution (31) for equation (32) with $p = 1.05$ and $\alpha = 1.25, \alpha = 1.5, \alpha = 1.75$.

| $h$     | $\alpha = 0.25$ | $\alpha = 0.5$ | $\alpha = 0.75$ |
|---------|-----------------|-----------------|-----------------|
|         | Error           | Order           | Error           | Order           | Error           | Order           |
| 0.003125| 0.00018059      | 1.2517          | 0.00003093      | 1.5082          | 5.3 $\times$ 10$^{-6}$ | 1.7781          |
| 0.0015625| 0.00007588     | 1.2509          | 0.00001089      | 1.5056          | 1.5 $\times$ 10$^{-6}$ | 1.7733          |
| 0.00078125| 0.00001389    | 1.2505          | 3.8 $\times$ 10$^{-6}$ | 1.5039          | 4.5 $\times$ 10$^{-7}$ | 1.7692          |
| 0.000390625| 0.00001341   | 1.2503          | 1.4 $\times$ 10$^{-6}$ | 1.5027          | 1.3 $\times$ 10$^{-7}$ | 1.7658          |

4.2 Stability and Convergence

Let $e_m = y_m - u_m$ be the error of numerical solution (31) at the point $x = x_m$. From (30) and (31) the error $e_m$ satisfies

$$e_m = -\frac{h^\alpha}{\Gamma(\alpha)} \sum_{k=1}^{m-1} k^{\alpha-1} e_{m-k} + a_m^h, \quad (e_0 = 0),$$

where $a_m h^\alpha$ is the error of approximation (27) at the point $x = x_m$. When the solution of the fractional-relaxation equation (28) and the corresponding integral equation (29) is a bounded function the sequence of numbers $a_m$ is bounded. Let $A$ be a positive constant, such that $|a_m| < A$.

Claim 5. Let $0 < \alpha < 2$ and $m$ be a positive integer. Then

$$1 + 2^{(m-1)\alpha-1} < \frac{m^\alpha}{\alpha}.$$
Proof. The function $x^{\alpha-1}$ is increasing when $1 < \alpha < 2$ and decreasing for $0 < \alpha < 1$. Then

$$1 + 2^{\alpha-1} + \cdots + (m-1)^{\alpha-1} \leq \int_0^m x^{\alpha-1}dx = \frac{x^\alpha}{\alpha} \bigg|_0^m = \frac{m^\alpha}{\alpha}. \tag{33}$$

\begin{proof}

Theorem 6. Let $1 < \alpha < 2$. Then the error of numerical solution \((31)\) for equation \((29)\) satisfies

$$|e_m| \leq \left( \frac{\Gamma(\alpha+1)A}{\Gamma(\alpha+1)-1} \right) h^\alpha. \tag{33}$$

Proof. Induction on $m$. When $m = 1$

$$|e_1| = |a_1|h^\alpha < Ah^\alpha < \frac{\Gamma(\alpha+1)Ah^\alpha}{\Gamma(\alpha+1)-1}. \tag{33}$$

Suppose that (33) holds for $k = 1, \cdots, m-1$. From the triangle inequality

$$|e_m| \leq \frac{h^\alpha}{\Gamma(\alpha)} \sum_{k=1}^{m-1} k^{\alpha-1} |e_{m-k}| + |a_m|h^\alpha. \tag{33}$$

From the induction assumption and Claim 5

$$|e_m| \leq \frac{h^\alpha}{\Gamma(\alpha)} \frac{\Gamma(\alpha+1)Ah^\alpha}{\Gamma(\alpha+1)-1} \left( \sum_{k=1}^{m-1} k^{\alpha-1} + Ah^\alpha \right) < \frac{(mh)^\alpha}{\Gamma(\alpha+1)} \frac{\Gamma(\alpha+1)Ah^\alpha}{\Gamma(\alpha+1)-1} + Ah^\alpha,$$

$$|e_m| < \frac{Ah^\alpha}{\Gamma(\alpha+1)-1} + Ah^\alpha = \frac{\Gamma(\alpha+1)Ah^\alpha}{\Gamma(\alpha+1)-1}. \tag{33}$$

\end{proof}

The functions $2^x$ and $\Gamma(1+x)$ are increasing for $x \in [1, 2]$. The gamma function satisfies $\Gamma(1+x) < 1$ when $0 < x < 1$.

Claim 7. The function $g(x) = 2^x \Gamma(1+x)$ is increasing on the interval $[0, 1]$.  
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Proof. The function \( g \) has values \( g(0) = 1 \) and \( g(1) = 2 \). Let 
\[
l(x) = \ln g(x) = x \ln 2 + \ln \Gamma(1 + x).
\]
The function \( l(x) \) has first derivative 
\[
l'(x) = \ln 2 + \Psi(1 + x).
\]
From the expansion formula for the digamma function 
\[
l'(x) = \ln 2 - \gamma + \sum_{n=1}^{\infty} \frac{\zeta(2k) - \zeta(2k + 1)}{\alpha}
\]
The zeta function is decreasing for \( x > 1 \). Then 
\[
\zeta(2k) - \zeta(2k + 1)x > \zeta(2k) - \zeta(2k + 1) > 0.
\]
Hence 
\[
l'(x) = \ln 2 - \gamma + \sum_{n=1}^{\infty} x^{2k-1}(\zeta(2k) - \zeta(2k + 1)x) > \ln 2 - \gamma > 0.1 > 0.
\]
The functions \( l(x) \) and \( g(x) = e^{l(x)} \) are increasing on the interval \([0, 1]\). \( \square \)

Claim 8. Let \( 0 < \alpha < 1 \) and \( m < n \) be positive integers. Then 
\[
m^{\alpha-1} + \cdots + n^{\alpha-1} < \frac{n^{\alpha} - (m - 1)^{\alpha}}{\alpha}.
\]

Proof. The function \( x^{\alpha-1} \) is decreasing. Then 
\[
m^{\alpha-1} + \cdots + n^{\alpha-1} < \int_{m-1}^{n} x^{\alpha-1} dx = \left. \frac{x^{\alpha}}{\alpha} \right|_{m-1}^{n} = \frac{n^{\alpha} - (m - 1)^{\alpha}}{\alpha}.
\]

Let \( M = \left\lceil \frac{n}{2} \right\rceil \) and 
\[
C_0 = \frac{2^{\alpha} \Gamma(1 + \alpha)\lambda}{2^{\alpha} \Gamma(1 + \alpha) - 1}.
\]
From Claim 7, the number \( C_0 \) is positive.
Lemma 9. Let $1 \leq m \leq M$. Then

$$|e_m| < C_0 h^\alpha.$$  \hfill (34)

Proof. Induction on $m$. When $m = 1$

$$|e_1| < |a_1|h^\alpha < Ah^\alpha < \frac{2^\alpha \Gamma(1 + \alpha)Ah^\alpha}{2^\alpha \Gamma(1 + \alpha) - 1}.$$  

Suppose that (34) holds for $k = 1, \ldots, m - 1$.

$$|e_m| \leq \frac{h^\alpha}{\Gamma(\alpha)} \sum_{k=1}^{m-1} k^{\alpha-1} |e_{m-k}| + |a_m|h^\alpha,$$

$$|e_m| < \frac{h^\alpha}{\Gamma(\alpha)} C_0 h^\alpha \sum_{k=1}^{m-1} k^{\alpha-1} + Ah^\alpha < \frac{h^\alpha}{\Gamma(\alpha)} C_0 h^\alpha \frac{M^\alpha}{\alpha} + Ah^\alpha,$$

$$|e_m| < \frac{h^\alpha}{\Gamma(1 + \alpha)} C_0 h^\alpha \left(\frac{n}{2}\right)^\alpha + Ah^\alpha = \frac{C_0 h^\alpha}{2^\alpha \Gamma(1 + \alpha)} + Ah^\alpha,$$

$$|e_m| < \frac{Ah^\alpha}{2^\alpha (1 + \alpha) - 1} + Ah^\alpha = \frac{2^\alpha \Gamma(1 + \alpha)Ah^\alpha}{2^\alpha \Gamma(1 + \alpha) - 1}.$$  \hfill \Box

Denote

$$C_1 = \frac{2^{1-\alpha}C_0 + \Gamma(\alpha)A}{\Gamma(\alpha)}, \quad C_2 = \frac{C_0 + 2^\alpha \Gamma(1 + \alpha)C_1}{2^\alpha \Gamma(1 + \alpha) - 1}.$$  

The number $C_2$ is greater than $\text{Max}\{C_0, C_1\}$.

Corollary 10. The error $e_M$ satisfies

$$\frac{h^\alpha}{\Gamma(\alpha)} (n - M)^{\alpha-1} |e_M| < (C_1 - A)h^\alpha.$$  

Proof.

$$\frac{h^\alpha}{\Gamma(\alpha)} (n - M)^{\alpha-1} |e_M| + Ah^\alpha < \frac{h^\alpha}{\Gamma(\alpha)} \left(\frac{n}{2}\right)^{\alpha-1} C_0 h^\alpha + Ah^\alpha$$

$$= \frac{2^{1-\alpha}C_0 h^\alpha}{\Gamma(\alpha)n} n^\alpha h^\alpha + Ah^\alpha < \frac{2^{1-\alpha}C_0 h^\alpha}{\Gamma(\alpha)} + Ah^\alpha = C_1 h^\alpha.$$  \hfill \Box
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Theorem 11. Let $0 < \alpha < 1$ and $M \leq m \leq n$. Then
\[
|e_m| < C_2 h^\alpha. \tag{35}
\]

Proof. Induction on $m$. Suppose that (35) holds for $k = M, \cdots, m - 1$.

\[
|e_m| \leq \frac{h^\alpha}{\Gamma(\alpha)} \sum_{k=1}^{m-1} k^{\alpha-1} |e_{m-k}| + |a_m|h^\alpha,
\]

\[
|e_m| < \frac{h^\alpha}{\Gamma(\alpha)} \sum_{k=1}^{m-M-1} k^{\alpha-1} |e_{m-k}| + \frac{h^\alpha}{\Gamma(\alpha)} \sum_{k=m-M+1}^{m-1} k^{\alpha-1} |e_{n-k}|
\]
\[
+ \frac{h^\alpha}{\Gamma(\alpha)} (m - M)^{\alpha-1} |e_m| + Ah^\alpha.
\]

From the induction assumption and Corollary 10

\[
|e_m| < \frac{h^\alpha}{\Gamma(\alpha)} C_2 h^\alpha \sum_{k=1}^{m-M-1} k^{\alpha-1} + \frac{h^\alpha}{\Gamma(\alpha)} C_0 h^\alpha \sum_{k=m-M+1}^{m-1} k^{\alpha-1} + C_1 h^\alpha.
\]

From Claim 5 and Claim 8

\[
|e_m| < \frac{h^\alpha}{\Gamma(\alpha)} C_2 h^\alpha \frac{(m - M)^{\alpha}}{\alpha} + \frac{h^\alpha}{\Gamma(\alpha)} C_0 h^\alpha \frac{(m - 1)^{\alpha} - (m - M)^{\alpha}}{\alpha} + C_1 h^\alpha.
\]

The function $(x - 1)^{\alpha} - (x - M)^{\alpha}$ is continuous and decreasing for $x \geq M$. Its maximum $(M - 1)^{\alpha}$ is attained at $x = M$. Hence

\[
|e_m| < \frac{h^\alpha}{\Gamma(1 + \alpha)} C_2 h^\alpha \left( \frac{n - M}{2} \right)^{\alpha} + \frac{h^\alpha}{\Gamma(1 + \alpha)} C_0 h^\alpha (M - 1)^{\alpha} + C_1 h^\alpha,
\]

\[
|e_m| < \frac{h^\alpha}{\Gamma(1 + \alpha)} C_2 h^\alpha \left( \frac{n}{2} \right)^{\alpha} + \frac{h^\alpha}{\Gamma(1 + \alpha)} C_0 h^\alpha \left( \frac{n}{2} \right)^{\alpha} + C_1 h^\alpha,
\]

\[
|e_m| < \frac{C_2 h^\alpha}{2^\alpha \Gamma(1 + \alpha)} + \frac{C_0 h^\alpha}{2^\alpha \Gamma(1 + \alpha)} + C_1 h^\alpha = C_2 h^\alpha.
\]
5 Higher-Order Numerical Solutions of the Fractional Relaxation-Oscillation Equation

In this section we derive approximations for the fractional integral $I^\alpha y(x)$ of order $1 + \alpha, 2 + \alpha, 3 + \alpha$ and $4 + \alpha$ when the function $y$ satisfies the condition

$$y(0) = y'(0) = y''(0) = y'''(0) = 0. \quad (36)$$

Denote by Equation I, equation (32) with $p = 4$.

$$y(x) + I^\alpha y(x) = x^4 + \frac{24}{\Gamma(5 + \alpha)} x^{4+\alpha}, \quad y(0) = y'(0) = 0. \quad \text{(Equation 1)}$$

The solution $y(x) = x^4$ of Equation 1 satisfies (36). The Miller-Ross sequential derivative is defined as

$$y^{[\alpha_1]}(x) = y^{(\alpha_1)}(x), \quad y^{[\alpha_1+\alpha_2+\cdots+\alpha_n]}(x) = D^{\alpha_1} D^{\alpha_2} \cdots D^{\alpha_n} y(x).$$

Denote

$$y^{[n\alpha]}(x) = y^{[\alpha+\cdots+\alpha]}(x) = D^{\alpha} D^{\alpha} \cdots D^{\alpha} y(x).$$

Claim 12. Let $y$ be a sufficiently differentiable function and $0 < \alpha < 1$.

$$y^{[1+(1-\alpha)]}(x) = y^{(2-\alpha)}(x) + \frac{y'(0)}{\Gamma(\alpha)} \frac{1}{x^{1-\alpha}}. \quad \Box$$

Proof.

$$\frac{d}{dx} y^{(1-\alpha)}(x) = \frac{1}{\Gamma(\alpha)} \frac{d}{dx} \int_0^x \frac{y'(\xi)}{(x-\xi)^{1-\alpha}} d\xi = \frac{1}{\Gamma(\alpha)} \frac{d}{dx} \left[ \int_0^x y'(\xi) \left( \frac{(x-\xi)^\alpha}{\alpha} \right) \right]$$

$$= \frac{1}{\Gamma(1+\alpha)} \frac{d}{dx} \left[ y'(0) x^\alpha \right] + \frac{1}{\Gamma(1+\alpha)} \left[ \frac{d}{dx} \int_0^x (x-\xi)^\alpha y''(\xi) d\xi \right]$$

$$= \frac{1}{\Gamma(1+\alpha)} \left[ \alpha y'(0) x^{\alpha-1} + \int_0^x (x-\xi)^{\alpha-1} y'''(\xi) d\xi \right]$$

$$= \frac{y'(0)}{\Gamma(\alpha)} \frac{1}{x^{1-\alpha}} + \frac{1}{\Gamma(\alpha)} \int_0^x \frac{y''(\xi)}{(x-\xi)^{1-\alpha}} d\xi = \frac{y'(0)}{\Gamma(\alpha)} \frac{1}{x^{1-\alpha}} + y^{(2-\alpha)}(x). \quad \Box$$
The fractional relaxation equation
\[ y^{(\alpha)}(x) + y(x) = e^x + x^{1-\alpha} E_{1,2-\alpha}(x), \quad y(0) = 1, \quad (37) \]
has the solution \( y(x) = e^x \). Now we determine the values of the derivatives \( y'(0), y''(0), y'''(0) \) of the solution of equation \((37)\). By applying fractional differentiation of order \( 1 - \alpha \) we obtain
\[ D^{1-\alpha} (y^{(\alpha)}(x) + y(x)) = D^{1-\alpha} \left( e^x + x^{1-\alpha} E_{1,2-\alpha}(x) \right), \]
\[ y'(x) + y^{(1-\alpha)}(x) = e^x + x^{\alpha} E_{1,1+\alpha}(x). \quad (38) \]
By setting \( x = 0 \) we obtain \( y'(0) = 1 \). Differentiate equation \((38)\)
\[ \frac{d}{dx} \left( y'(x) + y^{(1-\alpha)}(x) \right) = \frac{d}{dx} \left( e^x + \sum_{k=0}^{\infty} \frac{x^{k+\alpha}}{\Gamma(k + \alpha + 1)} \right). \]
From Claim 12,
\[ y''(x) + y^{(2-\alpha)}(x) + \frac{1}{\Gamma(\alpha)x^{1-\alpha}} = e^x + \sum_{k=0}^{\infty} \frac{x^{k+\alpha-1}}{\Gamma(k + \alpha)}, \]
\[ y''(x) + y^{(2-\alpha)}(x) = e^x + \sum_{k=1}^{\infty} \frac{x^{k+\alpha-1}}{\Gamma(k + \alpha)}, \]
\[ y''(x) + y^{(2-\alpha)}(x) = e^x + x^\alpha E_{1,1+\alpha}(x). \quad (39) \]
Similarly, by differentiating \((39)\)
\[ y'''(x) + y^{(3-\alpha)}(x) = e^x + x^\alpha E_{1,1+\alpha}(x). \quad (40) \]
By setting \( x = 0 \) in \((39)\) and \((40)\) we obtain \( y''(0) = y'''(0) = 1 \). Let
\[ z(x) = y(x) - \sum_{k=0}^{m} \frac{x^m}{m!}, \]
The function \( z(x) \) satisfies \( z(0) = z'(0) = 0 \) for \( m = 0, 1, 2 \) and condition \((36)\) when \( m = 3 \).
\[ z^{(\alpha)}(x) = y^{(\alpha)}(x) - \sum_{k=0}^{m} \frac{x^{m-\alpha}}{\Gamma(m + 1 - \alpha)}. \]
The function $z(x)$ is a solution of the fractional relaxation equation

$$z^{(\alpha)}(x) + z(x) = e^x + x^{1-\alpha} E_{1,2-\alpha}(x) - \sum_{k=0}^{m} \frac{x^m}{m!} - \sum_{k=1}^{m} \frac{x^{m-\alpha}}{\Gamma(m+1-\alpha)}.$$

By applying fractional integration of order $\alpha$ we obtain

$$I^\alpha \left( z^{(\alpha)}(x) + z(x) \right) = I^\alpha \left( e^x + x^{1-\alpha} E_{1,2-\alpha}(x) - \sum_{k=0}^{m} \frac{x^m}{m!} - \sum_{k=1}^{m} \frac{x^{m-\alpha}}{\Gamma(m+1-\alpha)} \right),$$

$$z(x) + I^\alpha z(x) = e^x - 1 + x^\alpha E_{1,1+\alpha}(x) - \sum_{k=0}^{m} \frac{x^{m+\alpha}}{\Gamma(m+1+\alpha)} - \sum_{k=1}^{m} \frac{x^m}{m!}.$$

Denote by Equation 2[m] the integral equation

$$z(x) + I^\alpha z(x) = e^x + x^\alpha E_{1,1+\alpha}(x) - \sum_{k=0}^{m} \left( \frac{x^{m+\alpha}}{\Gamma(m+1+\alpha)} + \frac{x^m}{m!} \right).$$

Equation 2[m] has the solution

$$z(x) = e^x - \sum_{k=0}^{m} \frac{x^m}{m!}.$$

The fractional Taylor polynomials of degree $m$ of the function $y$ at the point $x = 0$ are defined as

$$T_m^{(\alpha)}(x) = \sum_{n=0}^{m} \frac{y^{[n\alpha]}(0)}{\Gamma(n\alpha + 1)} x^{n\alpha}.$$

The fractional Taylor polynomials approximate the value of the solution of the fractional relaxation-oscillation equation $y(h) \approx T_m^{(\alpha)}(h)$, when $h$ is a small positive number. The fractional relaxation equation

$$y^{(\alpha)}(x) + y(x) = x^{2\alpha}, \quad y(0) = 1,$$  \hspace{1cm} (41)

has the solution $y(x) = E_{\alpha}(-x^\alpha) + \Gamma(1+2\alpha)x^{3\alpha} E_{\alpha,1+3\alpha}(-x^\alpha)$. The first derivative of the solution is undefined at $x = 0$. We determine the Miller-Ross derivatives of the solution at $x = 0$.

$$y^{[\alpha]}(0) = y^{(\alpha)}(0) = -1.$$
By applying fractional differentiation of order $\alpha$ to equation (41) we obtain
\[ y^{[2\alpha]}(x) + y^{[\alpha]}(x) = \frac{\Gamma(1 + 2\alpha)}{\Gamma(1 + \alpha)} x^{\alpha}, \quad y^{[2\alpha]}(0) = -1, \]
\[ y^{[3\alpha]}(x) + y^{[2\alpha]}(x) = \Gamma(1 + 2\alpha), \quad y^{[3\alpha]}(0) = \Gamma(1 + 2\alpha) - 1, \]
\[ y^{[4\alpha]}(x) + y^{[3\alpha]}(x) = 0, \quad y^{[4\alpha]}(0) = 1 - \Gamma(1 + 2\alpha). \]
We can show by induction that
\[ y^{[n\alpha]}(0) = (-1)^n (1 - \Gamma(1 + 2\alpha)). \]
The solution of equation (41) has fractional Taylor polynomials
\[
T^{(\alpha)}_m(x) = 1 - \frac{x^{\alpha}}{\Gamma(1 + \alpha)} + \frac{x^{2\alpha}}{\Gamma(1 + 2\alpha)} + (1 - \Gamma(1 + 2\alpha)) \sum_{k=3}^m \frac{(-1)^k x^{k\alpha}}{\Gamma(1 + k\alpha)}. 
\]
Let $z(x) = y(x) - T^{(\alpha)}_m(x)$,
\[
z(x) = y(x) - 1 + \frac{x^{\alpha}}{\Gamma(1 + \alpha)} - \frac{x^{2\alpha}}{\Gamma(1 + 2\alpha)} + (\Gamma(1 + 2\alpha) - 1) \sum_{k=3}^m \frac{(-1)^k x^{k\alpha}}{\Gamma(1 + k\alpha)}. \]
When $m \geq \lceil 3/\alpha \rceil$ the function $z(x)$ satisfies condition (36).
\[
z^{(\alpha)}(x) = y^{(\alpha)}(x) + 1 - \frac{x^{\alpha}}{\Gamma(1 + \alpha)} - \frac{(\Gamma(1 + 2\alpha) - 1)x^{2\alpha}}{\Gamma(1 + 2\alpha)} + (\Gamma(1 + 2\alpha) - 1) \sum_{k=4}^m \frac{(-1)^k x^{(k-1)\alpha}}{\Gamma(1 + (k - 1)\alpha)}. \]
The function $z(x)$ is a solution of the fractional relaxation equation
\[
z^{(\alpha)}(x) + z(x) = (-1)^m \frac{\Gamma(1 + 2\alpha) - 1}{\Gamma(1 + ma)} x^{ma}. \]
By applying fractional integration of order $\alpha$ we obtain
\[
I^\alpha (z^{(\alpha)}(x) + z(x)) = (-1)^m \frac{\Gamma(1 + 2\alpha) - 1}{\Gamma(1 + ma)} I^\alpha (x^{ma}), \]
26
\[ z(x) + I^\alpha z(x) = (-1)^m \frac{\Gamma(1 + 2\alpha) - 1}{\Gamma(1 + (m + 1)\alpha)} x^{(m+1)\alpha}. \]  

(Equation 3[m])

Equation 3[m] has the solution

\[ z(x) = E_\alpha (-x^\alpha) + \Gamma(1+2\alpha)x^{3\alpha}E_{\alpha,1+3\alpha} (-x^\alpha) - 1 + \frac{x^\alpha}{\Gamma(1 + \alpha)} \]

\[ - \frac{x^{2\alpha}}{\Gamma(1 + 2\alpha)} + (\Gamma(1 + 2\alpha) - 1) \sum_{k=3}^m \frac{(-1)^k x^{k\alpha}}{\Gamma(1 + k\alpha)}. \]

5.1 Numerical solution of order 1 + \alpha

The three integral equations Equation 1, Equation 2[m] and Equation 3[m] have the form

\[ y(x) + I^\alpha y(x) = F(x). \]  

(42)

We can ensure that sufficient number of derivatives of the solutions of Equation 2[m] and Equation 3[m] at the initial point \( x = 0 \) are equal to zero by choosing appropriate values of the parameter \( m \). In Corollary 4 we obtained the approximation for the fractional integral

\[ h^\alpha \sum_{k=1}^{n-1} \frac{y(x - kh)}{k^{1-\alpha}} = \Gamma(\alpha)I^\alpha y(x) + \zeta(1 - \alpha)y(x)h^\alpha - \zeta(-\alpha)y'(x)h^{1+\alpha} \]

\[ + \zeta(-1 - \alpha)\frac{y''(x)}{2}h^{2+\alpha} - \zeta(-2 - \alpha)\frac{y'''(x)}{6}h^{3+\alpha} + O(h^{4+\alpha}). \]  

(43)

when the function \( y \) satisfies (36). Let \( x = x_n = nh \) and \( y_n = y(x_n) \).

Corollary 13. Suppose that \( y(0) = y'(0) = 0 \). Then

\[ \frac{h^\alpha}{\Gamma(\alpha)} \left( -\zeta(1 - \alpha)y_n + \sum_{k=1}^{n-1} \frac{y_{n-k}}{k^{1-\alpha}} \right) = I^\alpha y_n + O(h^{1+\alpha}). \]  

(44)

By approximating the fractional integral with (44) we obtain the numerical solution of equation (42)

\[ u_n = \frac{1}{\Gamma(\alpha) - \zeta(1 - \alpha)h^\alpha} \left( \Gamma(\alpha)F_n - h^\alpha \sum_{k=1}^{n-1} \frac{u_{n-k}}{k^{1-\alpha}} \right), \quad u_0 = 0. \]  

(45)
In Figure 1 and Figure 2 we compare numerical solutions (31) and (45) for Equation 1 when $\alpha = 0.5$ and $\alpha = 1.05$. The numerical results for the maximum error and the order of numerical solution (45) for Equation 1 with $\alpha = 0.25, 1.25$, Equation 2[1] with $\alpha = 0.5, 1.5$ and Equation 3[2] with $\alpha = 0.75, 1.75$ are given in Table 4 and Table 5.

Table 4: Maximum error and order of numerical solution (45) for $\alpha = 0.25$, $\alpha = 0.5$ and $\alpha = 0.75$.

| $h$    | Equation 1 |       | Equation 2[1] |       | Equation 3[2] |       |
|--------|------------|-------|---------------|-------|---------------|-------|
|        | Error      | Order | Error         | Order | Error         | Order |
| 0.003125 | 0.00015093 | 1.2490 | 0.00002066    | 1.5000 | 4.8 x 10^{-7} | 1.7500 |
| 0.0015625 | 0.00006348 | 1.2490 | 7.3 x 10^{-6} | 1.5000 | 1.4 x 10^{-7} | 1.7500 |
| 0.00078125 | 0.00002670 | 1.2500 | 2.6 x 10^{-6} | 1.5000 | 4.2 x 10^{-8} | 1.7500 |
| 0.000390625 | 0.00001123 | 1.2500 | 9.1 x 10^{-7} | 1.5000 | 1.3 x 10^{-8} | 1.7500 |

Table 5: Maximum error and order of numerical solution (45) for $\alpha = 0.1.25$, $\alpha = 1.5$ and $\alpha = 1.75$.

| $h$    | Equation 1 |       | Equation 2[1] |       | Equation 3[2] |       |
|--------|------------|-------|---------------|-------|---------------|-------|
|        | Error      | Order | Error         | Order | Error         | Order |
| 0.003125 | 4.2 x 10^{-7} | 2.2510 | 2.1 x 10^{-8} | 2.5010 | 3.8 x 10^{-10} | 2.7580 |
| 0.0015625 | 8.9 x 10^{-8} | 2.2500 | 3.8 x 10^{-9} | 2.5000 | 5.7 x 10^{-11} | 2.7540 |
| 0.00078125 | 1.9 x 10^{-8} | 2.2500 | 6.7 x 10^{-10} | 2.5000 | 8.4 x 10^{-12} | 2.7520 |
| 0.000390625 | 3.9 x 10^{-9} | 2.2500 | 1.2 x 10^{-10} | 2.5000 | 1.3 x 10^{-12} | 2.7510 |

5.2 Numerical solution of order 2 + $\alpha$

By approximating the derivative $y'_n$ in approximation (43) using a first-order backward difference approximation

$$y'_n = \frac{y_n - y_{n-1}}{h} + O(h),$$

we obtain an approximation (46) for the fractional integral of order 2 + $\alpha$. 
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Claim 14. Suppose that \( y(0) = y'(0) = 0 \). Then
\[
\frac{h^\alpha}{\Gamma(\alpha)} \left( (\zeta(-\alpha) - \zeta(1 - \alpha))y_n - \zeta(-\alpha)y_{n-1} + \sum_{k=1}^{n-1} \frac{y_{n-k}}{k^{1-\alpha}} \right) = \Gamma^\alpha y_n + O \left( h^{2+\alpha} \right).
\]
(46)

The numerical solution of equation (47) which uses approximation (46) for the fractional integral is computed with \( u_0 = 0 \) and
\[
u_n = \frac{1}{\Gamma(\alpha) + (\zeta(-\alpha) - \zeta(1 - \alpha))h^\alpha} \left( \Gamma(\alpha)F_n + \zeta(-\alpha)h^\alpha u_{n-1} - h^\alpha \sum_{k=1}^{n-1} \frac{u_{n-k}}{k^{1-\alpha}} \right).
\]
(47)

The numerical results for the maximum error and the order of numerical solution (47) for Equation 1 with \( \alpha = 0.3, 1.3 \), Equation 2[2] with \( \alpha = 0.5, 1.5 \) and Equation 3[2] with \( \alpha = 0.7, 1.7 \) are given in Table 6 and Table 7.

5.3 Numerical solution of order \( 3 + \alpha \)

By substituting the derivatives \( y'_n \) and \( y''_n \) in (43) using the approximations
\[
y'_n = \frac{1}{h} \left( \frac{3}{2} y_n - 2y_{n-1} + \frac{1}{2} y_{n-2} \right) + O \left( h^2 \right),
\]
\[
y''_n = \frac{1}{h^2} \left( y_n - 2y_{n-1} + y_{n-2} \right) + O \left( h \right),
\]
we obtain an approximation (48) for the fractional integral with order \( 3 + \alpha \).
Table 6: Maximum error and order of numerical solution (47) for \( \alpha = 0.3, \alpha = 0.5 \) and \( \alpha = 0.7 \).

| \( h \) | Equation 1 |       | Equation 2[2] |       | Equation 3[2] |       |
|--------|------------|-------|---------------|-------|---------------|-------|
|        | Error      | Order | Error         | Order | Error         | Order |
| 0.025  | 0.00005799 | 2.2727| 5.1 \times 10^{-6} | 2.4796| 3.8 \times 10^{-7} | 2.7141|
| 0.0125 | 0.00001189 | 2.2864| 9.0 \times 10^{-7} | 2.4898| 5.8 \times 10^{-8} | 2.7160|
| 0.00625| 2.4 \times 10^{-6} | 2.2932| 1.6 \times 10^{-7} | 2.4949| 8.8 \times 10^{-9} | 2.7095|
| 0.003125| 4.9 \times 10^{-7} | 2.2966| 2.8 \times 10^{-8} | 2.4975| 1.4 \times 10^{-9} | 2.7055|

Table 7: Maximum error and order of numerical solution (47) for \( \alpha = 1.3, \alpha = 1.5 \) and \( \alpha = 1.7 \).

| \( h \) | Equation 1 |       | Equation 2[2] |       | Equation 3[2] |       |
|--------|------------|-------|---------------|-------|---------------|-------|
|        | Error      | Order | Error         | Order | Error         | Order |
| 0.025  | 1.4 \times 10^{-6} | 3.2791| 6.4 \times 10^{-8} | 3.4899| 1.6 \times 10^{-8} | 3.6762|
| 0.0125 | 1.4 \times 10^{-7} | 3.2896| 5.7 \times 10^{-9} | 3.4957| 1.2 \times 10^{-9} | 3.6881|
| 0.00625| 1.4 \times 10^{-8} | 3.2948| 5.0 \times 10^{-10} | 3.4984| 9.5 \times 10^{-11} | 3.6941|
| 0.003125| 1.4 \times 10^{-9} | 3.2974| 4.4 \times 10^{-11} | 3.4995| 7.3 \times 10^{-12} | 3.6970|

Claim 15. Suppose that \( y(0) = y'(0) = y''(0) = 0 \). Then

\[
\frac{h^{\alpha}}{\Gamma(\alpha)} \left( c_0 y_n + c_1 y_{n-1} + c_2 y_{n-2} + \sum_{k=1}^{n-1} \frac{y_{n-k}}{k^{1-\alpha}} \right) = \Gamma^\alpha y_n + O \left( h^{3+\alpha} \right),
\]  

(48)

where

\[
c_0 = \frac{1}{2} (3 \zeta(-\alpha) - \zeta(-1 - \alpha) - 2 \zeta(1 - \alpha)),
\]

\[
c_1 = -2 \zeta(-\alpha) - \zeta(-1 - \alpha),
\]

\[
c_2 = \frac{1}{2} (\zeta(-\alpha) - \zeta(-1 - \alpha)).
\]

The numerical solution of equation (42) which uses approximation (48) for the fractional integral is computed with \( u_0 = u_1 = 0 \) and

\[
u_\alpha = \frac{1}{\Gamma(\alpha) + c_0 h^\alpha} \left( \Gamma(\alpha) F_n - h^\alpha \left( c_1 u_{n-1} + c_2 u_{n-2} + \sum_{k=1}^{n-1} \frac{u_{n-k}}{k^{1-\alpha}} \right) \right).
\]

(49)
The numerical results for the maximum error and the order of numerical solution (49) for Equation 1 with \( \alpha = 0.35, 1.35 \), Equation 2[3] with \( \alpha = 0.5, 1.5 \) and Equation 3[4] with \( \alpha = 0.65, 1.65 \) are given in Tables 8 and 9.

Table 8: Maximum error and order of numerical solution (49) for \( \alpha = 0.35, \alpha = 0.5 \) and \( \alpha = 0.65 \).

| \( h \)  | Equation 1 |             | Equation 2[3] |             | Equation 3[4] |             |
|---------|------------|-------------|---------------|-------------|---------------|-------------|
|         | Error      | Order       | Error         | Order       | Error         | Order       |
| 0.025   | 1.5 \times 10^{-6} | 3.3224     | 7.5 \times 10^{-8} | 3.4558     | 6.8 \times 10^{-9} | 3.8511     |
| 0.0125  | 1.5 \times 10^{-7} | 3.3369     | 6.8 \times 10^{-9} | 3.4784     | 4.7 \times 10^{-10} | 3.8689    |
| 0.00625 | 1.4 \times 10^{-8} | 3.3437     | 6.0 \times 10^{-10} | 3.4894     | 3.2 \times 10^{-11} | 3.8802    |
| 0.003125 | 1.4 \times 10^{-9} | 3.3469     | 5.3 \times 10^{-11} | 3.4947     | 2.1 \times 10^{-12} | 3.8875    |

Table 9: Maximum error and order of numerical solution (49) for \( \alpha = 1.35, \alpha = 1.5 \) and \( \alpha = 1.65 \).

| \( h \)  | Equation 1 |             | Equation 2[3] |             | Equation 3[4] |             |
|---------|------------|-------------|---------------|-------------|---------------|-------------|
|         | Error      | Order       | Error         | Order       | Error         | Order       |
| 0.025   | 2.5 \times 10^{-8} | 4.1054     | 8.2 \times 10^{-10} | 4.2036     | 1.3 \times 10^{-11} | 4.5161    |
| 0.0125  | 1.3 \times 10^{-9} | 4.2189     | 4.1 \times 10^{-11} | 4.3337     | 5.3 \times 10^{-13} | 4.5832    |
| 0.00625 | 6.9 \times 10^{-11} | 4.2743     | 1.9 \times 10^{-12} | 4.3980     | 2.2 \times 10^{-14} | 4.6179    |
| 0.003125 | 3.5 \times 10^{-12} | 4.3047     | 8.9 \times 10^{-14} | 4.4325     | 8.8 \times 10^{-16} | 4.6233    |

5.4 Numerical solution of order \( 4 + \alpha \)

By substituting the derivatives \( y'_n, y''_n \) and \( y'''_n \) in (43) using the approximations

\[
y'_n = \frac{1}{h} \left( \frac{11}{6} y_n - 3 y_{n-1} + \frac{3}{2} y_{n-2} - \frac{1}{3} y_{n-3} \right) + O(h^3),
\]

\[
y''_n = \frac{1}{h^2} (2 y_n - 5 y_{n-1} + 4 y_{n-2} - y_{n-3}) + O(h^2),
\]

\[
y'''_n = \frac{1}{h^3} (y_n - 3 y_{n-1} + 3 y_{n-2} - y_{n-3}) + O(h).
\]

we obtain an approximation for the fractional integral with order \( 4 + \alpha \).
Claim 16. Suppose that \( y(0) = y'(0) = y''(0) = y'''(0) = 0 \). Then

\[
\frac{h^\alpha}{\Gamma(\alpha)} \left( c_0 y_n + c_1 y_{n-1} + c_2 y_{n-2} + c_3 y_{n-3} + \sum_{k=1}^{n-1} \frac{y_{n-k}}{k^{1-\alpha}} \right) = I^\alpha y_n + O(h^{4+\alpha}),
\]

where

\[
c_0 = \frac{11}{6} \zeta(-\alpha) - \zeta(-1 - \alpha) + \frac{1}{6} \zeta(-2 - \alpha) - \zeta(1 - \alpha), \]
\[
c_1 = -3 \zeta(-\alpha) + \frac{5}{2} \zeta(-1 - \alpha) - \frac{1}{2} \zeta(-2 - \alpha), \]
\[
c_2 = \frac{3}{2} \zeta(-\alpha) - 2 \zeta(-1 - \alpha) + \frac{1}{2} \zeta(-2 - \alpha), \]
\[
c_3 = -\frac{1}{3} \zeta(-\alpha) + \frac{1}{2} \zeta(-1 - \alpha) - \frac{1}{6} \zeta(-2 - \alpha).
\]

The corresponding numerical solution of equation (42) is computed with \( u_0 = u_1 = u_2 = 0 \), and

\[
u_n = \frac{1}{\Gamma(\alpha) + c_0 h^\alpha} \left( I^\alpha F_n - h^\alpha \left( c_1 u_{n-1} + c_2 u_{n-2} + c_3 u_{n-3} + \sum_{k=1}^{n-1} \frac{u_{n-k}}{k^{1-\alpha}} \right) \right).
\]

The numerical results for the maximum error and the order of numerical solution (51) for Equation 1 with \( \alpha = 0.4 \), Equation 2[4] with \( \alpha = 0.5 \) and Equation 3[9] with \( \alpha = 0.6 \) are given in Table 10.

Table 10: Maximum error and order of numerical solution (51) for \( \alpha = 0.4 \), \( \alpha = 0.5 \) and \( \alpha = 0.6 \).

| \( h \)   | Equation 1 | Equation 2[4] | Equation 3[9] |
|-----------|------------|---------------|---------------|
| Error    | Order      | Error         | Order         | Error         | Order         |
| 0.025     | 1.7 \times 10^{-9} | 1.3 \times 10^{-9} | 1.9 \times 10^{-11} | 4.3144 | 4.3144 | 4.4072 | 4.4072 | 4.5234 | 4.5234 |
| 0.0125    | 8.1 \times 10^{-11} | 5.8 \times 10^{-11} | 7.8 \times 10^{-13} | 4.3618 | 4.3618 | 4.4596 | 4.4596 | 4.5641 | 4.5641 |
| 0.00625   | 3.9 \times 10^{-12} | 2.6 \times 10^{-12} | 3.3 \times 10^{-14} | 4.3819 | 4.3819 | 4.4813 | 4.4813 | 4.5884 | 4.5884 |
| 0.003125  | 1.9 \times 10^{-13} | 1.2 \times 10^{-13} | 1.4 \times 10^{-15} | 4.3873 | 4.3873 | 4.4895 | 4.4895 | 4.5413 | 4.5413 |
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