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ABSTRACT

This article proposes an adversarial reconstruction convolution neural network (ARCNN) for non-uniform illumination frontal face image recovery and recognition. The proposed ARCNN includes a reconstruction network and a discriminative network. The authors employ GAN framework to learn the reconstruction network in an adversarial manner. This article integrates gradient loss and perceptual loss terms, which are able to preserve the detailed and spatial structure image information, into the overall reconstruction loss function to constraint the reconstruction procedure. Experiments are conducted on the typical illumination-sensitive dataset, extended YaleB dataset. The reconstructed results demonstrate that the proposed ARCNN approach can remove the illumination and shadow information and recover natural uniform illuminated face image from non-uniform illuminated ones. Face recognition results on the extended YaleB dataset demonstrate that the proposed ARCNN reconstruction procedure can also preserve the discriminative information of face image for classification task.
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1. INTRODUCTION

High quality images are important for improving the performance of image analysis systems and the visualization of human beings. The actual systems such as face analysis (Punnappurath, 2015; Zohra, 2017), retinal scanning (Adal, 2018; Anitha, 2010), intelligent transportation (Bulan, 2017; Xu, 2014), underwater target recognition (Hou, 2018), human-computer interaction (Zhou, 2017) all want the input images to be of high quality. However, images that captured in unconstrained conditions or using not ideal imaging devices, usually exhibit non-uniform illumination distribution and low contrast, which cause detail loss in dark and overexposure regions. This paper considers the problem of recovering the detailed information of an object under standard illumination from a non-uniform illuminated image.

Over the years, researchers present a surge of qualitative and quantitative studies on 2D and 3D non-uniform illumination processing (Gao, 2018; Xu, 2018). Since the authors only focus on
the recovery methods of 2D non-uniform illumination images, this paper gives a brief survey of 2D illumination processing methods. Readers interested in non-uniform illumination processing of 3D objects can refer to (Xu, 2014, 2018). In 2D non-uniform illumination processing domain, removing illumination and re-mapping illumination are common traditional strategies (Gao, 2018; Shin, 2015), which are able to factorize an image into its intrinsic components, i.e. illumination, shape and reflectance components (Georgoulis, 2018). Representative approaches in this domain can roughly divide into two categories according to their diverse theoretical backgrounds, including illumination compensation/normalization methods and illumination-invariant representation methods. Illumination normalization methods attempt to redistribute the intensities of an input image in a more appropriate representation, which is less sensitive to lighting changes by applying a simple gray-scale intensity adjustment. Histogram equalization (HE), block histogram equalization and logarithmic transform are representative methods of this category (Arici, 2009). Notwithstanding their ease of implementation and the visualization improvement on lighting normalization, these methods can hardly handle shadow or highlight effects of non-uniform illumination images. In contrast, illumination-invariant representation methods try to estimate and remove unwanted illumination. Retinex-based image enhancement methods, which can recall the visual content of dark regions as well as keep the visual realism, are the mainstream methods (Gao, 2018; Shin, 2015; Chen, 2006). According to the assumption that illumination corresponds to low frequency information, Retinex-based methods estimate illumination information using low-pass Gaussian filter (Shin, 2015; Jobson, 1997) or total variation (TV) normalization model (Chen, 2006; Ng, 2011). However, due to the problems of low-pass Gaussian filter in edge preserving and TV normalization model in side effect, halo artifacts and details loss may occur in the recovered images. Recently, several optimization strategies, which globally locate important gradients of images, are proposed to estimate illumination information of images (Fu, 2015, 2016; Guo, 2017). Nevertheless, these methods may cause the damage of illumination edges and result in light source confusion and artifacts. In summary, although the state-of-the-art non-uniform illumination recovery methods have achieved great success, it still requires study to improve the recovery quality of images from non-uniform illumination condition, especially from extreme non-uniform illumination situations.

Recovering detailed information of an object from a non-uniform illuminated image is a special image-to-image transformation task. In recent years, both convolution neural networks (CNNs) and generative adversarial networks (GANs) are trained for various image-to-image transformation tasks (Wang, 2018), such as image de-noising (Zhang, 2017), image super resolution (Dong, 2016; Ledig, 2017), cross-domain image translation (Yi, 2017), etc. CNNs, which discover the optimal mapping from an input image to the transformed image by minimizing the discrepancy between the output image and ground-truth image (Dong, 2016), are very efficient for image feature representation. GANs, which estimate generate models via an adversarial training process alternating between identifying and faking (Goodfellow, 2014), are beneficial for generating realistic images. In (Wang, 2018), a perceptual adversarial network (PAN), whose adversarial architecture is composed of two CNNs, is proposed for image-to-image transformation. Experimental results show that PAN has a great capability of accomplishing image-to-image transformations. To deal with illumination recovery issue, several deep learning based approaches are proposed. In (Lore, 2017), a deep auto-encoder approach, i.e. LLNet, which is composed by three de-noising auto-encoder layers, is presented to enhance the quality of natural low-light images. Experimental results demonstrate that deep auto-encoders are effective tools to learn underlying signal characteristics and noise structures from low-light images without handwriting. In (Li, 2018), a trainable CNN method for weakly illuminated image enhancement is proposed. This method estimate the illumination map of an input image using CNN and enhance the image based on Retinex model. In (Georgoulis, 2018), authors present a two-step deep learning approach that estimates reflectance and illumination information from a single image. CNNs are employed to estimate a reflectance map and decompose the reflectance map into reflectance parameters and an illumination map.
While CNNs and GANs have been widely studied for image-to-image transformation tasks, the authors are not aware of any existing work integrating CNNs and GANs together for image recovery from a non-uniform illuminated image. In this paper, the authors propose an adversarial reconstruction convolution neural networks (ARCNN) for non-uniform illumination frontal face image recovery. The proposed ARCNN includes a reconstruction network and a discriminative network. Both the reconstruction and discriminative networks are convolution neural networks. The reconstruction network functionally consists of four steps, including feature decomposition, multi-scale feature mapping and fusion, nonlinear mapping and image reconstruction. As that the gradient information is much stable to illumination variant and the perceptual reconstruction can preserve image content and overall spatial structure, the authors incorporate gradient and perceptual constraints into the overall loss function of the reconstructed network. The authors employ the GAN framework for training the reconstruction network and the discriminative system in an adversarial manner to prompt the quality of reconstructed images. The experimental results both for face image recovery and face recognition on Extended YaleB dataset show that the proposed ARCNN is efficient for removing non-uniform illumination information and preserving individual classification information, which is useful for face image visualization and classification tasks. In addition, this paper is an extension of the authors’ previous conference paper published in the proceeding of 17th IEEE International Conference on Cognitive Informatics & Cognitive Computing (Yang, 2018). The extension are two folds:

- This article employs the GAN framework to prompt the reconstruction performances of the illumination-robust deep reconstruction CNN proposed in (Yang, 2018).
- A perceptual reconstruction loss term is included in the overall loss function of reconstruction network to preserve image content and overall spatial structure, to make the reconstructed images present naturally.

The paper is organized as follows: Section 2 introduces the proposed adversarial reconstruction convolution neural networks, and section 3 provides experimental results on two non-uniform illumination face image datasets. Section 4 concludes the paper.

2. ADVERSARIAL RECONSTRUCTION CONVOLUTION NEURAL NETWORKS

This section describes the proposed adversarial reconstruction convolution neural networks in detail. The authors first revisit the GAN framework and then depict the architecture and learning procedure of the proposed ARCNN, shown in Figure 1.

2.1 GAN Framework

GAN framework consists of two networks, a generator $G$ and a discriminator $D$, trained by competing with each other. The generator $G$ is trained to generate samples $G(z)$ from some noise vectors $z$, such that $G(z)$ are difficult to discriminate from real samples $x$ using the discriminator $D$. On the other hand, the discriminator $D$ is trained to distinguish the generated samples $G(z)$ from the real samples. In this competing way, the performances of both generator $G$ and discriminator $D$ can be improved. Therefore, the learning procedure of GAN is a two-player min-max game with the following objective function:

$$\min_{G} \max_{D} \mathbb{E}_{x}[\log D(x)] + \mathbb{E}_{z}[\log(1 - D(G(z)))]$$
2.2 The Proposed ARCNN

The proposed ARCNN employs the structure of GAN, such that it contains a reconstruction network and a discriminative network that are simultaneously trained using the min-max formulation of GAN shown in Eq. 1. The reconstruction network of ARCNN tries to recover a uniform illuminated face image using a non-uniform illuminated face image as input. The discriminative network tries to distinguish the recovery face images from the reference uniform illuminated ones.

2.2.1 The Reconstruction Network Architecture of ARCNN

To recover a uniform illuminated face image from a non-uniform illuminated one, a common strategy is to separate illumination component and reflection component of a face image firstly, and then try to remove unwanted illumination information. Due to its flexibility and superiority for image feature representation, convolution neural network is used to build the reconstruction network of ARCNN for illumination-robust face image recovery. The reconstruction network, shown in Figure 1(a), consists of seven convolution layers, which include four stages, namely feature decomposition, multi-scale feature mapping and fusion, nonlinear mapping and reconstruction. In order to get multi-scale features of the input image, we set convolutional kernels size of each layer in feature decomposition and multi-scale feature mapping and fusion stage in a pyramid way from 7×7 to 3×3. At the nonlinear mapping stage, 1×1 convolutional kernels are used to save the nonlinear mapping coefficients. Finally, at the reconstruction stage, a relative large 5×5 convolutional kernel size is employed to make the reconstruction face image much smooth and natural. Table 1 lists the hyper-parameters of the reconstruction network. Figure 2 illustrates an example of the outputs at different stages of the reconstruction network.

The feature decomposition stage, which includes the first three convolution layers, \( l_1 \), \( l_2 \) and \( l_3 \), with different kernel sizes, is used for decomposing information of the input non-uniform face image into different channels. As that a face image contains both illumination and reflection components, which respectively correspond to the low and high frequency components of the image, the convolution operations at this stage may be able to divide and reserve the reflection components into different channels. However, the boundaries between the bright and dark regions in a non-uniform illuminated image are difficult to remove in a single scale feature maps. Therefore, the reconstruction network cascades a multi-scale feature mapping and fusion stage after the feature decomposition stage. The multi-scale feature mapping and fusion stage consists of two convolution layers, \( l_4^{(i)} \) and \( l_5^{(i)} \) (Figure 1a. The architecture of ARCNN: the reconstruction network)
Each of which is composed of three parallel convolution operation with different kernel size. The two-layer multi-scale convolution and fusion operations on the feature maps can suppress the boundaries of the bright and dark regions and reserve the high-frequency reflection components in the non-uniform face images. As shown in Figure 2, the first two stages produce a $3n_3$-dimensional feature map, which contains only high-frequency reflection components, for each input image. To obtain a uniform-illuminated image, the reconstruction network employs a nonlinear mapping, which transforms the $3n_3$ dimensional feature map to a $n_6$-dimensional feature map, at the third stage to mix uniform illumination information into each channel of the output. The ReLU activation function is applied on the output of each convolution layer of these three stages for non-linear mapping (Nair, 2010). Therefore, the operations $F_i^{(k)}$ of these convolution layers can be expressed as:

$$F_i^{(k)}(X) = \max \left( 0, W_i^{(k)} * X_t + B_i^{(k)} \right)$$

where $W_i^{(k)}$ and $B_i^{(k)}$ represent the $k$-th scale convolution kernel and bias of layer $l$, $X_t$ is the input of layer $l$ ($k = 1$ for $l = 1, 2, 3, 6$ and $k = 1, 2, 3$ for $l = 4, 5$). At each layer, $W_i^{(k)}$ corresponds to $n_l$ convolution kernels of support $f_i^{(k)} \times f_i^{(k)}$. Finally, the $n_6$-dimensional feature map is linearly combined at the reconstruction stage of our architecture to produce the uniform illumination face image. The operation is:

$$F_i(X) = W_i * X + B_i$$

Here, $W_i$ is an $n_i \times f_i \times f_i$ convolution kernel and $B_i$ is a scalar.

### 2.2.2 Learning of the Reconstruction Network

In order to recover uniform-illuminated face image from a non-uniform illuminated one, the output of the reconstruction network should be as similar as possible to the uniform illuminated image. Let us denote a non-uniform illumination face image as $X$ and its corresponding uniform illumination face image (ground truth) as $Y$. Suppose that the mapping of the reconstruction network is $F$, which can recover from $X$ an image $F(X, \Theta)$. Learning of the reconstruction network is to estimate the optimal parameters $\Theta$ of the network.

Given a set of non-uniform illuminated face images $\{X_i\}$ and their corresponding uniform-illuminated face images $\{Y_i\}$ ($i = 1, 2, \cdots, N$), traditional convolution neural network uses mean squared error (MSE) as the loss function to estimate the parameters $\Theta$, that is:

$$L_{MSE}(\Theta) = \frac{1}{N} \sum_{i=1}^{N} \|F(X_i, \Theta) - Y_i\|^2$$
Using MSE as the loss function is predominant for image super-resolution. However, it may cause the reconstructed face image to be too smooth. To overcome this drawback, the authors incorporate a gradient loss into the reconstruction loss in (Yang, 2018):

$$L_{\text{Grad}}(\Theta) = \frac{1}{N} \sum_{i=1}^{N} \left( \|F(X_i, \Theta) - Y_i\|^2 + \beta \|\nabla F(X_i, \Theta) - \nabla Y_i\|^2 \right)$$

| layer | # channels ($n_i$) | kernel size ($f_i \times f_i$) | stride |
|-------|-----------------|-------------------------------|--------|
| $I_1$ | 64              | 7×7                           | 1      |
| $I_2$ | 48              | 5×5                           | 1      |
| $I_3$ | 32              | 3×3                           | 1      |
| $I_4^{(1)}$ | 32          | 7×7                           | 1      |
| $I_4^{(2)}$ | 32          | 5×5                           | 1      |
| $I_4^{(3)}$ | 32          | 3×3                           | 1      |
| $I_5^{(1)}$ | 32          | 7×7                           | 1      |
| $I_5^{(2)}$ | 32          | 5×5                           | 1      |
| $I_5^{(3)}$ | 32          | 3×3                           | 1      |
| $I_6$ | 32              | 1×1                           | 1      |
| $I_7$ | 1               | 5×5                           | 1      |

Figure 2. An example illustrates the outputs at different stages of the reconstruction network

Using MSE as the loss function is predominant for image super-resolution. However, it may cause the reconstructed face image to be too smooth. To overcome this drawback, the authors incorporate a gradient loss into the reconstruction loss in (Yang, 2018):
where \( \nabla F(X_i, \Theta) \) and \( \nabla Y_i \) are the gradient images of reconstructed and ground truth images, \( \beta \) is a hyper-parameter to balance the MSE and gradient loss. However, due to the influence of the MSE and gradient losses, which are per-pixel losses, the reconstruction results of (Yang, 2018) introduce new high-frequency noise while retaining the detailed information, making the reconstruction results look unnatural.

In this paper, the authors introduce a perceptual reconstruction loss, which depends on high-level features extracting from a pre-trained classification network (the loss network) \( \Phi \). It has been demonstrated that the perceptual reconstruction loss can preserve image content and overall spatial structure (Johnson, 2016), which is valid for removing the high-frequency noise. To compute the perceptual reconstruction loss \( L_p \), the pre-trained VGG-19 classification network is employed, shown in Figure 3. Both the reconstructed image \( F(X_i, \Theta) \) and the corresponding ground truth \( Y_i \) are served into the VGG-19 network. The perceptual reconstruction loss is then calculated using the Euclidian distance between output feature maps of \( F(X_i, \Theta) \) and \( Y_i \) on the last convolution layer of VGG-19:

\[
L_p(\Theta) = \frac{1}{N} \sum_{i=1}^{N} \| \phi(F(X_i, \Theta)) - \phi(Y_i) \|^2
\]

where \( \phi(\bullet) \) represents the output feature map of VGG-19.

The overall loss function of training the reconstruction network is:

\[
L_R(\Theta) = \frac{1}{N} \sum_{i=1}^{N} \left( \| F(X_i, \Theta) - Y_i \|^2 + \beta \| \nabla F(X_i, \Theta) - \nabla Y_i \|^2 + \gamma \| \phi(F(X_i, \Theta)) - \phi(Y_i) \|^2 \right)
\]

2.2.3 The Discriminative Network of ARCNN

The discriminative network of ARCNN aims to discriminate recovered face images from the reference uniform illuminated ones. The authors employ a CNN classification network, which consists of 1 convolution layer, 4 residual blocks, 2 fully connection layers (shown in Figure 1(b)), to construct the discriminative network. Batch normalization is used in each residual block.

The discriminative network and the reconstruction network are trained in an adversarial manner to promote the performance of the reconstruction network. Therefore, the loss function of training the discriminative network is:

\[
L_D(\theta) = \sum_{i=1}^{N} \log D_\theta(Y_i) + \sum_{i=1}^{N} - \log(D_\theta(F(X_i, \Theta)))
\]
where \( N \) is the number of images, \( D_\theta(Y) \) represents the probability of classifying a reference uniform illuminated face image into a reconstructed one, \( D_\theta(F(X, \Theta)) \) represents the probability of classifying a reconstructed face image into a reference one.

3. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed ARCNN approach, experiments for non-uniform illumination face image reconstruction and face recognition were carried out on extended YaleB (Lee, 2005) face dataset. The extended YaleB face dataset contains 16,128 images of 38 individuals under 9 poses and 64 illumination conditions. Here we restrict using frontal face views across illumination variations in the experiments.

3.1 Experiments on Non-Uniform Illumination Face Image Reconstruction

To evaluate performance of the non-uniform illuminated face image reconstruction of the proposed ARCNN, we randomly selected all the frontal face images of 30 individuals as training set, the face images of the rest 8 individuals are used as test set. In the training set, face images with uniform illumination are used as training labels of the reconstruction network. All the other 63 non-uniform illuminated face images of each individual are used as inputs of the reconstruction network. As that the number of samples in the dataset is quite limited, each face image is overlapped segmented into 12 patches to enlarge the size of the training set. In addition, all the images in the training set are mirrored for data augmentation.

The authors compare the reconstruction results of the proposed ARCNN with that of histogram equalization (HE), multi-scale Retinex (MSR) and IRDRCNN in (Yang, 2018). Figure 4 illustrates an example of the reconstructed images using different reconstruction methods. Comparing with HE and MSR, it is clear that the CNN-based methods, i.e. the proposed ARCNN and IRDRCNN, can efficiently remove the non-uniform illumination information. The reconstructed results of the proposed ARCNN are more natural than that of IRDRCNN, which demonstrates that employing perceptual reconstruction loss into the reconstruction loss function is efficient for suppressing high-frequency noise and preserving overall image content.

To measure the reconstruction performance of ARCNN, the authors introduce signal-to-noise ratio (SNR) here. Face image with uniform illumination distribution is regard as a reference signal. SNRs of all the other illumination images and reconstructed images are calculated. Figure 5 illustrates the peak SNRs of all the images of one individual. It is clear that the reconstruction images of ARCNN have higher SNR values than that of HE, MSR and IRDRCNN in most cases. Therefore, we can infer that the reconstruction results of non-uniform illumination face images using ARCNN are much closer to the uniform illuminated ones. Table 2 shows the mean and variance of peak SNRs for different reconstruction methods. The highest mean SNR and smallest variance of ARCNN indicate that the reconstructed face images of ARCNN separate out much unwanted illumination information and meanwhile preserves the detailed features, which is useful for face recognition task.

3.2 Experiments on Illumination-Robust Face Recognition

To verify that the reconstructed face images of ARCNN have superiority in maintaining identity discriminant information, face recognition experiments on extended YaleB dataset using original images and reconstructed images are conducted. Three traditional feature descriptors, namely LBP (Heikkilä, 2009), POEM (Vu, 2012) and RGHF (Yang, 2016)[9] are used to represent facial features. The nearest neighbour classifier is used for classification.

We feed all images of the extended YaleB dataset into the proposed ARCNN and IRDRCNN to generate two reconstructed image datasets, then face recognition using LBP, POEM and RGHF features are conducted in the original and two reconstructed image datasets separately. For each
dataset, we randomly select $i$ ($i = 1, 2, \cdots, 10$) samples of each individual to train the classifier and the rest samples for testing. All the experiments are conducted 10 times. Figure 6 shows the recognition rates of LBP, IRDRCNN+LBP, ARCNN+LBP, POEM, IRDRCNN+POEM, ARCNN+POEM, RGHF, IRDRCNN+RGHF and ARCNN+RGHF versus the number of training samples.

As illustrated in Figure 6(a)~(c), the recognition rates on two reconstructed image datasets significantly outperform that on the original image dataset. The results demonstrate that convolution neural networks are efficient for recovering the detailed information of frontal face images from non-uniform illuminated images. The recovered face images preserve much discriminative information and meanwhile suppress the unwanted illumination noise. Comparing with IRDRCNN, the proposed ARCNN performs much better, especially when the number of training samples is small. This may benefit from the employing of perceptual reconstruction loss and adversarial learning in ARCNN.

To further evaluate the illumination-robustness of the proposed ARCNN, we compare the recognition performance of ARCNN with that of several existing illumination-robust methods, including logarithmic total variation (LTV) (Chen, 2006), logarithmic wavelet transform (LWT) (Zhang, 2009), logarithmic nonsubsampled contourlet transform (LNSCT) (Xie, 2010), convolution neural network (CNN) (Ramaian, 2015) and IRDRCNN, on five subsets of extended YaleB dataset. The five subsets are divided according to the lighting angle of face images shown in Table 3. In the

---

Figure 4. An example of the reconstruction results using different reconstruction methods

![Reconstruction Results](image)
Figure 5. The peak SNRs of all the images of one individual in extended YaleB dataset

Table 2. Mean and variance values of peak SNRs for different reconstruction methods

|               | Original | HE   | MSR   | IRDRCNN | ARCNN |
|---------------|----------|------|-------|---------|-------|
| mean (dB)     | 12.8     | 10.2 | 9.8   | 22.1    | 24.0  |
| variance      | 27.10    | 0.92 | 1.45  | 2.01    | 1.38  |

experiment, we only use the images in Set 1 as training samples, face recognition are conducted on all five subsets.

Table 4 shows the recognition performances of LTV, LWT, LNSCT, CNN, IRDRCNN and ARCNN. The results show that all of these five methods perform quite well on Set 1 and Set 2. With the increase of lighting angle, the recognition rates of LTV, LWT and LNSCT decrease drastically, which indicates that these three methods may not deal non-uniform illumination distribution very well. Due to the extreme illumination condition, the CNN method performs not well in Set 5. Comparing with other four methods, ARCNN and IRDRCNN perform very well on Set 4 and Set 5, whose images are non-uniform illuminated. The results indicate that the proposed ARCNN is illumination-robust.
This article presented an adversarial reconstruction convolution neural network framework for non-uniform illuminated face image recovery and recognition. The proposed framework includes a reconstruction network and a discriminative network. The reconstruction network consists of four stages, including feature decomposition, multi-scale feature mapping and fusion, nonlinear mapping and reconstruction. The authors employ GAN to train the reconstruction network and the discriminative network in an adversarial manner. To preserve image content and overall spatial structure while removing non-uniform illumination information, this article integrate the gradient loss and perceptual reconstruction loss terms into the overall loss function of reconstruction network. Experimental results on the extended YaleB dataset demonstrate that the proposed ARCNN achieves superior reconstruction performance than the state-of-the-art illumination-robust methods.

This article considers the reconstruction of non-uniform illuminated frontal face images. However, pose variance and image corruption may occur together with non-uniform illumination in real application, e.g. video surveillance. Research on non-uniform illuminated face reconstruction in general case will be a future direction of this work.

Figure 6a. Recognition rates of different feature descriptors versus the number of training samples

4. CONCLUSION

This article presented an adversarial reconstruction convolution neural network framework for non-uniform illuminated face image recovery and recognition. The proposed framework includes a reconstruction network and a discriminative network. The reconstruction network consists of four stages, including feature decomposition, multi-scale feature mapping and fusion, nonlinear mapping and reconstruction. The authors employ GAN to train the reconstruction network and the discriminative network in an adversarial manner. To preserve image content and overall spatial structure while removing non-uniform illumination information, this article integrate the gradient loss and perceptual reconstruction loss terms into the overall loss function of reconstruction network. Experimental results on the extended YaleB dataset demonstrate that the proposed ARCNN achieves superior reconstruction performance than the state-of-the-art illumination-robust methods.

This article considers the reconstruction of non-uniform illuminated frontal face images. However, pose variance and image corruption may occur together with non-uniform illumination in real application, e.g. video surveillance. Research on non-uniform illuminated face reconstruction in general case will be a future direction of this work.
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Figure 6c. Recognition rates of different feature descriptors versus the number of training samples

Table 3. Five subsets of extended YaleB dataset

| Set ID | 1  | 2  | 3  | 4  | 5  |
|--------|----|----|----|----|----|
| Lighting angle (deg) | 0~12 | 13~25 | 26~50 | 51~77 | >77 |

Table 4. Recognition performances of existing illumination-robust methods

|       | Set 1 (%) | Set 2 (%) | Set 3 (%) | Set 4 (%) | Set 5 (%) | Avg. (%) |
|-------|-----------|-----------|-----------|-----------|-----------|----------|
| LTV   | 100       | 99.8      | 78.5      | 75.7      | 82.4      | 87.3     |
| LWT   | 100       | 100       | 82.0      | 81.9      | 70.8      | 86.9     |
| LNSCT | 100       | 100       | 83.3      | 88.0      | 84.3      | 91.1     |
| CNN   | 99.6      | 98.8      | 99.0      | 95.1      | 77.1      | 93.9     |
| IRDRCNN | 100     | 99.9      | 99.7      | 98.7      | 99.1      | 99.5     |
| ARCNN | 100       | 100       | 99.8      | 99.9      | 99.9      | 99.9     |
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