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Abstract

It has recently been suggested that at the post-inflationary stage of the mixed Higgs-$R^2$ model of inflation efficient particle production can arise from the tachyonic instability of the Higgs field. It might complete the preheating of the Universe if appropriate conditions are satisfied, especially in the Higgs-like regime. In this paper, we study this behavior in more depth, including the conditions for occurrence, analytical estimates for the maximal efficiency, and the necessary degree of fine-tuning among the model parameters to complete preheating by this effect. We find that the parameter sets that cause the most efficient tachyonic instabilities obey simple laws in both the Higgs-like regime and the $R^2$-like regime, respectively. We then estimate the efficiency of this instability. In particular, even in the deep $R^2$-like regime with a small non-minimal coupling, this effect is strong enough to complete preheating although a severe fine-tuning is required among the model parameters. We also estimate how much fine-tuning is needed to complete preheating by this effect. It is shown that the fine-tuning of parameters for the sufficient particle production is at least $\mathcal{O}(0.1)$ in the deep Higgs-like regime with a large scalaron mass, while it is more severe $\sim \mathcal{O}(10^{-4}) - \mathcal{O}(10^{-5})$ in the $R^2$-like regime with a small non-minimal coupling.
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1 Introduction

Reheating is an essential ingredient for a successful inflationary universe model (see e.g. [1] for a review), through which high-energy particles are produced and thermalized in the “empty” space, converting the Universe to a radiation-dominated one after its quasi-exponential expansion during inflation. Proper analysis of cosmic history during reheating regime is required to express the pivot scale of curvature perturbation in terms of the number of $e$-folds of inflation, in order to confront the prediction of inflation with observational data [2, 3]. For inflationary models with inflaton oscillations after the end of inflation, reheating can occur in two characteristic regimes in general, namely, (1) preheating which usually involves short but rapid and non-perturbative processes transferring a significant fraction of the energy from inflaton to other matter fields through broad parametric resonance [4–7] or tachyonic processes [8–10], and (2) perturbative reheating where the inflaton field decays perturbatively transferring all its energy to other particles [11–13].

This paper studies the preheating process in a two-field inflationary model, the mixed Higgs-$R^2$ one, which involves a non-minimally coupled Higgs field and the geometric $R^2$ term [14–17]. Phenomenologically, this model considers a combination of two inflationary models that are most favored by observations, namely, the Higgs inflation with a nonminimal coupling to gravity [18–20]$^{\odot 1}$, in which the Standard Model (SM) Higgs field discovered at the Large Hadron Collider is identified with the inflaton, and the $R^2$-inflation [11, 22] which uses a particular type of scalar-tensor gravity and thus has a scalar degree of freedom called scalaron in addition to usual massless tensor degrees of freedom of General Relativity. Theoretically, the mixed Higgs-$R^2$ model can be considered as a UV-extension of the Higgs inflation [18–20] because it is found that the presence of the quadratic curvature term lifts the cutoff scale of the Higgs inflation to the Planck scale $M_{\text{pl}}$ [15, 23]. It has been pointed out that the pure Higgs inflation becomes strongly coupled at a relatively small energy scale, which raises a question on the validity of the scenario [24–28]. This is also the reason why it is impossible to reconstruct the Higgs potential at inflationary scale only from the low-energy scale observables [29, 30]. Although the cutoff scale is background-dependent and the perturbative unitarity turned out to hold during inflation [31], we cannot give a reliable prediction on reheating because the energy scale of the spike-like behavior in the mass of the Goldstone mode at the preheating stage in the pure Higgs inflation, recently discovered in Refs. [32–35], exceeds the cutoff scale at the reheating stage and the system enters the strong coupling regime. $^{\odot 2}$ Thus, it is desirable to have a UV-extension of the Higgs inflation in order to provide further understanding. The extension with the $R^2$-term is the most straightforward way. $^{\odot 3}$ As is pointed out in Refs. [40–44], a large quadratic curvature term in the mixed Higgs-$R^2$ model can emerge from the renormalization group running. Also, Refs. [45, 46] discuss the origin of $R^2$ from the viewpoint of scattering amplitude and the non-linear sigma model.

As shown in the early works, the prediction of the mixed Higgs-$R^2$ model on the power spectrum of primordial scalar (curvature) perturbations and its scale dependence well matches the WMAP and Planck observations [47], similarly to its two single-field limits, i.e. the Higgs

$^{\odot 1}$“Higgs inflation” in this paper solely means the original Higgs inflationary model which uses a large non-minimal coupling to the scalar curvature $R$, among many variants of the model exhausted in Ref. [21].

$^{\odot 2}$ See Ref. [36] for the effect of higher dimensional operators on this phenomenon.

$^{\odot 3}$ See Refs. [37–39] for other proposals of the UV-extensions of the Higgs inflation.
inflation and the $R^2$-inflation. The reason for that shown in Ref. [16] is the attractor behavior during inflation that allows an effective $R^2$-inflation description of this model. It has been argued that the Higgs- and $R^2$-inflation are distinguishable by precise observations thanks to the difference in their reheating temperatures [48]. Thus, identifying the reheating mechanism in the present model is essential to determine the ratio of mixing between its two limiting single-field counterparts and to distinguish it from them using observational data.

Despite the close relation with the Higgs inflation, the preheating mechanisms are surprisingly different in the mixed Higgs-$R^2$ model. In the pure Higgs inflation, the reheating is driven by post-inflationary oscillation of a scalar field, namely the SM Higgs field. In the earlier works, the resonant production of the transverse mode of weak gauge bosons has been identified as the dominant process of reheating [49, 50] (see also Ref. [51]). Later, as mentioned above, a more efficient process has been pointed out, which involves the longitudinal modes of weak gauge bosons during the first stage of preheating. The effective mass of the longitudinal modes is different from that of transverse modes and receives large contribution from a Higgs field velocity which causes high spikes in the mass and therefore may complete reheating quickly [34]. However, the energy scales of these spikes are beyond the cutoff scale of the theory at that epoch, that decreases the reliability of its predictions. On the other hand, at the reheating epoch in the mixed Higgs-$R^2$ model, the single-field description no longer holds and multi-field (the Higgs field and the scalaron) dynamics is essential for the reheating. In the previous study by the present authors [52], it has been found that the violent preheating mechanism in the pure Higgs inflation is largely weakened by the multi-field dynamics. The energy density of produced particles has been calculated analytically, and the result has shown the inefficiency of the spike preheating. This occurs because the spikes get much milder in this model. Besides, the cutoff scale issue is perfectly avoided because this scale is raised up to $M_{pl}$.

Soon after the work [52], Bezrukov et. al. [54] showed that, with some special choices of model parameters in the Higgs-like regime (the definition of this regime is given in Sec. 2), the preheating in this model can be completed by tachyonic instability of the (physical) Higgs field and the longitudinal modes of weak gauge bosons right after the first stage mentioned above. The shape of the two dimensional potential of the (physical) Higgs field $h$ and the scalaron $\varphi$ consists of the two potential valleys in $\varphi > 0$ where inflation takes place and the potential hill between them at $h = 0$. If appropriate model parameters are chosen, the system can climb up the potential hill around $h = 0$ during the oscillations of $\varphi$ around the origin. As a result of this, dynamics of the background fields and of reheating as a whole becomes chaotic in the sense introduced in Ref. [55], see also Ref. [56]. Also the Higgs field as well as the longitudinal modes of gauge bosons are tachyonic in this regime. Thus, tachyonic preheating can take place, and it is indeed found to be strong enough to complete preheating at some parameter points. This possibility is interesting, but it is not quantitatively clear which choices of model parameters allow this tachyonic preheating and how much fine-tuning is needed among them. The purpose of the present paper is to obtain deeper understanding about it.

In this paper, we analyze this instability of the physical Higgs field with both analyti-

\footnote{Preheating process in similar models is studied in, e.g. Ref. [53].}

\footnote{Tachyonic preheating was first studied in theories with spontaneous symmetry breaking [8–10]. Tachyonic instability for the spectator field can also be induced by large field space curvature, see, e.g. Ref. [57].}
cal and numerical methods. We first find the conditions on the model parameters for the tachyonic effect to be prominent. We then analyze the efficiency of this effect and estimate the energy density of produced particles, so that we can estimate the necessary degree of fine-tuning to complete preheating by the tachyonic instability. We show that a relatively weak fine-tuning is needed for the completion of preheating in the Higgs-like regime, while in the $R^2$-like regime severe fine-tuning is necessary. Although we analyze the physical Higgs only, the effect on the longitudinal modes of the weak gauge bosons or the Nambu-Goldstone modes can be evaluated in a similar way. Their contribution to the preheating process is estimated to be comparable to that of the Higgs field (see Sec. 5).

Before proceeding to the main part, let us clarify some subtleties and limitations of the present study. In order to focus on the dynamics of the physical Higgs field, we adopt a simplified model, taking it as a real singlet field. This toy model apparently shows two distinct trajectories along the valleys of the scalar potential in the region with $\varphi > 0$. This model therefore gives rise to domain walls along the Higgs direction during or after inflation as it stands. However, these domain walls have nothing to do with the static ones which appear in the field theory of a singlet scalar field with a double-well (Higgs-like) potential, they are temporary and disappear in the flat space-time limit when $\varphi \to 0$. Moreover, even during preheating, they disappear for the part of each oscillation of the scalaron $\varphi$ where it becomes negative. Note the realistic SM Higgs field does not yield any domain walls, too. We do not take into account backreaction from produced particles to the background fields, either. We limit our study to the first scalaron oscillation since the tachyonic instability is expected to be the strongest source of particle production during this period, so backreaction can be neglected temporarily. Further, we say that the preheating is completed if the energy density of produced particles becomes comparable to the background energy density. Note that we will not investigate how the produced particles become thermalized and how the Universe enters the radiation-dominated stage finally without late-time scalar field (re)domination. As pointed out in Ref. [54], even if the model parameters do not allow tachyonic preheating at the first scalaron oscillation, the tachyonic instability can still be effective at subsequent oscillations. In such cases, backreaction of produced particles on the background scalar field dynamics can be important and the simple treatment in our present paper is not directly applicable. This is beyond the scope of the paper and we leave it for the future study.

The structure of this paper is as follows. In the next section, we briefly review the model and present the parameter values which realize the maximal tachyonic instability in both the Higgs- and $R^2$-like regimes. We then derive two simple relations between the model parameters which (approximately) hold in the two regimes respectively. In Sec. 3, we analytically estimate the maximal efficiency of the tachyonic instability and see whether the energy transfer from the background fields to Higgs particles is strong enough to deprive the energy of coherent background field oscillations immediately. Note that, strictly speaking, backreaction should be taken into account properly to determine if all the energy of the coherent field oscillations is transferred to particles. In Sec. 4, we study the necessary degree of fine-tuning of the model parameters to complete preheating by this tachyonic effect with both numerical and semi-analytical methods. We also discuss instability of the longitudinal modes of the gauge fields in Sec. 5. Section 6 is devoted to the conclusions, discussion on some perspectives of this tachyonic instability, and the future directions of the study of the model.
2 Mixed Higgs-$R^2$ model and tachyonic instability

2.1 Brief review of the mixed Higgs-$R^2$ model

Let us start with a brief review of the mixed Higgs-$R^2$ model. The Lagrangian is originally given in the Jordan frame (the quantities defined there are denoted with a subscript “J”) [14–17]

\begin{equation}
S_J = \int d^4x \sqrt{-g_{J}} L_J = \int d^4x \sqrt{-g_{J}} \left[ \left( \frac{M_{pl}^2}{2} + \xi |\mathcal{H}|^2 \right) R_J + \frac{M_{pl}^2}{12M^2} R^2_J - g^{\mu\nu}_J \partial_\mu \mathcal{H} \partial_\nu \mathcal{H}^\dagger - \lambda |\mathcal{H}|^4 \right],
\end{equation}

(2.1)

where $R_J$ is the Ricci scalar, $M_{pl}$ is the reduced Planck mass, and $\mathcal{H}$ is the SM Higgs. There are three model parameters, the scalaron mass $M$, the non-minimal coupling $\xi > 0$, and the self-coupling of Higgs $\lambda$. We consider the case where the SM Higgs vacuum is stable and keeps non-critical, $\lambda = O(10^{-2})$, up to the inflationary scale, which allows us to take $\lambda$ to be a constant in our analysis [29, 30]. Here we take the sign convention $g_{\mu\nu} = (-, +, +, +)$ for the metric at the flat limit. For our primary purpose to present the inflationary background dynamics as well as to see the tachyonic instability in the physical Higgs field at the post-inflationary epoch, it is sufficient to focus on the real scalar field $h$ with $\mathcal{H} = (0, h)/\sqrt{2}$, and to neglect the Nambu-Goldstone modes and the SM SU(2)$_L \times$ U(1)$_Y$ gauge fields. The contributions from these fields are discussed in Sec. 5.

By a conformal transformation [59, 60]

\begin{equation}
g_{E\mu\nu}(x) = e^{\frac{\varphi}{M_{pl}}} g_{J\mu\nu}(x) \equiv e^{\alpha\varphi(x)} g_{J\mu\nu}(x),
\end{equation}

(2.2)

where we define the “scalaron” field $\varphi$ as

\begin{equation}
\sqrt{\frac{2}{3}} \frac{\varphi}{M_{pl}} = \ln \left( \frac{2}{M_{pl}^2} \left| \frac{\partial L_J}{\partial R_J} \right| \right),
\end{equation}

(2.3)

we transform the action into the Einstein frame where our analysis is to be done. The resulting new action is expressed in terms of two scalar fields as

\begin{equation}
S_E = \int d^4x \sqrt{-g_E} \left[ \frac{M_{pl}^2}{2} R_E - \frac{1}{2} g^{\mu\nu}_E \partial_\mu \varphi \partial_\nu \varphi - \frac{1}{2} e^{-2\alpha\varphi} g^{\mu\nu}_E \partial_\mu h \partial_\nu h - U(\varphi, h) \right],
\end{equation}

(2.4)

\begin{equation}
U(\varphi, h) = \frac{\lambda}{4} e^{-2\alpha\varphi} h^4 + \frac{3}{4} M_{pl}^2 M^2 \left[ 1 - \left( 1 + \frac{\xi}{M_{pl}^2} h^2 \right)^2 \right].
\end{equation}

(2.5)

The subscript “E” used to denote the quantities defined in the Einstein frame will be omitted afterwards for convenience. The physical results are the same in both frames even though the superficial values of some quantities might be different. One remarkable issue in this model is that the scalar sector is weakly coupled [15, 23] if

\begin{equation}
M \lesssim \sqrt{\frac{4\pi}{3}} \frac{M_{pl}}{\xi},
\end{equation}

(2.6)

$\xi < 0$ is studied e.g. in [58].
and the strong coupling scale comes from the gravity sector, $\Lambda_c \simeq M_{pl}$, whereas in the pure Higgs inflation the system is strongly coupled at much smaller scales $E > \Lambda \simeq M_{pl}/\xi$.

The inflationary dynamics of this model is driven by two scalar fields with mixed potential and kinetic terms with non-flat field space. As is clarified in the previous studies, for sufficiently large quartic coupling $\lambda$,\footnote{For an extremely small quartic coupling $\lambda$, the attractor behavior disappears, and this model can exhibit a multi-field dynamics \cite{14,17}.} there is an attractor behavior in this model due to the shape of the potential with two “valleys”. With arbitrary initial conditions in large $\phi$ regime (which is required for inflation to last long enough), the scalar fields will always fall into one of the valleys in the two-field potential and then drive slow-roll inflation\footnote{The real trajectories do not exactly coincide with the valleys of the potential due to effects from the curvature of the field space and turning of the trajectories. The effects are small, though.}. The scalaron and the Higgs field on the valley satisfy the following relation

$$h^2 = \frac{e^{\alpha \phi} - 1}{\frac{\xi}{M_{pl}^2} + \frac{\lambda}{3\xi M^2}}. \tag{2.7}$$

These valleys can also be found by omitting the kinetic term of the Higgs field in the Jordan frame, so that the Higgs field can be integrated out by taking $h^2 = \xi R_1/\lambda$. Figure 1 shows the typical shape of the potential. We can see the two valleys as well as the hill between them in the scalar potential.

Figure 1: An example for the shape of the potential is shown. The parameters are chosen $\lambda = 0.01$ and $\xi = 3000$ with satisfying Eq. (2.8).

Putting the valley condition (Eq. (2.7)) back into the action in the Einstein frame, one obtains the effective single-field inflation model whose potential is equivalent to the one of the $R^2$ inflation \cite{16}, with an effective mass of scalaron given by

$$\tilde{\tilde{M}}^2 \equiv \frac{M^2}{1 + \frac{3\xi^2 M^2}{\lambda M_{pl}^2}}. \tag{2.8}$$

The value of $\tilde{\tilde{M}}$ is determined as $\tilde{\tilde{M}} = M_c \simeq 1.3 \times 10^{-5} M_{pl}$ by the observed amplitude of the power spectrum of primordial curvature perturbation, $P_{R} \simeq 2.1 \times 10^{-9}$ on the pivot scale
\( k_0 = 0.05 \text{ Mpc}^{-1} \) \cite{47}. As a result, we are allowed to define the energy density of inflation as \( U_{\text{inf}} \equiv 3M_{\text{pl}}^2 \dot{M}/4 \). Besides, the constraint above (Eq. (2.8)) can be rewritten in a simpler form as \cite{52}

\[
\frac{\xi^2}{\xi_c^2} + \frac{M_c^2}{M^2} = 1
\]

(2.9)

with the two critical values being defined as

\[
\xi_c \simeq 4.4 \times 10^3 \times \sqrt{\frac{\lambda}{0.01}}, \quad M_c \simeq 1.3 \times 10^{-5} M_{\text{pl}}.
\]

(2.10)

Here we have fixed \( \lambda = 0.01 \) and the e-fold number when the pivot scale left the horizon to be 54 for definiteness. The constraint reduces the number of independent parameters (\( M \) and \( \xi \)) to only one. Hereafter, we will not take \( M \) and \( \xi \) as independent parameters and take one of them or \( \theta \) defined in Eq. (2.29) to characterize the model, depending on cases for convenience.

The parameter space is divided into three regions. The first region is the non-perturbative regime with \( \xi \gtrsim \xi_s \equiv 1/\sqrt{1/\xi_c^2 + M_c^2/4\pi M_{\text{pl}}^2} \simeq 4.4 \times 10^3 \), where \( \xi_s \) is slightly smaller than \( \xi_c \) and is determined by the combination of Eqs. (2.6) and (2.9). We cannot give any reliable predictions in this parameter region and we will not consider it any further. The second is the Higgs-like regime with \( \xi_c/\sqrt{2} \simeq 3.1 \times 10^3 \lesssim \xi \lesssim \xi_s \), where the former inequality comes from the condition \( \xi/\xi_c > M_c/M \). The third is the \( R^2 \)-like regime with \( 0 \leq \xi \lesssim \xi_c/\sqrt{2} \).

In the post-inflationary epoch, the effective single field description is no longer viable and the system obeys the equations of motion for the scalaron and the Higgs field as well as the Friedmann equation,

\[
\ddot{\varphi} + 3H \dot{\varphi} + \frac{\alpha}{2} e^{-\alpha \varphi} \dot{h}^2 + \frac{\partial U}{\partial \varphi} = 0,
\]

(2.11)

\[
\ddot{h} + 3H \dot{h} - \alpha \dot{\varphi} \dot{h} + e^{\alpha \varphi} \frac{\partial U}{\partial h} = 0,
\]

(2.12)

with

\[
3M_{\text{pl}}^2 H^2 = \frac{1}{2} \varphi^2 + \frac{1}{2} e^{-\alpha \varphi} \dot{h}^2 + U(\varphi, h),
\]

(2.13)

where we take the Friedmann background with \( a \) and \( H = \dot{a}/a \) being the scale factor and the Hubble parameter, respectively. Note that the field values become small, \( \alpha|\varphi| \ll 1 \), and hence in this epoch, it is convenient to work on the simplified potential (see Eq. (2.5))

\[
U(\varphi, h) = \frac{\lambda}{4} h^4 + \frac{1}{2} M^2 \left( \varphi - \frac{\xi h^2}{\alpha M_{\text{pl}}^2} \right)^2.
\]

(2.14)

The feature of the potential around the origin can also be seen in Fig. 1. For \( \varphi > 0 \), the potential is described by the valleys that are continued from the inflationary trajectory and the hill at \( h = 0 \) between them. At the valleys, the Higgs field and the scalaron are related as

\[
h^2 = h_{\text{valley}}^2 = \frac{3\alpha \xi M^2 \varphi}{\lambda + \frac{3\xi^2 M^2}{M_{\text{pl}}^2}}.
\]

(2.15)
The potential along the valley is then given by

$$U(\varphi, h_{\text{valley}}) = U_{\text{valley}}(\varphi) = \frac{M^2 \varphi^2}{2 \left( 1 + \frac{3\xi^2 M^2}{\lambda M_{\text{pl}}^2} \right)}.$$  \hfill (2.16)

with the effective mass for the valley and the “isocurvature” mass (or the Higgs mass) being

$$m_{\varphi,\text{valley}}^2 = \frac{\partial^2 U_{\text{valley}}}{\partial \varphi^2} = \frac{M^2}{1 + \frac{3\xi^2 M^2}{\lambda M_{\text{pl}}^2}}, \quad m_h^2 = \frac{\partial^2 U}{\partial h^2} = 6\alpha\xi M^2 \varphi.$$ \hfill (2.17)

On the other hand, the potential along the hill is evaluated as

$$U(\varphi, h = 0) = U_{\text{hill}}(\varphi) = \frac{M^2}{2} \varphi^2,$$ \hfill (2.18)

and the mass as

$$m_{\varphi}^2 = M^2, \quad m_h^2 = -3\alpha\xi M^2 \varphi,$$ \hfill (2.19)

where the latter is the source of the tachyonic instability as we will see. For $\varphi < 0$, there is only one minimum along $h = 0$, where the potential is

$$U(\varphi, h = 0) = U_0(\varphi) = \frac{1}{2} M^2 \varphi^2,$$ \hfill (2.20)

which leads to the mass of the scalaron and the Higgs field around the valley

$$m_{\varphi}^2 = M^2, \quad m_h^2 = 3\alpha\xi M^2 |\varphi|.$$ \hfill (2.21)

These expressions are useful for the analytic estimate of the dynamics in the preheating stage, which will be studied in the subsequent sections. Note that in both cases $m_h^2 \gg m_{\varphi}^2$ holds unless $\xi \lesssim 1$.

### 2.2 Parameters with the longest duration of tachyonic instability

After inflation, the scalaron and the Higgs field oscillate around the global minimum ($\varphi = 0, h = 0$) in the two-dimensional potential and start to reheat the Universe. They first go down the potential valley in $\varphi > 0$ driving inflation. They then climb up the valley in $\varphi < 0$ with small but rapid oscillations in the Higgs direction, and come back to the global minimum. This is a bifurcation point in the Higgs direction that gives the distinctive feature in the evolution of the system, as seen in Fig. 1. Without fine-tuning in the model parameters (which we refer to “usual” cases below), they again climb up one of the valleys in $\varphi > 0$ with small and rapid oscillation in the Higgs direction, which was pointed out in Ref. [52, 61].\footnote{Similar behaviors are also found in other models [62].} One also sees that the scalaron is only slowly oscillating around the origin. This hierarchy in the period of oscillations comes from the mass hierarchy in the scalaron and the Higgs field, as explained in the previous subsection. Remarkably, as pointed out in Ref. [54], if the model parameter is chosen carefully, it is possible for the Higgs field to keep
\( h \simeq 0 \) when the scalaron comes back to the region \( \varphi > 0 \), i.e. the inflaton climbs up the hill in \((\varphi > 0, h \simeq 0)\). The Higgs field feels a tachyonic instability during this period, which we study in more detail in the subsequent sections. Note also that the Toda-Brumer necessary criterion [63, 64] for the appearance of classical global dynamical chaos in the background field evolution \( \text{Det} |\frac{\partial^2 U}{\partial \phi \partial h}| < 0 \) is fulfilled in this regime.

Figures 2 show four examples of the field evolution obtained numerically. Here we solved the full homogeneous equations of motion and the Friedmann equation from the action (2.4) and (2.5) without any small field approximations. The upper panels show a realization of the “usual” cases. They clearly show that even when the inflation takes place with \( h > 0 \), the Higgs field can develop both positive and negative field values at the first oscillation of the scalaron during reheating. The lower panels show the hill-climbing case with a fine-tuning. In the most fine-tuned case, it is possible to climb down to the origin \( h = 0 \) without falling into the potential valleys during the period when \( \varphi > 0 \). In a less fine-tuned case, due to the tachyonic instability of the Higgs field, the system falls into one of the potential valleys and the Higgs field oscillates with a relatively large amplitude. In Fig. 3, we show the evolution of the squared mass of the Higgs field in the cases of the lower panels in Fig. 2. They explicitly show that the Higgs field is tachyonic during the hill-climbing epoch.

Let us now investigate the condition for the hill-climbing in more detail. The idea can be understood simply as follows. During the first scalaron oscillation in the regime \( \varphi < 0 \), the Higgs field evolution can be characterized by the number of its oscillations around the point \( h = 0 \) and by its final phase when the scalaron comes back to the origin, which we denote \( t = t_{\text{enter,0}} \). Once we change the parameter \( \xi \) or \( M \) continuously, the phase also changes continuously. We have exact hill-climbing when the phase is close to a multiple of \( \pi \). The parameter is therefore related to the number of oscillations of the Higgs field during the period when \( \varphi < 0 \).

The frequency (or mass) of the Higgs oscillation and the time duration of the scalaron being in the regime \( \varphi < 0 \), which is closely related to the width of spikes in the mass of the longitudinal mode of the gauge bosons [52], can be estimated with Eq. (2.21) as

\[
\Delta t_{\text{osc}} \simeq \frac{12\pi}{2M} = \frac{\pi}{M}, \quad m_h^2 = 3\alpha \xi M^2 |\varphi(t)|. \tag{2.22}
\]

Since the kinetic energy vanishes at the highest point at \( \varphi_1(< 0) \) after the first zero-crossing, the field value is evaluated as [52]

\[
U_0(\varphi_1) = C_1^2 U_{\text{inf}} \tag{2.23}
\]

which leads to

\[
\alpha |\varphi_1| = C_1 \frac{M_c}{M}. \tag{2.24}
\]

Here \( C_1 \) is a numerical constant of order of the unity that parameterizes the energy loss after inflation, and we found \( C_1 \simeq 0.25 \) numerically [52]. Strictly speaking, the mass of the Higgs field during this period is time-dependent, but here we introduce another numerical constant that corresponds to \( C_m \) in Ref. [52]. We change the subscript so that the notation in this paper looks more consistent.
Figure 2: Evolution of the scalaron and the Higgs field in the post-inflationary epoch. Red and black lines represent the evolution of the scalaron and the Higgs field, respectively. The parameters are chosen as $\lambda = 0.01$ and using the observational value of the parameter $\tilde{M}$ given below Eq. (2.8). The values of $\xi$ is chosen as follows. Upper left: $\xi = 4000$. The Higgs enters the valley with positive Higgs field value. Upper right: $\xi = 4100$. The Higgs enters the valley with negative Higgs field value. Lower left: $\xi \approx \xi_{N=10}$ where $\xi_N$ is defined later in this section. Higgs stays on the “hill” during the whole period of $\phi > 0$. Lower right: $\xi = \xi_{N=10}(1-\epsilon)$ where $\epsilon \sim \mathcal{O}(10^{-12})$. Higgs exits the tachyonic regime halfway. Note that in order to obtain such fine-tuned evolution numerically, we need 16-digit or more precision of $\xi$, but the values themselves do not have any meanings since other parameters that are determined by observations do not have such a high precision.

constant of order of the unity, $C_{m_h}$, to estimate the averaged Higgs mass during the part of its oscillation when $\phi(t) < 0$ as

$$m_h = M(3\xi\alpha)^{1/2} (|\phi(t)|^{1/2}) = C_{m_h} M(3\xi\alpha|\phi_1|)^{1/2}.$$  \hspace{1cm} (2.25)

With this averaged Higgs mass and using Eq. (2.24), we evaluate the accumulated phase of the Higgs field oscillation during this period as $m_h \Delta t_{osc} = \pi C_{m_h} \sqrt{3C_1 \xi M_c/M}$. Then we can conjecture that the exact hill-climbing of the scalaron after first oscillation happens when

$$N\pi - \Delta \phi = \pi C_{m_h} \sqrt{3C_1 \xi M_c/M},$$ \hspace{1cm} (2.26)

is satisfied, where $N$ is an integer that represents of the number of half-oscillations of the Higgs field and $\Delta \phi < \pi$ is a small phase shift needed for the exact hill-climbing. Using
Figure 3: Time evolution of the mass squared of the Higgs field along with the Higgs field evolution. The dashed and solid lines represent the evolution of $m_h^2$ for Higgs field defined as $m_h^2 = \partial^2 U / \partial h^2$ and the value of the Higgs field, respectively. The parameters are the same to the lower panels of Fig. 2. The left panel shows the case where the Higgs field stays on the “hill” during the whole period of $\varphi > 0$ and the right panels shows the case where the Higgs field exits the tachyonic regime halfway.

Eq. (2.8), we can write the above equation as

$$N = \frac{\Delta \phi}{\pi} + C_m h \sqrt{3C_1 \xi} \left( 1 - \frac{3 M_c^2}{\lambda M_{\text{pl}}^2} \xi^2 \right)^{1/4}$$  \hspace{1cm} (2.27)

$$= \frac{\Delta \phi}{\pi} + (3\lambda)^{1/4} C_m h \sqrt{C_1 M_{\text{pl}}/M} \left( 1 - \frac{M_c^2}{M^2} \right)^{1/4}$$  \hspace{1cm} (2.28)

in terms of $\xi$ and $M$, respectively. Introducing a new parameter $\theta$ as

$$\cos \theta = \frac{\xi}{\xi_c}, \quad \sin \theta = \frac{M_c}{M}, \quad \left( 0 < \theta < \frac{\pi}{2} \right)$$  \hspace{1cm} (2.29)

so that it satisfies Eq. (2.9), we can rewrite Eq. (2.27) as

$$N = \frac{\Delta \phi}{\pi} + C_m h \sqrt{3C_1 \xi_c} \sin 2\theta.$$  \hspace{1cm} (2.30)

Here $0 < \theta < \pi/4$ covers the Higgs-like regime (including the non-perturbative regime) whereas $\pi/4 < \theta < \pi/2$ covers the $R^2$-like regime. With this parameterization, we can treat two regimes on the same footing. From Eq. (2.30) we can estimate the maximal number of the Higgs half-oscillations in the $\varphi < 0$ period as

$$N_{\text{max}} \simeq C_m h \sqrt{3C_1 \xi_c} \frac{\pi}{2} \simeq 40 C_m h,$$  \hspace{1cm} (2.31)

in either the Higgs-like and $R^2$-like regime, that also corresponds to the number of the exact hill-climbing cases in each regime.
With the help of these relations, we numerically find all the parameters that realize the exact hill-climbing.\footnote{In the Higgs-like regime $M \gg M_c$, from the relation (2.28) one obtains}

Figure 4 shows the parameter $\theta$ and the corresponding number of Higgs half-oscillations during the $\varphi < 0$ period for the exact hill-climbing. We can see that Eq. (2.30) gives a qualitatively good explanation on the appearance of the hill-climbing behavior. We find that $N_{\text{max}} = 26$, which is explained by taking $C_{m_h} \approx 0.64$.

Note that would we neglect the Universe expansion and coupling between the scalaron and the Higgs field, so that scalaron oscillations become harmonic and those of the Higgs field quasi-harmonic with the adiabatically changing frequency $m_h(t) \propto |\phi(t)|^{1/2}$, we would obtain $C_{m_h} = \pi^{-1} \int_0^\pi \sqrt{\sin x} \, dx = 4\pi^{-1/2} \Gamma(3/4) / \Gamma(1/4) \approx 0.7628$ - not a bad approximation. However, the $\theta$ parameters for the exact hill-climbing in the Figure 4 are calculated with much greater precision.

In Fig. 4, we also see that the behavior of parameters for the exact hill-climbing are classified into two branches corresponding to the Higgs-like and $R^2$-like regimes. We call the former Branch 1 and the latter Branch 2. Hereafter we label the parameters that realize the exact hill-climbing with the corresponding number of the Higgs field half-oscillation during $\varphi < 0$ as $\theta_i^N$ (or $M_i^N$, $\xi_i^N$) with $i = 1, 2$ being the label for each branch. It is also convenient to describe the system with $M_1^N$ (or $(M_1^N)^{-1}$) for Branch 1 and $\xi_2^N$ for Branch 2. In Branch 1, as $(M_1^N)^{-1}$ increases, $N$ goes from 1 to 26, and in Branch 2, as $\xi_2^N$ increases, $N$ goes from 1 to 26. In the former case, the small number of Higgs oscillations for a smaller $(M_1^N)^{-1}$
is due to the small $\Delta t_{\text{osc}}$. In the latter case, the small number of Higgs oscillations for a smaller $\xi^2_N$ results from the small $m_h$ even with large $\Delta t_{\text{osc}}$. Note that $N < 8$ in Branch 1 corresponds to the non-perturbative regime and we do not consider it any further. Now we have found all the parameter values that realize the exact hill-climbing, which leads to the full tachyonic instability of the Higgs after the second zero-crossing of $\varphi$. In the next section, we estimate the efficiency of such instability and see whether it can complete preheating or not.

3 Maximal efficiency of the tachyonic instability

In this section, we calculate the efficiency of the tachyonic instability in the case of exact hill-climbing to study the possibility of completing preheating by this phenomenon. We here choose the parameters so that exact hill-climbing occurs, that is, the scalaron climbs up the potential hill and comes down to the origin keeping $h \approx 0$. The caveat is that we do not take backreaction into account, and hence our results do not reflect the exact evolution of the system but just give an estimate on whether or not the energy density of the produced particles is comparable to that of the background. In particular, we do not see whether the energy density of the homogeneous field oscillation completely disappears or whether the produced particles are thermalized. We simply assume that, once the energy density of the produced particles becomes comparable to that of the whole system, backreaction is significant enough to drain the remaining oscillation energy into particles and the system approaches to the thermal state.

3.1 Equation of motion for the Higgs perturbation

We investigate the evolution of fluctuations around the homogeneous background of the scalaron and the Higgs field. The linearized equations of motion for the fluctuation of scalaron $\delta \varphi_k$ and Higgs $\delta h_k$ in the Fourier space are given by

$$
\ddot{\delta \varphi}_k + 3H\dot{\delta \varphi}_k + \left( k_p^2 + \frac{\partial^2 U}{\partial \varphi^2} - \frac{\alpha^2}{2} e^{-\alpha \varphi} h^2 \right) \delta \varphi_k = -\alpha e^{-\alpha \varphi} \dot{h} \delta h_k - \frac{\partial^2 U}{\partial \varphi \partial h} \delta h_k, 
$$

$$
\ddot{\delta h}_k + (3H - \alpha \dot{\varphi}) \dot{\delta h}_k + \left( k_p^2 + e^{\alpha \varphi} \frac{\partial^2 U}{\partial h^2} \right) \delta h_k = \alpha \dot{h} \delta \varphi_k - e^{\alpha \varphi} \left( \alpha \frac{\partial U}{\partial h} + \frac{\partial^2 U}{\partial h \partial \varphi} \right) \delta \varphi_k,
$$

where $k_p \equiv k/a$, and the dot denotes the derivative with respect to the physical time $t$. Here we adopt the spatially-flat gauge for the metric. In the following we focus on the physical Higgs field (and scalaron), and do not consider the phase direction of the Higgs field or the gauge fields. We discuss them in Sec. 5. Redefining new fields $\delta \varphi_k \equiv a^{3/2} \delta \varphi_k$
and $\delta h_k \equiv a^{3/2} \delta h_k$, we remove the Hubble friction terms

$$
\tilde{\ddot{\varphi}}_k + \left( k_p^2 + \frac{\partial^2 U}{\partial \varphi^2} - \frac{\alpha^2}{2} e^{-\alpha \varphi} h^2 - \frac{9}{4} H^2 - \frac{3}{2} \dot{H} \right) \delta \varphi_k \\
= -\alpha e^{-\alpha \varphi} h \dot{\delta h}_k + \left( \frac{3 \alpha}{2} H e^{-\alpha \varphi} \dot{h} - \frac{\partial^2 U}{\partial \varphi \partial h} \right) \delta h_k,
$$

(3.3)

$$
\tilde{\ddot{h}}_k + \left( k_p^2 + e^{\alpha \varphi} \frac{\partial^2 U}{\partial h^2} + \frac{3 \alpha}{2} H \varphi - \frac{9}{4} H^2 - \frac{3}{2} \dot{H} \right) \dot{\delta h}_k \\
= \alpha \left( \varphi \delta \dot{h}_k + h \delta \varphi_k \right) - \left( \frac{3 \alpha}{2} H \dot{h} + \alpha e^{\alpha \varphi} \frac{\partial U}{\partial h} + e^{\alpha \varphi} \frac{\partial^2 U}{\partial h^2} \right) \delta \varphi_k,
$$

(3.4)

where the remaining friction terms and the coupling between the two fluctuations are placed on the right hand side. These terms come from the non-canonical kinetic term and off-diagonal elements in the mass matrix.

Although we can in principle solve the full mode equations (3.3) and (3.4) numerically, it costs too much to investigate the whole parameter space. We here instead evaluate the parameter dependence of the efficiency of the tachyonic preheating analytically. Note that, since $\partial^2 U/\partial \varphi^2 \simeq M^2 > H^2, |\dot{H}|, h^2/M^2$, the scalaron field does not experience tachyonic instability. Moreover, $h = \partial U/\partial h = \partial^2 U/\partial \varphi \partial h = 0$ holds in the exact hill-climbing case, and hence the mixing between the scalaron and Higgs fluctuations vanishes. Therefore, the scalaron fluctuations are never amplified during this period. For this reason, we hereafter focus only on the Higgs fluctuation $\delta h_k$.

The mode equation for the Higgs fluctuations (3.4) can be further simplified. Since the mixing between Higgs and scalaron fluctuations vanishes as mentioned above, we can omit the terms involving the scalaron fluctuations. Also, after inflation, the background value of $\varphi/M_{\text{pl}}$ (and $h/M_{\text{pl}}$) are at most $O(10^{-1})$. Consequently, we can take $\exp(\alpha \varphi) \simeq 1$ and the non-canonical part of the Higgs kinetic term in Eq. (2.4) does not play an important role. We also see that the tachyonic mass directly coming from the potential dominates over the other "mass terms", and hence the latter are neglected in the following arguments. Taking the inequalities $|\partial^2 U/\partial h^2| \gg M^2 > \dot{M}^2 \gtrsim H^2, |\dot{H}|$ into account, the Hubble induced terms are negligibly small compared to the tachyonic mass of the Higgs field. Moreover, from the Friedmann equation

$$
3M_{\text{pl}}^2 H^2 = \frac{1}{2} \dot{\varphi}^2 + \frac{1}{2} e^{-\alpha \varphi} \dot{h}^2 + U(\varphi, h),
$$

(3.5)

we obtain $H \varphi < M_{\text{pl}} H^2$. In particular, since the energy density of the system is mostly stored in the potential in the late hill-climbing period (when particle production is the most efficient), we find $\dot{\varphi}^2 \ll U(\varphi, h) \simeq 3H^2 M_{\text{pl}}^2$. Thus, the mass term is well approximated as $k_p^2 + \partial^2 U/\partial h^2 = \omega_{h,k}^2$. We also see that the friction term is smaller than $M$, $|\alpha \varphi| < H < M$. Since the time scale of our interest is $M^{-1}$, the friction terms can never be important. In summary, we conclude that the mode equation for the Higgs fluctuations are simplified into the one with a time-dependent tachyonic mass as

$$
\ddot{\delta h}_k + \omega_{h,k}^2 \delta h_k \approx 0, \quad \omega_{h,k}^2 \equiv k_p^2 + m_h^2 = k_p^2 + \frac{\partial^2 U}{\partial h^2}, \quad m_h^2 = -3\alpha M^2 \varphi(t),
$$

(3.6)

We investigate tachyonic particle production with this equation in the following.
3.2 Tachyonic Higgs mass for the exact hill-climbing

Next, we examine the duration of the exact hill-climbing period and the time evolution of the Higgs mass squared during this period analytically. In the exact hill-climbing case, the background field evolution in $\varphi > 0$ can be characterized as follows. First, the scalaron crosses zero from the region $\varphi < 0$ at $t = t_{\text{enter},0}$. Then the scalaron climbs up the potential hill in $\varphi > 0$ with the Higgs field $h \simeq 0$. Once the scalaron reaches $\varphi = \varphi_2$, it reverses its direction and starts to go down the potential hill, still keeping $h \simeq 0$. Finally, the scalaron crosses zero again at $t = t_{\text{exit},0}$. We evaluate the duration of this period $\Delta t = t_{\text{exit},0} - t_{\text{enter},0}$ and the tachyonic mass of the Higgs field during this. The amount of particle production is estimated in the next subsection using the result presented here.

The scalaron field value at the highest point can be evaluated in the same way as $\varphi_1(<0)$. Since the kinetic energy vanishes at the highest point $\varphi_2(>0)$, we can write

$$U_0(\varphi_2) = C_2^2 U_0(\varphi_1) = C_2^2 C_1^2 U_{\text{inf}},$$

where a new numerical parameter $C_2$ is introduced to take into account the energy loss during hill-climbing. Then we obtain

$$\alpha \varphi_2 = C_2 C_1 \frac{M_c}{M_N}.$$  

The evolution of the scalaron is governed by the potential $U(\varphi, h = 0) \simeq (M_N^2) \varphi^2 / 2$. Thus, the duration of the hill-climbing can be evaluated by half period of the oscillation around the origin, $\Delta t \simeq \pi / M_N^2$, which is the same as $\Delta t_{\text{osc}}$ in the previous section. The time evolution of the scalaron during the exact hill-climbing is approximated as

$$\varphi(t) \simeq \varphi_2 \sin \left( \frac{\pi}{\Delta t} \left( t - t_{\text{enter},0} \right) \right) = C_2 C_1 \frac{M_c}{\alpha \ M_N^2} \sin \left( \frac{\pi}{\Delta t} \left( t - t_{\text{enter},0} \right) \right).$$

Combining this with Eq. (2.19), we obtain the tachyonic Higgs mass squared as

$$m_h^2 \simeq -m_{h,\text{max}}^2 \sin \left( \frac{\pi}{\Delta t} \left( t - t_{\text{enter},0} \right) \right),$$

where $m_{h,\text{max}}$ is the absolute value of the Higgs mass at $\varphi_2$,

$$m_{h,\text{max}}^2 = \left| \frac{\partial^2 U}{\partial h^2} \right|_{\varphi = \varphi_2, h = 0} = 3C_2 C_1 \xi_1 M_N M_c = 3C_2 C_1 \xi_2 M_c^2 \cot \theta_N^i.$$  

$$\simeq \begin{cases} \sqrt{3} C_2 C_1 M_{\text{pl}} M_N^1 & \text{for Branch 1,} \\ 3C_2 C_1 M_c^2 \xi_N^2 & \text{for Branch 2.} \end{cases}$$

We see that $m_{h,\text{max}}^2 / M_N^2 = (3/2) C_2 C_1 \xi_2 \sin 2\theta_N^i$. From Eq. (2.30), we conclude that the absolute value of the Higgs mass at $\varphi_2$ is larger than (or at least comparable to) the scalaron mass for the exact hill-climbing case. This is the source of efficient particle production through the tachyonic instability.

By solving the full background equations of motion numerically, as far as the numerical precision allows, we estimated the scalaron field value at the highest point $\varphi_2$ for each exact
hill-climbing case. We confirmed that our analytic estimate of the highest point of the scalaron (3.8) as well as its time evolution (3.9) works well. Figure 5 shows that the absolute value of the Higgs mass squared at \( \varphi_2 \) obtained from numerical calculation is well fit by taking \( C_2 \approx 0.72 \) in Eq. (3.11). Note that this value is even closer to the rough estimate \( C_{m_h} \approx 0.7628 \) obtained in Sec. 2.2 neglecting the Universe expansion and coupling between the scalaron and the Higgs field than to the numerical value of \( C_{m_h} \) itself.

\[
|\rho_{h,k}^2 M_{pl}^2| = |\exp(\Omega_k) - \exp(-\Omega_k)/4| \approx \exp(2\Omega_k), \quad \Omega_k = \int_{\text{enter}(k)}^{\text{exit}(k)} dt |\omega_{h,k}(t)|, \tag{3.13}
\]

\(^{12}\) Of course, particle production from parametric resonance can happen even when \( \omega_{h,k}^2 \) is positive while the Higgs field is oscillating. However, since it takes \( \gtrsim O(100) \) oscillations for parametric resonance to amplify the particles as suggested from the pure Higgs case [49, 50] (note that these studies do not include the spike contribution as mentioned in Sec. 1, though), we expect that the tachyonic instability is stronger if it takes place. Note that the purpose of the present study is to identify if the tachyonic instability alone can complete preheating. Thus, we do not take other particle production channels into account.

### 3.3 Particle production through the tachyonic instability

We now investigate the production of the Higgs particles through the tachyonic instability during exact hill-climbing. Since the tachyonic mass squared changes from 0 to \(-m_{h,\text{max}}^2 = -3C_2C_1\xi_c M^2 c\cot \theta_N\), modes with the wave number \( k/a < m_{h,\text{max}} \) feel the instability, and the number of particles for such modes is exponentially amplified. Assuming that particle production is not efficient when \( \omega_{h,k}^2 \) is positive,\(^{12}\) we can estimate the comoving occupation number of Higgs particles \( n_k \) with \( k \) being the comoving momentum, at the time when the scalaron comes back to the origin as (see Eq. (A.25))

\[
\begin{align*}
  n_k(t_{\text{exit},0}) & \simeq |\exp(\Omega_k) - \exp(-\Omega_k)/4| \simeq \exp(2\Omega_k), \\
  \Omega_k & \equiv \int_{\text{enter}(k)}^{t_{\text{exit}(k)}} dt |\omega_{h,k}(t)|,
\end{align*}
\]
where \( t_{\text{enter}} (k) \) and \( t_{\text{exit}} (k) \) are the time when \( \omega_{h,k} \) crosses zero and the system enters and exits the tachyonic regime, respectively. This estimate is consistent with the expectation from the simple WKB approximation, \( n_k \simeq \exp (2 \Omega_k) \). See App. A for a detailed derivation of this formula with the violation of adiabaticity taken into account.

The comoving energy density of the produced particles at \( t = t_{\text{exit},0} \) is given by

\[
\rho_{\delta h}(t_{\text{exit},0}) = \int \frac{d^3k}{(2\pi)^3} \omega_{h,k}(t_{\text{exit},0}) n_k(t_{\text{exit},0}) = \int \frac{d^3k}{(2\pi)^3} \frac{k}{a(t_{\text{exit},0})} |\exp(\Omega_k) - \exp(-\Omega_k)/4|^2.
\]

As a rough estimate, we focus on the typical mode \( k_i / a(t_{\text{exit},0}) \simeq m_{h,\text{max}}/2 \). Then we can approximate as \( \Omega_k \sim m_{h,\text{max}} \Delta t \) (by omitting the time dependence of \( m_h^2 \) and offset \( k^2 \) in \( \omega_{h,k} \)) and \( \rho_{\delta h} \sim m_{h,\text{max}}^4 \exp (2\Omega_k)/32\pi^2 \sim m_{h,\text{max}}^4 \exp (2m_{h,\text{max}} \Delta t)/32\pi^2 \). Substituting for \( \theta_N^i \) using \( m_{h,\text{max}} \Delta t \simeq 2\pi N \) and Eqs. (2.30) and (3.11), we have

\[
\rho_{\delta h}(t_{\text{exit},0}) \sim \frac{9c^2 M_c^4 \cot^2 \theta_N^i}{32\pi^2} \exp \left( \pi \sqrt{6\xi_c \sin 2\theta_N^i} \right) \sim \frac{\exp (2\pi N)}{32\pi^2} \times \begin{cases} 9\lambda^2 (M_{\text{pl}}/N)^4 & \text{for Branch 1} \\ (N\tilde{M})^4 & \text{for Branch 2} \end{cases}
\]

where in the second approximation we omitted \( \Delta \phi \) and took \( C_{m} = C_1 = C_2 = 1 \) for simplicity. We see that the exponential amplification is larger for larger \( N \) for both branches but the resultant particle production is more effective for Branch 1 due to larger \( m_{h,\text{max}} \). This is consistent with our naive expectation that the tachyonic preheating is more effective in the Higgs-like regime. We also see that the tachyonic amplification of Higgs fluctuation can happen even in relatively deep \( R^2 \)-like regime. This is because the scalaron mass is smaller for the \( R^2 \)-like regime, which leads to a longer duration of exact hill-climbing and efficient particle production against the smaller tachyonic Higgs mass.

In order to see if the tachyonic preheating is strong enough to complete preheating, we compare the energy density of the produced particles with the background energy density,

\[
\rho_{\text{tot}} \simeq C_2^2 C_1^2 U_{\text{inf}} = \frac{3C_2^2 C_1^2}{4} \tilde{M}^2 M_{\text{pl}}^2.
\]

If the former, calculated without taking backreaction into account, is larger than \( \rho_{\text{tot}}/2 \), the tachyonic preheating is efficient enough and the backreaction cannot be neglected any further. We regard this as the condition for the completion of preheating. Figure 6 shows \( \Omega \equiv \ln (32\pi^2 \rho_{\delta h}/m_{h,\text{max}}^4)/2 \), which corresponds to our analytic estimate on the effective amplification factor \( \Omega_k \), together with \( \ln (16\pi^2 \rho_{\text{tot}}/m_{h,\text{max}}^4)/2 \) for each exact hill-climbing case as functions of \( N \) for both branches. The latter represents the exponential growth factor needed for preheating to be completed. Here we use the value of \( \varphi_2 \) numerically obtained (see Fig. 5) to determine the coefficient in \( m_h^2 (t) = -3a\xi_N M_N^2 \varphi_2 \sin (M (t - t_{\text{enter}})) \) and evaluate \( \rho_{\delta h} \) by integrating Eqs. (3.13) and (3.14). We see that the values of \( \Omega \) in Branch 1 are very close to those in Branch 2 with corresponding \( N \), as predicted in Eq. (3.15), and they are fit well with \( \Omega \simeq \pi N - 2 \). By comparing \( \Omega \) and \( \ln (16\pi^2 \rho_{\text{tot}}/m_{h,\text{max}}^4)/2 \) we can determine if the preheating is completed. In the Higgs-like regime (Branch 1), the tachyonic instability always completes preheating for the exact hill-climbing case. This is because the characteristic energy density \( m_{h,\text{max}}^4/32\pi^2 \) without the exponential amplification itself is already
as large as the background energy density. On the other hand, due to small $m^4_{h,max}/32\pi^2$ in the $R^2$-like regime (Branch 2), preheating is not completed by the tachyonic instability even at the exact hill-climbing case for $N \leq 4$ (see App. B for more accurate calculation). However, thanks to the long enough $\Delta t$ at sufficient large $N$, preheating is completed by the tachyonic instability for the exact hill-climbing case. Note that $N = 4$ looks on the edge of the completion of preheating, but the analysis in Fig. 6 is relatively qualitative and should not be taken at face value. Indeed, as long as our numerical precision allows, we do not find any parameter space in which tachyonic instability completes preheating around $\theta_i^2$. As we see in Sec. 4, we conclude that at least we need a fine-tuning much more severe than $O(10^{-5})$ around this value of $N$.
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**Figure 6**: Exponential amplification factor $\Omega$ for each exact hill-climbing case. The numerical results (the black dots for Branch 1 and the red for Branch 2) are fitted well with $\Omega \simeq \pi N - 2$ (blue line), which is consistent with Eq. (3.15). The black and red dashed lines represent $\ln(16\pi^2 \rho_{tot}/m^4_{h,max})$ for Branch 1 and Branch 2, respectively. Tachyonic instability is effective enough to complete preheating for any $N$ in Branch 1, whereas it is not effective for $N \leq 4$ in Branch 2.

### 4 Necessary degree of fine-tuning for the tachyonic instability

In the previous section, we studied exact hill-climbing cases, in which the model parameters are chosen so that fully efficient tachyonic instability is realized. However, once they deviate from these values, the Higgs field does not exactly go along the hill but falls down to the valley in the middle of going uphill (or downhill), and as a result the tachyonic particle production terminates. Then the question is how much deviation from the exact hill-climbing is allowed for the tachyonic instability to be still sufficiently effective to complete preheating. In other words, we study how much fine-tuning among the model parameters is necessary to produce the Higgs fluctuations whose energy density is comparable to the background. From Fig. 6, comparing the data points (amplification factor for the exact hill-climbing) and the solid line (necessary amplification factor to complete preheating), we expect that weaker fine-tuning is
required for smaller $N$ in Branch 1 while the necessary fine-tuning is more severe for smaller $N$ in Branch 2. This is natural in the sense that the tachyonic effect is weaker for $R^2$-like limit because it is well-known that there is no such effect in the $R^2$ inflation. In this section, we study quantitatively the required amount of fine-tuning for the completion of preheating.

We first note the following simplifications on the scalar field dynamics. Since the falling down from the hilltop to the valley is driven by the tachyonic mass squared of $O(m_{h,\text{max}}^2)$, the time scale of this dynamics is much smaller than the whole dynamics of the hill-climbing $\Delta t \sim M^{-1}$. Therefore we approximate the time evolution as

$$\varphi(t) \simeq \varphi_2 \sin(M(t - t_{\text{enter},0})), \quad h(t) \simeq 0, \quad \text{for } t_{\text{enter},0} < t < t_{\text{drop}}, \quad (4.1)$$

where $t_{\text{drop}}$ is the time when the Higgs field falls down to the potential valley. The scalar fields oscillate around the potential valley after $t = t_{\text{drop}}$. However, since the tachyonic instability is typically stronger than the parametric resonance (see footnote ♦12) and lasts sufficiently long, we simply neglect particle production during this epoch. We expect that the true amount of the particle production is not much different from our following estimate.

Practically we adopt the following procedure. We obtain the evolution of the scalaron $\varphi(t)$ and the Higgs field $h(t)$ by solving the full background equations of motion (2.11), (2.12), and (2.13) numerically. Then we evaluate the mass for the Higgs fluctuation as

$$m_{h}^2(t) = e^{\alpha\varphi(t)} \frac{\partial^2 U}{\partial h^2}(\varphi(t), h(t)). \quad (4.2)$$

Here we recovered the factor $e^{\alpha\varphi(t)}$ just for slight improvement. With this treatment, we find that the tachyonic mass for the Higgs fluctuation almost follows the case of the exact hill-climbing until $t_{\text{drop}}$, and then gets shut off almost instantly. See Fig. 7 for a rough sketch of the time evolution. Omitting the other contributions in the mode equation (3.4) as well as particle production after falling down to the valley, we evaluate the occupation number of the Higgs fluctuation at late times as

$$n_k = \left| \exp(\Omega_k) - \exp(-\Omega_k)/4 \right|^2, \quad \Omega_k \equiv \int_{t_{\text{enter}}(k)}^{t_{\text{drop}}(k)} \sqrt{m_{h}^2(t) - k^2/a^2}. \quad (4.3)$$

Here in the numerical calculation we defined the $k$-dependent drop-off time, $t_{\text{drop}}(k)$, as the time when $\omega_k^2(t)$ crosses zero. With these simplifications we evaluate the comoving energy density of the produced Higgs fluctuation when its mass becomes sufficiently small as follows

$$\rho_{\delta h} = \int_0^{m_{h,\text{max}}} \frac{d^3k}{(2\pi)^3} k n_k. \quad (4.4)$$

Here we neglected the cosmic expansion and took $a = 1$. See App. C for analytical estimation of $\rho_{\delta h}$ and discussion about $t_{\text{drop}}$.

By imposing a conservative criterion (see Eq. (2.23)),

$$\rho_{\delta h} \gtrsim U_0(\varphi_1)/2 = C_1^2 U_{\text{inf}}/2, \quad (4.5)$$

♦13 For a practical purpose we take $k = m_{h,\text{max}}/100$ as the lower limit of the integration in the numerical calculation.
Fig. 6. As θ is relatively small amplification factor Ω in Branch 1. This is because the typical Higgs mass squared is large for these cases and result of the present paper. We see that only O required degree of fine-tuning ∆ is enough for the successful preheating as seen in Fig. 6. As θ gets closer to π/2 (for larger N in Branch 1 and for smaller N in Branch 1 and for smaller N in Branch 2 (for larger N in Branch 1), parameterized by \( θ \), that gives successful amount of particle production. Let us define the upper and lower bound of the parameter \( θ \) around \( θ^i_N \) for successful preheating as \( θ^i_{N+} \) and \( θ^i_{N-} \), respectively, and also define \( ∆θ^i_{eff,N} \equiv θ^i_{N+} - θ^i_{N-} \).

In order to express the degree of fine-tuning quantitatively, we further define \( ∆θ^i_N \) that describes the typical distance between two neighboring values of \( θ^i_N \) as

\[
\Delta θ^i_N \equiv \frac{θ^i_{N+1} - θ^i_{N-1}}{2} \quad \text{for} \quad N = 2, 3, \cdots, N_{\text{max}} - 1, \\
\Delta θ^i_1 \equiv \frac{θ^i_1 + θ^i_2}{2} , \quad \Delta θ^i_2 \equiv \frac{π}{2} - \frac{θ^i_1 + θ^i_2}{2} , \quad \Delta θ^i_{N_{\text{max}}} = \left| θ^i_{N_{\text{max}}} - θ^i_{N_{\text{max}}-1} \right| .
\]

with \( N_{\text{max}} = 26 \). See Fig. 8 for a schematic picture of the definition. Now we define the degree of fine-tuning for the \( N \)-th exact hill-climbing case in Branch \( i \) as \( ∆θ^i_{eff,N}/∆θ^i_N \).

Based on these analytic formulation, we perform the following numerical analysis. We scan the parameter \( θ \) around each exact hill-climbing \( θ^i_N \), and for each value of \( θ \) we solve the background equations of motion Eqs. (2.11), (2.12), and (2.13). We use the results to evaluate the occupation number \( n_k \) with Eq. (4.3) and the energy density of the Higgs fluctuation produced through the tachyonic instability with Eq. (4.4). From the criterion (4.5), we determine the boundary values of \( θ \) for the successful preheating \( θ^i_{N+} \) and \( θ^i_{N-} \), and the required degree of fine-tuning \( ∆θ^i_{eff,N}/∆θ^i_N \). The result is shown in Fig. 9, which is our main result of the present paper. We see that only \( O(0.1) \) fine-tuning is required for smaller \( N \) in Branch 1. This is because the typical Higgs mass squared is large for these cases and a relatively small amplification factor \( Ω_k \) is enough for the successful preheating as seen in Fig. 6. As \( θ \) gets closer to \( π/2 \) (for larger \( N \) in Branch 1 and for smaller \( N \) in Branch 1).
Figure 8: Definition of the effective width of each $\theta_N$, $\Delta\theta_N$ is shown. The gray bands are the parameter region where the preheating successfully finishes in one stroke.

Figure 9: Necessary degree of fine-tuning $\Delta\theta_{i,N}/\Delta\theta_{N}$ for the successful tachyonic preheating for Branch 1 (black) and 2 (red). The five black empty triangles are for the cases beyond the unitarity bound. In Branch 2, the data points for $N \leq 4$ do not exist because the tachyonic preheating is not efficient even for the exact hill-climbing trajectories. The sudden lift for $N = 26$ comes from the definition of $\Delta\theta_{i,N}$ in Eq. (4.6): the interval $\Delta\theta_{i,N}$ increases as $N$ increases, and hence $\Delta\theta_{N_{\text{max}}}$ underestimates the width around $\theta_{N_{\text{max}}}$, which results in the sudden lift.

Before concluding this section, let us note some issues in our analysis. Our numerical formulation, we expect that the actual degree of fine-tuning obtained by full numerical calculations with the full mode equations (3.3) and (3.4) is not significantly different from our results, because the exponential amplification of the Higgs particles takes place when the background Higgs field is climbing up the hill along $h \simeq 0$.
calculation starts from $\sim 1$ e-fold before the end of inflation while using the inflationary attractor Eq. (2.7) corresponding to the large number of e-folds during inflation as the initial condition. If one chooses an earlier moment during inflation to start the computation using the same initial condition, the face values of $\xi_N$ might appear slightly different from ours because numerical errors are accumulating with calculation time. Correspondingly, the numerical initial condition corresponding to the attractor should be formulated with much better accuracy. At the same time, it is more and more difficult to find the exact value of $\xi_N$ when beginning the computation from a larger number of e-folds before the end of inflation. From this point of view, we argue that a small change of the face values of $\xi_N$ for numerical calculations scanning different number of inflationary e-folds does not mean that our results depend on the choice of initial conditions. Moreover, the estimation of degree of fine-tuning does not depend on the precision of $\xi_N$, so our results on the degree of fine-tuning of model parameters are robust in this respect.

5 Discussion on the phase direction and the longitudinal mode

Thus far we have focused only on the physical, or radial, direction of the Higgs field and have not discussed the dynamics of the phase direction, or the Nambu-Goldstone mode, which determines the longitudinal mode of the gauge bosons [34] in the gauged case. Before concluding, we give brief discussion on the tachyonic instability in the phase direction for the global U(1) case. We can read off the implication to the SM SU(2)$_L \times$ U(1)$_Y$ case as done in Ref. [52]. Note that the tachyonic instability for the longitudinal mode of the weak gauge boson are observed in Ref. [54].

As calculated in Ref. [52], the mass for the Nambu-Goldstone mode is obtained by writing down the potential for the phase $\theta$ of the Higgs field defined as $H = he^{i\theta}/\sqrt{2}$ in Eq. (2.1), and moving to the Einstein frame,

$$m_{\theta e}^2 = -\frac{\alpha}{2} \frac{\partial U}{\partial \varphi} + \frac{e^{\alpha \varphi}}{h} \frac{\partial U}{\partial h} - \frac{3}{4} \frac{U}{M_{pl}^2} + \frac{5}{24} \frac{1}{M_{pl}^2} \left( \varphi^2 + e^{-\alpha \varphi} h^2 \right),$$

where the kinetic term of the phase direction is canonically normalized. During the hill-climbing epoch (when $\varphi < M_{pl}, h \simeq 0$, and the kinetic terms are negligible), it is further simplified as

$$m_{\theta e}^2 \simeq -\frac{1}{\sqrt{6}} \frac{M_{pl}^2}{M_{pl}^2} (1 + 6\xi) \varphi.$$  \(5.2\)

Thus, comparing with the physical Higgs mass (Eq. (2.19)), we find

$$\frac{m_{\theta e}^2}{m_h^2} = 1 + \frac{1}{6\xi},$$  \(5.3\)

which is order of unity unless $\xi \ll 1$. Since $\xi_N$ is no less than the order of unity even for $N = 1$ in Branch 2 (see Eq. (2.27)), we conclude that the efficiency of the tachyonic instability for the phase direction, or the Nambu-Goldstone mode, is comparable to that for the physical Higgs fluctuations. We also expect that the same applies to the longitudinal
mode of the gauge bosons, whose mass receives dominant contribution from the mass of the Nambu-Goldstone mode [34].

While the mass for physical Higgs fluctuations around the potential valley is positive, the mass for the phase direction is given by

$$m_{\theta_c}^2 \simeq -\frac{\alpha}{2} \varphi M^2 + \frac{5}{24} \frac{1}{M_{pl}^2} \left( \dot{\varphi}^2 + h^2 \right)$$

(5.4)

for \( \varphi \ll M_{pl} \), which can be tachyonic especially when the kinetic energy is small. Therefore, the Nambu-Goldstone mode and the longitudinal mode of the gauge bosons are more likely to receive a tachyonic contribution from field oscillations around the potential valley than from physical Higgs fluctuations, that is also seen in Ref. [54]. However, the amplitude of the tachyonic mass is comparable to the time scale of the oscillations around the valley, and hence we expect that such tachyonic instability for the Nambu-Goldstone mode and for the longitudinal mode of the gauge bosons do not give a significant contribution compared to the particle production during the hill-climbing. Tachyonic mass of the physical Higgs could also be realized during oscillations around the valleys with a large amplitude, but for the same reason we expect such effect to be relatively small. Detailed investigation of particle production during this epoch is beyond the scope of this work and left for future study.

In summary, we conclude that the Nambu-Goldstone mode and the longitudinal mode of the gauge bosons also experience tachyonic instability during hill-climbing with almost the same efficiency of amplification as the physical Higgs fluctuations. Therefore, taking into account their contributions, the total particle production will be enhanced accordingly. Since particle production is an exponential effect, our basic results remain quantitatively unchanged even if we take them into account.

6 Conclusions and outlook

In this paper, we study one of the possible preheating mechanisms in the mixed Higgs-\( R^2 \) inflationary model pointed out in [54], namely the tachyonic instability. Although some degree of fine-tuning is necessary for this mechanism to work, the resulting dynamics in the Universe can be interesting. We give analytic conditions for this phenomenon to occur by investigating the Higgs field oscillations around the potential valley in the negative scalaron region \( \varphi < 0 \), and numerically find all the model parameters for this to happen. We point out that tachyonic preheating can take place both in the Higgs-like regime \( \xi < \xi_c \) (Branch 1) and the \( R^2 \)-like regime \( M \gtrsim M_c \) (Branch 2).

Since tachyonic preheating in this model requires some degree of fine-tuning among the model parameters, we first find all the parameter values \( \theta = \theta_N \) realizing exact hill-climbing, which is the condition for the most efficient particle production (with \( N \) parameterizing the number of Higgs half-oscillations during the period when \( \varphi < 0 \) and \( i \) labeling Branch 1 or 2; see Sec. 2.2 for definition). We then analytically calculate particle production from the tachyonic instability. It is found that, for all these tuned parameter points, tachyonic particle production is strong enough to complete preheating except for \( N \leq 4 \) in Branch 2. However, even a slight deviation from \( \theta = \theta_N \) can significantly reduce the strength of the tachyonic effect. In order to estimate the necessary degree of fine-tuning, we scan the model parameters around each \( \theta_N \) and find the interval \( \Delta \theta_{\text{eff},N} \) such that the preheating can be
completed within $\theta \sim \theta_N^i \pm \Delta \theta_{\text{eff},N}^i/2$. The result is given in Fig. 9, which shows that the necessary fine-tuning becomes more severe as $\xi$ gets smaller (closer to the $R^2$ limit). This is natural because we do not expect any tachyonic effect in $R^2$ inflation. While we mainly focus on the amplification of physical Higgs fluctuations instead of those in the phase direction or longitudinal gauge bosons, we find that the amplification of the latter is comparable to that of physical Higgs fluctuations by investigating their effective mass. This suggests that the efficiency of the total particle production is enhanced by a factor of the order of unity, but our results remain basically unchanged and the required fine-tuning can be read off from Fig. 9.

Throughout this paper, we do not take into account backreaction from produced particles on the homogeneous background. This is because we are interested in the growth of inhomogeneities until their energy becomes comparable to that of background inflaton oscillations. We expect that, once this occurs, backreaction will turn on anyway and drain the remaining energy from oscillations of the background fields. However, it is still an open question if the produced particles thermalize smoothly, or if all the energy in the remaining coherent oscillations decays away quickly.

This paper focuses on the period right after the second zero-crossing of scalaron $\varphi$ after the end of inflation, during hill-climbing of the scalaron along the potential hill at $h \simeq 0$. The possibility of having the tachyonic effect after a number of scalaron oscillations (instead of the second zero-crossing) is not addressed. This possibility is also pointed out in [54]. Such a question is beyond the scope of this paper, mainly because it involves consideration of the production of other particle species during field oscillations around the potential valley, which occurs before the possible tachyonic instability from late-time scalaron oscillations. We leave it for future study.

Acknowledgments

We thank Fedor Bezrukov and Yohei Ema for useful discussions. MH was supported by the Global Science Graduate Course (GSGC) program of the University of Tokyo and the JSPS Research Fellowships for Young Scientists. RJ was supported by Grants-in-Aid for JSPS Overseas Research Fellow (No. 201960698). This work was partially supported by the Deutsche Forschungsgemeinschaft under Germany’s Excellence Strategy – EXC 2121 “Quantum Universe” – 390833306. This work was partially supported by JSPS KAKENHI, Grant-in-Aid for Scientific Research Nos. JP19K03842(KK), 15H02082(JY), 20H00151(JY) and Grant-in-Aid for Scientific Research on Innovative Areas Nos. 19H04610(KK), 20H05248(JY). AAS was partially supported by the Russian Foundation for Basic Research grant No. 20-02-00411.

A Analytical calculation of particle production through tachyonic instability

In this appendix, we present analytic treatment of particle production due to the tachyonic instability. In Sec. 3, we give an intuitive formula Eq. (3.13). Here we show its validity using an analytic method to solve the mode equation and calculate the Bogoliubov coefficients.
The mode function of the Higgs inhomogeneity at late time \( t > t_{\text{exit,0}} \) when the adiabatic condition holds is expressed with the WKB approximation as

\[
\tilde{h}_k(t) = \frac{\tilde{\alpha}_k}{\sqrt{2\omega_{h,k}(t)}} \exp \left( -i \int_{t_{\text{exit,0}}}^{t} \omega_{h,k}(t')dt' \right) + \frac{\tilde{\beta}_k}{\sqrt{2\omega_{h,k}(t)}} \exp \left( i \int_{t_{\text{exit,0}}}^{t} \omega_{h,k}(t')dt' \right),
\]

(A.1)

where \( \tilde{\alpha}_k \) and \( \tilde{\beta}_k \) are the Bogoliubov coefficients with the normalization condition \(|\tilde{\alpha}_k|^2 - |\tilde{\beta}_k|^2 = 1\). In the WKB limit, the Bogoliubov coefficients can be regarded as constants. The occupation number of particles, \( n_k \), produced by the change of the mass (or \( \omega_{h,k} \)) is given by

\[
n_k(t) = |\tilde{\beta}_k(t)|^2.
\]

(A.2)

If the change of \( \omega_{h,k} \) is adiabatic

\[
\left| \frac{\dot{\omega}_{h,k}/\omega_{h,k} - 3\dot{\omega}_{h,k}^2/(2\omega_{h,k}^2)}{2\omega_{h,k}^2} \right| \ll 1
\]

(A.3)

at all the time of interest, one can simply solve the equation of motion for the Bogoliubov coefficients fully with the WKB approximation. However, now we are interested in the case where \( \omega_{h,k}^2 \) is negative when \( t_{\text{enter,0}} < t < t_{\text{exit,0}} \), and hence the adiabatic condition is violated at \( t = t_{\text{enter,0}} \) and \( t_{\text{exit,0}} \) when \( \omega_{h,k} \) crosses zero. As a result, the WKB approximation is broken down at these moments. Fortunately, except for that, WKB approximation is valid. Therefore, the occupation number at the later time can be obtained by imposing appropriate matching conditions at \( t = t_{\text{enter,0}} \) and \( t_{\text{exit,0}} \) between the WKB solutions, for which we adopt the trick in Ref. [65] (also in the Landau-Lifshitz’s textbook [66]).

Let us define the time when the adiabatic condition is violated as \( t_{\text{enter}} < t < t_{\text{enter}}^+ \) and \( t_{\text{exit}}^- < t < t_{\text{exit}}^+ \) around \( t = t_{\text{enter,0}} \) and \( t = t_{\text{exit,0}} \), respectively, and write the mode equation in the form of the WKB-type solutions \( t < t_{\text{enter}}^- \) and \( t_{\text{enter}}^- < t < t_{\text{exit}}^- \) as

\[
\tilde{h}_k(t) = \frac{\alpha_k}{\sqrt{2|\omega_{h,k}|}} \exp \left( -i \int_{t_0}^{t} |\omega_{h,k}(t')|dt' \right) + \frac{\beta_k}{\sqrt{2|\omega_{h,k}|}} \exp \left( i \int_{t_0}^{t} |\omega_{h,k}(t')|dt' \right) : t < t_{\text{enter}}^-,
\]

(A.4)

\[
\tilde{h}_k(t) = \frac{\alpha_k}{\sqrt{2|\omega_{h,k}|}} \exp \left( -i \int_{t_{\text{enter,0}}}^{t} |\omega_{h,k}(t')|dt' \right) + \frac{b_k}{\sqrt{2|\omega_{h,k}|}} \exp \left( i \int_{t_{\text{enter,0}}}^{t} |\omega_{h,k}(t')|dt' \right) : t_{\text{enter}}^- < t < t_{\text{exit}}^-,
\]

(A.5)

where the Bogoliubov coefficients \( \alpha_k, \beta_k, \alpha_k \), and \( b_k \) are approximated to be constant and \( t_0 \) is an initial time when \( \alpha_k \) and \( \beta_k \) are defined. Here we require the normalization condition \(|\alpha_k|^2 - |\beta_k|^2 = 1\) and \( a_k b_k^* - a_k^* b_k = i \), respectively.

In the following, we solve the mode equations when the adiabatic condition is violated to determine the matching condition for the “transfer matrices” between the Bogoliubov coefficients. First, the matching condition at \( t \approx t_{\text{enter,0}} \) is examined. For \( t \) sufficiently close to the zero-crossing point, \( t = t_{\text{enter,0}} \), one can Taylor expand \( \omega_{h,k}^2 \) as

\[
\omega_{h,k}^2 \approx 0 + \left. \frac{d(\omega_{h,k}^2)}{dt} \right|_{t=t_{\text{enter,0}}} (t - t_{\text{enter,0}}) \equiv A_k (t - t_{\text{enter,0}}),
\]

(A.6)

with \( A_k < 0 \), so that the equation of motion for \( \tilde{h}_k \) becomes

\[
\dot{\tilde{h}}_k + A_k (t - t_{\text{enter,0}}) \tilde{h}_k \approx 0.
\]

(A.7)
This is just the same as the stationary Schrödinger equation with a linear potential. The exact solution to it is known to be Airy functions, i.e.

\[ \hat{\delta}h_k(t) = B_{1k} \text{Ai}\left(A_k^{1/3}(t_{\text{enter},0} - t)\right) + B_{2k} \text{Bi}\left(A_k^{1/3}(t_{\text{enter},0} - t)\right), \]  

(A.8)

where \(B_{1k}\) and \(B_{2k}\) are complex constants. For \(t < t_{\text{enter},0}\), the argument in Eq. (A.8) is negative, then the leading term of the asymptotic expansion of the Airy function at \(A_k^{1/3}(t_{\text{enter},0} - t) \gg 1\) reads

\[
\hat{\delta}h_k(t) \to \frac{1}{\sqrt{2\omega_{h,k}} \sqrt{\pi}} \left[ (B_{1k} + B_{2k}) \cos \left( \int_{t}^{t_{\text{enter},0}} \omega_{h,k}(t') dt' \right) 
+ (B_{1k} - B_{2k}) \sin \left( \int_{t}^{t_{\text{enter},0}} \omega_{h,k}(t') dt' \right) \right]
= \frac{1}{\sqrt{2\omega_{h,k}} \sqrt{\pi}} \left[ \left( \frac{1-i}{2} B_{1k} + \frac{1+i}{2} B_{2k} \right) \exp \left( -i \int_{t_{\text{enter},0}}^{t} \omega_{h,k}(t') dt' \right) 
+ \left( \frac{1+i}{2} B_{1k} + \frac{1-i}{2} B_{2k} \right) \exp \left( i \int_{t_{\text{enter},0}}^{t} \omega_{h,k}(t') dt' \right) \right].
\]  

(A.9)

On the other hand, for \(t > t_{\text{enter},0}\), the argument in Eq. (A.8) is positive, then with the leading term of the asymptotic expansion of the Airy function at \(A_k^{1/3}(t_{\text{enter},0} - t) \gg 1\), Eq. (A.8) is approximated as

\[
\hat{\delta}h_k(t) \to \frac{1}{\sqrt{2|\omega_{h,k}|} \sqrt{\pi}} \frac{B_{1k}}{\sqrt{2}} \exp \left( - \int_{t_{\text{enter},0}}^{t} |\omega_{h,k}(t')| dt' \right) + \sqrt{2} B_{2k} \exp \left( \int_{t_{\text{enter},0}}^{t} |\omega_{h,k}(t')| dt' \right).
\]  

(A.10)

One can use these results to connect the asymptotic solutions obtained with the WKB approximation, Eqs. (A.4) and (A.5). It should be noted that, to do so, we require there is a regime where both WKB and Taylor expansion are valid, which implies that the following condition should be satisfied

\[
|A_k^{1/3}(t_{\text{enter},0} - t)| \gg 1, \quad |A_k| \gg \left| \frac{d^2 \omega_{h,k}^2}{dt^2} \right|_{t=t_{\text{enter},0}} |t - t_{\text{enter},0}|
\]  

(A.11)

as well as Eq. (A.3), which we will confirm in the end of this appendix.

The matching conditions for \(t < t_{\text{enter},0}\) and \(t > t_{\text{enter},0}\) give

\[
\begin{pmatrix} \alpha_k \\ \beta_k \end{pmatrix} = \frac{|A_k|^{1/6}}{2 \sqrt{\pi}} \begin{pmatrix} (1 - i)e^{i\theta_k} & (1 + i)e^{i\theta_k} \\ (1 + i)e^{-i\theta_k} & (1 - i)e^{-i\theta_k} \end{pmatrix} \begin{pmatrix} B_{1k} \\ B_{2k} \end{pmatrix}, \quad \theta_k \equiv \int_{t_0}^{t_{\text{enter},0}} \omega_{h,k}(t') dt'.
\]  

(A.12)

\[
\begin{pmatrix} a_k \\ b_k \end{pmatrix} = \frac{|A_k|^{1/6}}{2 \sqrt{\pi}} \begin{pmatrix} \sqrt{2} & 0 \\ 0 & 2\sqrt{2} \end{pmatrix} \begin{pmatrix} B_{1k} \\ B_{2k} \end{pmatrix},
\]  

(A.13)

respectively. Here \(\theta_k\) is the phase accumulation from \(t_0\) to the entry of the tachyonic regime. From Eqs. (A.12) and (A.13), we can obtain the transfer matrix as

\[
\begin{pmatrix} a_k \\ b_k \end{pmatrix} = \frac{1}{2\sqrt{2}} \begin{pmatrix} (1 + i)e^{-i\theta_k} & (1 - i)e^{i\theta_k} \\ 2(1 - i)e^{-i\theta_k} & 2(1 + i)e^{i\theta_k} \end{pmatrix} \begin{pmatrix} \alpha_k \\ \beta_k \end{pmatrix}.
\]  

(A.14)
Next we examine the matching condition at \( t \simeq t_{\text{exit},0} \). For \( t \) sufficiently close to the end of tachyonic regime, \( t = t_{\text{exit},0} \), we can Taylor expand \( \omega^2_k \) again as

\[
\omega^2_{h,k} \approx 0 + \frac{d(\omega^2_{h,k})}{dt} \bigg|_{t=t_{\text{exit},0}} (t - t_{\text{exit},0}) = C_k(t - t_{\text{exit},0}),
\]

with \( C_k > 0 \), so that the equation of motion for \( \delta h_k \) becomes

\[
\ddot{\delta h}_k + C_k(t - t_{\text{exit},0})\delta h_k \approx 0.
\]

In the same way as done in the above, the exact solution is expressed in terms of the Airy function,

\[
\delta h_k(t) = D_{1k} \text{Ai} \left( C_k^{1/3}(t_{\text{exit},0} - t) \right) + D_{2k} \text{Bi} \left( C_k^{1/3}(t_{\text{exit},0} - t) \right),
\]

where \( D_{1k} \) and \( D_{2k} \) are complex constants. Once more, one can obtain the following asymptotic expressions of the mode functions. For \( |C_k^{1/3}(t_{\text{exit},0} - t)| \gg 1 \), we have

\[
\delta h_k(t) \to \frac{1}{\sqrt{2|\omega_{h,k}|}} \left[ \frac{C_k^{1/6}}{\sqrt{\pi}} \left( \frac{1 + i}{2} D_{1k} + \frac{1 - i}{2} D_{2k} \right) \exp \left( -i \int_{t_{\text{exit},0}}^t \omega_{h,k}(t') dt' \right) 
+ \left( \frac{1 - i}{2} D_{1k} + \frac{1 + i}{2} D_{2k} \right) \exp \left( i \int_{t_{\text{exit},0}}^t \omega_{h,k}(t') dt' \right) \right].
\]

For \( C_k^{1/3}(t_{\text{exit},0} - t) \gg 1 \), Eq. (A.17) is approximated as

\[
\delta h_k(t) \to \frac{1}{\sqrt{2|\omega_{h,k}|}} \left[ \frac{D_{1k}}{\sqrt{2}} \exp \left( \int_{t_{\text{exit},0}}^t |\omega_{h,k}(t')| dt' \right) + \sqrt{2}D_{2k} \exp \left( -\int_{t_{\text{exit},0}}^t |\omega_{h,k}(t')| dt' \right) \right].
\]

By using these results, we connect the WKB solutions, Eqs. (A.1) and (A.5), with the matching conditions for \( t > t_{\text{exit},0} \) and \( t < t_{\text{exit},0} \) as

\[
\begin{pmatrix} \dot{\alpha}_k \\ \dot{\beta}_k \end{pmatrix} = \frac{C_k^{1/6}}{2\sqrt{\pi}} \begin{pmatrix} 1 + i & 1 - i \\ 1 - i & 1 + i \end{pmatrix} \begin{pmatrix} D_{1k} \\ D_{2k} \end{pmatrix},
\]

\[
\begin{pmatrix} a_k \\ b_k \end{pmatrix} = \frac{C_k^{1/6}}{2\sqrt{\pi}} \begin{pmatrix} 0 & 2e^{\Omega_k} \\ \sqrt{2}e^{-\Omega_k} & 0 \end{pmatrix} \begin{pmatrix} D_{1k} \\ D_{2k} \end{pmatrix}, \quad \Omega_k \equiv \int_{t_{\text{enter},0}}^{t_{\text{exit},0}} |\omega_{h,k}(t')| dt'
\]

respectively. Here \( \Omega_k \) is the “phase” accumulation during the tachyonic regime from \( t_{\text{enter},0} \) to \( t_{\text{exit},0} \). Consequently, the transfer matrix is given by

\[
\begin{pmatrix} \dot{\alpha}_k \\ \dot{\beta}_k \end{pmatrix} = \frac{1}{2\sqrt{2}} \begin{pmatrix} (1 - i)e^{-\Omega_k} & 2(1 + i)e^{\Omega_k} \\ (1 + i)e^{-\Omega_k} & 2(1 - i)e^{\Omega_k} \end{pmatrix} \begin{pmatrix} a_k \\ b_k \end{pmatrix}.
\]
From Eqs. (A.14) and (A.22), finally we obtain the transfer matrix between before and after the tachyonic regime as

\[
\begin{pmatrix}
\tilde{\alpha}_k \\
\tilde{\beta}_k
\end{pmatrix} = \begin{pmatrix}
e^{-i\theta_k}(e^{\Omega_k} + e^{-\Omega_k}/4) & ie^{i\theta_k}(e^{\Omega_k} - e^{-\Omega_k}/4) \\
-e^{-i\theta_k}(e^{\Omega_k} - e^{-\Omega_k}/4) & e^{i\theta_k}(e^{\Omega_k} + e^{-\Omega_k}/4)
\end{pmatrix} \begin{pmatrix}
\alpha_k \\
\beta_k
\end{pmatrix}.
\] (A.23)

As a result, the occupation number of the particle production of a certain \(k\) mode is given by

\[
n_k = |\tilde{\beta}_k|^2 = |e^{\Omega_k} - e^{-\Omega_k}/4|^2 \approx e^{2\Omega_k}.
\] (A.24)

By setting the vacuum initial condition, \(\alpha_k = 1\) and \(\beta_k = 0\), it is simply the expression we adopt in Sec. 3,

\[
n_k = |\tilde{\beta}_k|^2 = |e^{\Omega_k} - e^{-\Omega_k}/4|^2 \approx e^{2\Omega_k}
\] (A.25)

where strong tachyonic instability is assumed in the last line.

Finally, we examine whether the connection between the WKB solutions and the Airy functions are valid, which means that one should check if there is a regime when both Eqs. (A.3) and (A.11) are satisfied simultaneously. In Sec. 3, we have derived that

\[
\omega_{h,k}^2 = \frac{k^2}{a^2} + m_h^2 \approx \frac{k^2}{a^2} - m_{h,\text{max}}^2 \sin [M(t - t_{\text{enter},0})]
\] (A.26)

where \(m_{h,\text{max}}^2 = 3\xi MM_cC_2C_1\). Note that \(m_{h,\text{max}} > M\) is satisfied for \(\sin 2\theta \gtrsim \xi_c^{-1}\), which is the case of our interest, (close to) the exact hill-climbing cases. The dominant contribution to the energy density of the produced particles is from the modes with \(k^2/a^2 \lesssim m_{h,\text{max}}^2\) and \(m_{h,\text{max}}^2 - k^2/a^2 \approx m_{h,\text{max}}^2\). The mode with \(m_{h,\text{max}}^2 - k^2/a^2 \ll m_{h,\text{max}}^2\) does not have a long time for the tachyonic period and \(\Omega_k\) does not become so large. For the mode with \(k^2/a^2 \ll m_{h,\text{max}}^2\), the energy carried by each mode is not so large to give dominant contributions to the total energy density.

The left hand side of Eq. (A.3) is expanded with respect to \(t - t_{\text{enter},0}\) as

\[
\left| \frac{\tilde{\omega}_h,k/\omega_h,k - 3\omega_{h,k}^2/(2\omega_{h,k}^2)}{2\omega_{h,k}^2} \right| \approx \frac{5}{16\sqrt{m_{h,\text{max}}^4 - (k/a)^4 M}} |t - t_{\text{enter},0}|^{-3},
\] (A.27)

where we have omitted \(\dot{a}\) since the cosmic expansion is smaller than the time scale of this dynamics. For the modes with \(k/a \simeq m_{h,\text{max}}\), the adiabatic condition reads

\[
|t - t_{\text{enter},0}| \gg (m_{h,\text{max}}^2 M)^{-1/3}.
\] (A.28)

On the other hand, from the first inequality of Eq. (A.11), one finds that the asymptotic expansion of the Airy function is valid for

\[
|t - t_{\text{enter},0}| \gg |A_k|^{-1/3} = \left( \sqrt{1 - \frac{k^4/a^4}{m_{h,\text{max}}^2 M}} \right)^{-1/3} \approx (m_{h,\text{max}}^2 M)^{-1/3},
\] (A.29)
while from the second inequality of Eq. (A.11) the linear approximation of the potential is found to be valid for

$$|t - t_{\text{enter},0}| \ll 2M^{-1}\sqrt{\frac{m_{h,\text{max}}^2}{(k/a)^4}} - 1 \simeq M^{-1}. \quad (A.30)$$

Therefore, from Eqs. (A.28), (A.29), and (A.30), we can see that it is permissible to use the matching condition before and after the non-adiabatic period around $t \simeq t_{\text{enter},0}$ for the case of our interest, i.e. $m_{h,\text{max}} > M$ and $k/a \simeq m_{h,\text{max}}$. One can easily show the validity of the matching condition around $t \simeq t_{\text{exit},0}$ in the same way.

## B The smallest $N$ in Branch 2 to complete preheating

In this appendix, we evaluate the energy density of the Higgs field fluctuations produced by the tachyonic instability in a more precise analytic way to find the smallest $\xi_N$ sufficient to complete preheating. This case is expected to be in the regime $M \sim M_c$.

In Sec. 3, we give the analytical formula to estimate $\Omega_k$ for a given $\omega_{h,k}^2 = k^2 - m_{h,\text{max}}^2 \sin[M(t - t_{\text{enter},0})]$ where the cosmic expansion can be safely neglected. Now we estimate $\Omega_k$ for a general $k$ and $\xi$ by assuming that the inflaton can always climb up the hill exactly

$$\Omega_k = \int_{t_{\text{enter}}(k)}^{t_{\text{exit}}(k)} |\omega_{h,k}(t')| dt'$$

$$= \frac{m_{h,\text{max}}}{M} \int_{\arcsin(k^2/m_{h,\text{max}}^2)}^{\pi - \arcsin(k^2/m_{h,\text{max}}^2)} \left(\sin t - \frac{k^2}{m_{h,\text{max}}^2}\right)^{1/2} dt$$

$$= 4 \frac{m_{h,\text{max}}}{M} \left(1 - \frac{k^2}{m_{h,\text{max}}^2}\right)^{1/2} E \left[\frac{1}{2} \arccos \left(\frac{k^2}{m_{h,\text{max}}^2}\right), \frac{2}{1 - k^2/m_{h,\text{max}}^2}\right]$$

$$\equiv 4\sqrt{3C_2C_1} \left(\frac{\lambda}{3}\right)^{1/4} \sqrt{\frac{M_{\text{pl}}}{M}} \left(1 - \frac{M_c^2}{M^2}\right)^{1/4} f \left(\frac{k^2}{m_{h,\text{max}}^2}\right)$$

$$\approx \begin{cases} 
4\sqrt{3C_2C_1} \sqrt{\xi} f \left(\frac{k^2}{m_{h,\text{max}}^2}\right) & : \xi \ll \xi_c \text{ or } M \simeq M_c, \\
4\sqrt{3C_2C_1} \left(\frac{\lambda}{3}\right)^{1/4} \sqrt{\frac{M_{\text{pl}}}{M}} f \left(\frac{k^2}{m_{h,\text{max}}^2}\right) & : \xi \lesssim \xi_c \text{ or } M \gg M_c, 
\end{cases} \quad (B.1)$$

where $k \leq m_{h,\text{max}}$, $E[\phi, x] = \int_0^\phi (1 - x \sin^2 t)^{1/2} dt$ is the elliptic integral of the second kind and $f(x) \equiv (1 - x)^{1/2} E[\arccos(x)/2, 2/(1 - x)]$. Figure 10 shows the function $f(x)$ and a fitting function $y(x) = 0.6(1 - x)$. One can see that $y(x)$ approximates $f(x)$ at $0 < x < 1$ very well. Hereafter, we use $y(x) = 0.6(1 - x)$ to replace $f(x)$ for simplicity. As a result, the number density of produced particles is given by

$$n_k \simeq e^{2\Omega_k} = \exp \left[8\sqrt{3C_2C_1} \left(\frac{\lambda}{3}\right)^{1/4} \sqrt{\frac{M_{\text{pl}}}{M}} \left(1 - \frac{M_c^2}{M^2}\right)^{1/4} \times 0.6 \left(1 - \frac{k^2}{m_{h,\text{max}}^2}\right)\right]. \quad (B.2)$$
Putting the numerical values $C_2 = 0.72$ and $C_1 = 0.25$ into the equation above and the typical value $\lambda = 0.01$, we obtain

$$n_k = \exp \left[ 0.85 \sqrt{\frac{M_{\text{pl}}}{M}} \left( 1 - \frac{M_c^2}{M^2} \right)^{1/4} \left( 1 - \frac{k^2}{m_{h,\text{max}}^2} \right) \right].$$  \tag{B.3}$$

With the help of this result, one can estimate the comoving energy density of produced particles $\rho_{\delta h}$ as a function of $M$ for Branch 1 and $\xi$ for Branch 2,

$$\rho_{\delta h}(\xi) = \int \frac{d^3 k}{(2\pi)^3} \omega_{h,k} n_k \simeq \int_0^{m_{h,\text{max}}} \frac{k^3}{2\pi^2} \exp \left[ 0.85 \sqrt{\frac{M_{\text{pl}}}{M}} \left( 1 - \frac{M_c^2}{M^2} \right)^{1/4} \left( 1 - \frac{k^2}{m_{h,\text{max}}^2} \right) \right] dk$$

$$= \frac{m_{h,\text{max}}^4}{2\pi^2} \int_0^1 k^3 \exp \left[ 0.85 \sqrt{\frac{M_{\text{pl}}}{M}} \left( 1 - \frac{M_c^2}{M^2} \right)^{1/4} \left( 1 - k^2 \right) \right] dk$$

$$\simeq 3.4 \times 10^{-5} M_{\text{pl}} M^3 \sqrt{1 - \frac{M_c^2}{M^2}}$$

$$\times \left\{ \exp \left[ 0.85 \sqrt{\frac{M_{\text{pl}}}{M}} \left( 1 - \frac{M_c^2}{M^2} \right)^{1/4} \right] - 0.85 \sqrt{\frac{M_{\text{pl}}}{M}} \left( 1 - \frac{M_c^2}{M^2} \right)^{1/4} - 1 \right\}$$  \tag{B.4}$$

$$\approx \begin{cases} 5.9 \times 10^{-4} M_c^4 \xi \left( -1 + e^{3.5\sqrt{\xi}} - 3.5\sqrt{\xi} \right) & : \xi \ll \xi_c \text{ or } M \simeq M_c, \\ 3.4 \times 10^{-5} M_{\text{pl}} M^3 \left( -1 + e^{0.85\sqrt{\frac{M_{\text{pl}}}{M}}} - 0.85 \sqrt{\frac{M_{\text{pl}}}{M}} \right) & : \xi \ll \xi_c \text{ or } M \gg M_c. \end{cases}$$  \tag{B.5}$$

Here we evaluate $\rho_{\delta h}$ by approximating $m_h^2 = 0$ at later times $t > t_{\text{exit}}(k)$. Figure 11 shows $\rho(\xi)$ and its asymptotic forms. If we zoom in the region $\xi \ll \xi_c$, we get Fig. 12. With these
analytic investigation, we can see that $\rho_{\delta h}$ gets larger than the half of the background energy density $C_1^{2} \rho_{\text{inf}}/2$, that means the completion of preheating at $\xi \gtrsim 50$. It also means that the smallest $\xi_N$ sufficient to complete preheating solely by tachyonic instability is around $\xi_N \simeq 50$ which corresponds to $N = 4$ in Branch 2. Therefore, conservatively speaking, for $\xi \leq \xi_{N=4,\text{Branch2}}$, the tachyonic effect is not strong enough to complete preheating.

C Survival rate

In this appendix, we study the case when the inflaton cannot fully realize the tachyonic instability, namely the ending moment of the tachyonic effect $t_{\text{drop}} < t_{\text{exit},0}$. We define a new
quantity \( R \equiv (t_{\text{drop}} - t_{\text{enter},0})/(t_{\text{exit},0} - t_{\text{enter},0}) = (t_{\text{drop}} - t_{\text{enter},0})M/\pi \) as the “survival rate” of the inflaton on the potential hill which plays the same role as \( t_{\text{drop}} \). The drop-off time \( t_{\text{drop}} \) and the survival rate \( R \) are determined by the model parameters, correctly speaking. In the following, we instead regard them as free phenomenological parameters and evaluate the particle production in terms of the survival rate \( R \). In this way, we can determine the required survival rate for the completion of preheating. The possible \( k \) modes that experience tachyonic instability are different for \( 0 \leq R < 1/2 \) and \( 1/2 \leq R \leq 1 \), as one can easily see that the maximal value of \(|m_h^2|\) varies with \( R \). So for convenience we separate the problem into two main parts, (1) \( 1/2 \leq R \leq 1 \) and (2) \( 0 \leq R < 1/2 \).

C.1 Case (1): \( 1/2 \leq R \leq 1 \)

In this case, we need to further separate the problem into two parts in the \( k \)-domain, namely, (a) the case \( \omega_{h,k}^2 \) is negative at \( t = t_{\text{drop}} \), \( 0 \leq k^2/m_{h,\text{max}}^2 \leq \sin(\pi R) \), and (b) the case \( \omega_{h,k}^2 \) is positive at \( t = t_{\text{drop}} \), \( \sin(\pi R) < k^2/m_{h,\text{max}}^2 \leq 1 \). See Fig. 13 for the schematic picture that shows the representative \( k \)-modes for each case. When we calculate \( \Omega_k \), in the case (a)

![Figure 13: A schematic picture illustrating Case (1)-(a) and Case (1)-(b) is shown. The solid black line represents the effective mass squared of Higgs fluctuations \( m_h^2(t) \). The gray dashed line corresponds to \( k^2 \) for the case (1)-(a) where \( 0 \leq k^2/m_{h,\text{max}}^2 \leq \sin(\pi R) \) and the gray dotted line for the case (1)-(b) where \( \sin(\pi R) \leq k^2/m_{h,\text{max}}^2 \leq 1 \).](image)

the upper limit of the time integration is taken to be \( t_{\text{drop}} \) which is \( k \)-independent, while in the case (b) the upper limit integration is taken to be \( t_{\text{drop}}(k) \) (see Eq. (4.3)) which is \( k \)-dependent.

31
In a similar way to that used in Appendix B, in the case (a) one can calculate

$$\Omega_k = \int_{t_{\text{drop}}}^{t_{\text{enter}}} |\omega_{h,k}(t')| dt' = \frac{m_{h,max}}{M(\xi)} \int \sqrt{\frac{2}{m_{h,max}^2}} \left( \sin t - \frac{k^2}{m_{h,max}^2} \right)^{1/2} dt$$

$$= \frac{2m_{h,max}}{M(\xi)} \sqrt{1 - \frac{k^2}{m_{h,max}^2}} \times \left( \frac{1}{2} \arccos \left( \frac{k^2}{m_{h,max}^2} \right), 1 - \frac{2}{m_{h,max}^2} \right) + E \left[ \frac{\pi}{4}(2R-1), 1 - \frac{2}{m_{h,max}^2} \right] \right).$$

(C.1)

Here, we explicitly write $M(\xi)$ to show that $M$ is a function of $\xi$ through the equation Eq. (2.9). One might think $\Omega_k$ vanishes when $k^2/m_{h,max}^2 = \sin(\pi R)$, but it is not the case. Since here we choose the argument of $\arcsin(x)$ to be within $0 \leq x \leq \pi/2$, $\arcsin(k^2/m_{h,max}^2) \neq \pi R$ in this case, but instead we have

$$\arccos \left( \frac{k^2}{m_{h,max}^2} \right) = \frac{\pi}{2} - \arcsin \left( \frac{k^2}{m_{h,max}^2} \right)$$

(C.2)

$$= \frac{\pi}{2} - \pi(1 - R) = \pi R - \frac{\pi}{2}. \quad (C.3)$$

Therefore, Eq. (C.1) is non-zero in the case $k^2/m_{h,max}^2 = \sin(\pi R)$. In the case (b), we can calculate $\Omega_k$ in the same way in Appendix B as

$$\Omega_k = \frac{4m_{h,max}}{M(\xi)} f \left( \frac{k^2}{m_{h,max}^2} \right). \quad (C.4)$$

As a result, the energy density of produced particles $\rho_{\delta h}$ is obtained as a function of the model parameter $\xi$ and the survival rate $R$ by integrating over the $k$-space as

$$\rho_{\delta h}(\xi, R) = \int \frac{d^3k}{(2\pi)^3} \omega_{h,k} n_k \simeq \frac{1}{2\pi^2} \int k^3 e^{2\Omega_k} dk = \frac{m_{h,max}^4}{2\pi^2} \left( I_{11}(\xi, R) + I_{12}(\xi, R) \right) \quad (C.5)$$

where

$$I_{11}(\xi, R) = \int_0^{\sqrt{\sin(\pi R)}} k^3 \exp \left[ \frac{4m_{h,max}}{M(\xi)} \sqrt{1 - k^2} \left( E \left[ \frac{1}{2} \arccos (k^2), \frac{2}{1 - k^2} \right] + E \left[ \frac{\pi}{4}(2R-1), \frac{2}{1 - k^2} \right] \right) \right] dk$$

(C.6)

$$I_{12}(\xi, R) = \int_0^{\sqrt{\sin(\pi R)}} k^3 \exp \left[ \frac{3m_{h,max}}{M(\xi)} f(k^2/m_{h,max}^2) \right] dk. \quad (C.7)$$

Fig. 14 shows the energy density of Higgs fluctuations after the tachyonic instability $\rho_{\delta h}$ as the function of $R$ and $\xi$ for $1/2 \leq R \leq 1$. We can see that the condition for the complete preheating is not sensitive to the survival rate $R$ for $R > 1/2$. For $\xi \gtrsim 100$, preheating is always completed for $R \geq 1/2$. On the contrary, for $\xi \lesssim 50$, preheating cannot be completed solely by tachyonic effect even if $R = 1$.

In reality, the survival rate is very tiny in the most part of the parameter space and is order of the unity only around each exact hill-climbing parameter $\xi_N$ (or $M_N$). In other
words, our investigation here is meaningful only around these parameters. Therefore, we shall understand that the survival rate $R$ is the one around $\xi_N$ (or $M_N$) and the calculated energy density is the one around them, $\rho_{\delta h}(\xi_N, R)$. From that we can see how $\rho_{\delta h}(\xi_N, R)$ depends on $R$ for each $\xi_N$.

C.2 Case (2): $0 \leq R < 1/2$

In the case (2) with $0 \leq R < 1/2$, $\omega_{h,k}^2$ is always negative at $t_{\text{drop}}$ if the mode experiences the tachyonic instability at $t < t_{\text{drop}}$. Then we can evaluate $\Omega_k$ as

$$\Omega_k = \int_{t_{\text{enter}}(k)}^{t_{\text{drop}}} |\omega_{h,k}(t')| dt' = \frac{m_{h,\text{max}}}{M} \int_{\arcsin(k^2/m_{h,\text{max}}^2)}^{\pi R} \left( \sin t - \frac{k^2}{m_{h,\text{max}}^2} \right)^{1/2} dt$$

$$= \frac{2m_{h,\text{max}}}{M} \sqrt{1 - \frac{k^2}{m_{h,\text{max}}^2}}$$

$$\times \left( E \left[ \frac{1}{2} \arccos \left( \frac{k^2}{m_{h,\text{max}}^2} \right), \frac{2}{1 - k^2/m_{h,\text{max}}^2} \right] - E \left[ \frac{\pi}{4} (1 - 2R), \frac{2}{1 - k^2/m_{h,\text{max}}^2} \right] \right),$$

(C.8)

whose form is the same as Eq. (C.1). However, one should notice the difference that, when $k^2/m_{h,\text{max}}^2 = \sin(\pi R)$,

$$\arccos \left( \frac{k^2}{m_{h,\text{max}}^2} \right) = \frac{\pi}{2} - \arcsin \left( \frac{k^2}{m_{h,\text{max}}^2} \right) = \frac{\pi}{2} - \pi R,$$

(C.9)

because $\pi R < \pi/2$. In other words, Eq. (C.8) vanishes if $k^2/m_{h,\text{max}}^2 = \sin(\pi R)$. This is because if $k^2/m_{h,\text{max}}^2 \geq \sin(\pi R)$, the mode does not experience the tachyonic instability before the Higgs drop-off.

The energy density of produced particles is then

$$\rho_{\delta h}(\xi, R) \sim \frac{1}{2\pi^2} \int k^3 e^{2m_{\phi}^4} dk = \frac{m_{h,\text{max}}^4}{2\pi^2} I_2(\xi, R),$$

(C.10)
where we have defined

\[
I_2(\xi, R) \equiv \int_0^{\sqrt{\sin(\pi R)}} dk \\
\quad \times k^3 \exp \left[ \frac{4m_{h,\text{max}}}{M(\xi)} \sqrt{1 - k^2} \left( E \left[ \frac{1}{2}\arccos \left( k^2 \right), \frac{2}{1 - k^2} \right] - E \left[ \frac{\pi}{4}(1 - 2R), \frac{2}{1 - k^2} \right] \right) \right] \\
= \int_0^{\sqrt{\sin(\pi R)}} dk \\
\quad \times k^3 \exp \left[ \frac{4m_{h,\text{max}}}{M(\xi)} \sqrt{1 - k^2} \left( E \left[ \frac{\pi}{4} - \frac{1}{2}\arcsin(k^2), \frac{2}{1 - k^2} \right] - E \left[ \frac{\pi}{4}(1 - 2R), \frac{2}{1 - k^2} \right] \right) \right],
\]

which is different from \( I_{11} \) due to the difference of the domain of \( R \). The resultant \( \rho_{\delta h}(\xi, R) \) for Branch 2 and \( \rho_{\delta h}(M, R) \) for Branch 1 are shown in Fig. 15. As one can see, for all \( \xi \) (or \( M \)) within the unitary bound \( M < 4.6 \times 10^{-4}M_{\text{pl}} \), at least \( R > \frac{1}{2\pi} \) is required to complete preheating, which is easier to see in Fig. 16.

Figure 15: The energy density of Higgs fluctuations after the tachyonic instability as a function of \( \xi \) (or \( M \)) and \( R \) for \( 0 \leq R < 1/2 \). The gray transparent surface is \( C_2^2 \rho_{\inf}/2 \). Left: Branch 1 (figure shown in terms of \( M/M_{\text{pl}} \)). Right: Branch 2 (figure shown in terms of \( \xi \)).

Figure 16: The same figure as Fig. 15 but for \( 0 \leq R < 1/(2\pi) \).

As mentioned in the beginning of this appendix, \( R \) in reality depends on the model parameters, i.e. \( R(\xi) \) or \( R(M) \), and it plays an essential role to determine the degree of
fine-tuning needed to complete preheating (see Sec. 4). Thus, if one could relate $R$ and $\xi$ (or $M$), the required degree of fine-tuning can be predicted analytically. However, it is difficult to solve this relation analytically, especially due to the requirement $R \gtrsim 1/(2\pi)$. Generally speaking, the difficulty comes from the nonlinearity of the system. If the required survival rate is sufficiently small, i.e. tachyonic effect is strong enough even when the inflaton stays on the hill for very short time compared with the time scale of the scalaron oscillation, one can linearly approximate $m_h^2(t)$, so that the equations of motion for the background field dynamics for the scalaron and the Higgs field can be solved analytically. As a result, one can express the survival rate in terms of the model parameters. Unfortunately, as seen in Fig. 15 and 16, relatively large $R \gtrsim 1/(2\pi)$ is needed, which prevents one from using linear approximation to solve the equations of motion for the purpose of finding the necessary degree of fine-tuning to complete preheating.
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