Sentence Punctuation for Collaborative Commentary Generation in Esports Live-Streaming
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Abstract—To solve the existing sentence punctuation problem for collaborative commentary generation in Esports live-streaming, this paper presents two strategies for sentence punctuation for text sequences of game commentary, that is, punctuating sentences by two or three text sequence(s) originally punctuated by Youtube to obtain a complete sentence of commentary. We conducted comparative experiments utilizing and fine-tuning a state-of-the-art pre-trained generative language model among two strategies and the baseline to generate collaborative commentary. Both objective evaluations by automatic metrics and subjective analyses showed that our strategy of punctuating sentences by two text sequences outperformed the baseline.

Index Terms—Collaborative Commentary Generation, Sentence Punctuation

I. INTRODUCTION

The prosperity of Esport catalyzes a significant research interest for academics [1]–[3] and industrial researchers [4], [5] to pay attention to research topics of Esports’ game commentary since the game commentator could entertain the audiences by interactively informing them of game-related information during live-streaming. Moreover, the task of collaborative commentary generation aims to generate an expected follow-up commentary based on commentary given by the human commentator to collaborate with him or her interactively.

Although the video caption of Esports games which were collected from the public video website that could be used for game commentary, is processed and punctuated, we notice the punctuated text sequences are usually incomplete game commentary (see Case Solo in Table I) game scene screenshots were captured from Esports game videos derived from Youtube. Thus, we assume the use of original punctuated sentences will cause the problem of generating incomplete commentary, resulting in the game AI commentator output incomplete game commentary, fails to collaborate with the human commentator.

To this end, further punctuating sentences is needed to leverage such data effectively. In this paper, we present two strategies for sentence punctuation for game commentary. We compared our two strategies with baseline by employing and fine-tuning a state-of-the-art generative language model Text-to-Text Transfer Transformer (T5) [6] to generate collaborative commentary, respectively. Objective evaluations from automatic metrics and subjective analyses on generated commentaries among three strategies shown our strategy of punctuating sentences by two text sequences outperformed the baseline.

II. METHOD

Sentence Punctuation for Collaborative Commentary: According to the finding mentioned in introduction, the generated commentary should be a complete sentence of commentary rather than a sliced snippet. As shown in Table I, in this paper we compared three strategies: the baseline Case Solo, Case Duo and Case Tri, denoting punctuating sentences by 1, 2 and 3 text sequence(s) originally punctuated by Youtube respectively.

Pre-trained Generative Language Models: We used and fine-tuned a state-of-the-art generative pre-trained model, Text-to-Text Transfer Transformer (T5) for game collaborative commentary generation.

III. EXPERIMENTS

A. Experimental Settings

We collected text sequences from 100 videos of one of the most watched Esports games [7] called League of Legend from Youtube, further processed into Case Solo, Duo and Tri respectively. Text sequences from 90 videos were used for fine-tuning and others were used for testing. In experiment, we used the small (T5-small) and base (T5-base) version of T5 model and compared three strategies of sentence punctuation for Esports collaborative commentary generation.

B. Evaluation Results

Objective Results Given by Automatic Metrics: We evaluated the generated commentary by using BLEU [8], ROUGE-1, 2, L [9], and METEOR [10]. As expected, the performance of ROUGE-1, 2, L among three strategies of sentence punctuation increased, which implies fine-tuning increases the recall rate of words in generated commentary from reference commentary, and in Case Solo the METEOR score also increases,
which stands for correlation of wording and phrasing with generated text with reference text. We marked the highest score of each metric for three strategies in bold, respectively.

**Subjective Analyses on Generated Commentaries:** We compared the generated commentary from fine-tuned T5-base model. We observed (1) the model generated sliced key game-related phrases and incomplete sentences for commentary that is semantically ambiguous in all cases, especially in Case Solo. (2) Case Duo and Case Tri model could generate the entire key game-related phrases such as the game-related scenes narrative with the correct name of characters and moves. (3) However, Case Tri model generates more than one commentary (we expect only to generate one commentary for one commentary given by a human commentator).

**IV. CONCLUSION**

To solve the sentence punctuation problem for collaborative commentary generation in Esports live-streaming, this paper presents two strategies for sentence punctuation for punctuating text sequences of game commentary. We conducted comparative experiments among baseline and two strategies on state-of-the-art pre-trained language models for Esports collaborative commentary generation. From experiment results, we found that (1) the fine-tuning on pre-trained language models improves recalling the words from reference commentary. (2) Objective evaluations from automatic metrics and subjective analyses on generated examples on generated commentaries among three strategies showed Case Duo, the strategy of punctuating sentences by two text sequences outperformed the baseline. (3) From the subjective analyses on Case Tri we found that inputting lengthy text sequences results in the AI commentator output more than one commentary that confuses the human commentator. Our future work will develop a more advanced sentence punctuation strategy study using human evaluation for collaborative commentary generation in Esports live-streaming.
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