Experimental Demonstration of Neuromorphic Network with STT MTJ Synapses
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Abstract—We present the first experimental demonstration of a neuromorphic network with magnetic tunnel junction (MTJ) synapses, which performs image recognition via vector-matrix multiplication. We also simulate a large MTJ network performing MNIST handwritten digit recognition, demonstrating that MTJ crossbars can match memristor accuracy while providing increased precision, stability, and endurance.
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I. INTRODUCTION

One of the primary hardware costs incurred by artificially-intelligent neural networks is due to vector-matrix multiplication (VMM), which is generally performed with floating-point binary numbers and computed exactly with cumbersome multiplication computations which scale with the number of entries in the matrix; i.e., \(O(N^2)\). As neural networks are robust to imprecision, there is therefore an opportunity to improve neural network efficiency through the approximate analog calculation of VMM.

Neuromorphic computing aims to mimic both the functionality and structure of the human brain through the interconnection of biomimetic neurons and synapses. Non-volatile analog resistive memory devices appear to naturally mimic the behavior of neurobiological synapses, and can be used to perform VMM by taking advantage of Ohm’s and Kirchhoff’s laws to efficiently perform these calculations in terms of voltage and current (Fig. 1). Most research in this area has focused on crossbars composed of memristors and phase change memory (PCM) [1], in which the device resistance can be written and erased via voltage pulses across the device. However, these devices suffer from several major challenges which limit their utility for VMM crossbars, including

- stochastic writing that impedes precise setting to a desired resistance state,
- weights drifting over time through stochastic processes,
- limited endurance, and
- compatibility challenges with modern CMOS processes.

The magnetic tunnel junctions (MTJs) shown in Fig. 2 provide solutions to the limitations of memristors and PCM, but only exhibit binary resistance states. Importantly, it was recently proposed that stochastic MTJ switching enables analog neuromorphic behavior with MTJs [2], though this has not yet been experimentally demonstrated.

Here we present the first experimental demonstration of a neuromorphic network using MTJ synapses for VMM. While spintronic devices have been demonstrated for other neuromorphic functions – e.g. spin-torque nano oscillators [3], domain wall MTJs [4], and stochastic p-bits [5] – they have not previously been demonstrated as adjustable synapses in a neuromorphic network. This paper reports the experimental demonstration of a small binarized neuromorphic network with MTJ synapses, greatly advancing the development of highly-efficient, robust hardware amenable to neural applications.
II. BACKGROUND: MAGNETIC TUNNEL JUNCTION SYNAPSE FOR NEUROMORPHIC COMPUTING

The switching between the two spin-transfer torque (STT)-MTJ magnetic states is intrinsically stochastic, with a switching probability dependent on the write pulse voltage and duration time. Vincent et al. [2] proposed that the stochastic switching of STT-MTJs can emulate analog synapse behavior in a neuromorphic system, which can overcome the limitations of binary weights provided by MTJs. Further, their simulation results indicate strong robustness to device mismatch and variations, thus providing a pathway for neuromorphic computing with binary MTJs.

III. VECTOR-MATRIX MULTIPLICATION WITH NEUROMORPHIC MTJ SYNAPtic NETWORKS

One of the primary challenges impeding the use of MTJs in a VMM crossbar array is the low on-off resistance ratio, limiting the ability to implement synaptic weights of zero. As shown in Fig. 3, we propose that this challenge can be overcome by including simple logic that efficiently resolves this issue, enabling zero-valued and negative weights with minimal additional logic.

Let the parallel (P) and anti-parallel (AP) MTJ conductances be denoted by $G_P$ and $G_{AP}$, respectively, within an MTJ crossbar array $\mathbf{G}$. Let $v_{in}$ be a binarized input voltage vector with values 0 and a fixed ‘1’ value of $v_r$. The column output current $i_{out}$ can then be computed as

$$i_{out} = \mathbf{G} \cdot \mathbf{v}_{in} = \sum_{n|\mathbf{v}_{in,n} \neq 0} v_r \times G_n$$

where $G_n$ is the $n^{th}$ column of the conductance matrix. We propose implementing negative weights by subtracting the effect of the AP conductances. Let $s = (G_P + G_{AP})/2$ be the weight adjustment factor and correct $i_{out}$ with

$$i_{cor} = i_{out} - s \times \text{sum}(\mathbf{v}_{in}) = i_{out} - s \times \text{nnz}(\mathbf{v}_{in}) \times v_r = \sum_{n|\mathbf{v}_{in,n} \neq 0} v_r \times (G_n - s),$$

where $\text{nnz}(A)$ is the number of non-zero elements of $A$. This effectively shifts each weight to be either $-(G_P - G_{AP})/2$ or $+(G_P - G_{AP})/2$. $i_{cor}$ may be computed with very simple logic at the output of the VMM, and different values of $s$ may be chosen to enable different weights (including zero-valued weights). Thus, with this correction step, the weights

---

Fig. 3. Binary VMM with an MTJ crossbar array. As the MTJs have binary positive states, a correction step is used at the crossbar output. This step enables a wide range of weights including zero-valued or negative weights.

Fig. 4. Schematic of the experimental setup. The input voltages are provided by the power supplies (PS1-4), and the output currents are read by the two channels of the source meter. For each MTJ, the blue layer represents the free layer, and the green layer represents the fixed layer. Note that the MTJ layout here is an example and does not match our experimental chip.

Fig. 5. (a) Image recognition using a small neural network. A 4x2 single layer neural network capable of classifying 2x2 images. For classification, the input image is vectorized and fed into the network which compares it pixel-by-pixel to the output classes. A weight of +0.45 (-0.45) is used for expected white (black) pixels. (b) Trained MTJ neural network. Physical quantities are normalized such that $v_r = 1$ and $G_{AP} = 1$. Given this configuration, the output ranges between $I = \pm 0.9$, with positive values corresponding to a greater match between the input image and the target. In this case, the image (1, 0, 0, 1) is fed into the network matching target image 2 identically and target image 1 neutrally.
are not constrained to the P and AP resistances and may be chosen arbitrarily, opening wide the application space for MTJ synaptic crossbars. The following demonstration uses this correction step to emulate weights symmetric about 0.

IV. EXPERIMENTAL SETUP

Our experiment demonstrates a 4x2 neuromorphic VMM accelerator, with eight two-terminal MTJ synapses as shown in Fig. 4. The four input voltages are provided by four power supplies (PS) and the two output currents are read by the source measuring unit (SMU). Each MTJ needs two probes to connect the top and bottom electrodes individually, thereby requiring a total of 16 probes for this 4x2 neuromorphic network.

V. TASK & RESULTS

To evaluate the functionality of the proposed system, we tested the system on the two pixel by two pixel supervised image classification task shown in Fig. 5(a). In this task, four input pixels are fed into the network, which is tasked with recognizing two target images. The network must calculate the Hamming distance between the input and target images, to which a threshold may be applied to identify images that are identical or sufficiently similar to the target image. The synapses in the network were trained offline to weights of either +0.45 or -0.45, corresponding respectively to the P and AP MTJ resistance states.

The resistance of each MTJ is initialized to either the P or AP state based on the network training. This is shown in Fig. 5(b), which depicts the electrical response for one particular input image, as well as the crossbar output both before and after the subtraction logic. Fig. 6 depicts our 16 probes contacting the eight MTJs selected for the experiment.

All 16 input voltage combinations are fed into the MTJ array and the output current is measured; currents normalized by the average AP state current are presented in Fig. 7. The output current variations result primarily due to power supply voltage variation and differences in probe connectivity. Significantly decreased variation is expected for future neuromorphic networks with MTJ arrays directly integrated with the peripheral CMOS circuits.

| Input Vector | Hamming Distance from Target | Normalized Output Current | Post-Subtraction Current | Expected VMM Output |
|--------------|-------------------------------|---------------------------|--------------------------|---------------------|
| P1 P2 P3 P4  | O1  O2                        | O1  O2                    | O1  O2                   | O1  O2              |
| 0 0 0 1      | 2  2                          | 0.00 0.00                 | -0.45 -0.40             | 0 0                 |
| 0 0 1 0      | 3  1                          | 0.99 1.84                 | -0.40 -0.36             | -0.45 -0.45        |
| 0 1 0 1      | 4  2                          | 2.02 2.92                 | -0.86 0.04              | -0.9 0              |
| 0 0 1 1      | 3  1                          | 1.95 0.89                 | 0.51 -0.55              | 0.45 0.45          |
| 0 0 1 0      | 1  3                          | 2.94 2.74                 | 0.06 -0.14              | 0 0                 |
| 0 1 1 0      | 2  4                          | 3.00 1.95                 | 0.12 -0.93              | 0 0                 |
| 0 0 1 0      | 3  3                          | 3.97 3.80                 | -0.35 -0.52             | -0.45 -0.45        |
| 1 0 0 0      | 1  1                          | 1.87 1.98                 | 0.43 0.54               | 0.45 0.45          |
| 1 0 0 0      | 1  0                          | 2.84 3.81                 | -0.04 0.93              | 0 0                 |
| 0 0 0 1      | 2  2                          | 0.01 0.15                 | 0 0                     |
| 0 1 1 0      | 3  1                          | 2.89 3.03                 | 0.9 0                   |
| 0 0 0 1      | 2  0                          | 3.79 4.86                 | -0.53 0.54              | -0.45 0.45         |
| 1 0 1 0      | 0  2                          | 3.76 2.86                 | 0.88 -0.02              | 0.9 0               |
| 1 1 0 0      | 1  1                          | 3.74 4.75                 | 0.42 0.43               | 0.45 0.45          |
| 1 1 0 1      | 1  3                          | 4.63 3.87                 | 0.31 -0.45              | 0.45 -0.45         |
| 1 1 1 1      | 2  2                          | 5.73 5.57                 | -0.03 -0.19             | 0 0                 |

Fig. 7. Experimental Results. All possible input images were presented to the MTJ VMM network. The Hamming distance between the input and target images was calculated. A color scale from blue to red is used to show image alignment with blue (red) indicating maximum (minimum) alignment. DC input voltages were fed into the network and the output currents were measured and normalized by the average current through the AP MTJs. The subtraction factor described in Sec III was calculated to be 1.44 after normalization and was subtracted from the measured output currents giving the VMM results shown. The same color scheme is used for this output demonstrating successful VMM experimental calculation for all input combinations.
Fig. 8 includes the post-subtraction results of the normalized current using (2). By setting proper thresholds, the post-subtraction results can be categorized into five distinct bins. These post-subtraction currents show high fidelity to the expected VMM results for this four-pixel input task, demonstrating robustness to device and testing imprecision. This circuit thus successfully performs the VMM.

VI. MTJ CROSSBAR SCALING

To demonstrate this robustness, we trained and simulated a single-layer neuromorphic network with MTJ synapses to perform the MNIST handwritten digit recognition task similar to the experiment performed in [6]. As in [6], images were scaled to be 19x20 pixels. Our 380x10 single-layer network applied a softmax activation function output layer and was trained using the matrix pseudo-inverse. Weights were then binarized according to a fixed threshold to map into an MTJ array. No further weight optimizations were performed on the network. A Monte Carlo simulation was performed in which device-to-device variations and tunneling magnetoresistance were chosen to match experimental values. The resultant weight matrix is depicted in Fig. 8(a).

Fig. 8(b) illustrates a comparison between the benchmark memristor system in [6] and our simulated MTJ network. Bars are drawn relative to the ideal analog neural networks in both works to depict loss in accuracy when imprecision is incorporated. Binarization of the weights accounts for most of the accuracy loss, with MTJ variance adding 0.3% loss; we expect that with binary weight optimization, the MTJ system will be more accurate than the memristor system. This is consistent with the large robustness to variations demonstrated in the simulations of [2]. MTJ device-to-device variation thus does not impede the scaling of neuromorphic networks to large sizes.

VII. CONCLUSIONS

We report the first experimental demonstration of a neuromorphic network with MTJ synapses, and demonstrate that variance in MTJ resistance results in minimal accuracy loss when scaled to larger networks. This work thus provides initial experimental proof that MTJ synaptic crossbars can perform VMM in a manner similar to memristor crossbars, while providing a pathway for increased precision, stability, endurance, and technology integration.
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