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Abstract

Our main result provides a closed expression for the completely bounded Fourier multiplier norm of the spherical functions on the generalized Lorentz groups $SO_0(1,n)$ (for $n \geq 2$). As a corollary, we find that there is no uniform bound on the completely bounded Fourier multiplier norm of the spherical functions on the generalized Lorentz groups. We extend the latter result to the groups $SU(1,n)$, $Sp(1,n)$ (for $n \geq 2$) and the exceptional group $F_4(-20)$, and as an application we obtain that each of the above mentioned groups has a completely bounded Fourier multiplier, which is not the coefficient of a uniformly bounded representation of the group on a Hilbert space.

Introduction

Let $Y$ be a non-empty set. A function $\psi : Y \times Y \to \mathbb{C}$ is called a Schur multiplier if for every operator $A = (a_{x,y})_{x,y \in Y} \in \mathcal{B}(\ell^2(Y))$ the matrix $(\psi(x, y)a_{x,y})_{x,y \in Y}$ again represents an operator from $\mathcal{B}(\ell^2(Y))$ (this operator is denoted by $M_\psi A$). If $\psi$ is a Schur multiplier it follows easily from the closed graph theorem that $M_\psi \in \mathcal{B}(\mathcal{B}(\ell^2(Y)))$, and one refers to $\|M_\psi\|$ as the Schur norm of $\psi$ and denotes it by $\|\psi\|_S$.

Let $G$ be a locally compact group. In [Her74], Herz introduced a class of functions on $G$, which was later denoted the class of Herz–Schur multipliers on $G$. By the introduction to [BF84], a continuous function $\varphi : G \to \mathbb{C}$ is a Herz–Schur multiplier if and only if the function

\begin{equation}
\hat{\varphi}(x, y) = \varphi(y^{-1}x) \quad (x, y \in G)
\end{equation}

is a Schur multiplier, and the Herz–Schur norm of $\varphi$ is given by

$$\|\varphi\|_{HS} = \|\hat{\varphi}\|_S.$$
In [DCH85] De Cannière and Haagerup introduced the Banach algebra $MA(G)$ of Fourier multipliers of $G$, consisting of functions $\varphi : G \to \mathbb{C}$ such that

$$\varphi \psi \in A(G) \quad (\psi \in A(G)),$$

where $A(G)$ is the Fourier algebra of $G$ as introduced by Eymard in [Eym64] (the Fourier–Stieltjes algebra $B(G)$ of $G$ is also introduced in this paper). The norm of $\varphi$ (denoted $\|\varphi\|_{MA(G)}$) is given by considering $\varphi$ as an operator on $A(G)$. According to [DCH85, Proposition 1.2] a Fourier multiplier of $G$ can also be characterized as a continuous function $\varphi : G \to \mathbb{C}$ such that

$$\lambda(g) \mapsto \varphi(g)\lambda\quad (g \in G)$$

extends to a $\sigma$-weakly continuous operator (still denoted $M_\varphi$) on the group von Neumann algebra ($\lambda : G \to B(L^2(G))$ is the left regular representation and the group von Neumann algebra is the closure of the span of $\lambda(G)$ in the weak operator topology). Moreover, one has $\|\varphi\|_{MA(G)} = \|M_\varphi\|$. The Banach algebra $M_0A(G)$ of completely bounded Fourier multipliers of $G$ consists of the Fourier multipliers of $G$, $\varphi$, for which $M_\varphi$ is completely bounded. In this case they put $\|\varphi\|_{M_0A(G)} = \|M_\varphi\|_{cb}$.

In [BF84] Bożejko and Fendler show that the completely bounded Fourier multipliers coincide isometrically with the continuous Herz–Schur multipliers. In [Jol92] Jolissaint gives a short and self-contained proof of the result from [BF84] in the form stated below.

\[0.1\text{ Proposition }([BF84], [Jol92]).\] Let $G$ be a locally compact group and assume that $\varphi : G \to \mathbb{C}$ and $k \geq 0$ are given, then the following are equivalent:

(i) $\varphi$ is a completely bounded Fourier multiplier of $G$ with $\|\varphi\|_{M_0A(G)} \leq k$.

(ii) $\varphi$ is a continuous Herz–Schur multiplier on $G$ with $\|\varphi\|_{HS} \leq k$.

(iii) There exists a Hilbert space $\mathcal{H}$ and two bounded, continuous maps $P, Q : G \to \mathcal{H}$ such that

$$\varphi(y^{-1}x) = \langle P(x), Q(y) \rangle \quad (x, y \in G)$$

and

$$\|P\|_{\infty} \|Q\|_{\infty} \leq k,$$

where

$$\|P\|_{\infty} = \sup_{x \in G} \|P(x)\| \quad \text{and} \quad \|Q\|_{\infty} = \sup_{y \in G} \|Q(y)\|.$$
Let $G$ be a locally compact group and $K$ a compact subgroup. A function $f$ on $G$ is called $K$-bi-invariant if

$$f(kgk') = f(g) \quad (g \in G, k, k' \in K).$$

Let $C_c(G)^\flat$ denote the set of compactly supported continuous functions on $G$ which are $K$-bi-invariant (throughout, we let the superscripts $\flat$ on a set of functions on $G$ denote the subset consisting of the $K$-bi-invariant functions—in general, there should be no confusion over which $K$ is meant). The pair $(G, K)$ is a Gelfand pair if $C_c(G)^\flat$ is commutative with respect to convolution.

This implies that $L^1(G)^\flat$ is commutative with respect to convolution and that $G$ is unimodular (cf. [CEF+83]).

A spherical function on a Gelfand pair $(G, K)$ is a function $\varphi \in C(G)^\flat$ such that

$$f \mapsto \langle f, \varphi \rangle \quad (f \in C_c(G)^\flat)$$

is a non-zero character, where

$$\langle f, \varphi \rangle = \int_G f(g)\varphi(g)d\mu_G(g) \quad (f \in C_c(G)^\flat, \varphi \in C(G)^\flat)$$

and $\mu_G$ is a left and right invariant Haar measure on $G$.

In [DCH85] it was proved that the reduced $C^*$-algebra of any closed discrete subgroup of the generalized Lorentz groups $SO_0(1, n)$ (for $n \geq 2$) have the completely bounded approximation property (CBAP). The proof relied on finding good upper bounds on the $M_0A(G)$-norm of the spherical functions on $SO_0(1, n)$. The main result of section [1] (Theorem 1.12) is an exact computation of the $M_0A(G)$-norm of the spherical functions on $SO_0(1, n)$:

0.2 Theorem. Let $(G, K)$ be the Gelfand pair with $G = SO_0(1, n)$ and $K = SO(n)$ for $n \geq 2$ and put $m = n - 1$. Let $(\varphi_s)_{s \in \mathbb{C}}$ denote the spherical functions on $(G, K)$ indexed in the same way as in [GV88, Example 4.2.4]. Then the completely bounded Fourier multiplier norm is given by

$$\|\varphi_s\|_{M_0A(G)} = \frac{\Gamma\left(\frac{m}{2} + \text{Re}(s)\right) \Gamma\left(\frac{m}{2} - \text{Re}(s)\right) \Gamma\left(\frac{m}{2} + i\text{Im}(s)\right) \Gamma\left(\frac{m}{2} - i\text{Im}(s)\right)}{\Gamma\left(\frac{m}{2}\right) \Gamma\left(\frac{m}{2} + s\right) \Gamma\left(\frac{m}{2} - s\right)}$$

for $|\text{Re}(s)| < \frac{m}{2}$, where $\Gamma$ is the Gamma function, and

$$\|\varphi_s\|_{M_0A(G)} = 1$$

for $s = \pm \frac{m}{2}$. 

3
Table 1: Computation of $p$ and $q$.

| $\mathbb{F}$ | $G$       | $p = (n - 1) \dim_{\mathbb{F}}(\mathbb{F})$ | $q = \dim_{\mathbb{F}}(\mathbb{F}) - 1$ |
|-------------|-----------|------------------------------------------|------------------------------------------|
| $\mathbb{R}$ | $SO_0(1, n)$ | $n - 1$                                  | $0$                                      |
| $\mathbb{C}$ | $SU(1, n)$  | $2n - 2$                                  | $1$                                      |
| $\mathbb{H}$ | $Sp(1, n)$  | $4n - 4$                                  | $3$                                      |
| $\mathbb{O}$ | $F_{4(-20)}$| $8$                                      | $7$                                      |

The spherical functions considered in Theorem 0.2 constitute all spherical functions on $SO_0(1, n)$ which are completely bounded Fourier multipliers—this is contained in Theorem 0.3 (i).

The main result of [DCH85] was generalized in [CH89] to all connected, real rank one, simple Lie groups with finite center. These Lie groups are locally isomorphic to $SO_0(1, n)$, $SU(1, n)$, $Sp(1, n)$ (for $n \geq 2$) or to the exceptional group $F_{4(-20)}$ (cf. [Hel78]). The exact value of the $M_0A(G)$-norm of the spherical functions on $SU(1, n)$, $Sp(1, n)$ or $F_{4(-20)}$ are not known. In section 2 we prove (cf. Theorem 2.4 and 2.5):

0.3 Theorem. Let $G$ be $SO_0(1, n)$, $SU(1, n)$, $Sp(1, n)$ (for $n \geq 2$) or $F_{4(-20)}$ and let $K$ be the corresponding maximal compact subgroup coming from the Iwasawa decomposition as in [GV88]. Let $(\varphi_s)_{s \in \mathbb{C}}$ be the spherical functions on $(G, K)$ indexed as in [GV88, Example 4.2.4], and put

$$m = p + 2q,$$

where $p, q$ are computed according to Table 1. Then

1. $\varphi_s \in M_0A(G)$ if and only if $|\text{Re}(s)| < \frac{m}{2}$ or $s = \pm \frac{m}{2}$.
2. $\|\varphi_s\|_{M_0A(G)}$ is not uniformly bounded on the strip $|\text{Re}(s)| < \frac{m}{2}$.

The “if” part of Theorem 0.3 (i) was proved in [DCH85] for $SO_0(1, n)$ and in [CH89] for $SU(1, n)$, $Sp(1, n)$ and $F_{4(-20)}$. Not that, according to [CH89 Proposition 1.6 (b)], a spherical function, on one of the Gelfand pairs considered in Theorem 0.3 is a Fourier multiplier if and only if it is a completely bounded Fourier multiplier (and the two norms coincide). Hence, we could choose to formulate Theorem 0.3 (and other theorems) in terms of Fourier multipliers instead of completely bounded Fourier multipliers. We will not do that, since completely bounded Fourier multipliers seem to be the more canonical concept (and the one we consider in section 3).

Results corresponding to Theorem 0.2 and Theorem 0.3 are obtained in [HSS09 Theorem 5.8] for the Gelfand pair $(PGL_2(\mathbb{Q}_q), PGL_2(\mathbb{Z}_q))$, where
\( \mathbb{Q}_q \) is the field of p-adic numbers for a prime number \( q \) and \( \mathbb{Z}_q \) is the subring of p-adic integers.

Let \( G \) be one of the groups \( SO_0(1,n) \), \( SU(1,n) \), \( Sp(1,n) \) (for \( n \geq 2 \)) or \( F_{4(-20)} \), then \( G \) has an Iwasawa decomposition \( G = KAN \) (or \( g = k + a + n \) at the level of Lie algebras), where \( K \) is a maximal compact subgroup, \( A \) is an abelian subgroup and \( N \) is a nilpotent subgroup. Since \( G \) has real rank one, \( A \) is one dimensional and is customarily written

\[
A = \{ a_r : r \in \mathbb{R} \},
\]

where

\[
a_r = \exp(rH)
\]

for a certain \( H \in \mathfrak{a}^+ \).

0.4 Remark. There is a unique positive simple root in \( \mathfrak{a}^* \), which will be denoted \( \alpha \). The reader familiar with the Iwasawa decomposition will observe that \( p \) and \( q \) from Table II are given by \( p = \dim(\mathfrak{g}_\alpha) \) and \( q = \dim(\mathfrak{g}_{2\alpha}) \), where \( \mathfrak{n} = \mathfrak{g}_\alpha + \mathfrak{g}_{2\alpha} \) is the sum of the positive root spaces. The choice of \( H \in \mathfrak{a}^+ \) is made such that \( \alpha(H) = 1 \) (cf. [GV88, Example 4.2.4]).

For \( SO_0(1,n) \), \( N \) is abelian while for the remaining groups \( N \) is step-two nilpotent. It is well known that \( (G,K) \) is a Gelfand pair for all these groups (cf. [GV88 Corollary 1.5.6])—it is the canonical Gelfand pair on \( G \), so we will often refer to the spherical functions on the Gelfand pair \( (G,K) \) as the spherical functions on \( G \). The polar decomposition of \( G \) (cf. [GV88, Lemma 2.2.3]) is given by \( G = K\hat{A}^+K \), where \( A^+ = \{ a_r : r > 0 \} \) and \( \hat{A}^+ = \{ a_r : r \geq 0 \} \). Since the spherical functions on \( (G,K) \) are \( K \)-bi-invariant they can be thought of as functions on \( \hat{A}^+ \) (or \( A \), using that \( a^{-1}_r = a_{-r} \) and that the spherical functions are invariant under taking inverse).

Let \( (G,K) \) be one of the above Gelfand pairs, and put

\[
m = p + 2q
\]

and

\[
m_0 = p + 2,
\]

where \( q \) and \( p \) are given in Table II. According to [GV88, (4.2.23)] the spherical function \( \varphi_s \) (s \( \in \mathbb{C} \)) on \( (G,K) \) is given by

\[
\varphi_s(a_r) = F\left(\frac{m}{4} + \frac{s}{2}; \frac{m}{4} - \frac{s}{2}; \frac{m + m_0}{4}; -\sinh(r)^2\right) \quad (r \in \mathbb{R}),
\]
where $F(a, b; c; z)$ is the *Hypergeometric function* of the complex variable $z$ with parameters $a, b, c \in \mathbb{C}$ as defined in [EMOT53a, § 2.1]. Let $S_m$ be the strip in the complex plane given by $S_m = \{ \sigma + it \in \mathbb{C} : |\sigma| < \frac{m}{2}, t \in \mathbb{R} \}$. We list here some well-known results about the spherical functions on $G$ (general references are [GV88], [CEF+83] and [Hel84]):

- Every spherical function on $(G, K)$ equals $\varphi_s$ for some $s \in \mathbb{C}$.
- $\varphi_s = \varphi_{s'}$ if and only if $s = \pm s'$.
- $\varphi_s = 1$ (the constant function 1) for $s = \pm \frac{m}{2}$.
- $\varphi_s$ is bounded if and only if $s \in \overline{S}_m$, and in this case $\| \varphi \|_{\infty} = 1$.
- For every $g \in G$ the map $s \mapsto \varphi_s(g)$ is analytic.
- $\varphi_s$ (considered as a function on $G/K$) is an eigenfunction of the Laplace–Beltrami operator with eigenvalue $s^2 - \left( \frac{m}{2} \right)^2$.

By a *representation* $(\pi, \mathcal{H})$ of a locally compact group $G$ on a Hilbert space $\mathcal{H}$ we mean a homomorphism of $G$ into the invertible elements of $\mathcal{B}(G)$. A representation $(\pi, \mathcal{H})$ of $G$ is said to be *uniformly bounded* if

$$\sup_{g \in G} \| \pi(g) \| < \infty$$

and one usually writes $\| \pi \|$ for $\sup_{g \in G} \| \pi(g) \|$. If $g \mapsto \pi(g)$ is continuous with respect to the strong operator topology on $\mathcal{B}(G)$ then we say that $(\pi, \mathcal{H})$ is *strongly continuous*. Let $(\pi, \mathcal{H})$ be a strongly continuous, uniformly bounded representation of $G$ then, according to [DCH85, Theorem 2.2], any coefficient of $(\pi, \mathcal{H})$ is a continuous Herz–Schur multiplier, i.e.,

$$g \mapsto \langle \pi(g)\xi, \eta \rangle \quad (g \in G)$$

is a continuous Herz–Schur multiplier with

$$\| \varphi \|_{M_{\pi}(G)} \leq \| \pi \|^2 \| \xi \| \| \eta \|$$

for any $\xi, \eta \in \mathcal{H}$ (note that this result also follows as a corollary to Proposition 0.1).

---

1This Hypergeometric function is sometimes called $2F_1(a, b; c; z)$ instead of just $F(a, b; c; z)$, but since we do not use any other types of generalized Hypergeometric functions we choose to omit the extra subscripts. It is defined through a power series that converges absolutely for $|z| < 1$ (and also for $|z| = 1$ if $\text{Re}(a + b) < \text{Re}(c)$). If $|z|$ exceeds 1 in our formulas we are implicitly using an analytic continuation.
U. Haagerup has shown that on the non-abelian free groups there are Herz–Schur multipliers which cannot be realized as coefficients of uniformly bounded representations. The proof by Haagerup has remained unpublished, but Pisier has later given a different proof, cf. [Pis05]. In section 3 we use [HSS09, Theorem 5.8] and Theorem 0.3 (ii) together with a modified version of Haagerup’s proof to show (cf. Theorem 3.6 and Remark 3.7):

0.5 Theorem. Let \( G \) be a group of the form \( \text{SO}_0(1,n) \), \( \text{SU}(1,n) \), \( \text{Sp}(1,n) \) (with \( n \geq 2 \)), \( F_{4(-20)} \) or \( \text{PGL}_2(\mathbb{Q}_q) \) (with \( q \) a prime number). There is a completely bounded Fourier multiplier of \( G \) which is not the coefficient of a uniformly bounded representation of \( G \).

By permission of Haagerup, his proof for the non-abelian free groups is included in section 3 (cf. Theorem 3.8).

1 Spherical functions on \( \text{SO}_0(1,n) \)

The linear transformations of \( n+1 \) (\( n \geq 2 \)) dimensional Minkowski space leaving invariant the quadratic form

\[-x_0^2 + x_1^2 + \cdots + x_n^2\]

consists of the real \( n+1 \times n+1 \) matrices satisfying

\[(1.1) \quad g^T J g = J,\]

where \( g^T \) denotes the transposed of \( g \) and \( J \) is the \( n+1 \times n+1 \) matrix given by

\[
J = \begin{pmatrix}
-1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{pmatrix}.
\]

If \( g = (g_{ij})_{i,j=0}^n \) is a real \( n+1 \times n+1 \) matrix satisfying (1.1), then it is easily verified that \( \det(g) = \pm 1 \) and \( |g_{00}| = \sqrt{1 + g_{10}^2 + \cdots + g_{n0}^2} \geq 1 \). We also mention that the inverse of \( g \) is given by

\[
g^{-1} = J g^T J = \begin{pmatrix}
g_{00} & -g_{10} & \cdots & -g_{n0} \\
-g_{01} & g_{11} & \cdots & g_{n1} \\
\vdots & \vdots & \ddots & \vdots \\
-g_{0n} & g_{1n} & \cdots & g_{nn}
\end{pmatrix}.
\]
The generalized Lorentz group \(SO_0(1,n)\) consists of exactly those real \(n + 1 \times n + 1\) matrices \(g = (g_{ij})_{i,j=0}^n\) satisfying (1) for which \(\det(g) = 1\) and \(g_{00} \geq 1\) (this is the same as taking the connected component containing the identity). For more details, cf. [Tak63, Ch. I § 1] or [Lip69, § 2]. We choose the same Iwasawa decomposition for \(SO_0(1,n)\) as [Tak63] and [Lip69], i.e., we let the compact group \(K\) be given by

\[
K = 1 \times SO(n),
\]

the abelian group \(A\) be given by

\[
A = \{a_r : r \in \mathbb{R}\}, \quad a_r = \begin{pmatrix}
\cosh(r) & \sinh(r) & 0 & \cdots & 0 \\
\sinh(r) & \cosh(r) & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{pmatrix}
\]

and the nilpotent group \(N\) be given by

\[
N = \{n_x : x \in \mathbb{R}^m\}, \quad n_x = \begin{pmatrix}
1 + \frac{\|x\|^2}{2} & -\frac{\|x\|^2}{2} & x_1 & \cdots & x_m \\
\frac{\|x\|^2}{2} & 1 - \frac{\|x\|^2}{2} & x_1 & \cdots & x_m \\
x_1 & -x_1 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_m & -x_m & 0 & \cdots & 1
\end{pmatrix}
\]

When no confusion is likely to arise, we will write \(K\) as \(SO(n)\). It is worth noting that the maps

\[
r \mapsto a_r \quad (r \in \mathbb{R})
\]

and

\[
x \mapsto n_x \quad (x \in \mathbb{R}^m)
\]

are group isomorphisms (so \(N\) as actually abelian). To tie this up with (0.2), note that \(a_r = \exp(rH)\), where

\[
H = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix}
\]

In this section we will exclusively consider the Gelfand pair \((G,K)\), where \(G = SO_0(1,n)\) and \(K = SO(n)\), and we remind the reader that in this case
\[ m = n - 1 \text{ and } m_0 = n + 1 = m + 2 \text{ according to Table } 1 \] (0.3) and (0.4) (we will avoid using \( m_0 \) in this section, and instead formulate everything in terms of \( m \)). The spherical functions on \((G,K)\) have many concrete realizations. We take as starting point one such realization found in [Tak63, Ch. I § 3] or [GV88, § 3.1] (we use the same indexation of the spherical functions as the latter). Note that \( G \) leaves the forward light cone

\[ C = \{ x \in \mathbb{R}^{n+1} : -x_0^2 + x_1^2 + \cdots + x_n^2 = 0, x_0 > 0 \} \]

invariant. Moreover, the map

\[ \zeta \mapsto \{ t \left( \frac{1}{\zeta} \right) : t > 0 \} \quad (\zeta \in S^m) \]

is a bijection of \( S^m \) (the unit sphere in \( \mathbb{R}^{m+1} = \mathbb{R}^n \) onto the set of rays in the light cone \( C \)). Therefore, the action of \( G \) on \( C \) induces an action of \( G \) on \( S^m \). Concretely, if \( g \in G \) and \( \zeta \in S^m \), then \( g\zeta \in S^m \) is given by

\[ (g\zeta)_p = \left( g_0 + \sum_{q=1}^{n} g_{0q} \zeta_q \right)^{-1} \left( g_0 + \sum_{q=1}^{n} g_{pq} \zeta_q \right) \quad (p = 1, \ldots, n). \]

This action can also be introduced using the Iwasawa decomposition in a way that explains the following notation which we will adopt (for further explanation the reader is referred to [Tak63, p. 323])

\[ r(g\zeta) = \ln \left( g_0 + \sum_{q=1}^{n} g_{0q} \zeta_q \right) \quad (g \in G, \zeta \in S^m), \]

which makes sense since \( g \) leaves invariant the forward light cone, from which it follows that \( g_0 + \sum_{q=1}^{n} g_{0q} \zeta_q > 0 \). The series of representations considered in [Tak63, Theorem 3.1] will be the starting point for the investigations in this section. For \( s \in \mathbb{C} \) let \((\rho_s, L^2(S^m))\) be the representation given by

\[ (\rho_s(g)f)(\zeta) = e^{-\left( \frac{|\zeta|^2}{2} + s \right)} r(g^{-1}\zeta) f(g^{-1}\zeta) \quad (\zeta \in S^m, g \in G) \]

for \( f \in L^2(S^m) \). These are strongly continuous representations and when \( s \in i\mathbb{R} \) they are also unitary and irreducible. We mention that it is sometimes preferable to introduce these representations on the Hilbert space \( L^2(N) \) (cf. [CCJ+01, § 5.3]). The change from the Hilbert space \( L^2(S^m) \) to \( L^2(N) \) is implemented by the stereographic projection of \( S^m \) on \( \mathbb{R}^{n+1} \)—it will be written up explicitly later in this section (cf. Lemma 1.2).

For \( s \in \mathbb{C} \) let \( \varphi_s \) be given by the coefficient

\[ \varphi_s(g) = \langle \rho_s(g)1, 1 \rangle_{L^2(S^m)} \quad (g \in G), \]
where \( \mathbf{1} \) denotes the constant function 1 on \( S^m \). It is well known (cf. Tak63 or GV88) that this definition agrees with (0.5), but—for the convenience of the reader—we include a proof of the following proposition which starts from (1.5) and ends with (0.5).

1.1 Proposition. For \( s \in \mathbb{C} \) we have

\[
\varphi_s(a_r) = \frac{\Gamma\left(\frac{m+1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{m}{2}\right)} \int_0^\pi \frac{\sin(\theta)^{m-1}}{(\cosh(r) + \sinh(r) \cos(\theta))^{s+\frac{m}{2}}} d\theta
\]

\[
= e^{-(\frac{m}{2}+s)r} F\left(\frac{m}{2} + s, \frac{m}{2}; m; 1 - e^{-2r}\right)
\]

\[
= F\left(\frac{m}{4} + \frac{s}{2}, \frac{m}{4} - \frac{s}{2}, \frac{m+1}{2}; -\sinh(r)^2\right)
\]

for \( r \in \mathbb{R} \), where \( \varphi_s \) is given by (1.5).

Proof. From (1.5) it is elementary to verify the first expression for \( \varphi_s(a_r) \), but we simply give a reference to [Tak63, Ch. I § 3 (17)]. Using the substitution \( \cos(\theta) = 1 - 2t \) we find that

\[
\frac{\sqrt{\pi} \Gamma\left(\frac{m}{2}\right)}{\Gamma\left(\frac{m+1}{2}\right)} \varphi_s(a_r) = \int_0^1 \frac{(4t(1-t))(1-2t)^{-\frac{1}{2}}}{(\cosh(r) + \sinh(r)(1-2t))^{s+\frac{m}{2}}} dt
\]

\[
= 2^{m-1} e^{-(s+\frac{m}{2})r} \int_0^1 \frac{t^{\frac{m}{2}-1}(1-t)^{\frac{m}{2}-1}}{(1 - (1 - e^{-2r})t)^{s+\frac{m}{2}}} dt
\]

\[
= \frac{2^{m-1} \Gamma\left(\frac{m}{2}\right)^2}{\Gamma(m)} e^{-(s+\frac{m}{2})r} F\left(\frac{m}{2} + s, \frac{m}{2}; m; 1 - e^{-2r}\right),
\]

where the last equality follows from

\[
F(a, b; c; z) = \frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_0^1 t^{b-1}(1 - t)^{c-b-1}(1 - tz)^{-a} dt,
\]

which holds for \( z \in \mathbb{C} \setminus [1, \infty[ \) and \( \text{Re}(c) > \text{Re}(b) > 0 \) (cf. [EMOT53a, § 2.1 (10)]). Using Legendre’s duplication formula,

\[
\Gamma(2z) = \frac{2^{2z-1}}{\sqrt{\pi}} \Gamma(z) \Gamma\left(z + \frac{1}{2}\right)
\]

(cf. [EMOT53a, § 1.2 (15)]), with \( 2z = m \) we arrive at the second expression for \( \varphi_s(a_r) \).

We continue from the second expression for \( \varphi_s(a_r) \) in order to obtain the last one. Since

\[
\frac{4z}{(1+z)^2} = 1 - e^{-2r} \iff z = \tanh\left(\frac{r}{2}\right)
\]
we find, using
\[ F(a, b; 2b; (1 + z)^2) = (1 + z)^{2a} F(a, a + \frac{1}{2} - b; b + \frac{1}{2}; z^2) \]
(cf. [EMOT53a, § 2.1 (24)]), that
\[
\varphi_s(a_r) = \frac{(1 + \tanh \left( \frac{r}{2} \right))^{m+2s}}{e^{(\frac{m}{2}+s)r}} F\left(\frac{m}{2} + s, \frac{1}{2} + s; m + \frac{1}{2}; \tanh \left( \frac{r}{2} \right)^2 \right)
\]
\[
= \cosh \left( \frac{r}{2} \right)^{-m-2s} F\left(\frac{m}{2} + s, \frac{1}{2} + s; m + \frac{1}{2}; \tanh \left( \frac{r}{2} \right)^2 \right).
\]
Since
\[ z = \tanh \left( \frac{r}{2} \right)^2 \iff \frac{z}{z-1} = - \sinh \left( \frac{r}{2} \right)^2 \]
and
\[ 1 - \tanh \left( \frac{r}{2} \right)^2 = \frac{1}{\cosh \left( \frac{r}{2} \right)^2} \]
we find, using
\[ F(a, b; c; z) = (1 - z)^{-a} F\left(a - b; b; c; \frac{z}{z-1} \right) \]
(cf. [EMOT53a, § 2.1 (22)]), that
\[
\varphi_s(a_r) = F\left(\frac{m}{2} + s, \frac{m}{2} - s; m + \frac{1}{2}; - \sinh \left( \frac{r}{2} \right)^2 \right).
\]
Since
\[ z = - \sinh \left( \frac{r}{2} \right)^2 \iff 4z(1 - z) = - \sinh(r)^2 \]
we find, using
\[ F\left(a, b; a + b + \frac{1}{2}; 4z(1 - z) \right) = F\left(2a, 2b; a + b + \frac{1}{2}; z \right) \]
(cf. [EMOT53a, § 2.1 (27)]), that
\[
\varphi_s(a_r) = F\left(\frac{m}{4} + \frac{s}{2}, \frac{m}{4} - \frac{s}{2}; m + \frac{1}{2}; - \sinh(r)^2 \right),
\]
which is the last of the claimed formulas.
We now turn our attention to the main technical goal of this section, namely to write up the spherical functions using only a single representation of \( NA \) (since the spherical functions are \( K \)-bi-invariant we can view them as \( K \)-left-invariant functions on \( G/K = NA \)). Much of the following resembles [CCJ+01, Ch. 5], including several of the techniques, but the end result is independent, since our setting is a degenerate case of the one considered in [CCJ+01, Ch. 5] (here \( N \) is step-one nilpotent instead of step-two).

We start by changing from the sphere to the plane through stereographic projection from the vector \( \zeta_0 \) given by

\[
\zeta_0 = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}.
\]

We let \( x_{\zeta} \) denote the stereographic projection of \( \zeta \in S^m \setminus \{\zeta_0\} \) from \( \zeta_0 \), which is given by

\[
x_{\zeta} = \frac{1}{1 - \zeta_1} \begin{pmatrix} \zeta_2 \\ \zeta_3 \\ \vdots \\ \zeta_n \end{pmatrix} \quad (\zeta \in S^m \setminus \{\zeta_0\}).
\]

The inverse of this stereographic projection is given by

\[
\zeta_x = \frac{1}{\|x\|^2 + 1} \begin{pmatrix} \|x\|^2 - 1 \\ 2x_1 \\ \vdots \\ 2x_m \end{pmatrix} \quad (x \in \mathbb{R}^m).
\]

In the following lemma we choose a family of unitaries from \( L^2(S^m) \) to \( L^2(\mathbb{R}^m) \), which effectuates the above stereographic projection.

**1.2 Lemma.** For \( t \in \mathbb{R} \)

\[
U_{it} : L^2(S^m) \to L^2(\mathbb{R}^m)
\]

given by

\[
(U_{it}h)(x) = \left( \frac{\Gamma(m)}{\pi^{\frac{m}{2}} \Gamma\left(\frac{m}{2}\right)} \right)^{\frac{1}{2}} (\|x\|^2 + 1)^{-\frac{m}{2} - it - \frac{m}{2}} h(\zeta_x) \quad (x \in \mathbb{R}^m)
\]
for $h \in L^2(S^m)$, is unitary. Furthermore, we have

$$\langle U^*_it f \rangle(\zeta) = \left( \frac{\pi^{\frac{m}{2}} \Gamma \left( \frac{m}{2} \right)}{\Gamma(m)} \right)^{\frac{1}{2}} \left( \|x\|^2 + 1 \right)^{m+\frac{m}{2}} f(x) \quad (\zeta \in S^m \setminus \{\zeta_0\})$$

for $f \in L^2(\mathbb{R}^m)$.

**Proof.** For $t \in \mathbb{R}$ and $h \in L^2(S^m)$ we have

$$\|h\|_2^2 = \int_{S^m} |h(\zeta)|^2 d\zeta = \frac{\Gamma \left( \frac{m}{2} + \frac{1}{2} \right)}{2\pi^{\frac{m}{2} + \frac{1}{2}}} \int_{\mathbb{R}^m} |h(\zeta_x)|^2 \left( \frac{2}{\|x\|^2 + 1} \right)^m dx,$$

where $d\zeta$ denotes the normalized Lebesgue measure on the sphere $S^m$ while $dx$ denotes the Lebesgue measure on $\mathbb{R}^m$. The constant which shows up in the second line is one over the surface area of $S^m$. In the last line we used that

$$\sqrt{\det \left( \frac{\partial \zeta_x}{\partial x_i} \cdot \frac{\partial \zeta_x}{\partial x_j} \right)_{i,j=1}^m} = \left( \frac{2}{\|x\|^2 + 1} \right)^m .$$

Using Legendre’s duplication formula (cf. (1.6)) we find that

$$\|h\|_2^2 = \frac{\Gamma(m)}{\pi^{\frac{m}{2}} \Gamma \left( \frac{m}{2} \right)} \int_{\mathbb{R}^m} |h(\zeta_x)|^2 \left( \|x\|^2 + 1 \right)^{-m} dx,$$

and finally

$$\|h\|_2^2 = \|U^*_it h\|_2^2 .$$

To check surjectivity of $U^*_it$ and the claimed expression for $U^*_it$, it is enough to verify that the claimed expression for $U^*_it$ is in fact the inverse of $U^*_it$, which is easily done. \qed

**1.3 Proposition.** For $t \in \mathbb{R}$

$$\varphi_t(g) = \langle \pi_u(g)f_t, f_t \rangle_{L^2(\mathbb{R}^m)} \quad (g \in G),$$

where $(\pi_u, L^2(\mathbb{R}^m))$ is the strongly continuous, irreducible, unitary representation of $G$ given by

$$\pi_u(g) = U^*_it P_u(g) U^*_it \quad (g \in G),$$

and where $f_t$ is the $K$-invariant norm 1 vector in $L^2(\mathbb{R}^m)$ given by

$$f_t = U^*_it 1.$$
More specifically,

\[(\pi_{it}(g)f)(x) = \left(\frac{i}{2}(\|x\|^2 + 1)(1 - (g^{-1}\zeta_x)_1)\right)e^{i(g^{-1}\zeta_x)}e^{-it\frac{m}{2}}f(x_{g^{-1}\zeta_x})\]

for \(f \in L^2(\mathbb{R}^m), x \in \mathbb{R}^m\) and \(g \in G\), while

\[f_{it}(x) = \left(\frac{\Gamma(m)}{\pi^{\frac{m}{2}}\Gamma\left(\frac{m}{2}\right)}\right)^\frac{1}{2}(\|x\|^2 + 1)^{-\frac{m}{2}}\]

\[(x \in \mathbb{R}^m).\]

Proof. Everything, except for the specific form of \(\pi_{it}\) follows straight from the corresponding properties for the representation \(\rho_{it}\). To prove the remaining we let \(f \in L^2(\mathbb{R}^m)\) be given, and note that

\[(\pi_{it}(g)f)(x) = (U_{it}\rho_{it}(g)U_{it}^*)f(x)\]

\[= \left(\frac{\|x\|^2 + 1}{\|x_{g^{-1}\zeta_x}\|^2 + 1}e^{i(g^{-1}\zeta_x)}\right)^{-it\frac{m}{2}}f(x_{g^{-1}\zeta_x}),\]

which follows from the explicit expressions for \(U_{it}, \rho_{it}\) and \(U_{it}^*\) (cf. Lemma 1.2 and (1.4)). Generally, we have

\[\|x_\zeta\|^2 = \frac{1 - \zeta_1^2}{(1 - \zeta_1)^2} = \frac{1 + \zeta_1}{1 - \zeta_1} \quad (\zeta \in S^m \setminus \{\zeta_0\}),\]

so

\[\|x_{g^{-1}\zeta_x}\|^2 + 1 = \frac{2}{1 - (g^{-1}\zeta_x)_1} \quad (x \in \mathbb{R}^m),\]

which finishes the proof.

1.4 Proposition. For \(t \in \mathbb{R}\) and \(f \in L^2(\mathbb{R}^m)\)

\[(\pi_{it}(a_rf)(x) = e^{-it\frac{m}{2}}f(e^{-r}x) \quad (x \in \mathbb{R}^m)\]

for \(r \in \mathbb{R}\), and

\[(\pi_{it}(n_yf)(x) = f(x - y) \quad (x \in \mathbb{R}^m)\]

for \(y \in \mathbb{R}^m\).

Proof. This follows from Proposition 1.3 via easy (but tedious) calculations.

From Proposition 1.4 it is easily seen that for \(t \in \mathbb{R}\) the representation \(\pi_{it}\) considered here corresponds to the representation \(\pi_{-it}\) considered in [CCJ+01, p. 72].
1.5 Proposition. For \( t \in \mathbb{R} \)

\[
\varphi_{it}(g) = (\hat{\pi}_{it}(g)\hat{f}_{it}, \hat{f}_{it})_{L^2(\mathbb{R}^m)} \quad (g \in G),
\]

where \((\hat{\pi}_{it}, L^2(\mathbb{R}^m))\) is the strongly continuous, irreducible, unitary representation of \( G \) given by

\[
\hat{\pi}_{it}(g) = \mathcal{F}\pi_{it}(g)\mathcal{F}^* \quad (g \in G),
\]

and where \( \hat{f}_{it} \) is the \( K \)-invariant norm 1 vector in \( L^2(\mathbb{R}^m) \) given by

\[
\hat{f}_{it} = \mathcal{F}f_{it},
\]

where \( \mathcal{F} \) is the Fourier–Plancherel transform on \( L^2(\mathbb{R}^m) \). More specifically,

\[
\hat{f}_{it}(y) = \left( \frac{\Gamma(m)}{\pi^{\frac{m}{2}}} \right)^{\frac{1}{2}} \frac{2^{1-\frac{m}{2}}}{\Gamma\left(\frac{m}{2} + it\right)} K_{it}(\|y\|) \quad (y \in \mathbb{R}^m \setminus \{0\}),
\]

where \( K_{\nu}(z) \) is the modified Bessel function of the second kind of order \( \nu \in \mathbb{C} \) in the variable \( z \in \mathbb{C} \setminus \{0\} \) as defined in [EMOT53b, § 7.2].

Proof. The only nontrivial part of the proposition is the explicit formula for \( \hat{f}_{it} \) which we will now prove. From Proposition 1.3 we know that

\[
f_{it}(x) = c_m(\|x\|^2 + 1)^{-\frac{m}{2} - it} \quad (x \in \mathbb{R}^m)
\]

for \( t \in \mathbb{R} \), where we write \( c_m \) instead of \( \left( \frac{\Gamma(m)}{\pi^{\frac{m}{2}}} \right)^{\frac{1}{2}} \) for notational convenience.

Unfortunately, \( f_{it} \notin L^2(\mathbb{R}^m) \setminus L^1(\mathbb{R}^m) \), so it is not trivial to obtain \( \hat{f}_{it} \). To see that \( f_{it} \notin L^1(\mathbb{R}^m) \) one can use the substitutions \( r = \|x\| \) and \( u = r^2 \) in

\[
\|f_{it}\|_1 = c_m \int_{\mathbb{R}^m} (\|x\|^2 + 1)^{-\frac{m}{2}} \, dx = c'_m \int_{0}^{\infty} (r^2 + 1)^{-\frac{m}{2}} r^{m-1} \, dr = \frac{c'_m}{2} \int_{0}^{\infty} (u + 1)^{-\frac{m}{2}} u^{\frac{m-1}{2}} \, du = \infty,
\]

where \( c'_m \) is the (strictly positive) constant which equals \( c_m \) times the surface area of the \( m-1 \) dimensional sphere \( S^{m-1} \) in \( \mathbb{R}^m \). For \( s = \sigma + it \in \mathbb{C} \) we let

\[
f_{\sigma + it}(x) = c_m(\|x\|^2 + 1)^{-\sigma - it - \frac{m}{2}} \quad (x \in \mathbb{R}^m)
\]

\(^2\)In the reference given, \( K_{\nu} \) is called the modified Bessel function of the third kind.
be a perturbation of $f_{it}$ by $\sigma$. Using similar calculations as above we find that
\[
\|f_{\sigma+it}\|_2^2 = \frac{c_m c'_m}{2} B\left(\frac{m}{2}, \frac{m}{2} + 2\sigma\right) \quad \text{and} \quad \|f_{\sigma+it}\|_1 = \frac{c'_m}{2} B\left(\frac{m}{2}, \sigma\right)
\]
for $\sigma > 0$, where $B(a, b)$ is the Beta function in two complex variables $a, b$ with strictly positive real part, as defined in [EMOT53a, § 1.5]. Since the Beta function is finite, we conclude that $f_{\sigma+it} \in L^2(\mathbb{R}^m) \cap L^1(\mathbb{R}^m)$ for $\sigma > 0$. We will now show that $\lim_{\sigma \to 0^+} \|f_{\sigma+it} - f_{it}\|_2 = 0$, from which it follows that $\lim_{\sigma \to 0^+} \|f_{\sigma+it} - \hat{f}_{it}\|_2 = 0$, which is our starting point for finding $\hat{f}_{it}$. We find
\[
\|f_{\sigma+it} - f_{it}\|_2^2 = c_m^2 \int_{\mathbb{R}^m} \left(\|x\|^2 + 1\right)^{-\frac{m}{2}} \left(\|x\|^2 + 1 - \sigma - 1\right)^2 dx
\]
where we note that the second term is bounded by 1 and converges point-wise to 0, when $\sigma$ converges to 0 from the right. We can therefore use Lebesgue’s dominated convergence theorem to conclude that
\[
\lim_{\sigma \to 0^+} \|f_{\sigma+it} - f_{it}\|_2 = 0,
\]
since we as integrable dominator can use
\[
r \mapsto c_m c'_m (r^2 + 1)^{-m} r^{m-1} \quad (r \in \mathbb{R}^+),
\]
whose integral equals
\[
\frac{c_m c'_m}{2} B\left(\frac{m}{2}, \frac{m}{2}\right).
\]
We now turn our attention to finding $\hat{f}_{\sigma+it}$ for $\sigma > 0$, and get
\[
\hat{f}_{\sigma+it}(y) = \frac{c_m}{(2\pi)^\frac{m}{2}} \int_{\mathbb{R}^m} \left(\|x\|^2 + 1\right)^{-\sigma-it-\frac{m}{2}} e^{-iy \cdot x} dx \quad (y \in \mathbb{R}^m),
\]
where we immediately notice that $\hat{f}_{\sigma+it}$ only depends on $\|y\|$, since both the Lebesgue measure and the inner product in $\mathbb{R}^m$ are invariant under rotation. We therefore find (by rotating $y$ into the first coordinate)
\[
\hat{f}_{\sigma+it}(y) = \frac{c_m}{(2\pi)^\frac{m}{2}} \int_{-\infty}^{\infty} \hat{h}_{\sigma+it}(x_1) e^{-ix_1 \|y\|} dx_1 \quad (y \in \mathbb{R}^m),
\]
where
\[
\hat{h}_{\sigma+it}(x_1) = \begin{cases} 
\int_{\mathbb{R}^{m-1}} \left(\|x\|^2 + 1\right)^{-\sigma-it-\frac{m}{2}} dx_2 \cdots dx_m & \text{if } m > 1 \\
(x_1^2 + 1)^{-\sigma-it-\frac{1}{2}} & \text{if } m = 1.
\end{cases}
\]
For \( m > 1 \) we find, using first the substitution \( x'_i = \frac{z_i}{\sqrt{x'_2 + \cdots + x'_m}} \) for \( i = 2, \ldots, m \), then the substitution \( r = \sqrt{(x'_2)^2 + \cdots + (x'_m)^2} \), and finally the substitution \( u = r^2 \):

\[
 h_s(x_1) = (x_1^2 + 1)^{-s-\frac{1}{2}} \int_{\mathbb{R}^{m-1}} ((x'_2)^2 + \cdots + (x'_m)^2 + 1)^{-s-\frac{m}{2}} \, dx_2' \cdots dx_m'
\]

\[
 = (x_1^2 + 1)^{-s-\frac{1}{2}} \frac{c_{m-1}'}{c_{m-1}} \int_0^\infty (r^2 + 1)^{-s-\frac{m}{2}m-2} \, dr
\]

\[
 = (x_1^2 + 1)^{-s-\frac{1}{2}} \frac{c_{m-1}'}{2c_{m-1}} \int_0^\infty (u + 1)^{-s-\frac{m}{2}u} u^{-1} \, du
\]

\[
 = (x_1^2 + 1)^{-s-\frac{1}{2}} \frac{c_{m-1}'}{2c_{m-1}} \Gamma \left( \frac{m}{2} - \frac{1}{2} \right) \Gamma \left( \frac{1}{2} + s \right)
\]

for \( x_1 \in \mathbb{R} \), where we remember that \( \frac{c_{m-1}'}{c_{m-1}} \) is just the surface area of the \( m-2 \) dimensional sphere \( S^{m-2} \) in \( \mathbb{R}^{m-1} \). Before we can put it all together, we need the following integral equation

\[
 K_\nu(z) = \frac{\Gamma \left( \nu + \frac{1}{2} \right) 2^{-\nu-1}}{\pi^{\frac{\nu}{2}} z^\nu} \int_0^\infty \frac{e^{izt} + e^{-izt}}{(t^2 + 1)^{\nu+\frac{1}{2}}} \, dt \quad (z > 0)
\]

for \( \text{Re}(\nu) > -\frac{1}{2} \) (cf. [AS64, (9.6.25)]). It now easily follows that

\[
 K_\nu(z) = \frac{\Gamma \left( \nu + \frac{1}{2} \right) 2^{-\nu-1}}{\pi^{\frac{\nu}{2}} z^\nu} \int_{-\infty}^\infty \frac{e^{-izt}}{(t^2 + 1)^{\nu+\frac{1}{2}}} \, dt \quad (z > 0)
\]

for \( \text{Re}(\nu) > -\frac{1}{2} \). For \( m > 1 \) and \( \text{Re}(s) > 0 \) we find

\[
 \hat{f}_s(y) = \frac{c_m c_{m-1}'}{2\pi} \frac{\Gamma \left( \frac{m}{2} - \frac{1}{2} \right) \Gamma \left( \frac{1}{2} + s \right)}{\Gamma \left( \frac{m}{2} + s \right)} \frac{\pi^{\frac{m}{2}} \|y\|^s}{\left( \frac{m}{2} + s \right)^{\frac{m}{2}}} K_s(\|y\|)
\]

\[
 = \frac{c_m c_{m-1}'}{2\pi \Gamma \left( \frac{m}{2} \right)} \frac{\Gamma \left( \frac{m-1}{2} \right)}{\Gamma \left( \frac{m}{2} + s \right)} \left( \frac{\|y\|}{\frac{m}{2} + s} \right)^{\frac{m}{2}} K_s(\|y\|)
\]

\[
 = \left( \frac{\Gamma(m)}{\pi^{\frac{m}{2}} \Gamma \left( \frac{m}{2} \right)} \right)^{\frac{1}{2}} \frac{2^{1-\frac{m}{2}}}{\Gamma \left( \frac{m}{2} + s \right)} \left( \frac{\|y\|}{\frac{m}{2} + s} \right)^{\frac{m}{2}} K_s(\|y\|)
\]

for \( y \in \mathbb{R}^m \setminus \{0\} \), where we in the last line used that \( \frac{c_{m-1}'}{c_{m-1}} = \frac{2^{m-1}}{\Gamma \left( \frac{m}{2} \right)} \) (the surface area of \( S^{m-2} \)) together with \( c_m = \left( \frac{\Gamma(m)}{\pi^{\frac{m}{2}} \Gamma \left( \frac{m}{2} \right)} \right)^{\frac{1}{2}} \). Redoing this last
calculation for $m = 1$, using $h_s(x_1) = (x_1^2 + 1)^{-s - \frac{1}{2}}$, we get precisely the same expression as substituting $m = 1$ in the previous expression for $\hat{f}_s$.

Since
\[
\lim_{\sigma \to 0^+} \| \hat{f}_{\sigma + it} - \hat{f}_{it} \|_2 = 0
\]
we have
\[
\lim_{n \to \infty} \| \hat{f}_{\frac{1}{n} + it} - \hat{f}_{it} \|_2 = 0,
\]
which enables us to find a subsequence which converges point-wise, that is,
\[
\lim_{k \to \infty} | \hat{f}_{\frac{1}{nk} + it} - \hat{f}_{it}(\mathbf{y}) | = 0
\]
for almost all $\mathbf{y} \in \mathbb{R}^m$. From our calculation of $\hat{f}_{\sigma + it}$ for $\sigma > 0$ we conclude that
\[
\hat{f}_{it}(\mathbf{y}) = \left( \frac{\Gamma(m)}{\pi^{\frac{m}{2}} \Gamma\left(\frac{m}{2} + it\right)} \right)^{\frac{1}{2}} \frac{2^{1 - \frac{m}{2}}}{\Gamma\left(\frac{m}{2} + it\right)} \left( \frac{\|\mathbf{y}\|}{2} \right)^{it} K_{it}(\|\mathbf{y}\|)
\]
for almost all $\mathbf{y} \in \mathbb{R}^m$, which finishes the proof.

1.6 Proposition. For $t \in \mathbb{R}$ and $f \in L^2(\mathbb{R}^m)$
\[
(\hat{\pi}_{it}(a_r) f)(\mathbf{y}) = (e^{r})^{-it + \frac{m}{2}} f(e^r \mathbf{y}) \quad (\mathbf{y} \in \mathbb{R}^m)
\]
for $r \in \mathbb{R}$, and
\[
(\hat{\pi}_{it}(n_x) f)(\mathbf{y}) = e^{-i(x, y)} f(\mathbf{y}) \quad (\mathbf{y} \in \mathbb{R}^m)
\]
for $x \in \mathbb{R}^m$.

Proof. With the inversion formula in our minds, we verify the formulas on $\hat{f}$ instead of $f$. Using Proposition 1.4 and standard results on the Fourier–Plancherel transform, we find for $f \in L^2(\mathbb{R}^m)$
\[
(\hat{\pi}_{it}(a_r) \hat{f})(\mathbf{y}) = (\pi_{it}(a_r) f)^\sim(\mathbf{y}) = (e^{-r})^{it + \frac{m}{2}} \hat{f}(e^r \mathbf{y}) \quad (\mathbf{y} \in \mathbb{R}^m)
\]
for $r \in \mathbb{R}$. Similarly for $\hat{f} \in L^2(\mathbb{R}^m)$
\[
(\hat{\pi}_{it}(n_x) \hat{f})(\mathbf{y}) = (\pi_{it}(n_x) f)^\sim(\mathbf{y}) = e^{-i(x, y)} \hat{f}(\mathbf{y}) \quad (\mathbf{y} \in \mathbb{R}^m)
\]
for $x \in \mathbb{R}^m$.

1.7 Lemma. For $t \in \mathbb{R}$
\[
\hat{U}_{it} : L^2(\mathbb{R}^m) \to L^2(\mathbb{R}^m)
\]
given by
\[(\tilde{U}_t f)(x) = 2^t \|x\|^{-it} f(x) \quad (x \in \mathbb{R}^m)\]
for \(f \in L^2(\mathbb{R}^m)\), is unitary. Furthermore, we have
\[(\tilde{U}_t^* f)(x) = 2^{-it} \|x\|^i f(x) \quad (x \in \mathbb{R}^m)\]
for \(f \in L^2(\mathbb{R}^m)\).

Proof. This is obvious. \(\square\)

1.8 Proposition. For \(t \in \mathbb{R}\)
\[\varphi_t(g) = \langle \tilde{\pi}_t(g) \tilde{f}_t, \tilde{f}_t \rangle_{L^2(\mathbb{R}^m)} \quad (g \in G),\]
where \((\tilde{\pi}_t, L^2(\mathbb{R}^m))\) is the strongly continuous, irreducible, unitary representation of \(G\) given by
\[\tilde{\pi}_t(g) = \tilde{U}_t \tilde{\pi}_t(g) \tilde{U}_t^* \quad (g \in G),\]
and where \(\tilde{f}_t\) is the \(K\)-invariant norm 1 vector in \(L^2(\mathbb{R}^m)\) given by
\[\tilde{f}_t = \tilde{U}_t \hat{f}_t.\]

More specifically,
\[\tilde{f}_t(x) = \left( \frac{\Gamma(m)}{\pi^{m/2} \Gamma(m/2)} \right)^{1/2} \frac{2^{1-\frac{m}{2}}}{\Gamma(m/2 + it)} K_t(\|x\|) \quad (x \in \mathbb{R}^m \setminus \{0\}).\]

Proof. This follows directly from Lemma 1.7 and Proposition 1.5. \(\square\)

1.9 Proposition. For \(t \in \mathbb{R}\) and \(f \in L^2(\mathbb{R}^m)\)
\[(\tilde{\pi}_t(a_r)f)(x) = e^{\frac{m}{2} r} f(e^r x) \quad (x \in \mathbb{R}^m)\]
for \(r \in \mathbb{R}\), and
\[(\tilde{\pi}_t(n_y)f)(x) = e^{-i\langle y, x \rangle} f(x) \quad (x \in \mathbb{R}^m)\]
for \(y \in \mathbb{R}^m\).

Proof. For \(t \in \mathbb{R}\) we verify the formulas on \(\tilde{f} = \tilde{U}_t \tilde{f}\) instead of \(f\). Using Proposition 1.6 we find for \(\tilde{f} \in L^2(\mathbb{R}^m)\)
\[(\tilde{\pi}_t(a_r)\tilde{f})(x) = (\tilde{U}_t \tilde{\pi}_t(a_r) \tilde{f})(x) = 2^t \|x\|^{-it} (e^{r} - it) \tilde{f}(e^r x) = e^{\frac{m}{2} r} \tilde{f}(e^r x)\]
for \(x \in \mathbb{R}^m\) and \(r \in \mathbb{R}\). Similarly for \(\tilde{f} \in L^2(\mathbb{R}^m)\)
\[(\tilde{\pi}_t(n_y)\tilde{f})(x) = (\tilde{U}_t \tilde{\pi}_t(n_y) \tilde{f})(x) = 2^t \|x\|^{-it} e^{-i\langle y, x \rangle} \tilde{f}(x) = e^{-i\langle y, x \rangle} \tilde{f}(x)\]
for \(x \in \mathbb{R}^m\) and \(y \in \mathbb{R}^m\). \(\square\)
We have now arrived at a formulation, where the representation does not depend on $t \in \mathbb{R}$, as long as we only look at elements from $NA$, which we formulate in the following corollary.

1.10 Corollary. For $t \in \mathbb{R}$

$$\tilde{\pi}_t|_{NA} = \tilde{\pi}_0|_{NA},$$

why we shall henceforth refer to this restriction as just $\tilde{\pi}$. It follows that $(\tilde{\pi}, L^2(\mathbb{R}^m))$ is a strongly continuous, unitary representation of $NA$.

1.11 Proposition. For $s \in \mathbb{S}_m$

$$\varphi_s(q) = \langle \tilde{\pi}(q) \hat{f}_s, \hat{f}_{-s} \rangle \quad (q \in NA),$$

where

$$\hat{f}_s(x) = \left( \frac{\Gamma(m)}{\pi^{\frac{m}{2}} \Gamma\left(\frac{m}{2}\right)} \right)^{\frac{1}{2}} e^{\frac{2\pi}{m} \Gamma\left(\frac{m}{2} + s\right)} K_s(||x||) \quad (x \in \mathbb{R}^m \setminus \{0\})$$

is an element in $L^2(\mathbb{R}^m)$, with

$$\|\hat{f}_s\|_2^2 = \frac{\Gamma\left(\frac{m}{2} + \sigma\right) \Gamma\left(\frac{m}{2} - \sigma\right) \Gamma\left(\frac{m}{2} + it\right) \Gamma\left(\frac{m}{2} - it\right)}{\Gamma\left(\frac{m}{2}\right) \Gamma\left(\frac{m}{2} + s\right) \Gamma\left(\frac{m}{2} + s\right)}.$$

Proof. We start by finding $\varphi_{it}(a_r n_y)$ for arbitrary $r \in \mathbb{R}$ and $y \in \mathbb{R}^m$. According to Proposition 1.8 we have

$$\varphi_{it}(a_r n_y) = \langle \tilde{\pi}_{it}(a_r n_y) \hat{f}_{it}, \hat{f}_{it} \rangle,$$

where according to Proposition 1.9

$$(\tilde{\pi}_{it}(a_r n_y) \hat{f}_{it})(x) = e^{\frac{2\pi}{m} r} (\tilde{\pi}_{it}(n_y) \hat{f}_{it})(e^r x) = e^{\frac{2\pi}{m} r} e^{-i(y,e^r x)} \hat{f}_{it}(e^r x)$$

for $x \in \mathbb{R}^m$. Using the specific form of $\hat{f}_{it}$ from Proposition 1.8 we find (1.7)

$$\varphi_{s}(a_r n_y) = \frac{\pi^{-\frac{m}{2}} 2^{-m} e^{\frac{2\pi}{m} \Gamma(m)}}{\Gamma\left(\frac{m}{2}\right) \Gamma\left(\frac{m}{2} + s\right)} \int_{\mathbb{R}^m} K_s(e^r ||x||) K_s(||x||) e^{-ie^r(y,x)} dx$$

for $s = it$, since $K_{-\nu}(z) = K_{\nu}(z)$, $\overline{K_{\nu}(z)} = K_{\nu}(z)$, and $\overline{\Gamma(z)} = \Gamma(\bar{z})$. As mentioned in the introduction $s \mapsto \varphi_s(g)$ is analytic for every $g \in G$, and as such has at most one analytic continuation to $\mathbb{S}_m$. We will now argue that the right hand side of (1.7) is in fact analytic as a functions of $s \in \mathbb{S}_m$ (and therefore equal to $\varphi_{s}(a_r n_y)$ for all $s \in \mathbb{S}_m$). Since the Gamma function is
analytic, it is enough to show that the integral is analytic. Using Morera’s theorem together with Cauchy’s integral theorem (and an application of Fubini’s theorem) one easily reduces the problem to showing continuity of the map

$$s \mapsto \int_{\mathbb{R}^m} K_s(e^r\|x\|)K_s(\|x\|)e^{-ie^r(y,x)}dx \quad (s \in S_m).$$

We will show continuity of this map in the strips

$$S_{2a} = \{ \sigma + it \in \mathbb{C} : |\sigma| < a, t \in \mathbb{R} \} \subset S_m \quad (0 < a < \frac{m}{2}),$$

which in turn will show continuity in the whole strip $S_m$. Continuity will follow from the continuity lemma (cf. [Sch05, Theorem 11.4]) once we have demonstrated the existence of a dominating function, i.e., a positive function $g_a \in L^1(\mathbb{R}^m)$ satisfying

$$|K_s(e^r\|x\|)K_s(\|x\|)| \leq g_a(x) \quad (x \in \mathbb{R}^m, s \in S_{2a}).$$

We will show that

$$g_a(x) = K_a(e^r\|x\|)K_a(\|x\|) \quad (x \in \mathbb{R}^m)$$

does exactly that (for a fixed $0 < a < \frac{m}{2}$).

According to [AS64, (9.6.24)]

$$(1.8) \quad \hat{K}_\nu(z) = \int_0^\infty e^{-z\cosh(t)}\cosh(\nu t)dt \quad (z > 0, \nu \in \mathbb{C}).$$

From (1.8) it follows that

$$\nu \mapsto \hat{K}_\nu(z) \quad (\nu > 0)$$

is a (positive) increasing function for $z > 0$. It also follows that

$$|K_\nu(z)| \leq K_{\text{Re}(\nu)}(z) \quad (z > 0, \nu \in \mathbb{C})$$

since

$$|\cosh(\nu t)| \leq \cosh(\text{Re}(\nu t)) = \cosh(\text{Re}(\nu)t) \quad (t > 0, \nu \in \mathbb{C}).$$

Therefore, we conclude that

$$|K_s(e^r\|x\|)K_s(\|x\|)| \leq K_{\text{Re}(s)}(e^r\|x\|)K_{\text{Re}(s)}(\|x\|) \leq K_a(e^r\|x\|)K_a(\|x\|)$$

for $s \in S_{2a}$, from which it follows that $g_a$ is in fact a dominating function. To verify that $g_a \in L^1(\mathbb{R}^m)$ it is enough (using the Cauchy–Schwarz inequality)
to verify that \( x \mapsto K_a(e^x \| x \|) \) and \( x \mapsto K_a(\| x \|) \) both belong to \( L^2(\mathbb{R}^m) \), which is easily done using

\[
2^{\rho + 2} \Gamma(1 - \rho) \int_0^\infty K_\nu(r) K_{\mu}(r) r^{-\rho} dr = \\
\Gamma\left(\frac{1 + \nu + \mu - \rho}{2}\right) \Gamma\left(\frac{1 + \nu - \mu - \rho}{2}\right) \Gamma\left(\frac{1 - \nu + \mu - \rho}{2}\right) \Gamma\left(\frac{1 - \nu - \mu - \rho}{2}\right)
\]

for \( \text{Re}(1 \pm \nu \pm \mu - \rho) > 0 \) (cf. [EMOT53b, § 7.14 (36)], where there is a typo in the domain requirements, which has been corrected here).

Thus, we have shown that

\[ \varphi_s(q) = \langle \tilde{\pi}(q) \tilde{f}_s, \tilde{f}_{-s} \rangle \quad (q \in NA, s \in S_m), \]

with \( \tilde{f}_s \) as claimed in the proposition, and we are left with the task of finding the norm of \( \tilde{f}_s \). Using (1.9) with \( \nu = s + it, \mu = s - it, \) and \( \rho = 1 - m \) we get

\[
\| \tilde{f}_s \|^2_2 = \frac{\Gamma(m)}{\pi^{\frac{m}{2}} \Gamma\left(\frac{m}{2}\right)} \left(\frac{2^{2-m}}{\Gamma\left(\frac{m}{2} + s\right)}\right)^2 \int_{\mathbb{R}^m} K_s(\| x \|) K_s(\| x \|) d x
\]

\[
= \frac{\Gamma\left(\frac{m}{2} + \sigma\right) \Gamma\left(\frac{m}{2} + it\right) \Gamma\left(\frac{m}{2} - it\right) \Gamma\left(\frac{m}{2} - \sigma\right)}{\Gamma\left(\frac{m}{2}\right)^2 \left|\Gamma\left(\frac{m}{2} + s\right)\right|^2}
\]

This finished the proof.

**1.12 Theorem.** Let \((G, K)\) be the Gelfand pair with \( G = SO_0(1, n) \) and \( K = SO(n) \) for \( n \geq 2 \) and put \( m = n - 1 \). The spherical functions \( \varphi_s \) have completely bounded Fourier multiplier norm given by

\[
\| \varphi_s \|_{M^b_0(G)} = \frac{\Gamma\left(\frac{m}{2} + \sigma\right) \Gamma\left(\frac{m}{2} - \sigma\right) \Gamma\left(\frac{m}{2} + it\right) \Gamma\left(\frac{m}{2} - it\right)}{\Gamma\left(\frac{m}{2}\right) \Gamma\left(\frac{m}{2} + s\right) \Gamma\left(\frac{m}{2} - s\right)} \quad (s \in S_m),
\]

where \( s = \sigma + it, \) and

\[
\| \varphi_s \|_{M^b_0(G)} = 1 \quad (s = \pm \frac{m}{2}).
\]
Proof. Since $\varphi_s$ is the constant function 1 for $s = \pm \frac{m}{2}$, it is trivial that $\|\varphi_s\|_{M_0(A(G))} = 1$ in this case. We will now treat the case $s \in \mathbb{S}_m$. From Proposition 1.11 and 1.9 we find

$$\varphi_s(ny) = \frac{2^{2-m} \Gamma(m)}{\pi^{\frac{m}{2}} \Gamma\left(\frac{m}{2} + s\right) \Gamma\left(\frac{m}{2} - s\right)} \int_{\mathbb{R}^m} K_s(\|x\|)^2 e^{-i(y,x)} dx$$

for $y \in \mathbb{R}^m$, or just

$$\varphi_s(ny) = \int_{\mathbb{R}^m} h_s(x) e^{-i(y,x)} dx \quad (y \in \mathbb{R}^m),$$

with

$$h_s(x) = \frac{2^{2-m} \Gamma(m)}{\pi^{\frac{m}{2}} \Gamma\left(\frac{m}{2} + s\right) \Gamma\left(\frac{m}{2} - s\right)} K_s(\|x\|)^2 \quad (x \in \mathbb{R}^m \setminus \{0\}),$$

where $h_s \in L^1(\mathbb{R}^m)$—we do the actual norm calculation shortly. Remember that $N$ is isomorphic as a group to $\mathbb{R}^m$ and that the dual group $\hat{\mathbb{R}}^m$ of $\mathbb{R}^m$ is again $\mathbb{R}^m$ via the exponential map. Because of this, and the uniqueness of the Haar measure, we can interpret the expression for $\varphi_s(ny)$ as

$$\varphi_s|_N = \hat{h}_s,$$

with now $h_s \in L^1(\hat{N})$ (here we use the unnormalized Fourier transform, which does not include the $(2\pi)^{-\frac{m}{2}}$ factor). From the definition of the norm on the Fourier–Stieltjes algebra (the abelian case), we have

(1.10) $\|\varphi_s|_N\|_{A(N)} = \|h_s\|_1$,

where

(1.11) $\|h_s\|_1 = \frac{2^{2-m} \Gamma(m)}{\pi^{\frac{m}{2}} \Gamma\left(\frac{m}{2} + s\right) \Gamma\left(\frac{m}{2} - s\right)} \int_{\mathbb{R}^m} |K_s(\|x\|)|^2 dx$

$$= \frac{\Gamma\left(\frac{m}{2}\right)^2 \Gamma\left(\frac{m}{2} + s\right) \Gamma\left(\frac{m}{2} - s\right)}{\Gamma\left(\frac{m}{2} + \sigma\right) \Gamma\left(\frac{m}{2} - \sigma\right) \Gamma\left(\frac{m}{2} + it\right) \Gamma\left(\frac{m}{2} - it\right)} \int_0^\infty K_s(r) K_s(r)^{m-1} dr.$$
for $s \in S_m$, so from the definition of the norm on the Fourier–Stieltjes algebra (the non-abelian case), we have

$$
\|\varphi_s|_{NA}\|_{B(NA)} \leq \|\tilde{f}_s\|_2\|\tilde{f}_{-s}\|_2.
$$

Using

$$
\Gamma \left( \frac{m}{2} + s \right) \Gamma \left( \frac{m}{2} + \bar{s} \right) \Gamma \left( \frac{m}{2} - \bar{s} \right) \Gamma \left( \frac{m}{2} - s \right) = \left| \Gamma \left( \frac{m}{2} + s \right) \Gamma \left( \frac{m}{2} - s \right) \right|^2
$$

we conclude that

(1.12)

$$
\|\varphi_s|_{NA}\|_{B(NA)} \leq \frac{\Gamma \left( \frac{m}{2} + \sigma \right) \Gamma \left( \frac{m}{2} - \sigma \right) \Gamma \left( \frac{m}{2} + it \right) \Gamma \left( \frac{m}{2} - it \right)}{\Gamma \left( \frac{m}{2} \right) \Gamma \left( \frac{m}{2} + s \right) \Gamma \left( \frac{m}{2} - s \right)} (s \in S_m).
$$

Clearly,

$$
\|\varphi_s|_{N}\|_{A(N)} = \|\varphi_s|_{N}\|_{B(N)} \leq \|\varphi_s|_{NA}\|_{B(NA)}.
$$

Hence, by (1.10), (1.11) and (1.12)

$$
\|\varphi_s|_{NA}\|_{B(NA)} = \frac{\Gamma \left( \frac{m}{2} + \sigma \right) \Gamma \left( \frac{m}{2} - \sigma \right) \Gamma \left( \frac{m}{2} + it \right) \Gamma \left( \frac{m}{2} - it \right)}{\Gamma \left( \frac{m}{2} \right) \Gamma \left( \frac{m}{2} + s \right) \Gamma \left( \frac{m}{2} - s \right)} (s \in S_m).
$$

Recall that $NA$ is solvable (this is part of the properties of the Iwasawa decomposition), and that solvable groups are amenable (cf. [Gre69, p. 9]). Since $\varphi_s$ is $K$-bi-invariant it now follows from [CH89, Proposition 1.6 (b)] that $\varphi_s \in M_0A(G)$ if and only if $\varphi_s|_{NA} \in B(NA)$ and the corresponding norms coincide. This ends the proof.

1.13 Corollary. There is no uniform bound on the $M_0A(SO_0(1,n))$-norm of the spherical functions $\varphi_s$ on the Gelfand pair $(SO_0(1,n), SO(n))$ for $s \in S_m$.

Proof. This follows from Theorem 1.12 by taking $s = \sigma + it$ with $t \neq 0$ and $|\sigma| < \frac{m}{2}$, and observing that

$$
\lim_{\sigma \to \pm \frac{m}{2}} \|\varphi_s\|_{M_0A(G)} = +\infty,
$$

since $\Gamma \left( \frac{m}{2} \mp \sigma \right)$ converges to $+\infty$ when $\sigma$ converges to $\pm \frac{m}{2}$, while all other $\Gamma$-terms behave nicely.
2 Spherical functions on real rank one Lie groups

In this section $G$ denotes $SO_{0}(1,n)$, $SU(1,n)$, $Sp(1,n)$ (with $n \geq 2$) or $F_{4(-20)}$. Let $K$ be the maximal compact subgroup coming from the Iwasawa decomposition, and recall that $(G,K)$ is a Gelfand pair. Also, let $m,m_{0} \in \mathbb{N}$ be given by (0.3) and (0.4), respectively.

It follows from [DCH85, Proposition 3.5] and [CH89, Theorem 4.3] that the spherical functions $\varphi_{s}$ on the Gelfand pair $(G,K)$ are completely bounded Fourier multipliers of $G$ when $s \in S_{m}$, and according to section 1 there is no uniform bound on their $M_{0}A(G)$-norm when $G$ is $SO_{0}(1,n)$. In this section we focus on what happens on the border of the strip $S_{m}$ in the general case. From these results we will deduce that, also in the general case, there is no uniform bound on the norm $\|\varphi_{s}\|_{M_{0}A(G)}$ for $s \in S_{m}$. For this, we need the asymptotic behavior of $\varphi_{s}(a_{r})$ for $r$ going to infinity. The asymptotic behavior has been treated in [HC58 § 13], but we give below a simple argument anyway.

2.1 Proposition. For $s \in \mathbb{C}$

\[ \varphi_{s}(a_{r}) = \cosh(r)^{s} \frac{F\left(\frac{m}{4} - \frac{s}{2}, \frac{m_{0}}{4} - \frac{s}{2}, \frac{m + m_{0}}{4} \mid \tanh(r)^{2}\right)}{F\left(\frac{m}{4} + \frac{s}{2}, \frac{m_{0}}{4} + \frac{s}{2}, \frac{m + m_{0}}{4} \mid \tanh(r)^{2}\right)} \] \hspace{1cm} (r \in \mathbb{R}).

Proof. Since

\[ z = - \sinh(r)^{2} \iff \frac{z}{z-1} = \tanh(r)^{2} \]

and

\[ 1 + \sinh(r)^{2} = \cosh(r)^{2} \]

we find, using

\[ F(a,b;c;z) = (1-z)^{-a}F\left(a, c-b; c; \frac{z}{z-1}\right) \]

(cf. [EMOT53a § 2.1 (22)]) and (0.5), that

\[ \varphi_{s}(a_{r}) = \cosh(r)^{-(s+\frac{m}{2})} \frac{F\left(\frac{m}{4} + \frac{s}{2}, \frac{m_{0}}{4} + \frac{s}{2}, \frac{m + m_{0}}{4} \mid \tanh(r)^{2}\right)}{F\left(\frac{m}{4} - \frac{s}{2}, \frac{m_{0}}{4} - \frac{s}{2}, \frac{m + m_{0}}{4} \mid \tanh(r)^{2}\right)} \] \hspace{1cm} (r \in \mathbb{R}).

Now use that $\varphi_{-s} = \varphi_{s}$. \hfill \Box

To determine the asymptotic behavior of $\varphi_{s}$ for $\text{Re}(s) \neq 0$ it suffice to consider the case $\text{Re}(s) > 0$ since $\varphi_{-s} = \varphi_{s}$. In this case, the arguments of the Hypergeometric function in (2.1) ensures absolute convergence as a
function of the last variable, when this has absolute value less than or equal to 1. Since \( \lim_{r \to \infty} \tanh(r)^2 = 1 \), one therefore concludes that \( \varphi_s(a_r) \) behaves asymptotically like

\[
e^{(s - \frac{m}{2})r} 2^{-s + \frac{m}{2}} F\left(\frac{m}{4} - \frac{s}{2}, \frac{m_0}{4} - \frac{s}{2}; -\frac{m + m_0}{4}; 1\right),
\]

when \( \text{Re}(s) > 0 \) and \( r \) goes to plus infinity. According to [EMOT53a, § 2.8 (46)] this can be evaluated explicitly, and we find that \( \varphi_s(a_r) \) behaves asymptotically like

\[
c(s) e^{(s - \frac{m}{2})r} \quad (r \in \mathbb{R})
\]

when \( \text{Re}(s) > 0 \) and \( r \) goes to plus infinity, where

\[
c(s) = 2^{-s + \frac{m}{2}} \frac{\Gamma\left(\frac{m + m_0}{4}\right) \Gamma(s)}{\Gamma\left(\frac{m}{4} + \frac{s}{2}\right) \Gamma\left(\frac{m_0}{4} + \frac{s}{2}\right)}.
\]

The function \( c \) is usually referred to as Harish-Chandra’s \( c \)-function. We note that (2.2) can be found in [GV88, (4.7.24)].

2.2 Lemma. Let \((I_n)_{n \in \mathbb{N}}\) be a sequence of intervals \( I_n = [a_n, b_n] \) in \( \mathbb{R} \), such that \( I_n = b_n - a_n \) converges to infinity as \( n \) converges to infinity. If \( \mu \) is a complex-valued regular measure on \( \mathbb{R} \), then

\[
\mu(\{x_0\}) = \lim_{n \to \infty} \frac{1}{l_n} \int_{I_n} e^{irx_0} \hat{\mu}(r) dr,
\]

where

\[
\hat{\mu}(r) = \int_{-\infty}^{\infty} e^{-irx} d\mu(x) \quad (r \in \mathbb{R}).
\]

Proof. Since every complex-valued regular measure is a (complex) linear combination of at most four positive finite regular measures, we assume that \( \mu \) is a positive finite regular measure. Using Fubini’s theorem we find that

\[
\frac{1}{l_n} \int_{I_n} e^{irx_0} \hat{\mu}(r) dr = \frac{1}{l_n} \int_{a_n}^{b_n} \int_{-\infty}^{\infty} e^{-ir(x-x_0)} d\mu(x) dr
\]

\[
= \int_{-\infty}^{\infty} \frac{1}{l_n} \int_{a_n}^{b_n} e^{-ir(x-x_0)} dr d\mu(x)
\]

\[
= \int_{-\infty}^{\infty} f_n(x-x_0) d\mu(x),
\]

where

\[
f_n(y) = \begin{cases} 
\frac{1}{l_n} e^{-i(b_n y - a_n y)} & \text{if } y \neq 0 \\
1 & \text{if } y = 0
\end{cases} \quad (y \in \mathbb{R}).
\]
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Since
\[ |e^{-ib_ny} - e^{-ia_ny}| \leq 2 \quad (y \in \mathbb{R}) \]
we have that
\[ \lim_{n \to \infty} f_n(y) = 1_{\{0\}}(y) \quad (y \in \mathbb{R}), \]
where \(1_{\{0\}}\) is the characteristic function on \(\{0\}\). Furthermore,
\[ |e^{-ib_ny} - e^{-ia_ny}| \leq |y|l_n \quad (y \in \mathbb{R}) \]
implies that we can use the constant function 1 as an integrable dominator
in Lebesgue’s dominated convergence theorem, from which we find
\[ \lim_{n \to \infty} \int_{-\infty}^{\infty} f_n(x - x_0)d\mu(x) = \int_{-\infty}^{\infty} 1_{\{x_0\}}d\mu(x) = \mu(\{x_0\}). \]

\[ \square \]

2.3 Lemma. If \(\varphi\) is a continuous symmetric function on \(\mathbb{R}\), and there exist \(x_0 \in \mathbb{R} \setminus \{0\}\) and \(c \in \mathbb{C} \setminus \{0\}\) such that
\[ \lim_{r \to \infty} \varphi(r)e^{irx_0} = c, \]
then \(\varphi\) can not be an element in the Fourier–Stieltjes algebra \(B(\mathbb{R})\) of \(\mathbb{R}\).

Proof. If \(\varphi \in B(\mathbb{R})\), then there exists a measure \(\mu \in M(\hat{\mathbb{R}}) = M(\mathbb{R})\) such that \(\varphi = \hat{\mu}\). Since \(\varphi\) is symmetric we have \(\mu = \hat{\mu}\), where
\[ \hat{\mu}(E) = \mu(-E) \quad (E \in \mathcal{B}(\mathbb{R})). \]

For \(n \in \mathbb{N}\) put \(I_n = [n, 2n]\), and notice that \(l_n = n\) converges to infinity as \(n\) converges to infinity. Since
\[ \lim_{r \to \infty} \varphi(r)e^{irx_0} = c, \]
we find
\[ \lim_{r \to \infty} \frac{1}{l_n} \int_{I_n} \varphi(r)e^{irx_0}dr = c, \]
which by Lemma 2.2 implies that \(\mu(\{x_0\}) = c\). Since \(\hat{\mu} = \mu\) we must have \(\mu(\{-x_0\}) = c\). We will show that this is not the case, and hence arrive at a contradiction.

Given \(\epsilon > 0\) we find \(n \in \mathbb{N}\) such that
\[ |\varphi(r)e^{irx_0} - c| < \epsilon \quad (r \geq n), \]
or equivalently
\[ |\varphi(r) e^{-irx_0} - ce^{-2irx_0}| < \epsilon \quad (r \geq n), \]
and therefore
\[ \left| \frac{1}{\ln} \int_{I_n} \varphi(r) e^{-irx_0} dr - \frac{1}{\ln} \int_{I_n} ce^{-2irx_0} dr \right| < \epsilon. \]
But the last integral can easily be evaluated as
\[ \frac{1}{\ln} \int_{I_n} ce^{-2irx_0} dr = c \frac{e^{-4inx_0} - e^{-2inx_0}}{-2itx_0}, \]
which converges to 0 as \( n \) tends to infinity. Using this and Lemma 2.2 we find that
\[ \mu(\{-x_0\}) = \lim_{r \to \infty} \frac{1}{\ln} \int_{I_n} \varphi(r) e^{-irx_0} dr = 0, \]
which is the desired contradiction.

\[ \square \]

2.4 Theorem. Let \( G \) be \( SO_0(1, n), SU(1, n), Sp(1, n) \) (for \( n \geq 2 \)) or \( F_4(-20) \), then \( \varphi_s \in M_0A(G) \) if and only if \( |\text{Re}(s)| < \frac{n}{2} \) or \( s = \pm \frac{m}{2} \).

Proof. According to [DCH85, Proposition 3.5] the spherical function \( \varphi_s \) on \( SO_0(1, n) \) is a completely bounded Fourier multiplier of \( SO_0(1, n) \) when \( |\text{Re}(s)| < \frac{n}{2} \) (this also comes out of Theorem 1.12). If \( |\text{Re}(s)| > \frac{n}{2} \), then \( \varphi_s \) is unbounded and therefore not a completely bounded Fourier multiplier of \( SO_0(1, n) \). The same analysis holds for \( SU(1, n), Sp(1, n) \) (for \( n \geq 2 \)) and \( F_4(-20) \) using [CH89, Theorem 4.3] instead of [DCH85, Proposition 3.5].

We are left with dealing with the case \( |\text{Re}(s)| = \frac{n}{2} \). Since \( \varphi_s = \varphi_s \) it is enough to consider \( \varphi_s \) for \( s = \frac{m}{2} + it \) where \( t \neq 0 \) (for \( t = 0 \), \( \varphi_s = 1 \) and therefore a completely bounded Fourier multiplier of \( G \)). If \( \varphi_s \in M_0A(G) \), then \( \varphi_s|_A \in M_0A(A) \), but since \( A \) is abelian \( M_0A(A) \) equals \( B(A) \) (cf. [DCH85, Corollary 1.8 and Proposition 1.12]). Since \( G \) has real rank one, \( A \) is isomorphic to \( \mathbb{R} \), so we can use the the asymptotic behavior of \( \varphi_s \) together with Lemma 2.3 to conclude that \( \varphi_s \notin M_0A(G) \). Specifically, we use that \( \varphi_s \) is bounded together with (2.2) to conclude that
\[ \lim_{r \to -\infty} \varphi(a_r)e^{-irr} = 2^{-it} \frac{\Gamma(m/4 + m/2 + it)}{\Gamma(m/4 + it/2) \Gamma(m/n + 1/2)} \neq 0. \]

\[ \square \]

2.5 Theorem. Let \( G \) be \( SO_0(1, n), SU(1, n), Sp(1, n) \) (for \( n \geq 2 \)) or \( F_4(-20) \), then \( \|\varphi_s\|_{M_0A(G)} \) is not uniformly bounded on the strip \( S_m \).
Proof. We will show that if \( \| \varphi_s \|_{M_0A(G)} \leq c \) for \( s \in \mathbb{S}_{m} \) for a fixed \( c > 0 \), then also \( \| \varphi_s \|_{M_0A(G)} \leq c \) for \( s \in \mathbb{S}_{m} \), which contradicts Theorem 2.4.

Recall that \( s \mapsto \varphi_s(g) \) is analytic and therefore continuous for every fixed \( g \in G \) and that \( \| \varphi_s \|_{\infty} = 1 \) for \( s \in \mathbb{S}_{m} \). Let \( (s_n)_{n \in \mathbb{N}} \subseteq \mathbb{S}_{m} \) be a sequence converging to \( s \in \mathbb{S}_{m} \). It follows from Lebesgue’s dominated convergence theorem that

\[
\lim_{n \to \infty} \langle f, \varphi_{s_n} \rangle = \langle f, \varphi_s \rangle
\]

for any \( f \in L^1(G) \) and therefore that \( \varphi_{s_n} \) converges to \( \varphi_s \) in the \( \sigma(L^\infty(G), L^1(G)) \) topology. But according to [DCH85, Lemma 1.9] the unit ball of \( M_0A(G) \) is \( \sigma(L^\infty(G), L^1(G)) \)-closed. Therefore, if we assume that \( \| \varphi_s \|_{M_0A(G)} \leq c \) for every \( s \in \mathbb{S}_{m} \), we get that \( \| \varphi_s \|_{M_0A(G)} \leq c \) for every \( s \in \mathbb{S}_{m} \), which gives the desired contradiction.

3 Coefficients of uniformly bounded representations

Let \( G \) be a locally compact, unimodular group. Denote by \( \mu_G \) a fixed left- and right-invariant Haar measure on \( G \). Recall that convolution on \( L^1(G) \) is given by

\[
(f * h)(g') = \int_G f(g)h(g^{-1}g')d\mu_G(g) \quad (g' \in G)
\]

for \( f, h \in L^1(G) \), and that we have a bilinear form

\[
\langle f, \varphi \rangle = \int_G f(g)\varphi(g)d\mu_G(g)
\]

for \( f \in L^1(G) \) and \( \varphi \in L^\infty(G) \) or \( f \in C_c(G) \) and \( \varphi \in C(G) \).

For \( \alpha \geq 1 \) we let \( S_{\alpha} \) denote the set of functions \( \varphi : G \to \mathbb{C} \) for which there exists a strongly continuous, uniformly bounded representation \( (\pi, \mathcal{H}) \) of \( G \) and vectors \( \xi, \eta \in \mathcal{H} \) such that

\[
\varphi(g) = \langle \pi(g)\xi, \eta \rangle \quad (g \in G),
\]

with \( \| \pi \| \leq \alpha \) and \( \| \xi \|, \| \eta \| \leq 1 \).

3.1 Lemma. For \( \alpha \geq 1 \) and \( f \in L^1(G) \) put

\[
\| f \|_{\alpha} = \sup\{ |\langle f, \varphi \rangle | : \varphi \in S_{\alpha} \}.
\]

Then \( \| \cdot \|_{\alpha} \) is a Banach algebra semi-norm on the Banach convolution algebra \( L^1(G) \).
Proof. The only non-trivial part is to show
\[
\|f * h\|_\alpha \leq \|f\|_\alpha \|h\|_\alpha \quad (f, h \in L^1(G)).
\]
Assume that
\[
\varphi(g) = \langle \pi(g)\xi, \eta \rangle \quad (g \in G)
\]
for some strongly continuous, uniformly bounded representation \((\pi, \mathcal{H})\) of \(G\) with \(\|\pi\| \leq \alpha\) and vectors \(\xi, \eta \in \mathcal{H}\) with \(\|\xi\|, \|\eta\| \leq 1\), i.e., assume that \(\varphi \in S_\alpha\). It follows that
\[
\langle f, \varphi \rangle = \int_G f(g) \varphi(g) d\mu_G(g) = \int_G f(g) \langle \pi(g)\xi, \eta \rangle d\mu_G(g) = \langle \pi(f)\xi, \eta \rangle
\]
for \(f \in L^1(G)\). From this and
\[
\|\pi(f)\| = \sup\{\|\langle \pi(f)\xi, \eta \rangle\| : \xi, \eta \in \mathcal{H}, \|\xi\|, \|\eta\| \leq 1\} \quad (f \in L^1(G))
\]
it follows that \(\|f\|_\alpha\) is the supremum of \(\|\pi(f)\|\) taken over all strongly continuous, uniformly bounded representations \((\pi, \mathcal{H})\) of \(G\) with \(\|\pi\| \leq \alpha\). The Banach algebra property now follows readily, since
\[
\pi(f * h) = \pi(f)\pi(h) \quad (f, h \in L^1(G)).
\]

3.2 Lemma. For \(\alpha \geq 1\), \(S_\alpha\) is a \(M_0A(G)\)-norm closed convex subset of \(M_0A(G)\) with \(\|\varphi\|_{M_0A(G)} \leq \alpha^2\) for \(\varphi \in S_\alpha\).

Proof. That \(S_\alpha\) is a subset of \(M_0A(G)\) with \(\|\varphi\|_{M_0A(G)} \leq \alpha^2\) for \(\varphi \in S_\alpha\) can be found in [DCH85, Theorem 2.2] (it also follows from Proposition 0.1). The convex part is straight forward: Assume we have strongly continuous, uniformly bounded representations \((\pi_i, \mathcal{H}_i)\) of \(G\) and vectors \(\xi_i, \eta_i \in \mathcal{H}_i\), such that
\[
\varphi_i(g) = \langle \pi_i(g)\xi_i, \eta_i \rangle_{\mathcal{H}_i} \quad (g \in G),
\]
with \(\|\pi_i\| \leq \alpha\) and \(\|\xi_i\|, \|\eta_i\| \leq 1\) for \(i = 1, 2\). For \(0 < t < 1\) we find
\[
(1 - t)\varphi_1(g) + t\varphi_2(g) = \langle \pi(g)\xi, \eta \rangle_{\mathcal{H}} \quad (g \in G),
\]
where \((\pi, \mathcal{H})\) is the strongly continuous, uniformly bounded representation of \(G\) given by \(\pi = \pi_1 \oplus \pi_2\) and \(\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2\), while
\[
\xi = (1 - t)^{1/2}\xi_1 \oplus t^{1/2}\xi_2,
\]
\[
\eta = (1 - t)^{1/2}\eta_1 \oplus t^{1/2}\eta_2.
\]
It is easily verified that \( \| \pi \| \leq \alpha \) and \( \| \xi \|, \| \eta \| \leq 1 \), which finishes the convex part.

The closure part is proved using ultraproducts of Hilbert spaces. Let \( \varphi \) belong to the closure of \( S_\alpha \), and choose a sequence \( (\varphi_n)_{n \in \mathbb{N}} \) from \( S_\alpha \) such that
\[
\lim_{n \to \infty} \varphi_n - \varphi \|_{M_0 A(G)} = 0.
\]
This implies that
\[
\lim_{n \to \infty} |\varphi_n(g) - \varphi(g)| = 0 \quad (g \in G),
\]
since \( \| \cdot \|_\infty \leq \| \cdot \|_{M_0 A(G)} \). For each \( n \in \mathbb{N} \) choose strongly continuous, uniformly bounded representations \( (\pi_n, \mathcal{H}_n) \) of \( G \) and vectors \( \xi_n, \eta_n \in \mathcal{H}_n \) such that
\[
\varphi_n(g) = \langle \pi_n(g) \xi_n, \eta_n \rangle_{\mathcal{H}_n} \quad (g \in G),
\]
with \( \| \pi_n \| \leq \alpha \) and \( \| \xi_n \|, \| \eta_n \| \leq 1 \). Let \( \mathcal{U} \) be an ultrafilter on \( \mathbb{N} \) containing all sets \( \{ n \in \mathbb{N} : n \geq n_0 \} \) for every \( n_0 \in \mathbb{N} \), that is, \( \mathcal{U} \) is a free ultrafilter. Let \( \mathcal{H} \) denote the corresponding ultraproduct of the Hilbert spaces \( (\mathcal{H}_n)_{n \in \mathbb{N}} \). The elements of \( \mathcal{H} \) are represented by bounded families \( (\zeta_n)_{n \in \mathbb{N}} \), where \( \zeta_n \in \mathcal{H}_n \), and where two families \( (\zeta_n)_{n \in \mathbb{N}} \) and \( (\zeta'_n)_{n \in \mathbb{N}} \) defines the same element in \( \mathcal{H} \) if
\[
\lim_{\mathcal{U}} \| \zeta_n - \zeta'_n \| = 0.
\]
The inner product on \( \mathcal{H} \) is given by
\[
\langle (\zeta_n)_{n \in \mathbb{N}}, (\zeta'_n)_{n \in \mathbb{N}} \rangle_{\mathcal{H}} = \lim_{\mathcal{U}} \langle \zeta_n, \zeta'_n \rangle_{\mathcal{H}_n} \quad ((\zeta_n)_{n \in \mathbb{N}}, (\zeta'_n)_{n \in \mathbb{N}} \in \mathcal{H}).
\]
Put
\[
\xi = (\xi_n)_{n \in \mathbb{N}}, \quad \eta = (\eta_n)_{n \in \mathbb{N}},
\]
regarded as elements in \( \mathcal{H} \), and let \( (\pi, \mathcal{H}) \) be the representation of \( G \) defined by
\[
\pi(g)(\zeta_n)_{n \in \mathbb{N}} = (\pi_n(g) \zeta_n)_{n \in \mathbb{N}} \quad (g \in G, (\zeta_n)_{n \in \mathbb{N}} \in \mathcal{H}).
\]
Then
\[
\varphi(g) = \lim_{n \to \infty} \langle \pi_n(g) \xi_n, \eta_n \rangle_{\mathcal{H}_n} = \lim_{\mathcal{U}} \langle \pi_n(g) \xi_n, \eta_n \rangle_{\mathcal{H}_n} = \langle \pi(g) \xi, \eta \rangle_{\mathcal{H}}
\]
for \( g \in G \). Furthermore, \( \| \pi \| = \sup_{n \in \mathbb{N}} \| \pi_n \| \leq \alpha \) and \( \| \xi \|, \| \eta \| \leq 1 \). Unfortunately, \( \pi \) is not necessarily strongly continuous, which we will now remedy.

Let \( \mathcal{H}' \) be the subspace of \( \mathcal{H} \) given by
\[
\mathcal{H}' = \text{span}\{ \pi(g) \xi : g \in G \},
\]
or just $\mathcal{H}' = [\pi(G)\xi]$ for short. Since $\mathcal{H}'$ is $\pi(G)$-invariant, we can define a new representation $(\pi', \mathcal{H}')$ of $G$ by letting

$$\pi'(g) = \pi(g)|_{\mathcal{H}'} \quad (g \in G).$$

Put

$$\xi' = \xi \quad \text{and} \quad \eta' = P_{\mathcal{H}'}\eta,$$

where $P_{\mathcal{H}'}$ is the orthogonal projection of $\mathcal{H}$ onto $\mathcal{H}'$. We find that

$$\varphi(g) = \langle \pi(g)\xi, \eta\rangle_{\mathcal{H}} = \langle \pi(g)\xi', \eta'\rangle_{\mathcal{H}'}, \quad \langle \pi'(g)\xi', \eta'\rangle_{\mathcal{H}'} = (g \in G),$$

since $\pi(g)\xi' \in \mathcal{H}'$ for every $g \in G$. Furthermore, $\|\pi'\| \leq \|\pi\| \leq \|\xi'\| \leq 1$, $\|\eta'\| \leq 1$ and $[\pi'(G)\xi'] = [\pi(G)\xi] = \mathcal{H}'$.

Let $\mathcal{H}''$ be the subspace of $\mathcal{H}'$ given by

$$\mathcal{H}'' = [\pi'(G)^*\eta'].$$

Since $\mathcal{H}''$ is $\pi'(G)^*$-invariant, we can define a new representation $(\pi'', \mathcal{H}'')$ of $G$ by letting

$$\pi''(g) = \pi'(g)^*|_{\mathcal{H}''} \quad (g \in G).$$

Put

$$\xi'' = P_{\mathcal{H}''}\xi' \quad \text{and} \quad \eta'' = \eta',$$

where $P_{\mathcal{H}''}$ is the orthogonal projection of $\mathcal{H}'$ onto $\mathcal{H}''$. We find that

$$\varphi(g) = \langle \pi'(g)\xi', \eta''\rangle_{\mathcal{H}''} = \langle \xi', \pi'(g)^*\eta''\rangle_{\mathcal{H}'},$$

$$= \langle \xi'', \pi''(g)^*\eta''\rangle_{\mathcal{H}''} = \langle \xi'', \pi''(g)^*\eta''\rangle_{\mathcal{H}''} = \langle \pi''(g)\xi'', \eta''\rangle_{\mathcal{H}''}$$

for $g \in G$, since $\pi'(g)^*\eta'' \in \mathcal{H}''$. Furthermore, $\|\pi''\| \leq \|\pi'\| \leq \|\xi''\| \leq 1$, $\|\eta''\| \leq 1$ and $[\pi''(G)^*\eta''] = [\pi'(G)^*\eta'] = \mathcal{H}''$. Finally,

$$\pi''(g)P_{\mathcal{H}''} = P_{\mathcal{H}''}\pi'(g) \quad (g \in G),$$

considered as bounded operators from $\mathcal{H}'$ to $\mathcal{H}''$, since

$$\pi''(g)P_{\mathcal{H}''} = (\pi''(g)^*)P_{\mathcal{H}''} = (\pi'(g)|_{\mathcal{H}'})^*P_{\mathcal{H}''} \quad (g \in G),$$

and for arbitrary $\zeta' \in \mathcal{H}'$ and $\zeta'' \in \mathcal{H}''$,

$$\langle (\pi'(g)^*|_{\mathcal{H}'})^*P_{\mathcal{H}''}\zeta', \zeta'' \rangle_{\mathcal{H}''} = \langle P_{\mathcal{H}''}\zeta', \pi'(g)^*\zeta'' \rangle_{\mathcal{H}''} = \langle \zeta', \pi'(g)^*\zeta'' \rangle_{\mathcal{H}''},$$

$$= \langle \pi'(g)^*\zeta', \zeta'' \rangle_{\mathcal{H}''} = \langle P_{\mathcal{H}''}\pi'(g)\zeta', \zeta'' \rangle_{\mathcal{H}''}. \quad \text{and} \quad \zeta'' \in \mathcal{H}'',$$
where we used that $\pi'(g)\zeta'' \in \mathcal{H}''$. It now follows that
\[
[\pi''(G)\xi''_0] = P_{\mathcal{M}''}[\pi'(G)\xi''_0] = P_{\mathcal{M}''}\mathcal{H}' = \mathcal{H}''.
\]
Since $\varphi \in M_0A(G)$ is continuous, the function
\[
g \mapsto \varphi(g_1gg_2) = \langle \pi''(g_1gg_2)\zeta'', \pi''(g_2)\eta'' \rangle_{\mathcal{M}''} \quad (g \in G)
\]
is also continuous for all $g_1, g_2 \in G$. Using this together with $\|\pi''\| \leq \alpha$, $\pi''(G)\eta'' = \mathcal{H}''$ and $\pi''(G)\xi'' = \mathcal{H}''$ we find that $\pi''$ is weakly continuous, i.e., continuous with respect to the weak operator topology on $B(\mathcal{H}'')$. Since $\pi''$ is also uniformly bounded, strong continuity follows automatically by the following argument:

Since $(\pi'', \mathcal{H}'')$ is a weakly continuous uniformly bounded representation of $G$, we can extend it to a representation of the involutive Banach convolution algebra $L^1(G)$ (this representation will also be called $(\pi'', \mathcal{H}'')$, letting the context clarify which one we mean) by setting
\[
\pi''(f) = \int_G f(g)\pi''(g)d\mu_G(g) \quad (f \in L^1(G)),
\]
where the integral converges in the weak operator topology. It is readily checked that
\[
\|\pi''(f)\| \leq \alpha\|f\|_1 \quad (f \in L^1(G)),
\]
and
\[
\pi''(g)\pi''(f) = \pi''(\lambda(g)f) \quad (g \in G, f \in L^1(G)),
\]
where $\lambda : G \to B(L^1(G))$ is the left regular representation given by
\[
(\lambda(g)f)(g') = f(g^{-1}g') \quad (g, g' \in G, f \in L^1(G)).
\]
For $f \in L^1(G)$, $\zeta \in \mathcal{H}''$ and $g_0, g \in G$ we have that
\[
\|\pi''(g)\pi''(f)\zeta - \pi''(g_0)\pi''(f)\zeta\| \leq \alpha\|\lambda(g)f - \lambda(g_0)f\|_1\|\zeta\|,
\]
which converges to zero as $g$ converges to $g_0$ by strong continuity of the left regular representation. We put
\[
\mathcal{H}''_0 = \text{span}\{\pi''(f)\zeta : f \in L^1(G), \zeta \in \mathcal{H}''\},
\]
and conclude that the mapping
\[
g \mapsto \pi''(g)\zeta_0 \quad (\zeta_0 \in \mathcal{H}''_0)
\]
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is continuous on $G$. We will now show that $\mathcal{H}_0''$ is norm dense in $\mathcal{H}''$. Let $(f_j)_{j \in J}$ be an approximate unit in $L^1(G)$ (considered as a Banach convolution algebra), that is, $(f_j)_{j \in J}$ is a net of non-negative norm 1 functions in $L^1(G)$, such that for every neighborhood $V$ of $e$, there exists $j_V \in J$ with $\text{supp}(f_j) \subseteq V$ for all $j \geq j_V$. Using weak continuity of the representation $(\pi'', \mathcal{H}'')$ of $G$ it is easily seen that $(\pi''(f_j))_{j \in J}$ converges to the identity operator $I \in \mathcal{B}(\mathcal{H}'')$ in the weak operator topology. Using that

$$\{\pi''(f) : f \in L^1(G)\}$$

is a convex subset of $\mathcal{B}(\mathcal{H}'')$, and therefore has identical closure in the weak- and strong operator topologies, we find a net $(f_j)_{j \in J'}$ in $L^1(G)$, such that $(\pi''(f_j))_{j \in J'}$ converges to $I$ in the strong operator topology. From this we conclude that $\mathcal{H}_0''$ is norm dense in $\mathcal{H}''$. Strong continuity of the representation $(\pi'', \mathcal{H}'')$ of $G$ now follows from its uniform boundedness.

The following realization of the predual of $M_0A(G)$ is found in [DCHS85, Proposition 1.10 a)]. If $\mathcal{Z}_0(G)$ denotes the completion of $L^1(G)$ with respect to the $\mathcal{Z}_0(G)$-norm given by

$$\|f\|_{\mathcal{Z}_0(G)} = \sup\{|\langle f, \varphi \rangle| : \varphi \in M_0A(G), \|\varphi\|_{M_0A(G)} \leq 1\} \quad (f \in L^1(G)),$$

then the dual space of $\mathcal{Z}_0(G)$ is $M_0A(G)$, and the $M_0A(G)$-norm is the corresponding dual norm. Note that $\|\varphi\|_\infty \leq \|\varphi\|_{M_0A(G)}$ for $\varphi \in M_0A(G)$ so it follows that $\|f\|_{\mathcal{Z}_0(G)} \leq \|f\|_1$ for $f \in L^1(G)$.

### 3.3 Proposition

If all completely bounded Fourier multipliers of $G$ are coefficients of strongly continuous, uniformly bounded representations, then the $\mathcal{Z}_0(G)$-norm is equivalent to the Banach algebra semi-norm $\|\cdot\|_\alpha$ for some $\alpha \geq 1$. In particular, there exists a constant $c > 0$ such that

$$\|f \ast h\|_{\mathcal{Z}_0(G)} \leq c\|f\|_{\mathcal{Z}_0(G)}\|h\|_{\mathcal{Z}_0(G)} \quad (f, h \in L^1(G)).$$

**Proof.** The assumption can be reformulated as

$$M_0A(G) = \bigcup_{n,m \in \mathbb{N}} mS_n.$$

But, by Lemma 3.2, $S_n$ is a $M_0A(G)$-norm closed subset of $M_0A(G)$ for $\alpha \geq 1$. Hence, by the Baire theorem one of the sets $mS_n$ (and hence $S_n$) for some $n, m \in \mathbb{N}$ must contain an inner point. But according to Lemma 3.2 $S_n$ is convex, and since also $S_n = -S_n$ it follows that 0 is an inner point of $S_n$ and therefore that there exists a $\delta > 0$ such that

$$\{\varphi \in M_0A(G) : \|\varphi\|_{M_0A(G)} \leq \delta\} \subseteq S_n.$$
According to Lemma 3.2

\[ S_n \subseteq \{ \varphi \in M_0A(G) : \| \varphi \|_{M_0A(G)} \leq n^2 \}, \]

so it follows that

\[ \delta \| f \|_{x_0(G)} \leq \| f \|_n \leq n^2 \| f \|_{x_0(G)} \quad (f \in L^1(G)), \]

and therefore that the two norms are equivalent. The remaining conclusion follows easily with \( c = \frac{n^4}{\delta} \), since

\[ \| f \ast h \|_n \leq \| f \|_n \| h \|_n \quad (f, h \in L^1(G)) \]

according to Lemma 3.1.

We wish to arrive at a way to disprove the existence of such a \( c > 0 \) through knowledge of spherical functions, so from now on we assume that \( G \) is part of a Gelfand pair \((G, K)\). Let \( \mu_K \) denote the left and right invariant Haar measure on \( K \), normalized such that \( \mu_K(K) = 1 \). For \( f \in L^1(G) \) and \( k_1, k_2 \in K \) let \( k_1f_{k_2} \) denote the translate of \( f \) in the sense that

\[ k_1f_{k_2}(g) = f(k_1^{-1}gk_2) \quad (g \in G). \]

Note that \( k_1f_{k_2} \in L^1(G) \) with \( \| k_1f_{k_2} \|_1 = \| f \|_1 \) and that the map

\[ (k_1, k_2) \mapsto k_1f_{k_2} \quad (k_1, k_2 \in K) \]

is norm continuous. Since \( L^1(G) \) is a Banach space and \( L^1(G)^* \) separate the points (even \( C_0(G) \) separate the points) one can use standard vector-valued integration techniques to define

\[ L^1(G) \ni f^\ast = \int_{K \times K} k_1f_{k_2}d(\mu_K \otimes \mu_K)((k_1, k_2)) \]

for \( f \in L^1(G) \), and find that

\[ \| f^\ast \|_1 \leq \int_{K \times K} \| k_1f_{k_2} \|_1d(\mu_K \otimes \mu_K)((k_1, k_2)) = \| f \|_1. \]

(3.1)

We will refer to \( f^\ast \) as the radialization of \( f \). Similarly, one wishes to define a radialization \( \varphi^\ast \) of \( \varphi \in M_0A(G) \) (cf. [CH89, Proposition 1.6 (a)]). To this end, we need to know that \( k_1\varphi_{k_2} \in M_0A(G) \) with \( \| k_1\varphi_{k_2} \|_{M_0A(G)} = \| \varphi \|_{M_0A(G)} \) for \( k_1, k_2 \in K \), where \( k_1\varphi_{k_2} \) is the translate of \( \varphi \). But this follows easily using Proposition 0.1. Note that

\[ \langle f, k_1\varphi_{k_2} \rangle - \langle f, k_1\varphi_{k_2} \rangle \leq \| k_1^{-1}f_{k_2^{-1}} - k_1^{-1}f_{k_2^{-1}} \|_1 \| \varphi \|_{M_0A(G)} \]
for $f \in L^1(G)$ and $k_1, k_2, k_1', k_2' \in K$. Since $\mathcal{H}_0(G)^* = M_0A(G)$ and $L^1(G)$ is a dense subset of $\mathcal{H}_0(G)$ one now finds that the map

$$(k_1, k_2) \mapsto k_1 \varphi_{k_2} \quad (k_1, k_2 \in K)$$

is $w^*$ continuous. Since $\|k_1 \varphi_{k_2}\|_{M_0A(G)} = \|\varphi\|_{M_0A(G)}$ for $k_1, k_2 \in K$ it follows that $\{k_1 \varphi_{k_2} : k_1, k_2 \in K\}$ is a norm bounded subset of $M_0A(G)$, and therefore that $\operatorname{co}w^*\{k_1 \varphi_{k_2} : k_1, k_2 \in K\}$ (the $w^*$ closed convex hull) is a $w^*$ closed, norm bounded subset of $M_0A(G)$. From Alaoglu's theorem it finally follows that $\operatorname{co}w^*\{k_1 \varphi_{k_2} : k_1, k_2 \in K\}$ is $w^*$ compact. Using this together with the fact that $M_0A(G)$, equipped with the $w^*$ topology, is a topological vector space whose dual separates the points (the dual with respect to the $w^*$ topology is $\mathcal{H}_0(G))$ one can use [Rud91, Theorem 3.27] to define

$$M_0A(G) \ni \varphi^2 = \int_{K \times K} k_1 \varphi_{k_2} d(\mu_K \otimes \mu_K)((k_1, k_2))$$

for $\varphi \in M_0A(G)$, from which it follows by standard arguments that

$$(3.2) \quad \|\varphi^2\|_{M_0A(G)} \leq \int_{K \times K} \|k_1 \varphi_{k_2}\|_{M_0A(G)} d(\mu_K \otimes \mu_K)((k_1, k_2)) = \|\varphi\|_{M_0A(G)}^3$$

One can easily show that $\langle f^2, \varphi \rangle = \langle f, \varphi^2 \rangle$ for $f \in L^1(G)$ and $\varphi \in L^\infty(G)$ (recall that $G$ is unimodular). Since obviously $(\varphi^2)^2 = \varphi^2$ one gets the following relations between the two types of radialization:

$$(3.3) \quad \langle f^2, \varphi \rangle = \langle f^2, \varphi^2 \rangle = \langle f, \varphi^2 \rangle.$$

**3.4 Lemma.** If $f \in L^1(G)$, then $\|f^2\|_{\mathcal{H}_0(G)} \leq \|f\|_{\mathcal{H}_0(G)}$.

**Proof.** The lemma follows from (3.3) and (3.2) since $M_0A(G)$ is the dual of $\mathcal{H}_0(G)$.

**3.5 Proposition.** If there is a constant $c > 0$ such that

$$(3.4) \quad \|f \ast h\|_{\mathcal{H}_0(G)} \leq c \|f\|_{\mathcal{H}_0(G)} \|h\|_{\mathcal{H}_0(G)} \quad (f, h \in C_c(G)^2),$$

then any spherical function $\varphi$ in $M_0A(G)$ will satisfy $\|\varphi\|_{M_0A(G)} \leq c$.

---

3Actually, it follows from [Rud91, Theorem 3.27] that $\varphi^2 \in \operatorname{co}w^*\{k_1 \varphi_{k_2} : k_1, k_2 \in K\}$ from which the desired result also follows, since we have already shown that this set is bounded in norm by $\|\varphi\|_{M_0A(G)}$. 
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Proof. Assume the existence of a \( c > 0 \) satisfying (3.4). Consider the algebra \( C_c(G)^\sharp \) of finitely supported radial functions on \( G \) with multiplication given by convolution. This is a commutative algebra and it follows from the assumption that the completion of \( C_c(G)^\sharp \) under the \( X_0(G) \)-norm is a commutative Banach algebra with respect to the norm \( c \| \cdot \|_{X_0(G)} \). Let \( \varphi \) be a spherical function which is also a completely bounded Fourier multiplier of \( G \). On the one hand, since \( \varphi \) is a spherical function we have that (3.5)
\[
(f, \varphi) \mapsto \langle f, \varphi \rangle \quad (f \in C_c(G)^\sharp)
\]
is a character (cf. [FTP83, Lemma 1.5]). On the other hand, since \( \varphi \in M_\mathcal{A}(G) \), we have by duality that
\[
|\langle f, \varphi \rangle| \leq \| \varphi \|_{M_\mathcal{A}(G)} \| f \|_{X_0(G)} \quad (f \in C_c(G)^\sharp),
\]
so we can extend (3.3) to a character on \( C_c(G)^\sharp \). But since every character on an (abelian) Banach algebra has norm less than or equal to 1, we have that
\[
|\langle f, \varphi \rangle| \leq c \| f \|_{X_0(G)} \quad (f \in C_c(G)^\sharp).
\]
Notice that \( C_c(G)^\sharp \) is dense in \( L^1(G) \) with respect to the \( L^1(G) \)-norm and therefore with respect to the \( X_0(G) \)-norm and therefore also dense in \( X_0(G) \). Using this together with duality, Lemma 3.4 and (3.3) (recall that \( \varphi^k = \varphi \)) we find that
\[
\| \varphi \|_{M_\mathcal{A}(G)} = \sup \{ |\langle f, \varphi \rangle| : f \in C_c(G), \| f \|_{X_0(G)} \leq 1 \}
= \sup \{ |\langle f^k, \varphi \rangle| : f \in C_c(G), \| f \|_{X_0(G)} \leq 1 \}
\leq \sup \{ |\langle h, \varphi \rangle| : h \in C_c(G)^\sharp, \| h \|_{X_0(G)} \leq 1 \}
\leq c.
\]

3.6 Theorem. Let \( G \) be a group of the form \( SO_0(1,n), SU(1,n), Sp(1,n) \) (with \( n \geq 2 \)), \( F_{4(-20)} \) or \( PGL_2(\mathbb{Q}_q) \) (with \( q \) a prime number). There is a completely bounded Fourier multiplier of \( G \) which is not the coefficient of a strongly continuous, uniformly bounded representation of \( G \).

Proof. When \( G \) is \( SO_0(1,n), SU(1,n), Sp(1,n) \) (with \( n \geq 2 \)) or \( F_{4(-20)} \) the theorem follows from Theorem 2.5 and Proposition 3.3 and 3.5. The case \( G = PGL_2(\mathbb{Q}_q) \) follows by replacing Theorem 2.5 with [HSS09, Theorem 5.8], which states that there is no uniform bound on the \( M_\mathcal{A}(G) \)-norm among the spherical functions on \( PGL_2(\mathbb{Q}_q) \) which are completely bounded Fourier multipliers of \( PGL_2(\mathbb{Q}_q) \) (the norms are explicitly calculated). \( \square \)
3.7 Remark. Actually, using the techniques of the proof of Lemma 3.2 one can verify that strong continuity can be omitted in Theorem 3.6.

Let $\Gamma$ be a group of the form
\begin{equation}
\Gamma = (\ast_{m=1}^{M} \mathbb{Z}/2\mathbb{Z}) \ast (\ast_{n=1}^{N} \mathbb{Z}),
\end{equation}
where $M, N \in \mathbb{N}_{0}$ with $M + 2N \geq 3$. In particular, this includes the groups $\ast_{m=1}^{M} \mathbb{Z}/2\mathbb{Z}$ ($3 \leq M < \infty$) and the (non-abelian) free groups $\mathbb{F}_{N} = \ast_{n=1}^{N} \mathbb{Z}$ ($2 \leq N < \infty$).

Let $e$ denote the identity element in $\Gamma$ and put $q = M + 2N - 1$. By [FTN91, p. 16–18] the Cayley graph of $\Gamma$ is a homogeneous tree of degree $q + 1$. We now work toward obtaining the following result, stating that the conclusion of Theorem 3.6 also holds for $\Gamma$. The proof follows the methods from an unpublished manuscript of U. Haagerup for the case $\Gamma = \mathbb{F}_{N}$. A different proof for the case $\Gamma = \mathbb{F}_{N}$ was later found by Pisier (cf. [Pis05]).

3.8 Theorem. Consider a group $\Gamma$ of the form (3.6). There is a completely bounded Fourier multiplier of $\Gamma$ which is not the coefficient of a uniformly bounded representation of $\Gamma$.

The proof of Theorem 3.6 (in the case when $G$ is $SO_{0}(1,n)$, $SU(1,n)$, $Sp(1,n)$ (with $n \geq 2$) or $F_{4(-20)}$) followed from Theorem 2.5 and Proposition 3.3 and 3.5. We will show that these three results are still true, when one replaces $G$ with $\Gamma$. Obtaining these three results for $\Gamma$ was the approach taken by U. Haagerup in his unpublished manuscript. We will now go through the argumentation needed to verify these three results for $\Gamma$. Proposition 3.3 was proved for locally compact groups, so this still holds true for $\Gamma$ (the proof of Lemma 3.2 for $\Gamma$ is in fact considerably easier, since the part about strong continuity can be omitted). The analogue of Theorem 2.5 for $\Gamma$ follows from [HSS09, Theorem 4.4] in which the actual $M_{0}A(\Gamma)$-norm of the spherical functions on $\Gamma$ are calculated (the spherical functions on $\Gamma$ are not given in terms of Gelfand pairs, but this will be taken up shortly). What remains in order to prove Theorem 3.8 is to prove Proposition 3.5 for $\Gamma$. To do this, we recall the definition of the spherical functions on $\Gamma$.

Let $d : \Gamma \times \Gamma \to \mathbb{N}_{0}$ be the graph distance on the Cayley graph of $\Gamma$ (note that $d$ is invariant under left multiplication). A function $f : \Gamma \to \mathbb{C}$ is called radial if there exists a function $\hat{f} : \mathbb{N}_{0} \to \mathbb{C}$ such that
\begin{equation}
f(x) = \hat{f}(d(x, e)) \quad (x \in \Gamma).
\end{equation}
Since \( d(x, e) \) is the reduced word length of a \( x \in \Gamma \), we will often write \(|x| \) instead of \( d(x, e) \). Let \( C_c(\Gamma)^\natural \) denote the finitely supported functions on \( \Gamma \) which are radial (we let the superscripts \( \natural \) on a set of functions on \( \Gamma \) denote the subset consisting of the radial functions). It is well known that \( C_c(\Gamma)^\natural \) is commutative with respect to convolution (cf. [FTP83, Ch. 3 Lemma 1.1]). Analogously to the case of Gelfand pairs, a function \( \varphi \in C(\Gamma)^\natural \) is called a spherical function on \( \Gamma \) if

\[
\langle f, \varphi \rangle = \sum_{x \in \Gamma} f(x) \varphi(x) \quad (f \in C_c(\Gamma)^\natural) \]

is a non-zero character (cf. [FTP83, Ch. 3 Lemma 1.5]). The bounded spherical functions are exactly those which extend to characters of \( \ell^1(\Gamma)^\natural \). By going through the proof of Proposition 3.5 (and Lemma 3.4) it is seen that everything works out in the case of \( \Gamma \) if we can establish a radialization \( f \mapsto f^\natural \) of functions on \( \Gamma \) satisfying the following formulas corresponding to (3.1), (3.2) and (3.3):

\[
\|f^\natural\|_1 \leq \|f\|_1 \quad (f \in \ell^1(\Gamma)),
\]

\[
\|\varphi^\natural\|_{M_0A(\Gamma)} \leq \|\varphi\|_{M_0A(\Gamma)} \quad (\varphi \in M_0A(\Gamma))
\]

and

\[
\langle f^\natural, \varphi \rangle = \langle f^\natural, \varphi^\natural \rangle = \langle f, \varphi^\natural \rangle \quad (f \in \ell^1(\Gamma), \varphi \in \ell^\infty(\Gamma)).
\]

Put

\[
E_n = \{ x \in \Gamma : |x| = n \} \quad (n \in \mathbb{N}_0)
\]

and

\[
E_x = E_{|x|} = \{ y \in \Gamma : |y| = |x| \} \quad (x \in \Gamma).
\]

For \( h : \Gamma \to \mathbb{C} \) define \( h^\natural : \Gamma \to \mathbb{C} \) by

\[
h^\natural(x) = \frac{1}{|E_x|} \sum_{y \in E_x} h(y) \quad (x \in \Gamma),
\]

where \( |E| \) denotes the number of elements in a set \( E \). It is obvious that \( h^\natural \) is radial and the reader may verify (3.9) using the same technique as for verifying (3.3). Let \( f \in \ell^1(\Gamma) \) and note that

\[
\|f^\natural\|_1 = \sum_{n \in \mathbb{N}_0} | \sum_{y \in E_n} f(y) | \leq \sum_{n \in \mathbb{N}_0} \sum_{y \in E_n} |f(y)| = \|f\|_1.
\]
which verifies (3.7). Establishing (3.8) requires more effort and is postponed until Proposition 3.12.

Let $K$ be the group of isometries of the Cayley graph of $\Gamma$ leaving invariant the identity element $e \in \Gamma$. Then $K$ is a subgroup of the infinite product

$$
\prod_{n=0}^{\infty} S(E_n)
$$

of the permutation groups $S(E_n)$ of $E_n$. Each $S(E_n)$ is finite and hence compact in the discrete topology. By the Tychonoff theorem, $\prod_{n=0}^{\infty} S(E_n)$ is compact in the product topology. Since the product topology on $\prod_{n=0}^{\infty} S(E_n)$ coincide with the topology of pointwise convergence, one easily gets that $K$ is a closed (and hence compact) subgroup. Let $\mu_K$ denote the normalized left and right invariant Haar measure on $K$.

3.9 Remark. We mention that $K$ is part of a Gelfand pair $(G, K)$, for which $\Gamma$ is isomorphic (as a set) to $G/K$ and the spherical functions on $\Gamma$ are in one-to-one correspondence with the spherical functions on $(G, K)$. In fact, $G$ is given by the isometries of the Cayley graph of $\Gamma$, cf. [FTP83, Ch. 3 § V] and [Dun76].

Note that $K$ acts transitively on the sets $E_n$ for $n \in \mathbb{N}_0$. Hence, for $x, y \in E_n$ the measure under $\mu_K$ of

$$
\{k \in K : k(x) = y\}
$$

is independent of $y$ (for fixed $x$) and therefore

$$
\mu_K(\{k \in K : k(x) = y\}) = \frac{1}{|E_n|} (x, y \in E_n).
$$

From this, it follows that

$$
h^\natural(x) = \int_K h(k(x))d\mu_K(k) \quad (x \in \Gamma).
$$

3.10 Lemma. If $s \in E_x$ and $t \in E_y$ satisfy $t^{-1}s \in E_{y^{-1}x}$ for $x, y \in \Gamma$, then there exists $k \in K$ such that $k(x) = s$ and $k(y) = t$.

Proof. Put $m = |x|$, $n = |y|$ and $l = \frac{1}{2}(m + n - d(x, y))$. Then $l \in \mathbb{N}_0$ and the reduced word of $y^{-1}x$ is obtained by canceling the last $l$ letters in $y^{-1}$ and the first $l$ letters in $x$. Therefore,

$$
x = ux' \quad \text{and} \quad y = uy',
$$
where \(|u| = l, |x'| = m - l\) and \(|y'| = n - l\), and where \(y'^{-1}x'\) is reduced. Similarly,

\[
s = vs' \quad \text{and} \quad t = vt',
\]

where \(|v| = l, |s'| = m - l\) and \(|t'| = n - l\), and where \(t'^{-1}s'\) is reduced. See Figure 1 for an illustration of the shortest routes between points \((e, x, y)\) and \((e, s, t)\). Particularly, the three shortest routes from \(u\) to \(e, x\) and \(y\) starts on three different edges from \(u\), and the same holds for the three routes from \(v\) to \(e, s\) and \(t\). Since the Cayley graph of \(\Gamma\) is a homogeneous tree, there exists \(k \in K\) such that

\[
k(u) = v, \quad k(x) = s \quad \text{and} \quad k(y) = t,
\]

which proves the lemma. In the above argument it was implicitly assumed that \(l \geq 1, m - l \geq 1\) and \(n - l \geq 1\), but it is easy to see that a modified argument can be used if this is not the case.

3.11 Lemma. For every function \(h : \Gamma \to \mathbb{C}\)

\[
h^k(y^{-1}x) = \int_K h(k(y)^{-1}k(x))d\mu_K(k) \quad (x, y \in \Gamma).
\]

Proof. Consider two fixed elements \(x, y \in \Gamma\). Notice that

\[
d(k(x), k(y)) = d(x, y) \quad (k \in K)
\]

and therefore

\[
|k(y)^{-1}k(x)| = |y^{-1}x| \quad (k \in K),
\]

which by (3.11) can be expressed as

\[
k(y)^{-1}k(x) \in E_{y^{-1}x} \quad (k \in K).
\]
Put
\[ A_z = \{ k \in K : k(y)^{-1}k(x) = z \} \quad (z \in E_{y^{-1}x}). \]

Then \( K \) is equal to the disjoint union
\[ K = \bigsqcup_{z \in E_{y^{-1}x}} A_z. \] (3.13)

Hence,
\[ \int_K h(k(y)^{-1}k(x))d\mu_K(k) = \sum_{z \in E_{y^{-1}x}} h(z)\mu_K(A_z). \] (3.14)

Thus, in order to prove Lemma 3.11 we must show that
\[ \mu_K(A_z) = \frac{1}{|E_{y^{-1}x}|} \quad (z \in E_{y^{-1}x}). \]

Put now
\[ B = \{(s, t) \in \Gamma \times \Gamma : |s| = |x|, |t| = |y|, |t^{-1}s| = |y^{-1}x|\}. \]

Then \( B \) is a finite subset of \( \Gamma \times \Gamma \), which is invariant under the action of \( K \) on \( \Gamma \times \Gamma \) given by
\[ (s, t) \mapsto (k(s), k(t)) \quad (k \in K, s, t \in \Gamma). \]

Moreover, by Lemma 3.10 this action is transitive on \( B \). Therefore, each of the sets
\[ A_{s,t} = \{ k \in K : k(x) = s, k(y) = t \} \quad ((s, t) \in B) \]
has the same Haar measure in \( K \), and since \( K \) is the disjoint union of all the sets \( A_{s,t} \),
\[ \mu_K(A_{s,t}) = \frac{1}{|B|} \quad ((s, t) \in B). \] (3.15)

Put
\[ B_z = \{(s, t) \in B : t^{-1}s = z \} \quad (z \in E_{y^{-1}x}). \]

Then
\[ A_z = \bigsqcup_{(s,t) \in B_z} A_{s,t} \quad (z \in E_{y^{-1}x}), \]
so by (3.15)
\[ \mu_K(A_z) = \frac{|B_z|}{|B|} \quad (z \in E_{y^{-1}x}). \]

Let \( 1_{E_x} \) and \( 1_{E_y} \) denote the characteristic functions of \( E_x \) and \( E_y \), respectively. Then for \( z \in E_{y^{-1}x} \),
\[
|B_z| = \left| \{(s, t) \in E_x \times E_y : t^{-1}s = z\} \right| \\
= \left| \{t \in \Gamma : t \in E_y, tz \in E_x\} \right| \\
= \sum_{t \in \Gamma} 1_{E_y}(t)1_{E_x}(tz) \\
= (1_{E_y} \ast 1_{E_x})(z),
\]

where we have used that \( E_{y^{-1}} = E_y \). Since the set \( C_c(\Gamma) \) of radial functions with finite support on \( \Gamma \) form an abelian algebra with respect to convolution, \( 1_{E_y} \ast 1_{E_x} \) is radial, and hence \( |B_z| \) is independent of \( z \in E_{y^{-1}x} \). Thus, by (3.13) we have
\[
\mu_K(A_z) = \frac{1}{|E_{y^{-1}x}|} \quad (z \in E_{y^{-1}x}),
\]
which together with (3.14) proofs Lemma 3.11. \( \square \)

**3.12 Proposition.** If \( \varphi \in M_0A(\Gamma) \), then \( \varphi \ast \in M_0A(\Gamma) \) and
\[
\|\varphi \ast\|_{M_0A(\Gamma)} \leq \|\varphi\|_{M_0A(\Gamma)}.
\]

**Proof.** Assume that \( \varphi \in M_0A(\Gamma) \) and use Proposition 0.1 to find a Hilbert space \( \mathcal{H} \) and bounded maps \( P, Q : \Gamma \to \mathcal{H} \) such that
\[
\varphi(y^{-1}x) = \langle P(x), Q(y) \rangle_{\mathcal{H}} \quad (x, y \in \Gamma)
\]
and
\[
\|P\|_{\infty} \|Q\|_{\infty} = \|\varphi\|_{M_0A(\Gamma)}.
\]
Put \( \tilde{\mathcal{H}} = L^2(K, \mathcal{H}, \mu_K) \) and define \( \tilde{P}, \tilde{Q} : \Gamma \to \tilde{\mathcal{H}} \) by
\[
(\tilde{P}(x))(k) = P(k(x)) \quad (x \in \Gamma, k \in K)
\]
and
\[
(\tilde{Q}(y))(k) = Q(k(y)) \quad (y \in \Gamma, k \in K).
\]
For fixed \( x, y \in \Gamma \) the maps \( \tilde{P}(x) \) and \( \tilde{Q}(y) \) are continuous and therefore measurable. Moreover, the norms of \( \tilde{P}(x) \) and \( \tilde{Q}(y) \) satisfy
\[
\|\tilde{P}(x)\|^2 = \int_K \|P(k(x))\|^2_{\mathcal{H}} d\mu_K(k) \leq \|P\|_{\infty}^2 \quad (x \in \Gamma)
\]
and

$$\|\tilde{Q}(y)\|^2 = \int_K \|Q(k(y))\|^2_{\mathcal{H}} d\mu_K(k) \leq \|Q\|_{\infty}^2 \quad (y \in \Gamma).$$

According to Lemma 3.11, \(\varphi^\natural(y^{-1}x) = \int_K \langle P(k(x)), Q(k(y)) \rangle_{\mathcal{H}} d\mu_K(k) = \langle \tilde{P}(x), \tilde{Q}(y) \rangle_{\mathcal{FH}} \quad (x, y \in \Gamma),\)

from which we conclude, using Proposition 0.1, that \(\varphi^\natural \in M_0 A(\Gamma)\) with

$$\|\varphi^\natural\|_{M_0 A(\Gamma)} \leq \|\tilde{P}\|_{\infty} \|\tilde{Q}\|_{\infty} \leq \|P\|_{\infty} \|Q\|_{\infty} = \|\varphi\|_{M_0 A(\Gamma)}.$$ 

We have now established (3.7)–(3.9) and therefore finished the proof of Theorem 3.8.

3.13 Corollary. Consider a countable discrete group \(\Gamma'\) which has a subgroup \(\Gamma\) of the form (3.6). There is a completely bounded Fourier multiplier of \(\Gamma'\) which is not the coefficient of a uniformly bounded representation of \(\Gamma'\).

Proof. Let \(\varphi\) be a completely bounded Fourier multiplier of \(\Gamma\) which is not the coefficients of any uniformly bounded representation of \(\Gamma\). Let \(\varphi'\) be the extension of \(\varphi\) to \(\Gamma'\) by zero outside \(\Gamma\). According to Bożejko and Fendler (cf. [BF91, Lemma 1.2]) \(\varphi'\) is a completely bounded Fourier multiplier of \(\Gamma'\). If \(\varphi'\) was the coefficient of a uniformly bounded representation \((\pi', \mathcal{H}')\) of \(\Gamma'\), then the restriction of this representation to \(\Gamma\) would give a contradiction with the choice of \(\varphi\).

3.14 Remark. From Corollary 3.13 it follows in particular that there is a completely bounded Fourier multiplier of \(F_{\infty}\) which is not the coefficient of a uniformly bounded representation of \(F_{\infty}\), where \(F_{\infty}\) is the free group on infinitely many generators.
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