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Abstract
We define a discrete-time, coined quantum walk on weighted graphs that is inspired by Szegedy’s quantum walk. Using this, we prove that many lackadaisical quantum walks, where each vertex has \( l \) integer self-loops, can be generalized to a quantum walk where each vertex has a single self-loop of real-valued weight \( l \). We apply this real-valued lackadaisical quantum walk to two problems. First, we analyze it on the line or one-dimensional lattice, showing that it is exactly equivalent to a continuous deformation of the three-state Grover walk with faster ballistic dispersion. Second, we generalize Grover’s algorithm, or search on the complete graph, to have a weighted self-loop at each vertex, yielding an improved success probability when \( l < 3 + 2\sqrt{2} \approx 5.828 \).
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1. Introduction

Quantum walks are a universal model of quantum computation [1] that have been used to develop a variety of quantum algorithms, including for searching [2], element distinctness [3], and Boolean formula evaluation [4]. In these algorithms, the quantum walk occurs on unweighted graphs, or equivalently where each edge of the graph has unit weight.

Despite this success of quantum walks on unweighted graphs, several papers have identified improvements for quantum walks when using weighted graphs. For continuous-time quantum walks, this includes state transfer [5, 6], universal mixing [7], and searching [8, 9]. For discrete-time quantum walks, Szegedy’s quantum walk [10] is naturally defined on weighted graphs by quantizing Markov chains with arbitrary transition amplitudes. Although Szegedy’s quantum walk is equivalent to a coined quantum walk under certain conditions.
((11) in the context of searching, and (12) for undirected and unweighted Markov chains), this equivalence has received less attention than it deserves. As a result, coined quantum walks are usually not understood, investigated, or interpreted as walks on weighted graphs. In this paper, we remedy this by giving an explicit definition of a coined quantum walk on a weighted graph that is inspired by Szegedy’s quantum walk. When this coined quantum walk on a weighted graph uses the flip-flop shift to hop between vertices, it is exactly equivalent to Szegedy’s quantum walk. When it uses the moving shift, however, it differs and is a new type of walk. In the next section, we discuss this in detail by reviewing the definition of the coined quantum walk, Szegedy’s quantum walk, and their precise equivalence (12). Then we define the coined quantum walk on weighted graphs by taking inspiration from Szegedy’s quantum walk. Then in section 3, we analyze the coin operator for the coined quantum walk on weighted graphs, showing that it no longer performs an inversion about the average that the unweighted coin does.

In section 4, we prove that if multiple edges of an unweighted graph evolve identically, they can be replaced with a single weighted edge. This naturally leads to a generalization of the lackadaisical quantum walk (13). The lackadaisical quantum walk is a quantum analogue of a lazy random walk, where each vertex is given $l$ integer self-loops, so the particle has some amplitude of staying put. Typically, the $l$ self-loops at each vertex of a lackadaisical quantum walk evolve identically, so they can be replaced by a single self-loop of weight $l$ at each vertex. Then when $l$ is an integer, it reproduces the behavior of the original lackadaisical quantum walk. But now $l$ can also take non-integer real values, thus defining a generalization of the lackadaisical quantum walk to real-valued weights.

We analyze this generalized lackadaisical quantum walk for two problems. In section 5, we consider the walk on the line or one-dimensional (1D) lattice. For the standard lackadaisical quantum walk with an integer number of self-loops per vertex, this was investigated by (14), who showed that the ballistic dispersion can be faster than, slower than, or the same as the loopless walk. Replacing the $l$ integer self-loops with a single self-loop of weight $l$, we show that the generalized lackadaisical quantum walk on the line is exactly equivalent to a continuous deformation of the three-state Grover walk proposed by Štefaňák et al (15).

In section 6, we investigate quantum search on the complete graph, which is the quantum walk-formulation of Grover’s unstructured search algorithm (16). This was the problem that introduced lackadaisical quantum walks (13), and with $l$ integer self-loops per vertex, the success probability is improved over the loopless value when $l \leq 5$ (13). Generalizing the lackadaisical quantum walk so that $l$ can take non-integer values, we determine the runtime and success probability of the algorithm for all real $l \geq 0$, and this includes qualitatively new behavior when $l < 1/3$. This reveals that the success probability is improved over the loopless case when $l < 3 + 2\sqrt{2} \approx 5.828$. Finally, we end in section 7 with concluding remarks.

2. Definition

The coined quantum walk was first introduced by Meyer (17) in the context of quantum cellular automata, who showed that an internal degree of freedom allowed the particle to evolve nontrivially. This was later framed in the language of quantum walks by Aharonov et al (18). The particle hops on the $N$ vertices of a graph, and the internal coin state identifies the directions in which the particle can hop. We write the states as $|v\rangle \otimes |u\rangle = |vu\rangle$ to denote a particle at vertex $v$ pointing towards vertex $u$. The quantum walk is effected by a coin flip $C$ and a shift $S$, so one step of the walk is

$$ U = SC. $$

(1)
The coin operator \( C \) applies a coin \( C_v \) to each vertex \( v \): 

\[
C = \sum_v |v \rangle \langle v | \otimes C_v,
\]

(2)

where \( C_v \) is typically the Grover diffusion coin \[19\]

\[
C_v = 2|s_v \rangle \langle s_v | - I
\]

(3)

that reflects across

\[
|s_v \rangle = \frac{1}{\sqrt{\deg(v)}} \sum_{u \sim v} |u \rangle \quad \text{(unweighted)}.
\]

(4)

This corresponds to a quantum walk on an unweighted graph because \( |s_v \rangle \) is the uniform, unweighted superposition of directions at \( v \).

For the shift \( S \), two different operators are often used. The first is the ‘moving shift’ on a lattice, where a particle hops and keeps pointing in the same direction \[17, 20\]. For example, on the line, a particle pointing right will hop to the right and continue pointing right, so \( S|0, 1\rangle = |1, 2\rangle \). The second is the ‘flip-flop shift,’ where the particle hops and turns around \[21\], so \( S|0, 1\rangle = |1, 0\rangle \). The flip-flop shift is more straightforward than the moving shift on nonlattice graphs, and it is needed for fast quantum search on lattices \[21\].

To define a coined quantum walk on weighted graphs, we will need to generalize \( |s_v \rangle \) (4) to weighted graphs, which in turn changes the coin operator (3). The shift does not need to be changed. We can determine \( |s_v \rangle \) for a weighted graph using Szegedy’s quantum walk. Szegedy’s quantum walk \[10\] is a quantization of a classical random walk or Markov chain. For example, consider the weighted graph in figure 1(a). Its classical transition probabilities are

\[
P_{01} = \frac{w}{w + 3}, \quad P_{02} = P_{03} = P_{04} = \frac{1}{w + 3},
\]

\[
P_{10} = P_{20} = P_{30} = P_{40} = 1,
\]

where \( P_{ij} \) is the probability of transitioning from vertex \( i \) to \( j \), and the remaining transitions have probability 0. Szegedy’s quantum walk occurs on the edges of the bipartite double cover of the original graph, which is shown in figure 1(b). If we label the partite sets \( X \) and \( Y \), the walk evolves by repeated applications of

\[
W = R_2R_1,
\]

where the operators

\[
R_1 = 2 \sum_{x \in X} |\phi_x \rangle \langle \phi_x | - I,
\]

\[
R_2 = 2 \sum_{y \in Y} |\psi_y \rangle \langle \psi_y | - I,
\]

(5)

are reflections across the states

\[
|\phi_x \rangle = |x \rangle \otimes \sum_{y \in Y} \sqrt{P_{xy}} |y \rangle,
\]

\[
|\psi_y \rangle = \sum_{x \in X} \sqrt{P_{yx}} |x \rangle \otimes |y \rangle.
\]
where $|x \rangle \otimes |y \rangle = |xy \rangle$ denotes the edge connecting vertices $x \in X$ and $y \in Y$. For example, for the weighted graph in figure 1, $R_1$ with $x = 0$ reflects across the state

$$|\varphi_0 \rangle = |0 \rangle \otimes \frac{1}{\sqrt{w + 3}} \left( \sqrt{w}|1 \rangle + |2 \rangle + |3 \rangle + |4 \rangle \right).$$

For unweighted graphs, it is known that two steps of the coined quantum walk with the flip-flop shift are equivalent to one step of Szegedy’s quantum walk [11, 12]. More precisely, using the bijection that an edge connecting $x \in X$ to $y \in Y$ (in the bipartite double cover) in Szegedy’s quantum walk corresponds to a coined particle at vertex $x$ pointing to vertex $y$ (in the original graph), the relationships between the operators are $C = R_1$ and $SCS = R_2$ [12]. Then $U^2 = (SC)(SC) = (SCS)C = R_2R_1 = W$, so two steps of the coined quantum walk are equal to one step of Szegedy’s.

To preserve this relationship for weighted graphs, we use $C = R_1$ to equate (2) and (5). Doing this, we identify

$$|s_v \rangle = \sum_{u \sim v} \sqrt{P_{vu}} |u \rangle = \frac{1}{\sqrt{\sum_{u \sim v} w_{vu}}} \sum_{u \sim v} \sqrt{w_{vu}} |u \rangle \quad \text{(weighted),}$$

(6)

where $w_{vu}$ is the weight of the edge connecting vertices $v$ and $u$. For example, for the weighted graph in figure 1(a),

$$|s_0 \rangle = \frac{1}{\sqrt{w + 3}} \left( \sqrt{w}|1 \rangle + |2 \rangle + |3 \rangle + |4 \rangle \right).$$

When the graph is unweighted (i.e. $w_{vu} = 1$ for all $v \sim u$), (6) reduces to the uniform superposition (4). This yields our definition of a coined quantum walk on a weighted graph: we evolve by repeatedly applying (1) with the Grover diffusion coin $C$, (3) that reflects across the weighted state (6).

This definition of a coined quantum walk on a weighted graph preserves the relationships $C = R_1$ and $SCS = R_2$ when $S$ is the flip-flop shift, so two steps of the coined quantum walk with the flip-flop shift are equal to one step of Szegedy’s, even for weighted graphs. If the moving shift is used, however, it is a different walk.

\textbf{Figure 1.} (a) A weighted graph and (b) its bipartite double cover.
3. Weighted coin and inversions

Now let us examine in detail how the weighted coin operator reflects across (6) and how it differs from the unweighted coin. As a concrete example, let us again consider the graph in figure 1(a), and say the particle is at vertex 0 and points to vertices 1, 2, 3, and 4 with respective amplitudes $\alpha_1$, $\alpha_2$, $\alpha_3$, and $\alpha_4$. That is, the particle is in the state $|\psi\rangle = |0\rangle \otimes |\psi_0\rangle$ with

$$|\psi_0\rangle = \alpha_1 |1\rangle + \alpha_2 |2\rangle + \alpha_3 |3\rangle + \alpha_4 |4\rangle.$$

The weighted coin acts on this state by

$$C|\psi\rangle = |0\rangle \otimes C_0|\psi_0\rangle$$

$$= |0\rangle \otimes (2|s_0\rangle \langle s_0|\psi_0\rangle - |\psi_0\rangle)$$

$$= |0\rangle \otimes \left(2|s_0\rangle \frac{\sqrt{w} \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4}{\sqrt{w} + 3} - |\psi_0\rangle\right)$$

$$= |0\rangle \otimes \left(2\alpha \sqrt{w} + 3|s_0\rangle - |\psi_0\rangle\right)$$

$$= |0\rangle \otimes \left(2\alpha \sqrt{w} - \alpha_1 |1\rangle + (2\alpha - \alpha_2) |2\rangle + (2\alpha - \alpha_3) |3\rangle + (2\alpha - \alpha_4) |4\rangle\right),$$

where

$$\alpha = \sqrt{w} \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 \over w + 3.$$

Since $2\alpha \sqrt{w} - \alpha_1$ is an inversion of $\alpha_1$ about $\alpha \sqrt{w}$, we see that the amplitude pointing towards $|1\rangle$ is inverted about $\alpha \sqrt{w}$, and the other amplitudes are inverted about $\alpha$.

Generalizing this to an arbitrary weighted graph, if the state of the system is

$$|\psi\rangle = \sum_v |v\rangle \otimes \sum_{u \sim v} \alpha_{uv} |u\rangle,$$

then the coin inverts the amplitudes to yield

$$C|\psi\rangle = \sum_v |v\rangle \otimes \sum_{u \sim v} \left(2\alpha_v \sqrt{w_{uv}} - \alpha_{uv}\right) |u\rangle,$$

where

$$\alpha_v = \sum_{u \sim v} \sqrt{w_{uv}} \alpha_{uv} \over \sum_{u \sim v} w_{uv}. \tag{8}$$

If the graph is unweighted, so $w_{uv} = 1$ for all $u \sim v$, then $\alpha_v$ is the average of the amplitudes pointing from $v$ to its neighbors. Then the amplitudes are inverted about their mean (see lemma 2 of [22]), and this is akin to the ‘inversion about the mean’ of Grover’s algorithm [16].

With weights, $\alpha_v$ is no longer the mean, so the coin is no longer an inversion about the mean.

4. Identically-evolving edges to a weighted edge

In this section, we show that some quantum walks on unweighted graphs can be reinterpreted as quantum walks on weighted graphs by combining identically-evolving amplitudes. When we apply this result to lackadaisical quantum walks, it allows us to replace the $l$ self-loops at a vertex with one self-loop of weight $l$. 
Say we have an unweighted graph where a vertex \( v \) has degree \( d \), so a particle at vertex \( v \) can point in \( d \) different directions. Then the state of a particle at vertex \( v \) can be written as
\[
|\psi\rangle = |v\rangle \otimes (\alpha_1|1\rangle + \alpha_2|2\rangle + \cdots + \alpha_d|d\rangle).
\] (9)

The Grover diffusion coin transforms this to
\[
C|\psi\rangle = |v\rangle \otimes [(2\bar{\alpha} - \alpha_1)|1\rangle + \cdots + (2\bar{\alpha} - \alpha_d)|d\rangle],
\] (10)
where
\[
\bar{\alpha} = \frac{\alpha_1 + \alpha_2 + \cdots + \alpha_d}{d}
\] (11)
is the average of the amplitudes \[^{22}\]. So it inverts each amplitude about the average.

Now say \( k \) of the amplitudes evolve identically due to the symmetry of the graph. For example, for a lackadaisical quantum walk, the amplitudes along the \( l \) self-loops at a vertex often evolve identically. Without loss of generality, say this corresponds to the first \( k \) basis states, i.e.,
\[
\alpha_1 = \alpha_2 = \cdots = \alpha_k.
\]
Using this, let us reduce (9)–(11) to a subspace. The state of the system (9) can be written as
\[
|\psi\rangle = |v\rangle \otimes [\alpha_1|1\rangle + \cdots + |k\rangle + \alpha_{k+1}|k+1\rangle + \cdots + \alpha_d|d\rangle]
= |v\rangle \otimes [\alpha_1\sqrt{k}|\sigma\rangle + \alpha_{k+1}|k+1\rangle + \cdots + \alpha_d|d\rangle],
\]
where
\[
|\sigma\rangle = \frac{1}{\sqrt{k}}(|1\rangle + \cdots + |k\rangle)
\]
is the uniform superposition of the identically-evolving states, and
\[
\alpha_\sigma = \alpha_1\sqrt{k}
\]
is its corresponding amplitude. So we have written the state \( |\psi\rangle \) in a \((d-k+1)\)-dimensional subspace. Now for (10), we can reduce it to the same subspace:
\[
C|\psi\rangle = |v\rangle \otimes [(2\bar{\alpha} - \alpha_1)|1\rangle + \cdots + |k\rangle + (2\bar{\alpha} - \alpha_{k+1})|k+1\rangle + \cdots + (2\bar{\alpha} - \alpha_d)|d\rangle]
= |v\rangle \otimes [(2\bar{\alpha} - \alpha_1)\sqrt{k}|\sigma\rangle + (2\bar{\alpha} - \alpha_{k+1})|k+1\rangle + \cdots + (2\bar{\alpha} - \alpha_d)|d\rangle],
\]
Finally, we can rewrite (11) as
\[
\bar{\alpha} = \frac{\alpha_1k + \alpha_{k+1} + \cdots + \alpha_d}{d} = \frac{\alpha_\sigma\sqrt{k} + \alpha_{k+1} + \cdots + \alpha_d}{d}.
\]
Comparing this with the inversion of a weighted graph in (7) and (8), we see that the uniform superposition of identically-evolving edges $|σ⟩$ evolves exactly like an edge of weight $k$, while the remaining edges continue to be unweighted. Thus $k$ identically-evolving, unweighted edges can be replaced by a single edge of weight $k$. This generalizes the values that $l$ can take from the integers to the reals.

In the next two sections, we apply this reduction and generalization of the lackadaisical quantum walk to two examples. The first is the quantum walk on the line, whose generalization is exactly equivalent to another type of quantum walk. The second is quantum search on the complete graph, where additional analysis is needed to get the runtime and success probability for all values of $l$.

5. Walk on the line

For our first example, consider a quantum walk on the line. The lackadaisical case of $l$ self-loops per vertex, as depicted in figure 2(a), was explored by [14] with the moving shift. Their initial state was a particle localized at vertex 0 with amplitude in the left- and right-moving coin states only, so there was no initial amplitude along the self-loops. They showed that the more self loops, the faster the ballistic dispersion, with the velocities of the peaks equal to $±\sqrt{l/(l+2)}$. This is illustrated in figure 3, where the dashed red curve with $l = 10$ spreads more quickly than the loopless solid black curve.

Due to the symmetry of the evolution, the amplitudes along the $l$ self-loops at a vertex evolve identically. Then from section 4, we can replace them with a single self-loop of weight $l$, as shown in figure 2(b). The results from [14] carry over to this generalized case, such as the peak velocities being $±\sqrt{l/(l+2)}$, except $l$ can now take non-integer values.

Let us analyze this generalized lackadaisical quantum walk more closely so that we can connect it to other work. At each vertex, a particle can point to the left, to itself through the weighted self-loop (i.e. stay), or to the right. Let us call these coin states $|L⟩$, $|S⟩$, and $|R⟩$. Then $|sv⟩$ for each vertex $v$ is

$$|sv⟩ = \frac{1}{\sqrt{l+2}} (|L⟩ + \sqrt{l}|S⟩ + |R⟩).$$

Then in the $\{|L⟩, |S⟩, |R⟩\}$ basis, $Cv$ (3) can be written as a $3 \times 3$ matrix

$$Cv = \frac{1}{l+2} \begin{pmatrix} -l & 2\sqrt{l} & 2 \\ 2\sqrt{l} & l-2 & 2\sqrt{l} \\ 2 & 2\sqrt{l} & -l \end{pmatrix}.$$ 

After applying $Cv$ at each vertex $v$, the moving shift is applied, completing a step of the quantum walk $U = SC$ (1).

Now let us consider another type of quantum walk called a three-state quantum walk [23], which we will later prove is equivalent to the above lackadaisical quantum walk on the line. The three-state quantum walk is a quantum walk on the line with three internal coin states, one pointing left, one to stay, and one pointing right, corresponding to the coin basis states $|L⟩$, $|S⟩$, and $|R⟩$. The original three-state quantum walk [23] simply applies the unweighted Grover diffusion coin (4) followed by the moving shift. Štefaňák et al, however, considered the 1D walk with deformations of the Grover coin, firstly by deforming its eigenvalues and secondly by deforming its eigenvectors. The second deformation uses the coin operator given by equation (14) of [15]:
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$$C_v = \begin{pmatrix} -\rho^2 & \rho \sqrt{2(1 - \rho^2)} & 1 - \rho^2 \\ \rho \sqrt{2(1 - \rho^2)} & 2\rho^2 - 1 & \rho \sqrt{2(1 - \rho^2)} \\ 1 - \rho^2 & \rho \sqrt{2(1 - \rho^2)} & -\rho^2 \end{pmatrix},$$

where $\rho \in [0, 1]$ is a continuous parameter with the unweighted Grover diffusion coin corresponding to $\rho = \frac{1}{\sqrt{3}}$. The coin is followed by the moving shift, and they showed that the velocity at which the peaks travel is $\pm \rho$. So as $\rho$ increases, the speed of the ballistic dispersion also increases.

Štefaňák et al.’s deformed coin operator equals the 1D lackadaisical quantum walk’s coin with

$$\rho = \sqrt{\frac{l}{l+2}}.$$ 

So their walk is exactly a generalized lackadaisical quantum walk with a weighted self-loop, and all their results carry over. This gives a new interpretation of Štefaňák et al.’s result, not as an eigenvector deformation, but as a coined quantum walk on the line with a weighted self-loop at each vertex.

The improved dispersion of the lackadaisical quantum walk on the line necessitates the moving shift. In the loopless case, both the moving and flip-flop shifts effect the same
evolution for the initially unbiased state [24]. With self-loops, however, their evolutions are significantly different, as shown in figure 3, where the dashed red curve corresponds to the moving shift and the dot-dashed green curve to the flip-flop shift, both with $l = 10$. While the moving shift’s dispersion is faster, the flip-flop shift’s is slower.

6. Search on the complete graph

For our second example, consider search on the complete graph, which corresponds to Grover’s unstructured search problem, by lackadaisical quantum walk. This was first explored in [13] with $l$ self-loops per vertex, as illustrated in figure 4(a). Due to the symmetry of the problem, at each vertex, the amplitudes along the $l$ self-loops evolve identically. Then from section 4, we can replace them with a single self-loop of weight $l$, as shown in figure 4(b). The analysis from [13] carries over to our generalized walk with real $l$ when $l \geq 1/3$. We will give new analysis for $l < 1/3$, thus completely characterizing the runtime and success probability of the algorithm for all real $l \geq 0$.

First let us carry over the results from [13]. As shown there, from the symmetry of the problem, there are only two types of vertices, the marked $a$ vertex and the unmarked $b$ vertices, depicted in figure 4(b). A particle at the $a$ vertex can either point to itself or to $b$ vertices, and a particle at a $b$ vertex can either point to the $a$ vertex or to $b$ vertices (including itself). Then the system evolves in a 4D subspace spanned by

\[
|aa\rangle = |a\rangle \otimes |a\rangle, \\
|ab\rangle = |a\rangle \otimes \frac{1}{\sqrt{N-1}} \sum_b |b\rangle, \\
|ba\rangle = \frac{1}{\sqrt{N-1}} \sum_b |b\rangle \otimes |a\rangle, \\
|bb\rangle = \frac{1}{\sqrt{N-1}} \sum_b |b\rangle \otimes \frac{1}{\sqrt{N+l-2}} \left( \sum_{b' \neq b} |b'\rangle + \sqrt{l} |b\rangle \right).
\]

In this basis, the initial state of the system is
\[ |\psi_0\rangle = \frac{1}{\sqrt{N(N + l - 1)}} \left[ \sqrt{1} |aa\rangle + \sqrt{N-1} |ab\rangle + \sqrt{N-1} |ba\rangle 
+ \sqrt{(N-1)(N + l - 2)} |bb\rangle \right]. \]

The system evolves by repeatedly applying
\[ U' = SCQ, \]
where \( Q \) is an oracle query that flips the amplitudes at the marked vertex, \( C \) is the Grover diffusion coin as before (2), and \( S \) is the flip-flop shift. So \( U' \) performs an oracle query followed by a step of the quantum walk. In the 4D subspace, it is
\[ U' = \begin{pmatrix} \cos \theta & -\sin \theta & 0 & 0 \\
0 & 0 & -\cos \phi & \sin \phi \\
-\sin \theta & -\cos \theta & 0 & 0 \\
0 & 0 & \sin \phi & \cos \phi \end{pmatrix}, \]
where
\[ \cos \theta = \frac{N - l - 1}{N + l - 1}, \quad \text{and} \quad \sin \theta = \frac{2\sqrt{l(N-1)}}{N + l - 1}, \]
and
\[ \cos \phi = \frac{N + l - 3}{N + l - 1}, \quad \text{and} \quad \sin \phi = \frac{2\sqrt{N + l - 2}}{N + l - 1}. \]

The probability of finding the particle at the marked vertex \( a \) after \( t \) steps is given by
\[ p(t) = |\langle aa|U'^t|\psi_0\rangle|^2 + |\langle ab|U'^t|\psi_0\rangle|^2. \]
This is plotted in figure 5 as the system evolves for various values of \( l \). In the loopless case, the success probability reaches \( 1/2 \) after \( \pi \sqrt{N}/2 \sqrt{2} \) applications of \( U' \). As \( l \) increases, the maximum success probability increases until it reaches \( 1 \) at \( l = 1 \). Further increasing \( l \) causes the success probability to decrease. We also see in figure 5(a) that when \( l < 1/3 \), the peak contains two humps, while when \( l \geq 1/3 \), the peak only has one hump. This transition at \( l = 1/3 \) will be proved rigorously, and it foreshadows that the analysis from [13], while applying to \( l \geq 1/3 \), does not apply to \( l < 1/3 \).

Since \( U' \) is a 4D matrix, it has four eigenvectors and corresponding eigenvalues, given in [13]. The initial state can be expressed in terms of these eigenvectors, and then it is straightforward to determine the state after \( t \) applications of \( U' \). For large \( N \), it is
\[ U'^t|\psi_0\rangle \approx \begin{pmatrix} [1 - \cos(\alpha)]/\sqrt{N(N-1)} \\
(2t+1)\sqrt{N(N-1)} \\
2(2t+1)\sqrt{N+1} \cos(\alpha) + \sqrt{(2N+1)(2N+3)}(t+1)\sin(\alpha) \\
2(2t+1)(N+1) \sin(\alpha) \end{pmatrix}, \]
\[ \text{where} \]
\[ \cos \alpha = \frac{N - 2}{N + l - 1}, \quad \text{and} \quad \sin \alpha = \frac{\sqrt{(2N + l - 3)(l + 1)}(N + l - 1)}{N + l - 1}. \]
Then the success probability \( p(t) \) is asymptotically given by the sum of the squares of the first two terms:
\[ p(t) \approx \left[ \frac{1 - \cos(\alpha t)}{(l + 1)\sqrt{N + l - 2}} \right]^2 + \left[ \frac{2l + (l - 1)\cos(\alpha t) + \sqrt{(2N + l - 3)(l + 1)\sin(\alpha t)}}{2(l + 1)\sqrt{N + l - 2}} \right]^2. \]

For large \( N \), this further simplifies to
\[ p(t) \approx \left[ \frac{1 - \cos(\alpha t)}{(l + 1)\sqrt{N + l - 2}} \right]^2 + \left[ \frac{\sqrt{(2N + l - 3)(l + 1)\sin(\alpha t)}}{2(l + 1)\sqrt{N + l - 2}} \right]^2. \]

To find the maximum success probability and the time at which it occurs, we take the first derivative of this, yielding
\[ \frac{dp}{dt} = \frac{\alpha \sin(\alpha t)}{2(l + 1)^2(N + l - 2)} [4l(N - 1) + (2N - l - 3)(1 - l)\cos(\alpha t)]. \]

Setting this equal to zero, we get two solutions for the runtime \( t_* \):
\[ t_* = \frac{\pi}{\alpha}, \quad t_* = \frac{1}{\alpha} \cos^{-1} \left( \frac{4l(N - 1)}{(2N - l - 3)(l - 1)} \right). \]

The first solution \( t_* = \pi/\alpha \) was explored in [13]. For the second solution, the argument of the inverse cosine is \( 2l/(l - 1) \) for large \( N \). This argument has magnitude less than 1 when \( l < 1/3 \) and greater than 1 when \( l > 1/3 \), resulting in real and complex runtimes, respectively. Thus we use this solution when \( l < 1/3 \) and the first solution \( \pi/\alpha \) when \( l \geq 1/3 \). Approximating \( \alpha \approx \sqrt{2(l + 1)/N} \) for large \( N \) and \( l = o(N) \), we get a runtime of
\[ t_* \approx \frac{\cos^{-1} \left( \frac{2l}{l + 1} \right)}{\sqrt{2(l + 1)}} \sqrt{N} \]
when \( l < 1/3 \). Plugging this into \( p(t) \) and keeping the dominant term for large \( N \), the corresponding success probability is
\[ p_* \approx \frac{1}{2(1 - l^2)}. \]

Putting these \( l < 1/3 \) results together with the \( l \geq 1/3 \) results from [13], we get
\[ t_* \approx \begin{cases} \cos^{-1} \left( \frac{2l}{l + 1} \right) \sqrt{N} & l < 1/3 \\ \frac{\pi}{\sqrt{2(l+1)}} \sqrt{N} & l \geq 1/3, \ l = o(N) \\ \pi/\sin^{-1} \left( \frac{\sqrt{c+2}}{\sqrt{c+1}} \right) & l = cN \\ 2 & l = \omega(N) \end{cases} \]

and
Thus we have completely characterized the runtime and success probability of the algorithm for real $l \geq 0$.

Finally, note that the success probability is greater than the loopless value of $1/2$ when

$$\frac{4I}{(I+1)^2} > \frac{1}{2} \quad \Rightarrow \quad l < 3 + 2\sqrt{2} \approx 5.828.$$
7. Conclusion

Quantum walks are one of the primary means of developing quantum algorithms. The utility of walking on weighted graphs has been explored in several contexts, and we defined a discrete-time coined quantum walk on weighted graphs. The resulting coin operation is no longer an inversion about the average. With the flip-flop shift, two applications of this coined quantum walk is exactly equivalent to one application of Szegedy’s quantum walk. With the moving shift, however, it is a new type of walk.

This allows lackadaisical quantum walks to be reduced and generalized by replacing, at each vertex, the $l$ identically-evolving self-loops with a single self-loop of weight $l$. When $l$ is an integer, the resulting walks are identical, but now $l$ can also take non-integer values.

We explored this for a walk on the line, showing that Štefaňák et al’s [15] deformation of the three-state Grover walk is precisely the generalized lackadaisical quantum walk. This utilizes the moving shift, and the analytics of the evolution with the flip-flop shift is an open question.

We also explored search on the complete graph, which is equivalent to Grover’s unstructured search problem. In doing so, the results for a regular lackadaisical quantum walk with $l$ self-loops per vertex directly carry over to the generalized case when $l \geq 1/3$. We provided new analysis, however, for when $l < 1/3$. This completely characterizes the generalized lackadaisical quantum walk for this search problem.

Further research includes applications of the generalized lackadaisical quantum walk to other quantum walk-based algorithms or spatial search problems.
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