ROOT-THEORETIC YOUNG DIAGRAMS AND SCHUBERT CALCULUS:
PLANARITY AND THE ADJOINT VARIETIES

DOMINIC SEARLES AND ALEXANDER YONG

ABSTRACT. We study root-theoretic Young diagrams to investigate the existence of a Lie-type uniform and nonnegative combinatorial rule for Schubert calculus.

We provide formulas for (co)adjoint varieties of classical Lie type. This is a simplest case after the (co)minuscule family (where a rule has been proved by H. Thomas and the second author using work of R. Proctor). Our results build on earlier Pieri-type rules of P. Pragacz-J. Ratajski and of A. Buch-A. Kresch-H. Tamvakis. Specifically, our formula for $OG(2, 2n)$ is the first complete rule for a case where diagrams are non-planar. Yet the formulas possess both uniform and non-uniform features.

Using these classical type rules, as well as results of P.-E. Chaput-N. Perrin in the exceptional types, we suggest a connection between polytopality of the set of nonzero Schubert structure constants and planarity of the diagrams. This is an addition to work of A. Klyachko and A. Knutson-T. Tao on the Grassmannian and of K. Purbhoo-F. Sottile on cominuscule varieties, where the diagrams are always planar.
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1. INTRODUCTION

1.1. Overview. Consider the following problem:

Does there exist a root-system uniform and manifestly nonnegative combinatorial rule for Schubert calculus?

Let $G$ be a complex reductive Lie group. Fix a choice $B$ of a Borel subgroup and maximal torus $T$, and let $W$ be its Weyl group: $W \cong N_G(T)/T$. Write $\Phi = \Phi^+ \cup \Phi^-$ to be the partition of roots into positives and negatives, and let $\Delta$ be the base of simple roots. Let $\Omega_G = (\Phi^+, \prec)$ denote the canonical poset structure on $\Phi^+$. Suppose $\Delta_P = \{\beta(P)_1, \ldots, \beta(P)_k\} \subseteq \Delta$ identifies the parabolic subgroup $P$, and set $W_P := W_{\Delta_P}$ as the associated parabolic subgroup of $W$. Consider the subposet

$$\Lambda_{G/P} = \{\alpha \in \Phi^+ : \beta_i(P) \prec \alpha \text{ for some } i\} \subseteq \Omega_G.$$ 

The Schubert varieties in $G/P$ are $X_{wW_P} = B_-wP/P$ where $wW_P \in W/W_P$. Suppose $w$ is the minimal length coset representative of $wW_P$; $w$’s inversion set $\lambda$ sits inside $\Lambda_{G/P}$. Let us write $X_\lambda := X_{wW_P}$. For short, call $\lambda$ a root-theoretic Young diagram (RYD). Let $\mathcal{Y}_{G/P}$ be the set of RYDs for $G/P$.

The cohomology ring $H^*(G/P)$ has a $\mathbb{Z}$-additive basis of Schubert classes $\sigma_\lambda$. Let $C_{X_\lambda,\mu}^\sigma(G/P)$ denote the Schubert structure constants for $G/P$, i.e.,

$$\sigma_\lambda \cdot \sigma_\mu = \sum_{\nu} C_{X_\lambda,\mu}^\sigma(G/P)\sigma_\nu.$$

When $G/P$ is the Grassmannian $Gr_k(\mathbb{C}^n)$, $C_{X_\lambda,\mu}^\sigma(Gr_k(\mathbb{C}^n))$ is computed by the Littlewood-Richardson rule.

Ideally, there is a generalization to compute $C_{X_\lambda,\mu}^\sigma(G/P)$ in a cancellation-free fashion, only using the associated root datum (cancellative formulas are known, see, e.g., [Kn03]).

Actually, often the main question is phrased presuming the existence of a rule. However, in that case, what is the qualitative nature of such a putative rule? Is it too much to expect a counting rule like the Littelmann path model? Perhaps it makes more sense to search for a patchwork of counting rules and nonnegative recursions through different $G/P$’s for varying $G$’s. How can one classify special cases? Why are some special cases of
the problem seemingly harder than others? Finally, if one believes that such a rule does not exist, what are concrete and/or falsifiable reasons for that belief?

The main thesis of this paper is that RYDs provide a simple but uniform combinatorial perspective to discuss such questions mathematically, make precise comparisons, and to measure progress towards a rule (uniform, counting, patchwork, or otherwise).

For example, from this perspective, Grassmannians are special because they sit in the family of $G/P$'s for which the above root-system setup is especially graphical:

(I) $\Lambda_{G/P}$ is a planar poset;

(II) the RYDs are lower order ideals (and in fact classical Young diagrams, thus explaining the nomenclature);

(III) Bruhat order is containment of RYDs.

These properties also hold for all cominuscule $G/P$'s. Using work of R. Proctor [Pr06], they help demonstrate a uniform rule for (co)minuscule Schubert calculus [ThYo09].

At present, using RYDs is the only known way to solve the problem for (co)minuscule $G/P$. Conversely, it is only for (co)minuscule $G/P$'s that there is a uniform rule. It is therefore sensible to use RYDs to study other families.

It seems to us that the key next case is the family of (co)adjoint $G/P$'s. One reason is that this family extends the (co)minuscule $G/P$'s, see, e.g., [LaMuSe79] and Section 2.1. However, our main point is that in terms of RYDs, none of the properties (I), (II) or (III) hold in general for (co)adjoint varieties. Equally important to us is that the failures of these properties are quantifiably mild (see Fact 1.2 below).

Note that use of RYDs, even for (co)adjoint varieties, is not mandatory: there is a different way to index their Schubert varieties, see [ChPe11]. For isotropic Grassmannians of classical type, [PrRa96, PrRa03] uses another way, and [BuKrTa09] yet another.

We obtain positive Schubert calculus rules in the classical (co)adjoint types; this is the principal new evidence we have for the thesis beyond what already fits from the literature. These rules have significant, but far from complete, uniformity. Additional complexity of $OG(2, 2n)$ comes from the nonplanarity of $\Lambda_{OG(2,2n)}$. To our best knowledge, we give the first complete formula for any $G/P$ with nonplanarity — and what we find is that it has patchwork features for which we have no broad explanation. Indeed, it separates out the cases covered by the Pieri rule of [BuKrTa09]. Perhaps surprisingly, it is these “Pieri cases” that bring unappetizing complications to our rule. Also, our rule depends on the parity of $n$. This is traceable to the fact that $\Lambda_{Q^{2n-4}}$ is a subposet of $\Lambda_{OG(2,2n)}$ and that the even-dimensional quadric $Q^{2n-4}$ has this dependency as well [ThYo09].

We think it is plausible that the patchwork features of our rule for $OG(2, 2n)$ are essentially unavoidable if maintaining uniformity with the other (co)adjoint and (co)minuscule varieties. That is, we would infer our results present a specific challenge to the existence of a root-system uniform counting rule.

Now, there are a number of reasons to doubt this interpretation. First, in [ChPe12], RYDs are used to generalize [ThYo09]. Their extension uniformly covers a subset of the Schubert problems in each of the (co)adjoint varieties — but precisely those that are “cominuscule-like”. Second, the “flattening trick” used for the $OG(2, 2n)$ problem is non-uniform. However, this step is what allows us to make comparisons with the other
(co)adjoint formulas. Third, there are alternative and powerful models such as *Chains in Bruhat order*, see, e.g., [BeSo98], *Puzzles* [Kna03] and *Mondrian tableaux* [Co09] among others. However, we reiterate that other approaches are not known yet to (uniformly) resolve the (co)minuscule case, which we think is the simpler problem.

Some additional support for the main thesis comes from analysis of another Schubert calculus problem:

What is the set $S^\text{nonzero}(G/P)$ of $(\pi, \nu, \tau) \in (\mathcal{Y}_{G/P})^3$ where $C^\pi_{\lambda, \nu}(G/P) \neq 0$?

There is a celebrated *polytopal* answer for $Gr_k(\mathbb{C}^n)$. More specifically, identifying a Young diagram $\lambda$ with its partition $(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_k) \in \mathbb{Z}^k$, $S^\text{nonzero}(Gr_k(\mathbb{C}^n))$ can be viewed as the lattice points of the Horn polytope in $\mathbb{Z}^{3k}$. This result was first established by the combined work of A. Klyachko [Kl98] and of A. Knutson-T. Tao [KnTa99]; see also W. Fulton’s survey [Fu00b] for a historical discussion. More recently, K. Purbhoo-F. Sottile [PuSo08] established similar descriptions for cominuscule $G/P$ using RYDs. Also, RYDs are used to study the nonzeroness problem in K. Purbhoo’s [Pu06]. Both of the latter two papers also provide pre-existing evidence for the thesis.

It is natural to ask when one can expect a polytopal answer to the above question. Indeed, in the Introduction of [PuSo08] the authors write “We use that $G/P$ is cominuscule in many essential ways in our arguments, which suggests that cominuscule flag varieties are the natural largest class of flag varieties for which these tangent space methods can be used to study the non-vanishing of [generic Schubert intersections].” For comparison, we offer a partial answer. Using specific drawings of $\Lambda_{G/P}$ we associate, in a type by type manner, a vector of row lengths to each RYD in $\mathcal{Y}_{G/P}$. We will call these descriptions *partition-like* since they mimic the partition description of Young diagrams used to formulate the Horn polytope. Our most general finding is:

**Theorem 1.1.** For adjoint $G/P$, there is a polytopal description of $S^\text{nonzero}(G/P)$ using the partition-like description of RYDs if and only if $\Lambda_{G/P}$ is planar.

For coadjoint $G/P$, let $G/Q$ be the adjoint partner. Then

$$C^\pi_{\lambda, \nu}(G/P) = m(G)^{sh(\lambda)+sh(\nu)-sh(\tau)}C^\pi_{\lambda, \nu}(G/Q).$$

Here $sh(\lambda)$ is the number of short roots of $\lambda$ and $m(G)$ is the maximum multiplicity of an edge (hence, e.g., $m(G_2) = 3$ and $m(F_4) = 2$) of the Dynkin diagram of $G$. For $G$ simply-laced, $G/P = G/Q$ and $m(G) = 1$. This uniformly extends the shortroots correspondence from [ThYo09] in terms of the Cartan classification. (One can index the Schubert varieties of coadjoint $G/P$ using the RYDs for the adjoint partner $G/Q$.)

We emphasize that Theorem [1.1] does not rule out possible polytopal solutions that begin with a different, natural vectorial description of RYDs. Does such a description exist? Example 2.16 for $OG(2, 10)$ encapsulates our doubts. In any case, our point is that Theorem [1.1] again indicates a planar/non-planar dichotomy in combinatorial Schubert calculus. Theorem [1.1] complements the results of [Kna03, PuSo08] on the nonzeroness problem within the family of $G/P$’s for quasi-(co)minuscule $P$ (see Section 2.1).

For the classical types of Theorem [1.1] we obtain a description of $S^\text{nonzero}(G/P)$ directly from our formulas. For the non-planar cases we find a “zero triple” $(\lambda, \pi, \tau)$ that is a convex combination of some “nonzero triples”. In the exceptional types, we use explicit
calculation using \([\text{ChPe11}, \text{ChPe09}]\). The computations are done by computer, but the ones needed for the proof are actually small enough to be (onerously) checked by hand.

Another piece of evidence for the value of RYDs comes from a new rule for the \(GL_n\) Belkale-Kumar coefficients \([\text{Se13+}]\) (after A. Knutson-K. Purbhoo \([\text{KnPu11}]\)). A comparison of RYDs to the indexing system of \([\text{BuKrTa09}]\) is also given in \textit{loc. cit.} (We also mention that RYDs can also be applied to the study of Kazhdan-Lusztig polynomials \([\text{WoYo13+}]\).)

1.2. Definition of (co)adjoint varieties. The following is standard. Fix a representation \(\rho : G \to GL(V)\) for some finite dimensional complex vector space \(V\). The group \(G\) acts on \(P(V)\) through the projection \(\pi : V \setminus \{0\} \to P(V)\). If \(\vec{v}\) is a highest weight vector of \(\rho\), then

\[
\pi(G \cdot \vec{v}) \subseteq P(V)
\]

is a homogeneous projective variety, see, e.g., \([\text{FuHa04, Section 23.3}]\). This variety is \textbf{adjoint} if \(\rho\) is the adjoint representation of \(G\). Adjoint varieties have a root-system theoretic classification, see, e.g., \([\text{ChPe11}]\) and the references therein as well as Table 1 in Section 2. A variety is \textbf{coadjoint} if it is adjoint for the dual root system.

The highest root of \(\Lambda_{G/P}\) is the \textbf{adjoint root}. If \(\vec{\lambda}\) uses it we say \(\vec{\lambda}\) is \textbf{on} and we write \(\vec{\lambda} = \langle \lambda | \bullet \rangle\); otherwise we say \(\vec{\lambda}\) is \textbf{off} and we write \(\vec{\lambda} = \langle \lambda | \circ \rangle\), where \(\lambda\) comprises the roots of \(\Lambda_{G/P} \setminus \{\text{adjoint root}\}\) used by \(\vec{\lambda}\). Let \(<\text{Bruhat}\) be the order on \(\mathbb{Y}_{G/P}\) defined by the closure order on Schubert cells. We recall some facts; cf., \([\text{ChPe11, Section 2}]\) and the references therein.

\[\text{Fact 1.2. If } G/P \text{ is adjoint then:}\]

\begin{enumerate}
  \item \(|\Lambda_{G/P}|\) is odd
  \item If \(\vec{\lambda} = \langle \lambda | \circ \rangle\) then \(|\vec{\lambda}| \leq \frac{|\Lambda_{G/P}| - 1}{2}\)
  \item If \(\vec{\lambda} = \langle \lambda | \bullet \rangle\) then \(|\vec{\lambda}| \geq \frac{|\Lambda_{G/P}| + 1}{2}\)
  \item \(\lambda\) is a lower order ideal in the poset \(\Lambda_{G/P} \setminus \{\text{adjoint root}\}\)
  \item \(\langle \lambda | \circ \rangle \prec_{\text{Bruhat}} \langle \mu | \circ \rangle\) and \(\langle \lambda | \bullet \rangle \prec_{\text{Bruhat}} \langle \mu | \bullet \rangle\) if and only if \(\lambda \subseteq \mu\)
  \item \(\langle \lambda | \circ \rangle \prec_{\text{Bruhat}} \langle \mu | \bullet \rangle\) if and only if \(|\lambda \setminus \mu| \leq 1\)
\end{enumerate}

Points (iv)–(vi) explain in what sense the failures of (II) and (III) are “mild”.

In the classical Lie types, there are three (co)adjoint varieties of main interest. Those are what we discuss in the technical core of our results below.

1.3. Definition of \(\Lambda_{\mathfrak{X}_{G/P}}\); main theorem for odd orthogonal Grassmannians \(OG(2, 2n + 1)\) and Lagrangian Grassmannians \(LG(2, 2n)\). For the Lie type \(B_n\), the adjoint variety \(G/P = OG(2, 2n + 1)\) is the space of isotropic 2-planes with respect to a non-degenerate symmetric bilinear form on \(\mathbb{C}^{2n+1}\). It has dimension \(|\Lambda_{G/P}| = 4n - 5\).
The coadjoint partner to \( OG(2, 2n + 1) \) in the \( C_n \) root system is the variety \( LG(2, 2n) \) of isotropic 2-planes with respect to a non-degenerate skew-symmetric bilinear form on \( \mathbb{C}^{2n} \). As with all cases, it makes sense to index the Schubert varieties for the coadjoint variety with RYDs for its adjoint partner. This is analogous to [ThY09]. We denote the shapes \( \lambda \) by \( \langle \lambda | \bullet / \circ \rangle \), where \( \lambda \) is a partition in \( \times 2 \times \left( \frac{|\Lambda_{G/P}| - 1}{2} \right) \).

We will need a reusable definition. For any \( \nu = (\nu_1, \nu_2) \in \mathbb{Z}^2 \) let \( \nu^* = (\nu_1 - 1, \nu_2) \) and \( \nu_* = (\nu_1, \nu_2 - 1) \). Fix \( \lambda \) and \( \pi \) and define

\[
A_{\lambda, \pi}(\nu) = \begin{cases} 
0 & \text{if } \lambda \text{ and } \pi \text{ are on} \\
\sigma(\nu | \bullet) & \text{if exactly one of } \lambda \text{ or } \pi \text{ is on} \\
\sigma(\nu | \circ) & \text{if } |\lambda| + |\pi| \leq \frac{|\Lambda_{G/P}| - 1}{2} \\
\sigma(\nu^* | \bullet) + \sigma(\nu_* | \bullet) & \text{otherwise.}
\end{cases}
\]

In the “otherwise” case of the definition of \( A_{\lambda, \pi}(\nu) \) a nonadjoint root from \( \nu \) has “jumped” to become the adjoint root. Understanding how this occurs in each type is key in the (co)adjoint cases. This reflects the additional complexity coming from the failure of (II).

Say \( \sigma(\nu_1 | \bullet), \sigma(\nu_2 | \bullet) \) or \( \sigma(\nu_3 | \bullet) \) is zero if \( \nu, \nu^* \) or \( \nu_* \) is not a partition in \( \times 2 \times \left( \frac{|\Lambda_{G/P}| - 1}{2} \right) \). Define \( \text{sh}(\nu) \) to be the number of short roots used by \( \nu \). The short roots of \( \Lambda_{OG(2,2n+1)} \) consist of the middle pair of the nonadjoint roots.

**Theorem 1.3.**

\[
\sigma(\lambda) \cdot \sigma(\pi) = \sum_{\nu \subseteq \left( \frac{|\Lambda_{G/P}| + 1}{2}, \frac{|\Lambda_{G/P}| - 1}{2} \right)} C_{\lambda, \mu}^\nu A_{\lambda, \pi}(\nu) \in H^*(LG(2, 2n)).
\]

In \( H^*(OG(2, 2n+1)) \), multiply each coefficient by \( 2^{\text{sh}(\nu) - \text{sh}(\lambda) - \text{sh}(\pi)} \); the result is provably integral.

While our rule for \( OG(2, 2n + 1) \) is manifestly positive, it is not manifestly integral because \( 2^{\text{sh}(\nu) - \text{sh}(\lambda) - \text{sh}(\pi)} = \frac{1}{2} \) does occur. However, integrality is not difficult and is handled by Proposition 4.2.

**Example 1.4.** In \( H^*(LG(2, 8)) \), \( \sigma_{(3,1|\circ)} \cdot \sigma_{(3,2|\circ)} = 2\sigma_{(5,3|\bullet)} + \sigma_{(4,4|\bullet)} \):

\[
\text{(1)} = 2 \times \text{(2)} + \text{(3)}
\]

Similarly, in \( H^*(OG(2, 9)) \), we compute \( \sigma_{(2,1|\circ)} \cdot \sigma_{(3,2|\circ)} = \sigma_{(5,2|\bullet)} + 4\sigma_{(4,3|\bullet)} \). \( \square \)

**Corollary 1.5.** \( \left\{ C_{\lambda, \pi}^{\nu}(LG(2, 2n)) \right\} = \{0, 1, 2\} \) and \( \left\{ C_{\lambda, \pi}^{\nu}(OG(2, 2n + 1)) \right\} = \{0, 1, 2, 4, 8\} \).

Declare the partition-like description of RYDs in this case to identify

(1) \( \lambda = \langle \lambda_1, \lambda_2 | \circ \rangle \) with \( \lambda_1, \lambda_2, 0 \in \mathbb{Z}^3 \) and \( \lambda = \langle \lambda_1, \lambda_2 | \bullet \rangle \) with \( \lambda_1, \lambda_2, 1 \in \mathbb{Z}^3 \).

Thus we arrive at our first case of the nonzeroness question:
Corollary 1.6. Assume $\lambda = (\lambda_1, \lambda_2), \mu = (\mu_1, \mu_2), \nu = (\nu_1, \nu_2) \subset 2 \times \left( \frac{|\Lambda_{G/P}| - 1}{2} \right)$ are partitions and $\lambda_3, \mu_3, \nu_3 \in \{0, 1\}$. Then $C^{\Lambda_{G/P}}_{\lambda, \mu}(LG(2, 2n)) \neq 0$ and $C^{\Lambda_{G/P}}_{\lambda, \mu}(OG(2, 2n + 1)) \neq 0$ if and only if:

\[|\nu| = |\lambda| + |\mu|\]
\[\nu_1 \leq \lambda_1 + \mu_1\]
\[\nu_2 \leq \lambda_1 + \mu_2\]
\[\nu_2 \leq \lambda_2 + \mu_1\]
\[\lambda_3 + \mu_3 \leq \nu_3\]

The inequalities (except the last) come from those for the Horn polytope for $k = 2$.

Corollary 1.6 shows that neither the failure of (II) nor (III) bar a polytopal answer to the nonzeroness question.

1.4. Main theorem for even orthogonal Grassmannians $OG(2, 2n)$. The adjoint variety $G/P = OG(2, 2n)$ is the space of isotropic 2-planes with respect to a non-degenerate symmetric bilinear form on $\mathbb{C}^{2n}$. It has dimension $|\Lambda_{G/P}| = 4n - 7$.

Here $\Lambda_{G/P}$ is not planar:

\[\Lambda_{OG(2, 2n)}, \Omega_{SO_{2n}}\text{ and a shape (for } n = 5)\]

A shape $\overline{\lambda} = \langle \lambda | \bullet / \circ \rangle$ in $\Lambda_{G/P}$ is a triple $\langle \lambda^{(1)}, \lambda^{(2)} | \bullet / \circ \rangle$, where $\lambda^{(1)}$ (respectively, $\lambda^{(2)}$) is the Young diagram, in French notation, for the “bottom” (respectively, “top”) $2 \times \left( \frac{|\Lambda_{G/P}| - 1}{4} \right)$ rectangle, and $\bullet / \circ$ indicates if $\overline{\lambda}$ is on or off. For example,

We mainly use a different description of $\overline{\lambda}$ that is more convenient for comparisons with Section 1.3. Define $\pi(\lambda) = \lambda^{(1)} + \lambda^{(2)} := (\lambda_1, \lambda_2)$, a partition inside the $2 \times \left( \frac{|\Lambda_{G/P}| - 1}{2} \right)$ rectangle. Consider an auxiliary poset $\Lambda'_{OG(2, 2n)}$, a “planarization” of $\Lambda_{OG(2, 2n)}$:

In the above figure, we have marked the roots of the “top layer” for emphasis.
Shapes of $\Lambda_{OG(2,2n)}'$ are $\pi = \langle \kappa | \bullet / \circ \rangle$ where $\kappa$ is a partition contained in a $2 \times \left( \frac{|\Lambda_{G/P}| - 1}{2} \right)$ rectangle and $\bullet / \circ$ indicates use of the adjoint root in $\Lambda_{OG(2,2n)}'$. Let $\Psi_{OG(2,2n)}'$ be the set of shapes of $\Lambda_{OG(2,2n)}'$. Extend $\pi$ to a map

$$\Pi : \Psi_{OG(2,2n)}' \to \Psi_{OG(2,2n)}'$$

by defining $\Pi(\lambda) = \langle \pi(\lambda) | \bullet \rangle$ if $\lambda$ is on, and $\Pi(\lambda) = \langle \pi(\lambda) | \circ \rangle$ otherwise.

The map $\Pi$ is either $1 : 1$ or $2 : 1$. In the former case, we identify $\pi$ and $\Pi^{-1}(\pi)$. In the latter case, $\Pi^{-1}(\pi) = \{ \pi^\dagger, \pi^\ddagger \}$ and we call $\pi$ **ambiguous**. Call $\pi^\dagger$ and $\pi^\ddagger$ **charged**. If $\pi$ is on (respectively, off), let $\pi^\dagger$ be the shape such that the second part (respectively, first part) of the Young diagram $(\pi^{-1}(\kappa))(2)$ is zero; let $\pi^\ddagger$ be the other one. Thus in Example 1.8 below, $\lambda$ is up and $\bar{\mu}$ is down.

We need three more notions to state our theorem. First, for $\pi \in \Psi_{OG(2,2n)}'$, let $\text{fsh}(\pi)$ be the number of **fake short roots** used by $\pi$, i.e., the number of roots in the $(n-2)$-th column used by $\pi$. The one exception is that we need

$$\text{fsh}((n-2, n-2 | \circ)) = 1.$$

For $\pi \in \Psi_{OG(2,2n)}'$, let $\text{fsh}(\Pi(\pi))$. Second, two charged shapes $\lambda$ and $\bar{\mu}$ match if their arrows match and are **opposite** otherwise. Third, let

$$\eta_{\lambda, \bar{\mu}} = \begin{cases} 2 & \text{if } \lambda, \bar{\mu} \text{ are charged and match and } n \text{ is even;} \\ 2 & \text{if } \lambda, \bar{\mu} \text{ are charged and opposite and } n \text{ is odd;} \\ 1 & \text{if } \lambda \text{ or } \bar{\mu} \text{ is neutral;} \\ 0 & \text{otherwise} \end{cases}$$

Say $\sigma_{(\nu | \bullet / \circ)}$, $\sigma_{(\nu^* | \bullet)}$ or $\sigma_{(\nu_\circ | \bullet)}$ is zero if $\nu$, $\nu^*$ or $\nu_\circ$ is not a partition in $2 \times \left( \frac{|\Lambda_{G/P}| - 1}{2} \right)$.

**Theorem 1.7.** If either $\pi(\lambda)$ or $\pi(\mu)$ equals $(j, 0)$ (for some $0 \leq j \leq \frac{|\Lambda_{G/P}| - 1}{2}$) then the Schubert expansion of $\sigma_{\pi} \cdot \sigma_{\bar{\pi}} \in H^*(OG(2,2n))$ is obtained by the Pieri rule of [BuKrTa09] (reformulated in Section 5.1).

Otherwise, compute

$$\sigma_{\Pi(\lambda)} \cdot \sigma_{\Pi(\mu)} = \sum_{\nu \subseteq \left( \frac{|\Lambda_{G/P}| + 1}{2}, \frac{|\Lambda_{G/P}| - 1}{2} \right)} C^\nu_{\pi(\lambda), \pi(\mu)} \bar{\lambda}_{\bar{\mu}} \nu.$$

(i) Replace any term $\sigma_{\pi}$ that has $\kappa_1 = \frac{|\Lambda_{G/P}| - 1}{2}$ by $\eta_{\lambda, \bar{\mu}} \sigma_{\pi}$
(ii) Next, replace each $\sigma_{\pi}$ by $2^{\text{fsh}(\pi) - \text{fsh}(\lambda) - \text{fsh}(\bar{\mu})} \sigma_{\pi}$
(iii) Finally, for any ambiguous $\pi$ replace $\sigma_{\pi}$ by $\frac{1}{2}(\sigma_{\pi^\dagger} + \sigma_{\pi^\ddagger})$

The result is a provably integral, and manifestly nonnegative, Schubert basis expansion, which equals $\sigma_{\lambda} \cdot \sigma_{\bar{\mu}} \in H^*(OG(2,2n))$.

Integrality is not manifest due to (ii) and (iii); it is proved in Section 5.7. Rule (i) extends a parity dependency for even-dimensional quadrics, described in [ThYo09]. The point is that the “double tailed diamond” which is $\Lambda_{Q_{2n-4}}$ sits as a “side” of $\Lambda_{OG(2,2n)}$. Rule (ii) is analogous to our rule for $OG(2,2n + 1)$. Rule (iii) describes how to “disambiguate”.
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In Section 5.1, we give a version of Theorem [1.7] that includes multiplication in the “Pieri” case. That statement is more complicated but is in fact the one we prove.

**Example 1.8.** We wish to compute $\sigma_{\pi} \cdot \sigma_{\mu} \in H^*(OG(2, 12))$ where:

\[
\lambda = \begin{array}{cccccccccccc}
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\end{array}
\quad \mu = \begin{array}{cccccccccccc}
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\end{array}
\]

Both of these shapes are charged. Here $\pi(\lambda) = (4, 1)$ and $\pi(\mu) = (4, 2)$.

The $\nu \subseteq \left(\frac{|\lambda_2|+1}{2}, \frac{|\lambda_1|+1}{2}\right) = (9, 8)$ such that $C^{\nu}_{\pi(\lambda), \pi(\mu)} = 1$ are $(8, 3), (7, 4)$ and $(6, 5)$. All other $\nu$ have $C^{\nu}_{\pi(\lambda), \pi(\mu)} = 0$. Hence,

\[
\sigma_{\Pi(\lambda)} \cdot \sigma_{\Pi(\mu)} = A^n(3, 7, 4) + A^n(7, 3, 4) + A^n(5, 6, 5)
\]

\[
\text{then nonzeroness}
\]

Finally, (iii) applies to the ambiguous shape $(6, 4)$, so:

\[
\sigma_{\pi} \cdot \sigma_{\mu} = (7, 3) + (6, 4) + (5, 5)
\]

Each step is nonnegative and integral, in agreement with our theorem. \qed

**Corollary 1.9.** \( \left\{ C^{\nu}_{\lambda, \mu}(OG(2, 2n)) \right\} = \{0, 1, 2, 4, 8\} \).

We make the following identifications; cf. (1):

\[
\Pi(\lambda) = (\lambda_1, \lambda_2, 0) \text{ with } (\lambda_1, \lambda_2, 0) \in \mathbb{Z}^3 \text{ and } \Pi(\lambda) = (\lambda_1, \lambda_2, 1) \in \mathbb{Z}^3.
\]

We can give an explicit criterion for nonzeroness:

**Corollary 1.10.** If either $\pi(\lambda)$ or $\pi(\mu)$ equals $(j, 0)$ (for some $0 \leq j \leq \frac{|\lambda_2|}{2}$) then nonzeroness of $C^{\nu}_{\lambda, \mu}(OG(2, 2n))$ is determined by the Pieri rule of [BuKrTa09] (restated in Section 5.1).

If $\nu_1 = \frac{|\lambda_2|}{2}$ then $C^{\nu}_{\lambda, \mu}(OG(2, 2n)) \neq 0$ if and only if $\eta_{\lambda, \mu} \neq 0$ and the inequalities (2) hold.

Otherwise, assume $(\lambda_1, \lambda_2), (\mu_1, \mu_2), (\nu_1, \nu_2) \subset 2 \times \left(\frac{|\lambda_2|}{2}\right)$ are partitions and $\lambda_3, \mu_3, \nu_3 \in \{0, 1\}$. Then $C^{\nu}_{\lambda, \mu}(OG(2, 2n)) \neq 0$ if and only if the inequalities (2) hold.

**1.5. Organization.** The main strategy employed is to prove that the rules of Theorems [1, 3] and [1, 7] define an associative ring. In the companion paper [Se13+], it is shown that our rules agree with known Pieri rules [BuKrTa09] (cf. [PrRa96, PrRa03]). Together this implies the correctness of the rules; see [KnTaWo04] for a similar argument in a different case of Schubert calculus.

In Section 2, we discuss the remaining (co)adjoint varieties not addressed by Theorems [1, 3] and [1, 7]. This includes the cases of exceptional Lie type as well as the remaining and straightforward cases of classical type. One of the latter cases is $F^{1, n-1, n}$. While rules for this case are essentially well-known (and easy to derive), we revisit it through the lens of $A_n$. The exceptional cases are computationally studied using the results of [ChPe11, ChPe09]. We end with the conclusion of the proof of Theorem [1, 1].
In Sections 3, 4 and 5 we give similar associativity arguments in order of increasing difficulty: $F_{l,n-1;n}$, $OG(2,2n+1)/LG(2,2n)$ and $OG(2,2n)$, respectively (the first case being mostly a light warmup for the other two). We also prove the stated corollaries.

2. Remaining (co)adjoint cases and proof of Theorem 1.1

2.1. (Co)minuscule, (co)adjoint and quasi-(co)minuscule. We now recall in what sense (co)minuscule $G/P$’s extend the (co)adjoint $G/P$’s. A dominant weight $\omega$ (associated to $P$) is minuscule if for every $\alpha \in \Phi^+$ we have $\langle \alpha^\vee, \omega \rangle \leq 1$. Such a weight is quasi-minuscule if for every $\alpha \in \Phi^+$ we have $\langle \alpha^\vee, \omega \rangle \leq 2$, with equality only if $\alpha = \omega$. The quasi-minuscule weights that are not minuscule are precisely the coadjoint ones. A weight is cominuscule (respectively, adjoint and quasi-cominuscule) if it is minuscule (respectively, coadjoint and quasi-minuscule) for the dual root system.

Now, $G/P$ is an adjoint variety if $P$ is the parabolic subgroup for an adjoint weight $\omega$. Similarly, one defines minuscule, quasi-minuscule, cominuscule, co-adjoint and quasi-cominuscule varieties. The classification of adjoint $G/P$’s is given in Table 1; nodes associated to $P$ are marked, cf. [ChPe11].

Our analysis is made possible by rapid computation of all structure constants in these cases using the presentation of the cohomology ring in [ChPe11], their Giambelli-type formulas [ChPe09], and standard Gröbner basis techniques. Here is a table of $|\mathcal{Y}_{G/P}|$:

| Adjoint | Coadjoint |
|---------|-----------|
| $A_{n-1}$ | $B_n$ | $C_n$ | $D_n$ | $G_2$ | $F_4$ | $E_6$ | $E_7$ | $E_8$ | $B_n$ | $C_n$ | $G_2$ | $F_4$ |
| $2\binom{n}{2}$ | $4\binom{n}{2}$ | $2n$ | $4\binom{n}{2}$ | 6 | 24 | 72 | 126 | 240 | 2n | $4\binom{n}{2}$ | 6 | 24 |

2.2. The exceptional types. We begin with:

Type $F_4$: This adjoint node is node 4 of the Dynkin diagram while the coadjoint node is node 1. First, we consider the adjoint case:

\[ \overline{\lambda} \subseteq \Lambda_{F_4/P_4} : \]

The short roots consist of the third root (from the left) in the bottom row, all roots in the middle row, and the third root (from the left) in the top row.

Define the partition-like description of a shape in $\Lambda_{F_4/P_4}$ by associating $\langle \lambda | \cdot \rangle$ with the vector $(\lambda_1, \lambda_2, \lambda_3, 0) \in \mathbb{Z}^4$ and $\langle \lambda | \bullet \rangle$ with $(\lambda_1, \lambda_2, \lambda_3, 1)$. Here $\lambda_1, \lambda_2$ and $\lambda_3$ are the number of roots used in the bottom, middle and top rows of $\Lambda_{F_4/P_4}$ respectively. Let $\lambda_4$ be the fourth coordinate. So for example, the displayed shape has associated vector $(\lambda_1, \lambda_2, \lambda_3, \lambda_4) = (5, 2, 0, 1)$ and has three short roots.

Fact 2.1. $C^\mathcal{Y}_{\overline{\lambda}, \overline{\mu}}(F_4/P_4) \neq 0$ if and only if

\[ |\overline{\mu}| = |\overline{\lambda}| + |\overline{\mu}| \]
\[ \lambda_1 + \lambda_4 \leq 6 - \mu_3 - \mu_4 \]
\[ \lambda_2 + \lambda_4 \leq 5 - \mu_2 - \mu_4 \]
\[ \lambda_3 + \lambda_4 \leq 6 - \mu_1 - \mu_4 \]
\[ \lambda_1 + \lambda_4 \leq \nu_i + \nu_4 \text{ (for } 1 \leq i \leq 3) \]
\[ \mu_i + \mu_4 \leq \nu_i + \nu_4 \text{ (for } 1 \leq i \leq 3) \]
\[ \lambda_1 + \mu_1 - \nu_3 \leq 9. \]

The first five inequalities partly encode \( \bar{\lambda} \prec_{\text{Bruhat}} \bar{\mu} \) and \( \bar{\lambda}, \bar{\mu} \prec_{\text{Bruhat}} \bar{\nu} \).

We do not have an isomorphism between \( \Lambda_{F_4/P_4} \) and \( \Lambda_{F_4/P_1} \). In fact

\[ \Lambda_{F_4/P_4} : \]

However, there is still a natural correspondence of \( Y_{F_4/P_4} \) with \( Y_{F_4/P_1} \): given a reduced word \( s_i \cdots s_{i_5} \) for a minimal coset representative of \( F_4^{P_4} \), then \( s_{5-i_5} \cdots s_{5-i_1} \) is a reduced word of a minimal coset representative of \( F_4^{P_1} \). If \( \bar{\lambda} \in Y_{F_4/P_4} \) is the RYD associated to the first reduced word, we may declare it to be the RYD indexing the Schubert class of \( H^*(F_4/P_1) \) associated to the second reduced word. Thus when we write \( C_{\bar{\lambda},\bar{\mu}}(F_4/P_1) \) we refer to the proxy shapes from \( Y_{F_4/P_4} \). (Similar reasoning works in the other types as well, allowing us to index coadjoint Schubert varieties with proxy adjoint shapes.)

**Fact 2.2.** \( C_{\bar{\lambda},\bar{\mu}}(F_4/P_4) = 2^{\text{sh}(\bar{\lambda}) + \text{sh}(\bar{\mu}) - \text{sh}(\bar{\nu})} C_{\bar{\lambda},\bar{\mu}}(F_4/P_1) \).

All numbers below 8 except 7 appear as Schubert structure constants for (adjoint) \( F_4/P_4 \). For (coadjoint) \( F_4/P_1 \) it is all numbers below 6.

**Type \( G_2 \):** Both the adjoint \( \Lambda_{G_2/P_2} \) and coadjoint \( \Lambda_{G_2/P_1} \) are a chain of five elements, with the maximal element being the adjoint root. Both \( Y_{G_2/P_2} \) and \( Y_{G_2/P_1} \) have six elements, one each of size \( k \) for \( 0 \leq k \leq 5 \). We identify each element of \( Y_{G_2/P_1} \) with the element of \( Y_{G_2/P_2} \) having the same size, and compute using the elements of \( Y_{G_2/P_2} \). The short roots of \( \Lambda_{G_2/P_2} \) are the middle two nonadjoint roots.

**Fact 2.3.** If \( \langle \bar{\lambda}, \bar{\mu}, \bar{\nu} \rangle \neq \langle \langle \lambda | \circ \rangle, \langle \mu | \circ \rangle, \langle \nu | \bullet \rangle \rangle \), then \( C_{\bar{\nu} \circ}^\bullet(\bar{G}/P_1) = C_{\bar{\lambda},\bar{\mu}}^\circ(Gr_1(\mathbb{C}^6)) \). Otherwise \( C_{\langle \lambda | \circ \rangle, \langle \mu | \circ \rangle}^\bullet(\bar{G}/P_1) = 2 \cdot C_{\bar{\lambda},\bar{\mu}}^\circ(Gr_1(\mathbb{C}^6)) \), where \( \nu^+ \) is \( \nu \) with one additional root. Also,
\[ C_{\bar{\lambda},\bar{\mu}}^\bullet(\bar{G}/P_2) = 2^{\text{sh}(\bar{\nu}) - \text{sh}(\bar{\lambda}) - \text{sh}(\bar{\mu})} C_{\bar{\lambda},\bar{\mu}}^\circ(\bar{G}/P_1). \]

Moreover, \( C_{\bar{\lambda},\bar{\mu}}^\bullet(\bar{G}/P_2) \neq 0 \) if and only if \( |\bar{\nu}| = |\bar{\lambda}| + |\bar{\mu}| \). Finally, \( C_{\bar{\lambda},\bar{\mu}}^\bullet(\bar{G}/P_2) \in \{0, 1, 2, 3\} \) and \( C_{\bar{\lambda},\bar{\mu}}^\bullet(\bar{G}/P_1) \in \{0, 1, 2\} \).

**Type \( E_n \) series:** Below is an example of \( \bar{\lambda} \subseteq \Lambda_{E_6/P_2} \) and \( \bar{\lambda} \subseteq \Lambda_{E_7/P_7} \). In both cases the adjoint root is the rightmost root.
Fact 2.4. All integers in $[0, 7]$ appear as structure constants for $E_6/P_2$.

Fact 2.5. The only integer in $[0, 33]$ not appearing as a structure constant for $E_7/P_7$ is 25.

For $\Lambda_{E_8/P_8}$, the adjoint root is the rightmost one. An example of $\bar{\lambda} \subseteq \Lambda_{E_8/P_8}$ is:

| Root system | Dynkin Diagram | Nomenclature (if any) |
|-------------|----------------|-----------------------|
| $A_{n-1}$   | 1 2 \cdots k \cdots n-1 | Point-hyperplane incidence in $\mathbb{P}^{n-1}$; $Fl_{1,n-1,n}$ |
| $B_n$       | 1 2 \cdots \cdots n | Odd orthogonal Grassmannian; $OG(2, 2n + 1)$ |
| $C_n, n \geq 3$ | 1 2 \cdots \cdots n | Odd Projective space; $\mathbb{P}^{2n-1}$ |
| $D_n, n \geq 4$ | 1 2 \cdots \cdots n-1 | Even orthogonal Grassmannian; $OG(2, 2n)$ |
| $E_6$       | 1 3 4 5 6 2 | $E_6/P_2$ |
| $E_7$       | 1 3 4 5 6 7 2 | $E_7/P_7$ |
| $E_8$       | 1 3 4 5 6 7 8 2 | $E_8/P_8$ |
| $F_4$       | 1 2 3 4 | $F_4/P_4$ |
| $G_2$       | 1 2 | $G_2/P_2$ |

Table 1. Classification of adjoint $G/P$'s
**Fact 2.6.** In the range $[0, 975]$, 469 of the integers appear as structure constants for $E_8/P_8$. The smallest missing value is 221.

Our partition-like description for $G/P = E_6/P_2$ identifies a shape $\lambda$ with a vector in $\mathbb{Z}^7$. The first three coordinates describe the number of roots used in each row on the “bottom layer” of $\Lambda_{E_6/P_2}$, the second three similarly describe the second layer, and the last coordinate indicates use of the adjoint root. For example, the displayed shape for $E_6/P_2$ above is encoded as $(4, 3, 3, 1, 1, 1, 1)$.

**Fact 2.7.** Let $\vec{\lambda} = (4, 0, 0, 0, 0, 0, 0)$ and $\vec{\mu} = (3, 2, 0, 1, 0, 0, 0)$. Then
\[
C_{\vec{\lambda}, \vec{\mu}}(E_6/P_2) \neq 0 \text{ for } \vec{\nu} \in \{(4, 3, 0, 3, 0, 0, 0), (4, 3, 2, 1, 0, 0, 0)\}
\]
\[
C_{\vec{\lambda}, \vec{\mu}}(E_6/P_2) = 0 \text{ for } \vec{\nu} \in \{(4, 3, 1, 2, 0, 0, 0), (4, 3, 3, 0, 0, 0, 0)\}.
\]

This yields four collinear triples, alternating between $S^{\text{nonzero}}(E_6/P_2)$ and $S^{\text{zero}}(E_6/P_2)$. This implies these embeddings of $S^{\text{nonzero}}(E_6/P_2)$ and $S^{\text{zero}}(E_6/P_2)$ are not polytopal.

For $G/P = E_7/P_1$ our partition-like description identifies shapes $\lambda$ with vectors in $\mathbb{Z}^9$. The first four coordinates describe the number of roots used in each row on the “bottom layer” of $\Lambda_{E_7/P_1}$, the second four similarly describe the second layer, and the last coordinate indicates use of the adjoint root. Thus, for example the $E_7/P_1$ shape above is $(4, 4, 3, 1, 0, 0, 0, 0, 0)$.

**Fact 2.8.** Let $\vec{\lambda} = \vec{\mu} = (4, 0, 0, 0, 0, 0, 0, 0, 0)$. Then
\[
C_{\vec{\lambda}, \vec{\mu}}(E_7/P_1) \neq 0 \text{ for } \vec{\nu} \in \{(4, 4, 1, 4, 0, 0, 0, 0, 0), (4, 4, 2, 4, 0, 0, 0, 0, 0)\}
\]
\[
C_{\vec{\lambda}, \vec{\mu}}(E_7/P_1) = 0 \text{ for } \vec{\nu} \in \{(4, 4, 4, 4, 1, 0, 0, 0, 0), (4, 4, 4, 4, 3, 0, 0, 0, 0)\}.
\]

Thus the embeddings of $S^{\text{nonzero}}(E_7/P_1)$ and $S^{\text{zero}}(E_7/P_1)$ are not polytopal.

For $G/P = E_8/P_8$, we identify shapes $\lambda$ with vectors in $\mathbb{Z}^{13}$. The first six coordinates describe the number of roots used in each row on the “bottom layer” of $\Lambda_{E_8/P_8}$, the second six describe the second layer, and the last coordinate indicates use of the adjoint root.

**Fact 2.9.** Let $\vec{\nu} = (7, 3, 3, 5, 5, 0, 5, 0, 0, 0, 0, 0, 0)$. Then
\[
C_{(1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)}(E_8/P_8) \neq 0,
\]
\[
C_{(5, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)}(E_8/P_8) \neq 0,
\]
and
\[
C_{(7, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)}(E_8/P_8) \neq 0.
\]

However,
\[
C_{(5, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)}(E_8/P_8) = 0.
\]

Note that the $\lambda$ vector for the last coefficient is a convex combination of the corresponding vectors of the first three coefficients. That is:
\[
(5, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) = \frac{1}{4}(1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) + \frac{1}{4}(5, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) + \frac{1}{2}(7, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0).
\]
Similarly, the $\overline{\nu}$ and (obviously) $\overline{\sigma}$ vector of the last coefficient is a convex combination of the corresponding vectors of the other coefficients, with the same parameters $\frac{1}{3}$, $\frac{1}{4}$, $\frac{1}{5}$. Therefore the convex hull of the points $S^{\text{nonzero}}(E_8/P_8)$ contains a point of $S^{\text{zero}}(E_8/P_8)$ and hence no polytopal description of $S^{\text{nonzero}}(E_8/P_8)$ is possible with this partition-like description.

Also, let $\overline{\lambda} = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)$ and $\overline{\mu} = (7, 3, 3, 5, 1, 3, 0, 0, 0, 0, 0)$. Then $C^{\overline{\sigma}}_{\lambda, \overline{\mu}}(E_8/P_8) = 0$ for $\overline{\nu} \in \{(7, 3, 3, 5, 3, 2, 0, 0, 0, 0, 0), (7, 3, 3, 5, 5, 0, 0, 0, 0, 0)\}$ and $C^{\overline{\sigma}}_{\lambda, \overline{\mu}}(E_8/P_8) \neq 0$ for $\overline{\nu} = (7, 3, 3, 5, 1, 4, 0, 0, 0, 0, 0)$

thus the embedding of $S^{\text{zero}}(E_8/P_8)$ is also not polytopal.

Even in $E_8$ one can compute all vectors in $\mathbb{Z}^{39}$ that correspond to both feasible and infeasible Schubert triple intersections. With this data one can use a solver on a linear program defined by a relatively large matrix to find the vectors of the fact above. This helps automate demonstrating non-convexity for other descriptions of $S^{\text{nonzero}}(E_8/P_8)$.

Notice, all of the counterexamples to convexity we have given occur when $|\overline{\lambda}| + |\overline{\mu}| = \frac{|\Lambda_{G/P}| - 1}{2}$.

2.3. The "(line, hyperplane)" flag variety $Fl_{1,n-1,n}$. We revisit a simple case of the adjoint varieties, $G/P = Fl_{1,n-1,n}$. This is the two step partial flag variety $\{(0) \subset F_1 \subset F_{n-1} \subset \mathbb{C}^n\}$ where $F_1$ and $F_{n-1}$ have dimensions 1 and $n - 1$ respectively. It has dimension $|\Lambda_{G/P}| = 2n - 3$. All two-step flag varieties have been solved, in a different way, by I. Coskun [Co09]. However, our approach is in line with our study of other (co)adjoint cases.

\[ \Lambda_{Fl_{1,n-1,n}}, \Omega_{GL_n} \text{ and a shape (for } n = 7) \]

We denote the shapes $\overline{\lambda}$ by $\langle \lambda_1, \lambda_2 | \circ \rangle$ and $\langle \lambda_1, \lambda_2 | \bullet \rangle$ where $0 \leq \lambda_1, \lambda_2 \leq \frac{|\Lambda_{G/P}| - 1}{2}$.

Set $\sigma_{(\nu | \circ)}, \sigma_{(\nu^* | \bullet)}$ or $\sigma_{(\nu_* | \bullet)}$ to be zero if $\nu, \nu^*$ or $\nu_*$ are not in $[0, \frac{|\Lambda_{G/P}| - 1}{2}] \times [0, \frac{|\Lambda_{G/P}| - 1}{2}]$.

Proposition 2.10. $\sigma_{\overline{\lambda}} \cdot \sigma_{\overline{\mu}} = \Lambda_{\overline{\sigma}}(\lambda + \mu) \in H^*(Fl_{1,n-1,n})$.

Example 2.11. For $n = 5$, the rule gives $\sigma_{(2,0 | \circ)} \cdot \sigma_{(1,2 | \circ)} = \Lambda_{(2,0 | \circ), (1,2 | \circ)}(3, 2) = \sigma_{(2,2 | \bullet)} + \sigma_{(3,1 | \bullet)}$.

Pictorially:

\[ \times \quad = \quad + \]

Corollary 2.12. $\left\{ C^{\overline{\sigma}}_{\lambda, \overline{\mu}}(Fl_{1,n-1,n}) \right\} = \{0, 1\}$.

We describe $S^{\text{nonzero}}(Fl_{1,n-1,n})$ using the identification (1). The following is clear:
Corollary 2.13. Assume \( \lambda = (\lambda_1, \lambda_2), \mu = (\mu_1, \mu_2), \nu = (\nu_1, \nu_2) \in \mathbb{Z}^2 \cap \left[0, \frac{|\Lambda_{G/P}| - 1}{2}\right] \times \left[0, \frac{|\Lambda_{G/P}| - 1}{2}\right] \) and \( \lambda_3, \mu_3, \nu_3 \in \{0, 1\} \). Then \( C_{\overline{\lambda}, \overline{\mu}}(F \mathbb{L}_{1, n-1, n}) \neq 0 \) if and only if:
\[
|\overline{\nu}| = |\overline{\lambda}| + |\overline{\mu}|
\]
\[
\nu_1 \leq \lambda_1 + \mu_1
\]
\[
\nu_2 \leq \lambda_2 + \mu_2
\]
\[
\lambda_3 + \mu_3 \leq \nu_3
\]

2.4. Remaining classical (co)adjoint varieties. The coadjoint variety \( G/P = B_n/P_1 \) has \( \Lambda_{B_n/P_1} \) equal to a chain of length \( 2n - 1 \) where the maximal element is the adjoint root. We think of this as sitting in the \( C_n \) root system for the purposes of computing \( \mathbb{Z}_{B_n/P_1} \). The next facts clearly follow Monk’s rule:

Proposition 2.14. If \((\overline{\lambda}, \overline{\mu}, \overline{\nu}) \neq ((\langle \lambda | \circ \rangle, \langle \mu | \circ \rangle, \langle \nu | \bullet \rangle))\) then \( C_{\overline{\lambda}, \overline{\mu}}(B_n/P_1) = C_{\overline{\lambda}, \overline{\mu}}(Gr_1(C^{2n-1})) \). Otherwise, \( C_{\langle \lambda | \circ \rangle, \langle \mu | \circ \rangle}(B_n/P_1) = 2 \cdot C_{\langle \lambda | \circ \rangle, \langle \mu | \circ \rangle}(Gr_1(C^{2n})) \), where \( \nu^* \) is \( \nu \) with one additional root.

The adjoint \( G/P \) in type \( C_n \) is the odd projective space \( C_n/P_1 \cong \mathbb{P}^{2n-1} \). Here \( \Lambda_{2n-1} \cong \Lambda_{B_n/P_1} \) is a chain of length \( 2n - 1 \), with the maximal element being the adjoint root, and all roots are short roots except the adjoint root. Clearly:

Fact 2.15. \( C_{\overline{\lambda}, \overline{\mu}}(B_n/P_1) \neq 0 \) and \( C_{\overline{\lambda}, \overline{\mu}}(C_n/P_1) \neq 0 \) if and only if \( |\overline{\nu}| = |\overline{\lambda}| + |\overline{\mu}| \). Also
\[
C_{\overline{\lambda}, \overline{\mu}}(C_n/P_1) = 2^{sh(\overline{\nu}) - sh(\overline{\lambda}) - sh(\overline{\mu})} \cdot C_{\overline{\lambda}, \overline{\mu}}(B_n/P_1).
\]

The short roots factor can be fractional. In fact, if \( C_{\overline{\lambda}, \overline{\mu}}(C_n/P_1) \neq 0 \) then the factor equals \( \frac{1}{2} \) if and only if \((\overline{\lambda}, \overline{\mu}, \overline{\nu}) = (\langle \lambda | \circ \rangle, \langle \mu | \circ \rangle, \langle \nu | \bullet \rangle)\) (the factor equals 1 otherwise). Thus all \( C_{\overline{\lambda}, \overline{\mu}}(C_n/P_1) \in \{0, 1\} \).

2.5. Conclusion of the proof of Theorem 1.1. The results of Section 1 and the discussion of this section prove Theorem 1.1 except for \( G/P = OG(2, 2n) \).

In this final case we identify \( \overline{\lambda} = \langle \lambda^{(1)}, \lambda^{(2)} | \bullet / \circ \rangle \) with the vector \((\lambda_1^{(1)}, \lambda_2^{(1)}, \lambda_1^{(2)}, \lambda_2^{(2)}, 1, 0) \in \mathbb{Z}^5 \). Then the triple \((\overline{\lambda}, \overline{\mu}, \overline{\nu})\) is a vector in \( \mathbb{Z}^{15} \).

With this identification, let \( \overline{\lambda} = \overline{\mu} = (n-2, 0, 0, 0, 0, 0) \). First suppose \( n \geq 5 \) and consider \( \overline{\nu} \in \{(n-2, 0, n-2, 0, 0), (n-2, 1, n-3, 0, 0), (n-2, 2, n-4, 0, 0), (n-2, 3, n-5, 0, 0)\} \). This defines four collinear triples. By Theorem 5.3 (which reformulates Theorem 1.7), one verifies these points alternate between being in \( S_{\text{nonzero}}(OG(2, 2n)) \) and \( S_{\text{zero}}(OG(2, 2n)) \) (which two are in \( S_{\text{zero}}(OG(2, 2n)) \) depends on the parity of \( n \)). Thus, neither \( S_{\text{nonzero}}(OG(2, 2n)) \) nor \( S_{\text{zero}}(OG(2, 2n)) \) are polytopal.

If \( n = 4 \) then \( C_{\overline{\lambda}, \overline{\mu}}(OG(2, 8)) \neq 0 \) for \( \overline{\nu} \in \{(2, 0, 2, 0, 0), (2, 2, 0, 0, 0)\} \) while we have \( C_{\overline{\lambda}, \overline{\mu}}(OG(2, 8)) = 0 \) for \( \overline{\nu} = (2, 1, 1, 0, 0) \). Thus \( S_{\text{nonzero}}(OG(2, 8)) \) is not polytopal. If instead \( \overline{\lambda} = (2, 0, 0, 0, 0) \) and \( \overline{\mu} = (1, 0, 1, 0, 0) \), we have \( C_{\overline{\lambda}, \overline{\mu}}(OG(2, 8)) = 0 \) for \( \overline{\nu} \in \{(2, 0, 2, 0, 0), (2, 2, 0, 0, 0)\} \) while \( C_{\overline{\lambda}, \overline{\mu}}(OG(2, 8)) \neq 0 \) for \( \overline{\nu} = (2, 1, 1, 0, 0) \). Thus we see \( S_{\text{zero}}(OG(2, 8)) \) is not polytopal.\( \square \)
Example 2.16. We now give some alternative vector descriptions of shapes and show that polytopality is not achieved in \( OG(2,10) \).

One could choose to identify \( \overline{\lambda} \) with the vector in \( \mathbb{Z}^{2n-3} \) whose first \( n-2 \) coordinates are the columns of the bottom layer of \( \overline{\lambda} \), second \( n-2 \) coordinates are the columns of the top layer, and whose last coordinate is 1 if \( \overline{\lambda} = \langle \lambda \rangle \) and 0 otherwise. Consider \( OG(2,10) \) and let \( \overline{\lambda} = (2,0,0,0,0,0,0,0,0,0) \), \( \overline{\mu} = (2,2,0,0,0,0,0,0,0,0) \). Then \( C_{\overline{\lambda},\overline{\mu}}(OG(2,10)) = 0 \) for \( \overline{\nu} = (2,2,1,0,0,0) \), while \( C_{\overline{\lambda},\overline{\mu}}(OG(2,10)) \neq 0 \) for \( \overline{\nu} \in \{(2,2,2,0,0,0),(2,2,0,2,0,0)\} \).

Suppose instead we use the flattening process to identify \( \overline{\lambda} \) with the vector in \( \mathbb{Z}^4 \) whose first coordinate is \( \lambda_1 \), second coordinate is \( \lambda_2 \), third coordinate is 1 if \( \overline{\lambda} = \langle \lambda \rangle \) and 0 otherwise, and whose fourth coordinate is 1 if \( \overline{\lambda} \) is up, \(-1 \) if \( \overline{\lambda} \) is down, and 0 if \( \overline{\lambda} \) is neutral. Consider \( OG(2,10) \) and let \( \overline{\lambda} = (3,0,0,1) \), \( \overline{\mu} = (3,0,0,-1) \). Then \( C_{\overline{\lambda},\overline{\mu}}(OG(2,10)) \neq 0 \) for \( \overline{\nu} \in \{(6,0,0,0),(4,2,0,0)\} \), while \( C_{\overline{\lambda},\overline{\mu}}(OG(2,10)) = 0 \) for \( \overline{\nu} = (5,1,0,0) \).

3. Proof in the Fl\(_{1,n-1;n}\) Case

Proposition 2.10 is easily seen to be equivalent to:

Proposition 3.1. \( (A) \) If \( |\langle \lambda \rangle| + |\langle \mu \rangle| \leq n-2 \), then \( \sigma_{\langle \lambda \rangle} \cdot \sigma_{\langle \mu \rangle} = \sigma_{\langle \lambda + \mu \rangle} \).

\( (B) \) If \( |\langle \lambda \rangle| + |\langle \mu \rangle| > n-2 \), then \( \sigma_{\langle \lambda \rangle} \cdot \sigma_{\langle \mu \rangle} = \sigma_{\langle (\lambda + \mu)^* \rangle} + \sigma_{\langle (\lambda + \mu)_\ast \rangle} \).

\( (C) \) \( \sigma_{\langle \lambda \rangle} \cdot \sigma_{\langle \mu \rangle} = \sigma_{\langle \lambda \rangle} \cdot \sigma_{\langle \mu \ast \rangle} = \sigma_{\langle \lambda + \mu \rangle} \).

\( (D) \) \( \sigma_{\langle \lambda \rangle} \cdot \sigma_{\langle \mu \ast \rangle} = 0 \).

Declare any \( \sigma_{\overline{\nu}} \) in the above expressions to be zero if either \( \alpha_1 \) or \( \alpha_2 \notin [0,n-2] \). Such \( \overline{\nu} \) will be called illegal.

Proof. Let \( R = \mathbb{Z}[\mathbb{Y}_{Fl_{1,n-1;n}}] \) denote the \( \mathbb{Z} \)-module linearly spanned by shapes. Define an (obviously) commutative product \( \ast \) on \( R \) by setting \( \overline{\lambda} \ast \overline{\mu} \) to be the linear combination of shapes indicated by (A)-(D). Set

\[ \square_1 := \langle 1,0 \rangle \] and \( \square_2 := \langle 0,1 \rangle \).

We first prove the following two associativity relations:

\[ \square_1 \ast (\overline{\lambda} \ast \overline{\mu}) = (\square_1 \ast \overline{\lambda}) \ast \overline{\mu} \quad (5) \]

\[ \square_2 \ast (\overline{\lambda} \ast \overline{\mu}) = (\square_2 \ast \overline{\lambda}) \ast \overline{\mu} \quad (6) \]

We may assume that \( |\overline{\nu}| = |\overline{\mu}| > 0 \). For a given \( \overline{\lambda}, \overline{\mu} \), define \( s = 1 - \delta_{\lambda_1+\mu_1,0} \) (Kronecker symbol) and \( t = 1 - \delta_{\lambda_2,0} \).

Case 1: \( \overline{\lambda} \) or \( \overline{\mu} \) is an or, or \( |\overline{\lambda}| + |\overline{\mu}| < n-2 \): If \( 1 + |\overline{\lambda}| + |\overline{\mu}| > 2n-3 = |\Lambda_{Fl_{1,n-1;n}}| \), then both sides of (5) are zero. Otherwise, both sides of (5) are computed using only (A) and (C), whence we are done since (A) and (C) amounts to “addition of coordinates”.

Case 2: \( |\langle \lambda \rangle| + |\langle \mu \rangle| > n-2, |\langle \lambda \rangle| < n-2 \): By (B),

\[ \overline{\lambda} \ast \overline{\mu} = s \cdot (\langle \lambda + \mu \rangle^* \ast \rangle) + (\langle \lambda + \mu \rangle_\ast \rangle) \].

By (C),

\[ \square_1 \ast (\overline{\lambda} \ast \overline{\mu}) = s \cdot \langle \lambda_1 + \mu_1, \lambda_2 + \mu_2 \rangle + \langle \lambda_1 + \mu_1 + 1, \lambda_2 + \mu_2 - 1 \rangle \].
By (A),
\[ \square_1 \star \overline{\lambda} = \langle \lambda_1 + 1, \lambda_2 | \circ \rangle, \]
and by (B),
\[ (\square_1 \star \overline{\lambda}) \star \overline{\mu} = \langle \lambda_1 + \mu_1, \lambda_2 + \mu_2 | \circ \rangle + \langle \lambda_1 + \mu_1 + 1, \lambda_2 + \mu_2 - 1 | \circ \rangle. \]
Note that if \( s = 0 \) then \( \lambda_2 + \mu_2 > n - 2 \), so \( \langle \lambda_1 + \mu_1, \lambda_2 + \mu_2 | \circ \rangle \) is illegal.

**Case 3:** \( (|\langle \lambda | \circ \rangle| + |\langle \mu | \circ \rangle| > n - 2), |\langle \lambda | \circ \rangle| = n - 2) \): The left hand side of (5) is as in Case 2. For the right hand side of (5), by (B)
\[ \square_1 \star \overline{\lambda} = \langle \lambda_1, \lambda_2 | \circ \rangle + t \cdot \langle \lambda_1 + 1, \lambda_2 - 1 | \circ \rangle, \]
and by (C),
\[ (\square_1 \cdot \overline{\lambda}) \star \overline{\mu} = \langle \lambda_1 + \mu_1, \lambda_2 + \mu_2 | \circ \rangle + t \cdot \langle \lambda_1 + \mu_1 + 1, \lambda_2 + \mu_2 - 1 | \circ \rangle. \]

If \( t = 0 \), then \( \lambda_1 + \mu_1 + 1 > n - 2 \) and \( \langle \lambda_1 + \mu_1 + 1, \lambda_2 + \mu_2 - 1 | \circ \rangle \) is illegal, while (as in Case 2) \( s = 0 \) implies \( \langle \lambda_1 + \mu_1, \lambda_2 + \mu_2 - 1 | \circ \rangle \) is illegal.

**Case 4:** \( (|\langle \lambda | \circ \rangle| + |\langle \mu | \circ \rangle| = n - 2), |\langle \lambda | \circ \rangle| < n - 2) \): The right hand side of (5) is as in Case 2. For the left hand side of (5), by (A)
\[ \overline{\lambda} \star \overline{\mu} = \langle \lambda + \mu | \circ \rangle, \]
and by (B),
\[ (\overline{\lambda} \star \overline{\mu}) \star \square_1 = \langle \lambda_1 + \mu_1, \lambda_2 + \mu_2 | \circ \rangle + \langle \lambda_1 + \mu_1 + 1, \lambda_2 + \mu_2 - 1 | \circ \rangle. \]

The proof of (6) is analogous.

Monk’s formula states: \( \sigma_s \cdot \sigma_w = \sum v \sigma_v \), where the sum is over all \( v \in S_n \) satisfying \( v = w(p, q) \in S_n \) where \( 1 \leq p \leq r \) and \( r < q \leq n \), such that \( w(p) < w(q) \) and for all \( i \in (p, q) \) we have \( w(i) \notin (w(p), w(q)) \). Let us write \( w_{\overline{\lambda}} \in S_n \) to be the permutation whose inversion set is \( \overline{\lambda} \). Since the surjection \( G/B \to G/P \) induces an injection \( H^*(G/P) \to H^*(G/B) \), Monk’s formula allows one to compute \( \sigma_{\square_1} \cdot \sigma_{\overline{\lambda}} \) and \( \sigma_{\square_2} \cdot \sigma_{\overline{\lambda}} \). It is then straightforward to check that the resulting expansion agrees with Proposition 3.1.

Since the classes \( \sigma_{\square_1} \) and \( \sigma_{\square_2} \) are well known to algebraically generate \( H^*(F_{1, n-1, n}) \), every class \( \sigma_{\overline{\lambda}} \) can be expressed as a polynomial in these classes. Consequently, in \( R \), the element \( \overline{\lambda} \) can be expressed using the same polynomial in terms of \( \square_1 \) and \( \square_2 \). This polynomial is well-defined by (5) and (6). From this, one concludes by an easy induction (cf. Lemma 5.28) that \( (R, *) \) is an associative ring. Hence, \( R \cong H^*(F_{1, n-1, n}) \) and \( \overline{\lambda} \star \overline{\mu} \) agrees with \( \sigma_{\overline{\lambda}} \cdot \sigma_{\overline{\mu}} \), as desired.

4. Proofs in the Lagrangian and odd orthogonal Grassmannian cases

We begin with a straightforward reformulation of the \( LG(2, 2n) \) rule. Let \( M = \min \{ \lambda_1 - \lambda_2, \mu_1 - \mu_2 \} \).

**Theorem 4.1.** (A) If \( |\langle \lambda | \circ \rangle| + |\langle \mu | \circ \rangle| \leq 2n - 3 \), then
\[ \sigma_{\langle \lambda | \circ \rangle} \cdot \sigma_{\langle \mu | \circ \rangle} = \sum_{0 \leq k \leq M} \sigma_{\langle \lambda_1 + \mu_1 - k, \lambda_2 + \mu_2 + k | \circ \rangle}. \]
We will directly prove the following two associativity relations:

(B) \[ \sigma(\langle \lambda | \varnothing \rangle) \cdot \sigma(\langle \mu | \varnothing \rangle) = \sum_{0 \leq k \leq M} \left[ \sigma(\lambda_1+\mu_1-k,\lambda_2+\mu_2+k-1) + \sigma(\lambda_1+\mu_1-k-1,\lambda_2+\mu_2+k) \right] \]

(C) \[ \sigma(\langle \lambda | \varnothing \rangle) \cdot \sigma(\langle \mu | \varnothing \rangle) = \sigma(\langle \varnothing | \lambda \rangle) \cdot \sigma(\langle \varnothing | \mu \rangle) = \sum_{0 \leq k \leq M} \sigma(\lambda_1+\mu_1-k,\lambda_2+\mu_2+k) \]

(D) \[ \sigma(\langle \lambda | \varnothing \rangle) \cdot \sigma(\langle \mu | \varnothing \rangle) = 0. \]

Declare any \( \overline{\alpha} = \lambda \star \mu \) in the above expressions to be zero if \((\alpha_1, \alpha_2)\) is not a partition in \(2 \times (2n-3)\). Such \( \overline{\alpha} \) will be called illegal.

To prove the \( LG(2, 2n) \) case of Theorem 4.1, define an (obviously commutative) product \( \star \) on \( R = \mathbb{Z}[Y_{LG(2, 2n)}] \) according to (A)–(D). Then we set

\[ \square := \langle 1, 0 | \varnothing \rangle \quad \text{and} \quad \Box := \langle 1, 1 | \varnothing \rangle. \]

We will directly prove the following two associativity relations:

(7) \[ \Box \star \left( \overline{\lambda} \star \overline{\mu} \right) = \left( \Box \star \overline{\lambda} \right) \star \overline{\mu} \]

(8) \[ \square \star \left( \overline{\lambda} \star \overline{\mu} \right) = \left( \square \star \overline{\lambda} \right) \star \overline{\mu} \]

Then we will prove that every \( \overline{\lambda} \in Y_{LG(2, 2n)} \) can be expressed as a polynomial in \( \square \) and \( \Box \) (this is well-defined because of (7) and (8)). It then follows that \( (R, \star) \) is an associative ring, via an easy induction; cf. Lemma 5.28. In [Se13+] it is shown that \( \star \) agrees with a Pieri rule of [BuKrLa09] for certain generators of \( H^*(LG(2, 2n)) \) indexed by shapes \( \overline{\lambda} \) that therefore also generate \( R \). Hence, it follows \( \overline{\lambda} \leftrightarrow \sigma(\overline{\lambda}) \) defines an isomorphism of the rings \( R \) and \( H^*(LG(2, 2n)) \).

Once the \( LG(2, 2n) \) case of Theorem 4.1 is proved, we deduce the \( OG(2, 2n+1) \) case as follows. Let \( B_w \) denote the Schubert class indexed by a signed permutation \( w \) in \( H^*(SO_{2m+1} \mathbb{C}/B) \) and \( C_w \) that in \( H^*(Sp_{2m} \mathbb{C}/B) \). Let \( s(w) \) count the sign changes in \( w \). It is well-known to experts, see, e.g. [BeSo02] that the map \( C_w \mapsto 2^{s(w)} B_w \) embeds \( H^*(Sp_{2m} \mathbb{C}/B) \) into \( H^*(SO_{2m+1} \mathbb{C}/B) \). The deduction is easy after observing that \( s(w) \) is the exactly the number of short roots (in \( \Lambda_{OG(2, 2n+1)} \)) that are in the inversion set of \( w \).

One aspect of the short roots factor (that does not arise in the cominuscule setting of [ThYo09]) is it may be fractional; it may equal (at worst) \( \frac{1}{2} \). Therefore, we argue:

**Proposition 4.2.** The rule for the \( Y = OG(2, 2n+1) \) case is integral.

**Proof.** Integrality is obvious if \( \text{sh}(\overline{\lambda}) + \text{sh}(\overline{\mu}) = 0 \). If \( \text{sh}(\overline{\lambda}) + \text{sh}(\overline{\mu}) \geq 2 \), then \( \lambda_1 + \mu_1 - M > 2n - 3 \) and then by (C), \( \sigma(\overline{\lambda}) \cdot \sigma(\overline{\mu}) = 0 \). If \( \text{sh}(\overline{\lambda}) = 1 \) and \( \text{sh}(\overline{\mu}) = 0 \) (or vice versa), then \( \overline{\lambda} = \langle \lambda | \varnothing \rangle \) (respectively \( \overline{\mu} = \langle \mu | \varnothing \rangle \)), and \( \overline{\lambda} \) contains \( \overline{\lambda} \) (respectively \( \overline{\mu} \)). In fact \( \text{sh}(\overline{\lambda}) = 2 \) and \( \text{sh}(\overline{\mu}) = 0 \) (or vice versa), then if \( \overline{\mu} = \langle \nu | \varnothing \rangle \) it has at least 1 short root, while if \( \overline{\lambda} = \langle \lambda | \varnothing \rangle \) it contains \( \overline{\lambda} \) (respectively \( \overline{\mu} \)), and so has 1 short root.

Suppose \( \overline{\lambda} \) and \( \overline{\mu} \) both have 1 short root. If either \( \overline{\lambda} = \langle \lambda | \varnothing \rangle \) or \( \overline{\mu} = \langle \mu | \varnothing \rangle \), then for dimension reasons \( \overline{\mu} \) has 2 short roots. If \( \overline{\lambda} = \langle \lambda | \varnothing \rangle \) and \( \overline{\mu} = \langle \mu | \varnothing \rangle \), then \( \overline{\mu} = \langle \nu | \varnothing \rangle \) for
dimension reasons and thus \( \text{sh}(\nu) \geq 1 \). Rewriting (B), we have
\[
\sigma_{\lambda} \cdot \sigma_{\mu} = \sigma_{(\lambda_1 + \mu_1, \lambda_2 + \mu_2 - 1)} + 2 \sum_{1 \leq k \leq M} \sigma_{(\lambda_1 + \mu_1 - k, \lambda_2 + \mu_2 + k - 1)} + \sigma_{(\lambda_1 + \mu_1 - M - 1, \lambda_2 + \mu_2 + M)}.
\]
As the first term is illegal, and the last term is illegal or has 2 short roots, we are done. \( \square \)

**Proof of (7):** We may assume in proving (7) and later (8) that \(|\lambda|, |\mu| > 0\). The following lemma is clear from the definition of \( \star \).

**Lemma 4.3.** Suppose \( c \cdot \nu \) is a term of \( \lambda \star \mu \). Then if \( \lambda \star \mu \) is computed by (A) or (C), \( c = C_{\lambda, \mu}(Gr_{\mathbb{C}}(\mathbb{C}^{2n})) \).

**Case 1:** \((\lambda \text{ or } \mu \text{ is on, or } |\lambda| + |\mu| \leq 2n - 5)\): if \( 2 + |\lambda| + |\mu| > 4n - 5 = |\Lambda_{G/P}| \), then both sides of (7) are 0. Otherwise, both sides of (7) are computed using only (A) and (C), so we are done by Lemma 4.3, and the associativity of the Littlewood-Richardson rule. This completes Case 1.

We need some preparation for the remaining cases. Define
\[
M(i) = \min\{\lambda_1 - \lambda_2 + i, \mu_1 - \mu_2\}.
\]
Define \( r = 1 - \delta_{\lambda_2 + \mu_2, 0} \), \( s = 1 - \delta_{\lambda_1 - \lambda_2, \mu_1 - \mu_2} \) and \( t = 1 - \delta_{\lambda_1, \lambda_2} \). Also declare
\[
f(a, b) = (\lambda_1 + \mu_1 + a, \lambda_2 + \mu_2 + b),
\]
\[
F^{(i)}(a, b) = \sum_{1 \leq k \leq M(i)} (\lambda_1 + \mu_1 - k + a, \lambda_2 + \mu_2 + k + b),
\]
\[
F^{(i)}(a, b) = \sum_{0 \leq k \leq M(i)} (\lambda_1 + \mu_1 - k + a, \lambda_2 + \mu_2 + k + b).
\]

**Case 2:** \((|\lambda| + |\mu| > 2n - 3 \text{ and } |\lambda| \leq 2n - 5)\): Re-expressing (B),
\[
\lambda \star \mu = r \cdot f(0, -1) + 2F^{(0)}(0, -1) + s \cdot f(-M(0) - 1, M(0)) .
\]
By (C),
\[
\lambda \star \mu = r \cdot f(1, 0) + 2F^{(0)}(1, 0) + s \cdot f(-M(0), M(0) + 1).
\]
By (A),
\[
\lambda \star \mu = (\lambda_1 + 1, \lambda_2 + 1|\sigma).
\]
By (B),
\[
\left(\lambda \star \mu\right) \star \nu = f(1, 0) + 2F^{(0)}(1, 0) + s \cdot f(-M(0), M(0) + 1).
\]
Note if \( r = 0 \), \( f(1, 0) \) is illegal since \( \lambda_1 + \mu_1 = |\lambda| + |\mu| > 2n - 3 \).

**Case 3:** \((|\lambda| + |\mu| > 2n - 3 \text{ and } 2n - 4 \leq |\lambda| \leq 2n - 3)\): \( \lambda \star \mu \) is as in Case 2. By (B),
\[
\lambda \star \mu = (\lambda_1 + 1, \lambda_2 |\sigma).
\]
Thus by (C)
\[
\lambda \star \mu = F^{(1)}(1, 0) + t \cdot F^{(1)}(0, 1).
\]
If \( t = 0 \), \( F^{(1)}(0, 1) = 0 \) hence
\[
F^{(1)}(1, 0) + t \cdot F^{(1)}(0, 1) = F^{(1)}(1, 0) + F^{(1)}(0, 1) = F^{(1)}(1, 0) + F^{(1)}(0, 1).
\]
Notice if \( r = 0 \) then \( f(1, 0) \) is illegal.

If \( \mu_1 - \mu_2 < \lambda_1 - \lambda_2 \) then \( M(1) = M(-1) = M(0) \) and
\[
F'(1, 0) + F''(-1)(0, 1) = f(1, 0) + 2F^0(1, 0) + f(-M(0), M(0) + 1); \quad \text{we are done since} \ s = 1.
\]
If \( \mu_1 - \mu_2 = \lambda_1 - \lambda_2 \) then \( M(1) = M(0), M(-1) = M(0) - 1, \) and
\[
F'(1, 0) + F''(-1)(0, 1) = f(1, 0) + 2F^0(1, 0); \quad \text{we are done since} \ s = 0.
\]
If \( \mu_1 - \mu_2 > \lambda_1 - \lambda_2, \) then \( M(1) = M(0) + 1, M(-1) = M(0) - 1, \) and
\[
F'(1, 0) + F''(-1)(0, 1) = f(1, 0) + 2F^0(1, 0) + f(-M(0), M(0) + 1); \quad \text{we are done since} \ s = 1.
\]

**Case 4:** \((2n - 4 \leq |\lambda| + |\mu| \leq 2n - 3 \text{ and } |\lambda| \leq 2n - 5)\): By (A) and then (B),
\[
\mathcal{E}^* (\lambda \times \mu) = f(1, 0) + 2F^0(1, 0) + s \cdot f(-M(0), M(0) + 1).
\]
As in Case 2,
\[
\mathcal{E}^* (\lambda \times \lambda) \times \mu = f(1, 0) + 2F^0(1, 0) + s \cdot f(-M(0), M(0) + 1).
\]

**Case 5:** \((2n - 4 \leq |\lambda| + |\mu| \leq 2n - 3 \text{ and } 2n - 4 \leq |\lambda| \leq 2n - 3)\): Since \(|\mu| \neq 0\), then \(|\lambda| = 2n - 4\) and \(\mu = \boxtimes\). We then use (B), which we prove below independently of (7).

**Proof of (B):**

**Case 1:** \((\lambda \text{ or } \mu \text{ is on, or } |\lambda| + |\mu| < 2n - 3)\): same argument as in Case 1 of the proof of (7).

**Case 2:** \((|\lambda| + |\mu| > 2n - 3 \text{ and } |\lambda| < 2n - 3)\): Let
\[
F_L := (r \cdot f(1, -1) + 2F^0(1, -1) + s \cdot f(-M(0), M(0)))
+ (r \cdot f(0, 0) + 2F^0(0, 0) + s \cdot f(-M(0) - 1, M(0) + 1)),
\]
\[
F_R := r \cdot f(1, -1) + 2F^1(1, -1) + f(-M(1), M(1))
+ t \cdot (f(0, 0) + 2F^{(-1)}(0, 0) + f(-M(-1) - 1, M(-1) + 1)).
\]
Here \(\lambda \times \mu\) is as in Case 2 of the proof of (7). By (C), \(\boxtimes (\lambda \times \mu) = F_L\). By (A) and the assumption \(|\lambda| < 2n - 3, \boxtimes \lambda = (\lambda + 1, \lambda_2 | 0) + t \cdot (\lambda_1, \lambda_2 + 1 | 0)\). Then by (B), \(\boxtimes (\lambda \times \lambda) \times \mu = F_L\).

**Claim 4.4.** \(F_L = F_R\).

**Proof.** If \( r = 0 \), the \( t \cdot f(0, 0) \) term of \( F_R \) is illegal. If \( \lambda_1 - \lambda_2 = 0 \), then \( t = 0, M(0) = 0 \), and it is easy to check \( F_L = F_R \). Suppose \( \lambda_1 - \lambda_2 \neq 0 \). Then if \( \mu_1 - \mu_2 < \lambda_1 - \lambda_2 \), we have \( M(1) = M(-1) = M(0), s = 1, \) and so \( F_L = F_R \). If \( \mu_1 - \mu_2 = \lambda_1 - \lambda_2 \), we have \( M(1) = M(0), M(-1) = M - 1, s = 0, \) and so \( F_L = F_R \). If \( \mu_1 - \mu_2 > \lambda_1 - \lambda_2 \), we have \( M(1) = M + 1, M(-1) = M - 1, s = 1, \) and so \( F_L = F_R \).

**Case 3:** \((|\lambda| + |\mu| > 2n - 3 \text{ and } |\lambda| = 2n - 3)\): As in Case 2, \(\boxtimes (\lambda \times \mu) = F_L\). By (B),
\[
\boxtimes \lambda = r' \cdot (\lambda_1 + 1, \lambda_2 - 1 | 0) + 2(\lambda_1, \lambda_2 | 0) + s' \cdot (\lambda_1 - 1, \lambda_2 + 1 | 0),
\]
where \( r' = 1 - \delta_{\lambda_2,0} \) and \( s' = 1 - \delta_{\lambda_1 - \lambda_2,1} \). (Note \( \lambda_1 - \lambda_2 \neq 0 \), since \(|\lambda|\) is odd). So by (C),
\[
\boxtimes \lambda \times \mu = r' \cdot F''(1, -1) + 2F^0(0, 0) + s' \cdot F'(-1, 0) := \mu' = F_R' = F_R.
\]

**Claim 4.5.** \(F_L = F_R'\).
Proof. If \( r' = 0 \), then \( \lambda_1 = 2n - 3 \) and \( M(2) = \mu_1 - \mu_2 \). Thus the term of \( F'(2)(1, -1) \) with shortest longer row is \( \langle 2n - 3 + \mu_2 + 1, \lambda_2 + \mu_1 - 1 \rangle \). However, this longer row is strictly larger than \( 2n - 3 \), so all terms of \( F'(2)(1, -1) \) are illegal. Thus we can “ignore” \( r' \) in the expression of \( F'_R \) in the precise sense that the above expression for \( F'_R \) is valid even if we replace the coefficient \( r' \) by 1. If \( s' = 0 \) then \( F'^{(-2)}(-1, 1) = 0 \), so we may similarly ignore \( s' \) in the expression of \( F'_R \). If \( r = 0 \) then \( f(1, -1) \) and \( f(0, 0) \) are both illegal, so we may ignore \( r \) in the expression of \( F_L \). We break the proof into five cases:

(The “main case” \( \lambda_1 - \lambda_2 - (\mu_1 - \mu_2) \geq 2 \): Here \( M(2) = M(-2) = M(0) \). Now, \( F'(2)(1, -1) + F'^{(-2)}(-1, 1) = f(1, -1) + F(0)(1, -1) + F(0)(0, 0) + f(-M(0) - 1, M(0) + 1) \) and \( F'^{(-2)}(0, 0) = (f(0, 0) + F(0)(0, 0)) + (F(1, -1) + f(-M(0), M(0))). \) Thus \( F'_R = f(1, -1) + f(0, 0) + 2F(0)(1, -1) + 2F(0)(0, 0) + f(-M(0), M(0)) + f(-M(0) - 1, M(0) + 1). \) Since \( s = 1, F_L = F'_R. \)

\[(\lambda_1 - \lambda_2 - (\mu_1 - \mu_2) = 1): \text{Here } M(2) = M(0) \text{ and } M(-2) = M(0) - 1. \text{ The difference from the general case is that } F'_R \text{ no longer possesses the } f(-M(0) - 1, M(0) + 1) \text{ term, but this term is now illegal in } F_L \text{ and so } F_L = F'_R. \]

\[(\mu_1 - \mu_2 - (\lambda_1 - \lambda_2) = 1): \text{Thus } M(2) = M(0) + 1 \text{ and } M(-2) = M(0) - 2. \text{ The change from the general case is exactly the same as that for Subcase 3.2.} \]

\[(\mu_1 - \mu_2 - (\lambda_1 - \lambda_2) \geq 2): \text{Here } M(2) = M(0) + 2, M(-2) = M(0) - 2. \text{ Both } F'_R, F_L \text{ are the same as in the general case, so again } F'_L = F'_R. \]

\[\text{Case 4: } (|\lambda| + |\mu| = 2n - 3 \text{ and } |\lambda| < 2n - 3) \text{: Here } (\boxtimes \lambda) \ast \mu = F_R. \text{ Using (A) then (B),} \]

\[\boxtimes (\lambda \ast \mu) = F'(0)(1, -1) + F'(0)(0, 0) + F'(0)(0, 0) + F'(0)(-1, 1). \]

This rearranges to

\[F'_L := f(1, -1) + f(0, 0) + 2F'(0)(1, -1) + 2F'(0)(0, 0) + f(-M(0), M(0)) + f(-M(0) - 1, M(0) + 1). \]

Claim 4.6. \( F'_L = F'_R. \)

Proof. If \( r = 0 \) then \( f(1, -1) \) is illegal, so we may ignore \( r \) in \( F_R \). If \( t = 0 \) then \( M = 0 \) and it is easy to check \( F'_L = F_R. \) Suppose \( t \neq 0. \) Then if \( \mu_1 - \mu_2 < \lambda_1 - \lambda_2, \) we have \( M(1) = M(-1) = M(0) \) and \( F'_L = F_R. \) Since \( |\lambda| + |\mu| \) is odd, we cannot have \( \mu_1 - \mu_2 = \lambda_1 - \lambda_2. \) If \( \mu_1 - \mu_2 > \lambda_1 - \lambda_2, \) we have \( M(1) = M(0) + 1, M(-1) = M(0) - 1 \) and \( F'_L = F_R. \]

Proposition 4.7. Assuming (7) and (8), every \( \lambda \in \mathbb{Y}_{LG(2,2n)} \) has a well-defined expression as a \( \ast \)-polynomial in \( \square \) and \( \boxtimes \) with rational coefficients.

Proof. For any \( 2 \leq k \leq 2n - 3, \) we have \( \square \ast \langle k - 1, 0 \rangle \ast \boxtimes \langle k - 2, 0 \rangle = \langle k, 0 \rangle. \) Then since \( \square = \langle 1, 0 \rangle, \) we generate all \( \langle k, 0 \rangle \) for \( 1 \leq k \leq 2n - 3. \) Since \( \langle \lambda \rangle \ast \langle \lambda_1 - \lambda_2, 0 \rangle \ast \langle \boxtimes \rangle^{\lambda_2}, \) we generate all \( \langle \lambda \rangle \).

We have \( \langle 2n - 3, 0 \rangle \ast = \square \ast \langle 2n - 3, 0 \rangle \ast \boxtimes \langle 2n - 4, 0 \rangle. \) Then repeatedly multiplying \( \langle 2n - 3, 0 \rangle \ast \) by \( \square \) gives us all \( \langle 2n - 3, k \rangle. \) Since we have \( \langle 2n - 3, 0 \rangle \ast, \) we also have \( \langle 2n - 4, 0 \rangle \ast = \boxtimes \langle 2n - 4, 0 \rangle - \langle 2n - 3, 0 \rangle. \) Then since we have \( \langle 2n - 3, k \rangle, \) we can (by repeatedly multiplying \( \langle 2n - 4, 1 \rangle \) by \( \square \)) obtain all \( \langle 2n - 4, 0 \rangle \ast \) for \( 1 \leq k \leq 2n - 3. \) Now, \( \langle 2n - 5, 2 \rangle = \langle 2n - 5, 2 \rangle \ast \).
Theorem 1.3 and the definition of \( \lambda \)

Proof of Corollary 1.6:

We must have \( \nu \)

Thus assume \( \nu \)

Then one of the inequalities from (b) and one from (c) must be false. If one of the latter two inequalities of (b) is false, then (a) does not hold. Thus assume \( \nu_1 + 1 > \lambda_1 + \mu_1 \), and either \( \nu_2 + 1 > \lambda_1 + \mu_2 \) or \( \nu_2 + 1 > \lambda_2 + \mu_1 \). Then for (a) to hold, we must have \( \nu_1 = \lambda_1 + \mu_1 \) and either \( \nu_2 = \lambda_1 + \mu_2 \) or \( \nu_2 = \lambda_2 + \mu_1 \). But this contradicts \( |\nu| + 1 = |\lambda| + |\mu| \).

Finally:

Proof of Corollary 1.5: It is clear from the definitions of \( \ast \) and \( \text{sh} \) that nonzero \( C_{\lambda|\mu}(OG(2, 2n + 1)) \) are powers of 2. Furthermore, \( 2^{|\text{sh}(\overline{\nu})| - |\text{sh}(\overline{\mu})|} \) can be at most \( 2^2 = 4 \) and thus (using (B)) \( C_{\lambda|\mu}(OG(2, 2n + 1)) \leq 8 \). For \( n \geq 5 \), we have \( C_{\langle n-2,n-3|\circ \rangle, \langle n-2,n-3|\circ \rangle}(OG(2, 2n + 1)) = 8 \). Given \( k \in \{1, 2, 4\} \) it is easy to find triples \( (\lambda, \mu, \nu) \) such that \( C_{\lambda|\mu}(OG(2, 2n + 1)) = k. \) \( \square \)

Proof of Corollary 1.6: We have \( C_{\lambda|\mu}(LG(2, 2n)) \neq 0 \) if and only if \( C_{\lambda|\mu}(OG(2, 2n + 1)) \neq 0 \). The condition \( |\overline{\nu}| = |\overline{\lambda}| + |\overline{\mu}| \) is clearly necessary for nonzeroness, and the necessity of \( \lambda_3 + \mu_3 \leq \nu_3 \) follows from the definition of \( \Lambda_{\lambda|\mu} \). Therefore assume both of these conditions hold. Let (a) denote the other three inequalities. First assume \( \lambda_3 + \mu_3 = \nu_3 \). Then by Theorem 1.3 and the definition of \( \Lambda_{\lambda|\mu} \), \( C_{\lambda|\mu}(LG(2, 2n)) \neq 0 \) if and only if \( C_{\lambda|\mu}(\overline{\nu}) \neq 0 \). We have \( |\lambda| + |\mu| = |\nu| \), so by the Horn inequalities for a 2-row Grassmannian, \( C_{\lambda|\mu}(\overline{\nu}) \neq 0 \) if and only if the inequalities (a) hold.

Therefore assume \( \lambda_3 + \mu_3 < \nu_3 \), i.e., \( \lambda_3 = \mu_3 = 0 \) and \( \nu_3 = 1 \). Then by Theorem 1.3 and the definition of \( \Lambda_{\lambda|\mu} \), \( C_{\lambda|\mu}(LG(2, 2n)) \neq 0 \) if and only if either \( C_{\lambda|\mu}(\nu_1 + 1, \nu_2) \neq 0 \) or \( C_{\lambda|\mu}(\nu_1, \nu_2 + 1) \neq 0 \).

First suppose \( C_{\lambda|\mu}(LG(2, 2n)) = 0 \), and also assume \( \nu_1 > \nu_2 \) (so \( \nu_1, \nu_2 + 1 \) is a partition). Then one of the inequalities from (b) and one from (c) must be false. If one of the latter two inequalities of (b) or the first of (c) is false, then (a) does not hold. Thus assume \( \nu_1 + 1 > \lambda_1 + \mu_1 \), and either \( \nu_2 + 1 > \lambda_1 + \mu_2 \) or \( \nu_2 + 1 > \lambda_2 + \mu_1 \). Then for (a) to hold, we must have \( \nu_1 = \lambda_1 + \mu_1 \) and either \( \nu_2 = \lambda_1 + \mu_2 \) or \( \nu_2 = \lambda_2 + \mu_1 \). But this contradicts \( |\nu| + 1 = |\lambda| + |\mu| \).

Finally suppose \( C_{\lambda|\mu}(LG(2, 2n)) = 0 \), and also \( \nu_1 = \nu_2 \). Then one of the inequalities from (b) must be false. If either of the latter two inequalities of (b) is false, then (a) does not hold. Thus assume \( \nu_1 + 1 > \lambda_1 + \mu_1 \). If (a) holds then \( \nu_1 = \lambda_1 + \mu_1 \), and then since \( \nu_1 = \nu_2 \) all inequalities in (a) are equalities, again contradicting \( |\nu| + 1 = |\lambda| + |\mu| \). \( \square \)

5. Proofs in the Even Orthogonal Grassmannian Case

5.1. Reformulation of the rule. For given shapes \( \overline{\alpha}, \overline{\beta} \in \mathcal{Y}_{OG(2,2n)} \) let

\[
M = \min\{\alpha_1 - \alpha_2, \beta_1 - \beta_2\}. 
\]

Definition 5.1. Let \( \overline{\alpha}, \overline{\beta} \in \mathcal{Y}_{OG(2,2n)} \). Define a product \( \circ \) by

(A) If \(|\alpha| + |\beta| \leq 2n - 4\), then

\[
\langle \alpha \circ \rangle \circ \langle \beta \circ \rangle = \sum_{0 \leq k \leq M} \langle \alpha_1 + \beta_1 - k, \alpha_2 + \beta_2 + k \rangle \circ
\]
(B) If $|\langle \alpha| \rangle| + |\langle \beta| \rangle| > 2n - 4$, then
\[
\langle \alpha| \rangle \circ \langle \beta| \rangle = \langle \alpha_1 + \beta_1, \alpha_2 + \beta_2 - 1| \rangle + 2 \sum_{1 \leq k \leq M} \langle \alpha_1 + \beta_1 - k, \alpha_2 + \beta_2 + k - 1| \rangle
\]
\[
+ \langle \alpha_1 + \beta_1 - M - 1, \alpha_2 + \beta_2 + M| \rangle
\]
(C) $\langle \alpha| \rangle \circ \langle \beta| \rangle = \langle \alpha| \rangle \circ \langle \beta| \rangle = \sum_{0 \leq k \leq M} \langle \alpha_1 + \beta_1 - k, \alpha_2 + \beta_2 + k| \rangle$

(D) $\langle \alpha| \rangle \circ \langle \beta| \rangle = 0$.

and extend $\circ$ to be distributive by linearity.

Declare any $\delta$ in the above expressions to be zero if $(\delta_1, \delta_2)$ is not a partition in $2 \times (2n - 4)$. Such $\delta$ will be called illegal.

Recall the definition (3) of $\eta_{\lambda, \pi}$ from the introduction, as well as the definitions in the three paragraphs preceding it. Also, a shape $\lambda \in \mathbb{Y}_{OG(2,2n)}$ is Pieri if $\Pi(\lambda) = \langle j, 0| / \rangle$, and non-Pieri otherwise.

**Definition 5.2.** Let $\lambda, \pi \in \mathbb{Y}_{OG(2,2n)}$. Define a commutative product $\ast$ on $R = \mathbb{Z}[\mathbb{Y}_{OG(2,2n)}]$:

If $\Pi(\lambda) = \Pi(\pi) = \langle n - 2, 0| \rangle$, then

$\lambda \ast \pi = \begin{cases} 
\sum_{0 \leq k \leq \frac{n-2}{2}} \langle 2n - 4 - 2k, 2k| \rangle & \text{if } n \text{ is even and } \lambda, \pi \text{ match} \\
\sum_{0 \leq k \leq \frac{n-1}{2}} \langle 2n - 5 - 2k, 2k + 1| \rangle & \text{if } n \text{ is even and } \lambda, \pi \text{ are opposite} \\
\sum_{0 \leq k \leq \frac{n-1}{2}} \langle 2n - 5 - 2k, 2k + 1| \rangle & \text{if } n \text{ is odd and } \lambda, \pi \text{ match} \\
\sum_{0 \leq k \leq \frac{n-3}{2}} \langle 2n - 4 - 2k, 2k| \rangle & \text{if } n \text{ is odd and } \lambda, \pi \text{ are opposite}
\end{cases}$

where in the first and third cases above, the shape $\langle n - 2, n - 2| \rangle$ is assigned $\text{ch}(\lambda) = \text{ch}(\pi)$.

Otherwise, compute $\Pi(\lambda) \circ \Pi(\pi)$ and

(i) Replace any term $\pi$ that has $\kappa_1 = 2n - 4$ by $\eta_{\lambda, \pi} \pi$.

(ii) Next, replace each $\pi$ by $2^{\text{fsh}(\lambda)} - \text{fsh}(\lambda) - \text{fsh}(\pi)$.

(iii) Finally, “disambiguate” using one in the following complete list of possibilities:

(iii.1) (if $\lambda, \pi$ are both non-Pieri) Replace any ambiguous $\pi$ by $\frac{1}{2}(\pi^\dagger + \pi^\ddagger)$.

(iii.2) (if one of $\lambda, \pi$ is neutral and Pieri) Since the product $\circ$ is commutative, we may assume $\lambda$ is Pieri. Then replace any ambiguous $\pi$ by $\frac{1}{2}(\pi^\dagger + \pi^\ddagger)$ if $\pi$ is neutral, and by $\pi^\text{ch}(\lambda)$ if $\pi$ is charged.

(iii.3) (if one of $\lambda, \pi$ is charged and Pieri, and the other is non-Pieri). We may assume $\lambda$ is Pieri. In particular, $\Pi(\lambda) = \langle n - 2, 0| \rangle$.

(iii.3a) If $\pi = |\mu| \circ \pi$ is neutral and $|\mu| = 2n - 4$, then replace the ambiguous term $\langle 2n - 4, n - 2| \rangle$ by $\langle 2n - 4, n - 2| \rangle^\text{ch}(\lambda)$ if $\mu$ is even and by $\langle 2n - 4, n - 2| \rangle^\text{op}(\lambda)$ if $\mu$ is odd.

(iii.3b) Otherwise, replace any ambiguous $\pi$ by $\frac{1}{2}(\pi^\ddagger + \pi^\dagger)$ if $\pi$ is neutral, and by $\pi^\text{ch}(\pi)$ if $\pi$ is charged.

We are now ready to restate our theorem for $OG(2, 2n)$:

**Theorem 5.3.** Given $\lambda, \pi \in \mathbb{Y}_{OG(2,2n)}$, compute $\lambda \ast \pi$ and replace every $\pi$ by $\sigma_{\pi}$. The result equals $\sigma_{\lambda} \cdot \sigma_{\pi} \in H^* (OG(2, 2n))$.

Clearly, if $\lambda, \pi$ are non-Pieri then Theorem 5.3 agrees with Theorem 1.7.
5.2. Associativity relations. Let $\square := \langle 1, 0|\circ \rangle$ and $\frown := \langle 1, 1|\circ \rangle$. The main part of our proof is to establish these three associativity relations:

(10) \[ \frown \star (\overline{\lambda} \star \overline{\mu}) = \frown \star (\overline{\lambda} \star \overline{\mu}) \]

(11) \[ \square \star (\overline{\lambda} \star \overline{\mu}) = \square \star (\overline{\lambda} \star \overline{\mu}) \]

(12) \[ (n - 2, 0|\circ) \star (\overline{\lambda} \star \overline{\mu}) = (n - 2, 0|\circ) \star (\overline{\lambda} \star \overline{\mu}) \star \overline{\mu}. \]

An ambiguous term $c \cdot \pi$ of an expression in $\mathbb{Z}[Y_2]_{OG(2, 2n)}$ splits if (iii) replaces it by $\frac{1}{2}(\pi^\uparrow + \pi\downarrow)$. We say an expression in $\mathbb{Z}[Y_2]_{OG(2, 2n)}$ is balanced if it contains the same number of up charged shapes as down charged shapes. The following observation is used throughout our arguments:

**Lemma 5.4.** If $n - 2 \leq d \leq 3n - 6$, there is exactly one ambiguous shape $\pi$ with $|\alpha| = d$. Otherwise, every shape $\pi$ with $|\alpha| = d$ is unambiguous.

Thus, at most one ambiguous shape appears in either $\Pi(\pi \star (\overline{\lambda} \star \overline{\mu}))$ or $\Pi((\pi \star \overline{\lambda}) \star \overline{\mu})$.

Clearly, we may assume throughout that $|\overline{\lambda}|, |\overline{\mu}| > 0$.

5.3. **Proof of relation (10).** If $\Pi(\overline{\lambda}) = \Pi(\overline{\mu}) = (n - 2, 0|\circ)$ then (10) is just a calculation:

\[ \frown \star (\overline{\lambda} \star \overline{\mu}) = \frown \star (\overline{\lambda} \star \overline{\mu}) = \sum_{1 \leq k \leq n - 3} \langle 2n - 4 - k + 1, k|\bullet \rangle + \langle n - 1, n - 2|\bullet \rangle + \langle n - 1, n - 2|\bullet \rangle. \]

Otherwise, our strategy is to reduce to analyzing the simpler $\diamond$ product.

**Lemma 5.5.** $\frown \star \overline{\nu}$ is balanced.

**Proof.** Since $\frown$ is non-Pieri and neutral, this follows from (iii). \qed

**Corollary 5.6.** $\frown \star (\overline{\lambda} \star \overline{\mu})$ is balanced.

**Lemma 5.7.** $\frown \star (\overline{\lambda} \star \overline{\mu})$ is balanced.

**Proof.** Throughout, let $\pi$ be a shape appearing in $\frown \diamond \Pi(\overline{\lambda})$.

**Case 1:** ($\pi \neq \langle n - 2, 0|\circ \rangle^{ch(\pi)}$): $\pi$ is either neutral or non-Pieri. We have two subcases since if $\pi$ is ambiguous, by (iii) applied to $\frown \diamond \Pi(\overline{\lambda})$, $\pi \rightarrow \frac{1}{2}(\pi^\uparrow + \pi\downarrow)$.

$(\pi^\uparrow + \pi\downarrow) \diamond \overline{\mu}$: Clearly, if $\pi$ is ambiguous it is non-Pieri. Thus, if $\pi$ is non-Pieri then balancedness holds by (iii.1). If $\pi$ \diamond $\overline{\mu}$ is a neutral Pieri shape, then we are balanced by (iii.2).

$(\pi \diamond \overline{\mu}$ for $\pi$ neutral): If $\pi$ is neutral then balancedness holds by (iii.1) or (iii.2). Thus assume $\overline{\mu}$ is a charged non-Pieri shape. If $\pi$ is also non-Pieri then use (iii.1). Otherwise, $\pi = (2n - 4, 0|\bullet)$. Since $\overline{\mu}$ is charged and non-Pieri we have $\mu_1 \geq n - 2$ and $\mu_2 > 0$. Thus any $\pi$ in $\pi \diamond \overline{\mu}$ has $|\tau| > 3n - 6$. Hence $\pi$ is neutral (Lemma [5.4]) and $\pi \diamond \overline{\mu}$ is balanced.

**Case 2:** ($\pi = \langle n - 2, 0|\circ \rangle^{ch(\pi)}$):

$(|\lambda| \neq 2n - 5)$: Any shape $\pi$ appearing in $\frown \diamond \Pi(\overline{\lambda})$ is non-Pieri. If $\pi$ is unambiguous, then any ambiguous $\pi$ in $\pi \diamond \Pi(\overline{\lambda})$ splits by (iii.3b). By Lemma [5.5], $\frown \diamond \Pi(\overline{\lambda})$ is balanced, thus if $\pi$ is ambiguous then $(\pi^\uparrow + \pi\downarrow) \diamond \overline{\mu}$ is balanced by (iii.3b).
(|\lambda| = 2n - 5): First suppose \( \Pi(\lambda) \neq \langle n - 2, n - 3|\circ \rangle \). Then \( \mathfrak{B} \times \lambda = \langle \lambda_1 + 1, \lambda_2|\bullet \rangle + \langle \lambda_1, \lambda_2 + 1|\bullet \rangle \) (both neutral). The ambiguous term \( \langle 2n - 4, n - 2|\bullet \rangle \) appears in both \( \langle \lambda_1 + 1, \lambda_2|\bullet \rangle \times \Pi(\mu) \) and \( \langle \lambda_1, \lambda_2 + 1|\bullet \rangle \times \Pi(\mu) \). For either of these computations, (i) has no effect, and (ii) multiplies \( \langle 2n - 4, n - 2|\bullet \rangle \) by 1. Since exactly one of \( \{\lambda_1 + 1, \lambda_1\} \) is even, by (iii.3a) \( \langle 2n - 4, n - 2|\bullet \rangle \) is assigned \( \text{ch}(\mu) \) in one of the expressions and \( \text{op}(\mu) \) in the other, giving balancedness.

If instead \( \Pi(\lambda) = \langle n - 2, n - 3|\circ \rangle \), then

\[
\mathfrak{B} \times \lambda = \langle n - 1, n - 3|\bullet \rangle + \langle n - 2, n - 2|\bullet \rangle + \langle n - 2, n - 2|\bullet \rangle.
\]

In \( \langle n - 1, n - 3|\bullet \rangle \times \Pi(\mu) \) there is an ambiguous term \( \langle 2n - 4, n - 2|\bullet \rangle \). Its coefficient remains 1 after applying (i) and (ii). Then (iii.3a) assigns it \( \text{ch}(\mu) \) if \( n - 1 \) is even and \( \text{op}(\mu) \) if \( n - 1 \) is odd. Next,

\[
\Pi(\langle n - 2, n - 2|\bullet \rangle + \langle n - 2, n - 2|\bullet \rangle) \times \Pi(\mu) = \langle 2n - 4, n - 2|\bullet \rangle + \langle 2n - 4, n - 2|\bullet \rangle.
\]

Here (i) rescales one of these shapes by 2 and the other by 0, after which (ii) rescales the surviving shape by \( \frac{1}{2} \). The surviving shape is the one arising from \( \langle n - 2, n - 2|\bullet \rangle \times \text{ch}(\mu) \) if \( n \) is even and from \( \langle n - 2, n - 2|\bullet \rangle \times \text{op}(\mu) \) if \( n \) is odd. Thus (iii.3b) assigns that shape \( \text{ch}(\mu) \) if \( n \) is even and \( \text{op}(\mu) \) if \( n \) is odd. This balances the charge assigned in \( \langle n - 1, n - 3|\bullet \rangle \times \Pi(\mu) \).

Define \( \mathcal{L}(\tau, \lambda, \mu) \) to be the result of applying (i) and (ii) (but not (iii)) to \( \Pi(\tau) \times \Pi(\lambda) \times \Pi(\mu) \). We need a comparable: define \( \Omega(\lambda, \mu) \) to be the expression obtained by computing \( \Pi(\lambda) \times \Pi(\mu) \) and applying (ii), and define \( \Omega'(\tau, \lambda, \mu) \) to be the result of applying (ii) to \( \Pi(\tau) \times \Omega(\lambda, \mu) \). Thus \( \Omega'(\tau, \lambda, \mu) \) ignores (i) while \( \mathcal{L}(\tau, \lambda, \mu) \) does not.

Similarly, define \( \mathcal{R}(\tau, \lambda, \mu) \) by computing \( \Pi(\tau \times \lambda) \times \Pi(\mu) \) and applying (i) and (ii) (but not (iii)). Define \( \Sigma(\tau, \lambda, \mu) \) to be the expression obtained by computing \( \Pi(\tau) \times \Pi(\lambda) \times \Pi(\mu) \) and applying (ii), and define \( \Sigma'(\tau, \lambda, \mu) \) to be the result of applying (ii) to \( \Sigma(\tau, \lambda, \mu) \).

**Lemma 5.8.** If \( \Pi(\lambda), \Pi(\mu) \) are not both \( \langle n - 2, 0|\circ \rangle \), then \( \mathcal{L}(\emptyset, \lambda, \mu) = \Omega(\emptyset, \lambda, \mu) \) and \( \mathcal{R}(\emptyset, \lambda, \mu) = \Sigma'(\emptyset, \lambda, \mu) \).

**Proof.** First consider \( \mathcal{L}(\emptyset, \lambda, \mu) \) and \( \Omega'(\emptyset, \lambda, \mu) \). If one of \( \lambda \) or \( \mu \) is neutral, then (i) has no effect on \( \Pi(\lambda) \times \Pi(\mu) \) and so \( \Pi(\lambda) \times \mu \) is neutral. Then since \( \emptyset \) is neutral, (i) has no effect on \( \emptyset \times \Pi(\lambda) \times \mu \), so \( \mathcal{L}(\emptyset, \lambda, \mu) = \Omega'(\emptyset, \lambda, \mu) \). Thus assume both \( \lambda, \mu \) are charged. Then in \( \Pi(\lambda) \times \Pi(\mu) \), (i) only affects the term \( \kappa \rightarrow \langle 2n - 4, \kappa_2|\bullet \rangle \).

\[
\Pi(\lambda) \times \mu = \Omega(\lambda, \mu) = 2 \text{fsh}(\pi) - \text{fsh}(\lambda) - \text{fsh}(\mu) \times \eta_{\lambda, \mu} = \eta_{\lambda, \mu} = \pi \rightarrow 2 \text{fsh}(\pi) - \text{fsh}(\lambda) - \text{fsh}(\mu) \times \kappa.
\]

(This computation is the only place where the hypothesis is used.) Since \( \emptyset \) is neutral, (i) has no effect on \( \emptyset \times \Pi(\lambda) \), so \( \Pi(\emptyset, \lambda) = \Sigma(\emptyset, \lambda) \). If either \( \emptyset \) or \( \Pi(\lambda) \) has no ambiguous term, then (i) has no effect on \( \Pi(\emptyset, \lambda) \times \Pi(\mu) \), so \( \mathcal{R}(\emptyset, \lambda, \mu) = \Sigma'(\emptyset, \lambda, \mu) \). Thus assume \( \mu \) is charged and \( \kappa \) appearing in \( \emptyset \times \Pi(\lambda) \) is ambiguous. Then by (iii.1), (iii.2) or (iii.3b), \( \pi \rightarrow \frac{1}{2}(\pi^t + \pi^v) \). For \( \Pi(\emptyset, \lambda) \times \Pi(\mu) \), (i) only affects the expressions \( \Pi(\pi^t) \times \Pi(\mu) \) and \( \Pi(\pi^v) \times \Pi(\mu) \), by doubling the term \( \pi = \langle 2n - 4, \pi_2|\bullet \rangle \) in one expression and multiplying \( \pi \) by 0 in the other. Then \( \mathcal{R}(\emptyset, \lambda, \mu) = \Sigma'(\emptyset, \lambda, \mu) \) follows from the fact \( \emptyset \times \lambda \) is balanced. \( \square \)
Lemma 5.9. If $\Pi(\lambda), \Pi(\mu)$ are not both $\langle n-2,0|\circ \rangle$ and $\mathfrak{B}\circ (\Pi(\lambda) \circ \Pi(\mu)) = (\mathfrak{B} \circ \Pi(\lambda)) \circ \Pi(\mu)$ then $\square \ast (\lambda \ast \mu) = (\square \ast \lambda) \ast \mu$.

Proof. By Corollary [5.6] and Lemma [5.7] both $\mathfrak{B} \ast (\lambda \ast \mu)$ and $(\mathfrak{B} \ast \lambda) \ast \mu$ are balanced. Hence it suffices to show $\mathcal{L}(\mathfrak{B} \lambda, \mu) = \mathcal{R}(\mathfrak{B} \lambda, \mu)$. By Lemma [5.8] it suffices to show $\Omega'(\mathfrak{B} \lambda, \mu) = \Sigma'(\mathfrak{B} \lambda, \mu)$. Consider any $\nu$ appearing in one of $\Omega'(\mathfrak{B} \lambda, \mu)$ or $\Sigma'(\mathfrak{B} \lambda, \mu)$. Since $\text{fsh}(\mathfrak{B}) = 0$, the total effect of both applications of (ii) in computing $\Omega'(\mathfrak{B} \lambda, \mu)$ or $\Sigma'(\mathfrak{B} \lambda, \mu)$ is the same as multiplying $\nu$ in $\mathfrak{B} \circ (\Pi(\lambda) \circ \Pi(\mu))$ or $\mathfrak{B} \circ (\Pi(\lambda)) \circ \Pi(\mu)$ (respectively) by $2^{\text{fsh}(\nu)} \circ \text{fsh}(\lambda) \circ \text{fsh}(\mu)$. However, we assumed $\mathfrak{B} \circ (\Pi(\lambda) \circ \Pi(\mu)) = (\mathfrak{B} \circ (\Pi(\lambda)) \circ \Pi(\mu)$ so $\Omega'(\mathfrak{B} \lambda, \mu) = \Sigma'(\mathfrak{B} \lambda, \mu)$.

The proof that $\mathfrak{B} \circ (\Pi(\lambda) \circ \Pi(\mu)) = (\mathfrak{B} \circ (\Pi(\lambda)) \circ \Pi(\mu)$ is identical to the proof of (7), mutatis mutandis for a $2 \times (2n-4)$ rectangle instead of a $2 \times (2n-3)$ rectangle.

5.4. Proof of relation (11). Since $\square$ is a Pieri shape, if $\mu$ is a Pieri shape then every product in $\square \ast (\lambda \ast \mu)$ and $(\square \ast \lambda) \ast \mu$ is computed by the Pieri rule of [BuKrTa09], so associativity is immediate. Thus we assume throughout the proof of (11) that $\pi$ is a non-Pieri shape. We break our argument into the amenable and non-amenable cases.

5.4.1. The amenable case. Call a pair $\lambda, \mu \in \Upsilon_{OG(2,2n)}$ of shapes amenable if

- $\lambda$ and $\mu$ are non-Pieri; or
- $\lambda$ is Pieri and $\mu$ is both neutral and non-Pieri.

Proposition 5.10. If $\Theta \in \mathbb{Z}[\Upsilon_{OG(2,2n)}]$ is balanced then $\square \ast \Theta$ is balanced.

Proof. If $\lambda$ is a neutral shape in $\Theta$ then $\square \ast \lambda$ is balanced by (iii.2). If $\lambda$ is charged, then any ambiguous shape in $\square \circ \Pi(\lambda)$ is assigned $\text{ch}(\lambda)$ by (iii.2). However, $\Theta$ is balanced, so there are the number of $\lambda$ in $\Theta$ with charge $\uparrow$ as with $\downarrow$. $\square$

Corollary 5.11. If $\lambda \ast \mu$ is balanced, then $\square \ast (\lambda \ast \mu)$ is balanced.

Lemma 5.12. Let $\lambda, \mu$ be an amenable pair. Then $\square \ast (\lambda \ast \mu)$ and $(\square \ast \lambda) \ast \mu$ are balanced.

Proof. For $\square \ast (\lambda \ast \mu)$, by Corollary [5.11] it suffices to show $\lambda \ast \mu$ is balanced. This is clear by (iii) unless $\lambda = \langle n-2,0|\circ \rangle$ and $\mu$ is on with $|\mu| = 2n-4$ (in which case we use (iii.3a)). In this case, any $\pi$ appearing in $\square \ast (\lambda \ast \mu)$ has $|\tau| > 3n-6$ and so by Lemma [5.4] $\square \ast (\lambda \ast \mu)$ is neutral.

For $(\square \ast \lambda) \ast \mu$ there are two cases:

Case 1: ($\lambda$ and $\mu$ are non-Pieri): Every term of $\square \ast \lambda$ is non-Pieri, and thus balancedness of $(\square \ast \lambda) \ast \mu$ holds by (iii.1), unless $\lambda = \langle 2n-5,1|\circ \rangle$. In this case, $\square \ast \lambda$ has a single Pieri term, namely $\nu = \langle 2n-4,0|\bullet \rangle$. It suffices to show $\nu \ast \mu$ is balanced. If $\mu$ is neutral we are done by (iii.2). Otherwise $\mu$ is charged, and then $|\mu| > n-2$ since $\mu$ is non-Pieri. This implies any $\pi$ in $\pi \ast \mu$ has $|\tau| > 3n-6$, implying $\pi$ is neutral by Lemma [5.4] so $\pi \ast \mu$ is balanced.

Case 2: ($\lambda$ is Pieri and $\mu$ is neutral and non-Pieri): For a given shape $\nu$, $\nu \ast \mu$ is balanced by (iii) except if $\pi$ is on, $|\mu| = 2n-4$, and $\pi = \langle n-2,0|\circ \rangle$ (when we use (iii.3a)). Since $\lambda$ is Pieri, $\langle n-2,0|\circ \rangle$ is a term of $\square \circ \Pi(\lambda)$ only if $\lambda_1 = n-3$. But then $\square \ast \lambda = \lambda \ast \mu = \langle n-2,0|\circ \rangle$ is a Pieri shape, so $\lambda \ast \mu$ is balanced by the Pieri rule of [BuKrTa09].
$(\langle n-2, 0|\circ\rangle^\dagger + \langle n-2, 0|\circ\rangle^\ddagger + \langle n-3, 1|\circ\rangle).$ So if $\pi$ is on and $|\mu| = 2n-4$, the charged term in $\langle n-2, 0|\circ\rangle^\dagger \ast \pi$ is balanced by the charged term in $(n-2, 0|\circ\rangle^\dagger \ast \mu$ when using (iii.3a).

Lemma 5.13. Let $\pi, \pi$ be amenable. If $\Omega^\prime(\cred, \cred, \pi) = \Sigma^\prime(\cred, \cred, \pi)$, then $\mathcal{L}(\cred, \cred, \pi) = \mathcal{R}(\cred, \cred, \pi)$.

Proof. If $\pi$ is neutral, then since $\cred$ is neutral (i) has no effect on either $\Pi(\cred) \circ \pi$ or $\cred \circ \Pi(\cred)$. Thus $\Omega(\cred, \pi) = \Pi(\cred \ast \pi)$ and $\Sigma(\cred, \cred) = \Pi(\cred \ast \cred)$. Also, (i) has no effect on either $\cred \circ \Pi(\cred \ast \pi)$ or $\Pi(\cred \ast \cred) \circ \pi$. So $\Omega^\prime(\cred, \pi) = \mathcal{L}(\cred, \pi)$ and $\Sigma^\prime(\cred, \cred, \pi) = \mathcal{R}(\cred, \cred, \pi)$.

Therefore, assume $\pi$ is charged. There are two cases:

**Case 1:** $\cred$ is neutral: Then (i) has no effect on either $\Pi(\cred) \circ \pi$ or $\cred \circ \Pi(\cred)$, so $\Omega(\cred, \pi) = \Pi(\cred \ast \pi)$ and $\Sigma(\cred, \cred) = \Pi(\cred \ast \cred)$. Next, (i) has no effect on $\cred \circ \Pi(\cred \ast \pi)$, so $\Omega^\prime(\cred, \cred, \pi) = \mathcal{L}(\cred, \pi)$. If $\cred \circ \Pi(\cred)$ has no ambiguous term, then (i) has no effect on $\Pi(\cred \ast \cred) \circ \pi$ and so $\Sigma^\prime(\cred, \cred, \pi) = \mathcal{R}(\cred, \cred, \pi)$. If an ambiguous shape $\cred$ appears in $\cred \circ \Pi(\cred)$, then by (iii.2), $\cred \mapsto \frac{1}{2}(\cred^\dagger + \cred^\ast)$. For $\Pi(\cred \ast \cred) \circ \pi$, (i) only affects the expressions $\Pi(\cred^\dagger) \circ \pi$ and $\Pi(\cred^\ast) \circ \pi$, by doubling the term $\pi = \langle 2n-4, \eta_1 \rangle$ in one expression and multiplying $\pi$ by 0 in the other. Then $\Sigma^\prime(\cred, \cred, \pi) = \mathcal{R}(\cred, \cred, \pi)$ follows from the fact $\cred \ast \cred$ is balanced.

**Case 2:** $\cred$ is charged: (The first three subcases below don’t even use the hypothesis $\Omega^\prime(\cred, \cred, \pi) = \Sigma^\prime(\cred, \cred, \pi)$.)

Subcase 2a: (If both $\cred, \pi$ are on): Then $\mathcal{L}(\cred, \cred, \pi) = \mathcal{R}(\cred, \cred, \pi) = 0$ by (D).

Subcase 2b: $\cred$ is off and $\pi$ is on): We may assume $|\cred| < 2n-4$, otherwise $1 + |\cred| + |\pi| > 4n - 7 = |\Lambda_{OG(2,2n)}|$ and again $\mathcal{L}(\cred, \pi) = \mathcal{R}(\cred, \pi) = 0$. Then

$$\mathcal{L}(\cred, \pi) = \mathcal{R}(\cred, \pi) = \frac{1}{2} \eta_{\pi, \pi}(2n-4, \lambda_2 + \mu_1 |\bullet\rangle)$$

Subcase 2c: $\cred$ is on and $\pi$ is off): As in Subcase 2b, assume $|\pi| < 2n-4$. Then:

$$\mathcal{L}(\cred, \pi) = \mathcal{R}(\cred, \pi) = \frac{1}{2} \eta_{\pi, \pi}(2n-4, \lambda_1 + \mu_2 |\bullet\rangle)$$

Subcase 2d: $\cred, \pi$ are off): Then $\lambda_1 = \mu_1 = n-2$ and since $\pi$ is non-Pieri we know $|\pi| > n-2$ and hence $\Pi(\cred) \circ \Pi(\pi)$ is computed by (B). Define

$$\pi = \langle 2n-4, \lambda_2 + \mu_2 - 1 |\bullet\rangle \quad \text{and} \quad \pi' = \langle 2n-4, \lambda_2 + \mu_2 |\bullet\rangle,$$

where $\pi, \pi' \in \mathcal{Y}_{OG(2,2n)}$.

Then the only term of $\Pi(\cred) \circ \Pi(\pi)$ affected by (i) is $\pi$. Also, (ii) multiplies $\pi$ by $c = \frac{1}{2}(1 + \delta_{\pi}(\pi, 2))$. Thus:

$$\Pi(\cred \ast \pi) - \Omega(\cred, \pi) = c \cdot \eta_{\pi, \pi} \ast \pi \ast c \ast \pi$$

and therefore

$$\cred \circ \Pi(\cred \ast \pi) - \cred \circ \Omega(\cred, \pi) = c \cdot \eta_{\pi, \pi} \ast \pi' \ast c \ast \pi'.$$

Since $\cred$ is neutral (i) has no effect on either $\cred \circ \Pi(\cred \ast \pi)$ or $\cred \circ \Omega(\cred, \pi)$. After that, (ii) multiplies $\pi'$ by $c' = 1 + \delta_{\lambda_2 + \mu_2, n-2}$, so

$$\mathcal{L}(\cred, \pi) = \mathcal{R}(\cred, \pi) = c' \cdot \eta_{\pi, \pi} \ast \pi' \ast c \cdot \pi'.$$

First, suppose $\cred \neq \langle n-2, n-2 |\circ\rangle_{ch(\cred)}$. Then by (A), $\cred \circ \Pi(\cred) = \langle n-1, \lambda_2 |\circ\rangle + \langle n-2, \lambda_2 + 1 |\circ\rangle$. Since $\cred$ is neutral, (i) has no effect. (ii) multiplies each term by 1. (Below we use that (iii.2) assigns the second term $\ch(\cred)$.) Hence:

$$\Sigma(\cred) = \Pi(\cred \ast \cred) = \langle n-1, \lambda_2 |\circ\rangle + \langle n-2, \lambda_2 + 1 |\circ\rangle.$$
Since \( \langle n - 1, \lambda_2 | \rangle \) is neutral, no term of \( \Pi((n - 1, \lambda_2 | ) \circ \Pi(\bar{\mu})) \) is affected by (i). For \( \Pi((n - 2, \lambda_2 + 1 | ) \circ ch(\bar{\lambda})) \circ \Pi(\bar{\mu}) \), (i) affects only the term \( \pi' \) (multiplying it by \( \eta_{\bar{\pi}, \bar{\mu}} \)), while (ii) multiplies \( \pi' \) by \( d = \frac{1}{2} (1 + \delta_{\text{sh}(\pi'), 2}) \). Therefore,

\[
R(\square, \bar{\lambda}, \bar{\mu}) - \Sigma'(\square, \bar{\lambda}, \bar{\mu}) = d \cdot \eta_{\bar{\pi}, \bar{\mu}} \pi' - d \cdot \pi'.
\]

The statement follows by the hypothesis, comparing (13) and (14), and noting \( c' \cdot c = d \).

Finally, assume \( \bar{\lambda} = \langle n - 2, n - 2 | \circ ch(\bar{\lambda}) \rangle \). Then by (B), \( \square \circ \Pi(\bar{\lambda}) = \langle n - 1, n - 3 | ) + \langle n - 2, n - 2 | \). Since \( \square \) is neutral, (i) has no effect. (ii) multiplies the first term by 1 and the second term by 2. (Below we use that (iii.2) assigns the second term \( ch(\bar{\lambda}) \).) We have:

\[
\Sigma(\square, \bar{\lambda}) = \Pi(\square \times \bar{\lambda}) = \langle n - 1, n - 3 | ) + 2 \langle n - 2, n - 2 | \).
\]

Since \( \langle n - 1, n - 3 | \rangle \) is neutral, no term of \( \Pi((n - 1, n - 3 | ) \circ \Pi(\bar{\mu})) \) is affected by (i). For \( \Pi(2 \langle n - 2, n - 2 | \circ ch(\bar{\lambda}) \rangle \circ \Pi(\bar{\mu}) \), (i) affects only the term \( 2\pi' \) (multiplying it by \( \eta_{\bar{\lambda}, \bar{\mu}} \)), while (ii) multiplies \( 2\pi' \) by \( \frac{2}{2} \). Therefore,

\[
R(\square, \bar{\lambda}, \bar{\mu}) - \Sigma'(\square, \bar{\lambda}, \bar{\mu}) = d \cdot \eta_{\bar{\pi}, \bar{\mu}} \pi' - d \cdot \pi'
\]

as in (14), and we are done. \( \square \)

Lemma 5.14. If \( \bar{\lambda}, \bar{\mu} \) is amenable and

\[(15) \quad \square \circ (\Pi(\bar{\lambda}) \circ \Pi(\bar{\mu})) = (\square \circ \Pi(\bar{\lambda})) \circ \Pi(\bar{\mu}) \]

then (11) holds.

Proof. By Lemma 5.12 both \( \square \times (\bar{\lambda} \times \bar{\mu}) \) and \( (\bar{\lambda} \times \bar{\mu}) \times \bar{\mu} \) are balanced. Hence it suffices to show \( L(\square, \bar{\lambda}, \bar{\mu}) = R(\square, \bar{\lambda}, \bar{\mu}) \). By Lemma 5.13 it suffices to show \( \Omega'(\square, \bar{\lambda}, \bar{\mu}) = \Sigma'(\square, \bar{\lambda}, \bar{\mu}) \).

For any term \( \pi \) appearing in either \( \Omega(\square, \bar{\lambda}, \bar{\mu}) \) or \( \Sigma'(\square, \bar{\lambda}, \bar{\mu}) \), since \( \text{fsh}(\square) = 0 \) we can conclude exactly as in Lemma 5.9 except where we replace \( \square \) by \( \square \).

The following lemma is clear from the definition of \( \diamond \).

Lemma 5.15. Suppose \( c \cdot \pi \) is a term of \( \Pi(\bar{\lambda}) \circ \Pi(\bar{\mu}) \). Then if \( \Pi(\bar{\lambda}) \circ \Pi(\bar{\mu}) \) is computed by (A) or (C), \( c = C_{\pi(\bar{\lambda}), \pi(\bar{\mu})}^{\text{Gr}_2(\mathbb{C}^{2n-2})} \).

By Lemma 5.14 it suffices to establish (15).

Case 1: (\( \bar{\lambda} \) or \( \bar{\mu} \) is on, or \( |\bar{\lambda}| + |\bar{\mu}| < 2n - 4 \): If \( 1 + |\bar{\lambda}| + |\bar{\mu}| > 4n - 7 = |\Lambda_{OG(2,2n)}| \) then both sides of (15) are 0. Otherwise, both sides of (15) are computed using only (A) and (C), so we are done by Lemma 5.15 and the associativity of the Littlewood-Richardson rule. This completes Case 1.

We need some preparation for the remaining cases. Define

\[(16) \quad M(i) = \min \{ \lambda_1 - \lambda_2 + i, \mu_1 - \mu_2 \} \]

We recall definitions from the proofs of (7) and (8).
Let $s = 1 - \delta_{\lambda_1 - \lambda_2, \mu_1 - \mu_2}$ and $t = 1 - \delta_{\lambda_1, \lambda_2}$. For a given $\overline{\lambda}$ and $\overline{\mu}$, let

$$f(a, b) = \langle \lambda_1 + \mu_1 + a, \lambda_2 + \mu_2 + b \rangle$$

$$F^{(i)}(a, b) = \sum_{1 \leq k \leq M(i)} \langle \lambda_1 + \mu_1 - k + a, \lambda_2 + \mu_2 + k + b \rangle$$

$$F^{\prime(i)}(a, b) = \sum_{0 \leq k \leq M(i)} \langle \lambda_1 + \mu_1 - k + a, \lambda_2 + \mu_2 + k + b \rangle$$

Furthermore, using the above expressions we define

$$J_L^+ = f(1, -1) + 2F^{(0)}(1, -1) + s \cdot f(-M(0), M(0))$$

$$J_{L+} = f(0, 0) + 2F^{(0)}(0, 0) + s \cdot f(-M(0) - 1, M(0) + 1)$$

$$J_{R}^{(1)} = t \cdot f(0, 0) + 2F^{(1)}(0, 0) + f(-M(-1) - 1, M(-1) + 1)$$

$$J_{R(1)} = - F^{\prime(1)}(1, -1) + f(-M(1), M(1))$$

**Case 2:** $|\langle \lambda \rangle| + |\langle \mu \rangle| > 2n - 4$, $|\langle \lambda \rangle| < 2n - 4$: By (B),

$$\Pi(\overline{\lambda}) \circ \Pi(\overline{\mu}) = f(0, -1) + 2F^{(0)}(0, -1) + s \cdot f(-M(0) - 1, M(0))$$

and thus by (C),

$$\Box \circ (\Pi(\overline{\lambda}) \circ \Pi(\overline{\mu})) = J_L^+ + J_{L+}.$$  

By (A), $\Box \circ \Pi(\overline{\lambda}) = \langle \lambda_1 + 1, \lambda_2 \rangle + t \cdot \langle \lambda_1, \lambda_2 + 1 \rangle$. Thus, by (B),

$$\Box \circ \Pi(\overline{\lambda}) \circ \Pi(\overline{\mu}) = J_R^{(1)} + J_{R(1)}.$$  

**Lemma 5.16.** $J_L^+ + J_{L+} = J_R^{(1)} + J_{R(1)}$. 

**Proof.** If $t = 0$, then $\lambda_1 = \lambda_2$, so $M(0) = 0$ and the statement is easily checked. If $t = 1$, the claim holds by noting:

- If $\mu_1 - \mu_2 < \lambda_1 - \lambda_2$, then $M(1) = M(-1) = M(0)$ and $s = 1$.
- If $\mu_1 - \mu_2 = \lambda_1 - \lambda_2$, then $M(1) = M(0), M(-1) = M(0) - 1$ and $s = 0$.
- If $\mu_1 - \mu_2 > \lambda_1 - \lambda_2$, then $M(1) = M(0) + 1, M(-1) = M(0) - 1$ and $s = 1$. 

**Case 3:** $|\langle \lambda \rangle| + |\langle \mu \rangle| > 2n - 4$, $|\langle \lambda \rangle| = 2n - 4$: Then exactly as in Case 2, by (B) and then (C)

$$\Box \circ (\Pi(\overline{\lambda}) \circ \Pi(\overline{\mu})) = J_L^+ + J_{L+}.$$  

Let $r = 1 - \delta_{\lambda_2, 0}$ and

$$K_R = r \cdot F^{(2)}(1, -1) + F^{(0)}(0, 0) + t \cdot (F^{(0)}(0, 0) + F^{(0)}(-1, 1)).$$

By (B),

$$\Box \circ \Pi(\overline{\lambda}) = r \cdot \langle \lambda_1 + 1, \lambda_2 - 1 \rangle + \langle \lambda_1, \lambda_2 \rangle + t \cdot (\langle \lambda_1, \lambda_2 \rangle + \langle \lambda_1 - 1, \lambda_2 + 1 \rangle).$$

Then by (C),

$$J_L^+ + J_{L+} = K_R.$$  

**Lemma 5.17.** $J_L^+ + J_{L+} = K_R$. 
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Proof. If \( r' = 0 \) then \( \lambda_1 = 2n - 4 \) and \( M(2) = \min \{2n - 4, \mu_1 - \mu_2\} = \mu_1 - \mu_2 \). Thus, each term \( \langle 2n - 4 + \mu_1 - k + 1, \mu_2 + k - 1 \rangle \) of \( F'(2)(1, -1) \) is illegal as \( 2n - 4 + \mu_2 - k + 1 > 2n - 4 \). Therefore, we may ignore \( r' \) in the precise sense that (17) is still valid if \( r' \) is set equal to 1.

If \( t = 0 \), then \( M(0) = 0 \). Therefore \( J_L^+ = f(1, -1) + s \cdot f(0, 0) \) and \( J_{L+} = f(0, 0) \). On the other hand, \( K_R = \sum_{0 \leq k \leq M(2)} \langle \lambda_1 + \mu_1 + 1 - k, \lambda_2 + \mu_2 + 1 + k \rangle + f(0, 0) \).

We compare these in three cases:

\((\mu_1 - \mu_2 = 0): \) Then \( s = 0, M(2) = 0 \) and \( J_L^+ + J_{L+} = K_R = f(1, -1) + f(0, 0) \).

\((\mu_1 - \mu_2 = 1): \) Then \( s = 1 \) and \( M(2) = 1 \). \( J_L^+ + J_{L+} = f(1, -1) + f(0, 0) + f(-1, 1) \), but \( f(-1, 1) \) is illegal. \( K_R = f(1, -1) + f(0, 0) + f(0, 0) \).

\((\mu_1 - \mu_2 \geq 2): \) Then \( s = 1 \) and \( M(2) = 2 \). \( J_L^+ + J_{L+} = f(1, -1) + f(0, 0) + f(-1, 1) \), and \( K_R = f(1, -1) + f(0, 0) + f(-1, 1) + f(0, 0) \).

Thus assume \( t = 1 \). We break the proof into five cases:

(The “main case”: \( \lambda_1 - \lambda_2 - (\mu_1 - \mu_2) \geq 2 \)): Then \( M(2) = M(-2) = M(0) \). We have

\begin{equation}
F'(2)(1, -1) + F'(-2)(-1, 1) = f(1, -1) + f(0, 0) + f(-M(0), M(0)) + f(-M(0) - 1, M(0) + 1) + 2 \sum_{2 \leq k \leq M(0)} \langle \lambda_1 + \mu_1 - k + 1, \lambda_2 + \mu_2 + k - 1 \rangle,
\end{equation}

and

\begin{equation}
2F'(0)(0, 0) = 2F'(0)(1, -1) + 2F'(0)(0, 0) - 2 \sum_{2 \leq k \leq M(0)} \langle \lambda_1 + \mu_1 - k + 1, \lambda_2 + \mu_2 + k - 1 \rangle.
\end{equation}

Hence combining (18) and (19) we are done (note \( s = 1 \) in this case of the lemma).

\((\lambda_1 - \lambda_2 - (\mu_1 - \mu_2) = 1): \) Here \( M(2) = M(0) \) and \( M(-2) = M(0) - 1 \). The change from the main case is that in (18), the term \( f(-M(0) - 1, M(0) + 1) \) does not appear. However, in \( J_{L+}, f(-M(0) - 1, M(0) + 1) \) is illegal anyway. Now we conclude as before.

\((\lambda_1 - \lambda_2 = \mu_1 - \mu_2): \) Now \( M(2) = M(0) \) and \( M(-2) = M(0) - 2 \). The change from the main case is that in (18) the terms \( f(-M(0), M(0)) \) and \( f(-M(0) - 1, M(0) + 1) \) do not appear. But here, \( s = 0 \) so those also terms do not appear in \( J_L^+ + J_{L+} \).

\((\mu_1 - \mu_2 - (\lambda_1 - \lambda_2) = 1): \) So \( M(2) = M(0) + 1 \) and \( M(-2) = M(0) - 2 \). Here the change from the main case is that in (18), the term \( f(-M(0) - 1, M(0) + 1) \) does not appear (although for different reasons than in the second case above). Anyway, \( f(-M(0) - 1, M(0) + 1) \) is illegal in \( J_{L+} \).

\((\mu_1 - \mu_2 - (\lambda_1 - \lambda_2) \geq 2): \) Finally, \( M(2) = M(0) + 2 \) and \( M(-2) = M(0) - 2 \). Both \( J_L^+ + J_{L+} \) and \( K_R \) are the same as in the main case, and we are done as in that case.

Case 4: \( (|\langle \lambda | \varnothing \rangle| + |\langle \mu | \varnothing \rangle| = 2n - 4, |\langle \lambda | \varnothing \rangle| < 2n - 4) \): Exactly as in Case 2, by (A) and (B)

\( (\Box \circ \Pi(\lambda)) \circ \Pi(\overline{\varnothing}) = J_R^{(1)} + J_R^{(1)} \).

Let

\[ G'(0)(a, b) = \sum_{0 \leq k \leq M(0) - 1} \langle \lambda_1 + \mu_1 - k + a, \lambda_2 + \mu_2 + k + b \rangle + s \cdot f(-M(0) + a, M(0) + b) \]

where

\[ s = \begin{cases} 0 & \text{if } \langle n - 2, n - 2 | \varnothing \rangle \text{ is a term in } \Pi(\lambda) \circ \Pi(\overline{\varnothing}) \\ 1 & \text{otherwise.} \end{cases} \]
Also, define
\[ K_L = F^{(0)}(1, -1) + F^{(0)}(0, 0) + G^{(0)}(0, 0) + G^{(0)}(-1, 1). \]
Then by (A),
\[ \Pi(\lambda) \circ \Pi(\mu) = \sum_{0 \leq k \leq M(0)} \langle \lambda_1 + \mu_1 - k, \lambda_2 + \mu_2 + k \rangle. \]
Thus, by (B),
\[ \boxdot (\Pi(\lambda) \circ \Pi(\mu)) = K_L. \]

**Claim 5.18.** \( \tilde{s} = s. \)

**Proof.** By the assumption of Case 4, \( \lambda_1 + \lambda_2 + \mu_1 + \mu_2 = 2n - 4. \) By (A), if \( \langle n - 2, n - 2 \rangle \) is a term in \( \Pi(\lambda) \circ \Pi(\mu), \) it is \( \langle \lambda_1 + \mu_1 - M(0), \lambda_2 + \mu_2 + M(0) \rangle. \) Then \( s = 0 \iff \lambda_1 - \lambda_2 = \mu_1 - \mu_2 \iff \lambda_1 + \mu_2 = \lambda_2 + \mu_1 = n - 2 \iff (\lambda_1 + \mu_1 - M(0), \lambda_2 + \mu_2 + M(0)) = (n - 2, n - 2) \iff \tilde{s} = 0. \)

**Claim 5.19.** \( K_L = J^{(1)}_R + J_{R(1)} \).

**Proof.** Since by Claim 5.18 we have \( \tilde{s} = s, K_L \) rearranges easily to obtain \( K_L = J^+_L + J_{L+} \). Then we use Lemma 5.16 which shows \( J^+_L + J_{L+} = J^{(1)}_R + J_{R(1)}. \)

5.4.2. **Proof of (1) for non-amenable pairs \( \lambda, \mu \).** We assumed throughout that \( \mu \) is a non-Pieri shape. It remains to check cases where \( \lambda \) is Pieri and \( \mu \) is charged and non-Pieri.

The following observation is clear from the definition of \( \boxdot \) and of \( M \):

**Lemma 5.20.** If \( \overline{\kappa} = (\kappa_1, \kappa_2) \cdot \langle \rho \rangle \) appears in \( \overline{\pi} \circ \overline{\beta} \) then
\[ \kappa_1 \geq \begin{cases} \max(\alpha_1 + \beta_2, \alpha_2 + \beta_1) & \text{if } \overline{\pi} \circ \overline{\beta} \text{ is described by (A) or (C)} \\ \max(\alpha_1 + \beta_2, \alpha_2 + \beta_1) - 1 & \text{if } \overline{\pi} \circ \overline{\beta} \text{ is described by (B)} \end{cases} \]

**Case 1:** (\( \lambda \) is a charged Pieri shape): Then \( \lambda = \langle n - 2, 0 \rangle \) \( \text{ch}(\lambda) \), and
\[ \square \ast \lambda = \langle n - 1, 0 \rangle + \langle n - 2, 1 \rangle \text{ch}(\lambda). \]

(\( \overline{\mu} \) is on): Then \( \mu_2 = n - 2. \) We compute \( \lambda \ast \overline{\mu} = \frac{1}{2} \eta_{\lambda, \mu}'(2n - 4, \mu_1 \cdot \mu) \) and \( \square \ast (\lambda \ast \overline{\mu}) = \frac{1}{2} \eta_{\lambda, \overline{\mu}}'(2n - 4, \mu_1 + 1 \cdot \mu) \) (neutral). For \( (\square \ast \lambda) \ast \overline{\mu}, \) we compute \( \langle n - 1, 0 \rangle \ast \overline{\mu} = 0 \) (Lemma 5.20), and \( \langle n - 2, 1 \rangle \text{ch}(\lambda) \ast \overline{\mu} = \frac{1}{2} \eta_{\lambda, \overline{\mu}}'(2n - 4, \mu_1 + 1 \cdot \mu). \) Thus \( \square \ast (\lambda \ast \overline{\mu}) = (\square \ast \lambda) \ast \overline{\mu}. \)

(\( \overline{\mu} \) is off): Then \( \mu_1 = n - 2. \) Since \( \mu_2 > 0 \) (\( \overline{\mu} \) is non-Pieri), \( \Pi(\lambda) \circ \Pi(\mu) \) is given by (B). So,
\[ \lambda \ast \overline{\mu} = \frac{1}{2} \eta_{\lambda, \overline{\mu}}'(2n - 4, \mu_2 - 1 \cdot \mu) + \sum_{1 \leq k \leq n - 2 - \mu_2} \langle 2n - 4 - k, \mu_2 - 1 + k \rangle \text{ch}(\overline{\mu}). \]

Then if \( \mu_2 < n - 2, \)
\[ \square \ast (\lambda \ast \overline{\mu}) = \frac{1}{2} \eta_{\lambda, \overline{\mu}}'(2n - 4, \mu_2 \cdot \mu) + \sum_{1 \leq k \leq n - 2 - \mu_2 - 1} 2 \langle 2n - 4 - k, \mu_2 + k \rangle + \langle n - 2 + \mu_2, n - 2 \rangle \text{ch}(\overline{\mu}) + \langle n - 2 + \mu_2 - 1, n - 1 \rangle. \]

If instead \( \mu_2 = n - 2, \)
\[ \square \ast (\lambda \ast \overline{\mu}) = \eta_{\lambda, \overline{\mu}}'(2n - 4, n - 2 \cdot \mu) + \langle 2n - 4, n - 2 \rangle \text{ch}(\overline{\mu}) + \langle 2n - 5, n - 1 \rangle. \]
where the first term splits if \( \eta_{\lambda, \mu} = 2 \). Next, compute the \(*\)-product of (20) and \( \mu \):

(23) \[
\langle n - 1, 0 | \circ \rangle \star \mu = \sum_{0 \leq k \leq n - 2 - \mu - 1} \langle 2n - 4 - k, \mu + k | \bullet \rangle + \langle n - 2 + \mu, n - 2 | \bullet \rangle^{\text{ch} \mu}.
\]

If \( \mu < n - 2 \),

(24) \[
\langle n - 2, 1 | \circ \rangle^{\text{ch} \lambda} \star \mu = \frac{1}{2} \eta_{\lambda, \mu} \langle 2n - 4, \mu_2 | \bullet \rangle + \sum_{1 \leq k \leq n - 2 - \mu_2 - 1} \langle 2n - 4 - k, \mu_2 + k | \bullet \rangle
+ \langle n - 2 + \mu_2, n - 2 | \bullet \rangle^\dagger + \langle n - 2 + \mu_2, n - 2 | \bullet \rangle^\ddagger + \langle n - 2 + \mu_2 - 1, n - 1 | \bullet \rangle.
\]

If instead \( \mu_2 = n - 2 \),

(25) \[
\langle n - 2, 1 | \circ \rangle^{\text{ch} \lambda} \star \mu = \eta_{\lambda, \mu} \langle 2n - 4, n - 2 | \bullet \rangle + \langle 2n - 5, n - 1 | \bullet \rangle
\]

where the first term splits if \( \eta_{\lambda, \mu} = 2 \). Comparing (21) with the sum of (23) and (24), and comparing (22) with the sum of (23) and (25), we have \( \Box \star (\lambda \star \mu) = (\Box \star \lambda) \star \mu \).

**Case 2:** \( \lambda \) is a neutral Pieri shape: There are three subcases:

**Subcase 2a:** \( (\lambda_1 \geq n - 1) \): First suppose either \( \pi \) is on, or \( \lambda = \langle 2n - 4, 0 | \bullet \rangle \). We have \( \lambda \star \mu = 0 \) by Lemma 5.20 and thus \( \Box \star (\lambda \star \mu) = 0 \). If \( \Box \star \Pi(\lambda) \) is computed by (A) or (C), then every term \( \pi \) of \( \Box \star \Pi(\lambda) \) contains \( \Pi(\lambda) \) and thus also \( \Box \star \lambda \star \mu = 0 \) by Lemma 5.20. If \( \Box \star \Pi(\lambda) \) is computed by (B), then \( \lambda \) is off (so \( \mu \) is on, by assumption) but every term of \( \Box \star \Pi(\lambda) \) is on, so \( \Box \star \lambda \star \mu = 0 \) by (D).

Now suppose \( \lambda \) and \( \mu \) are off. Since both \( |\lambda| > n - 2 \) and \( |\mu| > n - 2 \), \( \Pi(\lambda) \star \Pi(\mu) \) is computed by (B). We have

\[
\lambda \star \mu = \sum_{\lambda_1 - (n - 2) \leq \lambda_2 \leq n - 2 - \mu_2} \langle \lambda_1 + n - 2 - k, \mu_2 + k - 1 | \bullet \rangle + \langle \lambda_1 + \mu_2 - 1, n - 2 | \bullet \rangle^{\text{ch} \mu}.
\]

Then

(26) \[
\Box \star (\lambda \star \mu) = \sum_{\lambda_1 - (n - 2) \leq \lambda_2 \leq n - 2 - \mu_2 - 1} 2\langle \lambda_1 + n - 2 - k, \mu_2 + k | \bullet \rangle + \langle \lambda_1 + \mu_2, n - 2 | \bullet \rangle^\dagger + \langle \lambda_1 + \mu_2, n - 2 | \bullet \rangle^\ddagger + \langle \lambda_1 + \mu_2 - 1, n - 1 | \bullet \rangle.
\]

If \( \lambda = \langle 2n - 4, 0 | \circ \rangle \), then \( \Box \star \lambda = 2\langle 2n - 4, 0 | \bullet \rangle + \langle 2n - 5, 1 | \bullet \rangle \). Then \( \Box \star \lambda \star \mu = \langle 2n - 5 + \mu_2, n - 1 | \bullet \rangle \). This is equal to (26) when \( \lambda_1 = 2n - 4 \); in particular, every term of (26) except possibly the last one is necessarily illegal.

Otherwise, \( \lambda_1 < 2n - 4 \). Hence \( \Box \star \lambda = \langle \lambda_1 + 1, 0 | \circ \rangle + \langle \lambda_1, 1 | \circ \rangle \) and

(27) \[
\langle \lambda_1 + 1, 0 | \circ \rangle \star \mu = \sum_{\lambda_1 - (n - 2) \leq \lambda_2 \leq n - 2 - \mu_2 - 1} \langle \lambda_1 + n - 2 - k, \mu_2 + k | \bullet \rangle + \langle \lambda_1 + \mu_2, n - 2 | \bullet \rangle^{\text{ch} \mu} \text{ and}
\]

(28) \[
\langle \lambda_1, 1 | \circ \rangle \star \mu = \sum_{\lambda_1 - (n - 2) \leq \lambda_2 \leq n - 2 - \mu_2 - 1} \langle \lambda_1 + n - 2 - k, \mu_2 + k | \bullet \rangle
+ \langle \lambda_1 + \mu_2, n - 2 | \bullet \rangle^\dagger + \langle \lambda_1 + \mu_2, n - 2 | \bullet \rangle^\ddagger + \langle \lambda_1 + \mu_2 - 1, n - 1 | \bullet \rangle.
\]

Comparing (26) with the sum of (27) and (28), we have \( \Box \star (\lambda \star \mu) = (\Box \star \lambda) \star \mu \). This concludes the case where \( \lambda \) is a Pieri shape with \( \lambda_1 \geq n - 1 \).
Subcase 2b: \((\lambda = \langle n - 3, 0, 0 \rangle)\): Then

\[(29) \quad \Box \ast \lambda = \langle n - 2, 2, 0 \rangle + \langle n - 2, 0 \rangle + \langle n - 3, 1 \rangle.\]

\((\mu \text{ is on})\): Then \(\mu_2 = n - 2\). If \(\mu_1 = 2n - 4\), we compute

\[\Box \ast (\lambda \ast \mu) = \Box \ast \lambda \ast \mu = \langle 2n - 4, 2n - 4 \rangle.\]

If \(\mu_1 = 2n - 5\), we compute

\[\Box \ast (\lambda \ast \mu) = \Box \ast \lambda \ast \mu = 2 \langle 2n - 4, 2n - 5 \rangle.\]

If \(\mu_1 = n - 2\), we compute

\[\Box \ast (\lambda \ast \mu) = \Box \ast \lambda \ast \mu = \langle 2n - 4, n - 2 \rangle.\]

Otherwise, \(n - 2 < \mu_1 < 2n - 5\) and we compute

\[\Box \ast (\lambda \ast \mu) = \Box \ast \lambda \ast \mu = 2 \langle 2n - 4, \mu_1 \rangle + \langle n - 5, n - 1 \rangle.\]

\((\mu \text{ is off})\): Then \(\mu_1 = n - 2\). There are two cases:

\((\mu_2 = 1)\): Then \(\Pi(\lambda) \ast \Pi(\mu)\) is given by (A), and

\[\lambda \ast \mu = \sum_{1 \leq k \leq n - 3} \langle 2n - 4 - k, k \rangle + \langle n - 2, n - 2 \rangle.\]

Consider:

\[(30) \quad \Box \ast (\lambda \ast \mu) = \langle 2n - 4, 0 \rangle + 3 \langle 2n - 5, 1 \rangle + \sum_{2 \leq k \leq n - 3} 4 \langle 2n - 4 - k, k \rangle + 2 \langle n - 2, n - 2 \rangle.\]

For \(\Box \ast \lambda \ast \mu\), we compute the \(\ast\)-product of (29) and \(\mu\):

\[(31) \quad (\langle n - 2, 0 \rangle + \langle n - 2 \rangle) \ast \mu = \langle 2n - 4, 0 \rangle + \sum_{1 \leq k \leq n - 3} 2 \langle 2n - 4 - k, k \rangle + 2 \langle n - 2, n - 2 \rangle.\]

\[(32) \quad \langle n - 3, 1 \rangle \ast \mu = \langle 2n - 5, 1 \rangle + \sum_{2 \leq k \leq n - 3} 2 \langle 2n - 4 - k, k \rangle + \langle n - 2, n - 2 \rangle.\]

Comparing (30) with the sum of (31) and (32), we have \(\Box \ast (\lambda \ast \mu) = \Box \ast (\lambda \ast \mu)\).

\((\mu_2 > 1)\): Then \(\Pi(\lambda) \ast \Pi(\mu)\) is given by (B), and

\[\lambda \ast \mu = \langle 2n - 5, \mu_2 - 1 \rangle + \sum_{1 \leq k \leq n - 2 - \mu_2} 2 \langle 2n - 5 - k, \mu_2 - 1 \rangle + 2 \langle n - 2 + \mu_2 - 2, n - 2 \rangle.\]

If \(\mu_2 \neq n - 2\) then

\[(33) \quad \Box \ast (\lambda \ast \mu) = \langle 2n - 4, \mu_2 - 1 \rangle + 3 \langle 2n - 5, \mu_2 \rangle + \sum_{1 \leq k \leq n - 3 - \mu_2} 4 \langle 2n - 5 - k, \mu_2 + k \rangle + 2 \langle n - 2 + \mu_2 - 1, n - 2 \rangle + 2 \langle n - 2 + \mu_2 - 1, n - 2 \rangle + 2 \langle n - 2 + \mu_2 - 2, n - 1 \rangle.\]
whereas if $\mu_2 = n - 2$ then

\[(34) \quad \Box \ast (\lambda \ast \mu) = \langle 2n - 4, n - 3 \mid \bullet \rangle + 2\langle 2n - 5, n - 2 \mid \bullet \rangle^\text{ch}(\mu) + \langle 2n - 6, n - 1 \mid \bullet \rangle;\]

For $\Box \ast (\lambda \ast \mu)$, we compute the $\ast$-product of $(29)$ and $\mu$:

\[(35) \quad (\langle n - 2, 0 \mid \circ \rangle^\dagger + \langle n - 2, 0 \mid \circ \rangle^\ddagger) \ast \mu = \langle 2n - 4, \mu_2 - 1 \mid \bullet \rangle + \sum_{0 \leq k \leq n - 3 - \mu_2} 2\langle 2n - 5 - k, \mu_2 + k \mid \bullet \rangle + 2\langle 2n - 6, n - 1 \mid \bullet \rangle;\]

If $\mu_2 \neq n - 2$ then

\[(36) \quad \langle n - 3, 1 \mid \circ \rangle \ast \mu = \langle 2n - 5, \mu_2 \mid \bullet \rangle + \sum_{1 \leq k \leq n - 3 - \mu_2} 2\langle 2n - 5 - k, \mu_2 + k \mid \bullet \rangle + 2\langle 2n - 6, n - 1 \mid \bullet \rangle;\]

while if $\mu_2 = n - 2$ then

\[(37) \quad \langle n - 3, 1 \mid \circ \rangle \ast \mu = \langle 2n - 5, n - 2 \mid \bullet \rangle^\dagger + \langle 2n - 5, n - 2 \mid \bullet \rangle^\ddagger + 2\langle 2n - 6, n - 1 \mid \bullet \rangle.\]

Comparing $(33)$ with the sum of $(35)$ and $(36)$, and comparing $(34)$ with the sum of $(35)$ and $(37)$, we have $\Box \ast (\lambda \ast \mu) = (\Box \ast \lambda) \ast \mu$.

Subcase 2c: $(\lambda)$ is a neutral Pieri shape and $\lambda_1 < n - 3$: Then we always have

\[(38) \quad \Box \ast \lambda = \langle \lambda_1 + 1, 0 \mid \circ \rangle + \langle \lambda_1, 1 \mid \circ \rangle \quad \text{(both neutral)}.\]

$(\mu)$ is on: Then $\mu_2 = n - 2$. Here $M(i) = \min\{\lambda_1 + i, \mu_1 - (n - 2)\}$. We compute $\lambda \ast \mu = \sum_{0 \leq k \leq M(0)} \langle \lambda_1 + \mu_1 - k, n - 2 + k \mid \bullet \rangle$, where the $k = 0$ term, if legal, is assigned $\text{ch}(\mu)$. Then

\[(39) \quad \Box \ast (\lambda \ast \mu) = \langle \lambda_1 + \mu_1 + 1, n - 2 \mid \bullet \rangle^\text{ch}(\mu) + \sum_{1 \leq k \leq M(0)} 2\langle \lambda_1 + \mu_1 + 1 - k, n - 2 + k \mid \bullet \rangle + \langle \lambda_1 + \mu_1 - M(0), n - 2 + M(0) + 1 \mid \bullet \rangle;\]

For $\Box \ast (\lambda \ast \mu)$, we compute the $\ast$-product of $(38)$ and $\mu$:

\[(40) \quad \langle \lambda_1 + 1, 0 \mid \circ \rangle \ast \mu = \langle \lambda_1 + \mu_1 + 1, n - 2 \mid \bullet \rangle^\text{ch}(\mu) + \sum_{1 \leq k \leq M(1)} \langle \lambda_1 + \mu_1 + 1 - k, n - 2 + k \mid \bullet \rangle \quad \text{and}\]

\[(41) \quad \langle \lambda_1, 1 \mid \circ \rangle \ast \mu = \sum_{0 \leq k \leq M(-1)} \langle \lambda_1 + \mu_1 - k, n - 2 + k + 1 \mid \bullet \rangle.\]

$\Box \ast (\lambda \ast \mu) = (\Box \ast \lambda) \ast \mu$ holds by comparing $(39)$ with the sum of $(40)$ and $(41)$ and noting:

- If $\mu_1 - (n - 2) < \lambda_1$, then $M(1) = M(-1) = M(0)$;
- If $\mu_1 - (n - 2) = \lambda_1$, then $M(1) = M(0), M(-1) = M(0) - 1$ and the last term of $\Box \ast (\lambda \ast \mu)$ is illegal;
- If $\mu_1 - (n - 2) > \lambda_1$, then $M(1) = M(0) + 1$ and $M(-1) = M(0) - 1$. 

34
Comparing (42) with the sum of (43) and (44), we have

where the $k = \lambda_1$ term is assigned $\text{ch}(\overline{\mu})$. Then

$$\square * (\overline{\lambda} * \overline{\mu}) = \sum_{0 \leq k \leq \lambda_1} \langle n - 2 + \lambda_1 - 1, \mu_2 + k | \circ \rangle + \sum_{0 \leq k \leq \lambda_1} \langle n - 2 + \lambda_1 - k, \mu_2 + k + 1 | \circ \rangle$$

where the $k = \lambda_1$ term in the second summation is assigned $\text{ch}(\overline{\mu})$. For $\square * (\overline{\lambda} * \overline{\mu})$, we compute the $\star$-product of (38) and $\overline{\mu}$:

$$\langle \lambda_1 + 1, 0 | \circ \rangle * \overline{\mu} = \sum_{0 \leq k \leq \lambda_1 + 1} \langle n - 2 + \lambda_1 + 1 - k, \mu_2 + k | \circ \rangle$$

where the $k = \lambda_1 + 1$ term is assigned $\text{ch}(\overline{\mu})$, and

$$\langle \lambda_1, 1 | \circ \rangle * \overline{\mu} = \sum_{0 \leq k \leq \lambda_1 - 1} \langle n - 2 + \lambda_1 - k, \mu_2 + 1 + k | \circ \rangle.$$

Comparing (42) with the sum of (43) and (44), we have $\square * (\overline{\lambda} * \overline{\mu}) = (\square * \overline{\lambda}) * \overline{\mu}$.

$(\lambda_1 + \mu_2 = n - 2)$: Then $\Pi(\overline{\lambda}) \circ \Pi(\overline{\mu})$ is computed by (A) and

$$\overline{\lambda} * \overline{\mu} = \sum_{0 \leq k \leq \lambda_1} \langle n - 2 + \lambda_1 - k, \mu_2 + k | \circ \rangle$$

where the $k = \lambda_1$ term is assigned $\text{ch}(\overline{\mu})$. Using (B), we compute

$$\square * (\overline{\lambda} * \overline{\mu}) = \langle n - 2 + \lambda_1 + 1, \mu_2 - 1 | \bullet \rangle + 3 \langle n - 2 + \lambda_1, \mu_2 | \bullet \rangle + \sum_{1 \leq k \leq \lambda_1 - 1} 4 \langle n - 2 + \lambda_1 - k, \mu_2 + k | \bullet \rangle + 2 \langle n - 2, n - 2 | \bullet \rangle^{\text{ch}(\overline{\mu})} + \langle n - 2, n - 2 | \bullet \rangle^\dagger + \langle n - 2, n - 2 | \bullet \rangle^\ddagger.$$

For $\square * (\overline{\lambda} * \overline{\mu})$, we compute the $\star$-product of (38) and $\overline{\mu}$:

$$\langle \lambda_1 + 1, 0 | \circ \rangle * \overline{\mu} = \langle n - 2 + \lambda_1 + 1, \mu_2 - 1 | \bullet \rangle + \sum_{0 \leq k \leq \lambda_1 - 1} 2 \langle n - 2 + \lambda_1 - k, \mu_2 + k | \bullet \rangle + 2 \langle n - 2, n - 2 | \bullet \rangle^{\text{ch}(\overline{\mu})}$$

and

$$\langle \lambda_1, 1 | \circ \rangle * \overline{\mu} = \langle n - 2 + \lambda_1, \mu_2 | \bullet \rangle + \sum_{1 \leq k \leq \lambda_1 - 1} 2 \langle n - 2 + \lambda_1 - k, \mu_2 + k | \bullet \rangle$$

$$+ \langle n - 2, n - 2 | \bullet \rangle^\dagger + \langle n - 2, n - 2 | \bullet \rangle^\ddagger.$$

Comparing (45) with the sum of (46) and (47), we have $\square * (\overline{\lambda} * \overline{\mu}) = (\square * \overline{\lambda}) * \overline{\mu}$.

$(\lambda_1 + \mu_2 > n - 2)$: Then $\Pi(\overline{\lambda}) \circ \Pi(\overline{\mu})$ is computed by (B) and $n - 2 - \mu_2 < \lambda_1$, so

$$\overline{\lambda} * \overline{\mu} = \langle n - 2 + \lambda_1, \mu_2 - 1 | \bullet \rangle + \sum_{1 \leq k \leq n - 2 - \mu_2} 2 \langle n - 2 + \lambda_1 - k, \mu_2 + k - 1 | \bullet \rangle + 2 \langle \lambda_1 + \mu_2 - 1, n - 2 | \bullet \rangle^{\text{ch}(\overline{\mu})}.$$
If \( \mu_2 < n - 2 \), we compute
\[
(48) \quad \square \ast (\overline{\lambda} \ast \overline{\mu}) = (n - 2 + \lambda_1 + 1, \mu_2 - 1|\cdot) + 3(n - 2 + \lambda_1, \mu_2|\cdot) + 4(n - 2 + \lambda_1 - k, \mu_2 + k|\cdot) + 2(\lambda_1 + \mu_2, n - 2|\cdot)^{\text{ch}(\overline{\pi})} + 2(\lambda_1 + \mu_2, n - 2|\cdot)^\dagger + 2(\lambda_1 + \mu_2, n - 2|\cdot)^\ddagger + 2(\lambda_1 + \mu_2 - 1, n - 1|\cdot).
\]

Otherwise \( \mu_2 = n - 2 \) and we compute
\[
(49) \quad \square \ast (\overline{\lambda} \ast \overline{\mu}) = (n - 2 + \lambda_1 + 1, n - 3|\cdot) + 2(n - 2 + \lambda_1, n - 2|\cdot)^{\text{ch}(\overline{\pi})} + (n - 2 + \lambda_1, n - 2|\cdot)^\dagger + 2(n - 2 + \lambda_1 - 1, n - 1|\cdot).
\]

For \( \square \ast \overline{\lambda} \ast \overline{\pi} \), we compute the \( \ast \)-product of \( (48) \) and \( \overline{\pi} \):
\[
(50) \quad \langle \lambda_1 + 1, 0|\cdot \rangle \ast \overline{\pi} = (n - 2 + \lambda_1 + 1, \mu_2 - 1|\cdot) + \sum_{0 \leq k \leq n - 2 - \mu_2 - 1} 2(n - 2 + \lambda_1 - k, \mu_2 + k|\cdot) + 2(\lambda_1 + \mu_2, n - 2|\cdot)^{\text{ch}(\overline{\pi})}.
\]

If \( \mu_2 < n - 2 \), we compute
\[
(51) \quad \langle \lambda_1, 1|\cdot \rangle \ast \overline{\mu} = (n - 2 + \lambda_1, \mu_2|\cdot) + \sum_{1 \leq k \leq n - 2 - \mu_2 - 1} 2(n - 2 + \lambda_1 - k, \mu_2 + k|\cdot) + 2(\lambda_1 + \mu_2, n - 2|\cdot)^\dagger + 2(\lambda_1 + \mu_2 - 1, n - 1|\cdot).
\]

Otherwise \( \mu_2 = n - 2 \) and we compute
\[
(52) \quad \langle \lambda_1, 1|\cdot \rangle \ast \overline{\pi} = (n - 2 + \lambda_1, n - 2|\cdot)^\dagger + (n - 2 + \lambda_1, n - 2|\cdot)^\ddagger + 2(n - 2 + \lambda_1 - 1, n - 1|\cdot).
\]

Comparing \( (48) \) with the sum of \( (50) \) and \( (51) \), and comparing \( (49) \) with the sum of \( (50) \) and \( (52) \), we have \( \square \ast (\overline{\lambda} \ast \overline{\mu}) = (\square \ast \overline{\lambda}) \ast \overline{\pi} \). This concludes the proof of \( (11) \).

5.5. Proof of relation \( (12) \). We split our argument into two main cases.

5.5.1. At least one of \( \overline{\lambda} \) or \( \overline{\pi} \) is neutral. Since we know \( (10) \) and \( (11) \), we can show:

**Lemma 5.21.** Every neutral shape, as well as the elements
\[
\alpha_{(\lambda_2)} := \langle n - 2, \lambda_2|\cdot \rangle^\dagger + \langle n - 2, \lambda_2|\cdot \rangle^\ddagger \quad \text{for} \quad 0 \leq \lambda_2 \leq n - 2, \quad \text{and}
\alpha_{(\lambda_1)} := \langle \lambda_1, n - 2|\cdot \rangle^\dagger + \langle \lambda_1, n - 2|\cdot \rangle^\ddagger \quad \text{for} \quad n - 2 \leq \lambda_1 \leq 2n - 4
\]

have an expression as a \( \mathbb{Q} \)-linear sum of \( \ast \)-monomials in \( \square \) and \( \square \). Any such expression is well-defined, i.e., all associative bracketings of these monomials are equivalent.

**Proof.** Case 1: (generating \( \alpha_{(\lambda_2)} \)'s): In view of Lemma \( 5.15 \), given \( \square \) and \( \square \) we can generate any \( \overline{\lambda} \) such that
\[
(53) \quad \lambda \subseteq (n - 3, n - 3).
\]

We thus obtain
\[
\alpha_{(\lambda_2)} = \square \ast \langle n - 3, \lambda_2|\cdot \rangle - \langle n - 3, \lambda_2 + 1|\cdot \rangle, \quad \text{for} \quad 0 \leq \lambda_2 < n - 3;
\alpha_{(n-3)} = \square \ast \langle n - 3, n - 3|\cdot \rangle \quad \text{and} \quad \alpha_{(n-2)} = \square \ast \langle n - 3, n - 3|\cdot \rangle.
\]
Case 2: (generating neutral $\overline{\mu} = \langle \mu | \circ \rangle$): Since $\Box \star \alpha(0) = \alpha(1) + 2\langle n - 1, 0| \circ \rangle$ and $\Box \star \alpha(0) = 2\langle n - 1, 1| \circ \rangle$, we obtain $\langle n - 1, 0| \circ \rangle$ and $\langle n - 1, 1| \circ \rangle$. Then $\Box \star \langle n - 1, 0| \circ \rangle = \langle n, 0| \circ \rangle + \langle n - 1, 1| \circ \rangle$, generates $\langle n, 0| \circ \rangle$. Since $\langle k + 1, 0| \circ \rangle = \Box \star \langle k, 0| \circ \rangle - \Box \star \langle k - 1, 0| \circ \rangle$ for $k \geq n$, we have all (54) \[ \langle k, 0| \circ \rangle \] for $n - 1 \leq k \leq 2n - 4$.

Let $\langle \mu| \circ \rangle$ be neutral. Then if $\mu_1 - \mu_2 = n - 2$, $\alpha(0) \star \langle \mu_2, 2\mu_2| \circ \rangle = 2\langle \mu| \circ \rangle$. Otherwise, $\langle \mu_1 - \mu_2, 0| \circ \rangle \star \langle \mu_2, 2\mu_2| \circ \rangle$ is either $\langle \mu| \circ \rangle$ or $2\langle \mu| \circ \rangle$. Since $\langle \mu| \circ \rangle$ is neutral, $\mu_2 \leq n - 3$, so we are done by Case 1, (53) and (54).

Case 3: (generating $\alpha(\lambda)$ and neutral $\overline{\mu} = \langle \mu | \bullet \rangle$): We have $\langle 2n - 4, 0| \bullet \rangle = \Box \star \langle 2n - 4, 0| \circ \rangle - \Box \star \langle 2n - 5, 0| \circ \rangle$. Repeatedly multiplying $\langle 2n - 4, 0| \bullet \rangle$ by $\Box$ gives us all $\langle 2n - 4, k| \bullet \rangle$ as well as $\alpha(2n - 4)$. Since we have $\langle 2n - 4, 0| \bullet \rangle$, we also have $\langle 2n - 5, 1| \bullet \rangle = \Box \star \langle 2n - 5, 0| \circ \rangle - \langle 2n - 4, 0| \bullet \rangle$. Since we have $\langle 2n - 4, k| \bullet \rangle$, we can (by repeatedly multiplying $\langle 2n - 5, 1| \bullet \rangle$ by $\Box$) obtain all $\langle 2n - 5, k| \bullet \rangle$ as well as $\alpha(2n - 5)$. Now, $\langle 2n - 6, 2| \bullet \rangle = \Box \star \langle 2n - 6, 1| \circ \rangle - \langle 2n - 5, 1| \bullet \rangle$, so we obtain all $\langle 2n - 6, k| \bullet \rangle$ as well as $\alpha(2n - 6)$. Continuing in this way we obtain all neutral $\langle \mu| \bullet \rangle$ and all $\alpha(\lambda)$ for $\lambda_1 \geq n - 1$. Finally $\Box \star \alpha(n - 3) = 2\langle n - 1, n - 3| \bullet \rangle + 2\alpha(n - 2)$, thus we also obtain $\alpha(n - 2)$.

Let $g^\uparrow := \langle n - 2, 0| \circ \rangle^\uparrow \in Z'[\mathcal{V}_{OG(2,2n)}]$. Also, let $g := \Pi(g^\uparrow)$. Let $\delta^{(d)} = \Box a \star \Box b$ (for $a + b = d$).

**Lemma 5.22.** (12) holds whenever $\overline{\lambda}$ or $\overline{\mu}$ is replaced by $\delta^{(d)}$.

**Proof.** Without loss of generality, we may assume $a > 0$ (the case $b > 0$ is proved similarly). Let $\delta^{(d - 1)} = \Box a - 1 \star \Box b$.

We proceed by induction on $d$. The base case $d = 1$ follows from (11) and the commutativity of $\star$. Suppose (12) holds whenever $\overline{\lambda}$ is replaced by any monomial in $\Box$ and $\Box$ of degree $d - 1$. By commutativity of $\star$ and (11):

\[
(g^\uparrow \star \delta^{(d)}) \star \overline{\mu} = (g^\uparrow \star (\delta^{(d - 1)} \star \Box)) \star \overline{\mu} = ((g^\uparrow \star \delta^{(d - 1)}) \star \Box) \star \overline{\mu} = (\Box \star (g^\uparrow \star \delta^{(d - 1)})) \star \overline{\mu}
\]

\[
= (\Box \star (g^\uparrow \star (\delta^{(d - 1)} \star \Box))) \star \overline{\mu} = (\Box \star \delta^{(d - 1)} \star \overline{\mu}) \star g^\uparrow = (\delta^{(d - 1)} \star \overline{\mu}) \star g^\uparrow = \delta^{(d - 1)} \star \overline{\mu} + g^\uparrow = \delta^{(d - 1)} \star \overline{\mu}.
\]

A similar argument shows (12) also holds when $\overline{\mu}$ is replaced by $\delta^{(d)}$. \qed

**Corollary 5.23.** (12) holds whenever $\overline{\lambda}$ or $\overline{\mu}$ is neutral.

If $\overline{\mu} \in \mathcal{V}'_{OG(2,2n)}$ is ambiguous,

- $g^\uparrow \star (\overline{\lambda} \star (\overline{\mu}^\perp + \overline{\mu}^\perp)) = (g^\uparrow \star (\overline{\lambda}^\perp + \overline{\mu}^\perp)) \star \overline{\mu}$; and
- $g^\uparrow \star (\overline{\lambda} \star (\overline{\mu}^\perp + \overline{\mu}^\perp)) = (g^\uparrow \star \overline{\lambda}) \star (\overline{\mu}^\perp + \overline{\mu}^\perp)$.

**Proof.** Follows immediately from Lemmas 5.21 and 5.22 and the distributivity of $\star$. \qed

### 5.5.2. Both $\overline{\lambda}$, $\overline{\mu}$ are charged. By Corollary 5.23 and the distributivity of $\star$, for any $\overline{\mu}$ and any ambiguous $\overline{\mu}$:

\[
g^\uparrow \star (\overline{\mu}^\perp \star \overline{\mu}) + g^\uparrow \star (\overline{\mu}^\perp \star \overline{\mu}) = (g^\uparrow \star \overline{\mu}) \star \overline{\mu} + (g^\uparrow \star \overline{\mu}) \star \overline{\mu}; \quad \text{and thus}
\]

\[
g^\uparrow \star (\overline{\mu}^\perp \star \overline{\mu}) = (g^\uparrow \star \overline{\mu}^\perp) \star \overline{\mu} \iff g^\uparrow \star (\overline{\mu}^\perp \star \overline{\mu}) = (g^\uparrow \star \overline{\mu}^\perp) \star \overline{\mu}.
\]
Therefore, it suffices to prove (12) for a choice of \( \text{ch}(\lambda) \). By a similar argument, we may also choose \( \text{ch}(\mu) \). Therefore, assume that \( \lambda \) is down and \( \mu \) is up. Furthermore, since \( g^\dagger \) is a Pieri shape, as in the proof of (11) we may also assume that \( \mu \) is a non-Pieri shape.

Suppose one of \( \lambda, \mu \) is on. Then if \( \lambda = (n - 2, 0) \) and \( \mu = (n - 2, n - 2) \), we compute \( g^\dagger \star (\lambda \star \mu) = (g^\dagger \star \lambda) \star \mu = 0 \). Otherwise, \( n - 2 + |\lambda| + |\mu| > 4n - 7 \) and thus again \( g^\dagger \star (\lambda \star \mu) = (g^\dagger \star \lambda) \star \mu = 0 \). Therefore, suppose \( \lambda, \mu \) are off. It remains to check two cases:

**Case 1:** \( \lambda = (n - 2, \lambda_2, 0) \) with \( \lambda_2 > 0 \), \( \mu = (n - 2, \mu_2, 0) \) (which we assumed to have \( \mu_2 > 0 \)):

**Subcase 1a:** \( \lambda_2 + \mu_2 \leq n - 2 \): Let \( M = \min\{n - 2 - \lambda_2, n - 2 - \mu_2\} \). Then by (B)

\[
\Pi(\lambda) \circ \Pi(\mu) = (2n - 4, \lambda_2 + \mu_2 - 1) + 2 \sum_{1 \leq k \leq M} (2n - 4 - k, \lambda_2 + \mu_2 + k - 1) + (2n - 4 - M, \lambda_2 + \mu_2 + M)
\]

By Lemma 5.20, \( g^\dagger \star \pi = 0 \) for any \( \pi \) in \( \lambda \star \mu \) with \( \kappa_2 > n - 2 \), so we may ignore such terms. In addition, \( \lambda_2 + \mu_2 + M > n - 2 \) since \( \lambda_2, \mu_2 \neq 0 \), so the last term of \( \lambda \star \mu \) is ignored. Hence,

\[
(55) \quad \lambda \star \mu = \frac{1}{2} \eta_{\lambda, \mu}(2n - 4, \lambda_2 + \mu_2 - 1) + \sum_{1 \leq k \leq n - 2 - (\lambda_2 + \mu_2)} (2n - 4 - k, \lambda_2 + \mu_2 + k - 1) + (n - 2 + \lambda_2 + \mu_2 - 1, n - 2) \uparrow + (n - 2 + \lambda_2 + \mu_2 - 1, n - 2) \downarrow + \text{junk terms},
\]

where the “junk terms” are those \( \pi \) we wished to ignore.

Label the non-junk terms of (55) in the order given from \( k = 0 \) to \( k = m \), where \( m = n - 1 - (\lambda_2 + \mu_2) \) and the sum of the two charged shapes in (55) is considered to be a single term. Let \( \Delta[k] \) denote the \( \star \)-product of \( g^\dagger \) with the \( k \)th non-junk term, and let

\[
Q_{\lambda_2, \mu_2}(N) = \sum_{0 \leq i \leq N} (2n - 4 - i, n - 2 + \lambda_2 + \mu_2 - 1 + i) \in \mathbb{Z}[\text{OG}(2n)]
\]

Then we compute:

(a) \( \Delta[k] = \Delta[m - k] = Q_{\lambda_2, \mu_2}(k) \) for \( 0 < k \leq \frac{m}{2} \);

(b) \( \Delta[0] = \frac{1}{2} \eta_{\lambda, \mu}(2n - 4, \lambda_2 + \mu_2 - 1) \);

(c) \( \Delta[m] = (2n - 4, n - 2 + \lambda_2 + \mu_2 - 1) \).

Since \( \lambda_2 + \mu_2 > 1 \) (\( \mu \) is non-Pieri), all terms of \( g^\dagger \star (\lambda \star \mu) \) are neutral. Next,

\[
g^\dagger \star \lambda = \frac{1}{2} \eta_{\gamma, \lambda}(2n - 4, \lambda_2 - 1) + (2n - 5, \lambda_2) + \ldots + (n - 2 + \lambda_2 - 1, n - 2) \text{ch}(\lambda).
\]

As above, by Lemma 5.20 we may ignore all terms \( \pi \) of \( g^\dagger \star \lambda \) with \( \kappa_1 > 2n - 4 - \mu_2 \). In particular, the first term of \( g^\dagger \star \lambda \) is ignored since \( \mu_2 \neq 0 \). Thus

\[
g^\dagger \star \lambda = (2n - 4 - \mu_2, \lambda_2 - 1 + \mu_2) \uparrow + \ldots + (n - 2 + \lambda_2 - 1, n - 2) \text{ch}(\lambda) + \text{junk terms}.
\]

Label the non-junk terms in the order given from \( j = 0 \) to \( j = m \), and let \( \nabla[j] \) denote the \( \star \)-product of the \( j \)th non-junk term with \( \mu \). Then:

(a’) \( \nabla[j] = \nabla[m - j] = Q_{\lambda_2, \mu_2}(j) \) for \( 0 < j \leq \frac{m}{2} \);

(b’) \( \nabla[m] = \frac{1}{2} \eta_{\lambda, \mu}(2n - 4, n - 2 + \lambda_2 + \mu_2 - 1) \);

(c’) \( \nabla[0] = (2n - 4, n - 2 + \lambda_2 + \mu_2 - 1) \).
So comparing (a),(b) and (c) respectively with (a'),(b') and (c') gives \( g^\dagger \star (\overline{X} \star \overline{\mu}) = (g^\dagger \star \overline{X}) \star \overline{\mu} \).

**Subcase 1b:** (\( \lambda_2 + \mu_2 > n - 2 \)): If \( \lambda_2 + \mu_2 > n - 1 \), then \( |g^\dagger| + |\overline{X}| + |\overline{\mu}| > 4n - 7 = |\Lambda_{G/P}| \), so \( g^\dagger \star (\overline{X} \star \overline{\mu}) = (g^\dagger \star \overline{X}) \star \overline{\mu} = 0 \). Thus assume \( \lambda_2 + \mu_2 = n - 1 \). Then

\[
\overline{X} \star \overline{\mu} = \eta_{\overline{X}, \overline{\mu}} (2n - 4, n - 2|\bullet) + \text{junk terms},
\]

where the junk terms are those \( \overline{\pi} \) with \( \kappa_2 > n - 2 \). These can be ignored in view of Lemma 5.20 If \( \eta_{\overline{X}, \overline{\mu}} = 2 \), the one non-junk term splits. Then

\[
g^\dagger \star (\overline{X} \star \overline{\mu}) = \frac{1}{2} \eta_{\overline{X}, \overline{\mu}} (2n - 4, 2n - 4|\bullet).
\]

Next,

\[
g^\dagger \star \overline{X} = \langle n - 2 + \lambda_2 - 1, n - 2|\bullet \rangle_{\text{ch}(\overline{X})} + \text{junk terms}
\]

where the junk terms are those \( \overline{\pi} \) with \( \kappa_1 > 2n - 4 - \mu_2 \); they can be ignored in view of Lemma 5.20 Therefore,

\[
(g^\dagger \star \overline{X}) \star \overline{\mu} = \frac{1}{2} \eta_{\overline{X}, \overline{\mu}} (2n - 4, 2n - 4|\bullet) = g^\dagger \star (\overline{X} \star \overline{\mu}).
\]

**Case 2:** (\( \overline{X} = \langle n - 2, 0|\circ \rangle^\dagger, \overline{\mu} = \langle n - 2, \mu_2|\circ \rangle^\dagger \)) (where we have already assumed \( \mu_2 > 0 \)): If \( \mu_2 = n - 2 \), \( g^\dagger \star (\overline{X} \star \overline{\mu}) = (g^\dagger \star \overline{X}) \star \overline{\mu} = (2n - 4, 2n - 5|\bullet) \). Thus assume \( \mu_2 < n - 2 \):

(56) \( \overline{X} \star \overline{\mu} = \frac{1}{2} \eta_{\overline{X}, \overline{\mu}} (2n - 4, \mu_2 - 1|\bullet) + (2n - 5, \mu_2|\bullet) + \ldots + (n - 2 + \mu_2, n - 3|\bullet) + (n - 2 + \mu_2 - 1, n - 2|\bullet)_{\text{ch}(\overline{\mu})}.\)

Label the \( n - \mu_2 \) terms of (56) in the order given from \( k = 0 \) to \( k = n - \mu_2 - 1 \). Throughout Case 2, let \( \Delta[k] \in \mathbb{Z}[\mathcal{Y}'_{OG(2,2n)}] \) be the \( \circ \)-product of \( g \) with the \( k \)th term of \( \Pi(\overline{X} \star \overline{\mu}) \), and applying (i) and (ii) (but not (iii)). Then:

- \( \Delta[0] = \frac{1}{2} \eta_{\overline{X}, \overline{\mu}} (2n - 4, n - 2 + \mu_2 - 1|\bullet) \);
- \( \Delta[n - \mu_2 - 1] = \frac{1}{2} \eta_{g, \overline{\mu}} (2n - 4, n - 2 + \mu_2 - 1|\bullet) \);
- \( \Delta[k] = \Delta[n - \mu_2 - 1 - k] = \sum_{0 \leq i \leq k} (2n - 4 - i, n - 2 + \mu_2 - 1 + i|\bullet) \) for \( 0 < k \leq \frac{n - \mu_2 - 1}{2} \).

**Claim 5.24.** \( g^\dagger \star (\overline{X} \star \overline{\mu}) = \sum_{0 \leq k \leq n - \mu_2 - 1} \Delta[k] \). If \( \mu_2 = 1 \):

- The ambiguous term of \( \Delta[0] \) is assigned \( \uparrow \).
- The ambiguous term of \( \Delta[n - \mu_2 - 1] \) is assigned \( \text{ch}(\overline{\mu}) = \uparrow \).
- For \( 0 < k < n - \mu_2 - 1 \) the \( i = 0 \) term (which is ambiguous) of \( \Delta[k] \) is assigned \( \uparrow \) if \( k \) is even and \( \downarrow \) if \( k \) is odd.

If \( \mu_2 > 1 \), there is no ambiguity.

**Proof.** If \( \mu_2 = 1 \), the charge assignments follow from (iii.2), (iii.3b) and (iii.3a) respectively. If \( \mu_2 > 1 \), then every term \( \overline{\pi} \) in every \( \Delta[k] \) has \( |\kappa| > 3n - 6 \) and is thus unambiguous.

Define the following elements of \( \mathbb{Z}[\mathcal{Y}'_{OG(2,2n)}] \):

\[
S_r(N) = \sum_{0 \leq i \leq N} \langle 2n - 4 - 2i - r, 2i + r|\circ \rangle; \quad \text{and}
\]

\[
T(N) = \sum_{0 \leq i \leq N} 2\langle 2n - 4 - l, n - 2 + \mu_2 - 1 + l|\bullet \rangle + \langle 2n - 4 - (N + 1), n - 2 + \mu_2 - 1 + (N + 1)|\bullet \rangle.
\]
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Recall the expansion of $g^\uparrow \star \overline{\lambda}$ is given directly in Definition 5.2. Let $\nabla[j] \in \mathbb{Z}[Y_{OG(2,2n)}]$ be the $\circ$-product of the $j$th term of said expansion of $\Pi(g^\uparrow \star \overline{\lambda})$ with $\Pi(\overline{\mu})$, and applying (i) and (ii) (but not (iii)). (It will be convenient to fix the indexing $j$ below, to account for terms we wish to ignore in the expansion.)

**Definition-Claim 5.25.** Suppose $n$ is even. Then

1. If $\mu_2$ is even,
   \[
   (g^\uparrow \star \overline{\lambda}) \star \overline{\mu} = \sum_{0 \leq j \leq \frac{n-\mu_2-2}{2}} \nabla[j] \quad \text{(neutral)},
   \]
   where:
   - $\nabla[0] = (2n - 4, n - 2 + \mu_2 - 1)$; and
   - $\nabla[j] = \nabla \left[ \frac{n-\mu_2-2}{2} + 1 - j \right] = T(2j - 1)$ for $1 \leq j \leq \frac{1}{2} \left( \frac{n-\mu_2-2}{2} + 1 \right)$.

2. If $\mu_2$ is odd,
   \[
   (g^\uparrow \star \overline{\lambda}) \star \overline{\mu} = \sum_{0 \leq j \leq \frac{n-\mu_2-3}{2}} \nabla[j];
   \]
   where:
   - $\nabla[j] = T(2j)$ for $0 \leq j \leq \frac{1}{2} \left( \frac{n-\mu_2-2}{2} \right)$; and
   - $\nabla \left[ \frac{n-\mu_2-3}{2} - j \right] = T(2j + 1)$ for $0 \leq j < \frac{1}{2} \left( \frac{n-\mu_2-3}{2} \right)$.
   Also, if $\mu_2 = 1$, the ambiguous term in each $\nabla[j]$ splits. If $\mu_2 > 1$, all terms are neutral.

**Proof.** By definition, $g^\uparrow \star \overline{\lambda} = S_1(\frac{n-2}{2} - 1)$ (neutral). For any term $\overline{\pi}$ of $S_1(\frac{n-2}{2} - 1)$, $\overline{\pi} \star \overline{\mu} = 0$ if $\kappa_1 > 2n - 4 - (\mu_2 - 1)$ (Lemma 5.20).

($\mu_2$ is even): The terms of $g^\uparrow \star \overline{\lambda}$ not annihilated by multiplication by $\overline{\mu}$ are $S_\mu(\frac{n-\mu_2-2}{2})$ (Lemma 5.20). Numbering these from $j = 0$ (first) to $j = \frac{n-\mu_2-2}{2}$ (last), we compute the $\nabla[j]$’s as stated. There is no ambiguity since $|\kappa| > 3n - 6$ for any $\overline{\pi}$ in $(g^\uparrow \star \overline{\lambda}) \star \overline{\mu}$.

($\mu_2$ is odd): The terms of $g^\uparrow \star \overline{\lambda}$ not annihilated by multiplication by $\overline{\mu}$ are $S_\mu(\frac{n-\mu_2-3}{2})$ (Lemma 5.20). Numbering these from $j = 0$ (first) to $j = \frac{n-\mu_2-3}{2}$ (last), we compute the $\nabla[j]$’s as stated. If $\mu_2 = 1$, the splitting follows from (iii.1). \qed

**Definition-Claim 5.26.** Suppose $n$ is odd. Then:

1. If $\mu_2$ is odd,
   \[
   (g^\uparrow \star \overline{\lambda}) \star \overline{\mu} = \sum_{0 \leq j \leq \frac{n-\mu_2-2}{2}} \nabla[j],
   \]
   where:
   - $\nabla[0] = (2n - 4, n - 2 + \mu_2 - 1)$;
   - $\nabla[j] = \nabla \left[ \frac{n-\mu_2-2}{2} + 1 - j \right] = T(2j - 1)$ for $1 \leq j \leq \frac{1}{2} \left( \frac{n-\mu_2-2}{2} + 1 \right)$.
   Also, if $\mu_2 = 1$, the ambiguous term in $\nabla[0]$ is assigned $\text{ch}(\overline{\mu}) = \uparrow$, and the ambiguous term in each $\nabla[j]$ for $j > 0$ splits. If $\mu_2 > 1$, all terms are neutral.

2. If $\mu_2$ is even,
   \[
   (g^\uparrow \star \overline{\lambda}) \star \overline{\mu} = \sum_{0 \leq j \leq \frac{n-\mu_2-3}{2}} \nabla[j] \quad \text{(neutral)}.
   \]
   Here:
   - $\nabla[j] = T(2j)$ for $0 \leq j \leq \frac{1}{2} \left( \frac{n-\mu_2-3}{2} \right)$; and
   - $\nabla \left[ \frac{n-\mu_2-3}{2} - j \right] = T(2j + 1)$ for $0 \leq j < \frac{1}{2} \left( \frac{n-\mu_2-3}{2} \right)$.
Proof. Here, \( g^\uparrow \star \overline{\lambda} = S_0(\frac{n-3}{2}) \) (neutral).

(\(\mu_2\) is odd): The terms of \( g^\uparrow \star \overline{\lambda} \) not annihilated by multiplication by \( \overline{\mu} \) are \( S_{\mu_2-1}(\frac{n-\mu_2-2}{2}) \) (Lemma 5.20). Numbering these from \( j = 0 \) (first) to \( j = \frac{n-\mu_2-2}{2} \) (last), we compute the \( \nabla[j]'s \) as stated. If \( \mu_2 = 1 \), the charges follow from (iii.2) in \( \nabla[0] \), and (iii.1) otherwise.

(\(\mu_2\) is even): The terms of \( g^\uparrow \star \overline{\lambda} \) not annihilated by multiplication by \( \overline{\mu} \) are \( S_{\mu_2}(\frac{n-\mu_2-3}{2}) \) (Lemma 5.20). Numbering these from \( j = 0 \) (first) to \( j = \frac{n-\mu_2-3}{2} \) (last), we compute the \( \nabla[j]'s \) as stated. There is no ambiguity since \(|\kappa| > 3n - 6\) for any \( \pi \) in \((g^\uparrow \star \overline{\lambda}) \star \overline{\mu}\). □

**Conclusion of Case 2:**

**Subcase 2a:** (\( n \) is even): We use Claim 5.24 and Definition-Claim 5.25.

(\(\mu_2\) is even): Note if \( n - \mu_2 \equiv 0 \ \text{mod} \ 4 \), the last term of \( \nabla \left[ \frac{n-\mu_2}{4} \right] \) is illegal. Now,
- \( \Delta[0] + \Delta[n - \mu_2 - 1] = \nabla[0] \)
- \( \Delta[1] + \Delta[2] = \nabla[1] \)
- \( \Delta[3] + \Delta[4] = \nabla[2] \) etc.

(\(\mu_2\) is odd): Here we see that
- \( \Delta[0] + \Delta[1] + \Delta[n - \mu_2 - 1] = \nabla[0] \)
- \( \Delta[2] + \Delta[3] = \nabla[1] \)
- \( \Delta[4] + \Delta[5] = \nabla[2] \) etc.

**Subcase 2b:** (\( n \) is odd): We use Claim 5.24 and Definition-Claim 5.26.

(\(\mu_2\) is odd): If \( n - \mu_2 \equiv 0 \ \text{mod} \ 4 \), the last term of \( \nabla \left[ \frac{n-\mu_2}{4} \right] \) is illegal. Now use:
- \( \Delta[0] + \Delta[n - \mu_2 - 1] = \nabla[0] \)
- \( \Delta[1] + \Delta[2] = \nabla[1] \)
- \( \Delta[3] + \Delta[4] = \nabla[2] \), etc.

(\(\mu_2\) is even): Finally, we use:
- \( \Delta[0] + \Delta[1] + \Delta[n - \mu_2 - 1] = \nabla[0] \)
- \( \Delta[2] + \Delta[3] = \nabla[1] \)
- \( \Delta[4] + \Delta[5] = \nabla[2] \), etc.

5.6. **Conclusion of the proof of Theorem 5.3**

**Proposition 5.27.** Assuming (10), (11) and (12), every \( \overline{\lambda} \in \mathcal{Y}_{OG(2,2n)} \) has a well-defined expression as a \( \star \)-polynomial in \( \{ \square \uparrow, \langle n-2, 0 | \circ \rangle^\uparrow \} \) with rational coefficients.

**Proof.** By Lemma 5.21, it is enough to check we can generate all the up charged shapes \( \overline{\lambda} \), i.e., \( \langle n-2, \lambda_2 | \circ \rangle^\uparrow \) and \( \langle \lambda_1, n-2 | \bullet \rangle^\uparrow \), using \( \langle n-2, 0 | \circ \rangle^\uparrow \) and neutral shapes.

Indeed, \( \square \uparrow \langle n-2, k | \circ \rangle^\uparrow = \langle n-1, k | \circ \rangle + \langle n-2, k+1 | \circ \rangle^\uparrow \); for \( 0 \leq k \leq n - 3 \), we inductively obtain all \( \langle n-2, \lambda_2 | \circ \rangle^\uparrow \). Moreover, \( \square \uparrow \langle n-2, n-2 | \circ \rangle^\uparrow = \langle n-1, n-3 | \bullet \rangle + 2 \langle n-2, n-2 | \bullet \rangle^\uparrow \), giving \( \langle n-2, n-2 | \bullet \rangle^\uparrow \). Then \( \langle n-2, \lambda_1, n-2 | \bullet \rangle^\uparrow = \langle n-2, n-2 | \bullet \rangle^\uparrow \star \langle \lambda_1, 0 | \circ \rangle \), for \( 1 \leq \lambda_1 \leq n - 3 \). Finally, \( \langle 2n-4, n-2 | \bullet \rangle^\uparrow = \square \uparrow \langle 2n-5, n-2 | \bullet \rangle^\uparrow - \langle 2n-5, n-1 | \bullet \rangle \) (the latter term being neutral). □

**Lemma 5.28.** The product \( \star \) is associative.
Proof. Let $\tau, \lambda, \pi \in Y_{OG(2,2n)}$. We must establish
\begin{equation}
(57) \quad \tau \star (\lambda \star \pi) = (\tau \star \lambda) \star \pi
\end{equation}

By Proposition 5.27 and the distributivity of $\star$ it suffices to prove (57) when $\tau$ is replaced by $\delta(d)$, where $\delta(d) = \Box^a \star b^b \star ((n - 2, 0|\circ)^\dagger)$ and $a + b + c = d$. Assume $a > 0$ (the cases $b > 0, c > 0$ are proved similarly). Let $\delta(d-1) = \Box^{a-1} \star b^b \star ((n - 2, 0|\circ)^\dagger)$.

We proceed by induction on $d$. The case $d = 1$ is exactly (11). Suppose (57) holds if $\tau$ is replaced by any $\star$-monomial in $\Box^a \Box^b$ and $\langle n - 2, 0|\circ \rangle^\dagger$. Then by (11):
\[
(\tau \star \lambda) \star \pi = (\delta(d) \star \lambda) \star \pi = (\Box^a \star (\delta(d-1) \star \lambda)) \star \pi = \Box^a \star (\delta(d-1) \star \lambda \star \pi) = \Box^a \star (\delta(d-1) \star \lambda \star \pi) = (\delta(d) \star (\lambda \star \pi)) = (\tau \star \lambda) \star \pi = (\tau \star \lambda) \star \pi.
\]

Using $\{\Box^a \Box^b \langle n - 2, 0|\circ \rangle^\dagger\}$ we have shown that $(R, \star)$ is an associative ring. In [Se13+] it is shown that $\star$ agrees with a Pieri rule of [BuKrLa09] for certain generators of $H^*(OG(2,2n))$ indexed by shapes $\lambda$ that therefore also generate $\Pi$. Hence, it follows $\lambda \leftrightarrow \sigma_\tau$ defines an isomorphism of the rings $R$ and $H^*(OG(2,2n))$.

5.7. Integrality. Theorems 1.7 and 5.3 while not manifestly integral, are actually integral at each stage of the computation. Clearly, replacement rule (i) is integral. Moreover:

**Proposition 5.29.** Theorem 1.7 and Theorem 5.3 return elements of $Z[Y_{OG(2,2n)}]$. More precisely:

(a) The result of applying replacement rule (ii) is an element of $Z[Y_{OG(2,2n)}]$.

(b) Replacement rule (iii) outputs an element of $Z[Y_{OG(2,2n)}]$.

The case of Theorem 1.7 follows from that of Theorem 5.3 as the computations are the same when $\lambda$ and $\pi$ are both non-Pieri shapes. We prove the latter case, directly from the definitions, in two lemmas:

**Lemma 5.30.** If $\Pi(\lambda), \Pi(\pi)$ are not both $\langle n - 2, 0|\circ \rangle$ then applying (i) and (ii) to $\Pi(\lambda) \star \Pi(\pi)$ gives an element of $Z[Y_{OG(2,2n)}]$.

**Proof.** Since $\star$ and (i) are integral, it suffices to check (ii). Let $c \cdot \pi$ be a term of $\Pi(\lambda) \star \Pi(\pi)$.

We have $\text{fsh}(\lambda), \text{fsh}(\pi) \in \{0, 1, 2\}$. Of these, we only worry about the two cases where it is possible that $2^{\text{fsh}(\pi) - \text{fsh}(\lambda) - \text{fsh}(\pi)} = \frac{1}{2}$.

**Case 1:** ($\text{fsh}(\lambda) = \text{fsh}(\pi) = 1$): Then $\lambda_1, \mu_1 \geq n - 2$. By our hypothesis, $\pi$ is on, $\text{fsh}(\pi) \geq 1$ and $\Pi(\lambda) \star \Pi(\pi)$ is given by (B). Then if $c \cdot \pi$ is the $j$th term of (B) for $1 \leq j \leq M$, then $c = 2$, so $\pi$'s coefficient remains integral after applying (ii). If the $(M + 1)$th term is legal it has 2 fake short roots. Finally, $\langle \lambda_1 + \mu_1, \lambda_2 + \mu_2 - 1|\circ \rangle$ is legal only if $\lambda_1 = \mu_1 = n - 2$, in which case (i) rescales it by 2 or 0, so its coefficient remains integral after applying (ii).

**Case 2:** ($\text{fsh}(\lambda) = 2$ and $\text{fsh}(\pi) = 1$): (The same argument works if $\text{fsh}(\lambda) = 1$ and $\text{fsh}(\pi) = 2$.) We may assume $\pi$ is off, otherwise $\Pi(\lambda) \star \Pi(\pi) = 0$ by (D). Now $\lambda_1, \lambda_2, \mu_1 \geq n - 2$. By Lemma 5.20, $\Pi(\lambda) \star \Pi(\pi) = 0$ unless $\mu_1 = \lambda_2 = n - 2$; in that case, $\Pi(\lambda) \star \Pi(\pi) = \langle 2n - 4, \lambda_1 + \mu_2|\circ \rangle$. But then (i) rescales this term by 2 or 0 before (ii) rescales it by $\frac{1}{2}$.

**Lemma 5.31.** $\lambda \star \pi \in Z[Y_{OG(2,2n)}]$. 
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Proof. This is true by definition when \( \lambda = (n-2,0) \) and \( \mu = (n-2,0) \). Otherwise, by Lemma 5.30 it remains to check the possibilities for when (iii) splits an ambiguous term \( c \cdot d \) of \( \Pi(\lambda) \cdot \Pi(\mu) \).

**Case 1:** (\( \lambda, \mu \) are both neutral classes): Then (i) has no effect. If either \( \text{fsh}(\lambda) = 2 \) or \( \text{fsh}(\mu) = 2 \), there is no ambiguity. If \( \text{fsh}(\lambda) = \text{fsh}(\mu) = 0 \) then \( \text{fsh}(\pi) \geq 1 \), so \( 2^{\text{fsh}(\pi) - \text{fsh}(\lambda) - \text{fsh}(\mu)} \) is even. Suppose \( \text{fsh}(\lambda) = 1 \) and \( \text{fsh}(\mu) = 0 \), or vice versa. Then if \( \Pi(\lambda) \cdot \Pi(\mu) \) is computed by (A) there is no ambiguity. If \( \Pi(\lambda) \cdot \Pi(\mu) \) is computed by (B) or (C), then \( \pi \) is on. Then \( \text{fsh}(\pi) = 2 \), so \( 2^{\text{fsh}(\pi) - \text{fsh}(\lambda) - \text{fsh}(\mu)} \) is even.

Suppose \( \text{fsh}(\lambda) = \text{fsh}(\mu) = 1 \). If either \( \lambda, \mu \) is on, then \( |\kappa| > 3n - 6 \), so actually \( \pi \) is not ambiguous, by Lemma 5.4. Otherwise, \( \lambda, \mu \) are both off. Then \( \Pi(\lambda) \cdot \Pi(\mu) \) is computed by (B), so \( \text{fsh}(\pi) = 2 \). Hence (ii) multiplies by 1. Since \( \lambda, \mu \) are neutral, \( \lambda_1, \mu_1 > n - 2 \), so the first term in (B) is illegal. The last term is unambiguous since \( \lambda_2 + \mu_2 + M + 1 > n - 2 \) since \( \lambda_2 + \mu_2 + M + 1 \in \{\lambda_1 + \mu_2 + 1, \lambda_2 + \mu_1 + 1\} \). Thus \( c = 2 \) when we apply (iii).

**Case 2:** (\( \lambda, \mu \) are both non-Pieri, at least one of which is charged): We may assume \( \lambda \) is charged. If \( \lambda \) is also on, then \( \lambda_2 = n - 2 \). Then since \( \mu_2 \neq 0 \), by (C) \( \kappa_2 > n - 2 \) and \( \pi \) cannot be ambiguous.

Assume \( \lambda \) is off. Thus \( \lambda_1 = n - 2 \). If \( \mu \) is on then \( |\mu| \geq 2n - 4 \), and since \( \lambda_2 \neq 0 \) we have \( |\kappa| > 3n - 6 \) and \( \pi \) again cannot be ambiguous. So suppose \( \pi \) is off. If \( |\lambda| + |\mu| \leq 2n - 4 \), then \( \pi \) is off. By Lemma 5.20, \( \kappa_1 \geq \lambda_1 + \mu_2 > n - 2 \), so \( \pi \) can’t be ambiguous. Otherwise, \( |\lambda| + |\mu| > 2n - 4 \). Then \( \Pi(\lambda) \cdot \Pi(\mu) \) is computed by (B) and \( \pi \) is on. Hence \( \pi = (\kappa_1, n - 2) \). Assume \( \text{fsh}(\mu) = 1 \), since \( 2^{\text{fsh}(\pi) - \text{fsh}(\lambda) - \text{fsh}(\mu)} \) is even if \( \text{fsh}(\mu) = 0 \). Then \( \pi \) is not the last term of (B) since \( \lambda_2 + \mu_2 + M > n - 2 \). If it is the first term of (B), then \( \mu_1 = n - 2 \) and \( \pi \) is also charged. Then (i) multiplies \( \pi \) by 2 or 0, after which (ii) multiplies \( \pi \) by 1. Otherwise, \( c = 2 \), (i) has no effect, and (ii) multiplies \( \pi \) by 1.

**Case 3:** (One of \( \lambda, \mu \) is charged and Pieri, the other is neutral and non-Pieri with size \( \neq 2n - 3 \)): Assume \( \lambda = (n-2,0) \) is the charged Pieri shape. If \( |\mu| > 2n - 3 \) then any \( \pi \) has \( |\kappa| > 3n - 6 \), so \( \pi \) can’t be ambiguous. So assume \( |\mu| \leq 2n - 4 \), i.e., \( \mu \) is off. Since \( \mu \) is neutral, \( \mu_1 \neq n - 2 \). Since \( \lambda_2 = 0 \), by the definition of \( \diamond \) we have \( \kappa_2 \leq \mu_1 \).

If \( |\mu| \leq n - 2 \), then \( \Pi(\lambda) \cdot \Pi(\mu) \) is computed by (A) and \( \pi \) is off. Since \( |\pi| = |\mu| + n - 2 \) and \( \kappa_2 \leq \mu_1 \), we have \( \kappa_1 \geq n - 2 > 2n - 2 \), since \( \mu_2 \neq 0 \). So \( \pi \) can’t be ambiguous.

If \( n - 2 < |\mu| \leq 2n - 4 \), then \( \Pi(\lambda) \cdot \Pi(\mu) \) is computed by (B) and \( \pi \) is on. Since \( \pi \) is ambiguous, then \( \pi = (\kappa_1, n - 2) \). If \( \mu_1 < n - 2 \) then also \( \kappa_2 < n - 2 \), so \( \pi \) is unambiguous. Thus assume \( \mu_1 > n - 2 \). Therefore, \( \pi = (\mu_1 + \mu_2 - 1, n - 2) \). This is not the last term of (B) since \( \lambda_2 + \mu_2 + M > n - 2 \), and it is not the first term since \( \mu_1 + \mu_2 - 1 < 2n - 4 < \lambda_1 + \mu_1 \). Since applying (i) has no effect, and (ii) multiplies \( \pi \) by 1, we are done here too, as \( c = 2 \).

Concluding, (iii.1) falls to Cases 1 and 2, while (iii.2) falls to Case 1. Since for (iii.3) only (iii.3b) splits an ambiguous term, (iii.3) falls to Case 3.

Finally:

**Proof of Corollary 1.9** Since disambiguation either introduces a factor of \( \frac{1}{2} \) or leaves the coefficients unchanged, it is now clear from the definition of \( \ast \) and \( \text{fsh} \) that all nonzero \( C_{\lambda, \mu}(OG(2, 2n)) \) are powers of 2. The proof is then similar to that of Corollary 1.5 (see the end of Section 4).
Proof of Corollary 1.10: The first sentence of the corollary is true by definition, so we may assume we are not in that case. In the case \( \nu_1 = \frac{|\Lambda_G/P| - 1}{2} \) if \( \eta_{\lambda, \mu} = 0 \) then clearly \( C_{\lambda, \mu}^{\nu_{1}}(OG(2, 2n)) = 0 \), so we may assume that \( \eta_{\lambda, \mu} \neq 0 \) in this situation.

The idea is to reduce the problem to the analogous argument for Corollary 1.6 by running a “flattened” argument. To do this it is easiest to use the reformulation of the rule from the introduction given by Theorem 5.3.

To be precise, let \( \bar{\pi} = \Pi(\bar{\nu}) \). Then \( C_{\lambda, \mu}^{\pi_{1}}(OG(2, 2n)) \neq 0 \) if and only if the coefficient \( c \) of \( \pi \) in the expansion \( \Pi(\lambda) \odot \Pi(\mu) \) is nonzero and applying (i), (ii) and (iii) of Theorem 5.3 yields a nonzero coefficient for \( \bar{\nu} \) (note that applying (i), (ii) and (iii) to a zero coefficient never yields a nonzero coefficient). Since we only need to consider \( (\lambda, \mu, \bar{\nu}) \) where \( \eta_{\lambda, \mu} \neq 0 \), applying (i) multiplies \( c \) by a nonzero number. By definition, (ii) multiplies the result of (i) by a nonzero number. Finally, since we only need to worry about non-Pieri cases, if \( \bar{\nu} \) is charged then (iii.1) multiplies the result of (ii) by \( \frac{1}{2} \) and both \( C_{\lambda, \mu}^{\pi_{1}}(OG(2, 2n)) \) and \( C_{\lambda, \mu}^{\nu_{1}}(OG(2, 2n)) \) are equal to this resulting number. Thus \( C_{\lambda, \mu}^{\pi_{1}}(OG(2, 2n)) \neq 0 \) if and only if the coefficient of \( \pi \) in the expansion \( \Pi(\lambda) \odot \Pi(\mu) \) is nonzero, and then the proof is the same as that for Corollary 1.6 (see the end of Section 4). □
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