BOUNDARY BEHAVIOR OF ROBIN PROBLEMS IN NON-SMOOTH DOMAINS

DORIN BUCUR, ALESSANDRO GIACOMINI, AND MICKAEL NAHON

ABSTRACT. We analyze strict positivity at the boundary for nonnegative solutions of Robin problems in general (non-smooth) domains, e.g. open sets with rectifiable topological boundaries having finite Hausdorff measure. This question was raised by Bass, Burdzy and Chen in 2008 for harmonic functions, in a probabilistic context. We give geometric conditions such that the solutions of Robin problems associated to general elliptic operators of $p$-Laplacian type, with a positive right hand side, are globally or locally bounded away from zero at the boundary. Our method, of variational type, relies on the analysis of an isoperimetric profile of the set and provides quantitative estimates as well.

1. INTRODUCTION

The purpose of this paper is to study the boundary behavior of the solution of a Robin problem for the $p$-Laplace operator associated to some non-negative right hand side in a non-smooth domain. For instance, for the Laplace operator, if both the domain and the solution were smooth, a consequence of the boundary Hopf principle is that the solution is strictly positive on the boundary (and of course in the interior of the domain). In this paper, we are interested in this question in the context of non smooth boundaries where the strong form of the boundary condition may not hold.

To introduce the problem, let $\Omega \subseteq \mathbb{R}^N$ be an open, connected, bounded set with a boundary which, for the moment and for expository reasons, is assumed to be of class $C^2$ (this regularity assumption will be removed later). Given a parameter $\beta > 0$ and a smooth function $f : \Omega \rightarrow \mathbb{R}$, we consider the problem

\begin{align*}
\begin{cases}
-\Delta u = f & \text{in } \Omega \\
\frac{\partial u}{\partial \nu} + \beta u = 0 & \text{on } \partial \Omega,
\end{cases}
\end{align*}

$\nu$ being the outer normal at the boundary. Under the hypothesis $f \geq 0$ in $\Omega$ one gets from the maximum principle that $u \geq 0$ in $\Omega$ and, if $f \not\equiv 0$, $u$ is strictly positive inside $\Omega$. The minimum of $u$ has to be searched on the boundary of $\Omega$ where, as a consequence of the Hopf lemma, the normal derivative has to be strictly negative. Consequently, from the strong form of the Robin boundary condition $\frac{\partial u}{\partial \nu} + \beta u = 0$ one gets that $u$ has to be strictly positive at its minimum. Finally, there exists some $\delta > 0$ such that

\begin{align*}
\forall x \in \Omega, \quad u(x) \geq \delta > 0.
\end{align*}

If $\Omega$ is not of class $C^2$ (for instance it is Lipschitz, or less regular but smooth enough to give sense to a weak form of the problem), then the Hopf lemma can not be anymore used to arrive to the same conclusion. The normal direction at the boundary might not be properly defined at some specific point of the boundary, and the strong pointwise form of the Robin boundary conditions may not apply. Nevertheless, lower bounds as (2) may hold provided that, intuitively, there is no "too high" concentration of the boundary around one point.
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Looking for strict positive estimates similar to (2) in non smooth domains, the first result is due to Bass, Burdzy and Chen [4], by probabilistic methods in the context of harmonic functions. They identify a class of nonsmooth domains, including the Lipschitz ones, for which (2) holds for non-negative harmonic functions solving a Robin problem (see also [6, 7] for a similar question in the context of free discontinuity problems). The result of [4] relies on a probabilistic method and applies to the Laplace operator. The key argument strongly uses the linearity of the equation, involving the study of Green functions and the use of a uniform boundary Harnack inequality. In particular, the geometric conditions given in [4] require that the domain should be written as union of sets with Lipschitz boundaries sharing the same bound on the Lipschitz norm, up to a set of Hausdorff measure equal to zero. This covers the case of Lipschitz domains, of some domains with cusps and of some fractal domains.

Two more recent results by Gesztesy, Mitrea and Nichols [8] on the one hand, and by Arendt and ter Elst [3] on the other, show that a first non-negative eigenfunction of the Robin Laplacian in a Lipschitz set $\Omega$ satisfies the bound from below (2), as soon as it is not identically equal to 0. Their arguments are based on the analysis of related semigroups acting on $C(\partial\Omega)$ and are a consequence of a regularity property of the eigenfunctions of the Robin Laplacian in Lipschitz domains, in particular their continuity up to the boundary.

The purpose of this paper is to analyze the boundary strict positivity inequality (2) in a more general context of non-smooth domains and of nonlinear PDEs of $p$-Laplacian type (even if they are not of energy type). Our technique is based on variational arguments, it allows to handle global and local results and to give quantitative estimates of the lowest value in terms of some average sum of the solution. The key ingredient is the behaviour of a kind of global (or local) isoperimetric profile of the set, which depends on $p$.

We deal with bounded, open, connected sets with a rectifiable topological boundary which have finite $(N-1)$-Hausdorff measure. In this case, traces of $W^{1,p}$-Sobolev functions are $\mathcal{H}^{N-1}$-pointwise well defined on $\partial\Omega$ and the Robin problem is well posed in a weak form for operators of $p$-Laplacian type. The geometric properties which play a crucial role in the validity of (2) can, in some situations, be related to the local control of the $L^1$ norm of the trace of an BV function on $\partial\Omega$ and to local reinforced isoperimetric inequalities via the summability of an isoperimetric profile function. Of course, a class of domains which satisfy naturally these geometric properties includes all Lipschitz sets. Nevertheless, Lipschitz regularity is not, in general, required for the property to hold. Our analysis provides a quantitative estimate for the constant $\delta$ in (2) in terms of the geometry and of the mass of the solution $u$ on low sublevels.

For simplicity, we focus on the $p$-Laplacian equation which obeys an energetic variational principle. It turns out that the energetic principle is useful for the comprehension of the existence of a solution in a non-smooth domain, but it is not a key tool for the boundary behaviour. We discuss in the last section how the results for the $p$-Laplacian extend (under the assumption that a weak solution exists) to more general monotone elliptic operators in divergence form, which are not necessarily related to energy minimization.

2. Global boundary behavior

Let $\Omega \subseteq \mathbb{R}^N$ be a bounded, open, connected set such that $\partial\Omega$ is rectifiable and $\mathcal{H}^{N-1}(\partial\Omega) < +\infty$. Let $\beta > 0$ be a constant, $p \in (1, +\infty)$, $p' = \frac{p}{p-1}$. Let $f \in L^{p'}(\Omega)$, $f \geq 0$ not identically equal to 0.

Let $v \in W^{1,p}(\Omega)$. Then for $\mathcal{H}^{N-1}$-a.e. point $x \in \partial\Omega$ the function $v$ extended by 0 outside $\Omega$ has upper and lower approximate limits, denoted $v_+$ and $v_-$. Moreover,

$$v \rightarrow \int_{\partial\Omega} (|v_+|^p + |v_-|^p) d\mathcal{H}^{N-1}$$
The value of $I$ of the Hausdorff measure of topological boundary points of density 1. For simplicity, we denote the exterior and the interior perimeter of $ω$ respectively. Note that the exterior perimeter counts the both sides of a crack of $∂ω$ which crosses $ω$. In particular, $P^e(ω)$ equals the sum between the Hausdorff measure of the topological boundary points of density $\frac{1}{2}$ in $Ω$ and twice the Hausdorff measure of topological boundary points of density 1. For simplicity, we denote $∂^eω = ∂^*ω ∩ Ω$ and $∂^iΩ = ∂^*ω ∩ ∂Ω$.

We define the $p$-isoperimetric profile of $Ω$ as follows

$$I : \left( 0, \frac{1}{2} P^e(Ω) \right) \rightarrow \mathbb{R} \cup \{ +\infty \}$$

$$I(m) = \inf \left\{ P^i(ω) : ω ⊆ Ω, |ω| ≤ \frac{|Ω|}{2}, m ≤ P^e(ω) \right\}$$

The value of $I(m)$ is well defined for every $0 < m ≤ \frac{1}{2} P^e(Ω) \|Ω\|^{\frac{1}{p}}$ since the set above is not empty. Moreover, the function $I$ is non decreasing. Note that the main interest is related to in the behavior of $I$ when $m$ is small.

**Theorem 1.** Assume $\frac{1}{T}$ is summable. Then

$$\inf_{x ∈ Ω} u(x) ≥ \frac{T}{2} > 0,$$
where $T > 0$ denotes the largest number such that

\begin{equation}
|\{u < T\}| \leq \frac{1}{2}|\Omega|
\end{equation}

and

\begin{equation}
\beta^{\frac{1}{p}} \int_0^{P(\Omega)^{\frac{1}{p}}|\{u < T\}|^\frac{1}{p'}} dm \leq \frac{1}{2}.
\end{equation}

Before the proof, let us make some remarks. The summability condition on the isoperimetric profile seems abstract and difficult to handle. However, as we shall point out in some examples, there are situations where efficient estimates of $I$ can be obtained under controllable geometric assumptions, for instance in the case of cusps. Note as well that $T$ is indeed strictly positive, otherwise the solution $u$ would vanish on a set of positive measure, which is impossible for a nonvanishing, nonnegative, $p$-superharmonic function ([9, Theorem 7.12]).

Let also point out that a similar result could be obtained for a nonconstant $\beta \in L^1(\partial \Omega, \mathbb{R}^+)$. However, in this case, a fine study would require the analysis of an isoperimetric profile involving the function $\beta$, which is not easy in practical situations. In the particular case in which the function $\beta$ is bounded, our result applies to the constant $\|\beta\|_{\infty}$. In the next section, where we perform a local analysis, considering such functions $\beta$ which are locally bounded may be of more interest.

Proof. We note first that $u \geq 0$. For every $t > 0$, let $\omega_t = \{u < t\}$ and $g(t) = \int_{\omega_t} |\nabla u|$. From the minimizing property of $u$ compared to max$(u, t)$, we have the estimate

\begin{equation}
\int_{\omega_t} |\nabla u|^p \leq \beta t^p P(\omega_t).
\end{equation}

Consequently, Hölder inequality gives

\begin{equation}
g(t) \leq t(\beta P(\omega_t))^{\frac{1}{p}} |\omega_t|^{\frac{1}{p'}}.
\end{equation}

We denote $t_0 = \sup\{s \geq 0 : g(s) = 0\} = \inf(u)$, our goal being to estimate $t_0$ from below. If $t_0 \leq t \leq T$, thanks to [4] and to the monotonicity of $I$ we get

\begin{equation}
I \left( \frac{g(t)}{\beta^{\frac{1}{p}} t} \right) \leq I \left( P(\omega_t)^{\frac{1}{p}} |\omega_t|^{\frac{1}{p'}} \right) \leq P(\omega_t) = g'(t).
\end{equation}

Summing from $t_0$ to $t$, we obtain (using again the monotonicity of $I$)

$$
\int_{t_0}^t \frac{g'(\tau)d\tau}{I(g(\tau)/\beta^{\frac{1}{p}} t)} \geq \int_{t_0}^t \frac{g'(\tau)d\tau}{I(g(\tau)/\beta^{\frac{1}{p}} \tau)} \geq t - t_0,
$$

and the change of variable $m = g(\tau)/\beta^{\frac{1}{p}} t$, the inequality becomes

$$
\beta^{\frac{1}{p}} t \int_0^{g(t)/\beta^{\frac{1}{p}} t} \frac{dm}{I(m)} \geq t - t_0.
$$

With the initial estimate [7] and equation (5) for $T$, we finally obtain

$$
1 - \frac{t_0}{T} \leq \int_0^{P(\Omega)^{\frac{1}{p}} |\omega_T|^{\frac{1}{p'}}} \frac{dm}{I(m)} \leq \frac{1}{2},
$$

so that $t_0 \geq \frac{T}{2}$. □
2.1. Examples. To be more precise, we discuss now some global geometric assumptions on \( \Omega \) which can be verified and which lead to strict positivity. We denote by \( \partial \Omega \) the topological boundary and by \( \partial^* \Omega \) the measure theoretical boundary of \( \Omega \).

Geometric interpretation. Let \( \Omega \subseteq \mathbb{R}^N \) be a bounded, open, connected set such that \( \partial \Omega \) is rectifiable and \( \mathcal{H}^{N-1}(\partial \Omega) < +\infty \). Below, the constant \( G > 0 \) may change from line to line. Assume that that there exist constants \( G > 0 \) and \( 1 \geq a,b \geq 0 \) such that for all \( \omega \subset \Omega \) with finite perimeter satisfying \( |\omega| \leq \frac{|\Omega|}{2} \wedge 1 \) we have

\[
P^e(\omega) \leq G \frac{P^i(\omega)}{|\omega|^a}.
\]

(8)

\[
|\omega|^{\frac{N-1}{N}} \leq G \left( P^i(\omega) + P^e(\omega) \right) \left( \frac{P^i(\omega)}{P^e(\omega)} \right)^b.
\]

(9)

The first inequality gives a control for the ratio between the boundary and inner perimeters by a constant which can blow up when the measure of the domain is small, while the second inequality can be interpreted as an improved isoperimetric inequality for domains with small measure with a large isoperimetric quotient. Then, Theorem 1 applies for certain values of \( a,b \), provided (8) and (9) are satisfied. We point out the following examples.

- In general, if

\[
M := \frac{1}{p} + \frac{1}{p'-a} \geq 1,
\]

then the integrability hypothesis of Theorem 1 is satisfied and strict positivity occurs. Indeed, assume that (10) occurs. We study the integrability of the \( p \)-isoperimetric profile of \( \Omega \). Take \( \omega \subset \Omega \) such that

\[m \leq P^e(\omega)\frac{1}{p}|\omega|^\frac{1}{p'}.
\]

We deduce from (8) and (9) a lower bound on \( P^i(\omega) \), which implies a lower bound on \( I(m) \) by taking the infimum among all admissible \( \omega \).

If \( P^e(\omega) \leq P^i(\omega) \), then the usual isoperimetric inequality applies and so there is a constant \( c_N > 0 \) such that

\[|\omega|^{\frac{N-1}{N}} \leq c_N \text{Per}(\omega) \leq 2c_N P^i(\omega),\]

so

\[P^i(\omega) = P^i(\omega)^{\frac{N-p-N}{N-p-1}} P^i(\omega)^{\frac{N-1}{N-p-1}} \geq A_N |\omega|^\frac{(N-1)(p-1)}{N-p-1} P^i(\omega)^{\frac{N-1}{N-p-1}} \geq A_N m^{\frac{N-p}{N-p-1}} \]

for some \( A_N > 0 \). On the contrary if \( P^i(\omega) \leq P^e(\omega) \) then we have

\[P^i(\omega)^b \geq c |\omega|^{\frac{N-1}{N}} P^e(\omega)^{b-1}\]

\[P^i(\omega) \geq c |\omega|^a P^e(\omega)\]

for some \( c > 0 \), so combining those as previously we obtain

\[P^i(\omega)^M = P^i(\omega)^{\frac{1}{b} + \frac{1}{p-a} \frac{1}{a} \frac{1}{p-a+1} \frac{1}{b} \frac{1}{p-a} (1-b)} \geq c |\omega|^{\frac{1}{p} \frac{N-p}{N-p-1}} \]

In conclusion

\[I(m) \geq c \left( m^{\frac{1}{p-a}} \wedge m^{\frac{N-p}{N-p-1}} \right).
\]

Hence \( \int_0^{m_0} \frac{1}{I(m)} dm < +\infty \).

- For \( N = 2 \), the case \( b = \frac{1}{2} \), \( a = \frac{\alpha}{\alpha+1} \), \( \alpha \in (1,2) \) covers the cuspidal domains in \( \mathbb{R}^2 \) \( \{(x,y): 1 > x > 0, |y| < x^\alpha\} \). The proof it is not direct, we refer to Section 4 for a general approach of cusps. For the Laplace operator, the case \( a = \frac{1}{2} \) and \( b = \frac{1}{2} \) is critical as \( M \) defined above equals to 1, and the positivity property does not hold (see [4]).
• For a Lipschitz set $\Omega$, inequalities \[8\]-\[9\] are satisfied with $a = b = 0$. Indeed \([9]\) reduces to the isoperimetric inequality. Concerning \([8]\), the trace theorem in $BV$ applied to $1_\omega$ together with the relative isoperimetric inequality in a Lipschitz domain (recall $|\omega| \leq \frac{1}{2}|\Omega|$) yield

$$P^\epsilon(\omega) \leq C_\Omega \left[ P^\epsilon(\omega) + |\omega| \right] \leq C_\Omega \left[ P^\epsilon(\omega) + |\Omega| \frac{1}{N} |\mathbf{\hat{\omega}}|^{\frac{N-1}{N}} \right] \leq \hat{C}_\Omega P^\epsilon(\omega),$$

for some constants $C_\Omega, \hat{C}_\Omega > 0$.

**Remark 2.** More generally, we notice that inequality \([8]\) entails an inner density estimate for the set $\Omega$ in the case $a = 0$. Indeed, taking a boundary point $x_0 \in \partial \Omega$, and $A = B(x_0, t)$, from the isoperimetric inequality and \([8]\) we get by the co-area formula that for a.e. $t \in (0, t_0)$ that

$$m(t) \frac{N-1}{N} \leq C_N (1 + G) m'(t).$$

Above, $t_0$ is the radius of the ball of the same measure as $\frac{|\Omega|}{2}$ and $m(t) = |\Omega \cap B(x_0, t)|$. Then, by summing from 0 to $r$, with $r \leq t_0$, one gets

$$|\Omega \cap B(x_0, r)| \geq \frac{r^N}{(NC_N(1 + G))^N},$$

giving the uniform inner density estimate. More generally $a \in [0, 1/N)$ this implies an estimate

$$|\Omega \cap B(x_0, r)| \geq cr^{\frac{N}{N-1}}.$$

If $a = 0$, inequality \([8]\) is in fact related to the BV-trace theorem of Anzellotti and Giaquinta, for which we refer the reader to \([2]\). Indeed, if the topological boundary of $\Omega$ coincides $H^{N-1}$-a.e. with its reduced boundary, the existence of a constant $C_1$ above is related to the following inequality

$$C \int_{\partial^\epsilon \Omega} |u| dx \leq \int_{\Omega} |D u| + \int_{\Omega} |u| dx,$$

by $|Du|$ denoting the total variation measure associated to the BV function $u$. If $\partial \Omega$ differs from $\partial^\epsilon \Omega$ by a set of positive $H^{N-1}$-measure (for instance $\Omega$ has cracks), then the result of Anzellotti and Giaquinta does not apply directly. It is not our goal here to analyze the existence of continuous traces.

**Remark 3.** Let us sketch briefly a direct argument to prove that $\inf_\Omega u > 0$ in the Lipschitz case, which employs the standard relative isoperimetric inequality and the trace operator in $BV$ (see the considerations above). Using the same notation as in the proof of Theorem \([1]\) let

$$\omega_t := \{ x \in \Omega : u(x) < t \}$$

and let us assume by contradiction that $\omega_t \neq \emptyset$ for every $t > 0$. Below $C$ indicates a constant depending only on $\Omega$ which can vary from line to line. The Lipschitz regularity of the boundary entails for $t$ small

$$P^\epsilon(\omega_t) \leq C P^\epsilon(\omega_t)$$

and $|\omega_t| \leq C P^\epsilon(\omega_t)^{\frac{N-1}{N}},$

so that the comparison between the functions $u$ and $u \wedge t$ leads to

$$\int_{\omega_t} |\nabla u| \ dx \leq \left( \int_{\omega_t} |\nabla u|^p \ dx \right)^{\frac{1}{p}} |\omega_t|^{\frac{1}{p}} \leq \left[ \beta t P^\epsilon(\omega_t) \right]^{\frac{1}{p}} |\omega_t|^{\frac{1}{p}} \leq C t P^\epsilon(\omega_t)^{1+\varepsilon},$$

where $\varepsilon > 0$. Setting $h(t) := P^\epsilon(\omega_t)$, the coarea formula yields

$$\int_{\omega_t} |\nabla u| \ dx = \int_0^t h(\tau) \ d\tau =: H(t),$$

so that

$$\frac{1}{t^{1-\eta}} \leq C \frac{H(t)}{H(t)^{1-\eta}}.$$
where $0 < \eta < 1$. Summing from 0 to $t$ we get

\begin{equation}
(12) \quad t \leq C \int_0^t h(\tau) \, d\tau.
\end{equation}

Coming back to (11), we may write

$$
C \frac{t_p |\omega_t|}{t^p} \leq \frac{h(t)}{\left( \int_0^t h(\tau) \, d\tau \right)^{p-1}},
$$

so that, using the monotony of $|\omega_t|$ and integrating on $[t_1, t_2]$

$$
C(t_2 - t_1) \frac{1}{t^2_2 |\omega_{t_2}|^{\frac{1}{p}}} \leq \frac{1}{p-1} \left( \frac{1}{t^1_1 h(\tau) \, d\tau} \right)^{p-1}.
$$

Setting $t_2 = 2t_1$ we obtain

$$
\int_{t_1}^{t_1} h(\tau) \, d\tau \leq C t_1 |\omega_{2t_1}|.
$$

In view of (12) we get

$$
t_1 \leq C \int_0^{t_1} h(\tau) \, d\tau \leq C t_1 |\omega_t|,
$$

which is false if $t_1$ is small enough, so that the result follows.

A similar reasoning can be used starting from the more general inequalities (8) and (9), but

the approach through the isoperimetric profile $I(m)$ encompasses all the situations in a very
elegant way.

3. Local boundary behaviour

In this section, we give a localized positivity result. In particular, this applies to the case
in which $\beta$ is a function, locally bounded from above. In the computations below we assume
without loosing generality that $\beta \leq 1$. We start with a general result, which applies, in particular, to the minimizers of (3), as soon
as $f \geq 0$, $f \neq 0$ and $\beta \leq 1$.

Suppose also that $1/I(\omega)$ is summable in a neigbourhood of the origin. Then for any compact set
$K$ in $\Gamma$,

$$
\text{ess}\liminf_{z(\in \Omega) \to K} fu(z) > 0,
$$

meaning that there exist $r, \epsilon > 0$ such that

$$
|\{u < \epsilon\} \cap \{z \in \Omega: \text{dist}(z, K) < r\}| = 0.
$$

We start with a general result, which applies, in particular, to the minimizers of (3), as soon
as $f \geq 0$, $f \neq 0$ and $\beta \leq 1$.

**Theorem 4.** Let $u \in W^{1,p}(\Omega)$, $u \neq 0$, be a non negative function such that for any $v \in W^{1,p}(\Omega)$
with $v \geq u$, $\text{dist}\{v > u\}, \partial \Omega \setminus \Gamma > 0$,

\begin{equation}
(13) \quad \int_{\Omega} |\nabla u|^p \, dx \leq \int_{\Omega} |\nabla v|^p \, dx + \int_{\Omega} [v^p + v^p] \, d\mathcal{H}^{N-1}.
\end{equation}

Suppose also that $1/I(\omega)$ is summable in a neigbourhood of the origin. Then for any compact set
$K$ in $\Gamma$,

$$
\text{ess}\liminf_{z(\in \Omega) \to K} fu(z) > 0,
$$

meaning that there exist $r, \epsilon > 0$ such that

$$
|\{u < \epsilon\} \cap \{z \in \Omega: \text{dist}(z, K) < r\}| = 0.
We start with a technical result.

**Lemma 5.** Let $I_{\Gamma}$ be as defined above and let $J_{\Gamma}$ be defined by

$$J_{\Gamma}(m) := \inf \left\{ P_{\Gamma}(\omega), \omega \subset \Omega \text{ s.t. } |\omega| \leq \frac{1}{2} |\Omega|, \; P_{\Gamma}(\omega) \frac{1}{p}|\omega|^{\frac{1}{p'}} + |\omega| \geq m \right\}.$$ 

Then $1/I_{\Gamma}$ is summable if and only if $1/J$ is summable.

**Proof.** Let $m > 0$. Clearly $I_{\Gamma}(m) \geq J_{\Gamma}(m)$. We claim that there exist $C, \varepsilon > 0$, that depend only on $N$ and $|\Omega|$, such that

$$J_{\Gamma}(m) \geq I_{\Gamma}(\varepsilon m) \land Cm^{\frac{N-1}{N}}.$$  

Then since

$$\frac{1}{I_{\Gamma}(m)} \leq \frac{1}{J_{\Gamma}(m)} \leq \frac{1}{I_{\Gamma}(\varepsilon m)} + \frac{1}{Cm^{\frac{N-1}{N}}},$$

the conclusion follows.

Let us check claim [14]. Indeed, let $\omega \subset \Omega$ be a domain such that $|\omega| \leq \frac{1}{2}|\Omega|$, and $|\omega| + |\omega|^\frac{1}{p} P_{\Gamma}(\omega) \geq m$. Let $\eta > 0$ that will be fixed later, and suppose that

$$P_{\Gamma}(\omega) \leq \eta|\omega|. $$

Then, by the classical isoperimetric inequality, there is a constant $a_N > 0$ such that

$$a_N |\omega|^\frac{N-1}{N} \leq P_{\Gamma}(\omega) + P_{\Gamma}(\omega) \leq P_{\Gamma}(\omega) + \eta|\omega|^\frac{N-1}{N} |\Omega|^\frac{1}{p}. $$

We fix $\eta := \frac{a_N}{2|\Omega|^\frac{1}{p}}$. Then

$$P_{\Gamma}(\omega) \geq \frac{a_N}{2} |\omega|^{\frac{N-1}{N}} \geq \frac{a_N}{2(1 + \eta^p)} m^{\frac{N-1}{N}}. $$

On the other hand, suppose that $P_{\Gamma}(\omega) > \eta|\omega|$. Then

$$m \leq |\omega|^\frac{1}{p} P_{\Gamma}(\omega) \frac{1}{p} + |\omega| \leq (\eta^{-\frac{1}{p}} + 1) |\omega|^\frac{1}{p} P_{\Gamma}(\omega) \frac{1}{p}, $$

so

$$P_{\Gamma}(\omega) \geq I_{\Gamma} \left( \frac{m}{\eta^{-\frac{1}{p}} + 1} \right).$$

Claim [14] follows by choosing $\varepsilon := \frac{1}{\eta^{-\frac{1}{p}} + 1}$ and $C := \frac{a_N}{2(1 + \eta^p)^{\frac{N-1}{N}}}$. \hfill $\square$

**Proof of Theorem 4.** Since $K$ is compact, let $x_0 \in K$ and $r > 0$ be small enough such that

$$r < \text{dist}(x_0, \partial \Omega \setminus \Gamma) \quad \text{and} \quad |B_{x_0, r} \cap \Omega| \leq \frac{1}{2} |\Omega|.$$ 

It is enough (by compactness) to prove that $u$ is essentially bounded below on a smaller ball $B_{x_0, r'} \cap \Omega$ for some $r' < r$. We proceed by contradiction and suppose without loss of generality that

$$\text{ess}\liminf_{x \in (\Omega) \to x_0} u(x) = 0.$$ 

Let $\gamma > 0$ that will be fixed small enough at the end of the proof. For any $t \in (0, r\gamma)$ we set

$$\omega_t := \{ x \in \Omega : u(x) < t - \gamma| x - x_0 | \}$$

and

$$g(t) := \int_{\omega_t} |\nabla(u(x) + \gamma| x - x_0 |)| \, dx.$$ 

Notice that $\omega_t \subset B_{x_0, r}$. By our hypothesis, $\omega_t$ has positive measure for all $t \in (0, r\gamma)$, and $g(t) = 0$ for some $t > 0$ implies that $x \mapsto u(x) + \gamma| x - x_0 |$ would be locally constant in $\omega_t$, which is at most true for one $\gamma$, thus we suppose that $g(t) > 0$ for all $t \in (0, r\gamma)$. 


Lemma 6. We have 

$$\liminf_{t \to 0} \frac{I_{\text{sym}}(2P^e(\Omega_t)^{\frac{1}{2}}|\Omega_t|^\frac{1}{2})}{P^e(\Omega_t)} > 0.$$ 

4. Analysis of cusps

We focus in this section on the behaviour of the solution of the Robin problem in a cusp in $\mathbb{R}^N$. We consider $h \in C^1(\mathbb{R}_+, \mathbb{R}_+)$, an increasing function such that $h(0) = 0, h'(0) = 0$, $\sup_{\mathbb{R}_+} |h'| < \infty$ and assume that $h^{-1}$ is convex. Let 

$$\Omega := \{x = (x_1, x') \in \mathbb{R} \times \mathbb{R}^{N-1} \text{ s.t. } x_1 > 0, |x'| < h(x_1)\},$$

and for $t \in (0, 1)$ let us set 

$$\Omega_t := \Omega \cap \{(x_1, x') \in \Omega : x_1 \leq t\}.$$

We introduce the isoperimetric profile of $\Omega$ restricted to revolution sets by 

$$I_{\text{sym}}(m) = \inf \left\{ P^e(\omega) : \omega \in \mathcal{A} \text{ and } m \leq P^e(\omega)^{\frac{1}{2}}|\omega|^{\frac{1}{2}} \right\},$$

where 

$$\mathcal{A} := \{A \subset \Omega \text{ open, rotationally symmetric with respect to the } x_1\text{-axes, and } |A| < +\infty\}.$$

The following technical result, whose proof will be given at the end of the section, will be essential to recover the summability property related to the isoperimetric profile of $\Omega_t$, which is the key ingredient of our approach. Of course, the summability depends on the behaviour near the origin of the function $h$ which defines the cusp.

Testing $u$ against $\max(u, t - \gamma|\cdot - x_0|)$ gives 

$$\int_{\omega_t} |\nabla u|^p dx \leq \gamma^p|\omega_t| + t^p P^e_\Gamma(\omega_t),$$

which can be simplified further into 

$$\int_{\omega_t} |\nabla u|^p dx \leq \gamma^p|\omega_t| + r^p \gamma^p P^e_\Gamma(\omega_t).$$

Now, 

$$g(t) \leq \gamma|\omega_t| + |\omega_t|^\frac{5}{3} \left( \int_{\omega_t} |\nabla u|^p dx \right)^{\frac{1}{3}} \leq 2\gamma|\omega_t| + r\gamma|\omega_t|^\frac{1}{3} P^e_\Gamma(\omega_t)^{\frac{1}{3}},$$

so in particular $\frac{g(t)}{(2+r)\gamma} \leq |\omega_t| + |\omega_t|^\frac{1}{3} P^e_\Gamma(\omega_t)^{\frac{1}{3}}$. By monotonicity of $J_\Gamma$, and since $\omega_t$ is at positive distance from $\partial \Omega \setminus \Gamma$ we get 

$$J_\Gamma \left( \frac{g(t)}{(2+r)\gamma} \right) \leq P^e_\Gamma(\omega_t) = g'(t).$$

Summing from $t = 0$ to $r\gamma$ we obtain 

$$r\gamma \leq \int_0^{r\gamma} \frac{g'(t)dt}{J_\Gamma \left( \frac{g(t)}{(2+r)\gamma} \right)} = (2+r)\gamma \int_0^{\frac{g(r\gamma)}{(2+r)\gamma}} \frac{dm}{J_\Gamma(m)}.$$

Using our previous estimate on $g$, we obtain 

$$\int_0^{\omega_t |\omega_t|^\frac{1}{3} P^e_\Gamma(\omega_t)^{\frac{1}{3}}} \frac{dm}{J_\Gamma(m)} \geq \frac{r}{r+2}.$$

In particular this means that $|\omega_{t\gamma}| + |\omega_{t\gamma}|^{\frac{1}{3}} P^e_\Gamma(\omega_{t\gamma})^{\frac{1}{3}}$ is bounded below by a constant that does not depend on $\gamma$. However $P^e_\Gamma(\omega_{t\gamma}) \leq 2\mathcal{H}^{N-1}(\Gamma) < \infty$ and $|\omega_{t\gamma}| \leq |B_{x_0,r} \cap \{u < r\gamma\}| \to 0$, which is a contradiction.
The main result of the section is the following estimate near the cusp of $\Omega$. We fix $t = 1$.

**Theorem 7.** Let $f \in L^p(\Omega_1)$, $f \geq 0$, $f \not\equiv 0$ and let $u \in W^{1,p}(\Omega_1)$ be a minimizer in $W^{1,p}(\Omega_1)$ of

$$E(v) = \frac{1}{p} \left( \int_{\Omega_1} |\nabla v|^p dx + \beta \int_{\partial \Omega_1} v^p d\mathcal{H}^{N-1} \right) - \int_{\Omega_1} fvdx,$$

under the constraint $v = 1$ on $\partial^* \Omega_1$. Then

$$\left( \int_0^1 \left( \frac{\int_0^t h^{-2} dx_1}{\int_0^t h^{-1} dx_1} \right)^{\frac{1}{p}} dt < \infty \right) \Rightarrow \left( \inf_{\Omega_{1/2}} u > 0 \right).$$

**Proof.** Let $I_{sym}$ be the restricted isoperimetric profile associated to $h$ as defined in (15). Note that for $t \in (0, 1)$ we have

$$|\Omega_t| = \alpha_{N-1} \int_0^t h^{-1} dx_1,$$

$$P^e(\Omega_t) = N\alpha_{N-1} \int_0^t h^{-2} \sqrt{1 + h'^2} dx_1,$$

$$P^i(\Omega_t) = \alpha_{N-1} h^{N-1}(t).$$

So according to the estimate on $I_{sym}$ given by Lemma 6, and since $|h'|$ is bounded by a constant, we know that there exist two constants $a, b > 0$ such that for any $t \in (0, 1),

$$I_{sym} \left( a \left( \int_0^1 h^{-1} dx_1 \right)^{\frac{1}{p}} \left( \int_0^1 h^{-2} dx_1 \right)^{\frac{1}{p}} \right) \geq bh(t)^{N-1}. \tag{16}$$

We set

$$m_0 := a \left( \int_0^1 h^{-1} dx_1 \right)^{\frac{1}{p}} \left( \int_0^1 h^{-2} dx_1 \right)^{\frac{1}{p}}.$$

By change of variable, an easy computation which relays on (16) and the fact that $h$ is increasing, shows that

$$\int_0^{m_0} \frac{dm}{I_{sym}(m)} = \int_0^1 \frac{d}{dt} \left( a \left( \int_0^t h^{-1} dx_1 \right)^{\frac{1}{p}} \left( \int_0^t h^{-2} dx_1 \right)^{\frac{1}{p}} \right) \frac{dt}{I_{sym} \left( a \left( \int_0^t h^{-1} dx_1 \right)^{\frac{1}{p}} \left( \int_0^t h^{-2} dx_1 \right)^{\frac{1}{p}} \right)} \leq \frac{a}{b} \int_0^1 \left( \frac{\int_0^t h^{-2} dx_1}{\int_0^t h^{-1} dx_1} \right)^{\frac{1}{p}} dt < \infty. \tag{17}$$

Let $\Gamma := \partial \Omega \cap \{1/4 \leq x_1 \leq 3/4\}$. We apply Theorem 4 to $\Omega \cap \{1/4 \leq x_1 \leq 3/4\}$ and $\Gamma$ and get that $\inf_{\Omega \cap \{1/3 \leq x_1 \leq 1/3\}} (u) > 0$. In particular,

$$\inf_{\Omega \cap \{x_1 = 1/2\}} (u) = c > 0.$$

Let $v$ be the $p$-harmonic function on $\Omega_{1/2}$ that verifies $v = 1$ on $\Omega \cap \{x_1 = 1/2\}$ and a Robin boundary condition on $\partial \Omega \cap \{x_1 \leq 1/2\}$. By comparison principle,

$$u \geq cv \text{ on } \Omega_{1/2}.$$

Now, as $v$ is the unique minimizer of $w \mapsto \int_{\Omega_{1/2}} |\nabla w|^p dx + \beta \int_{\partial \Omega_{1/2}} |w|^p d\mathcal{H}^{N-1}$ among functions that verify the constraint $w = 1$ on $\partial^* \Omega_1$, then it is rotationally symmetric; in particular its sublevel sets $\{v < t\}$ belong to $A$ for $t \in (0, 1)$.
Suppose then \(\inf u = 0\), value which is reached approaching the cusp. For any \(t \in [0, 1]\) let 
\(\omega_t := \{ v < t \}\), and \(f(t) := \int_{\omega_t} |\nabla v| \, dx\). With the same computations as in the proof of Theorem 1 we find that
\[
f(t) \leq \beta^{1/p} t P^e(\omega_t)^{1 \over 2} |\omega_t|^{1 \over 2}.
\]
so that
\[
I_{sym}(f(t)/\beta^{1/p} t) \leq f'(t).
\]
The contradiction follows by integration, taking into account the summability property (17).

Remark 8. Theorem 7 particularly applies to \(h(t) = t^\alpha\) provided that \(1 \leq \alpha < p\). In fact, \(\alpha \in [1, p)\) is also a necessary condition to get the bound from below.

Let indeed \(u\) be the \(p\)-harmonic function on \(\Omega_1\) equal to 1 on \(\partial^p \Omega_1\) and with Robin boundary conditions on \(\partial^r \Omega_1\). We claim that \(u\) extends continuously to \(\overline{\Omega}_1\). Indeed the continuity on the boundary \(\partial \Omega_1 \setminus \{(0, 0)\}\) is a consequence of boundary elliptic regularity (see for example [10, Theorem 4.4]). Let now for \(0 < t \leq 1\)
\[
\delta_t^+ = \sup_{x \in \Omega_1 : x_1 = \iota} (u) \quad \text{and} \quad \delta_t^- = \inf_{x \in \Omega_1 : x_1 \leq \iota} (u).
\]
Notice that \(\delta_t^+\) is nondecreasing: indeed, if \(\delta_t^{i_1} > \delta_t^{i_2}\) for some \(t_1 < t_2\), we can consider the admissible function
\[
v(x) := \begin{cases} 
 u(x) & \text{if } x_1 \geq t_2 \\
 u(x) \land \delta_t^{i_2} & \text{if } x_1 < t_2
\end{cases}
\]
for which \(E(v) < E(u)\), a contradiction. Let us denote with \(\delta_0^+\) the limits of \(\delta_t^+\) as \(t \to 0\). To prove the continuity up to \((0, 0)\), it suffices to show \(\delta_0^+ = \delta_0^-\). Let \((t_i)\), be a sequence converging to 0 such that
\[
\inf_{x \in \Omega_1 : x_1 = t_i} u =: \delta_{t_i} \to \delta_0^-.
\]
Let
\[
\hat{\Omega}_i := \frac{\Omega - (t_i, 0)}{h(t_i)} \cap \{ y : |y_1| \leq 1 \},
\]
which is a domain that is \(C^1\)-close to the cylinder \([-1, 1] \times B_1^{N-1}\) where \(B_1^{N-1}\) is the unit ball of \(\mathbb{R}^{N-1}\). Let
\[
u_i(x) := u(t_i + h(t_i)x_1, h(t_i)x')
\]
be defined on \(\hat{\Omega}_i\). Since the sequence \(u_i\) is uniformly bounded and \(\partial_y u_i \in [0, h(t_i)\beta]\), then by boundary elliptic regularity (see for instance the proof of [10, Theorem 4.4], thanks to which \(u_i\) can be extended across the boundary satisfying an extension of our PDE) one can use Harnack inequality up to the boundary and infer that there exists a constant \(C < 0\) such that
\[
\sup(u_i - \delta_{t_i + h(t_i)}) \leq C \inf(u_i - \delta_{t_i + h(t_i)}) \quad \text{on} \quad \hat{\Omega}_i \cap \{ \{ x \in \mathbb{R}^N : |x_1| \leq 1/2 \}\}.
\]
In view of (18), this yields
\[
\delta_{t_i}^+ \leq \delta_{t_i + h(t_i)}^- + C(\delta_{t_i}^+ - \delta_{t_i + h(t_i)}^-) \xrightarrow{i \to \infty} \delta_0^-,
\]
from which we get \(\delta_t^+ \to \delta_0^-\) as \(t \to 0^+\), leading to the desired equality \(\delta_0^+ = \delta_0^-\).

Suppose now that \(u\) satisfies a bound from below, that is \((\delta_0^+ \geq) \inf_{\Omega_1} u > 0\). Then for any \(t > 0\), and \(\epsilon \in (0, 1)\) to be fixed small enough later, consider the competitor
\[
u_t(x) = \begin{cases} 
u(x) & \text{if } t \leq x_1 \leq 1 \\
 \min \left( (1 - \epsilon)\delta_0^- + (2x_1 - 1) \left( \delta_t^+ - (1 - \epsilon)\delta_0^- \right), u \right) & \text{if } t \leq x_1 \leq t \\
 (1 - \epsilon)\delta_0^- & \text{if } 0 \leq x_1 \leq {t \over 2}.
\end{cases}
\]
Notice that for a small enough \( t \) (depending on \( \epsilon \)) we have \( u_t \leq u \) (as \( u \geq (1 - \frac{x}{2}) \delta_0 \) for \( x \leq t \)).

The energy comparison gives

\[
\beta \int_{\partial \Omega_t} [u^p - u_t^p] \, d\mathcal{H}^{N-1} \leq \int_{\Omega_t} [||\nabla u_t||^p - ||\nabla u||^p] \, dx
\]

which is simplified into

\[
c_p \beta \epsilon (\delta_0^+)^p P^e(\Omega_{t/2}) \leq \frac{2p}{p} (\delta_t^+ - \delta_0^-) + \epsilon (\delta_0^-)^p |\Omega_t|.
\]

Taking into account the expression of \( h(t) = t^\alpha \), this gives

\[
c_p \beta \epsilon \frac{1}{\delta_t^+ - \delta_0^-} \leq \epsilon^{-1} + \epsilon^{-\frac{1}{p}}.
\]

Letting \( t \to 0^+ \), and since \( \epsilon \) is arbitrary, we conclude that \( \alpha < p \).

**Remark 9.** For the Laplace operator, in [11. Examples 3.4 and 4.13] the authors discuss the cusps corresponding to \( h(t) = t^\alpha \). Their analysis is based on estimates of Green function and relies on a uniform boundary Harnack inequality. Although general functions \( h \) are not considered [11], it seems that for functions \( h \in C^0([0, 1], \mathbb{R}_+) \) with \( h(0) = 0 \), \( h(t/2) > c h(t) \) for any \( t > 0 \) and some \( c > 0 \), the decomposition of the cusp \( \Omega \) given by into blocks \( D_n = \{ x \in \Omega : t_{n+1} \leq x \leq t_n \} \) where the sequence \( t_n \) is chosen such that each \( D_n \) is close to a square, links their criteria to the summability of \( \int_{h(t)^{\frac{N-2}{2}}} h(t)^{\frac{N-2}{2}} dx \). This is not equivalent to our criteria of summability of \( \int_{h(t)^{\frac{N-2}{2}}} h(t)^{\frac{N-2}{2}} dx \), as may be seen from the example \( h(t) = t^2 \log(1/t)^\alpha \) for \( \alpha \in (1, 2) \). Presumably, the reason our criteria is weaker lies in our method that gives sharp inequalities as long as the sets \( \{ u < t \} \) are not too far from a minimizer of the relative perimeter, which is not what happens in this kind of cusps.

We conclude the section with the proof of the technical Lemma 6.

**Proof of Lemma 6.** We rely on the classification of constant mean curvature revolution surfaces in \( \mathbb{R}^N \), meaning connected surfaces of \( \mathbb{R}^N \) with constant mean curvature which are invariant for any isometry that fixes \( e_1 \). These surfaces are given by the revolution of a curve \((x(t), y(t))\) in \( \mathbb{R}^2 \) which, after parametrization by unit length, is defined by the equation

\[
\begin{aligned}
x' &= \cos(\sigma), \\
y' &= \sin(\sigma), \\
\sigma' &= -NH + (N-1)y^{-1} \cos(\sigma).
\end{aligned}
\]

Above, \( \sigma \) is the angle of the tangent vector and \( H \) is the mean curvature. Moreover the quantity \( T := y^{N-1} \cos(\sigma) - Hy^N \) is constant and the signs of \((H, T)\) fully classify the type of surface (see [12. Proposition 2.4]).

The main idea of the proof is the following: we consider a minimizing sequence \((A_k)\), and we change it into another sequence \((\tilde{A}_k)\) that is quasi-minimizing (it verifies the same constraint and \( P^e(\tilde{A}_k)/P^e(A_k) \) is bounded) and that decomposes into the union of a set of the form \( \Omega_t \) and a set that is far from the axis of revolution, on which the analysis is simpler.

Below we will write \( a \lesssim b \) when \( a \leq C b \) for a positive constant \( C \) that may depend on \( N \) and \( h \) but not on the other quantities.

Given \( t > 0 \), let us set

\[
m_t := 2 P^e(\Omega_t)^{\frac{1}{p}} |\Omega_t|^\frac{1}{p^*}.
\]

Consider \((A_k)_k\) a minimizing sequence for \( I_{sym}(m_t) \). We lose no generality in replacing each \( A_k \) with the minimizer of

\[
\inf \left\{ P^e(A), \ A \in \mathcal{A} \ \text{s.t.} \ A \Delta A_k \subset \{ x \in \Omega : \text{dist}(x, \partial \Omega) \geq \frac{1}{k}, x_1 \leq k \}, \ |A| \geq |A_k| \right\}.
\]
This problem is well posed and has a solution, by classical compactness arguments. Due to the classification of constant mean curvature revolution surfaces, we know that in the set \( \{ x \in \Omega : \text{dist}(x, \partial \Omega) > \frac{1}{2}, x_1 < k \} \), \( A_k \) is smooth and \( \partial A_k \) is a union of nonnegative constant mean curvature surfaces (when the normal vector is oriented outward). We denote \( \partial^e A_k := \partial^* A_k \cap \partial \Omega \) and \( \partial^i A_k = \partial^* A_k \cap \Omega \). The perimeter of \( (A_k)_k \) is locally bounded so there is a subsequence of \( (A_k)_k \) (that we denote with the same index) and a set \( A \in A \) such that \( A_k \to A \) in \( L^1_{\text{loc}}(\Omega) \), with also a local Hausdorff convergence in \( \Omega \) due to the interior minimality of the sets \( (A_k)_k \).

• Note that \( |A_k| \) and \( P^e(A_k) \) are bounded from above and below. To prove that they are bounded from above we consider the projection \( \Phi : (x_1, x') \in \Omega \mapsto (h^{-1}(|x'|), x') \). It may be checked that

\[
\sup_{|x'| \geq h(1)} \|D\Phi\| < \infty \text{ and } \mathcal{H}^{N-1}\left(\partial^e A_k \setminus \Phi(\partial^i A_k)\right) = 0
\]

so

\[
P^e(A_k) \leq P^e(\Omega_1) + \mathcal{H}^{N-1}(\partial^e A_k \cap \{|x_1| \geq 1\}) \lesssim P^e(\Omega_1) + Isym(m_t).
\]

Similarly,

\[
|A_k|^{1-\frac{N}{N-1}} \lesssim \text{Per}(A_k) \lesssim P^e(\Omega_1) + Isym(m_t),
\]

by the classical isoperimetric inequality. In particular we know that \( |A| < \infty \).

• We have \( Isym(m_t) > 0 \). Suppose indeed that \( Isym(m_t) = 0 \). Then for any \( \tau > 0 \) we get with the same reasoning on \( \Omega \cap \{x_1 \geq \tau\} \) that

\[
P^e(A_k \cap \{x_1 > \tau\}) \leq \left( \sup_{|x'| \geq h(\tau)} \|D\Phi\| \right) P^i(A_k) \xrightarrow{k \to \infty} 0
\]

for every \( \tau \), so that \( P^e(A_k) \to 0 \), which contradicts the previous point.

• \( \partial A \) is a revolution surface of constant mean curvature, such that its section

\[
A \cap \{(x_1, x_2, 0, \ldots, 0), x_1, x_2 > 0\}
\]

is a union of convex sets that meet \( \partial \Omega \) with an angle less than \( \frac{\pi}{2} \) as in Figures 1 and 2. Indeed, by regularity argument on minimal surfaces we know \( \partial A \) is a union of rotationally symmetric surfaces with (nonnegative) constant mean curvature, which are moreover bounded (because \( |A| < \infty \)). In view of the classification of such surfaces, the components of \( A \) may only be the intersection of \( \Omega \) with

1) a half-space \( \{x_1 \leq \lambda\} \) or a ball centered on \( \{x' = 0\} \) (observe that the boundary angle condition and the interior regularity implies that the ball meets \( \partial \Omega \)).

2) the exterior of a catenoid or the interior of the loop of a nodoid (see the figure below).
Let $p_k, q_k$ be the orthogonal projections of $c_k(0)$, $c_k(\delta)$ on the graph of $h$ (and similarly $p, q$ the projection of $c(0), c(\delta)$; notice $p = c(0)$) and let $T_k$ be the trapezoid formed by the graph of $h$ between $p_k$ and $q_k$, $[q_k, c_k(\delta)], c_k([0, \delta]), [c_k(0), p_k]$. Let $T_k^{rev} \subset \mathbb{R}^N$ be the revolution of $T_k$ around the axis. We claim that the sequence $(A_k \cup T_k^{rev})_k$ still verifies the constraint (this is direct because the measure and exterior perimeter can only increase) while

$$\lim_{k \to \infty} \inf P^i(A_k \cup T_k^{rev}) < \lim_{k \to \infty} \inf P^i(A_k)$$

which is a contradiction because $(A_k)$ is already a minimizing sequence. This last estimate is obtained from

$$P^i(A_k \cup T_k^{rev}) - P^i(A_k) \leq \mathcal{H}^{N-1}([p_k, c_k(0)]^{rev}) + \mathcal{H}^{N-1}([q_k, c_k(\delta)]^{rev}) - \mathcal{H}^{N-1}(c_k([0, \delta])^{rev})$$

$$\xrightarrow{k \to \infty} \mathcal{H}^{N-1}(q, c(\delta)]^{rev}) - \mathcal{H}^{N-1}(c([0, \delta])^{rev})$$

$$< 0 \text{ when } \delta \text{ is small enough.}$$

Let

$$\Omega' = \{(x_1, x') \in \Omega : |x'| \leq \frac{1}{2} h(x_1)\}, \quad \Omega'' = \{(x_1, x') \in \Omega : |x'| \leq \frac{1}{4} h(x_1)\}.$$

We will now make a few modifications on the sequence $(A_k)_k$, to obtain a new sequence $\tilde{A}_k$ verifying the same constraints such that

$$\tilde{A}_k = \Omega_{t_k} \cup D_k,$$

where $t_k > 0$, $D_k \subset \Omega \setminus \Omega''$, and $P^i(\tilde{A}_k) \lesssim P^i(A_k)$.

**Figure 2.** The shaded region is added to $A_k$. In particular each component of the section is convex. Finally, let us check the angle condition; let $\tilde{A}$ be one of the connected components of $A$, and parametrize $\partial^i \tilde{A} \cap (\mathbb{R}^2_+ \times \{0\}^{N-2})$ by a smooth curve $c : [0, T] \to \mathbb{R}^2_+$ that rotates clockwise where $c(0), c(T) \in \partial \Omega$. There exists a sequence of curves $c_k : [0, T] \to \mathbb{R}^2_+$ that converges in $\mathcal{C}^1$ to $c_k$ such that $c_k((0, T)) \subset \partial^i A_k$. Suppose the angle condition is not verified at $c(0) = (x_1, x_2)$ ($c(T)$ is handled similarly), meaning $c'(0) \cdot (1, h'(x_2)) > 0$. Then there is a small $\delta \in (0, 1)$ such that $c'(t) \cdot (1, h'(x_2)) > 2\delta$ for $t \in (0, \delta)$, which implies that for any large enough $k$,

$$c_k'(t) \cdot (1, h'(x_2)) > \delta, \ \forall t \in [0, \delta].$$

Let $\tilde{i} (\tilde{i} = i \cup k)$, $\tilde{A} \subset A$ be the revolution of $\tilde{i}$ by the graph of $\tilde{h}$ between $\tilde{k}$ and $\tilde{h}(\tilde{x}_2)$. We claim that the sequence $(\tilde{A}_k \cup T_k^{rev})_k$ still verifies the constraint (this is direct because the measure and exterior perimeter can only increase) while

$$\lim_{k \to \infty} \inf P^\tilde{i}(\tilde{A}_k \cup T_k^{rev}) < \lim_{k \to \infty} \inf P^\tilde{i}(\tilde{A}_k)$$

which is a contradiction because $(\tilde{A}_k)$ is already a minimizing sequence. This last estimate is obtained from

$$P^\tilde{i}(\tilde{A}_k \cup T_k^{rev}) - P^\tilde{i}(\tilde{A}_k) \leq \mathcal{H}^{N-1}([\tilde{p}_k, c_k(0)]^{rev}) + \mathcal{H}^{N-1}([\tilde{q}_k, c_k(\delta)]^{rev}) - \mathcal{H}^{N-1}((\tilde{c}_k([0, \delta]))^{rev})$$

$$\xrightarrow{k \to \infty} \mathcal{H}^{N-1}([\tilde{q}, c(\delta)]^{rev}) - \mathcal{H}^{N-1}((\tilde{c}([0, \delta]))^{rev})$$

$$< 0 \text{ when } \delta \text{ is small enough.}$$

Let

$$\Omega' = \{(x_1, x') \in \Omega : |x'| \leq \frac{1}{2} h(x_1)\}, \quad \Omega'' = \{(x_1, x') \in \Omega : |x'| \leq \frac{1}{4} h(x_1)\}.$$
• First modification: let $\delta_t > 0$ be such that $P^i(\Omega_{\delta_t}) = I_{\text{sym}}(m_t)$ (note that we do not know a priori how to compare $\delta_t$ and $t$). change $A_k$ into $A'_k := A_k \cup \Omega_{\delta_t}$. Notice that $A'_k$ still verifies the constraint and by choice of $\delta_t$,

$$P^i(A'_k) \leq 2I_{\text{sym}}(m_t) + o_{k \to \infty}(1).$$

• Second modification: suppose there exists a point $(\tau, 0) \in \partial A$ for some $\tau > \delta_t$, with $\tau$ chosen maximal. This means that for any large enough $k$, $\partial A_k$ contains

$$S_k \cap \left\{ x \in \Omega : x_1 \leq k \text{ and } \text{dist}(x, \partial \Omega) \geq \frac{1}{k} \right\},$$

where $S_k$ is either a hyperplane or a sphere going through $(\tau_k, 0)$, where $\tau_k \to \tau$ (the hyperplane is orthogonal to the $x_1$ axes, while the center of the sphere is on the $x_1$-axes, and has an abscissa less that $\tau_k$). In this case we let $A''_k := A'_k \cup \Omega_{\tau_k}$. Again, we may assume $\tau_k$ to be chosen maximal.

Consider the projection

$$(x_1, x') \in S_k \mapsto \left( \tau_k \frac{h(\tau_k)}{h(x_1)} x' \right) \in \{ x_1 = \tau_k \}.$$ 

Its differential is locally bounded on $S_k$ because for any such $(x_1, x') \in S_k$ one has $h(x_1) \geq \frac{1}{1 + ||h'||_\infty} h(\tau_k)$. Indeed the minimal value on $x_1$ here is given by the intersection of $S_k$ with $\partial \Omega$; the boundary angle condition gives that $(\tau_k - x_1, -h(x_1)) \cdot (1, h'(x_1)) \leq 0$, so $h(\tau_k) \leq h(x_1 + h(x_1)h'(x_1)) \leq (1 + ||h'||_\infty) h(x_1)$. As a consequence,

$$P^i(A''_k) \lesssim I_{\text{sym}}(m_t) + o_{k \to \infty}(1).$$

• Third modification: suppose $A \cap \{ x_1 > \tau \} \cap \Omega''$ is not empty, where $\tau$ is the same as in the previous point. Then $\partial A$ contains a part of catenoid or nodoid $C$ that passes through $\partial \Omega'$. We now make a disjunction of two cases.

Case 1. The rightmost point of $C$ is in $\Omega \setminus \Omega''$. Then, for a large enough $k$ we know $\partial A_k$ contains a part of a catenoid or nodoid $C_k$ that approaches $C$ in $C^1$ such that its rightmost point is in $\Omega \setminus \Omega''$, and it meets $\partial \Omega''$ at some $(T_k, \frac{1}{4}h(T_k))$. Then we let

$$\tilde{A}_k = A''_k \cup \Omega_{T_k}.$$ 

Again $\tilde{A}_k$ verifies the constraint and with the same horizontal projection argument as in the previous point

$$\mathcal{H}^{N-1}(\partial^i \Omega_{T_k}) \lesssim \mathcal{H}^{N-1}(\partial^i \Omega_{T_k} \cap (\Omega \setminus \Omega'')) \lesssim P^i(A_k)$$

so $P^i(\tilde{A}_k) \lesssim P^i(A_k)$, where the second inequality is obtained by projection of $C_k$ on the annulus $\{ (T_k, x') : \frac{1}{4}h(T_k) \leq |x'| \leq h(T_k) \}$ through the application $\psi : (x_1, x') \in C_k \mapsto \left( T_k, \frac{h(T_k)}{h(x_1)} x' \right) \in \{ x : x_1 = T_k \}$.

Case 2. Or the rightmost point of $C$ is reached in $\Omega''$, so the rightmost point of $C_k$ is reached in $\Omega'$. We then denote $T_k$ its abscissa and we let

$$\tilde{A}_k = A''_k \cup \Omega_{T_k}$$

as previously. With the same projection, $P^i(\tilde{A}_k) \lesssim P^i(A_k)$.

After having performed the previous modifications, we went from $A_k$ to $\tilde{A}_k$ such that

$$\tilde{A}_k = \Omega_{t_k} \cup D_k,$$

where $t_k \geq \delta_t$,

$$D_k \subset \Omega \setminus \Omega'',$$

and

$$P^i(\tilde{A}_k) \lesssim I_{\text{sym}}(m_t) + o_{k \to \infty}(1).$$
Notice that the “classical” relative isoperimetric inequality applies to \( D_k \). If we consider indeed the projection \( \pi : \Omega \setminus \Omega'' \to \partial \Omega \) such that

\[
\pi(x_1, x') := \left( x_1, \frac{x'}{|x'|} \right)
\]
then its differential is bounded on \( \Omega \setminus \Omega'' \). Moreover \( \partial^s D_k \subset \pi(\partial^i D_k) \) up to a \( \mathcal{H}^{N-1} \)-negligible set, from which we get

\[
P^i(D_k) + |D_k|^{1 - \frac{N}{N-1}} \lesssim P^i(D_k).
\]
As well, for \( k \) large enough

\[
P^i(\Omega_{t_k}) \lesssim P^i(\tilde{A}_k) \quad \text{and} \quad P^i(\tilde{A}_k) \lesssim I_{\text{sym}}(m_t).
\]
If \( t_k \geq t \) then inequality (19) follows. Assume that \( t_k < t \). Then

\[
2P^i(\Omega_{t_k})^\frac{1}{2}|\Omega_{t_k}|^\frac{1}{2} = m_t \lesssim P^i(\tilde{A}_k)^\frac{1}{2}|\tilde{A}_k|^\frac{1}{2}
\]

\[
= (P^i(\Omega_{t_k}) + P^i(D_k))^\frac{1}{2}(|\Omega_{t_k}| + |D_k|)^\frac{1}{2}
\]

\[
\lesssim (P^i(\Omega_t) + cP^i(D_k))^\frac{1}{2} \left(|\Omega_t| + cP^i(D_k)^{\frac{N}{N-1}}\right)^\frac{1}{2}
\]

for some constant \( c > 0 \). We thus infer

\[
P^i(D_k) \gtrsim |\Omega_t|^{1 - \frac{1}{N}} \land P^i(\Omega_t).
\]

Since in view of (19)

\[
P^i(D_k) \leq P^i(\Omega_{t_k}) + P^i(\tilde{A}_k) \lesssim P^i(\tilde{A}_k) \lesssim I_{\text{sym}}(m_t) =: \sigma_t P^i(\Omega_t)
\]
for some \( \sigma_t > 0 \), we deduce

\[
\sigma_t \gtrsim \frac{|\Omega_t|^{1 - \frac{1}{N}} \land P^i(\Omega_t)}{P^i(\Omega_t)}.
\]

The conclusion follows if we estimate \( \sigma_t \) from below. Since \( P^i(\Omega_t) = a_{t \to 0} (P^i(\Omega_t)) \) it is enough to bound from below \( \frac{|\Omega_t|^{1 - \frac{1}{N}}}{P^i(\Omega_t)} \). Using the convexity of \( h^{N-1} \) we deduce

\[
|\Omega_t| = \int_0^t h^{N-1}(x_1) dx_1 \geq \frac{1}{2} \frac{h(t)^{2N-2}}{d^3(h^{N-1})} = \frac{h(t)^N}{(2N - 2)d(t)},
\]
so we get \( \sigma_t \gtrsim 1 \land \frac{1}{h(t)^{1 - \frac{1}{N}}} \), which ends the proof. \(\square\)

5. Further remarks

**More general operators.** The results of the paper extend naturally to more general elliptic problems with Robin boundary conditions, which are not of energy type. So let \( \Omega \subseteq \mathbb{R}^N \) be a bounded, connected, open set, with rectifiable boundary, such that \( \mathcal{H}^{N-1}(\partial \Omega) \leq +\infty \).

Let

\[
\mathcal{A} : \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}^N
\]

\[
\mathcal{B} : \partial \Omega \times \mathbb{R} \to \mathbb{R}
\]

\[
\psi : \partial \Omega \to \mathbb{R}
\]

be three continuous functions such that for some \( 0 < \alpha_1 \leq \alpha_2 \), and every \( x \in \Omega, y \in \partial \Omega, z \in \mathbb{R}^N, v \in \mathbb{R} \),

\[
\alpha_1|z|^p \leq z\mathcal{A}(x, z), |\mathcal{A}(x, z)| \leq \alpha_2|z|^{p-1},
\]

\[
|\mathcal{B}(y, v)| \leq \psi(y)|v|^{p-1}.
\]

Assume moreover that for every \( x \in \Omega, y \in \partial \Omega, z_1, z_2 \in \mathbb{R}^N, v_1, v_2 \in \mathbb{R} \)

\[
(z_1 - z_2)(\mathcal{A}(x, z_1) - \mathcal{A}(x, z_2)) \geq 0,
\]

\[
(v_1 - v_2)(\mathcal{B}(y, v_1) - \mathcal{B}(y, v_2)) \geq 0.
\]
We consider the (formal) problem

\[
\begin{aligned}
-\text{div}(A(x, \nabla u)) &= f & \text{in } \Omega \\
A(x, \nabla u) \cdot n + B(x, u) &= 0 & \text{on } \partial \Omega.
\end{aligned}
\]  

(20)

We do not develop around the question of existence of a (weak) solution in this framework and refer to the paper by R. Nittka [11] for an introduction to general Robin problems in Lipschitz sets, to [9] for the analysis of $A$-superharmonic functions and to [5] for details on the framework of domains with rectifiable boundary.

Let $f \in L^p(\Omega)$, $f \geq 0$, $f \neq 0$. Assume that a weak solution exists in our nonsmooth context, namely that there exists $u \in W^{1,p}(\Omega)$ such that $\forall v \in W^{1,p}(\Omega)$

\[
\int_{\Omega} A(x, \nabla u) \nabla v \, dx + \int_{\partial \Omega} [B(x, u^+) v^+ + B(x, u^-) v^-] dH^{N-1} = \int_{\Omega} f v \, dx.
\]

The fact that $u \geq 0$ is a consequence of the properties of $A$, $B$ and can be noticed by testing the equation with $u \wedge 0$. Taking $u \vee t$ as test function for $t > 0$, and using again the properties of $A$, $B$ and $\psi$ one gets directly an inequality similar to (6)

\[
\int_{\omega_t} \lvert \nabla u \rvert^p \, dx \leq \frac{\lvert \psi \rvert_\infty}{\alpha_1} t^p P^e(\omega_t),
\]

which is the key ingredient of our results. The proofs of Theorems 1 and 4 can be continued from this point on.

More general open sets. It could be possible to deal with more general open sets, removing the rectifiability hypothesis, but some important drawbacks occur. However, this removes the Robin problem from Sobolev spaces, the natural context being the one of the SBV functions, the very first question being its well posedness. The traces can occur only on the rectifiable part of the boundary; on the purely non-rectifiable part, the functions that we consider do not have jumps! In other words, they do not behave as boundary points, even though they belong to the topological boundary.
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