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Abstract

Large-scale conversational assistants such as Cortana, Alexa, Google Assistant and Siri process requests through a series of modules for wake word detection, speech recognition, language understanding and response generation. An error in one of these modules can cascade through the system. Given the large traffic volumes in these assistants, it is infeasible to manually analyze the data, identify requests with processing errors and isolate the source of error. We present a machine learning system to address this challenge. First, we embed the incoming request and context, such as system response and subsequent turns, using pre-trained transformer models. Then, we combine these embeddings with encodings of additional metadata features (such as confidence scores from different modules in the online system) using a "mixing-encoder" to output the failure point predictions. Our system obtains 92.2% of human performance on this task while scaling to analyze the entire traffic in 8 different languages of a large-scale conversational assistant. We present detailed ablation studies analyzing the impact of different modeling choices.

1 Introduction

Conversational assistants have become increasingly prevalent in every-day life. With them, users can control appliances at home, get current weather information, or get help with recipes in the kitchen through simple voice commands. A typical dialog system processes user requests in multiple stages (see Figure 1). First, a voice trigger (or wake word) (Sigtia et al., 2018) model determines whether the user is speaking to the assistant. Following the trigger component, an Automatic Speech Recognition (ASR) (He et al., 2019) module converts user audio stream into a set of discrete text tokens. This text is sent to the Natural Language Understanding (NLU) component, which analyzes what the user request means. The domain classifier (DC) categorizes the user’s request into a set of pre-defined topics, the intent classifier (IC) assigns an intent which represents what the user is trying to accomplish, and the entity recognition and resolution component (ERR) recognizes and resolves known entities in the users request. The system generates the best possible response (Result stage) using several subsystems that are specific to each dialog assistant (e.g., dialog management, re-ranking, etc). Finally the response is rendered into a human-like speech using a Text-to-Speech (TTS) system.

When such a system makes an error, the complexity of the processing pipeline makes it extremely challenging to isolate the source of a defect. An error in an upstream component (e.g. ASR) can propagate through the system to the final response to the user. In such cases it is likely that multiple components starting from the first source of the error (referred to as "root" or "failure point" hereby) produce erroneous outputs. However, it is critical to identify this error to improve the overall system. Given the large traffic volumes, manual analysis to identify root causes for processing errors is infeasible.

In this work, we develop a machine learning model that predicts which component of a convers-
sational assistant caused the system to fail when processing user requests, a Failure Point Isolation (FPI) model. Our system helps to monitor the performance of the system holistically and improve the components of the dialog assistant that result in defective user interactions. The FPI model takes multiple inputs including the request text, system response, and subsequent turns which together help in capturing implicit feedback from the customer. We leverage recent progress in pre-trained Transformer-based language models to encode this information. We then combine these with encodings of metadata features such as confidence scores from different components in the online system using additional Transformer-based “mixing” layers to output the source of error or mark a request as correctly processed. Our model is trained on a small number of examples annotated with the source of error and then applied on all traffic for failure point isolation.

We present extensive experimental results to characterize the performance of our model and the impact of different modeling choices. Using only encoding of the request text, we achieve an F\textsubscript{1} score of 24.2\% for FPI on our test sets. This improves to 40.3\% by leveraging the full dialog context and system response. We see a further improvement to 51.4\% by including additional metadata features. We also present ablation studies to characterize the impact of different text encoders and architecture choices for the mixing layer that further improve F\textsubscript{1} score to 53.3\%. We show that this corresponds to 92.2\% of human performance on the FPI task using a “golden” test set created by combining annotations from multiple highly-trained annotators.

2 Related Work

Several works have attempted evaluating dialog systems using deterministic or machine learning-based methods. The majority can be classified into the following groups: word-overlap metrics, user sentiment based approach, or component-specific error attribution.

Word-overlap metrics models like BLUE (Papineni et al., 2002) and ROUGE (Lin, 2004) are not well-suited for evaluating real-world conversational assistants. Liu et al. (2016) has demonstrated that the word-overlap metrics do not correlate with human judgement. As conversational assistants can also perform real-world functions (e.g., turning on lights), evaluation of such systems based on the experimental response alone does not fully capture the set of actions taken by the system. Finally, the deterministic metrics are not fine-grained enough to identify which component of the system was responsible for the defective interaction. Hence, word-overlap metrics have a limited ability to provide prescriptive feedback to developers.

Schmitt et al. (2012) proposed evaluating dialog systems based on the user perception and Interaction Quality (IQ). Here each dialog is assigned a numerical score as evaluated by an annotator. Schmitt and Ultes (2015); Bodigutla et al. (2020); Gupta et al. (2021) developed models that used features derived from the logs of the dialog system to build predictive IQ models. Gupta et al. (2021) demonstrated that transformer-based architectures without log-derived features can outperform previously-developed models. Lowe et al. (2017) proposed a similar to IQ metric. ADEM, and trained a predictive mode. Sinha et al. (2020) developed a transformer-based model, MAUDE. This model is trained using contrastive learning and produces scores that correlates with human judgment. The sentiment or quality-based metrics allow for monitoring real-life dialog systems, however they do not provide actionable insight into the performance of the system components.

Chada et al. (2021) and Sethi et al. (2021) have built systems that attribute errors in the NLU component of a conversational assistant. Chada et al. (2021) focused on building transformer-based models that detect NLU intent and domain classifications errors. Sethi et al. (2021) detect NLU domain and intent errors in the dialog system using confidence scores produced by the NLU models. When attributing NLU errors, they focus on root-causing issues in the training data (e.g., low-resource intent, mislabeling, etc). Though this feedback is actionable, neither of these works attempt to root-cause errors in other components of dialog systems.

These aforementioned approaches have limitations when it comes to failure point isolation in large-scale conversational assistants. Instead of focusing on a small portion of a dialog system, we create an automated error attribution system that can provide insights into the root causes of defective interactions at scale for all of the components of a conversational assistant. Unlike approaches that estimate user satisfaction and dialog quality from the user’s perspective, our focus is on understanding whether the system delivered the response
that it was designed to deliver and if not, why. In case when the system was designed to perform the action but failed to do so, our model provides clear feedback that can help to improve system performance in the future.

3 Methodology

In this section, we first describe our training and test datasets, and discuss the challenges in constructing them (§ 3.1). Next, we describe the creation of our "golden" test dataset (§ 3.2). Then, we describe the features that we use in our model (§ 3.3). Finally, we present details of the network architecture and model training used to output FPI based on these input features (§ 3.4).

3.1 Training Dataset

To train the FPI model, we created a dataset containing real-world data by extracting a mix of random and targeted samples from a commercial large-scale conversational assistant. Our dataset contains approximately 11.5MM de-identified user requests in 8 different languages. The training dataset was split into train, validation, and dev using a 75/5/20 scheme such that user sessions do not overlap in any split. All requests were manually annotated using internal tools as correct or incorrect. Incorrect requests were further labeled with one of five error types, corresponding to one of the stages of a conversational assistants processing pipeline (see Figure 1). These include:

1. **False Wake (FW)** errors that capture incorrect trigger system predictions
2. **ASR** errors that capture the incorrect transcription of the user speech
3. **NLU** errors that contain domain classification (DC) and intent classification errors (IC)
4. **ERR** errors that capture entity recognition and resolution errors
5. **Result** errors made by the response generation component when the system took an incorrect action even though all previous steps succeeded

When there are several potential errors in a dialog, we only mark one of them as the root cause of the system failure: the first failing stage in the processing pipeline, ordered from Wake Word to Result stages. Figure 2 shows some example turns of what different errors can look like in the processing pipeline. In the first turn, the ASR error would be marked as a fatal error and the root cause of the defective system response. In the second turn, the ASR error would be marked as non-fatal as subsequent components are able to recover from the error and produce a correct system response. In the last turn the system performed as designed, however it could not fulfill user request.

3.2 "Golden" Test Dataset

Given the vast data volumes, failure point isolation in a complex dialog system is a challenging task even for humans. For example, ERR error analysis requires inspecting entity data (such as music catalogs). Further, the definition of the failure point can be ambiguous without subsequently rerunning and correcting each component of a dialog system. As a result, the error attribution labels can have poor quality and consistency across different annotators.

To create a suitable test set for evaluating the accuracy of our model, we leveraged a more sophisticated "golden" annotation workflow. This more labor- and time-intensive workflow does not rely on a single annotator but on a combination of multiple annotators, and an ensemble of machine learning models to make the labeling decision. First, each request gets labeled by the annotators and the ensemble model in parallel. Whenever there is a disagreement on the labels, the request is evaluated by a highly trained annotator who makes the final decision. We annotated approximately 58k sessions through this workflow to create a "golden" test set with higher annotation quality than our training set. The "golden" dataset is not used for training out model, however it is used to report $F_1$ score of the models we train in this work and compare model performance to humans.

3.3 Feature Engineering

We train our FPI model on a multi-turn dataset, which includes user request, system response (TTS), and the interaction metadata. The interaction metadata is parsed from the logs of the online production system and includes the outputs of the machine learning models executed at each stage of the data processing pipeline and identifiers of the systems that made the final prediction, in the case of multiple models competing for response generation.

We limit user dialog to previous, current, and next user interactions. Using the context of the user interaction, we are aiming to capture implicit customer feedback that a production system might
be lacking. Our feature set includes multiple categorical features (e.g., NLU intent predictions), numerical features (e.g., confidence scores logged by run-time models, or time difference between user turns), and text data, in the form of user request text and system response (TTS) collected from a user session.

Due to a large number of features available in the logs and the complexity of our end-to-end system, we group the categorical and numerical features into 5 major groups for ablation studies: Wake Word (WW) features, ASR features, NLU features, Result features. WW, ASR, and NLU features include the confidence scores produced by the component models. Result features include the details of which sub-system produced response and whether requested action could be fulfilled by the system. We tokenize the text data using the sentencepiece tokenizer before inputting them to Transformer-based encoders that we describe in the next section.

### 3.4 Model Architecture and Training

Executing our model on already processed user sessions gives us two advantages. First, we gather a holistic view into the execution of all asynchronous components by constructing model features from the system logs. Second, there are no latency limitations, which means we can leverage large transformer-based models (Vaswani et al., 2017).

The four main components of our model are: categorical feature embedding networks, a numerical embedding network, a transformer-based language model, and mixing layers built on top of the embedding networks to produce the final predictions. We process all of the numerical features jointly using a single embedding network (see Figure 3). Each of the categorical features are embedded separately. The numerical and categorical features are concatenated with the language model embeddings and are passed to “mixing” layers. Textual features, request text and system response, are processed jointly by multi-lingual transformer-based models (Wolf et al., 2020; Paszke et al., 2019). In order to constrain model latency we use mT5 (Xue et al., 2021) and XLM-R (Conneau et al., 2020) models in their smallest configuration with 170M and 270M parameters. The mixing layer consists of the encoder layers and a final feedforward block that produces model predictions.

The FPI model is trained using a multi-stage procedure. First, we fine-tune the language models alone on FPI labels without metadata features (Stage 1). This step is necessary for domain-specific adaptation of the models pre-trained on generic datasets. Second, we fine-tune the metadata encoder jointly with textual features on the FPI labels using our training dataset, but do not update the language model during this stage (Stage 2 warm-up). Finally, we fine-tune the whole model on the FPI dataset (Stage 2 fine-tuning). The details of our training setup and computational budget are reported in Appendix A.

---

**Figure 2:** Construction of FPI model features using previous, current and next turn to get features from the whole dialog.

**Figure 3:** The architecture of the Failure Point Isolation (FPI) model with multi-modal feature embedding networks. $M$ and $N$ are counts of categorical and numerical features respectively.
4 Results

In this section, we report the results of the experiments with the FPI model. First, we investigate the importance of system response and extended context size (§ 4.1). Second, we illustrate importance of the features derived from logs (§ 4.2). We demonstrate the effect of language model size in (§ 4.3). We perform experiments with fine-tuning language models on the task-specific dataset (§ 4.4) and compare performance of the best performing model to a standard annotator (§ 4.5). The models reported in subsections § 4.1-4.3 were trained using only stage 2 of the training procedure (§ 3.4) with mean-pooling layers unless specified otherwise. F1 scores are reported from a single training run on the "golden" dataset described in § 3.2.

### 4.1 Importance of using system response and extended context

| context | TTS | F1 scores |
|---------|-----|-----------|
| current | ✓   | 7.8 21.6 1.1 3.1 7.2 87.8 21.4 |
| current | ✓   | 5.8 31.2 10.9 18.9 41.3 90.5 33.1 |
| extended | ✓   | 16.1 40.3 15.5 29.4 48.4 92.1 40.3 |

Table 1: F1 scores of models trained with different context (current turn vs extended context) with request text and TTS, as indicated by TTS column. "current" indicates that the model was trained with the current turn, "extended" indicates that the model was trained with previous, current, and next turns.

Table 1 summarizes F1 results of the experiments that quantify the effect of adding TTS and dialog context on model performance. Thus, adding TTS to the user request improves macro average F1 score from 21.4% to 33.1%. Further on, we find that extending dialog context to previous and next turn improves F1 score by another 7.2% absolute to 40.3%. As indicated by consistent gains in Result, ASR, and NLU classes, this set of experiments confirms our hypothesis: extended context captures implicit feedback (e.g., rephrasing) from the customer.

### 4.2 Importance of features derived from the logs of system components

Based on our experiments (Table 2), adding features derived from the logs of the dialog assistant’s online components improves ability to detect errors in those components. For example, NLU, ASR, and WW F1 scores gain 4.3%, 10.1%, and 17.2% absolute when respective feature sets are added to the FPI model. Additionally, adding NLU features leads to improving ASR and ERR scores, and adding ASR features yields improvements in the WW class.

The model trained with the full feature set (bottom row of the Table 2) demonstrates the best performance in this experiment set with a macro-average F1 score of 51.4%. It benefits from the implicit feedback provided by the dialog text and features derived from logs of all of the system components.

### 4.3 Performance with a larger language models

| component | F1 scores |
|-----------|-----------|
| -         | 16.1 40.3 15.5 29.4 48.4 92.1 40.3 |
| Result    | 16.7 42.5 22.9 28.9 48.7 91.7 41.9 |
| NLU       | 14.4 45.2 22.7 33.7 50.1 92.9 43.2 |
| ASR       | 17.8 49.4 23.8 30.8 46.4 93.1 43.5 |
| WW        | 33.3 40.6 18.8 30.3 49.9 92.5 44.2 |
| all       | 39.7 53.8 27.5 39.9 53.4 94.0 51.4 |

Table 2: F1 scores of the models trained with full dialog (including TTS) on different sets of features (see § 3.3).

Table 3 presents F1 scores of the FPI network trained with the XLM-R language model (§ 3.4). Based on the results of our experiments, using bigger models improves F1 scores of the model trained using dialog as the only features (first row in Table 3) from 40.3% macro-average for a model trained using mT5 to 45.7% for a model trained with the XLM-R model. The advantage of using a larger language models disappears when we leverage a full feature set. Thus, the XLM-R-based FPI model demonstrates 49.8% macro-average F1 score, which is comparable to the mT5-based model trained with the same feature set (§ 4.2).
4.4 Effect of fine-tuning language models on task-specific data

| Pooling layer | FW | ASR | ERR | NLU | Result | Correct | Avg |
|---------------|----|-----|-----|-----|--------|---------|-----|
| mean          | 38.8 | 52.6 | 27.2 | 38.5 | 52.7   | 93.8    | 50.1|
| max           | 40.9 | 55.1 | 30.4 | 42.5 | 57.8   | 94.1    | 53.5|

Table 4: F$_1$ scores of the FPI models trained with language models fine-tuned on the task-specific data.

The results of training model with stage 1 (language model fine-tuning) and stage 2 are reported in the Table 4. In addition to using fine-tuned language models, we have also varied the pooling method in the "mixing layer" of our network (see additional study in Appendix B). We observe that the network trained with mean-pooling layer did not gain improvements from multi-stage process. However, the network trained with a max-pooling layer demonstrates 53.5% macro average F$_1$ score, outperforming the model trained only with the stage 2 ($\S$ 4.2).

4.5 Label Quality Analysis

|          | FW | ASR | ERR | NLU | Result | Correct | Avg |
|----------|----|-----|-----|-----|--------|---------|-----|
| F$_{\text{FPI}}$ | 40.9 | 55.1 | 30.4 | 42.5 | 57.8   | 94.1    | 53.5|
| F$_{\text{Human}}$ | 57.4 | 61.5 | 33.8 | 44.0 | 56.1   | 91.6    | 57.4|
| $F_{\text{FPI}} / F_{\text{Human}}$ | 71.2 | 89.6 | 89.9 | 96.7 | 103.1  | 102.7   | 92.2|

Table 5: F$_1$ score comparison of the best FPI model (F$_{\text{FPI}}$) and standard annotator (F$_{\text{Human}}$).

In order to quantify human performance on FPI task, we compared label produced by a single annotator (non-expert), to the final label corrected by a highly trained annotator in our "golden" dataset (see § 3.2). Our analysis shows (see Table 5) that the task of isolating failure points is easier in the following three categories: ASR (F$_1$ score of 61.52 %), False Wake (F$_1$ score of 57.4%) and Result (F$_1$ score of 56%). Detecting NLU and ERR errors is the most difficult task with 44% and 34% F$_1$ scores in those classes respectively. We use this analysis to understand reasonable limits for our model which is trained on labels from a single annotator as opposed to the "golden" workflow.

The best FPI model, using the max pooling layer and a fine-tuned language model, on average achieves 92.2% of non-expert human F$_1$ score on the FPI task (see Table 5). The weakest performance is observed in False Wake detection with 71.2% of human F$_1$. The model achieves approximately 90% of human performance in ASR and ERR classes, 96.7% in NLU, and outperform humans in detecting Result and Correct errors. We believe that the model demonstrates strong performance in Result and Correct classes, as result errors could be captured by the dialog context, when repeating or restating user request often can lead to the same or similar results for the same user.

5 Limitations

During our research we identified several limitations in the FPI system. First, our training dataset only allows a single failure point, however multiple components of a dialog assistant can fail in a real-world system. Hence, it would be useful to extend FPI task for capturing all critical and non-critical errors regardless of whether they resulted in a defective user session. Second, our system provides only a component-level failure point isolation. Future systems could build on our work to identify the sub-components of a dialog assistant responsible for the failure. Next, it would be useful to develop a framework which would allow joint system-level error attribution and assessment of interaction quality (IQ). Such an approach would not only help developers understand system errors but also cases which result in negative customer interaction. We have not experimented with bigger language models for our application, which might demonstrate stronger performance than the models used in this work.

6 Conclusion

We present an effective machine learning system to detect and isolate failure points in a real-world conversational assistant. Such assistants can have a complex hierarchy of modules making error isolation very challenging. By leveraging pre-trained transformer models to process the request text and contextual metadata features, our system obtains 92.2% of human performance. Given the large volumes of traffic in real-world conversational assistants, the manual process of obtaining human annotations for error isolation is prohibitively time consuming and expensive. While achieving human parity, our system automates this process and scales to a large volume of traffic. We conduct detailed ablation studies of our system and illustrate the key components that led to the highlighted gains.
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A Training Parameters

We use AdamW (Loshchilov and Hutter, 2019) optimizer with a fixed learning rate of $5 \times 10^{-5}$ and batch size of 1024 examples. We train the model for 30 epochs or until we reach early stopping criterion, 5 epochs sequential epochs that do not improve validation loss function. A single training run takes up to 90 hours on NVIDIA V100 GPU.

Our training setup is leveraging PyTorch (Paszke et al., 2019), HuggingFace (Wolf et al., 2020), and PyTorch Lightning (Falcon and eam, 2020). Those libraries were used according to their intended use and distributed under BSD or Apache licenses.

B Experiments with the pooling layer

| Pooling layer | F1 scores | Correct | Avg |
|---------------|-----------|---------|-----|
| token         | 26.7      | 3.2     | 19.9| 11.9| 91.2| 32.8|
| max           | 37.5      | 52.4    | 21.6| 38.5| 54.5| 93.8| 49.7|
| mean          | 39.7      | 53.8    | 27.5| 39.9| 53.4| 94.0| 51.4|

Table 6: Performance of FPI models trained with different configurations of the pooling layer. "token" value in the Pooling layer column represent first-token pooling layer, "max" represent max-pooling layer, and "mean" represents mean pooling configuration.

Our findings indicate that the structure of the pooling layer makes a significant impact on the model performance. The commonly used first-token embedding (Devlin et al., 2019) performed the worst with the macro average F1 score of 32.8%. The mean and max pooling layers demonstrated better performance with F1 score of 51.4% and 49.7% respectively. All of the subsequent experiments were conducted with max and mean pooling layers.