Abstract—In this paper, an IRS-aided integrated sensing and communications (ISAC) system operating in the terahertz (THz) band is proposed to maximize the system capacity. Transmit beamforming and phase-shift design are transformed into a universal optimization problem with ergodic constraints. Then the joint optimization of transmit beamforming and phase-shift design is achieved by gradient-based, primal-dual proximal policy optimization (PPO) in the multi-user multiple-input single-output (MISO) scenario. Specifically, the actor part generates continuous transmit beamforming and the critic part takes charge of discrete phase shift design. Based on the MISO scenario, we investigate a distributed PPO (DPPO) framework with the concept of multi-threading learning in the multi-user multiple-input multiple-output (MIMO) scenario. Simulation results demonstrate the effectiveness of the primal-dual PPO algorithm and its multi-threading version in terms of transmit beamforming and phase-shift design.
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I. INTRODUCTION

RECENTLY, the integrated sensing and communications (ISAC) has been proposed to enhance the sensing capability in the location/environment-aware scenarios. Many scenarios require ISAC to obtain high-rate transmission and high-resolution target detection, such as autonomous vehicles, indoor localization, and extended reality (XR) [1]. ISAC is considered to be a promising technique for the next generation wireless systems to support high-accuracy sensing services [2].
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Following the communication signal processing, the millimeter wave (mmWave) band is considered in the ISAC system. Previous discussions of ISAC systems have considered the use of the mmWave bands for use in automotive radars and high-resolution imaging radars [3]. Therefore, higher bandwidth and transmission rate is a technique development in the envisioned sixth generation (6G) networks.

In this context, terahertz (THz) communication is expected to enable ultra-high-speed communications in the era of 6G. The 6G networks will require higher data rates and capacity to maintain quality of service, economical operation, and flexible resource management [4]. The THz band can provide wider communication bandwidth than the current wireless communication band. THz communication can obtain Gbps wireless transmission rate, which will enable new sensing applications such as miniaturized radars for gesture detection and touchless smartphones, spectrometers for explosive detection and gas sensing. THz communication can provide higher transmission rates and wider bandwidths than communication in lower-frequency bands. However, the molecular absorption in the THz band is severe. And the THz waves with strong directivity and poor diffraction are blocked by many obstacles more easily.

To tackle these challenges, the intelligent reflecting surface (IRS) has recently emerged as a promising technique to address the issue of excessive pathloss by creating better propagation environments [5]. IRSs are composed of passive antenna elements with adjustable phase shifts. Combined with a phase-shift design in an IRS, transmit beamforming can realize better ISAC performance. On the one hand, the transmit beamforming can be utilized to synthesize multiple beams towards existing users and targets [6]. On the other hand, the IRS can boost the ISAC signal by changing the phase optimization dynamically [7]. Compared with a conventional relay, the IRS does not employ a radio frequency unit and so can save energy. Thus an IRS-aided wireless communication system can obtain higher spectrum and energy efficiencies.

By utilizing the IRS technique, the communication performance of the ISAC system can be enhanced. Meanwhile, high-data and high-resolution sensing performance can be achieved in the THz band. While IRS-aided systems open new possibilities, they also bring new design challenges, such as passive beamforming, channel realization, and deployment of the IRS. Moreover, there have been few studies of transmit beamforming and phase shift design for the IRS-aided ISAC.
system. Therefore, we focus on the joint optimization of transmit beamforming and phase-shift design in this paper.

A. Related Works

Transmit beamforming and phase-shift design in general IRS-aided system have attracted extensive attention in recent years. They have been studied in various systems, such as multi-user multiple-input single-output (MISO) \cite{8}, multiple-input multiple-output (MIMO) communication \cite{9}, and simultaneous wireless information and power transfer (SWIPT) systems \cite{10}. To reduce the power consumption, Abeywickrama et.al. proposed a practical method by jointly designing the access point transmit beamforming and IRS passive phase optimization, subject to constraints on users’ individual signal-to-interference-plus-noise ratios (SINRs) \cite{8}. Transmit beamforming was studied in an IRS-assisted SWIPT system, with the constraints of quality-of-service (QoS) constraints at all users, by applying a penalty-based optimization method \cite{10}. In \cite{11}, Shen et al. first derived a closed-form solution for the base station (BS)’s transmit beamforming to maximize the signal-to-noise ratio (SNR) of a radar signal. Furthermore, transmit beamforming has been designed to optimize various objective functions, such as power consumption \cite{12}, achievable rate \cite{13}, and energy efficiency \cite{14}. On the one hand, THz will enable new sensing applications such as miniaturized radars for gesture detection and touchless smartphones, spectrometers for explosive detection and gas sensing. On the other hand, IRS is a powerful relay with unique properties to enhance the radar and communication signal strength in the THz band. Therefore, the joint optimization of transmit beamforming and phase-shift design is meaningful, in terms of the communication and radar performance.

Deep reinforcement learning (DRL) is a state-of-the-art method that can be used to optimize radio resource allocation \cite{15}. Despite the fact that excellent performances of many optimization algorithms have been observed through numerical simulations and theoretical analysis, implementing them in real systems still faces many serious difficulties. In particular, the high computational cost incurred by these algorithms has been one of the most challenging issues. Deep learning can reduce the computational cost but it acquires the training set, resulting in poor flexibility of deep learning. Furthermore, DRL-based methods do not need training labels and possess the property of online learning and sample generation, which is more storage-efficient. Recently, it has been leveraged to optimize performance in wireless systems extensively, for problems such as power control \cite{16}, bandwidth scheduling \cite{17}, computation offloading \cite{18}, and caching deployment \cite{19}. Mismar et al. proposed joint optimization of analog beamforming, power allocation, and interference coordination in the sub-6 GHz and mmWave band. A deep Q-learning network (DQN) was applied to tackle this joint optimization \cite{20}. Recently DRL has been applied to solve optimization problems in IRS assisted communications \cite{21–23}. In \cite{21}, a DRL framework is designed to investigate the passive phase optimization for the IRS-aided MISO scenario to maximize the SNR. The results demonstrated a considerable gain compared to existing schemes. In \cite{22}, the transmit beamforming and passive phase were jointly optimized by using a DRL framework. The developed framework can support large-dimensional optimization problems in massive MIMO systems. The transmit beamforming in the BS and passive beamforming in the IRS were jointly designed to optimize the system transmission rate in \cite{23} by using prioritized. Towards the complicated practical scenario, the DRL with a single thread is intractable because of its lower utilization of computing process.

Furthermore, distributed DRL is a promising technique to solve more complicated wireless networks problems. Distributed DRL is composed of a central controller and a group of learners. It can be classified as multi-agent DRL or multi-threading DRL. The latter uses the multi-threading method to train agents. Interactive learning takes place simultaneously in multiple threads and each thread summarizes the learning results, sorting and saving them in a public place. Compared with multi-agent DRL, multi-threading DRL can save power consumption. Additionally, multi-threading DRL can save training time and keep the training process stable \cite{24}. Du et al. proposed an asynchronous advantage actor-critic (A3C) algorithm to solve joint optimization of viewport rendering offloading and power allocation \cite{25}. Zhang et al. solved the optimization problem of power control in the cognitive radio network by utilizing distributed DRL methods, such as A3C and distributed proximal policy optimization (DPPO) \cite{26}. Dinh et al. designed a distributed model-free algorithm DeepPool to optimize ride-sharing platforms \cite{27}. Compared with multi-agent reinforcement learning, there are relatively few studies of multi-threaded DRL, especially for transmit beamforming and passive phase optimization.

On the other hand, ergodic stochastic optimization, which uses term averages to reflect system performance, is suitable for wireless resource allocation. This idea was originated by Ribeiro \cite{28}, who proposed the average variable scheme for radio resource management. This ergodic system performance metric is valid for both independent channels and correlated channels. A further study \cite{29} considered optimizing primal and dual variables by learning resource allocation policy gradients. Lee et al. in \cite{30} proposed a distributed scheme involving average variables to capture system performance, and two deep neural networks (DNNs) were introduced to approximate the allocation policy. Combining this scheme of average variables with a DRL framework is a promising approach, which also becomes one of motivations of this paper.

B. Contributions

In this context, we study an IRS-aided ISAC system in the THz band. In particular, transmit beamforming and phase-shift design in an IRS-aided device-based ISAC system with multiple users are studied. The capacity with ergodic constraints is set as the utility function to evaluate the IRS-aided ISAC system performance. This problem is challenging because of the joint optimization of transmit beamforming and phase-shift design. To tackle this problem, proximal policy optimization (PPO) and its distributed forms are developed in different scenarios, including MISO and MIMO. The main contributions of this paper are summarized below.
- **The IRS-aided ISAC system in the THz band**: The IRS is explored to compensate for the high path loss caused by molecular absorption in the THz band. We consider an IRS-aided ISAC system consisting one BS equipped with several antennas, several users and an IRS. The capacity of the ISAC system is optimized through transmit beamforming and passive phase-shift design of the IRS.

- **The primal-dual model-free PPO with ergodic constraints**: The optimization problem of capacity maximization is formulated as a universal optimization problem with ergodic constraints and is transformed into the dual domain. A gradient-based, primal-dual PPO algorithm is designed to solve the problem of capacity maximization with ergodic constraints.

- **The joint optimization via the actor-critic structure**: PPO is leveraged to achieve joint optimization on continuous transmit beamforming of the ISAC BS and discrete phase design of the IRS. The actor part optimizes transmit beamforming and the critic part designs the phase shifts, to maximize the total capacity in the multi-user MISO scenario.

- **The optimization of multi-user MIMO scenario through distributed DRL**: Distributed PPO (DPPO) is introduced in the established model to solve this joint optimization. The concept of multi-threading applied to the more complicated matrix processing in the MIMO scenario. Each worker docks with one user to collect observations and transmit them to the global PPO. The global PPO then broadcasts the optimized gradients to each worker.

The DRL-based method to achieve the joint optimization of transmit beamforming and phase-shift design is different from the current studies of transmit beamforming in ISAC system. Utilizing the IRS to counteract the high pathloss in the THz band, this emerging technique still lacks in-depth studies studies for ISAC system. Towards the joint optimization in the multi-user MISO scenario, the proposed primal-dual PPO algorithm is novel and effective. Beyond the multi-user MISO scenario, the primal-dual PPO algorithm’s distributed version can be applied to the multi-user MIMO scenario. Simulation results will demonstrate the effectiveness of primal-dual PPO-based algorithm in both the multi-user MISO scenario and multi-user MIMO scenario.

The rest of this paper is organized as follows. Section II introduces the system model and formulates the optimization problem of transmit beamforming and phase-shift design. Section III presents the primal-dual PPO algorithm to realize joint optimization of transmit beamforming and passive phase optimization in the multi-user MISO scenario. In Section IV, the primal-dual DDPO is extended to the MIMO scenario. Section V shows the pseudo codes and implementations of these two algorithms. The proposed algorithms are verified by simulations results in VI, and Section VII concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, a multi-user MISO model is considered in the IRS-aided ISAC system. It consists of one ISAC BS with $M$ antennas and $K$ users equipped with single antenna. Let $\mathcal{M} = \{1, 2, ..., M\}$ and $\mathcal{K} = \{1, 2, ..., K\}$ denote the set of the BS’s antennas and served users. $s = [s_1, s_2, ..., s_K]^T \in \mathbb{C}^{K \times 1}$ and $\mathbf{W} \in \mathbb{C}^{M \times K}$ are the information-bearing symbol and the transmit beamforming matrix, respectively. The transmit signal $\mathbf{X} \in \mathbb{C}^{M \times 1}$ after transmit beamforming is given by

$$\mathbf{X} = \mathbf{W} \cdot \mathbf{s}. \quad (1)$$

1) Communication Signal:

Let $\mathbf{H}_1 \in \mathbb{C}^{N \times M}$, $\mathbf{H}_0 \in \mathbb{C}^{M \times K}$, and $\mathbf{H}_2 \in \mathbb{C}^{N \times K}$ represent the channel gain from the ISAC BS to the IRS, and the channel gain from the ISAC BS to user $k$, the channel gain from the IRS’s element $n$ to user $k$, respectively. The communication signal $\mathbf{y}_c \in \mathbb{C}^{K \times 1}$ received by users can be written as

$$\mathbf{y}_c = (\mathbf{H}_0^H + \mathbf{H}_2^H \mathbf{V} \mathbf{H}_1) \mathbf{X} + \mathbf{n}_c, \quad (2)$$

where $\mathbf{n}_c \in \mathbb{C}^{K \times 1}$ is the independent identically distributed complex Gaussian stochastic process. The effective diagonal phase matrix $\mathbf{V}$ is $\text{diag}\{\gamma_1 e^{j\beta_1}, \gamma_2 e^{j\beta_2}, ..., \gamma_M e^{j\beta_M}\}$, where $\gamma_n \in [0, 1]$ and $\beta_n \in [0, 2\pi]$ are amplitude and phase, respectively. Let $\mathcal{N} = \{1, 2, ..., N\}$ denote the set of the IRS’s elements. Define $\gamma_n$ as the amplitude reflection coefficient of the IRS and it can be calculated as

$$\gamma_n(\beta_n) = (1 - \gamma_{\text{min}}) \left(\frac{\sin(\beta_n - \varphi) + 1}{2}\right)^{\epsilon} + \gamma_{\text{min}}. \quad (3)$$

$\gamma_{\text{min}}$ is the minimum amplitude, $\varphi$ is the horizontal distance between $-\pi/2$ and $\gamma_{\text{min}}$, $\varphi \geq 0$ and $\epsilon \geq 0$ are the constants depending on the IRS’s circuit.

All of them are modeled as the Rician channel [31],

$$\mathbf{H}_i = \sqrt{\frac{\gamma_{\text{AI}}}{1 + \gamma_{\text{AI}}}} \mathbf{H}_{\text{LOS}} + \sqrt{\frac{1}{1 + \gamma_{\text{AI}}}} \mathbf{H}_{\text{NLOS}}, i = 0, 1, 2, \quad (4)$$

where $\gamma_{\text{AI}}$ is the Rician factor, $\mathbf{H}_{\text{LOS}}$ is the line-of-sight (LoS) component and it can be expressed as $\mathbf{H}_{\text{LOS}} = \alpha_{\text{LOS}} (f, l) G_l G_r (\theta_{\text{AoA}}) \mathbf{a}_t^H (\theta_{\text{AoD}})$, where $\mathbf{b}_r (\theta_{\text{AOA}})$ and $\mathbf{a}_t (\theta_{\text{AOD}})$ is the receive response vector and transmit response vector, respectively. $\mathbf{a}_t^H (\cdot)$ denotes the conjugate array steering vector. Additionally, $\theta_{\text{AOD}}$ and $\theta_{\text{AOA}}$ are the angle of departure (AoD) and the angle of arrival (AoA), respectively.
We consider a uniform linear antenna (ULA) to be the structure of the ISAC BS’s antennas, so the steering vector \( \mathbf{a}(\theta) \in \mathbb{C}^{M \times 1} \) is given by
\[
\mathbf{a}(\theta) = \sqrt{\frac{1}{M}} \left[ 1, e^{-j2\pi d/\lambda \cos \theta}, ..., e^{-j2\pi d/(\lambda(M-1) \cos \theta)} \right]^T.
\] (5)
d is the antenna element spacing and \( \lambda \) is the wavelength.

For the IRS, an \( N \times N \) element uniform planar antenna (UPA) is considered. The array steering vector \( \mathbf{v}(\phi, \theta) \in \mathbb{C}^{N \times 1} \) is given by
\[
\mathbf{v}(\phi, \theta) = \sqrt{\frac{1}{N}} \left[ 1, e^{j2\pi \frac{d}{\lambda} \sin \phi \cos \theta}, ..., e^{j2\pi \frac{d}{\lambda} \sin \phi \sin \theta} \right]^T.
\] (6)
n is the antenna element index with \( 0 \leq n \leq N - 1 \).

In the THz band, there is not only free space pathloss \( L_{\text{spread}} \), but also the module pathloss \( L_{\text{medium}} \). The pathloss of LoS \( |\alpha_L(f, l)|^2 \) is expressed by
\[
|\alpha_L(f, l)|^2 = L_{\text{spread}}(f, l) L_{\text{medium}}(f, l),
\] (7)
\( f \) is the carrier frequency and \( l \) is the transmission distance. The free space pathloss can be calculated by
\[
L_{\text{spread}}(f, l) = \left( \frac{c}{4\pi f l} \right)^2.
\] (8)

Similar to the channel state of the LoS path \( H_{\text{LOS}} \), \( H_{\text{NLOS}} = \sum_{i=1}^{n_{\text{NLOS}}} \alpha_i(f, l) G_i G_r (\theta_{AoA,i}) \mathbf{a}_r^H(\theta_{AoD,i}) \) is set as the non-line-of-sight (NLoS) component. Let \( G_i \) and \( G_r \) represent channel gain from transmit antenna and received antenna, respectively. \( n_{\text{NLOS}} \) is the number of NLoS rays and \( \alpha(f, l) \) is the complex gain of the path.

The large-scale channel gain \( \alpha_{\text{LOS}} \) and \( \alpha_{\text{NLOS}} \) can be given by
\[
\begin{align*}
\alpha_{\text{LOS}}(f, l) &= L_{\text{spread}}(f, l) L_{\text{abs}}(f, l), \\
\alpha_{\text{NLOS}}(f, l) &= \Gamma^2(f) L_{\text{spread}}(f, l) L_{\text{abs}}(f, l),
\end{align*}
\] (9a)
\[
\begin{align*}
\alpha_{\text{LOS}}(f, l) &= \left( \frac{c}{4\pi f l} \right)^2 e^{-k_{\text{abs}}(f)l}, \\
\alpha_{\text{NLOS}}(f, l) &= \Gamma^2(f) \left( \frac{c}{4\pi f l} \right)^2 e^{-k_{\text{abs}}(f)l},
\end{align*}
\] (9b)
the speed of light is \( c = 3 \times 10^8 \) m/s. Let \( l \) denote the transmission distance in free space. The absorption coefficient \( k_{\text{abs}}(f) \) can be calculated by the medium available at a molecular level [25]. The reflecting coefficient \( \Gamma(f) \) is the product of the Fresnel reflection coefficient \( \nu \) and the Rayleigh roughness factor \( \xi \). The high reflection loss (i.e. up to second order reflections) is only considered in the THz band. The Fresnel reflection coefficient \( \nu \) can describe the behavior of light in medium with different refractive indices. It can be calculated by
\[
\nu(f) = \frac{Z(f)\cos\varphi_{\text{in}} - Z_0 \cos \varphi_{\text{ref}}}{Z(f)\cos \varphi_{\text{in}} + Z_0 \cos \varphi_{\text{ref}}},
\] (10)
where \( Z(f) \) is the reflecting material’s frequency-dependent wave impedance and \( Z_0 = 377 \) \( \Omega \) is the free space wave impedance. Let \( \varphi_{\text{in}} \) denote the angle of incidence and reflection. Additionally, \( \varphi_{\text{ref}} = \arcsin \left( \frac{Z}{Z_0} \sin \varphi_{\text{in}} \right) \) represents the angle of refraction.

The Rayleigh roughness factor \( \xi \) is calculated by
\[
\xi(f) = e^{-\xi} \left( \frac{\lambda}{4\pi f_\sigma \sin \varphi_{\text{in}}} \right)^2.
\] (11)

They are composed of reflection and scattering, so each user \( k \)’s channel state can be calculated by [32]
\[
y_{c,k} = (H_{1,k}^H + H_{2,k}^H V H_{l,k}) X + n_{c,k} = H_k X_k + n_{c,k},
\] (12)
Furthermore, the user \( k \)’s signal-to-interference-to-noise ratio (SINR) can be calculated by
\[
\text{SINR}_k = \frac{|H_k^H W_k|}{\sum_{l \neq k} |H_l^H W_l|^2 + \sigma_c^2}.
\] (13)

2) Radar Signal:
The radar signal received at the ISAC receiver is given by [33]
\[
y_r = (H_1^H V B V H_1 + A) X + n_r,
\] (14)
It is assumed that IRS is a mono-static MIMO radar [2]. Thus, \( A \in \mathbb{C}^{M \times M} \) is the target response matrix of the ISAC BS and \( B \in \mathbb{C}^{M \times N} \) is the target response matrix based on parameters of the IRS’s elements in the device-based ISAC system. They can be calculated by,
\[
A = \sum_{k=1}^{K} \alpha_k \mathbf{a}_r(\theta_k) \mathbf{a}_t^H(\theta_k),
\] (15a)
\[
B = \sum_{k=1}^{K} \alpha_k \mathbf{v}_r(\psi_k, \theta_k) \mathbf{v}_t^H(\psi_k, \theta_k).
\] (15b)
\( \alpha_k \) is the complex pathloss that include the coefficient of the pathloss, reflection, and complex radar cross of the target. Vector \( \mathbf{a}_t(\theta) \) and \( \mathbf{a}_r(\theta) \) are array steering vectors from transmit and receive antennas. For radar signals, beam pattern error is considered in the proposed system [6]. MIMO radar transmit beamforming design aims to optimize the transmit power at given directions, or generally match a desired beam pattern. The beam pattern error is the mean square error (MSE) between the obtained beam pattern and the ideal beam pattern. It can be calculated by the following formula
\[
L_r(\mathbf{R}) = \frac{1}{L} \sum_{l=1}^{L} |d(\psi_l) - P(\psi_l)|^2,
\] (16)
where \( \mathbf{R} = \mathbf{W} \mathbf{W}^H \) is covariance matrix. The direction grids \( \{\psi_l\}_{l=1}^{L} \) are sampled in the range of -90° to 90° with resolution of 0.1°. \( P(\psi) = \mathbf{a}_t^H(\psi) \mathbf{R}_a(\psi) \) is power consumption in direction \( \psi \) and \( d(\psi) \) is desired beam pattern, its calculating principle is
\[
d(\psi) = \begin{cases} 1, & \psi_p - \Delta/2 \leq \psi \leq \psi_p + \Delta/2, p = 1, 2, 3, \\ 0, & \text{otherwise,} \end{cases}
\] (17)
where the ideal beam pattern \( \psi_p \) consists of three main beams and \( \Delta = 10^\circ \) is each ideal beam width.
The beam pattern error is set as a constraint and it can be expressed as
\[ L_r (\mathbf{R}) \leq \ell, \] (18)
The above constraint implies that the beam pattern error is not allowed to exceed the threshold \( \ell \). The threshold symbolizes the accuracy of the sensing performance.

B. Problem Formulation

The problem of transmit beamforming and phase shift design can be transformed into a long-term instantaneous performance function using the ergodic average value \( x \) to reflect the system performance [28], and this solution can be applied to optimize other systems, including optimization of frequency division multiplexing, power control, and random access. It can be calculated by
\[ x \leq \mathbb{E} [f_1 (\mathbf{h}, \mathbf{p} (\mathbf{h}))], \] (19)
where \( f_1 (\mathbf{h}, \mathbf{p} (\mathbf{h})) \) is an instantaneous performance function. The design is to choose a resource allocation \( \mathbf{p} (\mathbf{h}) \) to maximize the performance of wireless communication systems in a considerably long period and is influenced by instantaneous resource allocation \( \mathbf{p} (\mathbf{h}) \).

\[
\max_{f_0 (x)} \quad f_0 (x)
\]
\[ s.t. \quad x \leq \mathbb{E} [f_1 (\mathbf{h}, \mathbf{p} (\mathbf{h}))], \]
\[ f_2 (x) \geq 0, \quad x \in \chi, \mathbf{p} \in \mathcal{P}. \] (20)

In the proposed system model, \( \mathbf{h} \) is the channel state \( \mathbf{H} \), \( \mathbf{p} (\mathbf{h}) \) is the transmit beamforming matrix \( \mathbf{W} \) and phase optimization \( \mathbf{V} \). \( f_1 (\mathbf{h}, \mathbf{p} (\mathbf{h})) \) is the corresponding data transmission rate. \( f_2 (x) \) indicates the vector utility function. The design goal is to maximize the average vector \( x \) for transmit beamforming \( \mathbf{p} (\mathbf{h}) \) under constraints,
\[ x_k \leq \mathbb{E}_H [\log (1 + SINR_k)]. \] (21)

Its design goal is to minimize radar signal loss performance with long-term constraints for transmit beamforming and phase-shift design. It is assumed that the element of covariance matrix \( [\mathbf{R}]_{mm} \) has power budget:
\[ [\mathbf{R}]_{mm} \leq P_{\text{max}} / M, \quad m = 1, 2, \ldots, M, \] (22)
where \( P_{\text{max}} \) is the total transmit power. The utility \( f_0 (x) \) is set as the sum rate function,
\[ f_0 (x) = \sum_{k=1}^{K} x_k. \] (23)

Finally, the optimization problem of MISO scenario in the IRS-aided ISAC system can be formulated as
\[
\max_{\mathbf{V}, \mathbf{W}} f_0 (x)
\]
\[ s.t. \quad x \leq \mathbb{E}_H [\log (1 + SINR_k)], \]
\[ [\mathbf{R}]_{mm} \leq P_{\text{max}} / M, \quad m = 1, 2, \ldots, M, \]
\[ L_r (\mathbf{R}) \leq \ell. \] (24)

III. PRIMAL-DUAL PROXIMAL POLICY OPTIMIZATION SCHEME IN MULTI-USER MISO SCENARIO

In this section, we investigate multi-user MISO scenario in the IRS-aided ISAC system in the THz band, and use the primal-dual optimization to solve the problem (24).

A. Transmit Beamforming and Phase-shift Design via PPO

For the problem (24), the value-based method in DRL is not able to deal with continuous actions. The value-based method is unable to obtain the optimal solution with the constraints. Therefore, the research is mainly based on policy optimization. The traditional policy-based solution is expressed by [29]:
\[ L^{PG} (\omega) = E_t [\log \pi (\mathbf{H}, \omega) \mathbf{A} (\mathbf{H}, \omega)]. \] (25)
The advantage function can be calculated by \( \mathbf{A} (\mathbf{H}, \omega) = \sum_{t \geq 0} \gamma^t \mathbf{r}_t \mathbf{d}^t - \nu_t (\mathbf{H}^t, \mathbf{v}^t) \). The shortcoming of this conventional method is the need to update the step size. Inappropriate setting of the step size will lead to a degraded performance. We need find a step size to ensure that the reward function increases monotonically for each iteration. On the other hand, the conventional policy gradient methods are sensitive to their hyper parameters and have high variance. Employing a trust region constraint can be regarded as an effective choice. The popular solution is trust region policy optimization (TRPO). It can be given by
\[
\max_{\omega} \quad \mathbb{E}_{\rho_{\omega} (\tau)} \left[ \sum_t \gamma^t \frac{\pi (\mathbf{H}, \omega)}{\pi_{\text{old}} (\mathbf{H}, \omega)} \mathbf{A}_{\text{old}} (\mathbf{H}, \omega) \right],
\]
\[ s.t. \quad D_{KL} \left[ \frac{\pi (\mathbf{H}, \omega)}{\pi_{\text{old}} (\mathbf{H}, \omega)} \right] \leq \delta. \] (26)

More detailed classifications on TRPO are presented in Appendix A. The PPO algorithm is an approximate version of TRPO based on the first order gradients, utilizing DNNs to a large-scale distributed setting. PPO solves this problem by introducing relative entropy in policy update [34].
\[ L^{PPO} (\omega) = \sum_t \langle \pi (\mathbf{H}, \omega) / \pi_{\text{old}} (\mathbf{H}, \omega) \rangle \mathbf{A} (\mathbf{H}, \omega), \]
\[ - \lambda D_{KL} \left[ \frac{\pi (\mathbf{H}, \omega)}{\pi_{\text{old}} (\mathbf{H}, \omega)} \right]. \] (27)

Generally speaking, PPO is based on the actor-critic structure, and the actor part’s goal is to maximize \( L^{PPO} (\omega) \), which can be divided into two types, the one is \( L^{KLPEN} (\omega) \) in PPO_1 and the other is \( L^{CLIP} (\omega) \) in PPO_2. A penalty on Kullback-Leibler divergence (KL divergence) is used in PPO_1, and to adapt the penalty coefficient so that we achieve some target values of the KL divergence target each policy update. PPO_2 has no KL divergence term in the target, so any constraints. Instead, it relies on tailoring the objective function to eliminate the incentives of the new policy and the old policy.
\[ L^{CLIP} (\omega) = \mathbb{E}_t \left[ \min \left( \frac{\pi (\mathbf{H}, \omega)}{\pi_{\text{old}} (\mathbf{H}, \omega)}, 1 - \epsilon, 1 + \epsilon \right) \mathbf{A} (\mathbf{H}, \omega) \right]. \] (28)

To get the similarity degree of the probability distribution of actions, KL divergence \( D_{KL} \) can be used to calculate. Under the setting of hyperparameter is \( \epsilon = 2 \), the second term \( \min \left( \frac{\pi (\mathbf{H}, \omega)}{\pi_{\text{old}} (\mathbf{H}, \omega)}, 1 - \epsilon, 1 + \epsilon \right) \) modifies the surrogate objective by clipping the probability ratio. In the formula (28),
\[
\pi(H, \omega) \cdot \pi_{\text{IS}}(H, \omega) \] can ensure that the distribution gap between the two updates is small. This clipped operation can avoid unnecessary samples to save training time.

To obtain optimization of transmit beamforming and phase-shift design, the actor part takes charge of continuous transmit beamforming in the established PPO framework. Meanwhile, the critic part undertakes the discrete phase-shift design.

The policy \( \pi(H, \omega) \) is introduced to act as the transmit beamforming \( W \). For trained parameters \( \omega \), we make \( \pi(H, \omega) = W \). And the problem (20) is transformed into the following problem.

\[
\max_{H, \omega} f_0(x) \\
\text{s.t. } x \leq \mathbb{E}[f_1(H, \pi(H, \omega))],
\]

\[ f_2(x) \geq 0. \tag{29} \]

The problem (29) is the general form of the problem (24). The constraint \( |R|_{\text{mm}} \leq P_{\text{max}}/M \) is clipped by the action output of policy \( \pi(H, \omega) \). We assume that \( f_2(x) = \ell - L \cdot (R) \).

To convenience of understanding, the following formulation is based on the general form (29).

For the critic part, the phase shift of the instantaneous performance function can be calculated by the output action. The critic part adopts the design concept of DQN, it needs to be discrete, \( i_n \in \{0, 1, \ldots, 2^b - 1\} \), the corresponding phase degree \( \beta_n \) is given by

\[ \beta_n = \frac{i_n \cdot 2\pi}{2^b - 1}. \tag{30} \]

Accordingly, its Q-value function produces a discrete action \( i_n \) as

\[ i_n = \arg \max_{i_n} Q^f(H_k^i, i_n, u_k^i). \tag{31} \]

And the amplitude \( \gamma_n \) also can be calculated through the formula (3). Therefore, the phase shift design of IRS can be obtained by the critic part.

### B. Primal-dual Learning Optimization

The primal-dual optimization is introduced to tackle the problem (29). The Lagrangian of the problem (29) is utility and constraints weighted by their multipliers. For convenience, its Lagrangian function \( \mathcal{L}(\cdot) \) for the problem (29) is given by

\[
\mathcal{L}(\omega, x, \lambda, \mu) = f_0(x) + \mu^T f_2(x) + \lambda^T (\mathbb{E}[f_1(H, \pi(H, \omega))] - x).
\]

Find the gradient of the four parameters in sequence,

\[
\omega^{t+1} = \omega^t + \tau_1 \nabla_\omega \mathbb{E}[f_1(H, \pi(H, \omega)) \lambda^t],
\]

\[
x^{t+1} = x^t + \tau_2 (\nabla f_0(x^t) + \nabla f_2(x^t) \mu^t - 1),
\]

where \( \tau_1, \tau_2 > 0 \) denote scalar step sizes. A gradient update is performed on current dual iterates \( \lambda_k, \mu_k \) in a similar manner by subtracting the partial stochastic gradients \( \nabla \lambda L, \nabla \mu L \) and projecting onto the positive orthant to obtain

\[
\lambda^{t+1} = \lambda^t - \tau_3 (\mathbb{E}_W f_1(H, \pi(H, \omega^{t+1})) - x^{t+1}).
\]

\[
\mu^{t+1} = \mu^t - \tau_4 f_2(x^{t+1}).
\]

with associated step sizes \( \tau_3, \tau_4 > 0 \). The gradient primal-dual updates in (33)–(36) successively optimize the primal and dual variables to the maximum and minimum points of the Lagrangian function, respectively.

The updates in the formula (33) and (34) can be replaced with the zeroth-ordered gradient updates. The gradients estimates with finite difference can be established using function observations in the given initial variables \( x_0, \omega_0 \) and the sampled points \( \hat{x}_1, \hat{x}_2, \omega \) as,

\[
\hat{\nabla} f_0(x_0) := \frac{\hat{f}_0(x_0 + \alpha_1 \hat{x}_1) - \hat{f}_0(x_0)}{\alpha_1}, \tag{37}
\]

\[
\hat{\nabla} f_2(x_0) := \frac{\hat{f}_2(x_0 + \alpha_2 \hat{x}_2) - \hat{f}_2(x_0)}{\alpha_2} \hat{x}_2^T, \tag{38}
\]

\[
\hat{\nabla} \omega \mathbb{E}[f_1(H, \pi(H, \omega), H)] := \hat{f}_1(H, \pi(H, \omega_0 + \alpha_3 \hat{\omega})) - \hat{f}_1(H, \pi(H, \omega_0))) \hat{\omega}^T, \tag{39}
\]

where \( \alpha_1, \alpha_2, \alpha_3 \) are the gradient estimated upgrading step factors. Furthermore, the \( \tau_1, \tau_2, \tau_3, \tau_4 \) are the primal-dual upgrading steps.

### IV. DISTRIBUTED PROXIMAL POLICY OPTIMIZATION SCHEME FOR MULTI-USER MIMO SCENARIO

In this section, we will explore how to obtain joint optimization of transmit beamforming and phase shift design in the multi-user MIMO scenario. Distributed DRL will be introduced in this section.

#### A. System Model and Formulation in Multi-user MIMO Scenario

In the multi-user MIMO ISAC system, it is assumed that there exists a BS with \( M \) transmit antennas and \( K \) users with \( R \) receive antennas. The transmit signal to the user \( k \) through beamforming \( X_k \in \mathbb{C}^{M \times R} \) is

\[
X_k = W_k \cdot s_k, \tag{40}
\]

where \( s_k = [s_1, s_2, \ldots, s_R]^T \in \mathbb{C}^{R \times 1} \). The responding transmit beamforming matrix is \( W_k \in \mathbb{C}^{M \times R} \) and radar signal is expressed by:

\[
y_{r,k} = (H_k^H \mathbf{V} \mathbf{B} \mathbf{V}^H H_1 + A_k) X_k + n_{r,k}. \tag{41}
\]

Similar to the formula (2), the communication signal \( y_{c,k} \) is derived from

\[
y_{c,k} = (H_{0,k} + H_{2,k} \mathbf{V} \mathbf{H}_1) X_k + n_{c,k}. \tag{42}
\]

Compared with \( H_0 \in \mathbb{C}^{M \times K} \) and \( H_2 \in \mathbb{C}^{N \times K} \) in multi-user MISO scenario, the channel gains are transformed into \( H_{0,k} \in \mathbb{C}^{M \times R} \) and \( H_{2,k} \in \mathbb{C}^{N \times R} \), respectively. And the corresponding parameterization problem is expressed as follows:

\[
\max_{H_k, \omega_k} f_0(x_k) \\
\text{s.t. } x_k \leq \mathbb{E}[\log(1 + SINR_k(H_k, \pi_k(H_k, \omega_k)))] \\
\|R_k\|_{\text{mm}} \leq P_{\text{max}}/M, m = 1, 2, \ldots, M, \\
L_r(R_k) \leq \ell. \tag{43}
\]
Similar to the problem (29), \( f_0(x_k) \) in the problem (43) is set as the sum rate function. Typically, the instantaneous system performance in practical MIMO transmission designs cannot reflect the system performance well. One of solutions adopts the long term average such as ergodic capacity for transmission optimization [25].

The channel gain \( H_k \) is the state in the environment, what we optimize is the transmit beamforming and phase-shift design. In this paper, the transmit beamforming \( W_k \) and phase-shift design \( V \) is policy derived form the state, i.e. channel gain \( H_k \). Similar to the multi-user MISO scenario, the \( \pi_k(H_k, \omega_k) \) form actor part realizes the transmit beamforming and the critic part takes charge of the phase-shift design. When the scenario extended to the MIMO one, the number of receive antennas \( R \) takes place of the number of users \( K \). The channel \( H \in \mathbb{C}^{M \times R \times K} \) is 3 dimensions, compared with 2-dimension \( H \) in MISO scenario. How to solve higher dimension in multi-user MIMO IRS-aided ISAC system is worthy of to be studied, so DPPO, this multi-threading DRL technique is introduced in the following subsection.

B. DPPO Optimization via multi-threading DRL

DPPO with multiple threads can be adapted to more complex environments. DPPO is not a specific algorithm like PG or DQN, it conveys the concept of multi-threading learning. Its core is that in the training process of DRL, we can train multiple agents in parallel threading. In the training process, each worker takes charge of data collection locally. Multiple workers can enrich the experiences form the environment. After the same episodes, distributed learning can accelerate the learning speed further because of its richer experience replay and its higher utilization rate of CPU.

The DPPO is suitable for the proposed multi-user MIMO scenario in IRS-aided ISAC system. Every user can act as each worker in multi-threading DRL. It can collect different channel realization from its own situation. Accordingly, each worker (i.e. user) takes the corresponding policy to optimize its capacity.

Through the total rewards from different workers (i.e. users), the original PPO algorithm can be achieved by estimated advantage functions \( A(H, \omega) \). To facilitate the use of DNNs with batch updates while also supporting variable length episodes, L-step returns is proposed to estimate the advantage, i.e. we sum the rewards over the same L-step windows and bootstrap from the value function after L-steps:

\[
A'(H, \omega) = \sum_{l=1}^{L} \gamma^{l-1} r^l + \gamma^{l-1} v \left( H^{l+L}, v^{l+L} \right) - v \left( H^l, v^l \right).
\]

Workers share a global PPO and the gradients of PPO would not be calculated by workers. Gradients will not be transformed to the chief like A3C. Workers only push the data collection by themselves to the global PPO. Each worker calculates the local \( L^{CLIP}_k(\omega) \) by the formula (29), computes gradient \( \nabla \omega L^{CLIP}_k \) and sends the global PPO. The global PPO updates a certain batch of data from multiple workers (workers stop collecting when the chief is updating). After updating, workers collect data with the latest policy \( \pi^t \).

C. Transmit Beamforming and Phase-shift Design in Multi-user MIMO Scenario

In the design of the proposed multi-user MIMO scenario, the dimension of channel state between the ISAC BS and users consists of \( M \times R \times K \). It is quite difficult to realize transmit beamforming and passive phase optimization directly. With the help of DPPO’s multi-threading training, each user will be allocated to each worker. The workers can collect observation and choose actions in parallel. Compared with multi-user MISO scenario, each worker processes the channel state \( H_k \in \mathbb{C}^{M \times R} \), which is similar to \( H \in \mathbb{C}^{M \times K} \). The global PPO will allocate actions to different workers according to the experience memory.

V. TRANSMIT BEAMFORMING AND PHASE-SHIFT DESIGN OPTIMIZATION ALGORITHM DESIGN

A. Primal-dual PPO Algorithm for Multi-user MISO Scenario

In the proposed algorithm, we utilize the PPO’s architecture to learn two kinds of actions. Firstly, we allocate the equal initial beamforming to each user, and initial policy parameters including mean \( \omega_0 \) and Langrange multipliers \( \lambda_0^\dagger \) and \( \mu_0 \). And then, each of the ISAC BS’s antennas deploys PPO method in turn, and the sum of antennas’ iteration is \( M \). Next, beginning with the actor part’s and the critic part’s training, we compute the gradient estimate from replay experience. The estimated gradient integrates into the primal-dual optimization. The primal-dual PPO algorithm is used to iteratively calculate the transmit beamforming matrix \( W^* \) and the phase-shift design matrix \( V^* \).

In Algorithm 1, episode begins with channel state \( H^0 \in \mathbb{C}^{M \times K} \) between the ISAC BS and users. It can be calculated by the formula (4) and the first phase shift \( V^0 \) in IRS is sampled in domain between \( [-\pi/2, \pi/2] \). Then, the iteration begins and the channel state \( H_k^0 \in \mathbb{C}^{M \times 1} \) is transited into the DNN of policy. Accordingly, the actor part outputs the policy \( \pi_k^t(H_k^t, \omega_k^t) \) to realize transmit beamforming. Simultaneously, the critic part outputs Q-value function \( Q^t(H_k^t, v_k^t) \). The choice of \( i_n^t \) follows the greedy policy. The algorithm selects a random discrete action \( i_n \) with the probability \( \varepsilon \) and selects \( i_n = \arg \max_i Q^t(H_k^t, i_n, v_k^t) \) with probability \( 1 - \varepsilon \). The reward \( r_k^t = f_i^t(x) \) can be calculated by the obtained channel state \( H_k^t \) and transmit beamforming \( W_k^t \). At the same time,
the index $i_k^t$ of the IRS derived from the critic part affects the next state $H_{k}^{t+1}$ through new $V^{t+1}$. Therefore, the batch of $\{H_{k}^t, \pi_k^t, r_k^t, H_{k}^{t+1}\}$ is obtained. Then batches are collected into the experience memory and parameters of the actor part $\omega$ and the critic part $\upsilon$ can be updated by the experience memory.

**Algorithm 1** Transmit beamforming and phase-shift design via primal-dual PPO algorithm

**Input** Initial transmit beamforming $W^0$, policy parameters $\omega^0, \upsilon^0$. Lagrange multipliers $\lambda^0, \nu^0$ can be allocated for users. channel states $H_0, H_1, H_2$ are fixed in each episode.

**Episode begins**
For $i = 1, 2, \ldots, I$ do:
- For users $k = 1, 2, \ldots, K$ do:
  a) Draw samples $x_1$ and $x_2$ from a truncated standard normal distribution;
  b) Calculate the channel state $H_k^t \in \mathbb{C}^{M\times 1}$, $H^t = H_0 + H_2 V^t H_1$;
  c) $H_k^t$ is fed into the actor part, then the actor part outputs strategy function $W_k^t = \pi_k^t(H_k^t, \omega_k^t)$; fed into the critic part, then the critic part outputs Q-value function $Q^t(H_k^t, \upsilon_k^t)$;
  d) Calculate the reward $r_k^t = f_0^t(x)$ via the formula (23);
  e) With the probability $\varepsilon$ select a random discrete action $i_r$ other wise select $i_r = \arg \max Q^t(H_k^t, \upsilon_k^t)$;
  f) Calculate the amplitude $\gamma_k$ and phase $\beta_k$ through the formula (3) and (29). Subsequently, the phase-shift design $V^{t+1}$ can be obtained;
  g) The next state $H_{k}^{t+1}$ can be obtained by $H_{k}^{t+1} = H_0 + H_2 V^{t+1} H_1$;
  h) Collect $\{H_k^t, H_k^t, r_k^t, H_{k}^{t+1}\}$ into the experience memory to estimate discounted reward and advantages, then update the actor part and the critic part;
  i) Compute the gradient estimate $\widehat{\nabla} f_0(x), \widehat{\nabla} f_2(x)$, $\widehat{\nabla} \omega \mathbb{E}[f_1(\pi(H, \omega), h)]$; Execute the formulas (37)–(39);
  j) Update the primal-dual variable $\omega_k^{t+1}, \lambda_k^{t+1}, \lambda_k^{t+1}$: Execute the formulas (33)–(36);
  k) Execute step b) to h) until convergence, and an optimized strategy is obtained after the PPO training $\pi_k^t(H_k, \omega_k)$:

**End for**

**Episode ends**

**Output** Transmit beamforming $W^*$, phase-shift design $V^*$, and system performances $f_0^t(x^*)$.

Subsequently, the gradient estimate $\widehat{\nabla} f_0(x), \widehat{\nabla} f_2(x)$, $\widehat{\nabla} \omega \mathbb{E}[f_1(\pi(H, \omega), h)]$ can be obtained from the formulas (37)–(39). And primal-dual variables can be obtained through the formulas (33)–(36). After primal-dual PPO training performance converges, the optimized transmit beamforming $W^*$, the phase-shift design $V^*$, and the system performances $f_0^t(x^*)$ can be achieved. For the sake of clarity, a full notation list is included in TABLE I.

### TABLE I

| Notations | Explanations |
|-----------|--------------|
| $\mathcal{M}$ | The set of ISAC BS’s antennas |
| $\mathcal{N}$ | The set of served users |
| $\mathcal{A}$ | The set of IRSs’ elements |
| $\mathcal{K}$ | The set of users antennas |
| $A$ | The target response matrix of the ISAC BS |
| $B$ | The target response matrix of the IRS’s elements |
| $V$ | The effective diagonal phase matrix |
| $\lambda_n$ | The discrete action of the IRS’s element index |
| $\gamma$ | The amplitude reflection coefficient of the IRS |
| $\beta$ | The phase-shift coefficient of the IRS |
| $\theta$ | The azimuth angle |
| $\psi_{aoA}$ | The angle of departure |
| $\psi_{aoA}$ | The angle of arrival |
| $\psi_{AoA}$ | The angle of arrival |
| $\psi_d$ | The sampled angle |
| $d(\psi)$ | The desired beam pattern in direction $\psi$ |
| $d(\psi_p)$ | The ideal beam pattern in direction $\psi_p$ |
| $\phi$ | The elevation angle |
| $a(\theta)$ | Steering vector at the ISAC BS |
| $b(\theta)$ | Steering vector at the IRS |
| $P(\psi)$ | The power consumption in direction $\psi$ |
| $F_{max}$ | The total transmit power |
| $\mathbf{H}_0$ | The covariance matrix |
| $\mathbf{H}_1$ | The channel gain from the ISAC BS to user $k$ |
| $\mathbf{H}_2$ | The channel gain from the ISAC BS to the IRS |
| $\mathbf{H}_{LOS}$ | The LoS component |
| $\mathbf{H}_{NLOS}$ | The NLoS component |
| $\mathbf{x}$ | The ergodic average value |
| $f_0(\cdot)$ | The sum function |
| $f_1(\cdot)$ | The instantaneous performance function |
| $f_2(\cdot)$ | The constraint function |
| $\mathbf{w}$ | The parameters of the actor neural network |
| $\mathbf{v}$ | The parameters of the critic neural network |
| $f$ | The threshold at the target |
| $\mathbf{A}(\mathbf{H}, \omega)$ | The advantage function |
| $\mathbf{v}(\mathbf{H}, \nu)$ | The value function of critic part |
| $Q(\mathbf{H}, \upsilon)$ | The Q-value function |
| $\mathbf{\pi}(\mathbf{H}, \omega)$ | The policy function in the current episode |
| $\mathbf{\pi}(\mathbf{H}, \omega)$ | The policy function in the former episode |
| $L^\mu(\omega)$ | The loss function of policy gradient method |
| $L^\nu(\omega)$ | The loss function of PPO method |
| $A(\mu)$ | The Lagrange multipliers |
| $\tau$ | The size of updating step length |
| $\alpha_1, \alpha_2, \alpha_3$ | The gradient estimated upgrading step factors |
| $\epsilon$ | The hyperparameter of PPO |
| $\varepsilon$ | The exploring rate of greedy policy of DQN |

### B. Primal-dual DPPO Algorithm for Multi-user MIMO Scenario

For multi-user MIMO scenario, the pseudo code of the proposed primal-dual DPPO is concluded in Algorithm 2. As discussed in Section IV.B, each worker takes charge of each user. They transmit respective gradients of DNNs to the global PPO. The global PPO updates policy parameters $\omega^0$ and DQN’s parameters $\nu^0$ based on the estimated advantage functions $\hat{A}(\mathbf{H}, \omega)$. Each worker (i.e. user) utilizes the original primal-dual PPO algorithm in Algorithm 1.

### VI. Numerical Simulation and Analysis

The simulation results in this section. We simulated in an x64 workstation with Intel i7 CPU and the Microsoft Windows
ReLU. Besides output of value function, the critic part also outputs the Q-value function. It has the function of adjusting the critic's output of value function. The action choice of Q-value function follows ε-greedy strategy. The parameter of ε-greedy strategy is set as ε = 0.95. Thus, the critic part outputs two values, including the baseline $v^k$ and Q-value function. For updating the primal and dual variables, the batch size of replay experience is set to 32. And the primal dual upgrade steps are set as $\gamma_1 = \gamma_2 = \gamma_3 = \gamma_4 = 0.001$, and the gradient upgrades are set as $\alpha_1 = \alpha_2 = \alpha_3 = 0.001$.

### A. Multi-user MISO Scenario

In the simulation of multi-user MISO scenario, we deploy a ISAC BS equipped with 5 antennas and 4 users with single antenna in IRS-aided ISAC system. In this case, the proposed primal-dual PPO algorithm obtains each user’s channel state $H_k \in \mathbb{C}^{M \times 1}$ in turn within each episode.

In Fig. 3, the reward of the proposed primal-dual PPO is simulated in different learning rates. The appropriate learning rate can avoid unnecessary training and achieve quicker optimization. As shown in Fig. 3, when the learning rate of actor equals to $1 \times 10^{-3}$ and the learning rate of critic equals to $2 \times 10^{-3}$, the moving averaged episode reward can convergence after 1200 episodes. However, when the order of magnitude is $-2$ in learning rate (the learning rate of the actor part is $1 \times 10^{-2}$ and the learning rate of the critic part is $2 \times 10^{-2}$), it remains in around 90. Similarly, $-5$ order of magnitude (the learning rate of the critic part is $1 \times 10^{-5}$ and the learning rate of the critic part is $2 \times 10^{-5}$) also keeps in around 70 due to too small learning rate. Although $-4$ order of magnitude (the learning rate of the critic part is $1 \times 10^{-4}$ and the learning rate of the critic part is $2 \times 10^{-4}$) has tendency to converge, it still requires more unnecessary episodes to converge. The step size of learning rate is so big that the agent does not learn the suitable action. Using so many learning parameters, it can be seen that the learning rate of actor equals to $1 \times 10^{-3}$ and the learning rate of critic equals to $2 \times 10^{-3}$, the moving averaged episode reward can convergence after 1200 episodes. Too high or too small learning rate is not suitable in the designed model. Fig. 4 shows the capacity of IRS-aided
ISAC system based on different algorithms. The zero force (ZF) transmit beamforming and maximum ratio transmission (MRT) are introduced to compare with the proposed primal-dual PPO algorithm [38]. Initially, the performance function $f_0(x)$ (i.e., total capacity) with the primal-dual PPO algorithm is lower than the previous two methods slightly. Nevertheless, the obtained system capacity converges after 200 episodes. Due to the shifting environment in each episode, it can be seen that ZF and MRT can only obtain around 1 bps capacity in the same training conditions. These traditional optimization occupy too high computational cost so that is not suitable for the practical IRS-aided ISAC system. Referring to the primal-dual PPO, a primal-dual advantage actor-critic (A2C) algorithm is designed. Although primal-dual A2C can obtain the similar convergence, there still exists around 0.5 bps gap between two different primal-dual learning algorithms. This is because PPO’s important sampling ensures new policy can not deviate too far. The new improved policy can be modified by the old policy constantly. Compared with the primal-dual A2C algorithm, the proposed primal-dual PPO method is more efficient and robust.

Fig. 5 studies the capacity comparison versus different transmit powers for different users. It is clear that as the ISAC BS transmit power increases, the performance function increases as well. It reflects that more transmit power contributes to realizing higher capacity of IRS-aided ISAC system. Meanwhile, the gap between different users does not change significantly. The simulation result reveals the more receive users obtain higher capacity on the condition that equal transmit power. When transmit power is big enough, the increasing speed of capacity tends to slow. The reason is that the logarithmic sum relationship between $f_0(x)$ and policy $\pi(H, \omega)$.

Fig. 6 shows the beam pattern is optimized by the primal-dual PPO algorithm and the ZF algorithm. The transmit beam pattern is calculated by the covariance of transmit waveform $R$. It shows beam pattern against different angle spaces, where the angle ranges from $-90^\circ$ to $90^\circ$. It can be seen that the performance of detecting targets is focused on the desired angles, including $-40^\circ$, $0^\circ$, and $40^\circ$. Compared to the ZF beam pattern, the beam pattern optimized by the primal-dual PPO algorithm has a better detecting performance in the proposed multi-user MISO scenario.

Fig. 7 shows the beam pattern error $L_r(R)$ under different thresholds $\ell$. The different thresholds are compared among 1, 2, and 3. It can be seen that the lower threshold $\ell$ can obtain the lower beam pattern error $L_r(R)$. When $L_r(R) \leq 1$, the beam pattern error $L_r(R)$ fluctuates around 0.2. However, the lower threshold $\ell$, the learning time requested is longer. This is because the higher sensing accuracy need longer time to learning.

Fig. 8 indicates the radar-communication trade-off performance in the proposed ISAC system. The different thresholds are increasing form 2 to 10. It is obvious that the larger given threshold, the obtained system capacity will be larger in the proposed algorithm. This is because the tolerance of radar performance, MSE, relieve the pressure from sensing function. The higher communication performance will be obtained when $\ell$ equals 10.
Fig. 7. Beam pattern error versus different thresholds $\varepsilon$.

Fig. 8. Radar-communication trade-off performance.

Fig. 9. System capacity versus the number of reflective elements.

Fig. 10. Convergence of moving averaged episode reward using different algorithms.

B. Multi-user MIMO Scenario

After discussing the simulation results in multi-user MISO scenario in IRS-aided ISAC system. The figures about multi-user MIMO scenario are shown in this subsection. The number of the transmit antennas of the ISAC BS is set as 5 and the received antennas of each user is set as 4. The number of DPPO’s workers equals to the number of severed users. The learning rate of the actor part and the critic part is $1 \times 10^{-3}$ and $2 \times 10^{-3}$, respectively. The primal dual upgrade steps $\gamma_1$, $\gamma_2$, $\gamma_3$, $\gamma_4$ and gradient upgrades $\alpha_1$, $\alpha_2$, $\alpha_3$ are the same as the case of multi-user MISO scenario.

Fig. 10 shows that the moving averaged episode reward with the growing of episode. To verify the effectiveness of the proposed primal-dual DPPO algorithm, A3C algorithm and weighted minimum mean squared error (WMMSE) algorithm [29] are introduced in this simulation. More detailed discussion about these two algorithms are introduced in the Appendix B. As shown in Fig. 10, the A3C algorithm also has a tendency to increase, but the speed of learning is too slow under the same learning rate. This is the reason that the learning rate is not suitable in A3C method, resulting in the learning effect is slow. Meanwhile, we also introduce the WMMSE algorithm as an unparameterized method and calculate its reward in each episode. Obviously, the proposed primal-dual DPPO converges after 800 episodes, and achieves a higher reward than two other algorithms’.

Fig. 11 compares the capacity of different distributed DRL algorithms. Obviously, the proposed primal-dual DPPO algorithm can converge after 90 episodes and it shows more stable performance. This is because the global PPO collects local data rather than policy gradients from different workers. Compared with the parallel optimization in the A3C algorithm,
the primal-dual DPPO algorithm can save computation time and realize quicker optimization.
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Fig. 12. Beam patterns in different users via primal-dual DPPO algorithm.

Fig. 11. Comparison of performance using primal-dual DPPO algorithm and A3C algorithm.

In this paper, we have investigated capacity maximization in the IRS-aided ISAC system and considered the joint transmit beamforming and phase-shift design in the multi-user MIMO scenario. Simulations results have verified the effectiveness of the primal-dual PPO algorithm and the primal-dual DPPO algorithm. With the aid of the actor-critic structure in DRL, the joint optimization transmit beamforming and phase-shift design achieved higher capacity.

APPENDIX A

PROOF OF THE TRUST REGION POLICY OPTIMIZATION

The goal of intensive learning is to obtain the best strategy that maximizes the desired reward function.

\[ \eta(\pi^{t+1}) = E_{H_t, p_t, \ldots, \pi^t} \left[ \sum_{t=0}^{\infty} \gamma^t A^t(H_t, \omega) \right] \]  

(45)

The discounted visitation frequencies \( \rho_{\pi}(H) = \sum_{t=0}^{\infty} \gamma^t P(H' = H) \) are introduced to the formula (45), it can be transformed into

\[ \eta(\pi^{t+1}) = \sum_{{H}} \rho_{\pi^{t+1}}(H) \sum_{{p}} \pi^{t+1}(p | H) A^t(H', \omega) \]  

(46)

However, the discounted visitation frequencies \( \rho_{\pi}(H) \) of new policy \( \pi^{t+1} \) in the formula (46) has to be calculated, which requires too high computation cost. The surrogate function \( L_{\pi}(\pi^{t+1}) \) is introduced to approximate the \( \eta(\pi^{t+1}) \):

\[ L_{\pi}(\pi^{t+1}) = \sum_{{H}} \rho_{\pi}(H) \sum_{{p}} \pi^{t+1}(p | H) A^t(H', \omega) \]  

(47)

The difference between \( L_{\pi}(\pi^{t+1}) \) and \( \eta(\pi^{t+1}) \) is different \( \rho_{\pi}(H) \). The discounted visitation frequencies \( \rho_{\pi}(H) \) of the surrogate function \( L_{\pi}(\pi^{t+1}) \) can be obtained by the old policy \( \pi^{t} \). When \( \pi^{t} \) and \( \pi^{t+1} \) satisfy the constraints, they can be equal.

Herein, the total variation (TV) divergence \( D_{TV} \) is utilized to degin the constraints. For two discrete probabilities \( p \) and \( q \), the TV divergence \( D_{TV} (p || q) = \frac{1}{2} \sum |p_i - q_i| \). It is assumed that \( D_{max}^{TV}(\pi^t, \pi^{t+1}) = \max_{{H}} D_{TV}(\pi^t(H) || \pi^{t+1}(H)) \), the difference of the surrogate function \( L_{\pi}(\pi^{t+1}) \) and the cumulative reward \( \eta(\pi) \) is given by

\[ \eta(\pi) \geq L_{\pi}(\pi) - \frac{4e\gamma}{(1-\gamma)^2} D_{max}^{TV}(\pi^t, \pi^{t+1}) \]  

(48)

The relationship between TV divergence and KL divergence satisfy \( D_{TV}(p || q)^2 \leq D_{KL}(p || q) \), the constraint (48) can be reformulated by the DL divergence.

\[ \eta(\pi^{t+1}) \geq L_{\pi}(\pi^{t+1}) - \frac{4e\gamma}{(1-\gamma)^2} D_{max}^{KL}(\pi^t, \pi^{t+1}) \]  

(49)

With the constraint of the KL divergence, the lower bound of the cumulative reward \( \eta(\pi) \) can be obtained. Additionally, the true objective \( \eta(\pi) \) is non-decreasing. The following constraint also can guarantee the optimization of the cumulative reward \( \eta(\pi) \).
In practical, the penalty coefficient \( \frac{4\varepsilon}{(1-\varepsilon)^2} \) will cause the step length of policy iteration small. One way to take larger steps is to use a constraint based on the KL divergence between the new policy and the old policy, i.e., a trust region constraint.

\[
\max_{\theta} \mathbb{E}_{\rho(\gamma)} \left[ \sum_{t} \gamma^{t-1} \pi(\omega)^{H} (H, \omega) A_{old}(H, \omega) \right],
\]

\[
s.t. \quad D_{KL} \left[ \frac{\pi(\omega)}{\pi^{old}(\omega)} \right] \leq \delta.
\]

**APPENDIX B**

**INTRODUCTION OF A3C ALGORITHM AND WMMSE ALGORITHM**

**A. A3C Algorithm**

The A3C algorithm is one of the methods for asynchronous DRL in a multi-threading mode. The A3C algorithm essentially puts actor-critic algorithm into multiple threads for synchronous training. On the one hand, it is based on the policy-based method, so it can deal with continuous state and action spaces. On the other hand, A3C algorithm employs asynchronous method to relieve data correlation, in which data is not generated at the same time. Compared with the DQN algorithm, the A3C algorithm does not need to use the experience pool to store historical samples. This asynchronous method can save storage space and accelerate the sampling speed of data. All the actor learners update the policy \( \pi(H, \omega) \) and the advantage function \( A(H, \omega) \) according to gradient loss. Based on the advantage function, the gradient loss function is given by

\[
L^{A3C}(\omega) = \mathbb{E} [\nabla \log \pi(H, \omega) A(H, \omega)]
\]

The update formulas for \( \omega \) and \( \psi \) are

\[
\omega^{t+1} = \omega^t + \gamma \log \pi(H, \omega) (r - v(H, \psi^t))
\]

\[
\psi^{t+1} = \psi^t + \frac{\partial (r - v(H, \psi^t))}{\partial \psi}
\]

**B. WMMSE Algorithm**

This algorithm transforms the weighted sum-rate maximization problem into a higher dimensional space, using the well-known minimum mean squared error. The sum-rate maximization is equivalent to the following weighted sum-MSE minimization,

\[
\min_{c, \theta, W} \sum_{k=1}^{K} (c_k e_k - \log(c_k))
\]

\[
s.t. \quad 0 \leq W_k \leq \sqrt{T_{max}}, k = 1, 2, ..., K.
\]

where \( e_k \) is the meansquare estimation error and \( \theta_k \) equals the SINR \( R_k \).

\[
e_k = (\vartheta_k H_k W_k - 1)^2 + \sum_{l \neq k} (\vartheta_k H_l W_l)^2 + \sigma_k^2 \vartheta_k^2
\]

The \( c_k = e_k^{-1} \). Here by equivalent we meant that all stationary solutions of the sum-MSE minimization is identical to maximizing sum rate.
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