Spatiotemporal nonlinearity in resting-state fMRI of the human brain
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In this work, the spatiotemporal nonlinearity in resting-state fMRI data of the human brain was detected by nonlinear dynamics methods. Nine human subjects during resting state were imaged using single-shot gradient echo planar imaging on a 1.5T scanner. Eigenvalue spectra for the covariance matrix, correlation dimensions and Spatiotemporal Lyapunov Exponents were calculated to detect the spatiotemporal nonlinearity in resting-state fMRI data. By simulating, adjusting, and comparing the eigenvalue spectra of pure correlated noise with the corresponding real fMRI data, the intrinsic dimensionality was estimated. The intrinsic dimensionality was used to extract the first few principal components from the real fMRI data using Principal Component Analysis, which will preserve the correct phase dynamics, while reducing both computational load and noise level of the data. Then the phase-space was reconstructed using the time-delay embedding method for their principal components and the correlation dimension was estimated by the Grassberger-Procaccia algorithm of multiple variable series. The Spatiotemporal Lyapunov Exponents were calculated by using the method based on coupled map lattices. Through nonlinearity testing, there are significant differences of correlation dimensions and Spatiotemporal Lyapunov Exponents between fMRI data and their surrogate data. The fractal dimension and the positive Spatiotemporal Lyapunov Exponents characterize the spatiotemporal nonlinear dynamics property of resting-state fMRI data. Therefore, the results suggest that fluctuations presented in resting state may be an inherent model of basal neural activation of human brain, cannot be fully attributed to noise.
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Introduction

Functional magnetic resonance imaging (fMRI) has emerged as a useful and noninvasive technique for the study of structure-function relationship in the human brain. Using magnetic resonance techniques, researchers have found that it is possible to indirectly detect changes in blood-oxygenation levels that are a result of neuronal activation. In the past decade interest in this novel research field increased rapidly. Most of the work concentrated on the detection or the estimation of brain regions involved in specific cognitive or sensor-motor tasks.

The complex behavior of the hemodynamic response is a global phenomenon and the reconstruction of the dynamics recorded in fMRI data should make use of the vast amount of spatial information acquired (Laird et al., 2002). Spatiotemporal electroencephalography (EEG) and magnetoencephalography (MEG) signal analysis can achieve higher performance by combining spatial and temporal approaches (Lee and Kim, 2006; Uhl et al., 1998; Pezard et al., 1996). Compared with EEGs of low spatial resolution, fMRI data offer millimeter spatial resolution (1 to 4 mm) with temporal resolutions of the order of seconds. It can offer more spatial information than EEG/MEG. Hence, spatiotemporal analysis by fMRI will produce an important analytic tool for brain research (McIntosh et al., 2004).

Conscious rest has been widely used as a baseline condition in neuroimaging experiments such as positron emission tomography (PET) and functional magnetic resonance imaging (Gusnard and Raichle, 2001). In most cases, rest state is defined as a state that differs from the active state both in terms of conditions (open/closed eyes, absence/presence of a stimulus input) and instructions given to the subject (Wicker et al., 2003). A rest state can therefore be used in a wide variety of experiments. However, it is an ill-defined mental state because it may vary both from one subject to another and within the same subject (Luca et al., 2006; Wicker et al., 2003).

Extracting information from resting-state is a challenging work, because the signals of interest are contaminated by physiological noise, such as breathing, cardiac activity (Thirion et al., 2006) and scan noise. Many methods are introduced to analyze resting-state fMRI data, such as Fourier Transformation (Cordes et al., 2001), Correlation Analysis (Hampson et al., 2002; Cordes et al., 2001; Lowe et al., 1998), Principal Component Analysis (Worsley et al., 2005; Zuendorf et al., 2003), and Independent Component Analysis (Luca et al., 2006; Bartels and Zeki, 2005). However,
the majority of methods developed for resting-state fMRI data analysis so far are linear in nature.

Recently, the analysis of human EEGs with methods based on nonlinear dynamics and chaos theory has become increasingly popular (Lehnertz and Elger, 1998; Pezard et al., 1996). One of the most important contributions of nonlinear dynamics to the general view of the physical world is the message that irregular and seemingly unpredictable behaviors do not necessarily have to be attributed to some random external inputs to the systems, but on the contrary can be the result of completely deterministic dynamical systems (nonlinearity is a necessary). This new paradigm offers a possible new way to the analysis of many irregular time series, which have been regarded only as stochastic signals before the breakthrough of nonlinear dynamics (Galka, 2000). The application of nonlinear dynamics analysis tools to characterize time series may provide a more complete description of EEG recordings (Stam, 2005; Lee et al., 2001). It has been regarded as an important advance in understanding the underlying mechanism of brain electrical activities. It has been realized that if chaos could be demonstrated in a natural system, such as the human brain, it might provide a much simpler explanation for the occurrence of complex behavior than usual stochastic models (Lee et al., 2001). The presence of nonlinear or deterministic chaotic behavior in various physiological and pathological states has been postulated, but also disputed (Freeman, 2000; Stam et al., 1995). Therefore, detection of nonlinearity is important and should be the first step before any nonlinear analysis.

Even though there is an effort to study nonlinear dynamics of brain activities using EEG, very little research has been done in applying methods of nonlinear dynamics to fMRI data, particularly during resting state of the human brain. Recently, the nonlinear dynamics analysis of fMRI data of the human brain has begun to attract many researchers. An extension of the delta-epsilon approach was applied to fMRI data to evaluate whether a time course of a reference voxel time series (LaConte et al., 2004). The nonlinearity arising from the finite dimensional dynamics are then characterized using patterns of singularities in the complex plane. A finite embedding dimension is a measure of the determinism of the system, which can be quantified using information theoretic measures like Lempel-Ziv complexity (Deshpande et al., 2006). Using spatial embedding of fMRI data, local spatiotemporal chaos in baseline (Deshpande et al., 2005) has been reported. However, most works on nonlinear analysis to fMRI data are taken voxel by voxel based on single time series (Gautam et al., 2003), as is traditionally done in the nonlinear signal processing literature. On the other hand, though recent studies (Vazquez and Noll, 1998; Birn et al., 2001; Bandettini et al., 2002; Pfeuffer et al., 2003; Huettel, 2004) indicate the nonlinear nature of fMRI response to some stimulation and many nonlinear models between stimulations and their fMRI responses are established (Wager et al., 2005; Harrison et al., 2003; Friston et al., 2000; Buxton et al., 1998), these results are obtained by means of stimulations and their fMRI responses. However, in resting-state of the human brain, there are no significant stimulations. Hence, it is difficult to detect the nonlinearity by way of stimulations and their fMRI responses.

In this work, the nonlinearity in resting-state fMRI signals of the human brain was detected using two methods which are usually used to characterize the essence of a nonlinear dynamical system. One is the correlation dimension analysis which analyzes quantitatively the nonlinear fractal property of fMRI data of the human brain. Another is the Spatiotemporal Lyapunov Exponent (STLE) analysis which characterizes the nonlinear chaotic property of fMRI data of the human brain.

Because various dynamical quantities of the reconstructed set or phase-space are the same as those of the underlying attractor (Kantz and Schreiber, 1997), provided that embedding dimension is suitably large, an appropriate phase-space reconstruction has to be carried out before estimating the correlation dimension of fMRI data using Grassberger-Procaccia algorithm. The so-called “appropriate” is that the reconstructed set not only comprises essential information and noise-free, but also has appropriate calculation quantity and as less redundancy as possible. So knowing the essential number of signal components is a key step for popular fMRI data post-processing.

In order to estimate accurately the number of essential signals for the resting-state fMRI data of the human brain, i.e. the intrinsic dimension, a method based on an autoregressive noise model of order 1, AR(1) noise model, was used to estimate the intrinsic dimensionality of fMRI data and cubic spline interpolation was introduced to the estimate of AR(1) coefficient. According to the estimated intrinsic dimensionality, the principal components of fMRI data were extracted by Principal Component Analysis (PCA) method. The phase-space was reconstructed using the time-delay embedding method for their principal components. In the reconstructed phase-space, the correlation dimension of spatiotemporal series was estimated using Grassberger-Procaccia algorithm. The important result of fractal correlation dimension characterizes quantitatively the nonlinear fractal property of resting-state fMRI data of human brain.

On the other hand, the global coupled STLE, which is based on coupled map lattices (CML), was introduced to analyze spatiotemporal series of fMRI data in resting-state of human brain. The result of positive STLE, which characterizes the chaotic nonlinear dynamical property, was also obtained.

In the end, two kinds of surrogate data generated from raw fMRI data were introduced to test the nonlinearity in resting-state fMRI data of human brain.

Material and methods

Correlation dimension analysis

Correlation dimension

The correlation dimension is a method aiming at practical applications where the geometrical object has to be reconstructed from a finite sample of data points which mostly contain some errors as well. The Grassberger-Proccacia algorithm (Kantz and Schreiber, 1997; Hegger and Kantz, 1999), which is the most popular method to estimate the correlation dimension, is based on an appropriate phase-space reconstruction. One of the most popular methods for phase-space reconstruction is time-delay embedding (Bianciardi et al., 2007; Perc, 2005; Cellucci et al., 2003; Hegger and Kantz, 1999). Given a scalar time series \( x(t) \), a sequence of vectors \( y(t) = (x(t), x(t+\tau), \ldots, x(t+(m-1)\tau)) \) is formed, where \( m \) is embedding dimension and \( \tau \) is the delay time. Thus, a phase space of \( m \) dimensions is reconstructed by this sequence of vectors. Under quite general circumstances the attractor formed by delay embedding is equivalent to the attractor in unknown space in which the underlying dynamical system is living if the embedding dimension \( m \) of the delay coordinate space is sufficiently large.

Meanwhile it is assumed that there are only a finite number of points which are generated by a dynamic system. After phase space
reconstruction, \( M_f \) vectors (denoted by \( y_i, i=0,1,..,M_f-1 \)) are reformed. The next step of correlation dimension estimation is to calculate the correlation integral (such an approximation of correlation integral will be termed correlation sum). Due to the existence of temporal correlations in the fMRI data, Theiler correlation sum (Small, 2005) is calculated. That is, those pairs of points which are close in time are excluded. The correlation sum is started after a time (\( W \)) which is determined by the average correlation time, i.e. the time when the autocorrelation function has decayed to 1/e. Since there are only a finite number of points, the Theiler correlation integral is approximated by

\[
C(\varepsilon) = \frac{2}{(M_f - W)(M_f - W - 1)} \sum_{j \neq i \geq W} \Theta(\varepsilon - ||y_i - y_j||)
\]  

where \( \Theta \) is the Heaviside step function, \( \Theta(x) = 0 \) if \( x \leq 0 \) and \( \Theta(x) = 1 \) if \( x > 0 \). The correlation sum just counts the pairs \((y_i, y_j)\) whose distance (denoted by \( ||\bullet|| \)) in phase space is smaller than \( \varepsilon \). In the limit of an infinite of the data \((M_f \rightarrow \infty)\) and for a small given \( \varepsilon \), a power law (Kantz and Schreiber, 1997) will be expected to scale \( C(\varepsilon) \).

\[
C(\varepsilon) \propto \varepsilon^d_2
\]  

Thus, the correlation dimension can be defined by

\[
d_2 = \lim_{\varepsilon \to 0} \frac{\log C(\varepsilon)}{\log \varepsilon}
\]

In practice, a typical correlation integral plot will contain a “scaling region” over which the slope of \( \log C(\varepsilon) \) remains relatively constant (Galka, 2000). A common way to examine the slope in the scaling region is to numerically differentiate (or fit a line to) the plot of \( \log C(\varepsilon) \) against \( \log \varepsilon \). This ought to produce a function which is constant over the scaling region, and its value on this region should be the correlation dimension.

Multivariate data, such as spatiotemporal series, can be assumed to be either independent realizations of the same observable in a given system or different observables of a single attractor measured simultaneously (Dhamala et al., 2002). Within the general framework, multivariate data can be treated in very much the same way as scalar time series. With embedding each time series separately, the Theiler correlation sum algorithm can be easily extended to multivariate data. Thus, for multivariate data which are composed of \( K \) numbers of time series, the multivariate Theiler correlation sum can be written as

\[
C_{M_f}(\varepsilon) = \frac{2}{(M_f - W)(M_f - W - 1)} \sum_{j=1}^{M_f} \sum_{i=1}^{M_f} \Theta(\varepsilon - ||Y_i - Y_j||)
\]  

where both \( Y_i \) and \( Y_j \) belong to the set of all the delayed vectors \( Y = \{x_1^{M_f}, x_2^{M_f}, ... , x_K^{M_f}\} \), if \( x_1^{j}, x_2^{j}, ... , x_K^{j} \) denotes the delay vectors constructed from individual time series and \( M_1, M_2, ..., M_K \) are the numbers of delayed vectors in the reconstructed space for \( K \) time series \((M_f=M_1+M_2+...+M_K)\). As in scalar time series, the correlation sum of multivariate data also counts the probability of the pairs \((Y_i, Y_j)\) whose distance in the reconstructed phase space is smaller than \( \varepsilon \). The correlation dimension \( d_2 \) is then determined from the “scaling region” plateaus (corresponding to different embedding dimension \( m \)) in the plot of \( \log[C_{M_f}(\varepsilon)]/\log(\varepsilon) \) against \( \log(\varepsilon) \) by the same procedure as scalar time series. Within this “scaling region”, the correlation sum is well described by a power law. Although there lacks a fundamental mathematical understanding, the validity (Dhamala et al., 2002) of the phase-space reconstruction from multiple series has been checked with mathematical models and multiple channel EEG data.

**Principal Component Analysis**

Although the input dimensionality of fMRI data may be quite high (e.g., 600 images for \( 64 \times 64 \times 5 \) voxels), the meaningful structure of these data has many fewer independent degrees of freedom. On the other hand, direct estimation of the correlation dimension for fMRI data will become very difficult because of the massive calculation quantity. Therefore, dimensionality reduction, namely finding meaningful low-dimensional structures hidden in their high-dimensional observations, is a key step to deal with large volumes of high-dimensional data.

Principal Component Analysis (PCA) is a common method to reduce the dimensionality and to extract important modes of activity from massive data such as fMRI data of the human brain (Cordes and Nandy, 2006). Implementation of PCA (Kantz and Schreiber, 1997; Hegger and Kantz, 1999) amounts to a search for the direction of maximum variance in the data, followed by an orthogonal projection of the data onto a subspace spanned by direction vectors with highest variance. Algorithmically, PCA calculate an eigenvalue decomposition of the sample covariance matrix \( R \) of \( M \times N \) real matrix \( X \) (for fMRI data, \( M \) is the number of time points and \( N \) is the number of voxels). Since the covariance matrix \( R \) is a real symmetric matrix, its eigenvalues are real and its eigenvectors are orthogonal.

PCA is also easily implemented by singular value decomposition of the data matrix (Dhamala et al., 2002; Thirion et al., 2006; Reidl et al., 2007). For a \( M \times N \) real matrix \( X \), singular value decomposition is to factorize the matrix \( X \) into the product of matrices \( U, S, V \) such as \( X=USV^T \), where both \( U \) and \( V \) are orthogonal matrices of sizes \( M \times M \) and \( N \times N \) respectively, and \( S \) is a \( M \times N \) diagonal matrix with the singular values \( \sigma_i \geq \sigma_{\text{min}}(M, N) \geq 0 \).

PCA is essentially a linear method. The reconstruction itself is just a linear combination. It has been indicated (Dhamala et al., 2002) that PCA can extract qualitatively nonlinear dynamical features from experimental time series. Hence, taking the first few principal components will preserve the correct phase dynamics in the reconstructed space while it reduces the noise level of the data. At the same time, due to reducing the dimensions of the data, the calculation quantity is decreased significantly.

**Intrinsic dimensionality estimation**

In order to preserve the correct phase dynamics in reconstructed space, a key step to use the popular tools like PCA for fMRI data post-processing is to determine the number of essential components, i.e. the intrinsic dimensionality of fMRI data. A method (Cordes and Nandy, 2006) based on an autoregressive noise model of order 1 is used to detect the number of signal components in fMRI data.

Typical fMRI data are composed of signals from specific cognitive and other physiological processes contaminated by noise, which arises from several different sources such as thermal noise and scanner noise. Hence, fMRI data can be described by the noise linear mixing model

\[
x_i = A_s x_i + \eta_i, \quad i = 1, ..., N
\]

where \( i \) represents the voxel, \( N \) is the number of voxels, \( x_i \) is the observed time course with \( M \) time points at voxel \( i \), \( A \) is the \( M \times p \)
dimensional mixing matrix, $s_i$ is the signal vector with $p$ components at voxel $i$, and $\eta_i$ is the noise vector which follows a multivariate Gaussian distribution with zero mean and covariance matrix $\Sigma$. $X=[x_1,\ldots,x_N]$ is the observation matrix. Though the number of “true” biological components of the signal may be less than $M$ (i.e. $p<M$), due to the presence of noise and $N$ being larger than $M$, $X$ is always a matrix of full rank $M$. This means that the dimensionality of full data is always larger than the number of “true” components.

It is shown (Maxim et al., 2005) that noise in a voxel time series of fMRI data is not uncorrelated but has an autoregressive behavior only occur for very small $k$ ($k<10$) or very large $k$ ($k>M-10$). Cordes and Nandy also indicate that both the coefficients $a(\phi)$ and $b(\phi)$ can also be fitted by exponential functions for the AR(1) coefficient $\phi\in[0,0.3]$ and typical fMRI parameters (the number of voxels $N=20,000$ and the temporal size $M=160$).

Nevertheless, for small $N$, we find that neither $a(\phi)$ against $\phi$ nor $b(\phi)$ against $\phi$ can be accurately parameterized by an exponential function. As $N=20000$, Fig. 1 suggests that the points of $\log a(\phi)$ against $\phi$ fall near a straight line for $\phi\in[0.05,0.30]$, i.e. the plot of $a(\phi)$ against $\phi$ can be accurately parameterized by an exponential function within this scope of $\phi$. The plot of $b(\phi)$ against $\phi$ is the same. However, as $N=1539$, both the plot of $\log a(\phi)$ against $\phi$ and $\log b(\phi)$ against $\phi$ are nonlinear for $\phi\in[0.05,0.30]$ as shown in Fig. 2. In other words, neither the coefficients of $a(\phi)$ against $\phi$ nor the coefficients of $b(\phi)$ against $\phi$ can be accurately fitted by an exponential function. This implies that the method based on an exponential function cannot obtain an accurate estimate of the AR(1) coefficient $\phi$ on condition that $N$ is small.

Interpolation is usually used to estimate the value of a function between known data points without knowing the actual function. Cubic spline interpolation (Burden and Faires, 2001) is a useful technique to interpolate between known data points due to its stable and smooth characteristics. They are generally well behaved and continuous up to the second order derivative at the data points. In this work, after obtaining the plot of coefficient $b(\phi)$ against $\phi$, we introduced cubic spline interpolation to estimate the AR(1) coefficient $\phi$ corresponding to the tail eigenvalues of the covariance matrix for fMRI data.

The algorithm to estimate the intrinsic dimensionality is carried out by the following steps:

Step 1. Construct $a(\phi)$ and $b(\phi)$ by simulation data in noise space. The $a(\phi)$ and $b(\phi)$ are constructed by using the simulation data of pure Gaussian noise with AR(1) covariance structure. The simulation data has the same $M$ and $N$ as the corresponding fMRI data. All $\phi$ coefficients are within the scope of $[0,0.5]$. Their interval is 0.05. Thus the plot of $a(\phi)$ against $\phi$ and the plot of $b(\phi)$ against $\phi$ are obtained.

Step 2. Determine the proper $\phi_\tau$ corresponding to fMRI data. In order to determine the proper $\phi_\tau$ corresponding to fMRI data, the eigenvalue spectrum of real fMRI data is calculated. The tail eigenvalues of real fMRI data, excluding the very last 10 eigenvalues (due to the presence of colinearities in the data, the last few eigenvalues can be close to zero, and should therefore be excluded from the...
The purpose of dimensionality estimation, are fitted to $\lambda(k) = a_\nu e^{-b_\nu k}$, and the coefficients $a_\nu$ and $b_\nu$ can be obtained. Assuming that the tail eigenvalues of the covariance matrix of real fMRI data will have no contributions for the signals, the proper $\phi_\nu$ at the point of obtained coefficient $b_\nu$ corresponding to fMRI data, which is also the AR(1) coefficient, can be estimated by interpolating within the constructed points of $(b(\phi), \phi)$ using cubic spline interpolation.

Step 3. Adjust the eigenvalue spectrum of the simulated AR(1) noise data. With the proper coefficient $\phi_\nu$ estimated from fMRI data in step 2, the simulated AR(1) noise data are generated again using the same $M$ and $N$ as the corresponding fMRI data. Because of the variance normalization of each series, the tail eigenvalues for real fMRI data will always be smaller by a shift $\Delta$ than the corresponding simulated AR(1) noise eigenvalues due to the fact that real data contain both signal and noise (Cordes and Nandy, 2006). The shift $\Delta$ can be determined from the tail spectrum, and the eigenvalue spectrum of the simulated AR(1) noise data can be properly adjusted. Thus, the adjusted eigenvalue spectrum of the simulated AR(1) noise data is compared to the eigenvalue spectrum of corresponding fMRI data.

Step 4. Estimate the intrinsic dimensionality. After adjusting the eigenvalue spectrum of the simulated AR(1) noise data, the number of eigenvalues of real fMRI data that are larger than the simulated noise eigenvalues defines the dimension of the signal space. We can get the estimation of the intrinsic dimensionality by counting the number of eigenvalues of real fMRI data that are larger than the simulated noise eigenvalues from $k=1$ to the first intersection between the adjusted eigenvalue spectrum of simulated noise data and the eigenvalue spectrum of real fMRI data.

Spatiotemporal Lyapunov Exponent

A method (Ricard and Jordi, 1995) based on coupled map lattices (CML), which widely used as models of spatiotemporal chaos in physical, chemical and biological systems, is introduced to evaluate numerically a Spatiotemporal Lyapunov Exponent when very short time series are obtained from a spatially distributed dynamical system. This method has been proved equal to detecting nonlinear attribution of a spatial evolution with common short time series.

A dynamical system is given by a set of nonlinear equations as follow:

$$x_{i+1}(k) = F_j(x_i(k)) + C_j(x_i(k))$$  \hspace{1cm} (8)

where $j=1, \ldots, s$, $x=(x_1, \ldots, x_s)$ and $F_j(x)$, $C_j(x) \in C^2(U)$. $U$ is a compact set and $U \subset R^s$. This set of maps is then defined on a two-dimensional lattice

$$A^2(L) = \{ k = (\xi, \beta) | 1 \leq \xi, \beta \leq L \}$$  \hspace{1cm} (9)

If we have a time series defined as the set:

$$G^j(k) = \{ X^j_i(k), \ldots, X^j_{i+s}(k) \} \quad \forall k \in A^2(L)$$  \hspace{1cm} (10)

using the lagging method, we can construct new $m$-dimensional sets as follow:

$$G^m_i(k) = \{ x^j_i(k) = (x^j_i(k), \ldots, x^j_{i+m-1}(k)) \}$$  \hspace{1cm} (11)

where $i=1, \ldots, M-m+1$ and $m$ is an embedding dimension. Now we consider the global set defined as the union of all local orbits:

$$G^m = \bigcup_{k \in A^2(L)} G^m_i(k)$$  \hspace{1cm} (12)

This set is then constructed by $(M- (m-1)L^2$-points.

For each vector $X^j_i(k)$, we search those lattice points $h \in A^2(L)$, $(h \neq k)$ such that the inequality

$$||X^j_i(k) - X^j_i(h)|| = \left[ \sum_{i=1}^{i+m-1} (x^j_i(k) - x^j_i(h))^2 \right]^{1/2} < \varepsilon$$  \hspace{1cm} (13)
The intrinsic dimensionalities of the fMRI data were estimated by the method based on AR(1) noise model which the AR(1) coefficient was estimated by cubic spline interpolation. After extracting important modes of activity from fMRI data by use of Principal Component Analysis according to the estimated intrinsic dimensions, the Lyapunov exponents bases on coupled map lattices (CML) were also calculated to fMRI data. In order to test the nonlinearity in the fMRI, surrogate data generated from fMRI data were introduced in any analysis part. Surrogate data are artificially generated that mimic some properties of the data under study. They can be gained by many methods.

In order to test the null hypothesis that the data are independent random numbers, surrogate times series can be simply obtained by randomly shuffling the measured data (Kantz and Schreiber, 1997; Schreiber and Schmitz, 2000; LaConte et al., 2004), which take on exactly the same values as the data, just in random temporal order. If there is significant difference of the nonlinear property between the data and their shuffles, the hypothesis of independent random numbers can be rejected.

Another surrogate for nonlinearity test is designed to test the null hypothesis that the signal consists of linearly filter Gaussian noise (Lee et al., 2001). The surrogate data should have the same power spectrum and autocorrelation function as the raw data under study (Schreiber and Schmitz, 2000). It can be gained by randomizing the phase of original raw signal (Schreiber and Schmitz, 2000; Lee et al., 2001). Firstly, compute the Fourier spectrum of the raw data using Fourier transformation (FT). The Fourier spectrum is complex amplitude at each frequency. Secondly, randomize the phase of the complex amplitude, i.e. each complex amplitude is multiplied by $e^{i\varphi}$, where $\varphi$ is independently chosen from $[0,2\pi]$ for each frequency. Then a new complex spectrum in the frequency domain, which has the same absolute values as the Fourier spectrum of the raw data, can be obtained. Thirdly, generate the surrogate data. The new Fourier spectrum is transformed back into the time domain by inverse Fourier transform (IFT) and the result is the surrogate data, which is a realization of linear stochastic process with the same power spectrum as the raw data. If there is significant difference of the nonlinear property between the data and their surrogate data, the hypothesis of linearly filter Gaussian noise can also be rejected.

For surrogate test, multivariate data can also be treated very much the same way as scalar time series (Schreiber and Schmitz, 2000). Moreover, we can decide either to keep or to destroy their cross-correlations between two time series. If all time series are applied the same permutations, their cross-correlations can be retained.

**Surrogate data**

The most popular method used to identify the nonlinearity of raw data is a statistical approach utilizing the technique of surrogate data (Schreiber and Schmitz, 2000; Hegger and Kantz, 1999; Kantz and Schreiber, 1997). Since this technique is introduced methodologically into nonlinear dynamics, it has been widely used through nonlinear data processing (Stam, 2005; Lee et al., 2001; Stam et al., 1995). Surrogate data are artificially generated that mimic some properties of the data under study. They can be gained by many methods.

In order to test the null hypothesis that the data are independent random numbers, surrogate times series can be simply obtained by randomly shuffling the measured data (Kantz and Schreiber, 1997; Schreiber and Schmitz, 2000; LaConte et al., 2004), which take on exactly the same values as the data, just in random temporal order. If there is significant difference of the nonlinear property between the data and their shuffles, the hypothesis of independent random numbers can be rejected.

Another surrogate for nonlinearity test is designed to test the null hypothesis that the signal consists of linearly filter Gaussian noise (Lee et al., 2001). The surrogate data should have the same power spectrum and autocorrelation function as the raw data under study (Schreiber and Schmitz, 2000). It can be gained by randomizing the phase of original raw signal (Schreiber and Schmitz, 2000; Lee et al., 2001). Firstly, compute the Fourier spectrum of the raw data using Fourier transformation (FT). The Fourier spectrum is complex amplitude at each frequency. Secondly, randomize the phase of the complex amplitude, i.e. each complex amplitude is multiplied by $e^{i\varphi}$, where $\varphi$ is independently chosen from $[0,2\pi]$ for each frequency. Then a new complex spectrum in the frequency domain, which has the same absolute values as the Fourier spectrum of the raw data, can be obtained. Thirdly, generate the surrogate data. The new Fourier spectrum is transformed back into the time domain by inverse Fourier transform (IFT) and the result is the surrogate data, which is a realization of linear stochastic process with the same power spectrum as the raw data. If there is significant difference of the nonlinear property between the data and their surrogate data, the hypothesis of linearly filter Gaussian noise can also be rejected.

For surrogate test, multivariate data can also be treated very much the same way as scalar time series (Schreiber and Schmitz, 2000). Moreover, we can decide either to keep or to destroy their cross-correlations between two time series. If all time series are applied the same permutations, their cross-correlations can be retained.

**Surrogate data**

The most popular method used to identify the nonlinearity of raw data is a statistical approach utilizing the technique of surrogate data (Schreiber and Schmitz, 2000; Hegger and Kantz, 1999; Kantz and Schreiber, 1997). Since this technique is introduced methodologically into nonlinear dynamics, it has been widely used through nonlinear data processing (Stam, 2005; Lee et al., 2001; Stam et al., 1995). Surrogate data are artificially generated that mimic some properties of the data under study. They can be gained by many methods.

In order to test the null hypothesis that the data are independent random numbers, surrogate times series can be simply obtained by randomly shuffling the measured data (Kantz and Schreiber, 1997; Schreiber and Schmitz, 2000; LaConte et al., 2004), which take on exactly the same values as the data, just in random temporal order. If there is significant difference of the nonlinear property between the data and their shuffles, the hypothesis of independent random numbers can be rejected.

Another surrogate for nonlinearity test is designed to test the null hypothesis that the signal consists of linearly filter Gaussian noise (Lee et al., 2001). The surrogate data should have the same power spectrum and autocorrelation function as the raw data under study (Schreiber and Schmitz, 2000). It can be gained by randomizing the phase of original raw signal (Schreiber and Schmitz, 2000; Lee et al., 2001). Firstly, compute the Fourier spectrum of the raw data using Fourier transformation (FT). The Fourier spectrum is complex amplitude at each frequency. Secondly, randomize the phase of the complex amplitude, i.e. each complex amplitude is multiplied by $e^{i\varphi}$, where $\varphi$ is independently chosen from $[0,2\pi]$ for each frequency. Then a new complex spectrum in the frequency domain, which has the same absolute values as the Fourier spectrum of the raw data, can be obtained. Thirdly, generate the surrogate data. The new Fourier spectrum is transformed back into the time domain by inverse Fourier transform (IFT) and the result is the surrogate data, which is a realization of linear stochastic process with the same power spectrum as the raw data. If there is significant difference of the nonlinear property between the data and their surrogate data, the hypothesis of linearly filter Gaussian noise can also be rejected.

For surrogate test, multivariate data can also be treated very much the same way as scalar time series (Schreiber and Schmitz, 2000). Moreover, we can decide either to keep or to destroy their cross-correlations between two time series. If all time series are applied the same permutations, their cross-correlations can be retained.

![Fig. 3. List of procedures applied to the fMRI data. After standard slice-time correcting and realigning, there were three process parts for fMRI data analysis. (1) Eigenvalue spectra analysis. In this part, the eigenvalue spectra for the covariance matrix of the fMRI datasets were analyzed (2) Correlation dimension analysis. The intrinsic dimensionalities of the fMRI data were estimated by the method based on AR(1) noise model which the AR(1) coefficient was estimated by cubic spline interpolation. After extracting important modes of activity from fMRI data by use of Principal Component Analysis according to the estimated intrinsic dimensions, phase-space was reconstructed by the time-delay embedding for the principal components and then the correlation dimension based on multivariate series was calculated. (3) Spatiotemporal Lyapunov Exponent analysis. In this part, Spatiotemporal Lyapunov Exponents, bases on coupled map lattices (CML), were also calculated to fMRI data. In order to test the nonlinearity in the fMRI, surrogate data generated from fMRI data were introduced in any analysis part.](image-url)
Data acquisition and analysis

Single-shot gradient echo planar imaging (EPI) data were acquired from nine healthy volunteers in resting state with closing eyes, stopping thinking if any idea came up. The data were obtained on a 1.5T PHILIPS MEDICAL SYSTEMS Gyroscan NT scanner (TR = 700 ms, Flip Angle= 70 deg and FOV=23 cm, with 5 transection slices covering the visual cortex and other 5 transection slices covering the motor cortex, 5 mm slice thickness, matrix size: 64×64). After discarding initial scans (to allow for magnetic saturation effects) each time series was comprised of 600 scan images.

The data were preprocessed using SPM2 (http://www.fil.ion.ucl.ac.uk/spm/software/spm2) software. All time-series were slice-time corrected, which corrected differences in image acquisition time between slices, and realigned, which corrected for movement-related effects. A mask containing only brain voxels was generated by a threshold. In order to retain as much information as possible, no further preprocess was done.

Fig. 3 summarizes the analysis steps to detect the nonlinearity of the resting-state fMRI data.

Results and Discussion

Eigenvalues of covariance matrix for real fMRI data (Figs. 4, 5)

The eigenvalue spectra of the covariance matrix \( R \) for real fMRI data were firstly calculated. To obtain estimates of significance, two kinds of surrogate data were generated as described in above paragraph. Fig. 4 shows the eigenvalue spectrum for real resting-state fMRI data of a single subject and the eigenvalue spectra of its 116 surrogate data (\( p<0.01 \)) generated by randomizing their temporal order. The left shows the very first 30 eigenvalues. The right shows the rest. The last 10 eigenvalues are not shown.

Fig. 4. Eigenvalue spectrum for real resting-state fMRI data of a single subject using all 600 time frames (dashed line). The solid lines correspond to the eigenvalue spectra of its 116 surrogate data generated by randomizing its temporal order. The left shows the very first 30 eigenvalues. The right shows the rest. The last 10 eigenvalues are not shown.

Fig. 5. Eigenvalue spectrum for real resting-state fMRI data of a single subject using all 600 time frames (dashed line). The solid lines correspond to eigenvalue spectra of its 116 surrogate data generated by Fourier transform with the same power spectrum as the raw data. The left shows the very first 30 eigenvalues. The right shows the rest. The last 10 eigenvalues are not shown.
10 eigenvalues are not shown in the figure. Fig. 5 shows the eigenvalue spectrum for real resting-state fMRI data of the same subject and the eigenvalue spectra of its 116 surrogate data generated by randomizing the phase of the Fourier spectrum. The left shows the very first 30 eigenvalues of the eigenvalue spectra. The right shows the rest. The last 10 eigenvalues are also not shown in the figure.

The distribution of the eigenvalues is directly related to the amount of correlations of the multivariate data set (Müller and Baier, 2005). If all \( N \) time series are noncorrelated, the nondiagonal elements of the covariance matrix \( R \) tend to zero when the time of the data tends to infinity. In that case the spectrum of \( R \) is completely degenerate and all the diagonal elements \( \lambda_i = 1 \) \( \forall i \). If all \( N \) time series are perfectly correlated, all the elements of \( R \) tend to one. Only one eigenvalue of this matrix is nonzero, i.e. \( \lambda_{\text{max}} = N \). For real fMRI data, the distribution of the eigenvalues is between these two extremes. It suggests that real fMRI data is neither perfectly noncorrelation, nor perfectly correlation. In Fig. 4, the surrogate data generated by randomizing temporal order, which all the eigenvalues are distributed around 1, are almost noncorrelation between \( N \) time series and close to random noise. Because of significant differences of eigenvalue spectra between real fMRI and their surrogate data, fluctuations of resting-state fMRI data of the human brain, therefore, cannot be fully attributed to random noise. It is also shown that there is some correlation between all \( N \) time series of fMRI data. It is the correlation that is usually used to detect functional connection in resting-state human brains (Luca et al., 2006; Lahaye et al., 2003; Hampson et al., 2002; Lowe et al., 1998).

**Intrinsic dimensionality estimation (Table 1, Fig. 2, Fig. 6)**

After constructing the simulated pure AR(1) noise data with the same time dimension and voxel number as fMRI data, the typical coefficients \( a(\phi) \) and \( b(\phi), \phi \in [0,0.5] \), were constructed. Because the tail eigenvalue spectrum of the sample covariance matrix of fMRI data was also fitted to \( \lambda(k) = a_{\gamma} e^{-b_{\gamma} k} \), the coefficients \( a_{\gamma} \) and \( b_{\gamma} \) corresponding to the fMRI data were obtained. Assuming that the tail eigenvalues of the covariance matrix of fMRI data would not have any contribution for the signals, the proper \( \phi_{\gamma} \) at the obtained coefficient \( b_{\gamma} \) corresponding to fMRI data, which is also the AR(1) coefficient, can be estimated from the plot of \( b(\phi) \) against \( \phi \) using cubic spline interpolation. Fig. 6 (left plot) shows the eigenvalue spectrum of fMRI data for one subject together with the eigenvalue spectrum of simulated AR(1) noise generated by using the estimated \( \phi_{\gamma} \) corresponding to the same fMRI data. From Fig. 6 (left plot), it is shown that the tail eigenvalues for real fMRI data will always be smaller by a shift \( \Delta \) than the corresponding simulated AR(1) noise eigenvalues. The eigenvalue spectrum of real fMRI data for the same subject together with the adjusted eigenvalue spectrum of AR (1) noise is also shown in Fig. 6 (right plot). The intrinsic dimension was estimated by counting the number of eigenvalues of real fMRI data that are larger than the corresponding adjusted noise eigenvalues from \( k=1 \) to the first intersection between the adjusted noise eigenvalue spectrum and the real fMRI data eigenvalue spectrum.

The intrinsic dimensionalities of real fMRI data of nine subjects could be estimated by the above method. The results are shown in Table 1.

| Subject | Motor slices | Visual slices |
|---------|--------------|---------------|
| Subject 1 | 18 | 27 |
| Subject 2 | 22 | 24 |
| Subject 3 | 23 | 37 |
| Subject 4 | 27 | 35 |
| Subject 5 | 20 | 39 |
| Subject 6 | 21 | 37 |
| Subject 7 | 21 | 38 |
| Subject 8 | 32 | 35 |
| Subject 9 | 24 | 33 |

Note. Motor slices describe all transection slices covering the motor cortex and visual slices all transection slices covering the visual cortex.
In order to compromise between essential information preservation and appropriate calculation quantity, there is an important problem of how many components should be taken from fMRI data for estimating the correlation dimension. The intrinsic dimensionalities of the real fMRI data in resting-state of the human brain, which are shown in Table 1, indicate that all numbers of essential components are less than 40 for nine subjects. For example, the intrinsic dimensionality is 18 for the first subject. Namely, 18 components are enough to extract important modes of activity from fMRI data for the first subject. From a point of view which information of fMRI data is retained, it is enough to estimate the correlation dimension using these 18 components too. However, if there is no exceptionally large data set available, the correlation dimension estimate cannot be achieved because of “boundary effects (edge effects)” (Raab and Kurths, 2001, Galka, 2000) and “finite-size effects” (Raab et al., 2006). The boundary effects result in decreasing of \( d_2(\varepsilon, m) \) for large distances \( \varepsilon \), and the finite-size effects make awkward or tremendous fluctuations of \( d_2(\varepsilon, m) \) for small distances \( \varepsilon \). These two kinds of effects will make the scaling region narrowed, even disappeared, so that no estimation of the correlation dimension can be obtained. On the other hand, for estimating the correlation dimension, the larger the amount of data is, the better the result is, but the larger the calculation quantity is as well. Too much amount of data will result in horrible calculation quantity. Because the maximum intrinsic dimension of nine subjects is 39 and less than 40, therefore, it is reasonable to calculate the correlation dimension using 40 components extracted from fMRI data of each subject. It assures not only including all the necessary components of fMRI data and having enough large data set for estimating the correlation dimension, but also having proper calculation quantity.

**Correlation dimension estimation (Table 2, Fig. 7–9)**

Before estimating the correlation dimension, PCA was implemented to extract a few components from fMRI data. Based on the confirmed intrinsic dimensionalities, 40 properly components were extracted from real fMRI data (the first component was excluded because it did not represent those involved in the functional dynamics but the variance due to drift of the baseline). The extraction of useful principal components not only retains the

---

**Fig. 7.** The upper left is the correlation sums for the principal components of resting-state fMRI as the embedding dimension \( m \) is from 2 to 25. The upper right is the plot of \( \log_2 C(\varepsilon) \) against \( \log_2 \varepsilon \) at the same scope of embedding dimensions. The lower left is the local slopes \( \tilde{d}[\varepsilon] \) against \( \log_2 \varepsilon \). The lower right is the correlation dimensions with the embedding dimensions.
principal information including in fMRI data, but also reduces both computational load and noise level in the signals. Out of the extracted principal component set, a phase space was reconstructed with a time-delay embedding scheme for embedding dimensions \( m \) from 2 to 25, as well as proper delay times \( \tau \). Each subject has a delay time \( \tau \) itself, which was determined by using mutual information method (Kantz and Schreiber, 1997), and all components have the same \( \tau \) for one subject. With the delay vectors constructed from 24000 data points (40 components×600 time points), the correlation dimension could be estimated.

Fig. 7 is the plots of correlation sum \( C(\varepsilon) \) against \( \log_2(\varepsilon) \), \( \log_2 C(\varepsilon) \) against \( \log_2(\varepsilon) \), \( d(\varepsilon, m) \) against \( \log_2(\varepsilon) \), and \( d(m) \) against \( m \) for fMRI data of one subject. At reconstructed phase space with embedding dimensions \( m=2 \) to 25, the plots indicate power law behavior of the correlation sum with most of the length scale \( \varepsilon \). A scaling behavior is apparent as shown in the plot of local slopes \( d(\varepsilon, m) \) against \( \log_2(\varepsilon) \). The values for \( d(m) \) can be read off in scale region. From the plot of local slopes \( d(\varepsilon, m) \) against \( \log_2(\varepsilon) \), it can also be shown that statistical fluctuations (finite-size effects and noise) distort the scaling behavior below this length scale, and the decreases (boundary effects) destroy the scaling behavior above this length scale. At sufficiently high embedding dimensions, a saturation value appears from this scaling region as shown in Fig. 7 (lower right). The saturation value is defined as the correlation dimension \( d_2 \).

Table 2 shows the correlation dimensions of resting state fMRI data of nine subjects. All subjects have the nature of non-integer correlation dimensions.

To test nonlinearity, two kinds of multivariate surrogate data were generated from the principal component sets, as described in above paragraph, and their correlation dimensions were calculated as well. Fig. 8 shows the local slopes \( d(\varepsilon, m) \) against \( \log_2(\varepsilon) \) for one of 20 surrogate data \( (p<0.05) \). The comparison of correlation dimensions between fMRI data and two kinds of surrogate data is shown in Fig. 9. For fMRI data, there are significant scale region and saturation of \( d(m) \) as the embedding dimension \( m \) increases. But for two kinds of surrogate data, there are no scale region and saturation of \( d(m) \).

The apparent differences of correlation dimensions between fMRI data and their surrogate data, as well as fractal correlation dimensions shown in Table 2, indicate that the resting state fMRI signals cannot fully attribute to: (1) white noise; (2) filtered noise; (3) linear stochastic process. Therefore it can be concluded out that there is nonlinear fractal behavior in fMRI signals and dominant deterministic dynamical structure governing the human brain.

Although estimation of the correlation dimensions can give us useful measures to expect the order parameters of brain dynamics (Dhamala et al., 2002), successful correlation dimension estimation requires stationary time series, sufficient amount of data set with noise-free, appropriate choice of the parameters for phase space reconstruction. Unfortunately, for fMRI data, these conditions can not be fulfilled completely, and the estimates of dimension may not reflect the true dimensions of the brain dynamics. However, it is demonstrated (Galka, 2000) that the “traditional” correlation dimension estimation may already yield reasonable information about the temporal evolution of the dynamics, and this fact implies that the correlation dimension in various conditions encountered in medical and physiological research at least contain qualitatively useful information about the underlying process. Here, it can be considered that the estimated correlation dimensions contain rea-

![Fig. 8. The left is the local slopes \( d(\varepsilon) \) against \( \log_2(\varepsilon) \) of surrogate data gained by permuting as the embedding dimension \( m \) is from 2 to 25. The right is the local slopes \( d(\varepsilon) \) against \( \log_2(\varepsilon) \) of surrogate data gained by randomizing their phases in the Fourier domain. There is apparently no scale region for the multivariate surrogate data.](image-url)
The STLEs were calculated to the slices numbered by 2, 3, and 4 of the resting state fMRI data for the human brain. The embedding dimension $m=8$, and $\varepsilon=0.02$. The STLEs of nine subjects are shown in Table 3. The most important characteristic is that all the STLEs are positive.

To test the nonlinearity of coupling between voxels of fMRI data, the time evolutions of the STLEs were calculated to 25 surrogate data ($p<0.05$) generated by two methods. One kind of surrogate data was obtained by randomly shuffling the measured data, and keeping simultaneously their cross-correlations between voxels in order to retain the information of linear coupling. The other kind of surrogate data was gained by randomizing the phase of the Fourier spectrum of real fMRI data, and keeping simultaneously the cross-correlations between voxels in order to maintain their linear correlations, too. In fact, the second sets of surrogate data retain the same covariance matrix as the corresponding fMRI data. They can be used to test not only the nonlinear correlations between voxels, but also the nonlinearity in each voxel time series itself. The results for one subject were shown in Fig. 10. The significant differences of the STLEs between fMRI data and their surrogate data, as well as the positive STLEs (shown in Table 3) which characterize the nonlinear chaotic property of fMRI data, indicate that resting state fMRI signals cannot fully attribute to: (1) white noise; (2) filtered noise; (3) linear stochastic process; (4) linearly coupled.

As we all know, the contraction of the heart is approximately periodic, i.e. the cardiac rhythm appears to be quasi-periodic, and many biological rhythms (including cardiac rate and respiration) are best represented mathematically as limit cycle oscillations in differential equations (Glass and Mackey, 1988). Therefore, breathing and cardiac activity in resting-state usually appear some properties of the limit cycle or torus attractors. As mentioned above, noise has an infinite correlation dimension and a limit cycle or torus system has an integer correlation dimension. On the other hand, a system that exhibits a limit cycle or torus as its attractor has no positive Lyapunov Exponents. The results of finite correlation dimensions significantly lower than the embedding dimensions, non-integer correlation dimensions (Table 2) and positive STLEs (Table 3) suggest that the underlying system is dominated by neither noise nor a limit cycle or torus orbit. In other words, the nonlinearity of fMRI data cannot be raised by respiratory movement and cardiac activity. It is the intrinsic property in the resting-state human brain.

Through analysis above, it is considered that resting-state fMRI signals of the human brain have spatiotemporal nonlinear properties. Fluctuations at very low frequencies (0.1 Hz) presented in resting state fMRI signals may be an inherent model of basal neural activation in the human brain, and cannot be fully attributed to noise. This activity exhibits striking patterns of coherence (Raichle, 2006; Thirion et al., 2006) within known networks of specific neurons in the human brain in the absence of observable behaviors.

### Conclusion

In this work, the spatiotemporal nonlinearity in resting-state fMRI data of the human brain was detected by nonlinear dynamics methods. Eigenvalue spectra, correlation dimensions and Spatiotemporal Lyapunov Exponents were calculated to demonstrate the spatiotemporal nonlinearity in resting-state fMRI data of the human brain.

Eigenvalue spectra analysis results of the covariance matrix for resting-state fMRI data in the human brain suggest that fMRI data are neither perfectly noncorrelation, nor perfectly correlation. Because of significant differences of eigenvalue spectra between real fMRI data and their surrogate data, fluctuations of resting-state signals in the human brain, therefore, cannot be fully attributed to noise, and there is a determined correlation between all time series of fMRI data.

### Table 3

| Slices   | Subject 1 | Subject 2 | Subject 3 | Subject 4 | Subject 5 | Subject 6 | Subject 7 | Subject 8 | Subject 9 |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Slice2 of SCMC | 0.1782 | 0.1503 | 0.2283 | 0.2774 | 0.2030 | 0.1708 | 0.2133 | 0.1621 | 0.2451 |
| Slice3 of SCMC | 0.2297 | 0.1505 | 0.2150 | 0.2694 | 0.2361 | 0.1834 | 0.2261 | 0.1940 | 0.2540 |
| Slice4 of SCMC | 0.2259 | 0.1516 | 0.2177 | 0.2562 | 0.2520 | 0.2601 | 0.2488 | 0.1889 | 0.2306 |
| Slice2 of SCVC | 0.1754 | 0.1050 | 0.2206 | 0.2494 | 0.2784 | 0.1694 | 0.2523 | 0.1971 | 0.2571 |
| Slice3 of SCVC | 0.2006 | 0.1456 | 0.2263 | 0.2499 | 0.2571 | 0.1820 | 0.2514 | 0.1930 | 0.2614 |
| Slice4 of SCVC | 0.1750 | 0.1749 | 0.2246 | 0.2428 | 0.2764 | 0.1978 | 0.2347 | 0.2107 | 0.2593 |

*Note. SCMC means slice covering the motor cortex and SCVC means slice covering the visual cortex.*
By simulating, adjusting, and comparing eigenvalue spectra of proper AR(1) noise with the corresponding real fMRI data, the intrinsic dimensionality is estimated. Then the intrinsic dimensionality is used to extract the first few principal components from real fMRI data using PCA, which will preserve the correct phase dynamics, while reducing both computational load and noise level of the data.

In the phase-space, which was reconstructed using the time-delay embedding method for their principal components, the correlation dimension of spatiotemporal series was estimated by use of the Grassberger-Procaccia algorithm. Scaling behaviors about \( d(\varepsilon, m) \) are apparent and the saturations of \( d(m) \) can be read off, which have the nature of non-integer correlation dimensions for all subjects. On the other hand, the STLEs were calculated by using coupled map lattice methods to resting state fMRI of the human brain, and are positive for all subjects.

To test the nonlinearity, two kinds of multivariate surrogate data were generated using randomly shuffling in time domain and phase-scrambling in Fourier space for resting state fMRI data and correlation dimensions and STLEs were also calculated for two kinds of surrogate data. By comparison of correlation dimensions and STLEs, the significant differences between fMRI data and two kinds of surrogate data lead us to conclude out that resting state fMRI signals contain nonlinearity and the interrelation of special regions of the human brain to reflect pathologic and/or physiologic alterations. In order to test nonlinearity in more detail, the surrogate data generated by wavelet analysis method (Sendur et al., 2007; Friman and Westin, 2005; Bullmore et al., 2004; Breakspear et al., 2003) will be used. We believe that measures of nonlinearity with the spatial distribution of activity will ultimately yield intensive understanding into the function of the human brain.
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Appendix

The shift \( \Delta \)

Suppose that the real data comprise \( p \) signal components and their tail eigenvalues of the covariance matrix can be fitted by an exponent function \( \lambda_k(\Delta) = a e^{-bk} \), and \( k=1,2,\ldots,M \); the AR(1) coefficient \( \phi \) can then be estimated using the method based on AR(1) noise model. The corresponding simulated AR(1) noise data can be generated using the estimated \( \phi \). If the estimation is accurate enough, the eigenvalues for simulated AR(1) noise data using the estimated \( \phi \) can be fitted by an exponent function \( \lambda_k(\Delta) = a e^{-bk} \), which has the same \( b \) as the real dataset. The domain of definition of \( \lambda_k(\Delta) \) is \( k=1,2,\ldots,M \). In order to make comparison easy, \( \lambda_k(\Delta) \) is also extended to \( k=1,2,\ldots,M \) following the exponent function \( \lambda_k(\Delta) = a e^{-bk} \).

Real data contain both signal and noise and the corresponding simulated pure AR(1) noise data contain only noise, and each time series is normalized by its variance. Therefore, the eigenvalues of the covariance matrices form the pattern

\[
M = \sum_{k=1}^{M} a' e^{-bk} > \sum_{k=1}^{M} a e^{-bk} \quad (a1)
\]

Using inequality (a1), it is proved easily that the inequality \( a < a' \) can hold. Thus, we can obtain the inequality \( \lambda_k(i) = a e^{-bk} < a' e^{-bk} = \lambda_k(i), \forall i \in [p+1,M] \). This means that the tail eigenvalues of covariance matrix for the real data are always smaller than the corresponding eigenvalues for simulated pure AR(1) noise. The shift \( \Delta \) can be obtained by the mean of differences between tail eigenvalues of real data and those of simulated AR(1) noise data.
Stam, C.J., Jelles, B., Achtereekte, H.A.M., Rombouts, S.A.R.B., Slaets, J.P.J., Keunen, R.W.M., 1995. Investigation of EEG non-linearity in dementia and Parkinson’s disease. Electroencephalogr. Neurophysiol. 95, 309–317.

Thirion, B., Dodel, S., Poline, J.B., 2006. Detection of signal synchronizations in resting-state fMRI data. NeuroImage 29, 321–327.

Uhl, C., Kruggel, F., Opitz, B., Cramon, D.Y., 1998. A New Concept for EEG/MEG Signal Analysis: Detection of Interacting Spatial Modes. Hum. Brain Mapp. 6, 137–149.

Vazquez, A.L., Noll, D.C., 1998. Nonlinear Aspects of the BOLD Response in Functional MRI. NeuroImage 7, 108–118.

Wager, T.D., Vazquez, A., Hernandez, L., Noll, D.C., 2005. Accounting for nonlinear BOLD effects in fMRI: parameter estimates and a model for prediction in rapid event-related studies. NeuroImage 25, 206–218.

Wicker, B., Ruby, P., Royet, J.P., Fonlupt, P., 2003. A relation between rest and self in the brain? Brain Res. Rev. 43, 224–230.

Worsley, K.J., Chen, J.J., Lerch, J., Evans, A.E., 2005. Comparing functional connectivity via thresholding correlations and singular value decomposition. Phil. Trans. R. Soc. B 360, 913–920.

Zuendorf, G., Kerrouche, N., Herholz, K., Baron, J.C., 2003. Efficient Principal Component Analysis for Multivariate 3D Voxel-Based Mapping of Brain Functional Imaging Data Sets as Applied to FDG-PET and Normal Aging. Hum. Brain Mapp. 18, 13–21.