Degraded Image Enhancement Using Dual-Domain-Adaptive Wavelet and Improved Fuzzy Transform
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1. Introduction

With the increasing contradiction between mine safety production and economic benefits, the related safety issues have aroused wide concern of the country and society [1, 2]. The processing and analysis of the intelligent monitoring video in mine is a necessary prerequisite for studying the location and status of moving objects such as underground personnel, vehicles, and equipment [3–5]. However, the images of surveillance videos are susceptible to dust and spray, low illumination or uneven lighting of artificial light source, and other environmental factors, resulting in poor image quality captured by the camera [6, 7]. This directly affects the mine dispatch center’s accurate grasp of the actual underground situation and subsequent data analysis. Therefore, in order to better present the scene information of coal mine, improve the visual effect of the image, and promote the application of the underground video monitoring system in the coal mine safety production and intelligent analysis, it is of great significance to study the enhancement of the degraded image in coal mine.

At present, some scholars at home and abroad have studied the problem of image enhancement under uneven lighting or low illumination conditions, but few of them have studied the problem of degraded image enhancement under complex lighting conditions in coal mine. As described in [7–9], the uneven lighting image enhancement based on retinex theory is realized, but these methods have problems...
such as local blocking effects, feature loss, and nonlinear distortion, which will result in the blurred edge features. Meanwhile, these kinds of methods have the following shortcomings: (i) The traditional filter estimates irradiation component (IC), and it can easily cause the edge feature of the enhanced image to be blurred; (ii) the edge preserving filter estimates IC, but the enhancement process takes a long time; (iii) the algorithm needs to assume that the ambient light is uniform, which is not suitable for the artificial light scene under the mine. DWT is an important image enhancement method, which has better time-frequency local characteristics and multiresolution analysis characteristics [10]. In [11, 12], a enhancement method using DWT and SVD is proposed, SVD is applied to DWT’s LFS coefficients, and inverse DWT is used to reconstruct the processed HFS and LFS coefficients. Although the improvement effect is good, the brightness and SNR of the enhanced image are small. The DWT transform domain-based gamma correction proposed in [13, 14] have obvious enhancement effect on the degraded images under complex lighting conditions. However, the wavelet threshold function cannot easily lead to the loss of image details and the improvement of contrast is not significant; in addition, the process of manually adjusting gamma value is tedious. Singh et al. [15] proposed a piecewise gamma-corrected histogram equalization framework using particle swarm optimization (PSO) by analyzing the advantages and disadvantages of histogram and gamma transformation. This algorithm has a better enhancement effect on degraded images, but the process of parametric iterative optimization takes a long time and easy to fall into the local optimal solution.

For the drawbacks of the above existing algorithms, this paper proposes a method for degraded image enhancement that combines dual-domain-adaptive wavelet and improved fuzzy transform, in which a Garrate threshold function that introduces adaptive adjustment factor and enhancement coefficient is designed, and an improved PAL fuzzy transformation function is proposed. First, the degraded image is decomposed into base image and detail image by DDF, base image represents the overall information of the original image, and detail image represents the detailed information of the original image. At the same time, the CLAHE is adopted to adjust the brightness and contrast of the base image. Then, the Garrate threshold function is designed to adaptively de-noise and enhance the HFS coefficients of the detail image. Meanwhile, the LFS coefficients are adjusted by the gamma transformation. Finally, the improved PAL fuzzy transformation method is used to suppress the halo and adjust the highlight area of the reconstructed image, and then the enhanced image is obtained. The rest of the paper is organized as follows. The basic principle of the proposed algorithm is described in Section 2. The implementation process of the algorithm is described in Section 2. The experimental results and analysis are discussed in Section 4. Some conclusions are summarized in Section 5.

2. Image Enhancement Algorithm Modeling

The DWT can transform the image from spatial domain to frequency domain, without losing the original information of the image and increasing redundant information [16]; moreover, it has perfect reconstruction ability [17, 18]. However, the existing two-dimensional wavelet threshold function and threshold selection model have limited application scope. For complex lighting scenes in mine, traditional wavelet enhancement algorithms are easy to lose image detail features in HFS or amplify image noise, and unprocessed or poorly processed LFS coefficients contain image outline features. As a result, images after wavelet reconstruction (WR) appear different degrees of blur. Therefore, it is necessary to design an image enhancement model that meets the complex lighting conditions for the mine.

2.1. Wavelet Enhancement Model Design. The construction of wavelet threshold function is the key to the design of enhancement model. At present, the image enhancement algorithm using wavelet transform mainly uses traditional wavelet hard threshold function, soft threshold function [19, 20], and improved wavelet threshold function models: semisoft threshold function [21] and Garrote threshold function [22]. In view of the defects of the four typical wavelet threshold functions in different degrees [23] and the characteristics that the noise signal in HFS decreases gradually with the increase of Wavelet decomposition (WD) scale [24], a Garrote threshold function including adaptive factor is designed (as shown in Figure 1). This function is defined as follows:

\[
H(\omega_{i,j}) = \begin{cases} 
\text{sgn}(\omega_{i,j}) \frac{(1 - s_i) \omega_{i,j}^2}{T_i}, & |\omega_{i,j}| < T_i, \\
\omega_{i,j} - s_i T_i e^{\frac{T_i}{|\omega_{i,j}|}}, & |\omega_{i,j}| \geq T_i,
\end{cases}
\]

(1)

where \(H\) is the HFS coefficient after wavelet de-noising; \(s_i\) is an adaptive factor at the \(i\)th scale, \(s_i \in (0, 1)\); \(\omega_{i,j}\) is the \(j\)th HFS of the \(i\)th layer WD, \(j = 1, 2, \text{ and } 3\), respectively, corresponding to HL, LH, and HH sub-bands; \(\text{sgn}(\cdot)\) is a symbolic function; and \(T_i\) is the wavelet threshold at the \(i\)th scale.

In the model, \(s_i\) can be dynamically adjusted according to the distribution of noise coefficients after WD, which greatly improves the flexibility and practicability of the model. \(s_i\) is obtained as follows [24]:

\[
s_i = \frac{m}{M},
\]

(2)

where \(M\) is the length of the HFS at the \(i\)th scale and \(m\) is the number of frequencies that the HFS at the \(i\)th scale is less than the threshold.
Generally, the HFS after WD contains not only a large amount of detail information but also some noise information [15]. If the wavelet threshold function of Equation (1) is directly used for the enhancement of image detail information, the noise signal will also be amplified to the same extent, which will affect the visual effect of the image. Therefore, this paper introduces the adaptive adjustment factor and the adaptive enhancement coefficient that achieve adaptive noise reduction and enhancement of HFS coefficients at different scales. The adaptive wavelet threshold function is

\[
H'(\omega_{i,j}) = \begin{cases} 
\text{sgn}(\omega_{i,j}) \frac{(1 - s)}{T} W_{i,j} (\omega_{i,j})^2, & |\omega_{i,j}| < T, \\
W_{i,j} \omega_{i,j} - s \frac{W_{i,j} T^2}{\omega_{i,j}} e^{W_{i,j} (T - |\omega_{i,j}|)}, & |\omega_{i,j}| \geq T, 
\end{cases}
\]

(3)

where \(H'\) is the HFS coefficient after wavelet de-noising and enhancement and \(W_{i,j}\) is the adaptive enhancement coefficient of the \(j\)th HFS under the \(i\)th scale.

The scale of WD is negatively correlated with the detailed information in the corresponding HFS [15]. Therefore, \(W_{i,j}\) can be obtained by the following equation:

\[
W_{i,j} = K e^{(\omega_{i,j} - \mu)/2\sigma^2},
\]

(4)

where \(\mu\) and \(\sigma\) are the mean and standard deviation of the \(j\)th HFS under the \(i\)th scale, respectively, and \(K\) is an adaptive adjustment parameter.

After WD, the HH subimage at the same scale contains more details of the original image, while the HL and LH subimages have less detailed features and larger approximate features [25]. Therefore, when \(j = 1, 2, k = 2i - 1; \) when \(j = 3, k = 2i\).

According to Equations (3)–(4), the adaptive wavelet threshold function designed is continuous and smooth in the whole definition domain; there is no constant deviation. On the basis of the change of WD scale, it can perform adaptive threshold transformation for HFS at each scale, highlight the detailed features of different scales, suppress the noise level of the image, enhance the layering of the image, and greatly improve the flexibility and practicality of the wavelet threshold function.

2.2. Threshold Selection. In image enhancement processing based on DWT, the selection of wavelet threshold is a decisive factor in determining the image enhancement effect. As the scale of WD increases, the noise coefficient in the corresponding HFS will become smaller and smaller [26]. The same threshold is used at different scales, if the threshold is selected too large, the effective wavelet coefficient below the threshold is set to zero, resulting in the blurring of image details and edge features; if the threshold is selected too small, the wavelet coefficients after de-noising still contain a lot of noise, which reduces the de-noising effect of the image enhancement algorithm. Therefore, this paper uses the wavelet shrinkage threshold method based on the Bayesian estimation to achieve adaptive adjustment of the wavelet threshold. The specific calculation process is as follows:

(1) According to the theory of Bayesian estimation, each HFS coefficient after wavelet de-noising obeys a generalized Gaussian distribution with a mean of 0 and a variance of \(\sigma^2\) [27]:

\[
\Phi(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{x^2}{2\sigma^2} \right),
\]

(5)

where \(x\) and \(\sigma\) are the \(j\)th HFS coefficient and standard deviation at the \(i\)th scale.

(2) When the parameter \(\sigma\) is given, the optimal threshold \(T\) can be found according to the Bayesian risk estimation function \(r(T)\) [28]. The threshold is obtained as follows [29]:

\[
T_i = \frac{\sigma^2}{\sigma^2_x} T,
\]

(6)

where \(T_i\) is the threshold of the HFS coefficient of the \(i\)th scale and \(\sigma^2\) is the noise variance of the \(j\)th HFS coefficient of the \(i\)th layer. In noise estimation, \(j\) is usually set to 3.

(3) The noise variance is calculated using the robust median estimation [30]:

\[
\sigma = \frac{\text{median}(|\omega_{i,j}|)}{0.6745}.
\]

(7)

(4) The variance estimate of each noisy observation sub-band is obtained by the maximum likelihood estimation method [24]:

\[
\sigma^2_y = \frac{1}{n} \sum_{x=1}^{n} \omega_{i,j}^2 (x),
\]

(8)

where \(n\) is the length of the HH sub-band under the \(i\)th layer.

(5) Obtained by \(\sigma^2_y = \sigma^2_x + \sigma^2\):

\[
\sigma_x = \sqrt{\max(\sigma^2_y - \sigma^2, 0)}.
\]

(9)

The adaptive wavelet threshold \(T\) at different wavelet scales is calculated by Equations (6)–(9).

2.3. Gamma Transform. The low brightness of the mine degraded image is easy to cause the LFS coefficients after WD to be small as a whole, which makes the image contour characteristics after WR not obvious. So, the gamma transform in this paper is used to correct LFS coefficients, highlight the contour characteristics of the reconstructed image, and improve the overall brightness of the degraded image. Gamma transform is completed by the following equation [31]:
\[
\tilde{f}_{\text{LFS}}(x, y) = \left( \frac{f_{LFS}(x, y) - f_{\text{LFS, min}}(x, y)}{f_{\text{LFS, max}}(x, y) - f_{\text{LFS, min}}(x, y)} \right)^{(1/\epsilon)} \ast \left( \frac{f_{\text{LFS, max}}(x, y) - f_{\text{LFS, min}}(x, y)}{f_{\text{LFS, max}}(x, y) - f_{\text{LFS, min}}(x, y)} \right) + f_{\text{LFS, min}}(x, y),
\]

where \( \tilde{f}_{\text{LFS}}(x, y) \) is the LFS coefficients after gamma transformation; \( f_{\text{LFS}}(x, y) \) is the LFS coefficients; \( f_{\text{LFS, max}}(x, y) \) is the maximum value of the LFS coefficients; \( f_{\text{LFS, min}}(x, y) \) is the minimum value of the LFS coefficients; and \( \epsilon \) is an adjustable parameter, which is used to control the degree of enhancement or suppression of image brightness.

In general, the larger the \( \epsilon \), the greater the degree of enhancement, the more obvious the brightness increase. The smaller the \( \epsilon \), the greater the degree of suppression, the more obvious the brightness suppression. As the brightness of the mine degraded image is overall dark and only part of the area has higher brightness, the \( \epsilon \) for mine image enhancement is generally set to 2.5.

### 2.4. Improved PAL Fuzzy Enhancement Algorithm

After image reconstruction, the brightness and contrast of mine degraded images have been improved to a certain extent, but the effect of suppressing the image halo caused by artificial light sources is not obvious. In order to further enhance the detailed features of the degraded image and suppress its image halo, an improved PAL fuzzy enhancement algorithm is designed to achieve blur enhancement of the reconstructed image. The specific steps are as follows:

1. **Design a membership function:**
   \[
   Y_{m,n} = \frac{X_{m,n} - X_{\text{min}}}{D(X_{\text{max}} - X_{\text{min}})}, \quad 1 \leq D \leq 2,
   \]
   where \( X_{\text{max}} = \max\{X_{m,n}\} \) and \( X_{\text{min}} = \min\{X_{m,n}\} \) are the maximum and minimum values of all pixels in the image after WR and \( D \) is the control parameter, \( D \in [1, 2] \).

2. **Calculate the membership of the elements in the reconstructed image by Equation (11), and perform the fuzzy operation through the constructed fuzzy enhancement operator.** Fuzzy enhancement operator:
   \[
   Y'_{m,n} = \begin{cases} 
   (2Y_{m,n})^{(1/2)}, & 0 \leq Y_{m,n} < 0.5, \\
   2Y_{m,n}^2 - Y_{m,n} + 1, & Y_{m,n} \geq 0.5.
   \end{cases}
   \]

3. **Inverse fuzzy transformation is performed on the fuzzy enhancement coefficient obtained by Equation (12).** Antifuzzy transform function:
   \[
   f_E = D(X_{\text{max}} - X_{\text{min}})Y'_{m,n} + X_{\text{min}}.
   \]

The improved PAL fuzzy enhancement algorithm uses a membership function containing control parameters \( D \) to transform the image from the spatial domain to the fuzzy set domain. According to the designed fuzzy enhancement operator, the image halo suppression and the low illumination area enhancement are performed, and the final enhanced image is obtained by the antifuzzy transformation function. By adjusting the value of \( D \), the membership of the gray values of different degraded images is controlled, and then the video surveillance images in different lighting areas of the mine are enhanced, which greatly improves the robustness of the proposed algorithm.

### 3. Implementation Process of the Proposed Algorithm

This paper proposes the enhancement algorithm for degraded image using dual-domain-adaptive wavelet and improved fuzzy transform. The specific implementation steps can be concluded as follows:

**Step 1.** Perform DDF [32] on the 3-channel of the degraded image \( f \) (i.e., \( R, G, \) and \( B \)) to obtain the base image and detail image of the three channels, respectively.

**Step 2.** CLAHE algorithm is used to adjust the illumination and contrast of the acquired 3-channel base image.

**Step 3.** Use the “db5” wavelet base [33] to perform WD of 3-layer on the detail image to obtain LFS and HFS at each scale.

**Step 4.** Calculate the wavelet threshold \( T \) and adaptive weighting factor \( s \) corresponding to each scale HFS.

**Step 5.** Calculate the adaptive enhancement coefficient \( W_{ij} \) for each scale HFS according to Equation (4).

**Step 6.** The adaptive weight factor \( s \), adaptive enhancement coefficient \( W_{ij} \), and wavelet threshold \( T \) are introduced into the adaptive wavelet threshold function of Equation (3) to achieve de-noising and enhancement of HFS at various scales.

**Step 7.** Gamma transformation is performed on the LFS coefficients, and WR is performed on each scale HFS after de-noising and enhancement and the LFS after gamma transformation.

**Step 8.** Repeat the Step 3~ Step 7 to obtain the 3-channel detail image after WR.

**Step 9.** Reconstruct the processed 3-channel base image and the 3-channel detail image after WR to obtain a reconstructed image.

**Step 10.** Convert the reconstructed image from the RGB color model to the HSV color model, and use the improved
PAL fuzzy enhancement algorithm to blur the acquired V channel image, and obtain the final enhanced image.

The block diagram of the proposed algorithm implementation principle is shown in Figure 2.

4. Experimental and Result Analysis

In order to verify the practical application effect of the proposed algorithm, some degraded images in different mine monitoring videos were selected. Experimental computer configuration: Inter Core i7-10750H CPU, 2.60 GHz, RAM 16 GB, programming tool: Matlab R2020a. The enhanced performance of the proposed algorithm and other seven comparison algorithms is analyzed from two aspects: subjective vision and objective indicators. The seven comparison algorithms are the Semisoft threshold function enhancement (proposed STFE), the Garrate threshold function enhancement (proposed GTFE), CLAHE [9], single scale retinex (SSR) [8], multiscale retinex (MSR) [34], double gamma retinex (DGR) [35], and contrast limited adaptive histogram equalization discrete wavelet transform (CLAHE-DWT) [36]. The parameter settings in the above comparison algorithms are as follows: the proposed STFE and GTFE use DWT to de-noise and adjust the contrast of the image, and wavelet threshold uses a fixed threshold (sqtwolog), enhancement coefficient $W_{ij}=2$, and other parameters are set as the same as the proposed algorithm. CLAHE uses the default parameters, and SSR uses Gaussian filter. MSR uses the default parameters of multiresolution McCann. DGR and CLAHE-DWT use the parameters recommended in the original reference.

4.1. Subjective Analysis. The experiment selected 17 images in 3 typical scenarios to test the proposed algorithm and seven comparison algorithms, including low illumination images, dust and spray images, and uneven lighting images. In view of the limited length of the article, this subsection only shows part of the experimental results after image enhancement:

(1) Experiment 1: the low illumination image enhancement experiment: The image resolution of the tunneling face is $355 \times 568$, and the enhanced results are shown in Figure 3.

(2) Experiment 2: the dust and spray image enhancement experiment: the image resolution of the fully mechanized mining face is $520 \times 920$, and the enhanced results are shown in Figure 4.

(3) Experiment 3: the uneven lighting image enhancement experiment: the image resolution of the auxiliary transportation tunnel is $520 \times 920$, and the enhanced results are shown in Figure 5.

Comparing the original images and the enhanced visual effect images (Figure 3–5), it can be seen that the degraded images have low brightness and contrast, severe dust and spray interference, and uneven brightness of artificial light sources. The enhancement effects of different algorithms are significantly different. The contrast of Figures 3(b)–5(b) and 3(c)–5(c) enhanced by the proposed STFE and GTFE is significantly improved, but the highlight area and halo phenomenon of the images have not been improved, and different degrees of blur appear. The brightness and contrast of the Figure 3(d)–5(d) enhanced by the CLAHE are
improved to a certain extent, but the halo and highlight areas of the image are enhanced. Figures 3(e)–5(e) enhanced by SSR show over-enhancement phenomenon. Figures 3(f)–5(f) enhanced by the MSR are better than STFE, GTFE, CLAHE, and SSR, but it also has color distortion. The brightness of the Figures 3(g)–5(g) enhanced by the DGR is significantly improved, but there is distortion in the dark areas of the images and seriously distorted in the uneven lighting environment in the mine. The brightness of the Figures 3(h)–5(h) enhanced by CLAHE-DWT is obviously

Figure 3: Comparison of the low illumination image enhancement effect. (a) Original image \( f \), (b) proposed STFE, (c) proposed GTFE, (d) CLAHE, (e) SSR, (f) MSR, (g) DGR, (h) CLAHE-DWT, and (i) target algorithm.
improved, but the contrast of the images is reduced and the edges are blurred. For the above three scenarios, the images enhanced by the proposed algorithm have significant improvements in overall brightness, contrast, color, and edges, and the visual effect is better than the other seven contrast algorithms.

4.2. Objective Analysis. In order to objectively evaluate the effect of image enhancement, this paper adopts five indicators of Mean (image brightness) [15], mean local mean square error (MLMSE) (image contrast), peak signal to noise ratio (PSNR) (noise suppression level), mean local information entropy (MLIE) (information richness) [31], and structural similarity index measure (SSIM) (image distortion degree) [37] for performance evaluation and comparison. The objective metrics data of low illumination (Experiment 1), dust and spray (Experiment 2), and uneven lighting (Experiment 3) underground coal mine are shown in Tables 1–3.

The proposed algorithm and seven comparison algorithms were tested on the 17 images in three typical scenarios, and the average values of the objective metrics data are shown in Table 4.

According to the data in Tables 1–4, we know that the five indicator values of different algorithms have their own high and low values. In order to analyze the comprehensive enhanced performance of different algorithms more intuitively, the comprehensive indicator $F$ is used to calculate the cumulative value of normalization of the five indicators. Assuming that the PSNR and SSIM of the original image $f$ are 10 and 1, respectively, then $F$ is shown in Table 5:

\[
F = \sum_{i=1}^{p} w_i \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}},
\]

where $x_{\text{max}}$ is the maximum value of the five indicators; $x_{\text{min}}$ is the minimum value of the five indicators; $x_i$ is the $i$th indicator value of a certain algorithm; $p$ is the number of evaluation indicators, $p = 5$; and $W$ is the weight. The indicators of mean, MLMSE, PSNR, MLIE, and SSIM in the paper are independent of each other, and $w = 0.25$.

According to the comprehensive performance evaluation data under the three experimental conditions in Table 5, the line chart of the comprehensive indicator $F$ for all the algorithms is drawn as Figure 6.

According to the comprehensive evaluation data, graphs, and tables of Experiment 1, Experiment 2, Experiment 3, and 17 images in Table 4 and Figure 6, it can be seen that under three different experimental conditions, compared with other seven algorithms, the $F$ value of the proposed algorithm tends to be more stable, and the robustness is also

Figure 4: Comparison of the dust and spray image enhancement effect. (a) Original image $f$, (b) proposed STFE, (c) proposed GTFE, (d) CLAHE, (e) SSR, (f) MSR, (g) DGR, (h) CLAHE-DWT, (i) target algorithm.
stronger. In the dust and spray environment, the proposed STFE has a higher $F$ value than the proposed algorithm, but in the low illumination and uneven lighting environment, the proposed algorithm has a better $F$ value than the proposed STFE and GTFE, which verifies that the proposed STFE and GTFE using DWT have excellent de-noising ability. In the dust and spray environment, the proposed algorithm can not only de-noise but also improve image contrast and increase detail information. According to the $F$ value of 17 images in three typical scenarios, it can be seen that the comprehensive performance of the proposed algorithm is better than the other seven comparison algorithms.

According to the $F$ value of the 17 images in Table 4, we plot the line chart, calculate the relative percentage of the proposed algorithm and seven comparison algorithms compared with the original image, and draw the histogram of the relative percentage, as in Figure 7.

According to the data in Table 4 and the graph change trend in Figure 7, under the three different experimental conditions, compared with the $F$ value of the source image, the STFE, GTFE, CLAHE, SSR, MSR, DGR, MSWT, and the

| Evaluation index     | Mean | MLMSE | PSNR | MLIE | SSIM |
|----------------------|------|-------|------|------|------|
| Original image $f$   | 34.91| 226.52|      | 2.01 |      |
| Proposed STFE        | 36.67| 488.95| 26.12| 2.02 | 0.98 |
| Proposed GTFE        | 36.56| 476.08| 26.29| 1.99 | 0.98 |
| CLAHE                | 52.26| 402.29| 19.12| 2.15 | 0.85 |
| SSR                  | 53.88| 375.12| 18.62| 2.16 | 0.84 |
| MSR                  | 47.23| 423.26| 21.68| 2.09 | 0.94 |
| DGR                  | 60.89| 293.63| 17.87| 2.10 | 0.81 |
| CLAHE-DWT            | 88.52| 401.94| 11.86| 2.18 | 0.53 |
| Target algorithm     | 59.15| 405.68| 17.35| 2.25 | 0.80 |

Figure 5: Comparison of the uneven lighting image enhancement effect. (a) Original image $f$, (b) proposed STFE, (c) Proposed GTFE, (d) CLAHE, (e) SSR, (f) MSR, (g) DGR, (h) CLAHE-DWT, (i) target algorithm.
The proposed algorithm is improved by 205%, 195%, 200%, 185%, 185%, 140%, and 215%, respectively. Compared with the algorithm of proposed STFE, proposed GTFE, CLAHE, SSR, MSR, DGR, and MSWT, the overall performance indicator of the proposed algorithm is improved by 3.28%, 6.78%, 5.00%, 10.53%, 10.53%, 70.27%, and 31.25%, respectively. In three typical visual scenarios, compared with the other seven algorithms, the comprehensive performance of the proposed algorithm is better, that is, the proposed algorithm has the best comprehensive enhancement performance and robustness and is more suitable for image enhancement in different environments under mine.
5. Conclusions

The illumination environment in coal mine is complex, such as low illumination, dust and spray, and uneven lighting. These factors will lead to poor visual effects of mine images and are not conducive to the analysis and processing of the images of surveillance videos. In order to meet the practical application in coal mines, this paper proposes an image enhancement algorithm of degraded image enhancement using dual-domain-adaptive wavelet and improved fuzzy transform. A Garrate threshold function with adaptive adjustment factor and enhancement coefficient is designed, and an improved PAL fuzzy enhancement algorithm is constructed. Meanwhile, combining the advantages of DDF, CLAHE, gamma, Bayesian estimation, and other methods in image enhancement applications, the realization principle of the proposed algorithm is established. Finally, the de-noising and enhancement effects of the proposed algorithm in different environments of the mine are analyzed, and subjective and objective comparison and analysis are carried out with other algorithms.

The results show that the proposed algorithm can improve the overall brightness and contrast of the image, reduce the noise in the image, and make the edge and detail information clearer, whose visual effect is better than other algorithms. Compared with the original degraded image, the comprehensive performance of STFE, GTFE, CLAHE, SSR, MSR, DGR, MSWT, and the proposed algorithm have
increased by 205%, 195%, 200%, 185%, 185.00%, 85%, 140%, and 215%, respectively. Compared with the algorithm of STFE, GTFE, CLAHE, SSR, MSR, DGR, and MSWT, the comprehensive performance of the proposed algorithm has increased by 3.28%, 6.78%, 5.00%, 10.53%, 10.53%, 70.27%, and 31.25%, respectively. Under different experimental conditions, the comprehensive enhancement performance of the proposed algorithm is the best, the robustness is the best, and it is more suitable for image enhancement in different environments in underground mines.
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