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\begin{abstract}
This article presents data that are further analyzed and interpreted in “Shouting at Each Other into the Void: A Semantic Network Analysis of Vaccine Hesitance and Support in Online Discourse Regarding California Law SB277” \[1\]. This research modified snowball sampling, a technique usually used to generate chains of informants that illuminate the structure of social networks, to collect digital documents following a chain of web links and recommendations, thus
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illuminating the underlying social, technical, and linguistic structure of online discourse. The resulting documents were manually coded according to the attitude towards vaccines they represented and/or the position they took with regard to California Senate Bill 277, a vaccine mandate policy that banned all nonmedical exemptions from school immunization requirements. Each attitude category, as well as the dataset as a whole, was subjected to quantitative linguistic analysis to identify key words and phrases in the data according to the frequency with which they appeared. A combination of that technique and semantic network analysis were used to generate clusters of related words that could be used for qualitative and narrative analysis, as detailed in the companion paper. The data collection and analysis processes described here will be of use to researchers conducting mixed-method analysis of online discourse who want their data to reflect the potential information and digital resources available to individuals who attempt to inform themselves about a particular topic using Internet searches. The data presented here could be useful for anyone seeking deeper insight into the linguistic and narrative patterns surrounding online debates about vaccination, controversial government policies, or both.
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**Specifications Table**

| Subject | Social Sciences (General) |
| --- | --- |
| Specific subject area | Attitudes towards vaccination, attitudes towards vaccine policy mandates, semantic network analysis |
| Type of data | Tables |
| How data were acquired | Modified snowball sampling, to reflect networks of web links rather than informants |
| Data format | Raw Analyzed |
| Parameters for data collection | Online documents were collected that discussed California Senate Bill 277 between June 2014 and June 2017 |
| Description of data collection | Data were collected using a modified form of snowball sampling that illuminated the technological and social networks of public web links that individuals can access and participate in using a basic web search. It is comprised of an Excel spreadsheet that compiles the word frequency charts created and exported using NVivo during our study of attitudes towards California law SB277, a vaccine mandate. There are eight total sheets representing the total dataset and then that dataset divided into three attitude categories (“vaccine supportive,” “vaccine hesitant,” and “neutral”). Each of those categories had two outputs, “stemmed” and “unstemmed.” The latter compiled the raw lists of words in each category by frequency of use, while the former grouped words that began with the same collection of letters (e.g., “child” and “children”). |
| Data source location | United States |
| Data accessibility | Data are included in this article and are uploaded on Mendeley Data: DeDominicis, Kali (2020), “Data for: ‘CStudying Attitudes Towards Vaccine Hesitance and California Law SB 277 in Online Discourse: A Dataset and Methodology’”, Mendeley Data, V1, doi: 10.17632/jmpwfb9zx8.1 http://dx.doi.org/10.17632/jmpwfb9zx8.1 |

(continued on next page)
Value of the Data

- These data represent the network of information that would be available to parents attempting to research California’s 2015 vaccine mandate, SB277, or the efficacy of vaccines overall. The dataset can be used to further research and understanding of how people discuss vaccines and vaccine mandates online, and particularly illuminate possible misconceptions or misunderstandings about the motivations and priorities of the parties involved in such discourse.
- The dataset offers a baseline for understanding how online actors discuss vaccination and vaccine mandates, and how they test arguments and narratives that are intended to persuade specific audiences, both online and offline. The dataset can be used as a point of reference for other studies concerning attitudes towards or discussions of vaccine hesitance, vaccine policy, and controversial legislation more broadly.
- The dataset can be used to further analyze particular aspects of the online discourse and narrative framings of issues surrounding SB277. These data can also contribute to more general research regarding people's attitudes towards vaccines, government mandates, and the social actors sometimes known as the “anti-vaxx movement.” Furthermore, this stage of analysis subjected these data primarily to manual analysis; they could benefit from computer-based sentiment and linguistic analysis.
- These data can be used by researchers interested in extending understanding of how different groups of people and different media sources present information about vaccines and vaccine mandates, and how various groups make linguistic and narrative choices about how to frame their arguments.
- The mixed methods approach used to collect and analyze these data (including a modified form of snowball sampling, linguistic frequency, semantic network, and content analysis) are more broadly helpful to researchers attempting to examine online discourse surrounding controversial practices or policies in a more general sense, particularly if they are taking a semantic network analysis approach or using other forms of linguistic analysis.

1. Data Description

The tables below reflect six “Clusters” or semantic networks of words that are related to or relevant to each other. The additional data available on Mendeley represents the raw number of times a word appeared in each attitude category; these lists were derived from 3.38 GB of raw data – all the documents scraped and uploaded into NVivo during initial data collection, including attitude coding. The raw data is ideal for additional computer-based coding and analysis for any researchers interested in online discussion of California SB277, policy mandates in general, and attitudes towards vaccination more broadly.

The final dataset comprised 2424 documents from 213 websites. It was composed of web pages, Facebook statuses and public groups, newspaper articles, blog posts, government reports, and forum discussions. There were 433 “vaccine supportive” documents (2,894,317 words), 1717 “vaccine skeptical” documents (8,055,558 words), and 274 “neutral” documents (1,602,322 words). The final list of 79 words was divided into 6 Clusters (Tables 1–6).
Table 1
Raw and analyzed data for Cluster 1; D% refers to the total number of documents in which that phrase appears within an attitude category relative to the total number of documents in that attitude category. R% refers to the total number of times a word or phrase appears in an attitude category in total, relative to the total number of words in that attitude category.

| Category          | Skeptical | Neutral | Supportive |
|-------------------|-----------|---------|------------|
| Health Choice     | 97        | 12      | 8          |
| Medical Choice    | 62        | 8       | 12         |
| Vaccine Choice    | 179       | 6       | 39         |
| Health Freedom    | 154       | 3       | 34         |
| Medical Freedom   | 126       | 2       | 9          |
| Vaccine Freedom   | 29        | 1       | 6          |
| Health Rights     | 4         | 1       | 1          |
| Medical Rights    | 12        | 2       | 1          |
| Vaccine Rights    | 28        | 0       | 2          |
| Vaccine Advocacy  | 4         | 3       | 14         |
| Medical Fascism   | 45        | 2       | 5          |
| Medical Tyranny   | 127       | 10      | 11         |
| Anti-vaxx         | 62        | 22      | 73         |

Table 2
Raw and analyzed data for Cluster 2; D% refers to the total number of documents in which that phrase appears within an attitude category relative to the total number of documents in that attitude category. R% refers to the total number of times a word or phrase appears in an attitude category in total, relative to the total number of words in that attitude category.

| Category            | Skeptical | Neutral | Supportive |
|---------------------|-----------|---------|------------|
| Autism              | 502       | 107     | 252        |
| Child               | 567       | 260     | 404        |
| Parent              | 188       | 243     | 369        |
| Measles             | 442       | 217     | 321        |
| Science             | 540       | 167     | 323        |
| Education           | 709       | 182     | 278        |
| School              | 87        | 23      | 61         |
| PBE                 | 82        | 48      | 67         |
| Religious Exemption | 35        | 16      | 24         |
| Disneyland          | 70        | 54      | 59         |
| Civil Rights        | 108       | 14      | 43         |
| Human Rights        | 193       | 24      | 42         |
| Children’s Rights   | 33        | 8       | 20         |
| Parents’ Rights     | 310       | 73      | 103        |

2. Experimental Design, Materials and Methods

We analyzed documents published between June 2014, six months before the Disneyland measles outbreak [2], and June 2017, the end of the first school year after SB277 was implemented [3]. That broad date range was chosen to enable future analysis and comparison of different eras of response to SB277: Prior to the Disneyland outbreak, after the outbreak but prior to the proposal of a policy solution, during the discussion and passage of SB277, between the passage of the bill and its implementation, and during the first year of implementation. This first analytical paper, however, deals with the data as a whole, to provide a baseline for comparison. The data represent information that would have been available to parents at the time, and includes only naturally-occurring discourse surrounding SB277, rather than replies to researchers’ inquiry. Only text data were analyzed; graphics and YouTube videos were excluded.
### Table 3
Raw and analyzed data for Cluster 3; D% refers to the total number of documents in which that phrase appears within an attitude category relative to the total number of documents in that attitude category. R% refers to the total number of times a word or phrase appears in an attitude category in total, relative to the total number of words in that attitude category.

|            | Skeptical | Neutral | Supportive |
|------------|-----------|---------|------------|
|            | Docs.     | D%      | Refs.      | R%         | Docs.     | D%      | Refs.      | R%         | Docs.     | D%      | Refs.      | R%         |
| Autism     | 502       | 43.7    | 12,419     | 0.154      | 107       | 39.1    | 3061      | 0.191      | 252       | 59      | 4755       | 0.164      |
| ADHD       | 102       | 8.9     | 1821       | 0.023      | 15        | 5.5     | 60        | 0.004      | 39        | 9.1     | 111        | 0.004      |
| Antibodies | 126       | 11      | 1194       | 0.015      | 32        | 11.7    | 343       | 0.021      | 69        | 16.2    | 43         | 0.001      |
| HPV        | 194       | 16.9    | 1547       | 0.019      | 32        | 11.7    | 470       | 0.029      | 124       | 29      | 860        | 0.03       |
| Measles    | 442       | 38.5    | 18,818     | 0.234      | 217       | 79.2    | 4799      | 0.3        | 321       | 75.2    | 8839       | 0.305      |
| Pertussis  | 196       | 17.1    | 2681       | 0.033      | 70        | 25.5    | 793       | 0.049      | 161       | 37.7    | 1789       | 0.062      |
| Smallpox   | 129       | 11.2    | 899        | 0.011      | 43        | 15.7    | 338       | 0.021      | 101       | 23.7    | 624        | 0.022      |
| Virus      | 277       | 24.1    | 5591       | 0.069      | 75        | 27.4    | 1314      | 0.082      | 158       | 37      | 1523       | 0.053      |
| Disease    | 640       | 55.7    | 17,366     | 0.216      | 215       | 78      | 4537      | 0.283      | 117       | 27      | 8167       | 0.282      |
| Aluminum   | 247       | 21.5    | 3228       | 0.04       | 45        | 16.4    | 573       | 0.036      | 71        | 16.6    | 750        | 0.026      |
| Mercury    | 307       | 26.7    | 2414       | 0.03       | 65        | 23.7    | 2890      | 0.18       | 96        | 22.5    | 1039       | 0.036      |
| Thimerosal | 136       | 11.8    | 1198       | 0.015      | 36        | 13.1    | 471       | 0.029      | 78        | 18.3    | 545        | 0.019      |

### Table 4
Raw and analyzed data for Cluster 4; D% refers to the total number of documents in which that phrase appears within an attitude category relative to the total number of documents in that attitude category. R% refers to the total number of times a word or phrase appears in an attitude category in total, relative to the total number of words in that attitude category.

|            | Skeptical | Neutral | Supportive |
|------------|-----------|---------|------------|
|            | Docs.     | D%      | Refs.      | R%         | Docs.     | D%      | Refs.      | R%         | Docs.     | D%      | Refs.      | R%         |
| America    | 639       | 55.6    | 6271       | 0.08       | 142       | 51.8    | 876       | 0.05       | 245       | 57.4    | 1609       | 0.06       |
| California | 303       | 26.4    | 11,192     | 0.14       | 77        | 28.1    | 2895      | 0.18       | 116       | 27.2    | 1718       | 0.06       |
| Government | 729       | 63.4    | 9343       | 0.12       | 125       | 45.6    | 1274      | 0.08       | 228       | 53.4    | 1707       | 0.06       |
| Big Government | 63       | 5.5     | 794        | 0.01       | 8         | 2.9     | 430       | 0.03       | 11        | 2.6     | 272        | 0.01       |
| CDC        | 568       | 49.4    | 16,961     | 0.21       | 103       | 37.6    | 6457      | 0.4        | 212       | 49.6    | 10,422     | 0.36       |
| FDA        | 240       | 20.9    | 3077       | 0.04       | 46        | 16.8    | 952       | 0.06       | 115       | 26.9    | 1396       | 0.05       |
| Constitutionality | 424     | 36.9    | 2437       | 0.03       | 84        | 30.7    | 364       | 0.02       | 139       | 32.6    | 517        | 0.02       |
| Legal      | 465       | 40.5    | 2645       | 0.03       | 81        | 29.6    | 430       | 0.03       | 177       | 41.5    | 686        | 0.02       |
| Illegal    | 187       | 16.3    | 909        | 0.01       | 28        | 10.2    | 89        | 0.01       | 71        | 16.6    | 186        | 0.01       |
| Big Pharma | 521       | 45.3    | 4411       | 0.055      | 62        | 22.6    | 880       | 0.055      | 186       | 43.6    | 1207       | 0.042      |
| Pharmaceutical Industry | 354       | 30.8    | 7397       | 0.092      | 52        | 19      | 1918      | 0.12       | 102       | 23.9    | 2402       | 0.083      |
| Fraud      | 81        | 7       | 1051       | 0.013      | 16        | 5.8     | 115       | 0.007      | 29        | 6.8     | 73         | 0.003      |

### 2.1. Sampling
Data collection began with Google searches for “SB277,” “California SB277,” “California vaccine bill,” and “Senate Bill 277.” This yielded 13 websites that belonged to organizations associated with SB277 or general vaccine activism [1]. We developed a modified form of “snowball sampling” [4] to expand the data beyond those 13 sites. In traditional snowball sampling, researchers ask informants to recommend additional contacts who might be able to contribute to a study, thus partially reflecting the organic structure and development of social networks.

Our modified digital snowball sampling method was designed to reflect the digital networks of recommendations and linked webpages that individuals can access and participate in Fig. 1. Google site search was used to identify individual pages within each of the 13 starting websites that mentioned SB277 specifically, which excluded irrelevant pages (e.g. contact information, donation appeals). Those pages were “scraped” and uploaded to the NVivo Suite [5]. Then, every link on each relevant page was opened, excluding irrelevant items (e.g. advertisements). Some of the new pages revealed through these links were on “outside” websites not included in the original 13. The Google site search process was repeated for each new website, revealing not just the
pages the previous documents had linked to, but any additional pages on the new website that mentioned SB277 or our other search terms. For example, if a Facebook group linked to articles on Infowars and the Sacramento Bee newspaper website, those specific documents were added to the dataset, and so were any other articles that Google identified as mentioning “SB277” on both Infowars.com or SacBee.com. The links on all new pages were then opened, and the process repeated.

This approach was intended to retroactively approximate aspects of parents’ experiences researching SB277. That is, the dataset reflected a web of links constructed to include all possible webpages a parent might have arrived at by following initial Google searches that resembled ours, or from a Google search that yielded any of the subsequent pages instead. Thus, the experience of a parent who began on a parenting blog instead of one of the initial website pages

Table 5
Raw and analyzed data for Cluster 5; D% refers to the total number of documents in which that phrase appears within an attitude category relative to the total number of documents in that attitude category. R% refers to the total number of times a word or phrase appears in an attitude category in total, relative to the total number of words in that attitude category.

|       | Skeptical | Neutral | Supportive |
|-------|-----------|---------|------------|
|       | Docs. | D%   | Refs. | R%  | Docs. | D%   | Refs. | R%  | Docs. | D%   | Refs. | R%  |
| Nazi  | 50    | 4.4   | 398   | 0.0049 | 8    | 2.9   | 28    | 0.0017 | 24    | 5.6    | 116   | 0.004 |
| Hitler| 29    | 2.5   | 125   | 0.0016 | 6    | 2.2   | 17    | 0.0011 | 18    | 4.2    | 54    | 0.0019 |
| Fascism| 53    | 4.6   | 189   | 0.0023 | 8    | 2.9   | 24    | 0.0015 | 13    | 3      | 63    | 0.0022 |
| Anti-Semitism | 6    | 0.5   | 27    | 0.0003 | 1    | 0.4   | 6     | 0.0004 | 18    | 4.2    | 74    | 0.0026 |
| Jewish | 29    | 2.5   | 324   | 0.004  | 5    | 1.8   | 13    | 0.0008 | 27    | 6.3    | 168   | 0.0058 |
| Holocaust | 21    | 1.8   | 308   | 0.0038 | 9    | 3.3   | 23    | 0.0014 | 25    | 5.9    | 185   | 0.0064 |
| Nuremberg Code | 35    | 3     | 125   | 0.0016 | 4    | 1.5   | 9     | 0.0006 | 4     | 0.9    | 27    | 0.0009 |
| Christian | 27    | 2.3   | 206   | 0.0026 | 8    | 2.9   | 11    | 0.0007 | 25    | 5.9    | 81    | 0.0028 |
| African-American | 35    | 3     | 936   | 0.0116 | 6    | 2.2   | 48    | 0.003  | 9     | 2.1    | 72    | 0.0025 |
| Nation of Islam | 11    | 1     | 42    | 0.0005 | 5    | 1.8   | 7     | 0.0004 | 9     | 2.1    | 22    | 0.0008 |
| Muslim | 27    | 2.3   | 166   | 0.0021 | 8    | 2.9   | 15    | 0.0009 | 18    | 4.2    | 54    | 0.0019 |
| Tuskegee | 14    | 1.2   | 142   | 0.0018 | 1    | 0.4   | 2     | 0.0001 | 7     | 1.6    | 9     | 0.0003 |
| Racism | 18    | 1.6   | 107   | 0.0013 | 5    | 1.8   | 25    | 0.0016 | 11    | 2.6    | 42    | 0.0015 |

Table 6
Raw and analyzed data for Cluster 6; D% refers to the total number of documents in which that phrase appears within an attitude category relative to the total number of documents in that attitude category. R% refers to the total number of times a word or phrase appears in an attitude category in total, relative to the total number of words in that attitude category.

|       | Skeptical | Neutral | Supportive |
|-------|-----------|---------|------------|
|       | Docs. | D%   | Refs. | R%  | Docs. | D%   | Refs. | R%  | Docs. | D%   | Refs. | R%  |
| Sen. Pan | 392   | 34.1  | 2297  | 0.029 | 140  | 51.1  | 373   | 0.023 | 119  | 27.9  | 246  | 0.008 |
| Gov. Brown | 248   | 21.6  | 1489  | 0.018 | 99   | 36.1  | 1570  | 0.008 | 111  | 26    | 305  | 0.011 |
| Donald Trump | 252  | 21.9  | 1306  | 0.016 | 73   | 26.6  | 173   | 0.011 | 115  | 26.9  | 1083 | 0.037 |
| Dorit Reiss | 20    | 1.7   | 167   | 0.002 | 29   | 10.6  | 449   | 0.028 | 132  | 30.9  | 968  | 0.033 |
| Sen. Allen | 80    | 7     | 146   | 0.002 | 58   | 21.2  | 65    | 0.004 | 52   | 12.2  | 73   | 0.003 |
| Dr. Sears | 95    | 8.3   | 9515  | 0.118 | 22   | 8     | 892   | 0.056 | 102  | 23.9  | 1148 | 0.040 |
| Sen. Kennedy | 97   | 8.4   | 760   | 0.009 | 27   | 9.9   | 352   | 0.022 | 66   | 15.5  | 787  | 0.027 |
| Jenny McCarthy | 28   | 2.4   | 250   | 0.003 | 26   | 9.5   | 56    | 0.003 | 86   | 20.1  | 208  | 0.007 |
| CDC Whistleblower | 151 | 13.1  | 2037  | 0.025 | 22   | 8     | 854   | 0.053 | 43   | 10.1  | 1059 | 0.037 |
| Dr. Wakefield | 55    | 4.8   | 1027  | 0.013 | 27   | 9.9   | 207   | 0.013 | 63   | 14.8  | 318  | 0.011 |
| Hillary Clinton | 115  | 10    | 924   | 0.011 | 16   | 5.8   | 51    | 0.003 | 33   | 7.7   | 83   | 0.003 |
| Dr. Offit | 41    | 3.6   | 700   | 0.009 | 12   | 4.4   | 43    | 0.003 | 38   | 8.9   | 111  | 0.004 |
| Dr. Tepenny | 59    | 5.1   | 232   | 0.003 | 7    | 2.6   | 23    | 0.001 | 16   | 3.7   | 39   | 0.001 |
| Jim Carey | 10    | 0.9   | 52    | 0.001 | 6    | 2.2   | 13    | 0.001 | 25   | 5.9   | 398  | 0.014 |
| Dr. Obukhanych | 26   | 2.3   | 335   | 0.004 | 5    | 1.8   | 228   | 0.014 | 8    | 1.9   | 505  | 0.017 |
| Jenna Elfman | 14   | 1.2   | 233   | 0.003 | 6    | 2.2   | 27    | 0.002 | 4    | 0.9   | 11   | 0.000 |
represented by our search would still be included in our dataset, with the understanding that they would have access to the same network of documents, but starting at a different nexus.

2.2. Analysis and coding

Each unique page was considered a “document.” Once uploaded to NVivo, documents were manually coded into qualitative categories according to the following attitudes: “vaccine supportive,” “vaccine skeptical,” or “neutral.” For this initial article, manual coding was preferred because, even with the exclusion of video and graphic data, the documents produced through snowball sampling were highly representative of the multimodal, heterogeneous nature of digital texts; as such, the data and analysis in these paired papers establish a manual baseline that can enable future machine-based coding and analysis techniques. The supportive and skeptical attitude categories were a priori components of the analysis, because this research always intended to compare those two perspectives, but the neutral category emerged in analysis in order to represent texts such as news reports that made efforts not to espouse either position. Supportive documents were defined as those that actively asserted the medical benefits of vaccines and the scientific basis thereof, or included documents supportive of SB277 as a policy. Skeptical documents proclaimed the dangers of vaccines or vaccine mandates. Neutral documents did not attempt to influence readers towards either position, and expressed no implicit or explicit opinion about the efficacy of the bill or vaccination itself.

Initial coding decisions were guided by the explicit attitudes of host websites: most authors stated their vaccine supportive or hesitant views up front, in the document or on the broader website, and most documents were coded according to that stated position. These assertions were taken at face value for three reasons. First, the majority of skeptical and supportive websites were consistent platforms: they rarely hosted documents with dissenting points of view, but rather sought to present consistent, convincing narratives. In order to catch rare exceptions to this practice, researchers manually checked the title of each document against the stated attitude of its host website and made corrections as necessary; for documents with ambiguous titles, light content analysis informed the ultimate decision. Second, no discrepancies in attitude coding were uncovered during the detailed content analysis stage, when researchers had the opportunity to check the subtext of each document against its attitude code; this suggests high overall reliability in initial coding. Third, while it was possible that individual authors or websites might misrepresent their positions, this methodology was partly intended to reflect...
the experiences of information-gathering parents, who would have been no more equipped to discern insincerity than the researchers (see [6]).

Neutral documents were harder to code. As noted above, this category emerged during analysis in order to include documents that took no explicit stance regarding SB277 or vaccines overall. Neutral documents primarily consist of government information sheets about the basic facts of SB277 and journalistic publications that tried to represent citizens from both camps equally without rendering judgement on their opinions. Within these strictures, documents with titles that suggested particular stances, publications or websites that seemed to consistently represent only one position, and documents that were denoted as editorials or similar were subjected to light content analysis before final coding. Detailed content analysis only revealed two errors in neutral coding (out of 274 total documents), which suggests high overall reliability.

Comment sections, in which potentially infinite numbers of individuals could respond to the original text and to other commenters, were too complex and lengthy for manual coding to be feasible. Comment sections are frequent sites of conflict, particularly in digital spaces that reflect contentious issues, such as vaccine efficacy or policy mandates: thus, each addition to an exchange would have to be coded individually. Machine-based coding and sentiment analysis can render more detailed categorizations of comment data, and this could be a fruitful avenue for future analysis, but the manual baseline provided by this stage of analysis are an important first step for such techniques.

For this stage of analysis, comment sections were left in situ to preserve context; when comments were embedded at the bottom of a page, the main text and comments were considered a single document. When comments were accessible through a link to a separate page, they were considered two documents. This had certain implications for attitude coding. First, embedded comments were necessarily coded according to the attitude of the original text because they were not treated as discrete documents. In order to preserve continuity between embedded and discrete comments, we also coded the latter according to the attitude of the original text. More importantly, coding comment sections according to the attitude of the original text preserved the context in which readers, including concerned parents, might encounter these views; reading vaccine skeptical narratives in a neutral digital space (e.g., attached to a newspaper article) carries a different weight than finding them attached to a vaccine skeptical blog.

This coding decision meant that comments sometimes represented views that conflicted with the attitude they had been coded as holding. This issue was addressed by separately coding relevant documents or sections of documents as “comments.” We performed two analyses, once including and once excluding comment sections, which allowed us to examine how the two differed. In this data, only Cluster 4 showed a notable disparity between the two analyses, but a more detailed examination of how comment sections alter the data could be an interesting topic for future inquiry (see Table 4). Neutral documents could particularly benefit from this, because the technical and philosophical design of comment sections is about enabling readers to express opinions and persuade each other – which is at odds with our definition of neutral documents. Furthermore, about half of the documents classified as “neutral” are or include comment sections; this is because national news platforms have a larger audience than even most popular bloggers, Facebook groups, etc., so they had a larger source of potential commenters.

NVivo was used to identify the 500 most common terms in each attitude category separately and for the dataset as a whole. This included phrases of up to three words. The NVivo “stemmed” function combined coding for words with the same root, while manually-determined related words were also coded together. Thus, the individual words in our data actually represent a semantic network of similar words; for example, the word “child” also represents “children,” “kid,” “childhood,” etc. Filler words were eliminated, as were certain overly-generic words; for example, “vaccine,” “bill” and “people” merely demonstrate that these were discussions of vaccine policy, supported or opposed by groups of people. After these eliminations, the top ten words and top ten phrases in each attitude category were selected for further analysis. Terms that appeared in the top twenty of at least two categories were also included.

For each significant term, in-depth content analysis was applied to the five documents with the highest concentrations of that word. This was partly because word frequency was a key
aspect of how we chose data for analysis, so using another system to choose documents for content analysis risked obscuring the texts that had caused particular words to become notable. Primarily, however, this decision was efficiency-based: texts with high concentrations of a word provided more examples of how that word was used, how it was framed, and helped develop a qualitative idea of the semantic and narrative networks that surrounded it.

Deeper, qualitative readings were undertaken using a documentary and textual analysis framework, with particular attention paid to how each term was used in context, and what issues and events they were most relevant to. This reading suggested that a semantic network approach (SNA) would improve our analysis: simply comparing high frequency words to each other would be less fruitful than using SNA to identify “emergent clusters of potential meaning by analyzing relations between words” [7]. For example, “parents’ rights” and “[Dr. Robert] Sears” were both prominent terms, but it was less useful to compare them than to contrast the former to “civil rights,” “human rights,” and “children’s rights.”

Semantic networks were constructed by drawing additional terms from the original lists of 500 words; these selections were guided by the NVivo [5] “word tree” SNA function and the context provided by initial qualitative content analysis. Most words were still in the top 20–50 for each attitude category, and the words that did not meet that frequency criteria were chosen for being part of the same semantic network as the high frequency words. In effect, the relative unpopularity of words that were linguistically or conceptually similar to high frequency words were included when they illuminated interesting aspects of the narrative choices and social framings espoused by the authors. These networks were divided into “clusters” of semantic networks relevant to the initial set of high frequency words.

There were substantially more skeptical documents than other types, which impeded direct comparisons between the three categories. Thus, percentages were calculated. This was done in two ways: first, the number of documents each keyword appears in, in each attitude category, out of the total number of documents in that category (D%). This demonstrated how widespread or general concern with that topic was among people with that attitude. For some clusters, we also calculated the number of times a word appeared in total per attitude category, out of the total number of times the word was used in that category (R%). We calculated R% in all cases [see Tables], but this paper only includes charts of R% for clusters where there was a disparity between how often a word appeared in total versus how many documents it appeared in. For example, in Cluster 3 the word “mercury” appears in 23.7% of neutral documents, which is within 3% of the other categories – but it is 0.18% of all words in the neutral category, which is 5 times more frequent than in skeptical or supportive sources (see Table 3).

Ethics Statement

This dataset relies heavily on social media data, including Facebook posts, blog posts, and newspaper comments. As such, hundreds of ordinary citizens’ legal names are present in the full dataset, in whole or in part, with no reliable (or practical) way to obtain informed consent for their use. Furthermore, even people who use “screen names” or other anonymous handles online may have a long-term attachment to a particular digital identity; thus, including even obviously fake names in a dataset intended for public use is not necessarily much more ethical than including their legal identities [8].

All of these exchanges took place in public forums: they were, as the methodology demonstrates, obtainable through ordinary Google searches, and did not require any additional credentials to access them. While some digital scholars argue that the public nature of such discourse constitutes consent, or at least ethical justification for using such documents in academic research, there is no broad consensus as to whether participation in a public online forum necessarily indicates that participants understand that those forums are public or when and how researchers should be able to use their data [9,10]. More importantly, it is impossible to anonymize the full dataset in a way that protects the ordinary people who are represented in it. [8–10]. For this reason, the final dataset shared in this Data in Brief submission is the full complement of
word lists used in our analysis and not the complete set of documents collected in the initial research. Researchers who are interested in utilizing the full set of documents should contact the corresponding author to discuss ethical precautions.

Finally, while the dataset associated with this article began as NVivo-generated [5] lists of the 1000 most common words and the 750 most common stemmed words in all attitude categories (as well as the total), the totals on some lists are lower than that due to omitting recognizable names and screen names. The only exceptions are for public figures who actively involved themselves in this debate on a state or national level, including politicians, doctors who consult on government policy or speak to national news organizations, and celebrities. Common names, such as “Mike” or “Elizabeth” were left in as well, since they do not endanger people’s identities out of context.

This is all in compliance with the original IRB clearance of the study, which presumed that anonymization protocols would ensure that no individuals on social media would be identified or subjected to undue scrutiny through this dataset or associated analysis. It is also in compliance with all regulations governing all relevant social media platforms.
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