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Abstract—Time series of Sentinel-1 data are widely used for monitoring displacements of the Earth surface using persistent scatterer interferometry. By default over land, Sentinel-1 images include two polarimetric channels: 1) VV and 2) VH. However, most works in this application exploit only the VV channel, whereas the VH channel is discarded for its lower amplitude. Thanks to the development of polarimetric persistent scatterer interferometry methods, one can integrate multipolarization channels into a single optimal one. Previous studies proved that the number and spatial density of measurement points is increased. In this work, we explore the reason why the VH channel increases the number of measurement points when using the amplitude dispersion ($D_A$) as selection criterion. Results obtained over three geographical locations show that the VH channel helps in two ways. In the first place, the mean amplitude is increased for targets which have higher amplitude in VH channel, usually associated with rotated elements in the scene. In second place, and more importantly, the amplitude dispersion is decreased over many areas for which the VV channel exhibits fluctuations and peaks. Thanks to the insensitivity of the VH channel to these scene changes, it provides additional measurement points which are reliable despite their low amplitude. The increment of measurement points not only extends the spatial density and enables the detection of active deformation areas not found in the VV results but also provides more accurate results than only using the VV channel, thanks to the increased density of points, which helps the deformation estimation.

Index Terms—Deformation, persistent scatterer interferometry (PSI), polarimetry, sentinel-1.

I. INTRODUCTION

PERSISTENT scatterer interferometry (PSI) is established as a family of powerful techniques for remotely monitoring displacements of the Earth surface [1], [2], [3], [4]. It is based on the exploitation of interferogram stacks formed with time series of synthetic aperture radar (SAR) images acquired by satellites. In this context, the consistent and reliable acquisition scheme provided by Sentinel-1 (S1), also characterized by a short revisit time, has served to expand the use of this technique and to implement operational services and tools based on its data, e.g., EGMS [5], [6]. S1 is a constellation of two C-band SAR satellites, which belongs to the Copernicus Earth Observation Programme of the European Union.

Most of the examples of practical use of this technology employ images acquired at a single polarimetric channel (i.e., single-pol data), which is defined by setting the radar antenna for transmission and reception in the same polarization. However, since the launch of several satellites with extended polarimetric capabilities in the late 2000s, such as ALOS-PALSAR, Radarsat-2, COSMO-SKYMED, and TerraSAR-X, some efforts were conducted to study how the additional polarimetric channels measured by them could help improve the performance of PSI. For that purpose, Polarimetric PSI (PolPSI) approaches have been proposed and evaluated with dual-pol TerraSAR-X data [7], [8], [9], [10], [11], [12], [13], [14], dual-pol ALOS-PALSAR [14], quad-pol Radarsat-2 data [13], [15], [16], [17], [18], [19], and also recently with dual-pol S1 data [20], [21], [22].

All the proposed PolPSI algorithms aim at combining the data from the available polarimetric channels to improve the results provided by PSI. This combination is designed to optimize a cost function related to the pixel selection criteria (e.g., amplitude dispersion, average coherence) or to the phase quality of the selected pixels. In most cases, the improvement is demonstrated in terms of an increased spatial density of valid measurement points, i.e., the number of valid measurement points in the studied area is greater with PolPSI than in single-pol PSI.

In the particular case of S1, images are dual-pol, and the two polarimetric channels are VV and VH in the nominal acquisition mode over land. In one of the first works carried out on PolPSI with S1 data [21], the two channels were combined to optimize the amplitude dispersion index in urban areas and hence increase the number of PS candidates used as input to the Stanford Method for Persistent Scatters (StaMPS) [23]. The resulting increase in pixel density over different urban units (i.e., commercial, industrial and residential) was analyzed.
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Another work based on S1 data [20] was aimed at optimizing the temporal coherence by properly combining the two channels. In the end, an increase of pixel density was found, together with an overall temporal coherence better than the one provided by the VV channel alone. More recently, the PolPSI optimizations of amplitude dispersion, average coherence, and a spatially adaptive method, were evaluated with S1 data in three different sites of China [22]. An improved performance was obtained in terms of pixel density and less noisy interferometric phase, which led to more detailed and reliable deformation maps. The main conclusion of that study was that it is worth processing the two channels of S1 data by applying PolPSI techniques, despite the added computational burden with respect to using only the VV channel.

Despite these apparent advantages, to date all institutions working on official motion surveys and companies providing deformation monitoring products directly discard the VH channel. This study advocates for the adoption of PolPSI also with S1 data and, hence, to keep and exploit the VH channel. For this purpose, we first revisit the roots of the contribution of the VH data and try to answer the following questions.

1) How does the VH channel in S1 data help increase the PS density? In other words, is it just because there are oriented features in the scene which return more power in this channel than in VV?

2) Are the PolPSI results with S1 data really better than single-pol PSI results? To what extent is there an improvement?

3) Is the contribution general for different scenarios or just particular of some cases?

In order to answer these questions, we focus this study on the physical interpretation of the optimization process carried out with the amplitude dispersion criterion. The amplitude dispersion index ($D_A$) is defined as the ratio of the standard deviation of the amplitude time series over the mean amplitude. Therefore, it can be improved in two ways: 1) increasing the mean amplitude or/and 2) decreasing the variance of the amplitude. We can anticipate that the VH channel, and the polarimetric optimization, may have significant influence on these two aspects depending on the scene properties.

The study is carried out over three test sites in Spain (Barcelona, Murcia, and Alcoy) characterized by very different urban features and deformation issues.

II. FORMULATION

The S1 data of each date comprises two images which correspond to the VV and VH channels. The set of S1 data acquired over the same geographical location during the observation interval was preprocessed using ESA SNAP\(^1\) software with the following steps: 1) application of orbit files, 2) TOPSAR-Split, 3) radiometric calibration, 4) coregistration (with enhanced spectral diversity), 5) deburst, 6) subset, and 7) stack generation. All the dual-pol images forming the stack were coregistered with respect to a primary image.

\(^1\)[Online]. Available: https://step.esa.int/main/toolboxes/snap/

A. Polarimetric SAR Interferometry

For each pixel in a S1 image, a vector $k$ is defined as

$$k = \begin{bmatrix} S^{VV}, & S^{VH} \end{bmatrix}^T$$

(1)

where $S^{VV}$ stands for the vertical copolar channel, $S^{VH}$ is the crosspolar channel, and $T$ is the transpose operator. With the help of a complex column vector $\omega$, PSI methods can project each vector $k$ into a new scalar $\mu$ [24]. As a result, the two polarimetric channels are combined as a new channel which is expressed as

$$\mu = \omega^T k$$

(2)

where $*$ represents the conjugate operator.

To avoid introducing a variable phase term, $\omega$ is forced to be identical for all images in one dataset. This constraint is usually named as equal scattering mechanism (ESM) [25].

The projection vector $\omega$ can be expressed in many forms. The first version was introduced in [24], which has been used in most PolPSI studies [7], [8], [22]

$$\omega^T = \begin{bmatrix} \cos(\alpha), & \sin(\alpha)e^{j\theta_1} \end{bmatrix}, \quad \alpha \in [0, \pi/2], \quad \theta_1 \in [-\pi, +\pi].$$

(3)

In addition to expressing $\omega$ by two angles, $\alpha$ and $\theta_1$, we can also define it by using one angle $\theta_1$ and one real number $x_1$

$$\omega^T = \begin{bmatrix} 1 - x_1, & x_1e^{j\theta_1} \end{bmatrix}, \quad x_1 \in [0, 1], \quad \theta_1 \in [-\pi, +\pi].$$

(4)

Finally, as it was proposed in [18], we could use the following expression of $\omega_{\text{initial}}$:

$$\omega_{\text{initial}}^T = \begin{bmatrix} 1, & x_1e^{j\theta_1} \end{bmatrix}, \quad x_1 \in [0, \infty), \quad \theta_1 \in [-\pi, +\pi]$$

(5)

in which the real number $x_1$ ranges from 0 to $\infty$. In this last case, the normalization to make it unitary provides the following expression:

$$\omega^T = \frac{1}{\sqrt{1 + x_1^2}} \omega_{\text{initial}}^T = \frac{1}{\sqrt{1 + x_1^2}} \begin{bmatrix} 1, & x_1e^{j\theta_1} \end{bmatrix}.$$  

(6)

After defining the projection vector $\omega$, we search for the optimum parameters in $\omega$ to minimize the selection criterion $D_A$, which is calculated for the whole stack of single look images. We choose $D_A$ because, compared with multilook data, single-look data are more sensitive to geometrical features that affect the polarimetric response. $D_A$ is defined as [7]

$$D_A = \frac{\sigma_\bar{a}}{\bar{a}} = \frac{1}{|\omega^T k|\sqrt{N - 1}} \left[ \sum_{i=1}^{N} (|\omega^T k_i| - |\bar{\omega}^T k|)^2 \right]$$  

(7)

where $\sigma_\bar{a}$ and $\bar{a}$ are the standard deviation and the mean value of image amplitude, respectively. $N$ is the number of images in the time series, and the underline indicates the empirical mean value. Points with $D_A$ lower than an established threshold will be selected as persistent scatterer candidates (PSC).
B. Optimization Method Based on SNR

A search method based on SNR optimization was first proposed in [18], but only applied with average coherence criteria. The core of the SNR-based method is that, in the vast majority of cases, the higher the SNR, the lower the coherence, for deterministic scatterers. For dual-pol data, the values measured at the two channels in one acquisition can be expressed as

\[
S_{VV} = S_{signal}^{VV} + S_{noise}^{VV} = y_0 e^{j\alpha_0} + n_0 \\
S_{VH} = S_{signal}^{VH} + S_{noise}^{VH} = y_1 e^{j\alpha_1} + n_1
\]

(8)

(9)

where \(S_{signal}^{VV}\) and \(S_{noise}^{VV}\) are the signal part and noise part of the VV channel, respectively, and equivalently for the VH channel in (9). With (8) and (9), we can rewrite vector \(k\) as the addition of two parts

\[
k_{signal} = \left[ y_0 e^{j\alpha_0}, y_1 e^{j\alpha_1} \right]^T
\]

(10)

\[
k_{noise} = \left[ n_0, n_1 \right]^T.
\]

(11)

It should be noted that \(\alpha_0\) and \(\alpha_1\) are not related to \(\alpha\) in (3). They are used for consistency with the original reference.

In the SNR-based method, \(\omega\) was defined by (6). But in this section, for the convenience of introducing the algorithm, we use \(\omega_{initial}\) instead of \(\omega\). However, the normalization is still necessary during the computation of the interferograms.

Then, according to (2) and (5), we have

\[
\mu_{signal} = y_0 e^{j\alpha_0} + x_1 y_1 e^{j(\alpha_0 + \theta_1)}
\]

\[
= A e^{j\beta}
\]

(12)

\[
\mu_{noise} = n_0 + x_1 n_1 e^{j\theta_1}
\]

(13)

where \(A\) is the amplitude of \(\mu_{signal}\) and \(\beta\) is the phase. The power of \(\mu_{signal}\) results in \(\mu_{signal}(p) = A^2\). Under the assumption that the noise is independent of the signal, and \(n_0, n_1 \sim N(0, \sigma^2)\), the power of noise can be obtained as \(\mu_{noise}(p) = (1 + x_1^2)\sigma^2\).

From the definition of SNR, we can obtain the following expression:

\[
SNR = \frac{\mu_{signal}(p)}{\mu_{noise}(p)} = \frac{A^2}{(1 + x_1^2)\sigma^2}
\]

(14)

in which, if we fix the value of \(x_1\), \(\mu_{noise}(p)\) will be independent of \(\theta_1\). From (12) and (14), SNR reaches its maximum value when \(\alpha_0 = \alpha_1 + \theta_1\), hence the optimum \(\theta_1\) is defined as

\[
\theta_{1(\text{opt})} = \alpha_0 - \alpha_1.
\]

As a result, the strategy of finding the optimum \(\omega\) consists in first setting an initial value of \(x_1\) and then optimizing \(\theta_1\). Secondly, using the obtained \(\theta_{1(\text{opt})}\), the value of \(x_1\) is optimized within the search space. More details are introduced in [18].

Once the optimum projection vector \(\omega\) is found, we form a series of new single look complex (SLC) images which contains the information of all available polarimetric channels.

Compared with the typical numerical algorithms employed for optimization, like the exhaustive search polarimetric optimization (ESPO), the SNR optimization is much more efficient from the computational point of view, although the advantage is much more evident for quad-pol data than for dual-pol data. In addition, the SNR-based method is helpful to understand the optimization process from the perspective of the scene properties.

One may suggest a simpler alternative procedure consisting of merging the PS candidates from both VV and VH channels after being processed independently. That merging method without a polarimetric optimization is not discussed in this work because it was already studied in the original works on polarimetric PSI [15], [17], [26], and it yields a number of PSs much smaller than when the optimization is applied.

C. Ground Deformation Estimation

After the polarimetric optimization, any interferogram resulting from a combination of two of the available new SLC images can be obtained through

\[
I = \mu_1\mu_2^*.
\]

(16)

In this study, the employed PSI processing method is known as coherent pixels technique (CPT) [27], [28], which is based on the use of a set of interferograms characterized by low temporal or geometrical decorrelation. The interferograms to be computed are selected by defining two sets of thresholds for spatial and temporal baselines. The first set includes interferograms with a short temporal baseline (less than 40 days) and long perpendicular baseline (up to 400 m). The second set includes interferograms with a long temporal baseline (up to 365 days) and short perpendicular baseline (less than 50 m). This selection criterion ensures diversity of baselines and avoids interferograms with extreme decorrelation. Once the interferograms are selected and computed, the PSI processing can be carried out using the same algorithms as for the single-pol case.

All those pixels exhibiting a \(D_A < 0.25\) are selected as PSCs. Following the steps of CPT, the selected PSCs are linked by a Delaunay triangulation. The phase increment between two neighboring PSCs at the \(k\)th interferogram, \(\Delta\phi_{\text{dif}}^k\), is expressed as a function of the increments of linear velocity \(\Delta v_{\text{linear}}\) and DEM error \(\Delta\varepsilon\), which are constant for each link in all \(K\) differential interferograms. This phase model is used to retrieve \(\Delta v_{\text{linear}}\) and \(\Delta\varepsilon\).

\[
\Delta\phi_{\text{model}}^k = \frac{4\pi B_k^2}{\lambda R \sin\alpha} \Delta\varepsilon + \frac{4\pi}{\lambda} T_k^k \Delta v_{\text{linear}}
\]

(17)

in which, \(B_k^2\) and \(T_k^k\) are the perpendicular and temporal baselines of interferogram \(k\), \(R\) is the range distance to the target from the sensor, \(\alpha\) is the local incidence angle, and \(\lambda\) is the central wavelength of the SAR pulses. The estimation of \(\Delta v_{\text{linear}}\) and \(\Delta\varepsilon\) can be obtained through a maximization of the following cost function:

\[
\Gamma = \frac{1}{K} \sum_{k=1}^{K} |e^{j(\Delta\phi_{\text{dif}} - \Delta\phi_{\text{model}}^k)}|.
\]

(18)

The maximization of \(\Gamma\) provides a pair of velocity and DEM error increments for each link between PSCs. To build the final PS set, links with \(\Gamma\) value below 0.5 are discarded, and isolated PSCs which are not connected to other PSCs are discarded as
Fig. 1. Test sites. (a) Location of the three test sites in Spain, indicated by red stars. (b)–(d) Google Earth optical image over the Barcelona, Murcia, and Alcoy test sites, respectively. The red rectangle shows the frame of S1 subimage processed in this study.

### TABLE I

| Test site | Barcelona | Alcoy | Murcia |
|-----------|-----------|-------|--------|
| Acquisition mode | Interferometric Wide-Swath | Dual-pol (VV,VH) | Dual-pol (HH,VV) |
| Pixel dimensions | 13.90 m × 2.33 m | 13.60 m × 2.50 m | 13.80 m × 2.25 m |
| Orbit | Ascending | Ascending | Descending |
| Incidence angle | 36.1° - 41.9° | 41.5° - 46.0° | 30.6° - 36.8° |
| Images | 189 | 325 | 371 |
| Time span (start) | 12/2016 | 01/2017 | 01/2016 |
| Time span (end) | 01/2021 | 01/2021 | 01/2021 |
| Interferograms | 4200 | 4348 | 8037 |

The first dataset is formed by 189 images acquired from December 2016 to January 2021 over the urban area of Barcelona, NW, Spain. The processing has been applied over a section of the images with 4043 × 1089 pixels. A wide variety of scenarios are present in this region, i.e., airport, harbor, and urban areas which exhibit diverse orientations of streets and buildings with respect to the acquisition geometry. Ground deformation is expected over some areas due to settlement of recent constructions and in the harbor, as it has been reported in the past [17], [29].

The second area of interest corresponds to the town of Alcoy, in Alicante province (SE Spain). A set of 186 images of size 3182 × 674 pixels acquired from January 2017 to January 2021 is used for analysis. The area of Alcoy is characterized by the occurrence of frequent landslides caused by rainfall, anthropogenic activities, and earthquakes occurred in the past. The construction of recent buildings as well as the Alicante-Valencia A-7 highway has also lead to some settlements [30], [31], [32].

The last dataset consists of 271 images, acquired from January 2016 to January 2021, which cover the area of Murcia city (SE Spain). A section of image with 3339 × 988 pixels has been selected as a test area because it is known to be affected by land subsidence due to groundwater extraction [33], [34].

Three dual-pol S1 datasets over different cities in Spain are exploited in this study. The location of the three study areas is shown in Fig. 1. The key parameters of the three datasets are listed in Table I. As the number of PSC and PS affects the network formed and the deformation estimation, in Section IV-C we analyze the added value of the VH channel and the polarimetric optimization through the estimation of the $\Delta v_{\text{linear}}$ and $\Delta \varepsilon$. 

III. DATASET

The first dataset is formed by 189 images acquired from December 2016 to January 2021 over the urban area of Barcelona, NW, Spain. The processing has been applied over a section of the images with 4043 × 1089 pixels. A wide variety of scenarios are present in this region, i.e., airport, harbor, and urban areas which exhibit diverse orientations of streets and buildings with respect to the acquisition geometry. Ground deformation is expected over some areas due to settlement of recent constructions and in the harbor, as it has been reported in the past [17], [29].

The second area of interest corresponds to the town of Alcoy, in Alicante province (SE Spain). A set of 186 images of size 3182 × 674 pixels acquired from January 2017 to January 2021 is used for analysis. The area of Alcoy is characterized by the occurrence of frequent landslides caused by rainfall, anthropogenic activities, and earthquakes occurred in the past. The construction of recent buildings as well as the Alicante-Valencia A-7 highway has also lead to some settlements [30], [31], [32].

The last dataset consists of 271 images, acquired from January 2016 to January 2021, which cover the area of Murcia city (SE Spain). A section of image with 3339 × 988 pixels has been selected as a test area because it is known to be affected by land subsidence due to groundwater extraction [33], [34].

well. As the number of PSC and PS affects the network formed and the deformation estimation, in Section IV-C we analyze the added value of the VH channel and the polarimetric optimization through the estimation of the $\Delta v_{\text{linear}}$ and $\Delta \varepsilon$. 

III. DATASET

Three dual-pol S1 datasets over different cities in Spain are exploited in this study. The location of the three study areas is shown in Fig. 1. The key parameters of the three datasets are listed in Table I.
IV. RESULTS AND ANALYSIS

A. Number of Pixels

In this first section, we compare the number of PSCs selected by the conventional VV channel and by the optimized channel (including the information of VV and VH) for the three test areas. As it was introduced in Section II-C, in all cases, a 0.25 $D_A$ threshold has been used for selection of PSCs. Then, after removing links with $\Gamma < 0.5$, the final PSs with valid deformation measurements are obtained.

Table II shows the pixel density (percentage with respect to the total number of pixels) and pixel number before and after removing low phase quality PSCs. In all cases, with the polarimetric optimization the numbers of PSCs and final PSs are increased. The number of PSC points in the optimum channel has been increased by around 132, 136, and 133% compared with VV channel in Barcelona, Alcoy, and Murcia, respectively. Notably, the similar number of PSCs and PSs in all cases shows that most of PSCs survive as final PS points, which indicates that the interferometric phase quality of the optimized pixels, which were not selected in the VV channel, has been improved through the optimization process.

| Test site | VV   | PS   | OPT  |
|-----------|------|------|------|
| Barcelona| 1.29%| 1.28%| 56689|
| VV        | 1.28%| 56395|
| OPT       | 2.99%| 131556(+132%) | 2.97%| 130712(+132%) |
| Alcoy     | 0.36%| 7636 | 0.35%| 7473 |
| OPT       | 0.84%| 18039(+136%) | 0.83%| 17764(+138%) |
| Murcia    | 0.91%| 30457| 0.91%| 30321|
| OPT       | 2.15%| 71109(+133%) | 2.14%| 70665(+133%) |

B. Associating the Increased PS Points With Physical Features

In order to understand how the VH channel in S1 data helps increase the PS density, we first analyze the difference of average amplitude in the VV, VH, and optimum (OPT) channels. The test area chosen for this initial analysis is Barcelona, a big city characterized by streets and buildings with diverse geometrical features and orientations.

The comparison of the mean amplitude of the PS points (all of them selected in the optimum case) is illustrated in Fig. 2. As expected, the image in Fig. 2(a) shows that the mean amplitude of the VV channel is higher than the VH channel in most areas. After the PolPSI processing, the mean amplitude in the optimum channel is increased significantly, so it is greater than the VV amplitude in many locations of the city. However, for more than half of the total selected pixels (57%, as shown in Table III) the mean amplitude provided by the VV channel is still higher than that of the optimum channel. In other words, the optimization is not always achieved by increasing the mean amplitude with respect to the VV channel. To prove that, the comparison maps of standard deviation are given in Fig. 2(b). The standard deviation of VV amplitude is greater than one of VH for most areas (around 97.6% shown in Table III). As a result, the optimization process not only works by searching for a higher final amplitude but also by favoring the stability of the amplitude, and this second feature is provided by the VH channel better than the VV channel.

To further explore the different optimization behaviors, we have marked six small areas in Fig. 2, which are labeled from A to F. In areas A to D there is a balance of pixels with higher amplitude in the VV or the optimum channels, whereas in areas E and F most of the pixels show a higher mean amplitude in the optimum channel than the VV one. The corresponding optical images are given in Fig. 2(c).

Regarding the first group of scene subsets, areas A and B are typical urban zones characterized by buildings with orientation parallel to the radar flight direction. Area C includes an industrial zone in which there is a chemical plant with cylindrical containers. Area D corresponds to two dikes of the harbor, formed by rocks. Generally, in these cases (A–D) the response of the VV channel is much higher than the VH channel, but the VH channel still contributes to increase the number of PS points, as it is demonstrated in Table IV. The second group is formed by areas E and F. In area E, part of the Eixample district in Barcelona, the orientation of the streets is not parallel to the radar flight direction, and the buildings are chamfered. Finally, area F corresponds to a portion of the access road to the airport. In areas E and F, the mean amplitude of the VH channel is even larger than that of the VV channel.

In order to explore the role of VH channel in the polarimetric optimization process, the histograms of the parameters $x_1$ and $\theta_1$ that define the projection vector $\omega$ are given in Fig. 3. Since the value of $x_1$ ranges from 0 to $\infty$, we have also shown the histogram of $\alpha$, for which the relationship between $x_1$ and $\alpha$ according to (3) and (6) is given by the following expressions:

$$\cos(\alpha) = \frac{1}{\sqrt{1 + x_1^2}}$$

$$\sin(\alpha) = \frac{x_1}{\sqrt{1 + x_1^2}}$$

$$\alpha = \arccos\left(\frac{1}{\sqrt{1 + x_1^2}}\right) = \arcsin\left(\frac{x_1}{\sqrt{1 + x_1^2}}\right).$$
Fig. 2. Difference of (a) mean amplitude and (b) standard deviation map in Barcelona for VV and VH channel, VV and optimum channel, for all the PS points selected after the optimization. Some areas with high mean amplitude value in the VV channel are highlighted by green polygons, whereas orange polygons indicate areas where amplitude in VV channel is lower than the optimum channel. (c) Optical image inside these polygons.

| Pixel | A-1  | A-2  | B-1  | B-2  | C-1  | C-2  | D-1  | D-2  | E-1  | E-2  | F-1  | F-2  |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|
| $D_A$ | VH   | 0.35 | 0.36 | 0.54 | 0.24 | 0.19 | 0.21 | 0.22 | 0.21 | 0.23 | 0.48 | 0.19 | 0.13 |
|       | VV   | 0.27 | 0.26 | 0.28 | 0.26 | 0.50 | 0.65 | 0.28 | 0.32 | 0.45 | 0.26 | 0.54 | 0.48 |
|       | OPT  | 0.23 | 0.20 | 0.21 | 0.21 | 0.18 | 0.20 | 0.20 | 0.21 | 0.24 | 0.25 | 0.18 | 0.12 |
| Mean amplitude | VV   | 1.17 | 2.33 | 1.08 | 1.68 | 1.20 | 5.71 | 0.49 | 0.61 | 0.48 | 1.15 | 0.15 | 0.25 |
|       | OPT  | 0.46 | 0.64 | 0.66 | 0.73 | 0.96 | 0.56 | 0.23 | 0.29 | 0.52 | 0.98 | 0.35 | 0.69 |
|       | VH   | 0.06 | 0.08 | 0.14 | 0.12 | 0.18 | 0.12 | 0.12 | 0.06 | 0.12 | 0.13 | 0.07 | 0.09 |
| Standard deviation | VV   | 0.32 | 0.58 | 0.30 | 0.43 | 0.60 | 3.70 | 0.14 | 0.19 | 0.22 | 0.30 | 0.08 | 0.12 |
|       | OPT  | 0.10 | 0.15 | 0.14 | 0.17 | 0.20 | 0.12 | 0.05 | 0.06 | 0.12 | 0.24 | 0.07 | 0.09 |
| $x_1$ | OPT  | 3.75 | 4.60 | 2.01 | 4.85 | 14.44 | 83.13 | 5.89 | 5.04 | 19.37 | 0.67 | 3.67 | 7.95 |
| $\alpha(\circ)$ | OPT  | 78   | 78   | 64   | 79   | 86   | 89   | 80   | 89   | 87   | 34   | 75   | 83   |
| $\theta(\circ)$ | OPT  | -19  | 2    | -183 | -38  | 66   | -123 | -32  | 2    | -155 | -7   | -57  | 132  |

It is clear that $\alpha$ is greater than 45° in the majority of pixels included in these polygons, which means that VH has greater weight than VV when constructing the optimum channel. Instead, $\theta_1$ does not present any trend or dominant value here. This angle is a phase difference between the two weights applied to the two components of the received wave [35].

The behavior of the polarimetric optimization can be better interpreted by analyzing the amplitude time series of typical pixels in the different selected areas. Therefore, in each area, according to the amplitude level we have selected two pixels for analysis. The histogram and time series of the amplitude at the three channels (VV, VH, and optimum) are shown in Figs. 4 and 5.

For the pixels included in areas A to D (Fig. 4), there are two general differences in the amplitude distribution when comparing the VV and the optimum channel. First, the width of the distribution is decreased by the optimization, which means the dispersion is decreased. Second, the optimum distribution of amplitudes is shifted to lower values, which indicates a decrease in the average amplitude. Therefore, in these pixels, the optimization entails a decrease of both numerator and denominator of the amplitude dispersion index. But, since the final index is smaller than the original one (because it has been optimized), the decrease in dispersion is more relevant than that of the mean amplitude. For a more comprehensive analysis, we list the key values of these points in Table V. The $\alpha$ value at points C-1
and C-2 is almost 90° because the optimum channel is virtually equal to VH channel. It is also clear that the improvement of $D_A$ comes from the decrease of dispersion.

From the amplitude time series in Fig. 4 and values in Table V, it can be concluded that the VV channel is prone to exhibit strong fluctuations in its amplitude, which in some cases seem seasonal (e.g., for pixel A-2) and in other cases are affected by isolated peaks (e.g., in pixels C-1, C-2, and D-1). These peaks may come from changing elements in the scene, like cars, which are present in roads and streets in some images, or windows in buildings, which can be open or closed, hence varying clearly their response [36]. It is worth to note that, since the dates with peaks change from pixel to pixel, discarding the acquisitions with peaks would not be a good solution for reducing the fluctuations, since it would entail a complex processing in later steps. In addition, even if we remove the acquisitions with peaks, for pixels with similar mean amplitude in VH and VV channels, like C-1, the standard deviation of the remaining values in the VV channel is likely to be higher than at the VH channel. Thus, the improvement for $D_A$ is not obvious and one cannot guarantee C-1 would be a PS. Contrarily, the amplitude of the VH channel is by far more stable in all cases. Therefore, the VH channel offers an enhanced stability in the pixel reflectivity which can be exploited by PolPSI to provide an effective deformation measurement in locations which otherwise (i.e., using only the VV channel) would be ignored due to their obvious fluctuating radar response.

The amplitude distribution and time series of the pixels chosen in areas E and F are shown in Fig. 5. Pixel E-1 is characterized by a similar mean amplitude in both VV and VH channels, but the dispersion of the VH channel is much smaller than that of VV. As a result, the optimized channel resembles VH and provides a much lower dispersion index than the VV channel (0.24 instead of 0.45) which falls below the selection threshold (see Table V). Regarding pixel E-2, the $\alpha$ value is less than 45 degrees and the optimum channel is very similar to VV because the VH channel amplitude fluctuates and does not improve the performance of the VV channel. In this case, the optimization is able to reduce...
only marginally the dispersion index (from 0.26 to 0.25), hence not providing a significant improvement. The situation is quite different in pixels F-1 and F-2. In this case, the dispersion of the VV and VH amplitudes are similar, but the mean amplitude of the VH channel is much larger than the VV channel due to the orientation of the scattering elements in the scene (barriers along the airport access road). Therefore, only in this last case the optimization is due to an increased mean amplitude. Therefore, it can be concluded that the working principle of PolPSI depends on the power of the VH channel, which is a function of the imaged objects. When the mean amplitude of VH is higher than VV, the polarimetric optimization improves $D_A$ by increasing the mean amplitude value. This is the case of roads and buildings which are not parallel to the flight direction. When the mean amplitude of VH is lower than VV, VH channel can also importantly contribute to the optimization process by exploiting its lower sensitivity to response changes from some targets (like rocks, cylindrical containers, and buildings with orientation similar to the radar flight direction) whose reflected signal notoriously fluctuates at the VV channel. Despite the low mean amplitude for the optimized pixels, PSCs obtained by this optimization process are rarely discarded after the phase analysis in CPT, so they are actually persistent scatterers contributing effectively to enhance the deformation estimation.

C. Deformation Results

Deformation results have been generated over the three test sites by means of the CPT procedure (Section II-C) using separately the VV and the optimum channel for comparison purposes. Fig. 6 shows the histograms of the estimated DEM error and linear velocity in different selected PS groups. For Murcia and Barcelona, both VV and optimum channel provide the same patterns, which correspond to zero-mean Gaussian distributions, as expected in areas which are mostly stable (without deformation). However, in the relatively small town of Alcoy, the histograms of both DEM error and velocity in VV channel do not follow a Gaussian distribution with zero-mean. In this site, the optimum channel provides distributions for both variables whose average is closer to zero than with the VV channel. This is a direct consequence of the sparsity of the network built by linking all selected pixels. The lower density of pixels of the VV channel entails less reliable estimates than for the optimum channel.

Figs. 7, 8, and 10 show the deformation velocity maps obtained for the three test sites by using both the VV channel and the optimum one. The increased PS density provided by PolPSI helps adding new measurement points to existing deformation areas and/or revealing new deformation areas which are not present in VV channel results. This is analyzed further separately for each site.

1) Results in Barcelona: The main deformation areas of Barcelona are located in the harbor and the airport, which are also near the coast (see yellow rectangles in Fig. 7), whereas the city centre is stable. This result is in accordance with previous studies [13], [15], [16], [17], [29].

In the central column of Fig. 7, we show the distribution of PS points for four marked regions. B1 and B2 represent areas in which the amplitude of the VV channel is much higher than that of VH channel, while B3 and B4 are areas which have higher amplitude in the VH channel. When the mean amplitude of VH is lower than VV, VH channel can also importantly contribute to the optimization process by exploiting its lower sensitivity to response changes from some targets (like rocks, cylindrical containers, and buildings with orientation similar to the radar flight direction) whose reflected signal notoriously fluctuates at the VV channel. Despite the low mean amplitude for the optimized pixels, PSCs obtained by this optimization are rarely discarded after the phase analysis in CPT, so they are actually persistent scatterers contributing effectively to enhance the deformation estimation.

2) Results in Alcoy: In Alcoy, all deformation areas are quite isolated and correspond to landslides and consolidation settlements over small clusters (see Fig. 8). As we commented
previously, due to the increased density of pixels when using the optimum channel, the deformation estimates are more reliable than with the VV channel alone. An example of this behavior is shown in area A1, which corresponds to a known landslide affecting a recently built highway. In the optimum channel, PS points exhibit positive deformation rates from 5 to 20 mm/year, whereas in the VV channel the results do not exceed 5 mm/year. Deformation is measured along the line of sight (LOS), and positive values mean movements toward the satellite, whereas negatives values correspond to movements away from the sensor.

This landslide is known by the authorities and is being monitored. Control points were placed on the wall, at different horizontal positions and also at different heights for the same horizontal position. Absolute displacements along the three Cartesian axes are being measured at each control point since April 2017. The four control points (vertically arranged over the same position in the wall) which are closest to the PS points in area A1 are shown in Fig. 9. For comparison purposes, the displacement rate measured in situ from April 2017 to April 2021 was obtained at the four points and averaged. The resulting 3-D displacement rate was then projected along the LOS direction according to the transformation employed in [37]. The resulting average deformation rate was 10.04 mm/year, which is very
similar to the value obtained at the dark blue PS point in Fig. 9 (measured at the optimum channel) which is 11.69 mm/year.

In area A2, the optimum channel is able to provide additional measurement points over the deformation area of the crown of a landslide already detected in the VV channel. Contrarily, results from the optimum channel in area A3, affected by constructive settlements, provide the detection of an active deformation area which was missing in the VV channel. Finally, in area A4 we find some stable pixels over a site in which the VV channel did not provide any measurement point.

3) Results in Murcia: The improvement provided by the combination of the two channels can be observed also in Murcia (Fig. 10). The added measurement points in areas M1 and M2 behave as the ones obtained by the VV channel alone, so in these active zones (-10 to -5 mm/year) there is an increased spatial coverage. In addition, the optimum channel also can find some new active deformation areas, not retrieved by the VV channel, as the ones shown in locations M3 and M4.

V. DISCUSSION

We first review in this section the contribution of this work with respect to previous PolPSI studies with S1 data [20], [21], [22]. The general findings about the increase in pixel density, and hence spatial coverage of the deformation results, are in agreement with the results already published. The number of pixels in the optimum case is around 130% above the amount obtained by using VV alone, provided by that the amplitude dispersion index is used as selection criterion, whereas an increase between 80% and 170% was found in previous studies, depending on the test site.

Regarding the deformation results provided by the optimized polarimetric channel, we have found that the increased number of pixels helps find new active deformation areas which are missed by the VV data. In addition, as it was also shown in [22], the deformation rate can be estimated more accurately thanks to the increased pixel density. In our tests, this was especially helpful in the case of Alcoy, since this area exhibited the lowest density of PS among all test sites.

Apart from the extended assessment from the point of view of the improved final results, the main novelty of this work consists in the illustration and physical interpretation of the behavior of the scene response that contributes to the selection of additional pixels when the VH channel is included and when the polarimetric optimization is adopted. We have found that there are basically two cases in which PolPSI enhances the pixel selection stage. The first and most expected case corresponds to pixels in which there are scattering elements (buildings and infrastructures) rotated with respect to the incidence direction. This arrangement in the scatterers induces a high level in the cross-polar signal, as it is well known in the polarimetric community [38], [39]. As a result, if the VH amplitude is high and stable and the VV is not, this type of pixels is selected. The second case of enhanced selection is perhaps more surprising than the first one and has been analyzed in more depth. We have found many pixels in which the amplitude of the VV channel is high but unstable, showing fluctuations and peaks as a consequence of the presence of changing elements in the scene. Contrarily, the VH channel exhibits a much lower amplitude and it is not subject to such fluctuations. Therefore, the much lower dispersion of this channel helps the optimization find a signal with good properties (i.e., phase stability) for the PSI processing. We have found many examples in which the optimization chooses a combination of VV and VH signals with low and stable amplitude. It is worth to note that the subsequent PSI processing carried out over these pixels has demonstrated that they show phase quality as the rest of pixels of other types.

Finally, in this work we have also applied for the first time the SNR-based optimization [18], [19] to minimize the amplitude dispersion, instead of optimizing the average coherence. This method shows a reduced computational burden with respect to the conventional ESPO method [15] because the 2-D search for optimum coefficients is transformed into two sequential 1-D searches. Comparative results are given in [18].

This work has been focused on PolPSI applied to urban areas, in which amplitude dispersion is the common selection criterion to identify PS. The extension to nonurban areas entails the joint use of PS and DS (distributed scatterers) because PS
are mainly located in urban areas. The first consequence of adding DS is that instead of using the amplitude dispersion as selection criterion another criterion is needed. In that context, the average coherence is usually the first choice. The performance of PolPSI based on coherence optimization has been already studied [15, 17]. In a recent study [22], three experiments were conducted over urban and nonurban areas to prove the effectiveness of PolPSI with amplitude dispersion, with average coherence, and with the combination of both. The density of final deformation monitoring pixels was improved compared to (single-pol) conventional PSI techniques in all three test sites. A possible analysis to be carried out is the physical interpretation of the optimization, which is, by definition, entirely different to the amplitude dispersion optimization. A second aspect to be analyzed is the selection of homogeneous pixels for adaptively defining the DS. The contribution of dual-pol S1 data in this context, and the physical interpretation of the performance achieved constitute subjects of future research in this topic.

VI. CONCLUSION

The contribution of PolPSI on S1 data by using the amplitude dispersion as PS selection criterion has been investigated in this work. The tests carried out have allowed us to answer the questions stated in the Introduction as follows.

1) How does the VH channel in S1 data help increase the PS density? In other words, is it just because there are oriented features in the scene which return more power in this channel than in VV? We have seen that there are two cases in which the VH data contribute to improve the PS density. The first correspond to scatterers rotated with respect to the incidence plane, for which the VH response is high. The second case, which is more frequent, corresponds to pixels in which the VH amplitude is low but stable. With the help of PolPSI, the VH channel in the second case can contribute by avoiding peaks and fluctuations present in the VV channel, thus enabling the selection of pixels with good quality which would not have been identified if only VV data were processed.

2) Are the PolPSI results with S1 data really better than single-pol PSI results? To what extent is there an improvement? The improvement with respect to the single-pol case is multifold: a) pixel density, and hence measurement coverage, is increased by about 130%, b) new active deformation areas can be found in locations in which the VV channel did not provide measurements, and c) more reliable estimates are found with algorithms like CPT for which the density of the pixel linking network has a strong impact in the estimation of the displacements.

3) Is the contribution general for different scenarios or just particular of some cases? The improvement has been found in three urban areas in different geographical locations and characterized by different physical properties and deformation phenomena. Therefore, the contribution is always clear, although the improvement magnitude depends on the scenario.

In summary, on the basis of the analysis carried out, it is worth keeping the data of the VH channel and using PolPSI for a better displacement measurement.
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