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Abstract

By the Baxter’s \( Q_{72} \)-operator method, we demonstrate the equivalent theory between the generalized \( \tau^{(2)} \)-model (other than two special cases with a pseudovacuum state) and the \( N \)-state chiral Potts model with two alternating vertical rapidities, where the degenerate models are included. As a consequence, the theory of the XXZ chain model associated to cyclic representations (with the parameter \( \varsigma \) of \( U_{q}(sl_{2}) \) with \( q^{N} = 1 \) for odd \( N \) is identified with either (for \( \varsigma^{N} = 1 \) the chiral Potts model with two superintegrable vertical rapidities, or (for \( \varsigma^{N} \neq 1 \) the degenerate model for the selfdual solution of the star-triangle relation. In all these identifications, the transfer matrices \( T, \tilde{T} \) of the chiral Potts model (including the degenerate ones) serve as the \( Q_{R}, Q_{L} \)-operators of the corresponding \( \tau^{(2)} \)-model, so that the functional relations hold as in the solvable \( N \)-state chiral Potts model.
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1 Introduction

In the study of $N$-state chiral Potts model (CPM) as a descendant of the six-vertex model, Bazhanov and Stroganov [14] found a five-parameter family of Yang-Baxter (YB) solutions for the asymmetric six-vertex $R$-matrix, which defines the generalized $\tau^{(2)}$-model, also known as the Baxter-Bazhanov-Stroganov model [7, 11, 14, 22]. The transfer chiral-Potts matrix arises as the $Q$-operator of the corresponding $\tau^{(2)}$-matrix [12, 14] by following the construction of Baxter's $Q$-operator for the eight-vertex model in [6]. Hereafter in this paper, the CPM always means the "checkerboard" type model with two vertical (alternating) rapidities as discussed in [12], where the functional-relation method was invented due to the lack of the "difference" property of CPM rapidities in a high-genus curve. By counting the free parameters of CPM, one easily see that the $\tau^{(2)}$-models arisen from CPM form a three-parameter sub-family among all generalized $\tau^{(2)}$-models. The aim of this paper is to conduct the $Q$-operator investigation for an arbitrary generalized $\tau^{(2)}$-model along the line of Baxter’s $Q_{72}$-operator in the eight-vertex model [4]. First, we note that a pseudovacuum state exists only for a certain special type of $\tau^{(2)}$-models, which can be studied by the powerful algebraic Bethe ansatz method [20, 23, 24, 35] as previously shown in [31]. Except those $\tau^{(2)}$-models possessing a pseudovacuum state, the main result of this paper can be loosely stated as "the generalized $\tau^{(2)}$-models and CPM with two vertical rapidities are the equivalent theories provided degenerate versions of CPM are included". The CPM transfer matrix will be derived as the $Q$-operator of the corresponding $\tau^{(2)}$-model in the functional-relation framework [12, 29]. Note that the $\tau^{(2)}$-model in this work is the trace of product of $L$-operator (2.12), which is invariant under gauge and scale transforms (2.21) (2.22). Using these transformations, one can always reduce the $\tau^{(2)}$-model to one in CPM with the alternating rapidities having the same temperature-like parameter $k'$. Hence the $Q$-operator is the CPM transfer matrix in [12], however the degenerate forms are necessarily included. Furthermore, Baxter extended the study of CPM transfer matrix and functional relations to some $\tau^{(2)}$-models [11] more general than those considered in this work. The generalized $\tau^{(2)}$-model of Baxter in [11] is an "inhomogeneous" model of alternating rapidities with two $k'$s, not generally equal even by the gauge and scale transforms. Then the Boltzmann weights not necessarily satisfy the usual $N$-periodicity conditions, but replaced by a weaker condition (11 (27)).

By the observation that a special gauge transformation and the rescaling of spectral variables of the $L$-operator give rise to the equivalent $\tau^{(2)}$-models, a "generic" $\tau^{(2)}$-model can be reduced to a $\tau^{(2)}$-model in CPM. Indeed, one can derive the quantitative description of the "generic"-criterion about parameters in $L$-operator by the algebraic geometry study of these equivalent relations among $\tau^{(2)}$-models. As a consequence of this result, the conjectural boundary fusion relation [22, 31] holds for an arbitrary generalized $\tau^{(2)}$-model, hence the method of separation of variables can be applied in the study of $\tau^{(2)}$-models ([22 Theorem 2]. Furthermore, the non-generic $\tau^{(2)}$-models are now the only remaining cases where an appropriate $Q$-operator is to be found in the theory. In this paper, we employ the Baxter’s techniques of producing $Q_{72}$-operator of the root-of-unity eight-vertex model [4] to construct the $Q_{R}, Q_{L}$, then $Q$-operator for a given $\tau^{(2)}$-model, as in the $Q$-operator study of the root-of-unity XXZ and eight-vertex model in [4, 5, 15, 16, 17, 18, 19, 30, 32, 33], also as
the superintegrable CPM in [34]. Indeed, we show that the method can be successfully applied to CPM with two arbitrary vertical rapidities to reproduce the CPM transfer matrices $T, \hat{T}$, originally appeared in [12], from the $\tau^{(2)}$-matrix as its $Q_R, Q_L$-operators. The special (i.e. non-generic) $\tau^{(2)}$-models, other than two special cases (see (3.19) in the paper) where the pseudovacuum state exists, are now reduced to the theory of ”degenerate chiral Potts models” for $k' = 1, 0$. The degenerate chiral Potts models for $k' = 1$ are indeed the selfdual solutions of the star-triangle relation in [2, 3, 25, 13, 21]. Consequently, the theory of XXZ chains associated to cyclic representations (with the parameter $\varsigma$) of $U_q(sl_2)$ for $q^N = 1$ and odd $N$ can be identified with either the superintegrable CPM with two vertical rapidities (for $\varsigma^N = 1$), or the selfdual Potts model in [13, 21] (for $\varsigma^N \neq 1$). Among these identifications is the equivalent theory of the spin-$\frac{N-1}{2}$ XXZ chain for $q^N = 1$ and a homogeneous superintegrable CPM, as previously shown in [34]. Furthermore, the $\tau^{(2)}$-matrix of a degenerate chiral Potts model is explicitly given in our approach so that the whole set of functional relations in CPM [12] holds also in the degenerate model. This suggests that one should be able to carry out a study of the degenerate chiral Potts model (but not done yet) on various problems, such as the eigenvalue spectrum of the transfer matrix, similar to those in the solvable $N$-state chiral Potts model in [8, 26].

This paper is organized as follows. In section 2, we briefly review some basic facts in CPM and the generalized $\tau^{(2)}$-model. First we recall known results in CPM in subsection 2.1, then give a brief discussion of the generalized $\tau^{(2)}$-model in subsection 2.2. Here we state one of main results in this paper, Theorem 2.1, about the precise criterion of $\tau^{(2)}$-models equivalent to those in CPM with two vertical rapidities. The proof of Theorem 2.1 is based on an algebraic geometry study of rapidity curves for $k' \neq 0, \pm 1$, the detailed argument of which we leave in Appendix where some technical complexity in mathematical derivation seems necessary due to the constraint of the parameter $k'$. In section 3.1 we provide a construction of $Q$-operator of a generalized $\tau^{(2)}$-model using the Baxter’s $Q_{72}$-operator method [4]. We illustrate this construction by reproducing the chiral Potts transfer matrices from the $\tau^{(2)}$-model as its $Q_R$ and $Q_L$-operators. The method will also enable us to derive the degenerate chiral Potts models from the $\tau^{(2)}$-model not covered in Theorem 2.1. In section 3.2, the selfdual degenerate Potts model with $k' = 1$ (in [3, 25, 21], [13](10)) are found through the $Q$-operator theory of certain $\tau^{(2)}$-models, among which are those equivalent to XXZ chains for cyclic representations of $U_q(sl_2)$ previously described in [34] with $q^N = 1$ and representation parameter $\varsigma^N \neq 1$ for odd $N$. In section 4, we study the $Q$-operator theory of the remaining special $\tau^{(2)}$-models (with conditions (3.20) (4.1), and $c^N \neq 1$). The $Q_R, Q_L$-operators are constructed through the theory of degenerate chiral Potts models with $k' = 1, 0$. However, the commutating relation between $Q_R$ and $Q_L$ required for the construction of commuting $Q$-operators holds only in case $k' = 1$, which is studied in subsection 4.1. The degenerate chiral Potts models with $k' = 0$ is discussed in subsection 4.2. Since the Boltzmann weights of each case for degenerate chiral Potts model with $k' = 1$ give arise to a solution of the star-triangle relation, we observe that the derivation of functional relations in CPM in [12] holds also for these degenerated models. The functional relations of all those models are listed in section 5. We close in section 6 with some concluding remarks.
2 Chiral Potts Model and the Generalized $\tau^{(2)}$-model

This section serves as a brief introduction to the chiral Potts model and the generalized $\tau^{(2)}$-model with a sketchy summary, also used for establishing the notation (for more details, see [1] [12] [14] [27] [28] and references therein). In subsection 2.2, we describe a precise $\tau^{(2)}$-matrix criterion of CPM with two vertical rapidities among all generalized $\tau^{(2)}$-models, stated as Theorem 2.1, the proof of which we leave in Appendix.

In this paper, $\mathbb{C}^N$ denotes the vector space of $N$-cyclic vectors $v = \sum_{n\in\mathbb{Z}_N} v_n|n\rangle$ with the basis indexed by $n \in \mathbb{Z}_N(= \mathbb{Z}/N\mathbb{Z})$. We fix the $N$th root of unity $\omega = e^{\frac{2\pi i}{N}}$, and a pair of Weyl $\mathbb{C}^N$-operators, $X$ and $Z$, with the relations $XZ = \omega^{-1}ZX$ and $X^N = Z^N = 1$:

$$X|n\rangle = |n+1\rangle, \quad Z|n\rangle = \omega^n|n\rangle \quad (n \in \mathbb{Z}_N).$$

2.1 The $N$-state chiral Potts model

The rapidities of the $N$-state CMP are elements of a genus-$(N^3 - 2N^2 + 1)$ curve described by the four-vector ratios $[a, b, c, d]$ in the projective 3-space $\mathbb{P}^3$ with the equation

$$\mathfrak{W}_{k'} : \begin{cases} ka^N + k'c^N = d^N, \quad kb^N + k'd^N = c^N, \\ a^N + k'b^N = kd^N, \quad k'a^N + b^N = kc^N, \end{cases} \quad (2.1)$$

where $k, k'$ are parameters with $k^2 + k'^2 = 1$, and $k' \neq \pm 1, 0$. Note that the four relations in (2.1) are determined by an arbitrary two among them. In this paper, the variables $x, y, \mu, t$ will denote the following component-ratios of $[a, b, c, d] \in \mathbb{P}^3$:

$$x := \frac{a}{d}, \quad y := \frac{b}{c}, \quad \mu := \frac{d}{c}, \quad t := \frac{ab}{cd} (= xy).$$

For later use, we define the following $\mathbb{P}^3$-automorphisms:

$$R : (x, y, \mu) \mapsto (y, \omega x, \omega^{-1} \mu), \quad T : (x, y, \mu) \mapsto (\omega x, \omega^{-1} y, \omega^{-1} \mu), \quad U : (x, y, \mu) \mapsto (\omega x, y, \mu). \quad (2.2)$$

Note that the above automorphisms leave the curve (2.1) unchanged. Hereafter, we shall use letters $p, q, \ldots$ to denote elements in $\mathbb{P}^3$, and write its ratio-coordinates by $x_p, y_p, t_p, \mu_p, a_p, b_p, \ldots$ whenever it will be necessary to specify the element $p$. Using the coordinates $(x, y, \mu) \in \mathbb{C}^3$, the curve $\mathfrak{W}_{k'}$ (2.1) is defined by the equation

$$\mathfrak{W}_{k'} : \quad kx^N = 1 - k'\mu^{-N}, \quad ky^N = 1 - k'\mu^N, \quad (2.3)$$

which is equivalent to

$$k = \frac{x^N + y^N}{1 + x^N y^N}, \quad \mu^{-N} = \frac{1 - kx^N}{k'}, \quad \left( \iff \quad k = \frac{x^N + y^N}{1 + x^N y^N}, \quad \mu^N = \frac{1 - ky^N}{k'} \right). \quad (2.4)$$

The condition for $k \neq 0, \pm 1, \infty$ is equivalent to the constraint: either $(x^N + y^N)(1 - x^2N)(1 - y^2N)(1 + x^N y^N) \neq 0$, or $x^N = -y^N = \pm 1$. The Boltzmann weights of the $N$-state CPM are defined
by coordinates of $p, q \in \mathfrak{M}_k$:

$$
\begin{align*}
\frac{W_{pq} (n)}{W_{pq} (0)} &= (\mu_n \mu_q)^n \prod_{j=1}^n \frac{y_p - \omega^j y_q}{y_p - \omega^{-j} y_q} = \prod_{j=1}^n \frac{d_{pq} - \omega^j c_{pq} \omega^j}{d_{pq} - \omega^{-j} c_{pq} \omega^{-j}}, \\
\frac{W_{pq} (n)}{W_{pq} (0)} &= (\mu_r \mu_q)^n \prod_{j=1}^n \frac{\omega x_p - \omega^j x_q}{\omega y_p - \omega^j y_q} = \prod_{j=1}^n \frac{d_{pq} - \omega^j c_{pq} \omega^j}{\omega x_p - \omega^{-j} x_q} \cdot
\end{align*}
$$

(2.5)

which satisfy the star-triangle relation

$$
\sum_{n=0}^{N-1} W_{qr} (j' - n) W_{pr} (j - n) W_{pq} (n - j'') = R_{pqr} W_{pq} (j - j') W_{pr} (j' - j'') W_{qr} (j - j'')
$$

(2.6)

where $R_{pqr} = \frac{f_{pq} f_{pr}}{f_{pq}}$ with $f_{pq} := \left( \frac{\det_N (W_{pq} (i - j))}{\prod_{i=0}^{N-1} W_{pq} (n)} \right)^{\frac{1}{N}}$. Note that the rapidity constraint (2.3) ensures the Boltzmann weights (2.5) with the $N$-periodic property for $n$. On a lattice of the horizontal size $L$, the combined weights of intersections with vertical rapidities $p, p'$ between two consecutive rows give rise to the operator of $\otimes \mathbb{C}^N$ which defines the transfer matrix of the $N$-state CPM:

$$
T_{p,p'} (q)_{(j),(j')} = \prod_{\ell=1}^L W_{p,q} (j_\ell - j'_\ell) W_{p',q} (j_{\ell+1} - j'_{\ell+1}),
$$

(2.7)

for $q \in \mathfrak{M}_k$ and $j_\ell, j'_\ell \in \mathbb{Z}_N$. Here the periodic condition is imposed by defining $L+1 = 1$. Similarly, we define

$$
\hat{T}_{p,p'} (q)_{(j),(j')} = \prod_{\ell=1}^L W_{p,q} (j_\ell - j'_\ell) W_{p',q} (j_{\ell+1} - j'_{\ell+1}).
$$

(2.8)

Then $T_{p,p'}, \hat{T}_{p,p'}$ commute with the spin-shift operator, denoted again by $X := \prod_{\ell} X_{\ell}$ when no confusion could arise. The star-triangle relation (2.6) yields the following commutative relation

$$
T_{p,p'} (q) \hat{T}_{p,p'} (r) = \left( \frac{f_{pq} f_{pr}}{f_{pq} f_{pr}} \right) L T_{p,p'} (r) \hat{T}_{p,p'} (q), \quad \hat{T}_{p,p'} (q) T_{p,p'} (r) = \left( \frac{f_{pq} f_{pr}}{f_{pq} f_{pr}} \right) L \hat{T}_{p,p'} (r) T_{p,p'} (q),
$$

(2.9)

for $q, r \in \mathfrak{M}_k$ (see [12] (2.15a)-(2.32b)), by which the Q-operators, defined by

$$
Q_{p,p'} (q) = \hat{T}_{p,p'} (q_0)^{-1} \hat{T}_{p,p'} (q) = \left( \frac{f_{pq} f_{pr} q_0}{f_{pq} f_{pr}} \right) L T_{p,p'} (q) T_{p,p'} (q_0)^{-1}
$$

for $q \in \mathfrak{M}_k$, form a commuting family. Here $q_0$ is an arbitrary point in $\mathfrak{M}_k$ for both $\hat{T}_{p,p'} (q_0), T_{p,p'} (q_0)$ being non-singular.

### 2.2 The generalized $\tau^{(2)}$-model

In the discussion of CPM as a descendent of the six-vertex model, a five-parameter family of generalized $\tau^{(2)}$-models was found in [14] with the $L$-operator defined by the matrix of $\mathbb{C}^2$-auxiliary, $\mathbb{C}^N$-quantum space in terms of the Weyl operators $X, Z$:

$$
L(t) = \begin{pmatrix} 1 + t\kappa X & (\gamma - qX)Z \\ t(\alpha - \beta X)Z^{-1} & t\alpha \gamma + \frac{\beta \gamma}{\kappa} X \end{pmatrix}, \quad t \in \mathbb{C}.
$$

(2.10)
Hereafter in this paper, we assume the complex parameters $\alpha, \beta, \gamma, \rho, \kappa$ to be non-zero (even though no such restriction was required in the general discussion [14, 22]). The above $L$-operator satisfies the Yang-Baxter (YB) equation

$$R(t/t')(L(t) \otimes 1)(1 \otimes L(t')) = (1 \otimes L(t'))(L(t) \otimes 1)R(t/t')$$

(2.11)

for the asymmetric six-vertex $R$-matrix,

$$R(t) = \begin{pmatrix} t\omega - 1 & 0 & 0 & 0 \\ 0 & t - 1 & \omega - 1 & 0 \\ 0 & t(\omega - 1) & (t - 1)\omega & 0 \\ 0 & 0 & 0 & t\omega - 1 \end{pmatrix}.$$ 

For later convenience, throughout this paper we use another but equivalent labelling of the parameters in (2.10):

$$(a, b, a', b', c) = \left( -\frac{\eta}{\omega \kappa}, \frac{1}{\gamma}, \frac{\beta}{\rho}, \frac{1}{\alpha}, \frac{\kappa}{\alpha \gamma} \right) \in \mathbb{C}^5$, \quad \mathbb{C}^* := \mathbb{C} \setminus \{0\},$$

i.e. \((\alpha, \beta, \gamma, \rho, \kappa) = (\frac{-\eta}{b}, \frac{1}{b}, \frac{\omega c}{b}, \frac{1}{b}, \frac{\kappa}{b})\); then (2.10) becomes

$$L(t) = \begin{pmatrix} 1 - t\frac{\gamma}{b}X & (\frac{1}{b} - \omega \frac{ac}{b}X)Z^{-1} & -t\frac{1}{b} + \omega \frac{ac}{b}X \\ -t(\frac{1}{b} - \frac{\gamma}{b}X)Z^{-1} & (\frac{1}{b} - \omega \frac{ac}{b}X)Z & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} A(t) & B(t) \\ C(t) & D(t) \end{pmatrix}. \quad (2.12)$$

Note that there is no connection between the above parameters $(a, b, a', b', c)$ and the homogeneous coordinates $[a, b, c, d]$ of $\mathbb{P}^3$ in (2.11). The quantum determinant and the "classical" $L$-operator (22) (88) (45), [31] (2.9) (2.24), [36] of (2.12) are expressed by

$$\det_q L(t) = q(t)X,$$

$$L(t^N) := \langle L \rangle = \begin{pmatrix} \langle A \rangle & \langle B \rangle \\ \langle C \rangle & \langle D \rangle \end{pmatrix} = \frac{1}{\omega N b^N} \begin{pmatrix} b^N b^N - c^N t^N & b^N a^N c^N \\ -(b^N - a^N c^N) t^N & a^N a^N c^N - t^N \end{pmatrix}, \quad (2.13)$$

where $\langle O \rangle := \prod_{i=0}^{N-1} O(\omega^i t)$ denotes the average of the (commuting family of) operators $O(t)$ for $t \in \mathbb{C}$. Then the monodromy matrix of the chain size $L$ for (2.12),

$$\bigotimes_{\ell=1}^L L_\ell(t) = \begin{pmatrix} A_L(t) & B_L(t) \\ C_L(t) & D_L(t) \end{pmatrix}, \quad L_\ell(t) = L(t) \text{ at site } \ell, \quad (2.14)$$

again satisfy the YB equation (2.11), with the average given by ([31] Proposition 2.2, [36])

$$\bigotimes_{\ell=1}^L L_\ell := \begin{pmatrix} \langle A_L \rangle & \langle B_L \rangle \\ \langle C_L \rangle & \langle D_L \rangle \end{pmatrix} = L_1(t^N) L_2(t^N) \cdots L_L(t^N) (= L(t^N)^L). \quad (2.15)$$

The $\tau^{(2)}$-matrix is the commuting family of $\bigotimes \mathbb{C}^N$-operators defined by the $\omega$-twisted trace of the monodromy matrix (2.14):

$$\tau^{(2)}(t) = \text{tr}_{\mathbb{C}^2} \bigotimes_{\ell=1}^L L_\ell(\omega t), \quad (2.16)$$
which commutes with the spin-shift operator $X$. For an integer $j \geq 2$, there exists the $j$th fusion $L$-operator, (a matrix of $\mathbb{C}^j$-auxiliary and $\mathbb{C}^N$-quantum space) constructed from the $L$-operator \[ \text{(2.12)} \] by a canonical procedure, which gives rise to the $j$th fusion $\tau^{(j)}$-model, i.e. the commuting $\otimes \mathbb{C}^N$-operators $\tau^{(j)}(t)$ for $t \in \mathbb{C}$, so that the operators $\tau^{(j)}$s with $\tau(0) = 0, \tau(1) = I$ satisfy the following recursive fusion relation:

$$\tau^{(2)}(\omega^{-1}t)\tau^{(j)}(t) = z(\omega^{-1}t)x\tau^{(j-1)}(t) + \tau^{(j+1)}(t), \quad j \geq 1. \quad (2.17)$$

where $z(t) = q(t)^L$ with $q(t)$ in \[ \text{(2.13)} \] (see, e.g. \[ \text{[31]} \) Proposition 2.1).

The $\tau^{(2)}$-matrix of CPM with vertical rapidities $p, p'$ in \[ \text{(2.3)} \], denoted by $\tau^{(2)}_{p,p'}$ hereafter in this paper, is constructed from the $L$-operator \[ \text{(2.12)} \] with parameters \[ \text{(2.12)} \] defined by

$$(a, b, a', b', c) = (x_p, y_p, x_{p'}, y_{p'}, \mu_p, \mu_{p'}) \quad (2.18)$$

(by formulas \[ \text{(3.37)} \), \[ \text{(3.38)} \] for $j = 2, \alpha = n = 0, 1, m = 0, 1, (A3)$, and \[ \text{(3.44a)} \] for $j = 2, k = 0$ in \[ \text{[12]} \]), and it relates to the CPM transfer matrices \[ \text{(2.7)} \), \[ \text{(2.8)} \] by the $\tau^{(2)}T$-relations \[ \text{(12)} \) \[ \text{(4.20)} \] \[ \text{(4.21)} \] \[ \text{[11]} \].

$$\tau^{(2)}_{p,p'}(\omega^{-1}t_q)T_{p,p'}(q) = \left\{ \frac{(y_p - x_q)(t_{p'} - \omega^{-1}t_q)}{y_p y_{p'}(x_{p'} - \omega^{-1}x_q)} \right\} L T_{p,p'}(U^{-1}q) + \left\{ \frac{(y_{p'} - y_q)(t_{p} - t_q)}{y_p y_{p'}(x_{p'} - y_q)} \right\} L T_{p,p'}(R^2U^{-1}q), \quad (2.20)$$

$$\tilde{\tau}^{(2)}_{p,p'}(\omega^{-1}t_q)\tilde{T}_{p,p'}(q) = \left\{ \frac{(y_p - x_q)(t_{p'} - \omega^{-1}t_q)}{y_p y_{p'}(x_{p'} - \omega^{-1}x_q)} \right\} \tilde{L} T_{p,p'}(U^{-1}q) + \left\{ \frac{(y_{p'} - y_q)(t_{p} - t_q)}{y_p y_{p'}(x_{p'} - y_q)} \right\} \tilde{L} \tilde{T}_{p,p'}(R^2U^{-1}q),$$

where $U, R$ are $\mathfrak{W}_{k'}$-automorphisms defined in \[ \text{(2.2)} \]. Then $\tau^{(2)}_{p,p'}$'s form a 3-parameter family among all the generalized $\tau^{(2)}$-matrices. On the other hand, there are two equivalent relations among all $L$-operator \[ \text{(2.12)} \] which produce equivalent $\tau^{(2)}$-models. First, the $\tau^{(2)}$-matrix is unchanged when applying the gauge transform to the $L$-operator \[ \text{(2.12)} \] by $ML(t)M^{-1}$ with $M = \text{dia}[1, \nu]$. The corresponding change of parameters is the transformation:

$$(a, b, a', b', c) \mapsto (\nu^{-1}a, \nu b, \nu a', \nu^{-1}b', c), \quad \nu \in \mathbb{C}^*. \quad (2.21)$$

The second equivalent relation is induced by substituting the variable $t$ by $\lambda^{-1}t$, which corresponds to the transformation of parameters:

$$(a, b, a', b', c) \mapsto (\lambda a, b, a', \lambda b', c), \quad \lambda \in \mathbb{C}^*. \quad (2.22)$$

Then the relations, \[ \text{(2.21)} \] and \[ \text{(2.22)} \], give rise to a $\mathbb{C}^{*2}$-action of the 5-parameters of $L$-operators \[ \text{(2.12)} \], by which a generic $\tau^{(2)}$-model can be reduced to a CPM $\tau^{(2)}_{p,p'}$ in \[ \text{(2.18)} \]. Indeed, an explicit description of $\tau^{(2)}$-models equivalent to the chiral Potts $\tilde{\tau}^{(2)}_{p,p'}$ is described by the following theorem, the proof of which we leave in the appendix.

\[ \text{An equivalent formulation of first $\tau^{(2)}T$-relation in \[ \text{(2.20)} \] is given by \[ \text{(12)} \) \[ (4.31) \] using the automorphism $U$ only:}

$$\tau^{(2)}_{p,p'}(\omega^{-1}t_q)T_{p,p'}(q) = \left\{ \frac{(y_p - x_q)(t_{p'} - \omega^{-1}t_q)}{y_p y_{p'}(x_{p'} - \omega^{-1}x_q)} \right\} L T_{p,p'}(U^{-1}q) + \left\{ \frac{\omega \mu_{p'} \mu_p (t_p - t_q)(x_{p'} - x_q)}{y_p y_{p'}(y_p - \omega x_q)} \right\} \tilde{L} \tilde{T}_{p,p'}(Uq). \quad (2.19)$$
Theorem 2.1  The necessary and sufficient condition for parameters $a, b, a', b', c \in \mathbb{C}^*$ in \eqref{eq:2.21} whose $\tau^{(2)}$-model is equivalent to a CPM $\tau^{(2)}_{p,p'}$-model via relations \eqref{eq:2.221}, \eqref{eq:2.22} for $p, p'$ in \eqref{eq:2.23} with $k' \neq 0, \pm 1$ is
\[
\begin{cases}
\begin{align*}
b^N - a'^N &= b^N - a^N = 0 & \text{for } c^N = 1 \\
(b^N - a'^N)(b^N - a^N)(b^N - a'^N c^N)(b^N - a^N c^N)(b^N b'^N - a^N b'^N c^N) & \neq 0 & \text{for } c^N \neq 1.
\end{align*}
\end{cases}
\]
In the above situation, the $\tau^{(2)}$-matrix is related to $\tau^{(2)}_{p,p'}$-matrix by a change of variables, $t = \lambda^{-1}t^*$ where
\[
\tau^{(2)}(t) = \tau^{(2)}_{p,p'}(\tilde{t}).
\]

As an easy consequence of the above theorem, a conjectural boundary fusion relation \eqref{eq:2.227} (\ref{eq:2.30}) is valid for a generalized $\tau^{(2)}$-model.

Corollary 2.1  the boundary fusion relation holds for an arbitrary $\tau^{(2)}$-model:
\[
\tau^{(N+1)}(t) = z(t) X \tau^{(N-1)}(\omega t) + u(t) I,
\]
where $z(t) = q(t)^L$ as in \eqref{eq:2.17}, and $u(t) := (A_L) + (D_L)$ with $A_L, D_L$ in \eqref{eq:2.14}.

Proof.  By the construction of $\tau^{(j)}$-matrices \eqref{eq:2.21} section 2.2 and using the continuity argument, one needs only to verify the relation \eqref{eq:2.225} for a generic $\tau^{(2)}$-model as described in \eqref{eq:2.23}, which by Theorem 2.1 is equivalent to a CPM $\tau^{(2)}_{p,p'}$-model. Note that the relation \eqref{eq:2.21} leaves the quantum determinant $q(t)$ unchanged, but changes $\mathcal{L}(t^N)$ in \eqref{eq:2.13} only by a gauge transformation, hence with the same $u(t)$ in \eqref{eq:2.25} by \eqref{eq:2.15}. For the relation \eqref{eq:2.22}, one uses $t = \lambda^{-1}t^*$ and $(\lambda a, b, a', \lambda b', c) = (\tilde{a}, b, \tilde{a}', \tilde{b}', \tilde{c})$, then finds $q(t) = q(\tilde{t})$, and $\mathcal{L}(t^N) = \mathcal{L}(\tilde{t}^N)$, hence $u(t) = u(\tilde{t})$. Therefore the equality \eqref{eq:2.25} is preserved under relations \eqref{eq:2.21} and \eqref{eq:2.13}. The conclusion of this theorem now follows from the known fact about the valid boundary fusion relation \eqref{eq:2.25} for CPM $\tau^{(2)}_{p,p'}$-model \eqref{eq:2.27} (\ref{eq:4.27c}) \eqref{eq:4.28} \eqref{eq:4.29} \eqref{eq:4.26}), where $q(t) = \omega^{\mu_{p'p} (t - (p'-t)) y_{p'}y_p}$, $u(t) = \alpha_q + \overline{\alpha}_q$ with
\[
\begin{align*}
\alpha_q &= e^{L}_q, & e_q &= \frac{(y_p^N - x_p^N)(y_p^N - x_p^N)}{y_p y_p'}, \\
\overline{\alpha}_q &= e^{\overline{L}}_q, & \overline{e}_q &= \frac{(y_p^N - x_p^N)(y_p^N - x_p^N)}{y_p y_p'},
\end{align*}
\]
\[\overline{\alpha}_q, \overline{e}_q, \overline{\alpha}_q, \overline{e}_q\] the eigenvalues of $\mathcal{L}(t^N)$ in \eqref{eq:2.13}:
\[
\begin{align*}
\alpha_q &= e^{L}_q, & e_q &= \frac{\mu_q (y_p^N - x_p^N)(y_p^N - x_p^N)}{y_p y_p'} = \frac{(t_q^N - t_q^N)(y_p^N - x_p^N)}{(x_p^N - x_p^N)y_p y_p'}, \\
\overline{\alpha}_q &= e^{\overline{L}}_q, & \overline{e}_q &= \frac{\mu_q (y_p^N - x_p^N)(y_p^N - x_p^N)}{y_p y_p'} = \frac{(t_q^N - t_q^N)(y_p^N - x_p^N)}{(x_p^N - x_p^N)y_p y_p'}.
\end{align*}
\]

Remark  The functions, $\alpha_q, \overline{\alpha}_q$ in \eqref{eq:2.26} and $z(t)$ in \eqref{eq:2.25}, satisfy $\alpha_q \overline{\alpha}_q = z(t) z(\omega t) \cdots z(\omega^{N-1} t)$, which is the relation between the determinant of \eqref{eq:2.15} and the quantum determinant of monodromy matrix \eqref{eq:2.14}: $\det (\otimes_d L_d) = \langle \det_q \otimes_t L_t \rangle$.

Note that each condition in \eqref{eq:2.23} is preserved under \eqref{eq:2.21} and \eqref{eq:2.22}, and with the same criterion to which both $\tau^{(2)}_{p,p'}$ and $\tau^{(2)}$ in \eqref{eq:2.24} belong. The structure of $\tau^{(2)}$-model for the case $c^N = 1$ in \eqref{eq:2.23} can be determined as follows. By Lemma 2.1 we need only to consider those CPM
where $t \in \{i,j,k\}$ among which the homogenous CPM \(\tau_{p,p'}(2)\) models for the cyclic \(U_\tau(2)\) we shall first in subsection 3.1 describe the general mechanism of constructing the \(\omega\) parameter models in (2.23). By following Baxter’s method of producing the eight-vertex \(\tau_{p,p'}\) transfer matrix of the selfdual degenerate Potts models with \(\tau_{p,p'}\)-operator (2.12). The \(\omega\) parameter of a generalized \(\tau_{p,p'}\)-model with the following commutative relations ([34] (3.5)):}

\[
L(t) = \begin{pmatrix}
1 - t\omega^kX & (1 - \omega^{j+k+1}X)Z \\
-t(1 - \omega^{j+k+1}X)Z^{-1} & -t + \omega^{j+k+1}X
\end{pmatrix}
\]

where \(t = \frac{\omega^k}{x_{p,p'}}\). Note the above \(L(t)\) is the \(L\)-operator with \(b, b' = 1\) and \((a, a', c) = (\omega^j, \omega^k, \omega^l)\). In particular, it is represented by the \(L\)-operator of the superintegrable \(\tau_{p,p'}(2)\) with \((x_{p}, y_{p}, \mu_{p}) = (\omega^m \eta^\frac{1}{2}, \omega^m \eta^\frac{1}{2}, \omega^m)\), \((x_{p'}, y_{p'}, \mu_{p'}) = (\omega^m+\eta^\frac{1}{2}, \omega^m-j \eta^\frac{1}{2}, \omega^{-n+k})\) where \(\eta := \left(\frac{1-k'}{1+k'}\right)^\frac{1}{2}\), among which the homogenous CPM \(\tau_{p,p'}(2)\)-matrices are those with the relations, \(\omega^j = \omega^l = \omega^{m-j}, \omega^k = \omega^{2n}\). When \(N\) is odd, those among superintegrable \(\tau_{p,p'}(2)\) with \(\omega^{j+k+1} = \omega^k = 1\) correspond to XXZ chains for the cyclic \(U_q(sl_2)\) representations with \(q^N = 1\) and a \(N\)th root-of-unity representation parameter \(\zeta^N = 1\) [34].

3 The Q-operator of the generalized \(\tau_{p,p'}(2)\)-model

This section is devoted to the construction of \(Q\)-operator for a generalized \(\tau_{p,p'}(2)\)-model with the \(L\)-operator [2.12]. The \(\tau_{p,p'}(2)\)-models of our main interest are those not equivalent to CPM \(\tau_{p,p'}(2)\)-models in [2.23]. By following Baxter’s method of producing the eight-vertex \(Q_{72}\)-operator in [4], we shall first in subsection 3.1 describe the general mechanism of constructing the \(Q\)-operator of a generalized \(\tau_{p,p'}(2)\)-model, and illustrate the method in the CPM \(\tau_{p,p'}(2)\)-model by reproducing the transfer matrices [2.7], [2.8] as the \(Q_R\) and \(Q_L\)-operators. Then in subsection 3.2 we identify the transfer matrix of the selfdual degenerate Potts models with \(k' = 1\) as the \(Q\)-operator for \(\tau_{p,p'}(2)\)-models with \(c^N = 1\), among which when \(N\) is odd, are those equivalent to XXZ chains associated to cyclic \(U_q(sl_2)\) representations with \(q^N = 1\) and the representation parameter \(\zeta^N \neq 1\) [34].

3.1 Construction of the Q-operator of a generalized \(\tau_{p,p'}(2)\)-model, and the transfer matrix of the chiral Potts model

For a \(L\)-operator [2.12], we define the \(C^N\)-operators \(A_\eta, C_{\xi,\eta}, D_\xi\) for \(\xi, \eta \in C\) as in [34],

\[
A_\eta(t) := A(t) - B(t)\eta, \quad D_\xi(t) := \xi B(t) + D(t), \\
C_{\xi,\eta}(t) := \xi A(t) + C(t) - \xi B(t)\eta - D(t)\eta,
\]

with the following commutative relations ([34] (3.5)):

\[
C_{\xi,\eta}(t)X^{-1}A_\eta(\omega t) = A_\eta(t)X^{-1}C_{\xi,\eta}(\omega t), \quad C_{\xi,\eta}(\omega t)D_\xi(t) = D_\xi(\omega t)C_{\xi,\eta}(t).
\]

We are going to follow Baxter’s \(Q_{72}\)-operator method in [4] to produce the \(Q_R, Q_L\), and \(Q\)-operator associated to the \(L\)-operator [2.12]. The \(Q_R, Q_L\)-matrices are defined by

\[
Q_R = \text{tr} C^N(\bigotimes_{\ell=1}^L S_\ell), \quad Q_L = \text{tr} C^N(\bigotimes_{\ell=1}^L \tilde{S}_\ell),
\]
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with \( S_\ell, \tilde{S}_\ell = S, \tilde{S} \) at site \( \ell \) respectively, where the local \( S, \tilde{S} \)-operators are matrices of \( \mathbb{C}^N \)-auxiliary and \( \mathbb{C}^N \)-quantum space with the \( \mathbb{C}^N \)-operator-entries \( S_{i,j}, \tilde{S}_{i,j} \):

\[
S = (S_{i,j})_{i,j \in \mathbb{Z}_N}, \quad \tilde{S} = (\tilde{S}_{i,j})_{i,j \in \mathbb{Z}_N}. \tag{3.4}
\]

Consider the local-operator \( U \) with the \( \mathbb{C}^2 \otimes \mathbb{C}^N \)-auxiliary and \( \mathbb{C}^N \)-quantum space:

\[
U = \begin{pmatrix} AS & BS \\ CS & DS \end{pmatrix}.
\]

Hereafter we write the operators \( A(t), B(t), C(t), D(t) \) simply by \( A, B, C, D \) if no confusion could arise; while the matrix \( S \) will depend on some variable \( \sigma \) algebraically related to the variable \( t \): \( S = S(\sigma) \). Then one has \( \tau^{(2)} Q_R = \text{tr} \mathbb{C}^2 \otimes \mathbb{C}^N (\bigotimes_{\ell=1}^L U_\ell) \) where \( U_\ell = U \) at the site \( \ell \), and \( \tau^{(2)} Q_R \) will be decomposed into the sum of two matrices if we can find a \( 2N \) by \( 2N \) scalar matrix (independent of \( \sigma \))

\[
M = \begin{pmatrix} I_N & 0 \\ -\delta & I_N \end{pmatrix}, \quad \delta = \text{dia}[\delta_0, \ldots, \delta_{N-1}],
\]

so that the matrix

\[
M^{-1} U M = \begin{pmatrix} A_\delta S_{i,j} & BS_{i,j} \\ C_\delta S_{i,j} & D_\delta S_{i,j} \end{pmatrix}_{i,j \in \mathbb{Z}_N}
\]

has vanishing lower blocktriangular matrix; and a similar discussion also for \( Q_L \tau^{(2)} \). For this purpose, we first determine the condition of \( \xi, \eta \) so that the \( C_{\xi,\eta} \) in \( 3.1 \) is a singular operator. Since the entries of \( C_{\xi,\eta} \) are zeros except

\[
bb'\langle n|C_{\xi,\eta}|n \rangle = (bb'\xi - \omega^{-n}b't)(1 - \omega^n b^{-1}\eta), \quad bb'(n|C_{\xi,\eta}|n - 1) = -c(\xi - \omega^{-n+1}a')(t - \omega^n \eta a),
\]

one finds

\[
(bb')^N \det C_{\xi,\eta} = (b'^N N - tt^N)(b^N - \eta N) - c^N(\xi N - a^N)'(tt^N - \eta N a^N). \tag{3.6}
\]

The vanishing determinant of \( C_{\xi,\eta} \) will provide the criterion of \( \xi, \eta \) with a non-zero kernel vector of \( C_{\xi,\eta} \), by the same argument as in Lemma 3.2 of [34], now explained below. If \( \det C_{\xi,\eta} = 0 \), the kernel of \( C_{\xi,\eta} \) is one-dimensional generated by the kernel vector \( v = \sum_{n \in \mathbb{Z}_N} v_n|n \rangle \) defined by

\[
\frac{v_n}{v_{n-1}} = \frac{c(\omega a' - \omega^{n} \xi)(t - \omega^n a\eta)}{(b - \omega^n \eta a')(t - \omega^n b'\xi)}. \tag{3.7}
\]

Hence by \( 3.2 \), one finds the relations

\[
A_{\eta}(t)v(t) = \lambda(t)Xv(\omega^{-1}t), \quad D_{\xi}(t)v(t) = \lambda'(t)v(\omega t) \tag{3.8}
\]

where \( \lambda(t) = \frac{c(\omega a' t - t - \omega a\eta)\eta_0(t)}{bb'(t - \omega b'\xi)\eta_0(t)} \) and \( \lambda'(t) = \frac{(ab' - t)(t - b'\xi)\eta_0(t)}{bb'(t - \omega a\eta)(\omega t)} \). A similar argument implies that the one-dimensional cokernel for a singular operator \( C(\xi^*, \eta^*) \) is generated by \( v^* = \sum_{n \in \mathbb{Z}_N} v^* n|n \rangle \) with

\[
\frac{v^* n}{v^* n-1} = \frac{(b - \omega^{n-1} \eta^*)(t - \omega^n b'\xi^*)}{c(a' - \omega^{n-1} \xi^*)(t - \omega^n a\eta^*)}, \tag{3.9}
\]
satisfying the relations

\[ v^*(t)A(\eta^*)(t) = \lambda^*(t)v^*(\omega t)X, \quad v^*(t)D(\xi^*)(t) = \lambda^*(t)v^*(\omega^{-1}t) \]  

(3.10)

where \( \lambda^*(t) = \frac{c(ab' - t)(t - ab)}{bb'(t - \omega^{-1}b')v^0(t)} \), \( \lambda'(t) = \frac{(ab - t)(t - ab')v^0(t)}{bb'(t - ab)v^0(\omega^{-1}t)} \). In the above discussion when applying to the CPM L-operator with parameters in (2.12) given by (2.13) with \( t = t_q \), we set the parameters in (3.7) (3.9) by

\[ \xi = \omega^{-1}x_q, \eta = \omega^{-j}x_q; \quad \xi^* = \omega^{-1}y_q, \eta^* = \omega^{-j}y_q, \]  

(3.11)

so that the cyclic vectors are determined by the relations

\[ v_{0n} = \frac{\mu p, p'}{v_{0n}}(x_0 - \omega^{-n-1}y_{p'})/(y_p - \omega^{-n}x_0), \quad y_{0n} = \frac{\mu p, p'}{y_{0n}}(y_p - \omega^{-n}x_0)/(x_0 - \omega^{-n-1}y_{p'})), \]  

(3.12)

With the following functions \( \lambda(t), \lambda'(t) \) in (3.8), we define the vectors in (3.7) by 2

\[ v_n(t; \omega^{-i}x_q, \omega^{-j}x_q) = \overline{W}_{p', q}(n - i)W_{p, q}(n - j), \]
\[ v_n(\omega^{-1}t; \omega^{-i}x_q, \omega^{-j}x_q) = \overline{W}_{p', U^{-1}q}(n - i + 1)W_{p, U^{-1}q}(n - j + 1), \]
\[ v_n(\omega t; \omega^{-i}x_q, \omega^{-j}x_q) = \overline{W}_{p', R^2U^{-1}q}(n - i)W_{p, R^2U^{-1}q}(n - j); \]
\[ \lambda(t) = (t_0 - \omega^{-1})\mu p, p'/(y_p - \omega^{-1}x_0), \quad \lambda'(t) = \omega^{-1}(t_0 - \omega^{-1})\mu p, p'/(y_p - \omega^{-1}x_0), \]  

(3.13)

where \( \overline{W}_{p', q}, W_{p, q} \) are Boltzmann weights in (2.5), and the automorphisms \( U, R \) are in (2.2). Similarly, the cyclic vectors in (3.9) and functions in (3.10) are expressed by

\[ v^*(n; \omega^{-i}y_q, \omega^{-j}y_q) = W_{p', q}(i - n)\overline{W}_{p, q}(j - n), \]
\[ v^*(\omega^{-1}t; \omega^{-i}y_q, \omega^{-j}y_q) = W_{p', R^2U^{-1}q}(i - n + 1)\overline{W}_{p, R^2U^{-1}q}(j - n + 1), \]
\[ v^*(\omega t; \omega^{-i}y_q, \omega^{-j}y_q) = W_{p', U^{-1}q}(i - n)\overline{W}_{p, U^{-1}q}(j - n), \]
\[ \lambda^*(t) = (t_0 - \omega^{-1})\mu p, p'/(y_p - \omega^{-1}x_0), \quad \lambda'(t) = \omega^{-1}(t_0 - \omega^{-1})\mu p, p'/(y_p - \omega^{-1}x_0). \]  

(3.14)

(Note that when the rapidities \( p, p' \) are superintegrable elements, the cyclic vectors and functions in (3.13) (3.14) were derived as formulas (4.15), (4.16) in (34).) We now construct the \( Q_R, Q_L \)-operators (3.3) for two arbitrary elements \( p, p' \in \mathfrak{H}_k \) using the following \( S, \tilde{S} \)-matrices (3.4) as defined in (34) (3.36):

\[ S_{i,j} = v(t_q; \omega^{-i}x_q, \omega^{-j}x_q)(j), \quad \tilde{S}_{i,j} = |j)v^*(t_q; \omega^{-i}y_q, \omega^{-j}y_q), \]  

(3.15)

which in turn yields the identification of \( Q_R, Q_L \)-operators with the CPM transfer matrices in (2.7) (2.8):

\[ Q_R(q) = T_{p, p'}(q), \quad Q_L(q) = \tilde{T}_{p, p'}(q) \]  

(3.16)

for \( q \in \mathfrak{H}_k \). Then the \( \gamma^2(T) \)-relation (2.20) follows from (3.13) (3.14).
We now use the kernel vector of the $C_{\xi,\eta}$-operator to construct the $Q_R$-operator of an arbitrary $\tau^{(2)}$-model with the $L$-operator in (2.12). Set $(\xi, \eta) = (\delta_i, \delta_j)$ with $\delta_i$'s in (3.3), and the operator $S_{i,j}$ in (3.4) by $S_{i,j} = \nu_{i,j} \tau_{i,j}$, where $\nu_{i,j}$ is the cyclic kernel vector in $C_{\delta_i,\delta_j}$, and $\tau_{i,j} \in \mathbb{C}^{N\times N}$ is a parameter vector. The vector $\nu_{i,j}$ is non-zero if $C_{\xi,\eta}$ is a singular matrix. By (3.6), one finds
\[
(bb')^N (\det C_{\xi,\eta} - \det C_{\eta,\xi}) = (\xi^N - \eta^N)(b^N b'^N + c^N a^N a'^N - t^N (1 + c^N)).
\]
Therefore it is convenient to assume
\[
\xi^N = \eta^N, \quad (3.17)
\]
i.e. all $\delta_i^N$ with the same value $\xi^N$ so that $C_{\delta_i,\delta_j}$ are singular matrices for all $i, j$, which by (3.6) are equivalent to the relation
\[
(b^N b'^N - c^N a^N a'^N)\xi^N + (c^N a'^N - b'^N)t^N + (c^N a^N - b^N)\xi^2t^N + (1 - c^N)\xi^N t^N = 0. \quad (3.18)
\]
We shall conduct the $Q$-operator investigation under the above assumption, with our main interest especially on those $L$-operator (2.12) not equivalent to CPM ones as described in Theorem 2.1. Note that the variable $\xi$ in (3.18) is algebraically related to $t$ except the case when $c^N - 1 = a^N - b'^N = 0$, equivalent to the first relation in (2.23), which was previously discussed in (3.1) with no constraint on $\xi^N$. Furthermore, in the case for the CPM $\tau^{(2)}$-model with parameters in (2.18), one finds
\[
b^N b'^N - c^N a^N a'^N = 1 - c^N = -k(c^N a'^N - b'^N) = -k(c^N a^N - b^N),
\]
which is equal to $1 - \mu_p^N \mu'_p$. Then by using (3.11), (3.18) becomes the first rapidity relation in (2.4). Hence one may regard the relation (3.18) as the rapidity-constraint for a generalized $\tau^{(2)}$-model as it will become clearer later in the paper.

First we consider the case
\[
c^N a'^N - b^N = 0 \quad \text{or} \quad c^N a^N - b'^N = 0. \quad (3.19)
\]
When $c^N a'^N = b^N$, $\xi = 0$ is a solution of (3.18), equivalently to say, the entry $C(t)$ of the $L$-operator (2.12) possesses a non-zero kernel vector; similarly, there exists a non-zero kernel vector of $B(t)$-matrix when $c^N a^N = b'^N$. Such a kernel vector defines the pseudo-vacuum state in the algebraic Bethe ansatz method, by which the eigenvalue problem was previously investigated in (31). Hence for the rest of this paper, we shall restrict our discussion only on the remaining cases, i.e. with the condition
\[
(c^N a'^N - b^N)(c^N a^N - b'^N) \neq 0. \quad (3.20)
\]
In the next subsection we construct the $Q$-operator of the $\tau^{(2)}$-model with (3.20) and $c^N = 1$ through the selfdual Potts models as degenerate forms of CPM.

### 3.2 Selfdual degenerate Potts models

In this subsection, we consider the $L$-operator (2.12) with the condition (3.20) and $c^N = 1$. First, we assume $b^N b'^N = a^N a'^N$. Using the relation (2.21) or (2.22), one may reduce the case with the condition
\[
a^N + b^N = a'^N + b'^N = 0, \quad (3.21)
\]
for $a^N \neq b'^N$, hence $a^N - b^N = a'^N - b'^N \neq 0$ by (3.20). Introduce the variables $x, y$ with $x^N = \xi^N$ and $xy = t$, then the equation (3.18) becomes $x^N + y^N = 0$, which can be regarded as the degenerate rapidities in (2.1) for $k = 0, k' = \pm 1$ with elements expressed by

$$q : (x_q, y_q, \mu_q), \quad x^N_q + y^N_q = 0, \quad \mu^N_q = \pm 1. \quad (3.22)$$

The Boltzmann weights (2.5) with $p, q$ in the curve (3.22) provide the selfdual solution of the star-triangle equation (2.6) ((13) (10) for $I = 0, 21$)). Define the elements $p, p'$ in (3.22) by

$$p : (x_p, y_p, \mu_p) = (a, b, 1), \quad p' : (x_{p'}, y_{p'}, \mu_{p'}) = (a', b', c). \quad (3.23)$$

Then (2.18) holds, and we obtain the relation (3.12) with parameters given by (3.11). The $S$-matrices (3.4) defined by formulas (3.13) (3.14) (3.15) give rise to the $Q_R, Q_L$-operators by using the identity (3.16), where $T_{p,p'}(q), \tilde{T}_{p,p'}(q)$ are the transfer matrices (2.7), (2.8) of the self-dual Potts model with the rapidity $q$ in (3.22). Then $\tau(2)T$-relation (2.20) holds. Note that when $N$ is odd, for a $N$th root-of-unity $q$ the XXZ chains associated to cyclic representations of $U_q(sl_2)$ are known [34] to be equivalent to the $\tau(2)$-models with the $L$-operator (2.12) satisfying the conditions: $b, b', c = 1, \omega a a' = 1$, where $a' =: \varsigma$ is the parameter of $U_q(sl_2)$-cyclic representations. By Theorem 2.1, the CPM $\tau(2)$-model occurs only when $\varsigma^N = 1$, in which case the $Q$-operator is equal to the CPM transfer matrix with two vertical superintegrable rapidities (34) Theorem 4.2, or section 2.2 of this paper). The $L$-operator $L(t)$ in (2.12) for the rest cases with $(a, b, a', b', c) = (\omega^{-1} \varsigma^{-1}, 1, \varsigma, 1, 1)$ ($\varsigma^N \neq 1$) satisfy the conditions in our previous discussion: $c^N = 1, b^N b'^N = a^N a'^N$ and (3.20), to which the theory of selfdual degenerate CPM can be applied. Indeed by the above discussion, the parameter in (3.21) and the variable $t_q = x_q y_q$ in (3.22) are related to $\varsigma$ and $t$ in the following manner when using the relation (2.21):

$$(a, b, a', b', c) = (\omega^{-1} i \sqrt{-1} \varsigma^{-1}, i \sqrt{-1} \varsigma^{-1}, i \sqrt{-1} \varsigma^{-1}, i \sqrt{-1} \varsigma^{-1}, 1), \quad t_q = t, \quad (i = \sqrt{-1}).$$

or by using the relation (2.22) with

$$(a, b, a', b', c) = (\sqrt{-1} \omega, 1, \varsigma, 1), \quad t_q = \sqrt{-1} \varsigma t.$$

We now consider the case $b^N b'^N \neq a^N a'^N$ with $c^N = 1$ and the condition (3.20). Using relations (2.21) and (2.22), one may assume

$$a^N a'^N - b^N b'^N = a'^N - b'^N = a^N - b'^N \neq 0,$$

which is equivalent to

$$a^N + b^N = a'^N + b'^N = 1, \quad (3.24)$$

with $a^N \neq b'^N$. The coordinates $(x, y)$ with $x^N = \xi^N$ and $xy = t$ in (3.18) in turn yields the equation of the Fermat curve,

$$x^N + y^N = 1,$$
which can be realized as a degenerated form of the chiral Potts curve (2.1) in $\mathbb{P}^3$ with $k' = 1$ (by rescaling a factor on $c, d$-components):

$$k' = 1: \ a^N + b^N = 1, \ c^N = d^N = 1 \iff x^N + y^N = 1, \ \mu^N = 1. \quad (3.25)$$

The Boltzmann weights (2.5) with rapidities in (3.25) define a selfdual solution of (2.6) (13) for $I = 1, 2, 3$). With $p, p'$ defined in (3.23) and $q$ in (3.25), the relations (3.11)-(3.16) are valid, and the transfer matrices $T_{p,p'}(q), \tilde{T}_{p,p'}(q)$ of the selfdual degenerate CPM associated to the (3.25) give rise to the $Q_R, Q_L$-operators with the commutation relation (2.9) and $\tau(2)T$-relation (2.20).

**Remark.** In the discussion of this subsection, the rapidities $p, p'$ in (3.23) satisfy the inequality $a^N \neq b^N$, a condition derived from the assumption that the first relation in (2.23) is excluded in our consideration above. However, the argument in this subsection about the selfdual solution of (2.6) using rapidities in (3.22) or (3.25) equally holds for $p, p'$ in (3.23) satisfying $a^N = b^N$ (which implies $a^N = b^N$). Since a $\tau(2)$-model satisfying the first relation in (2.23) can be reduced to the $\tau(2)$-model with parameters satisfying (3.21) or (3.24) by the gauge transform (2.21), one may also use the transfer matrices of the selfdual Potts model to construct the $Q_R, Q_L$-operator of $\tau(2)$-models with the first relation in (2.23), in which case we has also previously discussed the $Q_R, Q_L$-operator in [34] through the superintegrable CPM transfer matrices $T_{p,p'}$ and $\tilde{T}_{p,p'}$.

### 4 Degenerate chiral Potts models for $c^N \neq 1$

This section is devoted to the study of $Q$-operator of the $\tau(2)$-models with $c^N \neq 1$. By Theorem 2.1 we need only to consider the cases not covered by the second inequality in (2.23), i.e. the parameters (2.12) satisfying the condition (3.20) with $c^N \neq 1$ and

$$(a^N - b^N)(a^N - b^N)(b^N b^N - c^N a^N a^N) = 0. \quad (4.1)$$

The above equality (4.1) can be replaced by either $b^N b^N - c^N a^N a^N = 0$, or $(a^N - b^N)(a^N - b^N) = 0$ (equivalent to $b^N b^N - c^N a^N a^N \neq 0$ by (3.20)). In subsection 4.1 we shall show the $Q$-operator with $b^N b^N - c^N a^N a^N = 0$ is given by the transfer matrix of the degenerate chiral Potts models for $k' = 1$. When $(a^N - b^N)(a^N - b^N) = 0$, we illustrate in subsection 4.2 that the standard construction of a commuting family of $Q$-operators in [4] fails in this case albeit one can obtain the $Q_R, Q_L$-operator through the theory of degenerate chiral Potts model for $k' = 0$.

#### 4.1 The degenerate chiral Potts model with $k' = 1$

In this subsection, we construct the $Q$-operator of $\tau(2)$-models with (3.20), $c^N \neq 1$ and $b^N b^N - c^N a^N a^N = 0$. By (3.20), $a^N \neq b^N, a^N \neq b^N$. Using relations (2.21) and (2.22), one may assume

$$c^N a^N - b^N = c^N a^N - b^N = c^N - 1 \iff c^N = \frac{1 - b^N}{1 - a^N} = \frac{1 - b^N}{1 - a^N}. \quad (4.2)$$

By the coordinates $(x, y)$ with $x^N = \xi^N, t = xy$ in (3.18), we obtain

$$x^N + y^N = x^N y^N \iff (1 - x^N)^{-1} = 1 - y^N =: \mu^N. \quad (4.3)$$
The variable $\mu^N$ is related to $t$ by

$$t^N = (1 - \mu^N)(1 - \mu^{-N}).$$

The relation (4.2) implies $\frac{1}{a^N} + \frac{1}{b^N} = \frac{1}{a'^N} + \frac{1}{b'^N}$, which is equal to 1 by using $c^N = \frac{b^N b'^N}{a^N a'^N}$ and $a'^N \neq b^N$. Therefore $(a, b), (a', b')$ satisfy the first relation in (4.3). Let $p, p'$ be the elements in (4.3) defined by

$$p : (x_p, y_p, \mu_p) = (a, b, (1 - b^N)\frac{1}{N}), \quad p' : (x_p', y_p', \mu_{p'}) = (a', b', c(1 - b^N)\frac{1}{N}).$$

(4.4)

Note that by $c^N = (1 - b^N)(1 - b'^N)$, the above $\mu_{p'}$ differs from $(1 - b^N)\frac{1}{N}$ only by a $N$th root of unity. The curve (4.3) can be regarded as the rapidity curve for $k' = 1$ in (2.1) where the variables $(a, b, c, d)$ is replaced by $(\sqrt[N]{kk'}, 1, \sqrt[N]{kk'}, b, c, d)$, by which the Boltzmann weights (2.5) with rapidities in (4.3) give rise to a solution of (2.6). Hence the relations (3.11) - (3.16) for $q$ in (4.3) define the transfer matrices $T_{p, p'}(q), T_{p', p}(q)$ of the degenerate $k' = 1$ chiral Potts model, which provide the $Q_R, Q_L$-operators of the $\tau(2)$-model satisfying the commutation relation (2.9) and $\tau(2)T$-relation (2.20).

**Remark.** In the above discussion, we assume $c^N \neq 1$. However, the described $Q$-operator construction in above is also valid for the case $c^N = 1$ when $p, p'$ in (4.4) are elements in the curve (4.3) with non-zero $b, b'$ satisfying $(1 - b^N)(1 - b'^N) = 1$.

### 4.2 The degenerate $\tau(2)$-model for $k' = 0$

We now study the case: $c^N \neq 1$ with $(a'^N - b^N)(a^N - b'^N) = 0$. By relations (2.21) and (2.22), one may assume one of the following cases holds:

$$a'^N = b^N = 1, \quad b'^N - c^N a^N = 1 - c^N \quad \text{or} \quad a'^N = b^N = 1, \quad b^N - c^N a'^N = 1 - c^N,$$

which imply $c^N = \frac{1 - b^N}{1 - a^N}$ or $\frac{1 - b'^N}{1 - a'^N}$ respectively. With the coordinates $(x, y)$ with $x^N = \xi^N, t = xy$, the relation (3.18) becomes

$$1 - y^N - x^N + x^N y^N = 0. \quad (4.5)$$

The above equation can be regarded the $k' = 0$ limit of (2.4) (or (2.1))$^3$, which is composed of the two curves

$$\mathcal{C}_+ : x^N = 1, \quad \mu^N = 1 - y^N, \quad \mathcal{C}_- : y^N = 1, \quad \mu^{-N} = 1 - x^N, \quad (4.6)$$

whose element is denoted by $\sigma = (x_\sigma, y_\sigma, \mu_\sigma)$. As in (2.5), we define the following weights for certain rapidities in (4.6) with $\sigma \in \mathcal{C}_i, \sigma' \in \mathcal{C}_j$ for $i, j = \pm$:

$$W_{\sigma, \sigma'}(n) = (\mu_{\sigma'})^n \prod_{j=1}^{n} \frac{y_{\sigma'} - \omega^j x_{\sigma}}{y_{\sigma'} - \omega^{-j} x_{\sigma}}, \quad \text{if } i = j,$$

$$\overline{W}_{\sigma, \sigma'}(n) = (\mu_{\sigma} \mu_{\sigma'})^n \prod_{j=1}^{n} \frac{y_{\sigma} - \omega^j x_{\sigma'}}{y_{\sigma'} - \omega^{-j} y_{\sigma}}, \quad \text{if } i \neq j. \quad (4.7)$$

Note that for elements $\sigma, \sigma'$ in (4.6) with $x$ or $y = 1$ where $\mu$ takes the zero or $\infty$, the above Boltzmann weights are uniquely determined. However the formula in (4.7) are not defined when

---

$^3$By changing $k'\mu^N$ by $\mu^N$ in (2.3), the $k' = 0$ limit of $\mathcal{W}_{k'}$ is $\mathcal{C}_\pm$ respectively.
the indices \( i, j \) are not in the above described regions, hence the weights in (4.7) do not provide a solution of the star-triangle relation (2.6). Define the following elements \( p, p' \) in (4.6):

\[
(x_p, y_p, \mu_p) = (a, b, (1 - a^N)\frac{N}{b^N}) \in \mathcal{C}_-, (x_{p'}, y_{p'}, \mu_{p'}) = (a', b', c(1 - a^N)\frac{N}{b^N}) \in \mathcal{C}_+ \quad \text{if} \quad a^N = b^N = 1, \\
(x_p, y_p, \mu_p) = (a, b, c(1 - a^N)\frac{N}{b^N}) \in \mathcal{C}_+, (x_{p'}, y_{p'}, \mu_{p'}) = (a', b', (1 - a^N)\frac{N}{b^N}) \in \mathcal{C}_- \quad \text{if} \quad a^N = b'^N = 1.
\]

One may still use the relations (3.11)-(3.16) with \( q \) in (3.22), (3.25) or (4.3) are solutions of the star-triangle relation (2.6), which define the degenerate chiral Potts model for \( k' = 1 \). By the same argument, the functional relations of CPM and the ABCD-algebra method in algebraic Bethe ansatz techniques in the theory of generalized \( \tau \)-models.

5 Functional relations of a degenerate chiral Potts model for \( k' = 1 \)

By the discussion in subsection 3.2 and subsection 4.1, the Boltzmann weights (2.5) with rapidities in (3.22), (3.25) or (4.3) are solutions of the star-triangle relation (2.6), which define the degenerate chiral Potts model with \( k' = 1 \). By the same argument, the functional relations of CPM in [12] indeed also hold for these degenerate models with \( k' = 1 \), which we now explain below. First note that each of the rapidity curves, (3.22) (3.25) or (4.3), is invariant under automorphisms in (2.2), and \( T_{p,p'}(q), \hat{T}_{p,p'}(q') \) are single-valued functions of \( x_q \) and \( y_q \), which will also be denoted by \( T_{p,p'}(x_q, y_q), \hat{T}_{p,p'}(x_q, y_q) \) as in the CPM case. By the construction of the \( \tau \)-operator, the \( \tau \)-relation (2.20) holds for those degenerated models. Indeed the arguments in deriving functional equations of CPM, and formulas (3.13)-(4.45) in [12] are all valid for these degenerate chiral Potts models for \( k' = 1 \). The fusion matrix \( \tau^{(j)}(t_q) \) in subsection 2.2 of this paper is the same as \( \tau^{(j)} \) in [12] (3.44a) with \( k = 0 : \tau^{(j)}_{0,q} = \tau^{(j)}(t_q); \) the fusion relations, (2.17) and (2.22), are given by formulas (4.27a) \( k = m = 0 \), (4.27c) \( k = 0 \) respectively, in [12]. The \( \tau^{(2)}T \)-relation (2.20) is the same as (4.20) (4.21) for \( k = 0 \) and setting (2.41) \( \xi_q = \xi_q = 1 \). The \( \tau^{(1)}T \)-relation is now expressed
by (12) \((4.34)\): 
\[
\sigma^j(t_q) = \sum_{m=0}^{j-1} \varphi_q \bar{\varphi} U_q \cdots \varphi U^{m-1} \varphi U^{m+1} \varphi U^{m+2} \cdots \varphi U^{j-1} q \varphi U^{m+1} q \varphi U^{m+2} q \cdots \varphi U^{j-1} q
\]
\[
T_{p,p'}(x_q, y_q) T_{p,p'}(\omega^{m} x_q, y_q)^{-1} T_{p,p'}(\omega^{m+1} x_q, y_q) T_{p,p'}(\omega^{m+1} x_q, y_q)^{-1} X^{j-m-1}
\]
where \(\varphi_U q, \bar{\varphi}_q\) are the scale-factors in the \(\tau(2)\)-relation (2.19): \(\varphi_q = \{(y_p - \omega y_q)(t_{p'} - t_q)\} L, \ \bar{\varphi}_q = \{(\omega p_{\mu} q_{p'}(t_{p'} - t_q) \tau(t_{p'} - t_q) / y_p q_{\mu} y_{p'} q_{\mu}) L, \ \text{which are related to } z(t) \text{ in (2.17) by } z(t_q) = \varphi_q \bar{\varphi}_q.\)

The relation of CPM transfer matrix and \(\tau^j\)'s is given by the \(TT^\dagger\)-relation (12) \((3.46)\):
\[
\lambda^{(0,j)}_{p,p'}(x_q, y_q) \bar{T}_{p,p'}(y_q, \omega^j x_q) = \overline{T}_{p,p'}^{(j)}(t_q) + \overline{H}_{p,q}^{(j)}(N-j)(\omega^j t_q) X^j
\]
where \(\overline{T}_{p,p'}^{(j)} = \frac{(x_{\mu}^j - x_{\mu}^L)^{\prod_{i=1}^{j-1}(t_{p'}^i - t_q^i)}}{(1 - x_{\mu}^j / x_{\mu}^L)(1 - t_{p'}^i / t_q^i)} L, \ H_{p,q}^{(j)} = \frac{(x_{\mu}^j - x_{\mu}^L)^{\prod_{i=1}^{j-1}(t_{p'}^i - t_q^i)}}{(1 - x_{\mu}^j / x_{\mu}^L)(1 - t_{p'}^i / t_q^i)} L, \ \lambda^{(0,j)}_{p,q} = \left(N \Omega_{pq}^{(j)} T_{p,p'}^q\right)^{-L}
\]
with \(\Omega_{pq}^{(j)} = \frac{y_{p'}^{-1}}{\prod_{i=1}^{j-1}(y_{p'} - y_q)}\) and \(\overline{H}_{p,q}^{(j)} = \left(\frac{(y_{p'} - y_q)^{\prod_{i=1}^{j-1}(t_{p'}^i - t_q^i)}}{(1 - x_{\mu}^j / y_{p'}^j)(1 - t_{p'}^i / y_{p'}^i)} \right)\) (12) \((3.24)\), \((3.35)\), \((3.36)\), \((3.41)\), \((3.42)\).

Using formulas \((4.37)-(4.38)\) in [12], one can write \(TT^\dagger\)-relation in the form \((10)\), \((13)\), \((28)\), \((15)\):
\[
T_{p,p'}(x_q, y_q) \bar{T}_{p,p'}(y_q, \omega^j x_q) = r_{p',q} \bar{h}_{j,p,p'} q \left(\tau^j(t_q) + \frac{z(t_q) z(t_q) \cdots z(t_q)}{\alpha_q} \right) (N-j)(\omega^j t_q) X^j
\]
where \(r_{p',q} = \frac{(N x_{p'} - x_{p'_L}) (y_{p'} - y_q)}{(x_{p'} - x_{p'_L}) (y_{p'} - y_q)} L, \ \bar{h}_{j,p,p'} q = \frac{\prod_{i=1}^{j-1} y_{p'} y_{p'_L} (x_{p'} - x_{p'_L}) (t_{p'} - t_q)}{(y_{p'} - y_q)} L, \ \text{and } \alpha_q \text{ is in (2.26).}\)

In particular for \(j = N\), the \(TT^\dagger\)-relation reduces to (12) \((4.44)\)
\[
T_{p,p'}(x_q, y_q) \bar{T}_{p,p'}(y_q, x_q) = \left(\frac{(y_{p'} y_{p'_L})^{N-1}(y_{p'} - y_q)}{(y_{p'}^N - x_{p'}^N)(y_{p'}^N - y_q^N)} \right) L \tau^N(t_q)
\]
Then one can derive the functional relation of CPM transfer matrix (12) \((4.40)\):
\[
\bar{T}_{p,p'}(y_q, x_q) = \sum_{m=0}^{N-1} C_{m,q} T_{p,p'}(\omega^m x_q, y_q)^{-1} T_{p,p'}(x_q, y_q) T_{p,p'}(\omega^{m+1} x_q, y_q)^{-1} X^{m-1}
\]
where \(C_{m,q} = \varphi_q \bar{\varphi} U_q \cdots \varphi U^{m-1} q \varphi U^{m+1} q \varphi U^{m+2} q \cdots \varphi U^{N-1} q \left(\frac{(y_{p'} y_{p'_L})^{N-1}(y_{p'} - y_q)}{(y_{p'}^N - x_{p'}^N)(y_{p'}^N - y_q^N)} \right) L.

6 Concluding Remarks

Through the \(Q\)-operator approach, we establish the equivalent relation between the theories of generalized \(\tau(2)\)-model and the \(N\)-state chiral Potts models with the degenerate forms included. The application of a special gauge transform and the rescaling of spectral parameters of the \(L\)-operator has effectively deduced the five-parameter \(\tau(2)\)-family to the three-parameter ones in CPM. The "generic" \(\tau(2)\)-models correspond to CPM with two vertical rapidities in \(\mathbb{G}_{k'}\) with \(k' \neq 0, \pm 1\) in (2.1), and the result is verified by an algebraic-geometry method. The explicit form of the generic parameters is described in Theorem 2.1 Other than a special kind of \(\tau(2)\)-models (3.19) which can be treated by the algebraic Bethe ansatz method, the Baxter's \(Q_{72}\)-operator
technique is successfully applied to the rest "non-generic" \(\tau^{(2)}\)-models, where the \(Q_R, Q_L\)-operators are represented by transfer matrices \(T_{p,p'}, \widehat{T}_{p,p'}\) of the degenerate chiral Potts model for \(k' = 1, 0\). The degenerate models for \(k' = 1\) all arise from the selfdual solutions of the star-triangle relation \((2.6)\) \cite{3, 25, 13, 21}. As a result of our working, an explicit matrix form of the \(\tau^{(2)}\)-model is found, and functional relations are verified for the selfdual Potts models in the same way as the solvable CPM in \cite{12}. It would be desirable that the functional-relation method can also be employed in the investigation of eigenvalue problem for those degenerate models, just as in the discussion of CPM in \cite{8, 9, 26}. A programme along this line is now under progress and partial results are promising.
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**Appendix: Algebraic geometry of chiral Potts \(\tau^{(2)}\)-models with two alternating rapidities**

In this appendix, we provide an algebraic geometry proof of Theorem 2.1. First we determine the explicit equations about parameters in \((2.12)\) corresponding to the 3-parameter CPM family \((2.18)\). For simple notations, in this appendix we shall write \(x = x_p, y = y_p, \mu = \mu_p, x' = x_{p'}, y' = y_{p'}, \mu' = \mu_{p'}\) for \(p, p' \in \mathbb{M}_{k'}\), then the relation \((2.14)\) yields

\[
k = \frac{x^N + y^N}{1 + x^N y^N} = \frac{x'^N + y'^N}{1 + x'^N y'^N}, \quad \mu^- = \frac{1 - kx^N}{k'}, \quad \mu'^- = \frac{1 - kx'^N}{k'}
\]

(A1)

with the condition about \(k \neq 0, \pm 1, \infty\), which is equivalent to the constraints,

\[
\begin{align*}
(x^N + y^N)(1 - x^2N)(1 - y^2N)(1 + x^N y^N) &\neq 0, \quad \text{or} \quad x^N = -y^N = \pm 1, \\
(x'^N + y'^N)(1 - x'^2N)(1 - y'^2N)(1 + x'^N y'^N) &\neq 0, \quad \text{or} \quad x'^N = -y'^N = \pm 1.
\end{align*}
\]

(A2)

The CPM condition \((2.18)\) now becomes

\[
(a, b, a', b', c) = (x, y, x', y', \mu \mu').
\]

(A3)

By (A1), one finds

\[
y'^N = \frac{(x^N + y^N)(1 + x^N y^N)x'^N}{(1 + x^N y^N) - (x^N + y^N)x'^N}, \quad (\mu \mu')^- = \frac{1 + x^N y^N - (x^N + y^N)x'^N}{1 - y^2N}.
\]

equivalently, the elements in (A3) satisfy the relations

\[
\begin{align*}
(1 + a^N b^N) b'^N - (a^N + b^N) a'^N b'^N &= (a^N + b^N) - (1 + a^N b^N) a^N, \\
(1 + a^N b^N) c^N - (a^N + b^N) a^N c'^N &= 1 - b^2N,
\end{align*}
\]

(A4)
with the constraint condition \((A2)\) replaced by

\[
\text{either } (x^N + y^N)(1 + x^N y^N)(1 - x^{2N})(1 - y^{2N})(1 - x^{2N}) \neq 0,
\]

or

\[
x^N = -y^N = \pm 1,
\]

or

\[
(x^N + y^N)(1 - x^{2N})(1 - y^{2N})(1 + x^N y^N) \neq 0 , x'^N = \pm 1.
\]

The above case in above implies \((x^I N + y^I N)(1 + x^I N y^I N)(1 - x^{2I} N)(1 - y^{2I} N) \neq 0.\) For the second case in \((A5),\) one has \(\mu = \frac{(1 + k^2)/2}{1 + k^2},\) which by \((A1),\) yields \(k = \frac{1 - (\mu \cdot \mu') - N}{x^N \pm (\mu \cdot \mu') N}.\) Then either \((\mu \cdot \mu') N = 1\) where \(-x^N = y^N = \pm 1,\) or \((\mu \cdot \mu') N \neq 1\) where \(x^N \neq \mp (\mu \cdot \mu') - N, \mp 1, y^N \neq \pm (\mu \cdot \mu') N, \pm 1\) and \((\mu \cdot \mu') N = \frac{1 \pm y^N}{1 \pm x^N}.\) For the third case in \((A5),\) one has \(x'^N = \pm 1,\) hence \(y'^N = \mp 1,\) and \((\mu \cdot \mu') N = \frac{1 \pm y^N}{1 \pm x^N}.)\) Therefore equation \((A4)\) subject to the constraint \((A5)\) can be divided into the following cases:

\[
(i) \quad c^N = 1, \quad a^N = b^N = -a^N = b^N = \pm 1;
\]

\[
(ii) \quad (a^N + b^N)(1 + a^N b^N)(1 - a^{2N})(1 - a^{2N}) \neq 0,
\]

\[
\begin{align*}
\{ \quad a^N + b^N + (a^N + b^N) a^N b^N &= a^N + b^N + (a^N + b^N) a^N b^N, \\
(1 + a^N b^N)c^N - (a^N + b^N) a^N b^N &= 1 - b^2 N;
\end{align*}
\]

\[
(iii) \quad c^N \neq 1, \quad a^N = -b^N = \pm 1, \quad (a^N \pm c^{-N})(a^N \mp 1)(b^N \mp c^N)(b^N \mp 1) \neq 0,
\]

\[
1 \mp b^N - c^N (1 \mp a^N) = 0;
\]

\[
(iii') \quad c^N \neq 1, \quad a^N = b^N = 1, \quad (a^N \pm c^{-N})(a^N \mp 1)(b^N \mp c^N)(b^N \mp 1) \neq 0,
\]

\[
1 \mp b^N - c^N (1 \mp a^N) = 0.
\]

The above \((iii)\) and \((iii')\) are symmetrical under the substitution: \(a, b \leftrightarrow a', b'.\) The third condition in \((iii)\) is equivalent to \((a^N + b^N)(1 - a^{2N})(1 - b^{2N})(1 + a^N b^N) \neq 0;\) a similar statement also exists for \((iii').\) Note that \((ii)\) implies \((a^N + b^N)(1 + a^N b^N)(1 - a^{2N})(1 - b^{2N}) \neq 0;\) and when interchanging \(a, b\) respectively with \(a', b'\) in conditions of \((ii),\) one obtains the equivalent condition for \((ii).\)

We are going to describe \(C^*\)-orbits of elements in \((A6)\) for parameters in \((2.12)\) under the \(C^*\)-action induced by relations \((2.21)\) and \((2.22),\) i.e.,

\[
(a, b, a', b', c) \mapsto (\lambda \nu^{-1} a, \nu b, \nu a', \lambda \nu^{-1} b', c), \quad \lambda, \nu \in C^*.
\]

Denote \(u := \lambda N \nu^{-N}, v := \nu^N \in C^*.\) Theorem \((2.1)\) will follow by resolving \((a, b, a', b', c) \in C^*\) for each of the following equations (corresponding to those in \((A6)\)), so that one can obtain a solution of \((u, v) \in C^*\):

\[
\text{(I)} \quad c^N = 1, \quad u a^N = -v b^N = -v a^N = u b^N = \pm 1;
\]

\[
\text{(II)} \quad (u a^N + v b^N)(1 + u a^N b^N)(1 - u^2 a^{2N})(1 - v^2 b^{2N})(1 - v^2 a^{2N}) \neq 0,
\]

\[
\begin{align*}
\{ \quad u^2 v a^N b^N (b^N - a^N) &+ v u^2 b^N a^N (a^N - b^N) = u(a^N - b^N) + v(b^N - a^N), \\
v u^2 a^N (b^N - a^N) &+ v^2 u a^N (b^N - a^N) = 1 - c^N;
\end{align*}
\]

\[
\text{(III)} \quad c^N \neq 1, \quad u a^N = -v b^N = \pm 1, \quad (u a^N \pm c^{-N})(u a^N \mp 1)(u b^N \pm c^N)(u b^N \mp 1) \neq 0,
\]

\[
1 \pm u b^N - c^N (1 \mp v a^N) = 0;
\]

\[
\text{(III')} \quad c^N \neq 1, \quad v a^N = -u b^N = \pm 1, \quad (u a^N \pm c^{-N})(u a^N \mp 1)(v b^N \pm c^N)(v b^N \mp 1) \neq 0,
\]

\[
1 \pm v b^N - c^N (1 \mp u a^N) = 0.
\]
Note that the interchange of \( a, b, u \) respectively with \( a', b', v \) leaves the cases (I) and (II) invariant (only replaced by some equivalent relations), while (III) and (III') are exchanged. The third condition in (III) is equivalent to \((va'^N + ub'^N)(1 - v^2a'^2N)(1 - u^2b'^2N)(1 + uva'^Nb'^N) \neq 0; \) a symmetrical statement holds also for (III').

When \( c^N = 1 \), we need only to consider the cases (I) and (II) in (A8). For the case (II), the second equality equation implies \((ua^N + vb^N)(b^N - a'^N) = 0 \), hence by the first (constraint) condition, \( b^N = a'^N \). Then the first equality equation yields \((1 - v^2b'^2N)(a^N - b'^N) = 0 \), hence \( a^N = b'^N \). Therefore both the cases, (I) and (II) with \( c^N = 1 \), satisfy the condition in Theorem 2.1 for \( c^N = 1 \). From now on, we shall assume \( c^N \neq 1 \), where only the cases (II), (III) and (III') to be considered. First we show

\[
(b^N - a'^N)(b'^N - a'^N)(b^N - a'^Nc^N)(b'^N - a'^Nc^N) \neq 0, \tag{A9}
\]

which is obviously valid for (III) and (III'). Indeed in the case (II), the second equation when \( b^N = a'^N \) or \( b^N = a'^Nc^N \) implies \( 1 - v^2b'^2N = 0 \) or \( 1 + uva'^Nb^N = 0 \) respectively, both contradicting the constraint condition. By the symmetrical argument, \( b'^N \neq a^N \) and \( b'^N \neq a'^Nc^N \); hence follows (A9).

Now assume the condition (A9). We are going to study the complex solution \((u, v)\) of equations in (A8):

\[
\begin{align*}
\begin{cases}
\ u^2va^Nb'^N(b^N - a'^N) + uv^2b^Na'^N(a^N - b'^N) = u(a^N - b'^N) + v(b^N - a'^N), \\
\ uva^N(b^N - a'^N)c^N + v^2b^N(b^N - a'^Nc^N) = 1 - c^N,
\end{cases}
\end{align*}
\tag{A10}
\]

and examine the condition so that the constraints in (A8) are satisfied. Note that by \( c \neq 1 \) and \( b^N \neq a'^N \), any solution of (A10) must have the non-zero \( u, v \)-value. Furthermore, the \( u, v \) determined by \((ua^N, vb^N) = \pm(1, -1)\) are solutions of (A10), but fail to satisfy the inequality constraint in (II).

**Lemma 6.1** Let \((u, v)\) be a solution of (A10). Then the following conditions are equivalent:

\[
(ua^N, vb^N) = \pm(1, -1) \iff vb^N = \mp 1 \iff ua^N + vb^N = 0 \iff 1 + uva^Nb^N = 0. \tag{A11}
\]

**Proof.** The first equivalence relation follows from the second equation in (A10) and the condition \( a'^N \neq b^N \). If \( ua^N + vb^N = 0 \), the second equation in (A10) becomes \((1 - c^N)(1 + uva^Nb^N) = 0 \), hence \( 1 + uva^Nb^N = 0 \). Conversely when \( 1 + uva^Nb^N = 0 \), one can write the second equation in (A10) as \((v^2b'^2N - 1)(b^N - a'^Nc^N) = 0 \), hence by the assumption \( b^N \neq a'^Nc^N \), \( vb^N = \mp 1 \). Then follow the results.

**Remark.** One can express \( ub'^N \) in terms of \( ua^N, vb^N, va'^N \) using the first equation in (A10), then obtain

\[
1 - u^2b'^2N = (1 - u^2a'^2N)(1 - v^2a'^2N)(1 - v^2b'^2N),
1 + uva'^Nb'^N - (va'^N + ub'^N)ua^N = (1 - u^2a'^2N)(1 - v^2a'^2N)(1 + uva''Nb'' - (ua^N + vb^N)va'^N),
\]

which in turn yield the equations symmetrical to those in (A10) by interchanging \( a, b, u \) respectively with \( a', b', v \). Therefore follows the equivalence of (A11) and its dual relation, which is obtained by replacing \( ua^N, vb^N \) in (A11) by \( va'^N, ub'^N \) respectively.
We now determine the solutions of (A10) other than those in the above lemma. By \( b^N \neq a^N \), and the second relation of (A10), we express \( u \) in terms of \( v \), substituted in the first equation of (A10), which is now equivalent to the \( v \)-polynomial:

\[
C_4(b^N v)^4 + C_2(b^N v)^2 + C_0 = 0,
\]

(A12)

where \( C_0 = (1 - c^N)(b'^N - a^N c^N) \neq 0 \), and

\[
\begin{align*}
C_2 &= -2b'^N + b'^N(a^N + b'^N)(b^N + a^N) c^N - a^N b'^{-2N}(b^{2N} + a'^{2N}) c^{2N}, \\
C_4 &= b'^{-2N}(b^N - a'^N c^N)(b^N b'^N - a^N a'^N c^N).
\end{align*}
\]

Note that \( C_0 + C_2 + C_4 = 0 \). Claim: \( b^N b'^N \neq a^N a'^N c^N \). Otherwise, \( C_4 = 0 \), which implies \( \nu b^N = \mp 1 \), hence \( \nu a^N = \pm 1 \) and \( \nu b' + \nu a' c = 0 \), contradicting the conditions in (II),(III) and (III'). Therefore (A12) is a fourth-order equation with the solutions given by

\[
\nu^2 b'^N = 1 \quad \text{or} \quad \frac{b'^N(1 - c^N)(b'^N - c^N a^N)}{(b^N - a'^N c^N)(b^N b'^N - a^N a'^N c^N)}.\]

(A13)

Using \( a^N \neq b^N \), the condition of the above second solution with value 1 is equivalent to the relation \( a^N b^N(1 - c^N) + b^N b'^N - a^N a'^N c^N = 0 \). By Lemma 6.1 \( (\nu a^N, \nu b^N) = \pm(1, -1) \). Then follows the equality relation in (III), where the constraint inequalities also hold by the remark of Lemma 6.1. We now consider the case when \( \nu^2 b'^N \) is given by the second solution in (A13) which is not equal to one. By Lemma 6.1 \( \nu b^N \) gives rise a solution of the case (II) in (A8) except the constraint condition \( \nu^2 a'^2N \neq 1 \). In case \( \nu a^N = \mp 1 \), the second equation of (A10) becomes \( c^N(1 \mp \nu a^N)(1 \mp \nu b^N) = 1 - \nu^2 b'^N \), and \( \nu b'^N = \mp 1 \) holds by the remark of Lemma 6.1. Since \( \nu^2 b'^N \neq 1 \), this provides a solution of (III) in (A8). This completes the proof of Theorem 2.1.
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