Pinning of Vortices in a Bose-Einstein Condensate by an Optical Lattice
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We consider the ground state of vortices in a Bose-Einstein condensate. We show that turning on a weak optical periodic potential leads to a transition from the triangular Abrikosov vortex lattice to phases where the vortices are pinned by the optical potential. We discuss the phase diagram of the system for a two-dimensional optical periodic potential with one vortex per optical lattice cell. We also discuss the influence of a one-dimensional optical periodic potential on the vortex ground state. The latter situation has no analog in other condensed-matter systems.
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Introduction.—The effects of a periodic array of pinning centers on vortices in superconducting materials have attracted a lot of experimental [1–5] and theoretical [6–13] attention. Of particular interest is the effect of the pinning potential on the melting of a vortex lattice. The vortex lattice is known to melt via a first-order transition in clean materials [14], whereas the presence of pinning centers significantly enriches the phase diagram, due to the intricate interplay between the vortex-vortex interactions, pinning potential, and thermal and quantum fluctuations [6–8]. At zero temperature and for strong pinning, the system has, depending on the number of vortices per pinning center, i.e., the filling factor, various phases where the vortices order in a periodic array [9–12]. If the pinning potential is weakened, the pinned vortex lattice undergoes a first-order transition to a deformed triangular Abrikosov lattice [13].

Recently, the experimental study of vortices in superfluids has been complemented by the experiments with rotating atomic Bose gases [15–18]. Within this field it has become possible to experimentally study the dynamics of a single vortex line in great detail [19,20], leading to an enhancement of the theoretical interest in the dynamics of a single vortex in a Bose-Einstein condensed atomic gas [21].

Another interesting development in the field of atomic gases is the possibility to trap atoms in a periodic potential using a so-called optical lattice. Here, one uses the dipole force which the atoms experience in an off-resonant light field. Using an optical lattice Greiner et al. [22] were able to experimentally observe the transition from a superfluid, where the atoms are delocalized across the lattice, to a Mott-insulating state where the atoms are localized on site [23].

A common feature of the experiments with ultracold atomic gases is that these systems are very clean. Therefore, vortices in a Bose-Einstein condensate do not experience an intrinsic pinning potential and the observed vortex lattices are triangular Abrikosov lattices. In this Letter, we study the ground state of vortices in a Bose-Einstein condensate. We show that turning on an optical periodic potential leads to a transition from the triangular Abrikosov vortex lattice to phases where the vortices are pinned by the optical potential. We restrict ourselves to the case with one vortex per unit cell of the two-dimensional optical lattice.

Interestingly, the precise knowledge of the optical lattice potential allows for a microscopic and quantitative calculation of the phase diagram, as opposed to superconducting materials, where the pinning potential is known only phenomenologically. In the experiments with rotating Bose-Einstein condensates, the vortex lattices are relatively easy to observe, which allows for a detailed experimental study of the transitions between the various phases of the vortex lattice as one tunes the strength of the optical potential. Moreover, applying a one-dimensional optical lattice leads to pinning “valleys” instead of pinning centers, and, therefore, to pinned phases of the vortex lattice which have no analog in other condensed-matter systems.

Two-dimensional optical lattice.—Our starting point is the Hamiltonian functional for the macroscopic condensate wave function Ψ(x), given by

\[ H[\Psi^*, \Psi] = \int dx \Psi^*(x) \left[ -\frac{\hbar^2 \nabla^2}{2m} + \frac{1}{2} g |\Psi(x)|^2 \right] + V_{OL}(x) - \mu |\Psi(x)|. \]  (1)

Here, \( m \) denotes the mass of one atom which interacts with the other atoms via a two-body contact interaction of strength \( g = 4\pi a_s \hbar^2 / m \), with \( a_s \) the s-wave scattering length. The optical lattice potential is given by \( V_{OL}(x) = s E_0 [\sin^2(qx) + \sin^2(qy)] \) with \( E_0 \) the recoil energy, \( q \) the wave number of the lattice, and \( s \geq 0 \) a dimensionless number indicating the strength of the optical lattice. Note that considering one vortex per unit cell of the optical lattice implies that we take the two-dimensional vortex density equal to \( n_v = q^2 / \pi^2 \). The chemical potential that fixes the number of atoms in the condensate is represented by \( \mu \).
In the following we consider for simplicity a condensate with infinite extent in the $x$-$y$ plane and tightly confined in the $z$ direction by a harmonic trap with frequency $\omega_z$. The latter assumption allows us to neglect the curvature of the vortex lines and leads effectively to a condensate thickness $d \equiv \sqrt{\hbar/(m\omega_z)}$ in the $z$ direction. In the Thomas-Fermi limit, where we neglect the kinetic energy of the condensate atoms with respect to their mean-field interaction energy, the global density profile of the condensate in the optical lattice is given by $n_{\text{TF}}(x) = n - [V_{\text{OL}}(x) - sE_R]/g$, with $n = [\mu - sE_R]/g$ the average density of the condensate. To find the potential energy of a vortex in a Bose-Einstein condensate in an optical lattice as a function of its coordinates $(x_i, u_i)$, we use the variational ansatz for the condensate wave function

$$\Psi(x) = \sqrt{n_{\text{TF}}(x)} \Theta[|x - u|/\xi - 1] \exp[i\phi(x, u)], \quad (2)$$

with $\xi = 1/\sqrt{8\pi a_n\hbar}$ the healing length that sets the size of the vortex core, $\phi(x, u) = \arctan[(y - u_y)/(x - u_x)]$ the phase of the vortex, and $\Theta(z)$ the unit step function. For the above ansatz to be valid, we have assumed that the vortex core is much smaller than an optical lattice period, $q\xi \ll 1$, and that the strength of the potential is sufficiently weak, $sE_R \ll \mu$. Note that the above variational ansatz indeed describes a vortex along the $z$ axis at position $(u_x, u_y)$ in the $x$-$y$ plane.

Substitution of the ansatz in Eq. (2) in the Hamiltonian functional in Eq. (1) and isolating the contribution due to the presence of the vortex leads to [24]

$$U_{2D}(u) = \frac{d}{8a_s} sE_R Q(q\xi) \left[ \cos(2q_u) + \cos(2q_v) \right]. \quad (3)$$

Here, we defined $Q(z) = J_1(2z)/2z + \int_0^\infty d\rho J_1(2\rho z)/\rho$, with $J_0$ and $J_1$ the zeroth and first-order Bessel function of the first kind. It is clearly seen that the potential energy is minimal if the vortices are located at the maxima of the optical potential. This is expected, since at these maxima the condensate density, and hence the kinetic energy associated with the superfluid motion, is minimal. The expression in Eq. (3) is the pinning potential experienced by vortices in a condensate loaded in an optical lattice. If the pinning potential is sufficiently strong and we have one vortex per unit cell of the optical lattice, the ground state is a configuration in which each vortex is trapped or pinned by an optical lattice maximum. For a two-dimensional optical periodic potential, this is the square pinned lattice (SP), shown in Fig. 1.

To determine the phase diagram in detail, we calculate the total energy per vortex for an arbitrary vortex lattice. This approach neglects the fact that for very weak pinning potentials the triangular Abrikosov lattice will be slightly deformed [13]. Generally, the vortex lattice is parametrized as follows:

$$u(\alpha, \beta) = \frac{\pi}{q} \left( \sqrt{1 + \alpha^2} \right)^{1/2} \left( \frac{\alpha}{\sqrt{1 + \alpha^2}} \right)^{n_i} \left( \frac{n_y}{n_x} \right)^{n_i}. \quad (4)$$

with $n_i \in \mathbb{Z}$ and $0 \leq \alpha, \beta \leq 1$. The transformation matrix conserves the area of the unit cell and thus ensures that we are considering configurations with equal vortex density. The more familiar parameters of a unit cell of a two-dimensional lattice, the angle $\varphi$ and the ratio of the length of the sides of the cell $\kappa = L_1/L_2$, are related to $\alpha$ and $\beta$ by

$$\cos \varphi = \frac{(\alpha + \beta)J_1(\alpha \beta)}{1 + \alpha \beta + \alpha^2}, \quad \sin \varphi = \frac{1}{1 + \alpha \beta + \alpha^2}. \quad (5)$$

The pinning energy per vortex is found by substituting Eq. (4) in Eq. (3), summing over all $n_i$, and dividing the result by the number of unit cells. In the limit $n_i \to \infty$ we find

$$E_{\text{pin}}^{2D}(\alpha, \beta) = -\frac{d}{8a_s} sE_R Q(q\xi) \left[ \delta_{\beta,0} + \delta_{\alpha,0} \right]. \quad (6)$$

Our next task is to determine the interaction energy per vortex. In two dimensions, singly quantized vortices with equal orientation experience a logarithmic long-range interaction $V(r) = -\frac{2\pi\hbar^2a_n}{m \log(r/\xi)}$ for $r \gg \xi$ [25]. The interaction energy $E_{\text{int}}$ per vortex for an infinite two-dimensional lattice of vortices was calculated by Campbell et al. [26]. Cast in a dimensionless form, their result reads

$$E_{\text{int}} = sE_R \frac{\pi \sin \varphi}{6 \kappa} \left[ \log \left( 2\pi \left( \frac{\sin \varphi}{\kappa} \right)^{1/2} \right) - \log \left[ \frac{\pi \sin \varphi}{\kappa} \right] \right] \left[ 1 - 2e^{-2\pi |\sin \varphi|/\kappa} \cos \left( \frac{2\pi \sqrt{\cos \varphi}}{\kappa} \right) + e^{-4\pi |\sin \varphi|/\kappa} \right]. \quad (7)$$
It is important to realize that the interaction energy per vortex is divergent for an infinite lattice, and that the above expression gives the relative interaction energy for configurations with equal vortex density.

The expression for $E_{\text{int}}$ together with the expression for the pinning energy in Eq. (6) enables us to minimize the total energy as a function of $\alpha$ and $\beta$, and to determine the vortex lattice ground state for different strengths of the periodical optical potential. Performing this procedure as a function of the dimensionless variables $q\xi$ and $sE_R/\mu$ leads to three phases, which are physically due to the competition between pinning and interactions. For a very weak optical potential we find that vortices arrange themselves on a triangular Abrikosov lattice (AB), with $\alpha = \beta = \sqrt{1/\sqrt{3} - 1}/2$, as expected. In this phase, with $E_{\text{int}} = -1.32112$, the interactions dominate over the pinning. On the other hand, when the pinning energy dominates over the interaction, we find the square pinned lattice ($\alpha = \beta = 0$) [13]. This phase has $E_{\text{int}} = -1.31053$. In the intermediate regime, where the pinning and interactions are equally important, we find a phase in which half of the vortices are pinned (HP) [13], and the lattice has a triangular structure ($\alpha = 1/3$, $\beta = 0$ and $E_{\text{int}} = -1.31800$). In the zero-temperature phase diagram, shown in Fig. 1, the different phases are separated by first-order phase transitions and the phase boundaries are given by

$$
\left(\frac{sE_R}{\mu}\right)_{\text{AB-HP}} = 0.00623 \frac{Q(q\xi)}{Q(\xi)}, \quad \left(\frac{sE_R}{\mu}\right)_{\text{HP-SP}} = 0.01494 \frac{Q(q\xi)}{Q(\xi)}.
$$

\begin{equation}
(8)
\end{equation}

One-dimensional optical lattice.—For a one-dimensional optical lattice the single vortex pinning potential equals $U_{1D}(u) = (d/8\alpha_s)sE_R Q(q\xi) \cos(2u_\parallel)$, and hence the minima of $U_{1D}$ act as pinning valleys. The pinning energy per vortex reads $E_{\text{pin}}^{1D} = -(d/8\alpha_s)sE_R Q(q\xi) \delta_{\parallel0}$ within the parametrization in Eq. (4). Two phases are distinguished in this case, i.e., a pinned triangular lattice (PT), shown in Fig. 2, and the unpinned Abrikosov vortex lattice. Interestingly, the interactions always favor a triangular lattice since the vortices are allowed to arrange freely in the $y$ direction.

Consider now the case that the wave number of the optical lattice is such that the AB lattice and the PT lattice coincide, i.e., $q_0 = 2\pi/\sqrt{3}/(3L)$, with $L$ the intervortex distance. If this configuration is disturbed by changing the optical lattice wave number to arbitrary $q$ there will be a competition between the AB lattice and the PT lattice. The unit cell of the latter is, for wave number $q$ and at equal vortex density, described by

$$
\cos \varphi = \frac{2}{1 + 3(q_0^2/q^4)}, \quad \sin \varphi = \frac{2\sqrt{3}q_0^2}{1 + 3(q_0^2/q^4)}.
$$

\begin{equation}
(9)
\end{equation}

The interaction energy per unit cell is found by substitution of Eq. (9) in Eq. (7). From this we find the zero-temperature phase diagram, depicted in Fig. 2 for various values of the healing length. The generic behavior is such that for a given strength of the optical lattice and for small deviations from $q_0$, the vortex lattice stays pinned, i.e., the vortices are dragged along with the pinning valleys. At certain $q$ the phase boundary is crossed. Then the vortices “jump” back to their original positions, forming an Abrikosov lattice again.

Discussion and conclusions.—Since we have considered the ground state of vortices, we have implicitly assumed that the optical lattice is corotating with the Bose-Einstein condensate. Although this is very difficult to achieve experimentally, it has, however, recently been proposed to create effective magnetic fields, and therefore effective rotation, by optical methods [27,28]. We believe that the calculations presented here are relevant for such a situation.

Of particular experimental interest are the collective modes supported by the pinned vortex lattices. In the absence of an optical lattice potential, the dispersion relation for the gapless Tkachenko modes has been measured by Coddington et al. [29]. We expect that these modes acquire a gap in the presence of a periodic optical potential due to the fact that the translational symmetry is not broken spontaneously, but by the optical lattice. In the case of the SP lattice this gap is easy to calculate, since the zero-momentum Tkachenko mode corresponds in this case to a simultaneous in-phase precession of all the vortices around the maxima of the optical lattice. Hence the gap is given by $h\omega_p$, with $\omega_p$ the precession frequency [21]

$$
\omega_p = \frac{\pi hq^2 Q(q\xi) sE_R}{mg_n}.
$$

\begin{equation}
(10)
\end{equation}

In future work we intend to study the collective modes of the pinned vortex lattices in great detail.
In this Letter we have restricted ourselves to the case of one vortex per unit cell of the optical lattice. Another direction for future work will be a detailed study of the pinned phases at other filling factors, where other types of pinned vortex lattices are known to occur [9–12]. Since we have been considering only infinite lattices, we intend to study also the effects of the finite size of the system, which may be significant [30]. With respect to this latter remark it is also important to note that the harmonic magnetic trap used in the experiments induces an additional feature in the density profile of the condensate that may have important effects [31] and therefore also requires further study.

Apart from these interesting possibilities, yet another direction would be to consider more strongly correlated gases in an optical lattice provide an interesting system to study new quantum phases of matter [34], as well as phenomena known from condensed matter in a new context.

It is a great pleasure to acknowledge Kareljan Schoutens and Henk Stoof for useful remarks. This research was supported by the Netherlands Organization for Scientific Research, NWO. R. A. D. acknowledges partial support by the National Science Foundation under Grant No. DMR-0115947.

*Electronic address: jwr@science.uva.nl
†Electronic address: duine@physics.utexas.edu

[1] A.T. Fiory, A.F. Hebard, and S. Somekh, Appl. Phys. Lett. 32, 73 (1978).
[2] M. Baert, V.V. Metlushko, R. Jonckheere, V.V. Moshchalkov, and Y. Bruynseraede, Phys. Rev. Lett. 74, 3269 (1995).
[3] A. Castellanos, R. Wordenweber, G. Ockenfuss, A. V. d. Hart, and K. Keck, Appl. Phys. Lett. 71, 962 (1997).
[4] J.J. Martin, M. Vélez, J. Nogués, and Ivan K. Schuller, Phys. Rev. Lett. 79, 1929 (1997).
[5] David J. Morgan and J.B. Ketterson, Phys. Rev. Lett. 80, 3614 (1998).
[6] D.R. Nelson and B.I. Halperin, Phys. Rev. B 19, 2457 (1979).
[7] L. Radzihovsky, Phys. Rev. Lett. 74, 4923 (1995).
[8] G. Blatter, M.V. Feigel'man, V.B. Geshkenbein, A.I. Larkin, and V.M. Vinokur, Rev. Mod. Phys. 66, 1125 (1994).
[9] C. Reichhardt, C.J. Olson, and Franco Nori, Phys. Rev. Lett. 78, 2648 (1997).
[10] A.B. Kolton, Daniel Domínguez, and N. Gronbech-Jensen, Phys. Rev. Lett. 83, 3061 (1999).
[11] C. Dasgupta and O.T. Valls, Phys. Rev. B 66, 064518 (2002).
[12] V. Zhuravlev and T. Maniv, Phys. Rev. B 68, 174507 (2003).
[13] W.V. Pogosov, A.L. Rakhanmanov, and V.V. Moshchalkov, Phys. Rev. B 67, 014532 (2003).
[14] E. Brézin, D.R. Nelson, and A. Thiaville, Phys. Rev. B 31, 7124 (1985).
[15] M.R. Matthews, B.P. Anderson, P.C. Haljan, D.S. Hall, C.E. Wieman, and E.A. Cornell, Phys. Rev. Lett. 83, 2498 (1999).
[16] K.W. Madison, F. Chevy, W. Wohlleben, and J. Dalibard, Phys. Rev. Lett. 84, 806 (2000).
[17] C. Raman, J.R. Abo-Shaeer, J.M. Vogels, K. Xu, and W. Ketterle, Phys. Rev. Lett. 87, 210402 (2001).
[18] E. Hodby, G. Hechenblaikner, S.A. Hopkins, O.M. Maragò, and C.J. Foot, Phys. Rev. Lett. 88, 010405 (2002).
[19] B.P. Anderson, P.C. Haljan, C.E. Wieman, and E.A. Cornell, Phys. Rev. Lett. 85, 2857 (2000).
[20] P. Rosenbusch, V. Bretin, and J. Dalibard, Phys. Rev. Lett. 89, 200403 (2002).
[21] See A.L. Fetter and A.A. Svidzinsky, J. Phys. Condens. Matter 13, R135 (2001), and references therein.
[22] M. Greiner, O. Mandel, T. Esslinger, T.W. Hänsch, and I. Bloch, Nature (London) 415, 39 (2002).
[23] M.P.A. Fisher, P.B. Weichman, G. Grinstein, and D.S. Fisher, Phys. Rev. B 40, 546 (1989).
[24] This result is somewhat similar to the result of P.G. Kevrekidis, R. Carretero-González, G. Theocaris, D.J. Frantzeskakis, and B.A. Malomed, J. Phys. B 36, 3467 (2003), who consider, however, the weakly interacting limit instead of the Thomas-Fermi regime. See also A.B. Bhattacharjee, O. Morsch, and E. Arimondo, J. Phys. B 37, 2355 (2004).
[25] See, for example, H. Kleinert, *Gauge Fields in Condensed Matter* (World Scientific, Singapore, 1989).
[26] L.J. Campbell, M.M. Doria, and J.B. Kadke, Phys. Rev. A 39, 5436 (1989).
[27] D. Jaksch and P. Zoller, New J. Phys. 5, 56 (2003).
[28] E. J. Mueller, cond-mat/0404306.
[29] I. Coddington, P. Engels, V. Schweikhard, and E.A. Cornell, Phys. Rev. Lett. 91, 100402 (2003).
[30] L.J. Campbell and R.M. Ziff, Phys. Rev. B 20, 1886 (1979).
[31] J.R. Anglin and M. Crescimanno, cond-mat/0210063.
[32] J. Sinova, C.B. Hanna, and A.H. MacDonald, Phys. Rev. Lett. 89, 030403 (2002).
[33] C. Wu, H. Chen, J. Hu, and S.-C. Zhang, Phys. Rev. A 69, 43609 (2004).
[34] J.-P. Martikainen and H.T.C. Stoof, Phys. Rev. Lett. 91, 240403 (2003); Phys. Rev. A 70, 013604 (2004).