Bounds for zeros of a polynomial using numerical radius of Hilbertian space operators
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Abstract We obtain bounds for the numerical radius of $2 \times 2$ operator matrices which improve on the existing bounds. We also show that the inequalities obtained here generalize the existing ones. As an application of the results obtained here we estimate the bounds for the zeros of a monic polynomial and illustrate with numerical examples that the bounds are better than the existing ones.
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1 Introduction

We consider a monic polynomial $p(z) = z^n + a_{n-1}z^{n-1} + \ldots + a_1z + a_0$ of degree $n$, with complex coefficients $a_0, a_1, \ldots, a_{n-1}$. When $n$ varies from 1 to 4, we can exactly compute the zeros of the polynomial $p(z)$. But for $n \geq 5$, there is no general method to compute the zeros of the polynomial $p(z)$ and for this reason the estimation of bounds for the zeros of polynomials becomes more interesting. Several classical bounds for the zeros of a given monic polynomial have been obtained by different mathematicians over the years using different approaches. To mention a few of them are Cauchy [11], Fujii and Kubo [9], Alpin et al. [4], Kittaneh [14], Linden [15]. One of the important technique to obtain bounds for the zeros of the polynomial $p(z)$ is to obtain bounds for the numerical radius of
Using the numerical radius inequalities of the Frobenius companion matrix of a given monic polynomial, Abu-Omar and Kittaneh [1], M. Al-Dolat et al. [3], Bhunia et al. [5] obtained various bounds for the zeros of that polynomial. We here obtain bounds for the zeros of the polynomial \( p(z) \) and give examples to show that they are better than the existing ones. Before we proceed further we first discuss the necessary notation and terminology.

Let \( \mathcal{H} \) be a complex Hilbert space with inner product \( \langle \cdot, \cdot \rangle \) and let \( \mathcal{B}(\mathcal{H}) \) denote the \( C^* \)-algebra of all bounded linear operators on \( \mathcal{H} \). Also let \( \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \) be the set of all bounded linear operators from \( \mathcal{H}_1 \) to \( \mathcal{H}_2 \). Here \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are two complex Hilbert spaces. If \( \mathcal{H}_1 = \mathcal{H}_2 = \mathcal{H} \) then we write \( \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) = \mathcal{B}(\mathcal{H}) \). The numerical range of \( T \in \mathcal{B}(\mathcal{H}) \), denoted as \( W(T) \), is defined as

\[
W(T) = \{ \langle Tx, x \rangle : x \in \mathcal{H}, \|x\| = 1 \},
\]

where \( \|\cdot\| \) denotes the norm on \( \mathcal{H} \) induced by the inner product \( \langle \cdot, \cdot \rangle \). For any bounded linear operator \( T \), the numerical radius, denoted as \( w(T) \) and the Crawford number, denoted as \( m(T) \) are defined respectively, as

\[
w(T) = \sup \{ |\lambda| : \lambda \in W(T) \}
\]

and

\[
m(T) = \inf \{ |\lambda| : \lambda \in W(T) \}.
\]

Let \( \rho(T) \) and \( \|T\| \) denote the spectral radius and the operator norm of \( T \), respectively. It is easy to see that \( \rho(T) \leq w(T) \leq \|T\| \). Also, \( \cdot \) is a norm on \( \mathcal{B}(\mathcal{H}) \) that satisfies the inequality

\[
\frac{1}{2} \|T\| \leq w(T) \leq \|T\|. \tag{1.1}
\]

Note that this implies that \( \cdot \) is equivalent to the operator norm. Various numerical radius inequalities improving (1.1) have been studied in [5], [10], [12], [16], [17], [18], [19]. Kittaneh [13] improved on the inequality (1.1) to prove that

\[
\frac{1}{4} \|T^*T + TT^*\| \leq w^2(T) \leq \frac{1}{2} \|T^*T + TT^*\|, \tag{1.2}
\]

which was further improved in [6] as

\[
\frac{1}{4} m \left( \text{Re} \left( T^2 \right) \right)^2 + \frac{1}{16} \|T^*T + TT^*\|^2 \leq w^4(T) \tag{1.3}
\]
and \( w^4(T) \leq \frac{1}{2} w^2(T^2) + \frac{1}{8} \| T^* T + T T^* \| ^2 \). \hspace{1cm} (1.4)

We know that the zeros of the polynomial \( p(z) \) are exactly the eigenvalues of \( C(p) \). Therefore, if \( \lambda \) is a zero of the polynomial \( p(z) \), then \( |\lambda| \leq w(C(p)) \). Thus if we can obtain better bounds for the numerical radius of an operator then we can definitely improve on the bounds for the zeros of a given polynomial.

In this paper, we establish the numerical radius inequalities for \( 2 \times 2 \) operator matrices which generalize and improve on the inequalities (1.2), (1.3) and (1.4). Using these inequalities, we obtain upper bounds for the numerical radius of the product of two operators. We develop upper bounds for the norm of the product of two positive operators and that of the sum of two operators. Also we show with numerical examples that these bounds improve on the bound obtained by Shebrawi [18]. Finally, as an application of these numerical radius inequalities of \( 2 \times 2 \) operator matrices, we estimate bounds for the zeros of a monic polynomial. We show with numerical examples that these estimations improve on the existing estimations.

2 On the bounds of numerical radius

We first introduce the notations \( H_\theta \) and \( K_\theta \). For \( T \in B(\mathcal{H}) \) and \( \theta \in \mathbb{R} \), let \( H_\theta = \text{Re}(e^{i\theta}T) \) and \( K_\theta = \text{Im}(e^{i\theta}T) \). The following lemma will be used repeatedly to reach our goal in this present article.

**Lemma 2.1** ([19]) Let \( T \in B(\mathcal{H}) \), then
\[
 w(T) = \sup_{\theta \in \mathbb{R}} \| H_\theta \| \quad \text{and} \quad w(T) = \sup_{\theta \in \mathbb{R}} \| K_\theta \|.
\]

Now we are in a position to prove the following inequalities for the numerical radius of \( 2 \times 2 \) operator matrices which generalize the existing inequalities.

**Theorem 2.1** Let \( X \in B(\mathcal{H}_2, \mathcal{H}_1), Y \in B(\mathcal{H}_1, \mathcal{H}_2) \). Then
\[
 w^2 \left( \begin{array}{cc} 0 & X \\ Y & 0 \end{array} \right) \geq \frac{1}{4} \max \{ \| XX^* + Y^* Y \| , \| X^* X + YY^* \| \},
\]
\[
 w^2 \left( \begin{array}{cc} 0 & X \\ Y & 0 \end{array} \right) \leq \frac{1}{2} \max \{ \| XX^* + Y^* Y \| , \| X^* X + YY^* \| \}.
\]

**Proof** Let \( T = \left( \begin{array}{cc} 0 & X \\ Y & 0 \end{array} \right) \) and \( H_\theta = \text{Re}(e^{i\theta}T) , K_\theta = \text{Im}(e^{i\theta}T) \). An easy calculation gives
\[
 H_\theta^2 + K_\theta^2 = \frac{1}{2} \left( \begin{array}{cc} A & 0 \\ 0 & B \end{array} \right),
\]
where \( A = XX^* + Y^* Y, B = X^* X + YY^* \). Therefore, using Lemma 2.1, we get
\[
 \frac{1}{2} \left\| \left( \begin{array}{cc} A & 0 \\ 0 & B \end{array} \right) \right\| = \| H_\theta^2 + K_\theta^2 \| \leq \| H_\theta \|^2 + \| K_\theta \|^2 \leq 2 w^2(T).
\]
This shows that
\[ \frac{1}{2} \max \{ \|A\|, \|B\| \} \leq 2w^2(T). \]
This completes the proof of the first inequality of the theorem.

Again, from \( H_\theta^2 + K_\theta^2 = \frac{1}{2} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \), we have
\[ H_\theta^2 - \frac{1}{2} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} = -K_\theta^2 \leq 0. \]
Therefore,
\[ H_\theta^2 \leq \frac{1}{2} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \]
and so,
\[ \|H_\theta\|^2 \leq \frac{1}{2} \left\| \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \right\| = \frac{1}{2} \max \{ \|A\|, \|B\| \}. \]
Taking supremum over \( \theta \in \mathbb{R} \) and then using Lemma 2.1, we get
\[ w^2(T) \leq \frac{1}{2} \max \{ \|A\|, \|B\| \}. \]
This completes the proof of the second inequality of the theorem.

**Remark 2.1** (i) It is well known that if \( H_1 = H_2 \) and \( X = Y \) then \( w\left( \begin{pmatrix} 0 & X \\ Y & 0 \end{pmatrix} \right) = w(X) \). Using this result and taking \( X = Y = T \) (say) in Theorem 2.1, we get
\[ \frac{1}{4} \|T^*T + TT^*\| \leq w^2(T) \leq \frac{1}{2} \|T^*T + TT^*\|, \]
which is the inequality (1.2).
(ii) In [7, Th. 2.6], we obtained analogous bounds for \( A \)-numerical radius in the setting of semi-Hilbertian space operators.

Using Theorem 2.1 we now obtain an upper bound for the norm of the sum of two bounded linear operators.

**Theorem 2.2** Let \( X, Y \in B(H) \). Then
\[ \|X + Y\|^2 \leq 2 \max \{ \|XX^* + YY^*\|, \|X^*X + Y^*Y\| \}. \]

**Proof** Let \( T = \begin{pmatrix} 0 & X \\ Y^* & 0 \end{pmatrix} \). Then it follows from \( w(T) \geq \|Re(T)\| \) that
\[ \|X + Y\|^2 \leq 4w^2(T). \]
Thus using Theorem 2.1, we get
\[ \|X + Y\|^2 \leq 2 \max \{ \|XX^* + YY^*\|, \|X^*X + Y^*Y\| \}, \]
as required.

In the next theorem we obtain a norm inequality for positive operators.
Theorem 2.3  Let $X, Y$ be positive operators in $\mathcal{B}(\mathcal{H})$. Then

$$\left\| X^{\frac{1}{2}}Y^{\frac{1}{2}} \right\|^2 \leq \frac{1}{2} \left\| X^2 + Y^2 \right\|.$$

Proof We have $\rho(XY) = \left\| X^{\frac{1}{2}}Y^{\frac{1}{2}} \right\|^2$. Also we have the operator inequality

$$2\text{Re}(e^{i\theta}AB) \leq AA^* + B^*B,$$

for all $\theta \in \mathbb{R}$ and so $w(AB) \leq \frac{1}{2}\|AA^* + B^*B\|$, for all $A, B \in \mathcal{B}(\mathcal{H})$. Thus,

$$\rho(XY) = \left\| X^{\frac{1}{2}}Y^{\frac{1}{2}} \right\|^2 \leq w(XY) \leq \frac{1}{2} \left\| X^2 + Y^2 \right\|.$$

This completes the proof of the theorem.

In the following theorem we obtain another numerical radius inequalities for $2 \times 2$ operator matrices.

Theorem 2.4  Let $X \in \mathcal{B}(\mathcal{H}_2, \mathcal{H}_1), Y \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$. Then

$$w^4 \left( \begin{array}{cc} 0 & X \\ Y & 0 \end{array} \right) \geq \frac{1}{16} \max \{ \|A_0\|, \|B_0\| \}$$

and

$$w^4 \left( \begin{array}{cc} 0 & X \\ Y & 0 \end{array} \right) \leq \frac{1}{8} \max \left\{ \|XX^* + YY^*\|^2 + 4w^2(XY), \|X^*X + YY^*\|^2 + 4w^2(YX) \right\},$$

where $A_0 = (XX^* + YY^*)^2 + 4\text{Re}(XY)^2$, $B_0 = (X^*X + YY^*)^2 + 4\text{Re}(XY)^2$.

Proof Let $T = \left( \begin{array}{cc} 0 & X \\ Y & 0 \end{array} \right)$ and $H_\theta = \text{Re}(e^{i\theta}T), K_\theta = \text{Im}(e^{i\theta}T)$. An easy calculation gives

$$H_\theta^4 + K_\theta^4 = \frac{1}{8} \left( \begin{array}{cc} A & 0 \\ 0 & B \end{array} \right),$$

where $A = (XX^* + YY^* + 4\text{Re}(e^{2i\theta}XY))^2$, $B = (X^*X + YY^* + 4\text{Re}(e^{2i\theta}XY))^2$. Therefore, using Lemma 2.1, we get

$$\frac{1}{8} \left\| \begin{array}{cc} A & 0 \\ 0 & B \end{array} \right\| = \|H_\theta^4 + K_\theta^4\| \leq \|H_\theta\|^4 + \|K_\theta\|^4 \leq 2w^4(T).$$

This shows that

$$\frac{1}{8} \max \{ \|A\|, \|B\| \} \leq 2w^4(T).$$

This holds for all $\theta \in \mathbb{R}$, so taking $\theta = 0$, we get

$$\frac{1}{8} \max \{ \|A_0\|, \|B_0\| \} \leq 2w^4(T).$$

This completes the proof of the first inequality of the theorem.

Again, from $H_\theta^4 + K_\theta^4 = \frac{1}{8} \left( \begin{array}{cc} A & 0 \\ 0 & B \end{array} \right)$, we have

$$H_\theta^4 - \frac{1}{8} \left( \begin{array}{cc} A & 0 \\ 0 & B \end{array} \right) = -K_\theta^4 \leq 0.$$
Thus,
\[ H_\theta^4 \leq \frac{1}{8} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}, \]
and so,
\[ \|H_\theta^4\| \leq \frac{1}{8} \left\| \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \right\| = \frac{1}{8} \max \{\|A\|, \|B\|\}. \]
Hence,
\[ \|H_\theta^4\| \leq \frac{1}{8} \max \{\|XX^* + YY^*\|^2 + 4w^2(XY), \|X^*X + YY^*\|^2 + 4w^2(YX)\}. \]

Taking supremum over \( \theta \in \mathbb{R} \) and using Lemma 2.1, we get
\[ w^4(T) \leq \frac{1}{8} \max \{\|XX^* + YY^*\|^2 + 4w^2(XY), \|X^*X + YY^*\|^2 + 4w^2(YX)\}. \]

This completes the proof of the second inequality of the theorem.

**Remark 2.2** In [7, Th. 2.9], we obtained analogous bounds for \( A \)-numerical radius in the setting of semi-Hilbertian space operators.

Considering \( H_1 = H_2 = H \) and \( X = Y = T \) (say) in Theorem 2.4, we get the following corollary.

**Corollary 2.1** Let \( T \in \mathcal{B}(\mathcal{H}) \). Then
\[ \frac{1}{16} \|TT^* + T^*T\|^2 + 4 \left( \text{Re} \left( T^2 \right) \right)^2 \leq w^4(T) \leq \frac{1}{8} \|TT^* + T^*T\|^2 + \frac{1}{2} w^2(T^2). \]

**Remark 2.3** It is well known that \( 2w(T^2) \leq \|TT^* + T^*T\| \). Also it is easy to show that \( \|TT^* + T^*T\|^2 + 4 \left( \text{Re} \left( T^2 \right) \right)^2 \geq \|TT^* + T^*T\|^2 + 4m \left( \text{Re} \left( T^2 \right) \right)^2 \). Thus the inequality obtained by us in Corollary 2.1 improves on the inequality (1.2), it also improves on the inequality (1.3).

Next, by using Theorem 2.4, we prove another norm inequality for the sum of two bounded linear operators.

**Theorem 2.5** Let \( X, Y \in \mathcal{B}(\mathcal{H}) \). Then
\[ \|X + Y\|^4 \leq 2 \max \{\|XX^* + YY^*\|^2 + 4w^2(XY^*), \|X^*X + Y^*Y\|^2 + 4w^2(Y^*X)\}. \]

**Proof** Let \( T = \begin{pmatrix} 0 & X \\ Y^* & 0 \end{pmatrix} \). Then it follows from \( w(T) \geq \|\text{Re}(T)\| \) that
\[ \|X + Y\|^4 \leq 16w^4(T). \]
Therefore, using Theorem 2.4, we get
\[ \|X + Y\|^4 \leq 2 \max \{\|XX^* + YY^*\|^2 + 4w^2(XY^*), \|X^*X + Y^*Y\|^2 + 4w^2(Y^*X)\}, \]
as required.
Remark 2.4 Abu-Omar and Kittaneh [1] proved that for any operators $X, Y \in B(H)$,
\[
\|X + Y\| \leq \max\{\|X\|, \|Y\|\} + \max\left\{\|X\|^\frac{1}{2}\|Y\|^\frac{1}{2}, \|X^*\|^\frac{1}{2}\|Y^*\|^\frac{1}{2}\right\} \tag{2.1}
\]
and Shebrawi [18] improved on the inequality (2.1) to prove that
\[
\|X + Y\| \leq \max\{\|X\|, \|Y\|\} + \frac{1}{2}\left(\|X\|^\frac{1}{2}\|Y\|^\frac{1}{2} + \|X^*\|^\frac{1}{2}\|Y^*\|^\frac{1}{2}\right). \tag{2.2}
\]
We provide a numerical example to claim that the bounds for the norm of the sum of two operators obtained in Theorem 2.2 and Theorem 2.5 improve on the bound mentioned in (2.2). Let $X = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix}$ and $Y = \begin{pmatrix} 0 & 3 \\ 0 & 0 \end{pmatrix}$. Then the inequality (2.2) gives $\|X + Y\| \leq 3 + \sqrt{6}$, whereas that in Theorem 2.2 and Theorem 2.5 gives respectively $\|X + Y\| \leq \sqrt{26}$ and $\|X + Y\| \leq \sqrt{626}$. Thus our claim is established.

We conclude this section with two theorems related to upper and lower bounds for the numerical radius of general $2 \times 2$ operator matrices. To do so we need the following lemma, the proof of which is in [8, p. 107].

**Lemma 2.2** Let $X, Y, Z, W \in B(H)$. Then
\[
w\left(\begin{array}{cc} X & Y \\ Z & W \end{array}\right) \leq w\left(\begin{array}{cc} 0 & Y \\ Z & 0 \end{array}\right), w\left(\begin{array}{cc} X & Y \\ Z & W \end{array}\right) \geq w\left(\begin{array}{cc} X & 0 \\ 0 & W \end{array}\right).
\]

**Theorem 2.6** Let $X, Y, Z, W \in B(H)$. Then
\[
w\left(\begin{array}{cc} X & Y \\ Z & W \end{array}\right) \leq \max\{w(X), w(W)\} + \left(\frac{1}{2}\max\left\{\|YY^* + Z^*Z\|, \|Y^*Y + ZZ^*\|\right\}\right)^\frac{1}{2},
\]
\[
w\left(\begin{array}{cc} X & Y \\ Z & W \end{array}\right) \geq \max\{w(X), w(W)\} + \left(\frac{1}{4}\max\left\{\|YY^* + Z^*Z\|, \|Y^*Y + ZZ^*\|\right\}\right)^\frac{1}{2}\}.
\]

**Proof** The proof follows easily from Theorem 2.1 and Lemma 2.2.

**Theorem 2.7** Let $X, Y, Z, W \in B(H)$. Then
\[
w\left(\begin{array}{cc} X & Y \\ Z & W \end{array}\right) \leq \max\{w(X), w(W)\} + \left(\frac{1}{8}\max\{\alpha, \beta\}\right)^\frac{1}{2},
\]
\[
w\left(\begin{array}{cc} X & Y \\ Z & W \end{array}\right) \geq \max\{w(X), w(W)\} + \left(\frac{1}{16}\max\left\{\|A_0\|, \|B_0\|\right\}\right)^\frac{1}{2},
\]
where
\[
\alpha = \|YY^* + Z^*Z\|^2 + 4w^2(YZ), \quad \beta = \|Y^*Y + ZZ^*\|^2 + 4w^2(YZ),
\]
\[
A_0 = (YY^* + Z^*Z)^2 + 4(Re(YZ))^2, \quad B_0 = (Y^*Y + ZZ^*)^2 + 4(Re(YZ))^2.
\]

**Proof** The proof follows easily from Theorem 2.4 and Lemma 2.2.

**Remark 2.5** We would like to remark that the first inequality of both Theorem 2.6 and Theorem 2.7 are valid even if we consider $X \in B(H_1), Y \in B(H_2, H_1), Z \in B(H_1, H_2), W \in B(H_2)$, where $H_1, H_2$ are Hilbert spaces.
3 On the bounds for the zeros of a polynomial

We begin this section with some well-known bounds for the zeros of the polynomial $p(z)$. Let $\lambda$ be a zero of the polynomial $p(z)$. Then

Cauchy [11] proved that

$$|\lambda| \leq 1 + \max \{|a_0|, |a_1|, \ldots, |a_{n-1}|\}.$$  \hspace{1cm} (3.1)

Linden [15] proved that

$$|\lambda| \leq \frac{|a_{n-1}|}{n} + \left[\frac{n-1}{n} \left(n - 1 + \sum_{j=0}^{n-1} |a_j|^2 - \frac{|a_{n-1}|^2}{n}\right)\right]^\frac{1}{2}. \hspace{1cm} (3.2)$$

Kittaneh [14] proved that

$$|\lambda| \leq \frac{1}{2} \left[|a_{n-1}| + 1 + \sqrt{(|a_{n-1}| - 1)^2 + 4 \sum_{j=0}^{n-2} |a_j|^2}\right]. \hspace{1cm} (3.3)$$

Abu-Omar and Kittaneh [2] proved that

$$|\lambda| \leq \frac{1}{2} \left[\beta + \sqrt{\left(\frac{1}{2}(|a_{n-1}| + \alpha) - \cos \frac{\pi}{n+1}\right)^2 + 4 \alpha'}\right], \hspace{1cm} (3.4)$$

where $\alpha = \sqrt{\sum_{j=0}^{n-1} |a_j|^2}$, $\alpha' = \sqrt{\sum_{j=0}^{n-2} |a_j|^2}$ and $\beta = \frac{1}{2}(|a_{n-1}| + \alpha) + \cos \frac{\pi}{n+1}$.

Fujii and Kubo [9] proved that

$$|\lambda| \leq \cos \frac{\pi}{n+1} + \frac{1}{2} \left[\left(\sum_{j=0}^{n-1} |a_j|^2\right)^\frac{1}{2} + |a_{n-1}|\right]. \hspace{1cm} (3.5)$$

Alpin et al. [4] proved that

$$|\lambda| \leq \max_{1 \leq k \leq n} \left((1 + |a_{n-1}|)(1 + |a_{n-2}|) \ldots (1 + |a_{n-k}|)\right)^\frac{1}{2}. \hspace{1cm} (3.6)$$

M. Al-Dolat et al. [3] proved that

$$|\lambda| \leq \max \left\{w(A), \cos \frac{\pi}{n+1}\right\} + \frac{1}{2} \left(1 + \sqrt{\sum_{j=0}^{n-3} |a_j|^2}\right), \hspace{1cm} (3.7)$$

where $A = \begin{pmatrix} -a_{n-1} & -a_{n-2} \\ 1 & 0 \end{pmatrix}$.

Bhunia et al. [5] proved that

$$|\lambda| \leq \left(\frac{1}{2} w^2(C^2) + \frac{1}{4} \|C^*C\|^2 + (CC^*)^2\right)^\frac{1}{2}. \hspace{1cm} (3.8)$$
where \( C = C(p) \).

Carmichael and Mason [11] proved that

\[
|\lambda| \leq \left(1 + |a_0|^2 + |a_1|^2 + \ldots + |a_{n-1}|^2\right)^{\frac{1}{2}}. \tag{3.9}
\]

As an application of the results obtained in section 2, we obtain some new bounds for the zeros of the polynomial \( p(z) \). To do so we need the following lemma.

**Lemma 3.1** ([2]) Let \( D = \begin{pmatrix} 0 & 0 \ldots & 0 \\ 1 & 0 \ldots & 0 \\ \vdots & \vdots & \vdots \\ 0 & 0 \ldots & 1 \\ 0 & 0 \ldots & 0 \end{pmatrix}_{n,n} \). Then \( w(D) = \cos \frac{\pi}{n+1} \).

We now prove the following theorem.

**Theorem 3.1** Let \( \lambda \) be any zero of \( p(z) \). Then

\[
|\lambda| \leq \max \left\{ |a_{n-1}|, \cos \frac{\pi}{n} \right\} + \sqrt{\frac{1}{2} \left( 1 + \sum_{j=2}^{n} |a_{n-j}|^2 \right)}.
\]

**Proof** Let \( C(p) = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \),

where

\[
A = (-a_{n-1})_{1,1}, \quad B = (-a_{n-2} - a_{n-3} \ldots - a_1 - a_0)_{1,n-1},
\]

\[
C^* = (1 0 \ldots 0)_{1,n-1} \quad \text{and} \quad D = \begin{pmatrix} 0 & 0 \ldots & 0 \\ 1 & 0 \ldots & 0 \\ \vdots & \vdots & \vdots \\ 0 & 1 \ldots & 0 \end{pmatrix}_{n-1,n-1}.
\]

Therefore, using Lemma 3.1 and Theorem 2.6, we get

\[
w(C(p)) \leq \max \left\{ |a_{n-1}|, \cos \frac{\pi}{n} \right\} + \sqrt{\frac{1}{2} \max \left\{ \|B^*B + CC^*\|, \|BB^* + C^*C\| \right\}}
\]

\[
\leq \max \left\{ |a_{n-1}|, \cos \frac{\pi}{n} \right\} + \sqrt{\frac{1}{2} \left( \|B\|^2 + \|C\|^2 \right)}.
\]

Thus,

\[
|\lambda| \leq \max \left\{ |a_{n-1}|, \cos \frac{\pi}{n} \right\} + \sqrt{\frac{1}{2} \left( 1 + \sum_{j=2}^{n} |a_{n-j}|^2 \right)}.
\]

This completes the proof of the theorem.

Similarly using Theorem 2.7, we can prove the following theorem.
Theorem 3.2 Let \( \lambda \) be any zero of \( p(z) \). Then

\[
|\lambda| \leq \max \left\{ |a_{n-1}|, \cos \frac{\pi}{n} \right\} + \left[ \frac{1}{8} \left( 1 + \sum_{j=2}^{n} |a_{n-j}|^2 \right)^2 + \frac{1}{2} \sum_{j=2}^{n} |a_{n-j}|^2 \right]^{\frac{1}{2}}.
\]

We next illustrate with a numerical example that the bounds obtained in Theorem 3.1 and Theorem 3.2 are stronger than the existing bounds.

Example 3.1 Consider a polynomial \( p(z) = z^5 + z^4 + z^3 + z^2 + z + 3 \). Then the upper bounds for the zeros of this polynomial \( p(z) \) estimated by different methods are as shown in the following table.

| Method                        | Bound   |
|-------------------------------|---------|
| Abu-Omar and Kittaneh [2]     | 3.579   |
| M. Al-Dolat et. al. [3]       | 3.776   |
| Cauchy [11]                   | 4.000   |
| Lindon [15]                   | 3.866   |
| Carmichael and Mason [11]     | 3.741   |

But if \( \lambda \) is a zero of this polynomial \( p(z) \), then Theorem 3.1 gives \( |\lambda| \leq 3.549 \) and Theorem 3.2 gives \( |\lambda| \leq 3.292 \), which are stronger than all the estimations mentioned above.

Using Theorem 2.6, we obtain another bound for the zeros of the polynomial \( p(z) \).

Theorem 3.3 Let \( \lambda \) be any zero of \( p(z) \). Then

\[
|\lambda| \leq \left| \frac{a_{n-1}}{n} \right| + \cos \frac{\pi}{n} + \sqrt{\frac{1}{2}(1 + \alpha)},
\]

where

\[
\alpha_r = \sum_{k=r}^{n} k C_r ( - \frac{a_{n-1}}{n} )^{k-r} a_k, \quad r = 0, 1, \ldots, n-2, a_n = 1, 0 C_0 = 1,
\]

\[
\alpha = \sum_{j=2}^{n} |a_{n-j}|^2.
\]

Proof First we put \( z = \eta - \frac{a_{n-1}}{n} \) in the polynomial \( p(z) \). Then, we get a polynomial

\[
q(\eta) = \eta^n + \alpha_{n-2} \eta^{n-2} + \alpha_{n-3} \eta^{n-3} + \ldots + \alpha_1 \eta + \alpha_0,
\]

where \( \alpha_r = \sum_{k=r}^{n} k C_r \left( - \frac{a_{n-1}}{n} \right)^{k-r} a_k, \quad r = 0, 1, \ldots, n-2, a_n = 1 \) and \( 0 C_0 = 1 \). Therefore, the Frobenius companion matrix for the polynomial \( q(\eta) \) is

\[
C(q) = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad A = (0)_{1,1}, \quad B = (-\alpha_{n-2} - \alpha_{n-3} \ldots - \alpha_1 - \alpha_0)_{1,n-1},
\]

\[
C = \begin{pmatrix} 1 & 0 \\ -\frac{a_{n-1}}{n} & 1 \end{pmatrix}, \quad D = \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\]
\( C^* = (1 \ 0 \ldots \ 0)_{1,n-1} \) and \( D = 
\begin{pmatrix}
0 & 0 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{pmatrix}_{n-1,n-1} \).

Using Lemma 3.1 and Theorem 2.6, we get
\[
\omega(C(q)) \leq \cos \frac{\pi}{n} + \left( \frac{1}{2} \max \{ \|B^* B + C C^*\|, \|B B^* + C^* C\| \} \right)^{\frac{1}{2}}
\]
\[
\leq \cos \frac{\pi}{n} + \left( \frac{1}{2} \left( \|B\|^2 + \|C\|^2 \right) \right)^{\frac{1}{2}}.
\]

Therefore, if \( \eta \) is any zero of the polynomial \( q(\eta) \) then
\[
|\eta| \leq \cos \frac{\pi}{n} + \left( \frac{1}{2} \left( \|B\|^2 + \|C\|^2 \right) \right)^{\frac{1}{2}}.
\]

Thus, we get
\[
|\lambda| \leq \left| \frac{a_{n-1}}{n} \right| + \cos \frac{\pi}{n} + \sqrt{\frac{1}{2}(1 + \alpha)}.
\]

This completes the proof of the theorem.

Similarly using Theorem 2.7, we obtain another bound for the zeros of the polynomial \( p(z) \).

**Theorem 3.4** Let \( \lambda \) be any zero of \( p(z) \). Then
\[
|\lambda| \leq \left| \frac{a_{n-1}}{n} \right| + \cos \frac{\pi}{n} + \left[ \frac{1}{8}(1 + \alpha)^2 + \frac{1}{2} \alpha \right]^{\frac{1}{4}},
\]
where
\[
\alpha_r = \sum_{k=r}^{n} k C_r \left( - \frac{a_{n-1}}{n} \right)^{k-r} a_k, \quad r = 0, 1, \ldots, n-2, a_n = 1, 0 C_0 = 1,
\]
\[
\alpha = \sum_{j=2}^{n} |\alpha_{n-j}|^2.
\]

We again provide a numerical example to show that the bounds obtained in Theorem 3.3 and Theorem 3.4 are stronger than the existing bounds.

**Example 3.2** Consider a polynomial \( p(z) = z^5 + 2z^4 + 2z^3 + z^2 + 2z + 2 \). Then the upper bounds for the zeros of this polynomial \( p(z) \) estimated by different methods are as shown in the following table.

| Method                        | Upper Bound |
|-------------------------------|-------------|
| Abu-Omar and Kittaneh [2]     | 4.157       |
| Alpin et al. [4]              | 3.090       |
| Bhunia et al. [5]             | 3.183       |
| Fujii and Kubo [9]            | 3.927       |
| Cauchy [11]                   | 3.090       |
| Lindon [15]                   | 4.419       |
| Kittaneh [14]                 | 3.463       |
But if $\lambda$ is a zero of this polynomial $p(z)$, then Theorem 3.3 gives $|\lambda| \leq 2.933$ and Theorem 3.4 gives $|\lambda| \leq 2.829$, which are stronger than all the bounds mentioned above.
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