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Abstract—Computational approach to imaging around the corner, or non-line-of-sight (NLOS) imaging, is becoming a reality thanks to major advances in imaging hardware and reconstruction algorithms. A recent development towards practical NLOS imaging, Nam et al. [1] demonstrated a high-speed non-confocal imaging system that operates at 5Hz, 100x faster than the prior art. This enormous gain in acquisition rate, however, necessitates numerous approximations in light transport, breaking many existing NLOS reconstruction methods that assume an idealized image formation model. To bridge the gap, we present a novel deep model that incorporates the complementary physics priors of wave propagation and volume rendering into a neural network for high-quality and robust NLOS reconstruction. This orchestrated design regularizes the solution space by relaxing the image formation model, resulting in a deep model that generalizes well on real captures despite being exclusively trained on synthetic data. Further, we devise a unified learning framework that enables our model to be flexibly trained using diverse supervision signals, including target intensity images or even raw NLOS transient measurements. Once trained, our model renders both intensity and depth images at inference time in a single forward pass, capable of processing more than 5 captures per second on a high-end GPU. Through extensive qualitative and quantitative experiments, we show that our method outperforms prior physics and learning based approaches on both synthetic and real measurements. We anticipate that our method along with the fast capturing system will accelerate future development of NLOS imaging for real world applications that require high-speed imaging.

Index Terms—non-line-of-sight reconstruction; non-line-of-sight imaging; physics-inspired deep model; neural radiance field

1 INTRODUCTION

Time-resolved non-line-of-sight (NLOS) imaging recovers information about hidden scenes based on indirect reflectance scattered by the surrounding environment (e.g., a relay wall), and has the potential to revolutionize many critical applications such as medicine, robotics, military and law enforcement operations, and scientific imaging. A main limiting factor of existing NLOS imaging systems is the acquisition time, ranging from tens of seconds [2] to a few minutes [3], [4]. Recently, non-confocal NLOS imaging that combines a single laser scanning a relay wall and a sensor array capturing multiple transient measurements has emerged for rapid data acquisition, achieving an unprecedented frame rate up to 5Hz [1].

Such non-confocal NLOS imaging introduces approximations in light transport during data acquisition, most notably pixel remapping, in exchange for imaging speed, thereby posing new challenges for reconstructing the hidden scene using its transient measurements. Methods built on precise modeling of light paths [5], [6] will inevitably fall short due to inaccurate physics in this setup. Recent development has thus turned to the modeling of wave propagation [2], [7], resulting in methods that can successfully handle different surface reflectance and occlusions. Despite their robustness, these methods oftentimes yield reconstructions that lack fine details (e.g., textures and edges), and do not incorporate any prior about the hidden scenes.

A promising solution that has demonstrated recent success, mostly in confocal setups, is to integrate physical models into learning based approaches [6], [8], such as deep neural networks. These methods enjoy the accuracy and robustness by modeling the underlying physics of NLOS imaging, while leveraging learned scene priors useful for reconstructing familiar shapes and visual details. Unfortunately, we observe that these prior approaches produce unsatisfactory results in a non-confocal setup, again, due to the approximations in physics necessary for rapid capturing.

To bridge this gap, we propose to embed physics models, consisting of an inverse propagation module and a volume renderer, into a deep neural network for non-confocal NLOS reconstruction. Specifically, our inverse propagation module adapts the Rayleigh-Sommerfeld diffraction (RSD) operator previously used in modeling wave propagation for NLOS [2], and our physics-based volume renderer is inspired by neural transient field [6]. Our intuition is that using inverse propagation helps to regularize the solution space of the volume renderer, alleviating dependency on accurate modeling of light transport, thereby leading to robust generalization beyond an ideal image formation model.

Further, we devise a unified learning framework that enables our model to be flexibly trained using diverse supervision signals, including target intensity images or even raw NLOS transient measurements. Once trained, our model renders both intensity and depth images at inference time in a single forward pass with high efficiency. Through extensive experiments, we demonstrate that this orchestrated design yields superior reconstruction quality
for both synthetic data and real captures.

Finally, we showcase several benefits of our method. First, our model, despite being trained on synthetic data, generalizes well on real captures. Second, our method, when implemented on a high-end GPU, processes 11.8 frames per second (FPS), thus paving the road towards fast NLOS imaging. Finally, our method supports key functions beyond NLOS reconstruction; our model can synthesize images from a non-frontal view, and our learned features can facilitate accurate object recognition in NLOS imaging.

Scope and Limitation: Our method is designed for non-confocal NLOS imaging that trades acquisition speed with approximations in light transport. While our method can be readily adapted to a confocal setup with precise physics, we conjecture that it is less likely to bring additional benefits to existing solutions such as [6] and [8] in this setup. Further, there are fundamental limitations in NLOS reconstruction that are not addressed in our method, such as the challenging problem of missing cones [9], despite some promising empirical results in our experiments. Finally, our method, similar to Nam et al. [1], requires a high-end GPU to match the frame rate of the imaging system (5Hz) at inference time, which could be further optimized.

2 RELATED WORK

2.1 Non-Line-of-Sight Imaging

Non-line-of-sight (NLOS) imaging aims at recovering the properties of a target scene hidden beyond the direct line of a camera’s sight. With many applications including object detection [8], tracking [10], and human pose estimation [12], NLOS imaging has received considerable attention recently. Several imaging systems [1], [3], [13], [14] have been developed to capture multi-bounce indirect reflections from the hidden scene, scattered by the surrounding environment such as a diffuse relay surface. Accompanying with these systems are NLOS reconstruction methods that recover an “image” of the hidden scene. Most relevant to our work are methods that reveal the appearance and/or geometry of hidden objects using active illumination and time-resolved sensors, hence the focus of this section. A recent review on NLOS imaging can be found in [15].

Since the seminal work of Kirmani et al. [16], physics based NLOS reconstruction has seen rapid progress with major milestones falling into four categories, namely back-projection methods [4], [13], wave propagation based methods [1], [2], [8], iterative optimization methods [5], [18], [19] and geometry based methods [20], [21]. Our method draws insight from wave based methods by adapting the inverse operator of Rayleigh-Sommerfeld diffraction (RSD) [17] for feature propagation, yet develops a learning based approach for NLOS reconstruction. Our learning objective is closely related to iterative optimization methods in which an update to a parametric object representation is issued via differentiable render-and-compare.

On the practical side, efficient hardware [1], [22] and software implementations [2], [7], [23] have been developed for real-time NLOS imaging and reconstruction. Our method is tailored for the low-latency imaging hardware of Nam et al. [1] and adopts the fast RSD implementation of Liu et al. [2]. On the theoretical side, prior work has analyzed the feature visibility in NLOS measurements and concluded that hidden objects positioned in certain poses are inherently not detectable from a physics point of view [9]. We take a learning based approach and probe into the theoretical limit of NLOS reconstruction by learning statistical scene priors from large datasets.

2.2 Learning-based NLOS Reconstruction

Recently, learning based methods have emerged for NLOS reconstruction. Chopite et al. [24] presented the first deep model for NLOS reconstruction by training a U-Net [25] on synthetic depth maps for depth estimation from transients. The fidelity of their results, however, falls short on real captures when compared with physics based methods, especially in the more challenging non-confocal imaging setup. More recent efforts incorporate physics based methods with learning based approaches. For example, Chen et al. [8] proposed an efficient transient rasterizer and learned feature embeddings (LFE) on synthetic datasets for NLOS reconstruction and recognition. Shen et al. [6] introduced neural transient field (NeTF) for the implicit modeling of hidden objects. Zhu et al. [26] developed a deep generative model for NLOS imaging using inexpensive commercial LiDAR.

Our method is inspired by LFE and NeTF, yet with major advances. Both LFE and our method rely on a physics based inverse operator for feature propagation. However, LFE maps features to 2D images using a convolutional network, whereas our method volume-renders a radiance field conditioned on the features, leading to high fidelity reconstructions. NeTF is built around a volume renderer similar to ours. The main difference is that our method formulates reconstruction as feed-forward rendering, obviating the need for lengthy per-scene optimization, a key limitation of NeTF. From a learning perspective, both LFE and NeTF demand specific target (multi-view images and transients) for training, whereas our method, as we will demonstrate in the experiment, is more flexible in terms of supervision signals. Further, LFE and NeTF primarily consider a confocal NLOS setup, while our method targets the more challenging non-confocal setup with significantly higher acquisition speed.

2.3 Neural Radiance Field

Our method is also closely related to neural radiance field or NeRF, an implicit scene representation parametrized by a neural network that is initially designed for novel view synthesis [27]. Numerous variants of NeRF have since been developed for various applications including video content generation [28], object editing [29], and 3D-aware image synthesis [30]. NeRF has also been combined with time-of-flight imaging for dynamic scene reconstruction [31]. While most NeRF variants require iterative optimization on individual scenes, several conditioning mechanisms have been introduced for the sharing a template NeRF that can be adaptively modulated for feed-forward rendering of a scene. Prior work has conditioned NeRFs on random vectors for image generation [30], on learned embeddings for object editing [29], and on 2D image features for image-based rendering [32] and single-view 3D reconstruction [33]. Our method is inspired by this line of work and for the first time learns a conditional radiance field for NLOS reconstruction.
3 PROBLEM STATEMENT

We take a learning based approach to address the challenging task of non-line-of-sight (NLOS) imaging — computationally reconstructing an object that is hidden around the corner. In this section, we present the image formation model for NLOS transient measurements and discuss the challenges our method aims to solve.

3.1 Image Formation Model

We assume an active, time-of-flight imaging system with a pulsed, collimated laser source at \( l_0 \) and a transient sensor at \( s_0 \). We further assume a diffuse, planar relay wall visible from both \( l_0 \) and \( s_0 \). As in Figure 1, a laser pulse emitted from \( l_0 \) illuminates a wall location \( l \), where light scatters off the wall and travels towards the hidden object. Light reaching a point \( x \) on the object gets reflected once again and heads back to the wall. Finally, returning photons that hit wall location \( s \) are recorded by the sensor pointing at \( s_0 \).

If one regards \( l \) and \( s \) respectively as virtual laser source and sensor, light transport along the three-bounce path \( l_0 \rightarrow l \rightarrow x \rightarrow s \rightarrow s_0 \) conceptually simplifies to direct illumination \( l \rightarrow x \rightarrow s \). Mathematically, the impulse response \( \tau_{(l,s)}(t) \) can be written in path integral form as

\[
\tau_{(l,s)}(t) = \int_{A} f_r(\mathbf{n}_x, \omega_{l \rightarrow x}, \omega_{x \rightarrow s}) G(l \leftrightarrow x)G(s \leftrightarrow x) \frac{\delta(||l - x||^2 + ||s - x||^2 - ct)}{dA(x)},
\]

where \( dA(x) \) is a small surface of the hidden object surrounding \( x \), and \( A \) is the union of all surfaces. \( f_r \) is the bi-directional reflectance distribution function (BRDF), \( \mathbf{n}_x \) is the surface normal at \( x \), \( \omega_{l \rightarrow x} \rightarrow \mathbf{n}_x \), a unit directional vector, \( \delta \) the Dirac delta, \( c \) the speed of light, and

\[
G(l \leftrightarrow x) = \frac{\langle \omega_{x \rightarrow l}, \mathbf{n}_x \rangle}{||1 - x||^2} \cdot V(l \leftrightarrow x),
\]

\[
G(s \leftrightarrow x) = \frac{\langle \omega_{x \rightarrow s}, \mathbf{n}_x \rangle}{||s - x||^2} \cdot V(s \leftrightarrow x).
\]

\( V(\cdot \leftrightarrow \cdot) \) is the visibility function that evaluates to 1 if the two points are visible to each other.

Without loss of generality, we assume the sensor is a single photon avalanche diode (SPAD) with bin resolution \( \Delta t \). Under suitable laser power and the sensor model of Hernandez et al. \[5\], \( \tau_{(l,s)}(t) \) over the time range \([0, T \Delta t]\) yields a transient histogram of photon counts \( h_{(l,s)} \) with \( T \) temporal bins. This represents the ultimate sensor output that constitutes an NLOS measurement.

3.2 Non-Confocal vs. Confocal Measurements

An NLOS measurement is a 2D array of transient histograms \( \{h_{(l_i,s_{ij})}\}_{i=1 \ldots H, j=1 \ldots W} \) sampled at a dense \( H \times W \) grid of locations \( s_{ij} \) on the wall. Importantly, a non-confocal measurement assumes a fixed virtual laser source located at the wall center \( l \), that is, \( \forall i, j, l_{ij} = l \), whereas in the traditional confocal setting, the virtual sensor and laser source always co-localize, that is, \( \forall i, j, l_{ij} = s_{ij} \). Most research to date has focused on confocal reconstruction owing to its simpler physics, leaving the more challenging non-confocal reconstruction problem less explored.

One key advantage of the non-confocal setup is its rapid data acquisition speed. Experimentally, a confocal measurement is acquired by a dense, exhaustive scan of the wall, which takes tens of seconds to complete for the existing hardware \[3\]. In contrast, the state-of-the-art non-confocal system runs at 5 FPS \[1\], enabling numerous applications that require high-speed imaging. This is achieved by exploiting two key ideas: (1) reciprocity of light transport; (2) a sparse scan pattern with local pixel remapping. In particular, pixel remapping enables the collection of dense measurements with a sparse raster scan of the relay wall. This is achieved by recording multiple responses simultaneously using a pixel array (vs. a single pixel in confocal systems) and mapping pixels to skipped positions between two scanlines subject to some approximation in geometry \[1\].

In this paper, we assume the non-confocal setup, which we believe represents a more promising direction for future development of NLOS imaging systems.

3.3 Key Challenges

Practically, the non-confocal setup poses major challenges for NLOS reconstruction owing to the numerous approximations introduced by the light transport model and hardware implementation. Rather than a physics based method, we focus on a learning based approach for non-confocal NLOS reconstruction for its potential to accommodate the approximations while recovering fine image details.

A key obstacle to learning based NLOS reconstruction is the lack of a large dataset of real measurements for training. Existing models trained on synthetic data generalize poorly on real data. This is because the synthetic data respect an
ideal image formation model (Equation 1), yet a practical imaging system inevitably introduces approximations including calibration error, unmodeled sensor noise, imperfect wall geometry and reflectance, among others. Existing synthetic datasets also ignore potentially important aspects of light transport, such as multiple scattering, subsurface scattering, complex surface BRDF and fine surface geometry details. To make the situation worse, the fast non-confocal system makes additional approximations, most notably pixel remapping, in exchange for imaging speed (Figure 8(a)), further breaking existing learning based solutions. This raises the first challenge:

**Challenge 1:** Can we design a robust learning based model that generalizes well on real measurements despite being trained on synthetic data?

On the other hand, existing learning based models have separately explored different supervision targets including multi-view images [8], depth maps [24] and transients themselves [6]. However, a model designed with one target in mind can neither be trained on nor be tasked to generate another target. This limits the model’s use case and prevents it from learning a holistic representation for best reconstruction results, hence our second challenge:

**Challenge 2:** Can we design a unified learning framework that makes use of diverse training signals?

### 4 Deep NLOS Reconstruction with Physics Priors

We propose a robust deep model for NLOS imaging tailored for the latest non-confocal system that runs at a high frame rate. Our key innovation towards addressing Challenge 1 is to incorporate the complementary physics priors of wave propagation and volume rendering into our deep model. We hypothesize that this orchestrated design encourages a model trained on synthetic data to generalize well on high-speed real captures.

#### 4.1 Method Overview

Figure 2 presents an overview of our method. Our model consists of an encoder, a conditional radiance field and a volume renderer. Our volume renderer can flexibly synthesize 2D images using a steady-state forward model, or temporal histograms using a transient forward model at training time for different learning strategies. At inference time, our method renders 2D images in a feed-forward manner for NLOS reconstruction. Green blocks for physics-based, parameter-free modules, and gray blocks for learnable modules.

Fig. 2. **Method Overview.** Our model consists of an encoder, a conditional radiance field and a volume renderer. Our volume renderer can flexibly synthesize 2D images using a steady-state forward model, or temporal histograms using a transient forward model at training time for different learning strategies. At inference time, our method renders 2D images in a feed-forward manner for NLOS reconstruction. Green blocks for physics-based, parameter-free modules, and gray blocks for learnable modules.

#### 4.2 Encoder

The encoder transforms the histograms of photon counts into time-domain features and propagates them to the spatial domain via a physics based inverse operator.

**Feature Extraction:** Given a 2D array of histograms $H_t$ of size $H \times W \times T$, a strided 3D convolution with kernel size 3 immediately down-samples the input along all spatiotemporal axes to form a feature cube $C_t$ of size $H/2 \times W/2 \times T/2 \times C$, where $C$ is the introduced feature dimension. The features are further processed by another ResNet-like [36] design of Chen et al. [8], our feature extraction module is more parameter-efficient and facilitates stable training.

**Feature Propagation:** Physically, a non-confocal NLOS measurement represents the impulse response of the hidden scene to a pulsed signal emitted from the camera behind the wall and apply the LOS wave propagation theory of RSD for NLOS reconstruction. Importantly, Nam et al. [1] observed that RSD is resilient to local rearrangement of sensor response, a key approximation that enables rapid NLOS imaging.

Drawing inspiration from the theory, we interpret $C_t$ as the *featureized* impulse response and leverage RSD as a robust physics prior to propagate $C_t$ to the spatial domain

$$C_s = \text{RSD}(P_l(t) \ast C_t),$$

where $P_l(t)$ is the pulsed response and $\ast$ denotes convolution.

In the absence of a large dataset of real measurements, we train our model on synthetic data. Our framework naturally supports two training strategies rooted in the idea of render-and-compare: (1) **supervised learning** by comparing rendered and ground-truth 2D images; (2) **unsupervised learning** by matching rendered histograms to the input measurement. We present their respective training objectives in Section 5. Importantly, we render 2D images at inference time and interpret them as reconstruction of the hidden object.

**Figure 2. Method Overview.** Our model consists of an encoder, a conditional radiance field and a volume renderer. Our volume renderer can flexibly synthesize 2D images using a steady-state forward model, or temporal histograms using a transient forward model at training time for different learning strategies. At inference time, our method renders 2D images in a feed-forward manner for NLOS reconstruction. Green blocks for physics-based, parameter-free modules, and gray blocks for learnable modules.
where $*$ is 1D convolution along the time axis and RSD($\cdot$) is applied separately on individual feature channels. $C_s$ is the spatial-domain feature of size $H/2 \times W/2 \times D \times C$ with $D$ the number of depth planes. Note that RSD is fully differentiable, hence enables end-to-end training of our model. We adopt the implementation of Liu et al. [2] for its low computational and memory cost and refer readers to [3] for mathematical and implementation details.

**Feature Refinement:** The RSD output at reduced resolution is prone to artifacts due to aliasing. The encoder thus further refines $C_s$, using two 3D convolutions with kernel size 3. The refined features subsequently participate in rendering.

### 4.3 Conditional Neural Radiance Field

Central to our method is a radiance field $F_{\Theta} : (x, d; C_s) \to (e, \sigma)$ that is conditioned on the encoded features $C_s$. Similar to NeRF [27], $F$ is realized as a multi-layer perceptron (MLP) with weights $\Theta$ that maps 3D location $x = (x, y, z)$ and 2D viewing direction $d = (\theta, \phi)$, both position encoded, to intensity or color $c$ and volume density $\sigma$. Unlike NeRF and its transient variant NeTF [6] that learn separate representations for each individual scene, our representation shares $\Theta$ and its transient variant NaTF [6] that learn separate constraints on their learning. In doing so, our model, despite being trained exclusively on synthetic data, generalizes well on real measurements as we show in our experiments.

Our key intuition is in three folds: (1) learning a shared template facilitates the distillation of scene priors from diverse training data; (2) conditioning on scene-dependent features enables fast feed-forward reconstruction, by-passing lengthy per-scene training; and most importantly, (3) our representation seamlessly bridges the encoder and volume renderer, both physics based, thus placing strong mutual constraints on their learning. In doing so, our model, despite being trained exclusively on synthetic data, generalizes well on real measurements as we show in our experiments.

Our conditioning mechanism goes as follows. We sample $C_s$ at $x$ via tri-linear interpolation and feed it to a small MLP to predict the per-unit affine weight $\gamma_i$ and bias $\beta_i$ for the activations $h_i$ at layer $i$. The activations are then transformed as

$$h_i' = \gamma_i \odot h_i + \beta_i,$$

where $\odot$ stands for element-wise multiplication. Note that $C_s$ has injected scene-specific knowledge into the activations $h_i'$ through the affine parameters. Our approach is inspired by π-GAN [30], ECRF [29] and pixelNeRF [33], which similarly condition a radiance field on latent vectors for image generation, object editing and novel view synthesis.

### 4.4 Volume Rendering

One key strength of our physics based volume rendering framework is its capacity to render the conditional radiance field $F$ into measurements of any sensor type given an appropriate forward rendering model. Our method explores two forward models for training and inference, namely the steady-state rendering of 2D images and transient rendering of temporal histograms. Importantly, our forward models are fully differentiable, hence enables the end-to-end training of our deep model. We focus on their mathematical formulation in this section and discuss their connection with the training objectives in the next section.

**Steady-State Rendering:** We adopt the same forward model as NeRF [27] for the steady-state rendering of $F$ into 2D images. Briefly, the rendered pixel value $\hat{I}(r)$ for a ray $r(u) = o + ud$ originating from camera center $o$ along viewing direction $d$ is

$$\hat{I}(r) = \int_0^\infty T(u) \sigma(r(u))c(r(u), d) \, du,$$

where $T(u) = \exp(-\int_0^u \sigma(r(s))) \, ds$ is the cumulative transmittance over distance $u$. We bound the integration range and numerically estimate the integral as in [27].

A similar formulation can be used to render a depth map from $F$. Specifically, the expected distance $d$ of a ray $r$ colliding with a scene point is given by

$$\hat{d}(r) = \int_0^\infty T(u) \sigma(r(u))u \, du.$$

**Transient Rendering:** In the non-confocal setting, the hidden object can be considered as being illuminated by a virtual, pulsed laser source located at the wall center $l$. To facilitate the differentiable rendering of $F$ into a transient histogram with time resolution $\Delta t$ captured by a virtual sensor at wall location $s$, we approximate the surface integral in Equation [1] with a volume integral. Concretely, we calculate the Poisson rate $\hat{\tau}_i$ of the $i$-th bin by summing the contribution of all points $x$ within a semi-ellipsoidal shell such that light propagation time along the (reversed) path $s \to x \to l$ falls within $[i\Delta t, (i+1)\Delta t]$. Formally,

$$\hat{\tau}_i = \int_{[i\Delta t, (i+1)\Delta t]} \hat{L}(t) \, dt,$$

$$\hat{L}(t) = \int_0^\infty T(u(t)) \sigma(r(u(t)))c(r(u(t)), d) \, d\theta d\phi,$$
where \( u(t) = \frac{t^2 + \|s - l\|^2}{2t - 2\cos\theta} \) is the distance from \( s \) to a point \( x \) along the ray direction \( d = (\theta, \phi) \) such that the path \( s \rightarrow x \rightarrow l \) has length \( ct \).

In practice, we interchange the order of integrals in Equations (6) and (7), and apply the line-to-point sampling strategy of Jarabo et al. [37] for the unbiased estimation of \( \hat{r}_i \). Further, we assume an axis-aligned bounding box around the hidden object and adapt the method of Urena et al. [38] to draw ray directions from within the spherical projection of the box’s proximal face relative to the wall. This encourages the ray samples and in turn the point samples along a ray to concentrate around the hidden object. Our sampling strategy is illustrated in Figure 3.

Comparison to NeTF [6]: Our transient rendering formulation differs from Shen et al. [6] in three aspects. First, we estimate the outgoing radiance at a scene point without factoring it into irradiance and BRDF. This simplification, in line with NeRF [27], allows the implicit modeling of occlusion and multi-bounce light and better supports feedback rendering. Second, we present a more principled and efficient sampling framework for per-bin Poisson rate estimation. Finally, we empirically found that our proposed conditional scene parametrization bootstraps the learning of \( F \), and hence none of the advanced training techniques (e.g., two-stage training, hierarchical sampling) we needed. Our experiments show that our transient rendering recipe can be trivially adapted for iterative optimization and yields better reconstruction than NeTF.

5 MODEL TRAINING AND INFERENCE

We now present the training and inference schemes of our method. Our key idea is to minimize a reconstruction loss between the rendered and ground-truth sensor measurements, often known as render-and-compare. Importantly, one favorable property of our framework towards addressing Challenge 2 is its capacity to support flexible reconstruction objectives for supervised learning as well as unsupervised learning. Similarly, our model readily supports the rendering of various targets at inference time including intensity and depth images.

5.1 Training Schemes

Supervised Training: When multi-view target images are available in the training data, we minimize the mean squared error (MSE) between the rendered and ground-truth pixel values

\[
L_{\text{mse}} = \frac{1}{|R|} \sum_{r \in R} \| \hat{I}(r) - I(r) \|_2^2, \tag{10}
\]

where \( R \) is the set of sampled rays. Following Lombardi et al. [39], we add a Beta distribution prior on the cumulative transmittance \( T_r \) to bias a ray \( r \) towards either hitting or missing the object

\[
L_{\text{beta}} = \frac{1}{|R|} \sum_{r \in R} \log(T_r) + \log(1 - T_r), \tag{11}
\]

and a total variation (TV) prior on log opacities

\[
L_{\text{tv}} = \frac{1}{|R|} \sum_{r \in R} \sum_i \| \Delta \log \alpha(r) \|_1, \tag{12}
\]

where \( \alpha \) indexes over the sampled steps along \( r \) and \( \Delta \log \alpha(r) = 1 - \exp(\sigma(r(s_i))\Delta s_i) \) is the opacity at \( r(s_i) \) over the discretized step \( \Delta s_i \).

The full training objective is a weighted combination of the three terms

\[
L_{\text{sup}} = \lambda_{\text{mse}}L_{\text{mse}} + \lambda_{\text{beta}}L_{\text{beta}} + \lambda_{\text{tv}}L_{\text{tv}}, \tag{13}
\]

with \( \lambda_{\text{mse}}=1, \lambda_{\text{beta}}=0.0001 \) and \( \lambda_{\text{tv}}=0.01 \) in our experiments.

Unsupervised Training: In the absence of target images, we minimize the Poisson negative log-likelihood \( \hat{r}_i \) of the rendered transient histograms

\[
L_{\text{poisson}} = \frac{1}{|S||B|} \sum_{S} \sum_{B} \hat{r}_{s,b} - n_{s,b} \log(\hat{r}_{s,b}), \tag{14}
\]

where \( \hat{r}_{s,b} \) is the rendered Poisson rate of the \( b \)-th bin at virtual sensor location \( s \), \( n_{s,b} \) the photon counts in the same bin of the target histogram, \( B \) the set of rendered bins and \( S \) the set of sampled sensor locations. The full objective is

\[
L_{\text{unsup}} = \lambda_{\text{poisson}}L_{\text{poisson}} + \lambda_{\text{beta}}L_{\text{beta}} + \lambda_{\text{tv}}L_{\text{tv}}, \tag{15}
\]

with \( \lambda_{\text{poisson}}=1, \lambda_{\text{beta}}=0.0001 \) and \( \lambda_{\text{tv}}=0.01 \).

Joint Training: One may combine the supervised and unsupervised learning objectives and arrive at what we can the joint training objective

\[
L_{\text{joint}} = L_{\text{sup}} + L_{\text{unsup}}. \tag{16}
\]

5.2 Inference

At inference time, we equip the volume renderer with the steady-state forward model (Equations (6) and (7)) to synthesize intensity and depth images of the hidden scene in a single forward pass.

Run time comparison: Our model runs at 11.8 FPS on an NVIDIA V100 GPU. This far exceeds the data acquisition rate (5 FPS) of the imaging system and thus enables real-time NLOS reconstruction. RSD and LFE run at 380 FPS and 30.8 FPS on the same GPU, whereas NeTF requires six hours of training on each scene.

5.3 Implementation Details

For supervised training, we sample 4,096 rays uniformly at random from all target views. For unsupervised training, we sample one sensor location at a time and draw 4,096 rays originating from the sensor as discussed in Section 4.4. We combine the two sets of ray samples in joint training. The models are trained for 50 epochs using the Adam optimizer [40] with a mini-batch size of 2 and a learning rate of 0.0001. Training on measurements of size \( 512 \times 128 \times 128 \) takes three hours on a single NVIDIA V100 GPU and requires 8 GB of memory.

6 EXPERIMENTS AND RESULTS

We now present our experiments. We begin by introducing our datasets, evaluation metrics and imaging hardware. We then present our main results including intensity reconstruction, depth estimation and novel view synthesis. Finally, we probe the learned representations by training a classifier for object recognition, and end with an ablation study.

2. We omit the constant term \( \log(n_{s,b})! \) for conciseness.
6.1 Datasets and Metrics

**Synthetic Datasets:** Our model and the learning based baseline of Chen et al. [8] are exclusively trained on synthetic data. We simulate two large datasets of NLOS measurements and their respective multi-view target images using the transient rasterizer from Chen et al. [8] with default parameters.

The first **alphanumerics** dataset contains all lower and upper case letters from the English and Greek alphabets as well as digits 0 to 9. We randomly sample 25 poses for each of the 111 objects to synthesize a total of 2,775 samples. The transient measurements are $128 \times 128 \times 512$ in size. The target images are $256 \times 256$ and include 26 views as in Chen et al. [8]. They both have a single brightness channel to match the real measurements. We create a training split and two test splits. The training set has 2,000 samples from 100 objects with 20 poses each. The “Unseen Poses” test set includes the remaining five poses for each training object. The “Unseen Objects” test set has the remaining 11 objects and their full set of poses. We report results on both test sets to evaluate the model’s generalizability.

The second **motorbikes** dataset contains 6,925 samples rendered using 277 motorbikes from ShapeNet [41], where each motorbike is again rendered in 25 random poses. The transient measurements are $256 \times 256 \times 512$ in size with RGB color channels for fair comparison with Chen et al. [8]. We generate training and test splits as before, with 5,000 samples from 250 motorbikes in the training set.

We additionally simulate two small datasets for testing. The first **CMU** dataset includes six objects with complex geometry. The second has two objects from the Z-NLOS dataset [12] and is previously used by NeTF. We use it in an ablation study to evaluate our transient rendering recipe.

**Real Measurements:** We collect NLOS measurements of a few objects using our imaging hardware for model evaluation. The objects include digits “2” and “4” that are meant to evaluate the model’s in-class generalizability on real data, and “chair”, “truck” and “Teddy bear” that represent more challenging real-world objects unseen during training. The objects are placed approximately 1 meter away from the relay wall in various poses. Each measurement is paired with a reference image of the object for the qualitative assessment of reconstruction quality.

**Evaluation Metrics:** We compute root mean squared error (RMSE), peak signal-to-noise ratio (PSNR) and the structural similarity index measure (SSIM) to quantitatively evaluate the reconstruction results on synthetic data.

### Table 1

Quantitative evaluation of feed-forward reconstruction methods on the full **alphanumerics** test sets.

| Method   | Unseen Poses | Unseen Objects |
|----------|--------------|----------------|
| Ours (unsup) | 0.087 21.87 0.632 | 0.087 23.18 0.636 |
| Ours (unsup) | 0.092 21.09 0.854 | 0.092 22.59 0.856 |
| Ours (unsup) | 0.065 24.05 0.881 | 0.065 25.15 0.886 |

### Table 2

Quantitative evaluation of feed-forward reconstruction methods on the full **motorbikes** test sets.

| Method   | Unseen Poses | Unseen Objects |
|----------|--------------|----------------|
| Ours (unsup) | 0.084 22.02 0.395 | 0.084 23.18 0.456 |
| Ours (unsup) | 0.084 23.34 0.886 | 0.084 23.18 0.700 |
| Ours (unsup) | 0.083 21.84 0.895 | 0.083 23.26 0.815 |
| Ours (unsup) | 0.059 24.94 0.905 | 0.059 22.46 0.799 |
| Ours (unsup) | 0.073 23.12 0.833 | 0.073 23.18 0.775 |
| Ours (unsup) | 0.057 25.15 0.896 | 0.057 22.11 0.798 |

### Table 3

Quantitative evaluation of all methods on selected **alphanumerics** (in-distribution) and **CMU** (out-of-distribution) test samples.

| Method   | Alphanumerics | CMU |
|----------|---------------|-----|
| Ours (unsup) | 0.084 22.02 0.395 | 0.086 21.54 0.456 |
| Ours (unsup) | 0.084 23.34 0.886 | 0.082 21.84 0.700 |
| Ours (unsup) | 0.083 21.84 0.895 | 0.100 20.31 0.795 |
| Ours (unsup) | 0.083 24.94 0.905 | 0.071 23.26 0.815 |
| Ours (unsup) | 0.073 23.12 0.833 | 0.070 23.18 0.775 |
| Ours (unsup) | 0.057 25.15 0.896 | 0.079 22.11 0.798 |

### 6.2 Imaging Hardware

Our hardware prototype, depicted in Figure 4, consists of an ultrafast pulsed laser (OneFive Katana HP, 700 mW average power, 532 nm, 35 ps pulse width, 5 MHz repetition rate) and two 1D SPAD arrays each with 14 available pixels (75 ps FWHM [43]). The laser raster-scans a $190 \times 24$ grid of locations that cover a $1.9m \times 1.9m$ square on the wall. The SPAD arrays approximately co-localize and focus on the same $1cm \times 9cm$ patch on the wall near the center of the scanned area. Photons counts from overlapping pixels are summed together, yielding 14 histograms per scanned location. The histograms have 768 bins with a temporal resolution of 32 ps. We apply the pixel remapping algorithm from Nam et al. [1] along with nearest-neighbor interpolation to convert the raw transients into a measurement of size $128 \times 128 \times 768$ for reconstruction.

### 6.3 Comparison with RSD and LFE

Our method returns a reconstruction in a single forward pass. To this end, we first compare it to the feed-forward methods of RSD and LFE. RSD is the state-of-the-art physics based method for non-confocal NLOS reconstruction. Our encoder subsumes RSD as its feature propagation module. LFE is a learning based method trained using multi-view target images similar to our supervised model.

We train LFE and our model on **alphanumerics** and **motorbikes** and report quantitative results on their respective
Fig. 5. Reconstruction results on the alphanumerics dataset. Compared to the baselines, our method produces sharper reconstructions with finer details. Thanks to the learned scene priors, our method can infer scene content that are physically undetectable (yellow arrows). The rightmost column presents estimated depth from our supervised model.

Fig. 6. Reconstruction results on the motorbikes dataset. Reconstructions from our method achieve better color balance and contain geometry details (e.g., wheels) missed by RSD and LFE.

Our supervised model consistently outperforms RSD and LFE by a wide margin. Our unsupervised model, which is solely trained to enforce cycle consistency, compares favorably against RSD. Importantly, our model achieves the best results with the joint objective, highlighting the benefit of our unified modeling approach. Qualitative results (Figure 5 and 6) demonstrate that our method reconstructs sharper contours and finer details, and in particular, is able to infer content that a physics-based method cannot detect thanks to the learned scene priors.

Moving forward, we investigate how models trained on alphanumerics generalize on the challenging out-of-distribution scenes from the CMU dataset. We present quantitative results averaged over the six available scenes in Table 3 and qualitative results in Figure 7. Our method outperforms RSD and LFE despite increasing complexity in scene geometry. Notably, our unsupervised model performs even better than the supervised LFE model thanks to the strong regularization effect of the physics priors.

Finally and most importantly, we present qualitative comparisons on real captures in Figure 8. Our method equipped with the complementary physics priors produces strong reconstructions on scenes with varying degrees of complexity. In contrast, LFE with a ConvNet based neural renderer cannot accommodate the large domain gap between synthetic training data and real captures, resulting in distorted and noisy reconstructions even worse than RSD.

6.4 Comparison with NeTF

Next, we compare our method with NeTF, a physics-based iterative optimization method that requires training a separate model for each measurement. In addition, we introduce NeTF++, a variant of NeTF with our proposed rendering formulation (Section 4.4).

We train our model on alphanumerics and report results on test samples of the same dataset as well as the CMU dataset. Our method outperforms NeTF and NeTF++ on alphanumerics (Table 3 and Figure 5) while supporting fast feed-forward inference. We attribute this to the learned scene priors that allow our model to reason beyond individual measurements. However, the scene priors inevitably fall short in the presence of a domain shift, which explains why NeTF++ outperforms our method on the CMU dataset (Table 3 and Figure 7). Meanwhile, NeTF++ and our method that share the same transient renderer compare favorably against NeTF. This evidently shows the strength of our proposed rendering recipe.

3. It is infeasible to train NeTF and NeTF++ on all test samples. We hence report results averaged over six random test scenes.
On real captures, NeTF and NeTF++ are sensitive to the approximations in light transport not captured by their underlying image formation model. As a result, their reconstructions are prone to artifacts and sometimes incomplete especially for complex scenes. On the other hand, our method reliably reconstructs simple objects and behaves strongly on complex scenes.

6.5 Comparison with FBP, LC and f-k
Finally, we qualitatively compare our method with three physics based methods developed for confocal reconstruction, namely filtered back-projection (FBP) [13], light-cone transform (LCT) [4] and f-k migration [3]. These methods can be adapted for non-confocal reconstruction at the expense of geometric distortion, reduced field of view and loss in image resolution. Past work has demonstrated that RSD is a much better alternative for physics based non-confocal reconstruction [2] and our results on real captures (Figure 8) point to the same conclusion.

6.6 Depth Estimation
We have so far presented results on the reconstruction of object appearance. We now demonstrate that our method, despite not being trained for depth estimation, is able to predict plausible depth thanks to our versatile scene representation and volume rendering framework. In contrast, it is non-trivial to engineer RSD or an LFE model trained solely on 2D images for depth estimation. We report depth estimation results from our supervised model in the rightmost columns of Figure 5, 7 and 8. Our method works equally well on synthetic and real data, producing plausible depth prediction for front-facing scenes and uncovers depth of the visible surfaces for objects with complex geometry.

6.7 Novel View Synthesis
NLOS reconstruction algorithms are often evaluated on the frontal view of the scene observed from behind the wall. We hypothesize that accurate 3D reconstruction of a hidden object would facilitate view synthesis beyond the frontal view. We thus task RSD, LFE, NeTF and our method for novel view synthesis to assess the quality of 3D reconstruction.

We render three random views given real measurements of two digits (“2” and “4”), and demonstrate the results of different methods in Figure 9. Our method produces crispy, artifact-free renderings compared to the noisy and blurry outputs of the baseline methods.

6.8 Object Classification
We further compare our method to RSD and LFE by adapting the learned features for object classification. This surrogate task helps reveal the model’s capacity to encode scene priors useful for downstream recognition tasks.

Recall that both our method and LFE encode and propagate a transient measurement to a spatial feature cube. For both models trained on the alphanumerics dataset, we project the feature cube to a 2D feature map by taking the per-channel maximum along the depth axis. We similarly project the volumetric reconstruction of RSD and interpret the 2D projection as a feature map. We then train a ResNet-18 [36] on the 2D features for 100-way alphanumeric classification. All classifiers are trained for 50 epochs with a mini-batch size of 32 using stochastic gradient descent (SGD) with...
Fig. 8. Reconstruction results on real captures. (a) An x-t slice of the measurement volume. Note the roughness in the leading edge of returning photons due to pixel remapping, a key approximation that enables high-speed NLOS imaging. (b) A reference image of the hidden scene (not used for inference). (c) Intensity and depth reconstruction. Our method is robust to approximations in light transport introduced by the high-speed imaging system and produces the best reconstructions on real captures. The rightmost column presents estimated depth from our supervised model.

Fig. 9. Novel view synthesis. Our method can render intensity images beyond the frontal view. Novel view synthesis shows that our reconstructions capture accurate 3D geometry. A reference view of the hidden scene is displayed in the inset.

6.9 Ablation study

Total Variation Prior: Our training objectives include a total variation term to encourage sparsity in scene opacity (Equation 12). A model trained without the regularizer renders decent intensity images but introduces spurious density in empty space (Figure 11).

Transient Rendering Recipe: NeTF models reflectance at every scene point. Unfortunately, the transmittance term in their rendering equation has to be omitted for tractability of numerical integration. Our renderer instead models outgoing radiance without factoring it into illumination and reflectance. Importantly, this enables transmittance estimation with a tractable sampling strategy (Figure 3). To disentangle the effect of our implementation decisions, we omit transmittance in NeRF++ and call this variant NeRF+, from which we recover NeTF by modeling reflectance rather than radiance. We compare NeTF, NeRF+ and NeTF++ on two scenes from the Z-NLOS dataset [42]. Results in Figure 12 show that proper evaluation of transmittance is key to high-quality reconstruction, while the choice of modeling radiance as opposed to reflectance itself is less important.

7 Conclusion

In this paper, we presented a novel learning based method for non-confocal NLOS reconstruction. Our key innovation is a method that embeds strong domain knowledge in the deep model in the form of an inverse propagation module and a volume renderer, both physics based, to navigate the learning of a conditional neural scene representation. Moreover, our model can be flexibly trained using diverse supervision signals including multi-view target images, and more importantly transient measurements themselves. We demonstrated superior reconstruction quality of our model in comparison to state-of-the-art physics and learning based...
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