Comparison of different models to calculate the viscosity of biogas and biomethane in order to accurately measure flow rates for conformity assessment
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The study presents an optimised method to correct flow rates measured with a LFE flowmeter pre-set on methane while used for gas mixtures of unknown composition at the time of the measurement. The method requires the correction of the flow rate using a factor based on the viscosity of the gas mixtures once the composition is accurately known. The method has several different possible applications inclusive for the sampling of biogas and biomethane onto sorbent tubes for conformity assessment for the determination of siloxanes, terpenes and VOC in general. Five models for the calculation of the viscosity of the gas mixtures were compared and the models were used for ten binary mixtures and four multi-component mixtures. The results of the evaluation of the different models showed that the correction method using the viscosity of the mixtures calculated with the model of Reichenberg and Carr showed the smallest biases for binary mixtures. For multi-component mixtures, the best results were obtained when using the models of Lucas and Carr.

Non-conventional gases (biogas, biomethane, hydrogen, syngas and mixtures with natural gas) may contain impurities that can damage existing gas infrastructures and/or vehicles if they are present in too high levels in the gases. Example for these impurities for biomethane are siloxanes and sulphur compounds. Through the combustion process in engine, siloxanes can be transformed into silicon dioxide. Consequently, a silica layer can be formed and deposited on the spark plug, cylinder, and impeller, causing the wear and damage of the engine parts and shorten the life of the engine. Through the combustion process in engine, sulfur compounds form sulfur dioxide which has an inhibitory and aging impact on catalysts.

Specifications developed for biomethane; ISO16723-1 and ISO16723-2 set maximum authorized concentrations for some of these impurities. Consequently, robust and reliable methods are required to enable conformity assessment. Analytical methods have been developed for many of these impurities. A thermal desorption–Gas chromatography–mass spectrometry method (TD–GC–MS, EN ISO 16017-1) is the analytical method proposed for the quantification of siloxanes in biomethane in ISO16723-2. According to this method, the first step is to collect the gas onto adequate sorbents on which the siloxanes adsorb while the matrix passes through unretained. The sorbents are then subsequently thermally desorbed; step which allows the impurities to be released from the sorbents. If possible, onsite, the gas is collected directly onto the sorbents to avoid risk of losing the impurities by adsorption onto the walls of intermediate vessels such as a sampling bags or cylinders.

This operation requires a known volume of gas to be collected onto the sorbent tube at an adequate flow rate preferably using a flowmeter. The optimum flow rate used to collect VOCs (inclusive siloxanes and sulfur compounds) on ¼-inch (6.35 mm) O.D. tubes have been reported to be 50 mL/min for air, no value has yet been published for biogas or biomethane and flow rates from 10 to 200 mL/min are typically applied. Higher sampling flow rates in excess of 200 mL/min can also be used for short term monitoring (e.g., 10 min).

However, biogas and biomethane composition varies with respect to the main components depending on the process. Methane content varies between 40 and 99 vol% by volume and carbon dioxide content varies from less than 1 vol-% to 60 vol-%. Other compounds such as nitrogen, water vapour and hydrogen sulphide can be present in the gas at levels between some ppm and up to some percent. Finally, even hydrocarbons such as ethane and
propane can be present in the gas for instance if some natural gas has been mixed with biomethane. Generally, the exact composition is not known until a complete analysis is performed in a laboratory.

An example of flowmeters that can be used for the purpose of sampling biogas and biomethane onto sorbent tubes is a Laminar Flow Element (LFE). The volumetric flow rate is determined by creating a pressure drop across an unique restriction, known as LFE, and measuring differential pressure across the element.

However, these types of flowmeters are calibrated for a fixed composition and changes in the composition can dramatically affect the flow measurement. The flow rate \(Q_v\) in a horizontal pipe can directly be derived by means of the Hagen-Poiseuille Eq. (1):

\[
Q_v = \frac{\Delta p \cdot \pi \cdot R^4}{8 \cdot \mu \cdot L}
\]

where \(\Delta p\) is the pressure difference of the inlet and the outlet, \(R\) the radius of the pipe (restriction), \(L\) the length of the pipe (restriction), \(\mu\) the dynamic (absolute) viscosity of the gas.

For a certain LFE device, the parameters \(R\) and \(L\) are constant as they describe the geometry of the restriction. Consequently, the volumetric flow rate is a function of the pressure difference and the viscosity of the gas to be measured.

The viscosity describes the internal friction of a moving fluid. A fluid with low viscosity flows easily creating little friction when it is in motion. For gases at low pressures (0.1–10 bar) the viscosity is nearly independent of pressure but increases with increasing temperature.

Models for predicting the viscosity of pure components and mixtures have been described in detail in several articles, for example by Reid et al.\(^{9}\), Viswantha et al.\(^{10}\) and Monnery et al.\(^{11}\). As explained in\(^{11}\), viscosity models to calculate the viscosity of pure components can be divided into three main groups: theoretical, semi-theoretical and empirical models. The theoretical models are based on the kinetic theory of gases. One of the differences between the different theoretical models is if the interactions between molecules are taken into account or not. One of the most well-known models treating the interactions between colliding molecules is the Chapman-Enskog (CE) theory where the viscosity, \(\eta_{CE}\) is calculated according to Eq. (2):

\[
\eta_{CE} = \left(\frac{5}{16\pi}^{1/2}\right) \left[\frac{(mkT)^{1/2}}{\sigma^2 \Omega^{2/2}(T^*)}\right]
\]

where \(m\) is the mass of one molecule (g), \(k\) the Boltzmann’s constant (1.38048 \times 10^{-23} J/K), \(T\) the temperature, \(T^*\) the reduced temperature in K, \(\sigma\) the collision diameter and \(\Omega^{2/2}(T^*)\) the collision integral.

Semi-theoretical models have a theoretical basis, but the parameters are adjustable and determined from experimental data. Corresponding states models do not necessarily require pure components values as input parameter. Empirical models are solely based on the correlation of experimental data.

In the same manner, an abundance of models has been proposed to calculate the viscosity of a gas mixture, \(\eta_m\). According to\(^{11}\), the equations for calculating the viscosity of gases mixtures can be categorized in 2 main groups:

a. Mixing equations for pure component viscosities with a theoretical or an empirical basis. Examples with an empirical basis are the equations expressing the viscosity of a mixture as a sum of partial viscosities and where the interaction of dissimilar molecules is typically included in added terms. Simplified versions of the Chapman-Enskog theory to mixtures result in semi-theoretical equations.

b. Equations where mixing rules are applied to parameters.

In this study, we have chosen five of these models with different levels of complexity. Three of the models chosen (Carr, Reichenberg and Wilke) belong to category (a) and the two other models (Chung and Lucas) belong to category (b).

Below, these models are summarily described, and some relevant equations are provided in order to underline which parameters are required for the calculation. A more complete description and additional equations can be found for example in the article from Monnery et al.\(^{11}\).

**Model of Carr**\(^{12}\). The viscosity of the gas mixture, \(\eta_m\) according to Carr et al. is calculated from the momentum-weighted sum of the partial viscosities for each component \(i\) (Eq. 3).

\[
\eta_m = \frac{\sum_i (y_i \cdot \eta_i \cdot \sqrt{M_i})}{\sum_i (y_i \cdot \sqrt{M_i})}
\]

As it can be seen from Eq. (3), this model only requires for each component \(i\) of the mixture, the mole fraction \((y_i)\), the viscosity \((\eta_i)\) and the molecular mass \(M_i\). This model is the simplest of the five models considered in this study.

**Model of Wilke**\(^{13}\). In this model, the viscosity of the gas mixture, \(\eta_m\) is calculated according to Eq. (4):
\[
\eta_m = \sum_{i=1}^{n} \eta_i \left[ 1 + \frac{1}{y_i} \sum_{j=1}^{n} y_j \Phi_{ij} \right]^{-1} 
\]

The dimensionless constant \(\Phi_{ij}\) is defined for each pair of components in a mixture according to Eq. (5):

\[
\Phi_{ij} = \left[ 1 + \left( \frac{\mu_i}{\mu} \right)^{1/2} \left( \frac{M_i}{M} \right)^{1/4} \right]^2 \left[ 8 \left( 1 + \left( \frac{M_i}{M} \right) \right)^{1/2} \right] 
\]

As for the Carr model, Wilke model only requires for each component i of the mixture, the mole fraction (\(y_i\)), the viscosity (\(\eta_i\)) and the molecular mass \(M_i\).

**Model of Reichenberg**. Reichenberg (semi-theoretical model) proposed a simplified extension of the Chapman-Enskog theory to mixtures. The viscosity of a gas mixture, \(\eta_m\), is calculated according to Eq. (6).

\[
\eta_m = \sum_{j=1}^{n} K_j (1 + 2 \sum_{j=1}^{n-1} H_{ij} K_j \sum_{k=1}^{n} H_{jk} H_{ik} K_k) 
\]

To calculate \(K_i\) (equation no given here but can be found in \(\text{Ref}^{11}\)) are required the mole fraction (\(y_i\)), the viscosity (\(\eta_i\)) and the molecular mass \(M_i\), and the parameters \(H_{ij}\).

The calculation of \(H_{ij}\) is usually done in several steps and the equations involved (which no given here but they can be found in \(\text{Ref}^{11}\)) require for each component i, the viscosity \(\eta_i\), the molecular mass \(M_i\), the critical temperature \(T_{c,i}\), the critical pressure \(P_{c,i}\), the collision diameter \(\sigma_{cm}\) and the dipole moment \(\mu_i\).

**Model of Chung**. The gas viscosity model of Chung is a combination of the Chapman-Enskog kinetic theory of viscosity and the empirical expression of Neufeld et al. \(\text{Ref}^{17}\) for the reduced collision integral. The Chung model for gas mixtures is expressed as follows (Eq. 7).

\[
\eta_m = 26.693 \cdot 10^{-4} \left[ \frac{(M_m T)^2}{\sigma_m^2 \Omega^{2,2} (T_m)} \right] f_m(\omega_m, \mu_{r,m}, \Omega_m) 
\]

where \(M_m\) is the molecular mass of the mixture, \(T_m\) is the reduced temperature of the mixture, \(\Omega^{2,2} (T_m)\) is the collision integral, \(\sigma_m\) is the collision diameter of the mixture and \(f_m\) is the corresponding states temperature reduction factor.

The model does not need pure component viscosities as input parameters and depends only upon the mixing rules for the pure component critical properties, the acentric factor (\(\omega\)), the Lennard-Jones potential parameters (\(\varepsilon/k\) and \(\sigma\)) and the dipole moment (\(\mu\)) which are the input data. The model requires performing cumbersome calculations which are not presented here but the calculations have been explained in detail in \(\text{Ref}^{17}\).

**Model of Lucas**. As for Chung model, this model does not need pure component viscosities and depend only upon the mixing rules for pure component critical properties. This model can be used to calculate the viscosity of pure gases. The parameters required are then the molecular mass (\(M\)), the critical pressure (\(P_{c}\)), the critical temperature (\(T_{c}\)), the critical coefficient of compressibility (\(Z_{c}\)). The model also requires the actual conditions of pressure and temperature. The viscosity of a gas mixture, \(\eta_m\), is calculated from the equation for pure gases according to Eq. (8). To estimate the viscosity of a gas mixture, instead of the pure components constants (\(M, P_{c}, T_{c}, Z_{c}\)), mixture constants (\(M_m, P_{cm}, T_{cm}, Z_{cm}\)) are to be used. They are calculated from the composition of the mixture in accordance with the following mixing rules; Eqs. (9), (10), (11) and (12).

\[
\eta_m = (\eta_m)^{(\cdot)} f_{P,m} f_{Q,m} \frac{1}{\xi_m} 
\]

where \(\xi_m\) is the inverse viscosity, \((\cdot)\), \(f_{P,m}\) the low-pressure polarity correction factor, \([-]\) and \(f_{Q,m}\) the low-pressure quantum correction factor.

\[
M_m = \sum_i y_i M_i 
\]

\[
T_{cm} = \sum_i y_i T_{c,i} 
\]
where $M_i$ is the molar mass of component $i$, $y_i$ the mole fraction of component $i$ in a gas mixture, $T_{c,i}$ the critical temperature of component $i$ in a gas mixture in K and $P_{c,i}$ the critical pressure of component $i$ in a gas mixture in Pa.

**Materials and methods**

**Preparation of gaseous mixtures.** Gaseous mixtures representative for different compositions of biogas, carbon dioxide and biomethane streams were prepared in one-liter stainless steel cylinders equipped with valves on both sides. The mixtures have been chosen for the representability of both biogas samples (binary mixtures 3 to 6 for biogas produced through digestion and multi-components 1, 2 and 3 for biogas produced in landfills) and biomethane samples (mixtures 1 and 2). The other mixtures have been chosen to test the method for gas containing high amount of carbon dioxide. The cylinders were first filled with a given pressure of pure methane. Secondly, pure carbon dioxide was added so the total pressure was around 10 bar, the composition of the mixture was then derived from the partial pressures of methane and carbon dioxide. The cylinders were first filled with a given pressure of pure methane. Secondly, pure carbon dioxide was added so the total pressure was around 10 bar, the composition of the mixture was then derived from the partial pressures of methane and carbon dioxide in the cylinders.

To verify the composition, each gas mixture produced was analysed with a Gas Chromatograph coupled with a Thermal Conductivity Detector (450-GC, Varian) equipped with two columns, a Hayesep Q, 80–100 Mesh, 1.8 m x 1/8” x 2.0 mm and a molecular Sieve 5A, 60–80 Mesh, 1 m x 1/8” x 2.0 mm. The gas cylinders were connected to the instrument via a pump and a 100 µL sampling loop. When the sampling loop was filled with the gas to analyse, a six-port valve was automatically switched, and the content of the loop was introduced into the columns connected in series. After 1.2 min, the molecular sieve column was bypassed, and methane and carbon dioxide were detected by the TCD. After 2.2 min, oxygen and nitrogen were detected using the two columns in series. The oven temperature was set constant at 60 °C, the detector was set at 100 °C with a filament temperature of 150 °C. The compositions of the mixtures are given in Table 1. Pure methane (CH$_4$) and pure carbon dioxide (CO$_2$) were also used in the study. Finally, two mixtures of CH$_4$/CO$_2$/N$_2$ (50/20/30 v/v and 55/30/15 v/v) from Air Liquide and two mixtures from NPL (National Physical Laboratory) containing up to 9 components were also tested (composition given in Table 2).

**Verification of the reference flowmeter (primary calibrator).** An automated (soap film) bubble flowmeter (Gilian Gilibrator-2 NIOSH Primary Standard for Air Flow Calibrator, St. Petersburg, USA) is used.
as reference for the flow rate measurements. The volumetric flow rate is determined by dividing a given volume by a time interval. The elapsed time is the interval needed for a soap film bubble to travel between two infrared sensors. The bubble is carried by the gas flow from the bottom to the top of the tube. The volume between the two infrared sensors is set accurately to a primary volume standard. A special soap solution is used to generate a bubble film stretched across the diameter of the flow cell tube. This specially compounded low residue soap is designed to provide high film strength and compatibility with the materials and gases used. Depending on the flow rate ranges, different flow cells are available. The smallest cell with a flow rate range of 1 to 250 mL/min was used in this study.

The performance of the reference flowmeter on other gases than air was verified using mass controllers (0–100 NmL/min, MC Series, Alicat, Tucson, USA) calibrated for pure methane and for pure carbon dioxide. The data showed a repeatability of ± 0.5% rel. and an accuracy of ± 1% rel. in the flow rate range 50 to 100 ml/min. For the other tests, the LFE flowmeter (from Alicat) was always set on methane.

**Experimental set-up.** The two flowmeters were connected in series to the gas cylinders as shown in Fig. 1. A tee-connection was placed after the cylinders. Part of the flow from the cylinders went to the flowmeters and parallelly the gas from the cylinders was analysed with the GC/TCD using the analytical method described in the section ‘Preparation of gaseous mixtures’. The results of the gas composition measurements are given in Table 1 together with the measurement uncertainties for each component. The LFE flowmeter was pre-set on methane at different flow rate setpoints (between 25 and 100 NmL/min). The flow rate was measured in mL/min for the 14 different gas mixtures simultaneously with the reference flowmeter and the LFE flowmeter. The pressure through the set-up was measured by the LFE flowmeter (1002–1018 mbar). Each flow rate reported in the results is the mean of five consecutive readings within 5 min. The standard deviation observed for these readings was calculating to be less than 0.7% rel. at all flow rates tested. This low standard deviation is attributed to the fact that the LFE acts efficiently as a flow regulator and as long as the pressure of the gas is high enough, the flow rate is very stable.

**Calculations.** For the three models that require as input data the absolute viscosity at 25°C and 1013 mbar, the following values were taken from NIST (National Institute of Standards and Technology) database: Methane, 110.76, carbon dioxide, 149.32, nitrogen, 178.05, oxygen, 205.50, ethane, 93.54, propane, 81.46, hydrogen 89.15, carbon monoxide, 176.49 and hydrogen sulphide, 123.87 μPoise. All the calculations were performed at a temperature of 25°C and a pressure of 1013 mbar. As a comparison, the viscosities at 25°C for pure methane and pure carbon dioxide were also calculated with the Chung and Lucas models. All the other input data were taken from NIST databases (REFPROP 10 data where available). The results are shown in Table 3.

The calculated viscosities obtained for the 14 gaseous mixtures with the five different models were then used to correct the reading on the LFE (Eq. (13) to account for the discrepancy due to the fact that the gas passing...
through the LFE was not pure methane but a mixture containing different volume fractions of up to nine components.

\[ F = \frac{100}{\eta_m - \eta_{CH_4}} \]  

(12)

where \( \eta_m \) is the calculated viscosity of the gas mixture and \( \eta \) the viscosity of pure methane.

**Results and discussions**

**Viscosities of the gas mixtures with the different models.** Using the five selected models, the viscosity of the 14 gas mixtures prepared in this study were calculated at 25 °C and 1013 mbar. The results are shown in Table 4.

| Absolute viscosity (25 °C) | Chung | Lucas | Reichenberg | Carr | Wilke |
|---------------------------|-------|-------|-------------|------|-------|
| CH₄                       | 111.46| 110.06| 110.76      | 110.06| 110.76|
| CO₂                       | 147.74| 158.91| 149.32      | 150.91| 149.32|

Table 3. Calculated viscosity values for pure methane and pure carbon dioxide according to Chung, Lucas, compared to the viscosity from 20.
These results are also presented as Figures. Figure 2 shows the viscosity values obtained for the 10 binary CH$_4$/CO$_2$ mixtures (compositions in Table 1). The models gave rise to two distinct sets of viscosity values: Reichenberg, Carr and Chung on one hand (lower values) and Wilke and Lucas on the other hand (higher values). The highest relative standard deviations were found when comparing Wilke and Chung models for mixture 5 (3.5%), mixtures 4 and 6 (3.3%). All relative standard deviations are below 3%. The results indicated that all models showed a good agreement.

Figure 3 shows the viscosity values obtained for the four multi-component mixtures (compositions in Table 2). Chung consistently gave the lowest viscosity values and Lucas the highest when comparing the five different models. The relative standard deviations when comparing Lucas and Chung models for these four mixtures were 2.9, 2.8, 2.4 and 2.3% respectively, clearly indicating a good agreement between all the models.

Comparison with the reference flowmeter. Binary mixtures. The relative bias between the corrected LFE flow rate and the flow rate given by the reference flowmeter was calculated for all models at each setpoints. The data points were totally 50 for the binary mixtures; 10 values (for mixtures 1–10) at each of the five setpoints; 25, 40, 50, 60 and 70 NmL/min and 16 for the multi-component mixtures; four values for each at four setpoints (50, 70, 80 and 100 NmL/min). By comparing the biases, the models which best fit the values measured with the reference flowmeter can be determined. Positive biases indicate that the corrected flow rate measured by the LFE is overestimated compared to the flow rate given with the reference flowmeter and negative biases indicate that the flow rate measured by the LFE is underestimated compared to the flow rate measured with the reference flowmeter. The relative biases between the corrected flow rate measured with the LFE flowmeter and the reference flow rate are presented on Fig. 4 for the binary mixtures:

Large relative biases were observed for the setpoint 25 NmL/min with all models. However, the corresponding absolute biases are in the same order of magnitude than the absolute biases obtained at the higher flow rates. Due to the large absolute biases obtained at this flow rate, it is not recommended to work at this flow rate. For the discussion below, these 10 values have not been considered as this flow rate is actually lower than the flow rate range recommended for sampling biogas and biomethane on sorbent tubes.

The Reichenberg and Carr models gave rise to the smallest biases (30 positive and 10 negative) with no biases above 3% rel. A maximal deviation of 2.92% rel. was obtained for mixture 8 at the setpoint 40 NmL/min with the Reichenberg model and a maximal bias of 2.95% rel. was obtained for mixture 6 at the setpoint 40 NmL/min with the Carr model. Lucas model gave rise to a maximal bias of − 3.51% rel. that was obtained for mixture 5 at the setpoint 40 NmL/min, and totally four values with a bias above 3% rel. were obtained. All of the biases were negative. Chung model gave rise to a maximal bias of 3.81% (setpoint 40 NmL/min, mixture 8) and totally four values with a bias above 3% were observed. Most biases were positive (32 out of 40). Wilke model gave rise to a maximal bias of − 3.75% that was obtained for mixture 5 at the setpoint 50 NmL/min, and totally six values (at different setpoints) with a bias above 3%rel. were obtained. All the biases were negative.

Globally, these results tend to indicate that Carr, Reichenberg and Chung models lead an overestimation of the flow rate except for the mixtures containing high amount fractions of methane (mixtures 1 and 2). On the opposite, Wilke and Lucas models tend to underestimate the flow rate. The results are also presented in Table 5.

Multi-component mixtures. The relative biases between the corrected flow rate measured with the LFE flowmeter and the reference flow rate for the multi-component mixtures are presented on Fig. 5:

The results show that Lucas and Carr models clearly gave rise to the smallest biases. The Lucas model resulted in as many positive as negative biases with a maximal bias of − 2.10% which was obtained for mixture 11 at the setpoint 80 NmL/min. The Carr model resulted in 15 negative biases with a maximal bias of 2.44% which was
Figure 4. Biases between the flow rate measured with the LFE flowmeter corrected for the viscosity and the reference flow rate for the binary mixtures with the five different models: Carr, Wilke, Reichenberg, Chung and Lucas in this order.
obtained twice; for the mixture 12 at the setpoints 50 and 70 NmL/min. With the Reichenberg and the Wilke models, the maximal bias was 5.05% which was obtained twice; for the mixture 12 at the setpoints 50 and 70 NmL/min. All the biases were positive, which indicated that these models overestimated the flow rate. With the Chung model, the maximal bias was 5.63% also obtained for the mixture 12. Again, all the biases were positive, which indicated that the model also overestimated the flow rate.

**Conclusions**

The study presents a method to correct flow rates measured with a LFE flowmeter pre-set on methane while used for gas mixtures of unknown composition at the time of the measurement. The method has several different possible applications inclusive for the sampling of biogas and biomethane onto sorbent tubes for conformity assessment. During the sampling of gases such as biomethane or biogas, the exact composition of the gas is often not known at the time of the sampling. The method proposed here implies to pre-set the LFE flowmeter on methane and to correct the value using a factor based on the later-determined viscosity of the gas once the composition has been precisely obtained.

In this study, five different models (Reichenberg, Wilke, Chung, Lucas and Carr) were evaluated to calculate the viscosity for binary mixtures of methane and carbon dioxide and for multi-component gases containing up to nine components commonly found in biogases. The method has been applied for flow rates ranging from 40 to 100 NmL/min.

The results of these evaluations showed that the factor using the viscosity of the mixtures calculated with the models of Reichenberg and Carr showed the smallest biases for binary mixtures. For multi-component mixtures, the best results were obtained when using the models of Lucas and Carr. It is worth noticing that the Carr model is the simplest of all the models used in this study as it only requires for each component i of the mixture, the mole fraction (yi), the viscosity (ηi) and the molecular mass Mi and is calculated from the momentum-weighted sum of the partial viscosities for each component i.

Standard ISO16723-2 has yet no information or requirement regarding measurement uncertainties for the methods used to assess conformity assessment for all the parameters listed in the standard. The relative bias on the volume sampled with the method proposed here for the sampling of biogas and biomethane onto sorbent
|                              | Carr | Wilke | Reichenberg | Chung | Lucas |
|------------------------------|------|-------|-------------|-------|-------|
| Positive biases              | 30   | 0     | 30          | 32    | 0     |
| Negative biases              | 10   | 40    | 10          | 8     | 40    |
| Number of Biases > 1%        | 0    | 6     | 0           | 4     | 4     |
| n Biases between H1 and H2   | 6    | 23    | 6           | 16    | 13    |
| n Biases between H1 and H3   | 20   | 8     | 20          | 14    | 21    |
| n Biases between H2 and H3   | 14   | 3     | 14          | 6     | 2     |

Table 5. - Biases between the flow rate corrected for the viscosity with the five selected models and the flow rate measured with the reference flowmeter.

Figure 5. - Biases between the flow rate measured with the LFE flowmeter corrected for the viscosity and the reference flow rate for the multi-component mixtures.
tubes has to be taken into account and will impact the total measurement uncertainties of the method which includes the uncertainty due to the sampling as well as the uncertainty due to the analytical method.

Received: 12 October 2020; Accepted: 31 December 2020
Published online: 18 January 2021

References

1. Shen, M., Zhang, Y., Hu, D., Fan, J. & Zeng, G. A Review on removal of siloxanes from biogas: with a special focus on volatile methylsiloxanes. *Environ. Sci. Pollut. Res* 25, 30847–30862. https://doi.org/10.1007/s11356-018-3000-4 (2018).
2. A. Wellinger, J. & Murphy, D. *The biogas handbook*, Science, Production and applications, IEA Bioenergy (Baxter, Woodhead publishing, Oxford, UK, 2013)
3. ISO16723-1:2016, Natural gas and biomethane for use in transport and biomethane for injection in the natural gas network—Part 1: Specifications for biomethane for injection in the natural gas network, Standard, International Organization for Standardization, Geneva, CH, 2016.
4. ISO16723-2:2017, Natural gas and biomethane for use in transport and biomethane for injection in the natural gas network—Part 2: Automotive fuels specification, Standard, International Organization for Standardization, Geneva, CH, 2017
5. Arrhenius, K. et al. Hydrogen purity analysis: suitability of sorbent tubes for trapping hydrocarbons, halogenated hydrocarbons and sulphur compounds. *Appl. Sci.* 10, 120. https://doi.org/10.3390/app10010120 (2020).
6. Arrhenius, K. et al. Suitability of vessels and adsorbents for the short-term storage of biogas/biomethane for the determination of impurities: siloxanes, sulfur compounds, halogenated hydrocarbons, BTEX. *Biomass Bioenergy* 105, 127–135. https://doi.org/10.1016/j.biombioe.2017.06.025 (2017).
7. ISO16017-1:2000. Indoor, ambient and workplace air-sampling and analysis of volatile organic compounds by sorbent tube/thermal desorption/capillary gas chromatography—Part 1: Pumped sampling, Standard, International Organization for Standardization, Geneva, CH, 2017
8. Arrhenius, K., Fischer, A. & Büker, O. Methods for sampling biogas and biomethane on adsorbent tubes after collection in gas bags. *Appl. Sci.* 9, 1171. https://doi.org/10.3390/app9061171 (2019).
9. Reid, R. C., Prausnitz, J. M. & Sherwood, T. K. *The Properties of Gases and Liquids* 3rd edn. (McGraw Hill, New York, 1977).
10. Viswanath, D. S. & Natarajan, G. *Data Book on the Viscosity of Liquids* (Hemisphere Publishing, New York, 1989).
11. Monnery, W. D., Svrcek, W. Y. & Mehrotra, A. K. Viscosity: a critical review of practical predictive and correlative methods. *Can. J. Chem. Eng.* 73, 1. https://doi.org/10.1002/cjce.5450730103 (1995).
12. Carr, N. L., Kobayashi, R. & Burrows, D. B. Viscosity of hydrocarbon gases under pressure. *J. Pet. Technol.* 6(10), 47. https://doi.org/10.2118/297-G (1954).
13. Wilke, C. R. A viscosity equation for gas mixtures. *J. Chem. Phys.* 18, 517. https://doi.org/10.1063/1.1747673 (1950).
14. Reichenberg, D. *The viscosity of Gas Mixtures at Moderate Pressures*, NPL report vol. 29, National Physical Laboratory (Division of Chemical Standards, Teddington England, 1974)
15. Reichenberg, D. New Simple methods for estimation of viscosities of gas mixtures at moderate pressures, NPL Report 53 (Teddington, UK, 1977).
16. Chung, T. H., Aijan, M., Lloyd, I. L. & Starling, K. E. Generalized multiparameter correlation for nonpolar and polar fluid transport properties. Ind. Eng. Chem. Res. 27(4), 671. https://doi.org/10.1021/ie00076a024 (1988).
17. Neufeld, P. D., Janzen, A. R. & Aziz, R. A. Empirical equations to calculate 16 of the transport collision integrals \( \Omega (l, s) \) for the Lennard-Jones (12–6) potential. J. Chem Phys. 57(3), 1100. https://doi.org/10.1063/1.1678363 (1972).
18. Lucas, K. Review of Present Status of transport properties prediction, Phase Equilibria and Fluid Properties in, Chemical Industry, (DEHEMA, Frankfurt, Germany, 1980).
19. Lucas, K., VDI Wärmeatlas, Abschnitt DA: Berechnungsmethoden für Stoffeigenschaften, Düsseldorf, ...Deutscher Ingenieure (Dusseldorf, Germany 1984).
20. Lemmon, E. W., Bell, I. H., Huber, M. L. & McLinden, M. O. NIST Standard Reference Database 23: Reference Fluid Thermo-dynamic and Transport Properties-REFPROP, Version 10.0, National Institute of Standards and Technology, 2018. https://doi.org/10.18434/T4J53C.

Author contributions
K.A. wrote the main manuscript, O.B. reviewed the manuscript, K.A. did the experiments, O.B. did the calculations, K.A. prepared the Figures and the Tables.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to K.A.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021