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Antagonistic in-plane resistivity anisotropies from competing fluctuations in underdoped cuprates
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One of the prime manifestations of an anisotropic electronic state in underdoped cuprates is the in-plane resistivity anisotropy $\Delta \rho \equiv (\rho_a - \rho_b) / \rho_0$. Here we use a Boltzmann-equation approach to compute the contribution to $\Delta \rho$ arising from scattering by anisotropic charge and spin fluctuations, which have been recently observed experimentally. While the anisotropy in the charge fluctuations is manifested in the correlation length, the anisotropy in the spin fluctuations emerges only in the structure factor. As a result, we find that spin fluctuations favor $\Delta \rho > 0$, whereas charge fluctuations promote $\Delta \rho < 0$, which are both consistent with the doping dependence of $\Delta \rho$ observed in YBa$_2$Cu$_3$O$_7$. We also discuss the role played by CuO chains in these materials, and propose transport experiments in strained HgBa$_2$CuO$_4$ and Nd$_2$CuO$_4$ to probe directly the different resistivity anisotropy regimes.

The existence of a sizable in-plane electronic anisotropy in different families of underdoped cuprates has been established by a variety of experimental probes, such as transport measurements [1–3], x-ray [4, 5] and neutron scattering [6, 7], and scanning tunneling microscopy [8]. Consonant with the proposal of electronic nematic order [9–12], in which the point group symmetry of the system is lowered spontaneously by electronic degrees of freedom, these experiments provide invaluable information for the hotly debated topic of whether any symmetries are broken in the pseudogap phase [13, 14]. To elucidate the relevance of these anisotropic properties to the phase diagram of the cuprates, it is fundamental to establish their microscopic origin. In this regard, a useful benchmark for theorethical proposals is the in-plane resistivity anisotropy $\Delta \rho \equiv (\rho_a - \rho_b) / \rho_0$, which was measured in the seminal work [1] across the phase diagram of YBa$_2$Cu$_3$O$_7$ (YBCO). The moderate values of the resistivity anisotropy that were observed experimentally, $\Delta \rho \lesssim 1.5$, are difficult to reconcile with a scenario in which metallic static stripes [15, 16] order in an insulating background. Instead, they seem to be more compatible with fluctuations that break the tetragonal symmetry of the system [10, 17].

Interestingly, neutron and x-ray measurements in underdoped YBCO have unveiled the onset of anisotropic charge and spin fluctuations at temperatures comparable to those marking the onset of $\Delta \rho$. Refs. [6, 7] found that the dynamic spin susceptibility $\chi_S(\mathbf{q}, \omega)$ in the vicinity of the magnetic ordering vector $Q_S = (\pi, \pi)$ becomes strongly anisotropic as temperature is lowered, eventually giving rise to incommensurate peaks along the $a$ direction only, and to long-range spin-density wave (SDW) order at low temperatures. More recently, it was reported that the charge susceptibility $\chi_C(\mathbf{q}, \omega)$ is also anisotropic, with fluctuations peaked at the ordering vector $Q_{CB} = Q_C \hat{b}$ stronger than the fluctuations peaked at the 90°-rotated ordering vector $Q_{Ca} = Q_C \hat{a}$ [4, 5, 18, 19]. At high magnetic fields, superconductivity is destroyed and these fluctuations are believed to give rise to charge-density wave (CDW) order [20, 21]. Interestingly, the SDW and CDW fluctuations seem anti-correlated in the phase diagram of YBCO [4, 19] (see Fig. 1): while the anisotropic spin fluctuations dominate the hole-doping concentration range $0.05 \lesssim p \lesssim 0.08$, the anisotropic charge fluctuations are observed predominantly in the $0.09 \lesssim p \lesssim 0.13$ range.

In this paper, we calculate the resistivity anisotropy due to the scattering by the anisotropic charge and spin fluctuations observed in Refs. [4–6] and compare it qualitatively with the resistivity anisotropy measurements of Ref. [1]. Because our focus is on the sign of $\Delta \rho \equiv (\rho_a - \rho_b) / \rho_0$ and on its dependence on the charge and spin correlation lengths $\xi_C$ and $\xi_S$, respectively, we employ a Boltzmann equation approach. We find that while scattering by charge fluctuations yields $\Delta \rho < 0$ and $|\Delta \rho| \propto \xi_C^2$, scattering by spin fluctuations gives $\Delta \rho > 0$ and $|\Delta \rho| \propto \ln \xi_S$. These different behaviors arise from the fact that the former is governed by the Fermi velocity at the CDW hot spots, whereas the latter is sensitive to the curvature of the Fermi surface near the SDW hot spots. We discuss the key role played by the CuO chains present in YBCO, which act effectively as a conjugate field to the nematic order parameter, selecting the experimentally-observed fluctuation anisotropies. Our findings are consistent with the resistivity anisotropy measurements in YBCO, and in particular with the doping dependence of $\Delta \rho$ in the range $0.05 \lesssim p \lesssim 0.15$.

Our focus here is not on the mechanism responsible for the anisotropic CDW and SDW fluctuations – in fact, several models for nematicity in the cuprates have been proposed [9, 22–30]. Instead, we assume spontaneous nematic order and adopt a phenomenological approach in which the low-energy properties of the CDW and SDW susceptibilities are extracted from the scattering experiments [4–6]. Following previous works [29, 31–34], we consider the CDW ordering vectors $Q_{C,i}$ that connect the magnetic hot spots of the Fermi surface [35], according to Fig. 2. We note however that small changes in the positions of the CDW hot spots do not affect our conclu-
sions. Because \( \mathbf{Q}_{C,i} \) and \( \mathbf{Q}_S \) connect states at the Fermi level, the CDW and SDW dynamics are dominated by Landau damping, i.e. \( \chi^{-1}_C(q,\omega) = \chi^{-1}_C(q) - i\omega/\Gamma_C \) and \( \alpha = C,S \), with \( \Gamma_C/S \propto v_F Q_C/S \), where \( v_F \) is the Fermi velocity. The anisotropy of the fluctuations is manifested in their static components, which, according to the experimental observations, can be modeled as:

\[
\chi^{-1}_C(q + \mathbf{Q}_{C,i}) = \xi_C^{-2} (1 \pm \eta_C) + q^2 \\
\chi_S^{-1}(q + \mathbf{Q}_S) = \xi_S^{-2} + (1 + \eta_S) q_x^2 + (1 - \eta_S) q_y^2
\]

where the upper (lower) sign in the first equation refers to \( i = a \) (\( i = b \)). Hereafter, \( \mathbf{x} \parallel \mathbf{a}, \mathbf{y} \parallel \mathbf{b}, \) and all lengths are measured in units of the lattice constant. Fig. 2 displays the contour plots of the susceptibilities, highlighting their anisotropic features: while the anisotropy of the CDW fluctuations is manifested as different correlation lengths \([29, 36, 37]\), the anisotropic fluctuations persist to higher temperatures. Charge-density wave (CDW) fluctuations, with no long-range order, are observed near the \( p = 0.125 \) concentration, where superconductivity (SC) is suppressed.

\[
\eta = \frac{\Delta - \rho}{\Delta + \rho} \sim \frac{\eta_S}{1 + \eta_C}, \text{ for } \eta_S < 0 \text{ and } \eta_C > 0,
\]

where the functional \( F_0 \) depends only on even powers of \( \eta^2_{S,C} \) and \( \eta_S \eta_C \). In tetragonal cuprates such as \( \text{HgBa}_2\text{CuO}_4 \) and \( \text{Nd}_2\text{CuO}_4 \) the symmetry-breaking field needs to be externally applied in the form of uniaxial strain. However, in detwinned YBCO, the presence of unidirectional CuO chains makes it orthorhombic, with the \( b \) direction parallel to the CuO chains \([38, 39]\). Thus, the small orthorhombic distortion acts effectively as an external field that selects one type of domain \([40]\).

To verify whether this picture correctly captures the signs of \( \eta_S \) and \( \eta_C \) observed experimentally in YBCO, namely \( \eta_S < 0 \) and \( \eta_C > 0 \), we computed the signs of the effective fields \( \eta_{S,C} \) generated by the coupling between the CuO chains and the CuOx planes via evaluation of the non-interacting polarization bubble \( \Pi(q,\omega) \) for a tight-binding model containing the chains and the planes \([38, 39]\) [see supplementary material\([41]\)]. Because the contribution of the chains to the susceptibilities (1) is given by \( \chi^{-1}_C(q) - \chi^{-1}_C(q) = -\Pi(q) \), where \( \chi \) is the susceptibility in the presence of the conjugate fields induced by the chains, it is straightforward to extract the

FIG. 1. Schematic phase diagram of the underdoped cuprates. Long-range incommensurate metallic spin-density wave (SDW) order sets in at low temperatures, next to the Mott insulating anti-ferromagnetic (AFM) phase, but its anisotropic fluctuations persist to higher temperatures. Charge-density wave (CDW) fluctuations, with no long-range order, are observed near the \( p = 0.125 \) concentration, where superconductivity (SC) is suppressed.

FIG. 2. (upper panel) Schematic representation of the scattering by charge and spin fluctuations. The red dots are the magnetic hot spots. Here, \( \mathbf{Q}_{C,a(b)} = \mathbf{Q}_C \mathbf{a} \mathbf{b} \) and \( \mathbf{Q}_S = (\pi,\pi) \) correspond to the CDW/SDW ordering vectors, and \( \xi_{C,S} \) to the CDW/SDW correlation lengths. (lower panel) Contour plots of the CDW and SDW susceptibilities given by Eq. (1) across the first Brillouin zone, with \( \eta_S < 0 \) and \( \eta_C > 0 \), in accordance to experiments in YBCO.
fields $h_{C,S}$. In Fig. 3 we plot $\Pi(\mathbf{q})$ across the first Brillouin zone, and present in the inset cuts along the high-symmetry directions $(q_x,0)$, $(0,q_y)$, $(\pi + q_x,\pi)$ and $(\pi,\pi)$.

First, we note that the peaks along the $90^\circ$-related cuts $\Pi(q_x,0)$ and $\Pi(0,q_y)$ are different, with the peak along the $q_y$ axis (parallel to $b$) stronger, which corresponds to a larger correlation length around the $Q_{C,b}$ ordering vector, $\xi_{C,b} > \xi_{C,a}$. Therefore, the effect of the chains can be recast in terms of a positive conjugate field $h_{C} > 0$ that selects the $\eta_C > 0$ domain, in agreement with the x-ray observations in YBCO [4, 5]. Meanwhile, a cut along the $a$ and $b$ axes centered at the $Q_S = (\pi,\pi)$ ordering vector gives $\Pi(\pi + q_x,\pi) - \Pi(\pi,\pi) = -\alpha_x q_x^2$ and $\Pi(\pi,\pi + q_y) - \Pi(\pi,\pi) = -\alpha_y q_y^2$, with $\alpha_x < \alpha_y$. Thus, comparison with Eqs. (1) reveals that the chains act as a negative conjugate field $h_S < 0$, which selects the $\eta_S < 0$ domain, as also observed experimentally in YBCO via neutron scattering [6, 7]. Note that, as pointed out in Ref. [1], even though the chains contribute to $\Delta \rho$, they cannot alone explain the resistivity anisotropy behavior, since $\Delta \rho$ has a non-monotonic variation as doping decreases, whereas the degree of chain order decreases continuously with decreasing $p$.

Having established the form of the anisotropic SDW and CDW susceptibilities, we now compute the resistivity anisotropy arising from the scattering of electrons by these fluctuations. Because we focus on the sign of $\Delta \rho$ for small $\eta_{C,S}$, it is appropriate to employ a semi-classical Boltzmann approach [42–44], since the smallness of $\eta_{C,S}$ allows for a perturbative treatment of the collision kernels, even if the SDW and CDW coupling constants are not necessarily small. Furthermore, the observations of quantum oscillations [2], of a $T^2$ behavior in the resistivity [45], of the validity of Kohler’s rule [46], and of a $\omega^2$ behavior in the ac conductivity [47] suggest that quasiparticles are well-defined in the doping range of interest. We emphasize that our focus is in the underdoped regime where $\xi_{S,C}$ remains finite, and the system is near a finite-temperature nematic phase transition. Near a putative nematic quantum critical point, the quasi-particle concept is compromised, and other approaches may be more appropriate [48–50].

Besides the inelastic scattering by CDW and SDW fluctuations, electrons are also scattered elastically by impurities (see also Refs. [51, 52]). Here, we consider the limit where the impurity potential provides the dominant scattering mechanism, which is always true at low enough temperatures. Alternatively, similar results can be obtained in the limit where scattering by isotropic fluctuations is dominant. We avoid the extremely low-temperature regime, where weak-localization and Fermi-velocity renormalization effects may be important. In the impurity-dominated regime [42, 43], the solution of the Boltzmann equation yields the resistivity anisotropy (see supplementary material):

$$\rho_a - \rho_b = \rho_0 \sum_\alpha \frac{I_{\text{fluct}}^\alpha[h_{x}/\tau] - I_{\text{fluct}}^\alpha[h_{y}/\tau]}{I_{\text{imp}}[h/\tau]}$$

with the collision integrals:

$$I[h_j] = \frac{1}{2\hbar} \int_{\mathbf{p},\mathbf{p}'} \mathcal{K} (\mathbf{p},\mathbf{p'}) (h_j (\mathbf{p}) - h_j (\mathbf{p}'))^2$$

and the kernels:

$$\mathcal{K}_{\text{imp}} (\mathbf{p},\mathbf{p'}) = \frac{g_0^2}{\beta} \delta (\varepsilon_p - \mu) \delta (\varepsilon_p - \varepsilon_{p'})$$

$$\mathcal{K}_{\text{fluct}} (\mathbf{p},\mathbf{p'}) = \frac{g_0^2}{8} \sinh \left[ \frac{\beta}{2} (\varepsilon_{p'} - \varepsilon_p) \right]^{-1} \Im \chi_0 (\mathbf{p},\mathbf{p'})$$

Here, $\alpha = C_a, C_b, S$ refers to the CDW fluctuations around the ordering vectors $Q_{C,a/b}$ and to the SDW fluctuations around $Q_S$, $h_j = \frac{\pi e_0}{\hbar} \frac{\partial}{\partial k} \varepsilon_i$, with $i = x, y$, denotes the deviation of the electronic distribution function $n_F$ from the equilibrium Fermi-Dirac distribution $n^0_F$ in the presence of an electric field $\mathbf{E}$, $n_F = n^0_F - \beta^{-1} (\partial, n^0_F) \hbar \mathbf{E}$, $\tau^{-1} = \frac{g_0^2}{\pi \hbar e F}$ is the impurity scattering rate and $\rho_0 = \frac{\hbar^2}{e^2 \kappa_F e^2 (\nu_\parallel)}$ is the impurity-induced residual resistivity. The electronic dispersion is denoted by $\varepsilon_p$, the CDW and SDW susceptibilities $\chi_\alpha$ are given by Eq. (1) and $g_0, g_\alpha$ denote the scattering amplitudes for impurities and fluctuations, respectively.
average distance between thermally induced fluctuations on the Fermi velocity at the hot spots. Introducing the relation length we find that the anisotropy depends only Eq. (1), because the anisotropy is manifested in the susceptibility η in YBCO, since χ is the largest. For the CDW fluctuations, Eq. (1), because the anisotropy is manifested in the correlation length we find that the anisotropy depends only on the Fermi velocity at the hot spots. Introducing the average distance between thermally induced fluctuations ξ = \sqrt{\frac{3\pi^2a^2}{2\pi}}, we obtain in the low-temperature limit ξT ≫ ξC ≫ 1 the leading-order expression:

\[
\left(\frac{\rho_a - \rho_b}{\rho_0}\right)_C \approx \left(\frac{g_C^2 \xi_s^2}{\eta_0^2 \beta_0^2 \chi_{0,0} \xi_C^2}\right) C_C \eta_C \tag{7}
\]

where χ_{0,0} is the CDW energy scale and C_C < 0 is a dimensionless positive constant that depends only on the Fermi velocity at the CDW hot spots. Therefore, in YBCO, since η_C > 0, scattering by charge fluctuations favor ρ_a < ρ_b. This can be understood in the following way: since η_C > 0, fluctuations are stronger around the Q_{C,b} CDW ordering vector, i.e. ξ_{C,b} > ξ_{C,a}. As shown in Fig. 2, at the hot spots connected by Q_{C,b}, the Fermi velocity is almost parallel to the b axis. Thus, electrons moving along the b direction experience enhanced scattering compared to the electrons moving along a, causing ρ_a < ρ_b. This argument makes it clear that small deviations in the value of Q_C do not change the result.

As for the SDW fluctuations, the anisotropy does not arise from the ordering vector Q_S = (π, π), which is isotropic, but from the form factor. As a result, defining again ξ_T = \sqrt{\frac{3\pi^2a^2}{2\pi}} and focusing in the regime ξ_T ≫ ξ_S ≫ 1, we obtain:

\[
\left(\frac{\rho_a - \rho_b}{\rho_0}\right)_S \approx \left(\frac{g_S^2 \ln \xi_S}{\eta_0^2 \beta_0^2 \chi_{0,0} \xi_S^2}\right) C_S \eta_S \tag{8}
\]

In contrast to the CDW case, the dimensionless prefactor C_S depends on the curvature of the Fermi surface and on the derivatives of the Fermi velocity near the hot spots. As a result, C_S may depend on additional details of the Fermi surface, as compared to C_C. We computed it using two different sets of tight-binding parameters [33, 39] and different values of the chemical potential, finding that in general C_S < 0. Consequently, since η_S < 0 in YBCO, scattering by SDW fluctuations yields ρ_a > ρ_b. This can be understood as a consequence of the fact that the SDW fluctuations stiffness is smaller along the a axis, since η_S < 0 in Eq. (1), which enhances the scattering along this direction. Note that, because long-range SDW order is present while long-range CDW order is absent in the underdoped phase diagram, ξ_S can become very large whereas ξ_C remains bounded.

We now contrast our results to the experimental measurements of Δρ ≡ (ρ_a - ρ_b) / ρ_0 [1]. In YBCO, the CuO chains, parallel to the b axis, give an intrinsic contribution to the resistivity anisotropy, Δρ_{chain} > 0 (see dashed line in Fig. 4). Thus, the contribution from the CDW/SDW fluctuations add to or subtract from this intrinsic background. As shown in the inset of Fig. 4, anisotropic SDW and CDW fluctuations compete and dominate different regions of the underdoped phase diagram. Starting at p ≈ 0.05 and increasing p, the anisotropic SDW fluctuations with η_S < 0 are suppressed as the corresponding transition line disappears near p ≈ 0.08 [4, 5]. According to our results, Δρ should be positive and should decrease as p increases and ξ_S is suppressed, as shown by the arrow in Fig. 4. This behavior is indeed observed experimentally [1]. CDW fluctuations emerge at p ≈ 0.09 – initially they are anisotropic, with η_C > 0, but as p ≈ 0.13 is approached they become isotropic [5], with η_C → 0. In this regime, we find that the anisotropic CDW fluctuations give Δρ < 0. Experimentally, the measured Δρ remains positive in this region, but is the smallest in the phase diagram [1], which could be understood as a consequence of Δρ < 0 appearing on the intrinsic Δρ_{chain} > 0 background. To shed light on this issue and disentangle the chains contribution, it would be desirable to perform transport measurements in tetragonal compounds such as HgBa_2CuO_4 and Nd_2CuO_4, where CDW fluctuations have also been reported [53, 54]. In this case, application of uniaxial strain [55, 56] would be necessary to select a single ne-matic domain. Note that for very underdoped YBCO samples, long-range SDW order sets in at very low temperatures [7], giving rise to an anisotropic reconstructed Fermi surface, which promote a non-zero Δρ even in the absence of inelastic scattering at T = 0.
In summary, we have shown that the anisotropic charge and spin fluctuations present in YBCO give antagonistic contributions to the resistivity anisotropy in underdoped cuprates. While the SDW fluctuations provide a plausible explanation for the resistivity anisotropy observed experimentally, the contribution of CDW fluctuations seems to be nearly cancelled by the contribution coming from the CuO chains. An open issue is how these anisotropic fluctuations affect other anisotropic transport quantities, such as the thermopower and the Nernst anisotropic fluctuations affecting other anisotropic transport routes to disentangle the contributions from spin and charge degrees of freedom to the formation of the nematic state observed in underdoped cuprates.
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