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Abstract

BERT is inefficient for sentence-pair tasks such as clustering or semantic search as it needs to evaluate combinatorially many sentence pairs which is very time-consuming. Sentence BERT (SBERT) attempted to solve this challenge by learning semantically meaningful representations of single sentences, such that similarity comparison can be easily accessed. However, SBERT is trained on corpus with high-quality labeled sentence pairs, which limits its application to tasks where labeled data is extremely scarce. In this paper, we propose a lightweight extension on top of BERT and a novel self-supervised learning objective based on mutual information maximization strategies to derive meaningful sentence embeddings in an unsupervised manner. Unlike SBERT, our method is not restricted by the availability of labeled data, such that it can be applied on different domain-specific corpus. Experimental results show that the proposed method significantly outperforms other unsupervised sentence embedding baselines on common semantic textual similarity (STS) tasks and downstream supervised tasks. It also outperforms SBERT in a setting where in-domain labeled data is not available, and achieves performance competitive with supervised methods on various tasks.

1 Introduction

BERT-based pretrained language models (Devlin et al.; Liu et al., 2019) have set new state-of-the-art performance on various downstream NLP tasks. However, they are inefficient for sentence-pair regression tasks such as clustering or semantic search because they need to evaluate combinatorially many sentence pairs during inference, which will result in a massive computational overhead.

For example, finding the most similar pair in a collection of 10k sentences requires about 50 million \((\binom{10^4}{2})\) inference computations with BERT, which requires about 65 hours on a V100 GPU (Reimers and Gurevych, 2019).

Much previous work attempted to address this problem by learning semantically meaningful representations for each sentence, such that similarity measures like cosine distance can be easily evaluated for sentence-pair regression tasks. The straightforward way to derive a fixed-size sentence embedding from BERT-based models is to average the token representations at the last layer or using the output of the [CLS] token. Reimers and Gurevych (2019) showed that both approaches yield rather unsatisfactory sentence embeddings. They proposed a model, Sentence-BERT (SBERT), to further fine-tune BERT on natural language inference (NLI) tasks with labeled sentence pairs and achieved state-of-the-art performance on many semantic textual similarity tasks. However, such improvements are induced by high-quality supervision, and we find that their performance is degraded where labeled data of the target task is extremely scarce or the distribution of test set differs significantly from the NLI dataset used for training.

Learning sentence representations in an unsupervised manner is a critical step to work with unlabeled or partially labeled dataset to address the aforementioned challenge (Kiros et al., 2015; Gan et al., 2017; Hill et al., 2016; Pagliardini et al., 2017). A common approach for unsupervised sentence representation learning is to leverage on self-supervision with large unlabeled corpus. For example, early methods explored various auto-encoders for sentence embedding (Socher et al., 2011; Hill et al., 2016). Recent work such as skip-thought (Kiros et al., 2015) and FastSent (Hill et al., 2016) assumed that a sentence is likely to have similar semantics to its context, and designed self-supervised
objectives that encourage models to learn sentence representations by predicting contextual information. However, the performance of these models is far behind that of supervised learning ones on many tasks, which unveils an urgent need of better unsupervised sentence embedding methods.

In this work, we propose a novel unsupervised sentence embedding model with light-weight feature extractor on top of BERT for sentence encoding, and train it with a novel self-supervised learning objective. Our model is not restricted by the availability of labeled data and can be applied to any domain of interest. Instead of simply averaging BERT token embeddings, we use convolutional neural network (CNN) layers with mean-over-time pooling that transform BERT token embeddings to a global sentence embedding (Kim, 2014). Moreover, we propose a novel self-supervised learning objective that maximises the mutual information (MI) between the global sentence embedding and all its local contexts embeddings, inspired by recent advances on unsupervised representation learning for images and graphs (Hjelm et al., 2019; Velickovic et al., 2019). Our model is named InfoSentence BERT (IS-BERT). In IS-BERT, the representation of a specific sentence is encouraged to encode all aspects of its local context information, using local contexts derived from other input sentences as negative examples for contrastive learning. This learning procedure encourages the encoder to capture the unique information that is shared across all local segments of the specific input sentence while different from other inputs, leading to more expressive and semantically meaningful sentence embeddings.

We evaluate our method on two groups of tasks – Semantic Textual Similarity (STS) and SentEval (Conneau and Kiela, 2018). Empirical results show that IS-BERT significantly outperforms other unsupervised baselines on STS and SentEval tasks. In addition, we show that IS-BERT substantially outperforms SBERT in a setting where task-specific labeled data is not available. This demonstrates that IS-BERT has the flexibility to be applied to new domains without label restriction. Finally, IS-BERT can achieve performance competitive with or even better than supervised learning methods in certain scenarios.

2 Related Work

2.1 Sentence Representation Learning

Prior approaches for sentence embedding include two main categories: (1) unsupervised sentence embedding with unlabeled sentences, and (2) supervised learning with labeled sentences, while a few methods might leverage on both of them.

Unsupervised Sentence Embedding. There are two main directions to work with unlabeled corpus, according to whether the input sentences are ordered or not. In the scenario with unordered sentences, the input is usually a single sentence and models are designated to learn sentence representations base on the internal structures within each sentence, such as recursive auto-encoders (Socher et al., 2011), denoising auto-encoders (Hill et al., 2016), and the paragraph vector model (Le and Mikolov, 2014). Our model follows this setting as well but benefits from the model capacity of BERT and knowledge in large pretraining corpus.

Methods working with ordered sentences utilize the distributional hypothesis which assumes that a sentence is likely to have similar semantics to its context. Under this assumption, they formulate generative or discriminative tasks that require the models to correctly predict the contextual information, such as skip-thought (Kiros et al., 2015) and FastSent (Hill et al., 2016), or to distinguish target sentences from contrastive ones (Jernite et al., 2017; Logeswaran and Lee, 2018) for sentence embedding (Jernite et al., 2017; Logeswaran and Lee, 2018). These methods require ordered sentences or corpus with inter-sentential coherence for training, which limits their applications to domains with only short texts.

Supervised Sentence Embedding. There have also been attempts to use labeled data for sentence embedding. Conneau et al. (2017) proposed the InferSent model that uses labeled data of the Stanford Natural Language Inference dataset (SNLI) (Bowman et al., 2015) and the Multi-Genre NLI dataset (Williams et al., 2018) to train a BiLSTM siamese network for sentence embedding. Universal Sentence Encoder (Cer et al., 2018) utilized supervised training with SNLI to augment the unsupervised training of a transformer network. SBERT (Reimers and Gurevych, 2019) also trained a siamese network on NLI to encode sentences, but it further benefit from the pretraining procedure of BERT. Though effective, those models could be
problematic to port to new domains where high-quality labeled data is not available, or the text distribution is significantly different from the NLI dataset such that knowledge learned from NLI cannot be successfully transferred. Addressing this limitation requires unsupervised methods.

2.2 Representation Learning with MI

Unsupervised representation learning with mutual information has a long history, such as the informax principle and ICA algorithms (Bell and Sejnowski, 1995; Hyvärinen and Oja, 2000). Theoretically, many generative models for representation learning based on reconstruction such as auto-encoders or GANs (Nowozin et al., 2016) are closely related to the idea of maximizing the MI between the model inputs and outputs. Despite the pivotal role in machine learning, MI is historically hard to compute, especially in high-dimensional and continuous settings such as neural networks. Recently, multiple estimators were proposed as lower bounds for mutual information estimation (Belghazi et al., 2018; van den Oord et al., 2018), which were demonstrated to be effective for unsupervised representation learning in various scenarios (Hjelm et al., 2019; Ji et al., 2019; Sun et al., 2020; Kong et al., 2020). Our model is mainly inspired by the DIM model (Hjelm et al., 2019) for vision tasks, associated with a novel self-supervised learning objective to maximize the MI between the global sentence embedding and the representations of all its local contexts. Different from (Hjelm et al., 2019), we mainly work with sequential sentence data with the pretrained BERT model and further investigate the generalization ability of the learned representation across different domains. Kong et al. (2020) also used MI with BERT, but their objective is for language modeling while our focus is on sentence representation learning. The corresponding downstream tasks are completely different as well.

3 Model

In this section, we outline a general model, the Info-Sentence BERT (IS-BERT), for unsupervised sentence representation learning. We first give the problem formulation, then we present the details of our method and the corresponding neural network architecture.

3.1 Problem Formulation

Given a set of input sentences \( \mathcal{X} = \{x_1, x_2, ..., x_n\} \), our goal is to learn a representation \( y_i \in \mathbb{R}^d \) in \( \mathcal{Y} \) for each sentence \( x_i \) in an unsupervised manner. For simplicity, we denote this process with a parameterized function \( \mathcal{E}_\theta : \mathcal{X} \rightarrow \mathcal{Y} \), and denote the empirical distribution of the input set \( \mathcal{X} \) as \( \mathcal{P} \).

We aim to acquire sentence representations by maximizing the mutual information between the sentence-level global representation and the token-level local representations. This idea was inspired by recent advances on unsupervised representation learning for images and graphs (Hjelm et al., 2019; Sun et al., 2020). The motivation behind such learning strategy is to encourage sentence representations to encode multiple aspects shared by the local information of tokens such as n-gram contextual dependencies.

3.2 Model Architecture

Our model architecture is illustrated in Figure 1. We first use BERT to encode an input sentence \( x \) to a length-\( l \) sequence of token embeddings \( h_1, h_2, ..., h_l \). Then we apply 1-D convolutional neural network (CNN) layers with different window (kernel) sizes on top of these token embeddings to capture the n-gram local contextual dependencies of the input sentence. Formally, an n-gram embedding \( c_i \) generated by a CNN with window size \( k \) is computed as

\[
   c_i = f(w \cdot h_{i:i+k-1} + b),
\]

where \( h_{i:i+k-1} \) is the concatenation of the token embeddings within a window. \( w \) and \( b \) are learnable parameters of the CNN layer shared across all windows over the sequence, and \( f \) is the ReLU activation. We use padding to keep the sequence length of outputs the same as inputs.

To better capture contextual information with various ranges, we apply several CNNs with different window sizes (e.g. 1, 3, 5) to the input sentences. The final local representation of a token is the concatenation of its representations obtained with different window sizes, as shown in Figure 1. We denote the length-\( l \) local token representations sequence for a sentence \( x \) as \( \mathcal{F}_\theta(x) := \{f^{(i)}_\theta(x) \in \mathbb{R}^d\}_{i=1}^{l} \), where \( \mathcal{F}_\theta \) is the encoding function consisting of BERT and CNNs with trainable parameters \( \theta \), and \( i \) is the token index. The global sentence...
The learning objective is to maximize the mutual information (MI) between the global sentence representation $E_{\theta}(x)$ and each of its local token representation $F_{\theta}^{(i)}(x)$. As MI estimation is generally intractable for continuous and high-dimensional random variables, we usually maximize over lower bound estimators of MI, such as the Noise-Contrastive estimator (Gutmann and Hyvärinen, 2012) and Jensen-Shannon estimator (Nowozin et al., 2016; Hjelm et al., 2019). In this paper, we use the Jensen-Shannon estimator.

Mathematically, the Jensen-Shannon estimator $I_{\omega}^{JSD}(F_{\theta}^{(i)}(x); E_{\theta}(x))$ is defined as

$$I_{\omega}^{JSD}(F_{\theta}^{(i)}(x); E_{\theta}(x)) := E_{\tilde{P}}[-s p (-T_{\omega}(F_{\theta}^{(i)}(x), E_{\theta}(x))) - E_{P \times \tilde{P}}[s p (T_{\omega}(F_{\theta}^{(i)}(x'), E_{\theta}(x)))],$$

where $T_{\omega} : \mathcal{F} \times \mathcal{E} \to \mathbb{R}$ is a discriminator parameterized by a neural network with learnable parameters $\omega$. It takes all the pairs of a global sentence embedding and local token embeddings as input and generates corresponding scores to estimate $\hat{I}_{\omega}^{JSD}$, see Figure 1. $x'$ is the negative sample drawn from distribution $\tilde{P} = P$, and $s p(z) = \log(1 + e^z)$ is the softplus activation function. The end-goal learning objective over the whole dataset $\mathcal{X}$ is defined as:

$$\omega^*, \theta^* = \text{argmax}_{\omega, \theta} \frac{1}{|\mathcal{X}|} \left( \sum_{x \in \mathcal{X}} \sum_{i=1}^{l_x} \hat{I}_{\omega}^{JSD}(F_{\theta}^{(i)}(x); E_{\theta}(x)) \right),$$

where $|\mathcal{X}|$ is the size of the dataset, $l_x$ is the length of sentence $x$, and $\omega^*, \theta^*$ denote the optimum.

In Eq. 2, $F_{\theta}^{(i)}(x')$ corresponds to a local representation of the negative sample $x'$ drawn from $\tilde{P} = P$. In practice, given a batch of sentences, we can treat each sentence and its local context representations as positive examples, and treat all the local context representations from other sentences in this batch as negative examples. Through maximizing $\hat{I}_{\omega}^{JSD}$, $E_{\theta}(x)$ is encouraged to have high
MI with its local context representations. This will push the encoder to capture the unique information that is shared across all local segments of the input sentence while different from other sentences, which leads to expressive sentence representation.

4 Experiment

Following previous works (Reimers and Gurevych, 2019; Hill et al., 2016), we conduct evaluation on two kinds of tasks:

- Unsupervised Semantic Textual Similarity (STS): These tasks measure a model’s performance on sentence similarity prediction. The results are good indicators of effectiveness on unsupervised tasks such as clustering and semantic search.
- Supervised downstream tasks: These tasks measure the effectiveness of sentence embeddings on downstream supervised tasks.

We consider two groups of baselines. The first group corresponds to models trained with unlabeled sentences. This includes the unigram-TFIDF model, the Paragraph Vector model (Le and Mikolov, 2014), the Sequential Denoising Auto-Encoder (SDAE) (Hill et al., 2016), the Skipthought (Kiros et al., 2015) model and the FastSent (Hill et al., 2016) model, all trained on the Toronto book corpus (Zhu et al., 2015) consisted of 70M sentences. We also consider representing sentence with the average of Glove embeddings, the average of the last layer representations of BERT, and the [CLS] embedding of BERT, respectively. The second group consists of models trained on labeled NLI data including InferSent (Conneau et al., 2017), Universal Sentence Encoder (USE) (Cer et al., 2018), and sentence BERT (SBERT-NLI) (Reimers and Gurevych, 2019). uncased-BERT-base is used for all BERT-related models including IS-BERT.

4.1 Unsupervised Evaluations

For STS tasks, we conduct evaluations on two types of datasets. 4.1.1 shows the results on seven STS benchmarks, which include texts from various domains and are commonly used for evaluating general-purpose sentence representations. 4.1.2 further shows the results on the challenging Argument Facet Similarity (AFS) dataset (Misra et al., 2016), which is more suitable for evaluating model’s performance in domain-specific scenarios. For all methods compared in this subsection, cosine-similarity of the obtained sentence embeddings is used to compute their similarity, avoiding the time-consuming regression evaluation as with original BERT-based models.

4.1.1 Unsupervised STS

Experimental Details: We evaluate our model on the STS tasks 2012-2016 (Agirre et al., 2012, 2013, 2014, 2015, 2016), the STS benchmark (STSb for short) (Cer et al., 2017), and the SICK-Relatedness dataset (Marelli et al., 2014). The corresponding datasets consist of sentence pairs with labels from 0 to 5 indicating the semantic relatedness. As pointed out in Reimers et al. (2016) that Pearson correlation is badly suited for STS, Spearman’s rank correlation between the cosine-similarity of the sentence embeddings and the gold labels is instead used as the evaluation metric.

Following SBERT which was trained on the combination of the SNLI (Bowman et al., 2015) and the Multi-Genre NLI (MultiNLI) (Williams et al., 2018) datasets with gold labels, we train IS-BERT on the same collection of sentences, but without using the label information. We denote our model in this setting as IS-BERT-NLI. SNLI contains 570,000 sentence pairs annotated with the labels contradiction, entailment, and neutral. MultiNLI contains 430,000 sentence pairs which are from a wider range of genres of spoken and written texts. Note that IS-BERT-NLI was only trained on the 1 million pairs with the labels excluded.

We strictly follow the evaluation process of Reimers and Gurevych (2019) to make our results comparable to theirs. The development set of STSb is used for hyperparameter tuning. On all datasets, we apply three CNNs with window sizes 1, 3, and 5. Each CNN has 256 filters, making the final concatenated token representations of size 256*3. The learning rate is set to 1e-6 and the batch size is 32.

Results: Table 1 presents the results. Models are grouped into two sets by the nature of the data on which they were trained. We make the following observations. First, BERT out-of-the-box gives surely poor results on STS tasks. Both the [CLS] and averaging BERT embeddings perform worse than averaging GloVe embeddings. Second, all supervised methods outperform other unsupervised baselines, which suggests that the knowledge obtained from supervised learning on NLI can be well transfered to these STS tasks. This is also indicated in previous works (Hill et al., 2016; Cer et al., 2018).
that the dataset on which sentence embeddings are trained significantly impacts their performance on STS benchmarks and they found NLI datasets are particularly useful.

On average, IS-BERT-NLI significantly outperforms other unsupervised baselines. It even outperforms InferSent trained on labeled SNLI and MultiNLI datasets in 5 out of 7 tasks. This demonstrates the effectiveness of the proposed training strategy. USE and SBERT are the top two performers. As expected, IS-BERT-NLI is in general inferior to these two supervised baselines because they are trained with the particularly useful labeled NLI data as well as large unlabeled data, but IS-BERT-NLI also achieves performance comparable to them in certain scenarios, e.g., STS13 and STS15, even it was only trained on the NLI unlabeled data.

4.1.2 Argument Facet Similarity

We have shown in Section 4.1.1 that the proposed model substantially outperforms other unsupervised methods. However, the STS benchmarks in Section 4.1.1 are not domain or task specific, and it has been shown that they favor the supervised methods trained on NLI more (Hill et al., 2016; Cer et al., 2018). In this subsection, we further conduct evaluation on an Argument Facet Similarity (AFS) dataset (Misra et al., 2016) which is more task-specific. Models are compared in a setting without task or domain-specific labeled data. In this setting, SBERT need to be trained on NLI and transferred to the AFS dataset for evaluation. Since IS-BERT does not require labeled data, it can be directly trained on the task-specific raw texts. We denote our model in this setting as IS-BERT-AFS.

Experimental Details: The AFS corpus annotated 6,000 sentential argument pairs from social media dialogs on three controversial topics: gun control, gay marriage, and death penalty. Each argument pair was annotated on a scale from 0 (different) to 5 (equivalent). To be considered similar, argument must not only make similar claims, but also provide a similar reasoning. In addition, the lexical gap between the sentences in AFS is much larger, making it a more challenging task compared to STS tasks. The proposed IS-BERT-AFS is trained on sentences from all three domains. It uses CNNs with window size set to 3, 5, and 7, as the average sentence length is longer in AFS. Other hyperparameters are the same as in Section 4.1.1.

Results: Table 2 presents the results. We also provide the Pearson correlation $r$ to make the results comparable to (Reimers and Gurevych, 2019). The models in the top group are trained without task-specific labeled data. IS-BERT-AFS clearly outperforms other models in this setting. One ma-
major finding is that SBERT-NLI and InferSent, the models trained on the labeled NLI data, perform the worst on this task. We believe this is due to the fact that the NLI corpus significantly differs from the AFS dataset. An improper training set could lead to extremely bad performance in the unsupervised transfer learning setting, which supports our claim that supervised sentence embedding methods are problematic to port to new domains when the distribution of target data (i.e. AFS) differs significantly from the pretraining one (i.e. NLI).

We also show results of BERT and SBERT in another two settings when trained with task-specific labeled data as in (Reimers and Gurevych, 2019). When trained on all topics (10-fold cross-validation), both BERT and SBERT easily achieve scores above 70, while we observe large performance drop when they are trained in a cross-topic setting (i.e. train on two topics of AFS and evaluate on the third topic). The even larger performance drop of SBERT when trained on NLI ($\rho$ from 74.13 to 15.84) again demonstrates that the domain-relatedness between the training set and the target test set has a huge impact on supervised sentence embedding learning, as a result, the supervised methods are problematic to be applied to downstream tasks of domains without labeled data.

### 4.2 Supervised Evaluations

#### 4.2.1 SentEval

**Experimental Details:** Here we evaluate the sentence representations in IS-BERT on a set of supervised tasks. Following Reimers and Gurevych (2019), we use a set of classification tasks that covers various types of sentence classification, including sentiment analysis (CR (Hu and Liu, 2004), MR (Pang and Lee, 2005) and SST (Socher et al., 2013)), question-type classification (TREC (Li and Roth, 2002)), subjectivity classification (SUBJ (Pang and Lee, 2004)), opinion polarity classification (MPQA (Wiebe et al., 2005)) and paraphrase identification (MRPC (Dolan et al., 2004)).

Since these tasks are more domain-specific, we train IS-BERT on each of the task-specific dataset (without label) to produce sentence embeddings, which are then used for training downstream classifiers. We denote this setting as IS-BERT-task. SentEval (Conneau and Kiela, 2018) toolkit is used to automate the evaluation process. It takes sentence embeddings as fixed input features to a logistic regression classifier, which is trained in a 10-fold cross-validation setup and the prediction accuracy is computed for the test-fold.

**Results:** Table 3 presents the results. Overall, supervised methods outperform unsupervised baselines. This indicates that pretraining sentence encoder with high-quality labeled data such as NLI is helpful in a supervised transfer learning setting. Note that in this task, SentEval fits a logistic regression classifier to the sentence embeddings with labels of the downstream tasks. Thus, the models that achieve good results on this task do not necessarily work well on unsupervised tasks such as clustering. As shown in Section 4.1.2, training on NLI could lead to extremely bad performance on downstream unsupervised tasks when the domain data significantly differs from NLI.

IS-BERT-task is able to outperform other unsupervised baselines on 6 out of 7 tasks, and it is on par with InferSent and USE which are strong supervised baselines trained on NLI task. This demonstrates the effectiveness of the proposed model in learning domain-specific sentence embeddings.

#### 4.2.2 Supervised STS

**Experimental Details:** Following Reimers and Gurevych (2019), we use the STSb (Cer et al., 2017) dataset to evaluate models’ performance on the supervised STS task. This dataset includes 8,628 sentence pairs from the three categories cap-
### Table 3: Evaluation accuracy using the SentEval toolkit. Scores are based on a 10-fold cross-validation. Results of baselines marked with † are extracted from (Hill et al., 2016) (with a different number of decimal places). Results of baselines marked with ‡ are extracted from (Reimers and Gurevych, 2019).

| Model                  | MR   | CR   | SUBJ | MPQA | SST  | TREC | MRPC | Avg. |
|------------------------|------|------|------|------|------|------|------|------|
| **Using unlabeled data (unsupervised methods)** |      |      |      |      |      |      |      |      |
| Unigram-TFIDF†         | 73.7 | 79.2 | 90.3 | 82.4 | -    | 85.0 | 73.6 | -    |
| SDAE†                  | 74.6 | 78.0 | 90.8 | 86.9 | -    | 78.4 | 73.7 | -    |
| ParagraphVec DBOW†     | 60.2 | 66.9 | 76.3 | 70.7 | -    | 59.4 | 72.9 | -    |
| SkipThought†           | 76.5 | 80.1 | 93.6 | 87.1 | 82.0 | 92.2 | 73.0 | 83.50|
| FastSent†              | 70.8 | 78.4 | 88.7 | 80.6 | -    | 76.8 | 72.2 | -    |
| Avg. GloVe embeddings‡ | 77.25| 78.30| 91.17| 87.85| 80.18| 83.0 | 72.87| 81.52|
| Avg. BERT embeddings‡  | 78.66| 86.25| 94.37| 88.66| 84.40| **92.8**| 69.54| 84.94|
| BERT CLS-vector‡       | 78.68| 84.85| 94.21| 88.23| 84.13| 91.4 | 71.13| 84.66|
| Ours: IS-BERT-task     | **81.09**| **87.18**| **94.96**| **88.75**| **85.96**| **88.64**| **74.24**| **85.91**|
| **Using labeled NLI data (supervised methods)** |      |      |      |      |      |      |      |      |
| InferSent - GloVe†     | 81.57| 86.54| 92.50| 90.38| 84.18| 88.2 | 75.77| 85.59|
| USE‡                   | 80.09| 85.19| 93.98| 86.70| 86.38| 93.2 | 70.14| 85.10|
| SBERT-NLI‡             | 83.64| 89.43| 94.39| 89.86| 88.96| 89.6 | 76.00| 87.41|

Table 4: Spearman’s rank correlation ρ on the STSb test set. Results of baselines are extracted from (Reimers and Gurevych, 2019).

| Model                  | ρ   |
|------------------------|-----|
| BERT-STSb              | 84.30|
| SBERT-STSb             | 84.67|
| Ours: IS-BERT-STSb (ft)| 74.76|
| Ours: IS-BERT-STSb (ssl + ft) | **85.04** |

**Results:** The results are depicted in Table 4. BERT and SBERT performs similarly on this task. IS-BERT-STSb (ssl+ft) outperforms both baselines. Another interesting finding is that when directly fine-tuning IS-BERT on the labeled data, it performs much worse than SBERT. The only difference between them is that IS-BERT-STSb(ft) uses CNN layers with mean pooling to obtain sentence embeddings while SBERT simply uses a pooling layer to do so. This suggests that a more complex sentence encoder does not automatically lead to better sentence embeddings. However, when comparing IS-BERT-STSb(ft) with IS-BERT-STSb(ssl+ft), we observe that adding self-supervised learning before fine-tuning leads to more than 10% performance improvements. This indicates that the our self-supervise learning method can also be used as an effective domain-adaptation approach before fine-tuning the network.

**5 Conclusion**

In this paper, we proposed the IS-BERT model for unsupervised sentence representation learning with a novel MI maximization objective. IS-BERT outperforms all unsupervised sentence embedding baselines on various tasks and is competitive with supervised sentence embedding methods in certain scenarios. In addition, we show that sentence BERT (SBERT), the state-of-the-art supervised method, is problematic to apply to certain unsupervised tasks when the target domain significantly...
differs from the dataset it was trained on. IS-BERT achieves substantially better results in this scenario as it has the flexibility to be trained on the task-specific corpus without label restriction. In the future, we want to explore semi-supervised methods for sentence embedding and its transferability across domains.
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