Abstract. We prove a lower bound of $\Omega\left(\frac{d^3}{2} \cdot \left(\frac{2}{\sqrt{3}}\right)^d\right)$ on the kissing number in dimension $d$. This improves the classical lower bound of Chabauty, Shannon, and Wyner by a linear factor in the dimension. We obtain a similar linear factor improvement to the best known lower bound on the maximal size of a spherical code of acute angle $\theta$ in high dimensions.

1. Introduction

1.1. Kissing numbers. The kissing number in dimension $d$, $K(d)$, is the maximum number of non-overlapping unit spheres that can touch a single unit sphere in dimension $d$. See Figure 1 for an optimal kissing configuration in dimension 2. The kissing number has been determined exactly in only a small number of dimensions: 1, 2, 3, 4, 8, and 24 \cite{17, 19, 20, 24}.

For very large dimensions, much less is known. There is a classical lower bound, due in various forms to Chabauty \cite{4}, Shannon \cite{25}, and Wyner \cite{30, 31}, that shows

$$K(d) \geq (1 + o(1)) \sqrt{\frac{3\pi d}{8}} \left(\frac{2}{\sqrt{3}}\right)^d.$$  

The argument is very elegant. The centers of the kissing spheres, when projected radially onto the unit sphere, must be at angular distance at least $\pi/3$ from each other. Now suppose we have an optimal kissing configuration in dimension $d$. Then it must be the case that the spherical caps of angular radius $\pi/3$ cover the unit sphere, otherwise we could add another kissing sphere. The bound in (1) is simply the reciprocal of the fraction of the surface of the unit sphere covered by a cap of angular radius $\pi/3$. We will call this the covering lower bound.

There is an equally simple upper bound of $2^d$ on an exponential scale, by a volume argument: the spherical caps of angular radius $\pi/6$ around the projections of the centers of the kissing spheres must be disjoint. This was improved by Rankin \cite{22} to

$$K(d) \leq (1 + o(1)) \sqrt{\frac{\pi}{8} d^{3/2}} \cdot 2^{d/2}.$$
Rankin’s bound was further improved by the breakthrough work of Kabatyanskii and Levenshtein [15] who applied the method of Delsarte [11] to obtain

\[ K(d) \leq 2^{4.041\ldots d}. \]

To the best of our knowledge there have been no further improvements to either the covering lower bound or the Kabatyanskii and Levenshtein upper bound, and the gap remains exponentially large in \( d \).

Our main result is a linear factor improvement to the lower bound.

**Theorem 1.**

\[ K(d) \geq (1 + o(1))\sqrt{\frac{3\pi}{8}} \log \frac{3}{2\sqrt{2}} \cdot d^{3/2} \left( \frac{2}{\sqrt{3}} \right)^d \]

as \( d \to \infty \).

The constant \( \sqrt{\frac{3\pi}{8}} \log \frac{3}{2\sqrt{2}} \) is approximately 0.0639.

It is instructive to compare the state of affairs of the kissing numbers in high dimensions to that of the maximum sphere packing density in \( \mathbb{R}^d \). As with the kissing numbers there is a very simple covering argument that gives a lower bound of \( 2^{-d} \) (this is attributed to Minkowski [18] who proved a slightly better lower bound of \( \zeta(d) \cdot 2^{1-d} \)). There is an upper bound of \( 2^{-5.599\ldots d} \) due to Kabatyanskii and Levenshtein [15] based on their bound for spherical codes. No improvements on an exponential scale to either bound are known.

There are, however, several important works providing improvements on a smaller scale. Most significantly, Rogers [23] improved the asymptotic order of the lower bound by showing a lower bound of \( \Omega(d \cdot 2^{-d}) \). Rogers obtained this improvement by analyzing a random lattice packing of \( \mathbb{R}^d \) by means of the Siegel mean-value theorem. Subsequent work of Davenport-Rogers [9], Ball [11], Vance [26], and Venkatesh [28] has improved the leading constant of Rogers’ result. Venkatesh also obtained an additional factor of \( \log \log d \) in a sparse sequence of dimensions. Finally, Cohn and Zhao [6] recently obtained a constant factor improvement to the Kabatyanskii and Levenshtein upper bound, by improving the geometric argument that links spherical codes to sphere packings.

Theorem 1 is an analogue of Rogers’ result: both give a linear factor improvement to the simple covering lower bound. As far as we understand, none of the lattice-based
methods used for the sphere packing lower bounds mentioned above can be adapted to kissing numbers. In fact, only very recently has it been shown by Vlăduţ that the lattice kissing number is exponential in \( d \) \(^{29}\) (albeit with a smaller base of the exponent than \( 2/\sqrt{3} \)). Achieving the bound in Theorem \( 1 \) or \( 1 \) for the lattice kissing number remains a challenging open problem.

1.2. Spherical codes. As alluded to above, kissing configurations are examples of spherical codes. Let \( S_{d-1} \) denote the unit sphere in dimension \( d \). A spherical code of angle \( \theta \) in dimension \( d \) is a set of unit vectors \( x_1, \ldots, x_k \in S_{d-1} \) so that \( \langle x_i, x_j \rangle \leq \cos \theta \) for all \( i \neq j \); that is, the angle between each pair of distinct vectors is at least \( \theta \). The size of such a spherical code is \( k \), the number of these unit vectors, or codewords. We denote by \( A(d, \theta) \) the size of the largest spherical code of angle \( \theta \) in dimension \( d \). The kissing number can therefore be written as \( K(d) = A(d, \pi/3) \). For \( \theta \geq \pi/2 \), Rankin \(^{22}\) determined \( A(d, \theta) \) exactly. In what follows we will therefore consider \( \theta \in (0, \pi/2) \) fixed and use standard asymptotic notation, \( O(\cdot), \Omega(\cdot), \Theta(\cdot), o(\cdot) \), all as \( d \to \infty \).

For a measurable set \( A \subseteq S_{d-1} \), let \( s(A) \) denote the normalized surface area of \( A \); that is \( s(A) = \frac{s(A)}{s(S_{d-1})} \) where \( s(\cdot) \) is the usual surface area. For \( x \in S_{d-1} \), let \( C_\theta(x) \) be the spherical cap of angular radius \( \theta \) around \( x \); that is, \( C_\theta(x) = \{ y \in S_{d-1} : \langle x, y \rangle \geq \cos \theta \} \).

Let \( s_\theta(\theta) = s(C_\theta(x)) \) be the normalized surface area of a spherical cap of angular radius \( \theta \); in other words,

\[
s_\theta(\theta) = \frac{1}{\sqrt{\pi}} \frac{\Gamma(d/2)}{\Gamma((d-1)/2)} \int_0^\theta \sin^{d-2} x \, dx.
\]

The covering argument of Chabauty \(^4\), Shannon \(^{25}\), and Wyner \(^{30}\) gives a general lower bound for the size of spherical codes:

\[
A(d, \theta) \geq \frac{1}{s_\theta(\theta)} = (1 + o(1)) \sqrt{2\pi d} \cdot \frac{\cos \theta}{\sin^{d-1} \theta}.
\]

The kissing number bound \( 1 \) is an application of the previous inequality with \( \theta = \pi/3 \).

The best upper bound on \( A(d, \theta) \) is due to Kabatyan\( \text{skii} \) and Levenshtein \(^{15}\):

\[
A(d, \theta) \leq e^{\phi(\theta)d(1+o(1))},
\]

for a certain \( \phi(\theta) > -\log \sin \theta \). Again to the best of our knowledge there have been no further improvements to these bounds, and so for every \( \theta \in (0, \pi/2) \) the gap between the upper and lower bounds is exponential in \( d \).

As with the kissing number, we improve the lower bound on the maximal size of spherical codes by a linear factor in the dimension. To state our result, we define \( q(\theta) \) to be the angular radius of the smallest spherical cap that contains the intersection of two spherical caps of angular radius \( \theta \) whose centers are at angle \( \theta \) (see Figure \( 2 \)); that is,

\[
q(\theta) = \arcsin \left( \frac{\sqrt{(\cos \theta - 1)^2(1 + 2 \cos \theta)}}{\sin \theta} \right).
\]

For instance, \( q(\pi/3) = \arcsin(\sqrt{2}/3) \). Crucially for our proof, \( q(\theta) < \theta \) for all \( \theta \in (0, \pi/2) \).
Theorem 2. Let $\theta \in (0, \pi/2)$ be fixed. Then
\[ A(d, \theta) \geq (1 + o(1)) \frac{c_\theta \cdot d}{s_d(\theta)} \]
as $d \to \infty$, where
\[ c_\theta = \log \left( \frac{\sin \theta}{\sin q(\theta)} \right) = \log \frac{\sin^2 \theta}{\sqrt{(1 - \cos \theta)^2(1 + 2 \cos \theta)}}. \]

Theorem 1 is obtained from Theorem 2 by setting $\theta = \pi/3$.

1.3. On the measure of spherical codes. Now that we know such codes exist, we can ask how plentiful spherical codes of angle $\theta$ in dimension $d$ of size $\Theta\left(\frac{d}{s_d(\theta)}\right)$ are. We measure this by asking for the probability that a given number of random points on the unit sphere form such a code. In particular, let $E_{d,\theta,n}$ be the event that $n$ uniformly and independently chosen points from $S_{d-1}$ form a spherical code of angle $\theta$.

Theorem 3. There exists $n = n(d) \geq (1 + o(1)) \frac{c_\theta d}{s_d(\theta)}$ so that
\[ \frac{1}{n} \log(\mathbb{P}[E_{d,\theta,n}]/n!) \geq \log s_d(\theta) + o(1). \]

The quantity $\mathbb{P}[E_{d,\theta,n}]/n!$ is simply the volume in configuration space of unordered $n$-tuples of points on the unit sphere consisting of spherical codes of angle $\theta$, and it arises naturally in the statistical physics model we use in the proof below. As we indicate in Section 3.1, this lower bound is significantly larger than the trivial lower bound that comes from applying Theorem 2 with a slightly larger angle $\theta'$ and allowing the codewords to move in a small region around their starting points (a bound of $-\Theta(d)$ compared to a bound of $-\Theta(d \log d)$). We would be very interested to know of an
alternative method to achieve a comparable bound, as it would likely have significant applications in statistical physics.

1.4. Method of proof. The results above follow from Theorem 4 below which gives a lower bound on the expected size of a random spherical code drawn from a Gibbs point process. We choose points on the unit sphere according to a Poisson process conditioned on the event that the points form a spherical code of the desired angle; or in other words, the points are the centers of a set of non-overlapping spherical caps of angular radius $\theta/2$. This ‘hard cap’ model is inspired by the hard sphere and hard core lattice gas models from statistical physics, both simple models of gasses in which the only interaction between particles is a hard core exclusion. The model comes with a parameter, $\lambda$, the fugacity, which governs the expected number of caps or spheres in a configuration drawn from the model.

The proof is self-contained and uses basic tools from probability theory and one geometric lemma. The idea of the proof comes from recent work on sphere packings and independent sets in sparse graphs [10, 13], and in fact after accounting for differences in the relevant statistical physics models, the structure of the proof is remarkably similar in the three settings. At the heart of the proof are two bounds on the expected size of the random spherical code, both functions of a random subset $T$ of the unit sphere which is itself a local function of the random code. These bounds are in tension with each other: the larger $T$ is, the larger the first bound but the smaller the second. By exploiting this tension we obtain the result.

1.5. Related work. For surveys on spherical codes and kissing numbers see [2, 3, 5, 7, 21, 31].

Coxeter, Few, and Rogers [8] proved that any covering of $\mathbb{R}^d$ with equal-sized spheres must have density $\Omega(d)$. Using a covering argument this immediately implies a lower bound of $\Omega(d \cdot 2^{-d})$ on the sphere packing density, albeit with a worse constant than Rogers’ original result. One could hope to gain a factor $d$ over the simple lower bound for spherical codes in the same way; but proving an analogous covering lower bound for $S_{d-1}$ remains an intriguing open problem [21 p. 199].

In coding theory, the covering lower bound on the size of an error-correcting code is known as the Gilbert-Varshamov bound [12, 27]. For binary and $q$-ary codes under Hamming distance, Jiang and Vardy [14] improved the asymptotic order of the Gilbert-Varshamov bound using tools from extremal graph theory. They further proposed improving the asymptotic order of the covering bound for spherical codes as an open problem; Theorem 2 above solves this problem. The method of Jiang and Vardy was later used by Krivelevich, Litsyn, and Vardy [16] for the sphere packing problem and could potentially be adapted with an appropriate discretization to spherical codes.

As a direction for future work, we suggest applying our statistical physics based method to other coding problems. One could hope to obtain not only lower bounds on the maximum size of a code with a given minimal distance but also a lower bound on the number of codes near this bound.
2. The hard cap model

As mentioned above, a spherical code \( x_1, \ldots, x_k \) of angle \( \theta \) corresponds to a set of non-overlapping spherical caps \( C_{\theta/2}(x_1), \ldots, C_{\theta/2}(x_k) \), and determining \( A(d, \theta) \) is equivalent to determining the greatest number of non-overlapping spherical caps of angular radius \( \theta/2 \) that can be packed on \( S_{d-1} \).

Let \( \mathcal{P}_k(d, \theta) = \{ \{ x_1, \ldots, x_k \} \in S^k_{d-1} : \langle x_i, x_j \rangle \leq \cos \theta \ \forall \ i \neq j \} \) denote the set of all spherical codes of size \( k \) and angle \( \theta \) in dimension \( d \). For \( k, d, \theta \) so that \( \mathcal{P}_k(d, \theta) \neq \emptyset \), the canonical hard cap model with \( k \) caps is simply a uniformly random spherical code from \( \mathcal{P}_k(d, \theta) \).

The partition function of the canonical hard cap model is

\[
\hat{Z}_d^\theta(k) = \frac{1}{k!} \int_{S^k_{d-1}} \mathbf{1}_{D^\theta(x_1, \ldots, x_k)} \, ds(x_1) \cdots ds(x_k)
\]

where \( D^\theta(x_1, \ldots, x_k) \) is the event that \( \langle x_i, x_j \rangle \leq \cos \theta \) for all \( 1 \leq i < j \leq k \), and the integrals over \( S^k_{d-1} \) are with respect to the normalized surface area \( s(\cdot) \). The probability that \( k \) uniform and independent points on the unit sphere form a spherical code is simply \( k! \cdot \hat{Z}_d^\theta(k) \). We take \( \hat{Z}_d^\theta(0) = 1 \).

The grand canonical hard cap model at fugacity \( \lambda \) is a Poisson point process \( X \) of intensity \( \lambda \) on \( S_{d-1} \) (with normalized surface area as the underlying measure) conditioned on the event that \( \langle x, y \rangle \leq \cos \theta \) for all distinct \( x, y \in X \). The partition function of the grand canonical hard cap model is

\[
Z_d^\theta(\lambda) = \sum_{k \geq 0} \lambda^k \hat{Z}_d^\theta(k) .
\]

We can alternatively describe the grand canonical model as follows: choose a non-negative integer \( k \) at random with probability proportional to \( \lambda^k \hat{Z}_d^\theta(k) \), then choose a spherical code \( X \) from the canonical hard cap model with \( k \) caps. We will write \( \mathbb{E}_\lambda[\cdot], \mathbb{P}_\lambda[\cdot], \text{var}_\lambda(\cdot) \), to indicate the dependence of the model on the fugacity where needed.

Let \( \alpha_d^\theta(\lambda) \) denote the expected size of a random spherical code of angle \( \theta \) in dimension \( d \) drawn from the grand canonical hard cap model. That is,

\[
\alpha_d^\theta(\lambda) = \sum_{k \geq 0} k \cdot \mathbb{P}_\lambda(\|X\| = k) = \sum_{k \geq 0} k \cdot \frac{\lambda^k \hat{Z}_d^\theta(k)}{Z_d^\theta(\lambda)} = \frac{\lambda \left( Z_d^\theta(\lambda) \right)'}{Z_d^\theta(\lambda)} = \lambda \cdot \left( \log Z_d^\theta(\lambda) \right)' .
\]

We note that \( \alpha_d^\theta \) is strictly increasing in \( \lambda \) (Lemma \( \ref{lem:alpha_theta} \) below), but it is not true in general that \( \lim_{\lambda \to \infty} \alpha_d^\theta(\lambda) = A(d, \theta) \) (e.g. consider \( d = 2, \theta = \pi/3 \)). However we can obtain \( A(d, \theta) \) as a double limit: \( A(d, \theta) = \lim_{\lambda \to \infty} \lim_{\varphi \to \theta} \alpha_d^{\varphi}(\lambda) \).

Our main result of this section is a lower bound on \( \alpha_d^\theta(\lambda) \).

**Theorem 4.** For \( \lambda \geq \frac{1}{d \cdot s_d(q(\theta))} \),

\[
\alpha_d^\theta(\lambda) \geq (1 + o(1)) \frac{c_d}{s_d(\theta)} \cdot \frac{d}{s_d(q(\theta))} ,
\]

where \( q(\theta) \) and \( c_d \) are given in \( \ref{lem:alpha_theta} \) and \( \ref{lem:alpha_theta_upper} \) respectively.
Theorems 1 and 2 follow immediately as \( A(d, \theta) \geq \alpha^\theta_d(\lambda) \). The condition on \( \lambda \) in Theorem 3 has no consequence for Theorems 1 and 2, but it is directly related to the bound we obtain in Theorem 3.

3. A LOWER BOUND ON \( \alpha^\theta_d(\lambda) \)

To prove Theorem 3, we define the hard cap model on a measurable subset \( A \subseteq S_{d-1} \) in the natural way: \( X_A \) is a Poisson process of intensity \( \lambda \) on \( A \) conditioned on distinct points of \( X_A \) having minimal angle at least \( \theta \). We write \( X \) for \( X_{S_{d-1}} \). The partition function \( Z^\theta_A(\lambda) \) is defined as
\[
Z^\theta_A(\lambda) = \sum_{k \geq 0} \lambda^k \hat{Z}^\theta_A(k)
\]
and the integration is again with respect to the normalized surface area on \( S_{d-1} \).

We let \( \alpha^\theta_A(\lambda) \) the expected size of the random spherical code on \( A \), and note that
\[
\alpha^\theta_A(\lambda) = \frac{\lambda \left( Z^\theta_A(\lambda) \right)'}{Z^\theta_A(\lambda)}.
\]
Furthermore, let \( F^\theta_A(\lambda) \) be the free area: the expected normalized surface area of the set of points at angular distance greater than \( \theta \) from \( X_A \); that is, the set of all points \( y \) in \( A \) so that \( X_A \cup \{y\} \) is still a spherical code of angle \( \theta \). Hence
\[
F^\theta_A(\lambda) = E_A [ s (\{ y \in A : \langle y, x \rangle \leq \cos \theta \forall x \in X_A \}) ].
\]

We define a two-part experiment as follows. Sample a spherical code \( X_A \) of angle \( \theta \) from the hard cap model on \( A \) at fugacity \( \lambda \) and independently choose a unit vector \( v \) uniformly from \( A \). Define the random set
\[
T_A = \{ x \in C_\theta(v) \cap A : \langle x, y \rangle \leq \cos \theta \forall y \in X_A \cap C_\theta(v)^c \};
\]
that is, \( T_A \) is the set of all points of \( A \) in the spherical cap of angular radius \( \theta \) around \( v \) that are not blocked from being in the spherical code by a vector outside the cap of angular radius \( \theta \) around \( v \). We write \( T \) for \( T_{S_{d-1}} \).

The following lemma collects key properties of \( \alpha^\theta_A(\lambda) \) for the proof of Theorem 3.

**Lemma 5.** Let \( A \subseteq S_{d-1} \) be measurable and suppose \( s(A) > 0 \). Then the following hold.

(i) \( \alpha^\theta_A(\lambda) \) is strictly increasing in \( \lambda \).
(ii) \( \alpha^\theta_A(\lambda) = \lambda \cdot F^\theta_A(\lambda) \).
(iii) \( \alpha^\theta_A(\lambda) = \lambda \cdot s(A) \cdot E \left[ \frac{1}{Z^\theta_T(\lambda)} \right] \).
(iv) \( \alpha^\theta_A(\lambda) = \frac{1}{s_\theta[A]} \cdot E \left[ \alpha^\theta_T(\lambda) \right] \).
(v) \( \log Z^\theta_A(\lambda) \leq \lambda \cdot s(A) \).
(vi) \( \alpha^\theta_A(\lambda) \geq \lambda \cdot s(A) \cdot e^{-\lambda E[s(T_A)]} \).

**Proof.** To see (i) we use (5). Hence
\[
\lambda \cdot \alpha^\theta_A(\lambda)' = \lambda \left( \frac{\lambda \left( Z^\theta_A(\lambda) \right)'}{Z^\theta_A(\lambda)} \right)'.
\]
For (vi), we use (iii), (v), and Jensen’s inequality and obtain

\[
\alpha_A^\theta(\lambda) = \lambda \cdot \left( \frac{Z^\theta_A(\lambda)' + \lambda Z^\theta_A(\lambda)''}{Z^\theta_A(\lambda)} - \lambda \left( \frac{Z^\theta_A(\lambda)'}{Z^\theta_A(\lambda)} \right)^2 \right) = E_\Lambda [ |X_A| ] + E_\Lambda [ |X_A| (|X_A| - 1) ] - (E_\Lambda [ |X_A| ])^2 = E_\Lambda [ |X_A|^2 ] - (E_\Lambda [ |X_A| ])^2 = var_\Lambda (|X_A|) > 0.
\]

To see (ii), we calculate

\[
\alpha_A^\theta(\lambda) = \sum_{k=0}^{\infty} (k+1) P_\Lambda [|X_A| = k+1]
\]

\[
= \frac{1}{Z^\theta_A(\lambda)} \sum_{k=0}^{\infty} \int_{A^{k+1}} \frac{\lambda^{k+1}}{k!} 1_{D_\theta(x_0, \ldots, x_k)} ds(x_0) \ldots ds(x_k)
\]

\[
= \frac{\lambda}{Z^\theta_A(\lambda)} \int_A \left( 1 + \sum_{k=1}^{\infty} \int_{A^k} \frac{\lambda^k}{k!} 1_{D_\theta(x_0, \ldots, x_k)} ds(x_1) \ldots ds(x_k) \right) ds(x_0)
\]

\[
= \lambda \cdot F_A^\theta(\lambda).
\]

To see (iii), we use (ii) and we compute

\[
\alpha_A^\theta(\lambda) = \lambda \cdot F_A^\theta(\lambda)
\]

\[
= \lambda \cdot \int_A P_{\max[\langle v, y \rangle \leq \cos \theta]} ds(v)
\]

\[
= \lambda \cdot s(A) \cdot E \left[ 1_{T_A \cap X_A = \emptyset} \right]
\]

\[
= \lambda \cdot s(A) \cdot E \left[ \frac{1}{Z^\theta_A(\lambda)} \right].
\]

The last equality uses the spatial Markov property of the hard cap model: conditioned on $X \cap C_\theta(v)^c$, the distribution of $X \cap C_\theta(v)$ is exactly that of the hard cap model on the set $T_A$.

Next we prove (iv). Let $v$ be a random chosen point on $S_{d-1}$. Let $X$ be a spherical code chosen independently from the hard cap model on $S_{d-1}$. Let $T \subseteq C_\theta(v)$ be the random set described above. Then

\[
\alpha_T^\theta(\lambda) = \frac{1}{s_d(\theta)} E [X \cap C_\theta(v)] = \frac{1}{s_d(\theta)} E[\alpha_T^\theta(\lambda)],
\]

where for the last equality we again use the spatial Markov property.

For the proof of (v) we use the definition of $Z^\theta_A(\lambda)$ and $Z^\theta_A(k)$. Then

\[
Z^\theta_A(\lambda) \leq \sum_{k=0}^{\infty} \frac{1}{k!} s(A)^k \lambda^k = e^{\lambda \cdot s(A)}.
\]

For (vi), we use (iii) (v) and Jensen’s inequality and obtain

\[
\alpha_A^\theta(\lambda) \stackrel{(iii)}{=} \lambda \cdot s(A) \cdot E \left[ \frac{1}{Z_{T_A}^\theta(\lambda)} \right] \stackrel{(v)}{=} \lambda \cdot s(A) \cdot E \left[ e^{-\lambda \cdot s(T_A)} \right] \geq \lambda \cdot s(A) \cdot e^{-\lambda \cdot E[s(T_A)]}.
\]
As the final ingredient for the proof of Theorem 4 we need the following result about the intersection of an arbitrary set $A$ contained in a spherical cap and a random cap whose center is chosen at random from $A$.

**Lemma 6.** Let $x \in S_{d-1}$ and $A \subseteq C_\theta(x)$ be measurable with $s(A) > 0$. Let $u$ be a uniformly chosen point in $A$. Then

$$
\mathbb{E}[s(C_\theta(u) \cap A)] \leq 2 \cdot s_d(q(\theta)),
$$

where $q(\theta)$ is defined in (3). In particular

$$
\alpha^\theta_A(\lambda) \geq \lambda \cdot s(A) \cdot e^{-\lambda^2 s_d(q(\theta))}.
$$

**Proof.** We have

$$
\mathbb{E}[s(C_\theta(u) \cap A)] = \frac{1}{s(A)} \int_A \int_A 1_{\langle v, u \rangle \geq \cos \theta} ds(v) \, ds(u)
$$

$$
= \frac{2}{s(A)} \int_A \int_A 1_{\langle v, u \rangle \geq \cos \theta} \mathbf{1}_{\langle x, v \rangle \geq \langle x, u \rangle} \, ds(v) \, ds(u)
$$

$$
\leq 2 \max_{u \in C_\theta(x)} \int_A 1_{\langle v, u \rangle \geq \cos \theta} \mathbf{1}_{\langle x, v \rangle \geq \langle x, u \rangle} \, ds(v)
$$

$$
\leq 2 \max_{u \in C_\theta(x)} s(C_\theta(u) \cap \arccos(\langle x, u \rangle)(x)).
$$

Now we fix $u \in C_\theta(x)$ and write $\tau = \arccos(\langle x, u \rangle)$. Next we want to show an upper bound for $s(C_\theta(u) \cap C_\tau(x))$. Clearly

$$
s(C_\theta(u) \cap C_\tau(x)) \leq s(C_\tau(x)) = s_d(\tau).
$$

Let $\theta^*$ be defined by $\sqrt{2} \sin(\theta^*/2) = \sin(\theta/2)$. (Hence $\theta^* > \theta/2$.) We use the estimate (3) as long as $\tau \in [0, \theta^*]$, which is equivalent to the angle $y xu$ being at least $\pi/2$ in Figure 3. For all larger $\tau$, the set $C_\theta(u) \cap C_\tau(x)$ is contained in a cap of angular radius $\sigma = \sigma(\theta, \tau)$ as depicted in Figure 3. It is easy to see that $\sigma(\theta, \theta^*) = \theta^*$.

We claim that whenever $\tau \in [\theta/2, \theta]$ (and in particular $\tau \in [\theta^*, \theta]$) then

$$
\sigma(\theta, \tau) = \arcsin \left( \frac{\sqrt{1 + 2 \cos^2 \tau \cos \theta - 2 \cos^2 \tau - \cos^2 \theta}}{\sin \tau} \right).
$$

Suppose we have a pyramid spanned by three unit vectors $u_1, u_2, u_3$ such that the angle between $u_i$ and $u_j$ is $\alpha_{ij}$. Then the volume of the pyramid equals

$$
V = \frac{1}{6} \sqrt{1 + 2 \cos \alpha_{12} \cos \alpha_{13} \cos \alpha_{23} - \cos^2 \alpha_{12} - \cos^2 \alpha_{13} - \cos^2 \alpha_{23}}.
$$

Hence the volume $V'$ of the pyramid in Figure 3 with apex $O$ and base $uxy$ equals

$$
\frac{1}{6} \sqrt{1 + 2 \cos^2 \tau \cos \theta - 2 \cos^2 \tau - \cos^2 \theta}.
$$

The area of the triangle $Oux$ equals $\frac{1}{2} \sin \tau$. Therefore, $\frac{1}{3} \cdot \sin \sigma \cdot \frac{1}{2} \sin \tau = V'$, which yields (10).
The function $\sigma(\theta, \tau)$ is increasing on the interval $[\theta^*, \theta]$ and so the maximum is achieved at $\tau = \theta$, and this maximum is larger than the maximum of the bound on $[0, \theta^*]$. Since $\sigma(\theta, \theta) = q(\theta)$, we have (for some arbitrary $x_\theta \in S_{d-1}$ with $\langle x, x_\theta \rangle = \cos \theta$)

$$E[s(C_\theta(u) \cap A)] \leq 2s(C_\theta(x_\theta) \cap C_\theta(x)) \leq 2s_d(q(\theta)).$$

Combining this with (vi) gives (8).

With the lemmas above, we prove Theorem 4.

Proof of Theorem 4. Fix $\theta \in (0, \pi/2)$ and let $\alpha = \alpha_d(\lambda)$. By Jensen’s inequality

$$\alpha \lambda \cdot s(S_{d-1}) \cdot E \left[ \frac{1}{Z_T^\theta(\lambda)} \right] = \lambda \cdot E \left[ \frac{1}{Z_T^\theta(\lambda)} \right] \geq \lambda \cdot e^{-E[\log Z_T^\theta(\lambda)]},$$

where the expectation is with respect to the two-part experiment forming the random set $T$. In words, if the random set $T$ is small typically, where small is measured in terms of $\log Z_T^\theta(\lambda)$, then $\alpha$ must be large since $v$ will be free to be part of the spherical code with good probability.

We can also write

$$\alpha \geq \frac{1}{s_d(\theta)} \cdot E \left[ \alpha_T^\theta(\lambda) \right] \geq \frac{1}{s_d(\theta)} \cdot E \left[ \lambda \cdot s(T) \cdot e^{-\lambda \cdot s_d(q(\theta))} \right] \geq \frac{1}{s_d(\theta)} \cdot e^{-\lambda \cdot s_d(q(\theta))} E[\log Z_T^\theta(\lambda)].$$

In words, if $T$ is typically large (measured again in terms of $\log Z_T^\theta(\lambda)$), then $\alpha$ must be large, as the cap $C_\theta(v)$ will contain many codewords in expectation.
Now we can play these bounds against each other. Let \( z = E[\log Z_F^\theta(\lambda)] \). Applying both bounds gives

\[
\alpha \geq \inf_z \max \left\{ \lambda e^{-z}, z \cdot \frac{1}{s_d(\theta)} e^{-\lambda \cdot s_d(q(\theta))} \right\}.
\]

(12)

As the first expression is decreasing in \( z \) and the second increasing, the infimum occurs when they are equal. In other words, \( \alpha \geq \lambda e^{-z^*} \), where \( z^* \) is the solution to

\[
\lambda e^{-z} = z \cdot \frac{1}{s_d(\theta)} e^{-\lambda \cdot s_d(q(\theta))}.
\]

We can write

\[
z^* = W \left( \lambda s_d(\theta) e^{\lambda \cdot s_d(q(\theta))} \right)
\]

where \( W(\cdot) \) is the Lambert-W function, the inverse function of \( f(x) = xe^{x} \). One property of \( W(\cdot) \) we will use is that \( W(x) = \log x - \log \log x + o(1) \) as \( x \to \infty \).

Although \( \alpha^\theta(\lambda) \) is monotonically increasing in \( \lambda \), the bound (12) is not. To obtain the desired bound we must take \( \lambda \) asymptotically smaller than \( \frac{1}{s_d(q(\theta))} \), but of the same order on a logarithmic scale. Taking \( \lambda = \frac{1}{d \cdot s_d(q(\theta))} \) suffices.

This gives, recalling the asymptotics of \( s_d(\theta) \) from (2),

\[
z^* = W(\lambda \cdot s_d(\theta) \cdot e^{2/d})
\]

\[
= W(\lambda \cdot s_d(\theta)) + o(1)
\]

\[
= \log \lambda + \log s_d(\theta) - \log \log s_d(q(\theta)) + o(1)
\]

\[
= \log \lambda + \log s_d(\theta) - \log d - \log c_\theta + o(1),
\]

where \( c_\theta = \log \left( \frac{\sin \theta}{\sin q(\theta)} \right) \), and so

\[
\alpha \geq \lambda e^{-z^*} = (1 + o(1)) \frac{c_\theta \cdot d}{s_d(\theta)}
\]

as desired. \( \square \)

### 3.1. A lower bound on the volume of spherical codes of a given size.

**Proof of Theorem** Let \( \lambda = \frac{1}{s_d(q(\theta))} \) and let \( \alpha' = (1 - 1/d) \alpha^\theta_d(\lambda) \). We know from Theorem [4] that

\[
\alpha' = (1 + o(1)) \cdot \alpha^\theta_d(\lambda) \geq (1 + o(1)) \frac{c_\theta \cdot d}{s_d(\theta)}.
\]

Then since the maximum size of a spherical code is at most \( 2^d \) for large enough \( d \) (using, say, Rankin’s bound), we have that

\[
\mathbb{P}_\lambda[|X| \geq \alpha'] \geq \frac{\alpha^\theta_d(\lambda)}{d \cdot 2^d}.
\]

Let \( n \) be the most likely value for the size of \( X \) that is at least as large as \( \alpha' \). Then we have

\[
\mathbb{P}_\lambda[|X| = n] \geq \frac{\alpha^\theta_d(\lambda)}{d \cdot 2^d} \cdot 2^{-d} \geq 4^{-d}.
\]
Now we bound the probability that $n$ unit vectors form a spherical code of angle $\theta$ from below:

$$
\mathbb{P}[E_{d,\theta,n}] / n! = \mathbb{P}_\lambda[|X| = n] \cdot Z_d^\theta(\lambda) \cdot \lambda^{-n}
\geq 4^{-d} \cdot Z_d^\theta(\lambda) \cdot \lambda^{-n}
\geq 4^{-d} \cdot \lambda^{-n}
= 4^{-d} \cdot s_d(q(\theta))^n,
$$

and so

$$
\frac{1}{n} \log(\mathbb{P}[E_{d,\theta,n}] / n!) \geq \log s_d(q(\theta)) + o(1).
$$

Note that we could also have taken $\lambda = \frac{1}{s_d(q(\theta))}$ but this gives no improvement to the leading order term of the final bound.

To interpret this lower bound, we compare it to a naive lower bound on $\mathbb{P}[E_{d,\theta,n}]$, known as the ‘cell model’ lower bound in statistical physics. For $\theta' > \theta$, suppose we know there exists a spherical code $x_1, \ldots, x_n$ of angle $\theta'$ of size $n \geq (1 + o(1)) \frac{c_{\theta'} d}{s_d(q(\theta'))}$.

Now consider the lower bound on $\mathbb{P}[E_{d,\theta,n}]$ given as follows. Form a ‘cell’ of angular radius $(\theta' - \theta)/2$ around each $x_i$. Choose points $y_1, \ldots, y_n$ independently and uniformly at random and let $\tilde{E}$ be the event that each $y_i$ falls into a distinct cell around one of the $x_j$’s. As the angular radius between points in distinct cells is at least $\theta'$, we have $\mathbb{P}[E_{d,\theta,n}] \geq \mathbb{P}[\tilde{E}]$. If we want $n$ to be within a constant factor of the bound from Theorem 2, we can only take $\theta' - \theta$ as large as $O(1/d)$, as the lower bound decreases exponentially in $d$ as the angle increases. With $\theta' = \theta + c/d$, we have

$$
\mathbb{P}[\tilde{E}] = n! \cdot s_d \left( \frac{c}{2d} \right)^n
$$

and so

$$
\frac{1}{n} \log(\mathbb{P}[\tilde{E}] / n!) = \log s_d(c/2d),
$$

and since $s_d(c/2d)$ is smaller than $s_d(q(\theta))$ by a factor $d^{\Theta(d)}$, Theorem 3 gives a significant improvement to the naive lower bound.
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