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Abstract—In this letter, we study the secure communication problem in the unmanned aerial vehicle (UAV) enabled networks aided by an intelligent reflecting surface (IRS) from the physical-layer security perspective. Specifically, the IRS is deployed to assist the wireless transmission from the UAV to the ground user in the presence of an eavesdropper. The objective of this work is to maximize the secrecy rate by jointly optimizing the phase shifts at the IRS as well as the transmit power and location of the UAV. However, the formulated problem is difficult to solve directly due to the non-linear and non-convex objective function and constraints. By invoking fractional programming and successive convex approximation techniques, the original problem is decomposed into three subproblems, which are then transformed into convex ones. Next, a low-complexity alternating algorithm is proposed to solve the challenging non-convex problem effectively, where the closed-form expressions for transmit power and phase shifts are obtained at each iteration. Simulations results demonstrate that the designed algorithm for IRS-aided UAV communications can achieve higher secrecy rate than benchmarks.

Index Terms—Intelligent reflecting surface, resource allocation, secure communication, unmanned aerial vehicle.

I. INTRODUCTION

By manipulating the transmit signal to maximize the secure rate in the wireless networks, the physical layer security (PLS) technique is able to effectively reduce the information leakage and enhance data security [1], [2]. However, the conventional scheme of implementing PLS in the ground base station (BS) is severely limited to the location of legitimate users and eavesdroppers [3]. Due to the high mobility and flexible deployment of unmanned aerial vehicles (UAVs), they are capable of offering strong line-of-sight (LoS) links and adjusting transmit strategy dynamically to boost the security [4], [5], which makes the combination of UAV and PLS an appealing scheme to provide ubiquitous secure wireless service in the fifth generation and beyond. Whereas, this approach surmounts the location restrictions on conventional static ground scenes at the cost of the LoS links also being leveraged by eavesdroppers, which greatly increases the potential risk of security in UAV communications [6]–[9].

Against the above background and issues, an intuitive idea is to establish a more controllable wireless environment to improve the secure performance of UAV communication systems. Recently, intelligent reflecting surface (IRS) has emerged as a revolutionary technique due its ability of reshaping wireless channels [10], which adds more degrees of freedom to achieve a smart and reconfigurable wireless environment in a controllable manner. Technically, these tunable and low-cost reflecting elements equipped on IRS are capable of dynamically adjusting the phase shifts and absorbing the signal energy, then the desired signals can be boosted yet the interference signals are diminished simultaneously [11]. Therefore, IRS can be carefully designed to improve the undesirable propagation conditions to facilitate UAV communications. However, integrating IRS into UAV-enabled secure communication systems faces challenges from network characterization to performance optimization [12].

Inspired by these great challenges and potentials of UAV and IRS in enhancing PLS, the secrecy performance of both UAV-enabled and IRS-aided communications has received considerable attention. For example, assuming that the position of the eavesdropper was available under LoS propagations, the trajectory and transmit power of the UAV were jointly optimized to maximize the secrecy rate in [3], [4]. In addition, authors in [5], [6] proposed the transmit jamming strategy to secure wireless communication in which UAVs send jamming signals to confound the eavesdroppers. However, the broadcast nature of wireless transmissions and the dominating LoS channels bring more eavesdropping threats in such UAV deployed scenarios, and the incorporation of the cooperative jamming inevitably incurs synchronization and communication overhead for transmit power control. On the other hand, by leveraging the fine-grained tunable capability of IRSs, the works in [13]–[16] studied the secrecy performance of IRS assisted communication systems. By jointly designing the active and passive beamforming, the achievable secrecy rate can be significantly improved. In particular, authors in [17] provided an overview of the secure wireless communications aided by IRS, including its classification, challenges and recommendations. However, most of the existing contributions on IRS-aided PLS are restricted to the static ground scenes with fixed terrestrial facilities. To the best of our knowledge, the study on UAV-enabled secure communication is still an open issue and the corresponding numerical results or analysis are insufficient, not to mention the integration of IRS.

Different from the conventional terrestrial secure communication, this letter proposes a novel secrecy rate maximization problem by exploiting both the high mobility UAV and the software controllable IRS for further secure performance enhancement. More specifically, the contributions of this work...
can be summarized as follows: 1) we design a novel framework for UAV-enabled secure communications aided by IRS, where a non-linear and non-convex problem is formulated to maximize the secrecy rate; 2) we propose a low complexity algorithm to solve this challenging problem, where the closed-form solutions for transmit power and phase shifts are obtained at each iteration; 3) we conduct numerical simulations to demonstrate the impacts of maximum transmit power, the number of reflecting elements and the distance between IRS and the legitimate user, and all of them validate the performance gain of the proposed algorithm.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig[1] we consider an IRS-aided UAV network where one IRS (Rose) is deployed to assist the secure communication from the UAV (Alice) to a legitimate ground user (Bob), against an eavesdropper (Eve). Specifically, Rose consists of $M$ passive reflecting elements, Alice is equipped with $N$ antennas, and both Bob and Eve are single-antenna users. Assume that the height of Bob and Eve is zero, while that of Alice and Rose are $H$ and $h$, respectively. Meanwhile, Alice, Bob, Eve, and Rose are horizontally located at $a$, $b$, $e$, $r$, and they are indexed by $a$, $b$, $e$, $r$, respectively.

Let $h_{ab} \in \mathbb{C}^{N}$, $h_{ae} \in \mathbb{C}^{N}$, $H_{ar} \in \mathbb{C}^{M \times N}$, $h_{an} \in \mathbb{C}^{M}$, and $h_{re} \in \mathbb{C}^{M}$ denote the channel gain$[3]$ of the Alice-Bob, Alice-Eve, Alice-Rose, Bob-Rose, and Rose-Eve links, respectively. Then, the channel model$[3]$ can be expressed as $h_{mn}^{H} = \sqrt{\beta_{mn}}e^{j\phi_{mn}}$, $m \in \{a,r\}$, $n \in \{b,e\}$, where $\beta_{0}$ is the power gain at the reference distance of 1 m, $d_{mn}$ denotes the distance between $m$ and $n$, $c_{mn}$ is the path loss factor. Moreover, the small-scale fading $g_{mn}$ can be modeled as

$$g_{mn} = \sqrt{\frac{k_{mn}}{k_{mn} + 1}} g + \sqrt{\frac{1}{k_{mn} + 1}} g,$$

(1)

where $g$ represents the deterministic LoS channel component, $\tilde{g}$ denotes the random scattered component, and $k_{mn}$ is the Rician factor$[3]$ As such, the channel gain of Alice-Rose link can be obtained as $H_{ar} = \sqrt{\beta_{ar}}e^{j\phi_{ar}}(\sqrt{\frac{k_{ar}}{k_{ar} + 1}} G + \sqrt{\frac{1}{k_{ar} + 1}} \tilde{G})$, where $G$ and $\tilde{G}$ are similar to $g$ and $\tilde{g}$, respectively.

Thus, the received signal at Bob and Eve can be given by

$$s_{n} = (h_{rn}^{H} \Theta H_{ar} + h_{mn}^{H} f x + \xi_{n}, n \in \{b,e\},$$

(2)

where $f \in \mathbb{C}^{N}$ is the transmit precoding vector, $x$ is the information-bearing symbol of the legitimate receiver Bob with $E[|x|^{2}] = 1$, $\Theta = diag(e^{j\phi_{1}}, \cdots, e^{j\phi_{m}}, \cdots, e^{j\phi_{M}})$ is the diagonal matrix with $\phi_{i} \in [0, 2\pi)$ denoting the phase shift incurred by the $i$-th reflecting element of Rose, $\xi_{b} \sim \mathcal{N}(0, \sigma_{b}^{2})$ and $\xi_{e} \sim \mathcal{N}(0, \sigma_{e}^{2})$ represent the additive white Gaussian noise at Bob and Eve, respectively.

Then, the signal-to-interference-plus-noise ratio at Bob and Eve can be expressed as

$$\gamma_{n} = \frac{\left( h_{rn}^{H} \Theta H_{ar} + h_{mn}^{H} f \right)^{2}}{\sigma_{n}^{2}}, n \in \{b,e\}.$$

(3)

B. Problem Formulation

By jointly designing the transmit power and location at Alice as well as the phase shifts at Rose, the objective of this work is to maximize the system secrecy rate. Mathematically, the achievable secrecy rate can be given by

$$R_{s} (f, \Theta, \alpha) = \log_{2} (1 + \gamma_{b}) - \log_{2} (1 + \gamma_{e})^{+},$$

(4)

where $[x]^{+} = \max \{x, 0\}$ and we omit this operator $[\cdot]^{+}$ in the rest of this work for simplicity, due to the non-negative nature of the optimal secrecy rate. Then, the secrecy rate maximization problem can be formulated as

$$\max_{f, \Theta, \alpha} R_{s} (f, \Theta, \alpha)$$

(5a)

s.t. $\|f\|^{2} \leq P_{\text{max}},$ (5b)

$$\phi_{m} \in [0, 2\pi), m = 1, \cdots, M,$$ (5c)

$$\log_{2} (1 + \gamma_{b}) \geq R_{\text{min}},$$ (5d)

where the constraint (5b) guarantees that the maximum transmit power at Alice is no more than the budget $P_{\text{max}}$, (5c) is the phase shifts constraint at the Rose, and (5d) ensures that the minimum rate requirement $R_{\text{min}}$ is satisfied at Bob.

Note that problem (5) is non-trivial to solve due to the non-convex objective function and unit-modulus constraints, as well as the coupled variables $f$, $\Theta$ and $\alpha$. To solve this challenging problem, we first propose to decompose it into tractable subproblems, then an alternating optimization (AO) algorithm is designed to address the original problem (5) effectively, i.e., fix one and optimize the other, then repeat this in turn until the convergence criterion is reached.

III. ALTERNATING OPTIMIZATION

A. Power Allocation

In this section, we first investigate the optimization of $f$ with the fixed $\Theta$ and $\alpha$. By introducing the matrix variable $Q_{n} = (h_{rn}^{H} \Theta H_{ar} + h_{mn}^{H} f, (h_{rn}^{H} \Theta H_{ar} + h_{mn}^{H} f)^{H} h_{an}^{H}), n \in \{b,e\}$, problem (5) can be reformulated as

$$\max_{f} \quad f^{H} Q_{b} f + \sigma_{b}^{2},$$

(6a)

s.t. $\|f\|^{2} \leq P_{\text{max}},$ (6b)

$$f^{H} Q_{e} f + \sigma_{e}^{2},$$

(6c)

To ensure that problem (6) has feasible solutions, we assume $P_{\text{max}} \geq (2\sigma_{mn}^{-2} - 1)\sigma_{b}^{2}$. Therefore, the optimal solution to the generalized eigenvalue problem (6) can be derived as $[11]$

$$f_{\text{opt}} = \sqrt{P_{\text{max}}} e_{\text{max}},$$

(7)

where $e_{\text{max}}$ is the normalized dominant generalized eigenvector of the matrix pencil $(P_{\text{max}} Q_{b} + \sigma_{b}^{2} I, P_{\text{max}} Q_{e} + \sigma_{e}^{2} I)$, where $I$ denotes the identity matrix.
B. Reflection Design

Next, with given $f$ and $a$, we define $h_B = \text{diag}(h_{1B}^H, H_{ar1}, f)$, $\tilde{h}_B = h_{EB}^H f, \tilde{h}_E = \text{diag}(h_{EB}^H) H_{arE} f$, and $h_E = \text{diag}(h_{EB}^H)$. Then, by invoking the equality $h\Theta b = \Theta^H (h\theta b)$ where $\theta = [e^{j \phi_1}, \ldots, e^{j \theta M}]^T$, problem (8) can be rewritten as

$$\max_{\theta} \left| \theta^H \tilde{h}_B + \bar{h}_B \right|^2 + \sigma_e^2$$

s.t. $\phi_m \in [0, 2\pi], m = 1, \ldots, M$. (8b)

$$R(\theta) \geq 0,$$ (8c)

where $R(\theta) = |\theta^H h_B + \bar{h}_B|^2 + \sigma_e^2 2R_\alpha \sigma_e^2$.

It can be noticed that problem (8) is a fractional programming problem [18]. As such, by adding a non-negative multiplication factor $\mu$, we transform problem (8) into the following approximate problem

$$\min_{\mu} \varphi(\theta|\mu)$$

s.t. (8b) and (8c), (9b)

where $\varphi(\theta|\mu) = |\theta^H h_E + \bar{h}_E|^2 + \sigma_e^2 - \mu R(\theta)$. Denote $\varphi^*(\theta|\mu)$ as the optimal objective value of problem (9), then the optimal objective value of problem (8) is equivalent to the unique root of $\varphi^*(\theta|\mu) = 0$ [18]. However, obtaining the root requires solving problem (9) with given $\mu$, which is still a complicated non-convex problem with unit-modulus constraints.

To make it more tractable, we follow the second-order Taylor expansion method [19] to minimize an upper bound of the objective function (8a), which can be given by

$$\varphi(\theta|\mu) \leq \lambda_{\max}(H) \|\theta\|^2 - 2R \{\theta^H \beta\} + c,$$ (10)

where

$$H = h_E h_E^H - \mu h_B h_B^H, \quad \beta = \lambda_{\max}(H) I - H \theta + \mu \bar{h}_B h_B - \bar{h}_E h_E, \quad c = \theta^H (\lambda_{\max}(H) I - H \theta + |\bar{h}_E|^2 + \sigma_e^2$$

$$- \mu |\bar{h}_E|^2 - \mu (1 - 2R_\alpha \sigma_e^2) \sigma_e^2.$$ (11c)

Note that $\tilde{\theta}$ is the solution obtained at the previous iteration. For ease of calculation, we can drop the constant terms of the bound and problem (8) can be further approximated as

$$\max_{\theta} 2R \{\theta^H \beta\},$$

s.t. (8b) and (8c). (12a)

Obviously, the objective function (12a) is maximized only when the phases of $\theta$, and $\beta$, are equal. Thus, the closed-form solution for problem (12a) with given $\mu$ can be derived as

$$\theta^*(\mu) = [e^{j \arg(\beta_1)}, \ldots, e^{j \arg(\beta_M)}]^T.$$ (13)

By successively tuning the phase shifts of all elements based on (13), the optimal solution to problem (9) can be obtained as $\varphi^*(\theta|\mu)$. Since $\varphi^*(\theta|\mu)$ is a strictly decreasing function with $\varphi^*(\theta|0) > 0$ and $\varphi^*(\theta|\infty) < 0$ [13], it can be verified that $\varphi^*(\theta|\mu) = 0$ has a unique root (by $\mu$) and $\mu^f \neq 0$. Furthermore, owing to $|\theta^H h_E + \bar{h}_E|^2 + \sigma_e^2 > 0$, and $\mu > 0$, $R(\theta)$ is guaranteed to be non-negative when $\varphi^*(\theta|\mu) = 0$. As a result, the optimal phase shifts can be obtained as $\theta^*(\mu)$.

Algorithm 1 Alternating Optimization for Solving (5)

1: Initialize the maximum iteration number $L$, the current iteration number $n = 0$, and the tolerance $\epsilon$;

2: repeat

3: Given $(f^{(n)}, \Theta^{(n)}, a^{(n)})$, calculate $f^{(n)}$ by using (7);

4: Given $(f^{(n+1)}, \Theta^{(n+1)}, a^{(n)})$, obtain $\Theta^{(n)}$ by applying the fractional programming method and the derived closed-form solution in (13);

5: Given $(f^{(n+1)}, \Theta^{(n+1)}, a^{(n)})$, obtain $a^{(n)}$ by applying the fractional programming method and DC algorithm;

6: Update $n = n + 1$;

7: until $|R_{a}^{(n+1)} - R_{a}^{(n)}| < \epsilon$ or $n > L$;

8: Output the converged solution $(f^{(n)}, \Theta^{(n)}, a^{(n)})$.

C. UAV Deployment

It remains to optimize $a$ with fixed $f$ and $\Theta$. Define two constants as $\alpha_{an} = \sigma_n^2 \sqrt{\bar{h}_{ar}^H \Theta f}$ and $\omega_{an} = \sigma_n^2 \sqrt{\bar{h}_{ar}^H f}, n \in \{b, e\}$, which are independent of $a$, then problem (5) is reduced to

$$\max_{a} \left| \varphi(a, r) \alpha_{ab} + \varphi(a, b) \omega_{ab} \right|^2 + 1 + 1$$ (14a)

s.t. $\varphi(a, r) \alpha_{ae} + \varphi(a, e) \omega_{ae} \geq 1$ (14b)

where $\varphi(a, n) = d_{an}^2 \sqrt{\bar{h}_{ar}^H + 1} - \sqrt{\epsilon_{an}^H} + \bar{g}$ with $d_{an}^2 = \|a - n\|^2 + H^2, n \in \{b, e\}$ and similarly, $\varphi(a, r) = d_{ar}^2 \sqrt{\bar{h}_{ar}^H + 1} - \sqrt{\epsilon_{ar}^H} + \bar{g}$ with $d_{ar}^2 = \|a - r\|^2 + (H - h)^2$. Although $\varphi(a, n)$ and $\varphi(a, r)$ are neither convex nor convex w.r.t. $a$, they are respectively convex w.r.t $\|a - n\|^2 + H^2$ and $\|a - r\|^2 + (H - h)^2$, which allows us to leverage the successive convex approximation (SCA) technique to derive their convex approximations. To be specific, due to the fact that the first-order Taylor approximation of a convex function is a global under-estimator, $\varphi(a, n)$ and $\varphi(a, r)$ can be lower-bounded as follows.

Lemma 1: For any UAV horizontal location, $\{\hat{a}\}$, we have

$$\varphi(a) \geq \varphi^b(a) \triangleq \hat{a}(a) + 2\text{arg}\left(a - y\right) - \|a - y\|^2, \quad (15)$$

where the equality holds at the point $a = \hat{a}$. The coefficients $\hat{a}(a)$ and $\hat{a}(a)$ are given in Appendix A.

Proof: See Appendix A.

Modifying problem (14) by replacing $\varphi(a, n)$ and $\varphi(a, r)$ with their lower bounds in Lemma 1 yields the following approximated problem

$$\max_{a} \left| \varphi^b(a, r) \alpha_{ab} + \varphi^b(a, b) \omega_{ab} \right|^2 + 1$$ (16a)

s.t. $\varphi^b(a, e) \alpha_{ae} + \varphi^b(a, e) \omega_{ae} \geq 1$ (16b)

where $R(a) = |\varphi^b(a, r) \alpha_{ab} + \varphi^b(a, b) \omega_{ab} |^2 + 1 - 2\epsilon_{an}^H$.

Similar to problem (8), the fractional programming method can be invoked to transform problem (16) as follows

$$\min_{a} \varphi(a|\rho)$$ (17a)

s.t. $R(a) \geq 0$, (17b)
where \(\varphi(a|p) = |\varphi^b(a,r)\alpha_{ae} + \varphi^b(a,e)\omega_{ae}|^2 + 1 - pR(a)\), and \(p \geq 0\) is an introduced parameter.

It can be verified that both the subtrahend and minuend of (17a) with given \(p\) are convex w.r.t \(a\), thus problem (17) can be near-optimally solved by the difference-of-convex (DC) algorithm [20]. After obtaining the optimal solution to problem (17), it is not difficult to verify that problem (16) can be efficiently solved by the method for solving problem (8). For space reason, we omit the detailed approximations here, which are similar to those in Section III-B.

Using the results obtained in the previous three subsections, the overall alternating algorithm for solving problem (5) is summarized in Algorithm 1 whose convergence and complexity are given in the following proposition.

**Proposition 1:** As long as the number of iterations \(L\) is large enough, Algorithm 1 is guaranteed to converge, and its computational complexity can be represented by \(O(L \log_2 \frac{1}{\epsilon})\).

**Proof:** See Appendix B.

## IV. Simulation Results

This section presents numerical results to characterize the performance of our proposed algorithm. The location of Rose and Eve are respectively set to \(r = (3,5)\) and \(e = (0,10)\), and the x-coordinate of Bob is set to 0. Other simulation parameters are given in Table 1. Specifically, the BS deployed at \((45,5,20)\) is considered as the benchmark for comparison.

Fig. 2 shows the impact of the transmit power \(P_{\text{Max}}\) on the secrecy performance with \(M = 60\) and \(b = (0,0)\). A general trend from Fig. 2 is that the secrecy rates of all the schemes increase with the growth of the transmit power as expected. Note that (UAV, IRS) always yields a higher value than the others, while (BS, No-IRS) looks the worst, which indicates that deploying IRS and UAV is a promising approach for improving wireless communications security. And (BS, IRS) performs better than (UAV, No-IRS), which implies that in this challenging setup with both Bob and Eve near to IRS, deploying IRS with 60 reflection elements is more beneficial for improving security than deploying UAV.

Fig. 3 depicts the secrecy rate versus the number of reflecting elements at IRS (Rose) with \(P_{\text{Max}} = 50\) dBm and \(b = (0,0)\). It is observed that the performance gain obtained from IRS is sensitive to the increase in the number of reflecting elements. This is due to the fact that the large-scale IRS can provide a strong cascaded channel for legitimate reception but substantially deteriorate the information reception at the eavesdropper. Interestingly, we notice that when \(M = 50\), (IRS, BS) and (UAV, No-IRS) perform almost identically, which shows that the secrecy rate enhancements provided by the deployment of software controllable IRS and high mobility UAV are similar under the parameter settings at this point.

Fig. 4 demonstrates the effect of the distance between the IRS and the legitimate user on rate performance by varying the y-coordinate of Bob, with \(P_{\text{Max}} = 50\) dBm and \(M = 60\). As can be observed from Fig. 4 since the channel gain is a decreasing function of the distance of IRS-Bob link, when Bob is far away from the IRS, deploying IRS is not obviously more efficient than employing UAV for security provisioning. However, when Bob approaches the IRS, the reflect beam-forming of the IRS can be fully exploited to enhance the desired signal at the legitimate receiver. Thus, the secrecy rates achieved by our proposed IRS-aided systems obtain distinct growth correspondingly.

## V. Conclusion

This letter investigated the secure communication in UAV-enabled networks aided by the IRS. A non-convex problem was formulated to maximize the secrecy rate by jointly optimizing the transmit power and location of the UAV as well as the phase shifts at the IRS. To solve this intractable problem efficiently, an AO based algorithm was proposed by invoking the fractional programming and relaxation methods, such as SCA and DC programming. Finally, simulation results validated the secrecy performance gain of the proposed algorithm over other three baselines.

## APPENDIX A

Introducing a constant \(\alpha < 0\), it can be verified that \(\varphi(x) = (X + x)^\alpha \sqrt{k(x) + 1}^{-\frac{1}{2}}(\sqrt{k(x)}g + g)\), where
where
\[ \varphi(x) = (x + x)^{\alpha} \sqrt{(x + x)^{1 + 1}(x + x)g + g}. \]
\[ \varphi_2(x) = \tilde{k}(x) \left\{ 2\alpha + \tilde{h}(x) \tilde{k}^2(x) \right\} \tilde{g}(x) - \tilde{h}(x)g, \]
with
\[ \tilde{k}(x) = \frac{1}{2} (x + x)^{n - 1} \sqrt{(x + x)^{1 - 1}k(x)}, \]
\[ \tilde{g}(x) = g + \sqrt{(x + x)\sqrt{(x + x)^2 - \tilde{h}^2} - 1}. \]

Then, considering \( X = \|a - y\|^2 + Z^2 \), \( x = 0 \), and \( x = \|a - y\|^2 + Z^2 \), Lemma 1 is derived, where
\[ \tilde{\varphi}(a) = (\|a - y\|^2 + Z^2)_{\alpha} \sqrt{(k(0) + 1)^{-1}(k(0)g + g)}, \]
\[ \tilde{\Lambda}(a) = \tilde{k}(0) \left\{ 2\alpha + \tilde{h}(0) \tilde{k}^2(0) \right\} \tilde{g}(0) - \tilde{h}(0)g. \]

APPROXIMATIONS B

To characterize the convergence of the algorithm, we proved that for the \( n \)-th iteration, the following update rules hold
\[ R_s^{(n)} = R_s(f^{(n)}, \Theta^{(n)}, a^{(n)}). \]
\[ \varphi_{\beta}(\Theta) = \varphi_{\beta}(\Theta, a^{(n)}). \]
\[ \varphi_{\beta}(\Theta, \mu^{(n)}) = \varphi_{\beta}(\Theta, \mu^{(n)}). \]
\[ \varphi_{\beta}(\Theta, \mu^{(n)}) = \varphi_{\beta}(\Theta, \mu^{(n)}). \]

(a) follows that in Step 3 in Algorithm 1, problem 5 is solved optimally with the solution \( f^{(n+1)} \). Let \( \varphi_{\beta}(\Theta) \) and \( \varphi_{\beta}(\Theta) \) respectively denote the numerator and the denominator of \( (\alpha) \), then \( b \) can be explained by the following inequalities
\[ \varphi_{\beta}(\Theta) = \mu^{(n)} \varphi_{\beta}(\Theta) = \varphi_{\beta}(\Theta, \mu^{(n)}). \]
\[ \varphi_{\beta}(\Theta, \mu^{(n)}) = \varphi_{\beta}(\Theta, \mu^{(n)}). \]
\[ \varphi_{\beta}(\Theta, \mu^{(n)}) = \varphi_{\beta}(\Theta, \mu^{(n)}). \]
\[ \varphi_{\beta}(\Theta, \mu^{(n)}) = \varphi_{\beta}(\Theta, \mu^{(n)}). \]

where \( (d) \) is due to \( \varphi_\beta(\Theta, \mu) = f(\Theta)(\mu, \theta), \) \( (e) \) holds since \( f(\Theta, \mu) \) is minimized when \( \Theta = \Theta(\mu'), \) \( (f) \) is due to the inequality \( 10 \) and \( (g) \) holds from \( \varphi_{\beta}(\Theta(\mu')) = 0. \)

Consequently, we obtain \( \varphi_{\beta}(\Theta, \mu) \leq \frac{1}{\mu} = \varphi_{\beta}(\Theta(\mu')), \) that is, \( (8a) \) increases over iterations, thus \( (b) \) holds; \( (c) \) means that the value of \( R_s(f^{(n+1)}, \Theta^{(n+1)}, a^{(n)}) \) can be improved by successively solving the problem \( (17) \). Furthermore, the objective value of problem 5 is upper bounded by a finite value, Algorithm 1 is guaranteed to converge.

Note that both step 3 and step 4 of Algorithm 1 can obtain closed-form solutions, thus the major computation of Algorithm 1 lies in step 5 of solving problem 14. Since the considered system has a small user scale and the transmission is completed in a single time slot, the complexity of solving UAV deployment subproblem can be given as \( O(\log n \frac{1}{\epsilon}) \), which completes the proof of Proposition 1.
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