Investigation of dense manifold of particle-hole excitations in metallic nanowires using r12-correlated frequency-dependent electron-hole interaction kernel
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Low-lying electronically excited states in metallic and semiconductor nanoparticles continue to be actively investigated because of their relevance in a wide variety of technological applications. However, first-principles electronic structure calculations on metallic and semiconductor nanoparticles are computationally challenging due to factors such as large system sizes, evaluation and transformation of matrix elements, and high density of particle-hole states. In this work, we present the development of the frequency-dependent explicitly-correlated electron-hole interaction kernel (FD-GSIK) to address the computation bottleneck associated with these calculations. The FD-GSIK method obtains a zeroth-order description of the dense manifold of particle-hole states by constructing a transformed set of dressed particle-holes states. Electron-hole correlation is introduced by using an explicitly correlated, frequency-dependent two-body operator which is local in real-space representation. The resulting electron-hole interaction kernel expressed in an energy-restricted subspace of particle-hole excitations is derived using the Löwdin’s partitioning theory. Finally, the excitation energies are calculated using an iterative solution of the energy-dependent, generalized pseudoeigenvalue equation. The FD-GSIK method was used to investigate low-lying excited states of a series of silver linear clusters and nanowires (Ag\textsubscript{n}). For small clusters, the FD-GSIK results were found to be in good agreement with equation-of-motion cluster-coupled calculations. For nanowires with \( n < 50 \), the excitation energy was found to decrease with increasing wire length, and this trend was found to be consistent with EOM-CCSD and time-dependent density functional theory results. However, for \( n > 50 \) the trend was reversed, and the excitation energy increased with increasing wire length. This trend was found to be consistent with perturbation theory calculations. The results of this investigation demonstrate FD-GSIK is an effective method for investigating electronic excitations and capturing electron-hole correlation in nanomaterials.
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I. INTRODUCTION

Noble metal nanowires (NMNWs) such as gold and silver are of great interest for their applications in biomedicine,\textsuperscript{1–5} catalysis,\textsuperscript{6} energy conversion,\textsuperscript{7–10} and sensing.\textsuperscript{11–14} The effect of composition,\textsuperscript{15,16} environment,\textsuperscript{17} size,\textsuperscript{18–20} and shape\textsuperscript{19–22} of noble metal nanoparticles is of particular interest as these cause tunability in the absorption peaks. In particular, electronically excited states of metal nanowires are of great interest due to the presence of strong absorption peaks in the visible to near IR region called surface plasmon resonance (SPR).\textsuperscript{23,24} An SPR is the collective oscillations of electronic transitions due to the density of states within these metallic-like systems. Noble metal nanoparticles have been extensively studied both experimentally\textsuperscript{25–28} and theoretically\textsuperscript{18,29–32} to better understand the plasmonic nature.

As a consequence of their metallic character, gold and silver nanowires exhibit high density of states near the band edges. For example, the distribution of single-particle states obtained from the Hartee-Fock calculation on Ag\textsubscript{100} nanowire (Figure 1) exhibits a high density of states for both occupied and unoccupied orbitals. The presence of collective excitation in NMNW is simultaneously the source of their unique photophysical properties and their computational complexity. In earlier work, primarily time-dependent density-functional theory (TDDFT) has been used to investigate optical properties on NMNWs.\textsuperscript{33–37}
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**FIG. 1.** Frequency distribution of molecular orbital energies for Ag\textsubscript{100} near the HOMO-LUMO gap.

One of the central challenges in performing calculations of NMNWs is the steep scaling of computational cost with increasing number of atoms in the nanowire. Most wave function-based-methods require an atomic orbital to molecular orbital (AO-to-MO) transformation of two-electron integrals for post-Hartree-Fock (HF) or post-DFT calculations. This transformation is one of the most significant contributors to the overall cost of the calculations and
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has been focus of research. Naive implementation of the AO-to-MO transformation scales as $O(N^5)$, and various strategies have been developed to reduce the scaling of this transformation. Cholesky Decomposition,\(^{38-42}\) density-fitting,\(^{42-45}\) resolution-of-identity,\(^{39,46}\) and the tensor-decomposition techniques\(^{47-49}\) among others have been developed to reduce the cost of this transformation. In addition to the AO-to-MO transformation, excited-state methods also have to deal with a large space of particle-hole excitations for accurate description of the excited state wave function. For example, in methods such as CIS,\(^{50}\) LR-TDDFT,\(^{50,51}\) EOM-CCSD,\(^{52}\) TD,\(^{53}\) and GW-BSE,\(^{54-56}\) the excited state calculations need construction of the $A$ and $B$ response matrices in the one-particle one-hole (1p-1h) basis. The cost of excited state calculations is exacerbated for multireference wave functions. For TDDFT methods, the real-time formulation (RT-TDDFT) as opposed to the linear-response (LR-TDDFT) provide an efficient alternate route for a computationally efficient procedure to calculate excited state properties. A recent review by Weerawawardene and Aikens provides a detailed comparison of these TDDFT methods for noble metal nanoparticles.\(^{57}\) The real-time propagation approach allows for a direct treatment of a collection of 1p-1h states and is better suited for treating a dense manifold of particle-hole excitations. Recently, the efficacy of this approach has been demonstrated in a series of studies on Ag\(^{58,59}\) and Au nanowires.\(^{60,61}\) Time-dependent density-functional theory has demonstrated impactful insight into understanding the plasmon resonance within many NMNW and nanoparticles in obtaining electron-correlation.\(^{35,61-67}\) Although TDDFT-based methods have proved useful, limited work has been done with other excited state methods such as configuration interaction (CI),\(^{68,69}\) complete active space self-consistent field (CASSCF),\(^{70}\) and equation-of-motion coupled-cluster (EOM-CC)\(^{71}\) that work towards understanding the multireference characteristics of the collective excitations within these systems, which has resulted in restricting the investigations to a few atoms or active space, due to the dense manifold of single-particle states and cost of the overall computation for these noble metal nanoparticles. However, both wave function and RT-TDDFT implementation require AO-to-MO transformations of integrals which add to the overall computational cost for these systems.

In this work, we present a first-principle real-space wave function based approach which avoids AO-to-MO integral transformation by calculating all the necessary integrals directly in the MO basis using the Monte Carlo techniques. The method, uses an explicitly correlated frequency-dependent electron-hole interaction kernel (FD-GSIK) for including electron-hole correlation in calculation of excited states in many-electron systems.\(^{72}\) The treatment of dense manifold of particle-hole states in FD-GSIK method is achieved by introducing dressed field operators \{$\hat{\Psi}(\mathbf{r}), \hat{\Psi}^\dagger(\mathbf{r})$\} that represent collective quasiparticle coordinate. Inspired by the work by Li and co-workers on energy-specific TDDFT\(^{73,74}\) and EOM-CCSD\(^{75}\) techniques of excited state calculations, an energy-based partitioning scheme is used to define the quasiparticle field operators. The combination of a real-space formulation using partitioned field operators with explicitly correlated frequency dependent kernel allows us to overcome the computational barriers mentioned above. We have applied the developed method for studying low-lying excited states of a series silver nanowires consisting of $[\text{Ag}_2, \ldots, \text{Ag}_{100}]$ and have benchmarked them against EOM-CCSD and linear response TDDFT calculations. The theoretical details of the derivation, its computational implementation, and its application to metallic nanowires are presented in the following sections.
II. THEORY

A. Energy-restricted quasiparticle creation operators

We start by defining the quasiparticle field operators $\hat{\Psi}^h$ and $\hat{\Psi}^e$. The field operators, defined using the set of one-particle states, are obtained from the eigenspectrum of the Fock operator

$$f \chi_p(x) = \epsilon_p \chi_p(x).$$

(1)

Using the MOs $\chi_p$, the quasi-electron and quasi-hole field operators are expressed as

$$\hat{\Psi}^h_\uparrow(x) = \sum_p \theta(\epsilon_{HOMO} - \epsilon_p) \chi^*_p(x) p^\dagger,$$

(2)

$$\hat{\Psi}^e_\uparrow(x) = \sum_p \theta(\epsilon_p - \epsilon_{LUMO}) \chi^*_p(x) p^\dagger,$$

(3)

where $\epsilon_{HOMO}$ is the energy of the highest occupied molecular orbital (HOMO), $\epsilon_{LUMO}$ is the energy of the lowest unoccupied molecular orbital (LUMO), and $\theta$ is the Heaviside function.

The effective many-body electron-hole Hamiltonian has the general form

$$H_{eh} = H_{eh}^0 + V_{ee} + V_{hh} + V_{eh},$$

(4)

where

$$H_{eh}^0 = \int dx \hat{\Psi}^h_\uparrow(x) f \hat{\Psi}^h_\downarrow(x) + \int dx \hat{\Psi}^e_\uparrow(x) f \hat{\Psi}^e_\downarrow(x),$$

(5)

$$V_{ee} = \int dx dx' \hat{\Psi}^e_\uparrow(x) \hat{\Psi}^e_\uparrow(x') \hat{\Psi}^e_\downarrow(x') \hat{\Psi}^e_\downarrow(x),$$

(6)

$$V_{hh} = \int dx dx' \hat{\Psi}^h_\uparrow(x) \hat{\Psi}^h_\uparrow(x') \hat{\Psi}^h_\downarrow(x') \hat{\Psi}^h_\downarrow(x),$$

(7)

$$V_{eh} = \int dx dx' \hat{\Psi}^e_\uparrow(x) \hat{\Psi}^h_\uparrow(x') \hat{\Psi}^h_\downarrow(x') \hat{\Psi}^e_\downarrow(x),$$

(8)

and $w_{ee}$, $w_{hh}$, and $w_{eh}$ are the quasiparticle interaction operators. The electron-hole Hamiltonian can be factored into a sum of noninteraction terms and interaction terms and for a 1-particle 1-hole system the total Hamiltonian can be expressed as

$$H_{eh} = H_{eh}^0 + V_{eh}.$$

(9)

In addition to the quasiparticle field operators, we also defined a set of energy-restricted hole and particle creation operators $\{D^\dagger_h, D^\dagger_e\}$,

$$D^\dagger_h(\eta_h) = \sum_{i=1}^{N_{occ}} \theta(\epsilon_i - \eta_h) i^\dagger,$$

(10)
\[
D^\dagger_e(\eta_e) = \sum_{a} \theta(\eta_e - \epsilon_a)a^\dagger,
\]

where \(\eta_h\) and \(\eta_e\) are the energy cutoff parameters. Using these operators, we define the following particle-hole state \(|P\rangle\),

\[
|P\rangle = \sqrt{\frac{1}{M_P}}D^\dagger_h(\eta_h)D^\dagger_e(\eta_e)|0_h0_e\rangle,
\]

where \(M_P\) is the normalization constant ensuring \(\langle P|P\rangle = 1\). The goal of this work is to derive the many-body correction to the collection of 1p-1h excitations represented by the state vector \(|P\rangle\).

The state \(|P\rangle\) represents the zeroth-order description to the electron-hole wavefunction

\[
|\Psi_X\rangle^{(0)} = |P\rangle,
\]

and the zeroth-order excitation energy \(\omega_0^0\) is calculated from the following expectation value.

\[
\omega_0^0 = \langle P|H_{eh}^0|P\rangle.
\]

The first-order correction to \(\omega_0^0\) is given by

\[
\omega_{1}^P = \omega_0^0 + \langle P|r_{12}^{-1}|P\rangle_A,
\]

where the subscript \(A\) in \(\langle \ldots \rangle_A\) represents an antisymmetrized matrix element. To go beyond the first-order approximate, a correlated description of the electron-hole wave function is needed that includes contributions from states that are orthogonal to \(|P\rangle\). The general form of such a correlated electron-hole wavefunction \(\Psi_X\) can be written as,

\[
|\Psi_X\rangle = C_P|P\rangle + C_{\perp}|P_{\perp}\rangle,
\]

where \(C_P\) and \(C_{\perp}\) are expansion coefficients and \(P_{\perp}\) is the correlated wavefunction that exists in the orthogonal subspace of \(P\). This is a very generic form and both many-body perturbation theory (MBPT) and configuration interaction (CI) wavefunctions can be expressed in this form, where choice and construction of \(P_{\perp}\) differentiates between treatment of electron-hole correlation within different methods. In the present work, we use a real-space explicitly-correlated operator approach and use the electron-hole correlator operator \(\Lambda\) to express \(P_{\perp}\) as,

\[
|\Psi_X\rangle = C_P|P\rangle + C_Q\Lambda(\omega, r_{eh})|Q\rangle,
\]

where \(|Q\rangle\) spans the orthogonal subspace of \(P\). The expansion coefficients and the operator \(\Lambda\) are determined by a projective solution of the electron-hole Hamiltonian

\[
H_{eh}|\Psi_X\rangle = \omega|\Psi_X\rangle
\]
B. Construction of frequency-dependent electron-hole interaction kernel

The construction of the frequency-dependent geminal-screened electron-hole interaction kernel (FD-GSIK) has been derived earlier and a brief summary of the key steps are presented below. In the first step, the eigenvalue equation Equation 18 is projected onto the $\langle P \rangle$ and $\langle Q \rangle$ subspace to obtain the following matrix equation,

$$
\begin{bmatrix}
\langle P|H_{eh}|P \rangle & \langle P|H_{eh}\Lambda(\omega)|Q \rangle \\
\langle Q|H_{eh}|P \rangle & \langle Q|H_{eh}\Lambda(\omega)|Q \rangle
\end{bmatrix}
\begin{bmatrix}
C_P \\
C_Q
\end{bmatrix}
= \omega
\begin{bmatrix}
1 & \langle P|\Lambda(\omega)|Q \rangle \\
0 & \langle Q|\Lambda(\omega)|Q \rangle
\end{bmatrix}
\begin{bmatrix}
C_P \\
C_Q
\end{bmatrix}.
$$

(19)

In the second step, Löwdin’s partitioning is performed to derive the electron-hole interaction kernel,

$$
\begin{align*}
\langle P|H_{eh}|P \rangle C_P + \langle P|H_{eh}\Lambda(\omega)|Q \rangle C_Q &= \omega C_P + \langle P|\Lambda(\omega)|Q \rangle C_Q, \\
\langle Q|H_{eh}|P \rangle C_P + \langle Q|H_{eh}\Lambda(\omega)|Q \rangle C_Q &= \omega \langle Q|H_{eh}\Lambda(\omega)|Q \rangle C_Q,
\end{align*}
$$

(20)

(21)

Rearranging the equations,

$$
\begin{align*}
\langle P|H_{eh}|P \rangle C_P + [\langle P|H_{eh}\Lambda(\omega)|Q \rangle - \langle P|\Lambda(\omega)|Q \rangle] C_Q &= \omega C_P, \\
[\omega \langle Q|H_{eh}\Lambda(\omega)|Q \rangle - \langle Q|H_{eh}\Lambda(\omega)|Q \rangle] C_Q &= \langle Q|H_{eh}|P \rangle C_P,
\end{align*}
$$

(22)

(23)

and eliminating $C_Q$ gives the equation for the electron-hole interaction kernel $K_{PP}(\omega)$

$$
[H_{PP} + K_{PP}(\omega)] C_P = \omega C_P,
$$

(24)

The closed-form analytical expression for the electron-hole interaction kernel, $K_{PP}(\omega)$ is given by

$$
K_{PP}(\omega) = -\frac{\langle P|r_{12}^{-1}\Lambda(\omega)|Q \rangle_A - (\omega_P^0 - \omega)\langle P|\Lambda(\omega)|Q \rangle}{\langle Q|r_{12}^{-1}\Lambda(\omega)|Q \rangle_A + (\omega_Q^0 - \omega)\langle Q|\Lambda(\omega)|Q \rangle}
$$

(25)

where $\langle \ldots \rangle_A$ represents antisymmetrized matrix elements. Equation 25 is a non-linear equation and is solved iteratively starting with $\omega_P^0$ as the first guess. The form of the electron-hole correlator operator $\Lambda(\omega, r_{eh})$ is given by

$$
\Lambda(\omega, r_{eh}) = \frac{(\omega_P^0 - \omega)}{\gamma} e^{-r_{eh} \gamma}
$$

(26)

and is an explicitly-correlated frequency-dependent real-space operator. The derivation of this operator has been presented earlier, and is related to infinite-order partial summation to particle-hole diagrams. Other than $\omega$, which is obtained from the iterative solution of Equation 25, the operator depends on two additional parameters, $\omega_P^0$ and $\gamma$, both of which are evaluated during the course of the calculation. Parameter $\omega_P^0$ was defined earlier in Equation 14 and $\gamma$ is defined as

$$
\gamma = \langle P| \frac{1}{r_{eh}} |P \rangle.
$$

(27)

Computer implementation and iterative solution of Equation 25 require two additional components. The first is the definition and construction of the orthogonal function $Q$ and the second is the evaluation of the matrix elements and both of these steps are presented in section II C and section II D, respectively.
C. Construction of the \( |Q\rangle \) state

The basis vector \( |Q\rangle \) is constructed from the direct product of particle and hole states that are not included in the \( |P\rangle \) state,
\[
|Q\rangle = |h'\rangle \otimes |e'\rangle
\]
(28)
where \( |h'\rangle \) and \( |e'\rangle \) can be viewed as dressed particle and hole states,
\[
|h'\rangle = \sum_{j \not\in P} c^{h}_j |j\rangle,
\]
(29)
\[
|e'\rangle = \sum_{b \not\in P} c^{e}_b |b\rangle,
\]
(30)
obtained from a linear combination of bare particle and hole states not included in \( |P\rangle \). The choice of the expansion coefficient directly impacts the form of \( Q \) and the construction of the electron-hole interaction kernel. A natural choice for determination of the expansion coefficients are by minimization of the trace of the electron-hole Hamiltonian
\[
\min_{c^{h}_j, c^{e}_b} \left[ \langle P| H_{eh} |P\rangle + \langle Q| H_{eh} |Q\rangle \right] \rightarrow \{c^{h}_{\text{opt}}, c^{e}_{\text{opt}}\}.
\]
(31)

Since \( P \) is independent of the expansion coefficients, the above minimization reduces to
\[
\min_{c^{h}_j, c^{e}_b} \left[ \omega^0_Q + \langle Q| V_{eh} |Q\rangle \right] \rightarrow \{c^{h}_{\text{opt}}, c^{e}_{\text{opt}}\},
\]
(32)
with the following normalization constraints
\[
c^{h\dagger}_j c^h_j = 1,
\]
(33)
\[
c^{e\dagger}_b c^e_b = 1.
\]
(34)
Although the above procedure will generate an optimized state vector \( Q \) that is suitable for performing Löwdin’s partitioning, the procedure is computationally demanding because it requires calculation of a large number of particle-hole \( V_{eh} \) elements. For this reason, we add additional restrictions to the form of the expansion coefficient. First, we make the expansion coefficients to be proportional to the molecular orbital energies,
\[
c^h_j \propto e^{-\alpha^h (\epsilon_j - \epsilon^h_{Q_{\text{min}}})},
\]
(35)
\[
c^e_b \propto e^{-\alpha^e (\epsilon_b - \epsilon^e_{Q_{\text{min}}})},
\]
(36)
where \( \epsilon^h_{Q_{\text{min}}} \) and \( \epsilon^e_{Q_{\text{min}}} \) are the lowest hole and particle energies in state \( |Q\rangle \),
\[
\epsilon^h_{Q_{\text{min}}} = \min_{j \in Q} \epsilon_j,
\]
(37)
\[
\epsilon^e_{Q_{\text{min}}} = \min_{b \not\in Q} \epsilon_b.
\]
(38)
Using the above expression, the multi-parameter optimization reduces to a two-parameter optimization,
\[
\min_{\alpha^h, \alpha^e} \left[ \omega^0_Q + \langle Q| V_{eh} |Q\rangle \right] \rightarrow \{c^{h}_{\text{opt}}, c^{e}_{\text{opt}}\}.
\]
(39)
In the second step, we replace the exact integral $\langle Q|V_{eh}|Q \rangle$ by an approximate integral which is based on the 2-particle density. The potential energy term can be expressed in terms of density

$$\langle Q|V_{eh}|Q \rangle = \langle \rho_Q r_{eh}^{-1} \rangle,$$  \hspace{1cm} (40)

where the density $\rho_Q$ is defined as

$$\rho_Q(1,2) = Q^*(1,2)Q(1,2)$$  \hspace{1cm} (41)

$$= h'(1)e'(2)h'(1)e'(2)$$  \hspace{1cm} (42)

$$= h'(1)h'(1)e'(2)e'(2)$$  \hspace{1cm} (43)

$$\rho_Q(1,2) = \rho_{h'}(1)\rho_{e'}(2).$$  \hspace{1cm} (44)

The particle and hole densities can be calculated from the MO densities,

$$\rho_{h'}(r) = \sum_{j\in\{Q\}} c_j^2 \rho_j(r),$$  \hspace{1cm} (45)

$$\rho_{e'}(r) = \sum_{b\in\{Q\}} c_b^2 \rho_b(r).$$  \hspace{1cm} (46)

We reduce the computational cost by approximating the MO densities by their Gaussian approximation,

$$\rho_j(r) \approx \rho^G_j(r; \mu_j, \sigma_j)$$  \hspace{1cm} (47)

$$\rho_b(r) \approx \rho^G_b(r; \mu_b, \sigma_b)$$  \hspace{1cm} (48)

where $\rho^G(r)$ is the isotropic 3D normal probability distribution function

$$\rho^G(r; \mu, \sigma) = \left( \frac{1}{\sqrt{2\pi}\sigma^2} \right)^3 e^{-\frac{1}{2} \frac{(x-\mu)^2}{\sigma^2}} e^{-\frac{1}{2} \frac{(y-\mu)^2}{\sigma^2}} e^{-\frac{1}{2} \frac{(z-\mu)^2}{\sigma^2}}$$  \hspace{1cm} (49)

The defining coefficients for the Gaussian densities $(\mu, \sigma)$ are obtained by minimizing the Kullback–Leibler divergence between the true MO densities $\rho_j, \rho_b$ and the Gaussian probability distribution functions

$$D_{Kullback–Leibler} = \int_V d\mathbf{r} \rho_j \ln \left( \frac{\rho_j}{\rho^G_j} \right).$$  \hspace{1cm} (50)

It is important to note that the approximate Gaussian densities derived above are only used for determination of the expansion coefficients and not in the eigenvalue equation to determine $\omega$. All matrix elements needed to construct the electron-hole interaction kernel are obtained using Monte Carlo integration and is described in the following section.

D. Monte Carlo integration

One of the advantages of the present method is that it circumvents the AO-to-MO transformation of the two-electron integrals. In the FD-GSIK method, the integrals over MO are
computed directly in real-space. For any point $r$, the value of a general spatial molecular orbital $\psi_p(r)$ is evaluated as

$$\psi_p(r) = \sum_{\mu} C_{\mu p} \phi_\mu(r),$$  \hspace{1cm} (51)$$

where $C_{\mu p}$ are MO eigenvectors, $\phi_\mu(r)$ are the atomic orbitals, and $N_{AO}$ is the total number of AOs used in the calculation. The FD-GSIK method requires evaluation of two-body integrals with the general form of

$$I_{pq,p'q'}(\Omega) = \int_{-\infty}^{+\infty} dr dr' \psi_p(r) \psi_q(r) \Omega(r,r') \psi_{p'}(r') \psi_{q'}(r') = \int_{-\infty}^{+\infty} dr dr' K_{pq,p'q'}(r,r'),$$  \hspace{1cm} (52)$$

where the two-body kernel can be

$$\Omega(r,r') = |r - r'|^{-1} \exp\left[-\gamma|r - r'|^{-1}\right], |r - r'|^{-1} \exp\left[-\gamma|r - r'|^{-1}\right].$$  \hspace{1cm} (53)$$

To evaluate the two-body integral in Equation 52 stochastically, we also define the following reference integral whose solution is known analytically,

$$I_{pq,p'q'}^0(\Omega) = \int_{-\infty}^{+\infty} dr dr' \left(\frac{\psi_p^2(r) + \psi_q^2(r)}{2}\right) \left(\frac{\psi_{p'}^2(r') + \psi_{q'}^2(r')}{2}\right) = \int_{-\infty}^{+\infty} dr dr' K_{pq,p'q'}^0(r,r') = 1.$$  \hspace{1cm} (54)$$

Using the above reference integral $I_{pq,p'q'}^0$, the kernel integral $I_{pq,p'q'}(\Omega)$ is expressed as

$$I_{pq,p'q'}(\Omega) = \frac{I_{pq,p'q'}(\Omega)}{I_{pq,p'q'}^0(\Omega)} \approx \frac{\sum_{r,r' \in S_{MC}} K_{pq,p'q'}(r,r')}{\sum_{r,r' \in S_{MC}} K_{pq,p'q'}^0(r,r')}$$  \hspace{1cm} (55)$$

where $S_{MC}$ is the set of sampling points and $K_{pq,p'q'}^0$, $K_{pq,p'q'}$ are the kernels defined in Equation 54 and Equation 52, respectively. A simple uniform sampling leads to very slow convergence of the above integral with respect to increasing number of sampling points and leads to very inefficient Monte Carlo calculation. This is a well-known issue and strategies such as importance sampling and stratified sampling have been developed to increase the convergence and accuracy of Monte Carlo calculations. In this work, we used the composite control-variate stratified sampling (CCVSS) approach which was specifically developed for efficient calculation of molecular integrals.

III. RESULTS

A. Chemical systems and computational details

The FD-GSIK method with the dressed quasiparticle orbitals was used for investigating low-energy electronic excited states of a series of linear silver clusters and nanowires with the stoichiometry of $\text{Ag}_2 \ldots \text{Ag}_{100}$. The nanowires were constructed using a bond distance of 3.51 Å, which was obtained by using the central Ag-Ag bond distance obtained from an HF-optimized $\text{Ag}_{100}$ calculation with LANL2DZ basis and effective core potential (ECP).
The uncorrelated ground state single-particle states were calculated using the HF method and LANL2DZ basis and ECP for the nanowires with the TERACHEM package.\textsuperscript{86} The Q-Chem package\textsuperscript{87} was used to obtain EOM-CCSD excitation energies for a subset of the Ag\textsubscript{n} nanowires using LANL2DZ basis and ECP.

The spatial MO $\psi(r)$ grids were evaluated with 100 points per dimension with grid boundaries that were set by a cutoff tolerance of $|\psi(r)| \leq 10^{-12}$. This resulted in a $10^6$ point dense grid that was used for construction of the dressed MOs. The grid density was verified by calculating the normalization integral for all MOs in the system. The point density for the grid was optimized for the largest system (Ag\textsubscript{100}) and was subsequently used for all the remaining systems in the set. Monte Carlo numerical integration was performed for evaluation of all necessary matrix elements described in section II and a total of $10^{10}$ sampling points was used for each integral.

We performed two different sets of calculations utilizing different energy cutoff parameters $(\eta_h, \eta_e)$ for construction of the $|P\rangle$ state using Equation 10. The first set of calculations presented in section III B focused on only on the lowest energy excitation and the parameter were set to $\eta_h = \epsilon_{HOMO}$ and $\eta_e = \epsilon_{LUMO}$. The second set of calculations presented in section III C, investigated $|P\rangle$ that included a collection of particle-hole excitations that originate from the dense manifold of particle and hole states near the HOMO and LUMO states. Specifically, the energy cutoff parameters $(\eta_h, \eta_e)$ were selected such that $\omega_0^P$ included all particle-hole excitations within 1eV of the HOMO-LUMO excitation. The values of $(\eta_h, \eta_e)$ and number of particle and hole orbitals included in $|P\rangle$ are presented in Table III of Appendix A.

### B. Particle-hole excitation from discrete states

The results for particle-hole excitation between the HOMO and LUMO states are presented in Figure 2. The calculations showed that the zeroth-order excitation energies $\omega_0^P$ obtained from the HF calculations decreased monotonically with increasing length. The variance in $\omega_0^P$ also decreased with increasing length. In contrast to the HF results, the FD-GSIK curve exhibited a point of inflection. Specifically, for smaller wire lengths $n \leq 40$, $\omega^{FD-GSIK}$ initially decreases but then changes slope and increases with increasing length. Analogous to the FD-GSIK results, the results from the first-order perturbation theory $\omega^{(1)}$, also exhibited similar scaling behavior with increasing number of atoms. The FD-GSIK results were also compared to EOM-CCSD calculations and previously reported linear response TDDFT calculations by Guidez and Aikens.\textsuperscript{88} Both EOM-CCSD and LR-TDDFT results also showed decreased excitation energy with increasing number of atoms for $n \leq 20$. These observations were consistent with the results from first-order PT and the FD-GSIK results.

### C. Particle-hole excitation from dense manifold of states

We investigated electronic excitation from a dense manifold of particle and hole states. For example, as shown in Figure 1, Ag\textsubscript{100} exhibit high density of states near the HOMO-LUMO gap. In this investigation, all particle-hole excitations that are within 1 eV of the HOMO-LUMO gap were included in the construction of the $|P\rangle$ state. For example, the Ag\textsubscript{100} nanowire calculations included 17 hole ($N_{P_h}$) and 14 particle ($N_{P_e}$) orbitals for con-
FIG. 2. Excitation energy of Ag nanowires using FD-GSIK for the HOMO-LUMO gap in comparison to reported TD-DFT results and EOM-CCSD.

Construction of \(|P_1\rangle\). The energy window was selected by choosing the appropriate values of the \(\eta_h\) and \(\eta_e\) and are presented in Table III. The calculations were performed for a series of silver nanowires and the results are presented in Figure 3. For the HF frequencies \(\omega^0_P\), an overall red-shift was observed with respect to increasing chain length. The FD-GSIK results were more complex and, unlike the HF calculations, exhibited non-monotonic behavior with respect to increasing chain length. Initially the FD-GSIK excitation energy was found to decrease until \(N = 50\), after which it started increasing again. Interestingly, a similar trend was also exhibited by the excitation energy calculated from first-order perturbation theory. The first-order PT results show surprisingly good agreement with the FD-SIK results. The results also indicate that periodic-boundary calculations on an infinitely long nanowire should be performed, and future work on this system will focus on the periodic-boundary implementation of the FD-GSIK method.

D. Error analysis and timing data

In the FD-GSIK formulation, the use of a Monte Carlo integration scheme allows us to reduce the numerical error in the integrals systematically. Presented in Table I and Table II are the standard deviations of the FD-GSIK excitation energies for all systems under investigation. The timing data is presented for the 1 + 10 MC runs, where the notation implies that the first MC was used for construction of the \(\Lambda\) operator (as described in section II) and the remaining ten runs were production runs for calculation of the matrix elements. In all cases, the computational effort for the FD-GSIK was found to be weakly dependent on the system and exhibited sublinear scaling with respect to increasing system
FIG. 3. Comparison of the uncorrelated gap to the first-order corrected and FD-GSIK correlated excitation obtained for \( |P \rangle \) in Ag nanowires.

TABLE I. The standard deviation of \( \omega^{FD-GSIK}_P \) from 1+10 runs of the Monte Carlo integration with total single-core CPU computational time for the HOMO-LUMO particle-hole excitation.

| Chemical Formula | \( \omega^{FD-GSIK}_P \) (eV) | Standard Deviation (eV) | Total CPU Time (Hours) |
|------------------|--------------------------|-------------------------|------------------------|
| \( Ag_2 \)       | 1.5835                   | 3.68E-03                | 1.31                   |
| \( Ag_4 \)       | 1.2387                   | 1.57E-03                | 1.35                   |
| \( Ag_5 \)       | 1.0766                   | 1.97E-03                | 1.36                   |
| \( Ag_8 \)       | 0.8822                   | 3.52E-03                | 1.35                   |
| \( Ag_{10} \)    | 0.8690                   | 2.62E-03                | 1.32                   |
| \( Ag_{12} \)    | 0.7757                   | 4.75E-03                | 1.33                   |
| \( Ag_{20} \)    | 0.5217                   | 3.70E-03                | 1.34                   |
| \( Ag_{40} \)    | 0.4805                   | 6.96E-03                | 1.32                   |
| \( Ag_{60} \)    | 0.6695                   | 5.50E-03                | 1.33                   |
| \( Ag_{80} \)    | 0.8671                   | 4.44E-03                | 1.35                   |
| \( Ag_{100} \)   | 1.8456                   | 2.59E-03                | 1.33                   |

The standard deviation in the excitation energies were found to be two orders of magnitude smaller than the calculated averages.
TABLE II. The standard deviation of $\omega_{FD-GSIK}^P$ from 1+10 runs of the Monte Carlo integration with total single-core CPU computational time for the excitation in the dense manifold of particle-hole states.

| Chemical Formula | $\omega_{FD-GSIK}^P$ (eV) | Standard Deviation (eV) | Total CPU Time (Hours) |
|------------------|---------------------------|------------------------|------------------------|
| Ag$_{10}$        | 2.7217                    | 5.32E-04               | 1.34                   |
| Ag$_{20}$        | 2.5120                    | 9.68E-04               | 1.36                   |
| Ag$_{40}$        | 2.3287                    | 3.38E-03               | 1.34                   |
| Ag$_{60}$        | 2.7574                    | 1.30E-03               | 1.35                   |
| Ag$_{80}$        | 2.8929                    | 1.56E-03               | 1.34                   |
| Ag$_{100}$       | 2.6626                    | 1.84E-03               | 1.34                   |

IV. CONCLUSIONS

In this work, a frequency-dependent explicitly correlated electron-hole interaction kernel (FD-GSIK) method was developed for treating electronic excitation in a dense manifold of particle-hole states. The method is based on first constructing an optimized energy-restricted subspace of particle and hole states and then using an explicitly correlated ansatz for the correlated electron-hole wave function. The FD-GSIK method is specifically designed to avoid the steep computational cost associated with conventional approaches to excited state calculations of large nanoparticles. Specifically, FD-GSIK avoids the AO-to-MO two-electron integral transformations and calculates all the necessary MO integrals directly in real-space representation using Monte Carlo integration. The use of a large number of particle-hole states common in CIS and linear-response TDDFT calculation is also avoided by use of a frequency-dependent and explicitly correlated electron-hole interaction kernel. The developed method was benchmarked against EOM-CCSD and real-time TDDFT methods and was applied to investigations of the electronic excitation in a series of silver nanowires (Ag$_n$, $n = 2, \ldots, 100$). It was found that the low-energy electronic excitations in the nanowires followed nonmonotonic behavior with respect to increasing wire length and exhibited an inflection point at $n = 50$. Future study of these nanowires will be based on the periodic-boundary implementation of the FD-GSIK method to investigative excitation in the infinitely long limit.
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V. APPENDIX
TABLE III. The energy cut-off parameters for the collection of single-particle excitations for Ag nanowires with the number of particle/hole states in $P$ and $Q$.

| Chemical Formula | $\eta_h$ (a.u.) | $N_{Ph}$ | $\eta_e$ (a.u.) | $N_{Pe}$ | $N_{Qh}$ | $N_{Qe}$ |
|------------------|-----------------|----------|-----------------|----------|----------|----------|
| Ag$_{10}$        | -2.12E-01       | 3        | -4.65E-02       | 2        | 143      |
| Ag$_{20}$        | -2.11E-01       | 5        | -4.31E-02       | 4        | 286      |
| Ag$_{40}$        | -2.11E-01       | 9        | -4.86E-02       | 7        | 573      |
| Ag$_{60}$        | -2.11E-01       | 13       | -5.07E-02       | 10       | 860      |
| Ag$_{80}$        | -2.11E-01       | 17       | -5.17E-02       | 13       | 1147     |
| Ag$_{100}$       | -2.03E-01       | 17       | -5.84E-02       | 14       | 1436     |
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